Maximizing the performance of variable speed wind turbine with nonlinear output feedback control  by Rubio, Jov́an Oseas Ḿerida & Aguilar, Luis T.
 Procedia Engineering  35 ( 2012 )  31 – 40 
1877-7058 © 2012 Published by Elsevier Ltd.
doi: 10.1016/j.proeng.2012.04.162 
International Meeting of Electrical Engineering Research
ENIINVIE 2012
Maximizing the performance of variable speed wind turbine
with nonlinear output feedback control
Jova´n Oseas Me´rida Rubioa, Luis T. Aguilara
aInstituto Polite´cnico Nacional,
Avenida del parque 1310, Mesa de Otay, Tijuana 22510, Baja California, Mex.
Abstract
In this paper, the problem of designing an output feedback regulation control scheme of variable speed wind energy
conversion system with rotor speed measurement is addressed. The controller consists of the combination of a linear
control for blade pitch angle with a nonlinear H∞ torque control and a ﬁnite-time convergent Super-Twisting Observer.
This strategy does not use the wind velocity and avoid the chattering phenomena. The nonlinear H∞ torque control take
into account the nonlinear dynamic aspect of the wind turbine and the turbulent nature of the wind, also mitigate the
eﬀects of external disturbances that occur at the input and output of the system. The controller exhibits better power and
speed regulation when compared to classic linear controllers. In order to validate the mathematical model and evaluate
the performance of proposed controller, we used the National Renewable Energy Laboratory (NREL) aerolastic wind
turbine simulator FAST. Simulation and validation results show that the proposed control strategy is eﬀective in terms
of power and speed regulation.
c© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Organizing Committee of
the ENIINVIE-2012.
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1. Introduction
As a result of increasing environmental concern, more and more electricity is being generated from
renewable sources. Wind energy has proved to be an important source of clean and renewable energy in
order to produce electrical energy. Nowadays, wind energy is one the fastest growing renewable energy
technologies. However, the performance of wind turbine must be improved. There are two primary types
of horizontal-axis wind turbines: ﬁxed speed and variable speed [1]. In this work we choose the variable
speed because although the ﬁxed speed system is easy to build and operate, does not have the ability that
the variable speed system has in energy extraction, up to a 20% increase over ﬁxed speed [2, 1]. Moreover,
the variable speed system is much more complex to control. Advanced control plays an important role
in the performance of large wind turbines. This allows better use of resources of the turbine, increasing
the lifetime of mechanical and electrical components, earning higher returns. Wind turbine controllers
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objectives depend on the operation area [3, 4]. Variable speed wind turbine operation can be divided into
three operating regions:
• Region I: Below cut-in wind speed.
• Region II: Between cut-in wind speed and rated wind speed.
• Region III: Between rated wind speed and cut-out wind speed.
In region I wind turbines not run, because power available in wind is low compared to losses in turbine
system. Region II is an operational mode where it is desirable that the turbine capture as much power
as possible from the wind, this because wind energy extraction rates are low and the structural loads are
relatively small. Generator torque provides the control input to vary the rotor speed, while the blade pitch is
held constant. Region III is encountered when the wind speeds are high enough that the turbine must limit
the fraction of the wind power captured such that safe electrical, and mechanical loads are not exceeded. If
wind speeds exceed contains the region III, the system will make a forced stop the machine, protecting it
from aerodynamic loads excessively high. Generally the rated rotor speed and power output are maintain by
the blade pitch control with the generator torque constant at its rated value. Region III is considered in the
present work. Much of the research work in the wind energy conversion system control have used classical
controllers. This, for several reasons. First, linear control theory is a well-developed topic while nonlinear
control theory is less developed and diﬃcult to implement. Second, most wind turbine control systems,
to date, is based on linear control theory, thus the implemented wind turbine controllers are the based on
linearized models [5]. Although these classical methods have been successful applied, they are limited and
problematic when extended to consider multiple controlled variables, such as controlling tower vibration,
rotor speed, and blade vibration simultaneously (see, e.g., [6, 7, 8, 9]). Recently, nonlinear control of wind
turbines has been of interest to the scientiﬁc community, methods such as adaptive second order sliding
mode control strategy [10] and nonlinear dynamic state feedback control [11]. These controllers have better
performance than the one reached by linear controllers.
The aim of this paper is to design a robust controller to work in region III where wind speeds are high
and dramatic growth of load structural. In this region the primary objective of the turbine controller is
to reduce electrical power and rotor speed ﬂuctuations while reducing the control loads. To limit loads
and maintaining electric power production is necessary to limit the power and the rotational speed at its
nominal values. This work presents a control strategy incorporating a linear control with nonlinear H∞
control and a second-order sliding-mode observer for variable speed wind turbines intended regulated the
electric power while the load is limited. The control structure is shown to robustly reject disturbances
acting on the system, particularly those introduced by time-varying wind proﬁles. The controller takes into
consideration the nonlinear nature of the wind turbine behavior, the ﬂexibility of drive train, as well as
the turbulent nature of the wind. The controller is design using a single mass model of a variable speed
wind turbine and its performance has been tested through simulations. The dynamic model of a horizontal
axis turbine is simulated in MATLAB-Simulink and has been validated through a complex aerolastics wind
turbine simulator FAST (Fatigue, Aerodynamics, Structures and Turbulence code) [12].
The paper is organized as follows. In Section II is given background material on nonlinear H∞-control
synthesis, the wind turbine model and problem formulation is presented in Section III. The control design is
provided in Section IV. The aerodynamic torque observer and output feedback design is provide in Section
V. Performance of the proposed controllers are given in Section VI through simulations. Section VII presents
some conclusions.
2. Background material nonlinear H∞-control synthesis
Consider a nonlinear system of the form
x˙ = f (x) + g1(x)w + g2(x)u
z = h1(x) + k12(x)u
y = h2(x) + k21(x)w
(1)
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where x(t) ∈ Rn is the state space vector, u(t) ∈ Rm is the control input, w(t) ∈ Rr is the unknown distur-
bance, z(t) ∈ Rl is the unknown output to be controlled, y(t) ∈ Rp is the only available measurement on the
system. The following assumptions are assumed to hold:
(A1) The functions f (x), g1(x), g2(x), h1(x), h2(x), k12(x), and k21(x) are twice continuously diﬀerentiable
in x locally around x = 0.
(A2) f (0) = 0, h1(0) = 0, and h2(0) = 0.
(A3)
hT1 (x)k12(x) = 0, k
T
12(x)k12(x) = I,
k21(x)g
T
1 (x) = 0, k21(x)k
T
21(x) = I.
These assumptions are inherited from the standard nonlinear H∞ control theory [13], [14] and they are made
for technical reasons. Assumption (A1) guarantees the well-posedness of the above dynamic system, while
being enforced by integrable exogenous inputs. Assumption (A2) ensures that the origin is an equilibrium
point of the non-driven (u = 0) disturbance-free (w = 0) dynamic system (1). Assumption (A3) is a
simplifying assumption inherited from the standard H∞-control problem.
A causal dynamic feedback compensator
u = K(x) (2)
is said to be globally (locally) admissible controller if the closed-loop system (1)–(2) is globally asymptoti-
cally stable when w = 0.
Given a real number γ > 0, it is said that system (1), (2) has L2-gain less than γ if the response z,
resulting from w for initial state x(0) = 0, satisﬁes
∫ T
0
‖z(t)‖2dt < γ2
∫ T
0
‖w(t)‖2dt (3)
for all T > 0 and all piecewise continuous functions w(t).
The H∞-control problem is to ﬁnd a globally admissible controller (2) such that L2-gain of the closed-
loop system (1)–(2) is less than γ. In turn, a locally admissible controller (2) is said to be a local solution
of the H∞-control problem if there exists a neighborhood U of the equilibrium such that inequality (3) is
satisﬁed for all T > 0 and all piecewise continuous functions w(t) for which the state trajectory of the
closed-loop system starting from the initial point x(0) = 0 remains in U for all t ∈ [0, T ].
2.1. Local state-space solution
Assumptions (A1)-(A3) allow one to linearize the corresponding Hamilton-Jacobi-Isaacs inequalities
from [15] that arise in the state feedback and output-injection design thereby yielding a local solution of
the time-invariant H∞-control problem. The subsequent local analysis involves the linear time-invariant
H∞-control problem for the system
x˙ = Ax + B1w + B2u
z = C1x + D12u
y = C2x + D21w
(4)
where
A =
∂ f
∂x
(0), B1 = g1(0), B2 = g2(0),
C1 =
∂h1
∂x
(0),D12 = k12(0),
C2 =
∂h2
∂x
(0),D21(t) = k21(0).
(5)
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Such a problem is now well-understood if the linear system (4) is stabilizable and detectable from u and y,
respectively. Under these assumptions, the following conditions are necessary and suﬃcient for a solution
to exist (see, e.g., [13]):
C1) There exists a positive semideﬁnite symmetric solution of the equation
PA + AT P +CT1 C1 + P
[
1
γ2
B1B
T
1 − B2BT2
]
P = 0 (6)
such that the matrix A − (B2BT2 − γ−2B1BT1 )P has all eigenvalues with negative real part.
According to the strict bounded real lemma [16], condition C1) ensures that there exists a positive
constant ε0 such that the system of the perturbed Riccati equation
PεA + AT Pε +CT1 C1 + εI + Pε
[
1
γ2
B1B
T
1 − B2BT2
]
Pε = 0 (7)
has a unique positive deﬁnite symmetric solution (Pε) for each ε ∈ (0, ε0) where A˜ = A + γ−2B1BT1 Pε.
Equation (7) is subsequently utilized to derive a local solution of the nonlinear H∞-control problem for
(1). The following result is extracted from [15].
Theorem 1. Let condition C1) be satisﬁed and let (Pε) be the corresponding positive solution of (7) under
some ε > 0. Then the output feedback
u = −gT2 (x)Pεx (8)
is a local solution of the H∞-control problem.
3. Wind turbine model and problem statement
The aerodynamic power captured by the rotor is given by the nonlinear expression [2]
Pa =
1
2
ρπR2Cp(λ, β)v3 (9)
where v is the wind speed, ρ is the air density, and R is the rotor radius. The eﬃciency of the rotor blades is
denoted as Cp, which depends on the blade pitch angle β, or the angle of attack of the rotor blades, and the
tip speed ratio λ, the ratio of the blade tip linear speed to the wind speed. The parameters β and λ aﬀect the
eﬃciency of the system. The coeﬃcient Cp is speciﬁc for each wind turbine. The relationship of tip speed
ratio is given by
λ = R
ωr
v
. (10)
The turbine estimated Cp − λ − β surface, derived from simulation is illustrated in Figure 1(a). This surface
was created with the modeling software WTPerf [17], which uses blade-element-momentum theory to pre-
dict the performance of wind turbines [2]. The WTPerf simulation was performed to obtain the operating
parameters for the CART (Controls Advanced Research Turbine). The wind turbine considered in this study
is variable speed one, in which the rotor speed increases and decreases with changing wind speed, producing
electricity with a variable frequency. Figure 1(a) indicates that there is one speciﬁc λ at which the turbine
is most eﬃcient. From (9) and (10), one can note that the rotor eﬃciency is highly nonlinear and makes the
entire system a nonlinear system. The eﬃciency of power capture is a function of the tip speed ratio and the
blade pitch. The power captured from the wind follows the relationship
Pa = Taωr (11)
where
Ta =
1
2
ρπR3
Cp(λ, β)
λ
v2 (12)
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Fig. 1. (a) Power coeﬃcient curve; (b) Two-mass wind turbine model.
is the aerodynamic torque which depends nonlinearly upon the tip speed ratio. A variable speed wind turbine
generally consists of an aeroturbine, a gearbox, and generator, as shown in Figure 1(b). The wind turns the
blades generating an aerodynamic torque Ta, which spin a shaft at the speed ωr. The low speed torque Tls
acts as a braking torque on the rotor. The gearbox, which increases the rotor speed by the ratio ng to obtain
the generator speed ωg and decreases the high speed torque Ths. The generator is driven by the high speed
torque Ths and braked by the generator electromagnetic torque Tem [5]. The mathematical model of the two
mass wind turbine, can be described as follows:
Jrω˙r = Ta(ωr, β, v) − Kls(θr − θls) − Dls(ωr − ωls) − Drωr
Jgngω˙g = −Temng + Kls(θr − θls) + Dls(ωr − ωls) − Dgngωg (13)
where ωls is the low shaft speed, θr is the rotor side angular deviation, θls is the gearbox side angular
deviation, Jr is the rotor inertia, Jg is the generator inertia, Dr is the rotor external damping, Dg is the
generator external damping, Dls is the low speed shaft damping, and Kls is the low speed shaft stiﬀness.
Assuming an ideal gearbox with transmission ng:
ng =
ωg
ωls
=
Tls
Ths
. (14)
If a perfectly rigid low speed shaft is assumed, ωr = ωls, a single mass model of the turbine can then be
considered, upon using (14) and (13), one gets:
Jtω˙r = Ta(ωr, β, v) − Dtωr − Tg (15)
where Jt = Jr + n2gJg, Dt = Dr + n
2
gDg, and Tg = ngTem are the turbine total inertia, turbine total external
damping, and generator torque in the rotor side, respectively. The parameters of the model are given in Table
1. Those parameters are based on the CART which is a two-bladed, teetered, active-yaw, upwind, variable
speed, variable pitch, horizontal axis wind turbine which is located at the National Wind Technology Centre
in Colorado. The nominal power is 600 kW, the rated wind speed of 13 m/s, a cut out wind speed of 26
m/s, and it has a maximum power coeﬃcient Cpmax = 0.3659. The rated rotor speed is 41.7 rpm. The
pitch system can pitch the blades up to 18 degrees deg/s with pitch accelerations up to 150 deg/s2 [7]. The
required constraints for torque and rotor speed are 162 kNm and 58 rpm respectively [18]. The gearbox is
connected to an induction generator via the high speed shaft, and the generator is connected to the grid via
power electronics. Generator power will be controlled in region III when the wind speeds are high enough
that the turbine must limit the fraction of the wind power captured so that safe electrical and mechanical
loads are not exceeded. The objective control in this region is to ﬁnd a control law Tg and β to achieve
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Table 1. One-mass model parameters
Notation Numerical value Units
R 21.65 m
ρ 1.308 kg/m3
Jt 3.92 × 105 kg m2
Dt 400 Nm/rad/s
H 36.6 m
Penom 600 kW
ng 43.165
the best tracking of rated of power while ωr follows ωd, as well as to reject fast wind speed variations and
avoiding signiﬁcant control eﬀorts that induce undesirable torques and forces on the wind turbine structure.
For variable speed wind turbine we design a controller using blade pitch and generator torque as control
inputs with a second-order sliding-mode observer. This strategy does not use the wind velocity which it is
impossible to represent it by a unique measure.
Our objective is to design a regulator of the form
T˙g =
1
ωr
[
c0εp − TgJt (Ta − Dtωr − Tg) − u
]
(16)
where Pe = ωrTg is the electrical power, εp = Penom − Pe is the electrical power error, and c0 is a positive
constant while the rotor speed regulation is partly guaranteed by the pitch controller.
We conﬁne our investigation to the velocity regulation problem where
1. The output to be controlled is given by
z = ρy
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
ωr
Penom − Pe
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ u (17)
with a positive weight coeﬃcient ρy, and
2. The measurements
y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ωr
εp
Tg
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ + wy (18)
corrupted by the vector wy ∈ R3, are only available.
4. Controller synthesis
4.1. H∞ synthesis
To begin with, let us introduce the error state vector x = (x1, x2, x3) = (ωr, Penom − Pe,Tg). After that,
let us rewrite the state equation (15) as
x˙1 = −DtJt x1 −
1
Jt
x3 +
1
Jt
Ta
x˙2 = −c0x2 + u (19)
x˙3 =
1
x1
[
c0x2 − 1Jt (Ta − Dtx1 − x3)x3 − u
]
.
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Since the right-hand of the equations (19) are twice continuously diﬀerentiable in x locally around the
origin x = 0 ∈ R3, the above H∞ control problem is nothing else than the earlier theoretical approach to the
nonlinear H∞ control problem for the system (1) speciﬁed as follows:
f (x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
Jt [Ta − Dtx1 − x3]−c0x2
1
x1
[
c0x2 − Tax3Jt + Dtx1x3Jt +
x23
Jt
]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , g1(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0
0 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , g2(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
− 1x1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , (20)
h1(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
x1
x2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , k12(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , h2(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1
x2
x3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , k21(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ .
The subsequent local analysis involves the linear H∞-control problem for the system (4), (5), the state vector
x contains the deviation from the operating point
A1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
Jt
[
∂Ta
∂x1
− Dt
]
0 −1Jt
0 −c0 0
A31
c0
x1op
A33
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , B1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0
0 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , B2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
− 1x1op
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ,
C1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0
1 0 0
0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , D12 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , C2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , D21 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
where
A31 = −
x3op
Jt
∂(Tax−1)
∂x1
− c0x2op
x21op
−
x23op
Jtx21op
, A33 =
1
Jt
[
−Taop + Dt + 2x3op
]
.
Now by applying Theorem 1 to system (1) thus speciﬁed, we derive a local solution of the H∞ regulation
problem.
4.2. Pitch Controller
In order to regulate the rotor speed and reduce generator torque oscillation, the torque control is aided by
the pitch action. The pitch control allows to maintain the rotor speed around its nominal value. To achieve
this, proportional action is used
Δβ = Kpeω (21)
where eω = ωrnom − ωr is the rotor speed tracking error and Kp > 0.
5. Output feedback design
In order to construct a robust output feedback controller that recovers the performance of the state
feedback, Super-Twisting Observer is designed [19], which is able to reconstruct the state and uncertain
functions. These estimated values are used in the controller instead of the true ones. The controller requires
aerodynamic torque which cannot be easily measured. According to wind turbine dynamics the rotor speed
ωr and aerodynamic torque Ta are related by (15), the unknown term is Ta and ωr is the measured variable.
It is clear that the relative degree between them is one so the structural requirement to implement sliding-
mode observer, in this case to the relative degree is one, which allows to reconstruct Ta. To estimate Ta by
means of the measurement of the rotor speed ωr, the following observer is proposed:
˙ˆωr = xˆ − 1Jt
(
Dtωr + Tg
)
− k1
∣∣∣eωr ∣∣∣ 12 sign (eωr ) − k2eωr
˙ˆx = −k3sign (eωr ) − k4eωr (22)
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where eωr = ωˆr − ωr is the measurement error, k1 − k4 are adjustable gains, and Tˆa = Jt xˆ is the estimation
of the aerodynamic torque. Choosing the parameter of the observer (22) according to [19] then its state and
unknown term converge in ﬁnite time to ωr and Ta respectively. The output feedback controller Δβ and T˙g :
Δβ = Kp(ωrnom − ωˆr)
T˙g =
1
ωˆr
[
c0
(
Penom − ωˆrTg
)
− Tg
Jt
(Tˆa − Dtωˆr − Tg) − u
]
(23)
are obtained if the corresponding observer variables ωˆr, Tˆa are substituted into the state feedback law (16)
and (21), where the controller u
u = K(ξ), ξ =
[
ωˆr
Tˆa
]
.
In Figure 2(a) it is observed the estimate of aerodynamic torque Tˆa and Figure 2(b) the estimation error.
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Fig. 2. Closed-loop system responses: (a) estimated aerodynamic torque and (b) estimation error.
6. Simulation results with turbulent wind
This turbine was modeled with the mathematical model on Matlab-Simulink as well as in FAST aeroe-
lastic simulator for validation. The wind speed is described as a slowly varying average wind speed super-
imposed by a rapidly varying turbulent wind speed. The model of the wind speed v at the measured point
is
v = vm + vt (24)
where vm is the mean value and vt is the turbulent component. The hub-reference wind ﬁeld was generated
using Turbsim [20]. The wind data consist of 600 s in vm = 20 m/s with 16% turbulence intensity, via the
Kaimal turbulence model. Figure 3 shows the proﬁle of wind speed. In order to improve power regulation,
rotor speed, and reduce the mechanical loads, we design H∞-regulation controller (8), (20) with γ = 12
and ε = 0.001. The initial conditions and parameters for the observer are ωˆr = ωrnom, Tˆa = 0, k1 = 0.01,
k2 = 1910, k3 = 0.311, and k4 = 1e5 respectively.
6.1. Mathematical model
First, the proposed controller is tested using the simpliﬁed mathematical model and then is evaluated
with FAST simulator. The nominal values for regulation problem are shown in Figures 4(a) and 4(b); it is
observed that the proposed control is able to achieve precise speed and power regulation. In Figure 4(a)
the rotor speed is well regulated close to its nominal value. Figure 4(b) shows that the electrical power Pe
follows the nominal power. This value is almost equal to the nominal power Penom. In this region pitch
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Fig. 3. Wind speed proﬁle of 20 m/s mean value.
control alters the pitch of the blade, thereby changing the airﬂow around the blades resulting in the reduced
torque capture of wind turbine rotor. Because of the pitch control, the control torque is reduced as shown
in Figure 5(a); if variation of Tg are large can be result in loads over the wind turbine aﬀecting its behavior,
but in this case its value goes up to 138.25 kNm, which is under the maximum one 162 kNm. These result
in the reduction of the drive train mechanical stresses and output power ﬂuctuations. In Figure 5(b) we see
that the collective pitch action did not exceed its limit.
6.2. Validation
To verify the simulation results, the proposed controller strategy performance has been tested for vali-
dation using FAST simulator. In this study, two degree of freedom are simulated: the variable generator and
rotor speed. The performance increases in comparison with the mathematical model getting a better regu-
lation speed and power tracking (Figures 4(a) and 4(b)). The high speed shaft torsional moment with the
mathematical model is greater then the one obtained with the simulator as well as the pitch angle (Figures
5(a) and 5(b)). Checking out the results, one should conclude that the wind turbine control is satisfactory.
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Fig. 4. Closed-loop system responses: (a) rotor speed and (b) generator power.
7. Conclusions
Variable speed operation of wind turbine is necessary to increase power generation eﬃciency. As ex-
plained above, the wind turbine output power is limited to the rated power by the pitch and torque controller.
We have developed the structure for nonlinear H∞ control system in conjunction with a linear control strat-
egy and a ﬁnite-time robustly convergent Super-Twisting Observer whose design procedure shown to be
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Fig. 5. Closed-loop system responses: (a) generator torque and (b) pitch angle.
acceptable to solving the tracking of a power problem and regulation of the rotor speed near of its nominal
value. To evaluate the performance the proposed strategy control approach has been simulated on a 600
kW two-blade wind turbine. Then, it has been validated using the wind turbine simulator FAST. Simulation
results show that the proposed method is able to achieve the power and speed regulation while the load is
limited. For output feedback control only the rotor speed were supposed available.
References
[1] G. Ofualagba, E. U. Ubeku, Wind energy conversion system- wind turbine modeling, in: Power and Energy Society General
Meeting - Conversion and Delivery of Electrical Energy in the 21st Century, 2008 IEEE, 2008, pp. 1–8.
[2] T. Burton, D. Sharpe, N. Jenkins, E. Bossanyi, Wind Energy Handbook, 1st Edition, Wiley, 2001.
[3] L. Y. Pao, K. E. Johnson, A tutorial on the dynamics and control of wind turbines and wind farms, in: American Control
Conference, 2009. ACC ’09, St. Louis, MO, 2009, pp. 2076–2089.
[4] J. H. Laks, L. Y. Pao, A. D. Wright, Control of wind turbines: Past, present, and future, in: American Control Conference, 2009.
ACC ’09, St. Louis, MO, 2009, pp. 2096–2103.
[5] B. Boukhezzar, L. Lupu, H. Siguerdidjane, M. Hand, Multivariable control strategy for variable speed, variable pitch wind
turbines, Renewable Energy 32 (8) (2007) 1273–1287.
[6] M. Grimble, Horizontal axis wind turbine control: comparison of classical, LQG and H∞ designs, Dynamics and Control 6 (2)
(1996) 143–161.
[7] A. D. Wright, L. J. Fingersh, Advanced control design for wind turbines. part I: Control design, implementation, and initial tests,
Tech. Rep. NREL/TP-500-42437, NREL (March 2008).
[8] S. Thomsen, Nonlinear control of a wind turbine, Me thesis, Lyngby: Informatik og Matematisk Modellering, Danmarks Tekniske
Universitet (2006).
[9] F. D. Bianchi, H. de Battista, R. J. Mantz, Wind Turbine Control Systems: Principles, Modelling and Gain Scheduling Design,
1st Edition, Advances in Industrial Control, Springer-Verlag, London Limited, 2007.
[10] C. Evangelista, P. Puleston, F. Valenciaga, L. Fridman, Lyapunov designed super-twisting sliding mode control for wind energy
conversion optimization, IEEE Transactions on Industrial Electronics (2012).
[11] B. Boukhezzar, H. Siguerdidjane, Nonlinear control of a variable-speed wind turbine using a two-mass model, IEEE Transactions
On Energy Conversion 26 (1) (2011) 149 – 162.
[12] J. Jonkman, M. Buhl, Fast users guide, Tech. Rep. NREL/EL-500-38230, National Renewable Energy Laboratory (2005).
[13] J. Doyle, K. Glover, P. Khargonekar, B. Francis, State-space solutions to standard H2 and H∞ control problems, Automatic
Control, IEEE Transactions on 34 (8) (1989) 831–847.
[14] A. Isidori, A. Astolﬁ, Disturbance attenuation and H∞-control via measumerent feedback in nonlinear system, Automatic Control,
IEEE Transactions on 37 (9) (1992) 1283–1293.
[15] L. Aguilar, Y. Orlov, L. Acho, Nonlinear H∞- control of nonsmooth time varying systems with application to friction mechanical
manipulators, Automatica 39 (2003) 1531–1542.
[16] B. Anderson, S. Vongpanitlerd, Network analysis and synthesis: a modern systems theory approach, Prentice-Hall, 1973.
[17] M. Buhl, NWTC design codes WTPerf, [Online]. Available: http://wind.nrel.gov/designcodes/simulators/wtperf/ (Sep. 2009).
[18] L. Fingersh, K. Johnson, Controls advanced research turbine comissioning and baseline data collection, Tech. rep., NREL (2002).
[19] J. A. Moreno, A linear framework for the robust stability analysis of a generalized supertwisting algorithm, in: Electrical Engi-
neering, Computing Science and Automatic Control, CCE, 2009 6th International Conference on, Mexico, 2009, pp. 12–17.
[20] N. Kelley, B. Jonkman, Turbsim user’s guide: Version 1.50, Tech. Rep. NREL/TP-500-46198, National Renewable Energy
Laboratory (NREL) (September 2009).
