An automata theory course can be taught in an interactive, hands-on manner using a computer. At Duke we have been using the software tool JFLAP to provide interaction and feedback in CPS 140, our automata theory course. JFLAP is a tool for designing and running nondeterministic versions of finite automata, pushdown automata, and Turing machines. Recently, we have enhanced JFLAP to allow one to study the proofs of several theorems that focus on conversions of languages, from one form to another, such as converting an NFA to a DFA and then to a minimum state DFA. In addition, our enhancements combined with other tools allow one to interactively study LL and LR parsing methods.
Introduction
Traditionally the automata theory course has been taught without computers. Students work on assignments using pencil and paper with no immediate feedback. As a result, this course can be more difficult for some students than most of the other computer science courses which have hands-on interaction in the form of programming.
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to republish, to post on servers or to redistribute to ltsts, requires prior specific permission and/or a fee. SIGCSE '99 3/99 New Orleans, LA, USA 0 1999 ACM 1. 58113-085.6/99/0003...55.00 son is that students do not receive immediate feedback when working problems using pencil and paper. Weaker students especially need to work additional problems to understand concepts, and need to know if their solutions are correct.
The notation in the automata theory course is needed to describe theoretical representations of languages (automata and grammars). Tools such as JFLAP provide students an alternative visual representation and a chance to create and simulate these representations. As students interact and receive feedback on concepts with the visual representations provided in JFLAP, they may become more comfortable with the mathematical notation used in the formal representation.
Recently we have extended JFLAP to allow one to interact with proofs of several theorems that focus on conversions of languages from one form to another. In most of the conversions, the user creates the new representation with aid from JFLm The conversions in JFLAP are nondeterministic finite automaton (NFA) to deterministic finite automaton (DFA), DFA to minimum state DFA, NFA to regular grammar, regular grammar to NFA, nondeterministic pushdown automaton (NPDA) to context-free grammar (CFG), and three algorithms for CFG to NPDA. Two of the CFG to NPDA conversions are useful in studying LL and LR parsing.
In this paper, we describe related results in Section 2 and the original version of JFLAP briefly in Section 3. The modifications to JFLAP for experimenting with proofs of theorems on transformations for regular and context-free languages are described in Section 4. Section 5 describes how JPLAP can be used to study LL and LR parsing. We describe how JFLAP is used in the classroom in Section 6 and give concluding remarks in Section 7.
Related Work
In another theoretical area of computer science, algorithms and data structures, many tools including [5,6,9, 1 l] have been developed for creating animations of algorithms that can be used in teaching. Studies show [l] the need for students to participate in creating the animations as opposed to just passively watching the animations. Not nearly as many tools have been developed for automata theory that provide hands-on interaction. In this section we discuss some automata theory tools others have developed or are currently working on.
The project WebLab [4] includes concept animation, the activity of animating a particular concept, and it presents examples for a Java animator for deterministic finite state automata. Their goal is to develop a repretory of animations from the theory of computing including automata, grammars, languages and NP-completeness.
Turing's World [2] is a Macintosh program that focuses on Turing machines. One can create and run Turing machines. A special feature allows one to define submachines, and then use the submachines to build quite complex Turing machines. Turing's world also allows one to build finite automata and nondeterministic machines.
JFLAP
In this section we briefly describe the original version of JPLAP [lo] , and in the next section we describe the new modifications to JFLAP.
JFLAP (Java Formal Languages and Automata Package) is a tool for creating and simulating several versions of automata, including finite automata, pushdown automata, Itape Turing machines and 2-tape Turing machines. The user creates a graph representing a transition diagram, labels the transitions, enters an input, and then steps through the execution of the machine. JPLAP allows one to create nondeterministic machines, with two choices for execution. In the "fast" mode, the user receives a message indicating either the input was not accepted, the input was accepted, or the execution is taking a long time. If the input was accepted, the user can select to step through an animation of the processing of the input to acceptance. In the "step" mode, the user starts in the start state and steps through the execution. All possible configurations reached are shown at each stage. However if the number of configurations exceeds 15, then the user must control the execution by freezing or removing some configurations.
At Duke we have used JFLAP with the textbooks [7, 81. JPLAP has been designed with flexible definitions to allow for its use with most automata theory textbooks. For example, the transition for a pushdown automaton can have zero or more items in each field. That is, nothing is popped or one or more characters are popped, nothing is pushed or one or more characters are pushed, and input is ignored or one or more input characters are processed. 4 Modifications to JFLAP to study Proofs
The main modifications to JFLAP allow one to step through the proofs of several theorems representing the transformation of a language from one representation to another. In most cases, the user creates one representation using JFLAP and then JFLAP aids the user in creating an equivalent representation in another form. Transformations have been created for regular languages and context-free languages.
Other modifications made to JFLAP include an additional execution mode, and improved editing capabilities. A third execution choice is now available in which one can enter several input strings and receive the acceptance status of all the strings. The improved editing capabilities include the ability to move the labels on transitions, and to increase or decrease the size of loops.
In this section we give more detail and examples of the transformations.
Regular language transformations
There are four transformations for regular languages: converting an NFA to a DFA, a DFA to a minimum state DFA, an NFA to a regular grammar, and a regular grammar to an NFA. In converting an NFA to a DFA, the user first creates an NFA in a JFLAP building window, and then selects the option to convert to a DFA. Figure 1 shows an NFA created with JPLAP and the options menu has selected the option to convert the NFA to a DFA. If the automaton created is already deterministic, the user is informed. Otherwise, a second building window appears. The user draws the corresponding DFA in this window. A state in the DFA may represent several states from the NFA. Thus, in the DFA, a state has an additional label in which the user enters the corresponding state numbers from the NFA. At any point during the construction of the DFA, the user can select a check feature which will report any errors made in the drawing. The user can also select an option to automatically expand a selected state, drawing the transitions out of this state. Another option can draw the complete DFA. Figure 2 shows the corresponding DFA to the NFA in Figure 1 . There is an option to remove the labels attached to the states, revealing the state numbers.
In converting a DFA to a minimum state DFA, the user first creates a DFA in a JFLAP building window (or can use the resulting DFA from the conversion from NFA to DFA) and then selects the option to convert to a minimum state DFA. A second window appears in which a user will try to build two trees to determine which states are distinguishable from other states. Initially, all final states are grouped together as indistinguishable, and all nonfinal states are grouped together as indistinguishable (the roots of the two trees). A node in the tree with more than one state is expandable to add two children if there is a letter of the DFA's alphabet to distinguish any of the two states, The user repeatedly selects letters that can distinguish states, defining the new children, until no nodes can be further expanded. The interaction in this window is similar to other windows. The user can create the tree themselves, have it partially expanded automatically, or have the complete trees generated automatically. Figure 3 shows the trees of distinguishable states for the DFA from Figure 2 . The rightmost leaf node in the left tree contains two states 4 and 5 that are indistinguishable, meaning this leaf node cannot be further split. Once the correct trees are shown, the user selects an option to continue, and a third build window appears with states shown, each state is equivalent to a leaf in the trees. Using the information from the first build window, the user can complete the DFA by adding the appropriate arcs, or can select an option to automatically add them. In converting an NFA to a regular grammar, the user first creates an NFA in a JFLAP building window (or can use the resulting NFA or DFA from one of the other conversions) and then selects the option to convert to a regular grammar. The equivalent regular grammar appears in a new window.
In converting a regular grammar to an NFA, the user first enters a regular grammar in a grammar window, and then selects the option to convert to an NFA. A build window appears, and the user constructs the equivalent NFA, or can use other options to have the NFA automatically built.
Context-free languages
There are four transformations for context-free languages: converting an NPDA to a CFG, and three algorithms for converting a CFG to an NPDA. In converting an NPDA to a CFG, the user first creates an NPDA in a JFLAP building window, and then selects the option to convert to a CFG. The NPDA must have two additional requirements before conversion is allowed as described in [8] . For the first requirement, each transition must either increase or decrease the stack by one symbol. If the user's NPDA does not meet this requirement, the user can replace any transition by two or more transitions that all satisfy this requirement. For the second requirement, the NPDA must have only one final state, and the stack must be empty determinism. Modifications to JFLAP allow one to enter an qOZq0 -3 a qOAq0 qOZq0 t a Z: AZ> LL or LR grammar and then construct the equivalent NPDA.
qOZq1 --> a qOAq0 qclZq1
Since this NPDA is most likely nondeterministic (and exponential in execution time on input), the student must guide qOZq2 --> a qOAq0 qOZq2 qOZq0 --> a qOAq1 qlZq0 qOZq1 -> a qOAq1 qlZq1 qOZq2 --> a qOAq1 ql Zq2 qOZq0 --> a qOAq2 q2ZqO qOZq1 -3 a qOAq2 q2Zql qOZq2 --> a qOAq2 q2Zq2 the execution of the NPDA by choosing the appropriate transition using lookaheads. That is, the student must understand the LL and LR algorithms well in order to choose the appropriate transition. for this state to be reached. Both of these requirements are presented in [8] as a build up to the theorem to convert an NPDA to a CFG. Once the user's NPDA is in the correct format, the conversion to CFG option will result in a new window with the corresponding CFG. The rules of the CFG that correspond to one transition from the NDPA are grouped together in one column and the corresponding transition from the NDPA shown in a second column. Figure 5 shows an NPDA in the required format, and Figure 6 shows the corresponding CFG. Notice that for rules that increase the size of the stack by one character such as (a, 2; AZ), there are several grammar rules generated. For rules that decrease the size of the stack by one character such as (a, A; ), there is only one corresponding grammar rule.
In converting a CFG to an NPDA, the user first enters a context-free grammar in the grammar window, and then selects the algorithm for conversion to an NPDA. Each algorithm assumes the grammar is in a specific form. One of the algorithms assumes the grammar is in Greibach Normal Form. The other two algorithms will work with any contextfree grammar, but are used in illustrating LL and LR parsing, so one should enter an LL or LR grammar. After the algorithm has been selected, an NPDA building window appears with three states. The user must complete the NPDA with appropriate transitions based on the algorithm chosen. The user receives feedback as to whether or not their solution is correct. The solution can also be automatically generated. Figure 8 shows the corresponding npda for LR parsing. Note that this NPDA is nondeterministic as there are several places where one can either shift or reduce. If the naive user enters a small input string of size 6 and tries the fast run, the user will be informed that the execution is taking too long. In this case, the user must execute using the step run, and must understand how lookaheads are used in order to choose the correct configuration to continue tracing 5 LL and LR parsing JFLAP in combination with the tool ieLLRao can be useful for examining LL and LR parsing-The to& jeLLRap (a Java version of LLparse and LRparse [3] ) is an instructional tool for building LL( 1). LL(2) and LR( 1) parse tables from grammars, and then simulating the parsing of input. The underlying foundation of these parsing methods is a pushdown automaton combined with lookaheads to remove the nonto reach acceptance.
Use of JFLAP in the classroom
The tool JFLAP can be used both in and out of the classroom. We use JFLAP during lecture to introduce topics, to work examples, and to illustrate how easy it is to build and run machines. For example, in lecture we ask students to create an NPDA for a specific language. We ask them to work in a group and give them five to ten minutes for NPDA using JFLAP and run the machine on sample input.
As an alternative problem, we give the students a language and an incorrect NPDA and ask them to determine if the NPDA is correct, and if it is incorrect, to figure out how to fix it. We can then show the NPDA is incorrect by running input it should accept, and then fix the NPDA based on the student suggestions. Outside of the classroom, students use JFLAP for homework assignments, to work additional problems, and to study for exams. The original version of JFLAP has been used at several universities around the world. At Duke we have had positive results using JFLAP for several years. Student comments from the spring 1998 semester overwhelmingly stated that JFLAP was easy and helpful to use. Some students stated that with the first JFLAP lab they preferred to write the automaton on paper first and then draw it in JFLAP. But they were still happy to use JFLAP because it allowed them to test and debug their automaton. By the time of the third lab, they were comfortable enough to create the automaton using JFLAP instead of on paper. The main complaint with JFLAP was that the transition labels could not be moved. In our modifications to JFLAP this label is now slideable making it easier to layout the transition diagram.
Conclusion and Future Work
New modifications to JFLAP guide the user through several proofs of theorems that focus on transformations of languages from one form to another, where the forms are automata and grammars. Students are given a visual representation they can interact with in addition to the formal textual representation. This alternative hands-on representation provides a means for an interactive automata theory course.
We plan to continue to expand JFLAP to allow for the experimentation of other proofs of theorems in this course. More information on JFLAP can be obtained from the web addresshttp://www.cs.duke.edu/Nrodger
