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Summary
Diesel engine exhaust gases contain several harmful substances. The main pollu-
tants are carbon monoxide (CO), hydrocarbons (HC), particulate matter (PM), and
nitrous gases such as nitrogen oxide (NO) and nitrogen dioxide (NO2) (together
NOx). Reducing the emission of these pollutants is of great importance due to their
effect on urban air quality, and because of new legislation. In modern heavy-duty
applications, the exhaust gases are typically treated with four different catalysts: a
Diesel Oxidation Catalyst (DOC) which oxidises HC and CO into H2O and CO2, and
NO into NO2, a Diesel Particulate Filter (DPF) which filters PM, a Selective Catalytic
Reduction (SCR) catalyst which removes NO and NO2 through reaction with NH3,
and an Ammonia Slip Catalyst (ASC) which removes excess ammonia (NH3) before
the gases are released to the atmosphere.
SCR is a widely used technology to reduce NOx to N2. Challenges with this
technology include dosing the appropriate amount of urea to reach sufficient NOx
conversion, while at the same time keeping NH3- slip from the exhaust system below
the legislation. This requires efficient control algorithms.
The focus of this thesis is modelling and control of the SCR catalyst. A single
channel model for a heavy-duty SCR catalyst was derived based on first principles.
The model considered heat and mass transfer between the channel gas phase and
the wash coat phase. Four simplified models were derived, with simplifications
related to mass and heat transfer. The model parameters were estimated using
bench-scale monolith isothermal data. Validation was done by simulating the out-
put from a full-scale SCR monolith that was treating real engine gases from the
European Transient Cycle (ETC). Results showed that the models were successfully
calibrated, and that some of the models could predict the ETC output satisfactorily.
The models’ predictive capabilities were investigated in relation to the simplifica-
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tions, and results showed that the simplifications related to mass transfer resulted
in the smallest information loss.
A methodology to analyse the NOx-NH3 trade-off for different urea dosing con-
trollers was developed, and applied to P, PI, PD, and PID controllers, both with and
without Ammonia-NOx-Ratio (ANR) based feedforward. Simulation results showed
that the PI controller with feedforward had the best NOx-NH3 trade-off, and that
feedforward coupled with feedback outperformed the other control structures. The
results were experimentally verified by implementing the tested controllers on a
full-scale engine setup, and the results showed that coupling feedback with ANR
based feedforward was yielding better performance. The PD controller showed
good performance in the experimental validation.
Finally, a methodology for creating a modular simulation tool was developed.
The methodology goes through the steps that are required to integrate individual
models so that they can be used for the tool. The methodology is demonstrated by
applying it to four models from literature, and simulating the system.
Resumé
Dieselmotorers udstødningsgasser indeholder flere skadelige stoffer. De vigtigste
forurenende stoffer er kulilte (CO), kulbrinter (HC), partikler (PM), og nitrøse
gasser såsom nitrogenoxid (NO) og kvælstofdioxid (NO2) (sammen NOx). Reduk-
tion af emissionen af disse forudenende stoffer er af stor betydning på grund af
dered indvirkning på luftkvaliteten i byerne, og på grund af ny lovgivning. I mod-
erne tunge applikationer, er udstødningsgasserne behandles typisk med fire forskel-
lige katalysatorer: en Diesel oxidationskatalysator (DOC), som oxidered HC og CO
i H2O og CO2, og NO i NO2, en dieselpartikelfilter (DPF), som filtrerer PM, en Se-
lective Catalytic Reduction (SCR) katalysator, som fjerner NO og NO2 ved reaktion
med NH3, og en Ammoniak Slip Catalyst (ASC) som fjerner overskydende ammo-
niak (NH3), før gasserne frigives til atmosfæren.
En udbredte teknologi til fjernelse af NOx er baseret på SCR. Udfordringer
med denne teknologi omfatter dosering med passende mængde urinstof for at nå
tilstrækkelig NOx konvertering, mens på samme tid at holde NH3 slip ud fra sys-
temet under lovgivningen. Dette kræver en effektiv kontrol algoritme.
Fokus for denne afhandling er modellering og kontrol af SCR-katalysatorn. En
enkelt kanal model for en SCR katalysator blev udledt på basis af de grundlæggende
principper. Modellen anser varme- og masseoverførsel mellem kanalen gasfase og
solid fase. Fire forenklede modeller blev afledt, med forenklinger relateret til masse
og varmeoverførsel. Modellens parametre blev estimeret ved hjælp af bench-skala
monolit isotermiske data. Validering blev udført ved at simulere output fra en fuld
skala SCR monolit, der var at behandle reelle motor gasser fra European Tran-
sient Cycle (ETC). Resultaterne viste, at modellerne blev kalibreret med succes, og
at nogle af modellerne kunne forudse ETC output tilfredsstillende. Modellernes
prædiktive kapaciteter blev undersøgt i forhold til de forenklinger, og resultaterne
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viste, at de forenklinger, relateret til massetransport resulterede i den mindste in-
formations tab.
En metode til at analysere NOx-NH3 trade-off for forskellige urinstof dosering
controllere er blevet præsenteret, og anvendt på P, PI, PD, og PID regulatorer, både
med og uden ANF baseret feedforward. Simulations resultaterne viste, at PI con-
troller med feedforward havde den bedste NOx-NH3 trade-off, og at feedforward
kombineret med feedback udkonkurrerede at kun bruge ANF baseret feedforward.
Resultaterne blev eksperimentelt verificeret ved at bruge de testede regulator på
en fuldskala motor setup, og resultaterne viste, at feedback med ANF baseret feed-
forward stadig klarer sig bedre. PD regulatorn viste gode resultater i den eksperi-
mentelle validering.
Endelig er en metode til at skabe et modulært simuleringsværktøj blevet frem-
lagt. Metodologien går gennem de trin, der kræves for at integrere enkelte modeller,
så de kan anvendes til værktøjet. Metoden demonstreres ved at anvende det til fire
modeller fra litteraturen, og simulering af systemet.
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Chapter1
Thesis Introduction and Overview
This chapter presents an introduction and overview of the the-
sis. It focuses on the background of the automotive diesel en-
gine, and presents the contributions and motivates why the
work is needed. An overview of the diesel engine and the auto-
motive exhaust gas cleaning system is presented, together with
some of the current challenges in the field. The objective of
the thesis, an outline and publications during the project are
presented.
2 Chapter 1. Thesis Introduction and Overview
Figure 1.1. The four steps of a four-stroke diesel engine. Figure from [91]
1.1 Background and Motivation
This section will give a background on the diesel engine and its emissions. The
exhaust gas aftertreatment system will be presented as well.
1.1.1 Diesel Engine Fundamentals
The diesel engine is an internal combustion engine first developed in the end of
the 19th century. An internal combustion engine uses the products of combustion
of a fuel-air mixture as the working fluid. Two main types of internal combustion
engines exists, the spark-ignition engine and the compression-ignition engine. The
diesel engine belongs to the compression-ignited engines.
The definition of a diesel engine has changed as the engine developed. One of
the first definitions was based on Purdays definition[99], and while the first step of
the definition still holds true today, the rest are not necessarily true. Today different
sorts of diesel engines exists. Two of the major classifications are two-stroke cycle
or four-stroke cycle. The four-stroke cycle is by far the most common, and two-
stroke engines are mainly used in naval applications. The four stroke diesel steps
can be seen in Figure 1.1.
As the name suggests, the four-stroke engine requires four strokes to complete a
cycle. The first stroke is the intake stroke, where the cylinder is filled with air as the
piston moves down. In the second stroke the air is compressed to a temperature
that is higher than the auto-ignotion temperature of the fuel that is used. If the
fuel is injected at the end of the compression stage directly into the cylinder, the
engine is operating with what is called direct injection. If the fuel has been injected
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into a pre-chamber connected to the cylinder, the engine is operating according to
indirect injection, since the fuel is not injected directly into the main combustion
chamber. In indirect injection the combustion typically starts in the pre-chamber,
where the fuel is mixed with the air. Direct injection however normally has a much
higher thermal efficiency. In the third stroke, the fuel is ignited and the piston is
forced to move due to the explosion. This is the stage where work is extracted from
the engine. In the fourth and final stroke, the exhaust gases from the combustion
is evacuated from the cylinder [91]. The composition of the exhaust gases will be
explained in Section 1.1.2.
1.1.2 Diesel Engine Emissions
During the combustion of the diesel fuel several emissions are formed, some more
harmful than others. The majority of the produced gas is made up of CO2, which
accounts for around 2-12%, H2O, which accounts for around 2-12%, O2 around
3-17%, and N2 from the intake air to balance. The emissions of these substances
is normally unregulated, with the exception of CO2, because of its global warming
potential. With regards to minimizing CO2, the diesel engine plays an important
role due to its higher efficiency compared to a petrol engine. Figure 1.2 shows
a comparison between emitted CO2 for passenger cars by weight for diesel and
petrol engines following the New European Driving Cycle (NEDC), according to
the European Environment Agency (EEA). It can be noted that as the weight of
the cars increases, the advantage of using diesel increases. The same is true for
heavy-duty applications, the motivation for using diesel in the heavy applications
becomes clear, from a CO2 point-of-view. The lower CO2 emissions and higher
thermal efficiency for diesel has also been reported by Schindler [108].
Besides the major exhaust gas components presented previously, a number of
both regulated and unregulated pollutants appear as a results of the combustion.
The most commonly regulated pollutants are carbon monoxide (CO), hydrocarbons
(HC), particulate matter (PM), and nitrous gases such as nitrogen oxide (NO) and
nitrogen dioxide (NO2) (together NOx) [126]. Reducing the emission of these pol-
lutants is of great importance due to their effect on urban air quality, and because
of new legislation [39, 47], which will be discussed in Section 1.1.2.1. The health
effects of these different substances are to some extent known, for example particu-
late matter has been shown to be carcinogenic [1]. Some of the well known health
effects has been reported by the Health Effects Institute[1]: CO is highly toxic to
humans since it blocks oxygen uptake. Nitrogen oxides is a precursor to ozone, and
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Figure 1.2. Comparison of CO2 emissions from gasoline and diesel engines during
NEDC during 2013 by EEA. Figure from [91]
is a respiratory tract irritant. The nitrogen oxide can react into nitric acid, which
causes acid rain. HCs is a broad group of organic compounds, however some of the
effects include it being a respiratory tract irritant. The lower order alkanes are a
precursor to ozone, and some higher order alkenes are carcinogenic.
Due to the relatively undefined chemical composition of diesel fuel, the amount
of unregulated emissions is long. Examples are sulfur oxides, soluble organics,
aldehydes, formaldehyde, and phosphorus [126]. Depending on the lubricant oil
that is used, the list of chemicals appearing in the exhaust gases can be more or less
extensive [2].
1.1.2.1 Legislation
To reduce the amount of harmful pollutants, governments has been introducing
stricter legislation for emission limits over time. Figure 1.3 shows the evolution
of the European emission standards for heavy-duty diesel trucks, which has been
delivered in the Euro packages [24]. The latest and current emission standard is
the Euro VI, which was put into effect 2013. As can be seen, the emission levels
for especially NOx has been reduced dramatically since the introduction, requiring
truck manufacturers to be increasingly innovative in their solutions. Unique for the
Euro VI emission standard is that it also includes limits for the Particulate Number
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Figure 1.3. Development of the European mission standards for CO, HC, NOx, and
PM, for heavy-duty diesel engines.
(PN). Limits has also been introduced on NH3, which is added to the system in
order to remove NOx. This will be explained more in detail in Section 1.1.3.
To pass the emission standards, truck manufacturers has to prove that their ex-
haust system fulfils the emission limits in different tests. These test can be both
of a steady-state nature and transient nature. The transient test levels that has to
be passed are naturally slightly higher than the steady-state levels, however since
a truck driving on a road normally has to stop for red lights, encounters traffic,
hills, and different speed limits, the transient tests likely presents a more realistic
driving scenario than the steady-state tests. The work in this thesis will mostly fo-
cus on simulating transient tests, which therefore requires a dynamic model. For
Euro VI, the World Harmonized Transient Cycle (WHTC) is the transient cycle that
defines the emission limits, and for Euro III to Euro V, the European Transient Cycle
(ETC) [32] was the cycle for transient tests. The ETC is divided into three sec-
tions that each represents different driving conditions; urban, rural, and motorway.
The urban section represents city driving with a maximum speed of 50 km/h, with
frequent starts, stops, and idling. The rural section includes a steep acceleration,
and has an average speed of 72 km/h. The motorway section is the least transient
section, and has an average speed of 88 km/h [32].
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Figure 1.4. Trade-off between NOx and PM for different engine modifications, in
comparison with the level for some emission standards. Figure from: [92]
1.1.3 Reducing the Amount of Pollutants
To reach the emission levels described in Section 1.1.2.1, truck manufacturers has
implemented several methods. One possible solution is engine modification and op-
timisation. Engine design parameters that has improved overall emission limits are
for example fuel injection timing [57], increased fuel injection pressure [119], and
turbo charging [9]. Several of these methods can be combined under the concept
of engine control [16].
The simultaneous minimisation of NOx and PM is made difficult by the NOx-PM
trade-off. An increased combustion temperature has a tendency to produce more
NOx, due to the reaction that combines the N2 with O2 becoming more prominent,
while at the same time decreasing PM levels because of a more complete combus-
tion. One way to control this is by Exhaust Gas Recirculation (EGR) [4, 141, 54],
in which a portion of the exhaust gases are recirculated and mixed with the engine
intake air. Increasing the EGR decreases the peak burned gas temperature, and
reduces NOx at the cost of increased PM [49]. The NOx-PM trade-off can be seen
in Figure 1.4, which also shows how different engine technologies has reduced the
trade-off.
As seen, as emission standards became stricter, the need for additional methods
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to reduce tail pipe emissions was increased, which is why the catalytic exhaust gas
treatment system was developed. The three-way catalyst that was highly successful
with gasoline engines is not suitable with diesel applications due to its lean burning
conditions, meaning that it operates with high air/fuel conditions [11]. Instead,
new catalytic systems has been developed, and a typical Euro VI based exhaust
gas treatment system can be seen in Figure 1.5. In a modern EU VI exhaust gas
treatment system for heavy duty diesel applications, the exhaust gases are typically
treated with four different catalysts: a Diesel Oxidation Catalyst (DOC) which ox-
idises HC and CO into H2O and CO2, and NO into NO2, a Diesel Particulate Filter
(DPF) which filters PM, a Selective Catalytic Reduction (SCR) catalyst which re-
duces NO and NO2 to N2, and an Ammonia Slip Catalyst (ASC) which removes
excess ammonia (NH3) before the gases are released to the atmosphere. The cat-
alytic units are often based on a ceramic honeycomb monolithic substrate, that in-
cludes many parallel channels running in the axial direction. The support material
lacks catalytic activity, and the catalytic material is coated on the monolith walls.
The use of monolith based catalysts has several advantages, such as relatively low
pressure drop, and thus a low impact on fuel economy. The exception is the DPF,
which typically has a wall-flow design to entrain the soot particulates, thus increas-
ing pressure drop. Disadvantages with depending on a catalyst to meet emission
standards are for example that they are highly dependent on temperature. At en-
gine start-up conditions, the catalytic system is cold and ineffective. The catalyst
can be deactivated over time from poisoning. For example sulphur has been shown
to decrease activity over time. The catalyst can also introduce undesired reactions,
thereby forming chemical compounds that would otherwise not have been present.
The focus of this work is related to the removal of NOx. A promising and widely
used technology for removing NOx is based on SCR, with NH3 in the form of hy-
drolyzed urea as a reducing agent [65, 128, 41]. Challenges with this technology
include dosing the appropriate amount of urea to reach sufficient NOx conversion,
while at the same time keeping NH3- slip from the exhaust system below the leg-
islative limit. As can be seen in Figure 1.5, the injection of urea to the SCR catalyst
is the only location in the exhaust system where a control action is possible. The
development of models and control algorithms is therefore a crucial part in meeting
the legislative limits.
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Figure 1.5. The standard Euro VI diesel engine exhaust gas cleaning system. The
bars below the catalysts represent the effect each catalyst has on the composition
of the exhaust gases.
1.2 Objectives
The area of automotive SCR technology is a rapidly expanding research topic due to
new increasingly tough legislation being implemented world wide on a regular ba-
sis. Theoretical work related to modelling and control of the SCR catalyst is a well
studied subject in literature, however there are areas that still requires additional
research to gain insight. For example, one area that to our knowledge requires ad-
ditional insight is how the structure and complexity of the monolith channel model
affects its predictive performance, specifically related to simplifications on the mass
and energy balances. In state estimation and model based control it is of high im-
portance that the models are kept as simple as possible if they are to be fast enough
to be used in the real application. Overly complicated simulation models can result
in situations where model parameters are uncertain and the increased complexity
does not improve the model prediction, but rather only increase simulation time.
Kinetic model calibration is another subject that requires additional insight. Ro-
bust model calibration that does not depend on overly complicated experimental
data, and still results in accurate kinetic parameters, is of high importance in order
to decrease experimental effort. There are also situations where the available data
is not ideal, meaning that calibration methodologies has to be able to cope with
this.
The area of most importance for the performance of the SCR catalyst, besides
the catalytic material, is the urea dosing strategy. In literature many innovative
control strategies has been developed, from structurally simple feedback controllers
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to complex Model Based Control (MPC). Contributions in literature often focus on
optimising a single control structure for a given system, rather than a full analysis of
how different control structures can improve the performance of the SCR catalyst.
The above will be handled by working on the following topics:
1. Modelling: A model based on first principles will be developed for a SCR
monolith provided by Haldor Topsoe A/S. The model should include enough
physical phenomena that it can accurately describe the dynamics of a tran-
sient test cycle. Additional simplified models should be derived based on
the first model. The simplifications should be related to the channel model
physics.
2. Calibration: A kinetic model should be calibrated together with the devel-
oped channel models using experimental data from a small scale monolith
supplied by Haldor Topsoe A/S. The methodology should produce kinetic pa-
rameters that accurately predict the behaviour of the SCR monolith.
3. Validation: The channel models together with the kinetic model should be
validated. This should be done by simulating the European Transient Cycle
(ETC). The model output should be compared with experimental data from a
full-scale SCR monolith. The monolith should be treating real engine gases.
4. Model Analysis: The predictive performance of the different models should
be analysed using appropriate methods. To achieve information about both
the importance of the physical phenomena, and the kinetic parameters, the
models should first be analysed using the same kinetic parameters, from one
of the calibrations. The analysis should also be done with kinetic parameters
unique to each model.
5. Control: A methodology should be developed that allows the user to graphi-
cally analyse the performance of different control structures. The methodol-
ogy will be applied by testing relatively simple feedback controllers, such as
P, PI, PD, and PID. Feedforward based controllers should also be tested. The
analysis will thus both include a methodology that is generic for analysing
controllers, and be a comprehensive analysis of the performance of some sim-
ple controllers that are common in industry.
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1.3 Outline
The thesis is divided into chapters with the following content:
Chapter 2 - Overview of the SCR Technology: A literature review of the SCR
technology is presented. The reactions that are typical for the SCR catalyst are pre-
sented. Special focus is given to previous channel modelling of the SCR monolith,
with both a historical overview of early work, as well as recent publications. The
problem of calibrating and validating the SCR monolith models is also investigated,
and methodologies that has been used previously are presented. An overview of
previous work of controlling the urea dosing is also given.
Chapter 3 - Modelling the SCR Monolith: The model that contains the least sim-
plifications in this thesis is derived in full. Based on this, four other models, that
include simplifications related to the mass and energy balances are derived. The ki-
netic model that has been adopted from literature is presented. The methodologies
used to implement and solve the models are presented and exemplified.
Chapter 4 - Estimation of Kinetic Parameters for the SCR Catalyst: The kinetic
parameters related to the kinetic model are calibrated using a sequential parame-
ter estimation methodology. The small-scale monolith experimental data that has
been used for calibration is presented and discussed. The results are analysed and
conclusions are drawn related to the different model simplifications.
Chapter 5 - Validation of the SCR Monolith Models: The calibrated models
are validated using full-scale engine data following the European Transient Cycle
(ETC), and the results are analysed.
Chapter 6 - Analysis of the SCR Monolith Models: The validated models are
analysed with respect to their predictive performance of a full-scale ETC cycle. The
models are analysed with regards to predicting the NOx monolith output, both us-
ing the kinetic parameters of one of the models, and kinetic parameters specific to
each model. The time it takes to simulate the ETC cycle is analysed for the different
models, and related to their complexity.
Chapter 7 - Controlling the Urea Dosing: A methodology to analyse the NOx-NH3
trade-off graphically is presented. The methodology is exemplified by testing P, PI,
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PD, and PID controller, both with and without ANR based feedforward. The chapter
thus reports both a useful methodology, and a comprehensive study of simple feed-
back and feedforward controllers. The methodology is validated experimentally by
conducting full-scale engine tests where the controllers are used for urea dosing.
Chapter 8 - System Wide Modelling of the Exhaust Gas Cleaning System: A
methodology that can be used to develop a modular simulation tool for the ex-
haust gas cleaning system is presented. The methodology proposes a simulation
tool structure that enables the program to simulate a broad variety of systems. Four
different models for the different monoliths in the standard Euro VI exhaust sys-
tem are presented and used to create a modular simulation tool, which is used to
simulate the system under different conditions.
1.4 Publications
The scientific publications produced during the PhD are listed below. Distinction is
made between journal papers, conference proceedings, and abstracts. Papers are
classified as either published, submitted, or in preparation.
1.4.1 Journal Papers
1. A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Parameter Estimation and
Analysis of an Automotive Heavy-duty SCR Catalyst Model. Chemical Engi-
neering Science 161 (2017) 167-177.
2. A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Estimation of Kinetic Param-
eters in an Automotive SCR Catalyst Model. Topics in Catalysis 59 (2016)
945-951.
4. A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Pareto Front Analysis of Auto-
motive SCR Control. Submitted to Control Engineering Practice, 2017.
3. T. Christiansen, J. Sydney, A. Åberg, J. Abildskov, J. K. Huusom. Methodology
for Developing a Diesel Exhaust After Treatment Simulation Tool. Submitted
to SAE Technical Papers, 2016.
1.4.2 Conference Proceedings
1. A. Åberg, T. K. Hansen, K. Linde, A. K. Nielsen, R. Damborg, A. Widd, J.
Abildskov, A. D. Jensen, J. K. Huusom. A Framework for Modular Modeling
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of the Diesel Engine Exhaust Gas Cleaning System. Computer Aided Chemical
Engineering 37 (2015) 455-460.
2. A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Methodology for Analysing
the NOx-NH3 Trade-off for the Heavy-duty Automotive SCR Catalyst. Submit-
ted to The 20th World Congress of the International Federation of Automatic
Control, 2017, Toulouse, France.
1.4.3 Abstracts
1. A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Modeling the Automotive SCR
Catalyst. Book of Abstracts of 19th Nordic Process Control Workshop. On the
Coastal Steamer "Richard With" from Trondheim to Bodø.
2. A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Model Based Evaluation of
Control Algorithms for the Automotive SCR Catalyst. Book of Abstracts of In-
ternational Symposium on Modeling of Exhaust-Gas After-Treatment (MOD-
EGAT IV) 13th - 15th September 2015, Bad Herrenalb/Karlsruhe, Germany.
3. A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Modeling and Control of
the Heavy Duty Automotive SCR Catalyst. Book of Abstracts of 2015 AIChE
Annual Meeting, November 8th - 13th, Salt Lake City, USA.
4. A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Pareto Front Based Design of
Controllers for the Automotive SCR Catalyst. Book of Abstracts of 20th Nordic
Process Control Workshop, 25th - 26th August 2016, Sigtuna Stiftelsen, Stock-
holm.
Chapter2
Overview of the SCR Technology
This chapter will present an overview of the SCR technology.
The historical and current uses of the technology, along with the
SCR reactions will be shown. Previous modelling of the SCR cat-
alyst, both monolith channel modelling, and kinetic modelling,
will be presented, along with previous efforts to control the urea
dosing. The main focus is on vanadium based SCR catalysts.
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2.1 Selective Catalytic Reduction
Ammonia based SCR has been used for stationary exhaust gas applications since the
1970s in Japan. The first applications were related to gas, coal, and oil-powered
powerplants, which were equipped with SCR catalysts in order to reduce NOx emis-
sions. The SCR catalyst were based on vanadium/titania and achieved a NOx re-
moval efficiency of 90-95% [8, 60]. Ammonia was used as a reducing agent. In
the 1980s the technology was introduced in Europe, with similar success. In the
1990s the technology was investigated as potential NOx removal system for mo-
bile sources, such as the heavy-duty truck sector, which faced increasingly tough
legislative NOx emission limits [104]. The application of SCR catalysis in a mobile
application introduces several challenges. The exhaust temperature of stationary
sources tend to be higher compared to mobile sources, where the SCR catalyst has a
higher activity [70]. The mobile applications also have a broader operational span,
with highly transient inlet conditions. Another problem is that compared to the
stationary applications that used ammonia directly as a reducing agent, the auto-
motive industry required a different ammonia delivery system that would not pose
dangers in an accident. The alternative that became standard was a urea-water so-
lution called AdBlue [46], which consists of 32.5 mass-% urea. The concentration
was chosen because of a freezing point minimum at this concentration. When the
urea solution is injected into the warm exhast gas stream, the water in the AdBlue
solution evaporates, and the urea decomposes according to (R 2.1) and (R 2.2)
[64].
NH2−CO−NH2→ HNCO+NH3 (R 2.1)
HNCO+H2O→ NH3+CO2 (R 2.2)
One of the first investigations of applying the technology to mobile applications
was done by Koebel et al. [66], who studied the removal of NOx from a heavy-
duty diesel engine. They identified that the main challenges were related to the
urea dosing due to the transient nature of the diesel engine. Havenith and Verbeek
[45] used different urea dosing strategies to show that the SCR catalyst could be
used to meet Euro IV emission limits. A significant problem with the urea SCR
technology was that the system depended on a separate tank of water and urea
solution that was used a the reductant. This required that an infrastructure was
available, so that road-going vehicles could refill the urea tank when needed [84].
Due to this, other technoligies were proposed as alternatives, such as the HC-SCR
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[109] and lean NOx adsorbers. These technologies used the diesel fuel as reductant,
and therefore eliminated the need for a new urea infrastructure. The urea SCR
technology however had other advantanges, such as higher NOx conversion. This
in combination with the fact that good knowledge about the urea-SCR technology
had been achieved in the stationary applications, urea-SCR became the leading
technology for the reduction of NOx for mobile applications.
2.1.1 Main Reactions
The SCR catalyst has three main reactions that are the basis for its NOx reducing
capabilities. These are the standard SCR reaction (R 2.3), the fast SCR reaction
(R 2.4), and the slow SCR reaction (R 2.5) [121]. These reactions are the same
for the different catalysts that will be presented in Section 2.1.3, while the side-
reactions presented in Section (2.1.2) can differ depending on the catalyst.
4NH3+4NO+O2→ 4N2+6H2O (R 2.3)
2NH3+NO+NO2→ 2N2+3H2O (R 2.4)
8NH3+6NO2→ 7N2+12H2O (R 2.5)
The standard SCR reaction is typically the main reaction occurring in the catalyst
[22]. The reaction consumes equimolar amounts of NH3 and NO. The composition
of the engine out diesel exhaust gases can vary depending on engine settings, how-
ever under normal operation the outlet NOx is typically 90% NO, and 10% NO2
[59]. The catalysts that are placed before the SCR catalyst will also affect the ratio
of NO/NO2. The Diesel Oxidation Catalyst (DOC) will oxidise some of the NO to
NO2, while the Diesel Particulate Filter (DPF) will use NO2 for regeneration [80].
The initial high NO content of the NOx gases however results in that the standard
SCR reaction is the main reaction of the process. Dumesic et al. suggested a detailed
kinetic mechanism in 1996 to describe the reaction steps occurring on a V2O5 based
catalyst. Figure 2.1 shows a schematic view of the steps. Steps 1 and 2 describe the
adsorption and activation of NH3 on the acidic V5+-OH sites. Step 3 describes the
reduction of NO to N2, where NO is gaseous or weakly adsorbed. Steps 4 through 6
describe the reoxidation of the catalyst. The activation energy for the standard SCR
reaction depends on the catalyst, however it normally lies around 80-90 kJ/mol
[135, 73].
In the presence of NO2 the reaction speed is increased significantly due to the
fast SCR reaction. The reaction gets its name from the fact that it has a faster
reaction rate than the standard SCR reaction [27, 75]. Equimolar amounts of NO
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Figure 2.1. Schematic view of the reaction mechanism of the standard SCR reaction
over a V2O5 catalyst. Figure from [35]
and NO2 reacts with equimolar amounts of NH3 to form N2. Since it is faster than
the other reactions, it is desirable to have the same levels of NO and NO2 in the SCR
catalyst to achieve the highest NOx conversion, especially at low temperatures.
If the NO2/NO ratio goes above 1, the reaction known as the slow SCR becomes
prominent [58]. The reaction is substantially slower than the other two SCR re-
actions [67, 25], and it is therefore undesirably to have a system that operates at
NO2/NO ratios above 1 in the SCR monolith.
2.1.2 Side Reactions
This section presents the possible side reactions. There is a large number of possible
reactions that can occur in the SCR catalyst, but the focus here is on the most
common.
2.1.2.1 Ammonia Oxidation
Ammonia oxidation reactions are generally problematic under normal SCR condi-
tions, due to the lean atmosphere present in the exhast gases. To achieve good SCR
performance, the reduction of NOx has to prevail over the reduction of O2. Several
different ammonia oxidation reactions are possible. Some of them are [76]:
4NH3+3O2→ 2N2+6H2O (R 2.6)
4NH3+4O2→ 2N2O+6H2O (R 2.7)
4NH3+5O2→ 4NO+6H2O (R 2.8)
4NH3+7O2→ 4NO2+6H2O (R 2.9)
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Some of the reactions are more likely than others under typical SCR conditions.
Vanadium based catalysts has been reported to be highly selective towards N2 at
low temperatures, while at high temperatures favour NO [76]. Reaction (R 2.7)
has been reported to be inhibited by the presence of H2O, which is always present
in diesel exhaust gases [120]. Duffy et al. [34] also reported that reaction (R 2.7)
is not a significant N2O contributor in vanadium based catalysts.
2.1.2.2 N2O Formation
The formation of N2O is currently not regulated by nitrogen oxides legislation. It
is however regulated under greenhouse gas emissions, due to its greenhouse gas
properties, and its influence on stratospheric ozone [101]. N2O can be formed both
from NO and, with intermediate steps, through NO2 [76, 68]
4NH3+4NO+3O2→ 4N2O+6H2O (R 2.10)
2NH3+2NO2→ N2+NH4NO3+H2O (R 2.11)
NH4NO3→ N2O+2H2O (R 2.12)
Reaction (R 2.10) is normally not considered in global kinetic models for N2O for-
mation, however Duffy et al. [34] reported that the reaction is occurring, atleast
in situations when NO2 is not present. Reaction (R 2.11) occurs at temperatures
below 200oC, when NH3 is not able to reduce nitrates [68]. If NO2 is in excess,
Reaction (R 2.12) occurs at high temperatures, thereby producing N2O. However, if
NO and NH3 is available, the ammonium nitrate can proceed to react according to
the fast SCR reaction (R 2.4). Nitrates has been identified as a key intermediate for
the fast SCR reaction, and has resulted into the reaction knows as The Enhanced
SCR Reaction [38, 37].
2NH3+2NO+NH4NO3→ 3N2+5H2O (R 2.13)
Reaction (R 2.13) requires that ammonium nitrate is supplied to the system, for
example in an aqueous solution. The reaction results in a high NOx conversion at
low temperature, which is similar to what the fast SCR reaction achieves.
2.1.3 Catalysts
As previously stated, the first industrial SCR applications were based on vanadium
SCR catalysts, and because of the previous experiences with vanadium SCR, it was
natural that these also were the first catalysts in mobile applications. The most com-
mon vanadium based SCR catalyst contains 1-3% V2O5 as the active component.
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The catalyst is normally impregnated on a TiO2 support material together with
around 10% WO3 to stabilise the vanadia and increase thermal stability [36, 65].
The active material can either be washcoated onto the monolith substrate or ex-
truded, so that the monolith walls consists of the active material through the entire
wall. Figure 2.2 shows an overview of the two design methods and their differ-
ences. The vanadium based catalyst has a maximum NOx conversion typically be-
tween 250-450oC. Below 250oC the light-off for the standard SCR reaction has not
occurred, and above 450oC the selectivity towards the SCR reactions is lowered
due to NH3 oxidation becoming prominent [83]. The light-off temperature for the
standard SCR reaction can be modified by changing the composition of the cata-
lyst. For example it has been reported that if the V2O5 content was increased from
0.78% to 1.4%, the light-off temperature was decrease from 267oC to 207oC [36].
The vanadium based SCR catalyst has a high resistance to sulfur poisoning, which
is a problem in diesel fuels especially in some developing countries. The sulphur
level has been reported to be as high as 2000 ppm in some regions. The catalyst
has therefore been identified as especially important in these regions in order to
reduce NOx emissions [43]. A disadvantage with the vanadium based SCR catalyst
is that it suffers from low thermal stability, compared to zeolite based catalysts. If
the exhaust gas treatment system is equipped with a DPF, it might be required to
use active regeneration techniques to remove the deposited soot. This is done by
injecting fuel into the exhaust system, which ignites and drastically increases the
temperature of the gases [69]. A catalyst that suffers from low thermal stability can
in these instances be destroyed.
In recent years significant research has been done related to zeolite-based cat-
alyst. The zeolites are exchanged with metal ions, primarily Cu and Fe [77, 14].
Several different types of zeolites has been investigated in literature, with varying
properties. Automotive applications has mainly been based on BEA and SAPO-34.
The main SCR reactions presented in Section 2.1.1 are the same for zeolite cata-
lysts, however due to the different chemical properties of the zeolite catalysts, the
reaction mechanisms are different. The zeolite based catalysts are attractive be-
cause they do not rely on precious metals, and have good SCR activity over a broad
range of temperatures. The major difference between Cu and Fe exchanged zeo-
lites is the optimal temperature region. Fe zeolites generally operate at a higher
temperature, while Cu zeolites are better at low temperatures [61]. This can be
seen in Figure 2.3, where the NOx conversion for the vanadium based SCR, and
the Fe and Cu exchanged zeolites are compared based on the reaction temperature.
Compared to the vanadium based catalysts, they are more sensitive to sulfur posion-
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Figure 2.2. Comparison between the two major design methods for creating SCR
monoliths. Figure from [59]
Figure 2.3. NOx conversion against reaction temperature for vanadium based cat-
alyst (•), Fe zeolite (), and Cu zeolite (N). Figure from [70]
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ing, making them more appropriate for markets in developed countries [43]. They
are also significantly more stable at DPF regenerations temperatures above 650oC.
It has been reported that small-pore copper exchaged zeolites can maintain high
NOx reduction capabilities even after prolonged exposure to 800oC [56]. Given the
low light-off temperature the Cu exchanged zeolite is a good alternative for future
emission standards. The current World Harmonized Transient Cycle (WHTC) has
long sections where the gas temperature is low [132], requiring a catalyst that can
achieve a high NOx reduction even at low temperatures. New innovative diesel
engine designs are also moving towards lower exhaust temperatures, making this
property increasingly important.
2.2 Modelling the SCR Catalyst
This section presents previous modelling results on the SCR catalyst and monolith,
both related to the channel model, and the kinetic model. Calibration of kinetic
parameters, along with validation of the models, will also be discussed.
2.2.1 Channel Modelling
Modelling of the SCR catalyst is a well studied area, with many examples in liter-
ature, both of models that are based on first-principles, and data-driven models.
The main focus of this section will be on models based on first principles. The SCR
monolith is in the majority of cases a flow through reactor, that consists of several
parallel channels. The majority of models assume that one of these channels is rep-
resentative for the entire monolith, so called single-channel-models. The channel
models are in a majority of cases one dimensional, however there are reports of
multi-dimensional modelling, also for the SCR monolith, which will be discussed
briefly.
The first models related to the exhaust aftertreatment system were for the three-
way-catalyst. Since many of the physical properties that were introduced in these
models still are valid for SCR models, a overview of these will be given. One of the
first cases of one-dimensional modelling for exhaust aftertreatment was proposed
in the 1960s by Vardi and Biller [127], who examined the thermal behaviour of a
catalytic converter. The authors argued that the thermal conduction and thermal
accumulation were insignificant for the gas phase, and that the thermal conduc-
tion in the solid phase was insignificant, and arrived at the following equations to
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describe the temperature dynamics of the monolith:
∂Ts
∂ t
= ash(Tg−Ts) (2.1)
∂Tg
∂ z
+
ashL
GCg
(Tg−Ts) = 0 (2.2)
where Ts is the solid phase temperature, as is the specific area, h is the heat transfer
coefficient, Tg is the gas phase temperature, and L is the length of the monolith.
The authors simulated various driving conditions, and analysed the dynamics of
the temperature, which was in satisfactory agreement with experimental data.
Kuo et al. continued the one-dimensional modelling with a tanks-in-series model
that included reaction heat and the propagation of the chemicals through the chan-
nel [71]. The model also included heat losses to ambient. The model was developed
through a trial and error approach, where simplifications were added and removed
in relation to how well the model could predict the monolith outlet. The simula-
tion was carried out on the Federal Test Procedure (FTP), which includes several
transient sections, which the model was able to accurately predict. The model did
however not include any film-transfer for the chemical species to the catalyst sur-
face, but the species equations were instead a simple form of a mass balance:
G
(60)(359.05)
(x ji−1− x ji ) =
(
1− ε
123
)
Vir
j
i (2.3)
where G is the flow, x is the fraction of species i, ε is the porosity of the washcoat,
and r is the reaction rate. The flow characteristics and film-transfer were later
added by Harned in 1972 [44].
Out of the classical models for automotive catalytic converters, the model that is
closest to what is often seen in current literature, is the model reported by Oh and
Cavendish [88]. The model considered convective gas flow through the channel,
with mass and heat film transfer to the solid phase. The model considered accu-
mulation of energy in the gas and solid phase, as well as accumulation of mass in
the gas phase. It also included a more complicated reactions scheme than had been
22 Chapter 2. Overview of the SCR Technology
included in previous work. The model equations were:
ε
∂cg,i
∂ t
=−v∂cg,i
∂x
− km,iS(cg,i− cs,i) (2.4)
ερgCpg
∂Tg
∂ t
=−vρgCpg ∂Tg∂x +hS(Ts−Tg) (2.5)
a(x)Ri(cs,Ts) =
Ptot
RgTg
km,iS(cg,i− cs,i) (2.6)
(1− ε)ρs ∂ (CpsTs)∂ t = λs(1− ε)
∂ 2Ts
∂x2
+hS(Tg−Ts)+a(x)
4
∑
i=1
(∆H)iRi(cs,Ts) (2.7)
where cg is the gas phase concentration, ε is the fraction of open area in the cross-
section of the channel, v is the linear gas velocity, km is the mass transfer coefficient,
S is the specific surface, cs is the concentration in the solid phase, ρ is the density,
Cp is the heat capacity, h is the heat transfer coefficient, R is the reaction rate, Ptot
is the total pressure, T is the temperature, and λ is the thermal conductivity. As
seen, the model also included axial heat conduction in the solid phase, which was
shown to have an effect on the wall temperature profile. The model was not tested
against experimental data, but was used to test the effects different catalyst design
parameters and operating conditions had on the light off behaviour.
The presented models has acted as the basis for automotive catalyst modelling
and has proven successful at describing their dynamic behaviour. When the SCR
monolith is modelled, the differences compared to the presented models are more
related to the reaction kinetics rather than the underlying physical model. Tronconi
et al. presented a 1D SCR monolith model for a washcoated vanadium based cata-
lyst [122]. The model physics are similar to what was described by [88]. NO and
NH3 were the species considered, and the equations were:
∂CbNH3
∂ t
=− v
L
∂CbNH3
∂ z
− 4
dh
kmat,NH3(C
b
NH3 −CWNH3) (2.8)
∂CbNO
∂ t
=− v
L
∂CbNO
∂ z
− 4
dh
kmat,NO(CbNO−CWNO) (2.9)
kmat,NH3(C
b
NH3 −CWNH3) = sr
e f f
NH3
(2.10)
kmat,NO(CbNO−CWNO) = sre f fNO (2.11)
ρgcgp
∂T g
∂ t
=−ρ
gcgpv
L
∂T g
∂ z
−h 4
dh
(T g−T s) (2.12)
ρscsp
∂T s
∂ t
=
h
s
(T g−T s)+(−∆Hr)re f fNO (2.13)
Ω(1− x∗)∂θ
∂ t
= re f fNH3 − r
e f f
NO (2.14)
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where the symbols are as previously, and Ω is the total storage capacity of NH3,
and θ is the coverage of NH3. The model included no accumulation of mass in
the solid phase, except for in Equation (2.14), which is important to note. The
equation describes the amount of available adsorbed NH3, which is used in the
SCR reactions. This will be described more in detail in Section 2.2.2. The model
considered NO and NH3, and thus only the standard SCR reaction. The authors had
previously reported a 2D model [123], however they noted that they achieved the
same accuracy with the 1D model, together with a significant decrease in simulation
time. The authors fitted the model to a variety of transient NO reduction data that
had been collected from commercial SCR monoliths.
Chatterjee et al. argued that the model presented by Tronconi was only suitable
for washcoated SCR monoliths, and presented a 1D+1D model that included wash-
coat diffusion, to make it appropriate for extruded monoliths [17]. The model equa-
tions were the same as presented by Tronconi in Equations (2.8) through (2.14),
however also included an equation to account for the washcoat diffusion:
0= De f f , j
∂ 2C j
∂x2
+S2WR j (2.15)
The fact that the model considers spatial resolution both along the axis of the chan-
nel, and through the monolith wall makes it a 1D+1D model.
In relation to recent literature, the model structure has not changed compared to
the models presented above, although different authors use different assumptions,
thereby leading to models of slightly different structure. Examples of more recent
publications can be found for example in [6, 5, 95, 15, 115, 21, 114].
In situations where the inlet conditions to the monolith are not uniform, it can
be necessary to consider 2D or 3D models [62]. When the monolith is modelled
in multiple dimensions, the equations describing the mass and heat balances are
the same, however additional equations are added that represents the additional
dimensions. Additional physical properties are also included in some works, for
example by Chen and Tan [19].
2.2.2 Kinetic Modelling
This section will focus on the kinetic models that previously has been developed
for the vanadium based SCR catalyst. The main focus is on global kinetic schemes,
which in many cases are not different for vanadium and zeolite based catalysts.
For example, the global reaction scheme for a Cu-zeolite by Ohlson et al. [89]
has served as a global kinetic model for vanadium based catalysts as well [79],
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and has showed good results in predicting the catalyst dynamics. Several kinetic
studies and models has been published related to vanadium based SCR catalyst.
Examples are [18, 15, 124, 72, 135, 73]. In the following subsections the focus will
be on comparing two different kinetic models, reported by Ohlson et al. [89] and
Chatterjee et al. [18].
2.2.2.1 Ammonia Adsorption and Desorption
The most important reactions for describing the SCR catalyst dynamics are the re-
actions related to NH3 adsorption and desorption, which could also be seen in the
standard SCR reaction mechanism in Figure 2.1. The use of this Eley-Rideal mech-
anism has seen broad use in literature, since it was suggested by Miyamoto et al in
the 1970s [82]. The mechanism assumes that NH3 is adsorbed to the catalyst sur-
face, and the adsorbed NH3 reacts with the other reactants. The rates of all other
SCR reactions are therefore dependent on the amount of NH3 that is adsorbed on
the surface [78]. The adsorption and desorption of NH3 can be written as:
S+NH3↔ S−NH3 (R 2.14)
where S represents an empty catalyst side and S−NH3 represents an adsorbed NH3
molecule. In most cases, the catalyst is assumed to have one global adsorption
site representing all possible sites of different nature. The activation energy for the
adsorption reaction is often assumed to be 0, and the reaction for the adsorption
reaction can be written:
rads = kadscNH3(1−θ) (2.16)
where θ represents the fraction of sites that are currently inhabited by an NH3
molecule. For the desorption reaction, a Tempkin dependency is used for the acti-
vation energy [7]:
rdes = k0,des exp
(−Edes,0(1−αθ)
RT
)
θ (2.17)
Multi-site approaches are also possible, where the NH3 molecules can adsorb
to different sites on the catalyst surface. This is however more common for the
zeolite based catalysts, as they have different acidic sites where adsorption can
occur [102].
2.2.2.2 SCR Reactions
Several different models for describing the global SCR reactions are suggested in
literature. For example, Ohlson et al. reported standard Arrhenius based kinetics
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with first order reactions, which can be seen in Equations (2.18) through (2.20)
[89].
rstandard = kstandard ∗ exp
(−Estandard
RT
)
cNOθ (2.18)
r f ast = k f ast ∗ exp
(−E f ast
RT
)
cNOcNO2θ (2.19)
rslow = kslow ∗ exp
(−Eslow
RT
)
cNO2θ (2.20)
Even though the reaction kinetics are modelled in a simplistic manner, the model
proved successful at predicting the dynamics of a Cu exchanged zeolite.
A more detailed kinetic model was presented by Chatterjee et al., where it was
assumed that NH3 could block the sites for NO activation, and that the reoxidation
of such a site was the rate limiting step [18]. The adsorption of NH3 was also in
competition with the adsorption of ammonium nitrate. The rate of the standard
SCR reaction was therefore limited by the NH3 coverage and increased by a higher
O2 concentration. The fast SCR reaction revolved around the intermediate forma-
tion of NH4NO3 and HNO3 from NO2. The reaction equations were:
rstandard = k0standard exp
(−Estandard
RT
)
γNOCNOθNH3
(
PO2
0.02
)β
(2.21)
γNO =
1
1+KLH
θNH3
1−θNH3−θNH4NO3
(2.22)
r f ast = k0f ast exp
(−E f ast
RT
)
γ f ast
(
CNOcHNO3 −
CNO2CHNO2
Keq, f ast
)
(2.23)
γ f ast =
1
1+KLH2
θNH3
1−θNH3−θNH4NO3
(2.24)
The equation for the slow SCR reaction was the same as Equation (2.20).
2.2.2.3 Side Reactions
In the work of Ohlson et al., only ammonia oxidation to N2 was included [89].
A simple Arrhenius based expression that incorporated the adsorbed NH3 and O2
concentration was adopted:
rox = kox exp
(−Eox
RT
)
CO2θ (2.25)
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Figure 2.4. Overview of a typical calibration and validation methodology for a
global reaction scheme. Figure from [62]
The work by Chatterjee et al. also only included ammonia oxidation to N2,
however with a different dependence on oxygen than previously.
rox = k0ox = exp
(−Eox
RT
)(
PO2
0.02
)β
θNH3 (2.26)
For the formation of N2O, there are no differences between the works, and a
Arrhenius based first order reaction was chosen:
rN2O = kN2O exp
(−EN2O
RT
)
CN2OθNH3 (2.27)
2.2.3 Calibration and Validation
The parameter estimation of the kinetic parameters is an essential step in a model
that should be used for the application. Applying kinetic parameters that has been
calibrated using experimental data from another system, can result in mass transfer
conditions being different, and therefore the same fit with data cannot be achieved.
Depending on the complexity of the kinetic model, more or less advanced experi-
mental tests may be required. Another critical element of the calibration process
is to validate the model in the conditions were it is intended to be used. Accord-
ing to D. Karamitros and G. Koltsakis [62], a typical methodology to calibrate and
validate a global kinetic model is to use microreactor experiments to calibrate the
NH3 storage reactions and the SCR reactions. A small-scale monolith reactor should
be used as an intermediate calibration and validation step, and finally a full-scale
engine test bench should be used for final validation, where for example transient
tests can be evaluated. An overview of the methodology can be seen in Figure 2.4.
The reason that microreactor experiments are conducted is because these can
remove any mass transfer limitations that are present. The kinetic parameters are
therefore intrinsic, and are easier to use for different models. Microreactor ex-
periments for calibration of the kinetic parameters has for example been done in
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[18, 137, 17]. There are however situations were microreactor experiments are not
possible, and there are several reported cases in literature where the kinetic model
has been calibrated using experiments on a small-scale monolith [89, 78, 115].
To obtain an optimal fit for the parameters related to each reaction, a sequential
parameter estimation method is often used. One way to organise the sequence is as
done by Sharifian et al. [113]. The first step is to estimate the parameters related to
the ammonia adsorption and desorption reactions. This is done without NO in the
feed gas stream, to avoid influence from the SCR reactions. A common method is
to also use a Temperature Programmed Desorption (TPD) experiment. NH3 is sent
to the reactor at a constant temperature until steady-state is achieved. The tem-
perature is then gradually increased, allowing the NH3 to desorb from the catalyst
surface. This provides a better estimation of the desorption parameter. However,
for example Tronconi et al. [124] reported an estimation procedure where they
did not use a TPD to estimate the desorption kinetics. If NO oxidation to NO2 is
included in the kinetic model, this should be estimated in a second calibration step,
where only NO is sent to the reactor. In the last step, the remaining parameters
are calibrated using the available NO/NO2/NH3 data. As an example of how the
experiments can be designed to be able to achieve the most amount of information,
the experimental design of Song et al. is recommended [115]. Figure 2.5 shows
an overview of the experiments. The experiment design, along with a TPD test,
allowed the authors to fit a large number of reactions to the experimental data.
After the kinetic parameters has been estimated the last step is the validation
of the model. This should be done under the conditions where the model will be
used, and in this application this is often a full-scale monolith treating real engine
gases, from a full-scale engine. The engine can be following for example a transient
cycle such as the European Transient Cycle (ETC), which was done by Tronconi et
al [124]. The validation was carried out for the first 500 s of the ETC, where the
model showed good correspondence with experimental data. The models predictive
capabilities regarding NH3 were however not validated.
2.3 Controlling the Urea Dosing
Compared to the stationary applications, a major obstacle for the automotive appli-
cations is the highly transient nature of the diesel engine [52]. This leads to large
uncertainties in the inlet conditions to the monolith. Other problems are the non-
linear dynamics of the SCR process, the difficulty of measuring some key states in
the catalyst, such as the amount of adsorbed ammonia, and the cross-sensitivity to
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Figure 2.5. Overview of a possible experiment design to isolate information for
different reactions. Figure from [115]
NH3 for NOx sensors. Legislation before Euro VI did not include limitations on the
NH3 slip, meaning that the control problem as such was not necessarily difficult to
meet. Common practice was however to introduce mean NH3 slip limits around 25
ppm, as engineering targets, even though it was not a formal part of the legislation.
[132].
Feedforward based methods has been reported to give high NOx conversion
together with an acceptable NH3 slip. Open-loop systems has been reported to
primarily be built on look-up tables that were based on different factors in the sys-
tem. The system measured the current engine situation, and dosed an appropriate
amount of urea based on the look-up table. The open-loop control system used in
a normal BOSCH aftertreatment system was reported by Seher et al. [110]. It has
however been noted that these methods does not perform well when the urea dos-
ing is inaccurate, or the catalyst is suffering from aging processes [134]. Willems
et al. reported that feedforward based methods were not enough to meet future
emission standards, and that closed-loop control strategies were required [134].
Feedback control based on NOx sensors has been proposed for example in [21,
105, 31], however it was also reported that with NOx sensors alone, it would be dif-
ficult to meet future legislative emission limits, due to cross-sensitivity issues [31].
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To cope with this, NH3 sensor based control has been suggested by for example
Devarakona et al. [30]. The authors concluded that the analysis based on NH3 sen-
sor feedback performed very similar to using a NOx sensor based strategy. It was
however still concluded that the method showed promise as a potential alternative
to using a NOx sensor. Other work related to NH3 sensor based feedback has been
reported for example by Herman et al. [48], where the authors showed a control
design that was robust against system disturbances.
A promising methodology is to base the control action on the amount of stored
NH3 on the catalyst surface. If the fraction of coverage is kept below a certain level,
temperatures spikes in the inlet will not necessarily lead to significant desorption of
NH3, and the slip can therefore be kept low. Hsieh and Wang presented a controller
based on ammonia surface control for a two-cell SCR system [51]. The first SCR cell
was designed to have a high coverage ratio, while the second cell was designed to
have a low coverage ratio. This ensured that the second cell had a high adsorption
capability through-out the tests. The control design showed that the system was
able to maintain a high SCR conversion while having a low NH3 slip. Stadlbauer et
al. presented a Adaptive Nonlinear Model Predictive Control (Adaptive NMPC) sys-
tem that controlled the NH3 coverage. The model also included adaptive elements
to account for aging processes such as urea aging [117].
MPC has in general been identified as a promising technology for the applica-
tion, however the model is a critical part of these control systems [117]. The first
application of MPC to the automotive SCR system was presented by McKinley in
2010 [79]. The MPC was based on a first principles model which was reduced to a
first order linear model. Zanardo et al. presented a grey-box model coupled with
a linear data-based output error model intended for control applications [140].
The output error model was used to overcome the assumptions that the grey-box
model were based on, such as only including the fast SCR reaction, out of the SCR
reactions. Considering the very low computational effort to solve the model, the
predictive results were impressive. The model was applied by Stadlbauer et al. in
an NMPC designed to control the ammonia coverage [116]. Stadlbauer et al. also
presented a NMPC based on a black box SCR model [118] intended for small com-
bustion engines. The authors argued that the features of the smaller SCR monoliths
used for small engines resulted in faster dynamics, and phenomena such as NH3
storage were less pronounced. Therefore a purely data based model was satisfac-
tory for such an application.
For the current Euro VI legislation in Europe, a new transient test cycle was in-
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troduced that includes a cold start procedure. Future control therefore has to be
able to cope with urea dosing at lower temperatures, which is made difficult by the
fact that urea decomposition is slow and incomplete below 200oC [138]. Since the
main low temperature issue is caused by physical limitations of the system, the so-
lution is related to improving the system configuration rather than improved dosing
control. Innovative new system design are proposed in literature, such as combining
units and placing the SCR catalyst closer to the engine outlet gases [125]. There
are however challenges related to the urea dosing control at low-temperature as
well. At low temperatures, the NOx conversion efficiency is low and the NH3 stor-
age capacity is high, and the model of the system becomes and integrator with
reduced damping, where small errors can increase over time [138]. The accuracy
of the NH3 adsorption and desorption model is therefore more critical at low tem-
peratures. The previously described NH3 storage control systems are promising for
coping with these new challenges [138].
Chapter3
Modelling the SCRMonolith
This chapter presents five models used in the thesis. The model
including the most physical phenomena is derived in full, and
based on this, the remaining simplified models are presented.
The simplified models includes simplifications related to mass
and heat transfer. The kinetic models that is coupled with the
channel models is also presented. The methodology that has
been used to implement the models is shown using an example.
The main contribution of this chapter is published in two arti-
cles (A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Parame-
ter Estimation and Analysis of an Automotive Heavy-duty SCR
Catalyst Model. Chemical Engineering Science 161 (2017) 167-
177), and (T. Christiansen, J. Sydney, A. Åberg, J. Abildskov, J.
K. Huusom. Methodology for Developing a Diesel Exhaust After
Treatment Simulation Tool, Submitted to SAE Technical Papers,
2016). Early work related to this chapter was presented at the
Nordic Process Control Workshop, 2015.
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3.1 Introduction
The purpose of this chapter is to present and derive the developed models that have
been used throughout the thesis. A description of the modelled monolith will be
given, and after that, the models will be presented in the following sections.
Five different models will be presented that are based on different assumptions
on the physical nature of the monolith. All of the models are based on modelling
one single channel of the monolith. The monolith contains many parallel channels,
and a common assumption during modelling is that one channel is representative
of all. The most complex model will be derived in full, in order to explain most of
the underlying phenomena occurring inside the monolith. The rest of the models
are based on simplifications related to mass and heat transfer, which are the two
most important phenomena occurring in the monolith, besides the reactions. The
model that will be used primarily in this thesis is model 2, which offers a good
trade-off between complexity and simulation accuracy. The kinetic model that is
coupled with the channel models is also be presented. This will not be changed
throughout the thesis.
The modelled monolith is a vanadium based catalyst and is made up from sev-
eral small channels. Two different phases exist inside the channel, the bulk phase
and the wash coat phase. The channel walls are made from wash coat, which is
where the active catalytic material is located. Due to porous walls, diffusion be-
tween the channels can occur. The shape of the channels are sinusoidal and the
channel density is 270 Cells Per Square Inch (CPSI). The catalyst is a full-body cat-
alyst on a corrugated substrate. A picture of a typical SCR monolith can be seen in
Figure 3.1.
As was seen in Chapter 2, modelling of the SCR catalyst is a well studied area.
The motivation for dedicating a chapter to modelling in this work is that an accurate
model was needed for the specific monolith used here. The lack of contributions
in literature that investigates which phenomenons that are important to include in
a model in order to describe the monolith dynamics motivates why several models
are developed. A structured analysis on how different simplifications affects the
prediction of the model is of interest for example in control applications, where the
model structure has to be as simple as possible for computational reasons, while at
the same time be able to describe the dynamics accurately.
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Figure 3.1. A typical full-scale SCR monolith. Courtesy of Haldor Topsoe A/S.
3.2 Model 1 - Wash Coat Diffusion Model
This section will present the derivation of the model including the most physical
phenomena. All steps of the model derivation will be shown in full. The models
that are presented later will be based on simplifications of this model, and will
therefore not be derived in full.
A single monolith channel can be represented schematically as in the top of
Figure 3.2, together with the quantities used in the model. The physical quantities
at the channel entrance are a volumetric flow Q, a concentration of species i, cin,i,
a temperature Tin, a molar dispersive flow Nin,i, and a dispersive energy flow Win.
The corresponding quantities leaving the channel are Q, cout,i, Tout , Nout , and Wout .
The molecules migrate through a stagnant film from the gas phase to the wash coat
phase, where they diffuse and react in contact with the active sites. To reduce the
complexity of the model the following assumptions were made:
M1.A1 Square channels
M1.A2 Fully hydrolysed urea at the SCR inlet
M1.A3 Identical monolith channels and uniform inlet conditions
M1.A4 No pressure drop in the channel
M1.A5 No diffusion in channel bulk phase
M1.A6 No volumetric gas changes inside the channel
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Figure 3.2. Top: Representation of a single monolith channel with physical quan-
tities. Bottom: Representation of the channel bulk phase, stagnant film, and wash-
coat.
M1.A7 No convective flow in the wash coat
As described previously, the modelled catalyst is made up of sinusoidal shaped chan-
nels. M1.A1 is made to avoid modelling the complicated geometry. It will mostly
affect the mass and heat transfer in the monolith. The assmumption will however
only be made regarding the modelled geometry. With regards to the calculation
of the heat and mass transfer coefficients, that will be shown in Section 3.8, the
infinite Sherwood and Nusselt numbers will still be taken for sinusoidal channels.
This will ensure that the mass transfer coefficients have correct values, even if the
channels are modelled as squares.
M1.A2 influences the amount of available NH3 in the catalyst. The assumption
is valid for calibration data, explained in Chapter 4, since NH3 was injected directly
into the system. In full-scale engine conditions, that were used for model validation,
the hydrolisation may affect the amount of available NH3 [33]. The validity of
the assumption also depends on the temperature that the system is operating at.
The conversion of urea to NH3 contains three steps that are all occurring more
rapidly with an increased temperature. Evaporation of the urea solution, and the
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two reaction steps that decomposes the urea into NH3. Because of this, it is normal
to only dose urea at temperatures above 180 oC. Another factor that affects the
validity is how far before the catalyst the urea is injected. A greater distance gives
a more complete hydrolisation, and better mixing. The assumption was included
because it was desired to have as few reactions as possible, to minimize calibration
effort. Any urea that is not hydrolysed in the inlet of the catalyst, will quickly be
converted to NH3.
M1.A3 can be expanded into underlying assumptions; there is no temperature
difference between the channels, which means that no heat loss to the ambient is
present. This is a better approximation in an insulated monolith. It also implies
perfect NH3 mixing before the SCR inlet, thus a uniform inlet concentration. This
highly depends on the geometry and mixing devices of the dosing pipe. It is believed
that this assumption will not introduce any significant error.
The effect of M1.A4 is that the volumetric flow rate will not change throughout
the monolith channel, because of pressure changes. If the effect was included,
the pressure would decrease as the gas passes through the channel, leading to an
increase in the volumetric flow rate, and therefore velocity. The pressure drop is a
linear function of the velocity and the length of the channel [136], and can be in
the order of 10000 Pa [42] for a combined silencer and SCR catalyst.
M1.A5 concerns dispersion of the gases. While this is present, it is expected to
be of little influence on the system. The system operates at gas velocities ranging
from 3 m/s up to 20 m/s during normal operation. Considering that a normal SCR
monolith is around 20-30 cm long, the residence time for the gas is very low, and
therefore diffusion in the bulk phase has little time to affect the dynamics of the
monolith.
M1.A6, as M1.A4, affects the velocity of the ingoing gases. The main effect of
the velocity is the mass transfer coefficients. The effect will however be minor, and
is not expected to influence results significantly.
M1.A7 is a realistic assumption since the modelled catalyst is of flow-through
type. No gas is being forced into the wash coat, and therefore no convective flow is
present.
Based on the described monolith, the physical phenomena, and the assumptions
M1.A1 through M1.A7, the model was derived. The starting point for the derivation
was the conservation of mass and energy. From this follows
In+Production= Out+Accumulation (3.1)
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Equation (3.1) states that what comes into the system and what is produced, is
equal to what goes out of the system and that which is accumulated. This will be
applied for the two sub systems bulk and wash coat.
3.2.1 Bulk phase
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Figure 3.3. Representation of the control volume for the bulk phase, including
model variables, that was used to derive the model.
Figure 3.3 shows a picture of the control volume and the different phenomena
occurring. Gas with a concentration cb,i of species i, and a temperature of Tb, enters
the control volume through convection. Energy and mass transport through a stag-
nant film into the wash coat. When the reactants have reacted in the wash coat,
the products transport back into the bulk phase. The direction of the mass and heat
transport depends on the gradient. The different terms in Equation 3.1 will be as
follows.
In: Qcin,i∆t
This term describes the amount of species i that enters the control volume through
convective flow during time ∆t, where Q is the volumetric flow rate.
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Production:
The reactions take place at the active sites in the wash coat. Therefore no produc-
tion is included in the bulk phase equations.
Out: Qcout,i∆t+4b∆zkg(cb,i− cwc,s,i)∆t
The first term is the amount of species i that is transported out through the control
volume through convective flow during time ∆t, and the second term is the film
transport of species i from the bulk phase to the wash coat phase through the stag-
nant film. kg is the mass transfer coefficient, cwc,s,i is the wash coat concentration at
the surface, b is the side-length of the channel, and ∆z is the length of the control
volume.
Accumulation: ∆zb2
(
cb,i
∣∣
t+∆t − cb,i
∣∣
t
)
This term describes the change in moles of species i during time ∆t inside the control
volume. The above terms are inserted into Equation (3.1):
Qcin,i∆t = Qcout,i∆t+4b∆zkg(cb,i− cwc,s,i)∆t+∆zb2
(
cb,i
∣∣
t+∆t − cb,i
∣∣
t
)
(3.2)
This can be rearranged to
(cb,i
∣∣
t+∆t − cb,i
∣∣
t)
∆t
=
1
b2
Q(cin,i− cout,i)
∆z
− 4kg
b
(cb,i− cwc,s,i) (3.3)
Letting ∆z→ 0, ∆t→ 0, and applying assumption M1.A6 gives the final equation for
the bulk phase concentration
∂cb,i
∂ t
=−u∂cb,i
∂ z
− 4kg
b
(cb,i− cwc,s,i) (3.4)
where u is the linear channel gas velocity, and the rest is as previously stated. Equa-
tion (3.4) is a first order Partial Differential Equation (PDE) and requires a Bound-
ary Condition (BC) and Initial Conditions (IC) to be solved. These can be written
as:
cb,i(t,0) = cin,i(t) (3.5)
cb,i(0,z) = c0b,i(z) (3.6)
Equation (3.5) is the boundary condition, and states that the inlet concentration to
the monolith has a certain value. The boundary condition is time dependent in for
example a transient simulation, where the inlet conditions vary over time. Equa-
tion (3.6) is the initial condition, which states that at the start of a simulation, the
monolith has a certain concentration of species i.
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For the energy equation the same methodology is used.
In: QρbCp,bTb,in∆t
This term describes the thermal energy that enters the control volume through con-
vective flow during time ∆t. ρb is the bulk gas density, and Cp,b is the bulk gas heat
capacity.
Production:
As in the mass balance, no reactions take place in the bulk phase.
Out: QρbCp,bTb,out∆t+4b∆zhheat(Tb−Twc,s)
The first term is the energy leaving the control volume through convective trans-
port, and the second term is the exchange of energy with the wash coat through
film transfer. hheat is the heat transfer coefficient, and Twc,s is the wash coat temper-
ature at the surface.
Accumulation: ∆zb2ρbCp,b
(
Tb|t+∆t − Tb|t
)
This term describes the change in energy during time ∆t inside the control volume.
The above terms are inserted into Equation (3.1):
QρbCp,bTb,in∆t = QρbCp,bTb,out∆t+4b∆zhheat(Tb−Twc,s+∆zb2ρbCp,b
(
Tb|t+∆t − Tb|t
)
(3.7)
This can be rearranged to
(Tb|t+∆t − Tb|t)
∆t
=
1
b2
Q
(
Tb,in−Tb,out
)
∆z
− 4hheat
bρbCp,b
(Tb−Twc,s) (3.8)
Letting ∆z→ 0, ∆t→ 0, and applying assumption M1.A6 gives the final equation for
the bulk phase temperature
∂Tb
∂ t
=−u∂Tb
∂ z
−− 4hheat
bρbCp,b
(Tb−Twc,s) (3.9)
Equation (3.9) is also a first order PDE and requires BC and IC to be solved. These
can be written as:
Tb(t,0) = Tin(t) (3.10)
Tb(0,z) = T 0b (z) (3.11)
Equation (3.10) is the boundary condition, and states that the inlet gases to the
monolith has a certain temperature. The boundary condition is time dependent
in for example a transient simulation, where the inlet conditions vary over time.
Equation (3.11) is the initial condition, which states that at the start of a simulation,
the monolith has a certain temperature.
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Figure 3.4. Representation of the control volume for the wash coat phase, including
model variables, that was used to derive the model.
3.2.2 Wash coat phase
Figure 3.4 shows a picture of the control volume for the wash coat and the different
phenomena occuring. The control volume has a thickness of ∆x and a width of ∆z.
The wash coat is made up of pores, which the species diffuse in. A diffusive mass
flux Fin,i, and energy flux Win enters the control volume, and a corresponding mass
and energy flux, Fout and Wout , leaves the control volume. The general conservation
principle in Equation (3.1) is used as in Section 3.2.1.
In: AFin,i∆t
The term describes the diffusive flow into the control volume of species i during
time ∆t. A is the cross-sectional area of the wash coat.
Production: A∆x∆t∑
i
ri
Reactions take place on the active sites in the wash coat, and the net production of
species i is described by the term above, where ri is the rate of reaction.
Out: AFout∆t
The term describes the diffusive flow of species i out from the control volume during
time ∆t.
Accumulation: (1− εwc)A∆x
(
cwc,i|t+∆t − cwc,i|t
)
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This term describes the accumulated energy inside the control volume. cwc,i|t+∆t is
the wash coat concentration of species i at time t+∆t, and εwc is the porosity of the
wash coat.
The above terms are inserted into Equation (3.1)
AFin,i∆t+A∆x∆t∑
i
ri = AFout,i∆t+(1− εwc)A∆x(cwc,i|t+∆t − cwc,i|t) (3.12)
This can be arranged
(cwc,i|t+∆t − cwc,i|t)
∆t
=
1
(1− εwc)
(Fin,i−Fout,i)
∆x
+
1
(1− εwc)∑i
ri (3.13)
Letting ∆z→ 0, ∆t→ 0 gives
∂cwc,i
∂ t
=− 1
(1− εwc)
∂Fi
∂x
+
1
(1− εwc)∑i
ri (3.14)
The term ∂Fi∂x can be rewritten using Ficks first law, as in Equation (3.15).
F = D
dc
dx
(3.15)
where D is the diffusion coefficient, and c is the concentration. Applying Ficks first
law to Equation (3.14) gives the final mass balance equation for the wash coat
∂cwc,i
∂ t
=
1
(1− εwc)Dwc
∂ 2cwc,i
∂x2
+
1
(1− εwc)∑i
ri (3.16)
Equation (3.16) is a second order PDE and requires two BCs, and IC to be solved.
These can be formulated as
∂cwc,i
∂x
∣∣∣∣
x=0
=− kg
Dwc,i
(cb,i− cwc,s,i) (3.17)
∂cwc,i
∂x
∣∣∣∣
x=Lwc
= 0 (3.18)
cwc,i(0,x) = c0wc,i(x) (3.19)
where Dwc,i is the wash coat diffusion coefficient for species i. Equations (3.17)
and (3.18) are the boundary conditions. The first one ensures that conservation
of mass is kept at the bulk-wash coat interface, and the second states that a zero
gradient is present at the bottom of the wash coat. The modelled catalyst is an
extruded vanadium based catalyst, in which there is no clear distinction between
the monolith wall and wash coat. It is in principle possible for species to diffuse
from one channel to another. Under assumption M1.A3, this means that there is a
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zero gradient at the end of the wash coat. Equation (3.19) are the ICs. These state
that the wash coat concentration initially takes a certain value.
For the energy equation the same methodology is used.
In: AVin∆t
The flow entering the wash coat control volume is the diffusive energy during time
∆t.
Production: A∆x∆t∑
i
∆Hiri
The production of heat in the wash coat is the result of the reactions taking place.
∆Hi is the reaction heat for reaction i.
Out: AVout∆t
The diffuse energy flow is the only term going out from the control volume during
time ∆t.
Accumulation: A∆x(1− εwc)ρwcCp,wc
(
Twc|t+∆t − Twc|t
)
The accumulation term describes the change in energy during time ∆t. ρwc is the
wash coat density, and Cp,wc is the wash coat heat capacity. Inserting the above into
Equation (3.1) gives
AVin∆t+A∆x∆t∑
i
∆Hiri = AVout∆t+A∆x(1− εwc)ρwcCp,wc
(Twc|t+∆t − Twc|t)
∆t
(3.20)
This can be rearranged to
(Twc|t+∆t − Twc|t)
∆t
=
1
(1− εwc)ρwcCp,wc
(Vin−Vout)
∆x
+
1
(1− εwc)ρwcCp,wc∑i
∆Hiri
(3.21)
Letting ∆z→ 0, ∆t→ 0 gives
∂Twc
∂ t
=− 1
(1− εwc)ρwcCp,wc
∂V
∂x
+
1
(1− εwc)ρwcCp,wc∑i
∆Hiri (3.22)
The term ∂V∂x can be rewritten using Fouriers law in Equation (3.23)
V =−λ dT
dx
(3.23)
This gives the final equation for the wash coat temperature
∂Twc
∂ t
=
λwc
(1− εwc)ρwcCp,wc
∂ 2Twc
∂x2
+
1
(1− εwc)ρwcCp,wc∑i
∆Hiri (3.24)
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Equation (3.24) is a second order PDE and requires two BCs, and ICs to be solved.
∂Twc
∂x
∣∣∣∣
x=0
=−hheat
λ
(Tb−Twc,s) (3.25)
∂Twc
∂x
∣∣∣∣
x=Lwc
= 0 (3.26)
Twc(0,x) = T 0wc(x) (3.27)
Equations (3.25) and (3.26) are the BCs. The first one ensures that the conservation
of energy is maintained at the bulk-wash coat interface. The second states that at
the bottom of the wash coat, there is no temperature gradient. The reason for this is
the same as for the BC in Equation (3.18). Equation (3.27) is the IC for the system.
It states that at the beginning, the wash coat has a certain temperature.
3.3. Model 2 - Convection Model 43
3.2.3 Summary of Model 1
To conclude Section 3.2, and make an overview easier for the reader, all model
equations, boundary conditions, and initial conditions are given for Model 1.
∂cb,i
∂ t
=−u∂cb,i
∂ z
− 4kg
b
(cb,i− cwc,s,i) (3.28)
∂Tb
∂ t
=−u∂Tb
∂ z
−− 4hheat
bρbCp,b
(Tb−Twc,s) (3.29)
∂cwc,i
∂ t
=
1
(1− εwc)Dwc
∂ 2cwc,i
∂x2
+
1
(1− εwc)∑i
ri (3.30)
∂Twc
∂ t
=
λwc
(1− εwc)ρwcCp,wc
∂ 2Twc
∂x2
+
1
(1− εwc)ρwcCp,wc∑i
∆Hiri (3.31)
cb,i(t,0) = cin,i(t) (3.32)
cb,i(0,z) = c0b,i(z) (3.33)
Tb(t,0) = Tin(t) (3.34)
Tb(0,z) = T 0b (z) (3.35)
∂cwc,i
∂x
∣∣∣∣
x=0
=− kg
Dwc,i
(cb,i− cwc,s,i) (3.36)
∂cwc,i
∂x
∣∣∣∣
x=Lwc
= 0 (3.37)
cwc,i(0,x) = c0wc,i(x) (3.38)
∂Twc
∂x
∣∣∣∣
x=0
=−hheat
λ
(Tb−Twc,s) (3.39)
∂Twc
∂x
∣∣∣∣
x=Lwc
= 0 (3.40)
Twc(0,x) = T 0wc(x) (3.41)
3.3 Model 2 - Convection Model
This section will present Model 2, that includes more simplifications than Model 1.
The assumptions are the ones presented in assumption list M1 in Section 3.2, and
additionally:
M2.A1 No internal mass and heat transfer limitations.
M2.A1 includes both temperature and concentration gradients. Even though the
modelling of the SCR monolith has been studied extensively, no consensus has been
reached if it is important to include the concentration gradient inside the wash
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coat in the model. Colombo et al. [26] shows that under some conditions, the
wash coat gradients in an SCR catalyst layer are minor. The temperature gradients
are, due to the much higher heat conduction than mass diffusion, smaller than
the concentration gradients. To make an initial analysis of the accuracy of the
assumption, the thiele modulus and efficiency factor for NO in the standard SCR
reaction will be analysed. The thiele modulus for a first order reaction is [40]:
φ = L
√
k
De f f
(3.42)
where L is the thickness of the monolith wash coat, k is the reaction rate as defined
in (3.78), and De f f is the effective diffusion coefficient. The studied catalyst has
a wash coat thickness of L = 0.0002 m, and a porosity of ε = 0.4, and a tortuosity
τ = 3. De f f can be approximated as:
De f f =
ε
τ
D (3.43)
where D is the diffusion coefficient for NO in air at 300 oC, estimated using the
Wilke and Lee method [98]. Using parameter values for the standard SCR reaction
from Table 4.2, k= 352.3 s−1 at 300 oC. Using (3.42) with the specified values gives
a thiele modulus of φ = 0.77. From this, the efficiency factor η can be calculated
for a slab as:
η =
tanhφ
φ
(3.44)
which gives η = 0.84. A efficiency factor close to one means that nearly all avail-
able catalyst is being used, and thus limited internal mass transfer limitations are
expected during typical operating conditions. It should be noted that the above
analysis is based on the kinetic parameters that already include mass transfer limi-
tations. The thiele modulus is however small, and the effect will be minor. Assump-
3.4. Model 3 - No Mass Transfer Model 45
tions M1.A1 - M1.A7 and M2.A1, gives the following model
∂cb,i
∂ t
=−u∂cb,i
∂ z
− 4kg
b
(
cb,i− cwc,i
)
(3.45)
∂cwc,i
∂ t
=
4kg
b
(
cb,i− cwc,i
)
+∑
i
ri (3.46)
∂Tb
∂ t
=−u∂Tb
∂ z
− 4hheat
bρbcp,b
(Tb−Twc) (3.47)
∂Twc
∂ t
=
4hheat
bρwccp,wc
(Tb−Twc)+∑
i
∆Hr,iri (3.48)
cb,i (t,0) = cin,i (t) (3.49)
Tb (t,0) = Tin (t) (3.50)
cb,i (0,z) = c0b,i(z) (3.51)
cwc,i (0,z) = c0wc,i(z) (3.52)
Tb (0,z) = T 0b (z) (3.53)
Twc (0,z) = T 0wc(z) (3.54)
The system of equations is made up of two PDEs and two Ordinary Differential
Equations (ODE). The PDEs are first order and requires one BC each to be solved.
All of the equations requires ICs to be solved. If Equations (3.45) to (3.48) are com-
pared to Model 1 Equations (3.4) to (3.24), it can be seen that the two equations
describing the bulk states are the same for the two models. The equations for the
wash coat states have changed, and Equations (3.46) and (3.48) no longer have the
mass diffusion term and the heat conduction term. The wash coat is being treated
as a surface. To ensure that the conservation of mass is still valid, the film trans-
fer terms in (3.45) and (3.47), that for Model 1 appeared in the BCs for the wash
coat equations, now appear in Equations (3.46) and (3.48). By reducing Equations
(3.16) and (3.24) to ODEs, the model has been reduced substantially in complexity.
Model 2 will be the primary model of focus throughout this thesis, because of its
proven usefulness at predicting SCR dynamics, and that it has reasonable simula-
tion times for transient test cycles.
3.4 Model 3 - No Mass Transfer Model
This section will present Model 3, which includes additional simplifications com-
pared to Model 2. In addition to the assumptions presented in lists M1 and M2, the
following assumption is added:
M3.A1 Instantaneous mass transfer from bulk phase to wash coat
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The effect of M3.A1 is that there is no difference in concentration between the bulk
phase and wash coat phase, and they can be considered the same. The reaction
rates will be calculated according the bulk concentration instead of the wash coat
concentration. The impact of the simplification depends on the importance of mass
transfer. If kg→ ∞ in Equation (3.46), the derivative term will take a large value,
and the difference in concentration between the wash coat and bulk disappears.
The reaction term can be moved to Equation (3.45), which gives the final Model 3:
∂cb,i
∂ t
=−u∂cb,i
∂ z
+∑
i
ri (3.55)
∂Tb
∂ t
=−u∂Tb
∂ z
− 4hheat
bρbcp,b
(Tb−Twc) (3.56)
∂Twc
∂ t
=
4hheat
bρwccp,wc
(Tb−Twc)+∑
i
∆Hr,iri (3.57)
cb,i (t,0) = cin,i (t) (3.58)
Tb (t,0) = Tin (t) (3.59)
cb,i (0,z) = c0b,i(z) (3.60)
Tb (0,z) = T 0b (z) (3.61)
Twc (0,z) = T 0wc(z) (3.62)
3.5 Model 4 - No Heat Transfer and Thermal Mass Model
This section will present a model that considers no difference between wash coat
and bulk phase temperature. The model does not consider the wash coat to have
any thermal mass either. The effect of this simplification is that reaction rates are
calculated using the gas phase temperature. The temperature difference between
the wash coat and gas that might be prominent during very transient behaviour,
does not exist, which can lead to an inaccurate reaction temperature. The simpli-
fication also removes the smoothing of the temperature throughout the monolith
channel, leading to substantial temperature variations inside the monolith during
a transient simulation. The effect of reducing the thermal mass of the wash coat
means that the accumulation of energy will only be in the gas phase. The additional
assumptions compared to Model 2 are:
M5.A1 Instantaneous heat transfer from bulk to wash coat
M5.A2 Wash coat has no thermal mass
M5.A3 No reaction heat
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The model can be summarized as:
∂cb,i
∂ t
=−u∂cb,i
∂ z
− 4kg
b
(
cb,i− cwc,i
)
(3.63)
∂cwc,i
∂ t
=
4kg
b
(
cb,i− cwc,i
)
+∑
i
ri (3.64)
∂Tb
∂ t
=−u∂Tb
∂ z
(3.65)
cb,i (t,0) = cin,i (t) (3.66)
Tb (t,0) = Tin (t) (3.67)
cb,i (0,z) = c0b,i (3.68)
cwc,i (0,z) = c0wc,i (3.69)
Tb (0,z) = T 0b (3.70)
The difference from Model 2 is that the equation for wash coat temperature no
longer exists. The transfer term in the gas phase temperature equation has been
removed. It can also be seen that when comparing to Model 4, the energy balance
here does not include the mass of the wash coat.
3.6 Model 5 - No Mass Transfer, Heat Transfer, and Thermal
Mass Model
This section presents the most simplified model. The model does not consider any
gradients between the wash coat and the bulk phase, nor any thermal mass. The
effect of the simplifications will be the combined effects from Models 3 and 5. The
additional assumptions compared to Model 2 are:
M6.A1 Instantaneous mass transfer from bulk phase to wash coat
M6.A2 Instantaneous heat transfer from bulk to wash coat
M6.A3 Wash coat has no thermal mass
M6.A4 No reaction heat
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The model can be summarized as:
∂cb,i
∂ t
=−u∂cb,i
∂ z
+∑
i
ri (3.71)
∂Tb
∂ t
=−u∂Tb
∂ z
(3.72)
cb,i (t,0) = cin,i (t) (3.73)
Tb (t,0) = Tin (t) (3.74)
cb,i (0,z) = c0b,i (3.75)
Tb (0,z) = T 0b (3.76)
3.7 Kinetic Model
In this work a global kinetic model approach was adopted, where the major reac-
tions influencing the chemistry were:
NH3+S S−NH3 (R1)
2S−NH3+5/2O2→ 2NO+3H2O+2S (R2)
4S−NH3+4NO+O2→ 4N2+6H2O+4S (R3)
2S−NH3+NO+NO2→ 2N2+3H2O+2S (R4)
2S−NH3+2NO2→ N2+N2O+3H2O+2S (R5)
where (R1) is the adsorption/desorption equlibrium reaction, (R2) is the NH3 ox-
idation into NO, (R3) is the standard SCR reaction, (R4) is the fast SCR reaction,
and (R5) is the N2O formation reaction. S represents an empty catalyst site, and
S-NH3 an adsorbed ammonia molecule. For the adsorption/desorption mechanism,
the commonly used Eley-Rideal mechanism was adopted. In (R2) it was assumed
that NH3 was only oxidised into NO. This was done to explain the fact that NO
is present in the outlet of the catalyst when only diluted NH3 is in the inlet. The
frequently used NH3 oxidation reaction that only produces N2 was not included in
this work, to reduce the calibration effort, and the fact that it was not needed to
achieve good calibration results. Due to limitations in experimental data that will
be explained in Chapter 4, it was decided to exclude the reaction refered to as the
slow SCR, which converts NO2 into N2. This is not expected to reduce the predic-
tive capabilities substantially. There are conditions where the exhaust system runs
at NO2/NO ratios over 1, this is however normally not desired, and under the nor-
mal Euro VI setup as seen in Figure 1.5, a DPF is placed in front of the SCR, thereby
reducing the NO2 levels through passive filter generation [81].
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The reaction rates were modelled as:
r j = k j ·
N
∏
i=1
ci (3.77)
where N is the number of relevant species ci in reaction r j, from Table 3.1. The
parameter k j was modelled according to the Arrhenius equation.
k j = k0, j exp
(−Ea, j
RT
)
(3.78)
where k0, j is the pre exponential factor of reaction j, Ea, j is the activation energy
of reaction j, R is the universal gas constant, and T is the reaction temperature. A
potential problem with the Arrhenius expression is that there often is a strong cor-
relation between the pre-exponential factor and the activation energy. This problem
can be reduced and sometimes removed by centering the expression around a tem-
perature T0. This was adopted here:
k = k0 exp
(−Ea
RT
)
(3.79)
= k0 exp
(−Ea
RT0
)
· exp
(−Ea
R
(
1
T
− 1
T0
))
(3.80)
= k0,re f exp
(−Ea
R
(
1
T
− 1
T0
))
(3.81)
where T0 is the temperature around which the expression is centered. T0 was in
this work chosen as 300 oC. The kinetic parameters presented in Chapter 4 have
been recalculated to k0. This was done for all Arrhenius expressions except for the
desorption equation.
The activation energy for the desorption reaction was chosen to be coverage
dependent, as done in [115, 90, 124].
Ea,des = Ea,0,des (1−αθ) (3.82)
where Ea,0,des is the independent activation energy for the desorption reaction, α is
the coverage dependency factor, and θ is the coverage ratio. The use of coverage
dependent activation energies is not necessarily physically true for oxide based cat-
alysts, due to individual adsorption sites, but has been used for example in [87].
The application here has however been successful. The time dependent coverage
ratio was modelled as:
dθ
dt
=
1
Ωmax ∑j=NA
r j (3.83)
where Ωmax is the maximum coverage capacity at 150 oC in mol/m3, and NA are
the reactions where adsorbed NH3 is involved, which in this model are all listed in
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Table 3.1. Kinetic model equations that are used together with a physical model.
The table shows the reaction name, the equation for calculating the reaction speed,
and the kinetic parameters that need to be estimated.
Reaction Equation Kinetic parame-
ters for calibra-
tion
Adsorption kads(1−θ)cNH3,wc kads
Desorption kdes exp(−Edes(1−αθ)/RT )θ kdes,Edes,α
Standard SCR kstandard exp(−Estandard/RT )cNO,wcθ kstandard ,Estandard
Fast SCR k f ast exp(−E f ast/RT )cNO,wccNO2,wcθ k f ast ,E f ast
NH3 oxidation kox exp(−Eox/RT )θ kox,Eox
N2O formation kN2O exp(−EN2O/RT )cNO2θ kN2O,EN2O
Table 3.1. The full kinetic model is shown in Table 3.1. As seen, the model includes
12 kinetic parameters that needs to be calibrated, which is explained in Chapter 4.
3.8 Model Parameters
The models presented in Sections 3.2 to 3.7 contains many parameters that needs
to be estimated with various methods. The parameters related to the kinetic model
in Section 3.7 will not be presented here, but in Chapter 4, together with the cali-
bration methodology. Parameters that does not need to be estimated are presented
in Table 3.2.
Table 3.2. Physical parameters used in the model.
Parameter Value
Hydraulic diameter, dhyd (b) [mm] 1.16
Gas phase density, ρb [kg/m3] (at 0 oC, up-
dated with T)
1.276
Average gas heat capacity, Cp,b [kJ/kg/K] 1.0
Wash coat density, ρwc [kg/m3] 700
Heat capacity wash coat, Cp,wc [kJ/kg/K] 1.0
3.8.1 Diffusion Coefficients
This section will present the estimation procedure of the gas diffusion coefficients,
and the wash coat diffusion coefficients.
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3.8.1.1 Gas Diffusion
The diffusion coefficients are estimated using the Wilke and Lee method [98]. This
equation is valid for diffusion coefficients in gas systems at low pressures. The
diffusion of species A in B (or equivalently B in A) is:
DAB =
[3.03− (0.98√MAB]10−3)T 3/2
P
√
MABσ2ABΩD
(3.84)
where
DAB = binary diffusion coefficient [cm2/s]
T = temperature [K]
MA,MB = molecular weights of A and B [g/mol]
MAB = 2 [1/MA+1/MB]
−1
P= pressure [bar]
σA = 1.18V
1/3
b
σAB =
σA+σB
2
Vb = liquid molar volume at boiling point(1 atm) temperature [cm
3/mol]
σA is the characteristic Lennard-Jones length for species A, and σAB is the average
characteristic Lennard-Jones length for species A and B. ΩD is determined from:
ΩD =
1.06036
(T ∗)0.15610
+
0.19300
exp(0.47635T ∗)
+
1.03587
exp(1.52996T ∗)
+
1.76474
exp(3.89411T ∗)
(3.85)
where
T ∗ = kBT/εAB (3.86)
εAB =
√
εAεB (3.87)
and εA is the characteristic Lennard-Jones energy and kB is the Boltzmann constant
3.8.1.2 Wash Coat Diffusion
There are several methods to estimate the wash coat diffusion coefficients, that
depend on what kind of pores that are present in the wash coat. If the pores are of
micro scale, it is common to use the porosity ε, and tortuosity τ [85]:
De f f = DAB
ε
τ
(3.88)
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which is the method that has been used in this work. If the pores are smaller, such
that the length scale of the pore diameter is comparable to the mean free path of
the particles, Knudsen diffusion can be used:
DK,A = 48.5dp
√
T
MA
(3.89)
where
DK,A = knudsen diffusion coefficient for A [m2/s]
dp = pore diameter [m]
T = temperature [K]
MA = molecular mass [g/mol]
If the wash coat contains a broad variety of pore sizes, a combination of the methods
can be used.
3.8.2 Viscosity
The viscosity is needed to estimate the heat conduction, which is in turn needed to
estimate the heat transfer coefficients. A method based on a reduced, dimensionless
viscosity is used [98]:
ηr = ξη = f (Tr) (3.90)
where Tr is the reduced temperature, and ξ is the reduced, inverse viscosity
Tr =
T
Tc
(3.91)
ξ = 0.176
(
Tc
M3P4c
)1/6
(3.92)
where
Tc = critical temperature [K]
M = molecular weight [g/mol]
Pc = critical pressure [bar]
The viscosity can thus be estimated using the reduced viscosity, and the reduced
temperature. ξη is estimated as:
ξη =
[
0.807T 0.618r −0.357exp(−0.449Tr)+0.340exp(−4.058Tr)+0.018
]
FoPF
o
Q
(3.93)
3.8. Model Parameters 53
where F0P and F
0
Q are correction terms to account for polarity and quantum effects.
F0Q is used for quantum gases He, H2 and D2, and is of no interest in this application.
F0P is determined as:
FoP = 1 0≤ µr < 0.022 (3.94)
FoP = 1+30.55(0.292−Zc)1.72 0.022≤ µr < 0.075 (3.95)
FoP = 1+30.55(0.292−Zc)1.72 |0.96+0.1(Tr−0.7)| 0.075≤ µr (3.96)
where
Zc =
PcVc
RTc
(3.97)
µr = 52.46
µ2Pc
T 2c
(3.98)
The viscosity can now be estimated as:
η =
ξη
ξ
(3.99)
where the viscosity η will have the unit µP.
3.8.3 Heat Capacity
The heat capacity is estimated at constant pressure as:
Cp
R
= a0+a1T +a2T 2+a3T 3+a4T 4 (3.100)
where the constants ai, i= 0,1, ..,4 are specific to the gas and can be found in [98].
3.8.4 Heat Conduction
To estimate the axial heat conduction, a modified Eucken model is used [98]:
λM
ηCv
= 1.15+
2.03
Cv/R
(3.101)
where
λ = thermal conductivity [W/m · K]
M = molecular weight [kg/mol]
η = viscosity [Pa · s]
Cv = heat capacity at constant volume [J/mol · K]
R= ideal gas constant [J/mol · K]
If the gas is assumed idea, Cp can be calculated from Cv:
Cv =Cp−R (3.102)
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3.8.5 Reaction Heat
The heat of reaction is calculated from the heat of formation of the separate species
taking part in the reaction, as in:
∆Hr = ∆H f ,Products−∆H f ,Reactants (3.103)
The reaction heat for the adsorption and desorption reactions has been assumed to
be zero.
3.8.6 Film Transfer Coefficients
The mass and heat transfer coefficients are calculated using the Sherwood num-
ber Sh and the Nusselt number Nu, respectively. This comes from the following
relations:
kg =
Shdhyd
D
(3.104)
hheat =
Nuλ
L
(3.105)
where the symbols are as previously explained.
The Sherwood and Nusselt number needs to be approximated, and there are
a broad variety of methods for this. For laminar flow, it is common to use the
infinite Sherwood and Nusselt numbers, Sh∞ and Nu∞, which takes different values
for different geometrical shapes. Table 3.3 shows Sh∞ and Nu∞ values for some
common channel shapes. In this work, the monolith channels are sinusoidal, and
Table 3.3. Infinite Sherwood and Nusselt numbers for some common channel
shapes [130].
Shape Sh∞,Nu∞
Circular 3.66
Square 2.98
Triangular 2.98
Rectangular 3.39
Sinusoidal 2.97
Hexagonal 3.34
2.97 has been chosen as the infinite Sherwood and Nusselt number.
Depending on operating conditions in the monolith, the flow can develop from
turbulent at the entrance to laminar. If the flow is turbulent for a considerable
length of the channel, position dependent Sherwood and Nusselt numbers have to
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be used. An example of how to solve this is by analogy with the Graetz-Nusselt
problem for developing laminar flow [17, 131, 50]
Sh= Sh∞+8.827(1000zmt)−0.545e−48.2zmt (3.106)
Nu= Nu∞+8.827(1000zht)−0.545e−48.2zht (3.107)
where
zmt =
xD
ud2hyd
(3.108)
zht =
xλ
ud2hydcp,bρb
(3.109)
Another alternative is to use the Hawthorn correlation, which provides length av-
eraged Sherwood and Nusselt numbers:
Sh= Sh∞
(
1+0.095
dhyd
L
ReSc
)0.45
(3.110)
Nu= Nu∞
(
1+0.095
dhyd
L
RePr
)0.45
(3.111)
where Re is the Reynolds number, Sc is the schmidt number, and Pr is the Prandtl
number.
3.8.6.1 Mass Transfer Analysis
To analyse how the flow is developing in the SCR channel under normal operating
conditions, Equation (3.112) will be used to see how far into the channel the flow
is fully developed. The flow is fully developed if [100]
z≥ Pe
Sc1/3
(
1.4
Sh∞
)2
(3.112)
where
z= dimensionless coordinate along the length of the channel [-]
Pe= transverse Peclet number [-]
Sc= Schmidt number [-]
Applying Equation (3.112) to the modelled system under realistic operating con-
ditions gives z = 0.065. This means that the flow is fully developed 6.5 % into the
channel. For this work, the Hawthorn relation has been used.
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3.9 Model Implementation
The equations that have been shown previously in this chapter are all PDEs and
ODEs. The PDEs requires both discretisation in space and time to be solved. This is
a common problem in chemical engineering, and there are well established meth-
ods to solve these kinds of problems. This section will present the programming
structure, the methods that has been used, and illustrate them with an example.
3.9.1 Program Structure
A non-trivial part of the solution of the presented models is the organisation of
the program. It has to ensured that the program is easily understood, and that
parts of the model can be easily changed to new ones, for example channel models
and kinetic models. Figure 3.5 shows a schematic overview of how the code has
been implemented. The call function is the main script where the user defines
 
 
 
Call function 
Channel Model 
Kinetic Model 
Parameter Models 
Parameters 
Inlet conditions 
 
Model solution 
 
State  vector 
 
Reaction rates 
Reaction heats 
 
State  vector 
 
Updated 
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Figure 3.5. Schematic view of code structure. Three main sections are used: Call
function, channel model, and kinetic model.
which channel model, kinetic model, and parameter models that should be used.
The parameters that are independent of catalyst conditions are also defined, such
as the monolith length etc. The discretisation method is also chosen in the call
function, and the corresponding matrices are created. In a transient simulation
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the call function is called every sampling time, thus updating the monolith inlet
conditions. The channel model file contains the channel equations. The equations
are discretised, and the time derivatives are solved for. The channel model file
calls the kinetic model, and passes the state values so that the reaction rates and
reaction heats can be calculated with the current conditions. The file also updates
the parameters that are condition dependent, such as the mass and heat transfer
coefficients. The presented structure ensures that it is easy to change between
different channel models, kinetic models, and parameter models.
3.9.2 Method of Lines
The Method of Lines (MOL) is a method that involves reducing a initial boundary
value problem, such as the ones encountered in this work, into a system of ODEs,
by discretising the space derivatives [74, 112]. The remaining system of ODEs can
be solved using standard ODE solvers, such as ODE15s in Matlab, which has been
used in this work. A major advantage of the MOL is that it has good stability, and
that it is possible to use high order discretisation methods in the spatial derivatives
without a big increase in the computational complexity [112]. Using the MOL, the
time dependent diffusion equation, as seen in Equation (3.113) can be written as
Equation (3.114).
∂c
∂ t
=
∂ 2c
∂x2
+q(x, t) (3.113)
∂ci
∂ t
= D
(
∂ 2c
∂x2
)
+q(xi, t) (3.114)
where c is the concentration, q is a function describing a relation between x and t,
and D is a discretisation of the spatial derivative, for example one of the methods
shown in Section 3.9.3. The equation has been discretised in the spatial derivative,
and thus a system of ODEs remain to solve using a standard ODE solver.
3.9.3 Finite Difference Method
As seen in Section 3.9.2 the spatial derivatives needs to be discretised manually.
There are several well established methods for this, for example the Finite Differ-
ence Method (FDM), Finite Volume Method (FVM) and the Finite Element Method
(FEM). In this work the FDM has been used [55]. The FDM can be derived through
taylor expansions. Given a domain as in Figure 3.6, and a function f to describe
58 Chapter 3. Modelling the SCR Monolith
 
𝑓(𝑥2) 𝑓(𝑥0) 𝑓(𝑥1) 𝑓(𝑥𝑁) 𝑓(𝑥𝑁+1) 𝑓(𝑥⋯) 
N grid points with distance h 
ℎ 
Figure 3.6. General channel domain and its grid points.
the states, a taylor expansion around point i−h gives
f (i−h) = f (i)− f ′(i)h+R2(x) (3.115)
f ′(i)≈ f (i)− f (i−h)
h
(3.116)
where h is the discretisation point length, and R2(x) is the second order error term.
The above expansion has resulted in a first order backward differentiation. In the
example above the error term is second order. Depending on how complicated the
discretisation method is, the error can be higher order as well.
3.9.3.1 Example - Warm Flow Parallel to Wall
To illustrate the Method of Lines and the Finite Difference Method, an example is
presented. Consider the scenario in Figure 3.7. A flow with the temperature Tf low is
flowing parallel to a wall with temperature T (t,z). The temperature is dependent on
the z-coordinate and a temperature profile will be present. The equations describing
the wall temperature are:
∂T
∂ t
=
λ
ρCp
∂ 2T
∂ z2
(3.117)
∂T
∂ z
∣∣∣∣
z=0
=
k
λ
(
T |z=0−Tf low
)
(3.118)
∂T
∂ z
∣∣∣∣
z=L
= 0 (3.119)
T (0,z) = T0 (3.120)
The spatial derivative will be discretised with a second order central difference
scheme, and the boundary conditions included in the solution. The goal is to rep-
resent the resulting system of ODEs as:
d
dt
x= (Ax+Ab (B1x+B0)) (3.121)
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Figure 3.7. Discretisation Example - A flow with temperature Tf low flows parallel
to a wall with temperature T (t,z).
where A is the matrix describing the general discretisation, Ab determines which
boundary conditions that are used, B1 describes the relation between the boundary
conditions and the states, and B0 desribes the constant values of the boundary
conditions.
Introducing the discretisation of the spatial derivative, the system becomes:
dTi
dt
=
λ
ρCp
Ti+1−2Ti+Ti−1
h2
(3.122)
From the boundary conditions follows:
∂T
∂ z
∣∣∣∣
z=0
=
k
λ
(
T |z=0−Tf low
)
(3.123)
⇒ T1−T0
h
=
k
λ
(
T1+T0
2
−Tf low
)
(3.124)
⇒ T0 = 2λ −hk2λ +hkT1+
2hk
2λ +hk
Tf low (3.125)
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∂T
∂ z
∣∣∣∣
z=0
= 0 (3.126)
⇒ TN+1−TN
h
= 0 (3.127)
⇒ TN+1 = TN (3.128)
The complete system can now be formulated according to Equation (3.121):
d
dt
T=
λ
h2ρCp
(

−2 1 0
1 −2 1 . . .
0 1 −2 . . . 0
. . .
. . .
. . . 1 0
0 1 −2 1
0 1 −2


T1
T2
T3
T4
...
TN

+

1 0
0 0
0 0
0
...
... 0
0 1


[
2λ−hk
2λ+hk 0 0 0 · · · 0
0 0 0 · · · 0 1
]

T1
T2
T3
T4
...
TN

+
[
2hk
2λ+hkTf low
0
]

)
(3.129)
The system of ODEs can now be solved with Matlabs ODE15s. The presented exam-
ple is very close to the equations presented in this chapter, and therefore represents
the discretisation challenges well that are encountered here.
3.10 Discussion
The models that has been presented in this chapter are expected to be able to pre-
dict the dynamics of the SCR monolith to different extents. Models 3 through 5 are
expected to perform worse than models 1 and 2, since they include simplifications
related to the physics of the monolith. Model 2 is not expected to perform worse
than Model 1. The difference between the two is that internal mass transfer is not
included in model 2, while it is in model 1. The reason to include intra porous
diffusion is if the intrinsic kinetic parameters are of interest, or if it is of interest to
analyse how concentration profiles look inside the catalyst wall. Not including intra
porous diffusion will result in a situation where the efficiency factor is included in
the kinetic parameters. This follows from:
r = ηkc (3.130)
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Table 3.4. Summary of the properties of the models shown in this chapter. The
table shows the dimensions the models consider, as well as the number of ODEs that
has to be solved after discretisation, including the kinetic model. N is the number of
bulk phase discretisation points, M is the number of wash coat discretisation points,
and j is the number of species.
Model Dimensions Number of ODEs Number of ODEs for
N = 10, M = 10, j = 5
Model 1 1 + 1D N( j+1)+MN( j+2) 760
Model 2 1 + 0D 2N j+3N 130
Model 3 1 + 0D N j+3N 80
Model 4 1 + 0D 2N j+2N 120
Model 5 1 + 0D N j+2N 70
for a first order reaction [40]. It is therefore expected that model 2 will be able to
predict the SCR monolith as well, if not better, than model 1. The extra parameters
that are needed in model 1 will result in more uncertainty, compared to if the inter-
nal diffusion related phenomena are included in the estimated kinetic parameters.
Model 1 will contain a considerable amount more ODEs that needs to be solved,
and will thus take longer to simulate. Table 3.4 shows the number of ODEs that
needs to be solved for each model, including the kinetic model. M is the number of
wash coat discretisation points, N is the number of bulk phase discretisation points,
and j is the number of species. Table 3.4 also shows the number of ODEs for typical
values of N, M, and j. As can be seen, the number of ODEs decreases substantially
when the resolution in the washcoat is neglected. Since the expected accuracy is
the same for models 1 and 2, and the fact that model 2 will be faster to solve, the
main model used throughout the thesis will be model 2.
As seen in Table 3.4 the majority of the models are 1 + 0D. This means that the
bulk phase is modelled as one-dimensional, while the wash coat is zero-dimensional,
and considered a surface. Model 1 is stated as a 1 + 1D model since both the bulk
phase and wash coat phase are modelled with one-dimension.
In this work it has been decided to focus more on the channel physics than the
kinetic model, thus only one kinetic model has been used throughout the thesis. If
a more complex kinetic model than the presented one had been chosen, it is pos-
sible that more chemical phenomena could be explained. It is however important
to choose the kinetic model in relation to what data is available for calibration. As
will be seen in Chapter 4, the experimental data will not allow for more reactions to
be calibrated. In this work the main focus is on the global performance of the SCR
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catalyst, and not the details. The complexity level of the kinetic model is therefore
believed to be satisfactory.
3.11 Conclusions
Five SCR monolith models have been presented. Model 1 includes the least simpli-
fications, while the other five models includes simplifications related to mass and
heat transfer. A kinetic model has been presented that includes most of the rel-
evant reactions taking place inside the monolith. The kinetic model will be used
together with all the presented channel models. It is expected that the models, to
varying degree, will be able to predict the dynamics of a full-scale SCR monolith.
Models 1 and 2 will likely have the same accuracy, while the other models have
simplifications that will decrease performance.
Chapter4
Estimation of Kinetic Parameters for
the SCR Catalyst
The methodology that has been used to estimate the kinetic
parameters for the SCR catalyst is presented. The methodol-
ogy uses bench-scale data and full-scale data. The experimental
setup that was used to produce experimental data is presented
along with the experimental data. The results shows that the
estimation procedure was successful, however the adsorption
and desorption related parameters needed to be corrected with
full-scale data. Some of the simplified models are not calibrated
with full-scale data, because of model analysis results presented
in Chapter 6.
The main contribution of this chapter is published in two articles
(A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Parameter Esti-
mation and Analysis of an Automotive Heavy-duty SCR Catalyst
Model. Chemical Engineering Science 161 (2017) 167-177),
and (A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Estimation
of Kinetic Parameters in an Automotive SCR Catalyst Model,
Topics in Catalysis 59 (2016) 945-952).
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4.1 Introduction
A necessary step in the development of a functioning model is to estimate its pa-
rameters. Since the reactions are the most important phenomena occurring in the
monolith, is it of importance that they are estimated to such a degree that the
model can be used. It is thus a commonly encountered problem when modelling
the SCR catalyst, and much literature exists on the subject. Two main approaches
are possible. Either a powder sample of the catalyst is used, which eliminates mass
transfer limitations and makes it easier to get the intrinsic values of the parame-
ters, or reactor experiments are used. Reactor experiments have the advantage that
mass transfer conditions will be similar to those of the full-scale monolith. In this
work, experimental data from a small scale reactor setup was available for use. In
[115] reactor experiments were used to characterise and calibrate a high-fidelity
model, similar to model 2 in this work. A complicated scheme of inlet conditions
allowed the authors to successfully calibrate their model to predict NO, NO2, and
both gaseous and adsorbed NH3. Other reactor based parameter estimations has
been done for example in [23, 25]. Catalyst characterisation based on powder
samples can be found for example in [87]. This chapter will present the parame-
ter estimation of the kinetic model coupled with the channel models presented in
Chapter 3. The methodology that has been used to calibrate the model is presented.
As will be seen, the methodology contains several steps where different parameters
are calibrated sequentially. Some of the channel models will not be calibrated. Due
to reasons that will be discussed in Chapter 6, some models are not calibrated. For
example, model 5 has not been calibrated at all. This chapter will present the steps
that were carried out for the different models. The model that was calibrated first,
and therefore presented first, is model 2, due to the appealing balance between
complexity and accuracy. The chapter will also present the experimental setup and
the experimental data that was used.
4.2 Experimental Setup
This section will present the experimental setup that was used to gather experi-
mental data for the kinetic model calibration. A small scale monolith with length 3
inches and a diameter of 1.9 inches was used for producing experimental data. An
overview of the experimental setup can be seen in Fig. 4.1. The full lines represent
the actual flows, while the dotted lines represent data collection. The exhaust gases
did not come from an engine, but were produced by mixing gases. The gases con-
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Figure 4.1. Simplified overview of reactor setup for collection of parameter esti-
mation data. Dotted lines represent the measurements and full lines represent the
actual flows. The inlet gas mixture also contained 5 vol-% O2 and was balanced
with N2.
tained 5 vol-% H2O, 10 vol-% O2, and varying amounts of NO and NH3, in different
Ammonia-NOx-Ratios (ANR). The test consisted of three different sections:
1. Diluted NH3 - Feed with diluted NH3, H2O, and O2.
2. ANR 1.0 - Feed with diluted NH3, NO, H2O, and O2, with ANR = 1.0.
3. ANR 1.2 - Feed with NH3, NO, H2O, and O2, with ANR = 1.2.
All NO2 present was a result of the NO NO2 equilibrium. The tests were car-
ried out isothermally, with different tests between 200oC and 500oC. The pre-set
NO concentration was sent to the control unit and was used to calculate the NH3
dosing. In a realistic application, this amount is calculated from control algorithms,
but here it was selected by a pre-determined ANR. The temperature was logged
before and after the monolith. The measurement equipment consisted of one Gas-
met DX-4000 FTIR which measured the concentration of the NH3, NO, NO2, and
N2O. The data was logged at 1 Hz, which was the sampling time used for simula-
tion. The commercial software Matlab was used for optimisation with an Intel Core
i7-3630QM @ 2.4 GHz processor.
4.2.1 Experimental Data
This section will present the experimental data that was produced. Figure 4.2 shows
inlet and outlet NH3 concentration during the NH3 only section at 200 oC. As can
be seen, no NH3 is consumed in oxidation reactions or other side reactions. At the
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Figure 4.2. Experimental data used for calibration of adsorption and desorption
reactions when only diluted NH3 is used, at 200 oC. Legend: Input NH3 ( ),
Output NH3 ( )
beginning of the test, the catalyst had no stored NH3, and the output is therefore
delayed, since the NH3 is being adsorbed on the surface. The difference in area
between the inlet and outlet corresponds to the amount of adsorbed NH3. This
parameter was estimated with a Thermal Gravimetric Analysis (TGA) at 150oC. In
the end of the test, the NH3 outlet is again delayed, due to the NH3 being desorbed
from the surface. It should be noted that the measurement equipment for NH3
outlet was placed several meters away from the outlet of the monolith, and this
can therefore exaggerate the tailing behaviour. NH3 also has a tendency to stick
to the surface of the transportation pipes, so that the tailing behaviour is increased
further. No temperature rise was included after the NH3 was turned off, which was
included in for example [115]. This can compromise the quality of the adsorption
and desorption parameters.
Figure 4.3 shows the inlet and outlet of NH3 and NO during the NH3 only test.
The data covers the temperatures 200, 250, 300, 400, and 500oC, with two different
space velocities. Only one is showed here. The data points corresponds to the
steady state values of experiments as the one in Figure 4.2. Up to 300 oC, the outlet
of NH3 is close to inlet, meaning that no oxidation takes place. At 400 and 500 oC,
the outlet of NH3 starts decreasing compared to the inlet, which is a result of the
oxidation taking place at higher temperatures. It can be seen that NO is present in
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Figure 4.3. Experimental data used for calibration of SCR reactions and side reac-
tions. NH3 only. Legend: Input NH3 ( ), Output NH3 ( ), Input NO ( ), Output
NO ( )
the outlet as well, even though none was present in the inlet. This is believed to be
due to NH3 oxidation to NO. It is typical to model NH3 oxidation as only producing
N2, which is not able to capture the oxidation to NO. This is the major reason that
the kinetic model in Section 3.7 includes oxidation to NO. In an effort to keep the
optimisation problem as simple as possible the oxidation reaction producing N2 was
not included. The idea is that at for example 400 oC, some of the produced NO will
react with NH3 in the standard SCR reaction. An oxidised NH3 molecule therefore
requires an extra NH3 molecule, when it is reduced into N2. Scenarios such as the
one at 400 oC, where NH3 is oxidised but no NO is present in the outlet, can thus
be explained with the chosen kinetic model.
Figure 4.4 shows the inlet and outlet of NH3 and NO with an approximate ANR
of 1.0, meaning that an equimolar amount of the two is dosed. The ratio is upheld
well for all temperatures besides 500 oC, where slightly more NH3 is present than
NO. It can be seen that the conversion of NO is increasing up to 300 oC. At 500,
the NH3 oxidation is significant, and the NH3 is spent on producing NO instead of
reducing NO. The produced NO results in that there is not enough NH3 to remove
all NO, and the conversion drops significantly.
Figure 4.5 shows the inlet and outlet of NH3 and NO with an approximate ANR
of 1.2, meaning that there is a 20 % molar surplus of NH3. As in the case with
ANR = 1.0, the ratio is approximately constant for all temperatures, except for 500
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Figure 4.4. Experimental data used for calibration of SCR reactions and side reac-
tions. ANR = 1. Legend: Input NH3 ( ), Output NH3 ( ), Input NO ( ), Output
NO ( )
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Figure 4.5. Experimental data used for calibration of SCR reactions and side reac-
tions. ANR = 1.2. Legend: Input NH3 ( ), Output NH3 ( ), Input NO ( ), Output
NO ( )
oC, where the ratio is slightly higher. The NO conversion is increasing up until
300 oC. At 500 oC, the NO conversion drops significantly due to NH3 oxidation, as
previously.
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Figure 4.6. Experimental data used for calibration of SCR reactions and side reac-
tions. Inlet and outlet of NO2 for all three experimental sections, at each tempera-
ture. Legend: Input NO2 ( ), Output NO2 ( )
Figure 4.6 shows the inlet and outlet of NO2 for all three tested ANR, at 200,
250, 300, 400, and 500 oC. The inlet NO2 concentration is increasing with temper-
ature. Since the NO2 concentration was not controlled, the present NO2 is a result
of the NO-NO2 equilibrium reaction, and as such there is no NO2 in the inlet when
no NO was present in the inlet gases. The concentrations of NO2 are ranging from
around 2.5 % and 5 %, depending on temperature. The outlet concentrations are
approximately 0 up to 400 oC, however at 500 oC, the concentration is between 3
and 5 ppm, depending on the ANR. The highest concentration is at ANR = 1, since
NH3 is in demand for the fast SCR reaction, which consumes NO2. NO2 can also be
consumed in the N2O formation reaction. Since this reaction is slower than the fast
SCR reaction, it is expected that more of the NO2 is converted to N2O at ANR = 1.0
than ANR = 1.2. During only NH3, it can be seen that there is no NO2 in the inlet.
Due to the low levels of NO2, it is expected that calibration of the fast SCR reaction
is quite difficult. The slow SCR reaction, that has not been included in this work,
was left out because of this reason. The available NO2 is much more likely to react
in the fast SCR reaction because of the low levels.
Figure 4.7 shows the inlet and outlet of N2O for all three tested ANR, at 200,
250, 300, 400 and 500 oC. The inlet of N2O is 0 at all temperatures, since this
was not included in the inlet gas mixture, and no reaction pathways are possible
without a catalyst. The N2O starts to appear in the outlet gas at 400 oC, however
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Figure 4.7. Experimental data used for calibration of SCR reactions and side reac-
tions. Inlet and outlet of N2O for all three experimental sections, at each tempera-
ture. Legend: Input N2O ( ), Output N2O ( )
at very low levels, around 1 ppm. This can be due to measurement noise, but since
the values are averages of a 100 second time span, it is likely that low levels of N2O
are present in the outlet gas. At 500 oC the N2O concentration lies between 4 and 9
ppm, depending on the ANR. The point with the highest outlet N2O concentration
was with ANR = 1.0, which is expected due to the lower SCR activity. It is expected
that a Vanadium based catalyst, as the one used, produces very low amounts of
N2O. However, since N2O is formed from NO2, and the levels of NO2 were very
low, it is possible that higher levels will be formed at driving conditions where NO2
levels are higher. The lowest amount of N2O correspond to when no NO is present
in the inlet. At these conditions, the only way for N2O to be produced, is if NH3 is
oxidised to NO, which is converted into NO2 due to the equilibrium, which is then
reacted into N2O.
4.3 Methodology
This section will present the used methodology to estimate the kinetic parameters.
The methodology is based both on bench-scale experimental data and full-scale ex-
perimental data. Since no Temperature Programmed Desorption (TPD) or oxygen
free ammonia adsorption tests were available in this project, as explained in Section
4.2, the methodology does not depend on this data. This can lead to poor estimates
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of the adsorption and desorption parameters, and the bench-scale data thus might
have to be complemented with full-scale data. Two main steps are included; es-
timation of adsorption and desorption related parameters, and estimation of SCR
and side-reactions related parameters. The methodology can be seen in Figure 4.8.
The first step is to define which parameters that needs to be estimated. The
kinetic model in this work has 12 unknown kinetic parameters, 4 related to the
adsorption and desorption parameters, and 8 related to the other reactions, as was
shown in Chapter 3.
The second step is to define how the objective function should be formulated.
The objective function determines what should be minimised during the optimisa-
tion. Depending on how its chosen, different parameter values will be achieved.
The most common is to use a least squares version of the residuals. This has been
adopted in this work:
J =
N
∑
i=1
(yi− f (ui,β ))2 (4.1)
where J is the objective to be minimised, yi are the experimental measurements, and
f (ui,β ) are the function values calculated by the model using the inputs ui and the
parameter vector to be fitted, β . The objective is taken as the sum of the residuals
over the entire time period that is simulated, where N is the number of time points.
For estimation of adsorption and desorption parameters, NH3 measurements were
used in Equation (4.1). For the standard SCR, fast SCR, NH3 oxidation, and N2O
formation, the measurements of NH3, NO, NO2, and N2O were used.
Table 4.1. The procedure for estimating the kinetic parameters. The adsorption
a desorption parameters were estimated together in one step, and the rest of the
parameters in a second step.
Reaction Temperature
range(oC)
Data set
Adsorption 200-300 Diluted NH3
Desorption 200-300 Diluted NH3
Normal+Fast
SCR
NH3-Oxidation
N2O-formation
200-500 Diluted NH3
SCR ANR 1.0
SCR ANR 1.2
Step three is to extract relevant data for the two estimation steps. Table 4.1
shows which data was selected for which parameters. Since no data was available
with NH3 adsorption that was not influenced by oxidation, only the data up to 300
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Figure 4.8. Sequential parameter estimation methodology to estimate the kinetic
parameters. The adsorption and desorption parameter, and the SCR and side reac-
tions, are estimated separately.
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oC was used for estimating these parameters. This was to make sure that the NH3
oxidation did not influence the results. It should be noted that it was attempted to
include all available data up to 500 oC, and at the same time have a NH3 oxidation
reaction directly to N2. This did however not improve the result of the estimated
parameters, and it was decided to only use data up to 300 oC.
Step four is to estimate the adsorption and desorption related parameters. The
reason these are estimated separately from the SCR related parameters is to reduce
the complexity of the optimisation problem. The adsorption and desorption estima-
tion in this work also uses transient data. This is to include as much information
as possible about the desorption reaction. The initial guess for the optimisation
can for example be taken from literature, which was done in this work. The initial
guess can heavily influence the time it takes for the optimiser to find a minimum.
It is also possible that the problem is non-convex, meaning there are several local
minima. The initial guess can determine which local minimum that is found.
After the adsorption and desorption parameters has been estimated, the SCR
and side reaction parameters are estimated in step five. For this estimation, all
of the available data presented in Section 4.2.1 was used. The estimation was
based on the steady state values of each test, so no transient simulations were
done. This saves considerable time, since its much faster to simulate a steady state
scenario than a transient scenario. As previously stated, the objective function was
now based on all measurements, including NH3. This was to ensure that the NH3
oxidation was calibrated correctly.
In step six the parameters are evaluated by analysing the residuals from the opti-
misation, the cross-correlation matrix, and the 95 % confidence intervals. Analysing
the residuals is a easy and fast way to quickly get an overview on if the fit is satis-
factory. The cross correlation matrix is defined as:
C(i, j) =
A(i, j)
A(i, i)A( j, j)
(4.2)
where i and j are indices of the matrix, and A is:
A= σ2H−1 (4.3)
where σ2 is the variance, and H is the Hessian matrix. The cross-correlation ma-
trix gives information about how strongly the parameters are correlated. A strong
correlation between two parameters implies that a change in one parameter can be
compensated by a change in the other, with very little effect on the objective func-
tion. The optimisation problem can therefore be said to be more difficult to solve,
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and the solution might not be the best possible. In this application, it is expected to
have two sorts of correlations. The first is correlation between the pre exponential
factor and activation energy, in Equation (3.78). This can be reduced by centering
the Arrhenius expression around a temperature, as done in this work. The second
possible correlation is between reactions. For example, it is expected that Reactions
(R4) and (R5) have correlated parameters, since both reactions consume NO2. This
correlation is difficult to remove, and the only way is to estimate the parameters
separately, which would require special data sets for each reaction. Having separate
data sets for each reaction is time consuming since a lot of resources has to be spent
on producing experimental data. The confidence intervals reveal information about
the likelihood that the parameters have the correct values. It should be noted, that
the analysis methods can only reveal how good the fit is given the used data. If
more data, or better data, is used for optimisation, the parameters and confidence
intervals can be different.
Step 7 can in some way be considered a verification step, however the inclu-
sion of this in this methodology is because of the possible poor performance for
NH3 adsorption and desorption. Not including a TPD and higher temperatures in
the estimation data, can substantially affect the quality of the adsorption and des-
orption parameters. Therefore, a transient cycle, such as the European Transient
Cycle (ETC), which has been used in this work, should be simulated to evaluate the
predictive performance of the NH3 slip. If the performance is satisfactory, the cali-
bration procedure is done, and the model can be validated as explained in Chapter
5. If the performance is poor, the adsorption and desorption related parameters has
to be recalibrated. In this project full-scale ETC data on a full-scale monolith was
used. The experimental setup and data for the full-scale setup will be explained in
detail in Chapter 5. During recalibration of the parameters, the objective function
(4.1) was based on only NH3 measurements.
4.4 Results
This section presents the parameter estimation results for the calibrated models.
The majority of the analysis done will be presented for model 2. For the transient
adsorption and desorption estimation, only the data for 200 oC will be presented.
When showing the SCR reactions, NO and NO2 will not be separated, but instead
presented as total NOx. The NH3 fit will also be presented for the SCR reactions.
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Figure 4.9. Model 2 fit to data after calibration for adsorption and desorption
reactions, at 200 oC. Legend: Experimental data ( ), Model ( )
4.4.1 Model 2
This section will present the results from the parameter estimation of model 2.
Model 2 was calibrated first, and the results were the basis for calibration of the
other models.
The estimated parameter values for the first calibration with model 2 coupled
to the kinetic model, along with their 95- % confidence intervals, are given in Ta-
ble 4.2. The parameters for the adsorption and desorption reactions have narrow
confidence intervals. The value for the adsorption parameter is high, but the other
parameters are reasonable, compared to literature [135, 139, 86]. The activation
energy for the NH3 oxidation is high. The value is however expected to be higher
than values in literature because of the assumption that NH3 is oxidized into NO.
For every molecule that is oxidized, another molecule is needed to reduce NO into
N2. The parameter values for the SCR reactions have reasonable values compared
to literature. Based on the values of the parameters and their narrow confidence
intervals, the fit was evaluated as satisfactory.
The cross correlation matrix for the kinetic parameters related to the standard
and fast SCR, NH3-oxidation and N2O reactions can be found in Table 4.4.1. The
matrix shows that for the majority of the cases, the correlation is low between the
parameters. The centering of the Arrhenius expressions was successful in removing
the correlation between the pre exponential factor and the activation energy for
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Table 4.2. Parameter values for kinetic model coupled with Model 2.
Parameter Value 95-% CI
k0,ads[1/s] 1500 ±4%
k0,des[1/s] 2.9 ·1011 ±15%
E0,des [kJ/mol] 120.5 ±3%
α[−] 0.22 ±7%
k0,oxidation [mol/m3/s] 9.56 ·1017 ±24%
Eoxidation [kJ/mol] 234.1 ±1%
k0,standard [1/s] 5.61 ·1010 ±8%
Estandard [kJ/mol] 90.0 ±3%
k0, f ast [m3/mol/s] 1.03 ·1013 ±17%
E f ast [kJ/mol] 74.5 ±3%
k0,N2O[1/s] 4.41 ·1016 ±4%
EN2O [kJ/mol] 170.5 ±3%
Table 4.3. Correlation matrix for the SCR and side reactions when using Model 2
the different reactions. The majority of the remaining correlation is due to the
simultaneous estimation of many parameters. The correlation between k0,N2O and
E f ast has a high value of 0.98. To remove this correlation the different reactions
would have to be calibrated separately, requiring more detailed experimental data.
Figure 4.9 shows the data points and model fit for NH3 during the adsorption
and desorption calibration using only NH3 data. As seen, the model follows the data
well, and the residuals are small. Figure 4.10 shows the data points and model fit
for NH3 during the SCR related parameter estimation, and Figure 4.11 shows the
same for NO. The three different points at each temperature shows two different
ANR and one with only diluted NH3. The residuals for both NH3 and NO are small.
This, along with the tight confidence intervals and low correlations suggests a good
fit for the calibration.
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Figure 4.10. Model 2 fit to NH3 data after calibration for SCR calibration, at all
tested ANR, for all temperatures. Legend: Experimental data ( ), Model ( )
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Figure 4.11. Model 2 fit to NO data after calibration for SCR calibration, at all
tested ANR, for all temperatures. Legend: Experimental data ( ), Model ( )
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Table 4.4. New parameter values for adsorption and desorption after full-scale
recalibration, for Model 2.
Parameter Value 95-% CI
k0,ads [1/s] 513 ±6.1%
k0,des [1/s] 1.2 ·1011 ±116%
E0,des [kJ/mol] 119 ±5.6%
α [-] 0.44 ±5.7%
When the parameters were tested against full scale data, it was however seen
that the NH3 prediction performed unsatisfactory. Neither the dynamics nor the lev-
els were in agreement with data. This was most likely due to inadequate data for
estimating the adsorption and desorption parameters. Another possible explanation
is that the injected urea was not fully hydrolysed at the inlet of the catalyst. This
effect would not be seen in the small scale experiments, since NH3 was injected di-
rectly, thus eliminating the effects from urea decomposition. To test this theory two
reaction steps were included that described the decomposition and hydrolisation of
urea into NH3. The parameters were calibrated with a full-scale ETC data set. This
analysis showed that the problem with poor NH3 prediction was not solved, sug-
gesting that a more rigorous analysis is needed to include this effect. Instead, the
adsorption and desorption parameters were recalibrated using the full-scale data
set, while keeping all other parameters fixed. The objective function in Equation
(4.1) was only based on NH3 measurements, in order to remove the influence of
NO. After the recalibration the results for the NOx prediction were similar to before
the recalibration, while the NH3 prediction was greatly improved. These results will
be shown in Chapter 5, in relation to model validation. The new adsorption and
desorption related parameters can be seen in Table 4.4.
4.4.2 Model 1
The parameter estimation of model 1 was carried out after the calibration of model
2, and the initial guess for the adsorption and desorption reactions were based on
the parameters for model 2. The parameters for model 1 can be seen in Table 4.5.
The adsorption coefficient takes a similar value as the one for model 2, even before
the adsorption and desorption coefficients are recalibrated will full-scale data. The
desorption energy however, has a very low value. The SCR related reactions both
have expected values, with the activation energy for the fast SCR being lower than
for the standard SCR. The parameters for the N2O formation reaction are not re-
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Table 4.5. Parameter values for kinetic model coupled with Model 1.
Parameter Value 95-% CI
k0,ads[1/s] 467 ±2%
k0,des[1/s] 7.9 ·105 ±23%
E0,des [kJ/mol] 60.4 ±2%
α[−] 0.17 ±3%
k0,oxidation [mol/m3/s] 1.06 ·1018 ±2%
Eoxidation [kJ/mol] 235.2 ±0.5%
k0,standard [1/s] 7.82 ·1010 ±0.1%
Estandard [kJ/mol] 91.1 ±1.7%
k0, f ast [m3/mol/s] 6.17 ·1012 ±1.2%
E f ast [kJ/mol] 68.5 ±0.1%
k0,N2O[1/s] 3.09 ·1055 ±9.2%
EN2O [kJ/mol] 644 ±9%
alistic, and the optimisation has taken values that give no production of N2O. This
is explained by the fact that the N2O levels are very low in the calibration data,
and the lowest residual is apparently to produce no N2O. As discussed in Chap-
ter 3, depending on the mass transfer limitations in the monolith, it is expected
to have the efficiency factor η removed from the kinetic parameters in this model,
compared to model 2. As can be seen for the SCR related parameters, they have
very similar values compared to model 2. Figure 4.12 shows the fit to data for the
transient NH3 data at 200 oC that was used to estimate the adsorption and desorp-
tion parameters. In the initial increase in NH3 concentration, the model predicts
a sharper "turn-in" to steady-state. This appears to be common also in literature,
see for example [79, 89]. The fit to data is good throughout the test, and the fit is
evaluated as satisfactory. Figures 4.13 and 4.14 shows the fit to data for NH3 and
NOx when model 1 is being used, during SCR reaction calibration. The residuals for
NH3 are generally very low, on the order of <10 ppm. The fit is satisfactory for both
low and high temperatures. For NOx, the fit is slightly better at low temperatures
than high temperatures, especially for the case when no inlet is present in the inlet.
This suggests that the NH3 oxidation is too strong at high temperatures. Another
explanation is that to get a good fit at high temperatures, NH3 oxidation to N2 is
required.
The increased complexity of model 1 compared to model 2, increases simulation
time dramatically, to the point where it is not feasible to simulate transient tests
such as the ETC. Since the residuals are on the same level as model 2, and the
parameters have very similar values, it was decided to not use model 1 further.
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Figure 4.12. Model 1 fit to data after calibration for adsorption and desorption
reactions, at 200 oC. Legend: Experimental data ( ), Model ( )
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Figure 4.13. Model 1 fit to NH3 data after calibration for SCR calibration, at all
tested ANR, for all temperatures. Legend: Experimental data ( ), Model ( )
The analysis carried out in Chapter 3, and the results presented here, shows that
internal mass transfer is not necessarily a limiting factor, and there is no advantage
in using model 1. The adsorption and desorption parameters will therefore not be
recalibrated with full-scale data together with model 1.
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Figure 4.14. Model 1 fit to NO data after calibration for SCR calibration, at all
tested ANR, for all temperatures. Legend: Experimental data ( ), Model ( )
4.4.3 Model 3
Based on the performance of model 3, shown in Chapter 6, model 3 was chosen to
be calibrated. The parameter values for Model 3 after estimation can be found in
Tab. 4.6. The parameter values are different from what was shown in Table 4.2.
The value for the adsorption parameter is very different from the initial calibration
of model 2. It should be noted that the initial guesses used during optimization
were the ones that are given in Table 4.2. It is possible that the optimization is non-
convex and there are several local minima for the objective function. It is therefore
uncertain if a global minimum was found. The activation energies are no longer
realistic from a physic-chemical point of view. The reason for this is unknown,
however the values result in the best fit to data. It can be noted that there is a
substantial difference in the confidence interval in the parameters when comparing
to model 2. For example, the confidence interval for the activation energy for the
fast SCR reaction is 45 % for model 3. A reason for this has not been found,
since the calibration is done under isothermal conditions. It can be noted that
some of the parameters have insignificant parameters, meaning that the confidence
interval includes 0. The parameters with insignificant values has still been used
in simulations. For model 3 the parameters for the N2O formation reaction are
highly uncertain, compared to the ones for model 2. N2O are present in very low
concentrations compared to the other species, and removal of information about
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Table 4.6. Parameter values for kinetic models coupled with Model 3. The units
are the same as in Tab. 4.5
Parameter Value Model 3 95-% CI
k0,ads 467 ±1.8%
k0,des 7.9 ·105 ±23%
E0,des 60.4 ±1.9%
α 0.17 ±2.9%
k0,oxidation 3.27 ·1016 ±13%
Eoxidation 221.1 ±10%
k0,standard 1.83 ·109 ±1%
Estandard 75.3 ±5%
k0, f ast 3.14 ·1012 ±11%
E f ast 73.6 ±45%
k0,N2O 2.2 ·1014 ±200%
EN2O 140.0 ±100%
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Figure 4.15. Model 3 fit to NH3 data after calibration for SCR calibration, at all
tested ANR, for all temperatures. Legend: Experimental data ( ), Model ( )
the wash coat seems to impact the effect of this greatly.
Figures 4.15 and 4.16 shows the residuals for NH3 and NO, respectively, during
calibration of model 3. As expected due to simplifications, the residuals are gener-
ally larger than those found in Figures 4.10 and 4.11. The largest difference can be
found at high temperatures, where NH3 oxidation becomes significant.
Model 3, just as model 2, had after the calibration problems predicting the NH3
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Figure 4.16. Model 3 fit to NO data after calibration for SCR calibration, at all
tested ANR, for all temperatures. Legend: Experimental data ( ), Model ( )
slip in full-scale simulations. Based on this, and on results shown in Chapter 6,
the adsorption and desorption related parameters were recalibrated using full-scale
ETC data. The new parameters can be found in Table 4.7. The parameters related
to NH3 adsorption and desorption for Model 3 after recalibration with full-scale
data can be compared to the original values in Table 4.6. The adsorption coeffi-
cient, k0,ads has decreased, as was the case when model 2 was recalibrated as well.
One possible reason for this is that the adsorption of NH3 to the catalyst is over
estimated when isothermal reactor data is used without a TPD. Another reason can
be the that the sensor response is delayed. A decrease in k0,ads leads to more NH3
in the outlet, which can only be seen in the full-scale transient data, and not the
outlet of the bench-scale reactor data, where the outlet concentration of NH3 is the
same as the inlet concentration when the catalyst surface is full of adsorbed NH3. If
the parameters between model 2 and model 3 are compared, model 2 has a higher
adsorption coefficient, and a lower activation energy for the desorption than model
3. The reason for a lower adsorption coefficient can be that the reaction concentra-
tion is slightly higher than with model 2. Since there is no distinction between the
wash coat concentration and bulk concentration in model 3, the reactions are not
limited by the mass transfer to the wash coat. A slightly lower adsorption coeffi-
cient corrects for this. The coverage dependency is however also higher for model 2
which gives higher desorption rate at high temperatures. The difference in activa-
tion energy for the desorption reaction between models 2 and 3 is however small,
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Table 4.7. New parameter values for adsorption and desorption after full-scale
recalibration, for Model 3.
Parameter Value 95-% CI
k0,ads [1/s] 407 ±4%
k0,des [1/s] 1.2 ·1011 ±50%
E0,des [kJ/mol] 122.2 ±4%
α [-] 0.39 ±21.3%
suggesting that the recalibration with full-scale data allows for a more accurate
estimate.
4.4.4 Model 5
The parameter values for the calibrated model 5 after estimation can be found in
Table 4.8. As with model 3, the parameter values are different from what was
shown in Table 4.2. The value for the adsorption parameter is similar to what was
achieved for model 3, however differs from the value of model 2. For the desorption
it can be noted that the values for model 3 and 5 are similar. The activation energy
is substantially lower than for model 2, and no longer has a realistic value from
a physic-chemical point of view. The confidence intervals for model 5 are wide,
making some of the parameters insignificant. For example, the confidence interval
for the activation energy for the fast SCR reaction is 600 %. A reason for this has
not been found, since the calibration is done under isothermal conditions. If the
temperature was transient a possible reason is that the non smoothed temperature
of model 5 would lead to difficulties in estimating temperature dependence. A 600
% deviation makes the parameter statistically insignificant. The parameters with
insignificant values has still been used in the calculations.
Figures 4.17 and 4.18 shows the fit to data for NH3 and NOx, respectively, during
SCR reaction calibration with model 5. As can be seen, the residuals are low for
both NH3 and NOx, indicating a good fit. The residuals are slightly higher at 500
oC, compared to the lower temperatures, especially for the case when no NO is
present in the inlet.
Due to NH3 performance, the adsorption and desorption parameters were recal-
ibrated using full-scale data. The parameters can be seen in Table 4.9. As seen, the
parameter values are after recalibration relatively close to the values of model 2.
The activation energy for the desorption reaction is slightly higher than for model 2.
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Table 4.8. Parameter values for kinetic model coupled with model 5. The units are
the same as in Tab. 4.2.
Parameter Value Model 5 95-% CI
k0,ads 459 ±1.9%
k0,des 7.7 ·106 ±27%
E0,des 71.8 ±1.9%
α 0.18 ±2.3%
k0,oxidation 7.28 ·1016 ±12%
Eoxidation 224 ±9%
k0,standard 4.56 ·109 ±1%
Estandard 79.3 ±3%
k0, f ast 2.79 ·109 ±66%
E f ast 31.7 ±600%
k0,N2O 1.13 ·1015 ±570%
EN2O 152 ±180%
Table 4.9. New parameter values for adsorption and desorption after full-scale
recalibration, for Model 5.
Parameter Value 95-% CI
k0,ads [1/s] 1100
k0,des [1/s] 3.8 ·1011
E0,des [kJ/mol] 125.1
α [-] 0.13
Notably, the adsorption coefficient is substantially higher. This is most likely due to
the fact that the removal of thermal mass leads to a rapidly changing temperature
in the channel. The combination of a lower desorption and a higher adsorption,
ensures that the rapid changes in temperature does not lead to all the NH3 being
desorbed directly. In the original calibration of the adsorption and desorption pa-
rameter, the effect of this cannot be seen due to the steady-state temperature. The
fact that the temperature will behave transiently inside the channel is only captured
with transient data.
4.5 Discussion
It can be noted that after the initial adsorption and desorption reaction calibration,
the parameters of model 2 differs quite substantially from the parameters of the
other models. The reason for this is believed to be the initial guess, and since model
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Figure 4.17. Model 5 fit to NH3 data after calibration for SCR calibration, at all
tested ANR, for all temperatures. Legend: Experimental data ( ), Model ( )
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Figure 4.18. Model 5 fit to NO data after calibration for SCR calibration, at all
tested ANR, for all temperatures. Legend: Experimental data ( ), Model ( )
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Table 4.10. Parameters for adsorption and desorption for model 2. The initial guess
was the parameters from model 1, to test the influence of the initial guess.
Parameter Value 95-% CI
k0,ads [1/s] 539 ±6.0%
k0,des [1/s] 3.56 ·107 ±33.3%
E0,des [kJ/mol] 73.5 ±2.6%
α [-] 0.21 ±13.8%
2 was calibrated first, during this calibration parameter values from literature was
used as initial guess. For the other models, the initial guesses were based on the
parameters achieved with model 2. It can also be seen that after the recalibration
of the adsorption and desorption parameters with full-scale data for model 2 and
3, the parameters have similar values. When the SCR related parameters and NH3
oxidation are compared it can be seen that for all models they have similar values.
The solution of the optimisation problem depends both on the objective function to
be minimised, and the data the model is trying to fit. The objective function can
be non-convex and have several local minima that can be found depending on the
initial guess. To test this theory, the adsorption and desorption parameters were
calibrated with the parameters from model 1 as initial guess. The result can be
seen in Table 4.10. As seen, the parameters have now taken very similar values to
what was achieved with the other models when using the small-scale reactor data.
When the optimisation results are examined in detail it can also be seen that the
objective function values are very similar for the solution shown in Table 4.2 and
4.10, making the optimisation problem difficult. It is therefore clear that with the
adsorption and desorption data that was used, several local minima exists. How-
ever with the full-scale data that was used to recalibrate the parameters, it can be
seen that the parameters take very similar values, and are realistic from a physic-
chemistry point of view. It can therefore be concluded that the estimation data is
crucial in getting good parameter values. It can also be concluded that the data for
estimating the adsorption and desorption parameters is not optimal.
It can be seen that for the presented models, the NOx fit is generally better at
low temperatures than at high temperatures. Even though the residuals are gen-
erally small, they are slightly higher at high temperatures. For the case with only
diluted NH3, the model predicts too much NOx, and for ANR = 1, 1.2, the model
predicts slightly too little NOx. This can be traced down to how the NH3 oxidation
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is treated. Since a Vanadium based catalyst is modelled, it was assumed that NH3 is
oxidised only to NO, and not N2. This is generally a good approximation for Vana-
dium based catalyst, whereas for a Fe-based zeolite, the NH3 oxidation to N2 is very
prominent. From the data it can however be concluded that some NH3 oxidation to
N2 do occur. If there was any NH3 oxidation to N2, it was believed that this could
be corrected for by letting the produced NO molecule react in the SCR reactions.
At high temperatures, it appears that to fully explain the outlet, an extra reaction
would be needed.
In this work it was decided to do the parameter estimation by formulating a op-
timisation problem and solving it. When steady-state data at different temperatures
is available, it is also possible to use the Arrhenius plot to get the parameters. If the
logarithm of the Arrhenius expression and the reaction speed is taken at tempera-
ture T, the following is the result:
log(r0) = log(k)+
E
RT
(4.4)
where r0 is the reaction speed at temperature T , k is the pre exponential factor, and
E is the activation energy. If r0 is plotted against the inverse temperature, the slope
will thus be ER and the intercept log(r0). In the early stages of the project, this was
tried for the SCR reactions. Figures 4.19 and 4.20 shows the Arrhenius plot for
the standard SCR reaction and the fast SCR reaction. If the slopes and intercepts
are extracted the parameter for the reactions are as in Table 4.11. The parameters
are different from what was achieved with the optimisation method. Notably, the
activation energy for the standard SCR reaction was very high with this method.
The parameters were not tested on full-scale or steady state data to see the per-
formance, but with a very high activation energy on the standard SCR, the most
active SCR reaction disappears at lower temperatures, and it is difficult to imagine
that the performance would have been satisfactory. It was therefore decided not
to use this method, and instead use the optimisation based method, that produced
realistic values for the SCR reactions.
The observations presented in this chapter does not justify the use of model
1 compared to model 2. The kinetic parameters obtained with model 1 had very
similar values to the ones with model 2. Model 1 and 2 are expected to perform
at the same level of accuracy, but with different kinetic parameters to account for
the internal mass transfer. If internal mass transfer limitations were present, the
kinetic parameters of model 2 would have indicated a lower reaction rate compared
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Figure 4.19. Test of using the Arrhenius plot for parameter estimation for the
standard SCR reaction. Legend: Experimental data ( ), Linear fit to data ( )
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Figure 4.20. Test of using the Arrhenius plot for parameter estimation for the fast
SCR reaction. Legend: Experimental data ( ), Linear fit to data ( )
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Table 4.11. Parameters for the standard and fast SCR reactions, when the Arrhenius
plot is used.
Parameter Value
kstandard [1/s] 6.93 ·1013
Estandard [kJ/mol] 129
k f ast [1/s] 1.27 ·109
E f ast [kJ/mol] 45.0
to the parameter of model 1. Model 1 includes parameters that introduces extra
uncertainties in the model, for example the wash coat diffusion. If a good value
for this parameter is not available, the extra complexity will introduce additional
simulation time, without additional information. Because of this, it was decided to
not continue working with model 1, and model 2 is the most complex model used.
4.6 Conclusions
A methodology to estimate kinetic parameters using bench-scale reactor data and
full-scale transient data has been presented. The methodology does not depend
on TPD tests, which can compromise the quality of the adsorption and desorption
parameters. The methodology has been applied, both completely, and partly, to the
presented models in Chapter 3. The models were able to capture the steady-state
behaviour of the small-scale SCR monolith well.
Chapter5
Validation of the SCRMonolith Models
The validation of the previously calibrated SCR monolith mod-
els is presented. The validation is based on simulating a full-
scale SCR monolith treating real engine gases from an engine
following the European Transient Cycle (ETC). The experimen-
tal setup is presented, and the methodology to validate the mod-
els. The validation is carried out for model 2, model 3, and
model 5, using the parameter presented in Chapter 4. The re-
sults shows that the models capture the NOx behaviour well,
however the NH3 prediction is less satisfactory.
The main contribution of this chapter is published in two articles
(A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Parameter Esti-
mation and Analysis of an Automotive Heavy-duty SCR Catalyst
Model. Chemical Engineering Science 161 (2017) 167-177),
and (A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Estimation
of Kinetic Parameters in an Automotive SCR Catalyst Model,
Topics in Catalysis 59 (2016) 945-952).
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5.1 Introduction
This chapter will present the validation of the models that were calibrated fully in
Chapter 4. Models 2, 3, and 5, were calibrated using the full methodology, and will
therefore be presented here. Model 4, has due to reasons presented both in Chapter
4 and Chapter 6, not been calibrated and will therefore not be validated. Models
2, 3, and 5 will be validated by simulating a full-scale engine test, and comparing
to experimental data. The test is based on a full-scale engine running the European
Transient Cycle (ETC), which is a transient test. The reason for using a transient
test to validate the models is because it will ensure that the models can correctly
predict the SCR monolith behaviour for a very broad range of operating conditions.
The ETC is designed to be a realistic representation of how a heavy-duty truck can
operate on the road. If a model can accurately predict the behaviour throughout
this test, the model can be used for testing control algorithms, which will be the
topic of Chapter 7. As seen in Chapter 4, the models were calibrated using mostly
steady state data, and this chapter will clearly show if it is possible to use steady
steady state data to calibrate a model that is intended to be used for a transient
application. Since several models with different simplifications will be validated, it
will be possible to see how different simplifications affect the performance of the
model. This chapter will not go into detail on how the simplifications perform. That
will instead be the focus of chapter 6.
5.2 Experimental Setup
The experimental data used for validation were produced using a full-scale engine,
without Exhaust Gas Recirculation (EGR), and with a displacement of 10 liters. The
used monolith was a full body vanadium based catalyst with 270 CPSI on a corru-
gated substrate, and 9 inches long and 12.7 inches in diameter. The monolith and
catalyst had the exact same properties as the one used for parameter estimation, in
Chapter 4, meaning it was simply a bigger version of it. The European Transient
Cycle (ETC) [32] was used as a pre-set for the engine. The exhaust gases were
not pre-treated with other catalysts before entering the SCR. The setup was placed
in a room without climate control, meaning that different tests can have slightly
different results, due to different ambient conditions. The measurement equipment
consisted of two Horiba MEXA 7000, one Siemens LDS 6 Diode, and one Gasmet
DX-4000 FTIR. The MEXA systems measured the NO, NOx, CO, CO2, O2, HC, and
N2O. The FTIR measured the NH3 ex-situ and the LDS measured the NH3 in-situ.
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The temperature was measured at the inlet and outlet of the monolith. The NH3
inlet to the catalyst was a feedforward ANR dosing algorithm. Both inlet and outlet
data was logged at 1 Hz, which was the sampling time used for simulation. The
commercial software Matlab was used for simulation with an Intel Core i7-3630QM
@ 2.4 Ghz processor.
5.2.1 Experimental Data
This section will present the data that has been used for validation. The presented
data corresponds to one ETC test carried out with a given NH3 profile. In this work
three of these tests were available. Two of them were used for model validation
as presented in this chapter, and one was used for full-scale calibration of the ad-
sorption and desorption parameters, as presented in Chapter 4. The data presented
here is from one of the tests that was used for model validation.
The inlet and outlet NH3 can be seen in Figure 5.1. The NH3 inlet concentration
is highly transient and is updated every second, with changes in several hundred
percent. The outlet concentration is greatly varying as well, randing from about 0
ppm to 150 ppm.
Figure 5.2 shows the inlet and outlet NOx concentrations in the validation data.
The inlet NOx concentration is highly transient, ranging from close to 0 ppm to
maximum values around 1500 ppm, in a matter of seconds. The outlet concen-
tration is lower than the inlet concentration due to SCR reactions. If Figure 5.2 is
compared to Figure 5.1, it can be seen that the test covers a broad range of ANR,
ensuring that the model will be validated for a broad range of scenarios.
Figure 5.3 shows the inlet and outlet temperature for the validation data. It is
important that a broad range of temperatures are included in the validation data, to
ensure that all reactions take place, at different reaction rates. If the inlet and outlet
temperatures are compared, it can be seen that the outlet is a smoothed version of
the inlet temperature. The catalyst mass acts as a low pass filter. Since the presented
models are 1D in the channel, the temperatures at which the reactions take place
will be increasingly smoothed along the length of the channel. The broad range of
temperatures ensures that the models are properly validated.
Figure 5.4 shows the space velocity at the inlet of the catalyst for the validation
data. The space velocity is calculated with the inlet temperature, and will therefore
be smoothed along the length of the channel, when the temperature is smoothed.
The mass flow will however remain the same. The space velocity takes values
between 5000 to 100000 hr−1. The main effect of the space velocity is the mass
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Figure 5.1. Experimental data used for validation of the previously calibrated mod-
els. The top plot shows the inlet NH3 concentration, and the bottom shows the
outlet NH3 concentration. Legend: NH3 ( )
transfer coefficients, which depends on the gas velocity. The space velocity also
determines how long the gas hold up in the channel is. A higher space velocity
means a lower residence time, and thus a shorter time for reactions to occur.
5.3 Methodology
This section will describe the methodology that has been used to validate the mod-
els. As previously stated, the basis for the validation is the models ability to predict
the monolith outlet of NOx and NH3 during the ETC. The models will be simulated
and the model output and experimental data will be plotted in 600 s periods, to
analyse how the models perform in the 3 parts of the ETC: urban, rural, and high-
way. The residuals for the same time periods will be analysed as well, to investigate
if they have a normal distribution. Model 2 through 6 will be validated, while model
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Figure 5.2. Experimental data used for validation of the previously calibrated mod-
els. The top plot shows the inlet NOx concentration, and the bottom shows the
outlet NOx concentration. Legend: NOx ( )
1 is left out for reasons stated in Chapter 4. For model 2, the outlet temperature
will be validated as well, and the difference between the gas temperature and wash
coat temperature will be analysed.
The initial conditions for each model are determined by first simulating the
model with zero initial conditions. The end values for the simulation are then used
as the initial conditions for the real validation test. This is how the test are carried
out in the experimental setup, and is a common way to condition the monolith
before a test.
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Figure 5.3. Experimental data used for validation of the previously calibrated mod-
els. The top plot shows the inlet temperature, and the bottom shows the outlet
temperature. Legend: Temperature ( )
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Figure 5.4. Experimental data used for validation of the previously calibrated mod-
els. Inlet space velocity. Legend: Space velocity ( )
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5.4 Results
This section will present the validation results, using the data presented in Section
5.2.1. One other ETC test was used for validation as well, however these results
will not be shown here, since they were similar to the ones presented here.
5.4.1 Model 2
5.4.1.1 NOx and NH3
The results from the validation of model 2 can be seen in Figure 5.5, which shows
a comparison between the simulation and the measurements at the outlet of the
catalyst. The NOx prediction follows data well, and the dynamics as well as the
levels are correct for most of the simulation. It can be noted that the peaks of the
model are sharper than for the data. This can be attributed to both the fact that the
model does not include channel dispersion, which would smooth the peaks slightly.
It is also an effect of the measurement equipment, which naturally smooths the
data peaks more than what is actually coming out from the monolith. The NH3
prediction is satisfactory for the majority of the data set, but there are periods
especially between 600 and 1200 s where there is a substantial difference between
data and simulation. It appears that the NH3 slip is generally underestimated.
The normalised residuals for Figure 5.5 can be seen in Figure 5.7. The top plot
shows the NOx residuals and the bottom plot shows the NH3 residuals. The NOx
residuals has approximately the same number of values above zero, as under zero.
The residuals are generally lower in the last 600 s of the test, which is because the
last segment is less transient than the others. The residuals are normal distributed.
The residuals for NH3 confirms that the NH3 slip is generally underestimated. The
majority of the residuals are bigger than 0, meaning that the model prediction
is lower than the data. The time period between 1000 and 1300 s is when the
residuals are biggest. It can be seen that the negative NOx residuals are smaller
than 1, even though they are normalised. This is due to how the normalisation
was done. All residuals were divided by the largest positive residual, meaning
that there are some negative residuals that have a bigger numerical value than the
biggest positive residual.
Figure 5.6 shows the difference between the gas and wash coat concentration
in the middle of the monolith channel for NOx during a small time period in the
validation test. No experimental data is available to validate this, however exam-
ining the plot shows that there is a difference between the concentrations. The
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Figure 5.5. Full-scale monolith ETC validation for model 2. The two top pictures
shows the NOx and NH3 comparison between data and simulation for the first 600 s
of the test. The two middle pictures shows the same for the following 600 s, and the
bottom two pictures for the last 600 s. Legend: Experimental data ( ), Model
( ).
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difference in concentration depends on the current conditions in the monolith, and
is therefore time dependent. As seen, the difference in concentration is smaller
in the beginning than in the end of the time period. The maximum difference is
around 50 ppm, which is not unreasonable. The wash coat concentration is, in this
case, lower than the bulk concentration. This is dependent on the temperature, and
if the NH3 oxidation is active. The analysis shows that the models shows realistic
behaviours regarding this, and the application of the hawthorn correlation for mass
transfer coefficients, can be said to be successful.
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Figure 5.6. Comparison between the NOx wash coat and bulk concentration in
the middle of the monolith channel, for a small time period in the test. Legend:
Channel concentration ( ), Wash coat concentration ( )
The model prediction and residuals shows that model 2 is able to accurately pre-
dict the behaviour of SCR monolith. The NOx performance is better than the NH3
performance, which is expected due to the lack or proper adsorption and desorption
calibration data.
5.4.1.2 Temperature
Figure 5.8 shows a comparison between the simulated output temperature and the
measured output temperature. The model is able to predict the output tempera-
ture to a close to perfect degree. There are periods, especially in the beginning,
where the model underestimates the temperature by around 100 K, however this
can be attributed to initial conditions. To analyse the difference between the wash
coat temperature and channel temperature, Figure 5.9 can be examined. The figure
shows the temperature in the middle of the catalyst for a small time segment in the
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Figure 5.7. Residuals for NOx and NH3 during full-scale validation with model 2..
The top plot shows the NOx residuals, and the bottom plot shows the NH3 residuals.
Legend: Residuals ( )
test. It can be noted that there is a temperature difference of approximately 15 K
in parts of the figure. This can also be seen in other parts of the test, when exam-
ined. A temperature difference of 15 K will lead to a not insignificant difference in
reaction speed. It can be seen that, depending on the inlet temperature, the tem-
perature either rise or fall, and the wash coat or channel gas can be the hottest. The
validation data does not include any measurements of the temperature difference
between the wash coat and gas, so it cannot be validated with experimental data.
The analysis however shows that the results are reasonable, and it can be concluded
that the estimation of the heat transfer coefficient has been successful.
5.4.2 Model 3
This section will present the validation results for model 3. Figure 5.10 shows the
comparison between data and simulation for model 3, during a simulation of the
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Figure 5.8. Full-scale monolith ETC validation for model 2. Comparison between
monolith temperature output for model and experimental data. Legend: Experi-
mental data ( ), Model ( ).
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Figure 5.9. Full-scale monolith ETC validation for model 2. Comparison between
the channel gas temperature and the wash coat temperature, in the middle of the
monolith channel, for a 50 s time period. Legend: Channel temperature ( ),
Wash coat temperature ( ).
ETC. The simplifications related to mass transfer does not appear to have hindered
the NOx prediction substantially, and the model predicts the outlet of NOx accu-
rately, both with regards to absolute value, and the dynamics. As with model 2,
the peaks during rapidly changing concentrations are exaggerated compared to the
experimental data. This can be seen especially between 600 and 1200 s. At the
end of the test there is a section where the model is predicting zero, while the
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data takes other values. This is because of the time shift that was explained in the
methodology.
The model is performing worse with regards to NH3 slip compared to model 2.
In the first 600 s, the model is overestimating the NH3 slip, and notably there are
peaks that are wrong with regards to dynamics at 200 and 550 s. Between 600 and
900 s, the model is performing well, and the dynamics are correct. Between 1000
and 1200 s then model appears to have the correct dynamics, however the peaks
are too small. For the last 600 s, in the bottom of Figure 5.10, The slip peaks appear
to be slightly delayed compared to data. It can also be seen that the last big peak is
not captured by the model, compared to model 2, where it was predicted correctly.
Figure 5.11 shows the normalised residuals for the ETC test with model 3. The
residuals for NOx, in the top plot, are normally distributed, and appears as noise
with different intensity, and approximately equal amounts above and below zero.
As with model 2, the residuals are lower in the last 600 s. The majority of residuals
are close to zero.
The NH3 residuals in the bottom of Figure 5.11 does not have as clear normal
distribution as for NOx. Notably, at 200 s, there is a segment of residuals that have
a clear trend. It would therefore be possible to predict the residuals, which implies
a model error. A similar segment of residuals, but positive, is present at 1750 s. For
the rest of the test the residuals looks like noise, but with a majority of them being
positive.
5.4.3 Model 5
Figure 5.12 shows the comparison between data and simulation for model 5, during
a simulation of the ETC. The effect of the simplifications are the combined effects
of models 3 and 5, meaning that the model does not include the mass transfer to
the wash coat, and that the model does not have thermal mass and heat transfer to
the wash coat. It can be seen that the NOx prediction is substantially worse than
than for model 2 and 3. The NOx peaks are, as with the other models, higher than
the data peaks. There are also NOx peaks occurring when there is no peaks in the
data. For example in the period between 600 and 800 s, the model predicts several
peaks when the data does not show any.
The NH3 comparison in Figure 5.12 shows that the model cannot predict the
NH3 slip to a satisfactory level. In the beginning of the test, two major peaks occur
that are not corresponding to data. These peaks are due to the initial adsorbed NH3
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Figure 5.10. Full-scale monolith ETC validation for model 3. The two top pictures
shows the NOx and NH3 comparison between data and simulation for the first 600 s
of the test. The two middle pictures shows the same for the following 600 s, and the
bottom two pictures for the last 600 s. Legend: Experimental data ( ), Model
( ).
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Figure 5.11. Residuals for NOx and NH3 during full-scale validation with model 3.
The top plot shows the NOx residuals, and the bottom plot shows the NH3 residuals.
Legend: Residuals ( )
being desorbed, and it appears as if the used methodology to produce the initial
conditions does not work well for this model. Throughout the rest of the test,
the NH3 slip is at a constant low level. The high adsorption coefficient that was
achieved during calibration in Chapter 4, makes the desorbed NH3 adsorb to the
surface again, the high levels of adsorbed NH3 also results in significant amounts of
NH3 being converted to NO as a result of NH3 oxidation during temperature peaks.
Figure 5.13 shows the normalised residuals for NOx and NH3 when model 5
is used. The NOx residuals does no longer appear to be random and normal dis-
tributed, for some segments. For example the residuals in the first 200 s have a
tailing behaviour, which suggests that the residuals are not random. The residuals
are lower for the later parts of the test, which was the case for the other models as
well. There is still a good division between positive and negative residuals, which
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Figure 5.12. Full-scale monolith ETC validation for model 5. The two top pictures
shows the NOx and NH3 comparison between data and simulation for the first 600 s
of the test. The two middle pictures shows the same for the following 600 s, and the
bottom two pictures for the last 600 s. Legend: Experimental data ( ), Model
( ).
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shows that the model, at least for parts of the test, do not show systematic errors.
The NH3 residuals in the bottom of Figure 5.13 are generally larger than zero,
meaning that the model underestimates the NH3 slip. The big release of the initially
adsorbed NH3 can be seen in the beginning, while most of the rest of the residuals
are positive. The middle segment between 600 and 1200 s has the largest residuals,
which is due to the data showing major NH3 release, while the model does not. In
the end of the test, the big residual corresponds to the NH3 that is shown in data,
but the model does not predict.
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Figure 5.13. Residuals for NOx and NH3 during full-scale validation with model 5.
The top plot shows the NOx residuals, and the bottom plot shows the NH3 residuals.
Legend: Residuals ( )
5.5 Discussion
The results have shown that all models are quite good at predicting the SCR mono-
lith outlet of NOx during an ETC test. As expected, model 2 performs the best both
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in relation to NOx prediction and NH3 prediction. This is expected since it is the
model with the least simplifications of the ones validated. The results for model
5 showed that the simplifications related to heat transfer and mass has a signifi-
cant impact on the performance of especially NH3 prediction. Both models 2 and 3
were able to capture the overall trends of NH3 slip, although model 2 better, while
model 5 was not able to capture any of the dynamics of NH3 slip. As presented in
Chapter 4, the adsorption and desorption parameters of model 5 were recalibrated
with full-scale data, similar to the data used in this chapter. The model was still not
able to predict NH3 slip. It can therefore be said to be a problem with the model
structure, instead of the calibration data. It is unlikely that the model would predict
the correct NH3 slip, even if the adsorption and desorption related parameters were
calibrated with better data.
The validation of model 3 showed that the model was able to predict the NOx
slip to a very similar level of model 2. This is expected, since the result of the sim-
plifications of model 3 is that information about the mass transfer will be included
in the kinetic parameters. For NH3 however, the model is clearly worse than model
2. While there are some peaks in the cycle that actually are predicted better than
with model 2, several peaks appear that should not be there, and others are heavily
underestimated. The reason for this is difficult to find, however one possible ex-
planation is that the removal of the mass transfer makes the model more sensitive
to incorrect initial conditions. The initial conditions will always be an uncertainty
in model simulations in this application since they are unknown. For example, the
wash coat temperature is not known. After the conditioning test the catalyst is al-
lowed to cool down slightly for approximately 10 minutes before the next test is
started. There might thus be an error related to this. Another highly impacting
state is the NH3 coverage ratio at the beginning of the test. Unless advanced mea-
surement technologies are used, this is unknown, and has to be estimated with the
model itself. If there are inaccuracies in the model, the initial conditions will be
wrong. However, based on the performance of model 2 and 3 in the beginning of
the test, it does appear as if the used methodology has been successful.
Model 2 has the required accuracy to be used to draw conclusions about the
performance of urea dosing controllers, a subject that will be the topic of Chapter
7. A requirement for this is that the model can accurately predict NOx and NH3 slip,
which model 2 has shown itself capable of. When control algorithms are tested for
the SCR catalyst, the requirements are partly based on how they perform during a
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transient cycle, such as the ETC. If the model can accurately predict the system dur-
ing transient operation, conclusions can be drawn about how the controller works.
5.6 Conclusions
The methodology that has been used to validate model 2, 3 and 5 has been pre-
sented. The methodology uses full-scale monolith data produced with a full-scale
engine following the ETC. The results have shown that while models 2 and 3 per-
form satisfactory with regards to NOx prediction, the simplifications of model 5
makes it less suitable for this application. Model 2 can to some degree predict the
NH3 slip, however it is underestimated. Model 3 and 5 performs worse than model
2. It is believed that the accuracy of model 2 is enough for it to be used in the
development of urea dosing controllers.
Chapter6
Analysis of the SCRMonolith Models
This chapter presents an analysis of the predictive performance
for NOx for some of the models presented in Chapter 3. The
calibration of model 2 was taken as the reference case, and the
other models were initially coupled with the kinetic parame-
ters of model 2, and their predictive performances were com-
pared. The models were also coupled with their own kinetic
parameters, and analysed again. The results show that, after
recalibration, the model that included simplifications related to
mass transfer was able to keep most of its predictive capabilities,
while the simulation time was reduced substantially.
The main contribution of this chapter is published in an article
(A. Åberg, A. Widd, J. Abildskov, J. K. Huusom. Parameter Esti-
mation and Analysis of an Automotive Heavy-duty SCR Catalyst
Model. Chemical Engineering Science 161 (2017) 167-177).
Early work related to this chapter was presented at the 2015
AIChE Annual Meeting, November 8-13, 2015, Salt Lake City.
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6.1 Introduction
In this thesis several different models has been developed and calibrated in previous
chapters. The choice of model complexity is an important decision for simulation
of the system, since an unnecessarily complex model takes a longer time to simu-
late. Selection of the proper model complexity for the control design and the state
estimation is also crucial to get a controller that is able to meet the requirements
both with regards to accuracy and simulation time. Modeling of the SCR catalyst
is a well-studied area, with contributions of different complexity for example in
[115, 78, 106, 21, 28, 20, 15]. Previous work have investigated both high accuracy
models that typically are used for simulation purposes and phenomena understand-
ing, and simpler models that can be used in for example control applications. To
the authors knowledge, little work has been done to investigate the effect different
simplifications on the physical modeling level has on simulation accuracy. Work
has been done for the ASC [26] to investigate the importance of wash coat diffu-
sion modeling, or the analysis of controller models [111] for the SCR. For control
purposes, such analysis is important because simplifications done to the underlying
physics model can reduce simulation time substantially. Another thing that can help
reduce computational effort is to use a smaller discretisation grid. Simplifications
of the underlying physical model, that significantly reduces computational effort,
without reducing accuracy below the required level, would be desirable.
The contribution of this chapter is an investigation on the effect different sim-
plifications on the channel model have on the predictive capabilities related to NOx,
by analysing calibration results and full scale engine tests. The results are used to
draw conclusions on which simplifications are most valuable if a faster, while still
accurate simulation model is required, with applications for example in simulation
and control. Model 2 is used as the reference, and models 3, 4, and 5 are analysed
to different extents.
The methodology that has been used to analyse the information loss will be
presented, and the results for the different models.
6.2 Methodology
This section will present the methodology that has been used to analyse the effect
different simplifications to the channel model has on the NOx prediction.
Models 2, 3, 4 and 5 presented in Chapter 3 were analysed in terms of how well
they can predict the monolith output of NOx during an ETC test. This was quanti-
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fied with the Sum of Squared Error (SSE) as in Equation (6.1), the mean error as
in Equation (6.2), the standard deviation of the error as in Equation (6.3), the co-
efficient of determination, R2 as in Eq. (6.4), and by analysing where the different
models perform the best and the worst. The predictive sensitivity regarding dis-
cretisation was also analysed, and the importance of accounting for measurement
delay in full scale conditions. Finally, the models were compared with regards to
computation time. The models were all coupled with the presented kinetic model
with the same parameter values as the model 2 in the first analysis. After this, mod-
els 3 and 5 were analysed with their specific kinetic parameters achieved in Chapter
4 due to their performance with the kinetic parameters from model 2. The analysis
was repeated, to see if a recalibration is enough to account for the information loss
in the simplifications. The progress of the model analysis combined with parameter
estimation followed the following steps:
1. Model analysis using the described methods for models 2, 3, 4, and 5, using
the kinetic parameters that were achieved with the calibration of model 2.
2. Recalibration of kinetic parameters for the most promising simplified models.
3. Model analysis of the simplified models using the new kinetic parameters from
step 3.
SSE =∑
i
(yi− f (ui,β ))2 (6.1)
µerr =
√
SSE
n
(6.2)
σerr =
√√√√∑
i
(yi−µerr)2
n
(6.3)
R2 = 1−
∑
i
(yi− f (ui,β ))2
∑
i
(yi−µerr)2
(6.4)
The commercial software Matlab was used for simulations and analysis with an
Intel Core i7-3630QM @ 2.4 GHz processor.
6.3 Results
This section will present the results from the model analysis. It will start by present-
ing the results for the models before they were recalibrated, and continue with the
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same analysis with the recalibrated models. The analysis was done by comparing
simulation results with experimental data for a full ETC with a full-scale monolith
and real engine, which had the same specifications as in Chapter 5.
6.3.1 Time shift and discretisation
Figure 6.1 shows the SSE for NOx for model 2 when the time correction for mea-
surement delay and the number of discretisation points are varied. The results
shows that correcting for measurement delay is of great importance to get accurate
results. The highly transient ETC test means that the inlet as well as outlet concen-
tration of the species varies dramatically on a short time scale. The model has no
measurement delay, but in the experimental setup the outlet gases are transported
through pipes to the analysis equipment, thus introducing delay. The time of the
delay is unknown, and it is therefore assumed that the time shift that gives the
smallest error to data, is the delay. The optimum was found to be a correction in
the model of 8 s. This was used for all the models. It can be seen that the results
are insensitive to the number of discretisation points used. Even going as low as 5
points for a full-scale monolith leads to a small difference. This makes it possible
to reduce the number of discretisation points as it highly affects simulation time. It
can be noted that at a 8 s time correction, the case where N = 10 performs slightly
better than the other. This is explained by the fact that N = 10 was used during
parameter estimation. The simulation time for the different discretisation numbers
were:
N = 5 : 345 s
N = 10 : 520 s
N = 20 : 1029 s
N = 30 : 1403 s
For all remaining simulations, the number of discretisation points were chosen as
10.
6.3.2 Analysis Using Kinetic Parameter of Model 2
Table 6.1 shows a summary of the different measurements for information loss
when the kinetic parameters of model 2 were used for all models. Model 2 performs
the best in all categories. It has the lowest mean error and standard deviation of the
error, and also has the highest R2-value. The direct transfer of the kinetic parame-
ters has the smallest effect on model 3, which has an R2-value of 0.66 compared to
model 2 with a value of 0.78. The simulation time for model 3 is 351 s compared
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Figure 6.1. SSE for NOx with model 2. The time correction corresponds to the
shift that is needed to compensate for measurement time. N are the number of
discretisation points used. Legend: N = 5 ( ), N = 10 ( ), N = 20 ( ), N = 30 ( ).
to the model 2 at 520 s, making model 3 a promising choice for further analysis.
Model 4 and 5 performs worse than the other two. The Arrhenius expression is only
affected by changes in the reaction temperature, as seen in Equation (3.78), and
it is therefore likely that these should be affected the most by the transient tem-
perature resulting from removing the thermal mass. There is a small difference in
performance between model 4 and model 5, indicating that the temperature simpli-
fication is the most dominant and leads to most of the information loss. If there are
combinatorial effects from the two simplifications, they are small. The simulation
time for the different models follows the expected trend based on the discussion in
Chapter 3. Model 2 has the longest simulation time, followed by model 3, 4, and 5,
respectively. The low simulation time for model 5 justifies that the parameters are
included in a recalibration procedure, even though the performance is substantially
worse than models 2 and 3, to investigate if the kinetic parameters can compensate
for the information loss. It is on the basis of these results that models 3 and 5 were
calibrated in Chapter 4. The performance of model 4 was too poor to motivate the
extra time effort to calibrate its parameters.
The cumulative SSE for models 2, 3, 4, and 5, while using the kinetic parameters
of model 2, can be seen in Figure 6.2, which confirms the results of Table 6.1.
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Table 6.1. Summary of information loss before calibration for all presented models.
Model 2 Model 4 Model 3 Model 5
Acc. slip [gNOx/kWh] 2.46 2.54 2.41 2.48
SSE 1.19 ·105 2.32 ·105 1.43 ·105 2.35 ·105
Mean error [ppm] 66 129 76 130
Std. dev. error [ppm] 101 153 124 155
R2 0.78 0.16 0.66 0.14
Simulation time [s] 520 411 351 203
Table 6.2. Summary of information loss, using the kinetic parameters specific for
each model, for model 2, model 3, and model 5.
Model 2 Model 3 Model 5
Acc. slip[gNOx/kWh] 2.46 2.54 2.41
SSE 1,19 ·105 1.29 ·105 2.21 ·105
Mean error [ppm] 66 72 123
Std. dev. error [ppm] 101 92 143
R2 0.78 0.77 0.27
Models 3, 4, and 5 performs significantly worse consistently throughout the test
cycle. The difference between model 4 and 5 is very small, and it is difficult to
draw conclusions on which part of the test model 4 outperforms model 5. The
curves overlap in the majority of the test, however a slight difference can be seen at
the end of the first 600 s part of the test. The difference between models 2 and 3 is
small as well. In the last two segments of the test, the curves overlap for a majority
of the test, however model 3 is slightly above model 2. The major difference in
performance can be traced to the first segment, where there is a clear difference
between model 2 and 3. The fact that the mass transfer related simplifications
appear to have the largest effect in the first segment of the test is thus confirmed
both by model 2 performing better than model 3, and that model 4 performs slightly
better than model 5, in the first segment.
6.3.3 Analysis Using Kinetic Parameters Specific to Individual Models
Figure 6.3 shows the cumulative SSE for model 2, and models 3 and 5 using their
specific kinetic parameters. The figure is divided into three sub-plots, where each
represents one 600 s section of the ETC. The cumulative SSE was reset after each
section, to analyse where the different models were performing the best. Table
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Figure 6.2. Cumulative SSE for model 2, model 3, model 4, and model 5, using
the kinetic parameters of model 2. The top picture shows the three models during
the first 600 s of the ETC. The second shows the same for the following 600 s and
the last shows for the last 600 s. Legend: Model 2 ( ), Model 3 ( ), Model 4
( ), Model 5 ( ).
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Figure 6.3. Cumulative SSE for model 2, model 3, and model 5, using the kinetic
parameters specific for each model. The top picture shows the three models during
the first 600 s of the ETC. The second shows the same for the following 600 s and
the last shows for the last 600 s. Legend: Model 2 ( ), Model 3 ( ), Model 5
( ).
6.2 shows a more detailed overview of the information loss after recalibration. As
seen, the models were performing closer to model 2 after the recalibration. Model
3 achieves a R2-value of 0.77, compared to model 2 that achieves R2 = 0.78. The
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average error and SSE was however still higher than for model 2. Figure 6.3 con-
firms that model 3 generally had a higher error than model 2, however during the
second stage of the ETC, the models performed equally well. Model 5 was perform-
ing worse than the two other models in every measurement. These results show
that recalibrating the kinetic parameters for the simplified models compensated for
some of the information loss that occurred when simplifications were made. Model
3 was close to performing at the same accuracy level as model 2, however some
of the kinetic parameters that were presented in Chapter 4 changed quite substan-
tially. The new parameters are likely further away from their intrinsic values than
the ones obtained when model 2 was used during calibration. The fact that mod-
els 3 and 5 performs better when kinetic parameters that are specifically calibrated
using those models, are used, shows the significance of recalibrating a new model,
and not using old kinetic parameters.
6.4 Discussion
The model analysis conducted in this paper showed that the model predictive ca-
pabilities regarding NOx was highly affected by the assumption that the catalyst
does not have any thermal mass and wash coat heat transfer. During steady state
operation, as used for parameter estimation of the kinetic parameters in Chapter 4,
this did not lead to any error, since the temperature of the monolith is already at
operating condition at the start of the test, and does not change throughout the test.
When the analysis on full-scale ETC tests was carried out, the effect of the simpli-
fication became significant, since the transient input varies greatly in temperature.
A model that does not take into effect the smoothing of the temperature inside the
monolith, greatly exaggerates the temperature in the majority of the catalyst, and
therefore does not follow data well. A candidate for future work is a model that has
thermal mass, but does not consider a temperature gradient between the channel
gas as wash coat. Initial tests were carried out with this kind of model, however
the simulation time was not greatly reduced. The goal of this work was to intro-
duce simplifications that considerably reduced simulation time, and the model was
therefore not included.
Out of the models including simplifications related to the transfer physics, the
model that performed best in this work was model 3, that assumed infinitely fast
mass transfer between the channel and wash coat. This assumption leads to higher
concentrations of species in the wash coat than exists in the practical application,
thus yielding faster reaction rates. This can be seen in Tab. 6.1, where the accumu-
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lated slip of NOx is lower for Model 2 than the Reference model. When the model
was calibrated it was seen that the kinetic parameters has compensated for this in-
creased concentration in the wash coat, and the accumulated NOx slip is increased,
as seen in Tab. 6.2. Model 3 is however still not capable of performing at the same
level as model 2 after using its own kinetic parameters, indicating that fundamental
limitations in the simplifications in model 3 that cannot be compensated by the ki-
netic parameters. Model 3 still performs close to the performance of model 2, with
a substantial reduction in simulation time, and is therefore considered the best can-
didate to use in applications that require faster simulation time. The model was
able to simulate a 1800 s data set in 351 s, approximately 5 times faster than real
time simulations. This can be compared to model 2 that simulated the same data
set in 520 s, corresponding to 3.5 times faster than real time.
The analysis performed in this work only focused on the NOx performance. In
the real application and control applications, NH3 prediction performance is also
of high importance. The simplifications here however only relate to physical phe-
nomena, and before the analysis is performed on NH3 as well, the assumption is
that the results are transferable to NH3 prediction. It should also be noted that the
conclusions drawn in this work are only valid for the tested catalyst. A Cu or Fe
based zeolite catalyst might show different behaviour regarding which simplifica-
tions result in the lowest information loss.
6.5 Conclusions
This chapter has presented an analysis where the predictive performance related to
NOx was investigated for models 2, 3, 4, and 5. The models were first analysed
using the kinetic parameters of model 2. This showed, as expected, that model
2 performed best. The performance of model 3 was close to model 2, while the
simplifications of models 4 and 5 resulted in a significant information loss. Based
on the results, models 3 and 5 were calibrated, as described in Chapter 4, and the
analysis was carried out again. The results showed that using kinetic parameters
specific for each model improved the predictive performance for all models. Model
2 was still the model that showed the best results.

Chapter7
Controlling the Urea Dosing
Pareto fronts are used to analyse how changes in the control
structure for the urea dosing to the automotive SCR catalyst can
improve the trade-off between NOx slip and NH3 slip. Model
2 was used to simulate the European Transient Cycle (ETC)
with P, PI, PD, and PID feedback controllers, combined with
Ammonia-NOx-Ratio (ANR) based feedforward to control the
urea dosing. The controllers were also tested in full-scale exper-
iments, to compare with the simulation results. Results show
that PI with feedforward performs best in simulation. Due to
challenges in choosing parameters such that the appropriate
span of the NOx-NH3 trade-off is covered, conclusions from
the experiments are difficult, however some conclusions from
the simulation are transferable. It is also shown that combin-
ing feedback with feedforward performs better than only using
feedback or feedforward. The main contribution of this chapter
is published in one articles (A.Åberg, A. Widd, J. Abildskov, J.
K. Huusom, Methodology for Analysing the NOx-NH3 Trade-off
for the Heavy-duty Automotive SCR Catalyst, Submitted to The
20th World Congress of the International Federation of Auto-
matic Control, 2017, Toulouse, Frace), and (A. Åberg, A. Widd,
J. Abildskov, J. K. Huusom, Pareto Front Analysis of Automo-
tive SCR Control. Submitted to Control Engineering Practice,
2017.)
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7.1 Introduction
As discussed in Chapter 2, a promising and widely used technology for removing
NOx is based on SCR, with NH3 in the form of hydrolyzed urea as a reducing agent
[41]. Challenges with this technology include dosing the appropriate amount of
urea to reach sufficient NOx conversion, while at the same time keeping NH3-slip
from the exhaust system below the legislation limit. This requires efficient control.
Closed loop control of the SCR catalyst has been studied in literature [105, 53, 129],
as well as feedforward based controllers [97, 110]. Challenges with feedback con-
trol are for example cross-sensitivity of NH3 in NOx-sensors, dynamics with greatly
varying time constants in combination with a transient system, and time delay in
the urea dosing system [134]. The exhaust systems rarely has NH3 sensors, making
it difficult to use NH3 based control.
An important constraint on a controller, in this application, is its ability to meet
the legislation. However, to compare controllers that meet the legislation, another
performance measure is needed. Due to the nature of the SCR catalyst, the evalua-
tion is a trade-off between NOx slip and NH3 slip. Contributions in literature often
focus on optimising a single control structure for a given system, rather than a full
analysis of how different control structures can improve the performance of the
SCR catalyst. Using pareto fronts to graphically analyse the best possible trade-off
between NOx slip and NH3 slip for a given control structure, and how the trade-off
can be improved by changing the control structure, can to the authors knowledge
not be found in literature.
This chapter presents a methodology to graphically analyse the trade-off be-
tween NOx slip and NH3 slip for the automotive SCR catalyst. The methodology
can be used to investigate how changes in the urea dosing control structure im-
proves or worsens the trade-off performance. The methodology is demonstrated
by generating pareto fronts for a set of feedback controllers, both with and without
feedforward. The pareto fronts are generated by simulating the European Transient
Cycle (ETC) using model 2. The performance gain or loss for different control struc-
tures will be analysed graphically using the developed methodology. Additionally
the controllers has been implemented in a full-scale engine setup to test the validity
of the simulations.
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7.2 Methodology
This section will present the methodology that has been used to generate the pareto
fronts, along with the controllers that have been tested. The experimental setup
that was used to validate the methodology will be described.
7.2.1 Pareto Fronts
The control problem in SCR monoliths is of a multi-objective nature due to the leg-
islation which places limits on NOx slip, average NH3 slip, and maximum NH3 slip.
To prevent a system from over-consuming urea for economical reasons, it is also
natural to limit over consumption of urea. The set of solutions to a multi-objective
optimisation problem can be represented as a pareto front, which is the curve rep-
resenting the solutions that are pareto efficient. Pareto efficieny is a state where it
is impossible to make an individual component of a cost function better, without
increasing the overall cost of the cost function. In this work pareto fronts were used
to represent the trade-off between NOx slip and NH3 slip for different controllers.
The process of producing the pareto fronts is shown in Figure 7.1. The process be-
gins with deciding which controller to test, for example a P controller. The ETC was
simulated with data from a engine without Exhaust Gas Recirculation (EGR) and
with a displacement of 10 liters, using the controller with a certain Kc parameter.
The cycle performance was evaluated, and the results were saved. This represented
one data point on the pareto front. The process was repeated with a new Kc param-
eter, until a pareto front is complete. For controllers that have several parameters,
such as a PI controller, the pareto fronts were generated using the same procedure,
but for a certain Ti. Ti was then changed and another pareto front was produced by
simulating the cycle for a range of Kc values, thereby giving information about the
importance of the integral time. It was however expected that the integral time had
limited influence on the cycle based performance because of the transient input of
the ETC. The performance was evaluated using the NOx slip in g/kWh for the en-
tire cycle, and the average NH3 slip in volume ppm. The NOx mass is calculated by
assuming that all NOx is NO2, as the legislation is formulated [3]. The average NH3
slip is calculated by taking the mean of all NH3 outlet concentration measurements.
After the pareto fronts are generated a visual representation of the tested config-
urations of a control structure is achieved. This can be used to see if any controller
satisfies the legislations. It also makes comparisons between controllers easy, as it
becomes clear if a control structure outperforms another structure. The benefit of
the analysis is that the conclusions on control structure should be independent of
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Select controller 
Simulate ETC 
with controller 
for NH3 input 
Evaluate cycle 
performance 
and save results 
Plot pareto 
front for NOx-
NH3 trade-off 
Change 
controller 
parameters 
Figure 7.1. Procedure to generate the pareto fronts.
the size or activity of the monolith. The control parameters that were used are pre-
sented with each controller. The figures are however in most cases cropped, to only
present relevant results. The pareto fronts presented here have a higher NH3 slip
and lower NOx slip than is typical for a monolith of this size. This is done because
the differences between the controllers is more clear at lower NOx slip, and the
qualitative results remain the same.
7.2.2 Controllers
P, PI, PD, and PID controllers have been tested both with and without feedforward
action. There are multiple reasons to why these controllers were tested. The P con-
troller is a simple controller that does not require much tuning. The PI controller is
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a standard controller in industry, with applications in many different fields. The PD
controller is interesting due to the transient nature of the application, and the PID
controller is interesting since it is combines the features of the previous controllers.
The controllers are not complicated to implement and are therefore good for testing
a methodology. The feedforward action throughout this chapter is referring to NOx
inlet measurement based feedforward, as in (7.1),
uFF(tk) = ANR ·NOxin(tk) (7.1)
where uFF(tk) is the calculated feedforward dosing in mol/m3 at time tk, ANR is the
predetermined Ammonia-NOx-Ratio, and NOxin is the inlet NOx concentration in
mol/m3. The controllers that have been tested are formulated as:
u(tk) = Kc
(
e(tk)+
Ts
Ti
T
∑
t=1
e(tk)+D(tk)
)
+uFF(tk) (7.2)
where u(tk) is the dosing of NH3 in mol/m3 at time tk, Kc is the proportional gain, Ti
is the integral time, T is the time the cycle has been running, subscript k indicates
the time instant, Ts is the sampling time, and the error e(tk) is
e(tk) = r−NOxconversion(tk), (7.3)
where r is a constant set point in NOx conversion as a fraction. D(tk) in Equation
(7.4) is the derivative action given by [10]
D(tk) =
Td
Td+NTs
D(tk−1)− TdNTd+NTs (e(tk)− e(tk−1)) (7.4)
where Td is the derivative time, and N is the filtering factor. The expression in
(7.2) represents all controllers that have been tested in this work. A P controller
represents the scenario where Ti→ ∞, Td = 0, and ANR = 0. A PI controller is the
case where Td = 0, and ANR = 0. A PD controller is when Ti → ∞ and ANR = 0.
A controller coupled with feedforward is the case where ANR > 0, and the same
parameters as previously. The sampling time Ts was 1s. The set point r was set
to 100% conversion in all simulations. Having the set-point at 100% conversion
means that the integral error will increase throughout the test cycle. For a road
going vehicle, it would be necessary to either use a set-point that is realistic, or
introduce saturation on the integrated error. It can be noted that the integral action
does not include any anti-windup or saturation. Anti-windup is not necessary since
the urea dosing devices are capable of dosing large amounts of urea and because the
set-point is not changed. The decision to not include saturation on the integrated
error is believed to be acceptable since the purpose of the controllers is to test the
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methodology, and not find an optimized controller for a road going vehicle. The
overall control action was limited to be minimum 0, however the individual parts
were not.
In this work the feedback was based on only NOx conversion, as seen in eq.(7.3).
As stated in section 7.1, a problem with NOx sensor based control is that the sensors
are cross-sensitive to NH3. This effect was not taken into consideration, and the
sensors were considered to be noise-free.
It was assumed that the dosing was instant and was uniformly distributed to the
inlet of the monolith. It was also assumed that the urea was decomposed instantly
to NH3. These assumptions will likely have an impact compared to the real appli-
cation, where dosing delay and urea decomposition are problems [134], however
it is believed that the general trends observed from the pareto fronts should be the
same.
7.2.3 Experimental Setup
The experimental test conducted with the different controllers were produced us-
ing a full-scale engine, without EGR, and with a displacement of 13 liter. The used
monolith was a full body vanadium based catalyst with 270 CPSI on a corrugated
substrate, 8 inches long, and 13 inches in diameter. The monolith and catalyst had
the same properties as the one used for parameter estimation, in Chapter 4, mean-
ing it was simply a bigger version of it. The European Transient Cycle (ETC) [32]
was used as a pre-set for the engine. The exhaust gases were not pre-treated with
other catalysts before entering the SCR. The setup was placed in a room without cli-
mate control, meaning that different tests can have slightly different results, due to
different ambient conditions. The measurement equipment consisted of two Horiba
MEXA 7000, and one Siemens LDS 6 Diode Laser. The MEXA systems measured the
NO, NOx, CO, CO2, O2, HC, and N2O. The LDS measured the NH3 in-situ. The
temperature was measured at the inlet and outlet of the monolith. Both inlet and
outlet data was logged at 1 Hz, which was also the sampling time used for simu-
lation. The dosing system used to implement the controllers for the full-scale tests
was a in-house built system written in LabView [93]. The dosing files were written
in Matlab [94] and sent to the LabView system. The system used the NOx sensor
as input and was controlling a Emitec dosing pump for urea. The urea solution
was 32.5% urea diluted in water. The urea dosing was in ml/h. It should be noted
that in simulation, the dosing was done directly in mol/m3 of NH3, due to how the
model was designed. The dosing therefore had to be recalculated in the experi-
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mental tests. For each controller, six different parameter sets were tested. The first
test acted as conditioning of the catalyst to the following test. The most common
procedure is to run each test two times, ensuring that the catalyst in conditioned
according to the test. Between each experimental test, the engine was set to idle for
10 minutes, which reduced the temperature of the monolith. This was not included
in the simulation.
The commercial software Matlab was used for simulation. The simulated mono-
lith was 12.7 inches long and 9 inches diameter. The engine was a 10 liter engine
without EGR. It can be noted that the simulations and experimental tests are based
on different engines. The model was validated on data from a 10 liter engine, and
was therefore used to generate the simulated pareto fronts. This engine was no
longer available during the experimental verification, and a 13 liter engine was
used instead. It does however not pose a problem since the objective is to validate
the qualitative behaviour rather than the quantitative.
7.3 Results
This section will present the results where the methodology is applied to the de-
scribed controllers, both during simulation and for full-scale tests. The simulation
results for the individual controllers will be presented first, and a comparison be-
tween the controllers. The simulated controllers will be compared to the experi-
mental results.
7.3.1 Simulation
7.3.1.1 P Controller
The P controller has one free parameter, the gain Kc. Figure 7.2 shows the pareto
fronts for P controllers with varying degrees of feedforward, ranging from ANR = 0
to ANR = 1.5. The parameters used for simulation were in the range 0≤ Kc ≤ 1.0.
It can be seen that the controller with ANR = 0 starts to increase in average NH3
slip rapidly after the NOx slip goes below 3 g/kWh. The EURO IV emission limited
the NOx slip to 3.5 g/kWh, and it appears that a P controller was enough to meet
the previous emission limits, at least with the assumptions included in this work. As
the feedforward is increased it can be seen that the pareto front is shifted inwards,
giving a better trade-off between NOx and NH3. When ANR > 1, meaning that more
moles of NH3 (or urea) is dosed from the feedforward action than there is NOx in
the monolith inlet, the pareto fronts are shifted upwards, and the feedforward that
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should be used depends on the desired NOx slip. As an example it can be seen that
the P controllers with ANR = 1.3 and ANR = 1.4 overlap.
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Figure 7.2. Pareto fronts for simulated P controllers with the ETC, with different
levels of ANR feedforward. Legend: ANR = 0 ( ), ANR = 0.2 ( ), ANR = 0.5
( ), ANR = 0.8 ( ), ANR = 0.9 ( ), ANR = 1.0 ( ), ANR = 1.1 ( ),
ANR = 1.2 ( ), ANR = 1.4 ( ), ANR = 1.5 ( )
7.3.1.2 PI Controller
The PI controller has two free parameters, the gain Kc and the integral time Ti.
Figure 7.3 shows the influence of the integral time for a PI controller without any
feedforward. The Kc parameter used for simulation was in the range 0≤ Kc ≤ 0.01.
As seen, the difference in the cycle based performance for different Ti is small.
The transient nature of the ETC ensures that the process is never in steady state,
and it makes little difference if the integral action is acting towards a hypothetical
steady state in 60s or 70s. Figure 7.4 shows the pareto fronts for a PI controller
with ANR = 0, and ANR = 0.9-1.2. It can be seen that as with the P controller,
introducing feedforward improves performance. The overlap between controllers
when the feedforward is increased is more prominent with the PI controller than
with the P controller. Generally it seems better to increase the Kc parameter up
to a certain level, instead of increasing the feedforward. The reason for this is
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unknown. When the feedback become too strong, increasing the feedforward is
better for the NOx-NH3 trade-off. The trade-off curves become increasingly steep
as feedforward is increased, which is also seen with the P controller. This is likely
because of fundamental limits of the control structure, and the NOx slip can not
become smaller than a certain limit. At ANR = 1.2 and beyond, increasing the
feedback only gives an increase in NH3 slip, while not reducing the NOx slip.
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Figure 7.3. Pareto fronts for simulated PI controllers with the ETC, with different
integral times. Legend: Ti = 40 ( ), Ti = 50 ( ), Ti = 60 ( ), Ti = 70 ( ),
Ti = 80 ( )
7.3.1.3 PD Controller
The PD controller has three free parameters, the gain Kc, the derivative time Td , and
the filtering factor N. Figure 7.5 shows several pareto fronts with different Td and N
parameters. The Kc parameter used for simulation was in the range 0 ≤ Kc ≤ 0.05.
As can be seen the curves have a non-smooth shape and for a given Td and N, two
different Kc can give the same NH3 slip and different NOx slip. [10] state that the N
parameter normally takes values between 8 and 20, which has been adopted here.
The derivative time has also been tested in a broad range, with limited success. The
PD controller performs worse than P controllers that were shown in Figure 7.2. To
investigate if the reason for the erratic shape was a too strong derivative action, the
gain was held constant while increasing the derivative time, in Figure 7.6.
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Figure 7.4. Pareto fronts for simulated PI controllers with the ETC, with different
levels of ANR feed forward. The integral time for all simulation was Ti= 70. Legend:
ANR = 0 ( ), ANR = 0.9 ( ), ANR = 1.0 ( ), ANR = 1.1 ( ), ANR =
1.2 ( )
It can be seen that even for low derivative times, the trade-off curve became
irregular and no smooth shape was obtained. The reasons for this behaviour is not
fully known, however it is suspected that even though the signal was considered
noise free, the transient input resulted in a rapidly changing error, that the deriva-
tive action was too sensitive to. The fact that the results showed cases where the
controller gave the same NH3 slip for different NOx-slip, suggests there are periods
where one parameter set results in a large NH3 slip at a certain time, while the
other parameter set does not.
Because of these results and the fact that the PD controller performed worse
than a P controller even for good parameters, it was decided to investigate the
properties of the closed-loop system. The isolated feedback system can be described
by Figure 7.7, where y is the NOx conversion, r is the reference in NOx conversion,
e is the error in NOx conversion, u is the dosed NH3, the box C is the controller, P
is the process dynamics, and D is the disturbance dynamics. From the figure is can
be derived that:
Y (s) =
1
1+GC(s)GP(s)
Z(s)+
GC(s)GP(s)
1+GC(s)GP(s)
R(s) (7.5)
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Figure 7.5. Simulated PD controllers with the ETC, with different Td and N. Leg-
end: Td = 0.5, N = 15 ( ), Td = 0.5, N = 20 ( ), Td = 1, N = 10 ( ), Td = 1,
N = 15 ( ), Td = 10, N = 10 ( ), Td = 10, N = 20 ( ), Td = 12, N = 20 ( ),
Td = 15, N = 15 ( ), Td = 1, N = 15, ANR = 1.0 ( )
where s is the complex number frequency parameter from the Laplace transform,
GC(s) is the transfer function for the controller, GP(s) is the transfer function for the
process, and Z(s) is the combined contribution of the disturbances. If R(s) = 0 the
transfer function for the closed-loop disturbance behaviour is achieved:
GZ(s) =
Y (s)
Z(s)
=
1
1+GC(s)GP(s)
(7.6)
and if Z(s) = 0, the transfer function for the closed-loop command behaviour is
achieved:
GR(s) =
Y (s)
R(s)
=
GC(s)GP(s)
1+GC(s)GP(s)
(7.7)
Since the reference in this study is constant, Equation (7.7) is of no interest for the
stability of the system. Equation (7.6) is however of importance for the system.
To analyse the properties of the closed-loop disturbance behaviour, models GC(s)
and GP(s) are required. The models for the disturbances are not needed, since
assuming that stable models are used, the only thing that can introduce instability
is feedback. The model for the controller is the implemented PD controller, and
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Figure 7.6. Behaviour for PD controllers when the gain Kc is kept constant and the
derivative time Td is increased. Kc = 0.01 and Td = 0.1 : 8 Legend: PD controller ( )
using the parameter values Td = 1, N = 10, Kc = 0.01:
GC(s) =−Kc
(
1+
sTd
1+ sTd/N
)
=
−0.11s−0.1
s+10
(7.8)
The process model was created using the system identification toolbox in Matlab.
The same open-loop data that was used for validation in Chapter 5 was used to fit
the parameters. Several different order models were tried, and the best fit to data
was achieved with a 2-pole-2-zero model:
GP(s) =
13.9s2+5.655s+0.04339
s2+0.4009s+0.0007181
(7.9)
The poles of GC(s) and GP(s) are negative, however if Equations (7.8) and (7.9) are
inserted in Equation (7.6), the poles of the system are:
s1 = 16.26
s2 =−0.40
s3 =−0.0008
The fact that the system has positive poles indicates that the system might be unsta-
ble. The process model used here is not as good a representation of the dynamics
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as model 2 that was used to create the pareto fronts, however it indicates that it is
not necessarily a well defined control problem.
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Figure 7.7. Overview of the feedback system.
7.3.1.4 PID Controller
The PID controller has four free parameters, the gain Kc, the integral time Ti, the
derivative time Td , and the filtering factor N. Ti was chosen as the value that showed
the best performance during PI analysis in Section 7.3.1.2, and Td and N were
chosen based on performance in PD analysis in section 7.3.1.3. The Kc parameter
used for simulation was in the range 0≤ Kc ≤ 0.02. Figure 7.8 shows pareto fronts
for PID controllers with ANR = 0, and ANR = 0.7-1.1. It can be seen that the
negative effect of derivative action seems to have disappeared. The performance
is, as with the P and PI controller, improved when feedforward is included. The
overlap seen previously when feedforward is increased is also seen here.
The same analysis of the closed-loop system that was carried out for the PD
controller was carried out here as well. The results however showed that Equation
(7.6) had a positive pole for the PID controller as well. The analysis naturally
depends heavily on the process model, which is a big uncertainty in the analysis.
To investigate further why the PD controller exhibits unexpected behaviour and the
PID does not, the contribution of each of the control parts was analysed for a specific
controller for the PD and PID controllers. Figure 7.9 shows the contributions of
each part of the controller for a PD and PID controller without feedforward. For
the PD controller, the derivative part takes values both positive and negative. This
is due to the form in Equation (7.4). If the current NOx conversion is higher than
the previous, and the previous derivative action was low, it is possible to achieve
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negative action. The overall control action was set to be minimum 0, however the
individual parts were not. If the PD controller is compared to the PID controller,
it can be seen that, as expected, the integral action becomes larger throughout the
test, since the set point was 100% conversion. The integral action is dominant in
the later stages of the test, and since the derivative part has little influence, this can
explain why the PID controller seems to function well, and the PD does not.
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Figure 7.8. Simulated PID controllers with the ETC, with different levels of ANR
feed forward. Legend: ANR = 0 ( ), ANR = 0.7 ( ), ANR = 0.8 ( ), ANR
= 0.9 ( ), ANR = 1.0 ( ), ANR = 1.1 ( )
7.3.1.5 Comparison of Simulated Controllers
Figure 7.10 compares some of the previous results. The best controller tested was
the PI with feedforward ANR = 1.0. This controller outperformed the P controller
with feedforward, meaning that the integral action increased performance when
combined with feedforward as well. The difference between a P controller and a
PI controller was however substantially bigger without feedforward. The reason
integral action improves performance even though no steady state is reached is be-
cause it ensures that there is continous dosing, even during periods of low error.
The effect of feedforward was dominating, and as can be seen, a P controller with
feedforward outperformed a PI controller without feedforward. The difference be-
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Figure 7.9. Comparison of the different control contributions for a specific PD
(top) and PID (bottom) controller. Legend: Proportional action ( ), Integral
action ( ), Derivative action ( )
tween a PI controller and PID controller without feedforward is difficult to see in
Figure 7.10. However if zoomed, it can be seen that the PI controller was slightly
better than the PID controller. This confirms that the derivative action has little or
no effect at the expense of added complexity, also combined with the integral ac-
tion. Figure 7.10 shows that controllers including both feedback and feedforward
performed better than controllers with only feedforward. This shows that even
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though the feedforward was dominating, the feedback control action contributes to
the cycle based performance.
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Figure 7.10. Simulated PID controllers with the ETC, with different levels of ANR
feed forward. Legend: P ( ), P with ANR = 1 ( ), PI ( ), PI with ANR =
1.0 ( ), PD ( ), PD with ANR = 1.0 ( ), PID ( ), PID with ANR = 1.0
( ), ANR = 0:1.0 ( )
7.3.2 Experimental Verification
This section will present the experimental results where a small selection of the
simulated controllers was tested with a full-scale setup. The feedfoward ANR was
in all cases set to ANR = 0.9, except for the controller with only feedforward.
7.3.2.1 ANR Feed Forward
Figure 7.11 shows a comparison between the simulated ANR based feedforward
controller with ANR = {0.6:1.4} with step length 0.05, and experimental data for
ANR = {0.7, 0.8, 0.9, 1.0, 1.1, 1.2}. There deviation between data and model is
small. It is slightly higher for higher ANR values than for the lower values. This is
expected, since the model has been calibrated and validated for operating condi-
tions that are close to Euro IV emission limits. The experimental pareto front has the
same curving shape as the simulated controllers. It can be noted that the figure does
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not show the exact placement of the simulated ANR = {0.7,0.8,0.9,1.0,1.1,1.2}
controllers. This is because it is expected to have a deviation between the model
and the experimental data for a controller with identical parameters. The differ-
ence is due to both on the fact that the simulation was based on a 10 liter engine
and the experimental tests with a 13 liter engine, and that the catalysts were of
slightly different size. This does however not invalidate the methodology, as the
purpose is to investigate the trade-off curve, rather than the exact performance of a
specific controller. When a controller that has been developed through simulation
is implemented, it will likely require fine tuning of the parameters.
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Figure 7.11. Simulated ANR based feedforward controllers with the ETC, com-
pared with experimental data. Legend: Model ANR = {0.6:1.4}( ), Data ANR
= {0.7, 0.8, 0.9, 1.0, 1.1, 1.2} ( )
7.3.2.2 P Controllers
Figure 7.12 shows a comparison between the simulated P controllers with ANR =
{0,0.9}, and the experimental data for the same controllers. The parameters for the
experimental tests were, without feedforward:
Kc = {0.025,0.03,0.035,0.040,0.045,0.05}
and with feedforward:
Kc = {0.0018,0.0054,0.009,0.0126,0.0162,0.0197}.
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It can be seen that for the controllers without feedforward, the experimental tests
perform better than the simulated controllers. The pareto front is located closer
to the desired bottom left corner than the simulated controllers. The experimen-
tal pareto front has a more linear trend than what can be seen for the simulated
pareto front. In general the simulated pareto fronts have an increasing slope with
a more aggressive controller, and is close to linear, in the chosen parameter inter-
val, for high NOx conversions. The reason for the linear experimental pareto front
can therefore be that the curving section has already been passed for the chosen
parameters. It is also possible that a larger span of parameters is needed to see the
curving in the experimental tests, as the curvature can appear close to linear, even
for the simulated pareto fronts, for smaller intervals of Kc.
To gain insight into why there is a difference between the case when ANR = 0,
the error that the dosing system was acting on in Equation (7.3) in the test is plotted
for the same controller, both for simulation and experimental values, in Figure
7.13. The top of the figure shows the error during simulation, and the bottom
shows the error in the experimental test. It can be seen that the error is changing
significantly more rapidly when the model is used compared to the experimental
setup. The two first sections of the ETC shows a greatly varying error for both
the model and experiment, however in the last section, which is less transient, the
model has an average error of around 0.3 and the experimental controller achieves
an almost zero error. If the average error is taken for both tests for the first 1200
s, the average error is 0.24 for the model and 0.20 for the experiment. For the
entire test the average error is 0.25 for the model and 0.16 for the experiment.
The majority of the difference between the two cases can therefore be traced to
the last section. The main difference between the two errors appears to be that
the model error contains more high frequency components. Figure 7.14 shows the
frequency components for the error series for both the model and the experimental
data, up to the Nyquist frequency of 0.5 Hz. The figure confirms that the higher
frequency components are generally larger for the model than the error. The model
has a significant contribution up to around 0.2 Hz, until it starts decreasing. The
data has a high contribution up to 0.1 Hz, and is low at higher frequencies. To
investigate if a closer match between the model and data error was possible if the
high frequencies of the model were removed, low pass Butterworth filters were
developed and applied to the model error. The low pass filter has the form:
H(s) =
B(s)
A(s)
=
b(1)sn+b(2)sn−1+ ...+b(n+1)
a(1)sn+a(2)sn−1+ ...+a(n+1)
(7.10)
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where a are the coefficients for the numerator, b are the coefficients for the denom-
inator, and n is the order of the filter. a and b contains n+ 1 parameters. First,
second, and third order filters were tested. A higher order low pass filter generally
means that it has a more direct cut-off after the cut-off frequency. Based on the
frequency component analysis in Figure 7.14, the cut-off frequency was chosen as
0.1 Hz. It was attempted to optimise the best cut-off frequency for different filter
orders, with a least-squares optimisation problem. The results however showed
that the filters became too aggressive, and certain parts of the data set contributed
significantly to the objective function, resulting in a filter that appeared closer to
the average of the error. It was therefore decided to use 0.1 Hz as the cut-off fre-
quency, which provided a good trade-off between keeping the model dynamics and
a better fit to data. The coefficients for the filters can be seen in Table 7.1. Figure
7.15 shows a comparison between the experimental error of the investigated P con-
troller, and when the model error has been filtered with a first, second, and third
order filter. The model error is significantly closer to the experimental error. The
main difference between the different orders of the filter can be seen between 400
to 500 s and 1000 to 1200 s, where the higher order filters produces a signal closer
to the model signal. At periods where the model has zero error, such as between
900 to 1000 s, and 1300 to 1800 s, there still exists a large difference between the
model and experiment. The results shows that the experimental sensor or monolith
includes frequency dampening properties that the model cannot predict, at least
when a feedback controller is used. If the model should be used to test controllers,
the output should therefore be filtered as shown here.
For the controllers with ANR = 0.9, the agreement between the simulated and
experimental pareto fronts is better. The experimental controllers perform slightly
worse than the simulated controllers. It can be noted that the first data points has
a slightly higher NH3 slip than the second data point, which has a more aggressive
controller. This is however due to the catalyst being conditioned in a incorrect way
in the first test. It can be seen that the difference between the controllers with ANR
= 0 and ANR = 0.9 is substantially lower for the experimental pareto fronts than
for the simulated.
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Figure 7.12. Simulated P controllers with the ETC, compared with experimental
data. Legend: Model ANR = 0 ( ), Model ANR = 0.9 ( ), Data ANR = 0 ( ),
Data ANR = 0.9 ( )
Table 7.1. Coefficients for the low pass filters.
Parameter n= 1 n= 2 n= 3
a1 1.0 1.0 1.0
a2 −0.5095 −1.1430 −1.760
a3 − 0.4128 1.1829
a4 − − −0.2781
b1 0.2452 0.0675 0.0181
b2 0.2452 0.1349 0.0543
b3 − 0.4128 0.0543
b4 − − 0.0181
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Figure 7.13. Comparison of the error used to calculate urea dosing for the P con-
troller, with model (top) and experimental (bottom). Legend: Error ( )
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Figure 7.14. Frequency components for the error used to calculate urea dosing for
the P controller, with model (top) and experimental (bottom). Legend: Amplitude
( )
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Figure 7.15. Comparison of the error used to calculate urea dosing for the P con-
troller, with experimental and filtered model, for 1st order filter (top), 2nd order
filter (middle), 3rd order filter (bottom). Legend: Experimental error ( ), Fil-
tered model error ( )
142 Chapter 7. Controlling the Urea Dosing
7.3.2.3 PI Controllers
Figure 7.16 shows a comparison between the simulated PI controllers with ANR =
{0,0.9}, and the experimental data for the same controllers. The parameters for the
experimental tests were, without feedforward:
Kc = {0.0022,0.0025,0.0029,0.0032,0.0036,0.0039}
and with feedforward:
Kc = {0.0001,0.0002,0.0003,0.0004,0.0005,0.0006}.
The integral gain was taken as Ti = 70 for both the simulated and experimental
controllers. The results shows that the experimental pareto front for ANR = 0 has
a unexpected shape, where an increase in Kc can result in a significant decrease in
NOx slip, but a similar NH3 slip. This occurs both in the beginning of the pareto
front and the end, while in the middle a clear decrease in NOx slip gives a clear
increase in NH3 slip. If the first data point is assumed to be invalid due to catalyst
conditioning, the shape of the pareto front has an opposite trend compared to the
simulated pareto front, where an increase in Kc gives a lower increase in NH3 slip
for each incremental Kc increase. This would only be valid up to a certain point,
where monolith limitations would result in a very high increase in NH3 slip for
a small decrease in NOx slip. If the last data point is assumed invalid, the trend
appears correct. The results for ANR = 0 are however in reasonable agreement to
the simulated pareto front.
For the case with ANR = 0.9, it can be seen that the model again has over
predicted the performance slightly, since the simulated pareto front is closer to the
bottom left corner. The difference is however minor, and the model has captured
the trend quite well.
7.3.2.4 PD Controllers
Figure 7.17 shows a comparison between the simulated PD controllers with ANR
= {0,0.9}, and the experimental data for the same controllers. The parameters for
the experimental tests were, without feedforward:
Kc = {0.0082564,0.008974,0.009692,0.01041,0.011128,0.01184615}
and with feedforward:
Kc = {0.0005,0.0015,0.0026,0.0036,0.0046,0.0056}.
The derivative gain was taken as Td = 1 and the filtering factor N = 15. The PD
controller with ANR = 0 is the case where the model differs the most from the
experimental data. The pareto front for the experimental controllers have a bet-
ter trade-off than the simulated controllers. During simulation, the PD controller
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Figure 7.16. Simulated PI controllers with the ETC, compared with experimental
data. Legend: Model ANR = 0 ( ), Model ANR = 0.9 ( ), Data ANR = 0 ( ),
Data ANR = 0.9 ( )
showed an erratic shape and was the controller that performed the worst, as pre-
sented in Section 7.3.1.3. Since the controller shows substantially better perfor-
mance in experimental results it can be concluded that the model is not able to
predict this scenario well. For the case when ANR = 0.9, it can be seen that the
trend is very similar for the simulated and experimental controllers. The experi-
mental pareto front lies slightly below the simulated pareto front, however as pre-
viously explained, the exact values are not of interest for this work, only that the
NOx-NH3 trade-off can be accurately described, which is the case here. Both exper-
imental pareto fronts has logical trends with no outliers, as was the case for the PI
controller in Section 7.3.2.3.
7.3.2.5 PID Controllers
Figure 7.18 shows a comparison between the simulated PID controllers with ANR
= {0,0.9}, and the experimental data for the same controllers. The parameters for
the experimental tests were, without feedforward:
Kc = {0.0021,0.0026,0.0031,0.0036,0.0041,0.0046}
and with feedforward:
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Figure 7.17. Simulated PD controllers with the ETC, compared with experimental
data. Legend: Model ANR = 0 ( ), Model ANR = 0.9 ( ), Data ANR = 0 ( ),
Data ANR = 0.9 ( )
Kc = {0.000433,0.000867,0.0013,0.0017,0.0022,0.0026}.
The Ti, Td , and N parameters were taken as the ones for the PI and PD controllers.
As with the other controllers, the case when ANR = 0 is when the model differs most
from experimental data. The deviation is however not as big as in the P controller
and PD controller case. One data point is different from the general trend. The
reason for this is not obvious, since it is in the middle of the range, meaning it is
not due to catalyst conditioning. The experimental data for ANR = 0 shows that
the controller performs better in the experimental setup than when the model is
used.
For the case when ANR = 0.9, the difference between model and data is smaller,
as was the case for the other controllers as well. For low feedback levels it can be
seen that the controller with feedforward performs better than the pure feedback
controller. When the feedback action is increased, the difference is however de-
creasing, and in the end the PID controllers with ANR = 0 and ANR = 0.9 performs
equally well. As in the case with the previous controllers, the performance of the
controller with ANR = 0.9, is slightly overestimated. In general the difference is
however not significant.
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Figure 7.18. Simulated PID controllers with the ETC, compared with experimental
data. Legend: Model ANR = 0 ( ), Model ANR = 0.9 ( ), Data ANR = 0 ( ),
Data ANR = 0.9 ( )
7.3.2.6 Comparison
Figure 7.19 shows a comparison between all the experimentally tested controllers,
both with and without feedforward (ANR = 0.9). It can be seen that the controller
that performed the best of all the tested controllers was the PD controller with ANR
= 0.9. This is not in agreement with simulation results, where the PI controller with
feedforward was the best performing controller. The difference between the PI and
PD controllers with feedforward is however quite small. In the simulation results
the PD controller was the worst performing controller out of the ones that included
feedforward. It can be seen that the difference between the PI and P controllers with
feedforward is small, however at low feedback action, the PI controller appears to
be the best. Since the model has had difficulties predicting the performance of
the PD controller, if it had not been included in the experimental tests, the PI with
feedforward would have been the best performing controller both in simulation and
experimental tests. It can be noted that all controllers that includes both feedback
and feedforward performed better than the pure feedforward controller, which is
something that was the case in simulation as well.
For the controllers without feedforward (ANR = 0), the controller that performs
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best appears to be the PID controller. A direct comparison is difficult, since some
of the controllers have unusual trends in their pareto front. For example the PI
controller has several data points that are significantly worse than the rest, however
some of them performs on the same level as the P controller. The parameters that
were chosen for the PD controller has not been optimal for comparison since the
pareto front is too far away from the rest. Any conclusions about the performance of
the PD controller in relation to the other controllers is therefore difficult to make.
The conclusions drawn from simulation regarding the PID controller is however
correct since it was both the best performing controller without feedforward in
data and simulation (together with the PI controller).
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Figure 7.19. Comparison between experimental data for P, PI, PD, PID, and feed
forward controllers. Legend: P ANR = 0 ( ), P ANR = 0.9 ( ), PI ANR = 0 ( ), PI
ANR = 0.9 ( ), PD ANR = 0 ( ), PD ANR = 0.9 ( ), PID ANR = 0 ( ), PID ANR =
0.9 ( ), ANR feed forward ( )
7.4 Discussion
The presented methodology provides a way to compare controllers graphically in
their whole operational span. Although it has only been applied to P, PI, PD, and
PID controllers with feedforward in this work, it can easily be applied to other con-
trollers as well, for example model based controllers, controllers based on NH3, etc.
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For a controller that requires an optimisation problem to be solved, it can be suit-
able if the user is uncertain about the weights that should be used in the objective
function. If the objective function weights are changed and the solutions presented
using pareto fronts, the pareto fronts will give an overview of which weights corre-
sponds to the desired controller performance. Due to the large number of param-
eters that has to be tested to generate the pareto fronts, the methodology would
become resource intensive if it was applied experimentally directly. It is thus more
suitable for comparing controllers through simulation. The controllers and shape of
the pareto fronts can be validated experimentally with a smaller number of exper-
iments, to confirm that the same results can be achieved when dosing delay, cross
sensitivity to NH3, and other factors are considered, that are complicated to include
in a model.
From the experimental validation carried out in this work it is clear that some
conclusions were valid from the simulation results, and some were not. The main
problem was the problems the model had to predict the global cycle wide NOx and
NH3 slip. A reason for this can be the way the model has been calibrated, and how
feedback operates. As discussed in Chapters 4 and 5, it is possible that the lack of
proper NH3 adsorption and desorption data has affected the quality of the coverage
prediction. A model that should predict the effects of a feedback controller has to
be able to correctly predict the dynamics of a longer time-span, compared to a feed-
forward controller, since feedback controllers act on the current error at the outlet
of the system. The feedforward controllers on the other hand does not, to the same
extent, depend on the slow dynamics of the system, since the controllers are acting
directly on the disturbances on the system. Another possible explanation to why
the model is more successful in predicting the effects of feedforward controllers is
that the model has been calibrated and validated with feedforward based data. To
investigate the differences between some of the results between simulation and ex-
periments, several different analyses were conducted. The low-pass filtration of the
error conducted for the P controller showed that it was possible to achieve a model
error that is closer to the experimental error. The results suggests that the model
does not include certain frequency filtering properties that the experimental system
does. The low-pass properties can be a results of either, or both, the monolith and
the sensors used to measure the monolith inlet and outlet concentrations. The accu-
racy of the methodology depends on the accuracy of the model, and with the model
used here the major conclusions were transferable from the model simulations, and
the methodology therefore has use in practice. Due to the model mismatch the sim-
ulation wrongly indicated that the PD controller was unsuitable for the application.
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The experimental tests however showed that the PD controller is suitable, and per-
forms similarly to the PI controller. The PD controller is suspected to be successful
due to the transient application.
In this work the pareto fronts have been based on entire-cycle based perfor-
mance by measuring the average NH3 slip and total NOx slip. The current legisla-
tion includes rules about the total NOx slip, the average NH3 slip over the entire
cycle, and the maximum NH3 peak at any given time. The pareto fronts can be mod-
ified to represent the maximum peak slip, or expanded so that all three legislative
limits are covered.
The results shown here are general in the sense that changes in catalyst volume
or other system parameters would shift the position of the pareto fronts, but will
not change the conclusion on the rankings of controllers in relation to performance.
This is confirmed in Figure 7.20, where the pareto fronts for the P and PI controllers
are plotted for two different volumes. As expected, the larger volume improves
the trade-off between NOx slip and NH3 slip, since more catalyst is available for
reaction. The conclusions are still valid as the PI controller performs better than
the P controller.
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Figure 7.20. Comparison between the 18.7 L catalyst and a 33% bigger monolith
for the P and PI controllers with ANR = 1.0. Legend: P ANR = 1.0 ( ), PI ANR
= 1.0 ( ), P ANR = 1.0, 33% bigger monolith ( ), PI ANR = 1.0, 33% bigger
monolith ( )
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The study shows that out of the basic control structures, a PI with feedforward
is the only structure of interest when balancing performance and complexity. The
feedforward is shown to be so important for the overall performance that sensors
before the SCR catalyst are required. It is possible to use an engine-NOx map
that provides information about the engine outlet NOx levels for different driving
conditions. This however suffers from some problems, such as not taking ambient
conditions into account.
7.5 Conclusions
A methodology has been presented that uses pareto fronts to analyse how changes
in the urea dosing control structure can improve the trade-off between NOx slip
and NH3 slip. The results from the simulation showed that, out of the tested con-
trollers, a PI controller coupled with ANR based feedforward performed the best.
In the experimental tests of the controllers, the PD controller with feedforward per-
formed best, however the differences between the controllers was small. Using a
combination of feedforward and feedback performed best both in simulation and
experimental tests. The methodology enables conclusions to be drawn regarding
which control structure performs best. The analysis can be conducted with a simu-
lation model, thereby minimizing experimental effort.

Chapter8
SystemWide Modelling of the Exhaust
Gas Cleaning System
A methodology to develop a modular simulation tool capable of
simulating the whole catalytic exhaust system is presented. The
methodology describes the steps required to go from problem
formulation to the final modular simulation tool. Models for
the different exhaust gas cleaning catalysts are presented, and
the methodology is applied to make a modular simulation tool.
The simulation tool is used to simulate various system designs.
The main contributions of this chapter are published in (A.
Åberg, T. K. Hansen, K. Linde, A. K. Nielsen, R. Damborg, A.
Widd, J. Abildskov, A. D. Jensen, J. K. Huusom. A Framework
for Modular Modeling of the Diesel Engine Exhaust Gas Clean-
ing System. Computer Aided Chemical Engineering 37 (2015)
455-460.) and (T. Christiansen, J. Sydney, A. Åberg, J. Abild-
skov, J. K. Huusom. Methodology for Developing a Diesel Ex-
haust After Treatment Simulation Tool. Submitted to SAE Tech-
nical Papers, 2016)
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8.1 Introduction
To be able to fully understand and optimize the aftertreatment system without using
too many resources, it is beneficial to be able to simulate the complete system under
different scenarios. A modular simulation tool consisting of different blocks repre-
senting the different catalysts would be able to simulate almost all configurations
of diesel flue gas cleaning systems. The main advantage with a modular structure
is that it allows for changes in a single or several blocks. For example, the model
structure or the catalyst formulation in one of the catalysts can be changed with
minimal effort. Volumes of the catalysts, parameter values, etc. can be changed to
investigate the effect the changes will have on the overall system performance. It
would be possible to go between different catalyst configurations. It would also be
possible to simulate combinatorial dynamic effects, for example how changing one
catalyst will affect the dynamics of the whole system. The experimental effort can
be reduced substantially if the model accurately can describe the system. To achieve
this, models of the catalysts have to be developed or collected from literature and
modified in a way so that they can work together.
Modeling of the different catalysts independently has been studied previously
in literature. The DOC has been modeled by for example [63], early DPF modeling
was done in [12], and a recent review can be found in for example [29]. The SCR
has been modeled in this thesis, and for example in [17], and the ASC in [26]. To
my knowledge, little effort has been done to develop a methodology to combine in-
dependently developed models to create a modular model combining all the catalyst
in the system, that is aimed at simulating the complete exhaust system during tran-
sient operation. Some software exists that are able to simulate the whole system,
for example AVLBoost [13] and Exothermias Axisuite software [103]. Commercial
software, while providing excellent user friendliness and performance, is limited
with regards to programming language, model structure, and interface, while the
presented methodology allows the user to use his or her favourite. This chapter will
briefly present four different models that has been used to develop a modular sim-
ulation tool. It will present a methodology of the steps needed to make a modular
model based on independently developed models.
Relatively simple models are used together with the methodology to illustrate
the methodology, however a straight forward extension could be to include more
detailed and validated models, to develop a more functional simulation tool.
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8.2 Methodology
This section will present a suggested methodology of necessary steps to make a
modular model that is able to handle transient simulation. Step 1 through 7 below
are the suggested steps.
1. Problem formulation.
2. Model collection and understanding.
3. Data collection.
4. Modification into dynamic formulation.
5. Equalization of the inputs and outputs for the models.
6. Implementation of the models in compatible software.
7. Model validation.
Step 1 involves a proper formulation of the problem: what is the application and
how many underlying models are necessary to describe the system. This step will
also clearly define if the presented methodology is the correct one to use, since the
user should realise if a modular simulation tool is needed. Based on the require-
ments formulated in 1, the relevant models will be collected in step 2. This involves
both channel models and kinetic models. It also concerns understanding the system
to such a degree that it can be concluded if a fully dynamic model is necessary, or
if the dynamics are so fast that a pseudo-steady state model is enough to handle
a transient input. Step 3 involves collection of data for the models. If the models
are collected from literature, some physical constants and kinetic constants that are
required might be unavailable. Based on the analysis in step 2 and the current con-
figuration of the collected models, step 4 requires the user to modify the models
into a dynamic formulation. For the models to be able to work together, the inputs
and outputs must be matched in all the underlying models, which is done in step
5. To be able to simulate the models together, step 6 instructs the user to imple-
ment the models in compatible software. This is a non-trivial step that requires that
the models are implemented in a structured way, to ensure that they can be eas-
ily exchanged and modified. Figure 8.1 shows an overview of a suggested model
implementation. The call function defines the catalyst properties such as chemi-
cal composition and volume. The physical models, kinetic models, and physical
parameter models are also defined, ensuring that the correct models are used in
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the different model blocks. The call function also specifies the inlet conditions and
defines the discretisation methods that should be used to solve the models. Model
blocks 1 through 3 represents the different units in the exhaust cleaning system,
such as an SCR catalyst or DPF. It can however also represent a urea dosing device,
or a piece of tubing between the monoliths. The boxes Kin 1 through 3 represents
the kinetic models that should be coupled with the physical models. If the model
block represents a catalytic unit, the kinetic model defines the reactions occurring,
however if the model block represents a piece of pipe, a kinetic model is not neces-
sarily required. The boxes labelled Phys 1 through 3 represents physical parameter
models, such as film transfer coefficients and diffusion coefficients, that are state
dependant. Parameters that does not depend on the conditions in the model block,
should be defined in the call function instead. If the models are implemented in
a way such as this, or similar, the simulation tool becomes highly modular and
flexible, and can be used for a multitude of different system simulations.
Call 
function 
Model 
block 1 
Model 
block 2 
Model 
block 3 
Kin 
1 
Phys 
1 
Kin 
2 
Phys 
1 
Kin 
3 
Phys 
3 
System 
output 
Figure 8.1. Example of how the implementation of the simulation tool can be
structured.
When the modular model is working, a recommended step is to validate the
model. Since the nature of the model is modular, it will require much experimental
effort to validate all configurations, thus it is preferable to use well validated models
from the start.
8.3 Models
To apply the methodology four models were taken from literature and coupled with
kinetic models from literature. This section will present the models. The channel
models for the Diesel Oxidation Catalyst (DOC), SCR, and Ammonia Slip Catalyst
(ASC) are structurally similar, since the monoliths are of flow-through design. For
the simplified models it was assumed that:
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1. The channels are identical and has square shape.
2. There is no heat transport by conduction.
3. There is no heat loss to the surroundings.
4. Temperature, concentrations and velocity are uniformly distributed.
5. All flow in radial direction has been neglected.
8.3.1 DOC Model
The model for the DOC was developed by Kim and Kim [63], and was slightly mod-
ified to fit with the presented assumptions. The mass balances can be summarized
in the following equations:
∂Ci,g
∂ t
=−u∂Ci,g
∂x
+
km,i(x)S
φ
(Ci,s−Ci,g) (8.1)
dCi,s
dt
=
km,i(x)S
1−φ (Ci,g−Ci,s)+
apt
1−φ
NR
∑
k
vi,krk (8.2)
where Ci,g is the gas concentration in the channel phase for species i, Ci,s is the
concentration in the solid phase for species i, u is the linear gas velocity, km,i is the
film transfer coefficient for mass for species i, φ is the fraction of channel area in
the cross sectional area of the monolith channel, S is the geometric surface area,
a is the active site surface area, and i = CO, HC, NO, NO2, O2. The temparature
equations are:
∂Tg
∂ t
=−u∂Tg
∂x
+
ht(x)S
φρgcp,g
(Ts−Tg) (8.3)
dTs
∂ t
=
ht(x)S
(1−φ)ρscp,s (Tg−Ts)+
apt
(1−φ)ρscp,s
NR
∑
k
−∆Hkrk (8.4)
where Tg is the channel phase gas temperature, Ts is the solid phase gas tempera-
ture, ht is the film transfer coefficient for heat, ρg is the gas density, cp,g is the gas
heat capacity, ρs is the solid phase density, and cp,s is the solid phase heat capacity.
The system of equations requires boundary conditions and initial conditions to be
156 Chapter 8. System Wide Modelling of the Exhaust Gas Cleaning System
solved. These can be written as:
Ci,g(x= 0, t) =Cini,g(t) (8.5)
Tg(x= 0, t) = T ing (8.6)
Ci,g(x, t = 0) =C0i,g(x) (8.7)
Ci,s(x, t = 0) =C0i,s(x) (8.8)
Tg(x, t = 0) = T 0g (x) (8.9)
Ts(x, t = 0) = T 0s (x) (8.10)
The kinetic model coupled with the channel model was described by Kim and Kim
as well [63]. The kinetic model considered three different chemical reactions, the
oxidation of CO into CO2, the oxidation of HC, which was assumed to be C3H6, and
the oxidation of NO into NO2. The kinetic parameters were also taken from Kim
and Kim [63].
8.3.2 DPF Model
The model that was used for simulating the DPF was very simplified compared to
what can be found in literature. Pressure loses, which is an important state in the
DPF for determining when the filters needs to be regenerated, was neglected. It was
simply assumed that 99% of the soot was retained in the filter. To include the most
significant effect the DPF has on the chemical gas composition, the regeneration
reaction where NO2 oxidises the soot was included. Since no pressure loss was
present, the filter mass balance was described using a similar equations structure
as presented for the DOC.
∂Ci,g
∂ t
=−u∂Ci,g
∂x
+
NR
∑
k
vi,krk (8.11)
The chemical reaction included was:
C+2NO2→ CO2+2NO (8.12)
which was modelled using a standard Arrhenius based expression
rC,ox = k0 exp(−EA/RT )CCC2NO2 (8.13)
where the kinetic parameters were taken as EA= 48.57kJ/mol, k0= 3.16·1013m6/mol2s.
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8.3.3 SCR Model
The model that was used for the SCR monolith was not based on the models pre-
sented in Chapter 3, but instead the model presented by Opitz et al. was used [95].
The model is structurally similar to model 2 used in this thesis, and can be described
as:
∂Ci,g
∂ t
=−u∂Ci,g
∂x
− 4
Dh
km,i(x)(Ci,g−Ci,s) (8.14)
∂Ci,s
∂ t
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The boundary and initial conditions required to solve the model were:
Ci,g(x= 0, t) =Cini,g(t) (8.18)
Tg(x= 0, t) = T ing (t) (8.19)
Ci,g(x, t = 0) =C0i,g(x) (8.20)
Ci,s(x, t = 0) =C0i,s(x) (8.21)
Tg(x, t = 0) = T 0g (x) (8.22)
Ts(x, t = 0) = T 0s (x) (8.23)
where Dh is the hydraulic diameter of the channel, and the rest as previously de-
fined. The kinetic model that was coupled with the channel model was based on a
Cu-zeolite SCR catalyst and presented by Pant and Schmieg [96], from which the
kinetic parameters were taken as well.
8.3.4 ASC Model
Depending on the physical structure of the ASC, the models for monolith can be
different. A common structure is that the ASC has two different washcoat layers,
where on acts as a oxidation layer and the other as a SCR layer. This improves the
catalysts selectivity towards N2. The idea is that excess NH3 from the SCR monolith
is oxidised to NO in the bottom layer of the washcoat, and the NO is reacted into
N2 in the SCR layer in the typical SCR reactions. An overview of this can be seen in
Figure 8.2. The dual-layer ASC was used here. The two catalytic layers were treated
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Figure 8.2. Schematic view of a dual-layer ASC monolith.
as surfaces, and assumed to be connected through film transfer. The equations used
to model the channel and surface physics were:
∂Ci,g
∂ t
=−u∂Ci,g
∂x
+ kIm,iS(C
tl
i,s−Ci,g) (8.24)
∂Ctli,s
∂ t
=
kIm,iS
(1−φ)εwc (Ci,g−C
tl
i,s)+
kIIm,iS
(1−φ)εwc (C
bl
i,s−Ctli,s)+
1
(1−φ)εwc
NR
∑
k
−vi,krtlk
(8.25)
∂Cbli,s
∂ t
=
kIIm,iS
(1−φ)εwc (C
tl
i,s−Cbli,s)+
1
(1−φ)εwc
NR
∑
k
−vi,krblk (8.26)
∂Tg
∂ t
=−u∂Tg
∂x
+
hItS
ρgcp,g
(T tls −Tg) (8.27)
∂T tls
∂ t
=
hItS
(1−φ)ρscp,s (Tg−T
tl
s )+
hIIt S
(1−φ)ρscp,s (T
bl
s −T tls )+
1
(1−φ)ρscp,s
NR
∑
k
−∆Htlk rtlk
(8.28)
∂T bls
∂ t
=
hIIt S
(1−φ)ρscp,s (T
tl
s −T bls )+
1
(1−φ)ρscp,s
NR
∑
k
−∆Hblk rblk (8.29)
where the superscripts tl means top layer, bl bottom layer, I is the gas-solid inter-
face, II is the solid-solid interface, εwc is the porosity of the washcoat, and the rest
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as previously defined. The boundary and initial conditions are as previously:
Ci,g(x= 0, t) =Cini,g(t) (8.30)
Tg(x= 0, t) = T ing (t) (8.31)
Ci,g(x, t = 0) =C0i,g(x) (8.32)
Ctli,s(x, t = 0) =C
tl,0
i,s (x) (8.33)
Cbli,s(x, t = 0) =C
bl,0
i,s (x) (8.34)
Tg(x, t = 0) = T 0g (x) (8.35)
T tls (x, t = 0) = T
tl,0
s (x) (8.36)
T bls (x, t = 0) = T
bl,0
s (x) (8.37)
The chemistry required to describe the reactions for the ASC requires one model for
each catalytic layer. For the top SCR layer, the same kinetic model was used as was
presented for the SCR model in Section 8.3.3. For the oxidation layer the kinetic
model was based on the model reported by Scheuer et al. [107], from which the
kinetic parameters were taken as well.
8.3.5 Implementation
The presented models has been implemented using the earlier described method-
ology. The main thing to consider when the modular simulation tool is developed
is to ensure that the inputs and outputs remains the same for all units. Table 8.1
shows the different inputs and outputs, and in which units they actively take part.
The species in the table are always included as inputs and outputs in the simulation
tool, however for units where they do not take part, the simply pass through and
are treated as inerts.
Table 8.1. Overview of the relevant chemical species and in which unit the actively
take part.
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The models were implemented in the commercial software Matlab [94], in the
way that was described in Figure 8.1.
8.4 Results
This section will present results from simulations using the modular simulation tool.
The models were initially simulated individually to ensure that the overall trends
for the models were realistic. It should be noted that the models were not validated
or calibrated in any form, besides the work that were done by the individual au-
thors in the papers where the models were collected. The purpose of these results
are therefore not to accurately investigate the effect of each monolith, but rather
highlight the advantage of developing a modular simulation tool.
The parameters and inlet conditions that were used for simulation can be seen
in Table 8.2.
Figures 8.3 through 8.5 shows the steady-state results from a simulation of the
standard exhaust gas cleaning system for Euro VI, at 200, 300, and 400oC. The fig-
ures clearly shows that the ratio of NO/NO2 changes in the DOC, since NO is being
oxidized. The DPF uses some of the NO2 for regeneration, and therefore affects the
ratio as well. The temperature affects the amount of NH3 exiting the SCR catalyst,
since the desorption is temperature dependent. Note that since NH3 oxidation is
not included, and that the NOx conversion is close to 100% for all temperatures,
the temperature is the only factor affecting the SCR NH3 outlet. The differences
between temperatures are however insignificant in this simulation, indicating that
the models has to be calibrated and validated if any proper conclusions should be
possible.
Figure 8.3. Simulation of the standard Euro VI exhaust cleaning system at 200oC.
The staples shows the composition of the gases at the outlet of each unit.
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Figure 8.4. Simulation of the standard Euro VI exhaust cleaning system at 300oC.
The staples shows the composition of the gases at the outlet of each unit.
Figure 8.5. Simulation of the standard Euro VI exhaust cleaning system at 400oC.
The staples shows the composition of the gases at the outlet of each unit.
An important feature of the program is that the system can be simulated using
different configurations of the monoliths. To show this, a simulation has been run
where the order is SCR-ASC-DOC-DPF, at 200oC. Figure 8.6 shows the results. If
the results are compared to Figure 8.3, it can be seen that the alternative monolith
configuration results in different outlet conditions. Since the SCR monolith now
is placed directly after the engine, the NO2/NO ratio is lower, resulting in less of
the fast SCR reaction, and therefore not as high NOx conversion. In practice, there
would be other effects, such as a faster warm up of the SCR monolith. Since the
steady-state results are shown here, the effect of this is not seen.
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Figure 8.6. Simulation of the standard Euro VI exhaust cleaning system at 400oC.
The staples shows the composition of the gases at the outlet of each unit.
8.5 Discussion
The automotive exhast gas aftertreatment system of heavy-duty trucks are com-
plicated systems that consists of several aftertreatment devices, along with other
devices such as an AdBlue dosing system, mixers, pipes and sensors for measuring
the states. To achieve a simulation tool that can take every part into consideration,
all of these things has to be described mathematically. The presented methodol-
ogy provides instructions on how a modular simulation tool can be developed. The
main factor to consider is to ensure that the inputs and outputs of the different
parts that are modelled are coherent. The methodology has only been applied to
the monoliths of the aftertreatment system, however the same principles applies if
other devices should be included as well.
As stated, ensuring that the mathematical models can be integrated into the
simulation tool is the main factor to consider. The other problems in developing
the simulation tool are mostly related to programming, in ensuring that the tool is
easy to use, and is flexible enough to be able to simulate different systems. If the
methodology outlined in Figure 8.1 is used, this ensures that the system can handle
a broad variety of systems.
By choosing to develop a modular simulation tool, a flexible tool is achieved
that can be used for several applications, such as system wide optimisation, inves-
tigations of how the system responds to changes in monolith order, investigations
of changes to catalyst volume, catalyst composition, etc. The main advantage lies
in the fact that the effect on the total system can be analysed for changes in one
catalyst. Since the engine exhaust gas in a diesel application changes dramatically
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in terms of flow, composition, and temperature as the driving conditions change,
detalied studies of the benefits and disadvantages for the aftertreatment system de-
sign needs to be tested for a large variety of scenarios, something that can be very
resource intensive if a simulation tool is not available. Another application of the
simulation tool is to investigate how new innovative units can be integrated into
the system. For example, combining the DPF and SCR, or the SCR and ASC. The ef-
fect such a combination would have on the overall system performance could easily
be investigated, as long as a model is available for the unit. While there are com-
mercial software available that can simulate the aftertreatment system, they are
often limited with regards to programming language, and integration into other
software. Daimler has reported that the company has developed its own exhaust
aftertreatment simulation tool based on Matlab/Simulink [133].
8.6 Conclusions
A methodology to develop a simulation tool for the exhaust gas aftertreatment sys-
tem has been presented. The methodology describes the steps that are required
to ensure that mathematical models describing the different units of the system
can be integrated and simulated together. The methodology has been applied by
constructing a simulation tool that has been used to simulate the exhaust system
at different temperatures with realistic inlet conditions. The uses of the tool has
been exemplified by simulating an alternative configuration to the standard Euro
VI exhaust system.
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Table 8.2. Parameters and inlet conditions used for simulation.
Chapter9
Conclusion
This thesis has focused on increasing the knowledge regarding modelling and con-
trol of the SCR monolith. This has been achieved through several different tasks,
presented in the previous chapters. The basis was five SCR monolith models that
were presented in Chapter 3. Model 1 included the least simplifications, while the
other five models included simplifications related to mass and heat transfer. A ki-
netic model was presented that included most of the relevant reactions taking place
inside the monolith. The kinetic model was used together with all the presented
channel models. It was concluded that the internal mass transfer in one of the stud-
ied models was likely not significant, which was confirmed during the experimental
calibration of the kinetic parameters.
A methodology to estimate kinetic parameters using bench-scale reactor data
and full-scale transient data was presented. The methodology does not depend on
TPD tests, which can compromise the quality of the adsorption and desorption pa-
rameters. The methodology was applied to varying extent to the presented models
in Chapter 3. The models were able to capture the steady-state behaviour of the
small-scale SCR monolith well. The difference between models 1 and 2 was in-
significant during calibration, and it was therefore concluded that the internal mass
transfer was not significant. Models 2, 3, and 5 were validated using full-scale en-
gine data following the European Transient Cycle (ETC). The results showed that
while models 2 and 3 perform satisfactory with regards to NOx prediction, the sim-
plifications of model 5 makes it less suitable for this application. Model 2 can to a
satisfactory degree predict the NH3 slip, however it is underestimated.
To further investigate the effect of the different simplifications, a model analysis
has been presented, where the predictive performance related to NOx was investi-
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gated for models 2, 3, 4, and 5. The models were first analysed using the kinetic
parameters of model 2. This showed, as expected, that model 2 performed best.
The performance of model 3 was close to model 2, while the simplifications of
models 4 and 5 resulted in a significant information loss. Based on the results, the
calibration methodology was applied to models 3 and 5 and the analysis was carried
out again. The results showed that using kinetic parameters specific for each model
improved the predictive performance for all models. The simplifications related to
mass transfer resulted in the smallest information loss.
This thesis has presented a methodology that uses pareto fronts to analyse how
changes in the urea dosing control structure can improve the trade-off between NOx
slip and NH3 slip. The methodology can be used to investigate how changes in the
control structure improves the NOx-NH3 trade-off. P, PI, PD, and PID controllers,
both with and without Ammonia-NOx-Ratio (ANR) based feedforward were imple-
mented and tested using the methodology. The results showed that, out of the
tested controllers, a PI controller coupled with ANR based feedforward performed
the best in simulation. In the experimental tests of the controllers, the PD controller
with feedforward performed best, however the differences between the controllers
was small. The methodology showed that using a combination of feedforward and
feedback is necessary for high performance based on both the simulation and ex-
perimental data.
The last subject that has been discussed in this thesis is related to system wide
modelling of the exhaust gas cleaning system. While modelling and simulating
the SCR monolith itself is a good start to gaining insight, the full system is more
complex. Several different units are normally present in the system, and it cannot
be assumed that the SCR catalyst is the first monolith in the system. To investigate
how the entire system can be modelled, a methodology to develop a simulation tool
for the exhaust gas aftertreatment system has been presented. The methodology
describes the steps that are required to ensure that mathematical models describing
the different units of the system can be integrated and simulated together. The
methodology has been applied by constructing a simulation tool that has been used
to simulate the exhaust system.
The above topics are believed to have further increased knowledge about how
the SCR monolith is modelled and controlled. Insight has been achieved regarding
how well the presented models can predict the SCR monolith output for a full-
scale monolith treating real engine gases, how simplifications related to the channel
model affects the predictive performance, and how the NOx-NH3 trade-off can be
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analysed for different control structures.
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