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We study particle transport in three-dimensional random packings of monodispersed spheres at different par-
ticle Pe´clet numbers using Lagrangian simulations. We find a universal non-exponential function that describes
the observed particle velocity probability distributions when non-Fickian behavior occurs. The function also
reproduces results from particle tracking experiments and yields the Maxwell-Boltzmann distribution in the
Fickian limit. We discuss the implications of the new function, with emphasis on its ability to explain non-
Fickian behavior, which arises because of energy dissipation events during particle deposition even in mildly
heterogeneous media.
Introduction.—Passive transport of particles through disor-
dered porous media is fundamental to many fields of science
and engineering, including environmental tracers monitoring
[1], contaminants transport in the subsurface [2], particles
mixing in fluidized beds [3], and pharmaceuticals delivery
[4]. The particle transport characteristics are often regarded
as a signature of the swept porous structure, but their interpre-
tation remains elusive: particle size, injection flow rate, and
medium spatial heterogeneity are determining factors.
The relative importance of advection versus diffusion in es-
tablishing the particle flow distribution is summarized by the
particle Pe´clet number, Pe∗ = 〈vw〉dp/Dw (where 〈vw〉 is the
mean velocity of the ambient fluid, Dw is its molecular dif-
fusion coefficient, and dp is particle diameter) [5]. The par-
ticle size spans several orders of magnitude, from molecules
(10−9 m) to nanoparticles (10−8-10−6 m) and microparticles
(10−6-10−3 m) [6]. Their propagation in the media is under-
stood from the analysis of the probability distribution (PD)
data of the longitudinal velocity [5, 7]. PDs of the longitu-
dinal particle velocity determined experimentally commonly
feature heavily tailed non-Gaussian distributions, which is re-
garded as the manifestation of non-Fickian transport through
a heterogeneous pore system [8–11]. Indeed, similar non-
Gaussian distributions have been generally observed in other
granular particle systems, such as for clustered gases [12–15].
Although such experimental data are typically fitted with ex-
ponential [11, 16, 17], stretched exponential [18, 19], power-
law [20, 21], or power-exponential [22] probability density
functions (PDFs), our analysis suggests that such approxima-
tions might fail to capture the entire velocity range. In the lit-
erature, laboratory particle-tracking data for solutes, nanopar-
ticles, and microparticles through random packs of spheres
yield similar non-exponential probability decay with increas-
ing velocity [10, 11, 23], suggesting the possibility that a uni-
versal distribution in particle kinetics might exist. The corre-
spondent closed-form function has not yet been identified.
In this Letter, we assess the universality of passive particles
kinetics in porous media. We simulate Lagrangian particle
transport in a three-dimensional random packing of monodis-
persed spheres for 5× 10−4 ≤ Pe∗ ≤ 619 and use the longi-
tudinal velocity PD to develop a statistical model. The model
qualitatively unifies particle kinetic PDs observed experimen-
tally in a closed-form formula and quantitatively explains the
strength of non-Fickian behavior by key statistical parame-
ters. We verify our Lagrangian and statistical models through
comparison against particle-tracking experiments reported in
the literature.
Methodology.—We compare experimental results of par-
ticle flow in monodispersed sphere packings obtained from
nuclear magnetic resonance [10], confocal microscopy [11],
and three-dimensional particle tracking velocimetry [23]. Al-
though the experiments were conducted for different injection
flow rates and particle sizes, the PD of the normalized longi-
tudinal velocity v (particle longitudinal velocity vpL rescaled
by 〈vw〉) on the positive tail shows a similar trend includ-
ing an initial fast decay (v < 1), followed by a slow decay
(1 ≤ v < 3), and a transition to a fast decay (v ≥ 3). One
exponential or power-law function fails to describe the en-
tire velocity range. Instead, a linear summation function
ln[g(v)] = a+ b× ln(v) + c× v2 (coefficients a > 0, b < 0,
c < 0) is attractive, because the logarithmic and quadratic
terms dominate the low and high velocity regions, respec-
tively, and their summation captures the non-exponential de-
cay trend. We find that the correspondent g(v) is an atypical
Nakagami-m PDF of fV (v) in Eq. (1).
The Nakagami-m distribution was introduced to describe
the fading signal intensity in wireless communications [24], in
which case the typical shape parameter m is≥ 0.5 and the PDF
is characterized by a rise to a maximum followed by a slow
decay transitioning to a fast decay. To capture the fast decay
of low particle velocity as observed experimentally [23] and
numerically [16, 19], necessarily 0 < m < 0.5, according to
the constraint b< 0 in g(v). Therefore, in the remainder of the
Letter, Eq. (1) is referred to as an atypical Nakagami-m PDF
for particle velocity v. In Eq. (1), Ω is the scale parameter and
Γ(·) is the Gamma function.
fV (v;m,Ω) =
2mm
Γ(m)Ωm
v2m−1 exp(−m
Ω
v2),
∀v > 0,0 < m < 0.5,Ω> 0
(1)
To test whether Eq. (1) is the universal law for parti-
cle longitudinal velocity, we perform numerical simulations
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2FIG. 1. (a) Fluid velocity field in 3D random jammed packing of
monodispersed spheres. Particle spatial distributions at (b) Pe∗ =
5×10−4 (Solute at Pe = 128) and (c) Pe∗ = 59 (MP at Pe = 1027) in
the pore structure at t = 10τ . Ends of arrow tails denote the particles’
instantaneous position. The arrows denote the direction of particle
velocity vectors vp = vpL+vpy+vpz. Their color denotes the scaled
particle longitudinal velocity (v = vpL/〈vw〉). Stronger deposition
(v≈ 0) is observed in (c) than (b).
of particles transport through a random jammed packing of
spheres. We generate the sphere pack (porous media) by
a modified Lubachevsky-Stillinger algorithm [25], in which
points randomly distributed within a cubic simulation box
of edge length L ≈ 6dg grow into non-overlapping monodis-
persed spheres of diameter dg = 3.6 mm. The procedure yields
220 spheres, an average pore size l=1.18 mm, and a porosity
of 36%, as shown in Fig. 1(a). The spheres are modeled as
Nafion NR50 pellets, with zeta potential -2.23 mV [8, 26].
We simulate incompressible steady viscous fluid flow (iso-
propanol with deionized water of 42 vol/vol %; fluid density
ρw= 786 kg/m3, kinematic viscosity κw = 1.84×10−6 m2/s) at
temperature T =293.15 K through the sphere pack by solving
the Navier-Stokes equations with no-slip fluid-sphere bound-
ary conditions (using the software COMSOL Multiphysics
R©). Periodic boundaries are specified on the six opposing
faces of the simulation box. A constant pressure gradient is
imposed along the longitudinal direction. Different pressure
gradients yield different injection flow rates and different pore
Pe´clet numbers Pe = 〈vw〉l/Dw [7]. For all cases studied, the
maximum Reynolds number (Re= 〈vw〉l/κw) is 10, and there-
fore our calculations are conducted below the limit of the lam-
inar regime in porous media (Re≈ 180) [27].
Following the methodology described by [28], we simulate
Lagrangian particles transport within the flow field. The par-
ticles considered include fluorescein (solute), nanoparticles
(NPs), and microparticles (MPs), of diameter dp = 5 nm, 159
nm, and 68 µm, respectively, and mass density ρp= 786, 103,
and 103 kg/m3 [8, 29]. The range of particle size and pressure
gradient enables probing a wide range of Pe∗. NPs and MPs
are treated as negatively-charged polyethylene particles with
a zeta potential of -45 mV [8]. In each simulation, 3000 parti-
cles of the same type are studied. Particle size exclusion is ne-
glected as the ratio between particle size to pore size is small.
Particles are initially distributed at the upstream pressure and
their initial velocity is assumed as the local fluid velocity.
After a particle ensemble is released, the particles velocities
change due to the exerted net force (Fnet) at each timestep.
The maximum timestep is set to 0.001 s. Solute particles
are subject to hydrodynamic drag and diffusive forces; NPs
and MPs experience hydrodynamic drag, diffusive, and grav-
ity (buoyancy) forces, particle-particle interactions (Coulomb
and Van der Waals (VdW) forces), and particle-sphere interac-
tions (London-VdW and electrical double layer forces). The
drag force is corrected for the wall effect [30]. Diffusive
boundary conditions are imposed after particle collisions to
spheres. The instantaneous particle velocity vector (vp) is ob-
tained by solving Newtons second law: dvp/dt = Fnet/mp,
where mp is particle mass. The observation time is scaled by
the characteristic advection time τ = l/〈vw〉 [16]. The relia-
bility of the above algorithm was established by reproducing
the experimental data for one-dimensional particle propaga-
tors from particle tracking velocimetry [31] (see Fig. S1 in
Supplemental Material).
FIG. 2. (a) Experimental probability distributions of v measured at
different Pe∗ via nuclear magnetic resonance (NMR) [10], confocal
microscopy (CM) [11], and particle tracking velocimetry (PTV) [23].
(b) Probability distributions of v obtained in this study by Lagrangian
simulations at different Pe∗. (c) Simulation data of v at Pe∗ = 59 (MP
at Pe=1027) (symbols) estimated by the atypical Nakagami-m PDF
(blue) and other PDFs (see legend). (d) Particle kinetic energy (ek)
PDF predictions by the atypical Nakagami-m v (blue) versus other v
PDFs (see legend) compared to simulated ek data (symbols) at Pe∗ =
59.
Results: Statistical comparisons.—We obtain the PD for
simulated v by sampling the ensemble of particles. Three-
dimensional representations of such distributions are illus-
trated in Figs. 1(b) and 1(c) at two different Pe∗. The long-
time (t = 10τ) PDs for 5× 10−4 ≤ Pe∗ ≤ 619 are shown
in Fig. 2(b). As Pe∗ increases, the PDs transition from
Gaussian to non-Gaussian distributions featuring a sharp peak
at near-zero velocities and heavy right tails. The results
agree with the experiments shown in Fig. 2(a). Based on
the maximum-likelihood (ML) estimation, the tail over posi-
tive v is fitted with the atypical Nakagami-m PDF and other
widely used decay PDFs such as exponential, half-normal,
3log-normal, and gamma distributions [32]. In the ML fit-
ting with the atypical Nakagami-m distribution, m and Ω are
obtained by solving the derivatives of the logarithmic like-
lihood function (L ): L (vi;m,Ω,N) = N ln
[
2
Γ(m) (
m
Ω )
m
]
+
(2m− 1)∑Ni=1 lnvi− mΩ ∑Ni=1 v2i [33], where vi is the velocity
observation of the ith particle in the population of N particles.
For all cases studied when Pe∗ ∈ [5× 10−4,619], out of all
the functions considered, the atypical Nakagami-m distribu-
tion is the one most consistent with the entire range of veloc-
ity data up to the noise floor. An example shown in Fig. 2(c)
at Pe∗ = 59 along with the cases shown in Fig. 3(a) and Fig.
S3 (see Supplemental Material) at other Pe∗ values confirms
the general applicability for this function.
To further test whether Eq. (1) is the most appropriate
function (out of those PDFs considered here), we generate
its random velocities to predict particles relative kinetic en-
ergy (ek), defined as the longitudinal kinetic energy ratio of
a particle (EkpL) to the mean fluid (Ekw) of the same par-
ticle volume Vp: ek = EkpL/Ekw where EkpL = 12ρpv
2
pLVp
(∀vpL > 0) and Ekw = 12ρw 〈vw〉2 Vp. We derive ek = χv2,
where χ = ρp/ρw is the particle specific gravity. By imposing
fE(ek)dek = fV (v)dv(∀v> 0) in Eq. (1), the PDF for ek yields
fE(ek;m,Ω) =
1
Γ(m)
(
m
χΩ
)m
em−1k exp
(
− m
χΩ
ek
)
,
0 < m < 0.5,Ω> 0.
(2)
We use the m and Ω values estimated from the ML atypical
Nakagami-m fit of v as inputs for Eq. (2). Predictions from
Eq. (2) are then compared against their counterparts obtained
by simulation for all Pe∗. The example shown in Fig. 2(d)
(Pe∗ = 59) demonstrates the predictive ability of the PDF. For
comparison, we follow the same procedure assuming v is de-
scribed by exponential, half-normal, log-normal, and gamma
distributions and derive their respective PDFs for ek, as pre-
sented in Supplemental Material. The resultant predictions
for ek are plotted in Fig. 2(d) at Pe∗ = 59 and in Fig. S4 (see
Supplemental Material) at other Pe∗. The predictions obtained
assuming atypical Nakagami-m v are the most reliable, sup-
porting our hypothesis that atypical Nakagami-m distributions
statistically capture particle velocity distributions for passive
particle transport through the porous media considered here.
Discussions: Physical significance.—In an attempt to iden-
tify the physical meaning of the atypical Nakagami-m velocity
distributions for particles flow through porous media, we re-
sort to the statistical definitions of the scale parameter Ω and
of the shape parameter m. These parameters are defined as ex-
pectation E[·] and standard deviation σ [·] of squared velocity
variables: Ω= E[v2] and m = (E[v2]/σ [v2])2 [24].
Because Ω relates to v2, we associate it with the mean ki-
netic energy (E[ek]) as Ω = E[ek]/χ . By analyzing the evo-
lution of simulated E[ek] with observation times (t), we ob-
serve: When the particles are initially released from the up-
stream pressure, they acquire energy from the ambient fluid;
the E[ek] value increases during the first characteristic advec-
tion time (0 < t < τ). As some of the particles transport near
FIG. 3. (a) Atypical Nakagami-m fit (solid line) of v data (symbols)
from Lagrangian simulations at increasing Pe∗ ∈ [5× 10−4,619].
(b) Estimates of scale parameter (Ω = E(ek)/χ) and (c) shape pa-
rameter m = (F − 1)−1 from simulations (symbols with 95% confi-
dence interval error bars) and experiments (squares) from Fig. 2(a).
The power-law scaling (solid line) is obtained by fitting simulation
data as a function of Pe∗: Ω = 0.004239× (Pe∗)−0.9019 + 1.37 and
m = 0.007877× (Pe∗)−0.4867+0.1763. F is plotted as F = 1+m−1
(dashed line) where m values are estimated from the power-law scal-
ing.
stagnation zones and deposit due to gravity or interactions
with the porous media, E[ek] decreases as the observation time
increases (t ≥ τ). Therefore, the likelihood of particle depo-
sition determines the mean energy dissipation and Ω at long
times (e.g., t = 10τ). Our analysis reveals a power-law scaling
Ω ∼ (Pe∗)−0.9019, as shown in Fig. 3(b). Also presented are
the estimated Ω values from the experimental data shown in
Fig. 2(a), which are in good agreement with the anticipated
power-law relation. When Pe∗ ≤ 1, Ω decreases as Pe∗ in-
creases, reflecting that particles are more likely to deposit as
Pe∗ increases. When Pe∗ > 1, the likelihood of particle de-
position and correspondingly Ω only show weak dependence
on Pe∗. Visual inspection of Fig. 1(b) (Pe∗ = 5× 10−4) and
Fig. 1(c) (Pe∗ = 59) confirms this general trend, as we observe
more pronounced particles deposition (v≈ 0) in the latter case
and, accordingly, a lower value of Ω. More comparisons are
presented in Supplemental Material (Fig. S2).
4Because m relates to the fourth power of v, we associate
it with the flatness of the PDF (F = E[v4]/(E[v2])2 [34]),
which can in turn be used as an indicator of the strength of
non-Fickian behavior [34, 35]. For example, when ∀v > 0,
F = 3 indicates a half-normal tailing (Gaussian distribution)
in which diffusive forces dominate the transport of particles,
as expected for a Fickian behavior. By the definition of m and
F , we obtain m = (F − 1)−1, which shows that m is a direct
indicator of non-Fickianity, with m= 0.5 representing Fickian
behavior.
Our results suggest that at Pe∗ = 5×10−4, the particle ve-
locity distribution is closest to the half-normal distribution
(m = 0.488) with particles exhibiting near-Fickian behavior.
As shown in Fig. 3(c), the relation between m and Pe∗ is found
to obey a power-law scaling m ∼ (Pe∗)−0.4867. When Pe∗ ≤
1, as Pe∗ increases, m and F deviate from m = 0.5 and F = 3,
respectively, and a PDF peak emerges near zero velocity (Fig.
3(a)); the decay from this peak becomes sharper when Pe∗
increases, exhibiting a more pronounced non-Fickian signa-
ture. When Pe∗ ≥ 10, the strength of the non-Fickian behav-
ior reaches an upper limit. Also presented in Fig. 3(c) are the
estimated m values from the experimental data shown in Fig.
2(a), which agree well with the expected power-law relation.
The transition from near-Fickian to non-Fickian behavior is
rapid in a narrow range of Pe∗ from 5× 10−4 to 0.002, sug-
gesting that non-Fickian behavior in particle flow is rather the
rule and not the exception.
The ability to relate the statistical parameters Ω and m to
physical behavior allows us to identify the culprit of non-
Fickian behavior as particle deposition. Particles that tend to
deposit lose kinetic energy (lower Ω) at long times, yielding
higher probabilities of low velocity and a sharper decay (lower
m); consequently, these particles exhibit strong non-Fickian
behavior (higher F). Prediction for non-Fickian behavior of
particles could therefore rely on our knowledge of the cause
for particle deposition, such as the synergy between injection
flow rate and particle type (size, density, and surface func-
tionality). For example, NPs and MPs are more likely than
solutes to exhibit non-Fickian behavior due to a higher likeli-
hood of deposition by gravity and particle-sphere attractions.
Additional insights could be obtained by comparing the re-
sults obtained for Pe∗ = 0.017 (NP at Pe = 128) versus Pe∗ =
0.046 (Solute at Pe = 10720). Despite the fact that the solute
is less likely to deposit by weak gravitation and surface func-
tionality, the strong hydrodynamic condition leads to frequent
collisions of solute particles against the sphere pack, increas-
ing the likelihood of deposition and resulting in more pro-
nounced non-Fickian behavior compared to the NPs. Based
on our model, high particle density, surface functionality com-
plementary to that of the porous medium, and high injection
rate could lead to pronounced non-Fickian behavior because
they favor deposition.
Non-Fickian behavior has been traditionally attributed to
fluid stagnation and is known to be pronounced in heteroge-
nous porous media [7, 9, 36–38]. We find here that for trans-
port with suspended particles, the impact of fluid stagnation is
manifested in particle deposition. We show that fluid stagna-
tion is not the only reason for non-Fickian behavior because
other factors that can facilitate deposition may be independent
of the pore structure. For example, we observe here strik-
ingly non-Fickian behavior through monodispersed packing
of spheres, for which heterogeneity is relatively mild.
In the Fickian limit, the statistical model represented by
Eqs. (1) and (2) readily yields the Maxwell-Boltzmann (MB)
distribution. When the particles are perfectly entrained in the
flow stream (χ = 1) and the half-normal tailing is achieved
(F = 3), implementing four steps
[
(1) using dimensional ve-
locity, vpL = v×〈vw〉 ; (2) deriving PDFs for dimensional ve-
locity fV (vpL)= fV (v)dv/dvpL and kinetic energy fE(EkpL)=
fE(ek)dek/dEkpL; (3) substituting E(EkpL) = 12 mpE(v
2
pL) =
1
2 kBT (where kB is the Boltzmann constant; T is tempera-
ture), based on the theorem of equipartition of energy with
one-degree of freedom; and (4) rearranging the scale parame-
ter Ω= E(v2pL)/〈vw〉2 = kBT/mp 〈vw〉2
]
yields:
fV (vpL) =
√
2mp
pikBT
exp
(
−mpv2pL
2kBT
)
,∀vpL > 0, (3)
and
fE(EkpL) =
√
1
piEkpLkBT
exp
(
−EkpL
kBT
)
. (4)
Equations (3) and (4) represent the MB distributions
in velocity (vpL) and kinetic energy (EkpL) with one-
degree of freedom for all the velocities being positive (i.e.,∫ +∞
0 fV (vpL)dvpL = 1). By comparing Eqs. (1) and (2) to
the MB velocity distributions, we find that the key to captur-
ing non-Fickian kinetics is the non-linear term v2m−1 in Eq.
(1), which, in turn, corresponds to the term ln(v) of the linear
summation ln[g(v)] presented at the beginning of the Letter,
suggesting that the atypical Nakagami-m distribution has its
unique mathematical advantage.
Conclusions.—The model presented here captures a univer-
sal distribution for non-Fickian particle kinetics. We show
that the shape of velocity PDFs directly indicates non-Fickian
signatures of particle transport in porous media and further
demonstrate how the strength of non-Fickian behavior is im-
pacted by the likelihood of particle deposition. When parti-
cles transport conditions favor their deposition, non-Fickian
behavior is anticipated in porous media, whether mildly or
strongly heterogenous. The relations between the statistical
parameters (m,Ω) and Pe∗ could be efficient predictors for
transport signatures in various media. The proposed distribu-
tion function converges to the Maxwell-Boltzmann distribu-
tion when the conditions yield Fickian behavior. Our statisti-
cal model might also be useful for developing kinetic theories
in other particulate systems that exhibit striking non-Gaussian
distributions, such as clustered granular gases [12–15].
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