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In recent years, various delay differential equation models have proposed in the study of ecological systems, population
dynamics and infectious diseases. In 1980, Gurney et al. [1] proposed a mathematical modelN0ðtÞ ¼ dNðtÞ þ PNðt  sÞeaNðtsÞ ð1Þ
to describe the dynamics of Nicholson’s blowﬂies. Later, the theory of Nicholson’s blowﬂies equation has made a remarkable
progress in the past many years, see, for example, [2–10], etc. In 2009, the authors of [11] had made a review about the Nich-
olson’s blowﬂies differential equations, and presented the following modeldx
dt
¼ Pxðt  sÞexðtsÞ  dxðtÞ  Hxðt  rÞ; ð2Þwhere P > 0 is the maximum per capita daily egg production rate; d > 0 is per capita daily adult mortality rate; s is the gen-
eration time, or the time taken from birth to maturity; r is the time of maturity and H > 0 is harvesting rate.
In the real world phenomena, the variation of the environment plays an important role in many biological and ecological
dynamical systems. In particular, the effects of a periodically varying environment are important for evolutionary theories, as
the selective forces on systems in a ﬂuctuating environment differ from those in a stable environment. Thus, the assumption
of periodicity of the parameters of the system (in a way) incorporates the periodicity of the environment (e.g., seasonal
effects of weather, food supplies, mating habits, etc.). A very basic and important ecological problem associated with study
of multi species population interactions in a periodic environment is the existence of positive periodic solution which plays
the role of the equilibrium in the autonomous models. In fact, it has been suggested by Nicholson that any periodic change of. All rights reserved.
.
3336 W. Zhao et al. / Applied Mathematical Modelling 36 (2012) 3335–3340climate tends to impose its periodicity upon oscillations of internal origin or to cause such oscillations to have a harmonic
relation to periodic climatic changes. In view of this, it is realistic to assume that the parameters in the models are periodic
functions.
For the above Nicholson’s blowﬂies model (1), some basic results on global attractivity of its positive equilibrium are
obtained in [12–17]. Recently, the existence of positive periodic solutions of Nicholson’s blowﬂies model with delay has been
already investigated by some authors; e.g., see [18–22], and so on. As far as we know, there is few papers discussing the exis-
tence of positive periodic solutions for the delay Nicholson’s blowﬂies model with a harvesting term. Thus, in this paper, we
study a class of the generalized Nicholson’s blowﬂies model with both delay and harvesting term as follows:dx
dt
¼
Xm
i¼1
PiðtÞxðt  siÞexðtsiÞ  dðtÞxðtÞ  Hðt; xðtÞÞ: ð3ÞLet gðt;uÞ ¼ 1þ Hðt;uÞdðtÞu , we assume that following conditions (A1) and (A2) hold:
(A1) PiðtÞ; dðtÞ 2 CðR;RþÞ, and Pi(t), d(t) are all x-periodic functions.
(A2) g 2 CðR Rþ;RþÞ, and g(t,u) is x-periodic function with respect to the ﬁrst variable, 0 < l 6 g(t,u) 6 L <1 for all t, u
> 0, where l, L are positive constants.
The rest of this paper is organized as follows. In Section 2, some useful lemmas are listed. And then, by using a well-
known ﬁxed-point theorem in cones (see Lemma 2.1), some sufﬁcient conditions which ensure the existence of positive peri-
odic solutions of Eq. (3) are established in Section 3. Section 4 presents two examples to illustrate our main result followed
by conclusion in Section 5.
2. Preliminaries
In this paper we shall use the following notions and notations. If (X,k  k) is a normed linear space, by a cone of Xwemean
a closed convex subset K  X with Kn{0}–£, kK  K for every k 2 Rþ and K \ (K) = {0}. For convenience, we also introduce
the notation:P ¼ max
s2½0;x
Xm
i¼1
PiðsÞ; P ¼ min
s2½0;x
Xm
i¼1
PiðsÞ; P ¼ 1x
Z x
0
Xm
i¼1
PiðsÞds; d ¼ max
s2½0;x
dðsÞ:In order to obtain our main result, we recall the well-known Krasnoselskii’s ﬁxed point theorem.
Lemma 2.1 (Krasnoselskii, see [23,24]). Let X be a Banach space, and K  X be a cone in X. Assume that X1,X2 are open bounded
subsets of X with 0 2 X1  X1  X2, and letU : K \ ðX2 nX1Þ ! K
be a completely continuous operator such that either
(i) kUxk 6 kxk, "x 2 K \ oX1 and kUxkP kxk, "x 2 K \ oX2; or
(ii) kUxkP kxk, "x 2 K \ @X1 and kUxk 6 kxk, "x 2 K \ @X2. Then U has a ﬁxed point in K \ ðX2 nX1Þ.
LetX ¼ fxðtÞ : xðtÞ 2 CðR;RÞ; xðt þxÞ ¼ xðtÞ; t 2 Rg; ð4Þ
deﬁnekxk ¼ sup
t2½0;x
fjxðtÞj : x 2 Xg: ð5ÞThen X with the norm k  k is a Banach space. If x(t) 2 X is a positive periodic solution of Eq. (3), thenxðtÞe
R t
0
dðsÞgðs;xðsÞÞds
 0
¼ e
R t
0
dðsÞgðs;xðsÞÞdsXm
i¼1
PiðtÞxðt  siÞexðtsiÞ: ð6ÞIntegration both sides of (6) over [t, t +x], we obtainxðtÞ ¼
Z tþx
t
Gðt; s; xÞ
Xm
i¼1
PiðsÞxðs siÞexðssiÞds; ð7ÞR
where Gðt; s; xÞ ¼ e
s
t
dðnÞgðn;xðnÞÞdn
e
R x
0
dðnÞgðn;xðnÞÞdn1
. And
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rL  1 6 Gðt; s; xÞ 6
rl
rl  1 ; s 2 ½t; t þx; ð8Þwhere r ¼ e
R x
0
dðnÞdn
;0 < q ¼ rl1rlðrL1Þ < 1. Now, choose the cone deﬁne by
K ¼ fx 2 X : xðtÞP 0 and xðtÞP qkxkg;and deﬁne an operator U : X ! X byðUxÞðtÞ ¼
Z tþx
t
Gðt; s; xÞ
Xm
i¼1
PiðsÞxðs siÞexðssiÞds: ð9ÞLemma 2.2. Assume that (A1) and (A2) hold, then UK  K.Proof. In view of (8) and (9), for any x 2 K, we havekUðxÞk 6 r
l
rl  1
Z x
0
Xm
i¼1
PiðsÞxðs siÞexðssiÞds;andðUxÞðtÞP 1
rL  1
Z x
0
Xm
i¼1
PiðsÞxðs siÞexðssiÞdsP qkUðxÞk:Hence, UK  K. The proof of Lemma 2.2 is complete. hLemma 2.3. U : K ! K is completely continuous.Proof. We omit proof of this lemma since it is a very well known fact. h3. Main result
In this section, by using a Krasnoselskii’s ﬁxed point theorem (see Lemma 2.1), we investigated the existence of periodic
solutions for Eq. (3), and established the following result.
Theorem 3.1. Assume that (A1)  (A2) andPx >
rlðrL  1Þ2
rl  1 : ð10ÞThen Eq. (3) has at least one positive x-periodic solution.Proof. From (10), we may deﬁneX1 ¼ xðtÞ 2 X; kxðtÞk < ln Pxðr
l  1Þ
rlðrL  1Þ2
( )
:If x = x(t) 2 K \ oX1, andkUxkP 1
rL  1
Z x
0
Xm
i¼1
PiðsÞxðs siÞexðssiÞds

P 1rL  1 Pxqkxkekxk ¼ kxk; 8x ¼ xðtÞ 2 K \ @X1:
Next, we deﬁneX2 ¼ xðtÞ 2 X; kxðtÞk < 1q ln
rlPx
rl  1
( )
:If x = x(t) 2 K \ oX2, andkUxk 6 r
l
rl  1
Z x
0
Xm
i¼1
PiðsÞxðs siÞexðssiÞds

 6 r
lPx
rl  1 kxke
qkxk ¼ kxk; 8x ¼ xðtÞ 2 K \ @X2:Obviously, X1 and X2 are open bounded subsets of X with 0 2 X1  X1  X2. In addition, U : K \ ðX2 nX1Þ ! K is a com-
pletely continuous operator, and then U satisﬁes condition (ii) in Lemma 2.1. By Lemma 2.1, there exist a point
x ¼ xðtÞ 2 K \ ðX2 nX1Þ such that x(t) = (Ux)(t), i.e., x(t) is a positive x periodic solution of Eq. (3). The proof of Theorem
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Without loss of generality, suppose that H(t,x(t)) = 0 and m = 1 in the Eq. (3), we get the following equationdx
dt
¼ PðtÞxðt  sÞexðtsÞ  dðtÞxðtÞ: ð11ÞCorollary 3.1. Assume that (A1) andPx > rðr 1Þ: ð12Þ
Then Eq. (11) has at least one positive x-periodic solution.4. Three examples
In this section, we give three examples to illustrate the results obtained in previous section.
Example 4.1. Consider the following differential equation:dx
dt
¼ 1
32
sin2pt þ 123000
 
xðt  1Þexðt1Þ þ 1
16
sin2pt þ 334
 
xðt  2Þexðt2Þ  ðsin2pt þ 0:5ÞxðtÞ
 2sin2ptexðtÞ: ð13ÞR 1  	
In this case, Px ¼ 123334;r ¼ e 0 dðsÞds ¼ ﬃﬃep ; gðt; xðtÞÞ 2 1þ 4e3 ;1þ 4e ; 1rL1  0:003; rlrl1  1:11, then Rx0 PðsÞds ¼
123334 > r
lðrL1Þ2
rl1 ¼ 1:110:0032  123333:33. Thus all conditions are satisﬁed. By Theorem 3.1, system (13) has at least one positive
1-periodic solutions.Example 4.2. Consider the following differential equation:dx
dt
¼ cos2pt þ 4
3
 
xðt  1Þexðt1Þ  sin2pt þ 1
2
 
xðtÞ: ð14ÞR 1 ﬃﬃpObviously, Px ¼ 43 ; r ¼ e 0 dðsÞds ¼
ﬃﬃ
e
p
; gðt; xðtÞÞ ¼ 1; 1rL1 ¼ 1ﬃﬃep 1 ; rlrl1 ¼ eﬃﬃep 1, then Rx0 PðsÞds ¼ 43 > rðr 1Þ ¼ ﬃﬃep ð ﬃﬃep  1Þ 
1:069. Thus condition in corollary (3.1) is satisﬁed, system (14) has at least one positive 1-periodic solutions (see Fig. 1).
However, in [25], authors assume that (A1) andPðtÞ > dðtÞ; t 2 ½0;x:
Then Eq. (11) has at least one positivexperiodic solution. Let t ¼ 724 ; P 724

 
< d 724

 
, which means corollary 3.4. of [25] cannot
be applicable to system (14). On the other hand, authors of [26] assume that (A1) andxP > rðr 1Þ:0 5 10 15 20 25 30
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An example
x(s)=2,s<0
x(s)=1,s<0
Fig. 1. Numerical simulation of solutions of (14). This numerical simulation shows that 1-periodic solution is stable.
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rem 4.6. of [26] cannot be applicable to system (14).
Example 4.3. Consider the following differential equation:dx
dt
¼ ð28sin2pt þ 28Þxðt  1Þexðt1Þ  ðsin2pt þ 0:5ÞxðtÞ  sinð2ptÞxðt  1Þ: ð15ÞR 1 ﬃﬃp R 2
In this case, Px ¼ 28; r ¼ e 0 dðsÞds ¼ e; gðt; xðtÞÞ 2 ½53 ;3; 1rL1  0:287; r
l
rl1  2:3, then
x
0 PðsÞds ¼ 28 > r
lðrL1Þ
rl1 ¼
2:3
0:2872
 27:93. Thus all conditions are satisﬁed. By Theorem 3.1, system (15) has at least one positive 1-periodic solutions.
Moreover, in [27], we denote f ðtÞ ¼ PðtÞdðtÞe, authors assume that Pef
  H P 0. Then
dx
dt
¼ PðtÞxðt  sÞexðtsÞ  dðtÞxðtÞ  HðtÞxðt  sÞ ð16Þhas a positive xperiodic solution. It is clear that system (15) satisﬁes Eq. (16), but P⁄ = 0, then Pef   H < 0. Therefore,
Theorem 2.1. of [27] cannot be applicable to system (15).
From those concrete examples, it is clear that our results establish new criteria for the existence of periodic solution for
Nicholson’s blowﬂies model with both delay and harvesting term and improve those results in [25–27].
5. Conclusion
In this paper, we study the nonautonomous model of Nicholson’ s blowﬂies differential equation with both delay and har-
vesting term. This model may be deﬁned as an optimal control problem of the populations in the period of time. Some suf-
ﬁcient condition for existence of positive periodic solution of Eq. (3) have been established. Our examples and numerical
simulations strongly support the analytical achievements.
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