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Introduction 
Using the Hall Combinatorial Theorem (Theorem 1.15) we prove (Theorem 2.1) that 
c(P(X)) = c(XW) for an arbitrary compact Hausdorff space X. 
1. Preliminaries 
All spaces are assumed to be Tychonoff. For a space X by expX we denote its 
hyperspace (exp X = 2x), by exp, X we denote the subspace of exp X consisting of 
all subsets of X containing no more than n points. An open base in expX consists of 
the sets of the form (Ut . . . , Uk), where U,: are open nonempty subsets of X and 
(U,,... ,Uk)={FEexpX: FCU,U.-.UUk, FflU,#0, i=l,..., k}. 
The intersection (U1 , . . . , Uk) n exp, X we shall also denote by (Ur , . . , Uk). The set 
(Ut , , Uk) is called correct if the family { 171, . . , Uh} is disjoint. 
Proposition 1.1. Correct sets (Ul , . . , Uk), k = 1, . . , n, form an open base of exp, X. 
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The proof is trivial. 
A family u = {Uu: o E A} is called a cellularfamily in X, if each U, is nonempty 
open subset of X and U,, n V,J = 0 for any distinct Q and /II. We recall that the cardinal 
number 
c(X) = LlJo + sup { I.u/: u is a cellular family in X} 
is said to be the Suslin number or the cellularity of X. The next six statements are trivial. 
Proposition 1.2. ZfX = U{Xj: i E KJ}, tlzen c(X) 6 sup{c(Xj): i E UJ}, 
Proposition 1.3. If Y is open in X, then c(Y) < c(X) 
Proposition 1.4. If Y is dense in X, then c(Y) = c(X). 
Proposition 1.5. If Y is a continuous image of X, rhen c(X) 3 c(Y). 
Proposition 1.6. If Y is separable, then c(X x Y) = c(X) for any X. 
Proposition 1.7. For any X we have c(X”‘) = sup{c(Xrl): n = 1,2,. . .}. 
Let _Yz be the subset of the product X’” consisting of all points having 12 different 
coordinates. The difference X” \ X: we shall denote by X:_, . 
Proposition 1.8. For any injnite X and positive kteger n we have 
c(X;) < c(x$y ). 
Proof. Let 21 = {I&: o E r} be a cellular family in X:, and let 2, = (z$, . . 1 s,U) E 
V, Since X is regular and infinite, there are neighborhoods Or of the points xs, i = 
1 3 . f , R, such that 
(I) U,=opx.~~xo;cI/,; 
(2) if i # j, then Or f? 0.7 = 0; 
(3) cvn = X \ l_l{cl(op: i = I,. . ,?I)} # 0. 
Set ‘~1 = {U, x tVe: cy E T}. Conditions (2) and (3) yield 8 # U, x II:, c Xzz:. 
Condition (1) yields U, f? Up = 0 for any CL # ,LYI. Hence, w is a cellular family in Xzz:, 
which has the cardinality T = (~1. Proposition 1.8 is proved. 0 
Proposition 1.9. For any &finite X and positive integer n we have c(XrL) = c(XE). 
Proof. Induction on n.. For 12 = 1 the assertion is trivial, because X’ = Xi. Assume 
now that n > 1 and that the assertion is true for every smaller integer. The space 
X; is an open subset of X”. So, according to Proposition 1.3 it suffices to show that 
c(X”) 6 c(X;). But XIL = _Y;;_l U X;. Hence, by Proposition 1.2 we need only to 
check that c(Xc_,) < c(X:). But X;:_, is a finite union of subspaces homeomorphic to 
X7’-‘. Consequently, c(X,y_, ) < (by Proposition 1.2) < c(Xn-‘) = (by the inductive 
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assumption) = c(X,“z{) < (according to Proposition 1.8) 6 c(Xc). Proposition 
proved. 0 
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Proposition 1.10. Let f : X --) Y be an open mapping onto Y such that f -’ (y) consists 
at most of k points, k E w, for any y E Y. Then c(X) = c(Y). 
Proof is rather simple. One can find it in [I]. 
Proposition 1.11. For any X and positive integer n we have c(exp, X) = c(X”). 
Proof. We may assume that X is infinite. Since exp, X is a continuous image of X’“, 
it follows c(exp, X) < c(Xr”). On the other hand, the natural projection rr : X: -a 
exp, X \ exp,_, X is an open rL!-to-l mapping. Hence, c(Xz) = c(exp, X \ exp,_, X) 
by Proposition 1.10. Consequently, c(exp, X) 3 (by Proposition 1:3) 3 c(exp, X \ 
exp, _ 1 X) = c( Xz) = (since Proposition 1.9) = c( Xn). Proposition 1.11 is proved. 0 
Now we recall some definitions and facts about probability measures on compact 
spaces (one can read more widely in this subject, for example, in [2]). Let X be a 
compact Hausdorff space and C(X) the algebra of all continuous real-valued functions 
on X. The dual M(X) of C(X)-the space of all continuous linear functionals on 
C(X)-is isomorphic, by Riesz’ theorem, to the space of all countably-additive finite 
regular Bore1 measures on X. 
The space M(X) with *-weak topology is a subspace of the Tychonoff product lRc(‘Y). 
The unit ball U(X) of M(X) is compact in the *-weak topology. A measure ~1 E M(x) 
is said to be nonnegative if ~(9) > 0 for every function ‘p 3 0. A nonnegative measure 
with norm equal to 1 is called a probabiZi5 measure. The set P(X) of all probability 
measures on X is a closed subset of U(X). So, P(X) is compact for every compact 
space X. 
For every measure ~1 E P(X) the support suppp of p is defined as follows: 
suppp = n {A c X: p(cp) = 0 for each p E C(X) such that p(A) = O}. 
For every point z E X there is a unique measure p E P(X) such that supp p = { .r}. 
This measure is called Dirac measure 6(s) and defined as follows: 6(z)(w) = p(~.r) 
for every y E C(X). Every measure ~1 E P(X) with finite support is a convex linear 
combination of Dirac measures. By P,,(X) we denote the subspace of P(X) consisting 
of all measures p whose support consists of no more than n points. 
It is easy to check that for the set n consisting of the 12 distinct points (0, . . . n- I } the 
space I’(n) = P,,(n) is the (rr - l)-dimensional simplex nn-‘. The Dirac measures 6(i) 
form the vertices of an-‘, and the masses rni placed at the points i are the barycentric 
coordinates of the measure 
p = c rnih(i). 
0 
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The formula 
n-1 
7+0,. . ,G-1)(mo,. . 3 mn-1)) = c b(G) 
0 
defines a continuous mapping from X” x an-’ onto Pn(X). Hence, Propositions 1.5 
and 1.6 yield. 
Proposition 1.12. For every compact Hausdor#space X andpositive integer n we have 
c(P,(X)) 6 c(X”). 
Let P, = U{Pn(X): n E w} (we set PO(X) = 0). In [2] it was proved that Pm(X) 
is every where dense in P(X). Therefore, 
c(Pco(X)) = c(P(X)> 
by Proposition i.4. On the other hand, c(PW(X)) < (by Proposition 1.2) < 
sup{c(P,(X)): n E w} < (by Proposition 1.12) < sup{c(Xn): n E w} = (by Proposi- 
tion 1.7) = c(X“‘). We thus have the following statement. 
Proposition 1.13. For every compact HausdorfSspace X we have 
c(P(X>) < c(XW). 
In what follows we shall also use the following statement. 
Proposition 1.14 [3]. Let U be open in X and a E I. Then the set 
(U,a) = {CL E P(X): a < /-W} 
is open in P(X). 
In 1935 Philip Hall proved [4] the following theorem about representatives of subsets, 
which is known as the “marriage theorem” of Hall. 
Theorem 1.15. Let F be a finite set and @ = {F,: t E T} be a family of subsets of F. 
Then there is a one-to-one choice function f : @ + F (“one-to-one” means that f : ~3 -+ 
f(G) is a one-to-one mapping) if and only if 1 U{Ft: t E S}l 2 (SJ for any 5’ c T. 
2. Main result 
Theorem 2.1. For every compact HausdorlfSspace X we have 
c(P(X)) = c(XW). 
Proof. By Proposition 1.13 it suffices to prove that c(P(X)) > c(XW) or c(P(X)) b 
c(Xn) for any n. But c(Xn) = c(exp, X) by Proposition 1.11. So, our goal is to check 
the inequality 
c(p(X)> 3 c(exp, X) (2.1) 
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for an arbitrary n. Let o = { 0,: Q E r} be a cellular family in exp, X. Ac- 
cording to Proposition 1.1 we may assume that every 0, is a correct basic set: 
0, = (up,. . . ) Uzca,). Then k(a) 6 n and there is a set T c T such that: (1) IAl = 7 
and (2) k(a) = k for any o E T. Given disjoint nonempty sets VI,. . , Vk in X, let 
p(K,. . . , vk) 
> A - L for all L C { 1 
k 3k 
‘..., k} 
According to Proposition 1.14 the set P(Vl , . . . , Vk) is open. It is nonempty, since 
p=&6(Xi) EP(K,...,Vk) 
for arbitrary zi E Vi, i = l,... , k. So, to prove Theorem 2.1 it suffices to prove the 
next statement. 
Lemma. rf(vl,. . . , vk) and (VI,. . . , Uk) are disjoint correct basic sets in exp, X, then 
P(V*, . . . , vk) n P(uI, . . . , uk) = 8. 
Proof. Suppose p E P(v). . . , vk) n P(U] , . , Uk). Let 
S.j = {i: K n Uj # a}. 
We shall check that 
IU{S~: j E L}i b jL( forall Lc {l,...,k}. (*) 
To this end, fix L c {l,... ,k},andsetM=lJ{S,: MEL}, A=lJ{K: iE 
M}, B=U{V,: ieM}, C=X\(AuB),andD=U{U,: iEL}. 
ThenDcAUC, p(C)=l-p(AUB)<1/3k, 
p(A) < 1 - p(B) < 1 - k- IMI ---k-- - & Ml 1 =k+$ 
hence p(D) < IMl/k + 2/3k. But p(D) > ILI/k + 1/3k, so IMI > IL1 - 1, i.e., 
1 U{S$ j E L}j 3 pt. 
By the Hall’s Theorem, there is a permutation g: { 1,. , , k} + { 1,. . , k} with a(j) E 
S,, i.e., V&)fWj # 8, contradicting the assumption (VI,. . . , vk)n(ul, . . . , uk) = 8. 0 
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