Abstract. Let X be a scheme which is not of equicharacteristic 2 and let U n X ⊂ A n X be the punctured affine n-space over X. If n ≡ ±1 modulo 4, we show that there exists a ±1-symmetric bilinear space (E
Introduction
Let X be scheme. We are studying the (total) graded Witt ring
where the groups W i are the derived Witt groups of Balmer [2, 3] and where the multiplicative structure is the one of Gille-Nenashev [10] . See more in Section 2.
We fix an integer n ≥ 1 for the entire article. Consider the following open subset U For any scheme X, define by base-change the open subscheme U n X ⊂ A n X , called the punctured affine space over X, i.e. define U n X by the following pull-back square :
(1)
Our main result is Theorem 7.14 below, which says in particular :
Theorem. If the scheme X is regular, contains 1 2 and has finite Krull dimension, there is a decomposition W tot (U n X ) = W tot (X) ⊕ W tot (X) · ε for some Witt class ε = ε (n) X in W n−1 (U n X ). If n=1, we have ε 2 = 1. If n ≥ 2, we have ε 2 = 0 and an isomorphism
ε 2 of graded rings, with the generator ε in degree n − 1. Our second goal is a "classical" description of the generator ε (n) X ∈ W n−1 (U and W − us of symmetric and skew-symmetric vector bundles respectively, as defined by Knebusch [12] . Thirdly, W 1 and W 3 = W −1 are groups of formations, see Walter [15] . Therefore, if we want to describe in classical terms our generator ε (n) X in W n−1 , we are bound to produce an explicit element of the above nature, i.e. a ±1-symmetric form or formation, depending on the congruence of n modulo 4.
In this introduction, we focus on the case where n is odd and we write n−1 = 2 . In this case, we have to describe a (−1) -symmetric bundle X . Let us stress that this will be a (skew-) symmetric space of classical nature, which does not involve triangulated categories. By the very naturality of the original problem, it suffices to construct this (skew-) symmetric bundle when X = Spec(Z) and then to pull it back over an arbitrary scheme X. Therefore, we start with a description of (E If n is even, we can construct similarly a complex of length 1, with a suitable (skew-) symmetric form, i.e. a formation, whose class in the Witt group W n−1 (X) is our wanted ε (n) X . This complex is also obtained by chopping off some parts of the above Koszul complex.
Putting things together, if we define the integer −1 ≤ r ≤ 2 by the equation n − 1 ≡ r mod 4, we produce "short symmetric r-spaces" (F Theorem. Let X be a scheme, not of equicharacteristic 2 (in particular 2 = 0).
(i) The symmetric r-space (F (n)
X , φ (n) X ) can not be extended to A n X , i.e. there does not exist a symmetric r-space (P, φ) over A n X whose restriction (P, φ) U n X is isometric (nor Witt equivalent) to (F X ) is not extended from X either. Hence, if n is odd, the same is true for the classical (skew-)symmetric space (E (n) X , ϕ (n) X ).
(ii) Assume moreover that 2 is invertible in X and that n ≥ 2. Then the space (F (n)
X , φ (n) X ) is locally hyperbolic, i.e. for any x ∈ U n X we have [(F (n) X , φ (n)
X ) x ] = 0 in W r (O U n X ,x ), and moreover its square is Witt trivial, i.e. [F
). This theorem says that the spaces (F (n) X , φ (n) X ) are quite specific to U n X . They can not be extended to A n X , not even up to Witt equivalence. In particular, these spaces are not metabolic on U n X . On the other hand, they do become metabolic as soon as we localize them to some principal open given by T i = 0, see 7.11.
There are two appendices. In the first one, for the sake of completeness, we show that when n ≥ 3 our locally free O U n X -module E (n) X can not be extended to a locally free O A n X -module and in particular E (n) X is not free. The second appendix contains the compatibility between product and 4-periodicity, a fact which we use several times in this work.
Conventions and notations
We collect here the notations which are kept unchanged in all sections.
First of all, recall that we have fixed an integer n ≥ 1. We decompose it as
where q ∈ N and r ∈ {−1, 0, 1, 2}. Note that n − 1 ≡ r mod 4. We also baptize n 2 =: .
Convention 1.1. Unless mentioned, a ring means a commutative ring with unit. D b (VB X ) stands for the bounded derived category of VB X . We use homological notations for complexes. The translation functor Σ :
, is given by (P • [1] ) j = P j−1 ; as usual, Σ changes the sign of all differentials : d
and similarly for morphisms of complexes. In other words, D X is the derived functor of (−) ∨ = Hom OX ( − , O X ). This defines a duality on D b (VB X ) turning it into a triangulated category with duality in the sense of [2] . The isomorphism between the identity and the double dual, : id D b (VBX ) − → D X D X , is given in each degree j by the canonical (evaluation) isomorphism can Pj : P j −→ P j ∨∨ . We consider VB X are classical symmetric and skew-symmetric forms embedded in D b (VB X ) via the functor c 0 (slightly pushed to the left for i = 2). These symmetric i-pairs are ispaces exactly when φ 0 and φ 1 is an isomorphism. The symmetric i-pairs of the right-hand column are i-spaces when φ is a quasi-isomorphism, i.e. when its cone is an exact complex; these are formations; we call them symmetric if i = −1 and skew-symmetric if i = 1. The four types of i-form presented above will be called short, for the obvious reasons.
Product of symmetric spaces.
The precise definition of this product is given in [10] , where the reader will also find an explanation for the existence of two different products -the left and the right one -which differ by signs. To fix the ideas, we will use here the left product. Let (P • , φ) be a symmetric i-form and (Q • , ψ) a symmetric j-form. The product
is then a symmetric (i + j)-form on the tensor product (of complexes) P • ⊗ OX Q • and we denote it by (P • ⊗ OX Q • , φ ψ). Up to signs and identifications like for instance
, the morphism of complexes φ ψ is equal to the tensor product φ ⊗ ψ. Via c 0 , this product coincides on short 0-spaces with the usual tensor product of symmetric spaces as defined in Knebusch [12] .
Symmetric cones.
We now recall the important cone construction. Let φ :
be a symmetric i-form (maybe not an isomorphism). Let Q • be the mapping cone of φ. Then, there exists an isomorphism ψ such that the following diagram commutes :
If the isomorphism ψ is moreover a symmetric (i + 1)-form, we call such a diagram a cone diagram (over φ) and we say that (Q • , ψ) is a symmetric cone of the pair (P • , φ). Note that both rows of the diagram are exact triangles in D b (VB X ) : The upper one by definition and the lower one is the dual of the upper row, shifted i times. Assume for a moment that 2 is invertible over our scheme X. Then we can always choose the isomorphism ψ to be a symmetric (i + 1)-form, see [2] . Moreover, if (Q • , ψ ) is another symmetric cone of φ, then there exists an isometry (Q • , ψ) (Q • , ψ ). We say then that (Q • , ψ) is the symmetric cone of φ, in symbols :
Witt groups.
The usual Witt group of symmetric (respectively skew-symmetric) spaces W us (X) (respectively W − us (X)) classifies these spaces up to isometry and modulo metabolic ones. More information about these Witt groups can be found in the fundamental paper of Knebusch [12] . 
2.8. Periodicity.
The derived Witt groups are 4-periodic. The shift by two:
for all i ∈ Z and all schemes X. The same periodicity applies to the Witt groups with support defined below.
2.9.
Agreement and localization (with 1 2 ). We assume now that "X contains 1 2 ", i.e. that X is a Z[1/2]-scheme, i.e. 2 is invertible in the ring Γ(X, O X ). The main result of [3] is that the functor c 0 :
Other Witt groups appearing in this work are the Witt groups with support. [2] . If X is a regular scheme then there is an exact sequence
The connecting morphism ∂ comes from the cone construction 2.6 as follows. Let
, where (P • , φ) is any symmetric i-pair over X with [(P • , φ)| U ] = w (the existence of (P • , φ) is guaranteed by regularity of X). The Witt groups with support are natural and so is the localization sequence.
The graded Witt ring.
The (left) product of symmetric spaces of 2.5 yields a product structure 
In words, the connecting homomorphism is a left W tot (X)-linear map. But note that it is not right W tot (X)-linear:
(the first and last equation by skew-commutativity), where x ∈ W i (X) and y ∈ W j (U ).
Remark 2.11. Of course, Convention 1.2 applies here as well. For instance, if X = Spec(R) is affine and Z ⊂ X is defined by the ideal I we might say that a complex "has support in the ideal I" and we shall write
Basic facts about Koszul complexes
In this section, A is a ring and T = (T 1 , . . . , T n ) is any sequence in A. As before, we write the dual as
We first recall the definition of the Koszul complex
Let e 1 , e 2 , . . . , e n be a basis of the free A-module
n is by definition the i-th exterior power of A n . As is wellknown, the module K i is free with basis {e j1 ∧ · · · ∧ e ji 1 ≤ j 1 < . . . < j i ≤ n}.
where the symbol e j k indicates that e j k has been omitted. We consider this (homological) Koszul complex K • (A, T ) :
There is a structure of symmetric n-space on K • (A, T ), that we now give in an economic way; see more details in Remark 3.3. For each i = 1, . . . , n, let
be the short Koszul complex for the one-element sequence (T i ), i.e.
This complex can be equipped with the following symmetric 1-form (see 2.2) :
where we identify A = Hom A (A, A) as usual. This is of course a symmetric 1-space since Θ(A, T i ) is an isomorphism of complexes, hence a quasi-isomorphism. It is easily checked that the tensor product of complexes
. . , T n ) and therefore we can give the following :
With the above notations, we define a symmetric n-form
as the product (see 2.5)
This defines a symmetric n-space K • (A, T ) , Θ(A, T ) which we call the canonical space on the Koszul complex
We have the following functorial property.
Lemma 3.2. Let f : A −→ B be a morphism of rings. Then, there is a natural isometry
Remark 3.3. To define this canonical space on K • (A, T ), it is not necessary to use the product structure of the derived Witt groups. The advantage of this approach is that we see at once that the canonical n-space is a symmetric n-space, but for calculations in the sequel it might be useful to have a good description of the symmetric n-form Θ(A, T ). We define an isomorphism
following [7] , Sect. 1.6. We fix for this an isomorphism ω : n (A n ) − → A, and define an A-bilinear pairing
∨ which is an isomorphism for all 0 ≤ i ≤ n. It is straightforward (although a little cumbersome) to check that
Consider the family of morphisms (ρ i ) i∈Z defined by ρ i := (−1)
, which coincides with the morphism of complexes Θ(A, T ) as a thrilling calculation using [10, Ex. 1.4, Rem. 1.9] shows.
By the following lemma this is easier to see if T is a regular sequence, which is the only interesting case for us here. AT j for all i = 1, . . . , n. Identify A ∼ = Hom A (A, A) as usual. Then the following properties hold :
between the Koszul complex and its n-dual 
Remark 3.5. It is clear that the restriction of
Recall from 2.10 that the product also gives
as an element of W 1 (A). Therefore the result follows from the observation that this element is indeed zero in
In the above proof, note that the class y ∈ W 
Koszul cut in two
We want to "split" the Koszul complex of Section 3 into two pieces, dual to each other. This is easy to understand but a little tricky to write. Recall our running conventions of Section 1 that r + 4 q = n − 1, see (2) , and that := [ n 2 ], see (3) . Now, more precisely, we want to define a symmetric r-pair C • (A, T ) , Ξ(A, T ) , such that there is an isometry
We abbreviate the canonical form on
and set
Let pr E = pr E(A,T ) :
For each j = 0, . . . , n, we have rank A (K j ) = n j . In particular, if n = 2 + 1 is odd, we have rank A K = rank A K +1 and life will be easy. When n = 2 is even, K has maximal (even) rank 2 and we need some preparatory considerations. In this case, the symmetric n-form
which is symmetric if is even and skew-symmetric otherwise.
Lemma 4.1. If n = 2 is even, there exists two totally isotropic subspaces L and M of (K , Θ ), of same rank
2 , such that K = L⊕M and such that Θ becomes
where λ : L − → M ∨ is an isomorphism. Moreover, we have
where pr L : K −→ L and pr M : K −→ M denote the projections.
Proof. Let e 1 , . . . , e n be a basis of
both have rank
2 . Now use the description of Θ given in Remark 3.3. Let ω : n A n − → A be the isomorphism which sends e 1 ∧ . . . ∧ e n to 1 ∈ A. Then Θ (x)(y) = ±ω(x ∧ y). From this we easily get that both subspaces are totally isotropic : for L it is because e 1 ∧ e 1 = 0 and for M it is because two subsets with elements in {2, . . . , n} must intersect. Since Θ is a (−1) -symmetric isomorphism, its decomposition in L ⊕ M must be as claimed in the lemma.
Note that Θ :
is a morphism of complexes and we have (9) by a direct matrix multiplication. Definition 4.2. As the above discussion shows, we will have to distinguish the cases where n is odd from those where n is even and the definition extends over 4.3 -4.6 below. We shall consider a sign n ∈ {−1, 1} which will be fixed later on, see 6.3.
We start with n = 2 + 1 odd.
4.3.
Case r = 0. Then = 2q is even and C • (A, T ) , Ξ(A, T ) is defined to be the following symmetric 0-pair :
If T is a regular sequence then the Koszul complex K • is exact and so we have the following quasi-isomorphism
4.4.
Case r = 2.
Then = 2q + 1 is odd and C • (A, T ) , Ξ(A, T ) is defined to be the following symmetric 2-pair :
As above if T is a regular sequence the projection pr E :
Now let n = 2 be even. We fix two totally isotropic subspaces L and M of K and an isomorphism λ : L −→ M ∨ as in Lemma 4.1 and keep notations as there. We set
We now define the space C • (A, T ) , Ξ(A, T ) for n even. It follows from equation (9) in Lemma 4.1 that both squares in the middle of the two diagrams below commute and so the morphism Ξ(A, T ) is really a morphism of complexes.
4.5.
Case r = −1. Then = 2q is even and C • (A, T ) , Ξ(A, T ) is defined to be the following symmetric (−1)-pair :
If the sequence T is regular the homology of C • (A, T ) is not concentrated in one degree (as in the case n odd) but there exists a "short" complex F • (A, T ) defined as follows and which is quasi-isomorphic to C • (A, T ) :
4.6. Case r = 1. Then = 2q + 1 is odd and C • (A, T ) , Ξ(A, T ) is defined to be the following symmetric 1-pair :
As in the case r = −1, when T is a regular sequence, we have a quasi-isomorphism
Lemma 4.7. Let f : A −→ B be a morphism of rings. There is a natural isometry
Proof. Straightforward, cf. Lemma 3.2.
Lemma 4.8. The mapping cone of the morphism
Proof. This is an easy direct computation, which we leave to the reader. It is clear in the cases where n is odd and it requires Lemma 4.1 for n even. In all four cases, we use the isomorphism Θ to replace the K ∨ j by K n−j for j ≥ + 1.
Remark 4.9. Note that we do not claim that the symmetric cone of the symmetric r-form Ξ(A, T ) is the Koszul complex with its canonical form Θ(A, T ). This would be true, however, with a suitable choice of the sign n . Instead of going into these computations, we shall use a simplifying trick : see 6.3.
Let R be a ring. We apply the constructions of Section 3 to A := R[T 1 , . . . , T n ], the polynomial ring in n variables over R, and to the sequence T := (T 1 , . . . , T n ). The reader can think of R = Z or R = Z[1/2], since these are the important cases, from which the rest will be deduced. R is a symmetric n-space defined over the ring A = R [T 1 , . . . , T n ] and not over the ring R, as the notation might suggest.
It is clear that the Koszul symmetric n-space behaves well with respect to basechange. More precise, let f : R −→ S be a morphism of rings and let
be the obvious induced morphism. Then, by Lemma 3.2 there is a natural isometry
Z . This justifies the following extension of Definition 5.1. Definition 5.3. Let X be a scheme. We define the symmetric n-space
where α X : A n X −→ A n Z is the base-change morphism, see 1.4. We call K (n) X the Koszul symmetric n-space over A n X . Like before, we denote the underlying complex of free O A n X -modules and its symmetric n-form by
Remark 5.4. It is obvious from the definition that for any morphism of schemes
Definition 5.5. By Remark 3.5, the complex K 
(10) whose rows are exact triangles for all n ∈ N (the bottom row is the dual of the upper one, shifted r times). By the very basic properties of triangulated categories there exists an isomorphism R , we can assume that ς = Θ[−2q] for all n ∈ N, i.e.
We fix n as explained above.
We can now calculate cone(C (n) X ) for any scheme X and any n ∈ N. The pull-back via the base-change morphism α X : (10) Z ) and so we get cone(C
] (cf. Lemma B.1 for the later isometry). We have proven :
Theorem 6.4. With this choice of n , the cone of the symmetric pair C (n) X is the Koszul symmetric space shifted as follows :
is an isomorphism because the homology of K • | U n X vanishes.
Definition 6.5. Let X be a scheme. The symmetric r-space
will be called the half-Koszul space over the scheme X. Its Witt class is denoted by
The following is obvious (cf. Remark 6.2).
Lemma 6.6. Let f : Y −→ X be a morphism of schemes. Then there is a natural
By the main result of [3] we know that B 
Note that T is a regular sequence and so K • is a finite free resolution of Z A/I, where I is the ideal generated by T . It follows that
] is a split exact sequence and so
n− −1 . Clearly the same is true for the pull-back E (n)
where υ X : U n X −→ U n Z is induced by base change, see (4) . Note that we have E
We consider now the case n odd and n even separately.
The space B (n)
X if n = 2 + 1 is odd, i.e. r = 0 or r = 2.
Since the functor (−)
and hence a well defined homomorphism ϕ
This is a symmetric r-pair. Recall now from 4.3-4.6 that the projection pr E :
, which is easily seen to be an isometry B
Z is an isomorphism and so (F
X is isometric to the short symmetric r-space:
if is odd.
X ) is the symmetric space
X if n = 2 is even, i.e. r = −1 or r = 1.
We fix L, M ⊂ K and λ : L − → M ∨ as in Lemma 4.1 (with R = Z), and let pr L : K −→ L and pr M : K −→ M be the respective projections. We denote
we have the following symmetric r-form:
Z ), and so φ
Z ) is a symmetric r-space over U n Z . Applying the pull-back υ * X we get : The half Koszul space B (n) X is isometric to the short symmetric r-space:
Remark 6.10. We give in Appendix A a proof of the following fact. If n ≥ 3 then the locally free O U n X -module E (n) X can not be extended to a locally free O A n X -module, and hence in particular is not extended from X. Of course this is wrong for n = 1, 2, since then = 0 and therefore
which is free. It follows already from this that it is impossible to extend the symmetric r-space E (n) X to A n X as long as n ≥ 3. We will see in Theorem 8.2 that even more is true. It is impossible to extend E (n)
, and this for any n ≥ 1.
Witt groups of the punctured affine space
Recall the notations of Section 1, like formula (4), defining r ∈ {−1, 0, 1, 2} by n = 4 q + r + 1. We begin with an easy application of triangular Witt theory : Theorem 7.1. Let X be a regular scheme containing 1 2 . There exists a split short exact sequence
for all i ∈ Z, where ∂ is the connecting homomorphism of the localization U n X ⊂ A n X . This sequence is natural in X in the obvious way. Moreover, a left inverse to σ * X is given by γ * :
Proof. Consider the commutative (plain) diagram :
The long sequence is exact by localization, see 2.9, and the homomorphism π * X is an isomorphism by homotopy invariance [4, Thm. 3.1]. Now, for any X-point γ : X → U n X , for instance (1, . . . , 1), since σ X • γ = id X , the homomorphism σ * X is split injective with the wanted left inverse. Hence the homomorphism ι * X is also split injective and the unlabeled morphism in the above diagram must be equal to zero, for all i ∈ Z, in particular for i + 1. This, in turn, gives the surjectivity of ∂ and the result follows easily.
We want to apply "dévissage" to the relative groups W i+1 A n X U n X (A n X ) and we will need Theorem 7.2. Let X be a regular Z[1/2]-scheme of finite Krull dimension. Consider the structure morphism π X : A n X −→ Spec X. Then, the homomorphism ϑ
is an isomorphism for all i ∈ Z.
Proof. The affine case X = Spec(R) is [9, Thm. 9.3].
Since the homomorphism ϑ (n)
X is given by the product with a "universal" Witt class κ
X ], we can deduce the global statement from the affine case by Mayer-Vietoris as follows. If a regular scheme
is covered by two open subschemes V 1 and V 2 , we also have a covering of the corresponding affine spaces A n , in a compatible way with the closed subsets A n U n . So, we get a Mayer-Vietoris long exact sequence [4] with supports, given in the first row of the diagram below, where we use the abbreviations Y n (X) := A n X U n X for all schemes X and
The second line is exact by the Mayer-Vietoris exact sequence for
We claim that the diagram commutes. This is easy to check for the unmarked squares. For the square marked ( ‡) this follows from the following calculation. Let
The first equality holds without ∂ and uses the following fact : before computing the product of the class [K
), we can as well restrict [K X is an isomorphism for more general schemes X, like e.g. regular (affine) schemes of infinite Krull dimension. The proof of [9, Thm. 9.3] uses coherent Witt groups and therefore only applies to regular rings of finite Krull dimension. X ∈ W r (U n X ) of the half-Koszul space is zero
Proof. Also denote by γ i :
with the obvious morphisms and we know from 6.6 that υ *
X . Therefore, it suffices to prove the result for Z [1/2] .
If If r = 0, i.e. n = 2 +1 with = 0 even this follows from the following lemma.
Lemma 7.5. Let R be a ring and n = 2 + 1 with ≥ 2 even. Then
Proof. After renumbering we may assume i = 1. Let K • = K • (A, T ) be the Koszul complex of the regular sequence T = (T 1 , . . . , T n ) over A = R[T 1 , . . . , T n ], and Θ = Θ(A, T ) :
where e 1 , . . . , e n constitute a basis of A n . We denote (cf. (1, 0, . . . , 0) ) for the sequence (1, 0, . . . , 0) ⊂ R. We denote the differential of this Koszul complex by d . Note that this complex is split exact. The isomorphism of complexes Θ := γ over R, where we have set K ∨ i = Hom R (K i , R). We give now a direct summand E of K +1 , such that the projection K +1 −→ E induces a quasi-isomorphism
, and so the exterior products v i1 ∧ . . . ∧ v is (1 ≤ i 1 < . . . < i s ≤ n) are free generators of K s ∧ s R n . The differential d s acts on them as follows :
• has non vanishing homology only in degree 0, and we have an isometry c 0 (E , ϕ ) (C , Ξ ), where ϕ :
Consider now the following free submodule of E :
We claim that M is a totally isotropic subspace of (E , ϕ ). From this the lemma follows because rank M = 1 2 rank E and so (E , ϕ ) is hyperbolic by [1, I Thm. 4.6] .
To see this we use the description of Θ given in Remark 3.3. Let ω : ∧ n A n − → A be as in this remark and ω := id R ⊗ω.
Theorem 7.6. Let X be a regular Z[1/2]-scheme. The composition of the connecting homomorphism with the 4-periodicity isomorphism :
) of the half-Koszul space to the Witt class κ
Proof. Recall that we always have n = 4 q + r + 1. The statement is a direct consequence of Theorem 6.4, using the definition of the connecting homomorphism ∂ via the symmetric cone 2.9 and the fact that ε
by Definition 6.5.
Theorem 7.7. Let X be a regular Z[1/2]-scheme. For all i ∈ Z, define the following homomorphism :
X . Then the following diagram commutes :
for all i ∈ Z, where the isomorphism ϑ (n)
X is the one of Theorem 7.2 and where τ is the 4-periodicity isomorphism. 
We easily reduce to the case X = Spec Z [1/2] . In this case we argue as follows. For brevity we set R := Z[1/2].
For J empty, the result is trivial since V n R (J) = ∅ and its Witt group is zero. So we assume that J = ∅. Consider the closed complement
. By Theorem 7.1, we have the following commutative diagram with exact rows :
We get from the right-hand commutative square, from Theorem 7.6, and from Proposition 3.6 that ∂ ι * J (ε (n) R ) = 0. Therefore, by exactness of the above second row, there exists a unique class w ∈ W r (R) such that ι *
, which exists by assumption J = ∅. Choose j ∈ J and define the R-point γ : Spec(R) → V n R (J) to be given by T j = 1 and X is nilpotent in W tot (U n X ). We prove a more precise result. Theorem 7.13. Let X be a Z[ Because we assume n ≥ 2 there exists non-empty subsets ] as in the proof of Theorem 7.10 above and let
(Ji) ] = 0 for i = 1, 2. Therefore by the localization sequence there exists ] ) for i = 1, 2, and so
Denote W tot (X)[ε] the graded skew polynomial ring in one variable ε of degree r over the graded ring W tot (X). Recall that this means that c · ε = (−1) r deg c (ε · c) for a homogeneous element c ∈ W tot (X). We have a homogeneous homomorphism of graded rings given by
Using this morphism we can restate Corollary 7.8 and Theorem 7.13 as follows Theorem 7.14. Let X be a regular scheme of finite Krull dimension over Z[1/2]. Then we have an isomorphism of graded rings if n ≥ 2 :
Proof. (of Theorem A.2) Assume that P is a free A-module, such that P | U S j . We have I j | U S j , too, and so I (note that we need here j < n = dim A). We are done.
Appendix B. The product and 4-periodicity
We have used in this work the fact that the product commutes with the translation. This has not been established in [10] . For the sake of completeness we give here a proof but refer to loc. cit. for unexplained notations and definitions.
To start with let A 
(i, j ∈ Z). Then we have Proof. We claim that θ 
We observe first that Let (X, ψ) be a symmetric i-space in A (0) and (Y, φ) a symmetric j-space in B (0) . The left product (X, ψ) l (Y, φ) is then defined by considering X − as duality preserving functor with the aid of a duality transformation L(ψ) which depends on ψ, i.e. the left product (X, ψ) l (Y, φ) of these spaces is by definition (X − , L(ψ)) * (Y, φ). The right product r is defined analogous by making the functor − Y duality preserving using the symmetric j-form φ. Both products are related by the following isometry:
(loc. cit. Theorem 2.9). From this we easily deduce 
