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Summary & Zusammenfassung
1
Summary
The Southern Ocean carbon cycle is and will be undergoing various changes in a high-
CO2 world. This thesis analyzes two key processes: dissolution of carbonate sediments
on Antarctic shelves and inter-annual variability of upper ocean carbon fluxes.
In the first part of the thesis, the main question is whether dissolution of carbonate
sediments from Antarctic shelves can be a negative feedback or buffer to ocean acidifi-
cation. Most crucial to know is the amount of carbonates in Antarctic shelf sediments
and whether they are in the form of the better soluble aragonite, as expected from the
abundance of aragonitic pteropods, or in the form of calcite. More than 200 sediment
samples were analyzed with respect to their carbonate content and mineralogy; in addi-
tion data was compiled from the literature. Aragonite was absent in all samples; nearly all
preserved CaCO3 was in the form of low-Magnesium calcite. Patterns in the CaCO3 distri-
bution could be related to primary production in the overlying water column and to water
depth. The relationship between CaCO3 and primary production can be described by an
optimum function: Initially, CaCO3 increases in the sediments with increasing primary
production due to the coupling of organic matter and CaCO3 production by organisms.
This relationship is valid for autotrophic and heterotrophic calcifiers as the latter depend
on the food supply by primary producers. Past the optimum level, CaCO3 decreases
in the sediments with further increasing primary production due to metabolic-CO2 pro-
duction that subsequently dissolves CaCO3. Applying this relationship, CaCO3 on the
Antarctic shelves could be predicted using satellite-derived primary production data and
water depth. Accordingly, data gaps could be filled and a chart of CaCO3 on the shelves
all around the Antarctic was produced. Based on this map, the inventory of CaCO3 on
all Antarctic shelves was calculated to be 4 Pg CaCO3 or 0.5 Pg C and is of the same
order of magnitude as the annual CO2 uptake of the Southern Ocean. This suggests that
CaCO3 from the sediments will dissolve without releasing a significant alkalinity signal
and will not delay acidification.
The second process study addresses the inter-annual variability of carbon fluxes in
the Southern Ocean by means of a three dimensional general circulation and ecosystem
model (MITgcm and REcoM-2). The Southern Annular Mode (SAM) drives most of the
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atmospheric variability in the Southern Hemisphere and thereby affects ocean circulation
and biogeochemical cycles. Observed patterns of temperature and chlorophyll variability
as a response to the SAM could be reproduced. Stronger upwelling and entrainment of
carbon and nutrient-rich deep water occurs during the high-index polarity of the SAM.
On the one hand, this leads to an increase of the dissolved inorganic carbon of the surface
layer, suggesting that more natural CO2 outgassing would take place. On the other
hand, the increased nutrient availability leads to an increase of total chlorophyll, and
primary and export production. As iron is brought up to the surface, diatoms thrive and
outcompete small phytoplankton. South of the Polar Front, the drawdown of CO2 by
increased export production has a larger effect on the surface carbon inventory than the
outgassing of CO2, underlining the important role of the biological carbon pump for the
inter-annual varying carbon fluxes. North of the Polar Front, the positive phase of the
SAM is associated with a reduction of primary and export production. In total this leads
to an additional natural CO2 outgassing of 0.09 Pg C yr−1 per unit of standardized SAM
index south of 30◦S in line with previous studies.
The positive trend in the SAM is projected to continue in a warming climate, so
that these processes will play an important role in the future Southern Ocean. The inter-
annual variability of natural carbon fluxes is overlain by the trend of anthropogenic carbon
uptake. As a result, the contemporary CO2 uptake currently increases each year, even
if the increase might not be as strong as expected from the growth rate of atmospheric
CO2 alone. Acidification will proceed and will not be delayed by dissolution of shallow
carbonate sediments.
Zusammenfassung
Der Kohlenstoffkreislauf im Su¨dpolarmeer ist durch den Anstieg von CO2 in der Atmo-
spha¨re von zahlreichen Vera¨nderungen betroffen. In der vorliegenden Dissertation wer-
den zwei wichtige Prozesse untersucht. Erstens, die Auflo¨sung von Karbonatsedimenten
auf dem antarktischen Schelf und zweitens die interannuelle Variabilita¨t von Kohlen-
stoffflu¨ssen im oberen Ozean.
Der erste Teil bescha¨ftigt sich mit der Frage, ob die Auflo¨sung von Karbonatsedi-
menten auf dem antarktischen Schelf die Ozeanversauerung da¨mpfen oder, anders aus-
gedru¨ckt, ’puffern’ kann. Hierzu ist es entscheidend, die Menge an Karbonat in antark-
tischen Schelfsedimenten zu kennen, und zu wissen, ob diese in der Form des leichter
lo¨slichen Aragonit oder als Kalzit vorliegen. Aragonit wird von Flu¨gelschnecken pro-
duziert, die im Su¨dpolarmeer weit verbreitet sind. Mehr als 200 Sedimentproben wur-
den auf ihren Karbonatgehalt und ihre mineralogische Zusammensetzung analysiert. Des
Weiteren wurde der Datensatz durch Daten aus der Literatur erga¨nzt. Aragonit wurde
in den Sedimentproben nicht gefunden; fast die gesamte Karbonatfraktion war in der
Form von Niedrig-Magnesium-Kalzit. Die vorgefundenen Muster der CaCO3-Verteilung
konnten mit der Prima¨rproduktion in der Wassersa¨ule sowie der Wassertiefe in Zusam-
menhang gebracht werden. Die Beziehung zwischen CaCO3 und Prima¨rproduktion kann
mit Hilfe einer Glockenkurve beschrieben werden: Anfangs nimmt der CaCO3-Gehalt
der Sedimente mit steigender Prima¨rproduktion zu, weil Produktion von Kalziumkarbo-
nat an die Produktion von organischem Material gekoppelt ist. Diese Beziehung hat fu¨r
autotrophe und heterotrophe Kalzifizierer Bestand, da letztere von der Nahrungszufuhr
durch Prima¨rproduzenten abha¨ngen. Wenn das Optimum u¨berschritten wurde, nimmt
der Karbonatgehalt der Sedimente mit weiter steigender Prima¨rproduktion ab. Dies liegt
an der Produktion von metabolischem CO2 in den Sedimenten, das anschließend Kal-
ziumkarbonat auflo¨sen kann. Wenn man diese Beziehung zusammen mit von Satelliten-
messungen abgeleiteten Scha¨tzungen der Prima¨rproduktion und Daten der Wassertiefe
anwendet, kann man den CaCO3-Gehalt in antarktischen Schelfsedimenten ableiten. Auf
diese Weise konnten Datenlu¨cken gefu¨llt und eine Karte der CaCO3-Verteilung auf den
zirkumantarktischen Schelfen hergestellt werden. Basierend auf dieser Karte konnte das
4
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CaCO3-Inventar auf dem gesamten antarktischen Schelf berechnet werden. Es betra¨gt
ca. 4 Pg CaCO3 bzw. 0,5 Pg C und liegt damit in der gleichen Gro¨ßenordnung wie die
ja¨hrliche CO2-Aufnahme des Su¨dpolarmeers. Diese Abscha¨tzung legt nahe, dass sich die
Karbonatsedimente auflo¨sen werden, ohne dass ein signifikantes Alkalinita¨tssignal freige-
setzt oder die Ozeanversauerung aufgehalten werden wird.
Die zweite Studie untersucht die interannuelle Variabilita¨t von Kohlenstoffflu¨ssen mit
Hilfe eines dreidimensionalen Ozeanzirkulations- und O¨kosystemmodells (MITgcm und
REcoM-2). Die Antarktische Oszillation (AAO auch bekannt als SAM fu¨r Southern Annu-
lar Mode) ist fu¨r den Großteil der atmospha¨rischen Variabilita¨t in der Su¨dhemispha¨re ver-
antwortlich und beeinflusst dadurch die Ozeanzirkulation und biogeochemische Kreisla¨ufe.
Beobachtete Muster in der Variabilita¨t von Temperatur und Chlorophyll als Reakti-
on auf die AAO konnten mit dem Modell reproduziert werden. Wa¨hrend der positiven
Phase der AAO findet versta¨rkter Aufwa¨rtstransport und Aufnahme von Kohlenstoff-
und Na¨hrstoff-reichem Tiefenwasser in die Oberfla¨chenschicht statt. Einerseits fu¨hrt das
zu einem Anstieg des Kohlenstoffgehalts in seiner anorganischen gelo¨sten Form in der
Oberfla¨chenschicht und suggeriert, dass mehr sogenanntes natu¨rliches CO2 ausgasen kann.
Andererseits fu¨hrt die gestiegene Na¨hrstoffkonzentration zu einem Anstieg des Chloro-
phyllgehalts, der Prima¨r- und in der Folge auch der Exportproduktion. Durch die Zufuhr
von Eisen ko¨nnen sich Diatomeen vermehrt ausbreiten und gegen kleines Phytoplankton
durchsetzen. Su¨dlich von der Polarfront hat die CO2-Zehrung durch steigende Exportpro-
duktion einen gro¨ßeren Einfluß auf das Inventar an gelo¨stem anorganischem Kohlenstoff
als das Ausgasen von CO2. Dies unterstreicht den wichtigen Beitrag der biologischen
Pumpe zur interannuellen Variabilita¨t der Kohlenstoffflu¨sse. No¨rdlich von der Polarfront
ist die positive Phase des SAM mit einem Ru¨ckgang der Prima¨r- und Exportproduktion
assoziiert. U¨ber das gesamte Su¨dpolarmeer integriert resultiert ein zusa¨tzliches Ausgasen
von 0.09 Pg C yr−1 an natu¨rlichem CO2 pro Einheit des normalisierten SAM Index, in
U¨bereinstimmung mit vorangegangenen Studien.
Der positive Trend des SAM wird voraussichtlich in einem sich erwa¨rmenden Klima an-
halten, so dass diese Prozesse im Su¨dpolarmeer in der Zukunft eine wichtige Rolle spielen
werden. Die interannuelle Variabilita¨t von natu¨rlichen Kohlenstoffflu¨ssen wird u¨berlagert
von der steigenden Aufnahme von anthropogenem Kohlenstoff. Insgesamt nimmt die heu-
tige CO2-Aufnahme durch den Ozean jedes Jahr zu, auch wenn dieser Anstieg nicht so
stark sein mag, wie man es von der Wachstumsrate der atmospha¨rischen CO2-Konzentra-
tion allein erwarten wu¨rde. Die Versauerung der Ozeane wird voranschreiten und wird
nicht durch Auflo¨sung von in flachen Wassertiefen abgelagerten Karbonatsedimenten auf-
gehalten werden.
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2.1 Carbon Dioxide - the Principal Knob on Earth’s
Thermostat
Greenhouse Effect The sun is the Earth’s principal energy supplier. An average
square meter of the Earth’s outer atmosphere receives 342 Joules per second. To explain
the preservation of thermal equilibrium, that is, a stable long-term average temperature,
the incoming radiation must be balanced by outgoing radiant energy. This is attained by
reflection of short-wave radiation and by long-wave (infrared) absorption and emission by
the Earth’s surface and atmospheric constituents.
About 30% of the solar radiation that the planet receives is reflected back into space,
20% is absorbed in the atmosphere and the remaining 50% reaches the Earth’s surface
(Figure 2.1). The Earth’s surface and atmosphere, warmed by the absorption of solar en-
ergy, emit thermal radiation proportional to the fourth power of its temperature according
to the Stefan-Boltzmann law. But the actual thermal infrared radiation that leaves the
outer atmosphere at certain wave lengths is reduced compared to the theoretical value as
given by the Planck function (see e.g., Pierrehumbert , 2011). This is due to absorption of
infrared radiation by gases in the atmosphere. The so-called greenhouse gases act as an
insulator for the Earth, reducing the loss of heat to the outer space. The insulating role of
the atmosphere and the importance of the balance between short and long-wave radiation
was first postulated by Joseph Fourier in 1827, although he did not recognize the role of
greenhouse gases in the energy balance (Fourier , 1827; Archer and Pierrehumbert , 2011).
As a result of the reduced outgoing long-wave radiation, the Earth’s temperature is higher
than that of a black body with the same size and energy supply but no greenhouse gases,
at thermal equilibrium (Planck function). The natural greenhouse effect raises the ac-
tual average surface temperature on Earth from -18◦C to roughly +15◦C (Pierrehumbert ,
2011).
In 1861, John Tyndall discovered the importance of the trace gases CO2 and water
vapor for the opaqueness of the atmosphere to infrared radiation (Tyndall , 1861). Never-
theless, it it took another 150 years to show that CO2 is the most important greenhouse
gas in Earth’s atmosphere (Lacis et al., 2010). The direct contribution of CO2 to the
greenhouse effect is about 20%, whereas water vapor and clouds trap more infrared radia-
tion and account for 75% of the greenhouse effect. It is the non-condensing CO2, though,
that constitutes the key radiative forcing to sustain an atmospheric temperature that can
hold a large amount of water vapor. Without CO2, all water vapor would condense and
precipitate, spiraling the planet into a Snowball Earth climate state. Rising CO2 in the
atmosphere intensifies the water vapor feedback cycle as warmer air can hold more water
vapor - and quadruples the CO2-induced greenhouse effect (Pierrehumbert et al., 2007;
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Figure 2.1: A simplified scheme of the greenhouse effect. Short-wave radiation is partly absorbed
in the atmosphere, partly reflected back into space and the rest is absorbed by the Earth’s
surface. The warmed surface and atmosphere emit infrared radiation. The atmosphere is mostly
opaque to IR radiation: Clouds and greenhouse gases, such as CO2 and water vapor, absorb IR
radiation and re-emit it into all directions.
Pierrehumbert , 2011; Dessler and Sherwood , 2009; Lacis et al., 2010).
Weathering Thermostat The global temperature on our planet has been relatively
stable over geological time scales. This is intriguing, especially when considering the early
Earth, an era when the solar irradiation was less energetic than today. The faint young
sun paradox is the conundrum of equable temperature on Earth at varying solar radiation
intensities. A negative feedback (or self-stabilizing) system was proposed to enhance the
greenhouse effect at low temperature and to down-regulate the greenhouse effect at rising
temperature (Walker et al., 1981; Broecker and Sanyal , 1998).
To be precise, it is the equilibrium between volcanic and hydrothermal degassing of
CO2 (metamorphism) and the reaction of CO2 with siliceous minerals (weathering) that
is sensitive to temperature changes and can trigger a strengthening or weakening of the
greenhouse effect (Figure 2.2). The equilibrium is summed up by the Urey reaction:
CaSiO3 + CO2(g)
weathering−−−−−−−−⇀↽ −
metamorphism
CaCO3 + SiO2 (2.1)
The reaction of siliceous minerals with atmospheric CO2 constitutes a sink for CO2. The
intermediate reaction products, bicarbonate ions and silicic acid, are transported into the
ocean where organisms use them to build calcareous and silicic shells. After the death of
the organisms, the biominerals sink and accumulate on the sea floor. They will ultimately
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Figure 2.2: Idealized scheme of the weathering thermostat. On time scales of hundreds of
thousands of years, the equilibrium between weathering (CO2 consumption) and metamorphism
(CO2 production) is sustained.
be transformed back into CO2 and igneous rocks when being exposed to high pressure
and temperature in subduction zones (metamorphism). Once in gaseous form, CO2 can
escape from the solid earth by volcanic and hydrothermal degassing.
Metamorphism and volcanic degassing of CO2 are independent of atmospheric tem-
perature. The weathering reaction, in contrast, is indirectly accelerated by higher at-
mospheric temperature due to the reaction’s dependence on water availability (see Fig-
ure 2.2). A temperature perturbation therefore leads to a change in the weathering
reaction rate. At high temperatures, the water cycle is intensified, leading to more weath-
ering. Consequently, more CO2 is removed from the atmosphere. Cooling, in contrast,
leads to less precipitation, less weathering and therefore higher atmospheric CO2. This
is a negative feedback, stabilizing the Earth’s temperature (Walker et al., 1981). The
CO2 thermostat prevents the Earth from spiraling into extremely warm or extremely cold
climate states after a small temperature perturbation. At the time of the faint young sun,
the temperature and consequently also the weathering rate was lower than today and
allowed CO2 to accumulate in the atmosphere. Therefore, the direct greenhouse effect of
CO2 and the water vapor feedback were stronger than today and this explains the high
and equable temperature in the Earth’s infancy.
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2.2 The Natural Carbon Cycle
Until the mid 18th century, the concentration of CO2 in the atmosphere had been relatively
constant at 260 to 280 ppm for 10,000 years, mirroring a stable natural carbon cycle
(Siegenthaler et al., 2005). Carbon rotates between four reservoirs: atmosphere, ocean,
land and the solid earth. The solid earth constitutes the largest inventory for carbon
with more than 90 million Pg C deposited in the Earth’s crust including deep marine
sediments and fossil fuels. This carbon is exchanged with the atmosphere on time-scales
of hundreds of thousands to millions of years (Sundquist , 1993). In preindustrial times,
the atmosphere contained roughly 600 Pg C. The atmospheric carbon is rapidly exchanged
with the terrestrial biosphere and the surface ocean (Sundquist , 1993). On land, plants
take up CO2 to convert it to biomass during photosynthesis. Later on, this biomass
is decomposed by respiration of plants, organisms and soils, and CO2 is released back
into the atmosphere. The carbon standing stocks on land amounted to 2,300 Pg C before
industrialization (IPCC , 2007). The ocean contains 38,000 Pg C, which is about fifty times
the amount of carbon in the atmosphere, and about twenty times more than the reservoirs
on land. Consequently, the ocean figures prominently in the global carbon cycle. It has
a large impact on the atmospheric CO2 concentration, for example in glacial–interglacial
cycles. It is widely accepted that CO2 drawn down from the atmosphere during glacial
times was stored in the ocean (e.g., review by Sigman et al., 2010, and references therein).
2.2.1 The Marine Carbon Cycle
The atmosphere and the surface ocean exchange carbon in the form of gaseous CO2. The
equilibrium between the CO2 content in the air and in the seawater is set by Henry’s Law:
[CO2(aq)] = K0 · pCO2 (2.2)
where [CO2(aq)] is the concentration of aqueous CO2, pCO2 is the partial pressure of
CO2 in the air and K0 is the solubility coefficient, which depends on temperature and
salinity. In contrast to other gases such as N2 or O2, dissolved CO2 reacts with water
to form (true) carbonic acid (H2CO3), which dissociates into bicarbonate (HCO
−
3 ), and
carbonate (CO2−3 ) ions:
CO2(aq) + H2O ! H2CO3 ! HCO−3 +H+ ! CO2−3 + 2 H+ (2.3)
An equilibrium comes into place and about 1% of the carbon that was taken up as gaseous
CO2 remains in the form of CO2(aq). As a result, more inorganic carbon is dissolved in
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Figure 2.3: Simplified illustration of the physical and biological carbon pumps that transfer
carbon from the surface to the deep ocean. See text for further explanation. Adapted from
Heinze et al. (1991). POC: particulate organic carbon, DIC: dissolved inorganic carbon, TA:
total alkalinity.
the ocean than expected from the solubility of an inert gas. The sum of dissolved CO2,
true carbonic acid, bicarbonate and carbonate ions is known as dissolved inorganic carbon
(DIC).
The concept of total alkalinity (TA) provides a measure of the excess of proton ac-
ceptors over proton donors (Dickson et al., 2007; Dickson, 1981). When a weak acid,
such as CO2, is added to seawater, the proton acceptors can partially neutralize the acid.
Therefore alkalinity is also referred to as the buffer capacity of seawater. Carbonate and
bicarbonate ions are the main contributors to alkalinity in seawater:
TA = [HCO−3 ] + 2 [CO
2−
3 ] + [B(OH)
−
4 ] + [OH
−] + [HPO2−4 ]
+ 2 [PO3−4 ] + [H3SiO
−
4 ] + [NH3] + [HS
−]
− [H+]F − [HSO−4 ]− [HF]− [H3PO4]
(2.4)
Carbon pumps The exchange of carbon between the surface and the interior of the
ocean (Figure 2.3) is mediated by the physical and biological carbon pumps (Volk and
Hoffert , 1985). They are responsible for the gradient from low DIC at the surface to high
DIC in the deep ocean.
The physical (or solubility) pump denotes the process of carbon transport that is
associated with deep vertical mixing. At high latitudes, surface water is cooled and
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becomes more salty when brine is rejected during sea-ice formation. The high density
of these water parcels leads to the sinking of cold water masses, primarily in the North
Atlantic and around Antarctica. As CO2 is more soluble at low temperatures, these cold
and dense water masses are rich in carbon and carry it into the deep ocean. It is brought
back to the surface in upwelling regions at lower latitudes where the water warms up
and releases some of its CO2 according to the thermodynamic equilibrium (Henry’s Law,
Eq. 2.2).
The biological carbon pump encompasses two processes. One is the soft tissue (or
organic carbon) pump, which is driven by phytoplankton that converts DIC into organic
matter (or particulate organic carbon, POC) by photosynthesis. Phytoplankton has a
short turnover time, making marine carbon fixation much more efficient than carbon fix-
ation by plants on land. Although phytoplankton biomass constitutes only 0.1% of global
primary producer biomass, it is responsible for half of the global net primary production
(Field et al., 1998; Falkowski , 2003). The largest fraction of primary production is rem-
ineralized within the euphotic zone, while a small part is exported from the surface to the
ocean’s interior and removed from the atmosphere for hundreds to thousands of years (the
residence time of water in the ocean). Upwelling of deep water brings the remineralized
carbon back to the surface to complete the cycle.
The other process contributing to the biological carbon pump is the carbonate counter
pump, which describes the production and sinking of CaCO3 by calcifying organisms, and
which, as a by-product, releases CO2 into the water:
Ca2+ + 2 HCO−3 → CaCO3 + CO2 +H2O (2.5)
Depending on the carbonate equilibria and the CO2 saturation state of the seawater, this
CO2 can be discharged into the atmosphere. Assuming a steady state of the CaCO3
cycle, the CaCO3 production must be equal or larger than its export from the surface
layer; this constrains the export CaCO3 flux to at least 1.6 Pg C year−1 (Berelson et al.,
2007). The export is partitioned into dissolution in the water column and at the sea
floor, and burial into the sediments. CaCO3 dissolution releases alkalinity, to some extent
directly in shallow depth layers and the remainder in the deep ocean. Up to 60% of the
dissolution might occur in the upper 2000 m due to different processes, such as dissolution
in microenvironments (e.g., bacterial organic matter oxidation in sinking particles) or
dissolution of more soluble Mg-calcite or aragonite (Millero, 2007). Model studies suggest
that dissolution of aragonite plays a major role (Jansen et al., 2002; Gangstø et al.,
2008), whereas dissolution in sinking particles (Jansen et al., 2002) and in copepod guts
(Jansen and Wolf-Gladrow , 2001) contribute scarcely to shallow dissolution. The latter
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was confirmed in experiments (Langer et al., 2007). About 0.4 Pg C year−1 reach the
deep ocean of which only about a quarter is buried in the sediments (Berelson et al., 2007;
Millero, 2007). The CaCO3 buried in the sediments constitutes an important component
of global ocean sediments. Its preservation can serve as a proxy for past climate conditions,
with higher preservation indicating sediments from glacial times (Farrell and Prell , 1989).
While the soft tissue pump tends to decrease pCO2 in the surface ocean, the carbonate
counter pump has the opposite effect. In sum, the biological carbon pumps still lower
surface pCO2. That is accredited to the fact that about 16 times more organic carbon
is exported from the surface layer than CaCO3 (Sarmiento et al., 2002). This measure
of the relative strengths of the biological carbon pumps is known as the rain ratio (POC
export : CaCO3 export). Switching off all biological production in the ocean would
double atmospheric CO2 according to a model study (Maier-Reimer et al., 1996). This
emphasizes the role of the biological carbon pumps in controlling atmospheric CO2 levels.
2.3 The Fate of Anthropogenic CO2
Today, humans disturb the natural carbon cycle by land use change and by burning of
fossil fuels from naturally sequestered geological reservoirs. Between 1850 and 2006, about
490 Pg C were released to the atmosphere (Canadell et al., 2007). The concentration of
CO2 in the atmosphere has increased to 391.8 ppm in 2011 (equivalent to 830 Pg C),
which is a 40% increase relative to the preindustrial level of 280 ppm.
The CO2 thermostat (section 2.1) acts on time scales of hundreds of thousands of
years. It will reduce atmospheric CO2 concentrations only beyond human time scales.
Nevertheless, only about 50% of the annually emitted CO2 remains in the atmosphere.
Land and ocean each take up 25 to 30% of the CO2 release and thereby dampen the rapid
rise in atmospheric CO2 (Canadell et al., 2007).
2.3.1 Carbon Sink Reactions
The terrestrial biosphere currently acts as a sink for atmospheric CO2 of about the same
magnitude as the ocean (Canadell et al., 2007). Within a few centuries, the accumulated
CO2 release alone will potentially be two to three times larger than the total terrestrial
carbon reservoir including biosphere and soils. The biosphere will be inundated by CO2
and will not be able to act as a significant CO2 sink anymore, possibly as early as 2050
(Cox et al., 2000). The ocean, in contrast, has a much larger carbon reservoir and will
continue to sequester CO2. Increasing partial pressure of CO2 in the atmosphere leads
to a strengthening of the solubility pump, which is the primary mechanism for uptake of
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anthropogenic carbon (IPCC , 2007). Further, the ocean has the capacity to take up far
more CO2 due to seawater buffering and CaCO3 neutralization.
Seawater Buffering According to Le Chatelier’s principle, a chemical equilibrium that
is disturbed by a change in concentration, temperature, volume or partial pressure, will
respond by a shift in the equilibrium to counteract the disturbance. This is also valid for
the carbonate system (Eq. 2.3) and has the effect that anthropogenic CO2 added to this
system is buffered due to the reaction with CO2−3 ions:
CO2(aq) + CO
2−
3 +H2O! 2 HCO−3 (2.6)
The amount of CO2 that can be buffered depends on the buffering capacity of the carbon-
ate system, or, in other words, on how much CO2 has been taken up and been buffered
already. This adjustment of the carbonate equilibria is an active process nowadays; it
will, however, take several hundred to a thousand years, as determined by the time scale
of ocean circulation, to reach a new equilibrium. In the end, chemical buffering of CO2
is the quantitatively biggest sink for CO2, sequestering 60 to 80% of the CO2 emissions
(Archer et al., 1997; 2009).
CaCO3 Neutralization Ocean carbonate chemistry is buffered by CaCO3 depositions
on the sea floor and on land. Direct neutralization of CO2 by dissolution of CaCO3,
primarily in the deep ocean, is an important negative feedback on time scales of about
five to ten thousand years (Archer et al., 1997; 2009):
CO2 + CaCO3 +H2O → 2 HCO−3 + Ca2+ (2.7)
The release of alkalinity restores the CO2-buffering capacity of the seawater and hence
the ocean’s potential to take up more CO2 from the atmosphere (Eq. 2.6).
2.3.2 Ocean Acidification
On time scales of decades to centuries, the increase of CO2 in the atmosphere has manifold
consequences, including global warming, melting of ice-caps and glaciers, sea-level rise,
and changes in precipitation patterns (IPCC , 2007). One direct effect of the oceanic CO2
uptake is a shift in the carbonate equilibria and a decline in pH (a negative logarithmic
measure of the acidity). As CO2 reacts with seawater (Eq. 2.3), H+ ions are released,
making the seawater more acidic. This process has recently been referred to as ocean
acidification when it concerns added CO2 through anthropogenic activities (Caldeira and
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Wickett , 2003). Since preindustrial times, global mean surface pH has decreased by about
0.1 units, from 8.2 to 8.1, which is equivalent to a 30% increase in H+ ion concentration
(IPCC , 2007).
The shift in carbonate equilibria leads to a reduction in carbonate ions (Eq. 2.6) and
consequently to a decline in CaCO3 saturation states. This has an effect on the two main
CaCO3 polymorphs, namely calcite and aragonite. They differ in their crystal structure
as calcite crystals are rhombohedral while the structure of aragonite is orthorhombic. As
a consequence, the two polymorphs have different solubilities, with calcite being the more
stable phase. The saturation states of calcite (ΩC) and aragonite (ΩA) are defined as the
product of Ca2+ and CO2−3 ion concentrations, divided by the stoichiometric solubility
product K∗sp for calcite or aragonite, respectively (Zeebe and Wolf-Gladrow , 2001; Mucci ,
1983):
ΩC =
[Ca2+][CO2−3 ]
K∗spC
, ΩA =
[Ca2+][CO2−3 ]
K∗spA
(2.8)
A saturation state > 1 indicates oversaturation and a saturation state < 1 denotes un-
dersaturation. Nowadays, the saturation state is largest at the surface and decreases
towards the sea floor, primarily due to the pressure dependence of K∗sp. The water depth
at which Ω equals 1 represents the saturation level (or saturation horizon). The calcium
ion concentration varies little in the open ocean, hence the saturation state is typically
controlled by the CO2−3 ion concentration. It is less costly for calcifying organisms to
produce CaCO3 at high saturation states. Below the saturation level CaCO3 can dissolve
(unless it is protected by organic layers). The decline in CO2−3 ion concentration, which
implies a reduction of the calcite and aragonite saturation states, therefore has an impact
on calcifying organisms. Most CaCO3 producers investigated so far show reduced calcifi-
cation as a response to ocean acidification (e.g., review by Fabry et al., 2008), however,
exceptions from this rule exist (for example, Beaufort et al., 2011).
The shift of the calcite and aragonite saturation horizons will expose carbonate sed-
iments to undersaturated bottom water, which will cause their dissolution. According
to Eq. 2.7 this releases alkalinity and can thereby counteract acidification. The shift
of the saturation horizon will go on until a new equilibrium between the deep sea and
atmospheric carbon cycle compartments is reached.
2.4 The Southern Ocean
The Southern Ocean is a crucial player in the global climate system. It contains the
strongest ocean flow, namely the Antarctic Circumpolar Current (ACC), which connects
the Atlantic, Pacific and Indian Ocean basins. The ACC is driven by westerly winds and
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Figure 2.4: Map of the Southern Ocean with overlaid fronts, from north to south: Subantarctic
Front (SAF, solid line), Polar Front (PF, dashed line), Southern Antarctic Circumpolar Current
Front (SACCF, solid line), southern boundary of the Antarctic Circumpolar Current (dashed
line) according to Orsi et al. (1995).
transports about 130 to 140 Sv (Whitworth, 1983; Whitworth and Peterson, 1985). It
receives about 70% of the total wind energy going into the ocean (Wunsch, 1998). As
the ocean’s interior circulation is primarily sustained by the wind (Wunsch, 2002; Lozier ,
2010), this highlights the importance of the Southern Ocean with regard to ocean mixing.
Traditionally, the flow of the ACC was thought to be concentrated in jets at three major
fronts: the Subantarctic Front (SAF), the Polar Front (PF) and the southern ACC front
(SACCF) (e.g., Orsi et al., 1995). The fronts are circumpolar and extend from the surface
to the sea floor (Figure 2.4). More recently, the ACC was described as a multiple jet
structure, dividing the three traditional jets into a large number of intermittent filaments
(Sokolov and Rintoul , 2007; 2009).
Variability in the wind-driven ACC is closely connected to variability in the subpolar
westerlies. The Southern Annular Mode (SAM) is a pattern that can explain much of
the internal variability of the atmospheric circulation in the Southern Hemisphere. The
SAM index is a measure of the sea level pressure anomaly between the subpolar low and
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subtropical high pressure systems. In years when the SAM index is positive, the pressure
gradient is stronger than usual, leading to a displacement of the atmospheric jet stream
towards the pole and intensified westerly winds south of 45◦S. A trend towards a positive
SAM has been observed in the last decades (Marshall , 2003). The ACC’s response to
the perturbed wind forcing is an initial poleward shift and stronger northward Ekman
transport at the surface (Hall and Visbeck , 2002; Bo¨ning et al., 2008). This implies
increased upwelling of carbon and nutrient-rich water, impacting biogeochemical cycles
(Lenton and Matear , 2007). Observations and eddy-resolving models, however, suggest
that with a lag of a few years, transport and overturning could be balanced by stronger
eddy activity (for instance Screen et al., 2009; Bo¨ning et al., 2008).
South of the ACC, two principal cyclonic gyres exist that are characterized by up-
welling in their center: the Weddell Gyre and the Ross Gyre. A few more cyclonic
circulation systems appear to be present, that are smaller in extent, such as the one in
the Australian-Antarctic basin (Aoki et al., 2010). The northern boundary of the Weddell
and Ross Gyres is set by the ACC, where Circumpolar Deep Water (CDW) is the predom-
inant water mass. When the gyres branch off from the ACC, CDW mixes with Antarctic
Surface Water (AASW) and other surface waters in the eastern limbs and forms modified
Circumpolar Deep Water (mCDW). The southern limbs of the gyres follow the coast of
the Antarctic continent and join the coastal current, a westward flowing circumpolar cur-
rent driven by Polar Easterlies. In the regions where no cyclonic gyre is formed between
the ACC and the Antarctic continent (e.g., the Bellingshausen Sea and Amundsen Sea)
the southern boundary of the ACC comes close to the shelf break (Orsi et al., 1995), with
regular intrusions of CDW onto the shelf.
In the subsurface of the Weddell Gyre, another modified form of CDW exists, namely
Central Intermediate Water (CIW, see Figure 2.5). It is characterized by a depletion
of oxygen, enrichment of nutrients and a maximum in DIC resulting from shallow rem-
ineralization of export production (Whitworth and Nowlin, 1987; Hoppema et al., 1997;
Hoppema, 2004a). CIW leaves the Weddell Gyre to the north, carrying DIC to abyssal
depths and thereby contributing significantly to the sequestration of natural carbon
(Hoppema, 2004a).
In the AASW, DIC is being changed due to three competing processes. On the one
hand, the upwelling of mCDW carries high natural carbon and nutrient concentrations
into the surface layer. On the other hand, biological activity draws down natural carbon
and nutrient inventories. In addition, anthropogenic carbon is taken up as a result of high
partial pressure of CO2 in the atmosphere. The surface water is subducted north of the
Polar Front and contributes to Antarctic Intermediate Water (AAIW, Figure 2.5).
Heat loss to the atmosphere and brine rejection during sea-ice formation produce
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Figure 2.5: Idealized scheme of the Southern Ocean circulation and carbon fluxes. Dashed ar-
rows denote transport of natural (green) and anthropogenic (red) carbon due to advection and
the solubility pump. Wiggled arrows indicate carbon fluxes by virtue of the biological carbon
pump. POC: particulate organic carbon, DIC: dissolved inorganic carbon, AAIW: Antarctic In-
termediate Water, CIW: Central Intermediate Water, CDW: Circumpolar Deep Water, AABW:
Antarctic Bottom Water.
dense shelf water masses, which move down the continental slope into the abyssal sea
(Figure 2.5). The newly formed water mass is generally known as Antarctic Bottom
Water (AABW), with regional variants, e.g., Weddell Sea Deep Water (WSDW). Bottom
water formation occurs in few shelf regions of the Southern Ocean, including the western
Weddell Sea, Ross Sea, and off Ade´lie Land (e.g., Huhn et al., 2008; Foldvik , 2004; Rintoul ,
1998; Gordon et al., 2009). Along with the sinking water parcels, anthropogenic carbon
is conveyed to the abyssal world oceans and sequestered for the time scale of the ocean’s
overturning circulation (as described in section 2.3).
2.4.1 The Unknowns in the Marine Carbon Cycle
Prior to industrialization, the Southern Ocean was most likely a source of CO2 to the
atmosphere (e.g., Hoppema, 2004b; Mikaloff Fletcher et al., 2007). Upwelling of old wa-
ter masses, which have accumulated remineralized carbon, lead to oversaturation of the
surface waters with respect to CO2. Together with an inefficient biological carbon pump,
limited by iron, light, and grazing, this resulted in outgassing of CO2 into the atmosphere.
With a significantly higher level of CO2 in the atmosphere, due to anthropogenic
activity, the same amount of upwelled carbon-rich deep water now causes undersaturation
of surface waters with respect to CO2. The Southern Ocean has not only become a net
sink for CO2 (e.g., Gruber et al., 2009; Takahashi et al., 2009), but also the primary
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conduit by which 40% of all anthropogenic CO2 enters the ocean (Khatiwala et al., 2009).
Nonetheless, unresolved questions remain regarding the Southern Ocean CO2 uptake.
Different models and data analyses, which converge to similar total CO2 fluxes, show large
differences in the spatial distribution within the Southern Ocean (Gruber et al., 2009).
The ocean inversion method (Gruber et al., 2009) in the Southern Ocean suggests it to
be a consistent sink for CO2 south of 44◦S. The pCO2-based estimate, in contrast, shows
strong uptake of CO2 between 44◦S and 58◦S, and outgassing south of 58◦S (Gruber et al.,
2009; Takahashi et al., 2009). A regional model of the Ross Sea suggests the Antarctic
shelves to be a strong CO2 sink (Arrigo et al., 2008), in line with observations of soaring
carbon in the coastal Weddell Sea (Hauck et al., 2010).
It is vehemently debated whether the Southern Ocean CO2 sink has recently saturated
and stagnates in spite of ever increasing atmospheric CO2 levels (Le Que´re´ et al., 2007;
Zickfeld et al., 2008; Law et al., 2008; Le Que´re´ et al., 2008). In their model study,
Le Que´re´ et al. (2007) find a reduced sink relative to the trend in atmospheric CO2,
which they ascribe to shifting wind patterns (positive trend in SAM). They argue that
stronger winds in the last decades cause more upwelling and entrainment of carbon-rich
deep waters and subsequent outgassing of natural CO2. They suggest that this trend will
go on in the future. It is, however, also plausible that this trend reverses in the future
(Zickfeld et al., 2008): Once the surface ocean has become richer in carbon than the deep
ocean, higher wind speeds would accelerate the uptake of anthropogenic carbon. Another
issue raised is that augmented eddy fluxes at elevated wind speed could balance intensified
northward Ekman transport and co-occurring carbon fluxes. This suggests that upwelling
and transport in the ACC is almost unresponsive to recent changes in wind stress (Bo¨ning
et al., 2008).
2.4.2 Acidification
Acidification is strongest in high latitudes predominantly because of the cold temperatures
(Orr et al., 2005). CO2 is more soluble in cold water, and therefore surface background
and anthropogenic carbon concentrations are highest in the polar regions. Furthermore,
the temperature dependence of the carbonate equilibria generates lowest surface CO2−3
concentrations in the high latitudes. Within the Southern Ocean, anthropogenic carbon
uptake and ensuing acidification is strongest on the shelf (Hauck et al., 2010; Arrigo et al.,
2008). Here, the surface acidification signal penetrates down to water depths of about
1000 m. It is under debate when the Southern Ocean will be completely undersaturated
with respect to aragonite (Orr et al., 2005; Gonza´lez-Da´vila et al., 2011; Hauck et al., 2010;
van Heuven et al., 2011). Wintertime undersaturation might start to occur within the
next decades (McNeil and Matear , 2008) and calcite undersaturation will follow several
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decades later (Orr et al., 2005; McNeil and Matear , 2008).
Carbonate producers, which are supposed to be among the organisms that will be
first and strongest affected by acidification, are an integral part of the planktonic and
benthic Southern Ocean ecosytems. Calcifying phytoplankton, coccolithophores, appear
in the Subantarctic Zone and the Polar Frontal Zone, but hardly south of the Polar Front
(Balch et al., 2011). Heterotrophic calcifiers, foraminifera and pteropods, occur in all
zones and are the dominant calcifiers in the Antarctic Zone. Aragonitic pteropods (in
the Southern Ocean mainly Limacina helicina) can contribute to more than half of the
inorganic carbon flux according to sediment trap studies in the Ross Sea (Accornero et al.,
2003; Collier et al., 2000). There are, however, still major gaps in the understanding of
the distribution of L. helicina and their life cycle (Hunt et al., 2008; Bednarsˇek et al.,
2011). The calcitic Neogloboquadrina pachyderma is the dominant foraminiferan species
in polar regions (Fraile et al., 2008) and can inhabit sea ice in large quantities (e.g., Lipps
and Krebs, 1974). Recently, Moy et al. (2009) reported a 35% decline in Southern Ocean
calcification since the Industrial Revolution based on shell weights of the foraminifera
Globigerina bulloides in sediment traps and Holocene sediments.
2.5 Outline of the Thesis
Setting the scene – The Southern Ocean in a high-CO2 world The Southern
Ocean carbon cycle is and will be experiencing a number of changes as a result of human
CO2 emissions. Different processes are co-occurring, making its future role difficult to
predict. The direct effect of increasing atmospheric CO2 concentrations is a strengthening
of the oceanic CO2 sink and ensuing acidification.
Soaring atmospheric carbon leads to a change of climate. The future ocean will be
warmer; it is, however, elusive whether a warmer climate will lead to more or less ocean
mixing and ventilation. The prevailing understanding until a few years ago was that a
warmer climate would lead to a more stratified ocean due to the warming of the surface
layer and an intensified hydrological cycle with more freshwater input to the surface
ocean (Sarmiento et al., 1998; Caldeira and Duffy , 2000). Since then, the view on the
role of winds for ocean mixing and ventilation was reassessed and winds are considered to
be the driving force for the global overturning circulation (Wunsch, 1998; 2002; Lozier ,
2010). Concurrently, a reinforcement of westerly winds has been observed accompanying a
positive trend in the Southern Annular Mode (Hurrell and Van Loon, 1994; Thompson and
Solomon, 2002; Marshall , 2003), which is predicted to continue in the future (Shindell
and Schmidt , 2004; Thompson et al., 2011). At the current state of knowledge, less
stratification is to be expected in a warmer Southern Ocean, in line with observations
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of more sluggish circulation during the last glacial (Russell et al., 2006; Toggweiler and
Russell , 2008).
More mixing causes higher levels of nutrient input into the surface layer, but it could
also induce light limitation for phytoplankton production. Deep mixing allows for anthro-
pogenic carbon to be transported into the deep sea and more anthropogenic carbon can
be taken up at the surface. On the other hand, the entrained deep water is charged with
carbon, which might reduce the CO2 uptake capability from the atmosphere.
There are a number of possible biogeochemical and ecological feedback mechanisms
that add even more complexity to the system: Dissolution of shallow carbonate sediments
could possibly be a negative feedback to acidification, especially from the more soluble
aragonite fraction. In addition, disappearance or reduction of carbonate producers could
be a negative feedback to acidification (Orr et al., 2005). Strengthening of westerly winds
could enhance carbon export due to the added nutrients from the deep ocean or reduce
primary production due to light limitation (Lovenduski and Gruber , 2005). Community
shifts could enhance carbon export when chain-forming or highly silicified species are
favored (Tortell et al., 2008). A change in the Si:C ratio of diatoms due to altered iron
supply could equally have an effect on the sinking of particulate organic carbon.
This thesis aims to address two of these key aspects of current and possible future
changes in the Southern Ocean carbon cycle: The dissolution of shallow carbonate sedi-
ments and the inter-annual variability of upper ocean carbon fluxes in a high-CO2 world.
Buffering capacity of Antarctic shelf carbonates The first process study is on
the interaction between Southern Ocean acidification and shallow carbonate sediments
(chapter 3 and 4). The central question is whether dissolution of carbonate sediments
from Antarctic shelves can release a sufficiently large alkalinity signal to counteract acid-
ification in the Southern Ocean and if so, on which regional and temporal scale. It is
well-known that deep-sea carbonates will be a significant negative feedback to CO2 on
time scales of several thousand years (section 2.3). The Antarctic shelves undergo rapid
acidification and will be the first region where carbonate sediments will be in contact
with a carbonate undersaturated water column. Carbonate sediments will start to dis-
solve. Do the sediments bear sufficient carbonate to accumulate alkalinity when (slow)
dissolution kinetics and (rapid) mixing with adjacent water masses are considered? How
much aragonite is preserved in the sediments that could provide initial buffering against
acidification?
This study presents the first compilation of CaCO3 measurements on Antarctic shelves
(chapter 3). It describes the distribution and mineralogy of CaCO3 in the surface sed-
iments and disentangles relevant environmental impacts, such as water depth, primary
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production, ocean circulation, width of the shelf and sea-ice extent. A first qualitative
assessment is made about the feedback capacity of shelf carbonates against acidification.
The feedback or buffering capacity of carbonate sediments from Antarctic shelves is
quantified in chapter 4. The CaCO3 data is interpolated using parameterizations based
on environmental impacts as pinpointed in chapter 3. Maps of CaCO3 concentrations in
the surface sediments all around the Antarctic continent are produced. Based on these
maps, the CaCO3 inventory on Antarctic shelves and its buffer capacity is quantified.
Inter-annual variability in the Southern Ocean carbon cycle As a second aspect
of the Southern Ocean carbon cycle, the inter-annual variability of the upper ocean carbon
fluxes is addressed. The oceans take up about a quarter of the annual anthropogenic CO2
emissions and the Southern Ocean is the main gateway for transport of anthropogenic
carbon into the ocean’s interior. The amount of CO2 taken up every year, however, is
highly variable in space and time and is poorly quantified (Takahashi et al., 2009; Gruber
et al., 2009). Atmospheric climate modes generate variability in ocean circulation, mixing
processes and biogeochemical cycles (e.g., Lenton and Matear , 2007).
A modeling approach is applied to study the inter-annual variability of carbon fluxes in
the Southern Ocean between 1948 and 2010 as a response to the Southern Annular Mode
(chapter 5). To understand the impact of the Southern Annular Mode on sea-air CO2
exchange, the changes in entrained DIC, northward transport, outgassing of natural CO2,
and drawdown of CO2 by increased primary and export production have to be considered.
Although the importance of stronger upwelling and entrainment was discussed in previous
studies (Lenton and Matear , 2007; Lovenduski et al., 2007; Le Que´re´ et al., 2007), it has
hardly been quantified (Dufour , 2011). A three dimensional circulation and ecosystem
model provides the framework to simultaneously quantify all changing carbon fluxes. The
spatial patterns of variability following a positive SAM event are investigated and a surface
DIC budget during the positive phase of the SAM is calculated. A better understanding
of the upper ocean carbon fluxes during the high-index polarity of the SAM will help to
better predict the future CO2 uptake capacity as the trend towards a more positive SAM
is expected to continue.
The synthesis (chapter 6) provides a summary and overall discussion of the results with
respect to how the Southern Ocean carbon cycle might change in a high-CO2 world.
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We analyzed 214 new core-top samples for their CaCO3 content from shelves all around Antarctica in order to
understand their distribution and contribution to the marine carbon cycle. The distribution of sedimentary
CaCO3 on the Antarctic shelves is connected to environmental parameters where we considered water
depth, width of the shelf, sea-ice coverage and primary production. While CaCO3 contents of surface sedi-
ments are usually low, high (N15%) CaCO3 contents occur at shallow water depths (150–200 m) on the nar-
row shelves of the easternWeddell Sea and at a depth range of 600–900 m on the broader and deeper shelves
of the Amundsen, Bellingshausen and western Weddell Seas. Regions with high primary production, such as
the Ross Sea and the western Antarctic Peninsula region, have generally low CaCO3 contents in the surface
sediments.
The predominant mineral phase of CaCO3 on the Antarctic shelves is low-magnesium calcite. With respect to
ocean acidiﬁcation, our ﬁndings suggest that dissolution of carbonates in Antarctic shelf sediments may be an
important negative feedback only after the onset of calcite undersaturation on the Antarctic shelves.
Macrozoobenthic CaCO3 standing stocks do not increase the CaCO3 budget signiﬁcantly as they are two or-
ders of magnitude lower than the budget of the sediments.
This ﬁrst circumpolar compilation of Antarctic shelf carbonate data does not claim to be complete. Future
studies are encouraged and needed to ﬁll data gaps especially in the under-sampled southwest Paciﬁc and
Indian Ocean sectors of the Southern Ocean.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Human emissions of CO2 lead to ocean acidiﬁcation (OA): as the
oceans take up CO2 from the atmosphere, carbonate equilibria in
the oceans shift toward lower pH and lower carbonate ion concentra-
tion. As a result, undersaturation with respect to carbonate minerals
can occur, leading to dissolution of carbonates in marine sediments.
The dissolution reaction releases carbonate ions and subsequently
tends to increase pH. This mechanism is known as buffering, and it
will occur on centennial time scales on the abyssal sea ﬂoor (Archer
et al., 1997). Within this century, it will be signiﬁcant and observable
at those places where carbon chemistry will change signiﬁcantly and
seaﬂoor sediments bear sufﬁcient carbonate.
OA, which is measurable by change in pH, will be strongest in high
latitudes (McNeil andMatear, 2008; Orr et al., 2005) due to the temper-
ature dependence of carbonate equilibria and solubility. Within the
polar regions, OA is intensiﬁed on the shallow shelves (Arrigo et al.,
2008b; Hauck et al., 2010). Antarctic shelveswill undergo large changes
in pH and calcite and aragonite saturation horizons in the near future.
The GLODAP (Key et al., 2004) and CARINA (Key et al., 2010) projects
have compiled extensive global biogeochemical data sets which give a
broad picture of recent carbon inventories and ongoing acidiﬁcation.
In contrast, it is not clear how abundant carbonate sediments are on
the Antarctic shelves. The Antarctic shelf is unique compared to other
continental shelves. It is deeper, has a rugged topography and often a
landward-sloping proﬁle, in particular in West Antarctica (Anderson,
1999). The overdeepening of the Antarctic shelf is mainly attributed to
long-term glacial erosion, and to aminor degree to the isostatic depres-
sion of the bed by the Antarctic ice sheet. The area of the entire Antarctic
shelf (depthb1000 m) is 4.4×106 km2 (based on Timmermann
et al. (2010)) and it has a mean water depth of approximately
500 m (Anderson, 1999).
It has been common knowledge that extensive carbonate oozes
appear only in shallow low-latitude sediments (e.g. Archer and
Maier-Reimer, 1994; Milliman, 1994; Seiter et al., 2004). However, a
ﬁrst data compilation including the Southern Ocean (Seiter et al.,
2004) showed that also sediments from the Southern Ocean may
have moderate to high carbonate contents. In the global data set of
Seiter et al. (2004), though, samples from polar areas are still under-
represented, and it is unknown, how abundant carbonates really are
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in Antarctic shelf sediments, and which main factors control their dis-
tribution. In the past, circum-Antarctic and regional carbonate distri-
butions were mainly inferred from distributions of calcareous and
agglutinated foraminifera in surface sediments (e.g. Anderson, 1975;
Kellogg and Kellogg, 1987; McCoy, 1991) rather than from bulk
CaCO3 contents.
Calcium carbonate is produced by marine organisms in the form of
two main polymorphs, calcite and aragonite. Its solubility increases
with pressure and with decreasing temperature. The depth levels
belowwhich aragonite or calcite are undersaturated are denominated
aragonite and calcite saturation horizons. The saturation states for
calcite (ΩC) and aragonite (ΩA) are deﬁned as
ΩC ¼
Ca2þ
h i
CO2−3
h i
K#spC
ð1Þ
ΩA ¼
Ca2þ
h i
CO2−3
h i
K#spA
ð2Þ
where Ksp⁎ is the stoichiometric solubility product (Mucci, 1983; Zeebe
and Wolf-Gladrow, 2001). By deﬁnition, Ω is N1 above and b1 below
the saturation horizon. Aragonite is the more soluble phase, hence its
saturation horizon is shallower than that of calcite. An additional fac-
tor that controls the solubility of calcite is the amount of magnesium
incorporated into calcite, with high-Mg calcite being more soluble
than pure calcite (Mucci and Morse, 1984).
A variety of planktonic and benthic organisms produce CaCO3 in
the Southern Ocean (SO), for example pteropods (aragonite), forami-
nifera (calcite and high- and low-Mg calcite), bryozoans (calcite in
Antarctica), echinoderms (high-Mg calcite), bivalves (calcitic and ara-
gonitic species) and brachiopods (low-Mg calcite) (Blackmon and
Todd, 1959; Kuklinski and Taylor, 2009; Milliman, 1994; Weber et al.,
1969).
One calcitic foraminifera species, Neogloboquadrina pachyderma
(sin.), is omnipresent and the dominant planktonic foraminifera spe-
cies in the Southern Ocean (e.g. Bergami et al., 2009; Donner and
Wefer, 1994; Swadling et al., 2010). Extremely high amounts of
N. pachyderma appear in sea ice (Dieckmann et al., 1991; Lipps and
Krebs, 1974; Spindler and Dieckmann, 1986). N. pachyderma in sea
ice can be 70 times more abundant per volume than in the underlying
sea water. The second largest planktonic carbonate producers are
pteropods and the dominant species south of the Polar Front is the
aragonitic species Limacina helicina (Hunt et al., 2008). The distribu-
tion of L. helicina based on meso- and macrozooplankton analyses is
not well understood and appears to be very patchy (Boysen-Ennen
and Piatkowski, 1988; Hunt et al., 2008; Swadling et al., 2010).
Accornero et al. (2003) and Collier et al. (2000) found L. helicina to
be the main contributor to carbonate ﬂuxes from sediment trap
studies in the Ross Sea, with minor contributions of N. pachyderma.
Other sediment trap studies on the eastern Weddell Sea shelf (Isla
et al., 2009) and in the Bransﬁeld Strait (Donner and Wefer, 1994)
observed N. pachyderma to be the dominant foraminifera in their sed-
iment traps, but do not report on whether pteropods occurred.
Benthic foraminifera are much more diverse than planktonic fora-
minifera. Mikhalevich (2004) found Antarctic shelf species to be
circum-Antarctic, but highly patchy. Representative species include
agglutinated, high-Mg calcitic and low-Mg calcitic species in equal
shares (Blackmon and Todd, 1959). Bryozoans and echinoderms are
crucial parts of the Antarctic macrobenthos (Brey and Gerdes, 1998;
Gutt, 2007; Hayward, 1995; Smith, 2007). Together with sponges,
bryozoans are the most signiﬁcant occupiers of the seaﬂoor and their
remains may comprise the majority of the coarse bottom sediment
(Barnes and Clarke, 1998; Bullivant, 1961; Hayward, 1995). Echino-
derms can dominate the community standing stocks, especially at
water depths N500 m (Brey and Gerdes, 1998; Brey et al., 1999). The
aragonitic bivalve Laternula elliptica is widespread in the Antarctic near-
shore waters (Ahn and Shim, 1998) and is generally preserved in the
sediments as it is one of the most common macrofossils of Antarctic
Quaternary and Tertiary sediments (Tada et al., 2006). Other common
calcareousmacroorganisms in the SouthernOcean are the aragonitic bi-
valveYoldia eightsi and calcitic gastropods and brachiopods (McClintock
et al., 2009).
In this study we investigate the distribution of CaCO3 in surface
sediments from Antarctic shelves as well as its mineralogy in order
to contribute to the understanding of the fate of biologically produced
carbonate. In addition to the analysis of core-top sediments, we esti-
mate the macrozoobenthic CaCO3 standing stocks. The knowledge
about CaCO3 distribution and mineralogy leads to a qualitative state-
ment about the buffering capacity of carbonates in surface sediments
from Antarctic shelves and forms a basis for future quantiﬁcation of
carbonate dissolution effects.
2. Methods
2.1. Sample material
214 core-top samples from the core repositories at the British
Antarctic Survey (BAS), the British Ocean Sediment Core Research
Facility (BOSCORF), the Antarctic Marine Geology Research Facility
(AMGRF, Florida State University, USA), from recent Polarstern
cruises (ANT-XXVI/3 and ANT-XXIII/9) and from Jubany station (Potter
Cove) were analyzed. The samples cover the eastern and western
Antarctic Peninsula, the Bellingshausen and Amundsen Seas, the Ross
Sea and small parts of the southwest Paciﬁc and Indian shelf sectors of
the Southern Ocean. All samples were taken from the surface sedi-
ments, mostly from 0–1 cm core depth, but a few samples were taken
from 1–2, 2–3 or 3–4 cm depth. Wherever possible, we took the
samples from box and multiple cores, because surface sediments in
gravity and vibrocores are sometimes disturbed or partially lost.
2.1.1. Additional CaCO3 data
In addition to the 214 samples that were measured for the ﬁrst
time in this study, we compiled literature data to cover a representa-
tive area in terms of geographical coverage and water depth, resulting
in a total of 390 data points. Data from the shelves in the Weddell Sea
were taken from Melles et al. (1991) and additional published data
from the Antarctic Peninsula, the Bellingshausen and Amundsen
Seas were included (Hillenbrand et al., 2003, 2010). Data from the
George V shelf in East Antarctica were supplied by Post et al.
(2011). Furthermore, Antarctic shelf data were extracted and quality
controlled from the global data compilation by Seiter et al. (2004).
Only data where the water depth is at most 1000 m were used. The
location of the samples is depicted in Fig. 1.
This study makes use of previously sampled sediment cores and
literature data. The regional and bathymetric distribution of our
data is therefore not random, but induced by the availability of data
and samples. Data from easily accessible areas as the Antarctic Penin-
sula are frequent, whereas other more remote areas and very shallow
depth regions are underrepresented. Data from shallower than 200 m
are available from the Bellingshausen Sea (n=1), Ross Sea (n=1),
eastern Weddell Sea (n=3), western Antarctic Peninsula (n=9),
southwestern Paciﬁc and Indian shelf sectors of the Southern Ocean
(n=5), but not from the Amundsen Sea, eastern Antarctic Peninsula
and western Weddell Sea. Hence, only 5% of the total 390 data points
are from water depths shallower than 200 m. The shallow depth re-
gions contribute only a small percentage to the total area of the Ant-
arctic shelves. Furthermore, these shallows are not easily accessible,
because the bathymetry is poorly known and therefore research ves-
sels rarely sample sediments in these areas.
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The CaCO3 data and all metadata such as position, sample depth,
core type and data origin of all individual samples are listed in a
data table in Pangaea (doi:10.1594/PANGAEA.757933).
2.2. Chemical analyses
All geochemical analyses were carried out on samples that were
freeze-dried and ground to homogeneous powders. The mineralogical
phase identiﬁcation was done by means of X-ray diffraction (XRD) on
all samples. In a second step, total carbon (TC) and total organic car-
bon (TOC) were determined.
Large calcareous particles, such as fragments of bryozoans or en-
tire bivalves were excluded, i.e., taken out of the sample before grind-
ing and measurement of TC and TOC. These particles do contribute to
the sedimentary CaCO3 inventory, but from a small core-top sample it
is difﬁcult to decide, whether these particles are representative for
the region and how abundant they are over a larger area. Therefore,
our CaCO3 data give a lower boundary of CaCO3 contents. The distri-
bution of carbonate forming macrozoobenthos and their contribution
to carbonate budgets is discussed in Sections 2.4 and 3.3.
2.2.1. Phase identiﬁcation
The bulk sediment was analyzed using a Philips PW diffraction an-
alyzer with a cobalt anode (CoKα radiation, 40 kV, 40 mA). A range of
3–100∘ 2θ was scanned with a step scan speed of 0.02∘ 2θ per second.
The diffractogramswere evaluatedwith the program “X'Pert HighScore
Plus” (Version 2.2c, PANalytical B.V., Almelo, The Netherlands) without
internal standard. The position of the calcite peak was corrected for the
offset of the quartz peak position from its theoretical value (Tucker,
1996). The Bragg equation was used to convert the 2θ angle into lat-
tice spacing (d). The relationship of Goldsmith et al. (1961)
was employed to relate the peak shift of the d104 peak with the Mg
content in the calcite of the speciﬁc sample as recommended by
Milliman (1994) and Tucker (1996). Samples with more than 2%
CaCO3 (doi:10.1594/PANGAEA.757933) were used for the analysis
of the carbonate mineralogy.
2.2.2. CaCO3 quantiﬁcation
The percentage of calcium carbonate (in wt. %) in the bulk sample
was determined on the basis of total inorganic carbon (TIC) which is
obtained from TC and TOC measurements. TC was measured on sub-
samples of 10 to 20 mg using a combustion analyzer (Vario EL III,
Elementar Analysensysteme GmbH, Germany) and TOC by a carbon–
sulfur determinator (LECO CS-125, LECO Instrumente GmbH, Germany).
Samples for TOC measurements (30 to 50 mg) were treated with three
drops of ethanol and 0.5 ml HCL (37%) and heated for two hours at
250 °C to remove TIC. A salt correction was applied to TC and TOC raw
data, hence CaCO3 contents are reported per mass of salt-free dry sedi-
ment. Relative analytical precision expressed as the standard deviation
obtained under repeatability conditions is 2% for TC and 0.5% for TOC.
The CaCO3 percentage was converted to g CaCO3 m−2 following the
procedure described in detail in Archer (1996). This protocol calculates
Fig. 1. Position of all core-top data (new and literature data). Isolines are from the topography ofTimmermann et al. (2010) and lines are drawn every 1000 m. Different shelf regions are
indicated by boxes. AS: Amundsen Sea; BS: Bellingshausen Sea; eAP: eastern Antarctic Peninsula; eWS: eastern Weddell Sea; RS: Ross Sea; swP/IO: southwest Paciﬁc/Indian Ocean;
wAP: western Antarctic Peninsula; wWS: western Weddell Sea.
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an average porosity (ϕ) for the top 10 cm of the sediment based on the
percentage of CaCO3. Calculated porosities range between 0.751 and
0.863 with a mean of 0.857. We use an average grain density (ρ) of
2.5 g cm−3 and consider the top 10 cm (d) of the sediment in which
we assume the CaCO3 content to be constant. The top 10 cm of the sed-
iment reﬂect the bioturbated layer in which dissolution can take place.
The CaCO3 content in the 10 cm surface layer is then given as:
CaCO3 g m
−2
! "
¼ CaCO3 %ð Þ
100 ⋅ρ⋅ 1−ϕð Þ⋅d⋅f ð3Þ
where f is the conversion factor from g cm−2 to g m−2.
2.3. GLODAP and CARINA data
The GLODAP and CARINA data bases were used to estimate bottom
water saturation states of calcite and aragonite on the Antarctic
shelves. These data bases provide global, extensive quality controlled
and internally consistent full water column data of carbon and
carbon-relevant variables (Key et al., 2004, 2010). The data were ﬁl-
tered to ﬁnd stations adjacent to the Antarctic continent with water
depths shallower than 1500 m. An offset in water depth of 300 m
compared to the bathymetry by Timmermann et al. (2010) was ac-
cepted. This procedure assured that only bottom data were consid-
ered, but also that data were not discarded due to uncertainties in
water depth. As discussed for the sediment samples (Section 2.1),
also the GLODAP and CARINA data sets consist mainly of non-shelf
data. After the ﬁltering procedure, 67 data points remained. These
data cover the western Antarctic Peninsula, Ross Sea, western
Weddell Sea and the southwest Paciﬁc and Indian shelf sectors of
the Southern Ocean, include data from 1989 to 2003 and allow a
valid estimate for ΩC and ΩA during the period when most of the sed-
iment cores were taken. Dissolved inorganic carbon (DIC) and total
alkalinity (AT) as well as potential temperature, salinity, pressure,
phosphate and silicate data were used from GLODAP/CARINA to cal-
culate ΩC and ΩA with the program CO2SYS (Lewis and Wallace,
1998). The carbonic acid dissociation constants from Mehrbach et al.
(1973) reﬁt by Dickson and Millero (1987) and the KSO4 dissociation
constant by Dickson (1990) were used.
Potential temperature and salinity were utilized to group the data
into different water masses (see Table 2). The following water masses
were considered: Circumpolar DeepWater (CDW)which is transported
around the continent with the Antarctic Circumpolar Current (ACC).
This water mass is mixed with Antarctic Surface Water (AASW) south
of the ACC to form modiﬁed Circumpolar Deep Water (mCDW). In cer-
tain regions (mainlyWeddell and Ross Sea), the release of heat and salt
during sea-ice formation on the shelf produces High-Salinity Shelf
Water (HSSW) and Ice Shelf Water (ISW). These water masses can
sink to depth and mix with surrounding mCDW producing Antarctic
BottomWater (AABW).
2.4. Macrozoobenthos data
Macrozoobenthic wet mass data were analyzed to estimate the
contribution of macrozoobenthic carbonate producers to the carbon-
ate budget in surface sediments from the Antarctic shelves. The data-
set consists of 243 stations on the eastern and western Antarctic
Peninsula and the eastern and western Weddell Sea shelf and slope.
Only data where the water depth is b1000 m were used (218
stations). Samples were collected with giant box corers, multiple
box corers and Van Veen grabs between 1985 and 2007. These sam-
ples were sieved over 500 μm meshsize screens and abundance and
wet mass were determined for 35 major taxonomic groups. For the
present study, only taxonomic groups which are known to produce
CaCO3 were considered: hydrozoa, bryozoa, brachiopoda, polyplaco-
phora, bivalvia, gastropoda, scaphopoda, echinoidea, holothuroidea,
asteroidea, ophiuroidea and crinoidea.
The wet mass was converted to CaCO3 by conversion factors from
Brey et al. (2010). For bivalvia and gastropoda, CaCO3 was calculated
by converting from wet mass with shell to wet mass without shell.
The shell mass was considered equivalent to CaCO3 mass and was
taken as CaCO3 standing stock for bivalvia and gastropoda. For all
other groups, wet mass was converted to dry mass and ash-free dry
mass. We use the ash mass, i.e., the difference between dry mass
and ash-free dry mass, as a proxy for CaCO3. This is a valid estimate
as only groups with calcareous endo- and exoskeletons were consid-
ered. No conversion factor was available for polyplacophora, there-
fore this group was discarded. The wet mass contribution of
polyplacophora to the total wet mass at all stations is 0.2%. The
CaCO3 content per dry mass for echinoderms as calculated with con-
version factors by Brey et al. (2010) is comparable to the CaCO3 con-
tents of echinoderms as determined by Lebrato et al. (2010) except
for holothuroidea. Lebrato et al. (2010) measured only one holothur-
oidean species with a CaCO3 content of 3.46% per dry mass. In con-
trast, Brey et al. (2010) considered data of 51 species where the ash
content ranged from b10 to N80% of the dry weight (mean: 44.5%).
In Antarctica, holothuroidea are very diverse and many are heavily
calciﬁed (Gutt, 1988). The CaCO3 standing stocks are given in
g CaCO3 m−2, where the volume considered depends on the penetra-
tion depth of the sampling device into the sediment. The penetration
depth varied with the sediment type and was between 10 and 40 cm.
These data are available in Pangaea (doi:10.1594/PANGAEA.757933).
Table 1
List of acronyms.
Acronym Full name
AABW Antarctic Bottom Water
AASW Antarctic Surface Water
ACC Antarctic Circumpolar Current
AS Amundsen Sea
AT Total alkalinity
BS Bellingshausen Sea
CDW Circumpolar Deep Water
DIC Dissolved inorganic carbon
eAP Eastern Antarctic Peninsula
eWS Eastern Weddell Sea
HSSW High-Salinity Shelf Water
ISW Ice-Shelf Water
mCDW Modiﬁed Circumpolar Deep Water
RS Ross Sea
SO Southern Ocean
swP/IO Southwestern Paciﬁc and Indian Ocean
TC Total carbon
TIC Total inorganic carbon
TOC Total organic carbon
XRD X-ray diffraction
wAP Western Antarctic Peninsula
wWS Western Weddell Sea
Table 2
Main water masses occurring in the Antarctic shelf and slope region.
Water
mass a
θ b (°C) Salinity Reference
AABW −1.7 to 0 34.64 to 34.73 Gordon (1974); Carmack (1977)
AASW −1.7 to 0.5 b34.4 Grosfeld et al. (2001); Orsi et al., (1995)
CDW c N0 Orsi et al. (1993, 1995)
HSSW −1.9 to −1.7 N34.65 Grosfeld et al. (2001)
ISW b−1.9 Grosfeld et al. (2001)
a AABW: Antarctic Bottom Water, AASW: Antarctic Surface Water, HSSW: High-
Salinity Shelf Water, ISW: Ice-Shelf Water, CDW: Circumpolar Deep Water.
b Potential temperature.
c Modiﬁed Circumpolar Deep Water (mCDW) is deﬁned as being colder and less sa-
line than CDW (Whitworth et al., 1998).
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3. Results and discussion
3.1. Geographical and bathymetric CaCO3 distribution
The sediment samples can be grouped into different regions: the
western Antarctic Peninsula (wAP) including Marguerite Bay; the
eastern Antarctic Peninsula (eAP) including the South Orkney Islands;
the Bellingshausen Sea (BS); the Amundsen Sea (AS); the eastern
Weddell Sea (eWS), the western Weddell Sea (wWS) and the Ross
Sea (RS). Samples from the southwestern Paciﬁc and Indian shelf sec-
tors of the Southern Ocean (swP/IO) are rare and thus were not fur-
ther split into different regions.
The regions show distinct patterns of carbonate preservation in
the sediments (Fig. 2). In the western and eastern Antarctic
Peninsula regions, CaCO3 is hardly preserved in the sediments with
mean values of 1.3% CaCO3 (444 g CaCO3 m−2, n=45) and 1.0%
(340 g CaCO3 m−2, n=72), respectively, and CaCO3 contents consis-
tently lower than 10%. A similar situation is found in the Ross Sea with
a mean CaCO3 content of 2.0% (714 g CaCO3 m−2, n=52) and all
CaCO3 contents b10%. Higher CaCO3 contents were found in the Amund-
sen Sea (mean: 5.1%, 2053 g CaCO3 m−2, n=44), eastern Weddell Sea
(mean: 6.8%, 3138 g CaCO3 m−2, n=24), western Weddell Sea (mean:
4.3%, 2153 g CaCO3 m−2, n=42), and especially in the Bellingshausen
Sea (mean 8.0%, 3546 g CaCO3 m−2, n=40). The swP/IO region is not
well captured by our data set because of low sample coverage; 58 of
the 71 samples are from the George V shelf and 13 from Prydz Bay. The
mean CaCO3 content of these samples is 2.0% (719 g CaCO3 m−2).
The CaCO3 content varies with depth (Fig. 2b), and shows maxima
with CaCO3 contents N15% around 150–200 m and between 600 and
900 m. However, variances at single depths are quite large. These
two depth intervals reﬂect two different mechanisms of carbonate
preservation. On the parts of the shelf shallower than 200 m, carbon-
ates are preserved, where they were produced and possibly concen-
trated by currents (winnowing). These carbonates include the entire
range of carbonates produced by planktonic and benthic organisms.
In the depth interval between 600 and 900 m, carbonates are exclu-
sively accumulated at the outer shelf or near the shelf break. These
are locations where carbonates are accumulated by currents and
also terrigeneous sand contents are high. On the outer shelf in the
BS, for example, sand and calcitic foraminifera are enriched by win-
nowing of silt and clay (Hillenbrand et al., 2003, 2010).
The different shelf regions can be grouped according to which
CaCO3 preservation mechanism applies to them. In the regions with
broad and deep shelves, i.e., in the Bellingshausen and Amundsen
Seas and in the wWS (Figs. 2b and 3), carbonates are found to be de-
posited on the outer shelf (note that no data are available from depths
shallower than 200 m in the wWS and in the AS and only one
data point in the BS). This corresponds to calcareous foraminifera dis-
tributions which were found in high concentrations only on the outer
shelf of the Amundsen and western Weddell Seas (Anderson, 1975;
Hillenbrand et al., 2003, 2010; Kellogg and Kellogg, 1987).
In the eWS, which is characterized by narrow, shallower shelves,
CaCO3 accumulates only at the shallow depth interval. High carbonate
concentrations in the eWS aremainly produced by benthic communities,
such as bryozoan colonies and molluscs (Gingele et al., 1997). While in
our dataset hardly any sample from the George V shelf contains N10%
CaCO3, Domack (1988) reported carbonate contents of 10–30% with
barnacles, bryozoans, and ostracods dominating the sand and gravel
fractions of surface sediments. Post et al. (2010) observed bryozoans
and foraminifera, with rare abundances of bivalves, gastropods, ostra-
cods, as well as aragonitic hydrocorals on the continental slope. The 13
samples from Prydz Bay are consistently below 2% CaCO3.
In the Ross Sea, carbonate concentrations are generally low, inde-
pendent of water depth (Fig. 2). This is surprising in the light of
reports of high densities of aragonitic pteropods in the water column
(Hunt et al., 2008) and sediment traps (Accornero et al., 2003). A total
number of 52 sediment samples from the Ross Sea were analyzed,
however, the shallow banks in the western Ross Sea are represented
by only two samples. Domack et al. (1999) reported CaCO3 contents
of N10% for two cores from one of these shallow banks. Despite the
high number of data points in the RS, the mean carbonate deposition
might be underestimated due to the fact that these banks are under-
sampled and often contain winnowed bioclastic carbonates (Ander-
son, 1999). Likewise, the eastern and western Antarctic Peninsula
regions are very poor in CaCO3 independent of water depth.
Different factors control the deposition and preservation of car-
bonates in the surface sediments. Important is the ﬂux of organic
matter to the ocean ﬂoor (related to primary production) and its res-
piration/remineralization in the sediments, transport of carbonate
material by currents and calcium carbonate saturation states of the
water mass above the sediment. These factors are discussed below
with respect to the distribution of our CaCO3 data.
3.1.1. Primary production
The Ross Sea and thewestern Antarctic Peninsula are regions known
for very high primary production within the Southern Ocean (Arrigo
et al., 2008a; Smith and Gordon, 1997). Themean chlorophyll a concen-
trations from in situ data are four and ﬁve times higher in the western
Antarctic Peninsula region and Ross Sea, respectively, than in the
remaining SO (Arrigo et al., 2008b). The BS, AS, wWS and large parts
of the George V shelf are covered by sea ice formost of the year, limiting
Fig. 2. (A) Boxplots of sedimentary CaCO3 content (%) in the different Antarctic shelf regions.
The box shows the upper and lower quartiles of the data, i.e., 50% of the data are within the
box and the line through the box indicates the median. The whiskers extend to the most
extreme data points if they are not more than 1.5 times the interquartile range from the
box. The dots show data points outside this range. AS: Amundsen Sea (n=44); BS: Belling-
shausen Sea (n=40); eAP: eastern Antarctic Peninsula (n=72); eWS: easternWeddell Sea
(n=24); RS: Ross Sea (n=52); swP/IO: southwest Paciﬁc/Indian Ocean (n=71); wAP:
western Antarctic Peninsula (n=45); wWS: western Weddell Sea (n=42), (B) Sedimen-
tary CaCO3 content (%) versus water depth on the Antarctic shelves. Different shelf regions
are indicated by different symbols. Bold lines indicate 2 and 15% CaCO3, respectively.
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the phytoplankton growing season and total production, which likely
leads to a reduction of the export production. Respiration in the sed-
iments of the RS and wAPwith their high primary production rates is
expected to be orders of magnitude higher than in the other shelf re-
gions and alters carbonate chemistry. High export production feeds a
benthic community which includes carbonate producers (Cattaneo-
Vietti et al., 1999, 2000; Dayton et al., 1982; Smith, 2007), but this
carbonate is dissolved after the death of the organisms and thus
not preserved in the sediments. Accordingly, in regions with low pri-
mary productivity and export production, there is a small benthic
community with few calcareous organisms. Carbonate contents
thus reﬂect the concentration of planktonic foraminifera. These are
especially abundant in sea ice. Spindler and Dieckmann (1986),
Dieckmann et al. (1991) and Thomas et al. (1998) report large abun-
dances of N. pachyderma in sea ice of the Weddell and Amundsen
Seas. This disparity in primary productivity may be the dominant
factor in CaCO3 distribution (Hillenbrand et al., 2003).
3.1.2. Currents
Current velocities are not available for the entire study region. There
are indications for a strong current in the BS close to the shelf edge, as-
sociated with the southern boundary of the ACC with velocities of up to
28 cm s−1 (Read et al., 1995). This current probably winnows silt and
clay and favors an enrichment of calcitic particles in the sand fraction.
Carbonates are mainly represented by N. pachyderma (Hillenbrand
et al., 2003, 2010). Winnowing by strong currents on the outer shelf
and continental slope was suggested to facilitate carbonate accumula-
tion by other studies (Gingele et al., 1997; Melles and Kuhn, 1993).
3.1.3. Calcium carbonate saturation state of water masses
The overlying water mass is another factor controlling carbonate
chemistry besides respiration. If the water is undersaturated with re-
spect to one of the carbonate minerals, this mineral will dissolve. The
Antarctic shelves with water depths down to 1000 m are today still
supersaturated with respect to calcite. This is demonstrated using
joint data products from GLODAP and CARINA (see Section 2.3). Bot-
tom water calcite and aragonite saturation states for all stations with
water depths down to 1500 m adjacent to the Antarctic continent are
shown in Figs. 4, 5a and b. A regression through the data points pro-
vides an estimate of the aragonite saturation horizon of about 1100 m
(Fig. 5b). However, single data points indicate that the water is un-
dersaturated with respect to aragonite at even shallower depths at
particular locations, even though the data do not take into account
sedimentary respiration. Thus, dissolution of aragonite by CO2-rich
water masses might play a role on certain locations of the Antarctic
shelves already, especially where ACC water masses protrude onto
the shelf (see Section 3.2). In contrast, dissolution of calcite due to un-
dersaturated water masses can be ruled out for the recent past.
All these factors affect the distribution of CaCO3 in core-top sedi-
ments, and they also interact. Primary production appears to be the
dominant factor, determining whether signiﬁcant proportions of
CaCO3 (N2%) can be preserved in the sediments. In addition, carbon-
ate production, width of shelf, sea-ice coverage and calcite saturation
state of the overlying seawater impact CaCO3 distribution. The calcite
saturation state of the overlying water mass will only play a role
when it falls below a threshold. This critical value is dependent on
the region and all contributing factors. While a deﬁned calcite satura-
tion state of the bottom water might lead to undersaturation in pore
waters in the high-productivity regions, wAP and RS, it might not
have any effect in the BS or any other low-productivity region.
Further physical and biological processes play a role in the disinte-
gration of CaCO3 within the sediment (e.g., Nelson, 1988; Smith and
Nelson, 2003). Early sea-ﬂoor processes include abrasion, bioturba-
tion and bioerosion. The latter involves microbial organisms, that bur-
row, bore and excavate the carbonate substrate (Smith and Nelson,
2003). Further petrographic work could shed light on the impact of
microbially mediated dissolution. This is beyond the scope of our
study, which is trying to disentangle environmental impacts on
CaCO3 distribution and mineralogy.
Although we observe general patterns of carbonate distribution,
these patterns do not imply that the entire shallow shelf of the eastern
Weddell Sea, for example, is covered by biogenic carbonates. The distri-
bution of CaCO3 is highly patchy, as subsets of samples taken very close
to each other in the Lazarev Sea (eWS) demonstrate (Fig. 6, data from
Gingele et al. (1997)). The patchiness is not well understood, but we
assume it is triggered by small-scale topographic features, e.g., differ-
ences in substratum for benthic communities or variations of currents.
3.2. Mineralogy
The X-ray diffractograms of the samples with more than 2% CaCO3
(52 out of 189 samples available for X-ray diffraction) showed only
one carbonate component to be present and this was calcite through-
out all samples. Only in one sample, a calcite and a weak aragonite
Fig. 3. Sedimentary CaCO3 content (%) (A) on the Amundsen Sea shelf and (B) on the Bellingshausen Sea shelf. Isolines are from the topography of Timmermann et al. (2010), lines
are drawn every 200 m between 0 and 1000 m and every 500 m at water depths N1000 m.
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Fig. 4. Bottom water ΩA on the Antarctic shelves from GLODAP and CARINA data. Occurrence of undersaturation at depths shallower than 1100 m is marked with a black cross. Iso-
lines are from the topography of Timmermann et al. (2010) and lines are drawn every 1000 m.
Fig. 5. Bottomwater saturation states (a)ΩC and (b)ΩA on theAntarctic shelves and slope fromGLODAP andCARINAdata. Calcite is supersaturated at all depths. A linear regression throughΩA
reveals amean saturation horizon of about 1100mwith certain areas being undersaturated at even shallower depths. The gray diamonds and dotted regression linewere calculated assuming a
DIC increase of 20 μmol kg−1 within the ﬁrst cm of the sediment related to oxic remineralization of organic matter. (c) T/S-diagram of Antarctic shelf data from the GLODAP and CARINA data
sets. Filled markers indicateΩAb1. Different markers indicate different regions: Ross Sea (squares), western Antarctic Peninsula (circles), westernWeddell Sea (diamonds), southwest Paciﬁc
and Indian shelf sectors of the Southern Ocean (triangles). Theproperties of themainwater masses are indicated by boxes. Modiﬁed Circumpolar DeepWater is not indicated, but is deﬁned as
being colder and less saline than Circumpolar Deep Water. See text, Tables 1 and 2 for further explanation and abbreviations.
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peak were detected. Low-Mg calcite is dominating throughout the
samples, whereas high-Mg calcite was detected in 8% of the samples
with a range of 9.9 to 13.9 mol% MgCO3.
Given that aragonitic pteropods and bivalves (see also Section 3.3)
are common in their respective habitats in the SO, it is astonishing
that no aragonite was found.
As discussed above, aragonite undersaturation in the overlying
water may be a reason at certain locations, but cannot explain the
general absence of aragonite. In Fig. 4, locations with ΩAb1 are
highlighted. These occur on the wAP shelf and in the swP/IO region.
The occurrences of aragonite undersaturation on the George V shelf
and close to the Ross Sea can be explained by the relation between
ΩA and depth (Fig. 5b). Here, aragonite undersaturation is found at
water depths between 963 and 1233 m which fall in the range of
the saturation horizon. The data points below 1000 m water depth
show the characteristics of Antarctic Bottom Water (Fig. 5c). Solely
the one point at 963 m water depth is less saline.
Aragonite undersaturation appears atwater depths of 413 and 734 m
on thewAP shelf, at 317 mwater depth in Prydz Bay and at 398 mwater
depth at 48°E. The link between these locations is their exposure to Cir-
cumpolar DeepWater (CDW, see Fig. 5c). The southern boundary of the
ACC comes close to the shelf break in these areas (Orsi et al., 1995). CDW
can penetrate onto the shelf either directly or further altered asmodiﬁed
Circumpolar Deep Water (mCDW). Salinity and potential temperature
reveal that the seawater at locations with ΩAb1 is CDW (wAP and
Prydz Bay locations) or modiﬁed Circumpolar Deep Water (at 48°E).
The ACC transports these warm and CO2-rich water masses around the
Antarctic continent. In the large cyclonical gyres, i.e. the Weddell, Ross
and Kerguelen Gyres, the ACC cannot penetrate near to the shelf. This
is consistent with the ﬁnding of ΩAN1 in the Ross and Weddell Seas
and the Kerguelen Gyre (Fig. 4). The large gyres impede the exposure
of the shelf to naturally more acidic water masses (CDW). There is also
a cyclonic gyre in the Prydz Bay region. Although there is only one data
point available in Prydz Bay, which indicates aragonite undersaturation,
wehypothesize that in the small gyre CDWis lessmodiﬁed and therefore
more acidic than in the large gyres.
Ice Shelf Water, High-Salinity Shelf Water and Antarctic Surface
Water are not undersaturated with respect to aragonite (Fig. 5c).
This is in contrast to the conclusion of Anderson (1975) that relates
the absence of calcareous foraminifera in the southwestern Weddell
Sea to the predominance of Ice Shelf Water. We hypothesize that
the low numbers of calcareous, but also arenaceous foraminifera are
caused by the low primary productivity in this area which cannot sus-
tain a rich benthic community.
High respiration rates in the sediment-water interface can further
reduce ΩA. CO2 is produced in Southern Ocean shelf sediments due to
respiration and can be assessed assuming that 1 mol CO2 is produced
for 1 mol O2 respired at constant alkalinity as a ﬁrst approximation.
Oxygen consumption is highly variable in the Antarctic shelf and
slope sediments with oxygen penetration depths reaching from
1.2 cm up to several meters (Sachs et al., 2009). If we assume an in-
crease in DIC in the sediment by 20 μmol kg−1, this would bring the
actual aragonite saturation horizon to about 400 m depth (Fig. 5b).
An increase of 20 μmol kg−1 DIC is a conservative estimate, a 100–
200 μmol kg−1 DIC increase is conceivable in high productivity
areas based on the oxygen proﬁles by Sachs et al. (2009).
Given the observation that carbonate accumulations occur either
shallower than 200 m or deeper than 600 m, aragonite could only be
preserved at very shallow depths, i.e., at narrow shelves with limited
sea-ice cover and limited primary productivity where CO2-rich water
masses do not impinge onto the shelf. The review of Hunt et al.
(2008) identiﬁed the Antarctic Peninsula, Weddell Sea, Lazarev Sea
and a coastal region between 30 and 90°E as regions with low L. helicina
densities. South Georgia and the Ross Sea are regions of high L. helicina
densities. Additionally a continuous plankton recorder transect be-
tween 60 and 160°E longitude and between 50°S and the Antarctic con-
tinent exhibited high abundances of Limacina spp.. This is in accordance
with the ﬁnding of large numbers of pteropods by E. Domack (pers.
communication) at very shallow depths on the George V shelf. A. Post
(pers. communication) found traces of pteropods at two stations at
water depths of 233 and 520 m on the George V shelf.
As discussed in Section 2, shallow depth intervals are under-
sampled for several reasons. From the samples available for X-ray dif-
fraction analysis only 10 samples were available from this important
depth interval. Nine of those were from the wAP and one from the
RS, which all fall into the domain of very high primary productivity
and poor CaCO3 preservation. We would expect to ﬁnd pteropods to
be preserved in regions with high pteropod densities, average prima-
ry productivity and seasonal sea-ice cover on rather narrow, shallow
shelves where the ACC does not penetrate onto the shelf. This reduces
possible accumulation sites for pteropods to few locations on the
shallow swP/IO shelf, especially the Kerguelen Gyre. More samples
along the coast would be needed to prove or disprove this hypothesis.
The aragonitic bivalve L. elliptica is reported to be preserved in
sediments as a macrofossil (Tada et al., 2006). As stated in Section 2,
large calcareous particles were disregarded for the bulk sediment
analysis. If this bivalve is preserved as a whole and not ground into
a smaller size fraction by natural processes, it will be completely
missed by the bulk CaCO3 and XRD analysis. Therefore, the contribu-
tion of macrozoobenthos to carbonate distribution is assessed in the
following section.
3.3. Macrozoobenthic carbonate abundance
Since the contribution of the macrozoobenthic community is not
included in the core-top analyses, we present an estimate of the car-
bonate abundance due to this group of organisms from our analysis of
box corers and grab samples. Mean macrozoobenthic carbonate
standing stocks are presented in Fig. 7. The largest CaCO3 standing
stock from macrozoobenthic communities is found in the eastern
Weddell Sea with 24.5 g CaCO3 m−2. This is in line with the report
of coarse calcareous debris in the Lazarev Sea (eWS) by, e.g., Gingele
et al. (1997). The main contributors are: bivalvia (38%), asteroidea
(15%), bryozoa (14%), and ophiuroidea (12%).
In the western Antarctic Peninsula region macrozoobenthic CaCO3
contribution (mean: 10.4 g CaCO3 m−2) is very patchy. The macro-
zoobenthic CaCO3 contribution in the wAP region is concentrated
around the tip of the wAP, especially in the Bransﬁeld Strait. The
wAP south of 64°S alone has a mean CaCO3 standing stock of
1.6 g CaCO3 m−2. At the tip of the Antarctic Peninsula, benthic com-
munities thrive under the high primary productivity and export
Fig. 6. Sedimentary CaCO3 content (%) on the eastern Weddell Sea shelf with data from
Gingele et al. (1997).
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ﬂux. Most CaCO3 is produced by ophiuroidea (43%), echinoidea (19%),
and bivalvia (13%) in the wAP region.
The eastern Antarctic Peninsula, which is represented in this data
set mainly by data from the Larsen shelf and the South Orkney
Islands, and the western Weddell Sea regions show lower CaCO3 con-
tributions (7.4 and 5.4 g CaCO3 m−2, respectively). This is at least
partly related to trophic limitations caused by extensive sea-ice
cover. CaCO3 is mainly produced by bivalvia (56%) and echinoidea
(27%) in the eAP region and by ophiuroidea (35%), holothuroidea
(24%) and bivalvia (15%) in the wWS region.
In general, the most important taxonomic groups that contribute
to macrozoobenthic CaCO3 standing stocks on the Antarctic shelves
are bivalvia (32%), ophiuroidea (20%), asteroidea (12%), echinoidea
(11%) and bryozoa (11%). Holothuroidea and gastropoda play a
minor role and brachiopoda, scaphopoda, crinoidea and aragonitic
hydrozoans contribute less than 2% each. The mean standing stock
of CaCO3 by macrozoobenthic organisms (15.6±45.4 g CaCO3 m−2)
and its range (0.001–585 g CaCO3 m−2) on the Southern Ocean
shelves is comparable to the numbers found by Lebrato et al.
(2010), who only considered echinodermata. The high degree of var-
iability that was found for the carbonate contents of the sediments
(Section 3.1) characterizes also the distribution of calcareous macro-
zoobenthos on the Antarctic shelves, although numbers are generally
two orders of magnitude lower for macrozoobenthos. This high de-
gree of variability is caused by several factors. Mühlenhardt-Siegel
(1989) named sediment structure as the most important parameter
determining Antarctic zoobenthos assemblages. Gerdes et al. (1992)
reported that a high portion of soft-bottom sediment and strong
water currents caused the absence of bryozoans in the Filchner De-
pression area. Additional factors are productivity of the water column
and disturbance by iceberg grounding (Mühlenhardt-Siegel, 1988).
The inﬂuence of iceberg scouring was investigated in Gerdes et al.
(2003, 2008). Iceberg scouringwipes out benthic communities, thereby
reducing the total abundance of macrozoobenthos and CaCO3 standing
stocks. During recolonization, motile fauna such as echinoderms domi-
nate the earliest succession stage, followed by sessile pioneers such as
bryozoans. The disturbance by icebergs may also partly explain the
low CaCO3 standing stocks in the eAP and wWS region.
Within the phylum of echinodermata, ophiuroidea (39%) provide
most CaCO3, followed by asteroidea (22%). We observe that echinoi-
dea make up 22% which is signiﬁcantly more than the 9% found by
Lebrato et al. (2010) and more than holothuroidea (13%). Crinoidea
account for 4% of the echinodermata CaCO3 standing stock.
Bivalves produce 32% of macrozoobenthic CaCO3 standing stocks,
but, although aragonitic species occur, it is unknown to us which
percentage of bivalves is aragonitic. However, as macrozoobenthic
CaCO3 inventories appear to be two orders of magnitude lower than
sedimentary carbonates, aragonite is deﬁnitely only an insigniﬁcant
part of the total CaCO3. Echinoderms are responsible for half of
macrozoobenthic CaCO3 standing stocks and produce high-Mg calcite
(Weber et al., 1969). Thus their skeletons will probably be the ﬁrst to
dissolve, before calcitic bryozoan and bivalve skeletons as well as cal-
citic foraminifera will be affected.
4. Summary
We presented the ﬁrst circum-Antarctic data set of carbonate con-
tent and mineralogy. Up to today, there was no systematic sampling
effort to study CaCO3 production and preservation on Antarctic
shelves. Large areas, especially in the southwest Paciﬁc and Indian
Ocean sectors of the Antarctic shelves are still largely under-
sampled. Future research in these regions is essential to achieve a
process-based understanding of the fate of CaCO3 in the sediments
and the Southern Ocean CaCO3 cycle in general.
Over the next decades, Antarctic Surface Water might become the
most acidic water mass in the Southern Ocean (Hauck et al., 2010) as
the surface ocean accumulates most CO2 from the atmosphere; the
CO2 increase in the deeper layers is much smaller due to mixing
with waters poor in anthropogenic CO2. Once the saturation horizon
for calcite will become as shallow to reach the Antarctic shelves, lo-
cally present carbonate-rich sediments will dissolve. The capacity to
buffer future acidiﬁcation is small in high-productivity regions, such
as the western Antarctic Peninsula and the Ross Sea but higher in
the Bellingshausen, Amundsen andWeddell Seas. The buffering effect
cannot be quantiﬁed yet, but this will be attempted in a modeling
approach.
The water masses most corrosive to CaCO3 are Antarctic Bottom
Water and Circumpolar Deep Water. Today, the cyclonic gyres, the
Weddell, Ross and Kerguelen Gyres, keep the corrosive Circumpolar
Deep Water away from the shelf in the respective regions. Undersa-
turation with respect to aragonite at depths shallower than 1100 m
is found only outside these gyres. The corrosiveness of pore water de-
pends on the combination of carbonate saturation state of the bottom
water and the amount of CO2 released by respiration.
Dissolution of aragonite is not a mechanism which can buffer
ocean acidiﬁcation in the Southern Ocean, as aragonite is not a prom-
inent constituent of surface sediments on the Antarctic shelves.
Comparison of the contributions of sedimentary carbonate and
macrozoobenthic carbonate (N500 μm) in the regions, from which
data from both analyses is available (compare Fig. 7), emphasized
the sedimentary carbonate to be quantitatively more important in
the marine carbon cycle. Sedimentary carbonate contents are two or-
ders of magnitude higher than macrozoobenthic carbonate contents.
Hence, neglecting large debris in the determination of sedimentary
CaCO3 content does not lead to a signiﬁcant underestimation of the
total CaCO3 content. In the eastern Antarctic Peninsula (eAP) region,
macrozoobenthic contribution and sedimentary carbonate contents
are low. In the western Antarctic Peninsula (wAP) region the macro-
zoobenthic carbonate standing stock is very patchy, whereas the sed-
imentary CaCO3 is uniformly distributed, but low compared to the
other regions. In the eastern Weddell Sea (eWS), both the CaCO3 per-
centages in sediments and calcareous macrozoobenthos abundance
are very high on their respective scales. Here, strong production and
preservation favor high CaCO3 contents. Considering only the eAP,
wAP and eWS regions, there appears to be a relation between macro-
zoobenthic stocks and sedimentary carbonate contents. The western
Weddell Sea is different. The macrozoobenthic carbonate abundance
is the smallest within the study area, but the sedimentary part is com-
parable to the one in the eastern Weddell Sea. This underlines that in
the regions with broad shelves, major sea-ice cover and limited pri-
mary production, benthic CaCO3 production has a minor inﬂuence
Fig. 7. Mean carbonate contribution in g m−2 for the west and east Antarctic Peninsulas
(wAP and eAP) and western and eastern Weddell Sea (wWS and eWS) regions. Bars
show the contribution by macrozoobenthos (left scale) and circles depict sedimentary
CaCO3 (right scale).
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on sedimentary CaCO3 contents (compare Section 3.1). Calcium car-
bonate is mainly produced by planktonic organisms, presumably to
a large extent by N. pachyderma living in the water column and in
the sea ice.
Although we have no macrozoobenthos data from the Ross Sea,
Bellingshausen Sea, Amundsen Sea, southwest Paciﬁc and Indian
Ocean, the classiﬁcation we found in Section 3.1 indicates that a situ-
ation similar to that in the wWS applies to the Bellingshausen and
Amundsen Seas. We expect macrozoobenthic CaCO3 stocks similar
to the wAP in the Ross Sea and similar to the eWS in the Kerguelen
Gyre. This classiﬁcation is based on environmental conditions such
as sea-ice cover, primary production, width of the shelf and water
mass distribution. There was not enough data available to make state-
ments about the entire southwest Paciﬁc and Indian Ocean region.
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Abstract We combined data sets of measured sedimentary CaCO3 and satellite-derived
pelagic primary production to parameterize the relation between CaCO3 content on the
Antarctic shelves and primary production in the overlying water column. CaCO3 content
predicted in this way was in good agreement with the measured data. The parameter-
ization was then used to chart CaCO3 content on the Antarctic shelves all around the
Antarctic, using the satellite-derived primary production. The total inventory of CaCO3
in the bioturbated layer of Antarctic shelf sediments was estimated to be 0.5 Pg C. This
quantity is comparable to the total CO2 uptake by the Southern Ocean in only one to
a few years (dependent on the uptake estimate and area considered), indicating that
the dissolution of these carbonates will neither delay ocean acidification in this area nor
augment the Southern Ocean CO2 uptake capacity.
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4.1 Introduction
The atmospheric CO2 content has been increasing since the beginning of the Industrial
Revolution. In the decade between 2000 and 2009, the atmospheric CO2 increase averaged
1.9 ppm per year due to anthropogenic perturbations of the carbon cycle (Friedlingstein
et al., 2010; GCP , 2010). In that decade, on average 8.8±1.2 Pg C year−1 were emitted
by burning of fossil fuels, cement production and land use change. The carbon inven-
tory in the atmosphere, however, increased by only 4.1±0.1 Pg C year−1. The remaining
4.7 Pg C year−1 were taken up by the land and oceans in about equal amounts (Friedling-
stein et al., 2010; GCP , 2010). Hence, the terrestrial and marine carbon sinks decelerate
atmospheric CO2 increase and thus slow down anthropogenic climate change.
The increase of inorganic carbon in the oceans reduces pH (a process recently referred
to as ocean acidification) and carbonate saturation states (Ω). Once the seawater is
undersaturated with respect to calcium carbonate (Ω < 1), carbonate sediments will start
to dissolve, thereby releasing carbonate ions. This does not only counteract acidification,
but also enhances the capability of the ocean to act as a CO2 sink. High latitudes are
most sensitive to changes in carbon inventories and might be the first regions to experience
undersaturation with respect to calcium carbonate (Orr et al., 2005; McNeil and Matear ,
2008; Yamamoto-Kawai et al., 2009; Steinacher et al., 2009). Within the polar regions, the
shallow shelves undergo the largest changes in pH (Hauck et al., 2010; Arrigo et al., 2008a).
The saturation horizons in the Southern Ocean do not only shift upwards from the deep
ocean; changes in the saturation state are largest at the surface and combined with already
low surface saturation states, undersaturation might occur at the surface before the entire
underlying water column is undersaturated (Hauck et al., 2010). Calcareous sediments on
the Antarctic shelves might thus provide an initial buffering of ocean acidification, where
we refer to buffering by sedimentary carbonates as a negative feedback to acidification
of any magnitude. In our definition, buffering does not necessarily mean that pH is
maintained at a constant level, yet, if significant, it would delay or temper acidification
as compared to a scenario where no CaCO3 is available for dissolution. Whether or not
there is a significant buffer effect is the subject of this study.
Aragonite is the most soluble form of calcium carbonate, and thus the first candidate
for buffering. A circum-Antarctic data compilation revealed that aragonite is an insignif-
icant constituent of Antarctic shelf sediments (Hauck et al., 2012) despite the reports of
high pteropod (pelagic mollusks that produce aragonite shells) densities in the water col-
umn (Hunt et al., 2008; Accornero et al., 2003). Almost all samples considered consisted
of low-Mg calcites. As the distribution on a sub-regional scale was patchy and there were
data gaps, especially in the southwest Pacific and Indian Ocean sectors of the Antarctic
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shelves, it is not possible to simply interpolate the CaCO3 data spatially to obtain a
circum-Antarctic estimate. A method to predict CaCO3 content based on environmental
conditions in the areas with data gaps is crucial to estimate the total inventory of CaCO3
on Antarctic shelves.
CaCO3 is one of the main sedimentary substances, besides lithogenic material, opal and
organic matter. The actual composition of sediments is the result of a complex interplay
of various processes. Three main processes determine whether a substance can be found
in the sediments. First, there needs to be a source of the material in the water column,
i.e., production of the biogenic materials, or another source for lithogenic material, such
as atmospheric dust deposition; second, dissolution or decomposition processes during
the sinking through the water column determine how much of the material rains to the
sea floor. Third, early diagenetic processes on the sea floor and in the sediment alter its
composition and determine the burial in the sediment (Martin and Sayles , 2003).
The dissolution or decomposition of the biogenic materials on their way through the
water column can be described as a function of the amount of material at the surface (e.g.,
Martin et al., 1987; Yamanaka and Tajika, 1996). Hence, production in the euphotic zone
controls the source terms at the surface and the loss terms in the water column. It is
the balance between production at the surface and decay or dissolution at the sea floor
that determines how much of the biogenic substances is found in the sediments. Oxic
remineralization of organic matter is omnipresent in marine sediments and releases CO2
(Martin and Sayles , 2003). This leads to metabolic-CO2 driven dissolution of CaCO3, as
first mentioned by Berger (1970). The relative amounts of CaCO3 and organic matter are
further affected by the amount of lithogenic and siliceous material to the sea floor and by
bottom currents and winnowing.
We base our analysis on the assumption that CaCO3 production in the euphotic zone
and metabolic dissolution of CaCO3 in the sediments are the main processes determin-
ing how much CaCO3 is present in the sediments (Martin and Sayles , 2003); this is of
course a simplification of processes in the real world. CaCO3 production and metabolic
dissolution are by definition related to PP as none of them would exist without organic
matter production or deposition. We hypothesize that increasing PP leads to more CaCO3
production, at least at low PP levels, as CaCO3 production cannot happen without or-
ganic matter production. This process competes with metabolic-CO2 driven dissolution
in sediments; increasing PP leads to more rain of organic matter to the sea floor, and
subsequently to more organic matter oxidation and possibly metabolic CaCO3 dissolu-
tion. This is in line with the observation that no significant accumulation of CaCO3 was
found in the high production regions of the Southern Ocean, such as Prydz Bay, the west-
ern Antarctic Peninsula and the Ross Sea (Hauck et al., 2012). These authors also used
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Figure 4.1: The calcite saturation state in the bottom water on the Antarctic shelf (black
symbols and line) as calculated from GLODAP and CARINA data (see Hauck et al., 2012,
for filtering procedure). The grey symbols and dashed regression line were calculated with a
presumed metabolic DIC increase of 100 µmol kg−1 in the pore water as estimated from oxygen
profiles in the high production regions of the Antarctic shelf (Sachs et al., 2009).
oxygen pore water profiles from Sachs et al. (2009) to explain that aragonite cannot be
preserved in Antarctic shelf sediments. Here, we add to this by calculating how much the
calcite saturation state can change as a result of metabolic-CO2 production (Figure 4.1).
Oxygen profiles from the Antarctic shelf (Sachs et al., 2009) suggest that in the high
production regions, dissolved inorganic carbon (DIC) can increase by as much as 100 -
200 µmol kg−1 due to oxic remineralization of organic matter in the first centimeter of
the sediment. Recalculating the calcite saturation state for the pore waters using a DIC
increase of 100 µmol kg−1 leads to calcite undersaturation at all depths, and therefore to
metabolic-CO2 driven dissolution of CaCO3.
We made use of the above mentioned concepts and tried to derive a parameterization
of sedimentary CaCO3 as a function of satellite-based estimates of PP and water depth.
Applying the parameterization, we use PP as a proxy to map the abundance of carbonates
in Antarctic shelf sediments. Based on these maps, we calculate a contemporary CaCO3
inventory. The latter amount would be available for dissolution when a reduced bottom
water calcite saturation state due to anthropogenic CO2 uptake would lead to pore water
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undersaturation in the regions where CaCO3 is nowadays preserved.
4.2 Data and Fitting Procedure
A set of 390 measurements of the CaCO3 content of surface sediments in continental
shelves all around Antarctica was presented in Hauck et al. (2012). Their compilation
included both newly measured and literature data. In the present analysis, these data were
combined with circum-Antarctic calculations of upper ocean PP data based on satellite
observations of surface chlorophyll concentrations, sea surface temperature, and sea-ice
cover (Arrigo et al., 2008) to estimate large-scale distributions of sediment CaCO3. PP
was calculated daily at 4 km horizontal resolution for all Antarctic waters south of 50◦S.
Daily values at each grid point were integrated over the year to derive annual estimates
of PP. The chlorophyll and PP algorithms were validated against a vast amount of field
data, including extensive data sets of shelf and coastal areas. The uncertainty of this
method was estimated to be less than 10% with respect to chlorophyll and within 25%
for PP (Arrigo et al., 2008). Both the sediment CaCO3 and PP data sets were projected
onto the bathymetric grid provided by Timmermann et al. (2010).
As expected from the competing effects of PP on CaCO3 production and dissolution
(see Introduction), there is an optimum value of surface ocean PP where CaCO3 content
is maximal; this is elaborated in Figure 4.2. At PP levels below the optimum, CaCO3
content decreases due to nutrient or food limitation of planktonic and benthic carbonate
producers. Sediment CaCO3 content is maximal at pelagic PP levels of 5-20 g C m−2 yr−1.
When PP exceeds the optimum value, CaCO3 content decreases most probably due to
carbonate dissolution in the sediments driven by oxic respiration and CO2 production.
In a first approach, all CaCO3 data were fitted to a Gaussian distribution plus constant
background value with upper ocean PP as an independent variable:
CaCO3 (%) = Ai · exp[−(PP (g m
−2 yr−1)− µi)2
2 · σ2i
] +Bi (4.1)
where CaCO3 (%) is the weight percentage of CaCO3 in the dried sediment, and the
parameters Ai (magnitude), µi (mean), σi (variance), and Bi (background value) were
estimated using least-squares regression.
In a second approach, we took into account the water depth dependence of CaCO3
content, as found in Hauck et al. (2012), and calculated individual fits for four water
depth ranges: 0 - 250 m, 250 - 600 m, 600 - 900 m and 900 - 1000 m. All fits were in the
form of a Gaussian distribution plus a constant, as in Eq. 4.1. The estimated parameters
Ai, Bi, µi and σi and their confidence intervals are listed in Table 4.1 and the resulting
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Figure 4.2: CaCO3 versus primary production data for all shelf regions together (upper left) and
the different shelf regions separately (name of region indicated in the diagram). Grey asterisks
are original data, bars show means within 2.5 g C m−2 yr−1 bins.
fits are shown in Figures 4.3 and 4.4.
An ensemble of quantitative metrics (Table 4.2) was used to describe the goodness-
of-fit, as recommended by Stow et al. (2009). The correlation coefficient (r) describes to
which extent model and observations vary together. A value close to one indicates that
they show the same pattern of variation, and a negative value indicates inverse correlation.
The root mean squared error (RMSE), average error (AE) and average absolute error
(AAE) are all measures of the misfit, or in other words, of how far the predictions are
away from the observations in the variable space. While the AE considers the sign of the
discrepancy, and positive and negative discrepancies can average out, RMSE and AAE
rather evaluate the magnitude of the offsets. Ideally, they would all be close to zero. The
reliability index (RI)
RI = exp
√√√√ 1
n
n∑
i=1
(
log
Oi
Pi
)2
, (4.2)
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Figure 4.3: Fit to all data. Grey asterisks are original data, bars show means within
2.5 g C m−2 yr−1 bins. Red line shows fit to a Gaussian distribution plus constant background
(Equation 4.1 and Table 4.1).
with Oi being the observations, Pi the predictions and n the number of data points, gives
a multiplicative measure of the discrepancies between predictions and observations. A
reliability index close to one would be ideal, RI = 2 indicates that the observations and
predictions are on average a factor of two different. The modeling efficiency (MEF)
MEF =
(
n∑
i=1
(Oi − O¯)2 −
n∑
i=1
(Pi − P¯ )2
)
n∑
i=1
(Oi − O¯)2
, (4.3)
is a measure of how much better or worse the predictions are compared to the mean of
the observations. A MEF of zero indicates that the model is only as good as the average
of the observations; at a MEF<0, the model predictions are worse than the average of
the observations and at a MEF of one, the model would exactly predict the observations
(Stow et al., 2009).
In the following section, where we compare observations to predictions, the observation
is the mean CaCO3 content grouped within a 2.5 g C m−2 yr−1 PP bin as in Figures 4.3 and
4.4. The statistical measures (Table 4.2) describing the discrepancies between observations
and predictions (AAE and RMSE) for the depth-independent fit are at the lower end
of those for the depth-dependent ones. The quantities describing the goodness-of-fit,
4 BUFFERING CAPACITY 47
Figure 4.4: Fit within different depth ranges as indicated within the diagrams (0 - 250 m, 250
- 600 m, 600 - 900 m, 900 - 1000 m). Grey asterisks are original data, bars show means within
2.5 g C m−2yr−1 bins. Red line shows fit to a Gaussian distribution plus constant background
(Equation 4.1 and Table 4.1).
including the correlation coefficient and modeling efficiency, are accordingly higher for the
depth-independent fit than for any of the depth-dependent fits. The modeling efficiency
for the depth-dependent fit of the depth range 900 - 1000 m is zero, as the model is
basically the observation average. The depth-independent fit predicts the observations
within a factor of 1.68 (RI), which is as reliable as the depth-dependent fit for the 900 -
1000 m depth range (RI = 1.64) and more reliable than for the 0 - 250 m, 250 - 600 m
and 600 - 900 m depth ranges. All univariate goodness-of-fit statistics show that the
depth-independent fit is a better predictor of CaCO3 content as a function of PP.
There are two caveats of the depth-dependent parameterization; one is that the number
of data points available for the fit is strongly reduced by splitting the data set into four
depth compartments, which negatively affects the quality of the fits. The second source
of error is the uncertainty associated with the topography product of Timmermann et al.
(2010). While this is a high-quality product with errors as low as 2% of the water depth
close to ship tracks, the error is higher where data were extrapolated, with an upper
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Table 4.1: Estimated parameters, their 95% confidence intervals and number of observations
(n) derived to describe CaCO3 as a function of primary production (see Eq. 1) using a depth-
independent fit and using four fits for four depth compartments: 0 - 250 m; 250 - 600 m; 600 -
900 m; 900 - 1000 m.
Depth range (m) Ai µi σi Bi n
depth-independent fit
0 - 1000 8.16 ± 2.00 10.41 ± 2.24 5.77 ± 2.37 1.71 ± 0.78 358
depth-dependent fits
0 - 250 24.52 ± 17.58 10.79 ± 5.07 3.10 ± 3.04 2.52 ±3.07 35
250 - 600 3.70 ± 2.19 6.88 ± 2.86 4.17 ± 2.64 1.84 ± 0.54 184
600 - 900 16.79 ± 4.59 13.07 ± 1.88 5.78 ± 2.55 1.48 ±1.57 125
900 - 1000 - - - 1.43 ± 0.35 14
limit being defined as 250 m. At the boundary between depth compartments, errors arise
when locations are grouped into the wrong depth compartment where CaCO3 content
predictions differ. However, the fits for the depth ranges where high CaCO3 contents
were found (0 - 250 m and 600 - 900 m) are only slightly inferior in terms of correlation
coefficient and modeling efficiency. It is therefore reasonable to further evaluate both
fitting procedures.
The CaCO3 distributions in the different shelf regions all peak at similar PP values
(Figure 4.2), so that no bias is expected when applying a single fit to the entire circum-
Antarctic data set.
One drawback of both parameterizations is that the sharp increase of CaCO3 at PP
levels of 5 g C m−2 yr−1 is not well reproduced by the Gaussian fit (Figures 4.3 and
4.4). For the depth-independent parameterization, CaCO3 levels are overestimated for
PP levels of 0 - 5 g C m−2 yr−1 and underestimated at 5 - 7.5 g C m−2 yr−1. The latter
underestimation is also observed in the depth-dependent parameterization for the 600 -
900 m range.
The depth-independent parameterization does not allow CaCO3 content >10%; how-
ever, these high values are sparse in the observations and averaging the CaCO3 content
over PP ranges of 2.5 g C m−2 yr−1 yields no mean CaCO3 of >12%.
Two circum-Antarctic maps of CaCO3 (weight %) were produced by applying Eq. 4.1
to all PP data at water depths shallower than 1000 m and south of 60◦S with either
the depth-independent or depth-dependent sets of parameters. CaCO3 was calculated
at a latitudinal and longitudinal resolution of 0.25◦ x 0.25◦. To account for the fact
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Table 4.2: Statistics for fits: Correlation coefficient (r); root mean
squared error (RMSE); average error or bias (AE); average absolute error
(AAE); reliability index (RI) and modeling efficiency (MEF). See Stow
et al. (2009) and text for further explanation.
Depth range (m) r RMSE AE AAE RI MEF
depth-independent fit
0 - 1000 0.86 1.3 -0.82 0.93 1.68 0.74
depth-dependent fits
0 - 250 0.84 3.90 -0.54 3.09 3.14 0.69
250 - 600 0.58 1.13 -0.25 0.91 1.85 0.28
600 - 900 0.81 3.12 -0.03 1.82 2.02 0.65
900 - 1000 - 0.59 0.05 0.42 1.64 -0.01
that organic material and carbonate components produced by organisms feeding on the
phytoplankton do not always sink to the sea floor at the exact position where they were
produced because of advection by currents, we use the mean PP in a 0.5◦ x 0.5◦ box
around each position as input PP in Eq. (4.1). Averaging the PP data from a 4 km
resolution onto a coarser scale also further reduces its uncertainty.
4.3 Results and Discussion
4.3.1 Evaluation of CaCO3 maps
The predicted CaCO3 distributions for both the depth-dependent and depth-independent
parameterizations are presented in Figure 4.5. As prescribed by the parameterization,
CaCO3 sediments do not appear in the high-production regions around the western
Antarctic Peninsula, in the Ross Sea and in Prydz Bay. High CaCO3 content appears
at the outer Amundsen and Bellingshausen and southwestern Weddell Seas and on the
narrow shelves of the eastern Weddell Sea and the southwest Pacific and Indian Ocean
sectors of the Southern Ocean.
The two parameterizations differ in the magnitude of CaCO3 accumulations at those
places where significant amounts are predicted, e.g., in the Amundsen and Bellingshausen
Seas, the southwestern Weddell Sea and the southeastern Antarctic Peninsula. The depth-
independent parameterization produces more regions with values between 7% and the
maximum value of 10%. The map generated using the depth-dependent parameterization
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Figure 4.5: CaCO3 (% dry weight) maps produced with PP - CaCO3 - parameterization (a)
map of predicted CaCO3 (%) data with depth-independent parameterization, (b) CaCO3 (%)
data from Hauck et al. (2012), (c) map of predicted CaCO3 (%) data with depth-dependent
parameterization. Note that panels (b) and (c) do not show the full range, but are cut off at
10% for better comparability with panel (a).
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displays only few locations with more than 7% CaCO3, but peak values go up to 27%
(Figure 4.4).
The depth-independent parameterization produces large areas with the maximum
CaCO3 content on the southeastern Antarctic Peninsula and southwestern Weddell Sea
shelves. Like in the Bellingshausen and Amundsen Seas, the depth-dependent parameter-
ization shows a similar pattern as the depth-independent, but generally with lower values.
The environmental setting in the southwestern Weddell Sea is very similar to the one in
the Amundsen and Bellingshausen Seas where the broad and deep shelves are covered
with sea ice for most of the year. High sedimentary CaCO3 content in the Amundsen
and Bellingshausen Seas was explained by high numbers of the planktonic foraminifera
Neogloboquadrina pachyderma from the water column and the sea ice which may also
be concentrated by winnowing of silt and clay (Hillenbrand et al., 2003; Hauck et al.,
2012). While only parts of the western Weddell Sea were covered by the data compi-
lation of Hauck et al. (2012), a high number of planktonic calcareous foraminifera was
found on the outer shelf and slope of the southwestern Weddell Sea and eastern Antarctic
Peninsula south of 65◦S by Anderson (1975). Assuming that a high ratio of calcareous
to arenaceous foraminifera, as found by Anderson (1975), corresponds to high CaCO3
content, the calculation of high CaCO3 content on the outer shelves of the southeastern
Antarctic Peninsula and southwestern Weddell Sea appears to be reasonable. The band
of high values on the inner shelf along the coast of the southwestern Weddell Sea does not
correspond with observations (compare Figure 4.5b) and is probably spurious. Within
the period considered (1997 - 2006), the polynya on the inner southwestern Weddell Sea
shelf was open for only two years. The time-series is probably too short to capture the
true mean PP in this area.
To complete the evaluation, we compare predicted to observed CaCO3 content at each
sample location. As the CaCO3 distribution is very patchy, we calculate the mean CaCO3
in a 100 km radius around each measured or modeled data point. We compare these
smoothed data sets and also the average measured and modeled CaCO3 concentration
in the different regions (Figure 4.6). While these averaging or smoothing procedures are
needed, they also have caveats. The mean of the measurements can only be calculated
where data for averaging is available and is biased by the clustering of data points in
certain regions and by the sparseness of data in others. Therefore it is hard to judge
the skill of the model based on this comparison and we refer to the above discussion of
the produced maps. Clearly, the modeled CaCO3 content in the southwest Pacific and
Indian Ocean (swP/IO), eastern Antarctic Peninsula and western Weddell Sea regions
is higher than observed, due to the fact that areas with high values were calculated for
former data gaps. This is more pronounced in the depth-independent parameterization.
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Figure 4.6: Comparison of observed versus predicted CaCO3 (% dry weight) for the depth-
independent (black) and depth-dependent (grey) parameterizations. (a) Observations and pre-
dictions were smoothed by averaging over a 100 km radius around each measured or predicted
data point, (b) regional averages were calculated for the data and predictions for the Amundsen
Sea (AS), Bellingshausen Sea (BS), western Antarctic Peninsula (wAP), eastern Antarctic Penin-
sula (eAP), western Weddell Sea (wWS), eastern Weddell Sea (eWS), southwest Pacific/Indian
Ocean (swP/IO) and Ross Sea (RS) regions. The black line shows the one-to-one line.
In contrast, the model suggests that areas with high CaCO3 content were over-represented
in the Amundsen Sea, Bellingshausen Sea and eastern Weddell Sea regions.
The mapping procedure fills in situ data gaps in the swP/IO sectors of the Antarctic
shelves. As most swP/IO data from Hauck et al. (2012) were from locations with relatively
high PP levels (Figure 4.2), the mapping procedure reveals possible CaCO3 accumulation
sites. It is now possible to split the swP/IO region into the highly productive Prydz Bay
(Arrigo et al., 2008) and the remainder of the region. In Prydz Bay, oxic remineralization
of organic material drives dissolution of carbonates in the sediments. The remainder of the
area has a similar setting as the eastern Weddell Sea, with shallow shelves and limited sea-
ice cover. We may therefore expect that carbonates are preserved at shallow depths and
that both planktonic and benthic organisms contribute to the CaCO3 production. The
swP/IO remains a possible accumulation site for pteropods, as hypothesized by Hauck
et al. (2012), since it fulfills the requirements for CaCO3 preservation (shallow shelf,
average primary production, high pteropod density reported by Hunt et al. (2008)). The
identification of possible CaCO3 accumulation sites in the swP/IO region suggests that
this hypothesis may be valid. However, observations are needed to prove or disprove the
hypothesis.
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4.3.2 CaCO3 reservoir
One of the main aims is to quantify the total inventory of CaCO3 on Antarctic continental
shelves. Quantification is based on the charts with predicted CaCO3 content (Figure 4.5).
Further, we follow the procedure of Archer (1996). Here we assume that the inventory
of CaCO3, which is capable of buffering anthropogenic carbon, is formed by the upper
10 cm of the sediments. First, CaCO3 (%) data were converted to the CaCO3 content in
the 10 cm surface layer (g km−2) using the equation:
CaCO3 (g km
−2) =
CaCO3(%)
100
· ρ · (1 − φ) · d · f (4.4)
where the average porosity (φ) of the top 10 cm of the sediment is based on the percentage
of CaCO3 (Archer , 1996; DeMenocal et al., 1993). Calculated porosities range from 0.845
to 0.860 with a mean of 0.857 for the depth-independent parameterization and from 0.812
to 0.860 with a mean of 0.858 for the depth-dependent parameterization. We use an
average grain density (ρ) of 2.5 g cm−3 and assume that the CaCO3 content is constant in
the upper 10 cm (d) of the sediment, reflecting the bioturbated layer in which CaCO3 can
dissolve (Archer , 1996; Berger and Killingley , 1982; Boudreau, 1994; Martin and Sayles ,
2003). The factor f = 10−10 converts from units of g cm−2 to g km−2.
In the second step, CaCO3 (g km−2) was integrated over the area of the entire Antarc-
tic continental shelf (4.4 x 106 km2). The inventory calculated with the depth-independent
parameterization amounts to 4.3 Pg CaCO3 or 0.52 Pg C whereas the depth-dependent
parameterization yields 4.0 Pg CaCO3 or 0.48 Pg C. The spatial dissimilarities between
the two different parameterizations level out when integrating over the whole Antarctic
shelf. We consider all uncertainties to be accounted for by applying the two different
fitting procedures. A back-of-the-envelope estimate to test whether these numbers are in
a reasonable range, can be done by calculating the inventories separately in the different
shelf regions, solely based on the means of the observations and the area of the regions
(Amundsen Sea, Bellingshausen Sea, western and eastern Antarctic Peninsula, western
and eastern Weddell Sea, swP/IO, and Ross Sea). Summing up these independent esti-
mates leads to a total of 4.9 Pg CaCO3 or 0.59 Pg C. This is in the same range as the
PP and depth-based estimates and confirms that our method is valid. However, given
that the samples were not randomly distributed and large data gaps exist, this simple
estimate alone would not be trustworthy. The interpolation procedure we presented fills
data gaps based on environmental conditions, it can be used to produce maps and is more
appropriate to calculate an inventory, even though it also has drawbacks (see section
4.3.1).
Thus, the total inorganic carbon content able to buffer anthropogenic increases in
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CO2 amounts to 0.5 Pg C or 113 g C m−2. The latter value is more than a factor
of 100 smaller than the global average amount of CaCO3 in shallow water sediments
(18 x 103 g C m−2 calculated from an estimate of 517 Pg C over an area of 28.3 x106 km2,
Andersson et al. (2003)). The dissimilarities between these estimates are mainly due to the
different contents of CaCO3 in the sediments. Andersson et al. (2003) assume 15% CaCO3
in 95% of the sediment area and 80% CaCO3 in the remaining 5%, which is much more
than we found in Antarctic shelf sediments. However, their inventory is overestimated by
defining the reactive sediment as a 1 m layer. In contrast, we use a reactive or bioturbated
layer of 10 cm, in agreement with previous work (Archer , 1996; Broecker and Takahashi ,
1977; Peng et al., 1977). We do not consider exposure of CaCO3 from underneath the
bioturbated layer due to erosion. This is legitimate because with percentages of CaCO3
of 10% or less, dissolution of CaCO3 does not induce a significant mass loss. Andersson
et al. (2003) could have considered erosion and subsequent entrainment of older CaCO3
from below, but the assumption of a static sediment column thicker than the bioturbated
layer was shown to overestimate the CaCO3 inventory by a factor of two to three (Archer ,
1996; Sundquist , 1985, and references therein).
For comparison, the buffering capacity of global deep-sea sediments was estimated to
be about 1600 Pg C by Archer (1996), which is a factor of three smaller than the estimate
by Broecker and Takahashi (1977) who used a static sediment column. In order to obtain a
truly global estimate for the inventory of erodible CaCO3, a new data compilation would
be needed to fill data gaps in shallow-water and polar regions from the Archer (1996)
estimate.
Although there may be uncertainties associated with the global shallow water reservoir,
it is certain that the Antarctic reservoir is comparatively small. This suggests that the
Antarctic shelves have a limited capacity for buffering anthropogenic increases in CO2.
4.3.3 Buffering capacity of Antarctic shelf carbonates
The dissolution of CaCO3 can be expressed by more than one reaction equation (e.g.,
Hofmann et al., 2010), for instance by
CaCO3 + CO2 +H2O → Ca2+ + 2 HCO−3 (4.5)
or
CaCO3 → Ca2+ + CO2−3 (4.6)
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All formulations have in common that the dissolved inorganic carbon (DIC) pool and the
total alkalinity (AT ) pool increase in the molar ratio of one to two, i.e.,
∆AT = 2 ∆DIC (4.7)
This leads to a shift in carbonate equilibria, an increase of carbonate ions and a decrease of
CO2, enhancing the ability of the ocean to take up additional CO2 from the atmosphere.
Approximately 0.8 to 0.9 mole of CO2 are neutralized by dissolution of one mole of
calcium carbonate (the exact factor depends on DIC, AT , T, and S; for details see Zeebe
and Wolf-Gladrow (2001)). The total amount of carbon that could be neutralized, i.e.,
taken up by the ocean without significant changes in pH and calcium carbonate saturation
states, by the dissolution of the entire Antarctic shelf inventory is thus 0.4 to 0.45 Pg C.
This estimate is of the same order of magnitude as most of the recent estimates for the
Southern Ocean CO2 uptake per year - e.g., 0.41 Pg C yr−1 south of 40◦S (Valsala and
Maksyutov , 2010), 0.3 Pg C yr−1 south of 44◦S (Gruber et al., 2009; Takahashi et al.,
2009, as recalculated by Gruber et al. (2009)), 0.05 Pg C yr−1 south of 50◦S (Takahashi
et al., 2009), 0.4 Pg C yr−1 south of 50◦S (McNeil et al., 2007).
In order to compare the buffering capacity of the shelf sediments with observed anthro-
pogenic CO2 increases over the last few decades, the inventories need to be converted into
the concentration of CO2 that can be buffered per water parcel. This requires taking the
volume of the overlying water into consideration. If we were to consider only the volume
above the shelves (1.8 x 1015 m3) and instantaneous dissolution of the sediment CaCO3,
∼14 to 18 µmol kg−1 CO2 could be buffered per kg of seawater. This is a significant
number, corresponding to the increase in anthropogenic carbon over at least two decades
on the Antarctic shelf (Hauck et al., 2010). However, due to the slow rate of dissolution
at a saturation state close to one (Keir , 1980; Hales and Emerson, 1997) and mixing with
neighboring water masses, values this high will not be reached. As a second example, we
assume that the dissolved carbonate from the shelf would be mixed into adjacent waters
soon after release. Hence, converting the CaCO3 inventory to concentrations requires a
volume larger than the water column above the shelf to be taken into account. Using the
volume of the Southern Ocean south of 60◦S (7 x 1016 m3) to calculate a concentration
of anthropogenic CO2 that can be buffered by dissolution of CaCO3, we calculate that
only ∼0.5 µmol CO2 could be buffered per kg of seawater, before all carbonates in the
bioturbated layer on the Antarctic shelf have been dissolved. The true value depends on
the CaCO3 dissolution rate, which differs by several orders of magnitude between labora-
tory experiments and field data (Hales and Emerson, 1997), the mixing of the overlying
water, and will probably be below the detection limit.
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4.4 Conclusions
The sedimentary carbonate content of the Antarctic shelf is mainly determined by primary
production (PP) in the overlying water column. The CaCO3 content first increases with
increasing PP, eventually reaching an optimum value but then decreases with further
increasing PP.
The relationship between PP and CaCO3 content can be used to estimate the CaCO3
content in regions where no in situ data are available. The buffering capacity of carbonates
in Antarctic shelf sediments is too small to delay ocean acidification. This is a surprising
outcome, considering the extent of the global abundance of carbonates in shelf sediments.
As acidification proceeds, carbonates in the sediments will likely disappear in the end
without significantly enhancing the buffering capacity of the ocean.
As polar surface waters are very sensitive to acidification, our results imply that the
situation for those sensitive waters is worse than previously thought. The uptake of an-
thropogenic CO2 will in the near future cause undersaturation of aragonite (Orr et al.,
2005; Gonza´lez-Da´vila et al., 2011; McNeil and Matear , 2008), which will hamper the for-
mation of carbonate shells in organisms like pteropods, with possible aggravating impact
on the Antarctic ecosystem. The sediments will not be able to function as a buffer to stop
or delay this trend.
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Abstract Stratospheric ozone depletion and emission of greenhouse gases lead to a
trend of the Southern Annular Mode (SAM) toward its high-index polarity. We use a
coupled ecosystem-general circulation model to explore changes in the natural carbon
budget of the surface Southern Ocean as response to the SAM. The positive phase of
the SAM is characterized by stronger than usual westerly winds that induce changes in
the physical carbon transport. South of the Polar Front, upwelling and entrainment are
stronger than usual. North of the Polar Front there is more intense downwelling while
a stronger northward Ekman transport arises across the entire front. These processes
nearly balance each other, hence the residual surface DIC change is small compared to
the additional DIC input by vertical advection.
The regions south and north of the Polar Front respond differently to the SAM. In
the southern part, the entrainment of nutrient-rich deep water enhances diatom and total
phytoplankton production. Consequently, more surface CO2 is drawn down and more
organic carbon than usual sinks out of the surface layer. The effect of the additional carbon
export on the perturbed DIC budget is larger than that of additional CO2 outgassing,
underlining the importance of the biological carbon pump. In the northern part, primary
production is reduced and outgassing of natural CO2 is the only carbon sink in the
perturbed DIC budget besides downwelling. In total, we calculate an additional outgassing
of 0.09 Pg C yr−1 south of 30◦S per unit increase in the standardized SAM index, in line
with previous model studies.
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5.1 Introduction
The Southern Ocean is one of the main gateways for anthropogenic CO2 into the ocean’s
interior (Khatiwala et al., 2009), and it has a pivotal role in the marine and global carbon
cycles (Marinov et al., 2006). Yet, the magnitude of the Southern Ocean CO2 sink is
still poorly constrained (Louanchi et al., 1999; McNeil et al., 2007; Takahashi et al., 2009;
Gruber et al., 2009). The spatial distribution of the strength, or even the sign, of the
Southern Ocean CO2 flux differs between various methods. For instance, inversion and
surface pCO2 based methods yield similar total sink estimates of 0.3 Pg C yr−1 south
of 44◦S, but the ocean inversion distributes the uptake equally over the Southern Ocean,
whereas the pCO2 based method divides the Southern Ocean at 58◦S into a northern
sink and a southern source (Gruber et al., 2009). Sparsity of data is a major issue in the
Southern Ocean. Simply by adding more data to the pCO2 database of Takahashi et al.
(2002), the Southern Ocean’s classification changed from a ’major sink’ for atmospheric
CO2 (0.38 Pg C yr−1 south of 50◦S (Takahashi et al., 2002, as recalculated by Takahashi
et al. (2009))) to a weak sink of 0.05 Pg C yr−1 south of 50◦S and a small source of
0.01 Pg C yr−1 south of 62◦S (Takahashi et al., 2009). A key unknown is the role of sea
ice in the high-latitude carbon cycle (e.g., Miller et al., 2011); assumptions about sea-ice
also affect the estimate of Takahashi et al. (2009). Model and data-based estimates reveal
a significant CO2 sink on the Antarctic shelves (Arrigo et al., 2008; Hauck et al., 2010)
that were not apparent in the study of Takahashi et al. (2009).
Temporal variability of CO2 fluxes in the Southern Ocean can be divided into variabil-
ity on seasonal and inter-annual time scales. In the Southern Ocean, where the seasonal
temperature range is small compared to temperate latitudes, solubility driven variability
is subordinate to biological drawdown as the main source of seasonal variability of surface
pCO2 (Takahashi et al., 2002; Bakker et al., 2008; Arrigo et al., 2008). During winter,
entrainment of carbon rich sub-surface water leads to CO2 enriched surface water relative
to the atmosphere. Outgassing, however, is obstructed by sea-ice coverage. After the
onset of sea-ice melting, biological activity rapidly reduces surface pCO2 and the ocean
acts as a CO2 sink (Bakker et al., 2008).
Inter-annual variability is a response to climate variations. The main feature of the
atmospheric circulation in the Southern Hemisphere is a circumpolar jet stream that
is generated by the large temperature gradient between the cold Antarctic continent
and the warm ocean in the sub-tropics. The jet encircles Antarctica nearly symmetri-
cally, scarcely interrupted by land. The jet also determines atmospheric variability in the
Southern Hemisphere. One single ring-like, or annular, pattern dominates the internal
atmospheric variability in the Southern Hemisphere; it is thus called the Southern Annu-
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lar Mode (SAM) and is also known as Antarctic Oscillation. The SAM index was first
defined as the sea level pressure difference between 40◦S and 65◦S (Gong and Wang , 1999;
Marshall , 2003), motivated by the alternation of atmospheric mass between the mid- and
high-latitudes. Alternatively, the SAM index can be calculated as the leading empiri-
cal orthogonal function of sea level pressure or geopotential height fields (Thompson and
Wallace, 2000). A positive SAM index indicates a stronger than usual pressure gradient
between the subpolar low and the subtropical high regimes. In such a case, the jet stream
is displaced polewards and westerly winds become stronger south of about 45◦S (Hall
and Visbeck , 2002; Thompson and Wallace, 2000). In recent decades, there has been a
positive trend in the SAM index, or, in other words, a shift towards its positive phase
(Marshall , 2003), driven by the loss of stratospheric ozone (’ozone hole’) and the increase
in greenhouse gas concentrations (Thompson et al., 2011)
The ocean’s response to the SAM trend is under debate. Coarse resolution and eddy
resolving models agree with observations that the initial response of the ocean is a stronger
northward Ekman transport and that the ACC has moved southward by 50 to 80 km (Hall
and Visbeck , 2002; Oke and England , 2004; Sen Gupta and England , 2006; Hallberg and
Gnanadesikan, 2006; Hogg et al., 2008; Screen et al., 2009; Bo¨ning et al., 2008). While
this is the full response as seen by coarse resolution ocean models, eddy resolving models
and observations additionally reveal an increase in eddy activity with a lag of two to three
years. The southward directed eddy fluxes have the potential to largely compensate the
intensified Ekman transport so that the average meridional transport and overturning
remain nearly unaltered (Hallberg and Gnanadesikan, 2006; Hogg et al., 2008; Screen
et al., 2009; Bo¨ning et al., 2008; Marshall and Speer , 2012).
The inter-annual variation in Southern Ocean circulation patterns enforces variability
in biogeochemical cycles. Increased upwelling south of the Polar Front (PF) was shown
to bring limiting (micro-) nutrients, such as iron, to the surface and to stimulate phyto-
plankton growth, as observed in satellite-derived chlorophyll estimates (Lovenduski and
Gruber , 2005). North of the PF, a positive SAM correlated with reduced chlorophyll levels
that Lovenduski and Gruber (2005) related to deeper than normal mixed layer depths and
light limitation. Lenton and Matear (2007) and Lovenduski et al. (2007) found a negative
correlation between the SAM and the Southern Ocean CO2 uptake. They hypothesized
about a significant decrease of the Southern Ocean CO2 sink with the predicted ongoing
trend to a more positive SAM.
Le Que´re´ et al. (2007) suggested that the Southern Ocean CO2 sink had become
stagnant already in the 1990s, in spite of increasing atmospheric CO2 concentrations (see
also Zickfeld et al., 2008; Law et al., 2008; Le Que´re´ et al., 2008). The reduction in
CO2 uptake relative to the atmospheric CO2 increase was related to the strengthening
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of subpolar westerlies and consecutive upwelling of carbon-rich deep water during the
positive phase of the SAM. But increased winds might as well strengthen the Southern
Ocean sink in the future, once the carbon concentration of the surface layer exceeds that of
the deep ocean (Zickfeld et al., 2008). Moreover, transport by the Antarctic Circumpolar
Current (ACC) and meridional overturning might not change at all (Bo¨ning et al., 2008),
suggesting that CO2 fluxes might remain unaffected.
This study aims to contribute to the understanding of the variability in Southern Ocean
CO2 fluxes and the role of biology and export production. We present our model set-up
(section 5.2) and evaluate its mean state with respect to circulation, sea-ice, ecosystem
and carbonate chemistry (section 5.3). Further, we investigate the inter-annual variability
of the system, driven by variations in the SAM index (section 5.4). The hypothesis of
Lovenduski et al. (2007) that primary production does not contribute significantly to the
variability of CO2 fluxes was recently challenged (Wang and Moore, 2012). Here, we
present an attempt to unravel the roles of circulation, phytoplankton functional types
and total productivity on controlling CO2 sea-air exchange variability.
5.2 Model
We use the Massachusetts Institute of Technology general circulation model (MITgcm)
(Marshall et al., 1997; MITgcm Group, 2012). The model is configured globally, but
without the Arctic Ocean, on a 2◦ x (0.38 to 2)◦ grid. In the Southern Hemisphere, the
nominal latitudinal spacing of 2◦ is scaled by the cosine of the latitude to better resolve
the region of interest, namely the Southern Ocean. In addition, we increase the spacing
to about half a degree around the equator to resolve the equatorial undercurrent (Aumont
et al., 1999). The thickness of 30 vertical layers increases from 10 m at the surface to 500 m
below a depth of 3700 m and the bathymetry product of Timmermann et al. (2010) is
used. A thermodynamic and dynamic sea-ice model (Losch et al., 2010) is coupled to the
ocean model. Parameterizations for effects of mesoscale eddies (Gent and McWilliams ,
1990) and density-driven down-sloping flows on continental shelves (Campin and Goosse,
1999) are applied.
The ecosystem and biogeochemistry model REcoM-2 (Regulated Ecosystem Model,
version 2; see supplementary information for a detailed model description and equations)
with two phytoplankton classes is coupled to the MITgcm. REcoM-2 is based on the
Geider et al. (1998) model that allows phytoplankton to adapt their stoichiometry to
light and temperature conditions and to nutrient supply. Consequently, the ratios of
C:N and C:Chl vary in response to different growth conditions. An earlier version of the
model (REcoM), with one phytoplankton class, was developed by Schartau et al. (2007)
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Figure 5.1: Schematic sketch of the ecosystem model REcoM-2. 21 tracers are carried which
can be grouped (indicated by boxes) into dissolved nutrients and carbonate system parameters
(upper left), phytoplankton (center), zooplankton (upper right), detritus (lower right), and
dissolved organic material (lower left). Source and sink terms are depicted by arrows, smaller
arrows denote exchange with atmosphere and sediments. Not shown: sediments also release
alkalinity, inorganic nutrients and dissolved organic matter.
and extended by Hohn (2009). REcoM-2 represents two phytoplankton functional types,
namely diatoms (D) and nanophytoplankton (P). Calcium carbonate production in molar
units is computed as a function of the gross nanophytoplankton production. The model
(Figure 5.1) carries eight phytoplankton tracers (carbon, nitrogen, chlorophyll, calcium
carbonate (in P) and silicate (in D) pools). Further tracers are dissolved nutrients (ni-
trate (DIN), silicate (DSi) and iron (DFe)), dissolved inorganic carbon (DIC) and total
alkalinity (TA), detritus with pools of nitrogen, carbon, silicate, iron and calcium carbon-
ate, one type of zooplankton with carbon and nitrogen reservoirs, and dissolved organic
nitrogen (DON) and carbon (DOC). Grazing is implemented as a sigmoidal function of
prey (Gentleman et al., 2003). The sinking speed for detritus increases vertically (Kriest
and Oschlies , 2008). REcoM-2 allows for accumulation of sinking material in one single
sediment layer. Carbon chemistry and CO2 fluxes follow the Ocean Carbon Model In-
tercomparison Project protocols (http://www.ipsl.jussieu.fr/OCMIP/). Gas exchange is
parameterized using the Wanninkhof (1992) formulation considering chemical enhance-
ment. The effective gas exchange is proportional to the ice-free area in each grid box.
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Table 5.1: Overview of performed model runs. Climatological forcing is indicated by clim and
inter-annually varying forcing by int, The letter in brackets denotes daily (d) or monthly (m)
forcing. Forcing with the atmospheric history of CO2 is marked with hist. See section 5.2 for
further details.
Acronym Period Forcing Atm CO2 Dust
Spinup
Sctrl 1900-1947 CORE (clim(d)) 278 ppm clim(m)
Svar 1900-1947 CORE (clim(d)) hist clim(m)
Experiments
Ctrl 1948-2010 NCEP (int(d)) 278 ppm clim(m) <1978, int(m) >1979
Var 1948-2010 NCEP(int(d)) hist clim(m) <1978, int(m) >1979
The model is initialized with salinity, temperature and nitrate fields from the World
Ocean Atlas 2009 (WOA09) (Locarnini et al., 2010; Antonov et al., 2010; Garcia et al.,
2010) and with TA and preindustrial DIC fields from GLODAP (Key et al., 2004). The
initial field for dissolved iron is from PISCES output (Aumont et al., 2003) with a correc-
tion for the Southern Ocean based on observed profiles (de Baar et al., 1999; Boye et al.,
2001). Sea surface salinity (SSS) is restored with a time-scale of one year to the Common
Ocean-Ice Reference Experiment (CORE) surface salinity field (Large and Yeager , 2004).
The model is spun up from 1900 to 1947 (Sctrl and Svar, see Table 5.1 for a summary of
the different model runs) with climatological forcing from the CORE data set (Large and
Yeager , 2004). We use daily 10 m winds, 2 m air temperature and humidity, downward
long and short wave radiation fields and monthly precipitation, as well as a constant runoff
field which we correct for the missing freshwater fluxes from the Arctic by adding 0.08 Sv
of runoff evenly spread over the northern boundary of the domain. Wind stress, heat
and freshwater fluxes are calculated using bulk formulae (Large and Yeager , 2004). The
freshwater and salinity balances are maintained globally by a normalization procedure
(Griffies et al., 2009).
The period from 1948 to 2010 is simulated (Var and Ctrl) using daily forcing fields
from the NCEP/NCAR-R1 data product (Kalnay et al., 1996, updated 2011), except for
the runoff field which is kept as in the spin-up. We obtained monthly dust data for 1979
to 2010 from Natalie Mahowald, based onMahowald et al. (2003), but with the bins being
reapportioned to match those suggested by Jasper Kok (personal communication to N.
Mahowald, 2011), to sustain a closer agreement with observations (e.g., Wagener et al.,
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Figure 5.2: Modeled sea-ice extend. (a) Mean seasonal cycle of sea-ice area between 1979 and
2010. Sea-ice concentration (%) in (b) March and in (c) September, at the maximum of sea-ice
area. Modeled sea-ice area is shown above 15%, the black solid line marks the corresponding
15% isoline from satellite data for comparison.
2008). Dust is deposited according to the monthly climatology (1979 to 2010) until model
year 1978, and on a monthly basis from 1979 onwards.
The spin-up (1900 to 1947, Svar) and the inter-annually varying run (1948-2010, Var)
are forced with atmospheric CO2 concentrations from Enting et al. (1994) until 1958, and
from the Mauna Loa observatory data from 1959 onwards (ftp://ftp.cmdl.noaa.gov/ccg/
co2/trends/co2 mm mlo.txt). A control run, covering the spin-up (Sctrl) and the inter-
annually forced periods (Ctrl), is performed with a constant preindustrial atmospheric
CO2 concentration of 278 ppm to differentiate between natural and anthropogenic carbon
fluxes.
5.3 Results: mean model state
5.3.1 Southern Ocean circulation and sea-ice dynamics
Sea-ice forms an interface between ocean and atmosphere. A reliable representation of
sea ice is important for the study of CO2 fluxes between ocean and atmosphere. With
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Figure 5.3: Modeled Southern Ocean circulation. (a) Time-series of Drake Passage transport
(Sv), black: monthly average, red: running mean over two years, (b) Mean barotropic stream-
function (Sv) between 1948 and 2010.
our model set-up we reproduce a reasonable seasonal sea-ice distribution in the Southern
Hemisphere (Figure 5.2). The minimum sea-ice extent (averaged over the period 1979
to 2010 to be comparable with observations) occurs in February; the maximum is found
in September. Timing and magnitude are in line with passive microwave satellite data
(Cavalieri and Parkinson, 2008), although the sea-ice extent at its minimum is lower than
in observations. Other studies suggest that the realism of the simulated sea-ice fields
depends on the resolution of the model grid (e.g., Losch et al., 2010). In our simulation,
the annual mean of the total sea-ice area varies between 1.2 and 1.3 x 1013 m2 which
compares well to the estimate of about 1013 m2 (Comiso, 1999; Griffies et al., 2009) and
is similar to the performance of other coarse grid ocean-ice models (Griffies et al., 2009).
In the period with inter-annually varying forcing, the monthly, vertically integrated
zonal flow through Drake Passage fluctuates between 109 and 133 Sv which is within the
lower part of the range of transport estimated from observations (Cunningham et al., 2003;
Orsi et al., 1995; Whitworth, 1983; Whitworth and Peterson, 1985). In our simulation,
the ACC transport shows a weak positive trend between 1955 and 1975, followed by a
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Figure 5.4: Taylor diagrams comparing model salinity, temperature, nitrate and silicate fields to
World Ocean Atlas 09 data, and DIC and alkalinity fields to GLODAP. Annual average (open
symbols) and mean seasonal cycle (filled symbols) were calculated for the domain south of 30◦S
and the period 1948 to 2010. The standard deviation is normalized to the standard deviation
of the reference data. (a) 3D fields of the entire water column <30◦S weighted by volume, (b)
2D surface field <30◦S weighted by area.
period of relative stability (Figure 5.3a). Thus, the Drake Passage transport in our model
appears to be sufficiently stable and realistic over the study period (1948-2010). The
barotropic stream function (Figure 5.3b) with the typical southeastward route from the
western Atlantic to the Eastern Pacific and the northward expansion east of the Drake
Passage also agrees with other simulations (e.g., Griffies et al., 2009).
The model agreement with WOA09 data is within an expected range for both mean
annual and seasonal 3D fields of potential temperature, salinity, nitrate and silicate (south
of 30◦S, Figure 5.4a). When the total water column is considered, all correlation coeffi-
cients are better than 0.86 for both annual average and mean seasonal cycle. The standard
deviations of modeled salinity and silicate are close to the standard deviations in WOA09,
the standard deviations of potential temperature, alkalinity and DIC are between 10%
and 20% and nitrate by about 40% higher than in the observations. A higher standard
deviation in the model indicates that gradients are overestimated.
In the surface layer, differences between annual average and seasonal fields become
obvious. Potential temperature is very well reproduced because of the atmospheric forc-
ing. Alkalinity, nitrate and silicate have correlation coefficients around 0.8 and normalized
standard deviations <1, i.e. gradients are underestimated. Salinity and DIC have cor-
relation coefficients around 0.9 and normalized standard deviations >1. The seasonal
signals of silicate and nitrate have lower normalized standard deviations than the annual
average, indicating that the seasonal cycle is too weak in the model. The opposite can
be observed for salinity, where the standard deviation of the annual average is only 10%
higher than in the data; this is in contrast to an overestimation of the variability by 35%
5 INTER-ANNUAL VARIABILITY 71
Figure 5.5: Most limiting factors for (top row) nanophytoplankton and (bottom row) diatom
growth in (from left to right) spring (September), summer (December) and autumn (February):
nitrate (dark blue), iron (light blue), silicate (green), light/temperature/grazing (orange). When
no nutrient is limiting with a Michaelis Menten coefficient below 0.7, we assume that light,
temperature (and grazing for nanophytoplankton) are limiting (Schneider et al., 2008). See text
for further explanation.
in the seasonal cycle. As the model was initialized with fields from this climatology, this
demonstrates that the model represents the processes that determine nutrient distribution
(i.e., biological production and remineralization) reasonably well, that the model drift is
small over the short period considered, and that appropriate boundary conditions for heat
and freshwater fluxes are applied.
5.3.2 Phytoplankton growth limitation and distribution
We determine the factors limiting phytoplankton nutrient uptake from the Michaelis-
Menten factors (fi) relating concentration of nutrient i (Ni) to the sum of Ni and the
corresponding half saturation constant (Ki): fi = Ni/(Ki + Ni). The smallest Michaelis-
Menten factor fi indicates the most limiting nutrient. In the case that all nutrients (nitrate,
silicate, iron) yield a Michaelis-Menten factor above 0.7, light, temperature or grazing or
a combination of those are supposed to control phytoplankton growth or accumulation
(Schneider et al., 2008). Small phytoplankton growth north of 50◦S is limited by macronu-
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Figure 5.6: Relative contribution (mean of model years 1948 to 2010) of diatoms to surface (a)
chlorophyll and (b) phytoplankton carbon (0 = 0%, 1 = 100%). (c) Surface diatom chlorophyll
averaged over October and November 2005 to be comparable to Bracher et al. (2009).
trients, in our model represented by nitrate, throughout the year (Figure 5.5). South of
50◦S, small phytoplankton is not limited by nutrients between May and October; light
likely plays an important role during winter. In November, iron limitation sets in as irra-
diance increases. Diatoms are mostly limited by iron south of 50 to 60◦S and by silicate
to the north of that. The shift from iron to silicate limitation for diatom growth occurs
approximately north of 60◦S in the Pacific sector. It takes place further north, between
50 and 60◦S in the Indian and Atlantic sectors. Light limitation dominates in few areas
between June and December. In the Southern Ocean, which is a high nutrient-low chloro-
phyll (HNLC) region (de Baar et al., 1990; Boyd et al., 2000), our model reproduces the
crucial role of iron limitation. Our simulations indicate silicate limitation for diatoms
north of the PF in agreement with observations (Jacques , 1983; Boyd et al., 1999).
Diatoms dominate phytoplankton biomass and chlorophyll south of 50 to 60◦S (Fig-
ure 5.6). Their contribution to standing stocks in terms of carbon and chlorophyll is
reduced to less than 20% north of that limit in agreement with observations (de Baar
et al., 1999). The Indian sector and the continental margins are exceptions to that rule;
here, diatoms can be responsible for up to 50% of the biomass north of 50◦S (Figure 5.6b).
These exceptional maxima were attributed to intensified iron deposition from dust (Au-
mont et al., 2003). Diatom chlorophyll (Figure 5.6c) shows the same gradient from low
chlorophyll north of about 50◦S to high chlorophyll between 50◦S and 60◦S as in satellite-
derived estimates (Bracher et al., 2009).
The zonal averaged vertically integrated net primary production (NPP, Figure 5.7)
follows the same pattern as satellite-based estimates (Behrenfeld and Falkowski , 1997;
Westberry et al., 2008). In the Southern Ocean, there are two peaks. The first peak is
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Figure 5.7: Vertically integrated net primary production in mg C m−2 d−1. VGPM (gray
line) and Eppley (gray dashed line) are chlorophyll-based satellite-derived estimates (Behrenfeld
and Falkowski , 1997), CBPM (black line) is a chlorophyll and carbon-based satellite-dervied
estimate and is considered a significant improvement to VGPM and Eppley (Westberry et al.,
2008). The model output (red dashed line) is biased (red line) to cover the same time as the
satellite-based estimates. Also shown are the contributions of diatoms (green dashed line) and
nanophytoplankton (blue dashed line).
around 40◦S, and is dominated by nanophytoplankton in the model. The second peak
occurs in the model and in the ’chlorophyll and carbon-based’ satellite estimate (CBPM,
Westberry et al. (2008)) at around 60◦S and is dominated by diatoms. It is followed by
a decrease further to the south. In the two ’chlorophyll-based’ satellite derived estimates
(VGPM and Eppley, Behrenfeld and Falkowski (1997)), there is just one peak in NPP
between about 60◦S and the southern end of the domain. The CBPM algorithm to
derive net primary production is considered a significant improvement compared to VGPM
and Eppley, as it consciously takes account of the decoupling of carbon and chlorophyll
and is validated against field data (Westberry et al., 2008). Thus, we argue that the
increase towards 80◦S represent an overestimation by the VGPM and Eppley products.
The model estimate of the diatom belt around 60◦S, however, is higher than in all satellite-
based estimates and reaches somewhat further north. This might be an artifact of known
underestimation of SeaWiFS chlorophyll by 50% in the Southern Ocean (Szeto et al.,
2011), but might also indicate a model bias. The model POC export at 100 m south of
30◦S is 3.5 Pg C yr−1, in line with the estimate of Schlitzer (2002).
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Figure 5.8: Model-data comparison of DIC and alkalinity in the nominal year 2004, all in
µmol L−1. Only summer data (January to March and October to December) are used as
GLODAP is also biased towards summer. The top row shows DIC, and the bottom row alkalinity.
The first column shows model results, the middle column GLODAP and the right column shows
the difference (model minus GLODAP).
5.3.3 Contemporary carbonate system
The surface distributions of DIC and TA (Figure 5.8) determine the partial pressure of
CO2 in seawater and by that the CO2 exchange with the atmosphere. DIC is controlled
by advection and diffusion, by sea-air gas exchange, drawdown by primary production,
release during respiration and remineralization and by CaCO3 production and dissolution.
The reproduction of spatial patterns of DIC compares with GLODAP for the full water
column and the surface as seen in the Taylor plots (Figure 5.4). The model captures
the DIC gradient from high values close to the continent to lower values further to the
north (Figure 5.8), however over- and underestimation occurs regionally. Modeled surface
DIC for summer 2004 (GLODAP period) is on average 9.6 µmol L−1 too low, which is
mostly noise, but might also be biased by the systematic offset of surface TA (as explained
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below).
Model surface TA is lower than actually observed in most of the Southern Ocean
(Figure 5.8), on average by 30.2 µmol L−1 in summer 2004. This can be explained by
the loss of alkalinity from the surface layer by calcification (global net calcification is
0.8 Pg C yr−1) and the lack of shallow remineralization. CaCO3 dissolution is computed
following a simple approach using a prescribed CaCO3 profile (Yamanaka and Tajika,
1996). Moreover, modeled CaCO3 is treated as calcite, but in reality a part is aragonite
which dissolves shallower than calcite. In addition, shallow remineralization processes,
such as dissolution due to bacterial activity in faecal pellets are not considered in the
model as they are still poorly quantified. Therefore, the transport of alkalinity to the
deep ocean is too strong, leading to low surface alkalinity in the simulation, especially
outside the diatom belt where calcifiers contribute significantly to the total production.
By and large, we present a model set-up that simulates Southern Ocean circulation
processes, thermodynamics and core biological processes with satisfactory realism. It is
appropriate for the study of carbon fluxes that are controlled by a complex interplay of
thermal effects, wind forcing, circulation patterns and biological interaction. The bias in
alkalinity is a weakness of the current state of the model; however, we do not draw our
conclusions from the mean state of the simulations, but from the changes and shifts in
carbon fluxes, for which the alkalinity field is not decisive.
5.4 Inter-annual variability
In the following, the term ”natural” CO2 flux refers to the model run with preindustrial
atmospheric CO2 forcing in contrast to ”anthropogenic” CO2, which is defined as the dif-
ference between the model runs with preindustrial and contemporary CO2 forcing. Yet,
the ”natural” CO2 flux is also affected by anthropogenic activities, as the contemporary
wind forcing is applied, which has changed since preindustrial times due to the ozone hole
and greenhouse gas emissions. The contemporary CO2 flux variability south of 30◦S, de-
termined as one standard deviation in CO2 flux anomalies (detrended and deseasonalized)
is 0.19 Pg C yr−1 and is mainly caused by natural CO2 flux variability (0.17 Pg C yr−1).
The magnitude of variability agrees with Lovenduski et al. (2007), but is higher than in
previous model studies (Peylin et al., 2005; Wetzel et al., 2005). Anthropogenic CO2 flux
variability is smaller (0.07 Pg C yr−1). The patterns of the detrended SAM index show
similarities to the natural and contemporary CO2 flux anomalies (Figure 5.9). In the
following, we investigate the influence of the SAM on the inter-annual variability of the
Southern Ocean physics, ecosystem and carbon fluxes. We base our analysis on the Ctrl
run with inter-annually varying forcing and constant preindustrial atmospheric CO2 to
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Figure 5.9: Detrended and deseasonalized CO2 flux anomalies (Pg C yr−1) for (a) contemporary,
(b) natural and (c) anthropogenic CO2 fluxes south of 30◦S. Positive anomalies indicate more
outgassing or less uptake than in the long-term average. Also shown is (d) the detrended SAM
index from the NCEP-NCAR Reanalysis (http://jisao.washington.edu/data/aao/slp).
analyze the inter-annual variability induced by changing climate rather than the trend in
anthropogenic CO2 uptake.
We regress deseasonalized anomalies of state variables and carbon fluxes to the SAM
index considering a lag of zero to twelve months. Results are presented at zero lag for
physics and with a lag of four months for nutrients, primary production and carbon
fluxes. We use the SAM index from 1948 to 2010 based on the leading principal com-
ponent of sea-level pressure anomalies south of 20◦S from the NCEP-NCAR Reanalysis
(http://jisao.washington.edu/data/aao/slp). The SAM index is standardized to the pe-
riod 1979 to 2010 with a mean of zero and a standard deviation of one. We apply a
running eight month mean filter to smooth the SAM index.
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5.4.1 Response of Southern Ocean physics to SAM
The patterns in sea surface temperature (SST) variability, as depicted by a regression of
SST onto the SAM index and corresponding correlation coefficient (Figure 5.10) agree
with satellite-based observations (Lovenduski and Gruber , 2005). Regions of decreasing
temperature are found in the Antarctic and Polar Frontal Zones in the Pacific and Indian
Ocean sectors and extend to the Subtropical Zone in the Pacific. In contrast, temperature
increases around the Antarctic Peninsula, in parts of the Ross, Weddell and Prydz Bay
Gyres and in the entire Subtropical Zone with the single exception of a cold tongue in the
Pacific. The temperature response is strongest at zero lag.
The mixed layer depth, calculated using a density criterion (Kara et al., 2000), deepens
in a broad band around the Polar Front, and shoals along the Antarctic coast with an
increasing SAM index (shown for zero lag in Figure 5.10). An exception is the east
Pacific sector, where the mixed layer depth becomes shallower everywhere between the
continents and across the Subantarctic Front. The general pattern of mixed layer depth
variability is consistent with the inference of increased mixed layer depths north of the PF
by Lovenduski and Gruber (2005). The boundary line between shoaling and deepening,
however, appears further south in the Atlantic and Indian basins in our model.
Changes in upwelling and northward Ekman transport will be discussed in terms of
carbon transport in section 5.4.3.
5.4.2 Response of nutrients and biological production to SAM
The response of surface silicate (Figure 5.10) and nitrate (not shown) to a positive SAM
event is restricted to the Southern Ocean south of the PF and is largest at a lag of four
months. The additional silicate and nitrate seems to be used up before it can be advected
further north. The change of silicate concentration as response to the SAM ranges from
-9.9 mmol m−3 to 12.9 mmol m−3; on average silicate increases by 0.7 mmol m−3 south of
50◦S. The change in nitrate concentration during positive SAM ranges from -1.1 mmol m−3
to 2 mmol m−3 and averages 0.7 mmol m−3 south of 50◦S. The surface iron concentration
increases south of the PF, the exceptions being the central Ross and Weddell Gyres and
the coastal western Antarctic Peninsula (Figure 5.10). North of the PF, iron increases in
the Atlantic sector, in a band south of 40◦S in the Indian sector and between the South
American continent and 120◦W in the Pacific sector. The increase of DFe during positive
SAM is between 0 and 0.05 µmol m−3 in about 70% of the area. On average, iron increases
by 0.009 µmol m−3 south of 50◦S and by 0.01 µmol m−3 south of 30◦S. The increase of
iron north of the Polar Front might be explained by advective iron loss from south of the
Polar Front. The entrainment of iron from deeper water masses into the mixed layer is
5 INTER-ANNUAL VARIABILITY 78
5 INTER-ANNUAL VARIABILITY 79
Figure 5.10: Regression and correlation of state variables and carbon fluxes from the Ctrl run
(inter-annual forcing and preindustrial atmospheric CO2) onto the SAM index. Regression
(first and third column) and correlation (second and fourth column) coefficients of variables
as indicated in the figures. Shown are regressions of sea surface temperature (SST), mixed
layer depth (MLD), dissolved iron (DFe), dissolved silicate (DSi), dissolved inorganic carbon
(DIC), small phytoplankton carbon (Cphy), diatom carbon (Cdia), total chlorophyll (Chltot),
POC export at 100 m (Cexp) and upward advection of DIC at 100 m (Cadv) onto SAM with no
lag for potential temperature and mixed layer depth and with a four months lag for nutrients,
phytoplankton and carbon. White areas indicate no trend or no significant correlation at the
95% confidence level. Lines show, from north to south, Subantarctic Front and Polar Front from
Orsi et al. (1995).
the main source for iron in the Southern Ocean (Hoppema et al., 2003). It mainly occurs
in autumn and winter, but at least a quarter of that iron is transported to the north
before it can be used up by phytoplankton in spring and summer (Hoppema et al., 2003).
We see a general decrease of nanophytoplankton carbon biomass during positive SAM,
with the Weddell Sea as the main exception (Figure 5.10). Diatoms thrive everywhere
in and south of the ACC except the central Weddell Gyre. As they dominate the phy-
toplankton assemblage, this leads to an overall positive response of total chlorophyll;
chlorophyll anomalies are positively correlated with SAM anomalies except at some spots
of the Weddell and Ross Gyres. The chlorophyll regression to SAM from satellite data
(Lovenduski and Gruber , 2005) shows a mixed picture. Lovenduski and Gruber (2005)
conclude that an increase of chlorophyll south of the Polar Front is induced by increased
iron supply from below, whereas the reduction of chlorophyll north of the PF is caused by
an increased mixed layer depth. In our model, the increase of the mixed layer depth is not
restricted to north of the PF, indeed it appears between ca. 60◦S and 40◦S in the Atlantic,
Indian and west Pacific sectors and north of 50◦S in the east Pacific sector. We find the
same correlation pattern of chlorophyll, but areas of iron increase and MLD deepening
overlap. At a first glance, it seems arbitrary to relate the chlorophyll increase south of
the PF to additional iron and the chlorophyll decrease north of the PF to a deeper mixed
layer as both processes (more iron, deeper mixed layer) occur south and north of the PF.
It is evident, though, that iron limitation controls phytoplankton growth only south of
the PF in our model (Figure 5.5). Increased iron supply can enhance primary production
in this area and seems to play a more important role than the reduced light due to the
deepening of the mixed layer. North of the PF, the combined factors of persistent sili-
cate and DIN limitation and deeper mixed layer are likely responsible for the observed
reduction of total carbon biomass and chlorophyll (Figure 5.10)
In high nutrient-low chlorophyll regions (HNLC), such as the Southern Ocean south of
the Polar Front, the larger diatoms are able to increase their biomass when iron becomes
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available (de Baar et al., 2008). This is consistent with the modeled diatoms’ response
during positive SAM events. In the simulation, this response is caused by higher growth
rates when iron limitation is reduced. In reality, the response might be a combination of
increased growth rate of diatoms and increased grazing pressure on small phytoplankton.
Other studies explored the future role of diatoms and small phytoplankton in a chang-
ing climate and found a reduction of diatom abundance in high latitudes (Bopp et al.,
2005; Marinov et al., 2010). This is based on the assumption that the oceans will be more
stratified in a warmer climate, which would lead to less nutrient supply. The hypothesis
that the oceans will be less mixed in a warmer climate has been challenged (Russell et al.,
2006; Toggweiler and Russell , 2008) and an intensification of the subpolar westerlies has
been observed over the last decades (Thompson and Solomon, 2002). It is unclear which
level of mixing will be reached under the combined forcing of the warming itself and
stronger winds. Nonetheless, our result that less stratification leads to more nutrients
and diatom abundance is in line with the arguments of Bopp et al. (2005) and Mari-
nov et al. (2010) that stronger stratification leads to a decline of nutrients and diatoms.
This principle can be applied to better predictions of future mixing when they become
available.
5.4.3 Response of carbon fluxes to SAM
The vertical DIC transport anomalies by advection at 100 m are divided into positive
anomalies (more upward advection) in the south and negative anomalies (more downward
advection) in the northern part of the Southern Ocean (all reported as regressed onto the
SAM index with a four months lag in Figure 5.10). On the other hand, the stronger
upwelling and entrainment of deep water increases nutrient concentrations and causes
elevated diatom and total phytoplankton production south of the Polar Front. As a
result, more particulate organic carbon sinks out of the surface layer (Figure 5.10). This
drawdown of carbon by raised primary production reduces seawater pCO2 and counteracts
the DIC addition by circulation changes. The change of the CO2 flux is the residual of
circulation and primary production changes.
To assess the importance of the individual carbon fluxes, their effects on the 100 m
DIC budget is calculated, similar to Lovenduski et al. (2007). The terms J ′Gasex, J
′
Bio,
J ′adv−v and J
′
adv−h all describe carbon flux anomalies as regressed onto the SAM index
with a four months lag and are integrated over the 100 m surface layer. J ′bio accounts
for anomalies with respect to the export flux of detritus carbon and detritus CaCO3
across the 100 m horizon. J ′Gasex denotes tendencies in gas-exchange and J’adv−v denotes
changes in the vertical advection of DIC across the 100 m horizon. J ′adv−h is defined as
the divergence of horizontal DIC advection in the 100 m surface layer. The results are
5 INTER-ANNUAL VARIABILITY 81
Figure 5.11: Perturbation of natural carbon fluxes in the surface Southern Ocean (100 m) related
to an increase of one unit in the standardized SAM index. Negative fluxes indicate a sink for
the surface DIC inventory. (a) Contribution of vertical advection (J adv-v) and of divergence
of horizontal advection (J adv-h). (b) Contribution of biology (J Bio, green) and sea-air CO2
exchange (J Gasex, blue, negative = outgassing). (c) Idealized sketch of the perturbed carbon
fluxes (red = source, blue = sink for surface DIC inventory).
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presented in Figure 5.11a and b as the zonal mean of the tendencies, multiplied by the
volume of the 100 m layer at this latitude.
Vertical advection anomalies increase the surface DIC inventory in the south and
decrease it north of the Polar Front, so that a similar amount of carbon that is transported
into the surface layer in the south is exported to deeper layers in the north. The DIC
flux anomalies by horizontal advection nearly balance the vertical advection anomalies
(Figure 5.11a), suggesting that stronger Ekman transport links upwelling/entrainment
of carbon-rich water in the south and downwelling in the north. The DIC budget of
transport anomalies, however, is not closed as the horizontal transport takes time; hence
the surface DIC builds up (Figure 5.10) and affects the pCO2 gradient between ocean and
atmosphere.
The DIC changes due to stronger upwelling and entrainment south of the Polar Front
and intensified downwelling north of the Polar Front are one order of magnitude larger
than the changes in carbon export (Figure 5.10 and 5.11b) and outgassing (Figure 5.11b).
The DIC increase by upwelling in the south, however, is nearly balanced by the transport
to the north; and north of the Polar Front, the intensified northward DIC transport
is nearly balanced by more downwelling. The large additional DIC input by vertical
advection south of the PF therefore results in sea-air CO2 flux changes that might appear
to be small. They are, nevertheless, significant and of notable magnitude compared to
the annual Southern Ocean CO2 uptake.
South of ca. 50◦S, changes in upwelling/entrainment tend to increase DIC, but are
largely offset by stronger northward advection, increased carbon export and outgassing of
CO2. Interestingly, the increase in carbon export, which is attributable to diatoms, has
a larger effect than the outgassing of CO2. North of the Polar Front, export production
is reduced and increases the carbon inventory in the surface layer; it is, however, nearly
balanced by stronger natural carbon outgassing. Here, the biological carbon pump is
weakened and cannot mitigate outgassing, while it clearly reduces potential outgassing
south of the Polar Front. We find that biology plays an important role for inter-annually
varying carbon fluxes, in contrast to Lovenduski et al. (2007), and in agreement withWang
and Moore (2012). The total effect of stronger natural carbon outgassing, integrated
over the entire Southern Ocean amounts to 0.09 Pg C yr−1, which is the same as found
in previous studies (Lovenduski et al., 2007; Lenton and Matear , 2007; Dufour , 2011).
Biology contributes to an additional drawdown of 0.05 Pg C yr−1.
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5.5 Concluding remarks
We could reproduce observed patterns in temperature and chlorophyll response to a posi-
tive SAM using a 3-dimensional general circulation model and a state-of-the-art ecosystem
model. This is the first study, to the best of our knowledge, that simultaneously quanti-
fies changes in the natural carbon budget due to altered carbon transport and primary
production. We found that the surface Southern Ocean carbon budget during the positive
phase of the SAM is driven by different processes north and south of the PF (Figure 5.11c).
In the southern region, the only source to the changed DIC inventory associated with a
positive SAM is the stronger upwelling and entrainment of DIC. Intensification of north-
ward Ekman transport, POC export and outgassing of natural CO2 act as DIC sinks for
that region. In the northern part, the DIC inventory is enriched by more surface inflow
of carbon-rich water from the south and by reduced POC export. More natural CO2
outgassing and downwelling act as sinks for the perturbed DIC budget.
We showed that the biological carbon pump plays an important role in the response
to the SAM; more carbon is lost from the surface inventory by export of organic carbon
than by natural CO2 outgassing south of the Polar Front.
Lenton et al. (2009) hypothesized that iron supply during positive SAM induces
changes in the C:Chl ratio that could explain the increase in chlorophyll (Lovenduski
and Gruber , 2005) and argued for a weak response by primary production. Our model
allows for acclimation of cellular stoichiometry (N:C:Chl:Si for diatoms and N:C:Chl for
non-diatoms) to light and nutrient conditions and we could show that both carbon and
chlorophyll increase during positive SAM in contrast to the hypothesis by Lenton et al.
(2009).
Our model has the caveat that it does not resolve eddies that were suggested to
counteract the stronger northward Ekman transport (Bo¨ning et al., 2008). The respone
of eddies, however, is delayed by two to three years, whereas the SAM oscillates between
its high and low polarity on time-scales of weeks to months (Thompson et al., 2011). The
system cannot reach equilibrium and this raises the question whether the full response
by eddies can be completely developed. A first eddy-permitting study (Dufour , 2011)
calculates the same amount as our coarse model for the additional outgassing of natural
CO2 (0.09 Pg C yr−1) as response to the positive SAM. This provides confidence in our
results, but eddy-resolving models are needed to assess the full response of the Southern
Ocean carbon cycle to the positive SAM.
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Regulated Ecosystem Model with two
phytoplankton classes
REcoM-2
The Regulated Ecosystem Model, version 2, (REcoM-2) describes the biogeochemistry
in the ocean with a relatively simple ecological model including two phytoplankton func-
tional types (diatoms and non-diatoms), one zooplankton and one detritus compartment,
and inorganic and organic forms of the main nutrients. Some emphasis is put on phy-
toplankton physiology, which is described in a way that allows for changes in cellular
stoichiometry (N:C:Chl:Si for diatoms and N:C:Chl for non-diatoms, respectively). All
in all, the model solves mass balance equations for 21 tracers, which are described by
equations of the type
∂A
∂t
= −(U +w) ·∇A+∇ · (κ∇A) + S(A) (1)
where A is the volumetric concentration of a tracer, U is the three-dimensional advection
velocity and κ is the diffusivity, both supplied by the physical circulation model. The
sinking velocity of particles w = (0, 0, w) increases linearly with depth for detritus and
has a constant value for phytoplankton and diatoms. S(A) are the biogeochemical sources
or sinks of the tracer A and are described in detail, for any of the tracers, in the following.
1 Carbonate chemistry
Dissolved inorganic carbon (DIC) The balance of DIC is affected by a number of
processes; sources for DIC are respiration by nanophytoplankton (phy), diatoms (dia) and
heterotrophs (het), remineralization of dissolved organic carbon (DOC) and dissolution of
calcitic detritus (det). Sinks are carbon fixation by primary producers and the formation
of calcium carbonate (Z). In addition, sea-air flux of CO2 (FC) leads to an exchange of
carbon with the atmosphere, depending on the partial pressure difference of CO2 between
ocean and atmosphere. This exchange is treated separately as boundary condition in
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section 7.
S(DIC) = (rphy − pphy) · Cphy + (rdia − pdia) · Cdia
+ rhet · Chet + ρDOC · fT · DOC
+ λ · CaCO3 det − Z
(2)
See section 3 for details on photosynthesis (p) and phytoplankton respiration (r) rates.
Cphy, Cdia and Chet refer to carbon biomass of nanophytoplankton, diatoms and het-
erotrophs, respectively. See section 4 for the formulation of the heterotrophic respiration
rate (rhet) and section 6 for the DOC remineralization term (ρDOC ·fT ·DOC). The calcite
dissolution rate (λ) is defined in Eq. 50 and the calcification flux (Z) in Eq. 37.
Total Alkalinity (TA) The alkalinity balance is determined by processes co-occurring
with primary production and remineralization of dissolved organic matter. Alkalinity is
increased by nitrogen assimilation and reduced by remineralization of dissolved organic
nitrogen (DON). The contribution of phosphate assimilation and remineralization to alka-
linity is taken into account by assuming a constant Redfield ratio (16:1) relating DON to
dissolved organic phosphorous (DOP). Further, alkalinity is reduced during calcification
and increased during dissolution of CaCO3.
S(TA) = (1 +
1
16
) · (aNphy · Cphy + a
N
dia · Cdia − ρDON · fT · DON)
+ 2 (λ · CaCO3 det − Z)
(3)
See section 3 for details on the nitrogen assimilation rates (aNphy and a
N
dia), and section 6
for the DON remineralization term (ρDON ·fT ·DON). The calcification flux (Z) is defined
in Eq. 37 and the dissolution rate of CaCO3 (λ) in Eq. 50.
2 Nutrients
Dissolved Inorganic Nitrogen (DIN) DIN in the model is the sum of the concentra-
tions of nitrate, nitrite and ammonia. The DIN pool in the water column is reduced when
nanophytoplankton and diatoms take up DIN and build it into their cells. Remineraliza-
tion of DON is a source for DIN.
S(DIN) = − aNphy · Cphy − a
N
dia · Cdia + ρDON · fT · DON (4)
See section 3 for details on the nitrogen assimilation rates (aNphy and a
N
dia) and section 6
for an explanation of the temperature dependent DON remineralization.
Dissolved Silicate (DSi) Silicon cycles between dissolved silicic acid, or silicate DSi,
and the biogenic silica in diatoms Sidia and detritus (Sidet). Silicate in the water column
is drawn down by silicate assimilation and returned via degradation of detritus silica.
S(DSi) = − aSidia · Cdia + ρ
T
Si · Sidet (5)
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See section 3 for the definition of the silicate assimilation rate (aSidia). The temperature-
dependent dissolution rate of silica ρTSi is defined in Eq. 48.
Dissolved Iron (DFe) Dissolved iron is treated in the model like in Parekh et al. (2004),
i.e. it is considered the sum of the concentrations of “free” (i.e. inorganically bound) iron
Fe′ and organically complexed iron FeL. The partitioning into these two types is assumed
to be in chemical equilibrium always, and is calculated at each timestep by solving the law
of mass action for a reaction Fe′ + L ! FeL with L being the free ligand concentration,
assuming both a constant conditional stability constant KFeL = Fe
′ · L/FeL and total
ligand concentration LT = L + FeL.
Dissolved iron is drawn down in concert with photosynthesis by nanophytoplankton and
diatoms and by scavenging of free Fe. Iron is released during respiration of phytoplankton
and heterotrophs, remineralization of DOC, and excretion of heterotrophs. Degraded iron
is directly remineralized to dissolved iron. For all these processes, we assume a constant
iron:carbon ratio (qFe).
S(DFe) = qFe · ((rphy − pphy) · Cphy + (rdia − pdia) · Cdia + (rhet + %
C
het) · Chet
+ ρDOC · fT · DOC)− κ
scav
Fe · Fe
′
(6)
See section 3 for an explanation of phytoplankton photosynthesis (p) and respiration (r)
rates and section 4 for the heterotrophic respiration (rhet) and carbon excretion rate (%Chet).
The DOC remineralization term is described in section 6.
3 Phytoplankton
The equations for the two classes of phytoplankton are based on a slightly modified
version of the physiological model by Geider et al. (1998) that has been amended by non-
physiological mortality terms, namely grazing and aggregation loss to sinking detritus
(Schartau et al., 2007). For diatoms an additional equation describing the formation and
loss of biogenic silica in the diatom frustule has been added by Hohn (2009).
All physiological rates, such as the photosynthesis and assimilation rates depend on cell
quota in the formulation of Geider et al. (1998). These are defined as the intracellular
ratios of N:C, Chl:C and Si:C:
q =
N
C
; qSi =
Si
C
; qChl =
Chl
C
; (7)
In addition quota are used to convert biomass in terms of carbon or nitrogen to Fe, Si,
Chl or CaCO3:
qFe =
Fe
C
qSi:N =
Si
N
; qChl:N =
Chl
N
; qCaCO3:N =
CaCO3
N
; (8)
Nitrogen pool (Nphy and Ndia) The nitrogen pool in nanophytoplankton and diatoms is
built up by the assimilation of nitrogen, which is assumed proportional to carbon biomass.
Metabolic processes lead to excretion of biogenic nitrogen to the DON pool. At high
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intracellular N:C ratios (q), we assume that this excretion is downregulated. Aggregation
and grazing by zooplankton transfer nitrogen to the detritus and zooplankton pools:
S(Nphy) = a
N
phy · Cphy − (%
N
phy · f
lim
phy + g) · Nphy −Gphy (9)
S(Ndia) = a
N
dia · Cdia − (%
N
dia · f
lim
dia + g) · Ndia −Gdia (10)
See section 4 for a description of the grazing formulation (Gphy and Gdia). The carbon-
specific nitrogen uptake rate depends on the maximum photosynthetic rate (pmaxphy and
pmaxdia , Eq. 21, Eq. 22), which is converted to nitrogen units by multiplication with an
optimal N:C uptake ratio (σNphy and σ
N
dia). Nitrogen uptake rates are further affected by
the intracellular nitrogen status q through f limphy and f
lim
dia , (see Eq. 14 and Eq. 15) and
by extracellular nitrogen concentrations through an assumed Michaelis-Menten uptake
kinetics.
aNphy = p
max
phy · σ
N
phy · f
lim
phy ·
(
DIN
DIN +KNphy
)
(11)
aNdia = p
max
dia · σ
N
dia · f
lim
dia ·
(
DIN
DIN +KNdia
)
(12)
As in the model by Geider et al. (1998), both the limiting functions (f limphy and f
lim
dia )
for nitrogen assimilation (aN ) and excretion (%N ) rates are treated as functions of the
intracellular nitrogen status (i.e., N:C ratios q).
The mathematical form of how this regulation is described has no specific basis in
physiology. In a slight change against the model by Geider et al. (1998) we use a uniform
general limitation function for all types of quota regulation, which is given by
f(q1, q2, θ) =
{
1− exp(−4θ(q1 − q2)2) if q1 < q2
0 if q1 ≥ q2
(13)
This regulation function is close to one for q1 << q2, but tends to zero for q1 → q2; θ is
a dimensionless constant that determines how close q1 and q2 have to be for a significant
decrease of f .
With this function we can now formulate the functions limiting nitrogen assimilation
as
f limphy = f(qphy, qphymax, θmax) (14)
and
f limdia = f(qdia, qdiamax, θmax) (15)
The aggregation rate (g) is assumed to be proportional to the abundance of phytoplankton
and detritus:
g = φphy · Nphy + φphy · Ndia + φdet · Ndet (16)
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The constants φphy and φdet are specific aggregation rates (i.e. per unit biomass per unit
time) of phytoplankton and detritus, respectively, which reflect the roles of phytoplankton
and detritus in the aggregation processes.
Carbon pool (Cphy and Cdia) The carbon biomass of nanophytoplankton and diatoms
increases as a result of carbon assimilation during photosynthesis. Loss terms include
excretion (%) of DOC, which is constrained as in the nitrogen pool, respiration (r), aggre-
gation (g), and grazing (G).
S(Cphy) = (pphy − %
C
phy · f
lim
phy − rphy − g) · Cphy −
1
qphy
· Gphy (17)
S(Cdia) = (pdia − %
C
dia · f
lim
dia − rdia − g) · Cdia −
1
qdia
· Gdia (18)
Grazing (G) is calculated on the basis of nitrogen biomass and converted to carbon using
the intracellular N:C ratio (qphy, qdia). See section 4 for the grazing formulation, Eq. 16
for the aggregation rate g and Eq. 14 and Eq. 15 for the limiter functions for the carbon
excretion rates %Cphy and %
C
dia.
The photosynthetic rate (pphy and pdia) is a saturating function of the photosynthetically
active radiation (PAR). The saturating light level is affected by the internal chlorophyll
status of the cells. The initial slope of the photosynthesis-irradiance-curve is obtained by
multiplication of the light harvesting efficiency per chlorophyll (α) with the intracellular
chlorophyll to carbon ratio (qChl).
pphy = p
max
phy ·
(
1− exp
(
−αphy · q
Chl
phy · PAR/p
max
phy
))
(19)
pdia = p
max
dia ·
(
1− exp
(
−αdia · q
Chl
dia · PAR/p
max
dia
))
(20)
The apparent maximum photosynthetic rates (pmaxphy and p
max
dia ) are based on the true
constant maximum photosynthetic rates µmaxphy and µ
max
dia , but vary with the metabolic
state of the cell, external dissolved Fe concentration and temperature:
pmaxphy = µ
max
phy · fT · min(l
Fe
phy, l
N
min) (21)
pmaxdia = µ
max
dia · fT · min(l
Fe
dia, l
N
min, l
Si
min) (22)
Growth, as most metabolic processes is faster at higher temperatures. We parameterize
this by multiplication of the maximum growth rate with an Arrhenius function fT of the
local temperature (T in Kelvin), relative to a reference temperature Tref :
fT = exp
(
−4500 ·
(
1
T
−
1
Tref
))
(23)
Growth-limitation by iron is represented by a Michaelis-Menten term
lFephy =
DFe
DFe +KFephy
, lFedia =
DFe
DFe +KFedia
(24)
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while nitrogen limitation of nanophytoplankton and diatoms is modeled as a function of
the intracellular nitrogen quota q, with growth ceasing completely at a minimum quota
qmin
lNmin = f(qmin, q, θmin) (25)
For diatoms, photosynthesis is also downregulated if the cellular Si:C ratio (qSi) ap-
proaches a minimum ratio qSimin
lSimin = f(q
Si
min, q
Si, θSimin) (26)
θmin and θSimin are dimensionless constants which regulate the steepness of the quota-growth
relation (see Eq. 13).
The respiration rates (rphy and rdia) represent the sum of maintenance metabolic losses
and the costs of biosynthesis, which are proportional to the rates of nutrient assimilation:
rphy = ηphy · f
lim
phy + ζ
N · aNphy (27)
rdia = ηdia · f
lim
dia + ζ
N · aNdia + ζ
Si · aSidia (28)
See Eq. 14 and Eq. 15 for the limiting functions f lim of the constant maintenance respi-
ration rates ηphy and ηdia. ζ denotes the cost for nutrient uptake and synthesis of cellular
machinery in mol carbon per mol of nitrogen and silicon, respectively. See Eq. 11, Eq. 12
and Eq. 34 for details of the nutrient assimilation rates.
Chlorophyll (Chlphy and Chldia) Chlorophyll synthesis is modeled as a function of irra-
diance and of nitrogen assimilation. Chlorophyll is degraded with a fixed rate (dChl), and
lost via aggregation (g) and grazing (G).
S(Chlphy) = sphy · Cphy − (d
Chl
phy + g) · Chlphy −Gphy · q
Chl:N
phy (29)
S(Chldia) = sdia · Cdia − (d
Chl
dia + g) · Chldia −Gdia · q
Chl:N
dia (30)
See Eq. 16 for the aggregation rate (g). The grazing flux G in terms of nitrogen biomass
is converted to chlorophyll using the intracellular Chl:N ratio (qChl:N).
The chlorophyll synthesis rate s is assumed to be proportional to the nitrogen assim-
ilation rate, as nitrogen is required for the synthesis of chlorophyll, for light harvesting
and in the photosynthetic apparatus:
sphy = a
N
phy · q
Chl:N
phy max · min
(
1,
pphy
αphy · qChlphy · PAR
)
(31)
sdia = a
N
dia · q
Chl:N
diamax · min
(
1,
pdia
αdia · qChldia · PAR
)
(32)
The carbon-specific nitrogen assimilation rates (aNphy and a
N
dia, see Eq. 11 and 12) are
converted to chlorophyll units by multiplication with a constant maximum Chl:N ratio
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(qChl:Nphy max) and q
Chl:N
diamax). The regulation term min(1, pphy/(αphy · q
Chl
phy · PAR)) reflects the
ratio of enery assimilated to energy absorbed; it increases under low irradiance and de-
clines as photosynthesis becomes light saturated and/or nutrient limited. See Eq. 19 and
Eq. 20 for the descriptions of photosynthesis rate pphy and pdia.
Diatom silica pool (Sidia) The silica frustule of diatoms is built through silicate assim-
ilation. Any term that leads to a decrease in N-biomass through excretion, grazing or
aggregation, on the other hand, leads to a corresponding transfer of silica to the detritus
silica pool.
S(Sidia) = a
Si
dia · Cdia − (%
N
dia · f
lim
dia + g) · Sidia −Gdia · q
Si:N
dia (33)
The intracellular Si:N ratio qSi:Ndia is used to convert the grazing flux Gdia (Eq. 42) to the
corresponding loss in biogenic silica. See Eq. 16 for the aggregation rate (g) and Eq. 15
for the function (f limdia ) limiting the excretion rate (%
N
dia).
Silicate assimilation is treated as a relatively independent metabolic pathway. Here,
silicon uptake is formulated as Michaelis-Menten kinetics. The maximum silicon uptake
rate is calculated from the constant maximum photosynthesis rate (µmaxdia ) by multiplying
it with a constant maximum Si:C uptake ratio (σSidia), and is regulated by intracellular
N:C and Si:C ratios (f limdia and f
Si
dia) and temperature (fT ). Silicon uptake is reduced when
cellular Si:C ratios (qSi) approach the maximum Si:C ratio (qSimax). θ
Si
max is a dimensionless
constant which is used to regulate the slope.
aSidia = µ
max
dia · σ
Si
dia · fT · f
lim
dia · f
Si
dia · (
DSi
DSi +KSidia
) (34)
fSidia = f(q
Si, qSimax, θ
Si
max) (35)
Iron limitation shows an indirect influence on silicate assimilation via variable intracellular
Si:N:C ratios by affecting the assimilation of nitrogen and carbon. See Eq. 15 for the
description of the limiting function f limdia and Eq. 23 for the definition of the temperature
dependence fT .
Calcite pool (CaCO3 phy) In REcoM-2, the formation of biogenic calcium carbonate is
limited to calcifying phytoplankton (i.e. coccolithophorids) which are assumed to form a
constant fraction of the non-diatom phytoplankton. Formation of CaCO3 by heterotrophs,
such as foraminifera or pteropods is neglected. Biogenic CaCO3 is transformed into de-
tritus CaCO3 along with organic matter excretion, respiration, aggregation and grazing.
S(CaCO3 phy) = Z − (%
C
phy · f
lim
phy + rphy + g) · CaCO3 phy −Gphy · q
CaCO3:N
phy (36)
Calcification (Z) is proportional to gross carbon fixation by nanophytoplankton:
Z = ψ · pphy · Cphy (37)
ψ is the calcite production ratio that incorporates the ratio of calcium carbonate producers
to total nanophytoplankton and the CaCO3:POC ratio in coccolithophorids. The latter
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is assumed to be 1.
See Eq. 14 for the function f limphy limiting the excretion rate %
C
phy. Nanophytoplankton
photosynthesis (pphy) respiration (rphy) and aggregation (g) rates are defined in Eq. 19,
Eq. 27 and Eq. 16, respectively. The grazing flux Gphy (Eq. 41) is calculated in units of ni-
trogen biomass and converted to CaCO3 using the intracellular CaCO3:N ratio (q
CaCO3:N
phy ).
4 Heterotrophs
Nitrogen pool (Nhet) Heterotrophic zooplankton increase their nitrogen pool via graz-
ing, and loose nitrogen through excretion of DON and a quadratic mortality term:
S(Nhet) = G · γ −mhet · N
2
het − %
N
het · Nhet (38)
A quadratic term is used for the mortality of heterotrophs (mhet ·N2het), and the excretion
rate %Nhet transfers heterotrophic nitrogen directly to the DON pool. The grazing efficiency
γ determines how much of the grazed phytoplankton is built into heterotrophic biomass.
We assume that sloppy feeding and the formation of feces transfer the remainder of the
grazed phytoplankton directly to detritus.
The grazing on nanophytoplankton and diatoms is defined as:
G = ξ ·
(Nphy +N
′
dia)
2
ϕ1 + (Nphy +N
′
dia)
2
· fT · Nhet (39)
The grazing rate is calculated from a constant maximum grazing rate (ξ) by multiplication
with a sigmoidal dependency of nutritional intake to resource density with half-saturation
constant ϕ1. It depends on temperature following the same relationship as for phytoplank-
ton growth (fT ). N′dia encompasses a preference term for grazing on diatoms, relative to
that on nanophytoplankton:
N
′
dia = τ ·
N2dia
ϕ2 +N2dia
· Ndia (40)
Here, τ is the maximum diatom preference and is smaller than one, which implies that
zooplankton grazes preferably on nanophytoplankton; the effective grazing preference is
allowed to vary with diatom biomass, with ϕ2 being the half saturation parameters for
grazing preference of diatoms. ϕ2 = 0 implies a constant preference.
The relative contributions of grazing on nanophytoplankton and on diatoms to the total
grazing flux are calculated by their respective proportion to the total zooplankton food
resource.
Gphy = G ·
Nphy
Nphy +N
′
dia
(41)
Gdia = G ·
N
′
dia
Nphy +N
′
dia
(42)
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Carbon pool (Chet) The heterotrophic carbon biomass is a balance between carbon
uptake via grazing and carbon loss via mortality, carbon excretion and respiration.
S(Chet) =
(
1
qphy
· Gphy +
1
qdia
· Gdia
)
· γ −
1
qhet
· mhet · N
2
het
− %Chet · Chet − rhet · Chet
(43)
The grazing flux in terms of nitrogen biomass is converted to carbon biomass using the
respective intracellular N:C ratios (qphy and qdia). Sloppy feeding causes some of the
grazed phytoplankton to be transferred directly to the detritus pool, as determined by
the grazing efficiency γ. The remainder is built into heterotropic biomass. The quadratic
mortality flux (mhet ·N2het), which causes carbon to be lost to the detritus compartment, is
converted to carbon using the intracellular heterotrophic N:C ratio (qhet). When the C:N
ratio in heterotrophs (qC:Nhet = 1/qhet) exceeds the Redfield ratio, heterotrophic respiration
is assumed to drive the ratio back towards Redfield, with a time-scale κhet:
rhet =
{
fT · (qC:Nhet − q
C:N
Redfield)/κhet if q
C:N
het > q
C:N
Redfield
0 if qC:Nhet ≤ q
C:N
Redfield
(44)
5 Detritus
Nitrogen pool (Ndet) Losses of phytoplankton nitrogen due to aggregation, mortality
and sloppy feeding have to pass the Ndet compartment before being degraded to DON,
which is the only loss term for detrital nitrogen.
S(Ndet) = G · (1− γ) + g · (Nphy +Ndia) +mhet · N
2
het − ρPON · fT · Ndet (45)
See section 4 for a definition of the grazing flux G, the grazing efficiency γ and the zoo-
plankton mortality flux (mhet ·N2het). The aggregation rate g is defined in Eq. 16. Degra-
dation of Ndet to DON is based on a constant degradation rate (ρPON) and a temperature
dependency (fT , Eq. 23).
Carbon pool (Cdet) The Cdet compartment is balanced by carbon sources associated
with sloppy feeding, aggregation of phytoplankton, mortality of heterotrophs and degra-
dation of Cdet to DOC as the only loss term.
S(Cdet) =
(
1
qphy
· Gphy +
1
qdia
· Gdia
)
· (1− γ) + g · (Cphy + Cdia)
+
1
qhet
· mhet · N
2
het − ρPOC · fT · Cdet
(46)
The grazing and the quadratic mortality flux (see section 4), which are calculated in
terms of N biomass, are converted to carbon biomass via the respective intracellular N:C
ratios (qphy, qdia and qhet). The sloppy feeding part of the grazing flux is transfered to
the Cdet compartment, while the main grazing flux is built into heterotrophic biomass,
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as determined by the grazing efficiency γ. The degradation term consists of a constant
degradation rate ρPOC and takes into account a temperature dependency fT (see Eq. 23).
Silica pool (Sidet) The detrital silica budget consists of aggregation, grazing and excre-
tion fluxes from diatoms to detritus and silica dissolution, which shifts silicon from Sidet
to dissolved silicate.
S(Sidet) = (g + %
N
dia · f
lim
dia ) · Sidia +Gdia · q
Si:N
dia − ρ
T
Si · Sidet (47)
See section 3 for definitions of the aggregation (g) and excretion (%) fluxes and section 4
for the grazing fluxes (G).
The silica dissolution rate ρTSi follows the temperature dependence of Kamatani (1982),
until it exceeds the maximum dissolution rate ρSi
ρTSi = min(1.32 · 10
16 · exp(
−11200
T
), ρSi) (48)
Calcium carbonate pool (CaCO3 det) Nanophytoplankton loses CaCO3 to the detrital
CaCO3 compartment via excretion, respiration, aggregation and grazing. Dissolution of
CaCO3 leads to an increase in DIC and alkalinity (see section 1).
S(CaCO3 det) = (%
C
phy · f
lim
phy + rphy + g +Gphy · q
CaCO3:N
phy ) · CaCO3 phy
− λ · CaCO3 det
(49)
The nanophytoplankton excretion term (%Cphy) is regulated by intracellular quota as defined
in Eq. 14. Refer to section 3 for a definition of the respiration (rphy) and the aggregation
(g) rates. The grazing flux is calculated in terms of nitrogen biomass (Eq. 41) and is
converted to CaCO3 det by multiplication with the intracellular CaCO3:N ratio (q
CaCO3:N
phy ).
Detrital calcite decreases exponentially with water depth with a vertical length scale of
3500 m according to Yamanaka and Tajika (1996). The dissolution rate λ [d−1] depends
on the sinking speed of detritus, so that
λ =
wdet
3500 m
(50)
where wdet increases with depth according to
wdet = 20 m s
−1 + 0.0288 s−1 · depth (m) (51)
6 Dissolved Organic Matter (DOM)
Dissolved Organic Nitrogen (DON) DON is produced via N excretion by nanophyto-
plankton, diatoms and heterotrophs, and by degradation of detrital N. It is turned into
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DIN by remineralization.
S(DON) = %Nphy · f
lim
phy · Nphy + %
N
dia · f
lim
dia · Ndia + %
N
het · Nhet
+ ρPON · fT · Ndet − ρDON · fT · DON
(52)
The constant excretion rates of phytoplankton (%Nphy and %
N
dia) are reduced if the N:C ratio
is larger than a threshold (see Eq. 14 and Eq. 15). Heterotrophic nitrogen excretion
(%Nhet · Nhet) depends only on the heterotrophic biomass. Degradation of Ndet to DON
and remineralization from DON to DIN is temperature dependent, so that the constant
degradation (ρPON) and remineralization (ρDON) rates are multiplied with the Arrhenius
function (fT , see Eq. 23).
Dissolved Organic Carbon (DOC) DOC sources are carbon excretion by nanophyto-
plankton, diatoms and heterotrophs, and degradation of Cdet. Remineralization of DOC
leads to a transfer of carbon from DOC to DIC.
S(DOC) = %Cphy · f
lim
phy · Cphy + %
C
dia · f
lim
dia · Cdia + %
C
het · Chet
+ ρPOC · fT · Cdet − ρDOC · fT · DOC
(53)
Metabolic excretion of organic matter by phytoplankton is determined by a constant
excretion rate (%Cphy and %
C
dia) and cell quota (see section 3). The heterotrophic excretion
rate per heterotrophic biomass is constant (%Chet). The constant degradation (ρPOC) and
remineralization (ρDOC) rates that determine the fluxes from Cdet to DOC and from DOC
to DIC are altered following the Arrhenius function (fT , Eq. 23).
7 Boundary conditions and early diagenesis
In its present version, REcoM-2 considers neither riverine input of nutrients, carbon and
alkalinity, nor permanent burial of organic matter, calcium carbonate and silica in the
sediment. At the sea surface, we assume no normal flux of tracers, except for DIC that
can exchange with the atmospheric reservoir of CO2. This surface boundary condition
can be written as
κ
∂A
∂z
∣∣∣∣
z=η
=
{
0 for A &= DIC
FC for A = DIC
(54)
where η is the sea surface elevation, and the air-sea flux of carbon FC (positive for flux
out of the ocean) is calculated from DIC, TA, atmospheric pCO2, temperature, salinity
and wind speed, follwing OCMIP protocols. Likewise, we assume no horizontal flux of
tracers at lateral boundaries.
At the bottom of the ocean, the sinking flux of particulates (nanophytoplankton, di-
atoms and detritus) is directed into a homogeneous sediment layer, where POC and PON
are degraded and instantaneously remineralized and calcium carbonate and silica are dis-
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solved with fixed rates. The corresponding equations are
∂POCsed
∂t
= wdet · Cdet − d
C · POCsed
∂PONsed
∂t
= wdet · Ndet − d
N · PONsed
∂Sised
∂t
= wdet · Sidet − d
Si · Sised
∂CaCO3 sed
∂t
= wdet · CaCO3 det − d
CaCO3 · CaCO3 sed
(55)
where POCsed, POCsed, Sised, and CaCO3 sed are vertically integrated concentrations in
the sediment layer, i.e. they have the unit mol m−2. dC, dN , dSi, and dCaCO3 are the
degradation or dissolution rates for POC, PON, Si and CaCO3, respectively.
The nutrients and alkalinity released during the degradation/remineralization and dis-
solution are directly returned into the water as a flux, i.e. the boundary condition at the
ocean bottom is
κ
∂A
∂z
∣∣∣∣
z=−H
=


dC · POCsed + dCaCO3 · CaCO3 sed for A = DIC
dN · PONsed for A = DIN
(1 + 1/16) · dN · PONsed + 2dCaCO3 · CaCO3 sed for A = TA
dSi · Sised for A = DSi
qFe · dC · POCsed for A = DFe
0 for all other tracers
(56)
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Table 1: Model coefficients and their standard values
Symbol Value Unit Parameter
Tref 288.15 K reference temperature
ψ 0.02 dimensionless calcite production ratio
qFe 0.005 µmol Fe (mmol C)−1 Fe:C ratio
κscavFe 0.001 d
−1 Fe scavenging rate
αphy 0.19 mmol C (mg Chl)−1 (W m−2 d)−1 initial slope of P-I curve
αdia 0.26 mmol C (mg Chl)−1 (W m−2 d)−1 diatom initial slope of P-I curve
µmaxphy 3.0 d
−1 maximum photosynthesis rate
µmaxdia 3.0 d
−1 diatom maximum photosynthesis rate
$Nphy 0.05 d
−1 excretion rate of nitrogen
$Ndia 0.05 d
−1 diatom excretion rate of nitrogen
$Cphy 0.10 d
−1 excretion rate of carbon
$Cdia 0.10 d
−1 diatom excretion rate of carbon
σNphy 0.20 mol N (mol C)
−1 N:C uptake ratio
σNdia 0.20 mol N (mol C)
−1 diatom N:C uptake ratio
σSidia 0.20 mol Si (mol C)
−1 diatom Si:C uptake ratio
KNphy 0.55 mmol N m
−3 half-saturation constant N uptake
KNdia 1.0 mmol N m
−3 diatom half-saturation constant N uptake
KFephy 0.02 µmol Fe m
−3 half-saturation constant Fe uptake
KFedia 0.12 µmol Fe m
−3 diatom half-saturation constant Fe uptake
KSidia 4.0 mmol Si m
−3 diatom half-saturation constant Si uptake
qphymax 0.20 mol N (mol C)−1 maximum N:C ratio
qdiamax 0.20 mol N (mol C)−1 diatom maximum N:C ratio
qSimax 0.80 mol Si (mol C)
−1 diatom maximum Si:C ratio
qmin 0.04 mol N (mol C)−1 minimum N:C ratio
qSimin 0.04 mol Si (mol C)
−1 minimum Si:C ratio
qChl:Nphymax 4.2 mg Chl (mmol N)
−1 nanophytoplankton maximum Chl:N ratio
qChl:Ndiamax 5.6 mg Chl (mmol N)
−1 diatom maximum Chl:N ratio
θmax 1000 dimensionless regulation slope
θmin 50 dimensionless regulation slope
θSimin 1000 dimensionless regulation slope
θSimax 1000 dimensionless regulation slope
ζN 2.33 mol C (mol N)−1 C cost of N assimilation
ζSi 0 mol C (mol Si)−1 C cost of Si assimilation
φphy 0.02 (mmol N m−3)−1 d−1 phytoplankton specific aggregation rate
φdet 0.22 (mmol N m−3)−1 d−1 detrius specific aggregation rate
ηphy 0.01 d−1 maintenance respiration rate
ηdia 0.01 d−1 diatom maintenance respiration rate
dChlphy 0.3 d
−1 chlorophyll degradation rate
dChldia 0.3 d
−1 diatom chlorophyll degradation rate
γ 0.3 dimensionless grazing efficiency
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Table 2: Model coefficients and their standard values
Symbol Value Unit Parameter
mhet 0.05 (mmol N m−3)−1 d−1 quadratic mortality rate
$Nhet 0.1 d
−1 zooplankton N excretion rate
$Chet 0.1 d
−1 zooplankton C excretion rate
ϕ1 0.35 (mmol N m−3)2 half-saturation constant for grazing
ϕ2 0 (mmol N m−3)2 half-saturation constant for diatom grazing preference
ξ 2.4 mmol N m−3 d−1 maximum grazing rate
τ 0.5 dimensionless maximum preference for grazing on diatoms
qC:NRedfield 6.625 mol C (mol N)
−1 Redfield ratio of C:N
κhet 0.01 d time-scale for restoring towards Redfield
ρPON 0.165 d−1 PON degradation rate
ρPOC 0.15 d−1 POC degradation rate
ρDON 0.11 d−1 DON remineralisation rate
ρDOC 0.1 d−1 DOC remineralisation rate
ρSi 0.02 d−1 Si dissolution rate
LT 1 µmol m−3 total ligand concentration
KFeL 100 m3 µmol−1 ligand stability constant
dC 0.005 d−1 POC degradation rate in sediment
dN 0.005 d−1 PON degradation rate in sediment
dSi 0.005 d−1 Si degradation rate in sediment
dCaCO3 0.005 d−1 CaCO3 degradation rate in sediment
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6.1 Current and Future Changes in the Southern
Ocean Carbon Cycle
The Southern Ocean is and will continue to experience various changes in a high-CO2
world, which affect carbon cycling and thereby feed back on the atmospheric CO2 con-
centration and climate. For instance, global warming is competing with regional cooling
in the Southern Ocean, which is related to the continuing positive trend in the Southern
Annular Mode (SAM) index. Both processes are a result of the anthropogenic changes of
the atmospheric composition and they have opposite implications for ocean mixing. On
the one hand, global warming leads to more stratification; on the other hand, the high-
index polarity of the SAM induces stronger westerly winds, which leads to more mixing
(see chapter 2.5). Any circulation change will feed back on carbon and nutrient cycling
and might start a chain of consequences. These indirect effects of CO2 emissions are
overlain by the direct effect of higher partial pressure of CO2 (pCO2) in the atmosphere.
The latter amplifies the pCO2 gradient between ocean and atmosphere, which forces the
ocean to take up more CO2. As a consequence, carbonate equilibria shift and the ocean
becomes more acidic.
The main focus of this thesis is to examine two processes in the changing Southern
Ocean carbon cycle:
1. The dissolution of carbonate sediments from Antarctic shelves as a repercussion of
ocean acidification (chapters 3 and 4) and
2. the consequences of changes and variability of atmospheric forcing for upper ocean
carbon fluxes (chapter 5).
The two different process studies will first be discussed separately here, followed by a
general discussion of the implications for the conceptual picture of the future Southern
Ocean carbon cycle.
6.2 Dissolution of carbonate sediments
Due to the higher pCO2 in the atmosphere, the Southern Ocean has turned from a prein-
dustrial source to a contemporary sink for CO2 (Hoppema, 2004b). The uptake of anthro-
pogenic carbon simultaneously decreases the pH of the surface water and the saturation
states of calcite and aragonite. The present day calcite and aragonite saturation states in
the Southern Ocean are low in comparison to other regions and the changes are largest
at the surface due to anthropogenic CO2 uptake from the atmosphere. In combination,
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this suggests that carbonate undersaturation might occur at the surface before the en-
tire underlying water column will be undersaturated (Hauck et al., 2010). The effects on
Southern Ocean calcifiers and ecosystems are mostly unclear, though there is increasing
evidence that acidification impairs calcification by various organisms (Orr et al., 2005;
Moy et al., 2009; Beaufort et al., 2011). It is clear, on the other hand, that carbonate
sediments will start to dissolve when exposed to a carbonate undersaturated water column
(e.g. Keir , 1980).
In a previous study, Andersson et al. (2003) applied a box model to conclude that
there are insufficient amounts of CaCO3 to buffer acidification globally. These authors
define a buffer effect as a process, which restores pH to its original value after a small
perturbation. This is mainly attributed to the fact that the dissolution is slow and the
alkalinity signal will subsequently be diluted by mixing processes. As the shallow-water
dissolution signal is only released along the continental margins and anthropogenic CO2
uptake occurs globally, the shallow carbonates cannot maintain a global surface pH of
8.2 as in preindustrial times. Nevertheless, alkalinity accumulation can occur on smaller
spatial scale (Andersson et al., 2007), and the results of the global box model might not be
applicable to all oceanic regions individually. This alkalinity accumulation could locally
or regionally mitigate ocean acidification or enhance the ocean’s CO2 uptake capacity
compared to a scenario without shallow CaCO3 dissolution. A negative feedback of any
magnitude is relevant for future acidification scenarios. Therefore, in the following, the
term buffering refers to a process of alkalinity release, which increases pH, but does not
necessarily restore it to its original value.
In order to assess the role of carbonate sediments for future pH changes, several critical
questions need to be answered: How much carbonate is available in the next decades or
centuries for dissolution as a response to calcite and aragonite undersaturation? Will the
sediments release a significant alkalinity signal that can mitigate or retard acidification
and enhance the ocean’s capability to take up CO2 from the atmosphere?
The size of the carbonate reservoir and factors that affect sediment CaCO3 content
and mineralogy were addressed in chapter 3, and the results can be summarized as follows:
• The bottom water over the Antarctic shelves all around the continent is oversat-
urated with respect to calcite. High-Salinity Shelf Water and Ice-Shelf Water are
oversaturated with respect to calcite and aragonite and cannot be responsible for
dissolution of CaCO3 in contrast to the hypothesis by Anderson (1975). Aragonite
undersaturation at shallow depths (300 – 700 m) occurs where Circumpolar Deep
Water comes close to the shelf break, such as along the western Antarctic Peninsula
or in parts of the southwest Pacific and Indian Ocean (Orsi et al., 1995).
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• High CaCO3 contents (>15% mass of sediment) were found at shallow depths (150
– 200 m) and between 600 and 900 m water depth on the broad shelves of the
Amundsen, Bellingshausen and western Weddell Seas. The latter coincides with the
outer shelf regions, where winnowing by currents likely plays a role.
• Insignificant (<2%) amounts of CaCO3 were found in the regions with high primary
production levels, such as the western Antarctic Peninsula, the Ross Sea and Prydz
Bay, likely due to the metabolic-CO2 release during oxic remineralization of organic
matter in the sediments.
• Aragonite was not found in the sediment. The aragonite saturation horizon is cur-
rently at about 1000 m depth, but small amounts of metabolic CO2 can further
acidify the pore water and shift the ”apparent” aragonite saturation horizon as ex-
perienced by the pore waters to shallow depths. Hence, aragonite probably dissolves
in the sediments.
These results provided the foundation for the estimate of the total inventory of CaCO3
on all Antarctic shelves (chapter 4). As CaCO3 was distributed very patchily on a sub-
regional scale, a simple spatial interpolation would not be appropriate to integrate the
CaCO3 content all around the Antarctic. A quantitative parameterization for CaCO3 was
developed based on the relationship between CaCO3, primary production and water depth.
Dissolution of CaCO3 by metabolic CO2 at high primary production levels is the most
important factor in the relationship between CaCO3 and primary production. In regions
with high primary production, more organic carbon is deposited on the sea floor where
it is remineralized. Oxic remineralization produces CO2, acidifies the pore water, and
subsequently causes dissolution of CaCO3. At low primary production levels, however, the
CaCO3 rain to the sea floor has to increase with increasing primary production, as biogenic
CaCO3 production cannot occur without organic matter production. Either CaCO3 is
directly formed by primary producers along with organic matter, or by heterotrophic
calcifiers, such as foraminifera or pteropods, given that sufficient food is supplied by
primary producers. These processes suggest a relation as drawn in Figure 6.1: At low
primary production levels, CaCO3 increases with increasing primary production, until
it reaches an optimum. Past that threshold a further increase of primary production is
followed by metabolic-CO2 release which decreases CaCO3 concentration in the sediment.
In reality, a number of other factors are also important for the relative amount of
CaCO3 in the sediments, such as the rain of opal and terrigenous material that can dilute
the carbonate content. The empirical parameterization was developed to interpolate the
CaCO3 data set. It does not allow to deduce a stoichiometric relationship of CaCO3 and
organic matter production in the euphotic zone, CaCO3 dissolution and decay of organic
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Figure 6.1: Idealized relation between primary production in the water column and CaCO3
content in the sediments. CaCO3 can only be produced when either primary producers form
calcium carbonate along with organic matter or when food supply is sufficient to allow for
heterotrophic calcification. Large organic matter deposits to the sediments can elevate the
metabolic-CO2 production, which in turn results in CaCO3 undersaturation and dissolution.
matter during sinking, and CaCO3 dissolution and remineralization of organic matter in
the sediments. Nevertheless, CaCO3 production and dissolution in the sediments are the
two main processes for CaCO3 accumulation and preservation in the sediments and both
are dependent on organic matter production. It is thus highly likely that they determine
the relationship between primary production and CaCO3 (Figure 6.1).
The relationship between primary production and carbonate sediments can be used
together with satellite-derived primary production estimates to chart CaCO3 all around
the Antarctic shelves. The total amount of CaCO3 that would be available to dissolve in
the next decades or centuries is 0.5 Pg C, which is comparable to the annual Southern
Ocean CO2 uptake. It is obvious from this comparison, that dissolution of CaCO3 will not
delay acidification considerably. Time-dependent rates, such as the CO2 uptake rate, the
CaCO3 dissolution rate, the bioturbation rate, and the mixing rate of the water masses
will determine when the carbonate reservoirs will be depleted. Given the small amount
of total CaCO3, these rates and processes were not quantified. Yet, it is clear that not all
CaCO3 will dissolve instantaneously, so that the alkalinity signal to be released will most
probably be too small to be detectable.
Further conclusions can be drawn from the evidence gathered in this study. The dis-
solution of CaCO3 from the Antarctic shelves will neither buffer acidification nor enhance
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the CO2 uptake capacity of the Southern Ocean significantly. The Antarctic ecosystem
will be continuously subjected to acidification with all its potential implications for flora
and fauna. Thus, perhaps unfortunately, humans’ effort to reduce atmospheric CO2 con-
centration or growth rate cannot rely on shallow carbonate dissolution from the Antarctic
shelves.
Perspectives for future research
The CaCO3 distribution patterns (chapter 3) were based on a data set that made use of
available samples and did not cover all regions equally well. The interpolation technique
(chapter 4) filled data gaps and made the inventory estimate possible. Yet, more research
and samples would be of great use to produce a complete data compilation and test some
of the proposed hypotheses. For example, the hypothesis whether the southwest Pacific
and Indian Ocean sectors of the Antarctic shelves could be a possible accumulation site
for pteropods can only be addressed with improved data. In addition, very shallow depth
regions were undersampled, partly because they do not represent a large part of the
Antarctic shelves, but mainly because they are hard to access by ships. These data would
facilitate a more detailed analysis of the depth horizon above which aragonite can be
preserved, if existent.
As hypothesised in chapter 3 large cyclonical gyre systems, such as the Weddell and
Ross gyres, keep naturally more corrosive (modified) Circumpolar Deep Water away from
the shelves. This hypothesis should be addressed in a follow-up study with more water
column carbonate chemistry data to investigate any pattern in the calcite and aragonite
saturation states on the Antarctic shelves and the role of the gyres. It is unclear if the
gyres will be less severely affected by acidification than other regions or whether this effect
of low ’natural acidity’ will be balanced or overcompensated by high anthropogenic CO2
uptake on the shelves.
Chapter 4 revealed the relation between primary production and the relative amount
of CaCO3 in the sediments. An empirical relationship between primary production and
sediment CaCO3 was derived and an explanation proposed. A sediment model study could
be used, for example, to calculate the rain rates of organic and calcareous material to the
sea floor that are needed to reproduce the CaCO3 vs. primary production relationship.
Such a model could also reveal possible implications for the rain ratio (organic to inorganic
particulate carbon rain). Does the rain ratio increase with increasing primary production,
i.e., do calcifiers contribute less to the total production at high production levels? If yes,
how could this species shift be explained and is it systematic? Could we eventually even
learn something on CaCO3 production and how to better parameterize CaCO3 production
in models?
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Another question would be whether the relationship between primary production and
sediment CaCO3 is valid globally or at least in certain regions. Would the optimum level
shift due to different bottom water carbonate saturation states? Does it only work where
the calcareous rain is relatively low, because otherwise the dissolution would not leave a
significant signature?
6.3 Inter-annual variability of carbon fluxes
The ozone hole over Antarctica and the emission of greenhouse gases has led to a stronger
thermal contrast at the top of the troposphere (Shindell and Schmidt , 2004; Thompson
et al., 2011). The stronger temperature gradient causes a stronger than usual pressure
gradient, which accordingly accelerates the westerly winds (Figure 6.2). A pressure gradi-
ent that is stronger than usual is related to the positive polarity of the Southern Annular
Mode, which is responsible for most of the recent climate change in the Southern Hemi-
sphere (e.g. Hall and Visbeck , 2002). Hence, the intensification and poleward shift of the
westerlies over the last decades is typically attributed to the trend of the SAM toward
its positive phase (Shindell and Schmidt , 2004; Thompson and Solomon, 2002; Thompson
et al., 2011). The intensified winds accelerate gas-exchange between ocean and atmo-
sphere, indicating that more CO2 could be taken up at higher wind speeds. More force-
ful winds, however, also increase upwelling and entrainment of carbon-rich deep water,
thereby reducing the gradient between atmospheric and oceanic pCO2, which is the main
driving factor for gas-exchange. The entrained deep water is also enriched in nutrients,
which can stimulate phytoplankton growth and export production. How all these pro-
cesses interact and what it means for the Southern Ocean carbon cycle in the future is
the urgent question that needs to be answered.
A three dimensional model was used to disentangle the different co-occurring processes,
such as changing circulation, biological export fluxes and gas-exchange between ocean
and atmosphere (chapter 5). The perturbed carbon cycle due to climate change can be
described as follows (Figure 6.2). Circulation changes have the largest effect on the surface
DIC inventory. South of the Polar Front, a positive SAM induces anomalously increased
upwelling and entrainment of carbon-rich deep water into the 100 m surface layer. This
DIC increase is nearly balanced by the stronger northward Ekman transport of the surface
water, which is now enriched with carbon. The northward advection therefore acts as a
DIC sink for the region south of the Polar Front, but as a source to the region north of
the Polar Front. In the north, more DIC than usual is advectively transported out of the
surface layer and this additional downwelling is of about the same size as the anomalous
upwelling in the south. In total, the circulation changes nearly balance in terms of DIC
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Figure 6.2: At a positive SAM the atmospheric forcing is perturbed by a stronger than usual
temperature gradient at the top of the troposphere. Consequently, the westerly winds that drive
the Antarctic Circumpolar Current are intensified. This leads to stronger northward Ekman
transport and more upwelling and entrainment in the south and more downwelling in the north
(Ekman pumping). Carbon flux anomalies that tend to increase the surface DIC inventory are
marked in red, and those that decrease the inventory in blue. DIC: dissolved inorganic carbon,
POC: particulate organic carbon.
transport. The northward transport, however, takes time, so that the surface DIC is
increased shortly after a perturbation towards the high-index polarity of the SAM and
affects the pCO2 difference (∆pCO2) between ocean and atmosphere and therefore the
sea-air CO2 flux.
The resulting∆pCO2 is the sum of DIC increase by circulation changes and anomalous
CO2 drawdown via the biological carbon pump. The entrained deep water also carries iron
and enhances diatom growth and export poduction. South of the Polar Front, more DIC
is drawn down by biology than by outgassing. North of the Polar Front, export production
is reduced, probably because of persistent macronutrient limitation and a deepening of
6 SYNTHESIS 116
the mixed layer. Here, outgassing and downwelling of natural CO2 are the only sinks for
the surface DIC inventory.
The response of the Southern Ocean carbon cycle to the SAM was discussed in the con-
text of natural CO2. Practically this was done by forcing the model with the preindustrial
atmospheric CO2 concentration but today’s climate (e.g. wind field), which is perturbed
by humans. The contemporary Southern Ocean CO2 uptake is the sum of natural and
anthropogenic sea-air CO2 exchange. The anthropogenic CO2 uptake will increase in the
future due to increasing CO2 content in the atmosphere. Our results suggest that the
sea-to-air flux of natural CO2 will tend to lower the future Southern Ocean CO2 uptake,
in line with previous model studies (Lovenduski et al., 2007; Lenton and Matear , 2007;
Le Que´re´ et al., 2007; Lenton et al., 2009).
Bo¨ning et al. (2008) challenged the view that increased westerlies lead to intensified
meridional overturning and they suggest a counteracting transport by eddies. The coarse
resolution model used for the present study does not resolve eddies and therefore uses
a parameterization to approximate their effects. This approach probably underestimates
the transport by eddies; however, the eddies’ response is usually delayed by two to three
years. The SAM, on the other hand, oscillates between its high and low polarity on
time-scales as short as weeks (Thompson et al., 2011). The system cannot adjust to the
new state, and therefore the question arises whether the full response by eddies, which
is delayed by a few years, can be completely developed. Thus the direct response to the
oscillating SAM might be more important than the delayed increase of the eddy activity.
In the future, eddy compensation might become more important if the SAM will more
constantly be in its positive phase. It is encouraging that preliminary eddy-permitting
simulations (Dufour , 2011) yield the same amount of anomalous outgassing of natural
CO2 (ca. 0.1 Pg C yr−1) as coarse resolution studies (chapter 5, Lovenduski et al. (2007);
Lenton and Matear (2007)).
Perspectives for future research
The topic inter-annual variability of upper ocean carbon fluxes and sea-air CO2 exchange
provides many unresolved questions. The most prominent debate is on the role of eddies.
Ideally, the model study from chapter 5 should be repeated with an eddy-resolving model;
unfortunately, the high-resolution models required to study eddies are still expensive to
run for longer time periods like the sixty years required for this study.
In the literature, a number of different methods have been used to analyze the effects of
the SAM on the Southern Ocean carbon cycle. A regression analysis was applied in chapter
5; other studies compare a model run with inter-annual forcing to a run with climatological
forcing and analyze the differences (e.g., Le Que´re´ et al., 2010). This method does not
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allow for a mechanistic understanding of how much a flux or concentration changes per
unit change of the SAM index, but it permits to quantify the bulk contribution of the
inter-annual varying forcing to the trend in CO2 sea-air exchange. A third method is to
compare a reference run with climatological forcing to another run with perturbed forcing,
i.e., a wind field is created where the westerlies are intensified and shifted poleward like
during a positive SAM event (Dufour , 2011). The latter can be applied to study the effect
of the SAM in an eddy-resolving or permitting model, as it is sufficient to run the model
with constant forcing for a few years. The different methods, however, are not necessarily
directly comparable. Using the present day inter-annual atmospheric forcing, the system
experiences a positive SAM event, but might not reach equilibrium as after few weeks the
polarity of the SAM index might have changed (Thompson et al., 2011). This might not
mirror what would happen in a future with constant positive SAM. On the other hand,
constantly applying a perturbed wind field, might bring the system into an equilibrium
that it did not reach in the recent past.
The model itself (chapter 5) can be improved and further developed; especially the
model drift in alkalinity needs to be addressed. Currently, subsurface dissolution of
CaCO3, for example by dissolution of aragonite or by metabolic CO2 in marine snow
particles, is missing. Subsurface dissolution, however, is needed to prevent the reduction
of surface alkalinity and its accumulation in deeper layers. The calcite dissolution rate
should also be dependent on the actual calcite saturation state. Once the surface alkalin-
ity is more stable, its role in the SAM-induced changes of sea-air CO2 exchange can be
further explored.
The model does not consider ballasting by CaCO3 or biogenic silica. This process
should be included in the model, given the trend towards more diatom production. Would
even more carbon be transported to the deep ocean due to faster sinking diatoms?
A larger scale project that is most useful would be a more detailed comparison of a suite
of models and their responses to the SAM, which would allow to detect models’ strengths
and weaknesses and give a range of the system’s possible response. More specifically, a
comparison with models with different physics and same biology could provide a range of
responses to possible circulation changes. Vice versa a comparison with a model with the
same physics and different biology would lead to more insights on the response to changes
in biology.
An analysis of the trend in CO2 fluxes and the contributions of natural and anthro-
pogenic CO2 could be the subject of a follow-up study. Further, using climatological
and inter-annual forcing in parallel, the trend in CO2 exchange due to atmospheric CO2
increase and changes in atmospheric circulation can be separated. Going a step further,
this approach can also be applied to the future by forcing the model with predictions of
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future atmospheric changes.
This thesis concentrates on the Southern Ocean carbon cycle. Yet, the export of carbon
and nutrients by mode or bottom waters out of the Southern Ocean can determine the
amount of biological production and gas-exchange at low latitudes (Marinov et al., 2006).
These processes should be considered in future studies.
6.4 Conclusion
The Southern Ocean carbon cycle is a complex system and many open questions remain
to be solved. Important conclusions on how the Southern Ocean carbon cycle will evolve
in a high-CO2 world can be drawn from the process studies on carbonate sediments and
inter-annual variability.
The atmospheric CO2 concentration will further increase and force the Southern Ocean
to act as a CO2 sink. Circulation changes and anomalous natural CO2 outgassing as a
response to the SAM may, however, attenuate the growth rate of CO2 uptake relative to
the atmospheric CO2 increase. Stronger upwelling and entrainment south of the Polar
Front supplies (micro-) nutrients, such as iron, to the surface; this fosters diatom growth
and export production and thereby a part of the entrained carbon is directly transported
back to the subsurface layer. The contrary is true north of the Polar Front. Here,
primary production is reduced, most likely due to unaltered (macro-) nutrient limitation
and a deepening of the mixed layer; accordingly less carbon sinks out of the surface layer.
Diatoms outcompete small phytoplankton when more iron is supplied and this shift in
community composition could additionally feed back on the carbon export by ballasting;
it is unclear whether this could partly compensate the reduced export production in the
northern part of the Southern Ocean.
The role of the biology in the changing Southern Ocean was in previous studies either
not addressed (Le Que´re´ et al., 2007) or found to be insignificant (Lovenduski et al.,
2007; Lenton and Matear , 2007) until recently (Wang and Moore, 2012). This (chapter
5) is the first study that simultaneoulsy quantifies the changes in carbon transport and
biological export as a response to the SAM. Future work is required to address the possible
compensating role of eddy activity and the effects of changes in the Southern Ocean
carbon and nutrient budgets on low latitude CO2 sea-air exchange and export production
(Marinov et al., 2006).
The positive SAM trend of the last decades was mostly driven by the destruction of the
stratospheric ozone layer, and to some extent by the rise of greenhouse gas concentrations
in the atmosphere. The ozone layer is expected to recover in the next decades; however,
the forcing by greenhouse gases will become stronger. As a consequence, the SAM trend
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towards its high-index polarity is expected to continue (Thompson et al., 2011). How
global warming and its proposed tendency to more stratification will interfere with that
will be most critical for the evolution of the Southern Ocean carbon cycle.
As the Southern Ocean continues to sequester CO2 from the atmosphere, anthro-
pogenic ocean acidification will proceed and might even be amplified by more upwelling
of deep water, which is naturally rich in carbon (Lenton et al., 2009). It will not be
delayed by early buffering of shallow carbonates. Aragonite, which will reach undersatu-
ration first, is nowadays not preserved in Antarctic shelf sediments and cannot act as a
buffer. Calcite undersaturation will be reached later and there is too little calcite available
for dissolution to constitute a significant negative feedback to acidification. Calcifying or-
ganisms, such as pteropods might disappear from the Antarctic food web (Orr et al.,
2005) and it is unknown how this will change food web structures and biogeochemical
cycles.
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