Abstract-For two-dimensional (2-D) separable-denominator state-space digital filters, we investigate the minimization problem of an L2-sensitivity measure subject to L2-scaling constraints. First, the coefficient sensitivity is analized by using a pure L2 norm. Next, an iterative algorithm is developed for minimizing an L2-sensitivity measure subject to L2-scaling constraints. This approach largely relies on the use of a Lagrange function and some matrix-theoretic techniques.
I. INTRODUCTION
Owing to either truncation or rounding of filter coefficients, the characteristics of an actual transfer function deviate from the original in the fixed-point implementation of recursive digital filters. Several techniques have been proposed for synthesizing 2-D filter structures with low coefficient sensitivity [1] - [7] . Some of these techniques evaluate the sensitivity by using a mixture of L 1 /L 2 norms [1] - [3] , while the others rely on the use of a pure L 2 norm [4] , [6] , [7] . Moreover, minimization of weighted sensitivity for 2-D state-space digital filters has been considered in accordance with both mixed L 1 /L 2 and pure L 2 sensitivity measures [5] . The L 2 sensitivity minimization is more natural and reasonable than the convensional L 1 /L 2 mixed sensitivity minimization, but it is technically more challenging. Alternatively, a state-space digital filter with L 2 -scaling constraints is beneficial for suppressing overflow oscillations [8] , [9] . However, satisfactory solution methods for L 2 -sensitivity minimization subject to L 2 -scaling constraints are still needed [10] , [11] . This paper formulates an L 2 -sensitivity minimization problem subject to the scaling constraints for 2-D separabledenominator digital filters. By making use of a Lagrange function and some matrix-theoretic techniques, an iterative algorithm is developed to solve the constraint optimization problem directly. A numerical example is presented to demonstrate the usefulness of the proposed algorithm.
II. SENSITIVITY ANALYSIS Without loss of generality, a 2-D digital filter with separable denominator can be described by the Roesser local 
Definition 1 : Let X be an m×n real matrix and let f (X) be a scalar complex function of X, differentiable w.r.t. all the entries of X. The sensitivity function of f with respect to X is then defined as
where x ij denotes the (i, j)th entry of the matrix X. With these notations, it is easy to show that
where
The term d and the sensitivity with respect to it are coordinate independent, therefore they are neglected here. Definition 2 : Let X(z 1 , z 2 ) be an m × n complex matrix valued function of the complex variables z 1 and z 2 . The L p norm of X(z 1 , z 2 ) is then defined as
where ||X(z 1 , z 2 )|| F is the Frobenius norm of the matrix X(z 1 , z 2 ) defined by
The overall L 2 -sensitivity measure is now defined by (4)- (5), it follows that
The matrices K = K h ⊕ K v and W = W h ⊕ W v are called the local controllability Gramian and local obsevability Gramian, respectively, and can be obtained by solving the following Lyapunov equations:
Applying the eigenvalue-eigenvector decompositions 
III. SENSITIVITY MINIMIZATION The following class of state-space coordinate transformations can be used without affecting the input-output map:
where T 1 and T 4 are m× m and n× n nonsingular constant matrices, respectively. Performing this coordinate transformation to the LSS model in (1) yields a new realization
For the new realization, the M 2 in (7) is changed to
4 ] where P = P 1 ⊕ P 4 
are required for i = 1, 2, · · · , m and j = 1, 2, · · · , n. The problem of minimizing M 2 (P ) in (9) subject to the constraints in (9) is a constrained nonlinear optimization problem where the variable is matrix P . If we sum up the m or n constraints in (9), then we have
Consequently, the problem of minimizing (9) subject to the constraints in (9) can be relaxed into the problem minimize M 2 (P ) in (9) subject to tr[
To solve (10) , define a Lagrange function of the problem as
where λ 1 and λ 4 are Lagrange multipliers. It is well known that the solution of problem (10) must satisfy the KarushKuhn-Tucker (KKT) conditions ∂J(P , λ 1 , λ 4 )/∂P i = 0 and ∂J(P , λ 1 , λ 4 )/∂λ i = 0 for i = 1, 4 where the gradients are found to be
Hence the KKT conditions in (12) become
(12) The two equations on the left-hand side in (12) are highly nonlinear with respect to P 1 and P 4 . An effective approach to solving the first two equations in (12) is to relax them into the following recursive second-order matrix equations:
1 and λ
4 are known from the previous recursion. The solutions P (i+1) 1 and P (i+1) 4 of (13) are given by
respectively. To derive recursive formulas for the Lagrange multipliers λ 1 and λ 4 , we employ (12) to write
which naturally suggest the recursions for λ 1 and λ 4 :
The iteration process starts with P 
4 > 0, and continues until (12) is satisfied within a prescribed numerical tolerance.
Having obtained the optimal P = P 1 ⊕ P 4 and noticing P = T T T , the optimal coordinate-transformation matrix T = T 1 ⊕ T 4 satisfying the constraints in (9) can now be readily determined using the technique described in [11] .
IV. ILLUSTRATIVE EXAMPLE
As an example, consider a 2-D separable-denominator state-space digital filter in (1) 
