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ON SOLUTION-FREE SETS FOR SIMULTANEOUS DIAGONAL
POLYNOMIALS
MATTHEW L. SMITH
Abstract. We consider a translation and dilation invariant system consist-
ing of k diagonal equations of degrees 1, 2, . . . , k with integer coefficients in s
variables, where s is sufficiently large in terms of k. We show via the Hardy-
Littlewood circle method that if a subset A of the natural numbers restricted
to the interval [1, N ] satisfies Gowers’ definition of uniformity of degree k, then
it furnishes roughly the expected number of simultaneous solutions to the given
equations. If A furnishes no non-trivial solutions to the given system, then we
show that the number of elements in A∩ [1, N ] grows no faster than a constant
multiple of N/(log logN)−c as N → ∞, where c > 0 is a constant dependent
only on k. In particular, we show that the density of A in [1, N ] tends to 0 as
N tends to infinity.
1. Introduction
Having considered the problem of solution-free sets for a system consisting of
a quadratic equation and a linear equation in [12], we now consider the system of
k ≥ 2 equations
(1) Lj(x1, . . . , xs) = λ1x
j
1 + · · ·+ λsx
j
s = 0 (1 ≤ j ≤ k).
The coefficients λ1, . . . , λs ∈ Z are fixed and satisfy
λ1 + · · ·+ λs = 0,
ensuring that the system (1) is translation and dilation invariant with respect to
the xi, as the reader may easily verify. For any set A ⊂ N, we define
AN = A∩ [1, N ], δN = |AN |/N.
As in [12], we are interested in the upper density lim supN→∞ δN of a set A fur-
nishing no non-trivial solutions to the system (1), and in particular whether or not
this upper density is zero for such a set.
As in the case k = 2, for any N ∈ N, we may obtain solutions to (1) in AsN by
setting x1 = x2 = . . . = xs. If further the set of coefficients {λ1, . . . , λs} may be
partitioned into r non-intersecting sets{
λi,1, . . . , λi,ρ(i)
}
(1 ≤ i ≤ r),
such that ρ(1) + . . .+ ρ(r) = s and
(2) λi,1 + . . .+ λi,ρ(i) = 0 (1 ≤ i ≤ r),
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then we may generate additional solutions by setting xi,1 = . . . = xi,ρ(i) for 1 ≤
i ≤ r. We refer to such solutions as trivial solutions. We note that as the set of
coefficients may be partitioned into at most s/2 sets of two or more elements, and
that at most [s/2]! such partitions exist such that each subset satisfies the criterion
(2), the number of trivial solutions is at most [s/2]!|AN |s/2.
As in [12], our goal is twofold. First, we wish to find an upper bound for the
density δN of a maximal subsetAN ⊂ [1, N ] which furnishes no non-trivial solutions
in AsN to the system (1). Second, if instead AN does furnish non-trivial solutions to
the system (1), then we seek to obtain a lower bound for the number N of solutions
which is consistent with the anticipated product of local densities.
We first define
(3) s0(k) = 2k [k(log k + 2 log log k)] + 10k
2 + 6.
We note that the quantity s0(k)/2 is the minimum number of variables currently
required to establish the asymptotic bound in Vinogradov’s mean value theorem
(see, for example, §3 of [18]).
We also define a non-singular solution to the system (1) to be a solution a =
(a1, . . . , as) such that there exists at least one subset {i1, . . . , ik} of the indices
{1, . . . , s} such that
(4) ∆ (i1, . . . , ik) = det
(
∂Lj
∂xil
)∣∣∣∣
a
6= 0,
that is, the Jacobian associated to the variables xi1 , . . . , xik is non-zero when eval-
uated at a. We note that since
∆ (i1, . . . , ik) = k!λi1 · · ·λik
∏
1≤u<v≤k
(xiu − xiv ),
the solution a is non-singular if the ai take on at least k different values.
Theorem 1. Suppose that s > s0(k), and that As contains no non-trivial solutions
to the system (1). Suppose further that the system (1) possesses both a non-singular
real solution and a non-singular p-adic solution for all rational primes p. Then for
N sufficiently large in terms of the λi, there exists a constant c > 0 dependent on
k such that δN ≪ (log logN)
−c.
We show in our proof of Theorem 1 that we may take c = 2−2
k+9
.
Theorem 2. Suppose that s > s0(k), and suppose that the system (1) possesses
both a non-singular real solution and a non-singular p-adic solution for all rational
primes p. There exists a constant K, dependent at most on the λi, with the following
property. Suppose the set AN has cardinality δNN and is a-uniform of degree k,
where the parameter a obeys the upper bound
(5) a ≤ Kδ
2k+1(s0(k)+2)
N .
Then for N sufficiently large in terms of the λi, the set AsN necessarily contains
non-trivial solutions to the system Lk = . . . = L1 = 0, and the number N of
solutions in AsN satisfies the lower bound
(6) N ≫ δsNN
s−k(k+1)/2,
where the implicit constant is dependent at most on the λi and k.
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We note that if δN ≪ N−1+k(k+1)/s, then one can show that the trivial solutions
alone contribute more than the lower bound given in (6). We note also that if
s is sufficiently large in terms of k, then we anticipate that, in the presence of
suitable conditions on the λi, the local solubility hypotheses may be removed from
the statements of Theorems 1 and 2.
We recall that Erdo˝s and Tura´n [5] conjectured in 1936 that a set A ⊂ N with
positive upper density necessarily contains arbitrarily long arithmetic progressions,
or, equivalently, solutions in Ak to the system of k − 2 translation and dilation
invariant linear equations
xj − 2xj+1 + xj+2 = 0 (1 ≤ j ≤ k − 2)
for any k ≥ 3. In 1953, Roth [11] used a variation of the Hardy-Littlewood cir-
cle method to prove that a set A containing no three-term progressions satisfies
δN ≪ (log logN)
−1. The methods of Roth’s proof have been successively refined
by Heath-Brown [9], Szemere´di [15], and Bourgain [3], [4], the latter of whom has
obtained the current strongest bound of δN ≪ (log logN)2(logN)−2/3.
Szemere´di proved the Erdo˝s-Tura´n conjecture for the case k = 4 in 1969 [13] via
a combinatorial argument. He followed this result with an elementary proof of the
conjecture for general k in 1975 [14], although neither proof resulted in a reasonable
explicit upper bound for δN as N →∞. It was not until 2001 that Gowers [7], using
the method of exponential sums, was able to give the first explicit upper bound of
δN ≪ (log logN)−c, where c is a positive constant dependent on k. The crucial new
device in Gowers’ proof is a new notion of pseudorandomness based on polynomial
uniformity of degree d. Gowers showed that a set which is sufficiently pseudorandom
under this new definition necessarily contains an arithmetic progression of length
k, while a set which is not sufficiently pseudorandom may be shown to be unusually
dense in some long arithmetic progression P .
As well as obtaining an upper bound on δN when AsN contains no non-trivial
solutions to the system (1), we are also interested in obtaining a lower bound on
the number of solutions N in AsN to the system (1) when the uniformity parameter
a is sufficiently small in terms of the density δN . To this end, we employ some
of the same techniques used by Vinogradov [17] and Hua [10] to show that when
s is sufficiently large in terms of k, the number of solutions N in [1, N ]2s to the
translation and dilation invariant system
xj1 + . . .+ x
j
s = y
j
1 + . . .+ y
j
s (1 ≤ j ≤ k)
satisfies N ≪ N2s−k(k+1)/2, where the implied constant depends on k and s. This
problem is associated with Vinogradov’s mean value theorem. We also use some of
the same methods used to find integer solutions (x1, . . . , xs) to the system
(7) xj1 + . . .+ x
j
s = Nj (1 ≤ j ≤ k),
where N1, . . . , Nk are integers satisfying certain size conditions. The problem of
establishing a lower bound on s in terms of k such that the system (7) possesses
solutions in Ns for N1, . . . , Nk satisfying appropriate conditions is known as the
Hilbert-Kamke problem.
Our proof broadly combines the Hardy-Littlewood circle method approach to
counting three-term arithmetic progressions as described in [11], and the approach
of Gowers to the general case of Szemere´di’s theorem in [7]. We first assume that the
set AN is a-uniform of degree k according to the definition in [7] for a appropriately
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bounded in terms of δN . In §2, we approximate the number of solutions to (1) in
AsN by considering instead the number of solutions in [1, N ]
s. We use the methods
developed by Gowers in [7] to estimate the error involved in this approximation
in §3. After introducing some definitions and technical results from the Hardy-
Littlewood circle method and Vinogradov’s mean value theorem in §4, we apply
Vinogradov’s result directly to complete our error estimate in §5, while in §6 we
apply the translation and dilation invariance of the system (1) and the Hardy-
Littlewood method to count the number of solutions in [1, N ]s. We then combine
the resulting estimates in §7 to obtain a lower bound for N in the uniform case for
a suitably bounded above in terms of δN . If the set AN fails to be a-uniform of
degree k for a suitably bounded above, we show the set is concentrated in a long
arithmetic progression. By iterating the concentration process, we obtain the upper
bound for δN given in Theorem 1.
In this paper, ≪ and ≫ denote the familiar Vinogradov notation, and we use
the familiar shorthand e(x) for the exponential function exp(2πix) and eq(x) for
exp(2πix/q), while T denotes the unit interval [0, 1). Unless otherwise indicated, a
boldface character denotes a k-dimensional vector, such as α for (αk, . . . , α1). All
statements involving the variable ǫ are assumed to hold for all values of ǫ > 0.
2. Setup and notation
Our basic approach to counting solutions to the system (1) with x ∈ AsN is by
means of the Hardy-Littlewood circle method. With this in mind, we define
f(α) =
∑
x∈AN
e(αkx
k + . . .+ α1x), fi(α) = f(λiα).
It will often be convenient to write simply fi for fi(α). By orthogonality, the
number N of solutions to (1) in AsN may be written as
(8) N =
∫
Tk
s∏
i=1
f(λiα) dα =
∫
Tk
s∏
i=1
fi dα.
Our aim is to establish a lower bound for N of the form N ≫ δsNN
s−k(k+1)/2,
where δN is the density of AN . In order to obtain an asymptotic approximation to
the integral in (8) with the expected main term, we require the definitions
g(α) =
∑
1≤x≤N
e(αkx
k + . . .+ α1x), gi(α) = g(λiα),
v(α) = δNg(α), vi(α) = δNgi(α),
E(α) = v(α)− f(α), Ei(α) = vi(α)− fi(α).
As in the case of fi, it will usually be convenient to omit the input variables for
functions gi, vi, and Ei in subsequent discussion.
To estimate the integral in (8), we approximate the generating functions fi with
the exponential sums vi and estimate both the new integral and the error involved
in this approximation. If we define
(9) I =
∫
Tk
s∏
i=1
gi dα,
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then it follows by the triangle inequality that
|δsN · I −N| ≪
∫
Tk
∣∣∣∣∣
s∏
i=1
vi −
s∏
i=1
fi
∣∣∣∣∣ dα≪
s∑
j=1
Ij ,
where
I1 =
∫
Tk
∣∣∣∣∣(v1 − f1) ·
s∏
i=2
vi
∣∣∣∣∣ dα,
Ij =
∫
Tk
∣∣∣∣∣∣(vj − fj) ·
j−1∏
i=1
vi
s∏
i=j+1
fi
∣∣∣∣∣∣ dα (2 ≤ j ≤ s− 1),
Is =
∫
Tk
∣∣∣∣∣(vs − fs) ·
s−1∏
i=1
fi
∣∣∣∣∣ dα.
It is convenient at this point to introduce the notation
J(Θ) =
∫
Tk
|Θ(α)|s−1 dα
for the (s − 1)st moment integral of a function Θ. Now, by the trivial inequality
|a1 · · ·at| ≪ |a1|t + . . .+ |at|t, we obtain
I1 ≪ sup
α∈Tk
|E1| ·
s∑
i=2
∫
Tk
|vi|
s−1
dα≪ sup
α∈Tk
|E(α)| · J(v),
where the implied constant depends on the λi. Similarly,
Is ≪ sup
α∈Tk
|Es| ·
s−1∑
i=1
∫
Tk
|fi|
s−1 dα≪ sup
α∈Tk
|E(α)| · J(f).
Meanwhile, for fixed 2 ≤ j ≤ s− 1, we have
Ik ≪ sup
α∈Tk
|Ek|
∫
Tk
j−1∑
i=1
|vi|
s−1
+
s∑
i=j+1
|fi|
s−1
dα
≪ sup
α∈Tk
|E(α)| · (J(v) + J(f)).
We therefore infer that
(10) |δsN · I −N| ≪
(
sup
α∈Tk
|E(α)|
)
· (J(v) + J(f)) .
Now, by the trivial estimates,
J(v)≪ (δNN)
s−1−s0(k)
∫
Tk
|v(α)|s0(k) dα
and
J(f)≪ (δNN)
s−1−s0(k)
∫
Tk
|f(α)|s0(k) dα,
where s0(k) is as defined in (3). By the underlying Diophantine equations, we
observe that ∫
Tk
|f(α)|s0(k) dα≪
∫
Tk
|g(α)|s0(k) dα.
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It follows that if we define
J =
∫
Tk
|g(α)|s0(k) dα,
then by the preceding discussion and the definition of v(α), we have
J(v) + J(f)≪ (δNN)
s−1−s0(k) · J.
Substituting this expression into (10) yields
(11) |δsN · I −N| ≪
(
sup
α∈Tk
|E(α)|
)
· (δNN)
s−1−s0(k) · J.
To obtain a lower bound for N , we therefore require an upper bound for the
error E(α), an upper bound for the moment integral J , and a lower bound for the
approximation integral I.
3. The error E(α) via uniformity of degree k
We begin our analysis of the errorE(α) by assuming that the setAN is a-uniform
of degree k according to the definition in [7] for a suitably bounded in terms of δN .
We then use the method of Weyl differencing to obtain an exponential sum which
may be estimated using the method developed in [7].
Lemma 1. If the set AN is a-uniform of degree k, then
(12) |E(α)| ≤ 2a2
−k−1
N
uniformly in α.
Proof. We begin by defining A(x) to be the characteristic function of AN and
EN (x) =
{
δN −A(x), when 1 ≤ x ≤ N,
0, otherwise,
the balanced function of the set AN . This allows us to write
E(α) =
N∑
x=1
EN(x)e(αkx
k + . . .+ α1x).
To estimate this sum for general α, we use the method of Weyl differencing (see,
for example, §2.2 in [16]). It is convenient at this point to introduce the following
shorthand notation for the associated difference operators. For any function f , we
define the first forward difference operators ∆1 by
∆1(f(x);w) = f(x)f(x − w).
For higher order forward difference operators, we define ∆k recursively by
∆k(f(x);w1, . . . , wk) = ∆1 (∆k−1(f(x);w1, . . . , wk−1), wk) .
Under this notation, we recall from §3 of [7] that a set AN ⊂ [1, N ] of cardinality
δNN is said to be a-uniform of degree k for a parameter a if
(13)
∑
|w1|,...,|wk+1|≤N−1
∑
x∈Iw
∆k+1 (EN(x);w) ≤ aN
k+2,
where the interval Iw, which may be empty, is defined by
(14) Iw = [1, N ] ∩ ([1, N ] + w1) ∩ . . . ∩ ([1, N ] + w1 + . . .+ wk+1) .
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Here [1, N ] + w denotes the right translation of the interval [1, N ] by w. The
statement of this definition differs slightly from that in [7], in which the set AN
is taken to be a subset of Z/NZ rather than Z, and so the sum is taken instead
over x,w1, . . . , wk+1 ∈ Z/NZ. However, an elementary computation reveals that
the definition above is equivalent to that in [7], as the definition of Iw ensures that
the quantities
x− ǫ1w1 − . . .− ǫk+1wk+1 (ǫ1, . . . , ǫk+1) ∈ {0, 1}
k+1
all lie in the interval [1, N ] for a given (k + 1)-tuple w.
If we now apply k+1 iterations of Weyl differencing to the sum E(α), we obtain
|E(α)|2
k+1
≤ (2N)2
k+1−k−2
∑
|w1|,...,|wk+1|≤N−1
∑
x∈Iw
∆k+1 (EN(x);w) ,
where we retain the definition of Iw from (14). We note that after k + 1 iterations
of Weyl differencing, the exponential factor e(αkx
k + . . . + α1x) is reduced to 1.
Now, if the set AN is a-uniform of degree k, then it follows by (13) that
|E(α)|2
k+1
≤ (2N)2
k+1−k−2 · aNk+2 = 22
k+1−k−2
aN2
k+1
.
By raising both sides to the power 2−k−1, we obtain
|E(α)| < 2a2
−k−1
N,
which is precisely the bound stated in (12). 
4. Hardy-Littlewood method preliminaries
To estimate both the moment integral J and the approximation integral I in
(11), we apply the classical Hardy-Littlewood circle method by subdividing the
k-dimensional unit cube Tk into the appropriately defined major arcs M and the
corresponding minor arcs m and then estimating the contribution of the integrals
over each set. To obtain these estimates, we require several definitions and technical
lemmas.
We first define the dissection of Tk into the major and minor arcs. Let
(15) σ(k)−1 = 8k2 (log k + (log log k)/2 + 2) , δ(k) = kσ(k).
For q ∈ N, a ∈ Zk, we may define an individual major arc M(q,a) by
M(q,a) =
{
α ∈ [0, 1)k : |qαj − aj | ≤ N
δ(k)−j , 1 ≤ j ≤ k
}
.
This allows us to define the major arcs M and the minor arcs m to be
(16) M =
⋃
0≤ak,...,a1≤q≤N
δ(k)
(q,ak,...,a1)=1
M(q,a), m = [0, 1)k\M.
It follows that the integral of any function over Tk is the sum of the integrals over
M and m.
Our estimates of the minor arc contributions require the following lemma.
Lemma 2. Let σ(k) and δ(k) be as defined in (15). Suppose that N is sufficiently
large in terms of k and that |g(α)| ≥ N1−σ(k). Then there exist q ∈ N and a ∈ Zk
such that 1 ≤ q ≤ N δ(k) and |qαj − aj | ≤ N δ(k)−j for 1 ≤ j ≤ k.
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Proof. This is a special case of Theorem 4.4 in [2]. 
We note that if we define Q = (q, ak, . . . , a1) and q
∗ = q/Q, a∗j = aj/Q for
1 ≤ j ≤ k, then it follows by Lemma 2 that |g(α)| ≥ N1−σ(k) necessarily forces
α ∈M. The contrapositive of this result implies that sup
α∈m |g(α)| ≪ N
1−σ(k).
To estimate the contribution of integrals over the major arcs M, we require the
definitions
S(q,a) =
q∑
m=1
eq
(
akm
k + . . .+ a1m
)
, Si(q,a) = S(q, λia),
w(β) =
∫ N
0
e
(
βkγ
k + . . .+ β1γ
)
dγ, wi(β) = w(λiβ).
We also require the following lemma, which we state in the generality necessary for
use in estimating both the moment integral J and the approximation integral I.
Lemma 3. Suppose that (q, ak, . . . , a1) = 1. Then the series Si(q,a) and the
integral wi(β) satisfy
(17) Si(q,a)≪ q
1−1/k+ǫ
and
(18) wi(β)≪ N(1 + |β1|N + . . .+ |βk|N
k)−1/k.
Moreover, if α ∈M and we define βj = αj − aj/q for 1 ≤ j ≤ k, then
(19) gi(α)− q
−1Si(q,a)wi(β)≪ q(1 + |β1|N + . . .+ |βk|N
k).
The implied constants in each case depend on λi.
Proof. These results all follow from the discussion in Chapter 7 of [16]. In particu-
lar, the bounds in (17) and (18) follow respectively from Theorem 7.1 and Theorem
7.3, while the error estimate in (19) follows from Theorem 7.2. 
To estimate the main term in the major arc contribution for the approximation
integral I, we require the following lemma on the sums Si(q,a).
Lemma 4. Suppose (q, ak, . . . , a1) = (r, bk, . . . , b1) = (q, r) = 1. Then
Si(qr, akr + bkq, . . . , a1r + b1q) = Si(q, ak, . . . , a1)Si(r, bk, . . . , b1).
Furthermore, the function S(q) defined by
(20) S(q) =
∑
0≤ak,...,a1≤q
(q,ak,...,a1)=1
q−s
s∏
i=1
Si(q,a)
is multiplicative.
Proof. The first result is essentially a generalisation of Lemma 2.10 in [16], while
the second result follows from the first and from Lemma 2.11 in [16]. 
The later steps of our analysis of the major arc contribution to our estimate
for the approximation integral I rest on establishing the existence of non-singular
real solutions to the system (1) in (0, 1)s and non-singular p-adic solutions for all
rational primes p.
Lemma 5. The system (1) possesses a real, non-singular solution in (0, 1)s.
ON SOLUTION-FREE SETS FOR SIMULTANEOUS POLYNOMIALS 9
Proof. That the system (1) possesses a real, non-singular solution y = (y1, . . . , ys)
is a hypothesis of Theorems 1 and 2. If y /∈ (0, 1)s, then we may generate a real,
non-singular solution in (0, 1)s as follows. Define
Y = max
1≤i≤s
|yi| .
Then the vector (η1, . . . , ηs), where
ηi =
yi
4Y
+
1
2
(1 ≤ i ≤ s),
lies in the s-dimensional cube (0, 1)s and is also a non-singular solution to the
system (1) by translation and dilation invariance. 
Before considering the existence of p-adic solutions, we let q be any natural
number and defineMn(q) to be the number of solutions to the system of congruences
(21) λ1x
j
1 + . . .+ λsx
j
s ≡ 0 (mod q) (1 ≤ j ≤ k)
with x ∈ (Z/qZ)s. We also require the following version of Hensel’s Lemma, which
is essentially Proposition 5.20 in [8].
Lemma 6. (Hensel’s Lemma) Suppose that L1(X1, . . . , Xk), . . . , Lk(X1, . . . , Xk) ∈
Zp[X1, . . . , Xk] and (x1, . . . , xk) ∈ Zkp. Define
∆0 = det
(
∂Lj
∂Xi
)∣∣∣∣
(x1,...,xk)
,
where the partial derivatives are formal derivatives. Suppose that ∆0 6= 0 and that
max
1≤j≤k
{
|Lj(x1, . . . , xk)|p
}
< |∆0|
2
p .
Then there exists a unique vector y = (y1, . . . , yk) ∈ Z
k
p such that L1(y) = . . . =
Lk(y) = 0 and
max
1≤j≤k
{
|xj − yj |p
}
≤ p−1 · |∆0|p .
Lemma 7. For every rational prime p there exists a number u = u(p) < ∞ such
that
Mn(p
t) ≥ p(t−u)(s−k)
for all t ≥ u.
Proof. Suppose that (a1, . . . , as) is a non-singular solution in Z
s
p to the system of
congruences (21). That such a solution exists is a hypothesis of Theorems 1 and 2.
By suitable re-numbering, we may assume that ∆(1, . . . , k) 6= 0, where ∆(1, . . . , k)
is the Jacobian determinant defined in (4).
For an (s− k)-dimensional vector z = (zk+1, . . . , zs), we define
Λj(z) = λk+1z
j
k+1 + . . .+ λsz
j
s (1 ≤ j ≤ k).
Suppose |∆(1, . . . , k)|2p = p
1−u > 0. We choose zk+1, . . . , zs so that
(22) zi ≡ ai (mod p
t) (t ≥ u).
Then
λ1a
j
1 + . . .+ λka
j
k + Λj(z) ≡ 0 (mod p
u) (1 ≤ j ≤ k).
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It follows that
max
1≤j≤k
{∣∣∣λ1aj1 + . . .+ λkajk + Λj(z)∣∣∣
p
}
≤ p−u < |∆(1, . . . , k)|2p ,
and by Lemma 6 there exists a unique (b1, . . . , bk) ∈ Zkp such that
λ1b
j
1 + . . .+ λkb
j
k + Λj(z) = 0 (1 ≤ j ≤ k).
And since by (22) we have pt−u choices for each of zk+1, . . . , zs, it follows that there
are at least p(t−u)(s−k) solutions to the congruences in (21) with q = pt. Lemma 7
follows immediately. 
5. The moment integral J
As the moment integral J is identical to the integral at the heart of the Vino-
gradov mean value theorem for degree k, an upper bound for J follows almost
immediately from Vinogradov’s result. We need only establish that the associated
singular integral J (J) and singular series S(J) are absolutely convergent.
Lemma 8. The moment integral J satisfies the bound J ≪ Ns0(k)−k(k+1)/2.
Proof. We first define the singular series and singular integral for J respectively by
S(J) =
∞∑
q=1
∑
0≤ak,...,a1≤q
(q,ak,...,a1)=1
q−s0(k) |S(q,a)|s0(k),
J (J) =
∫
Rk
|w(β)|s0(k) dβ.
The proof of Theorem 3 in [18] states that∫
Tk
|g(α)|s0(k) dα−S(J)J (J)≪ Ns0(k)−k(k+1)/2−τ
for some τ > 0. We therefore need only prove that S(J)J (J)≪ Ns0(k)−k(k+1)/2.
By (18), the singular integral J (J) obeys the bound
J (J) ≪ Ns0(k)
∫
Rk
(1 + |β1|N + . . . |βk|N
k)−s0(k)/k dβ
≪ Ns0(k)
k∏
j=1
∫ ∞
−∞
(1 + |βj |N
j)−s0(k)/k
2
dβj
≪ Ns0(k)
k∏
j=1
N−j = Ns0(k)−k(k+1)/2.
It follows that J (J) converges absolutely. Meanwhile, by (17), we have
S(J) =
∞∑
q=1
∑
0≤ak,...,a1≤q
(q,ak,...,a1)=1
q−s0(k) |S(q,a)|s0(k)
≪
∞∑
q=1
qk · qs0(k)·(−1/k+ǫ) ≪ 1.
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This establishes the absolute convergence of S(J). We have therefore shown that
J ≪ S(J)J (J)≪ Ns0(k)−k(k+1)/2,
which is precisely the bound in Lemma 8. 
6. The approximation integral I
Our estimate the approximation integral I is obtained by means of the Hardy-
Littlewood circle method. We dissect the k-dimensional unit cube Tk into the major
and minor arcs and then estimate the contribution of each region in turn.
We first define the singular series and singular integral for I respectively by
S(I) =
∞∑
q=1
∑
0≤ak,...,a1≤q
(q,ak,...,a1)=1
q−s
s∏
i=1
Si(q,a),
J (I) =
∫
Rk
s∏
i=1
wi(β) dβ,
where Si(q,a) and wi(β) are as defined in §4.4. We establish in the next lemma
that the error involved in approximating I by the product S(I)J (I) is of smaller
magnitude than the expected main term.
Lemma 9. For s > s0(k), we have
I −S(I)J (I)≪ Ns−k(k+1)/2−∆
for some ∆ > 0.
Proof. We retain the definitions of M and m from (16). Define
Λ = max
1≤i≤s
|λi| .
By suitable re-numbering, we may assume that
max
1≤i≤s
(
sup
α∈m
|gi(α)|
)
= sup
α∈m
|g1(α)| .
If we apply Ho¨lder’s inequality, we see that the integral over the minor arcs m is
bounded by∫
m
s∏
i=1
|gi| dα≪
(
sup
α∈m
|g1(α)|
) ∏
2≤i≤s
(∫
Tk
|gi|
s−1 dα
)1/(s−1)
.
Now, by replacing σ(k) with σ(k)/2 in the statement of Lemma 2, we see that
if |g1(α)| ≥ N1−σ(k)/2, then there exist q ∈ N, q < N δ(k)/2 and a ∈ Zk such that
(q, ak, . . . , a1) = 1 and |qλ1αj − aj | < N δ(k)/2−j for 1 ≤ j ≤ k. We now define
Q = (qλ1, ak, . . . , a1)
and let sgn(λ1) = λ1/|λ1| denote the signum function of λ1. We further define
q′ = q |λ1| /Q, a
′
j = sgn (λ1) · aj/Q (1 ≤ j ≤ k).
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If we assume that N is sufficiently large that Λ < N δ(k)/2, then we have q′ < N δ(k),
0 ≤ a′k, . . . , a
′
1 < q
′, (q′, a′k, . . . , a
′
1) = 1, and |q
′αj − a′j | < N
δ(k)−j for 1 ≤ j ≤ k. It
follows by (16) that α ∈M, and therefore,
sup
α∈m
|g1(α)| ≪ N
1−σ(k)/2.
Meanwhile, since s − 1 ≥ s0(k), we have by Lemma 8 and the trivial estimate
|g(α)| ≤ N that
∏
2≤i≤s
(∫
Tk
|gi|
s−1 dα
)1/(s−1)
≪
∫
Tk
|g(α)|s−1 dα≪ Ns−1−k(k+1)/2,
where the implied constants depend on the λi. Hence,
(23)
∫
m
s∏
i=1
|gi| dα≪ N
s−k(k+1)/2−τ
for some τ > 0.
On the major arcs M, we retain our previous definitions of Si(q,a) and wi(β),
where βj = αj − aj/q for 1 ≤ j ≤ k. It therefore follows by (19) that∫
M
∣∣∣∣∣
s∏
i=1
gi − q
−s
s∏
i=1
Si(q,a)wi(β)
∣∣∣∣∣ dα
≪
∫
M
q(1 + |β1|N + . . .+ |βk|N
k)Ns−1 dα ≪ Ns−1+δ(k) ·mes(M).
And since
mes(M) ≪
Nδ(k)∑
q=1
∑
0≤ak,...,a1≤q
(q,ak,...,a1)=1
q−kNkδ(k)−k(k+1)/2
≪
Nδ(k)∑
q=1
Nkδ(k)−k(k+1)/2 ≪ N (k+1)δ(k)−k(k+1)/2,
we obtain the bound
(24)
∫
M
∣∣∣∣∣
s∏
i=1
gi − q
−s
s∏
i=1
Si(q,a)wi(β)
∣∣∣∣∣ dα
≪ Ns−1+δ(k) ·N (k+1)δ(k)−k(k+1)/2 ≪ Ns−k(k+1)/2−τ
′
for some τ ′ > 0, where the implied constants depend on the λi. That τ
′ > 0 follows
by observing that (k + 2)δ(k) < (k + 2)/8k < 1 for k ≥ 2.
We now define the truncated singular series and truncated singular integral for
I respectively by
S(I,N δ(k)) =
Nδ(k)∑
q=1
∑
0≤ak,...,a1≤q
(q,ak,...,a1)=1
q−s
s∏
i=1
Si(q,a),
J (I,N δ(k), q) =
∫ q−1Nδ(k)−k
−q−1Nδ(k)−k
· · ·
∫ q−1Nδ(k)−1
−q−1Nδ(k)−1
s∏
i=1
wi(β) dβ.
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By the definition of the truncated singular integral, we have
(25)∫
M
q−s
s∏
i=1
Si(q,a)wi(β) dα
=
Nδ(k)∑
q=1
∑
0≤ak,...,a1≤q
(q,ak,...,a1)=1
∫ q−1Nδ(k)−k
−q−1Nδ(k)−k
· · ·
∫ q−1Nδ(k)−1
−q−1Nδ(k)−1
q−s
s∏
i=1
Si(q,a)wi(β) dβ
=
Nδ(k)∑
q=1
S(q)J (I,N δ(k), q),
where S(q) is as defined in (20).
Now, by (18),
(26)
J (I) ≪ Ns
∫
Rk
(1 + |β1|N + . . .+ |βk|N
k)−s/k dβ
≪ Ns
k∏
j=1
∫
R
(1 + |βj |N
j)−s/k
2
dβj
≪ Ns
k∏
j=1
N−j = Ns−k(k+1)/2.
It follows that the singular integral J (I) converges absolutely. Moreover,
(27)
|J (I) − J (I,N δ(k), q)|
≪ Ns
k∑
j=1
∫ ∞
q−1Nδ(k)−j
(1 + |βj |N
j)−s/k
2
dβj ·
∏
1≤i≤k
i6=j
∫ ∞
0
(1 + |βi|N
i)−s/k
2
dβi
≪ Ns
k∑
j=1
qN−j−δ(k)
∏
1≤i≤k
i6=j
N−i ≪ qNs−k(k+1)/2−δ(k),
where the implied constants depend on the λi.
It remains to analyse the singular series. By (17),
(28) S(q)≪
∑
0≤ak,...,a1≤q
(q,ak,...,a1)=1
q−s · qs(1−1/k+ǫ) ≪ qk · q−s/k+sǫ ≪ q−9k,
provided that s > s0(k) > 10k
2 and ǫ is chosen to be sufficiently small. Therefore,
by the multiplicative nature of S(q),
∑
q≤Nδ(k)
q|S(q)| ≤
∏
p≤Nδ(k)
(
1 +
∞∑
l=1
pl
∣∣S(pl)∣∣
)
≪
∏
p≤Nδ(k)
(1 + Cp−9k+1)
for some constant C. Hence, ∑
q≤Nδ(k)
q|S(q)| ≪ 1,
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where the implied constant depends on the λi. Combining this result with (27)
gives
(29) ∑
q≤Nδ(k)
S(q)
(
J (I)− J (I,N δ(k), q)
)
≪
∑
q≤Nδ(k)
|S(q)| · qNs−k(k+1)/2−δ(k)
≪ Ns−k(k+1)/2−δ(k).
Meanwhile, by (28),
(30)
∣∣∣S(I)−S(I,N δ(k))∣∣∣ = ∑
q≥Nδ(k)
|S(q)| ≪
∑
q≥Nδ(k)
q−9k ≪ N−δ(k),
where the implied constant depends on the λi. Moreover,
S(I)≪
∞∑
q=1
q−9k ≪ 1.
We have therefore demonstrated the absolute convergence of the singular series
S(I). By combining this bound with (26), (29), and (30), we have established∑
q≤Nδ(k)
S(q)J (I,N δ(k), q)−S(I)J (I)
≪
∑
q≤Nδ(k)
|S(q)|
∣∣∣J (I)− J (I,N δ(k), q)∣∣∣+ |J (I)| ∣∣∣S(I)−S(I,N δ(k))∣∣∣
≪ Ns−k(k+1)/2−δ(k) +Ns−k(k+1)/2 ·N−δ(k) ≪ Ns−k(k+1)/2−δ(k).
Lemma 9 follows by combining this result with (23), (24), and (25). 
Lemma 10. For some constant C > 0 dependent at most on the λi, we have
J (I) = CNs−k(k+1)/2.
Proof. By the change of variable Nγi for γi, we obtain
wi(β) = N
∫ 1
0
e(λiβk(Nγi)
k + . . .+ λiβ1(Nγi)) dγi (1 ≤ i ≤ s),
and by the changes of variable βjN
−j for βj (1 ≤ j ≤ k), we deduce that J (I) =
C(N) ·Ns−k(k+1)/2, where
C(N) =
∫
Rk
∫
[0,1)s
e (βk · Lk(γ) + . . .+ β1 · L1(γ)) dγ dβ.
We know by Lemma 5 that there exists a non-singular real solution (ξ1, . . . , ξs) ∈
(0, 1)s to the system (1). By the Implicit Function Theorem (see, for example,
Theorem 13.7 in [1]), there is an (s−k)-dimensional subspace S ⊂ [0, 1)s of positive
volume containing the solution (ξ1, . . . , ξs) in which every point satisfies the system
(1). Therefore, by applying k iterations of the Fourier integral formula in the form
lim
Ω→∞
∫ T
−T
∫ Ω
−Ω
F (t)e(tω) dω dt = F (0)
to the integral C(N), we deduce that
C(N) =
∫
S
dS = mes(S) > 0.
Setting C = mes(S) gives the desired result. 
ON SOLUTION-FREE SETS FOR SIMULTANEOUS POLYNOMIALS 15
To prove that S(I) = S > 0 for some constant S, we require the following
lemmas.
Lemma 11. For each prime p, define
T (p) =
∞∑
h=0
S(ph).
Then T (p) and
∏
p T (p) converge absolutely, and S(I) =
∏
p T (p). Moreover, there
is a positive constant p0 depending at most on λ1, . . . , λs such that
1
2
<
∏
p≥p0
T (p) <
3
2
.
Proof. The absolute convergence of T (p) follows from the upper bound on S(q) in
(28). The other results follow from Theorem 2.4 of [16]. 
Lemma 12. For any q ∈ N, we have∑
d|q
S(d) = qk−sMn(q).
Proof. Recalling (21), this is a slight modification of Lemma 2.12 in [16]. 
By Lemma 12 and the definition of T (p), we have
T (p) = lim
t→∞
p(k−s)tMn(p
t),
provided this limit exists. It follows by Lemma 7 that
T (p) ≥ pu(p)·(k−s) > 0,
and so by Lemma 11 we have S > 0. Combining this result with Lemmas 9 and
10, we deduce the following lemma.
Lemma 13. The approximation integral I satisfies the lower bound
I ≫ CSNs−k(k+1)/2,
where C and S are positive constants depending at most on the λi.
7. Putting everything together
In the previous sections, we obtained an upper bound for the error E(α), an
upper bound for the moment integral J , and a lower bound for the approximation
integral I. We are therefore ready to combine these estimates to obtain a lower
bound on the number of solutions N in AsN to the system (1) when the k-degree
uniformity parameter a is suitably bounded in terms of the density δN . If a does not
obey this bound, then we show that we may find a proper arithmetic progression
P ⊂ [1, N ] such that the density of A in P is larger than δN . We show that we
may iterate this process until either we reduce to the uniform case or the densities
of the new sets approach 1.
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We begin by combining the results of Lemmas 1, 8, and 13 to re-write the
inequality in (11) as
(31) CSδsNN
s−k(k+1)/2 −N ≪ 2a2
−k−1
· δ
s−1−s0(k)
N N
s−k(k+1)/2.
Suppose that a ≤ (CSδ
s0(k)+2
N /4)
2k+1. Substituting this bound into (31) yields
CSδsNN
s−k(k+1)/2 −N ≪
CS
2
δs+1N N
s−k(k+1)/2,
or, equivalently,
CSδsNN
s−k(k+1)/2 · (1− δN/2)≪ N .
We note that, as 0 ≤ δN ≤ 1, we have 1/2 ≤ 1− δN/2 ≤ 1, and therefore
CS
2
· δsNN
s−k(k+1)/2 ≪ N .
Theorem 2 now follows by taking K = (CS/4)2
k+1
in (5).
The contrapositive of this result implies that if AsN contains no non-trivial solu-
tions to the system (1), then the set AN is not a-uniform of degree k for a satisfying
the bound stated in Theorem 2. We note that since the uniformity parameter a is
bounded above by 1, we may assume henceforth that
(32) δN <
(
CS
4
)−1/(s0(k)+2)
.
We observe that this bound is trivial if the right-hand side exceeds 1.
We now recall the following result from [7].
Lemma 14. If AN is not a-uniform of degree k for a given value of a, then there
is a proper arithmetic progression P of cardinality at least Nb, where b = a2
2k+8
,
such that
|AN ∩ P| ≥ |P| (δN + b) .
Proof. We first embed the set AN ⊂ [1, N ] into Z/NZ, calling the new set A∗N .
Recalling the discussion of uniformity of degree k surrounding the definition (13),
we note that the hypothesis that AN is not a-uniform of degree k for a given value
of a implies that A∗N is not a-uniform of degree k in the sense of Gowers. We may
therefore suppose that A∗N is not a-uniform of degree k for the given value of a.
By the proof of Theorem 18.2 in [7], we know that if A∗N is not a-uniform of
degree k for some value of a, then there exists a proper arithmetic progression P∗
of cardinality at least Nb such that
|A∗N ∩ P
∗| ≥ |P∗| (δN + b) .
As P∗ is a proper arithmetic progression, it may be associated to an identical
arithmetic progression P ⊂ [1, N ] such that
|AN ∩ P| ≥ |P| (δN + b) .
This P is the progression we seek. 
Define
γ(k) = 22
k+8+k+1, K =
(
CS
4
)γ(k)
, C = (s0(k) + 2)γ(k).
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It follows by Lemma 14 that if the set AN fails to be a-uniform of degree k for any
value of a ≤ (CSδ
s0(k)+2
N /4)
2k+1 , then there exists a proper arithmetic progression
P1 such that the cardinality of P1 obeys the lower bound
|P1| ≥ N
KδCN ,
and such that the density of AN in P1 obeys the lower bound
|AN ∩ P1|
|P1|
≥ δN +Kδ
C
N .
Let N0 = N and N1 = |P1|. Since P1 is a translation and dilation of the interval
[1, N1], we may map P1 to the interval [1, N1] by reversing the translation and
dilation. This process maps the intersection AN0 ∩ P1 to a subset AN1 of [1, N1],
the density δN1 of which is
δN1 =
|AN1 |
N1
=
|AN0 ∩ P1|
|P1|
.
We now iterate this process. After r + 1 iterative steps, we are concerned with
the set ANr ⊂ [1, Nr], which has density δNr = |ANr |/Nr. If ANr is not a-uniform
of degree k for any value of a satisfying the upper bound
a ≤
(
CS
4
δ
s0(k)
Nr
)2k+1
,
then we may find a proper arithmetic progression Pr+1 ⊂ [1, Nr] of cardinality
Nr+1, where
Nr+1 ≥ N
KδCNr
r ,
such that the density δNr+1 of ANr in Pr+1 obeys the lower bound
δNr+1 ≥ δNr +Kδ
C
Nr .
Since δNr+1 ≥ δNr for all r ≥ 0, it follows that
δNr+1 ≥ δNr +Kδ
C
N0 ≥ δN + rKδ
C
N ,
where we recall that we have defined N0 = N . We may therefore perform at
most (KδCN )
−1 iterations of the concentration process before the density reaches 1.
Moreover, at each step of the iterative process, the size of the ambient set is raised
to a power of at least KδCN .
Let
Y = inf
y
(
max
1≤i≤s
yi
)
,
where the infimum is taken over all non-trivial solutions y ∈ Ns to the system (1).
We note that if Y = 1, then the system (1) has no non-trivial solutions, while
if Y = 2, then any set containing more than two elements necessarily furnishes
non-trivial solutions to the system (1) by the property of translation and dilation
invariance. We may therefore assume that Y ≥ 3.
Now, if the densities of the sets ANr in the iterative process reach 1 before
the size of the ambient sets [1, Nr] becomes less than Y , then the original set AN
necessarily furnishes a non-trivial solution to the system (1). Define
D = KδCN .
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We note that by our assumption (32) on the size of δN , we must have D ≤ 1.
Suppose that
(33) δN >
(
1
2K
)1/C
,
so that D > 1/2. Then after two iterations of the concentration process, we obtain
an arithmetic progression P2 of length at least N1/4 such that the density of AN in
P2 is 1. Hence, if N ≥ Y
4 and δN satisfies the bound in (33), the set AN necessarily
furnishes a non-trivial solution to the system (1).
We now suppose that (33) does not hold, so that D < 1/2. We will obtain a
non-trivial solution in AsN to the system (1) provided that
ND
D−1
≥ Y,
or, equivalently,
N ≥ Y D
−D−1
.
Taking the logarithm of both sides twice, we obtain
log logN ≥ −
logD
D
+ log log Y > −
logD
D
,
where the second inequality follows from the assumption that Y ≥ 3. As we have
assumed that D < 1/2, we have
log logN >
1
2D
.
By the definition of D, this is equivalent to
log logN ≫ δ−CN ,
where the implied constants depend on the λi and k.
The contrapositive of this result implies that if AN does not furnish any non-
trivial solutions to the system (1), then δN must satisfy
δN ≪ (log logN)
−1/C .
We may verify by a straightforward computation that C < 22
k+9
, whence we have
δN ≪ (log logN)
−2−2
k+9
.
Theorem 1 therefore follows by taking c = 2−2
k+9
.
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