ABSTRACT Face recognition (FR) with a single sample per person (SSPP) is one of the most challenging problems in computer vision. In this scenario, it is difficult to predict facial variation such as pose, illumination, and disguise due to the lack of enough training samples. Therefore, the development of the FR system with only a small number of training samples is hindered. To address this problem, this paper proposes a scheme combined transfer learning and sample expansion in feature space. First, it uses transfer learning by training a deep convolutional neural network on a common multi-sample face dataset and then applies the well-trained model to a target data set. Second, it proposes a sample expansion method in feature space called k class feature transfer (KCFT) to enrich intra-class variation information for a single-sample face feature. Compared with other expanding sample methods in the image domain, this method of expanding the samples in the feature domain is novel and easy to implement. Third, it trains a softmax classifier with expanded face features. The experimental results on ORL, FERET, and LFW face databases demonstrate the effectiveness and robustness of the proposed method for various facial variations.
I. INTRODUCTION
As artificial intelligence becomes more and more popular, face recognition has been attracting significant attention in many computer vision applications [1] - [4] , a variety of face recognition algorithms have been proposed [5] - [8] . As a result, computer vision can show very good performance when there are sufficient and representative training samples [9] . In fact, collecting a large number of training samples means heavy workload. And unfortunately, in many actual situations, there may be only one train sample per person, and the testing samples often have different appearances from the training samples due to various facial variation such as illumination, pose and disguise. If only one sample per person is available, it will limit the effectiveness of face recognition technology in specific applications. However Photo IDs, which are convenient to collect, single sample face recognition (SSFR) becomes one of the hotspots not only in academic but also in industry.
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Recently, a number of single-sample face recognition methods were proposed. These methods can be generally divided into three categories: robust feature extraction, virtual sample generation and generic learning.
For the first category, the existing algorithms extract features that are robust to samples of various variations. In order to extract robust features, some of these algorithms are improved PCA algorithms. Wu and Zhou [10] proposed the (PC) 2 A algorithm, it first combines the input image with its vertical and horizontal transformations and then uses principal component analysis on the combined image. In this paper [11] , the method of HOG+SVM is used to recognition human faces. Firstly, it extracts the histogram of oriented gradient (HOG) features of face region, and then feeds them into support vector machine (SVM) for classification. Li et al. [12] proposed an algorithm called G-FST, which combines Gabor wavelets and feature space transformation (FST) based on fusion feature matrix. Schroff et al. [13] proposed a network to find an embedded function and map the image to a Euclidean space, training the convolution neural network by triplet loss. The acquired feature vector can effectively overcome facial variations such as illumination, pose and disguise.
For the second category, in order to increase the intra-class variations of a single sample, some new samples for each subject are virtually generated. Based on LU decomposition, Hu et al. [14] proposed an approximation image reconstruction algorithm that augments each person's sample. Gao et al. proposed a novel algorithm that decomposes an image into two parts based on singular value decomposition (SVD), where the two parts are complementary [15] . 3D face reconstruction can also increase the diversity of single-sample training set. Using the algorithm 3DMM, An and Deng [16] generated facial images with a variety of poses and expressions, then use MMD to reduce the difference between the generated sample and the real sample.
For the third category, in order to solve the problem of single-sample target recognition, a generic training set containing multiple samples each person is used to extract discriminative information. Based on this framework, Wang et al. introduced a generic learning system to solve the SSPP problem, which first trained the model on a generic database and then applied it to the target task [17] . Considering that the intra-class variances of different subjects are very similar, Yang et al. learned a spare variation dictionary by considering the connection between the generic training set and the gallery set [18] .
There is still a bottleneck in extracting robust features. Although many improved traditional algorithms have been proposed, they cannot effectively solve the SSFR problem. With the rapid development of artificial intelligence, deep convolution neural networks have great potential. Meanwhile, deep convolutional neural networks can learn extensive discriminative features under adequate training samples. Motivated by this consideration, we use transfer learning [19] by training a deep convolutional neural network on a multi-sample face database and then applying it to the target database. As an emerging machine learning algorithm, it has been widely applied in many fields. Therefore, we apply the transfer learning to single-sample face recognition. Furthermore, in order to further improve the recognition performance, a sample expansion algorithm in feature space called k class feature transfer (KCFT) is proposed in this paper. Compared with other expanding sample methods and virtual sample generation methods in image domain, this method is more efficient and easy to implement.
In general, this paper proposes a single-sample face recognition framework based on transfer learning and sample expansion in feature space. More specifically, the proposed single-sample face recognition framework consists of the following primary steps: First, we train a deep convolutional neural network on a common multi-sample face dataset, and then acquire a well-trained model. We then use the input of the last layer of the fully connected layer as the face feature representation, which has been mapped to the hypersphere feature space by L2 normalization; Second, through the well-trained model, we extract face features for the single-sample training set and generic dataset. They are then mapped to the same spherical feature space. A generic dataset is used to expand features, and then we use KCFT algorithm to expand the single sample face feature by multi-sample face features of the generic dataset; Third, the expanded single-sample face feature is used to train the last layer of softmax classifier; Finally, we apply the trained model to the target testing set. The algorithm proposed in this paper is obviously different from most single-sample face recognition algorithms which focus on looking for and extracting robust features based on a traditional machine learning algorithm. The method based on deep convolutional neural network can then obtain more discriminative facial features. Meanwhile, the algorithm KCFT proposed in this paper to expand samples in the feature space is more worthy of attention than the direct expansion of the image domain. It has achieved unexpected results. The proposed algorithm was tested on public datasets ORL [20] , FERET [21] and LFW [22] and compared with different algorithms.
The remaining parts of this paper are arranged as follows: Section II reviews one-shot learning, transfer learning and sample expansion method. In Section III, a single-sample face recognition framework based on transfer learning and sample expansion in feature space is presented. In Section IV, the proposed algorithm in this paper is compared with other algorithms. Conclusions are shown in Section V.
II. RELATED WORK A. ONE-SHOT LEARNING
The one-shot learning means there is only one training sample per class, and it faces the following challenges: 1) extracting the robust features; 2) training a robust model with a single sample. In recent years, many scholars contributed to this field, and got some good outcomes. The extended sparse representation-based classifier (ESRC) algorithm was proposed by Deng et al. [23] for one-shot learning. It used variations of a generic dataset to represent the variations of the gallery set. By assuming that the generic training set has sufficient variations, Ji et al. [24] proposed a method called collaborative probabilistic labels (CPL). In [25] , Lu et al. learned discriminative features from image patches. It obtained images patches by segmenting the image. Fei-Fei et al. [26] solved this problem with Bayesian probability. Due to the small number of samples for the target task, use the relevant knowledge in the source task as the target before building a probability density function model parameter.
While solving the tasks of one-shot learning with multi-task convolutional neural network, Wu and Deng [27] first used 3D models to generate various and multi-views samples, and then extracted discriminative features through convolutional neural networks, which is adaptive for pose and illumination normalization. Based on recent research on sparsity, Gao et al. [28] proposed the algorithm Semi-Supervised Sparse Representation based Classification (S 3 RC). Through this sparse framework, it first uses a variation dictionary to describe the linear nuisance variables. Then, by using the Gauss Mixture Model (GMM), the original images are estimated as a gallery dictionary, and the labeled and unlabeled samples are mixed in a semi-supervised way to deal with the non-linear nuisance variations between them.
B. TRANSFER LEARNING
Transfer learning [19] belongs to the third category mentioned above. Its aim is to learn useful information from source domain to help the target domain learn a robust model, to solve the over-fitting problem caused by insufficient samples. Wu et al. [29] proposed a framework to solve the problem of imbalance in training samples. The training sample contains multiple samples and a single sample. It used the multiple samples to train the model and apply it to a single sample to extract discriminative, and then classify with multiple classifiers. In [30] , Ding et al. proposed a large-scale face recognition system that can overcome the difficulty of insufficient samples. A generative model is proposed to implement general classification, which attempts to synthesize valuable samples for one-shot classes by adjusting the data variances from the multi-sample classes. More specifically, in this paper, it combines a conditional generative adversarial networks with a softmax classifier, which facilitates the classifier to learn one-shot classes.
To solve the problem of SSFR, Zeng et al. [31] proposed a scheme combined traditional and deep learning (TDL) method to handle the task. Firstly, it proposes an expanding sample method based on a traditional approach. Specifically, it learns an intra-class variation set from an auxiliary dataset, and then the intra-class variation set is added to single sample to expand the sample.
C. SAMPLE EXPANSION METHOD
Sample expansion has always been an import technique for over-fitting when training supervised learning models, especially for single-sample target recognition tasks. The expanding sample method has some special means such as geometric distortion [32] , photometric transforms, and perturbation-based methods [33] , [34] to expand the sample, so that a rich training sample can be used to handle this task. Dong et al. [35] proposed an algorithm called k nearest neighbors based virtual sample generating to enrich intra-class variation information for training samples, inspired by the fact that similar faces have similar intra-class variations. Meanwhile, they proposed image set based multimanifold discriminant learning algorithm to use the intra-class variation information. Zhang and Peng [36] used deep autoencoder to generate intra-class variances, and then these intra-class variations were used to expand the single sample. In the first, train a generalized deep autoencoder with the gallery set. Secondly, fine-tuning the class-specific deep autoencoder (CDA) with single sample. Thirdly, samples of the multi-sample classes are input to the corresponding CDA to expand the single sample. these expanding samples are used to do the classification task.
To solve the problem of insufficient samples, Mokhayeri et al. [37] proposed a domain-specific face synthesis algorithm, which utilizes the representative intra-class variation information obtained from the operational domain (OD). In order to effectively represent probe ROIs, it takes advantage of the OD information from the generic set. A compact set of synthetic faces is generated, similar to interested individuals under capture conditions relevant to the OD.
III. PROPOSED METHOD
A. SYSTEM PRICIPLE DIAGRAM Figure 1 shows the proposed single-sample face recognition framework based on transfer learning and k class feature transfer (KCFT). It shows the training process of the proposed framework. The top half of the figure is the first stage of the training process, the deep convolution neural network (DCNN) followed by L2 normalization, which maps the input images to a uniform hypersphere feature space. Therefore, we use the input of the last layer of network as face feature representation. We first train the network with a classification task on a multi-sample dataset. For the input image I , the feature f ∈ R d learned by the network can be formulated as:
where φ(·) indicates the forward operation from the input layer to the L2 normalization in the pre-training model. And the dimension of f is d, φ(I ) embeds an image I into a d-dimensional Enclidean space. Additionally, we constrain the feature to d-dimensional hypersphere, i.e. ||φ(I )|| 2 = 1. The bottom half of the figure is the second stage of the training process, including parameter transferring, sample expansion in feature space and fine-tuning. Generally, a pretrained model is fine-tuned directly on the target dataset, which is the gallery set. However, the problem we have to solve is the one-sample face recognition. Fine-tuning the model directly on this dataset does not give a good recognition rate. This paper proposes a novel sample expansion algorithm (KCFT) to solve the problem, which uses a generic set to assist the target task. The algorithmic process at this stage can be briefly summarized as follows: Input the generic set and gallery set into the pre-trained model, get generic features and gallery features, and then gallery features expanded by intra-class variance of generic features, finally, training the softmax classifier with the expanded features.
For the purpose of recognition, the proposed recognition framework includes the following stages: I. Network Pre-training, II. Expanding Features and Fine-tuning and III. Target Task Recognition. Specifically, we first pre-train the network on a multi-sample dataset. Then transfer the well-trained model to the target task, and expand gallery features with generic features. Finally train the last layer of softmax classifier with expanded feature data. 
B. NETWORK PRE-TRAINING
The major task of this stage is to pre-train the network and learn a face embedding space for mapping features. As deep convolution neural network needs a lot of samples to be trained to achieve a good performance, it is difficult to be used in face recognition with single sample per person. To solve this problem, we use transfer learning to pre-train the network.
Transfer learning uses the knowledge of one particular scenario to assist another application scenario. It requires an auxiliary dataset to learn a model or mapping function and then use it for a new task.
The deep convolution neural network architecture we use here is inception-resnet-v1 [38] which can learn a compact embedding for face recognition to facilitate subsequent processing, the network combines the advantages of inception and residual structures. In addition to the last fully-connected layer and the newly added L2 normalization, the network structure of the pre-training model is the same as inception-resnet-v1 model, the number of nodes in the last fully-connected layer is equal to the number of classes. Figure 2 shows the overall schema of DCNN consisting of different modules and the structure of each module. In Figure 2 , the first column on the left is the overall schema for the DCNN, the stem of DCNN is shown to the right. DCNN's internal modules Inception-resnet and Reduction are shown on the upper right and the lower right, respectively. The letter V in the figure indicates that the padding is ''valid'', otherwise the padding is ''same''. In addition, the size of the side of each layer summarizes the output shape of the layer.
The inception-resnet-v1 model is trained with the CASIA-WebFace database [39] containing 493,456 face images of 10,575 persons. Before it is used to train the network, we first preprocessed the image. The preprocessing involves aligning images with MTCNN [40] model and normalized to 160 × 160. After it is preprocessed, it is used to train the inception-resnet-v1 model.
Softmax function is used to perform multiclass logistic regression:
where I n is an input image, w k is the weight vector for the k th class and φ(·) denotes the feature extractor for image I n . Then p k (I n ) is the estimated probability that the image I n belongs to the k th class. The network is trained by cross entropy loss, and the loss is represented by L s , which can be defined as:
where t k,n ∈ {0, 1} is the ground truth label indicating whether the n th image belongs to the k th class.
C. EXPANDING SAMPLE IN FEATURE SPACE
In order to further improve the prediction accuracy of the model, the algorithm (KCFT) for expanding sample in feature space is proposed. Most sample expansion methods are performed directly in the image domain, but we propose to expand the sample in the feature domain, which is more potential and more efficient. It expands the gallery set with the intra-class variance of the generic set in the feature space. As illustrated in Figure 1 , gallery features expanded by generic features. The algorithm KCFT is mainly composed of two steps. The details of the algorithm for expanding the sample in the feature space are as follows.
In the first step, considering that not all samples in the generic set can be used to expand the gallery samples, we need to select a suitable subset for each subject in gallery features from generic features. And the intra-class distribution of this subset is similar to the real distribution of the corresponding gallery subject, which helps the gallery subject learn more valuable information from this subset. Inspired by similar face that has similar intra-class variance, then we use the similarity between features to select the subset. We assume that there are subjects in the generic set are very similar to the subjects in the gallery set.
Suppose that there are m 1 subjects in generic features and m 2 subjects in gallery features, each subject in generic features has n variation feature samples, and each subject in gallery feature samples has only one feature sample. Using . For the gallery feature f i , we select the k-class feature samples from F, which are the most similar k class feature samples to f i , k is a hyperparameter of the algorithm KCFT. We use Euclidean distance to evaluate the similarity between f i and each subject of F. The similarity of f i and F i can be defined as:
where F c i is the central feature of F i and d(f i , F i ) is the similarity between f i and F i . Due to different subjects in generic set contain different facial variation, such as pose, illumination and disguise. In order to get various features, we select the most similar k class feature samples from F as a subset for f i .
For d(f i , F i ), the smaller distance, the higher similarity. The similarity set D i can be formulated as follows:
We sort the set D i from small to large and select the subjects in the F corresponding to the first k similarities. Using S i to represent the k-class feature samples selected from F for f i . Let S ij represents the feature samples of j th subject selected for f i , where i ∈ [1, m 2 ], j ∈ [1, k]. Additionally, let S ijh represents the h th feature sample of the j th subject selected for f i , and S c ij represents the central feature of S ij , where h ∈ [1, n]. The S i , S ij and S c ij can be formulated as follows:
So we completed the first step of selecting a subset from generic features for each subject in gallery features. Next, we describe how to use this subset to expand the single-sample feature.
In the second step, we use the set S i to expand gallery feature f i . There are k subjects in S i and each subject has n samples. Then we use the intra-class variance of S ij to expand f i . Think of each feature of the feature space as a vector of high dimensional space. The idea of this step is and f i coincide after rotation, thereby expanding the f i with the intra-class variance of S ij . Due to the high complexity of high-dimensional vector rotation, here we use vector sums of vectors to achieve this conversion. For the features f i and S ij , firstly find a compensation feature vector V ij such that the following formula is satisfied:
Equation (10) is because the compensation feature and the face feature are on the same hypersphere. Where variable β is the scaling factor, and its value depends on S c ij , V ij and f i . According to equations (9) and (10), the unique solution of V ij can be obtained. For the feature f i , expand f i by the following formula:
where Ef ijh represents the h th expanded feature sample obtained from the j th subject of S i , and
When the feature dimension is equal to 2, Figure 3 . depicts the second step of the sample expansion algorithm in the feature space. It first uses the eigenvectors f i and S c ij to get the compensation feature vector V ij . f i is in the direction of the vector sum of S c ij and V ij . Then, by equation (12), the expanded sample set Ef ij as shown in Figure 3 . can be obtained, which is composed of Ef ijh .
Finally, in order to avoid some anomalous feature samples after expansion, we add the following constraints to exclude exceptions:
Equation (13) means that the expanded feature sample Ef ijh is more similar to the i th feature sample than other feature samples in gallery features.
The algorithm for expanding the sample in the feature space is summarized in Algorithm 1.
Algorithm 1 The Algorithm KCFT for Expanding Sample in Feature Space

Input:
Generic feature set F: a total of m 1 classes, n sample in each class; Gallery feature set f : a total of m 2 classes, one sample in each class; Output:
Expanded feature samples set Ef . 1: for i := 1 To m 2 do 2: for i := 1 To m 1 do 3: Calculate similarity between f i and F i using equations (4) and (5). Sorting the similarity set D i from small to large, and get the most similar k class feature samples set S i .
7:
for j := 1 To k do 8: Then solve equations (10) and (11), get V ij .
9:
for h := 1 To n do 10: Expand feature sample by Ef ijh = 
Add Ef ijh to the expanded feature samples set Ef . 13: end if 14: end for 15: end for 16 : end for 17: return Ef According to the algorithm, single sample is expanded to many samples in feature space. Then we use the expanded sample to train the last layer of the softmax classifier on the network, as shown in Figure 1 . In the test phase, we use the trained network for identification
IV. EXPERIMENTAL RESULTS
A. SINGLE-SAMPLE RECOGNITION ACCURACY RESULTS
In this part, we test the recognition performance of the proposed algorithm on three widely used benchmark datasets, which are ORL, FERET and LFW datasets, respectively. Some example face images on the three datasets are show in Figure 4 . Additionally, we also compare the proposed algorithm with the following methods: (1) traditional methods: HOG+SVM [11] , G-FST [12] and FT-LPP [41] ; (2) deep learning methods: FaceNet [13] , CDA [36] and TDL [31] . The hardware of the experiments is Inter Core i7-7700 CPU and NVIDIA GeForce GTX 1080Ti. All experiments were performed in the same experiment. dataset are shown in Figure 4 . The experiment was carried out with one training image and nine test images of each person. 40 training samples consist of one normal image of each person, and the remaining 360 images are used as testing samples. Additionally, we take a subset from CASIA WebFace as a generic set, which contains 50 subjects and each with 50-100 samples. In order to correspond to the resolution of the input image of the model, all images are resized to 160 × 160. The recognition rates obtained by using different methods are show in Table 1 . We use Accuracy, Precision, Recall and F-Score as metrics for evaluating recognition performance. Table 1 shows the recognition rates and average running time of HOG+SVM, FT-LPP, G-FST, FaceNet, CDA, TDL and the proposed method. All methods are performed in the same experimental environment and settings. Compare with other methods in the table, the proposed method achieves the best recognition performance. On ORL dataset, the recognition accuracies in the Table 1 159 (ms) . The running speed of our algorithm is almost real-time. When the intra-class variations of query set do not exist in the gallery set, the intra-class variations of the query set cannot be predicted, which leads to the single-sample face recognition performance decrease. The recognition performance of traditional algorithms is generally improved with the increase of training samples, their recognition performances for SSFR are poorest. The reasons that the proposed algorithm can obtain the best recognition performance are the following two aspects. On the one hand, using the transfer learning algorithm to extract compact features can alleviate the adverse effect caused by pose variations on face recognition performance. On the other hand, the algorithm KCFT further improves the recognition rate.
2) EXPERIMENT ON FERET DATASET
The FERET dataset contains 14126 images of 1199 persons. In this experiment, we use FERET-b as the experimental dataset. The FERET-b face dataset contains 1400 images of 200 persons with different pose, expression and illumination. Each image is a 80 × 80 grayscale image. Six sample images of this dataset are shown in Figure 4 . The experiment was carried out with one training image and six test images of each person. The neutral and normal image of each person is used as training samples, and the rest is used as testing samples. Thus, the number of training samples and testing samples are 1×200 = 200 and 6×200 = 1200, respectively. Additionally, we take a subset from CASIA WebFace as a generic set, which is the same as the experiment above. Similarly, all images are resized to 160 × 160. The accuracies obtained by using different methods are show in Table 2 . Table 2 shows the recognition rates and time complexity of the comparison methods and the proposed method. We use Accuracy, Precision, Recall and F-Score as metrics for evaluating recognition performance. These methods are tested under the same experimental environment and settings. Compare with other methods in the table, the proposed method achieves the best recognition performance. On FERET-b dataset, the recognition accuracies in the Table 2 
3) EXPERIMENT ON LFW DATASET
The LFW face dataset contains 5749 different subjects with more than 13000 images, which were collected from Web and has many unconstrained conditions. The resolution of each image is 250 × 250. And there are 1680 people have two or more than two images each person. In this experiment, we use LFW-a, which is a version of LFW after alignment using commercial face alignment software. Following the experiment setting in literatures, we select the first 50 subjects from LFW-a who have more than 10 images to construct training samples and testing samples, and images of the remaining subjects are used as the generic set. We randomly select one from each subject in the first 50 subjects as training samples, and the remaining images are used as testing samples. Similarly, all images are resized to 160 × 160. Table 3 presents the recognition rates obtained by different methods. We use Accuracy, Precision, Recall and F-Score as metrics for evaluating recognition performance. Table 3 shows the recognition rates and average running time per image of HOG+SVM, FT-LPP, G-FST, FaceNet, CDA, TDL and the proposed method. These methods are tested under the same experimental environment and settings. It can be seen from Table 3 that all listed methods do not achieve very high face recognition performance. That is because images of LFW dataset are collected in uncontrolled environments, which makes face images containing rich intra-class variations, thus it increases the difficulty for face recognition. Obviously, the performance of face recognition declines. However, the recognition rates of our proposed method is very high, it achieves the best performance and outperforms the second FaceNet by 9.786% (= 98.828% − 89.042%). The reasons are the following two aspects: First, we use transfer learning to pre-train the deep convolutional neural network model on the multi-sample dataset so that the robustness features can be extracted. Second, expand samples in feature space can enrich the intra-class variation information for gallery features so that can learn a better classifier. TDL also achieve good face recognition performance because the transfer learning algorithm is used here can provide useful information to improving the robustness of SSFR. In addition, the average running time per image of the proposed method is only 14.711 (ms) slower than that of HOG+SVM.
B. THE EFFECT OF EXPANDING SAMPLE IN FEATURE SPACE
The algorithm KCFT for expanding sample in feature space is proposed in this paper, the aim of expanding samples by using this method is to enrich the intra-class variation information of gallery features. When this method is not used to expand feature sample, the intra-class variation information of gallery features is relatively simple. In the following, we verify whether sample expansion in feature space can enhance the face recognition performance. We conduct experiment in two cases, with and without using the expanding algorithm KCFT in the proposed approach, to observe the differences of the face recognition performance. Specifically, we separately conduct experiment on three datasets used above to observe their face recognition performance in the two cases mentioned above. Table 4 lists the recognition accuracies of the proposed approach with and without using the sample expansion in feature space algorithm KCFT on the three datasets. As show in Table 4 , expanding sample in feature space by using the KCFT algorithm can improve the recognition accuracies on the ORL, FERET-b and LFW datasets by 4.167% (= 97.778% − 93.611%), 3.917%(= 93.167% − 89.250%)and9.684%(= 98.828% − 89.144%) as compared with the recognition results of doing not use the algorithm KCFT for expanding sample in feature space, respectively. It indicates that expanding sample in feature space by the proposed algorithm KCFT to enrich the intra-class variation information for the gallery features is helpful to SSFR.
C. DIFFERENT CLASSIFIER
To further illustrate the effectiveness of the expanded features, we compare the recognition performance of different classifiers. After a good face feature extractor is obtained, the template-based approach Nearest Neighborhood (NN) is widely used for face recognition these days. The advantages of NN is clear: no classifier training is needed, and NN does not suffer much from imbalanced data.
In the following, we verify the effect of sample expansion in feature space by KCFT algorithm in different classifiers. We conduct experiment in two cases, recognition performance of without and with sample expansion in feature space on softmax classifier and NN classifier. Table 5 . lists the recognition accuracies of the proposed approach with and without using sample expansion in feature space algorithm KCFT in different classifiers on the three datasets. As show in Table 5 , as for softmax classifier, the algorithm KCFT can improve the recognition accuracies on the ORL, FERET-b and LFW datasets by 4.167% (= 97.778% − 93.611%), 3.917%(= 93.167% − 89.250%)and9.684%(= 98.828% − 89.144%) as compared with the recognition results of doing not use the sample expansion algorithm in feature space, respectively. As for NN classifier, it's 1.111% (= 95.278% − 94.167%), 1.166%(= 91.583% − 90.417%)and3.109%(= 96.228% − 93.119%). It indicates that the algorithm KCFT for expanding in feature space can also obtain better recognition performance on the NN classifier. More specifically, the recognition performance of the NN classifier is better when the samples are insufficient, and the recognition performance of the softmax classifier is better when sample is sufficient.
D. PARAMETER ANALYSIS
The feature space expansion sample algorithm has an important hyperparameter k, and the value of k directly affects the final classification performance. Therefore, here we studied the effect of different values of k on experimental results. Figure 5 . illustrates how the parameter k affects the face recognition accuracy of the proposed algorithm in the three datasets. It shows the face recognition accuracy variations with the different value of k on ORL, FERET-b and LFW datasets. As show in Figure 5 ., the proposed method has relatively stable performance for the parameter k. Therefore, in order to achieve a good face recognition performance, it is relatively easy to select appropriate value for the parameter.
V. CONCLUSIONS
A single-sample face recognition algorithm based on transfer learning and sample expansion in feature space is proposed in this paper. In the proposed method, in order to extract compact facial features, a deep convolution neural network model is pre-trained by a common multi-sample data set. Furthermore, the algorithm KCFT is proposed for expanding sample in the feature space, which enriches the intra-class variances of gallery features, and the expanded samples are used to train the softmax classifier, it effectively improves the recognition performance. Different from the conventional data enhancement in the image domain, data enhancement in the feature domain is a more direct, effective and potential method.
Experiments were performed on three widely used face datasets (i.e., ORL, FERET and LFW datasets). The following conclusions can be draw from the experimental results: First, the use of transfer learning has achieved good recognition performance, which shows that transfer learning can effectively deal with the problem of fewer training samples; Second, the proposed algorithm KCFT significantly improves the performance of the recognition model, which shows the effectiveness of the algorithm and the robustness of the algorithm to various facial variations; Finally, it is very valuable to mine the information of feature space, we will continue our research in this direction. 
