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Let G be a simple graph with vertices 1,2, . . . , n. We consider representations of G by 
nonzero vectors x1, x2, . . . , x, E lRd such that for i Zj the inner product Xi l Xj is negative or 
zero according as vertex i is adjacent to or not adjacent to vertex j. The least dimension d 
necessary for such representations is studied as a function of G and of various restrictions 
placed upon the coordinates of the vectors and the values of the inner products. In particular, 
for some d such that d c 2n2, there always exists a representation in which all coordinates are 
from i-1,1} and all negative inner products have the same value. Various types of vector 
representations of graphs are related to Hadamard matrices, families of sets with prescribed 
intersections, and other combinatorial problems. 
1. Introduction 
Let IF be a field and let b(x, y ) be a nondegenerate bilinear form on thi: 
d-dimensional vector space ffd over the field IF. Let S, A, B, C be subsets of IF, 
and let PZ be a positive integer. 
Let G be a finite simple undirected graph with vertices 1,2, . . . , n. A vector 
representation of G (relative to the parameters IF, d, b(x, y), S, A, B, C) is a list 
of vectors x1, x2, . . . , x,, in lFd such that for all i, j satisfying 1 <i <j G n, the 
following properties hold: 
(1) the components of each vector xi lie in S, 
(2) b(xi, xi) E A, 
(3) if {i, j} is an edge of G, then b(xi, xi) E B, 
(4) if {i, j} is not an edge of G, then b(xi, xi) E C. 
When the parameters are lixed and understood from context, we let d(G) 
denote the least dimension for which G has a corresponding vector repre- 
sentation, or d(G) = +m if no such representation exists; if we vary S, we use 
instead ri(G, S). 
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In any vector representation of a graph G, in case that 6(x, y) is not symmetric, 
whenever one of 6(xi, xi), b(+ Xi) is in B or C then the other must also be in that 
set, because adjacency is a symmetric relation in an undirected graph G. 
We remark that, given 6(x, y) and S, any elements of A not in the set 
{6(x, X) 1 x E Sd} would be extraneous and could be omitted from A without loss; . 
similarly, elements of B, C outside {6(x, y) 1 X, y E Sd} would be extraneous. 
However, there is no harm in allowing such extraneous elements to be in these 
sets, and this sometimes makes it easier to state the parameters involved. Thus 
we adopt the convention that when some of the parametes S, A, B, C are left 
unrestricted, then they are taken to be equal to IF. We speak of retal 
representations when IF = Iw (the field of real numbers), of ortkogoruzl 
representations when C = (01, and of faithful representations when B n C = B (in 
this last case, the structure of G can be fully recovered from the representation). 
A representation is good if IAl = I BI = ICI = 1. Usually it is desirable that the 
vectors x1,. . . , x, be required to be distinct and nonzero (often the parameters 
will imply this); here this will always be the case. 
Vector representations of graphs (relative to appropriately chosen parameters) 
are of interest because they allow us to use linear algebra, the theory of bilinear 
forms, and geometry to study properties of the graphs being represented, and 
because they allow us to use these tools to construct interesting families of 
graphs. 
For example, the real orthogonal (unfaithful) representations with A = (1) 
(and S, B unrestricted) were used by Lov&z [8] in his solution of the Shannon 
capacity of the pentagon; these representations proved useful in applying linear 
algebra to the study of the strong product G l H of arbitrary graphs G, H. 
As a second example, where (instead of using an appropriate representation to 
study certain properties of arbitrary graphs) the goal is to construct and study an 
interesting family of graphs, we cite [lo, 111 and the case where F is a finite field 
of odd characteristic, B = {0}, C = IF\(O), A is either A0 = (0) or Al (the set of 
all nonzero squares of IF) or A2 (the set of all nonsquares of IF), and nonzero 
squares of IF), or A2 (the set of all nonsquares of IF), and where 
IFXl, ffX*, . . . , IFx, is a complete list of the distinct l-dimensional subspaces of ffd 
for which each b(Xi, xi) E A. Since B n C = 0, for each choice of A as A = Ak, for 
k E {O, 1,2}, the corresponding list of vectors x1, x2, . . . , x, represents a 
uniquely determined graph &[ff, d, 6(x, y )] in which distinct indices i, i are 
adjacent if and only if b(Xi, xi) = 0. These graphs are highly symmetric (at least 
l-transitive in the sense of Tutte [IS]), and they and their complements are 
usually of diameter 2 and sometimes both are strongly regular and l-transitive. 
When d = 3, these graphs originated as special subgraphs of those used by Erdds, 
Renyi, and S6s [4] in their solution to a famous problem in extremal graph 
theory. 
In a recent paper [13] we used skew-symmetric bilinear forms over the field 
IF = Z2 to construct highly symmetric rs-universal graphs on 4” - 1 vertices. 
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Ito [7] has studied maximal complete subgraphs and the spectra of “Hadamard 
graphs”, which can be considered (in our notation) to be those graphs on 2” 
vertices pecified by n-dimensional vector representations with S = { -1, 1) and 
B = (0). 
To avoid confusion about the parameters, in this paper we will always (except 
in the last section) take IF to be the field of real numbers, b(x, y) =X - Y = 
&Yl +x2y2+ l l l i- xdY& A to be some subset of the positive reals, B to be some 
subset of the negative reals, and C = (0). These specifications will be implicit in 
all theorems, etc. When necessary, we will be more explicit about the parameters. 
All representations will be faithful, and the vectors x1, . . . , xn used in them will 
be distinct nonzero row vectors. The matrix M having Xi as row i will have the 
property that the adjacency matrix A of the graph G will be recoverable from the 
matrix MlU’, namely Ag will be 1 whenever i, j are distinct and (MMt),i E B (and 
otherwise, /&j = 0). 
Most of this paper will be devoted to the case where B is the set of negative 
integers and S = { - 1, 1). We call such representations Hudamard representations 
because of their relation to Hadamard matrices. Note that for such repre- 
sentations we have Xi l xi = d, SO we take -4 = {d}. 
A Hadamard matrix H of order d has all its entries from { - 1, 1) and obeys the 
equation HP = dl, that is, H-’ = (l/d)H’. Trivially, there exist Hadamard 
matrices of orders 1 and 2. If d 3 3 and there exists a Hadamard matrix of order 
d, then necessarily d = 0 (mod 4). The Hadamard Matrix Conjecture (HMC) is 
that there exists a Hadamard matrix of order d for every d =O (mod 4). 
Hadamard matrices have been studied extensively, and they are related to many 
problems involving combinatorial designs (see [ 1 9 5,141). 
In a previous paper [12], we showed that every simple graph G has a good 
IZadamard representation (that is, one with B = {-t} for some positive integer t). 
Let d,(G) [and d:(G)] denote the least dimension d for which a Haoamard (good 
Hadamard) representation of G exists. In [12], we showed that d:(G) s n3. Here 
we are able to show that d:(G) s 2n2 - 2n, and we give some exact evaluations of 
d:(G) for several infinite families of graphs G. 
In the last section we touch on intersection representations, for which S = (0, 1) 
and A, B, C are prescribed sets of nonnegative integers. These can be interpreted 
as “intersection graphs” 16, p. 191 in which the sets representing vertices have 
prescribed intersections. We discuss constructions of some such repre .entations 
related to Hadamard representations. 
2. Real orthogonal representations 
Lemma 1. If & c S, then d(G, &) s d(G, S,). 
Lemma 2, If G contains k independent vertices, then d(G) 2 k. 
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Lemma 1 is obvious. For Lemma 2, note that the vectors which represent the k 
independent vertices must be pairwise orthogonal nonzero vectors and hence are 
linearly independent. 
Before proving the next lemma, we introduce a useful notation. If X, y, . . . are 
row vectors having p, q, . . . components, then we let (x, y, . . .) denote the row 
vector whose first p components are those of X, and whose next q components are 
those of y, and so forth. 
Lemma 3. Suppose that G1, . . . , Gk are spanning subgraphs of G such that the 
edge-sets E(G,), . . . , E(Gk) partition E(G). If A is closed under addition, then 
d(G) c d(G,) + l l l + d(G,). 
Proof. Suppose that for each s E (1, . . . , k}, xl”), . . . , xt) is a vector repre- 
sentation of the graph Gs, and let Xi = (xi’), . . . , xik)) for all i, 1 s i s n. Then for 
each s E (1, . . . , k}, x~‘~x~‘~A, SO that xi l xi=xz’)*x$‘)+ l l l +Xik)*Xik)EA, 
because A was assumed to be closed under addition. Next, let i # j. If i is 
nonadjacent to j in G, then i is nonadjacent to j in every graph Gs, so that every 
product xp’ l $’ E C = {0}, therefore xi = xi = 0. If i is adjacent to j in G, then 
{i, j} is an edge of G, for a single index r; then xy) l xy) = 0 for s #r, hence 
xi l xj=x,“‘. +QB. l-J 
For the rest of this section, we take A to-be the set of all positive reals and B to 
be the set of all negative reals. (S is unrestricted). Let G denote the complement 
of graph G. 
Lemma 4. For every graph G, d(G, R) s n. Equality holds for G = En. 
of. It is easily proved by induction on n that we may represent an arbitrary 
graph by linearly independent vectors in R” such that, for i # j, Xi l Xi iti negative 
or zero according as i is adjacent or not to j. By Lemma 2, d&) 2 n. Cl 
We omit the easy proofs of the following elementary propositions: 
Lemma 5. Suppose that x1, . . . , X, E Rd are nonzero vectors such that xi l Xi < 0 if 
lsi<jsn. Then ns2d. Furthermore, n=2d if and only if {x1,. . . ,x,)1 ii of 
the form {Y,, *. l t yd, -&y,, l l l 9 -&yd) for pairwise orthogonal vectors 
Yl, - l l 9 yd and positive reals AI, . . . , A,. 
ary 6. For every graph G, d(G, R) 3 n/2, with equality holding if and on& 
if G is regular of degree 1. 
a 7. If x1,..., x,EIWd and xi*xj<O when l<i<jcn, then ncd-t-1; 
furthermore, the case n = d + 1 is always attainable by choice of appropriate 
vectors xl, . . . , x,. 
. d(K,,R)=n-lforna2. 
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3. Hadamard representations of graphs 
In this and the subsequent section, we take S = { -1, l}, A = {d) and B to be 
the set of negative integers (or for good representations, we take B = {-t} for 
some positive integer t). Clearly, d,(G) s d:(G), where these notations were 
defined in the Introduction. 
Theorem 9. For every graph G, d,(G) 2 n / 2. Equality holds if and only if G is 
regular of degree 1 and there exists a Hadamard matrix of order n/2, and in that 
case d,(G) = d,*(G). 
hof. n/2 s d(G, IR) s d,(G) s d:(G), where the first inequality is from 
Corollary 6. If d,(G) = n/2, then d(G, W) = n/2, so by Corollary 6 and Lemma 5, 
G is regular of degree 1 and there exists a Hadamard representation x1, . . . , x,, 
for G of the form y,, . . . , yd, -y, , . . . , -yd where d = n/2 and yl, . . . , yJ are 
pairwise orthogonal vectors, with components 1 or -1, in Rd. Therefore the 
matrix of order d whose rows are yl, . . . , yd is a Hadamard matrix of order n/2. 
Any such representation has Xi l Xj = -n/2 whenever i #j and Xi l xj #0, 
therefore it is a good representation. Cl 
Lemma 10. d,(G) is even whenever G # K,. 
Proof. Suppose that G f K,. If x1, . . . , x, give a Hadzmard representation in Rd 
for G, and if i, j are distinct nonadjacent vertices, then 0 = xi l xi = k - (d - k) = 
2k - d, where k is the number of components which are the same in both vectors 
Xi, Xjm 0 
We define f (n) to be the least integer h such that n s h and h is the order of a 
Hadamard matrix. If the HMC is true and n 2 4, then f(n) is n + 3, n + 2, n + 1 
or n according as n = 1,2,3 or 0 (mod 4). In any case, if r is such that 
2’-’ < sz < 2’, then f(n) s 2’~ 2n - 2 because there exists a Hadamard matrix of 
order 2’ for every r 2 0. We alert the reader that these bounds on f(n) are used 
often without further reference. 
Lemma 11. Let 06 k s n/2. Let G be a (partial) matching with k edges and 
n - 2k isolated vertices. If n - k up and h = f (p), then there is an h-dimensional 
good Hadamard representation of G whose negative inner products all equal -h. 
Thus 
n -&d,(G)sd:(G)Sf(n -k)a2n -2k-2. 
Proof. We may assume that {i, i + k}, for 1 s i s k, are the edges of G. Let 
n - k up. then n - k sf (n - k) sf (p). Let x1, . . . , xk, x=+1, . . . , x,, be the 
first n - k rows of a Hadamard matrix of order h = f (p). For all i such that 
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1 S i S k, let x~+~ = -xi. if l~i<jSn, then Xi-Xi is 0 unless j=k+& when 
instead we have xi l xj = -Xi l Xi = -h. The inequality n - k e d,(G) comes from 
Lemma 2. Cl 
Theorem l2. Let G have m edges, where m 3 1. Let A be the maximum degree in 
G, x’ be the edge-chromatic number of G, and define q and r by m = qx’ + r 
whereOsr<x’. Leth=f(n-q). Then 
d:(G) =S hx’ s 2[(n - l)x’+r-m]<2(n-l)(A+1)s2n2-2n. 
If the HMC is true, then d,*(G) s (n - 1 + 3)x’. 
Proof. Using the n’itations stated in the Theorem, it is easy to see that there 
exists a proper edge-coloring of G with colors 1, . . . , x’ so that if 1 s s s x’, the 
set Es of edges having color s has cardinality q or q + 1. We need only apply 
many times the Lemma 6.3 in the text of Bondy and Murty [3, p. 971. (This 
lemma is vaiid in an arbitrary simple graph G.) Since n - (q + 1) c n - q, 
applying our Lemma 11, whenever 1 s s s x’ then the graph G ( ES) with vertices 
1 
xb; 
l l 9 n and edge-set ES, has an h-dimensional good Hadamard representation 
x!;, l 
x@) in which all negative inner products equal -h. Let Xi = l =p ” 
( l l 9 
th&, . . 
xix’)), for all i, 1 s i s n. By the same proof as for Lemma 3, we see 
. , x, is a good hx’-dimensional Hadamard representation of G with 
B = {-h}, so that d,(G) s df(G) s hx’. (Or, if we temporarily regarded A to be 
the positive reals, we could apply Lemma 3 directly to obtain this conclusion.) 
Now h = f (n - q) s 2n - 2q - 2, and m = qx’ + r where 0 s r < x’. Therefore 
h~‘~2n;Z’-2q~‘-2~‘=2(n~‘-m+r-~‘)~2(n~’-m-l), since r-x’<- 
1. By Vizing’s Theorem [16; and 3, p. 931 x’ s A + 1. Using this and the obvious 
inequalities A <rn and Asn-1 it is easy to show that nx’-m-1s 
(n-l)(A t 1)dn2-n. Cl 
4. Hadamard representations for special families of graphs 
Theorem U. Let n 2 2. Then n - 1 s dl(K,,) s df(K,,) 6 f(n) - 1. If a Hadamard 
ma&k of order n exists, then d,(K,) = dF(K,) = n - 1; in particular, this holds if 
n = 2’. We have d:(K,) s 2n - 3. If the HMC is true, then dr(K,) s n + 2, and 
dl(K,,) = dF(K,,) = n - 1 whenever n = 0 (mod 4). 
roof. n - 1 = d(K,, R) s dt(K,) s df(K,) where the equality comes from 
Corollary 8. Let zl, . . . , z, be the first n rows of a Hadamard matrix H of order 
f(n). We may assume that the first column of H has all of its entries equal to 1. 
Then Z’=(l’ .) h X, w enever N&n. For i#j, O=Z’*Zj=l+Xi*Xj’ SO Xi*xj= 
- 1. Therefore x1, . . . , x, is a good Hadamard representation of K, in dimension 
d = f (n) - 1. If a Hadamard matrix of order n exists, then f (n) = n; this will hold 
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if n = 2’, or if n = 0 (mod 4) and the HMC is true. In general, f(n) s 2n - 2, so 
thatf(n)-ls2n-3;andf(n)<n+3ifthemCistrue. Cl 
Theorem 14. Let n a 2. Then n s d#,,) = d:(&) s f (n) s 2n - 2. In particular, 
d:(&) = n if and only if there exists a Hadamard matrix of order n. If the HMC is 
true, then d:(&,) s n + 3. 
Proof. For &, Hadamard representations are the same as good Hadamard 
representations, and consist of pairwise orthogonal vectors x1, . . . , xn whose 
coordinates lie in { -1, 1). Then x1, . . . , x, are linearly independent, so that 
n s d,(&) = dr(&). If dT(&) = n, then the vectors x1, . . . , x, are the rows of a 
Hadamard matrix of order n. 
On the other hand, if x1, . . . , x, are the first n rows of a Hadamard matrix of 
order f (n), then they give a good representation of &,. Thus d:(&J s f (n). We 
have f (n) s 2n - 2, and f (n) s n + 3 if the HMC holds. Cl 
Theorem l5. p+q- 1~d:(KP,,)~f(p+q)~2p+2q-2. ifp=q>l orifpq 
is not a square, then p -I- q s d:(K’,,). If p + q > 2 and there exists a Hadamard 
matrix of order p + q, then d:(K,,,) =p + q- 
Proof. Let n=p+q, where p”qW, and let vertices l,...,p and p+ 
1 9’..9 p + q span the two maximal independent sets of G = Kp,p. Let x1, . . . , x,, 
be a good Hadamard representation of G in dimension d = d,*(G), witi ti 
negative inner products equal to -t. Let yi = Xp+i for all i, 1 s i s q. Each of the 
sets x1, . . . , xp and y,, . . . 9 yy is linearly independent, since its vectors are 
pairwise orthogonal. In particular, the vectors y2 - y,, . . . , yq - yl are linearly 
independent. Suppose that alxl + l l l + apxp + p2(y2 - yl) + l - l + &(y, - yl) = 
0. Using that Xi l xi = d or 0 according as i, j are equal or not, and xi 0 (yj - yl) = 0 
because xi l yk = -t for each k, we finti that ai=O for 16isp; then &=O for 
2ejsq, so that x1,. . . ,xp, y2-yl,. . . , yq - y, are linearly independent. This 
proves that d ap + q - 1. 
Suppose that d =p + q - 1. Then there exist cyl, . . . , ep, PI, . . . , &, not all 
zero, such that 0 = cylxl + l l l + cu,x, + ply, + l l . + &y4’ Taking inner products 
first with Xi and then with yi, we find that the coefficients ai are all equal, and 
similarly the @” are all equal; but then none of these can be zero, since the sets 
Xl!..., xP and y,,... , yq are each linearly independent. Without loss of 
generality we may take the /!I” = 1. Then we get each ai = qt/d and d = #&d = 
(a, +a l l + aJt = pq?/d. Therefore d2 = pqp so that pq is a perfect square s2, 
andp+q-l=d=st. Thenp2+2pq+q2+1-2p-2q=s2?=pqt2. First sup- 
pose that t = 1. Then the last equation may be rewritten as q2 + 1 = (2 - p)(p + 
q), which implies that p = q = 1 given our initial assumption that p 3 q 2 1). 
Now suppose that p > 1, and therefore t 2 2. If p = q, then the equation may be 
rewritten as 4p2 + 1 = t2p2 + 4p 2 4p2 + 4p, which is impossible. We conclude that 
ifp=q>lorifpqisnotasquare,thendap+q. 
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Now let h =f(p +q), and let H be a Hadamard matrix of order h. By 
multiplying some rows of H by - 1, if necessary, we may assume that the first 
column of H has all its entries equal to 1. Let xl, . . . , xp be the first p rows of H, 
and let Y1, . . . , yq be obtained from the next 4 rows by changing their first entry 
from 1 to -1. Letting xP+i = yj, for all i such that 1 s i s 4, it is easily seen that 
Xl,.=-, x, is a good Hadamard representation of G having its negative inner 
products equal to -2. Thus d sf(p + 4). Finally, if p + 4 > 2 and there exists a 
Hadamard matrix of order JJ + 4, then p + q =f(p + q) 2 d >p + q - 1, because 
p + q - 1 is odd but d is even (by Lemma 10). Cl 
We remark that dF(K1,J = 1, by Theorem 9. It is easy to see from the proof of 
Theorem 15 that if d~(K’,,) = p, then we must have t = $. It is easy to see that 
d;t(K4.*) = 4, so that the lower bound of p + g - 1 in Theorem 15 is attained at 
least twice; we do not know whether it is attained infinitely often. 
Theorem 16. Let r 2 2, and let G be a complete r-partitie graph on n vertices. 
Then n - r + 1 <d:(G) s f (2’-‘n) s 2a-3n - 2, where t = f (r) - 1. 
Roof. We shall prove by induction on r 2 2 that, if xl, . . . , x,, is a good 
Hadamard representation for a complete r-partite graph G, then these vectors 
span a subspace of dimension at least n - r + 1. When r = 2, this was already 
shown by the proof of Theorem 15. Suppose now that r > 2, and let xl, . . . , x, be 
a good Hadamard representation for G. Let 1, . . . , i span one of the maximal 
independent sets of vertices in G. By hypothesis of induction, applied to the 
graph G - { 1, . . . , i}, the vectors x~+~, . . . , x, span a subspace of dimension at 
least (n - i) - (r - 1) + 1. The vectors xl, . . . , xi are nonzero and painvise 
orthogo3, and so are linearly independent, hence x2 - xl, . . . , Xi - xl are 
linearly independent; but these latter i - 1 vectors are each orthogonal to every 
one of the vectors Xi+1 9 . . . , xn, since xi l xk = -t for some t > 0 and all j, k such 
that lsj& and i+lsksn. Therefore the vectors x2-x1,. . . ,Xi-Xl and 
X* r+1, l l l 9 x,, span a subspace of dimension at least (i - 1) + (n -i) - (r - 1) + 
l=n-r+l, and so do the vectors xl,...,xn. This shows that n--r+% 
d:(G)* 
Now let t = f (r) - 1, and let d = f (2’-‘n). Let H be a Hadamard matrix of 
order d, such that the first column of H has all entries equal to 1. If, for 2 sj 6 d, 
we multiply column j of H be ei E { - 1, 1}, then we still obtain a Hadamard 
matrix. At least half of the entries of the second column of H are of the same 
sign, and by choosing c2 appropriately, we may assume that this sign is positive. 
By permuting the rows of the matrix, we may assume that the first d/2 rows have 
entries 1 in the first two columns. Continuing in this manner, we may assume that 
the first d/2’-’ rows of H have entries 1 in the first t columns. But d = f (2’-‘n) 3 
2’-‘n, therefore d/2’-’ 2 n, so that we may assume that the first n rows of H have 
the form (1, . . . ,l,Zi) when lsisn. Thus zl,...,zn are of dimension d-t 
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such that Zi l hi = -t, for all i, j with 1 s i <j s n. There exists a Hadamard matrix 
of order f(r) having its first column entries all 1, and we may let (1, yk), 1 c k s r 
be the first r rows of this matrix. Then yl, . . . , y, are vectors of dimension 
t =f(r) - 1 such that yP . ycl = t or - 1 according as p = 4 or p # 4. Now suppose 
that the parts of G has the sixes ml,. . . , m,. Let x1, . . . , _r, be obtained from 
21, l l l , z, by adjoining the components of the vector y, to the first llzl vectors, by 
adjoining the components of y2 to the rext m2 vectors, etc. That is xi = (yk, Zi) for 
all i and k such that ml+~=~+mk_l+l~i~ml+~~~+mk and lsk<r. It is 
easily checked that xl, . . . , x, is a good Hadamard representation for G. 0 
5. Some applications and problems 
In this section, we discuss ome applications of Hadamard representations to
the construction of families of n-universal graphs and to the construction of 
certain collections of sets with prescribed intersections. We also note connections 
between such representations and the d-dimensional cube, with possible uses in 
secure coding of messages. Finally, we pose some unsolved problems regarding 
the functions d(G). 
A graph r is n-universal if r contains as an induced subgraph a copy of each 
graph on n vertices. If n(n) denotes the minimum number of vertices possible for 
an n-universal graph, then it is known [9] that 2(“-1)n s L(n) < cn2(“-‘)‘$ where 
c=lifnisoddorc=3/(2fi) f i n is even. Here we shall use Hadamard 
representations to prove that an interesting family of graphs is n-universal. 
Theorem 17. Let IF be a finite field of odd characteristic p, and let b(x, y ) = x l y 
on the vector space Ed. Then there existi a constant c depending only on p, such 
that each of the graphs rk[lF, d, b (x, y )] (k = 0, 1,2) defined in the Introduction is 
n-universal for some n such that n 3 c(d);. 
Proof. Let d 2 2n2 + (p - 3)n. Let c(d) = c[lF, d, x l y] for k = 0, 1,2. Let G be 
an arbitrary graph on n vertices. We shall show that a copy of G occurs as an 
induced subgraph of each of the graphs T,(d), k = 0, 1,2. 
In the proof of Theorem 12, instead of taking h = f (n - q), we take h = 2”, 
where 2”” 02 -qs2”. Then fi, S2n -2q - 2, and the same type of construction 
used in that proof gives us a good Hadamard representation x1, . . . , x,, for G, in 
dimension hx’ s 2n2 - 2n such that all the negative inner products have the value 
-h= -2”. We now interpret he entries 1 and -1 of these vectors as elements of 
the prime subfield of IF. Since -2” #0 (modp), we have that whenever 
1 <i <j s n, xi l xi is 0 or nonzero in IF according as i, j are nonadjacent or 
adjacent in G, that is, according as i, j are adjacent or nonadjacent in G. 
Furthermore, each Xi l Xi = hx’ (modp). According as hx’ (modp) is 0, or a 
square or a nonsquare in IF, we have represented G as an induced subgraph of 
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I#&), or G(/&), or &(/2x’). By appending extra zero coordinates to the 
vectors xi, getting vectors of the form (xi, 0, . . . , 0), we can represent G as an 
induced subgraph of the appropriate rk(d). There exist positive integers 
e, f sp - 1 such that !zx’, hx’ +f, and /zx’ + g represent (in some order) each of 
the cases 0 (mod&, nonzero square (mod& and nonsquare (modp). Consider 
the matrix X whose row vectors are x1, . . . , x,. If we append f identity matrices 
(as added columns) to X, and then add enough zero columns to obtain a matrix 
with d columns (and n rows), then the row vectors xi, . . . , XL of the resulting 
matrix will obey xi l xi =!&+f (modp), and for lsicjdn, x~*x~=X~*X~ 
(mod&, and so these vectors will give a representation of G as an induced 
subgraph of another k(d), with k corresponding to the value of hx’ +f (modp); 
similarly, we obtain a representation of G as an induced subgraph of the 
remaining rk(d), with k corresponding to the value of !zx’ + g (modp). 
Therefore every graph with n vertices occurs an induced subgraph of each 
G(d), for every B 2 2n2 - 2n + (p - 1)n = 2n2 + (p - 3)~ Viewing this from the 
perspective of arbitrary dimensions d, we see that each rk(d) is n-universal for 
the largest n such that 2n2 + (p - 3)n < d, that is, for the largest integer II = nl 
not exceeding the larger root p of the quadratic equation 2n2 + (p - 3)n - d = 0. 
Clearly this value nl exceeds p - 1, and it is easily shown that p - 13 2(d)i 
whenever d 3 (p - l)/(ti - 2). Therefore nl 3 2(d)! if d 3 (p - l)/(fi - 2). 
Therefore each of &(d) is at least n-universal for some n 2 2(d)i when 
d 2 (p - I)/@ - 3, and smaller values of d are of no consequence since every 
graph is at least l-universal and for an obvious choice of c we have c(rd)f c 1 
whenever d < (p - l)/(a - 2). 0 
We remark that other interesting families of graphs have been shown to be 
n-universal. Bollobas and Thomason [2] have shown that the Paley graphs of 
order 4 are n-universal for sufficiently large 4 ; these are highly symmetric 
self-complementary graphs with many interesting properties (see e.g. [l]). In the 
same paper, Bollobas and Thomason show that, as N-m, the proportion of 
n-universal graphs amongst all the graphs on N vertices tends to 1. This says 
nothing about graphs with special symmetry or regularity properties, but 
regarding the latter graphs, C.D. Godsil [private communication to the authors] 
has an unpublished result implying that certain types of strongly regular graphs, 
with sufficiently many vertices, are n-universal; in particular, his result applies to 
a class including both the Paley graphs and our graphs &(ff, d, x l y). 
Real vector representations with b(x, y) = x l y and with parameters S = (0, 1) 
and A, B, C prescribed sets of nonnegative integers may be interpreted as subsets 
S 1,-*-Y S, of the set (1, . . . , d}, where the entries 1 in the vector Xi (of the 
representation x1, . . . , x,) correspond to the elements in the set Si. We then have 
]Si] E A for each i, and for i <j, ]Si n Si] is in B or C according as i, j are adjacent 
or nonadjacent in the graph 6. Such representations could be obtained in a trivial 
manner from the usual way of representing a graph as an intersection graph 
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[6, p. 191, if we allowed some elements to be in only a single set Si. If such trivial- 
ities are forbidden, then the construction of such representations seems to be 
an interesting problem, which we will discuss elsewhere. We state without proof 
the following consequences of Theorem 12. 
Theorem 18. Let G be a simple graph with vertex set (1, . . . , n}. Let m 3 1, 
where m is the number of edges of G. Let xi be the edge-chromatic number of G, 
let m=qX’+r where O<r<X’., let h be any positive integer such that h 2 
n - q + 1 and there exists a Hadamard matrix of order h, and let d = hx’. Then 
there exist subsets S,, . . . , S,, of (1, . . . , d > with the following properties : 
(1) lSil= d/2 for 1 s i s n. 
(2) For 
r (d - h)/4, 
i <j, Isi n Sjl = { dl4 
if i, j are adjacent in G 
? if i, j are nonadjacent in G 
(3) For each element x of (1, . . . , d), there are at least q sets Si which contain 
x, and there are at least q sets Sj which do not contain x. 
If G has a l-factorization, then additionally we can arrange that 
(4) Every element of (1, . . . , d) is in exactly n/2 of the sets Si. 
Theorem 19. Let G be a simple graph on n vertices. The vertex set of G can be 
identified with a sub:,et of vertices of a d-cube graph Qd, so that 
(i) non-adjacent vertices in G are at distance d/2 in Qd 
(ii) adjacent vertices in G are at some distance t > d/2 in Qd 
(iii) d < 2n2 - 2n. 
Let d,, and d,* denote the maximum of d,(G) and d:(G) over all graphs G 
having n vertices. Then d, < dX < 2n2 - 2n, where the bound comes from our 
Theorem 12. We pose the following unsolved problems: 
(1) What are the orders of growth of the functions d, and d,*? In particular, 
(2) Does there exist a constant c such that d,, < cn for all n? 
(3) Does there exist a constant c such that d,* s cn for all n? 
(4) Does there exist a constant c such that d,* s cd, for all n? 
Of course, although (l)-(4) are separate questions, answers to some of them 
imply answers to others. Finally, we ask 
(5) Let Q be the set of rationals. For real orthogonal vector representations 
with A the set of positive reals, and B the set of negative reals, is d(G, IR) = 
d(G, CI!) for every graph G? 
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