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Abstract. Computer Emergency Response Teams (CERTs) are experts
responsible for managing cybersecurity incidents. To identify cyber threats, they
consider a wide range of sources from official vulnerability databases to public
sources such as Twitter, which has an active cybersecurity community. Due to
the high number of topic-related tweets per day, credibility assessment represents
an immense effort in the daily work of CERTs. Although approaches for
automated credibility assessment have already been developed in previous
research, these mainly take peripheral cues into account, although users with
domain expertise and a high level of personal involvement also assess contentrelated cues. We therefore conducted interviews with CERT members to reevaluate known indicators for automated credibility assessment from an expert
perspective. In doing so, we contribute valuable insights to the development of
automated approaches for credibility assessment targeting users with high
domain knowledge and personal involvement.
Keywords: Automated Credibility Assessment, Credibility Perception, Twitter,
Computer Emergency Response Team (CERT), Cyber Security
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Introduction

Cyber criminality ranging from malware to web-based attacks has increased greatly in
recent years due to digitization and the proliferation of internet-based devices. Financial
damages due to cyber criminality are expected to increase by 15% annually, reaching
$10.5 trillion USD in 2025 [1]. The Federal Criminal Police Office (2019) reported an
increase of 15.4% in cyber criminality compared to the previous year [2] which is
forecasted to increase due to new attack opportunities through cloud computing,
internet of things, or smart home[3].
Computer Emergency Response Teams (CERTs) are key institutions for the
management of cyber security incidents [4]. Their core services are the information and
incident handling, information security event monitoring and analysis, vulnerability
management, and knowledge transfer [5]. To identify cyber threats, CERT members
use a variety of information sources ranging from cyber threat intelligence platforms,
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security advisory feeds, and vulnerability databases to technical blogs, forums, and
social media [6]. Especially Twitter has an active cyber security community, as
previous research has shown [7, 8]. Its large userbase is a great source for information
on different topics such as cyber security threats. However, manual credibility
assessment of tweets represents an immense effort in the daily work of CERT members,
which is why the development of approaches for automated credibility assessment has
been highlighted as an important research gap [9, 10].
Identifying indicators for automated credibility assessment has already gained much
interest in information systems research [11–25]. However, a recent literature review
revealed that credibility indicators are typically identified by asking non-professionals
such as Amazon MTurk workers or college students to assess the credibility of tweets
[26]. In contrast, our study aims at the evaluation of known credibility indicators by
cyber security professionals. Hence, we ask the following research question: How do
cyber security professionals evaluate existing indicators for the automated
credibility assessment of tweets in the context of cyber threat communication?
By answering this question, we reveal differences regarding the credibility
assessment of tweets by non-professionals and cyber security professionals in addition
to the reason behind why professionals deem specific indicators important. Thereby,
we make a theoretical contribution and outline potential for the improvement of
automated credibility assessment approaches, but also highlight technical challenges
that provide areas for future research as practical implications. To gain insights, we
conducted semi-structured interviews with CERT members and analyzed the interviews
employing a qualitative content analysis [27].
This work is structured as follows: Next, we provide the conceptual background on
credibility assessment and present credibility indicators identified in previous research
on Twitter. Then, we describe how we conducted the interviews, selected the example
tweets, and performed the qualitative content analysis. Afterward, we present the expert
evaluation of known credibility indicators, discuss our findings, and outline limitations
as well as areas for future research.

2

Conceptual Background

2.1

Credibility and Challenges of Credibility Assessment

Credibility means that something is believable, such as a source, message, or medium
[28]. It is a multi-dimensional construct, with many researchers agreeing on the two
dimensions of trustworthiness and expertise [29–33]. Trustworthiness refers to the
“perceived goodness or morality of a source”, while expertise describes the “perceived
knowledge and skill of the source” [28]. These dimensions are also helpful to
distinguish credibility from related concepts such as trust which refers to the belief that
someone will act in their best interest and does not include the dimension of expertise
[34]. Likewise, credibility can be seen as a sub dimension of information quality which
also includes further dimensions such as accuracy, consistency, and cohesiveness [35].
Credibility is not an objective property, but a perceived quality, i.e., different users may
perceive the credibility of the same source, message, or medium differently [28].

There are several frameworks explaining the credibility perception process such as the
prominence-interpretation theory [36], dual processing model of website credibility
assessment [37], unifying framework of credibility assessment [38], and revised 3S
model of credibility evaluation [39]. A shared idea is that personal involvement, domain
expertise, and technology proficiency leads users to engage more deeply with content
cues, whereas credibility is likely to be assessed based on superficial cues and heuristics
in the absence of time, ability, and motivation [40].
Previous studies identified challenges for credibility assessment. For example, truth
bias is a problem, because message receivers often label the majority of messages as
truthful and for automated credibility assessment there are difficulties, like the nuances
of language [41]. Assessing the credibility of web-based resources is considered
complex, because the object of the assessment, such as a website or social networking
site, has media-specific features that are missing in interpersonal communication or
traditional mass media [42] such as interactive methods of information dispersion [40],
different information sources for a global audience [34] and the convergence of these
multiple sources as well as the possibility to link between sources. Furthermore, an
issue with existing automation approaches is the black box implementation, that leads
to the user not gaining any insights into the decision criteria, which can be limiting to
the trust into the results [10]. Thus, identifying suitable credibility indicators in web
systems becomes necessary[40]. Our work aims at addressing this issue by contributing
to existing literature through the identification of suitable indicators and the exploration
of ones already in use to improve automation approaches.
2.2

Indicators for Automated Credibility Assessment of Tweets

There are several studies on the automated credibility assessment of tweets, which
either identified credibility indicators based on inferential statistics [e.g., 21, 24, 43] or
supervised machine learning approaches [e.g., 12, 14, 44]. Both approaches involve
user judgements of tweets as ground truth and participants are typically recruited via
crowdsourcing platforms such as Amazon MTurk [26]. As a result, the identification
of credibility indicators for the automated assessment of tweets is often based on the
judgement of general social media users without high domain expertise or motivation
to scrutinize the credibility of tweets.
These studies identified a wide range of credibility indicators, which are typically
divided into user-based and content-based features [e.g., 11, 13, 14, 18, 23, 25]. While
the identified credibility indicators differ from study to study, there are some indicators
that have yielded good results across a wide range of studies such as: number of
previous tweets, number of followers, follower-followee ratio, profile description
length, URL in profile, account is verified, time since registration, sentiment score,
tweet length, number of question and exclamation marks, number of emoticons, tweet
is a retweet, number of user mentions, number of hashtags, tweet contains a (trusted)
URL, and number of likes, retweets, and replies [11–25]. These studies focus on
assessing the credibility of tweets for topics such as news, crises, trending topics,
financial stock, politics, and sports. These topics are publicly reported by general users
as well as experts on Twitter similar to cyber security threats. Therefore the findings of

these studies are relevant for the credibility assessment of cyber security threats and the
results of our study have the potential for being applicable to those topics.
On this basis, information systems researchers developed browser plugins such as
TweetCred [16] and TwitterBOT [19] supporting the broad mass of social media users
in evaluating the credibility of tweets based on peripheral cues primarily such as the
number of links, retweets, and likes [26]. Thus, not all indicators of credibility used by
general social media users are used for automated credibility assessment. For CERT
members, such browser plugins are not sufficient, as they would subject tweets to
deeper scrutiny according to credibility assessment frameworks [36–39].

3

Research Design

3.1

Data Collection

To perform an expert evaluation of known credibility indicators for tweets on cyber
security topics and to gain a deep understanding of their assessment process, we
conducted semi-structured interviews with CERTs which enable researchers to ask
follow-up questions in case of new insights that emerge during the interview [45].
We contacted potential interview partners via email by using the publicly available
list of CERT members published by Trusted Introducer[46]. In total, ten members of
different types of CERTs from 31 CERTs in Germany agreed to participate. The sample
covers different institutional types and for each type at least one interviewee has a
leading position within their cyber security department. We conducted the interviews
via online conferencing tools and the length of the interviews ranged from 35-50
minutes. An overview of the participants is provided in Table 1.
Table 1. Overview of interview partners

ID

Institution Type

Job Title

P01
P02
P03

Government (Federal States)
Government (Federal States)
National Cybersecurity Institution

P04
P05
P06
P07
P08
P09

Government (Federal States)
National Cybersecurity Institution
Commercial Organization
Commercial Organization
Research and Education
Commercial Organization

P10

National Cybersecurity Institution

Head of CERT
CERT Member
Head of National IT
Situation Center
CERT Member
CERT Member
CERT Member
CERT Member
Head of CERT
Head of Cyber Defense
Center
CERT Member

Twitter
Experience
Low
Medium
High
Medium
High
Medium
Medium
High
Medium
High

A interview guide that consisted of different sections was developed: First, the CERT
members introduced themselves, described their typical workday, and to what extent

they are involved in the credibility assessment of tweets. Then, we started with broad
questions asking for indicators perceived as most important for (un)credible tweets and
users. Afterwards, we focused on user-based and content-based indicators known from
previous literature. Finally, we showed the experts ten example tweets and asked them
to explain their thought process while assessing the credibility of these tweets. On
request, we also showed them a screenshot of the author’s user profile. Table 2 provides
a list of example questions.
Table 2. Interview Guide

Topic
Role
and
Organization
Indicators in
General
User-Based
Indicators
Content-Based
Indicators
Assessment of
Example
Tweets

Example Questions
What does your normal working day look like? To what extent do
you deal with the topic of credibility assessment?
What do you consider the most important indicators of cyber
credibility? What are no-go’s when it comes to credibility?
How does the user (profile) affect your credibility assessment?
How do you identify a credible user?
How does the content itself affect the credibility of a tweet? What
characteristics of the content indicate trustworthiness / expertise?
How would you assess the credibility of this post? What are the
first aspects that you check? What aspects of the tweet need to be
changed to make it more credible?

Tweets were selected based on a manual Twitter search conducted on 29th May 2021,
which specified that all tweets needed to contain the words “cyber”, “security”, and
“threat”. We removed irrelevant tweets from the 150 most recent tweets returned by the
query. Cyber security warnings, recommendations for improved cyber security,
information about newly published reports, and tweets about cyber security news and
trends were kept. Two researchers independently assessed the prominence of known
credibility indicators in the remaining 120 tweets and their authors. If their evaluation
differed, they discussed their assessment until they reached an agreement. The goal was
to select sample tweets with as diverse indicators as possible. Lastly, 21 tweets were
selected of which ten were randomly shown during each interview. An example tweet
evaluation can be seen in Figure 1.

Figure 1. Example Tweet Evaluation

3.2

Data Analysis

All interviews were recorded and transcribed following the guidelines of Kuckartz [47].
The transcripts were then evaluated with a qualitative content analysis [27]. As a set of
credibility indicators already exists in scientific literature, the content analysis started
with a deductive approach where relevant text passages were assigned to predefined
main categories of user-based indicators (1. username, 2. verified account, 3. URL in
profile, 4. previous tweets, 5. followers, 6. description “bio”, 7. time since registration,
8. profile image) and content-based indicators (1. URL in tweet, 2. likes, retweets, and
replies, 3. syntax, 4. similarity with verified content, 5. sentiment, 6. hashtags, 7. image
or video, 8. professional terms, 9. slang or swear words, 10. tweet length, 11. user
mentions). The predefined main categories were built by synthesizing both frequently
mentioned but also less common indicators from previous studies [11–25]. Based on
these studies, we created a coding guide including category definitions for each
indicator before the coding process started.
Since experts often focused on the same indicators as general social media users in
previous studies but fixated on different aspects (e.g., the identity instead of the number
of followers), we followed an inductive approach to develop subcategories. For
example, we deductively derived the main category “followers” from previous
literature and inductively developed the sub categories “small number of followers”,
“large number of followers”, “known users with cyber security expertise among
followers / followees”, and “more followers than followees”. We derived definitions
for the subcategories by bundling statements from different interviewees throughout
the coding process. Additionally, we added an anchor example for each category
showing a typical statement about the associated indicator. The coding guide was
refined after coding half of the material and the transcripts were coded again from the
beginning with the revised guide. After the coding process was conducted by a single
coder, a second researcher coded 20% of the material again to assess the intercoderreliability (Cohen’s kappa = 0.86). According to Landis and Koch [48], the value
indicates a high intercoder agreement. We also analyzed whether the interviewees’
different level of Twitter experience had an impact on their rating of credibility
indicators, however, we did not identify any systematic differences.

4

Results

4.1

User-Based Credibility Indicators

All interviewed CERT members rated tweets as highly credible if the username
indicates a well-known private person or organization with cyber security expertise
(e.g., CERT member, hardware manufacturer, software developer, governmental
security institution). An interviewee elaborated: “First of all, I check if there is any
connection to known organizations, so if this person works at Microsoft or this account
is operated by Microsoft or this account is operated by the BSI [Federal Office for
Information Security] or similar” (P07).
Eight interviewees did not report any impact of a verified account on the credibility
rating because “I'll tell you honestly, with Twitter verification, I can't look behind what

Twitter is verifying there. I don't know the criteria” (P06). Two interviewees also raised
concerns about whether users could fake the verification badge: “I can't tell if the tick
[verification badge] is real or if there is just a graphic inserted” (P09). For two
interviewees the combination of a known username and a verified account had a
positive impact on their credibility assessment.
Several interviewees also mentioned a positive impact on the credibility rating if
users indicate their real name and a URL in their profile (e.g., company website,
LinkedIn profile), because it allows them to check the personal information provided
in the profile description (“bio”) for consistency with other web presences. “He
provides a LinkedIn profile here. That was what I just mentioned before that you could
look on other platforms for [user x] now. And then see if [user x] is really CTO of this
company” (P08).
Two interviewees were skeptical when the default profile image was not replaces,
while four CERT members did not report any impact on their credibility assessment
because “people who work in cyber security also appear in the face of crime and there
you want to post as little personal information as possible on the net, because of selfprotection” (P02). An unprofessional image, however, had a negative impact for four
interviewees: “At first glance I found the picture already so strangely cropped, I
thought: maybe it’s cut out somewhere or generated by the computer” (P05).
Six interviewees checked the previous tweets of users and asked themselves “have
they reported on such a topic before, or on cyber security or IT in general?” (P07). A
topical change in the tweet history was named by an interviewee as an indicator for
identity theft: “What has the person posted in the past? And if it doesn't match at all,
there is a great danger that the profile has been compromised and someone else has
posted in their name” (P09).
Five interviewees checked the time since registration and rated accounts existing for
several years as more credible. However, they were skeptical if the user gained only a
small number of followers over several years. “The fact that he started in 2018 and has
only 63 followers since 2018, I say quite honestly: What is he actually doing in all this
time?” (P06). Only a few interviewees attributed a higher credibility to accounts with
a high number of followers. Instead, five CERT members emphasized that it is much
more revealing “to look into the following or follower list. If there are people known to
me who are well connected, that is definitely an indicator for me, where I say, aha, they
also follow him or vice versa. Those who are well known to me, in my network of trust,
that's already a hint for me” (P06). An overview about the expert ratings of user-based
credibility indicators is provided in Table 3.
Table 3. Expert Rating of User-Based Credibility Indicators

Indicator
Username

Description
A user is a known private person or organization
with IT or cyber security expertise (e.g., CERT
member, hardware manufacturer, software
development company, governmental security
institution, reputable university).

Rating
Positive (10/10)

Verified
account
URL
in
profile
Previous
tweets
Followers

Description
“Bio”
Time since
registration
Profile
image

A user indicates a real name in their profile (e.g.,
no username including a random combination of
characters and numbers).
An account has the official verified badge
provided by Twitter.
The profile includes a link to the website of an
organization, a personal homepage, or a LinkedIn
profile.
A user has published a high number of previous
tweets on IT and cyber security.
A user has a small number of followers
considering the time since their registration.*
A user’s follower and / or following lists includes
known users with cyber security expertise.*
A user has a large number of followers.
A user has more followers than they are
following.
The profile description (“bio”) indicates IT or
cyber security expertise (e.g., position at a known
IT company, professional cyber security terms).
The account has existed for several years.
A user has not replaced the default profile image.
A user has uploaded an unprofessional profile
image (e.g., cartoon avatar, low resolution).*

Positive (3/10)

Positive (2/10)
Neutral (8/10)*
Positive (7/10)

Positive (6/10)
Negative (5/10)
Positive (5/10)
Positive (2/10)
Neutral (2/10)*
Positive (2/10)
Positive (5/10)

Positive (5/10)
Neutral (4/10)*
Negative (2/10)
Negative (4/10)

Note: Descriptions marked with a star (*) represent newly identified sub categories of
existing indicators and ratings marked with a star (*) represent indicators that have been
rated differently in previous studies.
4.2

Content-Based Credibility Indicators

All interviewees attributed higher credibility to a tweet that contains a URL leading to
a known organization with cyber security expertise; in particular, links with a .gov
ending were rated positively. “So, below the Weekly Threat Report, which is linked to
the official ncsc.gov.uk address - an authority. So, the link, I would give it a high
credibility” (P03). A shortened link, however, was rated negatively and usually
resolved in a secure environment because “you can assume that the one who shares the
link has something to hide. Of course, this can be because they just don't feel like
sending a long link in a tweet, but basically, it's one step less trustworthy” (P01).
Four interviewees also rated the credibility of tweets with an embedded image or
video higher as the additional material represents an opportunity to assess the author’s
expertise. “And that is definitely very helpful when someone describes very precisely
and sometimes even with videos what the breach does on which systems, where he

screws, which things he sets or changes, to identify vulnerabilities. So, from that I would
say yes, it increases credibility” (P06). Stock photos, however, had no impact on
credibility assessment since these do not convey more profound information.
Four interviewees also came to a positive credibility assessment if the author used
professional terms. In line with this, three interviewees rated a selection of relevant
cyber security hashtags positively, while merely adding a large number of hashtags had
a negative impact. “The right hashtags, especially SOAR, XDR, these are really the
interesting topics at the moment and that coincides again with Block APT and what the
tweet above is about. That really makes a professional impression” (P09). Likewise,
three interviewees perceived a large number of user mentions as unprofessional, while
mentioning a selection of known cyber security professionals “shows you that they are
anchored in a broad community” (P09). Three interviewees also highlighted the tweet
length as an indicator: “[…] a purely text-based, short post - is not credible at first”
(P01). Furthermore, a large number of grammatical mistakes, a high sentiment score,
and the use of slang or swear words reduced the credibility rating.
The majority of experts attributed no impact on their credibility assessment to the
number of likes, retweets, and replies. Instead, seven interviewees highlighted that they
pay more attention to the identity of the users who engage with a tweet and the content
of replies. “I look in the comments and check: Has anyone to whom I attribute
competence commented on it and confirmed it? Or has someone perhaps even criticized
a statement?” (P05). Seven CERT members stated that they also check the similarity
with verified content when they are in doubt. “If I see, ok this message has also been
taken up in different daily newspapers or other renowned journals, then I can trust the
content better than if I see okay, no one else has ever dealt with this topic further”
(P10). An overview about the expert ratings of content-based credibility indicators is
provided in Table 4.
Table 4. Expert Rating of Content-Based Credibility Indicators

Indicator
URL

Likes,
retweets, and
replies

Syntax
Similarity
with verified
content

Description
A tweet contains a valid URL linking to a known
organization with cyber security expertise (e.g.,
governmental
institutions,
hardware
manufacturers,
software
development
companies, reputable universities).
A tweet contains a shortened URL (e.g., tinyurl).
A tweet has a large number of likes, retweets, or
replies.
Known users with cyber security expertise have
confirmed the content of a tweet by liking,
retweeting, or replying.*
A tweet contains a large number of grammatical
mistakes.
A cyber threat mentioned in a tweet is also
mentioned in other sources (e.g., other social
media posts, newspaper articles, journal articles).

Rating
Positive (10/10)

Negative (8/10)
Neutral (9/10)*
Positive (7/10)

Negative (9/10)
Positive (7/10)

Sentiment

A tweet includes a large number of emotional
words (both positive and negative sentiment).
A tweet contains emoticons or emojis.

Hashtags

Image
video

A tweet contains a large number of hashtags.

or

Professional
terms
Slang
or
swear words
Tweet length

User
mentions

A tweet contains a selection of relevant cyber
security hashtags.
A tweet contains an image or video explaining
how a cyber attack works or how to close a
security breach (proof-of-concept).
A tweet contains a stock photo.*
A tweet contains professional terms indicating
expertise in the cyber security domain.
A tweet contains slang or swear words.
A tweet contains only few characters not
allowing to provide sufficient information on a
cyber security threat or information source.
A tweet contains a large number of user
mentions.
A tweet mentions known users with IT or cyber
security expertise.*

Negative (5/10)
Neutral (1/10)*
Negative (2/10)
Negative
(5/10)*
Positive (3/10)
Positive (4/10)

Neutral (4/10)
Positive (4/10)
Negative (4/10)
Negative (3/10)

Negative
(3/10)*
Positive (3/10)

Note: Descriptions marked with a star (*) represent newly identified sub categories of
existing indicators and ratings marked with a star (*) represent indicators that have been
rated differently in previous studies.
5

Discussion

5.1

Theoretical contribution and practical implications

The interviews conducted provide insights into indicators which cyber security experts
deem as important for assessing the credibility of cyber security information acquired
through online sources, specifically Twitter. This represents the theoretical
contribution of our work. The interviews further improve our understanding of how
and why the experts consider specific indicators to be important. The novelty of our
study is the focus on cybersecurity experts for the assessment of credibility indicators
instead of general social media users compared to previous studies [26]. Since the same
information and sources can be judged differently by different users [28], the expertise
of CERT members enables them to provide valuable insights into these indicators that
non-professionals do not consider or evaluate differently. The practical implication of
our research is that the credibility indicators rated by experts can be leveraged to
improve existing automated tweet credibility assessment approaches. While previously
developed browser plugins for the broad mass of social media users such as TweetCred

[16] or TwitterBOT [19] primarily considered peripheral cues, our results are especially
useful for developing credibility assessment systems targeting professional users
characterized by high domain expertise and personal involvement.
5.2

Interpretation of Findings

Several theoretical frameworks proposed that user characteristics such as high personal
involvement, domain expertise, topic familiarity, and information skills lead
individuals to focus more on message-cues instead of limiting their assessment to
superficial cues [36–39]. Our findings validate this for CERT members as well who
focused more on the content posted and the identity of the author instead of relying on
indicators that are easily quantifiable such as the number of previous posts [14, 15, 17,
19–21], number of followers [11, 12, 14, 15, 18–21, 23], or number of likes, retweets,
and replies [11, 13, 16, 18, 21, 23–25]. The interviews showed that the experts were
more interested in checking if the previous posts of an author were also related to cyber
security instead of the number of previous posts. Furthermore, experts were not as
interested in the number of followers as they were more focused on if the followers
were known experts in the field. Moreover, instead of simply relying on the number of
likes, retweets, and replies, experts were rather interested in if the user that confirms or
denies a tweet is an expert. Our research indicates that CERT members even question
superficial cues due to their proficiency in this topic, for example, by expressing
concerns regarding a high number of tweets indicating bot activity. This finding is in
line with Lucassen et al. [39] who highlighted the influence of topic familiarity and
information skills on the credibility perception process.
These findings present multiple challenges for automated credibility assessment.
The automated identification of users that belong to the CERT’s network of trust and
automatically expanding the network over time could be addressed by checking the
networks of already trusted accounts for further expert accounts that multiple trusted
accounts follow and adding them to the CERT’s direct network. To address the issue
of automatically identifying users that previously posted on cyber security, an approach
where the tweet history of an individual engaging in current conversations about cyber
threats could be automatically checked for the inclusion of cyber security related
content. This could be achieved, by utilizing topic modeling approaches which would
also enable the identification of such topics in profile descriptions as an approach of
identifying experts in the field. The issue of recognizing statements of confirmation or
disinformation in replies especially from users who belong to the CERT’s network of
trust could also be solved by checking the tweet history of trusted accounts
automatically for tweets made as replies in addition to checking for keywords from a
list of words associated with confirmation and disconfirmation statements in general.
Additionally, the issue of verifying the credibility of users could be addressed by
checking their profile for further information such as their real name which could be
used to crosscheck their self-proclaimed expertise on other platforms such as LinkedIn
or company websites that they claim to be associated with. Further, reported threats
could be confirmed by checking other tweets, social media platforms, news articles,
and scientific articles for similar reports. Thus, although many automated credibility

assessment approaches are designed for Twitter, these should also consider verifying
content by comparing it with information from other sources. Experts of other domains
that are tasked with assessing a given situation based on information provided on
Twitter have access to the same indicators as the cybersecurity expert from our
interviews. Thus, we argue that the findings of our work apply to other domains as well
where experts are involved, and the credibility of information is important such as in
crisis management where the background of a witness is checked. The difference in
how indicators are rated by general social media users (e.g., MTurk) and experts could
be related to money as an incentive to apply to a study even though general social media
users are not eligible to participate in them [49].
This research has some limitations that also provide opportunities for future
research. The manual selection of example tweets for the interviews involved subjective
decisions and does not cover the wide range of cyber threat communication on Twitter
in its entirety. Here, future research could take up and validate our findings in a
quantitative study where experts rate the credibility of a larger sample of tweets.
Furthermore, it should be mentioned that the study was conducted with ten members of
CERTs in Germany, and thus the findings might not fully capture the credibility
assessment process of CERT members in other countries or cyber security professionals
working in other institutions. Here, future research could tie in and our research design
could be used as an entry point for the development of credibility assessment systems
targeting expert users in other domains as well (e.g., emergency operators who employ
social media analytics to achieve situation awareness in crisis situations). We propose
that automated credibility assessment approaches based on the expert’s network of trust
and content-based indicators enable experts to leverage the large volume of information
available on social media to achieve situation awareness in contexts such as cyber
security. Incorporating all indicators that experts use into a credibility assessment
application seems not feasible due to some indicators not being automatable such as
assessing the professionality of profile pictures. Nonetheless, our findings include
multiple indicators that are able to improve credibility assessment and automatable such
as automatically comparing the follower list of an account with a predefined list of
experts accounts, to assess the credibility of the account based on if experts are
following this account. Thus, our findings expand the indicators that are currently used
for the automation of credibility assessment and do not replace them. For example, by
checking the followers for experts in addition to the number of followers.

5

Conclusion

We conducted semi-structured interviews with ten german CERT members and asked
them to evaluate tweets to understand the credibility assessment process of experts and
to re-evaluate known indicators for automated credibility assessment. While prior
studies mostly identified credibility indicators based on the judgement of general social
media users (e.g., via Amazon MTurk), this study contributes indicators that can be
used to develop credibility assessment systems for users who have high domain
knowledge, ability, and motivation to scrutinize online sources but a lack of resources
to do so in their daily work.
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