Atom interferometers offer excellent sensitivity to gravitational and inertial signals but have limited dynamic range. We introduce a scheme that improves on this trade-off by a factor of 50 using composite fringes, obtained from sets of measurements with slightly varying interrogation times. We analyze analytically the performance gain in this approach and the trade-offs it entails between sensitivity, dynamic range, and temporal bandwidth, and we experimentally validate the analysis over a wide range of parameters. By combining composite-fringe measurements with a particle-filter estimation protocol, we demonstrate continuous tracking of a rapidly varying signal over a span two orders of magnitude larger than the dynamic range of a traditional atom interferometer.
Atom interferometers offer excellent sensitivity to gravitational and inertial signals but have limited dynamic range. We introduce a scheme that improves on this trade-off by a factor of 50 using composite fringes, obtained from sets of measurements with slightly varying interrogation times. We analyze analytically the performance gain in this approach and the trade-offs it entails between sensitivity, dynamic range, and temporal bandwidth, and we experimentally validate the analysis over a wide range of parameters. By combining composite-fringe measurements with a particle-filter estimation protocol, we demonstrate continuous tracking of a rapidly varying signal over a span two orders of magnitude larger than the dynamic range of a traditional atom interferometer.
Cold atom interferometers [1] are highly sensitive and accurate sensors of gravitational [2] [3] [4] and inertial forces [5] [6] [7] [8] [9] [10] . In addition to laboratory-based experiments in fundamental physics, such as tests of general relativity [11] [12] [13] [14] [15] and precision measurement of physical constants [16] [17] [18] [19] [20] , atom interferometers for field-applications are being developed by several groups worldwide [21] . Mobile atomic gravimeters and gravity-gradiometers [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] have been demonstrated for geophysical surveys on land [22, 30] , at sea [32] , and in the air [33] , while cold atom accelerometers and gyroscopes are developed for inertial navigation [34, 35] . Such field-based applications motivate the development of advanced techniques in atom interferometers to make them better suited for operating under conditions of large uncertainty and large temporal variations in the measured signal.
As a phase-measuring instrument, a trade-off exists between the sensitivity of an atom interferometer and its ambiguity-free dynamic range. The ratio of dynamic range to sensitivity is in general constant and depends only on the signal-to-noise ratio, whereas the scale factor, which determines their absolute values, may be controlled, e.g., by changing the interferometer interrogation time T . When prior knowledge of the measured signal is insufficient, a standard approach involves initial measurements with low sensitivity and high dynamic range (i.e., short T ) and gradual progress to measurements with high sensitivity and low dynamic range (i.e., long T ) [30] . However, the time-averaged sensitivity per √ Hz of such a sequence is greatly reduced due to the measurements performed at low sensitivity. Alternatively, simultaneous measurements using two interrogation times was demonstrated in a dual-species atom interferometer [36] with an improved dynamic range of ×5 at the cost of added experimental complexity. Another approach to remove ambiguities of atom interferometers relies on combining a classical sensor with large dynamic range [37, 38] . This solution is particularly relevant for scenarios where the measured signal varies continuously in time and substantially changes from shot to shot. However, imperfections such as non-linearity and intrinsic noise of the classical sensor, transfer function errors, misalignment, and non-rigid platforms may limit the usefulness of this technique in harsh conditions [32] , necessitating prolonged operation at short T to extend the dynamic range and track the changing signal at the expense of sensitivity.
In this work, we introduce a new approach to atom interferometry which dramatically increases its dynamic range with little to no penalty on sensitivity. We perform a set of measurements with slightly varying values of T , corresponding to slightly different scale factors of the interferometer. Together, these measurements constitute a composite fringe. Both the phase and the frequency of the composite fringe encode the measured inertial signal, providing a non-ambiguous dynamic range larger than measurements with a single value of T . The increase in dynamic range scales inversely with the span of scale factors and can reach orders of magnitude, limited only by the experimental signal-to-noise ratio. In addition to a static demonstration, we apply the scheme in conjunction with a particle-filter estimator to successfully track rapidly-varying signals, which change by more than 2π between consecutive measurements and span hundreds of radians altogether while maintaining high sensitivity.
We apply the composite fringe approach in an atom interferometer operating in a Mach-Zehnder geometry and measuring gravitational acceleration [39] . A freely-falling cold-atom ensemble interacts with pulses of counterpropagating laser beams which stimulate two-photon transitions. A sequence of three pulses coherently splits, redirects, and recombines the atomic wave-packets in space [ Fig. 1(a) ]. The interferometer phase is given by φ = (k eff g − α) T 2 + φ L , where k eff is the effective atom optics two-photon wavevector, g is the gravitational acceleration, and T is the time between pulses. The relative frequency of the counter-propagating beams is chirped at a rate α = k eff g 0 , where g 0 is an approximate value of the gravitational acceleration, in order to compensate the changing Doppler shift of the atoms during their freefall. φ L is a tunable laser phase applied during the final π/2-pulse of the interferometer.
Our experimental apparatus is described in detail in Ref. [40] . Briefly, we trap and cool an ensemble of 87 Rb atoms and launch it on a free-fall trajectory using moving optical molasses. Vertical, retrorefelcted Raman beams, derived from a single laser diode using electrooptic modulation at 6.834 GHz, drive Doppler-sensitive two-photon transitions [41] between |F = 1, m F = 0 and |F = 2, m F = 0 for state initialization and interferometry sequence. The population fraction in F = 2, determined by state-dependent fluorescence, constitutes the interferometer output signal.
The standard fringe of an atom interferometer is S (φ) = A − (C/2) cos φ, where A and C are the fringe offset and contrast. If this fringe is measured at N points (e.g., by scanning φ L over 2π) using a single, fixed value of T , the gravitational phase k eff gT 2 can be determined
Here σ φ is the total phase uncertainty per shot due to detection noise and phase noise [42] . This corresponds to a determination of gravity with uncertainty per shot of σ g,standard = σ φ / k eff T 2 , over an ambiguity-free dynamic range of ∆g standard = 2π/ k eff T 2 . The ratio of dynamic range to sensitivityper-shot is therefore (∆g/σ g ) standard = 2π/σ φ , which depends only on the measurement phase uncertainty.
Here instead, we form a composite fringe from a set of N measurements S n , with the scale factor k eff T 2 varying linearly with n = 0, . . . , N − 1, by choosing variable interrogation times [ Fig. 1 
Unlike the standard fringe with fixed T , here both phase and frequency depend on g, albeit with very different scale factors. While φ comp varies rapidly with g and acts as a high-resolution measurement, similar to a standard measurement with fixed T , ω comp varies slowly with g and acts as a coarse measurement, as exemplified in Fig. 2(d) .
The composite-fringe frequency can be estimated unambiguously up to ω comp = π, resulting in the extended dynamic range ∆g comp = π (N − 1) / k eff T 2 max − T 2 min . With respect to a fixed-T measurement sequence, we find an increase in dynamic range by a factor
The sensitivity per shot of a composite fringe can be analytically derived [42] and is approximately
As T min approaches T max , the penalty in σ g,comp becomes negligible while the gain in dynamic range compared to a standard fringe measurement becomes dramatic. Indeed, Fig. 2 (c) presents the residuals δg of the values of g as obtained by single-parameter fits to the measured composite fringes, exhibiting similar sensitivity to measurements at fixed T = T max . The potential gain in dynamic range is limited by σ φ . Primarily, when the uncertainty in estimating the phase and frequency of the composite fringe is comparable to the distance between lines in Fig. 2(d) , a line jump may occur and result in a large error in estimating g. The criterion for avoiding large errors is approximately [42] √
Notably, the potential gain in dynamic range increases if σ φ decreases, as T min can approach T max without increasing the probability of large estimation errors. Conversely, the error probability may be reduced by increasing N , which also serves to increase the dynamic range, at the cost of temporal bandwidth.
To understand the trade-offs in the composite fringe approach, we present in Fig. 3 (a) the projected gain in dynamic range compared to operation in fixed-T and the corresponding probability of error. The error probability was evaluated for total phase uncertainty σ φ = 400 mrad. This value was experimentally characterized in our apparatus for interrogation times near 50 ms and is primarily due to vibrations. Operating at N 20, corresponding to typical atom-interferometry temporal bandwidths, and requiring error probabilities below 10 −2 , we can operate at T min /T max ≈ 0.85 and gain more than an order of magnitude in dynamic range. For larger N , ratios T min /T max of over 0.9 become possible, enabling gains of over two orders of magnitude.
To test the model predictions, we measured hundreds of composite fringes between T min = 40 ms and T max = 55 ms over N = 49 points at a constant chirp rate α, and analyzed the results in subsets of different N and T min values. Measurements at fixed T = 55 ms were also performed for reference. Figure 3(b) shows that the composite fringes results are in excellent agreement with the analytical model with no fit parameters. Figure 3 (c) summarizes the gain in dynamic range for different values of phase uncertainty, at a fixed error probability threshold of 10 −2 , a value where large errors may be removed with outlier detection with little sacrifice in sensitivity or bandwidth. A large and realistic parameter space exists where the dynamic range increases by more than ×100 at high temporal bandwidth.
The analysis thus far assumes that the measured signal is static or slowly varying with respect to the time it takes to measure N points of a composite fringe, as in stationary gravity measurements. We now turn our focus to dynamic scenarios, such as mobile gravity surveys or inertial measurements onboard a navigating platform, where the measured signal may change by more than ±π from shot to shot and result in phase ambiguities. To address this challenge and track a dynamic signal, we combine the composite-fringe approach with an estimation protocol employing particle-filter methodology.
Particle filtering is a sequential Monte-Carlo estimation method based on the Bayesian principle [43, 44] . A large set of weighted particles is used to estimate the posterior distribution of unknown state-variables based on inaccurate observations or measurements. This approach is especially suited for problems with multimodal likelihood functions, such as ambiguous phase measurements, and where the resulting (posterior) state distribution is very different from Gaussian. Each time step of the filter consists of two main actions: First, particles propagate in state space according to an underlying system model, forming a prediction of the new state. Second, the particles are weighted according to their likelihood given the current observed measurements. Occasionally the particles are resampled with equal weights to avoid degeneracy where only a few particles have non-zero weights. Our implementation of the particle filter [42] tracks g andġ as the state variables, with random process noise added to the derivatives at each time step.
An experimental demonstration of the compositefringe approach combined with particle filtering is shown in Fig. 4(a) . By varying the Raman-lasers chirp rate α between subsequent shots, we simulate a random gravity signal with high frequencies and large amplitude, which may arise, for example, in mobile gravimetry. T is varied over N = 12 values between T min = 20 and T max = 30 ms, for which σ φ = 140 mrad in our apparatus. To enhance the information gained by the filter at every time step, T is sampled as T 1 , T N/2+1 , T 2 , T N/2+2 , . . . rather than sequentially. Following an initial uncertainty period, the particles quickly converge on the correct solution. New possible solutions periodically emerge but they are quickly dismissed by the filter due to incompatibility with incoming observations. For comparison, Fig. 4(b) presents the same timevarying gravity signal measured with fixed T . In this case, many different trajectories remain likely as the filter is unable to converge on the correct solution due to large ambiguities. Finally, Fig. 4(c) shows the filter results with fixed T when the initial conditions of g anḋ g are assumed to be precisely known. Even in this ideal and impractical scenario, fixed-T measurements result in ambiguities emerging over time and the exact solution for g cannot be reliably determined. Figure 5 presents a complete analysis of the measured data, using forward-and backward-propagating particles to avoid edge effects [42] . The filter tracks with high fidelity and high temporal resolution the varying signal, which spans a dynamic range 100-times larger than a standard fringe at T max and which includes changes of more than ±3π rad/shot. Further optimization of the filter and estimation protocol may improve the resulting short-term sensitivity compared to expected performance at T max and reduce the visible effects of under-and overestimation of the signal at its local minima and maxima [ Fig. 5(b) ]. Additional improvement can be achieved by real-time estimation and prediction of g, which would allow tuning the interferometer approximately to midfringe at every measurement, and even more so by incorporating quadrature phase measurement [36, 40] .
In conclusion, we introduce composite-fringe atom interferometry, employing measurement sets with variable interrogation times. This new approach provides orders-of-magnitude gain in dynamic range by overcoming the traditional trade-off between phase sensitivity and non-ambiguity in interferometric sensors. An analytical model for the sensitivity and error probability has been developed and compared to the experimental study with excellent agreement. When measuring static or slowly varying signals, composite fringes allow high-sensitivity operation in the presence of large initial uncertainty of the measured signal. For dynamic scenarios, we have demonstrated the integration of a particle-filter estimator for tracking dynamic signals which are impossible to measure with traditional interferometry schemes without compromising sensitivity.
The composite-fringe approach could prove valuable for field applications of atom interferometry, such as mobile gravity surveys or onboard navigation. While the discussion and experimental demonstration here focused on atomic gravimeters, this approach can be applied to other cold atom sensors, including gravity gradiometers and gyroscopes, as well as other interferometry-based quantum sensors such as magnetometers.
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SUPPLEMENTARY INFORMATION
Appendix A: Analytical model of composite fringe atom interferometry
In this Appendix, we derive analytic expressions for the sensitivity and error probability of atomic interferometry with composite fringes. We begin with a composite fringe consisting of N variable-T measurements,
with n = 0, 1, . . . N − 1. The contrast C and offset A are assumed to be known, and
are the unknown effective phase and frequency, as given in Eqs.
(2)-(3) of the main text. The fringe function explicitly includes the random variables δS n and δφ n , representing realizations of detection noise and phase noise, respectively, with variances σ 2 det and σ 2 phase . The most dominant contribution is usually phase noise due to mechanical vibrations of the mirror retroreflecting the Raman beams, whose position sets the frame of reference in which the atomic motion is measured. For small phase noise, it is convenient to approximate the two noise terms by a single effective detection noise δS n ,
whose variance is given byσ
(A.4)
The total phase uncertainty per shot, as defined in the main text, is given by σ φ = 2 √ 2σ/C. In the limit of pure phase noise we have, as expected, σ φ = σ phase .
(1) Sensitivity We examine the estimator θ = [φ, ω]
T of the unknown parameters [φ (g) , ω (g)] T , and we are interested in the uncertainty of θ, as given by its covariance cov(θ). To this end, we adopt the framework of maximum likelihood estimation. Given the set of measurements S n , the likelihood function of θ is given by p (S n ; θ) = 1
with S (n, θ) = A − (C/2) cos (nω + φ) . The Fisher information matrix is
where E [. . .] denotes expectation value. Substituting Eq. (A.5) into Eq. (A.6), we find
where we assumed large N and that ω is not near 0 or π (the latter can be relaxed by deliberately varying φ L when measuring a composite fringe). For an unbiased estimator of θ, the Cramér-Rao lower bound (CRLB) of the covariance matrix is given by cov(θ) ≥ I (θ) −1 , so
Given the best estimated phase and frequencyθ, we now search for an estimatorg =g(θ) for the actual acceleration g. The optimal estimator is the value ofg that minimizes the product [θ (g) −θ] T I (θ) [θ (g) −θ], where θ(g) = [φ (g) , ω (g)] T , with φ (g) and ω (g) given in Eqs. (A.2). Performing the minimization for different values ofθ yields the functiong =g(θ). With this function in hand, the uncertainty in estimating g is found by the transformation
Using Eq. (A.8), we find
which, to leading order in T 2 max − T 2 min /T 2 min and in terms of the total phase uncertainty σ φ = 2 √ 2σ/C, simplifies to
as given in the main text.
(2) Large estimation error We now turn to calculate the probability of a large estimation error, which results from a jump between the lines in the phase map [ Fig. 2(d) ]. First, we derive the uncertainty of the estimated phase and frequency along an axis perpendicular to these lines. The coordinate along this axis is defined as p = −φ sin α + ω cos α, with tan α = T 2 max − T 2 min / T 2 min (N − 1) . The uncertainty in p is then given by a transformation similar to that in Eq. (A.9) and found to be .12) or, to leading order in T 2 max − T 2 min /T 2 min ,
.
On the other hand, the distance between the lines is given by
From this we find the ratio, again to leading order in T 2 max − T 2 min /T 2 min and in terms of the total phase uncertainty σ φ ,
The probability of a large estimation error in g is then
where Φ (x) is the normal cumulative distribution function. In our implementation of the particle filter, we use the state variables g andġ to describe the dynamic system. The state of the mth particle at the ith time step is thus defined as
The propagation model is given by x m,i+1 = F · x m,i + w m,i , where the state propagation matrix F is
and w m,i is a random process noise, distributed normally with zero mean and with a covariance given by
where dt is the time increment between two measurements. The input to the filter is the interferometer signal S i , measured at each time step with a different interrogation time T i . The filter also receives as input the interferometer fringe parameters A i , C i , which are found separately by collecting all measurements of the same interrogation time T i and fitting their distribution. At each time step and for each particle, the residual is calculated as
from which the likelihood p (x m,i |S i ) is determined based on the measurement noise model,
(B.5)
Each particle is weighted according to its likelihood, and all particles are finally resampled at every time step with systematic resampling. We used 5000 particles in the examples presented in the main text. Traditionally, at the end of each time step, the state variables are estimated as a weighted mean of all particles. We achieve more stable results by running the filter both forward and backward in time, calculating the time-dependent histogram of particles from both directions together, and running a ridge-detection algorithm (MATLAB tfridge function) on the combined histogram to find a continuous estimation ofg i . This analysis is less sensitive to temporary branching of the particles distribution.
A distribution of residuals of the measurement data can be calculated with respect to the estimated measurements, i.e.,r
The parameter σġ is determined by minimizing the variance of ther i .
