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Abstract
In this dissertation, we focus on the suﬃcient conditions to guarantee one graph being the
subgraph of another. In Chapter 2, we discuss list packing, a modiﬁcation of the idea of graph
packing. This is ﬁtting one graph in the complement of another graph. Sauer and Spencer
showed a suﬃcient bound involving maximum degrees, and this was further explored by Kaul
and Kostochka to characterize all extremal cases. Bollobás and Eldridge (and independently
Sauer and Spencer) developed edge sum bounds to guarantee packing. In Chapter 2, we
introduce the new idea of list packing and use it to prove stronger versions of many existing
theorems. Namely, for two graphs, if the product of the maximum degrees is small or if the
total number of edges is small, then the graphs pack.
In Chapter 3, we discuss the problem of ﬁnding k vertex-disjoint cycles in a multigraph.
This problem originated from a conjecture of Erd®s and has led to many diﬀerent results.
Corrádi and Hajnal looked at a minimum degree condition. Enomoto and Wang indepen-
dently looked at a minimum degree-sum condition. More recently, Kierstead, Kostochka,
and Yeager characterized the extremal cases to improve these bounds. In Chapter 3, we
improve on the multigraph degree-sum result. We characterize all multigraphs that have
simple Ore-degree at least 4k− 3, but do not contain k vertex-disjoint cycles. Moreover, we
provide a polynomial time algorithm for deciding if a graph contains k vertex-disjoint cycles.
Lastly, in Chapter 4, we consider the same problem but with chorded cycles. Finkel
looked at the minimum degree condition while Chiba, Fujita, Gao, and Li addressed the
degree-sum condition. More recently, Molla, Santana, and Yeager improved this degree-sum
result, and in Chapter 4, we will improve on this further.
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Chapter 1
Introduction
Ever since Euler, mathematicians have been looking to ﬁnd graphs situated within other
graphs. A graph H is a subgraph of a graph G, denoted H ⊆ G, simply if V (H) ⊆ V (G)
and E(H) ⊆ E(G). Since this depends on labeling the vertices of a graph, we use the same
notation to represent when H is isomorphic to a subgraph of G. For instance, Cn is a cycle
on n vertices, and we can consider whether or not Cn ⊆ G.
One well-known property is whether or not a graph contains a Hamiltonian cycle. A
Hamiltonian cycle is a cycle that passes through every vertex of a graph and uses each
edge at most once. Therefore, ﬁnding a Hamiltonian cycle in a graph G on n vertices
simply amounts to determining if Cn ⊆ G. There are many problems of a similar type.
Mathematicians have looked at the number of triangles in a graph, paths of a given length
in a graph, or even graphs with only large cycles. This is the main theme of this thesis, and
we will be answering variants of the question:
For a graph H meeting some given set of conditions,
what conditions on a host graph G guarantee that H ⊆ G?
In Chapter 2, we discuss list packing. The original idea of graph packing can be stated
as follows: Given two graphs G and H both on n vertices, we say that G and H pack if
H ⊆ G, i.e. H is a subgraph of the complement of G. Equivalently, can we place each graph
on the same set of n vertices in an edge-disjoint manner? This is rather easy if G and H
have few edges, but becomes more complicated as the number of edges increases. Another
complication occurs when there are vertices of high degree. In Chapter 2, we introduce the
new idea of list packing and use it to prove stronger versions of existing theorems by Bollobás
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and Eldridge and also Sauer and Spencer. Namely, for two graphs, if the product of the
maximum degrees is small or if the total number of edges is small, then the graphs pack.
In Chapter 3, we discuss the problem of ﬁnding vertex-disjoint cycles in a multigraph.
We do not restrict the size of the cycles so that the problem of ﬁnding k disjoint cycles in a
multigraph G is the same as determining if there exist a1, . . . , ak ≥ 1 such that Ca1 + · · ·+
Cak ⊆ G. Here, G + H is the same as G ∪H but with V (G) ∩ V (H) = ∅. Note that here
we allow 1- and 2-cycles so that indeed we are considering multigraphs. For this problem,
large independent sets, i.e. vertex subsets with no edges among them, in the graph can form
barriers to ﬁnding cycles. In Chapter 3, we characterize all multigraphs that have simple
Ore-degree at least 4k − 3 but do not contain k vertex-disjoint cycles for k ≥ 5. Moreover,
we provide a polynomial time algorithm for deciding if a graph contains k vertex-disjoint
cycles or not.
Lastly, in Chapter 4, we consider the same problem but with chorded cycles. A chorded
cycle is simply a cycle with at least one extra edge. A large independent set still serves as a
barrier to chorded cycles. In Chapter 4, we will characterize the family of graphs for which
the Ore-degree is at least 6k − 3 but that do not contain k vertex-disjoint chorded cycles.
For the remainder of this chapter, we will provide foundation and background for the
main results of this dissertation. In Subsection 1.1, we deﬁne many terms that will appear
throughout the dissertation. In each of the following subsections, we provide background, and
we conclude with the main theorem for the topic. For example, Subsection 1.2 provides some
background and theorems, and then it concludes with the main theorem from Chapter 2.
Thus, the introduction provides the reader with the context and results of my research, and
the remainder of the dissertation will prove these results to be true.
1.1 Notation
We mostly use standard deﬁnitions in graph theory. Here, we present some of those deﬁni-
tions along with some of the more important deﬁnitions used in this thesis.
Deﬁnition 1.1. A graph G is an ordered pair (V,E) where V = V (G) is the vertex set and
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E = E(G) is the edge set of G with each edge being a subset of the vertices in V of size one
or two. A graph is a simple graph whenever the edge set does not contain loops or multiple
edges. A loop is an edge consisting of a single vertex, and a multiple edge is an edge that
appears multiple times in the same edge set. For any multigraph G, we still can refer to
its underlying simple graph G, i.e. the simple graph on V (G) such that two vertices are
adjacent in G if and only if they are adjacent in G.
Deﬁnition 1.2. For a loopless graph G and a vertex v ∈ V (G), the neighborhood of v,
denoted NG(v) is the set of vertices in V (G) adjacent to v. The degree of v, dG(v) is the
number of edges incident to v, i.e. dG(v) = |{uv ∈ E(G) : u ∈ V (G)}|. To also consider
loops, we make each loop edge contribute 2 to the degree. If u ∈ NG(v), we say that u is
a neighbor of v. Similarly, for a set S ⊆ V (G), we write NG(S) for the set of vertices in
V (G) − S with at least one neighbor in S. When the graph G is clear from context, we
will write N(v), N(S), and d(v) instead of NG(v), NG(S), and dG(v), respectively. For a
multigraph, we use sG(v) to denote the simple degree, i.e. sG(v) = |NG(v)| = dG(v), where
we again use s(v) when G is clear.
Deﬁnition 1.3. For a graph G, δ(G) is the minimum degree of a vertex in G and ∆(G) is
maximum degree of a vertex in G. For a multigraph G, we use S(G) to denote the minimum
simple degree, i.e. S(G) = δ(G).
Deﬁnition 1.4. For disjoint sets S, T ⊆ V (G), we write ‖S, T‖G for the number of edges
from S to T . If S = {u}, then we will write ‖u, T‖G instead of ‖{u}, T‖G. When the graph
G is clear from context, we will simplify the notation to ‖S, T‖ and ‖u, T‖, respectively.
Deﬁnition 1.5. For graphs H and G, we say that H is a subgraph of G, denoted H ⊆ G,
if V (H) ⊆ V (G) and E(H) ⊆ E(G).
Deﬁnition 1.6. Let G be a graph and S ⊆ V (G). The subgraph induced by S, denoted
G[S], has vertex set S and E(G[S]) = {e ⊆ S : e ∈ E(G)}.
Deﬁnition 1.7. For a graph G, a set S ⊆ V (G) is independent if G[S] contains no edges.
The independence number of G, denoted α(G) is the size of the largest independent set in
G.
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Deﬁnition 1.8. The complete graph on n vertices, denoted Kn, is a simple graph with n
vertices and E(Kn) =
(
V (Kn)
2
)
, i.e. all possible edges.
Deﬁnition 1.9. The complete bipartite graph Km,n has vertex set X ∪ Y , with |X| = m
and |Y | = n, and edge set {xy : x ∈ X and y ∈ Y }.
Deﬁnition 1.10. The complement of a simple graph G, denoted G, is a simple graph with
vertex set V (G) and edge set
{
e ∈ (V (G)
2
)
: e /∈ E(G)
}
.
Deﬁnition 1.11. A matching M is an edge set where no two distinct edges share a common
endpoint. A matching M ⊆ E(G) is a perfect matching if every vertex in V (G) is the
endpoint of some edge in M .
Deﬁnition 1.12. A cycle on n vertices, denoted Cn, is a connected graph with d(v) = 2 for
each v ∈ V (Cn).
Deﬁnition 1.13. Two graphs are disjoint if they have no vertices in common. Hence, by
disjoint, we mean vertex-disjoint unless otherwise noted.
Deﬁnition 1.14. The union of two graphs G and H, denoted G∪H, is a graph with vertex
set V (G) ∪ V (H) and edge set E(G) ∪ E(H). The disjoint union of G and H is denoted
G+H, and for an integer k, k copies of G is denoted by k G.
Deﬁnition 1.15. The join of two graphs G and H, denoted G ∨H, is a graph with vertex
set V (G) ∪ V (H) and edge set E(G) ∪ E(H) ∪ {xy : x ∈ V (G) and y ∈ V (H)}.
Deﬁnition 1.16. A subset W ⊆ V (G) of vertices in G is a clique if G[W ] is a complete
graph.
Deﬁnition 1.17. For a vertex v ∈ V (G), G − v denotes the graph obtained from G by
removing the vertex v and all edges incident to v.
Deﬁnition 1.18. Consider the graph triple (G1, G2, G3) with G1 = (V1, E1), G2 = (V2, E2),
and G3 = (V1∪V2, E3) where |V1| = |V2| = n. A list packing of the graph triple is a bijection
f : V1 → V2 such that uv ∈ E1 implies f(u)f(v) /∈ E2 and for each u ∈ V1, uf(u) /∈ E3. We
say graphs G1 and G2 pack if (G1, G2, G3) has a list packing where G3 = 2nK1, i.e. a graph
with no edges..
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1.2 List Packing (Chapter 2)
The notion of graph packing is a well-known concept in graph theory and combinatorics.
Two graphs on n vertices are said to pack if there is an edge-disjoint placement of the graphs
onto the same set of vertices. In 1978, two seminal papers, [1] and [2], on extremal problems
on graph packing appeared in the same journal. In particular, Sauer and Spencer [1] proved
suﬃcient conditions for packing two graphs with bounded product of maximum degrees.
Theorem 1.19. (Sauer-Spencer [1]) Let G1 and G2 be two graphs of order n. If
2∆(G1)∆(G2) < n, then G1 and G2 pack.
This result is sharp and later Kaul and Kostochka [3] characterized all graphs for which
Theorem 1.19 is sharp.
Theorem 1.20. (Kaul-Kostochka [3]) Let G1 and G2 be two graphs of order n and
2∆(G1)∆(G2) ≤ n. Then G1 and G2 do not pack if and only if one of G1 and G2 is a perfect
matching and the other either is Kn
2
,n
2
with n
2
odd or contains Kn
2
+1.
Figure 1.1: Kn/2,n/2 and n2K2 (n = 10 shown)
In the same paper, Sauer and Spencer gave suﬃcient conditions for packing two graphs
with given total number of edges.
Theorem 1.21. (Sauer-Spencer [1]) Let G1 and G2 be two graphs of order n. If |E(G1)|+
|E(G2)| ≤ 32n− 2, then G1 and G2 pack.
This result is best possible, since G1 = K1,n−1 and G2 = n2K2 do not pack, see Fig-
ure 1.2. Independently, Bollobás and Eldridge [2] proved the stronger result that the bound
of Theorem 1.21 can be signiﬁcantly strengthened when ∆(G1),∆(G2) < n− 1.
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Figure 1.2: K1,n−1 and n2K2 (n = 10 shown)
Theorem 1.22. (Bollobás-Eldridge [2]) Let G1 and G2 be two graphs of order n. If ∆(G1),
∆(G2) ≤ n− 2, |E(G1)|+ |E(G2)| ≤ 2n− 3, and {G1, G2} is not one of the following pairs:
{2K2, K1 ∪ K3}, {K2 ∪ K3, K2 ∪ K3}, {3K2, K2 ∪ K4}, {K3 ∪ K3, 2K3}, {2K2 ∪ K3, K3 ∪
K4}, {K4 ∪K4, K2 ∪ 2K3}, {K5 ∪K4, 3K3} (Figure 1.3), then G1 and G2 pack.
G(1) H(1) G(2) H(2)
G(5) H(5) G(6) H(6)
G(3) H(3) G(4) H(4)
G(7) H(7)
Figure 1.3: Bad pairs in Theorems 1.22 and 1.24.
This result is also sharp, since the graphs G1 = Cn and G2 = K1,n−2 ∪ K1 satisfy the
maximum degree conditions, have 2n− 2 edges, and do not pack. There are other extremal
examples.
Variants of the packing problem have been studied and, in particular, restrictions of
permissible packings arise both within proofs and are posed as independent questions. The
notion of a bipartite packing was introduced by Catlin [4] and was later studied by Hajnal
and Szegedy [5]. This variation of traditional packing involves two bipartite graphs G1 =
(X1 ∪ Y1, E1) and G2 = (X2 ∪ Y2, E2) where permissible packings send X1 onto X2 and Y1
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onto Y2. The problem of ﬁxed-point-free embeddings, studied by Schuster in 1978, considers
a diﬀerent restriction to the original packing problem [6]. In this case, G1 = G is packed
with G2 = G under the additional restraint that no vertex of G1 is mapped to its copy in
G2. In [7], Schuster's result is used to prove a necessary condition for packing two graphs
with given maximum and average degree bounds.
In Chapter 2, we will generalize the idea of graph packing to list packing and prove
stronger theorems that will imply Theorems 1.19, 1.20, 1.21, and 1.22. Speciﬁcally, with
Deﬁnition 1.18, we prove
Theorem 1.23. Let G = (G1, G2, G3) be a graph triple with |V1| = |V2| = n. If
∆(G1)∆(G2) + ∆(G3) ≤ n/2, (1.1)
then G does not pack if and only if ∆(G3) = 0 and one of G1 or G2 is a perfect matching and
the other is Kn
2
,n
2
with n
2
odd or contains Kn
2
+1. Consequently, if ∆(G1)∆(G2)+∆(G3) < n/2,
then G packs.
Theorem 1.24. LetG = (G1, G2, G3) be a graph triple with |V1| = |V2| = n. If ∆(G1),∆(G2) ≤
n − 2, ∆(G3) ≤ n − 1, |E1| + |E2| + |E3| ≤ 2n − 3 and the pair {G1, G2} is none of the 7
pairs in Figure 1.3, then G packs.
1.3 Cycles (Chapter 3)
The problem of ﬁnding the maximum number of disjoint cycles in a graph is NP -hard, since
even a partial case of it is:
Theorem 1.25. (Garey-Johnson [8]) Determining whether a 3n-vertex graph has n disjoint
triangles is an NP -complete problem.
On the other hand, Bodlaender [9] and independently Downey and Fellows [10] showed
that this problem is ﬁxed parameter tractable:
Theorem 1.26. (Bodlaender [9], Downey-Fellows [10]) For every ﬁxed k, the question
whether an n-vertex graph has k disjoint cycles can be resolved in linear (in n) time.
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Since the general problem is hard, it is natural to look for suﬃcient conditions that ensure
the existence of many disjoint cycles in a graph. One well-known result of this type is the
following theorem of Corrádi and Hajnal [11] from 1963:
Theorem 1.27. (Corrádi-Hajnal [11]) Let k ∈ Z+. Every graph G with |G| ≥ 3k and
δ(G) ≥ 2k contains k disjoint cycles.
The hypothesis δ(G) ≥ 2k is best possible, as shown by the 3k-vertex graph H =
Kk+1 ∨ K2k−1, which has δ(H) = 2k − 1 but does not contain k disjoint cycles. The
proof yields a polynomial algorithm for ﬁnding k disjoint cycles in the graphs satisfying the
conditions of the theorem.
Theorem 1.27 was reﬁned and generalized in several directions. Enomoto [12] and
Wang [13] generalized the Corrádi-Hajnal Theorem in terms of the minimum Ore-degree:
Theorem 1.28. (Enomoto [12],Wang [13]) Let k ∈ Z+. Every graph G with |G| ≥ 3k and
σ2(G) ≥ 4k − 1
contains k disjoint cycles.
Kierstead, Kostochka, and Yeager [14] reﬁned Theorem 1.27 by characterizing all sim-
ple graphs that fulﬁll the weaker hypothesis δ(G) ≥ 2k − 1 and contain k disjoint cycles.
This reﬁnement depends on an extremal graph Yk,k,k where Yh,s,t = Kh ∨ (Ks ∪ Kt) and
Yh,s,t(X0, X1, X2) = Kh(X0) ∨ (Ks(X1) ∪Kt(X2)).
X2
X0
X1
Figure 1.4: Yh,t,s, shown with h = 3 and t = s = 4.
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Theorem 1.29. (Kierstead-Kostochka-Yeager [14]) Let k ≥ 2. Every simple graph G with
|G| ≥ 3k and δ(G) ≥ 2k − 1 contains k disjoint cycles if and only if:
(i) α(G) ≤ |G| − 2k;
(ii) if k is odd and |G| = 3k, then G 6= Yk,k,k; and
(iii) if k = 2 then G is not a wheel.
Theorem 1.28 was reﬁned in a similar way in [14] and [15] (see Theorem 3.10 in Chapter 3).
Dirac [16] described all 3-connected multigraphs that do not have two disjoint cycles and
posed the following question:
Question 1.30 ([16]). Which (2k− 1)-connected multigraphs1 do not have k disjoint cycles?
Kierstead, Kostochka, and Yeager [17] used Theorem 1.29 to answer Question 1.30 (see
Theorem 3.8).
A loop is an edge consisting of a single vertex, and a strong edge is an edge with multi-
plicity greater than one. For every multigraph G, let V1 = V1(G) be the set of vertices in G
incident to loops, and V2 = V2(G) be the set of vertices in G− V1 incident to strong edges.
Let F = F (G) be the simple graph with V (F ) = V2 and E(F ) consisting of the strong edges
in G− V1.
In Chapter 3, we will resolve the Ore-type version of Question 1.30 for multigraphs in
an algorithmic way. In Theorem 3.12, we consider the class DOk of multigraphs G whose
underlying simple graph G satisﬁes dG(x)+dG(y) ≥ 4k−3 for all nonadjacent vertices x and
y, and describe all graphs in DOk that do not have k disjoint cycles. Using this description
we construct a polynomial time algorithm that, for every multigraph G in DOk, classiﬁes
whether G has k disjoint cycles or not. More explicitly, we prove the following where, for a
matching M , we use W (M) to denote its vertex set (Note, Gallai-Edmonds Decomposition
will be deﬁned in Chapter 3):
Theorem 1.31. Let k ≥ 5 and n ≥ k be integers. Let G be an n-vertex multigraph in
DOk with no loops. Set F = F (G), α′ = α′(F ), and k′ = k − α′. Let (D,A,C) be the
1Dirac used the word graphs, but in [16] this appears to mean multigraphs.
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Gallai-Edmonds decomposition of F and let D′ = V (G) − V (F ). Then G does not contain
k disjoint cycles if and only if one of the following holds:
(Q1) n < 3k − α′;
(Q2) n > 2k + 1, α(G) = n− 2k + 1, and either
(Q2a) some maximum independent set is not incident to any strong edge, or
(Q2b) for some two distinct maximum independent sets J and J ′, all strong edges inter-
secting J ∪ J ′ have a common vertex outside of J ∪ J ′;
(Q3) k′ ≥ 5 and n = 3k − α′, and G has a vertex x ∈ D′ of degree k + α′ − 1 such that for
each maximum matching M in F , the set N(x)−W (M) is independent;
(Q4) 3k − α′ ≤ n ≤ 3k − α′ + 1 and k′ ≤ 4 and G−W (M) has no k − |M | disjoint cycles
for all (possibly nonmaximum) matchings M in F ; or
(Q5) k′ ≥ 5 and n = 3k−α′, |F |−2α′ ∈ {0, |D|−2, |D|−1} and for all maximum matchings
M in F either α(G−W (M)) = k′+1 or G−W (M) ⊆ Yk′,c,2k′−c for some odd c ≤ k′.
Theorem 1.32. There is a polynomial time algorithm that for every multigraph G ∈ DOk
decides whether G has k disjoint cycles or not.
1.4 Chorded Cycles (Chapter 4)
A natural next step is to consider subgraphs other than cycles. In Chapter 4, we look to ﬁnd
k vertex-disjoint chorded cycles. Recall, in 1963, Corrádi and Hajnal veriﬁed a conjecture of
Erd®s.
Theorem 1.33. (CorrádiHajnal [11]) Let n, k ≥ 1 be integers such that n ≥ 3k. If
δ(G) ≥ 2k, then G contains k disjoint cycles.
Enomoto and Wang then independently strengthened the result by replacing the mini-
mum degree condition with a minimum Ore-degree condition.
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Theorem 1.34. (Enomoto [12], Wang [13]) Every graph G on |G| ≥ 3k vertices with
σ2(G) ≥ 4k − 1 contains k disjoint cycles.
Finkel proved the chorded cycle analog of the Corrádi-Hajnal Theorem 1.33.
Theorem 1.35. (Finkel [18]) Every graph G on |G| ≥ 4k vertices with δ(G) ≥ 3k contains
k disjoint chorded cycles.
This was then expanded upon with a result of Chiba, Fujita, Gao, and Li. While looking
at a combination of chorded and simple cycles, they were able to prove the following which
appears as a corollary in their paper.
Theorem 1.36. (ChibaFujitaGaoLi [19]) Every graph G on |G| ≥ 4k vertices with
σ2(G) ≥ 6k − 1 contains a collection of k disjoint chorded cycles.
More recently, Molla, Santana, and Yeager characterized what occurs in the extremal
case.
Theorem 1.37. (MollaSantanaYeager [20]) For k ≥ 2, let G be a graph with n = |G| ≥ 4k
and σ2(G) ≥ 6k − 2. Then G does not contain k disjoint chorded cycles if and only if G ∈
{G1(n, k), G2(k)}, where G1(n, k) = K3k−1,n−3k+1 for n ≥ 6k − 2 and G2(k) = K3k−2,3k−2,1
for k ≥ 2.
We prove that, with minor exceptions, these examples from the Molla, Santana, and
Yeager result work when we reduce the lower bound by 1. Our exceptional graphs include
G1(n, k) = K3k−1,n−3k+1, G2(k) = K3k−2,3k−2,1, and G3 which is produced from a K7 after
removing the edges of a triangle T and adding a vertex whose neighborhood is V (T ) (see
Figure 1.5). Now, if G2(k) has partite sets {v}, A,B, then we deﬁne G∗2(k) = G2(k)− vx for
any x ∈ A ∪ B and G∗∗2 (k) = G2(k)− vx− vy for any x ∈ A, y ∈ B. But also, or any edge
e ∈ E(G1(n, k)), we deﬁne G−1 (n, k) = G1(n, k) − e. Our exceptional graphs also include
G−1 (n, k), G
∗
2(k), and G
∗∗
2 (k).
Theorem 1.38. Let k ≥ 2, G be an n-vertex graph with n ≥ 4k, and σ2(G) ≥ 6k− 3. Then
G does not contain k vertex-disjoint chorded cycles if and only if
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• G−1 (n, k) ⊆ G ⊆ G1(n, k),
• G∗∗2 (k) ⊆ G ⊆ G2(k), or
• G = G3.
G−1 (n, 2) G
∗∗
2 (2) G3
Figure 1.5: Graphs for Theorem 1.38 with k = 2. Dashed lines indicate missing edges.
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Chapter 2
List Packing
2.1 Introduction
Recall, in Deﬁnition 1.18, we deﬁne a list packing of the graph triple (G1, G2, G3) with
G1 = (V1, E1), G2 = (V2, E2), and G3 = (V1 ∪ V2, E3). It is a bijection f : V1 → V2 such that
uv ∈ E1 implies f(u)f(v) /∈ E2 and for each u ∈ V1, uf(u) /∈ E3. Note that both G1 and G2
are graphs on n vertices so that G3 has 2n vertices, and one can think of the edge set E3 as
a list of restrictions that must be avoided when packing G1 and G2.
This notion is closely related to Vizing's concept of list coloring [21]. Suppose we wish to
color a graph G with the colors {1, . . . , k}. A list assignment L is a function on the vertex
set V (G) that returns a set of colors L(v) ⊆ {1, . . . , k} permissible for v. A list coloring,
more speciﬁcally an L-coloring, is a proper coloring f of G such that f(v) ∈ L(v) for all
v ∈ V (G). The problem of list coloring G can be stated within the framework of list packing.
A proper L-coloring of a graph G is equivalent to a list packing where G1 = G along with
an appropriate number of isolated vertices, G2 is a disjoint union of Kn's each representing
a color, and E3 consists of all edges going between a vertex v ∈ V1 and the copies of Kn
corresponding to colors not in L(v). Note the list L(v) denotes permissible colors in a list
coloring while N3(v) speciﬁes forbidden vertices in a list packing.
Similarly, the variations of packing discussed above can be modeled using this framework.
A bipartite packing is a packing of the triple (G1, G2, G3) where E3 consists of all edges
between Xi and Y3−i for i = 1, 2. A ﬁxed-point-free embedding is a packing of the triple
(G,G,G3) where E3 = {(v, v) : v ∈ V (G)}. Further, several important theorems on the
ordinary packing can be stated in terms of list packing. The results of this paper prove
natural generalizations of Theorems 1.191.22. In particular, we extend Theorem 1.19 and
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Theorem 1.20 as follows.
Theorem 2.1. Let G = (G1, G2, G3) be a graph triple with |V1| = |V2| = n. If
∆(G1)∆(G2) + ∆(G3) ≤ n/2, (2.1)
then G does not pack if and only if ∆(G3) = 0 and one of G1 or G2 is a perfect matching and
the other is Kn
2
,n
2
with n
2
odd or contains Kn
2
+1. Consequently, if ∆(G1)∆(G2)+∆(G3) < n/2,
then G packs.
The main result of this paper is the following list version of Theorem 1.22.
Theorem 2.2. LetG = (G1, G2, G3) be a graph triple with |V1| = |V2| = n. If ∆(G1),∆(G2) ≤
n − 2, ∆(G3) ≤ n − 1, |E1| + |E2| + |E3| ≤ 2n − 3 and the pair {G1, G2} is none of the 7
pairs in Figure 2.1, then G packs.
G(1) H(1) G(2) H(2)
G(5) H(5) G(6) H(6)
G(3) H(3) G(4) H(4)
G(7) H(7)
Figure 2.1: Bad pairs in Theorem 2.2.
Theorem 2.2 is sharp and has more sharpness examples than Theorem 1.22. Some of
these are shown in Figure 2.2 where each left column of vertices corresponds to V1 and each
right column corresponds to V2. First, the condition ∆(G3) ≤ n − 1 cannot be removed,
since a vertex in V1 adjacent to all vertices in V2 cannot be placed at all (Figure 2.2a). The
restriction on |E1| + |E2| + |E3| is also sharp, as there are several examples of graphs with
|E3| > 0 and edge sum equal to 2n− 2 that do not pack.
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x1
x2
y1
y2
y3
yn−2
yn−1
yn
x3
xn−2
xn−1
xn
(a)
x1
x2
y1
y2
y3
yn−2
yn−1
yn
x3
xn−2
xn−1
xn
(b)
x1
x2
y1
y2
y3
yn−2
yn−1
yn
x3
xn−2
xn−1
xn
(c)
x1
x2
y1
y2
yn−3
yn−2
yn−1
yn
x3
xn−2
xn−1
xn
(d)
x1
x2
y1
y2
ym′+1
ym′
ym′−1
yn−1
x3
xm
xm+1
xm+2
xn
yn
(e)
x1
x2
y1
y2
yk
yk+1
yk+2
yn
x3
x4
xn−2
xn−1
xn
(f)
Figure 2.2: Sharpness examples for Theorem 2.2.
For example, let G1 and G2 be independent sets and x1, x2 ∈ V1 be adjacent to the same
n− 1 vertices in V2 (Figure 2.2b). In this case (G1, G2, G3) does not pack. If E1 consists of
a single edge x1x2, E2 consists of a single edge yn−1yn, and E3 consists of all edges between
{x1, x2} and V2 − yn−1 − yn (Figure 2.2c), then (G1, G2, G3) also does not pack. Similarly,
if E1 contains a single edge, G2 contains a triangle and (n − 3) isolated vertices, and G3
consists of all edges between non-isolated vertices in G1 and isolated vertices in G2, then
(G1, G2, G3) does not pack (Figure 2.2d).
Alternatively, consider G1 = K1,m−1 ∪Kn−m, G2 = K1,m′−1 ∪Kn−m′ (for any choice of
m,m′ such that m − 1 6= n −m′), and E3 consisting of all edges between the center of the
star in G1 and isolated vertices in G2 as well as between the center of the star in G2 and
isolated vertices in G1 (Figure 2.2e). Indeed, since m − 1 6= n −m′, mapping the center of
the star in G1 to the center of the star in G2 will create a conﬂict. Then, since the center
of the star in G1 must be mapped to a leaf in G2 and a leaf in G1 must be mapped to the
center of the star in G2, (G1, G2, G3) does not pack. Finally, consider G1 = K1,n−1 ∪ K1,
G2 = Ck ∪Kn−k (for any choice of k), and let E3 consist of all possible edges between the
center of the star in G1 and isolated vertices in G2 (Figure 2.2f). In this case, (G1, G2, G3)
does not pack since the center of the star in G1 is adjacent to n− 2 vertices in G1, but must
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be mapped to a vertex in the cycle in G2.
The notion of list packing arose while my collaborators and I were working on a conjecture
of ak [7] on packing n-vertex graphs with given sizes and maximum degrees. In this
situation, list packing provides a stronger inductive assumption that facilitates a proof.
In [22], we heavily use Theorems 2.1 and 2.2 of this paper to get an approximate solution to
ak's conjecture.
2.1.1 Notation
For this chapter, we will deﬁne a graph triple G = (G1, G2, G3) of order n to consist of a pair
of n-vertex graphs G1 = (V1, E1) and G2 = (V2, E2) with disjoint vertex sets together with a
bipartite graph G3 = (V1 ∪ V2, E3). For i ∈ {1, 2, 3}, let ei = |Ei|. Let V = V (G) = V1 ∪ V2.
An edge in E1 ∪E2 is a white edge, while an edge in E3 is a yellow edge. The edge set of G
is E(G) = E1 ∪ E2 ∪ E3.
Let i ∈ {1, 2} and v ∈ Vi. Then the white neighborhood of v, denoted Ni(v), is the set
of neighbors of v in Gi, and di(v) = |Ni(v)|. A vertex in Ni(v) is a white neighbor of v. For
convenience, we say that N3−i(v) = ∅ (and hence d3−i(v) = 0) since v /∈ V3−i. The yellow
neighborhood of v, denoted N3(v), is the set of neighbors of v in G3 and d3(v) = |N3(v)|.
A vertex in N3(v) is a yellow neighbor of v. Furthermore, the neighborhood of v, denoted
N(v), is the disjoint union Ni(v) ∪ N3(v) and vertices in the neighborhood are neighbors.
The degree of v is di(v) + d3(v) and is denoted d(v). For i ∈ {1, 2, 3}, deﬁne ∆i = ∆i(G) to
be maxv∈V di(v).
If W ⊆ V , then the triple induced by W is G[W ] = (G1[W ], G2[W ], G3[W ]), where
Gi[W ] is the subgraph of Gi induced by the set W . Similarly, the triple G −W is (G1 −
W,G2 −W,G3 −W ). The underlying graph G of a triple G is the graph with vertex set
V (G) and edge set E(G). Finally, we say the graph triple G packs if the triple has a list
packing.
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2.2 Proof of Theorem 2.1
(⇐) Suppose G1 is a perfect matching and G2 contains Kn
2
+1 or n2 is odd and G2 = Kn2 ,n2 .
In the ﬁrst case, for any mapping f : V1 → V2, some edge of G1 will be mapped to an edge
in the clique Kn
2
+1. In the second case, since n2 odd, some edge of a perfect matching on V2
has one endpoint in each partite set of G2. Thus, G = (G1, G2, G3) cannot pack.
(⇒) Assume that a graph triple G is a counterexample with the minimum |E3|. By The-
orem 1.19, E3 6= ∅. By the minimality of |E3|, we may assume that there is a mapping f
which has a conﬂict at only one edge vw ∈ E3, i.e., f(v) = w. For each a ∈ V1 − v, deﬁne
the mapping fa by fa(v) = f(a), fa(a) = w and fa(x) = f(x) for all x ∈ V1 − a − v. We
claim that there is a mapping fa that satisﬁes:
(i) fa(N1(a)) ∩N2(w) = ∅,
(ii) fa(N1(v)) ∩N2(f(a)) = ∅,
(iii) fa(a) /∈ N3(v), and
(iv) w /∈ N3(a).
Indeed, V1 − v has at most ∆1∆2 vertices that may violate (i), at most ∆1∆2 vertices that
may violate (ii), at most ∆3 − 1 vertices that may violate (iii) and at most ∆3 − 1 vertices
that may violate (iv). SinceG does not pack, n−1 = |V1−v| ≤ (∆3−1)+(∆3−1)+2∆1∆2.
But this inequality yields n+ 1 ≤ 2(∆3 + ∆1∆2), contradicting (2.1).
Thus some fa satisﬁes (i)(iv). Then under fa there is no conﬂict along edge vw and no
new conﬂicts are introduced. Since the only conﬂict in f was along vw, fa is a packing, a
contradiction to the choice of G.
2.3 Preliminary facts
The following lemma is an extension of Theorem 1.21.
Lemma 2.3. Let G = (G1, G2, G3) be a graph triple with |V1| = |V2| = n. If ∆3 ≤ n − 1
and e1 + e2 + e3 ≤
⌊
3
2
n
⌋− 2, then the triple G = (G1, G2, G3) packs.
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Proof. It is enough to prove the lemma in the case
e1 + e2 + e3 =
⌊
3
2
n
⌋
− 2. (2.2)
The proof will proceed by induction on n. If e3 = 0, then the result holds by Theorem 1.21.
If n = 2, then e1 + e2 + e3 = 1 and G packs. If e1 = 0 or e2 = 0, then the problem reduces to
ﬁnding a perfect matching in Kn,n −E3. By the König-Egerváry Theorem, if Kn,n −E3 has
no perfect matching, then it has a vertex cover C with |C| = n−1. This means that G3−C
is a complete bipartite graph with n+ 1 vertices, say G3−C = Kk,n+1−k. Since ∆3 ≤ n− 1,
we have 2 ≤ k ≤ n − 1 and so |E(G3 − C)| = k(n + 1 − k) ≥ 2n − 2, contradicting (2.2).
Therefore, e1, e2, e3 > 0 and so n ≥ 4.
We now claim that
∆3 ≤ n− 2. (2.3)
Otherwise, by symmetry, we may assume that d3(v) = n−1 for some v ∈ V1. Let V2−N3(v) =
{y}. Then at most n/2− 1 edges in G are not adjacent to v. In particular, there is u ∈ V2
that has no neighbors in (V1 ∪ V2)− v. If u = y, then we pack G− v − y by induction and
extend this packing by assigning v to y.
If uv ∈ E3 and there is w ∈ V1 − v with d(w) ≥ 1, then consider G′ = G− w − u. The
total number of edges decreases by at least 2, and v is incident with exactly n − 2 yellow
edges. So, since G′ contains at most
⌊
3
2
n
⌋ − 4 edges, ∆3(G′) = n − 2. Thus G′ packs by
induction, and we can extend the packing by sending w to u. Finally, if uv ∈ E3 and G1
has no edges, it is enough to ﬁnd an ordering (v1, . . . , vn) of V1 and an ordering (y1, . . . , yn)
of V2 such that viyi /∈ E3 for all i. We order V1 so that v1 = v and d3(vi+1) ≤ d3(vi) for all
1 ≤ i ≤ n − 1 and ﬁnd a nonneighbor yi for vi greedily one by one for i = 1, . . . n. This
is possible, since G3 − v1 has at most n/2 − 1 edges and so for i ≥ 2, vi has at most n/2−1i−1
neighbors in V2 − {y1, . . . , yi−1}. This proves (2.3).
We now proceed in three cases.
CASE 1: There exists an i ∈ {1, 2} and a vertex x ∈ Vi such that di(x) = 0 and d3(x) > 0.
By symmetry, we may assume i = 1. If there exists y ∈ V2 − N3(x) with d3(x) + d(y) ≥ 2,
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then by (2.3) the triple G−x−y satisﬁes the lemma. By induction, G−x−y has a packing
and this packing can be extended to G by assigning x to y. Otherwise, we may assume
d(y) = 0 for every y ∈ V2 −N3(x) and d3(x) = 1. Let N3(x) = {z}. Since ∆3 ≤ n− 1, there
exists a vertex w ∈ V1 − N3(z) that can be mapped to z. As d(y) = 0 for each y ∈ V2 − z,
any bijection from V1 −w onto V2 − z is a packing of G−w− z. This packing extends to a
packing of G by assigning w to z.
CASE 2: There exists an i ∈ {1, 2} and a vertex x ∈ Vi such that di(x) = d3(x) = 0.
Again, we may assume i = 1. Similarly to Case 1, if there exists y ∈ V2 with d(y) ≥ 2, then
the triple G − x − y satisﬁes the lemma. By induction G − x − y has a packing and this
packing can be extended to G by assigning x to y. So we may assume that d(y) ≤ 1 for all
y ∈ V2. Then since e3 > 0, there is y ∈ V2 with d3(y) = 1 and d2(y) = 0. But this means we
now have Case 1.
CASE 3: For i ∈ {1, 2}, di(v) ≥ 1 for every v ∈ Vi. By (2.2), there is x ∈ V1 ∪ V2 with
d(x) ≤ 1. By symmetry, we may assume x ∈ V1. By the case assumption, d1(x) = 1, and
so d3(x) = 0. Let N1(x) = {z}. Since e3 > 0, there is y ∈ V2 incident with a yellow edge.
Let G′′ be obtained from the triple G − x − y by joining z with an edge to each vertex in
N2(y). Note that we have deleted 1 + d2(y) + d3(y) edges and added only d2(y) edges. Since
d3(y) ≥ 1, |E(G′′)| ≤
⌊
3
2
(n− 1)⌋− 2.
For i ∈ {1, 2}, di(v) ≥ 1 for each v ∈ Vi, so e1, e2 ≥ n2 . Every vertex in G′′ is incident to
at most ∆3 yellow edges present in G and at most d2(y) ≤ ∆2 newly added yellow edges.
Hence, each vertex in G′′ is incident to at most e2 + e3 ≤ (32n− 2)− e1 ≤ n− 2 yellow edges.
Thus the triple G′′ satisﬁes the conditions of Lemma 2.3 and, by induction, G′′ packs. Due
to the added yellow edges, z was sent to a vertex in V2 − N2(y). Therefore, this packing
extends to a packing of G by mapping x to y.
Lemma 2.3 along with the following corollary will serve as a base case for a proof of
Theorem 2.2.
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Corollary 2.4. Suppose G is a graph triple (G1, G2, G3) of order n ≥ 1. If e1 + e2 + e3 ≤ n,
then either:
(1) G has a packing, or
(2) e1 = e2 = 0 and for some i ∈ {1, 2}, there exists v ∈ Vi adjacent to all vertices in V3−i,
or
(3) n = 2, e3 = 0 and G1 ∼= G2 ∼= K2.
Proof. For n ≥ 4, the result follows from Lemma 2.3. If n = 1, then either there are no
edges and so G packs, or there is a single edge in E3, and (2) holds.
If n = 2 and e1 + e2 = 2, then (3) holds. If n = 2, e3 = 1 and e1 + e2 ≤ 1, then G has a
packing. Finally, if n = 2 and e3 = 2, then either G has a packing or (2) holds.
The last case is n = 3. If e3 = 0, then in the worst case, e1 + e2 = 3. In this case,
either {G1, G2} ∼= {K1,2, K2 ∪K1} or {G1, G2} ∼= {K3, K3} and so G = (G1, G2, K6) packs
in all cases. Suppose now e1 = 0. Then similarly to the proof of Lemma 2.3, G packs if
K3,3 − E3 has a perfect matching. If K3,3 − E3 has no such matching, then by the König-
Egerváry Theorem, G3 has a complete bipartite subgraph with 4 vertices. Since e3 ≤ 3,
the only possibility is that G3 ⊇ K1,3, i.e. (2) holds. Thus, e1, e2, e3 ≥ 1, which means
e1 = e2 = e3 = 1. Up to isomorphism, there are only 3 cases, and Figure 2.3 shows a packing
in each case with the function f : V1 → V2 deﬁned by f(xi) = yi for each i ∈ {1, 2, 3}.
x1
x2
x3
y3
y2
y1
x1
x2
x3
y2
y1
y3
x1
x2
x3
y2
y1
y3
Figure 2.3: Graph triples of order n = 3 and e1 = e2 = e3 = 1.
2.4 Proof of Theorem 2.2
Let G = (G1, G2, G3) of order n be a counterexample to Theorem 2.2 with the smallest
order. By Corollary 2.4, n ≥ 4. Also, by Theorem 1.22, we may assume E3 6= ∅.
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Lemma 2.5. ∆3 ≤ n− 2.
Proof. Suppose that there exist v ∈ V1 and w ∈ V2 such that N3(v) = V2 − w. Since
|E(G− v − w)| ≤ (2n− 3)− (n− 1) = n− 2, the triple G− v − w packs by Corollary 2.4.
If d1(v) = 0 or d2(w) = 0, then additionally placing v on w is a packing of G. So assume
d1(v) ≥ 1 and d2(w) ≥ 1.
LetG′ = (G′1, G
′
2, G
′
3) be obtained fromG by deleting, in G3, all n−1 edges connecting v
with V2 and all edges (maybe zero) connecting w with V1. We now show that after mapping
v to w, there are enough isolated vertices in either V2−w or V1− v to complete the packing.
First suppose v and w are in diﬀerent components of the underlying graph G′. Deﬁne
X and Y to be the vertex sets of the component of G′ containing v and w, respectively
(possibly X = Y ). Deﬁne Z = X ∪ Y and let z = |Z|. For i ∈ {1, 2}, let Zi = Z ∩ Vi, with
size zi. The graph G′ −Z has 2n− z vertices and at most 2n− 3− (n− 1)− (z − 2) edges.
So G′ − Z has a least (2n − z) − (n − z) = n components, and at least z of them have no
edges, i.e. are singletons. At least z1 of the singletons are in V2 or at least z2 of them are
in V1. Suppose the former holds. In particular, there is a set S ⊆ V2 − w of singletons with
|S| = d1(v).
Consider the triple G′′ = G− v−w−N1(v)− S. The triple G′′ has order n− d1(v)− 1
and |E(G′′)| ≤ 2n−3− (n−1)−d1(v)−d2(w) = n−2−d1(v)−d2(w). The number of edges
in G′′ is less than the order of G′′, so by Corollary 2.4, G′′ packs. This packing, together
with the placement of v and N1(v), gives a packing of G, a contradiction.
Lemma 2.6. ∆1,∆2 ≤ n− 3.
Proof. Suppose ∆1 = n−2, the other case is symmetric. Let v, v′ ∈ V1 andN1(v) = V1−v−v′.
CASE 1: There is w ∈ V2 − N(v) with no neighbors in V2. Consider the triple G′ =
G − v − w. Since d(v) ≥ n − 2, |E(G′)| ≤ (2n − 3) − (n − 2) = n − 1. By Lemma 2.5,
∆3(G
′) ≤ n− 2, so G packs by Corollary 2.4. This packing can be extended to a packing of
G by sending v to w.
CASE 2: Every w ∈ V2 −N(v) has a white neighbor. Let W ′ be the set of vertices in V2
reachable from V1 in the underlying graph G, and let W = V2 −W ′. Since G −W has at
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least (n− 2) + |W ′| edges, |W ′| ≤ n− 1. So W 6= ∅ and if d1(v′) = a, then
|E(G[W ])| ≤ (2n− 3)− (n− 2)− a− |W ′| = |W | − 1− a. (2.4)
LetW1 be the vertex set of a smallest tree component in G2[W ]. By the case assumption,
every vertex in G2[W ] has positive degree. Since there are no yellow edges incident toW , the
degree of each vertex in G2[W ] is equal to its degree in G. Let y ∈ W1 be a vertex of degree
1 in G2[W ] and let y′ ∈ W1 be the neighbor of y. Suppose d2(y′) = b. Let G′ = (G′1, G′2, G′3)
be the triple obtained from G− {v, v′, y, y′} by adding the a(b− 1) yellow edges connecting
the white neighbors of v′ with the (necessarily white) neighbors of y′ distinct from y. The
graph triple G′ has 2(n− 2) vertices and
|E(G′)| ≤ 2n− 3− (n− 2)− a− b+ a(b− 1) = n− 1− 2a+ b(a− 1). (2.5)
If G′ packs, then because of the added edges, this packing extends to a packing of G by
sending v to y and v′ to y′. Suppose it does not.
Case 2.1: a ≤ 1. Then by (2.5),
|E(G′)| ≤ n − 2 with equality only if a = 0, b = 1, and the only edges in
E(G)− E(G′) are yy′ and the n− 2 white edges incident with v.
(2.6)
By Corollary 2.4, |E(G′)| = n− 2 and G′ either has no white edges or has no yellow edges,
since G′ does not pack. Then (2.6) yields a = 0, b = 1, and E(G) − E(G′) has no yellow
edges. Since e3 > 0, this implies G′ has no white edges, but this contradicts the case
conditions together with b = 1.
Case 2.2: a ≥ 2. By (2.4), G2[W ] has at least a+ 1 tree components. So by the choice of
W1,
2 ≤ b+ 1 ≤ |W1| ≤ |W |/(a+ 1) ≤ n/(a+ 1) (2.7)
and thus b ≤ −1 + n/(a+ 1). Since a ≥ 2, by (2.5),
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|E(G′)| ≤ n− 1− 2a+
(
n
a+ 1
− 1
)
(a− 1)
= n− 3a+ n a
a+ 1
− n
a+ 1
≤ n+ n a
a+ 1
− 3a− 3
≤ n+ n a
a+ 1
− 9 < 2(n− 2)− 3
Since G′ does not pack and the last strict inequality ensures that the examples from
Figure 2.1 do not appear as G′, by induction, some vertex z in G′ has yellow degree n− 2
or white degree at least n− 3. But since we deleted at least n− 2 + a+ b ≥ n+ 1 edges out
of 2n− 3 in G, the number of edges in E(G′) ∩ E(G) (and thus the total number of white
edges in E(G′)) is at most n− 4. It follows that the vertex z has yellow degree n− 2 in G′
and is incident to an added yellow edge. Since all added yellow edges connect W1 with V1,
z ∈ W1 ∪ V1.
If z ∈ W1, then by the deﬁnition of W , all n − 2 yellow edges incident to z are in
E(G′) − E(G). By the construction of G′, this yields a ≥ n − 2, which contradicts (2.7)
since n ≥ 4. Thus z ∈ V1 and is adjacent to each vertex in V (G′2). But by the deﬁnition
of W and G′, the vertices in W −W1 are not incident with yellow edges in G′. This is a
contradiction, since W −W1 6= ∅ by (2.4).
Lemma 2.7. Every vertex of G has a white neighbor.
Proof. Suppose v ∈ V has no white neighbor. Without loss of generality, assume v ∈ V1.
CASE 1: d3(v) = 0.
Case 1.1: Some w ∈ V2 has degree at least 2. Then G−v−w contains at most 2(n−1)−3
edges. By Lemmas 2.5 and 2.6,G−v−w satisﬁes the conditions of Theorem 2.2 for n′ = n−1.
Since any packing of G − v − w can be extended to a packing of G by sending v to w, it
does not pack. So by the minimality of G, G− v − w is one of the examples in Figure 2.1.
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In particular, G3− v−w has no yellow edges. This means all yellow edges in G are incident
to w. Since each of the examples in Figure 2.1 has exactly 2(n− 1)− 3 edges, d(w) = 2.
If both edges adjacent to w are yellow, since every graph in Figure 2.1 contains 3 vertices
of positive degree, there is some v′ ∈ V1 −N(w) with d(v′) ≥ 1. Then G− v′ − w contains
fewer than 2(n− 1)− 3 edges and no yellow edges. By Theorem 1.22, G− v′−w packs and
this packing can be extended to a packing of G by sending v′ to w.
Since e3 > 0, the remaining possibility is that w has exactly one neighbor w′ ∈ V2
and one neighbor in V1. As above, we can choose some v′ ∈ V1 − N1(w) with positive
degree. Create a new graph triple G′ from G by removing v′ and w and adding yellow
edges from w′ to N1(v′). This triple G′ has exactly 2(n− 1)− 3 edges, and all yellow edges
in G′ are incident to w′, since w was the only vertex in G incident to yellow edges. So
∆3(G
′) = d1(v′) ≤ n− 3 by Lemma 2.6. Additionally, no white edges were added, so again
by Lemma 2.6, ∆1(G′),∆2(G′) ≤ n − 3. Thus, G′ satisﬁes the conditions of Theorem 2.2
and has at least one yellow edge. Hence G′ is not one of the examples from Figure 2.1. By
the minimality of G, the triple G′ packs, and this packing can be extended to a packing of
G by sending v′ to w.
Case 1.2: d(w) ≤ 1 for each w ∈ V2. If there exists w ∈ V2 such that d(w) = 0, then in
view of Case 1.1, each u ∈ V1 has degree at most 1, and G packs by Corollary 2.4.
Thus, d(w) = 1 for each w ∈ V2. Since e3 > 0, there exists w ∈ V2 such that d3(w) =
d(w) = 1. Let N3(w) = {v′}. Fix u ∈ V1 − v′ with d(u) maximum. If d(u) = 0, then
∑
v∈V1∪V2
d(v) ≤ d3(v′) + n ≤ ∆3(G) + n ≤ 2n− 1.
In particular, |E(G)| < n. Corollary 2.4 and the strict inequality imply that G packs. So
suppose d(u) ≥ 1. Since d(w) = 1 and d(u) ≥ 1, |E(G − u − w)| ≤ 2(n − 1) − 3. By
Lemmas 2.5 and 2.6, G− u−w satisﬁes the conditions of Theorem 2.2. If d(u) = 1, then v′
is the only vertex in V1 ∪ V2 with degree at least 2, and hence G − u − v is not one of the
examples from Figure 2.1. Similarly, if d(u) ≥ 2, then |E(G − u − w)| ≤ 2(n − 1) − 4 and
again G − u − w is not one of the examples from Figure 2.1. Therefore, there is a packing
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of G− u− w, and sending u to w extends this packing to a packing of G.
CASE 2: d3(v) ≥ 1. Among the vertices in V2 −N3(v) with maximum degree, let w be a
vertex that minimizes d3(w). By Case 1, d(w) ≥ 1. Consider the triple G′ := G − v − w.
Since d(v) + d(w) ≥ 2 and vw /∈ E(G), by Lemmas 2.5 and 2.6, G′ satisﬁes the conditions
of Theorem 2.2 for n′ = n− 1. If G′ packs, then the packing extends to a packing of G by
sending v to w. Therefore by Theorem 2.2, d(v) = d(w) = 1, and G′ is an example from
Figure 2.1.
However, by the choice of w and the fact that d(w) = 1, all vertices in V2 −N3(v) have
degree at most 1 in G and, hence, in G2−w. By inspection, G2−w is either G1(1) or G2(3)
in Figure 2.1, as every other graph in Figure 2.1 has at least two vertices with degree at least
2. Since each of G2(1) and G1(3) has an isolated vertex, and by Case 1, G has no isolated
vertices in V1, we have removed an incident yellow edge when deleting w. It follows that
d3(w) = d(w) = 1. Each of G1(1) and G2(3) has at least 4 vertices incident to exactly one
white edge. Since d2(w) = 0, in the process of removing v and w from G, we have removed
only one edge incident to V2 − w. Thus, G2 contains a vertex with degree 1 incident to a
white edge, contradicting our choice of w.
Proof of Theorem 2.2: Let G be our minimum counterexample. Since e3 > 0, G has
a yellow edge xy with x ∈ V1 and y ∈ V2. Since |E(G)| ≤ 2n − 3 < 2n, there are
vertices of degree at most 1. We may assume that v ∈ V1 and d(v) ≤ 1. By Lemma 2.7,
v has a white neighbor, v′. Since d(v) = 1, v 6= x. We obtain the triple G′ from G
by removing v and y, and adding a yellow edge from v′ to each vertex in N2(y). Then,
|E(G′)| ≤ |E(G)|− 2 ≤ 2(n− 1)− 3. The triple G′ has at least one yellow edge (connecting
v′ with a white neighbor of y), so it is not an example from Figure 2.1. Since we have not
added any white edges, by Lemma 2.6, ∆1(G′),∆2(G′) ≤ n − 3. If ∆3(G′) ≤ n − 2, then
G′ satisﬁes the conditions of Theorem 2.2 and so there exists a packing of G′. This packing
extends to a packing of G by sending v to y.
Thus, ∆3(G′) = n− 1. By Lemma 2.7, e1 + e2 ≥ n, so ∆3 ≤ e3 ≤ n− 3. Since v′ is the
only vertex whose degree in G′ exceeds the degree in G by at least 2, it is the only vertex
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with yellow degree n− 1 in G′. In particular, by construction this implies that in G, every
vertex in V2 − y is either in N3(v′) or in N2(y).
Since the underlying graph G of G contains 2n vertices and at most 2n − 3 edges, it
contains at least 3 tree components. Consider a tree component T that contains neither v′
nor y. Since every vertex in V2 − y is adjacent to y or v′,
T contains only vertices in V1 that do not have neighbors in V2. (2.8)
By Lemma 2.7, T is not a single vertex. Let u ∈ V1 be a leaf vertex, so d(u) = 1, and let
u′ ∈ V1 be its neighbor.
Consider the triple G′′ formed from G− u− y by adding a yellow edge from u′ to each
vertex in N2(y). As with G′, |E(G′′)| ≤ |E(G)| − 2 ≤ 2(n − 1) − 3 and G′′ contains a
yellow edge, so it is not an example from Figure 2.1. No white edges have been added, so by
Theorem 2.6, ∆1(G′′),∆2(G′′) ≤ n−2. By (2.8), u′ is incident to exactly d2(y) ≤ ∆2 ≤ n−3
yellow edges and every other vertex in G′′ is incident to at most ∆3+1 ≤ n−2 yellow edges.
So G′′ satisﬁes the conditions of Theorem 2.2. Therefore, there exists a packing of G′′, and
this packing extends to a packing of G by sending u to y.
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Chapter 3
Cycles
3.1 Introduction
The goal of this chapter is to resolve the Ore-type version of Question 1.30 for multigraphs
in an algorithmic way. In Theorem 3.12, we consider the class DOk of multigraphs G whose
underlying simple graph G satisﬁes dG(x) + dG(y) ≥ 4k − 3 for all nonadjacent vertices
x and y, and describe all graphs in DOk that do not have k disjoint cycles. Using this
description we construct a polynomial time algorithm that for every multigraph G in DOk
decides whether G has k disjoint cycles or not.
In the next section, we introduce/recall notation and discuss existing results to be used
later on. In Section 3.3 we state our main results, Theorem 3.12 and Theorem 3.13. In
Sections 3.4 and 3.5, we prove Theorem 3.12. Finally, we prove Theorem 3.13 in Section 3.6.
3.2 Preliminaries and known results
3.2.1 Notation
A loop is an edge consisting of a single vertex, and a strong edge is an edge with multiplicity
greater than one. For every multigraph G, let V1 = V1(G) be the set of vertices in G incident
to loops, and V2 = V2(G) be the set of vertices in G − V1 incident to strong edges. Let
F = F (G) be the simple graph with V (F ) = V2 and E(F ) consisting of the strong edges in
G − V1. We deﬁne α′ = α′(F ) to be the size of a maximum matching in F . Let G denote
the underlying simple graph of G, i.e. the simple graph on V (G) such that two vertices are
adjacent in G if and only if they are adjacent in G. For e /∈ E(G), let G + e denote the
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graph with V (G + e) = V (G) and E(G + e) = E(G) ∪ {e}. For a path P with P ∩ G = ∅,
let sd(G, e, P ) be the result of subdividing e with P .
Recall that Kt(X) = K(X) denotes the complete graph with vertex set X where |X| = t.
Similarly, K(Y, Z) is the complete Y, Z-bigraph. We also extend this notation to the case
that Y is a graph. Then K(Y, Z) is K(V (Y ), Z) ∪ Y .
For S ⊆ V (G), let S = V (G)− S and let NG(S) =
⋃
v∈S NG(v). For a matching M , let
W = W (M) denote the set of vertices saturated by M , and G′ = G′(M) = G −W (M). If
|F | = 2α′ then G′(M) = G′(M ′) for all perfect matchings M and M ′ in F .
We deﬁne Dk to be the family of multigraphs G with S(G) ≥ 2k− 1 and DOk to be the
family of multigraphs G with SO(G) ≥ 4k−3. For a graph G ∈ DOk, call a vertex v ∈ V (G)
low if dG(v) ≤ 2k−2. Let Bk = {G ∈ Dk : c(G) < k}, and let BOk = {G ∈ DOk : c(G) < k},
where c(G) is the maximum number of cycles in G.
If G ∈ DOk is an n-vertex multigraph and α(G) ≥ n − 2k + 2, then for any distinct
v1, v2 in a maximum independent set I, s(v1) + s(v2) ≤ (2k − 2) + (2k − 2) < 4k − 3.
Thus α(G) ≤ n − 2k + 1 for every n-vertex G ∈ DOk; so we call G ∈ DOk extremal if
α(G) = n − 2k + 1. If G ∈ DOk is extremal, and v1 and v2 are distinct vertices in a
maximum independent set I, then s(v1) + s(v2) ≤ (2k − 1) + (2k − 1) = 4k − 2. Since
SO(G) ≥ 4k − 3, this means that for some v ∈ {v1, v2} we have s(v) = 2k − 1 and I is
exactly V (G)−N(v). Thus to check whether G is extremal it is enough to check for every
v ∈ V (G) with s(v) = 2k−1 whether the set V (G)−N(v) is independent. If I is a maximum
independent set in an extremal G ∈ DOk, then since SO(G) ≥ 4k − 3,
at most one vertex in I has nonneighbors in V (G)−I, and any such vertex
has at most one nonneighbor in V (G)− I.
(3.1)
We call all such maximum independent sets in an extremal graph big sets. On the other
hand, if x is a common vertex of big sets I and J , then s(x) ≤ |G|−|I∪J | ≤ 2k−1−|J−I|.
Hence for every y ∈ I − x, s(x) + s(y) ≤ 4k − 2− |J − I|, and so |J − I| ≤ 1. Furthermore,
if |J − I| = 1 and there is x′ ∈ J ∩ I − x, then s(x) + s(x′) ≤ 2(n− α(G)− 1) = 4k − 4, a
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contradiction. Thus in this case α(G) = 2. This yields the following.
Let G be extremal. If |G| > 2k + 1 then every two distinct big sets in G
are disjoint. If |G| = 2k+ 1, sets I, J ⊂ V (G) are big and x ∈ I ∩J , then
s(x) = 2k − 2.
(3.2)
3.2.2 Gallai-Edmonds Theorem
We will use the classical Gallai-Edmonds Theorem on the structure of graphs without perfect
matchings. Recall that a graph H is odd if |H| is odd, and that o(H) denotes the number
of odd components of H. For a matching M and uv ∈ M we say that u is the M-mate of
v. For a graph H and S ⊆ V (H), the deﬁciency def(S) is o(H − S)− |S|. Next, def(H) :=
max{def(S) : S ⊆ V (H)}. For each graph H, def(F ) ≥ 0, since def(∅) = o(H) ≥ 0.
Theorem 3.1. (Gallai-Edmonds) Let H be a graph and D be the set of v ∈ V (H) such
that there is a maximum matching in H not covering v. Let A be the set of the vertices in
V (H) − D that have neighbors in D, and let C = V (H) − D − A. Let H1, . . . , Hk be the
components of H[D]. If M is a maximum matching in H, then all of the following hold:
(a) C ∪ A ⊆ W (M) and the M-mates of A are in distinct components of H[D].
(b) For each Hi and every v ∈ V (Hi), Hi − v has a perfect matching.
(c) If ∅ 6= S ⊆ A, then N(S) intersects at least |S|+ 1 components of H[D].
(d) def(H) = def(A) = k − |A|.
We refer to (D,A,C) as the Gallai-Edmonds decomposition (GE-decomposition) of H.
3.2.3 Results for Dk
Since every cycle in a simple graph has at least 3 vertices, the condition |G| ≥ 3k is necessary
in Theorem 1.27. However, it is not necessary for multigraphs, since loops and multiple
edges form cycles with fewer than three vertices. Theorem 1.27 can easily be extended to
multigraphs, although the statement is no longer as simple:
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Theorem 3.2. For k ∈ Z+, let G be a multigraph with S(G) ≥ 2k, and set F = F (G), V1 =
V1(G), and α
′ = α′(F ). Then G has no k disjoint cycles if and only if
|V (G)| − |V1| − 2α′ < 3(k − |V1| − α′), (3.3)
i.e., |V (G)|+ 2|V1|+ α′ < 3k.
Proof. If (3.3) holds, then G does not have enough vertices to contain k disjoint cycles. If
(3.3) fails, then we choose |V1| cycles of length one and α′ cycles of length two from V1∪V (F ).
By Theorem 1.27, the remaining (simple) graph contains k − |V1| − α′ disjoint cycles.
Theorem 3.2 yields the following.
Corollary 3.3. Let G be a multigraph with S(G) ≥ 2k − 1 for some integer k ≥ 2, and set
F = F (G), V1 = V1(G), and α
′ = α′(F ). Suppose G contains at least one loop. Then G has
no k disjoint cycles if and only if |V (G)|+ 2|V1|+ α′ < 3k.
Recall Yh,t,s from Figure 1.4 is Kh,t,s where the s− and t−sets are replaced with cliques.
Since acyclic graphs are exactly forests, Theorem 1.29 can be restated as follows:
Theorem 3.4. (Kierstead-Kostochka-Yeager [14]) For k ∈ Z+, let G be a simple graph in
Dk. Then G has no k disjoint cycles if and only if one of the following holds:
(α) |G| ≤ 3k − 1;
(β) k = 1 and G is a forest with no isolated vertices;
(γ) k = 2 and G is a wheel;
(δ) α(G) = n− 2k + 1; or
() k > 1 is odd and G = Yk,k,k.
Dirac [16] described all 3-connected multigraphs that do not have two disjoint cycles:
Theorem 3.5. (Dirac [16]) Let G be a 3-connected multigraph. Then G has no two disjoint
cycles if and only if one of the following holds:
(A) G = K4 and the strong edges in G form either a star (possibly empty) or a 3-cycle;
(B) G = K5;
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(C) G = K5 − e and the strong edges in G are not incident to the ends of e;
(D) G is a wheel, where some spokes could be strong edges; or
(E) G is obtained from K3,|G|−3 by adding non-loop edges between the vertices of the (ﬁrst)
3-class.
Going further, Lovász [23] described all multigraphs with no two disjoint cycles. To state
his result, let a bud be a vertex incident to at most one edge. Also, let Wn = K1 ∨ Cn be
the wheel with n + 1 vertices and W+n be obtained from Wn by replacing each spoke with
a strong edge. Similarly, let K+3,n−3 be the n-vertex multigraph obtained from K3,n−3 by
adding strong edges connecting all pairs of the vertices of the (ﬁrst) 3-class. Then, each
multigraph described by Theorem 3.5(A) above is contained either in W+3 or in K
+
3,1.
Lovász [23] observed that any connected multigraph can be transformed into a multigraph
with minimum degree at least 3 or a multigraph with exactly one vertex without aﬀecting the
maximum number of disjoint cycles in it by using a sequence of operations of the following
two types: (i) deleting a bud; (ii) replacing a vertex v of degree 2 that has neighbors x and
y (where v /∈ {x, y} but possibly x = y) by a new (possibly parallel) edge connecting x and
y.
He also proved the following:
Theorem 3.6. (Lovász [23]) Let H be a multigraph with δ(H) ≥ 3. Then H has no two
disjoint cycles if and only if :
(L1) H = K5;
(L2) H ⊆W+|H|−1;
(L3) H ⊆ K+3,|H|−3; or
(L4) H is obtained from a forest T and vertex x with possibly some loops at x by adding
edges linking x to T .
Say that a multigraph G has the 2-property if the vertices of degree at most 2 form a clique
Q(G) (possibly with some multiple edges). Let G ∈ DO2 with no two disjoint cycles. Then
G has the 2-property. By Lovász's observation above, G can be transformed to a multigraph
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H that has exactly one vertex or is of type (L1)(L4) by a sequence of deleting buds and/or
contracting edges. Note that if a multigraph G′ has the 2-property, then the multigraph
obtained from G′ by deleting a bud or contracting an edge also has the 2-property. Thus, H
and all the intermediate multigraphs have the 2-property. Reversing this transformation, G
can be obtained from H by adding buds and subdividing edges. If H has exactly one vertex
and at most one edge, then any multigraph with the 2-property that can be obtained from
H this way has maximum degree at most 2 or is a path with a single loop at one end. Hence,
G is a Ki for i ≤ 3, is a path on at most 3 vertices with a loop at an endpoint or forms a
strong edge. If δ(H) ≥ 3, then the clique Q := Q(G) cannot have more than 2 vertices: by
the deﬁnition of Q(G), |Q| ≤ 3, and if |Q| = 3 then Q induces a K3-component of G and
δ(G−Q) ≥ 3; thus G−Q has another cycle. Let Q′ := V (G)− V (H). By above, Q ⊆ Q′.
If Q′ 6= Q, then Q consists of a single leaf in G with a neighbor of degree 3, so G is obtained
from H by subdividing an edge and adding a leaf to the vertex of degree 2. If Q′ = Q, then
Q is a component of G, or G = H +Q+ e for some edge e ∈ E(H,Q), or at least one vertex
of Q subdivides an edge e ∈ E(H). In the last case, when |Q| = 2, e is subdivided twice by
Q.
In case (L4), because δ(H) ≥ 3, either T has at least two buds, each linked to x by
multiple edges, or T has one bud linked to x by an edge of multiplicity at least 3. So this
case cannot arise from G. Also, δ(H) = 3, unless H = K5, in which case δ(H) = 4. So
Q is not an isolated vertex, lest deleting Q leave H with δ(H) ≥ 5 > 4; and if Q has
a vertex of degree 1 then H = K5. Else all vertices of Q have degree 2, and Q consists
of the subdivision vertices of one edge of H. This yields the following characterization of
multigraphs in G ∈ DO2 with no two disjoint cycles.
Set Zt = {z1, . . . , zt}, and deﬁne S3 = K(Z5) ∪ z1xy, S4 = sd(K(Z5), z1z2, x) ∪ xy, and
S5 = sd(K(Z5), z1z2, xy) (See Figure 3.1).
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Figure 3.1: Graphs S3, S4, and S5
Corollary 3.7. All G ∈ DO2 with |G| ≥ 4 and no 2 disjoint cycles satisfy one of:
(Y1) G ⊆ S3;
(Y2) G ⊆ S4;
(Y3) G = S5;
(Y4) G ∈ {H, sd(H, e, x), sd(H, e, xy)}, where W|H|−1 ⊆ H ⊆W+|H|−1;
(Y5) G ∈ {H, sd(H, e, x), sd(H, e, xy)}, where H ⊆ K+3,|H|−3 and H contains K3,|H|−3 minus
an edge.
By Corollary 3.3, in order to describe the multigraphs in Dk not containing k disjoint cy-
cles, it is enough to describe such multigraphs with no loops. Recently, Kierstead, Kostochka,
and Yeager [17] proved the following:
Theorem 3.8. (Kierstead-Kostochka-Yeager [17]) Let k ≥ 2 and n ≥ k be integers. Let G
be an n-vertex graph in Dk with no loops. Set F = F (G), α′ = α′(F ), and k′ = k−α′. Then
G does not contain k disjoint cycles if and only if one of the following holds:
(a) n+ α′ < 3k;
(b) |F | = 2α′ (i.e., F has a perfect matching) and either
(i) k′ is odd and G− F = Yk′,k′,k′, or
(ii) k′ = 2 < k and G− F = W5;
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(c) G is extremal and either
(i) some big set is not incident to any strong edge, or
(ii) for some two distinct big sets Ij and Ij′, all strong edges intersecting Ij ∪ Ij′ have
a common vertex outside of Ij ∪ Ij′ and if v ∈ Ij ∩ Ij′ (this may happen only if k′ = 2),
then v is not incident with a strong edge;
(d) n = 2α′+ 3k′, k′ is odd, and there is S = {v0, . . . , vs} ⊆ V (F ) such that F [S] is a star
with center v0, F − S has a perfect matching and either
(i) G− (F − S + v0) = Yk′+1,k′,k′, or
(ii) s = 2, v1v2 ∈ E(G), G− F = Yk′−1,k′,k′ and G has no edges between {v1, v2} and
the set X0 in G− F ;
(e) k = 2 and Wn−1 ⊆ G ⊆W+n−1;
(f) k′ = 2, |F | = 2α′ + 1 = n− 5, and G− F = C5.
3.2.4 Results for DOk
Theorem 1.28 can be restated as follows.
Theorem 3.9. (Enomoto [12], Wang [13]) For k ∈ Z+, let G be a simple graph with
SO(G) ≥ 4k − 1 and |G| ≥ 3k. Then G has k disjoint cycles.
Theorem 3.6 implies a description of graphs in DO2 with no two disjoint cycles (see
Corollary 3.7).
The next theorem summarizes the results of [14] and [15].
Theorem 3.10. For k, n ∈ Z+ with n ≥ 3k, let G be an n-vertex simple graph in DOk.
Then G has no k disjoint cycles if and only if one of the following holds:
(S1) k = 1 and G is a forest with at most one isolated vertex;
(S2) k = 2 and G satisﬁes the conditions of Corollary 3.7;
(S3) α(G) = n− 2k + 1;
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(S4) k = 3 and G = F1 (see Fig. 3.2);
(S5) k = 3 and G = F2 = {t} ∨O5 where O5 is the 5-chromatic graph in Fig. 3.3;
(S6) k = 3 and G is the graph F3 in Fig. 3.4;
(S7) k ≥ 3, n = 3k, α(G) ≤ k, and χ(G) > k;
(S8) k ≥ 3, n = 3k, and G ⊆ Yk,c,2k−c for some odd 1 ≤ c ≤ 2k − 1;
(S9) k ≥ 3, n = 3k, and G = Yk−1,1,2k.
z1
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x2
Figure 3.2: Graph F1
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Figure 3.3: Graphs O5 and F2
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Figure 3.4: Graph F3
Remark 3.11. The result of Rabern [24] (see also [25, 26]) implies that if (S7) holds then
k ≤ 4.
3.3 Main results
In this section we state our main results. We call a graph G ∈ DOk a counterexample if
it does not have k disjoint cycles. We believe that it is possible to give an explicit list of
all counterexamples in the style of previous results, but the list would be quite long and
complicated. Here we are content to give broad categories of counterexamples together with
a poly-time algorithm that determines membership.
The ﬁrst theorem supports the algorithmic problem by proving that for k ≥ 5 the loopless
multigraphs in DOk are counterexamples if and only if they belong to at least one of ﬁve
categories. The second theorem gives a poly-time algorithm that detects if G ∈ DOk is
a counterexample by describing, for each of the ﬁve categories, a poly-time algorithm that
determines membership.
Theorem 3.12. Let k ≥ 5 and n ≥ k be integers. Let G be an n-vertex multigraph in
DOk with no loops. Set F = F (G), α′ = α′(F ), and k′ = k − α′. Let (D,A,C) be the
GE-decomposition of F and let D′ = V (G) − V (F ). Then G does not contain k disjoint
cycles if and only if one of the following holds:
(Q1) n < 3k − α′;
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(Q2) n > 2k + 1, G is extremal and either
(Q2a) some big set is not incident to any strong edge, or
(Q2b) for some two distinct big sets J and J ′, all strong edges intersecting J ∪ J ′ have
a common vertex outside of J ∪ J ′;
(Q3) k′ ≥ 5 and n = 3k − α′, and G has a vertex x ∈ D′ of degree k + α′ − 1 such that for
each maximum matching M in F , the set N(x)−W (M) is independent;
(Q4) 3k − α′ ≤ n ≤ 3k − α′ + 1 and k′ ≤ 4 and G−W (M) has no k − |M | disjoint cycles
for all (possibly nonmaximum) matchings M in F ; or
(Q5) k′ ≥ 5 and n = 3k−α′, |F |−2α′ ∈ {0, |D|−2, |D|−1} and for all maximum matchings
M in F either α(G′(M)) = k′ + 1 or G′(M) ⊆ Yk′,c,2k′−c for some odd c ≤ k′.
With this theorem, we can also prove the multigraph analogue of Theorem 1.32.
Theorem 3.13. There is a polynomial time algorithm that for every multigraph G ∈ DOk
decides whether G has k disjoint cycles or not.
3.4 Proof of Theorem 3.12: Suﬃciency
We will prove that if G contains a set C = {C1, . . . , Ck} of k disjoint cycles, then all of the
conditions (Q1)(Q5) fail. Given such C, let M ⊆ C be the set of cycles in C that are strong
edges, m = |M | and C ′ = C −M . Since m ≤ α′ and each cycle that is not a strong edge has
at least 3 vertices, n ≥ 2m+ 3(k −m) = 3k −m ≥ 3k − α′; so (Q1) does not hold.
If (Q2) holds, then G is extremal. Every big set J satisﬁes |V (G) − J | < 2k. So some
cycle CJ ∈ C has at most one vertex in V (G)− J . Since J is independent, CJ has at most
one vertex in J . Thus CJ is a strong edge and (Q2a) fails. Suppose there are big sets J
and J ′ satisfying (Q2b). Then, |W (M) ∩ (J ∪ J ′)| ≤ 1 since n > 2k + 1 implies J ∩ J ′ = ∅
by (3.2), and so for some I ∈ {J, J ′}, I ⊆ V − W (M). By this fact and independence,
each cycle in C has at least two vertices outside of I, and so |I| ≤ n− 2k contradicting the
deﬁnition of a big set. So (Q2b) also fails.
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Note that the k − |M | cycles in C ′ correspond to disjoint cycles in G −W (M), so (Q4)
does not hold.
If n = 3k−α′, then m = α′, every cycle in C ′ is a triangle and every vertex in G−W (M)
belongs to exactly one triangle in C ′. Therefore, (Q3) and (Q5) do not hold.
3.5 Proof of Theorem 3.12: Necessity
Suppose G does not have k disjoint cycles and that none of the conditions (Q1)(Q5) hold.
Because (Q4) does not hold, either n ≥ 3k−α′+2 = 2k+k′+2, or k′ ≥ 5; the latter implies
that n ≥ 3k − α′ = 2k + k′ ≥ 2k + 5. Therefore,
n ≥ 2k + 3. (3.4)
Among the maximum matchings in F , choose a matching M such that
α(G−W ) is minimum, where W = W (M). (3.5)
Then |M | = α′, G′ = G−W is simple, and SO(G′) ≥ 4k− 3− 4α′ = 4k′− 3. So G′ ∈ DOk′ .
Let n′ := |V (G′)| = n− 2α′. Since (Q1) does not hold,
n′ ≥ 3k′. (3.6)
If n′ = 3k′, then G′ is quite dense, so sometimes it will be convenient to consider the
complement of G. For v ∈ V (G), let N [v] = V (G)−N [v] and s(v) = |N [v]| = n− 1− s(v).
When n′ = 3k′, we have n = 2k + k′ and thus the inequality s(v) + s(u) ≥ 4k − 3 can be
written as
s(v) + s(u) ≤ 2k′ + 1 for all vu /∈ E(G). (3.7)
Since G′ has no k′ disjoint cycles and n′ ≥ 3k′, one of (S1)(S9) in Theorem 3.10 hold
for G′ with k′ in place of k. We will now show that each of (S1)(S9) will lead to one of
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(Q1)(Q5) holding or some other contradiction.
CASE 1: (S4), (S5), or (S6) hold for G′.
Then, k′ ≤ 3 and 3k′ ≤ |G′| ≤ 3k′ + 1, so (Q4) holds, because G has no k disjoint cycles.
CASE 2: (S3) holds for G′.
Then n ≥ 3k′ + 2α′ > 2k + 1 and G′ is extremal. Let J be a big set in G′. Then |J | =
n′ − 2k′ + 1 = n − 2k + 1. So G is extremal and J is a big set in G. Since (Q2a) fails,
some w ∈ J has a strong neighbor v. Let vu be the edge in M containing v. In F , consider
the maximum matching M ′ = M − vu + wv, and set G′′ = G − W (M ′). By (3.5), G′′
contains a big set J ′, and J ′ is big in G. Since w /∈ J ′, J ′ 6= J . So by (3.2), J ′ ∩ J = ∅
(possibly, u ∈ J ′). Since (Q2a) fails, some w′ ∈ J ′ has a strong neighbor v′. Possibly,
v′ = v, but then since (Q2b) fails, some w′′ ∈ J ∪ J ′ has a strong neighbor v′′ 6= v. Thus
we can choose notation so that v′ 6= v. As M ′ is maximum, there is an edge v′u′ ∈ M ′.
Set M ′′ = M ′ + w′v′ − v′u′ and G∗ := G −W (M ′′). Again by (3.5), G∗ contains a big set
J ′′. Since w,w′ /∈ J ′′, we have J ′′ /∈ {J, J ′}. So by (3.2), J ′′ ∩ (J ∪ J ′) = ∅. Thus, since
V (G∗) ⊇ (J − w) ∪ (J ′ − w′) ∪ J ′′,
n′ ≥ 3|J | − 2 = 3(n′ − 2k′ + 1)− 2 = 3n′ − 6k′ + 1,
which yields 2n′ ≤ 6k′ − 1, a contradiction to n′ ≥ 3k′. Hence (Q2) holds.
CASE 3: (S7) holds for G′.
So k′ ≥ 3, |G′| = 3k′, α(G′) ≤ k′ and χ(G′) > k′. Since |G′| = 3k′, (3.7) must hold. Since
χ(G′) > k′, G′ contains an induced subgraph G0 such that G0 is a vertex-(k′ + 1)-critical
graph. By (3.7),
for every xy ∈ E(G0), the sum of the degrees of x and y in G0 is at most
2k′ + 1.
(3.8)
The (k′ + 1)-critical graphs satisfying (3.8) were studied recently. If k′ ≥ 5, then by results
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in [24] and [25], G0 = Kk′+1, which means α(G′) ≥ k′ + 1, a contradiction to the case. If
k′ ≤ 4, then (Q4) holds.
CASE 4: (S1) holds for G′.
So k′ = 1 and G′ is a forest with at most one isolated vertex. Since k ≥ 5, |M | ≥ 4. Let
xz, x′z′, x′′z′′ be three strong edges in M .
Case 4.1: G′ has at least two non-singleton components, say H1 and H2. Then n′ ≥ 4.
For i = 1, 2, let Pi be a longest path in Hi, and let ui and wi be the ends of Pi. As
SO(G) ≥ 4k−3, at most two edges between W = W (M) and {u1, u2, w1, w2} are missing in
G. So we may assume that at most one edge between {x, z} and {u1, u2, w1, w2} is missing in
G. By symmetry, we assume that among these edges only xu1 could be missing in G. Then
the α′ − 1 strong edges of M − xz and the cycles xu2P2w2x and zu1P1w1z form k disjoint
cycles in G, a contradiction.
Case 4.2: G′ has a unique non-singleton component H, and this H is not a star. Let
P = y1 . . . yt be a longest path in H. Since H is not a star, t ≥ 4. Then y1 is a leaf in G′,
and either dG′(y2) = 2 or y2 is adjacent to a leaf l 6= y1. Let y′1 = y2 if dH(y2) = 2 and
y′1 = l otherwise. Similarly, either dG′(yt−1) = 2 or yt−1 is adjacent to a leaf l
′ 6= yt since P
is maximal. Let y′t = yt−1 if dH(yt−1) = 2 and y
′
t = l
′ otherwise. Since y1y′t, y
′
1yt /∈ E(G) and
G ∈ DOk,
the number of missing edges between {y1, y′1, yt, y′t} and W in G is at most q+ r, where
q = |{y′1, y′t} ∩ {y2, yt−1}| and r is the number of low vertices in {y1, y′1, yt, y′t}. (3.9)
Since q ≤ 2, r ≤ 2 and |M | ≥ 3, we can assume that at most one edge between {x, z} and
{y1, y′1, yt, y′t} is missing in G. So we get a contradiction as at the end of Case 4.1.
Case 4.3: The unique non-singleton component H of G′ is a star. The leaves of the star,
along with the isolated vertex if it exists, form an independent set of size n′−1 = n′−2k′+1.
By (3.4), we are in CASE 2.
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Remark.The proof of the next case works even if (3.5) does not hold, and we will use
this in CASE 6.
CASE 5: (S9) holds for G′.
So n′ = 3k′ and G′ ⊆ Yk′−1,1,2k′(Y, {x}, Z). If k′ ≤ 4, then (Q4) holds. So below we assume
k′ ≥ 5. (3.10)
Since n′ = 3k′, we will often use (3.7). Since each y ∈ Y has k′ − 2 nonneighbors in
Y , (3.7) yields
|N [y]− Y |+ |N [y′]− Y | ≤ 5 for all distinct y, y′ ∈ Y . (3.11)
Since x is not adjacent to any of the 2k′ vertices in Z, by (3.7)
N(x) = V (G)− Z − x and N(z) = V (G)− x− z for each z ∈ Z. (3.12)
If x has a strong neighbor v0 with the M -mate u0, then we construct k disjoint cycles in
G as follows. First, take the α′ strong edges in M − v0u0 + v0x. By (3.12), G[Z] = K2k′ and
each y ∈ Y + u0 is adjacent to all of Z. So, we take k′ 3-cycles each of which contains one
vertex in Y + u0 and two vertices in Z. This contradiction shows that x ∈ D′.
Since x ∈ D′ and d(x) = k + α′ − 1, if (Q3) does not hold, then F has a maximum
matching M ′ such that
there are u1, u2 ∈ V (G)−W (M ′)− Z with u1u2 ∈ E(G). (3.13)
For i = 1, 2 the symmetric diﬀerence M4M ′ contains a path Pi of an even length an
end of which is ui. Since the other end wi of Pi is not covered by M , wi ∈ V (G′) ∩ D.
Also by deﬁnition, none of the vertices in G′ is an internal vertex in Pi. In particular,
x /∈ V (Pi). Let M ′′ be the maximum matching in F such that M4M ′′ = P1 ∪ P2. Then
V (G)−W (M ′′) = V (G′)−{w1, w2}∪{u1, u2}. If |{w1, w2}∩Z| = `Z and |{w1, w2}∩Y | = `Y ,
then we can renumber the vertices in Z − {w1, w2} and Y − {w1, w2} as z1, . . . , z2k′−`Z ,
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y1, . . . , yk′−1−`Y and construct k disjoint cycles in G as follows. Take the k− k′ strong edges
inM ′′, then take the cycle xu1u2x and for j = 1, . . . , k′−1−`Y take the cycle (yj, z2j−1, z2j).
Finally, if `Y ≥ 1, then |Z − {z1, . . . , z2(k′−1−`Y ), w1, w2}| = 3`Y , then we simply take `Y
triangles in the remaining complete graph G[Z − {z1, . . . , z2(k′−1−`Y ), w1, w2}]. Hence (Q3)
holds.
CASE 6: (S8) holds for G′.
So n′ = 3k′ and G′ ⊆ Yk′,c,2k′−c(Y,X,Z) for k′ ≥ 3 and some odd 1 ≤ c ≤ k′. If k′ ≤ 4,
then (Q4) holds. So as in the previous case, we assume k′ ≥ 5.
Let M ′ be an arbitrary maximum matching in F . Since G has no k disjoint cycles,
G′(M ′) does not have k′ disjoint triangles. Therefore, by (3.6), (3.10) and Theorem 3.10
(with Remark 3.11), we have that one of (S3), (S8), or (S9) hold in G′(M ′). By the remark
before CASE 5,
if (S9) holds in G′(M ′), then (Q3) holds. (3.14)
If (S3) holds in G′(M ′), then α(G′(M ′)) = n′ − 2k′ + 1 = k′ + 1. Therefore, if we assume
(Q3) does not hold, to show that (Q5) holds, we only need to show that |F | − 2α′ ∈
{0, |D| − 2, |D| − 1} which is true when |W | ≤ 2 + |A|+ |C|.
Since n′ = 3k′, we will often use (3.7). Since each y ∈ Y has k′ − 1 nonneighbors in
Y , (3.7) yields
|N [y]− Y |+ |N [y′]− Y | ≤ 3 for all y, y′ ∈ Y . (3.15)
By (3.15),
there is y0 ∈ Y such that |N [y]− Y | ≤ 1 for every y ∈ Y − y0. (3.16)
Since each x ∈ X has 2k′ − c nonneighbors in Z, if x has a nonneighbor y ∈ Y , then
by (3.7),
2k′ + 1 ≥ s(x) + s(y) ≥ (2k′ − c+ 1) + (k′ − 1 + 1) = 3k′ − c+ 1,
which yields c = k′. Moreover, if in this case some z ∈ Z also has a nonneighbor y′ ∈ Y ,
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then again by (3.7), 2k′ + 1 ≥ s(x) + s(z) ≥ (k′ + 1) + (k′ + 1) = 2k′ + 2, a contradiction.
Thus, we may assume (by possibly switching the roles of X and Z when c = k′) that
|N [x] ∩W | ≤ 1 and N [x] ∩W = Z for each x ∈ X, (3.17)
and
|N [z]−X| ≤ 1 for each z ∈ Z, and if c = k′ then G[Z] = Kc. (3.18)
We will need the following lemma.
Lemma 3.14. Let t ≥ 2 and  ∈ {0, 1}. Let H be a graph with a partition V (H) = R ∪ Q
such that |R| = 2t+ , |Q| = 3t− |R| = t− , and let y0 ∈ Q. If
1. each u ∈ R has at most one nonneighbor in H and
2. each y ∈ Q− y0 has at most 1 +  nonneighbors in R and
3. y0 has at most 2 nonneighbors in R and has only 1 +  nonneighbors if t = 2.
then H contains t vertex-disjoint triangles.
Proof. Using induction, note the lemma holds for t = 2. If t ≥ 3 then H has a triangle
T = y0z1z2y0 with z1, z2 ∈ R. By induction H ′ := H − T has t− 1 disjoint triangles.
Claim 3.15. Let G′ ⊆ Yk′,c,2k′−c(Y,X,Z) for k′ ≥ 4 and an odd c ≤ k′. Suppose there are
w ∈ V (G′) and u ∈ W such that F has an M-alternating u,w-path P .
(A) If w ∈ Y ∪ Z, then u has no neighbor in Y − w or no neighbor in X.
(B) If w ∈ X, then u has no neighbor in Y or no neighbor in Z.
Proof. Let M ′ be the matching obtained from M by switching edges on P . Then W (M ′) =
W (M)− w + u. Set t = (2k′ − c− 1)/2. Since 1 ≤ c ≤ k′ and is odd, by (3.10),
|Z| = 2k′ − c ≥ 5 and k′ − 1 ≥ t ≥ 2. (3.19)
Arguing by contradiction, we assume the lemma fails and construct k disjoint cycles.
CASE 1: w ∈ Y ∪ Z. Since (A) does not hold, u has neighbors x ∈ X and y ∈ Y − w.
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Pick y ∈ N(u) ∩ Y − w with s(y) minimum. Then for y0 deﬁned in (3.16), we have
if y0 ∈ Y − w − y, then y0u /∈ E(G), and so by (3.15), |N [y0] ∩ Z| ≤ 2. (3.20)
By (3.17), T := uxyu ⊆ G. Set  := 0 if w ∈ Z; else  := 1. Partition Y −y−w as {Q,Q}
so that |Q| = t− , |Q| = c−1
2
, and y0 ∈ Q∪ {w, y} if c > 1. So t ≥ 3, if y0 ∈ Q. Regardless,
by (3.16), (3.18) and (3.20), Q and R := Z −w satisfy the conditions of Lemma 3.14. Thus
Q ∪ R contains t disjoint triangles. By (3.17), (X − x) ∪ Q contains c−1
2
disjoint triangles.
Counting these k′ − 1 triangles, T , and k − k′ strong edges of M ′ gives k disjoint cycles.
CASE 2: w ∈ X. Since (B) fails, there are z ∈ N(u)∩Z and y ∈ N(u)∩Y . Our ﬁrst goal
is to show there is an edge with ends in N(u) ∩ Y and N(u) ∩ Z. If N(u) ∩ N(z) ∩ Y 6= ∅
then we are done. Else, by (3.18), N(z)∩ Y = Y − y = N [u]∩ Y . Let y′ ∈ Y − y. By (3.15)
applied to y and y′, |N [y]∩Z| ≤ 2. By (3.7) applied to u and y′, |N [u]∩Z| ≤ 2. By (3.19),
|Z| ≥ 5, so there is z′ ∈ Z ∩N(u) ∩N(y), and we are done.
Pick yz ∈ E with y ∈ N(u) ∩ Y and z ∈ N(u) ∩ Z so that s(y) is minimum and let
T := uzyu. Then for y0 deﬁned in (3.16), using (3.15),
if y0 ∈ Y − y then |N [y0] ∩ (Z − z)| ≤ 2, (3.21)
since y0u /∈ E(G) or y0z /∈ E(G).
Partition Y −y as {Q,Q} so that |Q| = t, |Q| = c−1
2
, and y0 ∈ Q+y if c > 1. So t ≥ 3, if
y0 ∈ Q. Regardless, by (3.16), (3.18) and (3.21), Q and R := Z − z satisfy the conditions of
Lemma 3.14. Thus Q∪R contains t disjoint triangles. By (3.17), (X −w)∪Q contains c−1
2
disjoint triangles. Counting these k′ − 1 triangles, T , and k − k′ strong edges of M ′ gives k
disjoint cycles.
Claim 3.16. Let G′ ⊆ Yk′,c,2k′−c(Y,X,Z) for k′ ≥ 4 and an odd c ≤ k′. Then, |D∩W | ≤ 2.
Proof. Suppose u ∈ D ∩ W . Then there is a matching M ′ and vertex wu ∈ V (G′) such
that W (M ′) = W (M) + wu − u and there is an M,M ′-alternating path from u to wu. By
Claim 3.15, u has no neighbors in Y − wu or in X or in Z.
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By degree condition (3.7), there is at most one u ∈ D ∩W with no neighbor in X or no
neighbor in Z; otherwise for any x ∈ X and z ∈ Z we have the contradiction
‖{x, z},W‖ ≤ 4α′ − 2 and so s(x) + s(z) ≤ 4k′ − 2 + 4α′ − 2 ≤ 4k − 4.
Similarly, there is at most one u ∈ D ∩W with at most one neighbor in Y ; otherwise, as
k′ ≥ 4, there are distinct y, y′ ∈ Y with
‖{y, y′},W‖ ≤ 4α′ − 4 and so s(y) + s(y′) ≤ 4k′ + 4α′ − 4 ≤ 4k − 4.
Thus |D ∩W | ≤ 2.
Claim 3.16 yields that |W | ≤ 2 + |A|+ |C|. Thus (Q5) holds.
CASE 7: (S2) holds for G′.
So n′ ≥ 3k′ and k′ = 2 and G′ satisﬁes one of (Y1)(Y5) from Corollary 3.7. If n′ ≤ 7 then
(Q4) holds, so assume n′ ≥ 8. This implies that G′ satisﬁes either (Y4) or (Y5). As k ≥ 5,
|M | = α′ = k − k′ ≥ 3.
Deﬁne a vertex v ∈ W to be i-acceptable if |N(v) ∩ W | ≥ 2α′ − i, acceptable if it is
1-acceptable, and good if it is 0-acceptable. Let u, v ∈ W with uv /∈ E. If i and j are
minimum natural numbers such that u is i-acceptable and v is j-acceptable, then
i+ j ≤ dG′(u) + dG′(v)− 5. (3.22)
Case 7.1: G′ satisﬁes (Y4), i.e., G′ ∈ {H, sd(H, e, x), sd(H, e, xy)}, where W|H|−1 ⊆ H ⊆
W+|H|−1. Set t = |H| − 1. Let H have center v0 and rim v1 . . . vtv1, and let W′t be the
result of adding a parallel edge between v0 and v1 in Wt. Since G′ is simple, we may assume
H ∈ {Wt,W′t}. If G′ 6= H then we may assume that the subdivided edge e is incident to v1.
As n′ ≥ 8, t ≥ 5.
Case 7.1.1: t = 5. If the subdividing vertex x exists, by (3.22), the subdividing vertices
and v3, v4, v5 are all good, v2 is acceptable, and v1 is 2-acceptable. As |M | ≥ 3, there is an
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edge ab ∈ M with av1, bv2 ∈ E. If there is no subdividing vertex, we can use symmetry
to maintain the same traits. Then there are k disjoint cycles v0v4v5v0, av1xa, bv2v3b, and
|M − ab| strong edges, contradicting G ∈ BOk.
Case 7.1.2: t ≥ 6. By (3.22), the rim vertices v3, v4, v5, v6 are all acceptable. As
|M | ≥ 3, there is an edge ab ∈ M such that av3v4a and bv5v6b are cycles. Let C be the
smallest cycle containing v0, v1, v2 (and any subdividing vertices). Then there are k disjoint
cycles C, av3v4a, bv5v6b and α′ − 1 strong edges, contradicting G ∈ BOk.
Case 7.2: G′ satisﬁes (Y5), i.e., G′ ∈ {H, sd(H, e, x), sd(H, e, xy)}, where
K3,|H|−3(Y, Zt)− e′ ⊆ H ⊆ K+3,|H|−3(Y, Zt)
with Y = {y1, y2, y3}, Zt = {z1, · · · , zt}.
As n′ ≥ 8, t ≥ 3. If α(G′) ≥ n′− 2k′+ 1 then (Q2) holds and so (S3) holds which falls under
CASE 2. So assume the subdividing vertex x exists in G′.
Case 7.2.1: e = yhyi, where {h, i, j} = [3]. Since α(G′) ≤ n′ − 2k′ and Z + x is
independent, e is subdivided twice. As dG′(x) = 2, every vertex of Z is adjacent to every
vertex of Y (and no other vertex of G′). Thus G′ = sd(H, e, xy) and the vertices of Z+x+y
are all good.
Suppose t = 3. Then dG′(yj) ≤ 5. By (3.22), yj is 2-acceptable. As |M | ≥ 3, there is an
edge ab ∈ M with ayj ∈ E. Thus there are k disjoint cycles ayjz1a, bxyb, z2yhz3yiz2, and
α′ − 1 strong edges, contradicting G ∈ BOk.
Otherwise t ≥ 4. Then, for every ab ∈ M , there are k disjoint cycles axya, bz1y1z2b,
z3y2z4y3z3, and α′ − 1 other strong edges, contradicting G ∈ BOk.
Case 7.2.2: e ∈ E(Y, Zt). Now H is simple. Say e = y1z1 and e′ = y′z′. If e′ /∈ E(H)
then y′ 6= y1. By degree conditions xz′ ∈ E, so z′ = z1. As xzi, z1zi /∈ E for i ≥ 2, (3.22)
implies all vertices of Z − z1 and all subdividing vertices are good, z1 is acceptable, and z1
is good if e′ /∈ H.
Case 7.2.2.1: t ≥ 4. Let ab ∈ M with a ∈ N(z1). If t ≥ 5 then there are k disjoint
cycles, az1xa, bz2y1z3b, z4y2z5y3z4, and α′ − 1 strong edges, contradicting G ∈ BOk. Else
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t = 4. Since dG′(y2) ≤ 6 and xy2 /∈ E, (3.22) implies y2 is 3-acceptable. As z1 is acceptable
and |M | ≥ 3, there is an edge ab ∈ M with az1, by2 ∈ E. As x and z2 are good, this yields
k disjoint cycles az1xa, by2z2b, z3y1z4y3z3, and α′ − 1 strong edges, contradicting G ∈ BOk.
Case 7.2.2.2: t = 3 and z1y1 is subdivided twice with z1x, yy1 ∈ E. Then x and y are
both good. Since dG′(y1) ≤ 5 and xy1 /∈ E, y1 is 2-acceptable. As z1 is acceptable, there is
an edge ab ∈M with az1, by1 ∈ E. Thus, there are k disjoint cycles az1xa, by1yb, y2z2y3z3y2,
and α′ − 1 strong edges, contradicting G ∈ BOk.
Case 7.2.2.3: t = 3 and z1y1 is subdivided once. Suppose there is an edge yiyj ∈ E,
where [3] = {i, j, h}. Then dG′(yh) ≤ 5 and either yhx /∈ E or yhz1 /∈ E. By (3.22), yh is
3-acceptable. As |M | ≥ 3, there is an edge ab ∈ M with az1, byh ∈ M . Thus there are k
disjoint cycles az1xa, byhz2b, yiz3yjz3, and α′ − 1 strong edges, contradicting G ∈ BOk. So
assume ‖G[Y ]‖ = 0.
If |F | = 2α′ then (Q4) holds. Else there are edges ab, a′b′ ∈M and a vertex u ∈ W with
au ∈ E(F ). All vertices of G′ are good except one of y1, z1 might only be acceptable. Choose
notation so that {b, a′, b′} = {c1, c2, c3} and |N(c1) ∩ W | ≥ 6 and |N(c2) ∩ W |, |N(c3) ∩
W | ≥ 7. By inspection G′ − u contains a perfect matching {e1, e2, e3} with e1 ⊆ N(c1).
Thus G contains k disjoint cycles, c1e1c1, c2e2c2, c3e3c3, aua and α′ − 2 other strong edges,
contradicting G ∈ BOk.
3.6 Proof of Theorem 3.13
To construct the algorithm, we ﬁrst describe several subroutines.
Lemma 3.17. Let k ≥ 4 and n = 3k. There is a subroutine that for any simple graph
G = (V,E) ∈ DOk with |G| = n checks whether G ⊆ Yk,s,2k−s for some s ≤ k, and in this
case constructs the representation G ⊆ Yk,s,2k−s(Y,X,Z), all in O(n3) time.
Proof. Note that if G ⊆ Yk,s,2k−s(Y,X,Z) for some s ≤ k, then we can choose notation so
that every x ∈ X is adjacent to every other vertex in X ∪ Y by (3.17). Search for a vertex
x such that d(x) ≤ 2k − 1 and N [x] can be partitioned as {Q,R} so that Q = {v ∈ N [x] :
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N [v] = N [x]} and R is independent with |R| = k. This takes O(n3) time. If we ﬁnd such
an x then G ⊆ Yk,s,2k−s(R,Q,Z), Q = X, and R = Y . Otherwise, G * Yk,s,2k−s for any
s ≤ k.
Lemma 3.18. There are subroutines that for any simple graph F with |F | = n construct:
1. a maximum matching of F in O(n2.5) time;
2. a GE-decomposition (D,A,C) of F in O(n3.5) time.
Proof. For (1) see [27]. For (2), using (1), ﬁnd the sizes of a maximum matching in F
and in all the graphs (F − v) with v ∈ V (F ). This can be done in O(n3.5) time. Set
D = {v ∈ V (F ) : α′(F − v) = α′(F )}, A = NF (D)−D and C = V (F )−D − A.
Now, we are ready to deﬁne our algorithm.
Setup. We are given a positive integer k and a multigraph G ∈ DOk. By Corollary 3.3
we may assume G is loopless. Construct the simple graph F induced by the strong edges of G
and the GE-decomposition (D,A,C) of F in O(n3.5) time. Set |G| = n, D′ = V (G)−V (F ),
α′ = α′(F ) and k′ = k − α′.
If k ≤ 4, then construct G1 from G by subdividing each edge. Then G1 is a simple graph
with n+ ‖G‖ vertices and 2‖G‖ edges, and the number of disjoint cycles in G1 equals that
in G. By Theorem 1.26, we can determine whether G1 has k disjoint cycles in linear time in
n + ‖G‖. So, in total this step takes O(n2) time. Thus below we assume k ≥ 5 and apply
Theorem 3.12 to G. Checking (Q1) is trivial, so it remains to show how to check (Q2)(Q5).
Check (Q2). First check whether n > 2k + 1 and G is extremal: DOk. As observed in
Subsection 2.1, every big set J ⊆ G has the form J = V (G)−N(v) for some vertex v with
s(v) = 2k− 1. We can ﬁnd all such sets in O(n3) time by checking whether V (G)−N(v) is
independent for each v ∈ V (G) with s(v) = 2k − 1. If n ≤ 2k + 1 or there are no such sets,
then (Q2) fails. Otherwise, let I1, . . . , Iq be the big sets in G. As n > 2k + 1, (3.2) implies
they are disjoint, so q < n. For each j ∈ [q], check whether Ij has no strong neighbors or
has a unique strong neighbor w(j). This takes O(n2) time. If at least one Ij has no strong
neighbors or w(j) = w(j′) for some distinct j, j′ ∈ [q], then (Q2) holds; otherwise, (Q2) does
not hold.
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Check (Q3). First conﬁrm that k′ ≥ 5 and n = 3k − α′. Next construct the set U of
vertices v ∈ D′ with s(v) = k + α′ − 1. Then test each v ∈ U to see if
(*) for some adjacent pair {x, y} ∈ N(v) there is an α′-matching contained in F − x− y.
This uses O(n5.5) steps. Now (Q3) holds if and only if (*) fails.
Check (Q4). First conﬁrm that 3k − α′ ≤ n ≤ 3k − α′ + 1 and k′ ≤ 4. If so then we
still need to check whether G−W (M) has no k− |M | disjoint cycles for all matchings M in
F . If |G−W (M)| ≤ 3(k− |M |)− 1 then G−W (M) does not have enough vertices to have
k−|M | disjoint cycles. So it suﬃces to check for everyW ⊆ V (G) with 2(α′−1) ≤ |W | ≤ 2α′
whether (i) F [W ] has a perfect matching and (ii) G−W has no k − |W |/2 disjoint cycles.
Then (Q4) holds if and only if (i) implies (ii) for all suchW . As n−|W | ≤ 3(k−α′+1) ≤ 15,
there are O(n15) sets to test. Testing (i) takes O(n2.5) time and testing (ii) takes O(1) time.
So altogether we use O(n17.5) time.
Check (Q5). First conﬁrm that k′ ≥ 5, n = 3k−α′ and |F |−2α′ ∈ {0, |D|−2, |D|−1}.
If so then we still need to check that for all maximum matchingsM either (i) α(G−W (M)) =
k′ + 1 or (ii) G−W (M) ⊆ Yk′,c,2k′−c for some odd c ≤ k′. We do this by checking certain
subsets W ⊆ V (G) to see if F [W ] has a perfect matching M satisfying (i) and (ii). If
|F | − 2α′ = 0 then W := W (M) = V (F ); else, using |F | − 2α′ ∈ {|D| − 2, |D| − 1},
V (F ) = A ∪ C ∪D and W = A ∪ C ∪ (W ∩D), we have
|D −W | = |F | − 2α′ ≥ |D| − 2 = |D −W |+ |W ∩D| − 2,
so |W ∩ D| ≤ 2. Thus we only need to check O(n2) sets W . By Lemma 3.17 and the
argument in Check (Q2), each check takes O(n3) time, so all together we use (n5) time.
This completes our description of the algorithm.
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Chapter 4
Chorded Cycles
4.1 Introduction
Recall, our main result for this chapter is
Theorem 4.1. Let k ≥ 2, G be an n-vertex graph with n ≥ 4k, and σ2(G) ≥ 6k − 3. Then
G does not contain k vertex-disjoint chorded cycles if and only if
• G−1 (n, k) ⊆ G ⊆ G1(n, k),
• G∗∗2 (k) ⊆ G ⊆ G2(k), or
• G = G3.
G−1 (n, 2) G
∗∗
2 (2) G3
Figure 4.1: Graphs for Theorem 4.1 with k = 2. Dashed lines indicate missing edges.
Observe that if we relax the bound by 1 more to σ2(G) ≥ 6k − 4, then we run into
signiﬁcantly more exceptional graphs. For example, we would have to consider all graphs
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G1(n, k)−M whereM is a matching or exactly two edges incident to the same vertex in the
independent set of size n− (3k− 1). Or, we could have G2(k)−M where M is a matching,
or M consists of up to 3k − 1 edges incident to the dominating vertex or M consists of two
edges incident to the same vertex. Or, we could even have G consisting of a K3 and a K7
with one vertex in each identiﬁed together, i.e. K7 with a pendant triangle. This graph has
σ2(G) = 6(2)− 4 = 8, but every chorded cycle must exist in the K7. This results in at most
one chorded cycle. This list is by no means exhaustive, but it does show the signiﬁcant jump
in complexity beyond the few graphs in Theorem 4.1.
4.1.1 Notation
Let H ⊆ G be a cycle. If |H| = n, we say it is an n-cycle. A chord of H is an edge
e ∈ E(G) \ E(H) with both endpoints in V (H). Hence, a chorded cycle is a cycle with a
chord.
ForH ⊆ G, we will useG[H] to denote the graphG induced by V (H), i.e. G[V (H)]. Like-
wise, we will use = to denote graph isomorphism. Hence, we will frequently use G[P ] = K4
instead of G[V (P )] ∼= K4. Also, when there is no ambiguity, H− will denote the isomorphism
class of H with a single removed edge and H+ will denote the isomorphism class of H with
a single added edge. We will make frequent use of the graphs K−4 and C
+
5 as they are both
simple chorded cycles. Also, the paw is the 4-vertex graph obtained from a copy K of K3 by
adding one vertex adjacent to exactly one vertex in K, i.e. K+1,3.
4.1.2 Outline
In Section 4.2, we set up our proof and present some known proofs to aid in the main proof.
We then break up our main proof into Sections 4.34.5. The strategy for our proof is to
take an optimal collection of chorded cycles, and then consider the set R of the remaining
vertices. In Section 4.3, we handle the case where G[R] does not have a spanning cycle.
Then, we address the case when G[R] does have a spanning cycle but k ≥ 3 in Section 4.4.
Lastly, we handle the pesky case when G[R] has a spanning cycle and k = 2 in Section 4.5.
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We tie all this together and conclude the proof in Section 4.6.
4.2 Setup and Preliminaries
4.2.1 Setup
Consider the minimum k such that Theorem 4.1 fails. For a given n ≥ 4k, let G be an
edge-maximal n-vertex graph satisfying the Ore condition
d(y) + d(z) ≥ 6k − 3 for every distinct y, z ∈ V (G) with yz /∈ E(G) (4.1)
such that G has at most k − 1 disjoint chorded cycles.
For such a graph G, let F be a collection of disjoint chorded cycles chosen by the following
conditions:
(O1) the number of chorded 4-cycles is maximum,
(O2) subject to the preceding, the number of K4 is maximum,
(O3) subject to the preceding, the ktuple (F1, . . . , Fk) has (|F1|, . . . , |Fk|) least lexicograph-
ically, where |Fi| =∞ for nonexistent Fi.
(O4) subject to the preceding, the k-tuple (||F1||, . . . , ||Fk)|| is greatest lexicographically,
where we use a similar convention of ||Fi|| = 0 for nonexistent Fi.
(O5) subject to the preceding, the total number of chords in the cycles of F is maximum,
(O6) subject to the preceding, the length of a longest path P in R := V (G) − V (F) =
{v1, . . . , vr} is maximum. If |P | = |R|, then the number of Hamiltonian cycles in G[R]
is maximum, unless |R| = 4 in which case we maximize the copies of K+1,3 in G[R],
(O7) subject to the preceding, |E(G[R])| is maximum, and
(O8) subject to the preceding,
∑
v∈R
dG(v) is maximum.
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Let R = {v1, . . . , vr} and P = v1v2 · · · vp. Let F = {F1, F2, . . .} where Fi is the chorded
cycle xi,1xi,2 · · ·xi,si . When the cycle F is unambiguous, we will use {x1, x2, . . .} to denote
V (F ).
A vertex v is low if d(v) ≤ 3k− 2 and high otherwise. By (4.1), the set of low vertices in
G forms a clique. We will heavily use the following lemma from [20]. We omit the proof as
it is identical to that found in [20], albeit with diﬀerently labeled conditions.
Lemma 4.2. ([20]) Let G be a graph, F an optimal collection, v ∈ R, and F ∈ F .
(1) If ||v, F || ≥ 4, then ||v, F || = 4 = |F |, and F = K4.
(2) If ||v, F || = 3, then |F | ∈ {4, 5, 6}. Moreover,
(a) if |F | = 4, then F has a chord incident to the nonneighbor of v;
(b) if |F | = 5, then F is singly chorded, and the endpoints of the chord are disjoint
from the neighbors of v;
(c) if |F | = 6, then F has three chords, with F = K3,3, and G[F + v] = K3,4.
Since we will often refer to Lemma 4.2, unless noted otherwise, we will use the following
conventions:
• if F = K4, then V (F ) = {x1, x2, x3, x4},
• if F = K−4 , then V (F ) = {x1, x2, x3, x4} with missing edge x1x3,
• if F = C+5 , then V (F ) = {x1, x2, x3, x4, x5} with unique chord x3x5, and
• if F = K3,3, then V (F ) = {x1, x2, x3, x4, x5, x6} with parts A = {x1, x3, x5} and
B = {x2, x4, x6}.
4.2.2 Preliminaries
In view of Lemma 4.2, the following observations will be useful.
Lemma 4.3. If k ≥ 2 and F = K3,3, then
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(i) for every v ∈ R, either N(v) ∩ V (F ) ⊆ A or N(v) ∩ V (F ) ⊆ B, and
(ii) for every u, v ∈ R with uv ∈ E(G), if there is x ∈ N(v) ∩N(u) ∩ V (F ), then N(v) ∩
V (F ) = N(u) ∩ V (F ) = {x}.
Proof. If some v ∈ R has neighbors in both A and B, say vx1, vx2 ∈ E(G), then vx1x4x3x2v
is a 5-cycle with chord x1x2, contradicting (O3). This proves (i).
Suppose now that u, v ∈ R, uv ∈ E(G), x1 ∈ N(v) ∩ N(u) ∩ V (F ), and there is xi ∈
N(v)∩V (F )−x1. By Part (i), xi ∈ A. Then vx1uxiv is a 4-cycle with chord uv, contradicting
(O1).
Lemma 4.4. For all x ∈ V (F ), dF (x) ≤ 3.
Proof. Suppose that F induces a chorded cycle x1x2 · · ·xtx1 with t ≥ 5 and that some vertex,
say x1, has N(x1) ⊇ {x2, xi, xj, xt} for some 2 < i < j < t. Then, F ′ = x1x2 · · ·xjx1 is a
shorter cycle with chord x1xi, contradicting (O3).
An easy observation is that
If a vertex v in a graph G has 3 neighbors on a path P ′ disjoint from v,
then G[P ′ + v] has a chorded cycle.
(4.2)
This yields:
Lemma 4.5. For every path P ′ ⊆ G[R] and a vertex v ∈ R − V (P ′), ||v, P ′|| ≤ 2. In
particular, if v1v2 . . . vs is a path in G[R], then ||v1, {v2, . . . , vs}|| ≤ 2.
We ﬁrst prove some lemmas that apply to all k.
Lemma 4.6. For k ≥ 2, |R| ≥ 4.
Proof. Suppose that |R| ≤ 3 (possibly, R = ∅). Let Ft = x1x2 . . . xsx1 be the last existing
chorded cycle in the k-tuple from Rule (O3) and |Ft| = s. Since t < k and n ≥ 4k, s ≥ 5.
We break up the remainder of the proof using the following claims.
Claim 4.7. For all 1 ≤ i ≤ t− 1, ||Ft, Fi|| ≤ 3s.
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Proof. Suppose that for some i < t, ||Ft, Fi|| ≥ 3s+1. Let Fi be the chorded cycle y1 . . . ysiy1.
Then there is an xk ∈ V (Ft) with ||xk, Fi|| ≥ 4.
If si ≥ 5, then there is 1 ≤ j ≤ si − 1 such that xk has at least 3 neighbors on a path in
Fi − yj − yj+1. In this case, G[Fi − yj − yj+1 + xk] contains a chorded cycle F ′i shorter than
Fi, and hence the family F ′ = {F1, . . . , Fi−1, F ′i} is better than F by (O3), a contradiction.
Thus, we only need to consider the case si = 4. In this case, V (Fi) ⊆ N(xk).
If Fi = K
−
4 , then there is y ∈ Fi such that G[Fi − y + xk] = K4. Since s ≥ 5, this means
that the family F ′ = F − Fi − Ft + (Fi − y + xk) has more K4 than F , contradicting (O2).
Thus, Fi = K4.
If there exists a vertex y ∈ V (Fi) with ||y, Ft|| ≥ 5, then G[Ft − xk−1 − xk + y] contains
a chorded cycle and G[Fi − y + xk] = K4, contradicting (O3). Thus,
3s+ 1 ≤ ||Fi, Ft|| ≤ 4|Fi| = 16. (4.3)
This means s = 5 and each y ∈ V (Fi) has exactly 4 neighbors in Ft. So, if any y ∈ Fi is not
adjacent to xk+1, then G[Fi − y + xk] = K4 and G[Ft − xk − xk+1 + y] contains a chorded
cycle F ′t that is shorter than Ft. This contradicts (O3). Thus each y ∈ V (Fi) is adjacent to
xk+1. Considering xk+1 in place of xk, we get that each y ∈ Fi is adjacent to xk+2, and so on.
Then each y ∈ Fi is adjacent to each x ∈ Ft, contradicting (4.3). This proves the claim.
Claim 4.8. s = 5.
Proof. Suppose that s ≥ 6. First, recall that for all v ∈ V (Ft), dFt(v) ≤ 3 by Lemma 4.4.
Then, by the previous claim,
∑
v∈V (Ft)
dG−R(v) ≤ 3s(t− 1) + 3s = 3st ≤ 3s(k − 1).
Also, since s ≥ 6, the biggest clique of Ft is order at most 3. Since low vertices appear in
a clique, each low vertex of Ft can be paired with a nonadjacent high vertex in Ft, which
implies that ∑
v∈V (Ft)
dG(v) ≥ (6k − 3) · s
2
. (4.4)
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Hence,
||V (Ft), R|| ≥
(
3k − 3
2
)
s− 3(k − 1)s = 3
2
s ≥ 9.
By the assumption |R| ≤ 3, if ||V (Ft), R|| ≥ 10, then some vertex in R has at least 4
neighbors in Ft which implies Ft = K4 by Lemma 4.2, a contradiction to s ≥ 6. Therefore,
||Ft, R|| = 9, s = 6, and Ft = K3,3. (4.5)
This implies that Ft has at most 2 low vertices, each of which we can pair with a nonadjacent
high vertex, and there will remain at least two unpaired high vertices. So, we can improve
(4.4) to ∑
v∈V (Ft)
dG(v) ≥ 2(6k − 3) + 2(3k − 1) = 18k − 8,
and so ||Ft, R|| ≥ (18k − 8)− 3(k − 1) · 6 = 10, contradicting (4.5).
Claim 4.9. Ft has at least 2 low vertices.
Proof. Suppose that Ft has at most one low vertex, and a has the smallest among the vertices
in Ft. Let a′ be a non-neighbor of a in Ft. Then all vertices in Ft − a− a′ are high vertices,
and
∑
v∈V (Ft)
dG(v) ≥ (dG(a) + dG(a′)) + 3(3k − 1) ≤ (6k − 3) + 9k − 3 = 15k − 6.
Also, by Claim 4.7, ∑
v∈V (Ft)
dG−R(v) ≤ 3st ≤ 15t ≤ 15(k − 1).
So, ||Ft, R|| ≥ (15k − 6) − (15k − 15) = 9. Since |Ft| = 5, if v ∈ R has ||v, Ft|| ≥ 4, then
G[Ft+v] contains a shorter chorded cycle, a contradiction. Then by pigeonhole and |R| ≤ 3,
we have |R| = 3, say R = {z1, z2, z3}, and each zi ∈ R has exactly 3 neighbors in Ft. By
Lemma 4.2, if we consider Ft as a 5-cycle x1x2x3x4x5x1 with the unique chord x3x5, then
N(z1) ∩N(z2) ∩ V (Ft) = {x1, x2, x4}. Hence G[R ∪ Ft] has a 4-cycle z1x1z2x2z1 with chord
x1x2, contradicting (O1).
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Now, if we were to have two chorded 5-cycles F, F ′ ∈ F , then we can choose x, y ∈ V (F )
and u, v ∈ V (F ′). Then, G[{x, y, u, v}] = K4 since the set of low vertices forms a clique.
This contradicts (O1). Thus Ft is the only 5-cycle in F , and hence |V (F)| = 4(t− 1) + 5 =
4t + 1 ≤ 4k − 3. Since n ≥ 4k, we have |R| ≥ 4 unless n = 4k and F consists of (k − 2)
4-cycles and one 5-cycle.
We now handle the case n = 4k. Since K4k contains k disjoint K4, G has a non-edge
xy. Since G is an edge-maximal counterexample, G+ xy contains k disjoint chorded cycles
F1, . . . , Fk. Since n = 4k, these are all 4-cycles. By the choice of G, after deleting xy from
G+ xy, we ruin one of the Fj and thus produce |R| = 4.
Lemma 4.10. If k = 2, δ(G) ≥ 3.
Proof. Let v ∈ V (G) be a vertex with dG(v) = δ(G) and G′ := G−N [v]. If dG(v) ≤ 1, then
there are n− 2 nonneighbors, all of degree at least 8. Then G′ is a graph on n− 2 vertices
with δ(G′) ≥ 7; in particular, |G′| ≥ 8. So by Theorem 1.35, G′ has 2 disjoint chorded cycles.
Now, suppose v is a vertex with dG(v) = 2, say N(v) = {v1, v2}. For each u ∈ V (G′),
uv /∈ E(G) so dG(u) ≥ (6k − 3)− 2 = 7 and hence dG′(u) ≥ 5.
CASE 1: v1v2 ∈ E(G). If there exists u ∈ NG(v1) ∩NG(v2)− v, then uv1vv2u is a 4-cycle
with chord v1v2. Since δ(G′−u) ≥ 5− 1 = 4, Theorem 1.35 provides a second chorded cycle
unless |G′ − u| = n− 4 < 4, which is not the case. Therefore, we have two disjoint chorded
cycles.
Hence, for every u ∈ V (G′), ||u, {v, v1, v2}|| ≤ 1 and so δ(G′) ≥ 6. Again, Theorem 1.35
provides that G′ has two disjoint chorded cycles unless |G′| < 8. But then, G′ ∼= K7.
Thus, dG′(u) = 6 but dG(u) ≥ 7 for each u ∈ V (G′). Then, ||{v1, v2}, G′|| ≥ 7 and so
||vi, G′|| ≥ 4 for some i ∈ {1, 2}. Hence, for u1, u2, u3 ∈ NG′(vi), G[{vi, u1, u2, u3}] = K4 and
G′ − {u1, u2, u3} = K4, a contradiction.
CASE 2: v1v2 /∈ E(G). By symmetry, we may assume dG(v1) ≥ dG(v2), so that the Ore
condition (4.1) yields dG(v1) ≥ 5. Consider G′′ := G − v − v2. Since v is not adjacent to
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the vertices in V (G′′)− v1,
for all u ∈ V (G′′ − v1), dG(u) ≥ 7 and hence, dG′′(u) ≥ 6. (4.6)
Since dG′′(v1) ≥ 4, σ2(G′′) ≥ 10 and so by Theorem 1.37, either n′′ := |G′′| = 7, or G′′ =
G1(n
′′, 2), or G′′ = G2(2).
Case 2.1: n′′ = 7. Then G′′ = K7 and since each u ∈ V (G′′) − v1 has dG(u) ≥ 7,
uv2 ∈ E(G) for all such u. Hence, δ(G − v) ≥ 6 and |V (G) − v| = 8 so that G − v has 2
disjoint chorded cycles by Theorem 1.35.
Case 2.2: G′′ = G1(n′′, 2). Call the partite sets A,B with |A| = 5 and |B| = n′′ − 5. For
each u ∈ B, dG′′(u) = 5 so dG(u) ≤ 6. For each u ∈ A, dG(u) = dG′′(u) + ||u, {v, v2}|| ≤
n′′− 5 + 1. By the Ore condition, we have n′′ ≥ 9 so that there exists u ∈ B − v1. Then, we
contradict the Ore condition of G since uv /∈ E(G) but dG(u) + dG(v) ≤ 6 + 2 = 8 < 9.
Case 2.3: G′′ = G2(2). Then, only one vertex in u ∈ V (G′′) has dG′′(u) ≥ 6 and so u is
the only vertex in G with degree at least 7 since dG(v), dG(v2) ≤ 6. This contradicts (4.6).
Lemma 4.11. If k = 2, G is 3-connected.
Proof. If G is disconnected, then by Lemma 4.10 we can use Theorem 1.36 componentwise
to yield two disjoint chorded cycles, a contradiction.
Suppose G has a cut-vertex x. Let Y be a component of G − x disjoint from F . By
Lemma 4.10, δ(G) ≥ 3 so that δ(G[Y ]) ≥ 2. But the set S := {v ∈ Y : dY (v) = 2} induces
a clique since for all s, t ∈ S, dG(s) + dG(t) ≤ 6. Hence, σ2(G[Y ]) ≥ 5 and so G[Y ] contains
a chorded cycle by Theorem 1.36, so we have 2 disjoint chorded cycles, a contradiction.
Now, suppose that there exists a separating set S with |S| = 2. Say S = {u, v} and
G− S has components A and B.
CASE 1: For all w ∈ V (G) − S, dG(w) ≥ 4. Let GA = G[A + u] and GB = G[B + v].
If dGA(u) ≥ 2, then σ2(GA) ≥ 5, otherwise σ2(GA − u) ≥ 5. In both cases, GA contains a
chorded cycle. Similarly, GB has a chorded cycle, a contradiction.
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CASE 2: There exists a vertex y ∈ V − S such that dG(y) = 3, say y ∈ A. By (4.1),
dG(w) ≥ 6 for all w ∈ B. (4.7)
Let P ′ be a shortest u, vpath in G[B ∪ S].
Case 2.1: For some w ∈ B − V (P ′), ||w,P ′|| ≥ 4. Then ||w,P ′ − v|| ≥ 3 and so
G[P ′− v+w] ⊆ G[B+u] contains a chorded cycle. Take a maximal path Q := v0v1 · · · vs in
G[A+ v] with v0 = v and vi ∈ A for i > 0. If dG[A+v](vs) ≥ 3, then ||vs, Q|| ≥ 3 and so G[Q]
contains a chorded cycle. Otherwise, by Lemma 4.10, dG[A+v](vs) = 2 and dG(vs) = 3. Since
Q is maximal, NG[A+v](vs) = {vs−1, vi} for some 0 ≤ i ≤ s− 2 and {u, v} being a separating
set means that NG(vs) = {vs−1, vi, u}.
Consider vi+1. Path v0v1 · · · vivsvs−1 · · · vi+1 has the same length as Q, so
dG[A+v](vi+1) = 2 and dG(vi+1) = 3. Hence by (4.1), vi+1vs ∈ E(G) and so i + 1 = s − 1.
Also, NG(vs−1) = {vs−2, vs, u} so that uvs−1vs−2vsu is a 4-cycle with chord vs−1vs. By the
subcase, ||w,P ′ − u|| ≥ 3 so that G[P ′ − u+ w] ⊆ G[B + v] contains a chorded cycle. Thus
we found 2 disjoint chorded cycles. This completes the subcase.
Case 2.2: For all w ∈ B − P ′, ||w,P ′|| ≤ 3. First, B − P ′ 6= ∅ as otherwise x ∈ V (P ′)
and xy /∈ E(G) implies that dG(x) ≥ 9− dG(y) = 6 so that P ′ has a chord, contradicting it
being a shortest u, v−path. Then, δ(G[B − P ′]) ≥ 6 − 3 = 3 and so G[B − P ′] contains a
chorded cycle by Theorem 1.36. Now consider G[A + P ′] ⊇ G[A + S]. All maximum paths
Q′ in G[A+ P ′] have endpoints of degree 2 in G[A+ P ′] or else we have our chorded cycle.
Therefore,by Lemma 4.10 all such maximum paths are u, vpaths. Consider one such path
Q′ := v′0v
′
1 · · · v′t where u = v′0, v = v′t. Note, t = 1 implies A is already disconnected in G and
t = 2 implies N(v′1) = {u, v}, contradicting δ(G) ≥ 3, so we assume t ≥ 3. By Lemma 4.10,
dG[A+P ′](v
′
t−1) ≥ 3.
If xv′t−1 for some x ∈ A−Q′, then v′0 · · · v′t−1x is a part of a diﬀerent maximum path, hence
must have v as an endpoint, i.e. there exists 0 < i < t−1 and vertices xi+1, · · · , xt−2 ∈ A−Q′
where x = xt−2 such that Q′′ := v′0 · · · v′ixi+1 · · ·xt−2v′t−1v′t is maximum. In other words,
G′ := G[P ′ ∪Q′ ∪ {xi+1, . . . , xt−2}] is a Θ-graph with 3-vertices v′i and v′t−1, and so x = xt−2
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cannot have a third neighbor in G′. So, there exists y ∈ A − V (Q′) − V (Q′′) such that
xy ∈ E(G). But then v′0 · · · v′t−1xy is longer than Q′ contradicting Q′ being maximum.
Thus, NG(v′t−1) ⊆ Q′ and so v′jv′t−1 for some 0 ≤ j ≤ t − 3. But then we have a cycle
vP ′uQ′v with chord v′jv
′
t−1. Hence, each of G[A+P
′] and G[B−P ′] contains a chorded cycle
thus providing 2 disjoint chorded cycles, a contradiction.
Lemma 4.12. Suppose k ≥ 2, R = {v1, v2, v3, v4}, E(G[R]) = {v1v2, v2v3, v3v4, v4v1}, and
F ∈ F is such that F = K4. If ||R,F || ≥ 11, then
(a) ||R,F || = 11 and
(b)
∑4
j=1 dG(vj) ≥ 12k − 5.
Proof. Suppose ||R,F || ≥ 11. We proceed in a series of claims. First, we show that
||xi, R|| ≤ 3 for each 1 ≤ i ≤ 4. (4.8)
Indeed, assume x1vj ∈ E(G) for each 1 ≤ j ≤ 4. Since ||R,F || ≥ 11, we may assume
||v1, F || ≥ d11/4e = 3. Then G[F −x1 +v1] ⊇ K−4 and G[R−v1 +x1] = K−4 , a contradiction
to Rule (O1). This proves (4.8).
By (4.8), we may assume that ||xi, R|| = 3 for 1 ≤ i ≤ 3 and ||x4, R|| ≥ 2. For 1 ≤ i ≤ 3,
let j(i) be such that vj(i)xi /∈ E(G). Our next claim is:
||vj(i), F || ≤ 1 for each 1 ≤ i ≤ 3. (4.9)
Indeed, suppose that for example j(1) = 4 and ||v4, F || ≥ 2. Since v4x1 /∈ E(G), this means
G[F−x1+v4] containsK−4 . But by the choice of x1, also G[R−v4+x1] = K−4 , a contradiction
to Rule (O1). This proves (4.9).
If there exist i1, i2 such that j(i1) 6= j(i2), then by (4.9), ||R,F || = ||{vj(i1), vj(i2)}, F ||+
||R− {vj(i1), vj(i2)}, F || ≤ 2 · 1 + 2 · 4 = 10, a contradiction. Thus, we may assume
j(1) = j(2) = j(3) = 4. (4.10)
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We can now say more:
x4v1, x4v3 /∈ E(G). (4.11)
If (4.11) does not hold, then by symmetry we may assume x4v1 ∈ E(G). In this case,
by (4.10), G[F − x1 + v1] = K4 and G[R− v1 + x1] = K+1,3. But a K+1,3 is better than a C4
by (O6), a contradiction.
Since ||R,F || ≥ 11, (4.8) and (4.11) together imply ||R,F || = 11 and N(x4) ∩ R =
{v2, v4}. So, if one of v1 or v3, say v3, is low, then x4 is high, and replacing F with G[F −
x4 + v3] yields another K4, and R− v3 + x4 again induces C4. But it contradicts Rule (O8),
since d(x4) > d(v3). Hence, both v1 and v3 are high, and
∑4
j=1 dG(vj) = dG(v2) + dG(v4) +
2(3k − 1) ≥ (6k − 3) + 2(3k − 1) = 12k − 5. This proves the lemma.
Lemma 4.13. For k ≥ 3, K4 ∈ F or {K−4 , K−4 } ⊆ F .
Proof. Suppose that K4 /∈ F and {K−4 , K−4 } 6⊆ F . Let G′ = G− V (F1). We ﬁrst show that
σ(G′) ≥ 6(k − 1)− 3. (4.12)
Otherwise, there exist x, y ∈ V (G′) such that dG′(x) + dG′(y) ≤ 6(k − 1) − 4 = 6k − 10.
Then, ||{x, y}, F1|| ≥ 7 and so by symmetry we may assume ||x, F1|| ≥ 4. If |F1| ≥ 5, then
G[F1+x] contains a chorded cycle shorter than F1, contradicting (O3). Otherwise, F1 = K
−
4
and G[F1 + x] ⊇ K4, contradicting (O2). This proves (4.12).
By the minimality of G, either n − |F1| < 4(k − 1) or G′ has k − 2 disjoint cycles, and
G′ is an excluded graph. Note that G′ 6= G3 since G3 contains K4. If ||F1, x|| ≤ 2 for all
x ∈ V (G′), then σ(G′) ≥ 6k − 3− 4 = 6(k − 1)− 1. By Theorem 1.36, G′ has k − 1 disjoint
cycles, so G has k disjoint chorded cycles, a contradiction. Then, either n− |F1| < 4(k− 1),
or G′ ⊇ G−1 (n−|F1|, k− 1), or G′ ⊇ G∗∗2 (k− 1), and ||x, F1|| = 3 for some x ∈ V (G′) so that
by Lemma 4.2, we have the following cases:
CASE 1: F1 = K
−
4 . In this case, n − |F1| ≥ 4(k − 1), so G′ is an excluded graph.
Since G′ ⊇ G∗∗2 (k − 1) contains K−4 , we have G′ ⊇ G−1 (n − 4, k − 1) with partite sets A
and B where |A| = (n − 4) − 3(k − 1) + 1 = n − 3k and |B| = 3(k − 1) − 1 = 3k − 4.
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There exists a vertex y0 ∈ A such that for each y ∈ A − y0, ||y, F1|| = 3, NG′(y) = B, and
||y0, F1|| ≥ 2 or else we violate (4.12). For the same reason, |A| ≥ |B| and so |A| ≥ |B| ≥ 5.
Note, for each y ∈ A − y0, we have x1, x3 ∈ N(y). So, take some y1 ∈ A − y0 and suppose
by symmetry that N(y1) ∩ F1 = {x1, x2, x3}. We have the chorded cycle F ′1 comprised of
y1x2x4x3y1 with chord x2x3. Then, the remaining graph G′′ := G− {y1, x2, x3, x4} contains
K|A|−1,|B|+1 − x1y0 since x1 is adjacent to all of A− y0. G′′ has k− 1 disjoint chorded cycles
unless |A− y1| = n− 3k < 3k− 3. But then, (4.12) implies n− 3k = 3k− 4 and so A and B
are interchangeable. Namely, there exists z0 ∈ B such that each z ∈ B − z0 has ||z, F1|| = 3
and NG′(z) = A. Moreover, if any y ∈ A−y0 and z ∈ B−z0 share the same neighborhood in
F1, say N(y)∩N(z)∩V (F1) = {x1, x3, x2}, then G[{x1, x2, y, z}] = K4, a contradiction. So,
we can take any y1, y2 ∈ A− y0 and z1, z2 ∈ B− z0 where N(y1)∩V (F1) = N(y2)∩V (F1) =
{x1, x3, x2} and N(z1) ∩ V (F1) = N(z2) ∩ V (F1) = {x1, x3, x4} to get 4-cycles y1z2x1x2y1
and y2z1x4x3y2 with chords y1x1 and z1x3, respectively, a contradiction.
CASE 2: F1 = C
+
5 with unique chord x3x5. If n − 5 < 4(k − 1), then n ≥ 4k implies
n = 4k. Now, {x1, x3} and {x2, x4} form independent sets, so for W := {x1, x2, x3, x4} ,
we have ||W,V (G′)|| ≥ 2(6k − 3 − 5) = 12k − 16. For each y ∈ V (G′), ||y, F1|| ≤ 3 and
so we have ||W,V (G′)|| ≤ 12k − 15. Hence, there exists a y0 ∈ V (G′) such that for each
y ∈ V (G′) − y0, ||y,W || = 3. For such a y, if yx4 /∈ E(G), then G[{y, x1, x2, x3}] = K4, a
contradiction.
Thus, n−5 < 4(k−1) and hence G′ is an excluded graph. Whether G′ ⊇ G−1 (n−5, k−1)
or G′ ⊇ G∗∗2 (k− 1), there exists an independent set A of size 3k− 5 ≥ 3. Moreover, there is
a vertex y0 ∈ A such that for all vertices y1, y2 ∈ A− y0, we have dG′(y1), dG′(y2) = 3k − 4,
y1y2 /∈ E(G), and so ||y1, F1||, ||y2, F1|| = 3 by the Ore condition. Hence, N(y1) ∩ N(y2) ⊇
{x1, x2} in which case we have the 4-cycle y1x1y2x2y1 with chord x1x2, contradicting (O1).
CASE 3: F1 = K3,3 with partite sets A′ = {x1, x3, x5} and B′ = {x2, x4, x6}. Then
G∗∗2 (k− 1), G3 6⊆ G′ as each of them has smaller chorded cycles than K3,3. Suppose n− 6 <
4(k−1). Then, since each partite set of F1 has at most one low vertex, we can by symmetry
assume x1, x2 are high vertices, in which case ||{x1, x2}, V (G′)|| ≥ 2(3k − 1− 3) = 6k − 8 ≥
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4(k− 1) > n− 6. So, there is a vertex y ∈ N(x1)∩N(x2)∩ V (G′), and hence yx1x4x3x2y is
a 5-cycle with chord x1x2, contradicting (O3).
So, n − 6 ≥ 4(k − 1) and G′ ⊇ G−1 (n − 6, k − 1) with partite sets A and B where
|A| = (n− 6)− 3(k − 1) + 1 = n− 3k − 2 and |B| = 3(k − 1)− 1 = 3k − 4.
By (4.1), there exists a vertex y0 ∈ A such that for each y ∈ A − y0, ||y, F1|| = 3,
NG′(y) = B, and ||y0, F1|| ≥ 2. By Lemma 4.2, for each such y, either N(y)∩V (F1) = A′ or
N(y) ∩ V (F1) = B′.
Case 3.1: All y ∈ A − y0 have neighbors in one partite set, say A′. Then no vertex
z ∈ V (B) has a neighbor in A′ or else we have a chorded 5-cycle, contradicting (O3). Then,
for each pair x, x′ ∈ B′, we have ||{x, x′}, B|| ≥ 6k − 9. This implies that there exists some
vertex z0 ∈ B, such that for all z ∈ B − z0, N(z) ∩ V (F1) = B′. Hence, our graph G is
Kn−3k+1,3k−1 − y0z0 or Kn−3k+1,3k−1, i.e. G−1 (n, k − 1) or G1(n, k − 1), a contradiction.
Case 3.2: A − y0 is partitioned into two non-empty sets A1, A2 where for all y ∈ A1,
N(y) ∩ V (F1) = A′ and for all y ∈ A2, N(y) ∩ V (F1) = B′. Again, we cannot have any
z ∈ V (B) with ||z, F1|| 6= 0, as otherwise we contain a C+5 . Hence, for each x ∈ B′,
N(x) ⊆ A′ ∪ A2 + y0 and for each y ∈ A′, N(y) ⊆ B′ ∪ A1 + y0. If say |A1| ≤ |A2|, then for
each x, x′ ∈ A′,
d(x) + d(x′) ≤ 2 · 3 + 2|A1|+ ||y0, {x, x′}|| ≤ 8 + 2
⌊ |A| − 1
2
⌋
≤ n− 3k + 5. (4.13)
Therefore, n ≥ 9k − 8. If |A1|, |A2| ≥ 3, then take any A′1 ⊆ A1, A′2 ⊆ A2 each with
|A′1|, |A′2| = 3 and so G[A′1, A′], G[A′2, B′] = K3,3. Then, G−{A′1, A′, A′2, B′} ⊇ Kn−3k−8,3k−4.
If n > 9k − 8 or k ≥ 4, then this remaining graph contains k − 2 disjoint chorded cycles
because n − 3k − 8 ≥ 3(k − 2), a contradiction. But if k = 3 and n = 9k − 8 = 19, then
n − 3k + 5 = 6k − 3, and so we need equality in (4.13). However, |A| = n − 3k − 2 = 8 is
even and so this is impossible.
Otherwise, we may assume |A2| ≤ 2. Since B′ is independent, it contains two high
vertices, say x, x′ ∈ B′. For k ≥ 3, dG(x) + dG(x′) ≤ 2|A2 + y0| + 2 · 3 ≤ 12. Hence,
||{x, x′}, B|| ≥ 6k − 3 − 12 ≥ 3 and so there exist z, z′ ∈ B ∩ (N(x) ∪ N(x′). Since
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|B ∪ B′| = 4k − 1, y0 can have at most one nonneighbor in B ∪ B′. So we can assume
y0z, y0x ∈ E(G). But then for each z′′ ∈ N(y0) ∩ (B − z) and y ∈ A − y0, xy0z′′yzx is a
5-cycle with chord y0z, contradicting (O3).
4.3 Case: G[R] does not have a Hamiltonian path
Suppose that our collection F utilizing Rules (O1)(O8), yields a remainder vertex set R
where G[R] does not contain a Hamiltonian path, i.e. G[R] does not contain a spanning
path of length |R|.
Lemma 4.14. For k ≥ 2 and all z ∈ R− V (P ), dG[R](z) ≥ 2.
Proof. Suppose there is a vertex z ∈ R − V (P ) such that dG[R](z) ≤ 1. By Lemma 4.5
and since P is maximum, dP (v1) ≤ 2 and ||v1, R − V (P )|| = 0 and symmetrically for vp.
Therefore dG[R](v1), dG[R](vp) ≤ 2. Since v1z, vpz /∈ E(G), 2d(z) + d(v1) + d(vp) ≥ 12k − 6.
By the case and Lemma 4.5, 2dG[R](z) + dG[R](v1) + dG[R](vp) ≤ 6, hence
||{v1, vp},F||+ 2||z,F|| ≥ 12k − 6− 6 = 12(k − 1). (4.14)
Claim 4.15. For all F ∈ F , if ||{v1, vp}, F ||+ 2||z, F || ≥ 12, then
(a) ||{v1, vp}, F ||+ 2||z, F || = 12,
(b) |F| = k − 1,
(c) ||v, F || = 3 for all v ∈ {v1, vp, z}, and
(d) dG[R](z) = 1, dG[R](v1) = 2, and dG[R](vp) = 2.
Proof. Suppose that there exists F ∈ F such that ||{v1, vp}, F || + 2||z, F || ≥ 13. Since
||{v1, vp}, F || ≤ 8, ||z, F || ≥ 3. Moreover, there is some v ∈ {v1, vp, z} such that ||v, F || = 4,
so F = K4 by Lemma 4.2. Since some vertex has 4 neighbors in F , if possible choose
x ∈ [(N(v1) ∪ N(vp)) \ N(z)] ∩ V (F ), otherwise just choose x ∈ [N(v1) ∪ N(vp)] ∩ V (F ).
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Then G[F − x + z] = K4 and G[V (P ) + x] contains a path longer than P , contradicting
(O6). This proves (a).
Hence, by (4.14), ||{v1, vp}, F || + 2||z, F || = 12 for all F ∈ F and thus |F| = k − 1,
dG[R](v1) = dG[R](vp) = 2, and dG[R](z) = 1. This proves (b) and (d). If ||v, F || = 4 for some
v ∈ {v1, vp, z}, then again F = K4. If possible choose x ∈ [(N(v1) ∪N(vp)) \N(z)] ∩ V (F ),
otherwise just choose x ∈ [N(v1) ∪N(vp)] ∩ V (F ). Either G[F − x+ z] ⊇ K4 and G[P + x]
contains a path longer than P , or ||z, F || = 2 in which case G[F−x+z] = K−4 and xv1 · · · vpx
is a cycle with chord incident to v1 since dG[R](v1) = dP (v1) = 2. In any case, we have a
contradiction thus proving (c), and this completes the claim.
By Lemma 4.2, we have four cases:
CASE 1: F = K4. There exists x ∈ N(v1)∩N(vp)∩V (F ) and so G[F −x+ z] ⊇ K−4 and
G[P + x] has a cycle with chord incident to v1 since dP (v1) = 2. Thus, we have k disjoint
chorded cycles, a contradiction.
CASE 2: F = K−4 . By Lemma 4.2, {x1, x3} ⊆ N(z) ∩ N(v1) ∩ N(vp) ∩ V (F ). Then
G[F − x1 + z] = K−4 and G[P + x1] has a cycle with chord incident to v1 since dP (v1) = 2.
Thus, we have k disjoint chorded cycles, a contradiction.
CASE 3: F = C+5 . By Lemma 4.2, {x1, x2, x4} ⊆ N(z) ∩ N(v1) ∩ N(vp) ∩ V (F ). Then
G[{z, x1, x2, v1}] ⊇ K−4 , contradicting (O1).
CASE 4: F = K3,3. We may assume N(z) ∩ V (F ) = A = {x1, x3, x5}. If there exists
v ∈ {v1, vp} with N(v)∩ V (F ) = B = {x2, x4, x6}, then G[F − x2 + z] = K3,3 and G[P + x2]
contains a path longer than P , contradicting (O6). Hence, N(z)∩ V (F ) = N(v1)∩ V (F ) =
N(vp) ∩ V (F ) = A. Moreover, since this is the last case, each Fi ∈ F also is a K3,3. Then,
dG(z) = 1 + 3(k − 1) = 3k − 2, so z is a low vertex. Since zx2 /∈ E(G), x2 is not low.
However, G[F − x2 + z] = K3,3 and P is still a path in G[R− z + x2], so that either there is
a longer path and we contradict (O6), or the degree sum in R has increased, contradicting
(O8). This proves Lemma 4.14.
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Lemma 4.16. Let k ≥ 2 and P1 = z1z2 · · · zs be a maximal path in G[R − V (P )]. Then,
dG[R](z1) = 2 or dG[R](zs) = 2.
Proof. By Lemma 4.14, dG[R](z1) ≥ 2 and dG[R](zs) ≥ 2 so suppose that dG[R](z1), dG[R](zs) ≥
3. If s = 1, then ||z1, P || ≥ 3, contradicting Lemma 4.5. Therefore z1 6= zs. If dP1(z1) =
dP1(zs) = 1, then each vertex has at least two neighbors on P , say z1vi, z1vj, zsvm, zsv` ∈
E(G) with i < j and m < `. By symmetry assume i < m. Then z1 · · · zsv`v`−1 · · · viz1 is a
cycle with chord zsvm, so we have k disjoint chorded cycles, a contradiction. Otherwise, some
endpoint of P1 has a chord on its own maximal path, say z1zi ∈ E(G) for some 3 ≤ i ≤ s.
Still z1vm, zsvj ∈ E(G) for some 1 ≤ m, j ≤ p. Then z1 · · · zsvj · · · vmz1 is a cycle with chord
z1zi, so we have k disjoint chorded cycles, a contradiction.
Lemma 4.17. If k ≥ 2, then G[V (P )] is not a cycle.
Proof. Suppose G[V (P )] is the cycle v1v2 . . . vpv1. For notation, let P1 = P , and let P2 =
w1w2 . . . wq be a longest path in G[R] − V (P1). By the maximality of P1 and P2, neither
of w1 nor wq has a neighbor in R − V (P1)− V (P2) and by Lemma 4.14, dG[R](w1) ≥ 2 and
dG[R](wq) ≥ 2, so we conclude that
q ≥ 3, dG[R](w1) = dG[R](wq) = 2, and w1 and wq are incident to chord(s) of P2. (4.15)
Let W1 = {v1, v2}, W2 = {w1, wq} and W = W1 ∪W2. Since v1w1, v2wq /∈ E(G) ,
||W,V (G)−R|| ≥
∑
w∈W
dG(w)−
∑
w∈W
dG[R](w) ≥ 2(6k − 3)− 4(2) = 12(k − 1)− 2. (4.16)
Hence if |F| ≤ k − 2, then there is F ∈ F with ||W,F || ≥ 13. So, there is w′ ∈ W
with ||w′, F || ≥ 4. Then by Lemma 4.2 , F = K4. If w′ ∈ Wj, then to have ||W,F || ≥ 13,
there is w′′ ∈ W3−j with ||w′′, F || ≥ 3. Therefore, we have w ∈ W2 and v ∈ W1 with
||w,F ||, ||v, F || ≥ 3. Let x ∈ [N(v) \ N(w)] ∩ V (F ) if possible, otherwise simply choose
x ∈ N(v) ∩ V (F ). Thus G[F − x + w] = K4 and G[P + x] has a path longer than P . This
contradicts (O6). Therefore,
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|F| = k − 1. (4.17)
By (4.16), there is F ∈ F with
||W,F || ≥ 10. (4.18)
By symmetry, we may assume
||v1, F || ≥ ||v2, F || and ||w1, F || ≥ ||wq, F ||. (4.19)
Let ||Wi, F || ≥ 5 with Wi := {v′1, v′2} and W3−i := {w′1, w′q}. Assume ﬁrst that F = K3,3.
By Lemma 4.2, we may assume that N(v′1) ∩ V (F ) = A and {x2, x4} ⊆ N(v′2) ∩ V (F ).
Since ||W3−i, F || ≥ 4, both w′1, w′q have neighbors on F , say x ∈ N(w′1) ∩ V (F ) and x′ ∈
N(w′q)∩V (F ), respectively, where we may assume N(w′1)∩V (F ) ⊆ A and N(w′q)∩V (F ) ⊆ B
by Lemma 4.3. Then both G[V (P3−i)∪{x, x′}] and G[V (Pi)∪ (F −{x, x′})] contain chorded
cycles, thus producing k disjoint chorded cycles.
Now assume that F 6= K3,3. Then there exists x ∈ NG(v′1) ∩NG(v′2) ∩ V (F ). Note, this
holds even if F = C+5 , as if v
′ ∈ W has N(v′) ∩ V (F ) = {x3, x5}, i.e. the endpoints of the
chord, then we have G[{v′, x3, x4, x5}] = K−4 , contradicting (O1). Note that G[V (Pi) ∪ {x}]
contains a chorded cycle. It follows that each of w′1, w
′
q has at most two neighbors on F − x,
and w′1 and w
′
q cannot both have neighbors on F − x, for otherwise, G[V (P3−i) ∪ (F − x)]
contains a chorded cycle and we obtain k disjoint chorded cycles. Therefore, ||W3−i, F−x|| ≤
2.
If x is adjacent to both w′1 and w
′
q, then by the same argument, ||Wi, F − x|| ≤ 2, a
contradiction to ||Wi, F || ≥ 5. So ||W3−i, F || ≤ 3. It follows that ||Wi, F || ≥ 7, and thus for
some v′ ∈ Wi, ||v′, F || ≥ 4, so F = K4, and v′1, v′2 have at least three common neighbors on
F .
Since ||Wi, F || ≤ 8, ||W3−i, F || ≥ 2. So we may assume that either w′1 has two neighbors
on F , or w′1, w
′
q both have neighbors on F . In the former case, let x ∈ NG(v′1) ∩ NG(v′2) ∩
V (F ) \ NG(w′1), then G[{w′1} ∪ (F − x)] ⊇ K−4 and G[V (Pi) ∪ {x}] contains a chorded
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cycle. In the latter case, let x1, xq ∈ V (F ) where x1w′1, xqw′q ∈ E(G), respectively and
x ∈ NG(v′1) ∩ NG(v′2) − x1 − xq. Then G[V (Pi) ∪ {x}] and G[V (P3−i) ∪ {x1, xq}] contain
chorded cycles.
Lemma 4.18. Suppose k ≥ 2, V (P ) 6= R, and z ∈ R− V (P ) is the endpoint of a maximal
path in R− V (P ) with dG[R](z) = 2. Let W = {v1, vp, z}. Then,
(a) For all F ∈ F , ||W,F || ≤ 9,
(b) |F| = k − 1, and
(c) P has a chord with an endpoint in {v1, vp}.
Proof. Suppose that ||W,F || ≥ 10 for some F ∈ F . Then, either ||z, F || = 4 or ||v, F || = 4
for some v ∈ {v1, vp}. If ||z, F || = 4, then some x ∈ V (F ) has xv1 ∈ E(G). So G[F −
x + z] = K4 but xv1 · · · vp is longer than P , contradicting (O6). If say ||v1, F || = 4, then
||{z, vp}, F || ≥ 6 and so there exists some x ∈ N(z)∩N(vp)∩ V (F ). So G[F − x+ v1] = K4
and v2 · · · vpxz is longer than P contradicting (O6). This proves Lemma 4.18(a).
Due to P being maximum and G[P ] not a cycle by Lemma 4.17, W is an independent
set so d(v1) + d(vp) + d(z) ≥ 9k − 4. Note, at most one of these vertices is low. Then,
||W,F|| ≥ 9k − 4− 6 = 9(k − 1)− 1 (4.20)
By Lemma 4.18(a), if |F| ≤ k − 2, then ||W,F|| ≤ 9(k − 2) < 9(k − 1)− 1, a contradiction.
This proves Lemma 4.18(b)
For Lemma 4.18(c), if P had no chord at an endpoint, then dG[R](v1) = dG[R](vp) = 1
and so we could improve (4.20) to ||W,F|| ≥ 9k − 4− 4 = 9(k − 1) + 1, a contradiction to
Lemma 4.18(a) or Lemma 4.18(b). This completes the proof.
Below we continue to use the special set W = {v1, vp, z} where z ∈ R − V (P ) is the
endpoint of a maximal path in R− V (P ) with dG[R](z) = 2.
Lemma 4.19. If k ≥ 2 and F ∈ F with F = K−4 or F = C+5 , then ||W,F || ≤ 7. Hence,
K−4 , C
+
5 /∈ F .
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Proof. Suppose that there is some F ∈ F such that ||W,F || ≥ 8. If F = C+5 , then by
Lemma 4.2, there are two vertices w,w′ ∈ W such that N(w) ∩ V (F ) = N(w′) ∩ V (F ).
Namely, G[{w,w′} ∪ (N(w) ∩ V (F ))] ⊇ K−4 , a contradiction to (O1). Hence, F = K−4 .
If ||z, F || = 3, then for each x ∈ {x1, x3}, G[F − x + z] = K−4 and G[P + x] contains a
longer path than P since there is some v ∈ {v1, vp} with ||v, F || = 3 as well.
Otherwise, ||z, F || = 2 and ||v, F || = 3 for every v ∈ {v1, vp}. If there is x ∈ N(z) ∩
{x1, x3}, then again G[F − x + v1] = K−4 and G[P + x] contains a path longer than P ,
contradicting (O6). Hence, N(z) ∩ V (F ) = {x2, x4}. But then, G[F − x1 + z] = K−4 and
x1v1 · · · vpx1 is a cycle with chord from Lemma 4.18(c). This gives us k disjoint chorded
cycles, a contradiction. This proves the ﬁrst part of the claim.
Since W is an independent set, we have ||W,F|| ≥ 9k − 4 − 6 = 9(k − 1) − 1. By
Lemma 4.18(a) and the ﬁrst claim, if there exists a single cycle of type K−4 or C
+
5 , then we
have ||W,F|| ≤ 7 + 9(k − 2) < 9(k − 1)− 1, a contradiction. This completes the proof.
Lemma 4.20. Suppose that z is the same from Lemma 4.18 and ||{v1, vp, z}, F || ≥ 8. If
k = 2, then F = K3,3. If k ≥ 3, then F = K3,3, or F = K4 and ||z, F || = 0.
Proof. Suppose that F 6= K3,3, then by Lemma 4.19, F = K4. Then some x ∈ V (F ) is
adjacent to v1 or vp.
If ||z, F || = 4, then G[F − x + z] = K4 and G[P + x] contains a path longer than P , a
contradiction.
If ||z, F || = 3, then ||{v1, vp}, F || ≥ 5, and some x′ ∈ F is adjacent to both v1 and vp.
In this case, G[F − x′ + z] contains K−4 and G[P + x′] contains a cycle with chord due to
Lemma 4.17.
If ||z, F || = 1, then ||{v1, vp}, F || ≥ 7. We may assume that ||v1, F || = 4 and ||vp, F || ≥ 3.
If vp and z have a common neighbor, say x, on F , then G[F−x+v1] = K4 and G[P−v1+x+z]
contains a path longer than P . If vp and z have no common neighbor on F , let x ∈ F be
the neighbor of z, then G[F − x + vp] = K4 and G[P − vp + x + z] contains a path longer
than P .
Finally, let ||z, F || = 2. If say ||v1, F || = 4, then vp and z have no common neighbors
x ∈ V (F ) (otherwise, we get G[F −x+v1] = K4 and G[P −v1+x+z] contains a path longer
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than P ); hence, there exists x ∈ N(v1) ∩N(vp) ∩ V (F ) \N(z) so that G[F − x + z] = K−4
and G[P + x] contains a chorded cycle by Lemma 4.18(c). So ||v1, F || = ||vp, F || = 3. If
N(v1) ∩ V (F ) = N(vp) ∩ V (F ), then some x ∈ N(v1) ∩ V (F ) is not a neighbor of z, thus
G[P + x] and G[F − x+ z] both contain chorded cycles. If N(v1) ∩ V (F ) 6= N(vp) ∩ V (F ),
then z has no neighbors in N(v1) ∩ F −N(vp) and N(vp) ∩ F −N(v1) as we can contradict
(O6) again, so N(z)∩F = N(v1)∩N(vp)∩F . Let {x1, x2} = V (F )−N(z) and x1 ∈ N(v1)
(thus x2 ∈ N(vp)). Let z′ be the other endpoint of P1. If z = z′, then ||z, P || = 2.
Let N(z) ∩ V (P ) = {vi, vj} with i < j. Then v1v2 · · · vjzx3v1 is a chorded cycle and
G[F −x3+vp] = K−4 . So z′ 6= z. Then similar to z, N(z′)∩V (F ) = N(z)∩V (F ) = {x3, x4}.
Now G[P + x1 + x2] contain a chorded cycle and G[{x3, x4, z, z′}] ⊇ K−4 .
Therefore, ||z, F || = 0. Now let k = 2. Note that dG(v1) ≤ 6, and by Lemma 4.16,
dG(z) = dG[R](z) = 2, a contradiction to (4.1).
By Lemma 4.20, each copy of F = K3,3 ∈ F , has ||w,F || = 3 for all w ∈ W . Moreover,
each
V (F ) has partite sets AF , BF such that ||W,AF || = 0.
Otherwise, if v1 and vp share a neighbor x ∈ V (F ), then G[V (P ) +x] contains a chorded
cycle and G[F − x + z] = K3,3. If instead z and say v1 share a neighbor x ∈ V (F ), then
G[F − x+ vp] = K3,3 and zxv1 · · · vp−1 is a path longer than P , contradicting (O6).
Now, choose z′ ∈ AF . If ||z′, R|| ≥ 3, then G[F − z′ + z] = K3,3, P is still a path
in G[R − z + z′], so we either contradict (O6) or (O7) since dR′(z′) ≥ 3 > 2 ≥ dG[R](z).
If ||z′, R|| = 2, then the same process yields a contradiction to (O8) since z is low but
zz′ /∈ E(G) implies z′ is not low. Hence, ||z′, R|| ≤ 1. So, d(z′) ≤ 3(k − 2) + 4 + 1 = 3k − 1,
but z′ not low implies that we have ||z′, F1|| = 4 where F1 is still our unique copy of K4 ∈ F .
Hence, for each x ∈ V (F1)∩ (N(v1)∪N(vp)), G[F − z′ + z] = K3,3 and G[F1− x+ z′] = K4
and G[V (P ) + x] contains a path longer than P , contradicting (O6). Thus, this completes
the case if k ≥ 3.
All that remains is to handle the base case of k = 2.
Lemma 4.21. If k = 2, G − V (P ) forms a subgraph of K3,m, where m = n − 3 − |V (P )|,
such that v1, vp have only neighbors in the partite set of size 3.
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Proof. Let P1 = z1 . . . zs be the longest path in R−V (P ). Consider W = {v1, vp, z1}, where
by Lemma 4.16 we assume that dR(z1) = 2. Clearly, W is an independent set. So at most
one vertex in W is low. Then dG(v1) + dG(vp) + dG(z1) ≥ 9 + 5 = 14. As dG[R](x) ≤ 2 for
each x ∈ W , we have ||W,F || ≥ 14− 6 = 8. By Lemma 4.20, F = K3,3. Let AF , BF be the
two parts of F . Let AF = {x1, x3, x5} and BF = {x2, x4, x6}.
We claim that v1, vp and z1 have only neighbors in one part of F , say AF . By symmetry,
assume that N(v1) ∩ V (F ) = AF . Suppose N(vp) ∩ F ⊆ AF . If N(z1) ∩ V (F ) ⊆ BF , let
x1 ∈ N(v1) ∩ N(vp) ∩ V (F ), then G[F − x1 + z1] = K−3,3 and G[P + x1] contains another
chorded cycle.
Now suppose N(vp) ∩ V (F ) ⊆ BF . If N(z1) ∩ F ⊆ BF , then vp and z1 have a common
neighbor, say x2, thus G[F − x2 + v1] = K3,3 and zx2vpvp−1 · · · v2 is a path longer than P ,
contradicting (O6). If N(z1) ∩ V (F ) ⊆ AF , then when ||z1, F || = 3, let x2 ∈ N(vp), then
G[F − x2 + z1] = K3,3 and G[P + x2] contains a path longer than P , and when ||vp, F || = 3,
let x1 ∈ N(z1), then G[F − x1 + vp] = K3,3 and G[P − vp + x1 + z] contains a path longer
than P .
By symmetry, zs has only neighbors in AF as well. Let x1, x3 ∈ N(z1) ∩ V (F ) and
zsx3 ∈ E(G) and x5 ∈ N(v1)∩N(vp)∩ V (F ). Then G[P + x5] and G[P1 ∪ {x1, x3, x2}] both
contain chorded cycles since P has a chord by Lemma 4.18. So P1 = {z1}. It follows that
R−P consists of isolated vertices and each of the vertices in R−P has neighbors in AF .
Lemma 4.22. If k = 2 and G[R] has no hamiltonian path, then G contains 2 disjoint
chorded cycles.
Proof. By Lemma 4.21, we may assume that G consists of a path P and a subgraph H of
K3,m with parts A = {x1, x3, x5} and B = {y1, . . . , ym} such that v1, vp are all not adjacent
to B. As B is an independent set, at most one vertex in B is low, so we may assume that
dG(yi) ≥ 5 for each 1 ≤ i ≤ m− 1.
Also, at most one of v1, vp is low, and d(v1), d(vp) ≤ 5. So we may assume that d(v1) =
5, d(vp) ≥ 4 and d(ym) ≥ 4. It follows that v1 is adjacent to all vertices of A and vp is
adjacent to at least two vertices in A. Likewise, for each i ∈ [m− 1], since yi has only three
neighbors in H, it has at least two neighbors in P . As R − P 6= ∅, m − 1 ≥ 3. We may
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assume that vpx3 ∈ E(G) and ymx3, ymx5 ∈ E(G).
CASE 1: There exists 1 ≤ i < j ≤ p and a vertex in B−ym, say y1, with y1vi, y1vj ∈ E(G),
and a vertex, say y2 with y2vs ∈ E(G), such that i < j < s or s < i < j. If i < j < s,
then v1Pvjy1x1v1 contains chord y1vi, and vsPvpx3y3x5y2vs contains chord x3y2. Similarly, if
s < i < j, then vpPviy1x3vp contains chord y1vj, and v1Pvsy2x1y3x5v1 contains chord x5y2.
This proves the case.
For CASE 1 to not apply for all vertices in B − ym, we need N(ys) ∩ V (P ) = {vi, vj}.
We now handle that case.
CASE 2: For each s ∈ [m− 1], N(ys)∩ V (P ) = {vi, vj}, where i < j. Let v1vt ∈ E(G). If
t ≤ i, then v1Pviy1x1v1 contains chord v1vt, and vjPvpx3y2x5y3vj contains chord x3y3.
If i < j < t, then v1vtPvpx3y4x5v1 contains chord v1x3 and G[x1, y1, y2, y3, vi, vj] = K3,3.
So v1vt ∈ E(G) with i < t ≤ j. Since ymvp /∈ E(G), either dG[R](vp) = 2 or N(ym) =
{x1, x3, x5, vi, vj}.
Case 2.1: We don't have a chord incident to vp and N(ym) = {x1, x3, x5, vi, vj}. Now, j <
p−1 as otherwise P ′ = v1 · · · vp−1y1 is a maximum path and G[V (H)−y1+vp] ⊇ K3,3, contra-
dicting (O7) since ||y1, P ′ − y1|| = 2 but ||vp, P − vp|| = 1. Note that also dG[V (P )](vp−1) ≤ 3
so ||vp−1, H|| ≥ 1. By the case, a neighbor must be in {x1, x3, x5}, say vp−1x1 ∈ E(G).
Hence, x1v1vtvt+1 · · · vpx1 is a cycle with chord x1vp−1 and G[vi, x3, x5, y1, y2, y3] = K3,3.
This produces two disjoint chorded cycles and ends the subcase.
Case 2.2: dG[R](vp) = 2. By symmetry with v1, vpvq ∈ E(G) for some i ≤ q < j. Now
G[x1, x5, vi, y1, y2, y3] = K3,3.
If i < t ≤ q ≤ j, then v1vtPvpx3v1 contains chord vpvq. Otherwise q < t, and so G[V (P )]
is a Θ-graph.
If i < q < t < j, then v1vtvt−1 · · · vqvpvp−1vjy4x3v1 contains chord vpx3 unless m = 4 and
vjy4 /∈ E(G). But then N(ym) ⊇ A by (4.1) and so we can swap the roles of y1 and y4, i.e.
G[x1, x5, vi, y2, y3, y4] = K3,3 and v1vtvt−1 · · · vqvpvp−1vjy1x3v1 contains chord vpx3.
If i < q < t = j, then v1vq /∈ E(G) and dG[P ](vq) = 3 implies ||vq, A|| ≥ 9 − 5 − 3 = 1,
say x1vq ∈ E(G). Then x1v1vtvt−1 · · · vqvpx1 is a cycle with chord x1vq.
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If i = q < t < j, a similar argument holds with G[x1, x5, vj, y2, y3, y4] = K3,3 and
x1vpvqvq+1 · · · vtv1x1 is a cycle with chord x1vt.
Now it remains to handle when i = q and j = t so i = q < t = j. First, we claim
i = j − 2.
Otherwise, ||v,H|| ≥ 2 for v ∈ {vi+1, vi+2}. By the case, we have N(v)∩ V (H) ⊆ A. Hence,
there exists, say x1 ∈ A∩N(vi+1)∩N(vi+2). Then, x1v1 · · · vi+1x1 is a cycle with chord x1vi
and G[V (H)− x1 + vj] ⊇ K3,3, producing two disjoint chorded cycles.
Next, we claim i = 2. Note, G[P ] is a Θ-graph so dG[P ](v2) = 2, as otherwise G[P ]
contains a chorded cycle. So, ||v2, H|| ≥ 2 since v2vp /∈ E(G). If v2yk ∈ E(G) for some
k ∈ [m− 1], then ykv2 · · · vjyk is a cycle with chord ykvi. Since N(v2)∩V (H) is contained in
either A or B, by symmetry assume x1v2, x3v2 ∈ E(G). Then v1v2x1vpx3v1 is a 5-cycle with
chord v1x1, contradicting (O3).
By symmetry, we also have j = p−1. This together with i = 2 and i = j−2 yields i = q =
2, j = t = 4, and p = 5 so that G[V (P )] = K2,3. By the symmetry of K2,3, {v1, v3, v5, ym}
is an independent set so at most one vertex has degree 4. Thus, G ∈ {G1(n, 2), G−1 (n, 2)}
with parts {x1, x3, x5, v2, v4} and B ∪ {v1, v3, v5}, a contradiction.
This contradicts our initial assumption that G is a counterexample to Theorem 4.1. This
completes the k = 2 case, and hence the case where G[R] does not have a Hamiltonian path.
4.4 Case: G[R] has a Hamiltonian path and k ≥ 3
In this section we consider the case that G[R] does have a Hamiltonian path and k ≥ 3. We
ﬁrst prove a stronger version of Lemma 4.6.
Lemma 4.23. For k ≥ 3, |R| ≥ 5.
Proof. Suppose that |R| ≤ 4. Then by Lemma 4.6, |R| = 4, say R = {v1, v2, v3, v4}.
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CASE 1: G[R] ⊆ C4. First we show that
||R,F || ≤ 12 for every F ∈ F . (4.21)
Indeed, suppose that ||R,F || > 12 for some F ∈ F . By Lemma 4.2, F = K4. Since
||R,F || ≥ 13, there is vi ∈ R with ||vi, F || = 4 and there is x ∈ V (F ) with ||x,R|| = 4. So,
G[V (F ) − x + vi] = K4 and G[R − vi + x] ⊃ G[R]. This contradicts either (O1) or (O8).
This shows (4.21).
Our next claim is
if F ∈ F and F = C+5 , then ||R,F || ≤ 9. (4.22)
Indeed, suppose F ∈ F is the cycle x1x2x3x4x5x1 with chord x3x5 and ||R,F || ≥ 10. By
Lemma 4.2, for each 1 ≤ i ≤ 4, ||vi, F || ≤ 3 and if ||vi, F || = 3, then N(vi)∩F = {x1, x2, x4}.
So, there are v, v′ ∈ R with N(v) ∩ F = N(v′) ∩ F = {x1, x2, x4}. In this case, replacing F
in F by the chorded 4-cycle G[{v, v′, x1, x2}] we obtain a family F ′ that is better than F by
(O1). This proves (4.22).
Next we show that
if F ∈ F and F = K−4 , then ||R,F || ≤ 10. (4.23)
Indeed, suppose F ∈ F is the cycle x1x2x3x4x1 with chord x2x4 and ||R,F || ≥ 11. By
Lemma 4.2, for each 1 ≤ i ≤ 4, ||vi, F || ≤ 3 and if ||vi, F || = 3, then N(vi) ⊇ {x1, x3}. This
means that there is 1 ≤ j ≤ 4 such that each v ∈ R − vj has 3 neighbors in F and vj has
at least 2 neighbors in F . If x1vj ∈ E(G), then for each j′ ∈ [4]− j, G[F − x1 + vj′ ] = K−4
and G[R− vj′ + x1] ⊃ G[R], which contradicts either (O1) or (O8). Thus, x1vj /∈ E(G) and
symmetrically x3vj /∈ E(G), implying N(vj)∩ V (F ) = {x2, x4}. Then, G[V (F )− x1 + vj] =
K−4 and G[R− vj +x1] ⊃ G[R], again contradicting either (O1) or (O8). This proves (4.23).
Since R has two disjoint pairs of nonadjacent vertices,
||R,F|| ≥ 2(6k − 3)− 2||G[R]|| ≥ 12(k − 1)− 2 = 12(k − 2) + 10. (4.24)
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So, by (4.21),
F has k − 1 chorded cycles and
||G[R]|| ≥ 3, i.e. G[R] is a cycle v1v2v3v4v1 or a path v1v2v3v4.
(4.25)
Now we show
K4 ∈ F . (4.26)
Indeed, otherwise by Lemma 4.13, F contains two cycles F1 and F2 inducingK−4 in G. Hence
by (4.21) and (4.23), ||R,F|| ≤ 2 · 10 + 12(t− 2) = 12(k − 1)− 4, a contradiction to (4.24).
We also need
if F ∈ F and F = K4, then ||R,F || ≤ 11. (4.27)
If G[R] = C4, then this follows from Lemma 4.12; so by (4.25) we may assume G[R] is a path
v1v2v3v4. Suppose ||R,F || ≥ 12. If ||v1, F || = 4, then for each x ∈ V (F ), ||x,R − v1|| ≤ 1,
since otherwise G[F − x + v1] = K4 and G[R − v1 + x] has a Hamiltonian path and more
edges than G[R], which contradicts (O7). But then ||R,F || ≤ 8. If ||v1, F || = 3, then
each x ∈ F has at most 2 neighbors in R − v1, since otherwise G[F − x + v1] ⊇ K−4 and
G[R − v1 + x] = K−4 , which contradicts (O1). But in this case ||R,F || ≤ 3 + 2 · 4 = 11,
as claimed. Thus, ||v1, F || ≤ 2 and symmetrically ||v4, F || ≤ 2. Since ||R,F || ≥ 12, this
yields ||v1, F || = ||v4, F || = 2 and ||v2, F || = ||v3, F || = 4. Then, let x1 ∈ N(v1) ∩ V (F ),
x4 ∈ N(v4) ∩ V (F ) − x1, and x2, x3 be the remaining vertices in F . In this notation,
G[{v1, v2, x1, x2}] ⊇ K−4 and G[{v3, v4, x3, x4}] ⊇ K−4 , a contradiction to (O1).
Our last claim is:
if F ∈ F , F = K3,3 and R contains ` low vertices, then ||R,F || ≤ 12− `. (4.28)
Indeed, since low vertices form a clique in G and G[R] is bipartite, ` ≤ 2. So, there
is nothing to prove if ||R,F || ≤ 10. Also by (4.21) we may assume ` ≥ 1. Suppose
||R,F || ≥ 13− ` ≥ 11. By Lemma 4.2, there is 1 ≤ j ≤ 4 such that each vertex in R−vj has
3 neighbors in F and vj has at least ||R,F || − 9 ≥ 2 neighbors in F . By the same lemma, if
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the partite sets of F are A and B, then we may assume that (N(v1) ∪N(v3)) ∩ V (F ) ⊆ A
and (N(v2) ∪ N(v4)) ∩ V (F ) ⊆ B. By above, at least ||R,F || + ` − 12 ≥ 1 low vertices in
R have 3 neighbors in F ; so let vi be such a vertex. By symmetry, we may assume i is odd.
Since ||{v2, v4}, B|| ≥ 5, there is b ∈ B adjacent to both, v2 and v4. As bvi /∈ E(G), b is
high. Then G[F − b + vi] = K3,3, G[R − vi + b] ⊆ G[R], and
∑
w∈R−vi+b d(w) >
∑
v∈R d(v).
This is a contradiction to (O8) which proves (4.28).
By (4.26), we may assume F1 = K4. So by (4.24), (4.21), (4.23), (4.22), and (4.27), F
does not contain copies of K−4 and C
+
5 . In other words,
F1 = K4 and each chorded cycle in F is a K4 or a K3,3. (4.29)
By (4.25), we have two subcases.
Case 1.1: G[R] is a path v1v2v3v4. Since ||G[R]|| = 3, (4.24) together with (4.21) imply
that ||R,F || = 12 for all F ∈ F . But this is impossible by (4.26) and (4.27).
Case 1.2: G[R] is a cycle v1v2v3v4v1. By Lemma 4.12, either ||R,F1|| ≤ 10 or ||R,F1|| = 11
and
∑4
j=1 dG(vj) ≥ 12k − 5. In both cases, by (4.24),
||R,F − F1|| ≥ 12(k − 2).
In view of (4.21), this means for each F ∈ F − F1, ||F,R|| = 12. Hence by (4.29)
and (4.27), each such chorded cycle, and in particular, F2 induces K3,3. Then by (4.28), all
vertices in R are high. So, instead of (4.24) we have
||R,F|| ≥ 4(3k − 1)− 2||G[R]|| = 12(k − 1).
This together with (4.27) and (4.29) contradicts (4.21). This proves the case.
CASE 2: G[R] 6⊆ C4. If G[R] does not have a degree 3 vertex, then G[R] = K3 + K1,
say v1 is the isolated vertex, and v2v3v4v2 is a 3-cycle. Then, dG(v1) + dG(v2) ≥ 6k − 3
and so ||{v1, v2},F|| ≥ 6k − 5 = 6(k − 1) + 1. Hence, there exists some F ∈ F such that
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||{v1, v2}, F || ≥ 7. By Lemma 4.2, F = K4. Whether ||v1, F || is 3 or 4, there exists some
x ∈ V (F ) such that G[F − x + v1] = K4 and xv2 ∈ E(G). But then G[R − v1 + x] ⊇ K+1,3,
contradicting (O6).
So suppose G[R] does have degree 3 vertex v1. If the set {v2, v3, v4} is independent, then
it has at most one low vertex and so ||{v2, v3, v4},F|| ≥ 9k−4−3 = 9(k−1)+2. Hence, there
exists some F ∈ F such that ||{v2, v3, v4}, F || ≥ 10 and so a vertex, say v2, has 4 neighbors
in F . By Lemma 4.2, F = K4. By pigeonhole, there exists x ∈ N(v3)∩N(v4)∩V (F ). Then
G[F − x+ v2] = K4 and G[R− v2 + x] ⊇ C4, contradicting (O6).
The last possibility is that G[R] = K+1,3, say v2v3 is an edge. Consider
f(R,F ) := 2 · ||v4, F ||+ ||v2, F ||+ ||v3, F ||. (4.30)
Our main claim is that for each F ∈ F
f(R,F ) ≤ 12 and if f(R,F ) = 12 then F is a K4. (4.31)
Indeed, suppose f(R,F ) ≥ 13. Then for some 2 ≤ j ≤ 4, ||vj, F || = 4. So by Lemma 4.2,
F = K4. Since |F | = 4, to have f(R,F ) ≥ 13, we need ||{v2, v3}, F || ≥ 13 − 8 = 5 and
||v4, F || ≥ d(13−8)/2e = 3. Then there is x ∈ N(v2)∩N(v3)∩V (F ). Hence G[F −x+v4] ⊇
K−4 and G[R− v4 + x] ⊇ K−4 , contradicting (O1).
Suppose now f(R,F ) = 12 and F 6= K4. By Lemma 4.2, to have f(R,F ) = 12 we need
||v2, F || = ||v3, F || = ||v4, F || = 3. (4.32)
If F induces a cycle x1x2x3x4x1 with chord x2x4, then {x1, x3} ⊆ N(v2) ∩N(v3) ∩N(v4) ∩
V (F ). Hence G[R− v4 + x1] ⊇ K−4 and G[F − x1 + v4] ⊇ K−4 , contradicting (O1).
If F induces a cycle x1x2x3x4x5x1 with chord x3x5, then by (4.32) and Lemma 4.2,
{x1, x2, x4} ⊆ N(v2) ∩ N(v3) ∩ N(v4) ∩ V (F ). So, G[{v2, v3, x2, x1}] = K4, contradicting
(O1).
If F induces a K3,3 with parts A and B, then by (4.32) and Lemma 4.2, N(vi)∩ V (F ) ∈
{A,B} for all 2 ≤ i ≤ 4. By Lemma 4.3, we may assume N(v2)∩V (F ) = A, N(v3)∩V (F ) =
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B, and by symmetry, N(v4) ∩ V (F ) = A. Then for each a ∈ A, v1v2v3av4v1 is a chorded
5-cycle contradicting (O3). This proves (4.31).
Observe that
∑
F∈F
f(R,F ) = 2 · d(v4) + d(v2) + d(v3)− 6
≥ 2(6k − 3)− 6 = 12k − 12 = 12(k − 1).
By (4.31), this means F has k− 1 disjoint chorded cycles and f(R,F ) = 12 for each F ∈ F .
Also by (4.31),
each F ∈ F induces a K4. In particular, |V (G)| = 4k. (4.33)
Now we show that
for each F ∈ F , ||v4, F || = 4, and each x ∈ F has exactly one neighbor in {v2, v3}. (4.34)
Indeed, let V (F ) = {x1, x2, x3, x4}. To have f(R,F ) = 12, we need ||v4, F || ≥ 2. Further-
more, if N(v4) ∩ V (F ) = {x1, x2}, then ||{v2, v3}, F || = 8. Then for x ∈ V (F ) − N(v4),
G[F − x + v4] ⊇ K−4 and G[R − v4 + x] ⊇ K−4 , contradicting (O1). If there exists
x ∈ N(v2) ∩ N(v3) ∩ V (F ) with |N(v4) ∩ V (F ) − x| ≥ 2, then we reach the same con-
tradiction. So ||{v2, v3}, F || ≤ 5. Then, for f(R,F ) = 12, we have ||v4, F || = 4 but
also ||{v2, v3}, F || = 4. Now if there exists x ∈ N(v2) ∩ N(v3) ∩ V (F ), we again have
||N(v4) ∩ V (F )− x| ≥ 2. So we have N(v2) ∩N(v3) ∩ V (F ) = ∅. This proves (4.34).
Our last claim is that
for each F ∈ F , ||v1, F || = 0. (4.35)
Suppose now that for some F ∈ F and x ∈ F , v1x ∈ E(G). By (4.34), G[F − x+ v4] = K4
and G[R− v4 + x] = K−4 , contradicting (O1).
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By (4.35), ||v1,F|| = 0 and so dG(v1) = 3. Let x ∈ V (F1). By (4.33), (4.34), and (4.35),
dG(x) ≤ |V (G)− x− v1| − 1 ≤ 4k − 3
Hence dG(x) + dG(v1) ≤ 4k, contradicting the condition dG(v1) + dG(x) ≥ 6k − 3. This
completes the case and the claim.
A broken Θ-graph is obtained from a Θ-graph by deleting a vertex of degree 2. We will
view each broken Θ-graph as a triple (Fu,v, Pu, Pv) where Fu,v is a cycle with two special
vertices u and v, a path Pu starts at u, ﬁnishes at u′ with V (Fu,v)∩Pu = {u} and a path Pv
starts at v, ﬁnishes at v′ with [V (Fu,v) ∪ V (Pu)] ∩ Pv = {v}.
Observation 4.24. If F is a broken Θ-graph (Fu,v, Pu, Pv), then for each triple T of vertices,
F contains a path PT passing through all vertices of T .
Proof. Since the graph F − (Pu−u) has a Hamiltonian path P ′, if T ∩ (V (Pu)−u) = ∅, then
we may take PT = P ′. Thus it is enough to consider the case that T has a vertex t1 ∈ Pu−u,
and similarly, a vertex t2 ∈ Pv − v. Then for any choice of t3, F has a v′u′-path containing
t3. Since any such path contains Pv ∪ Pu, it contains all T .
Lemma 4.25. Suppose k ≥ 3, R = {v1, . . . , vr}, and G[R] is a Θ-graph with branching
vertices v0 and v
′
0. Let F ∈ F with F = K4. Then
(a) ||R,F || ≤ 3r, and
(b) if |F| = k − 1, then ||R,F || ≤ 2r + 2.
Proof. By Lemma 4.23, |R| ≥ 5, and |R| = 5 implies G[R] = K2,3. Suppose the lemma
does not hold for G so G[R] is a spanning Θj1,j2,j3-graph consisting of three paths Pi =
v0vi,1vi,2 · · · vi,jiv′0 connecting v0 with v′0 for i = 1, 2, 3 where ji ≥ 1 since otherwise it is itself
a chorded cycle. We proceed in a series of claims. Our ﬁrst claim is:
||vi,j, F || ≤ 3 for each 1 ≤ i ≤ 3 and 1 ≤ j ≤ ji. (4.36)
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Indeed, assume that for some vi,j ∈ R − v0 − v′0, x`vi,j ∈ E(G) for each 1 ≤ ` ≤ 4. If for at
least one `, ||x`, R − vi,j|| ≥ 3, then we consider F ′ = F − x` + vi,j and R′ = R − vi,j + x`.
By the case, F ′ = K4, and (since R − vi,j is a broken Θ-graph) by Observation 4.24, G[R′]
contains a chorded cycle. This contradicts (O3), so ||x`, R − vi,j|| ≤ 2 for all 1 ≤ i ≤ 4.
It follows that ||F,R|| ≤ 4 + 2 · 4 = 12. This satisﬁes both (a) and (b), contradicting our
assumption. This proves (4.36).
Next we show
||{v0, v′0}, F || ≤ 6. (4.37)
Indeed, suppose (4.37) does not hold. Then by symmetry, we may assume ||v0, F || = 4 and
N(v′0) ⊇ {x2, x3, x4}. Hence, for any two vertices v, v′ ∈ R− v′0, graph G[R− v′0] has a path
passing through v, v′ and v0. Thus if x1 has two neighbors, say v, v′ ∈ R − v0 − v′0, then
G[R− v′0 + x1] contains a chorded cycle. Since G[F − x1 + vr] = K4, this contradicts (O3).
Therefore, ||x1, R−v0−v′0|| ≤ 1. Similarly, since N(v′0) ⊇ {x2, x3, x4}, if ||xi, R−v0−v′0|| ≥ 2
for some 2 ≤ i ≤ 4, then G[R− v0 + xi] contains a chorded cycle and G[F − xi + v0] = K4.
Again, this contradicts (O3). This proves (4.37).
Together, (4.36) and (4.37) imply (a).
Suppose now |F| = k − 1. Then we can strengthen (4.36) to
||vi,j, F || ≤ 2 for each 1 ≤ i ≤ 3 and 1 ≤ j ≤ ji. (4.38)
Indeed, assume there exists vi,j ∈ R − v0 − v′0 with N(vi,j) ∩ V (F ) = {x2, x3, x4}. If for
at least one `, ||x`, R − vi,j|| ≥ 3, then G[F − x` + vi,j] ⊇ K−4 , and by Observation 4.24,
G[R − vi,j + x`] contains a chorded cycle. Since |F| = k − 1, we have obtained k disjoint
chorded cycles, a contradiction. Therefore ||x`, R − vi,j|| ≤ 2 for all 1 ≤ ` ≤ 4, and hence
||F,R|| ≤ 3 + 2 · 4 = 11, as claimed. This satisﬁes both (a) and (b), contradicting our
assumption. This proves (4.38). Together with (4.37), this implies
||F,R|| ≤ 2 · (r − 2) + 6 = 2r + 2.
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Lemma 4.26. For k ≥ 3, G[R] does not contain a spanning Θ-graph.
Proof. Suppose G[R] contains a spanning Θ-subgraph G′ = Θr1,r2,r3 . Since G[R] has no
chorded cycles, r1, r2, r3 ≥ 1. Furthermore, since adding an edge to a Θ-graph creates a
chorded cycle, G[R] = G′. Let ` be the number of low vertices in G[R]. Since G[R] is
triangle-free and low vertices form cliques, ` ≤ 2. Also,
∑
v∈V (R)
dG(v) ≥ (3k − 1)r − `. Then,
||R,F|| ≥ (3k − 1)r − `− 2(r + 1) = 3(k − 1)r − `− 2 (4.39)
so there exists some cycle F ∈ F such that ||R,F || ≥ 3r − `+2
k−1 ≥ 3r − 2. We proceed
with a series of claims.
Claim 4.27. If F = K3,3, then ||R,F || ≤ 3r − 2 or we have the exception G[R] = K2,3 and
` = 0, in which case ||R,F || ≤ 3r.
Proof. Suppose that ||R,F || ≥ 3r − 1. By Lemma 4.2, there exists some vertex w ∈ V (R)
such that for all v ∈ V (R) − v0, ||v, F || = 3 and ||v0, F || ≥ 2. Also by Lemma 4.2, for
all v ∈ V (R) − w, N(v) ∩ V (F ) ∈ {A,B}. Moreover, by Lemma 4.3 if v, w ∈ V (R) with
vw ∈ E(G), then N(v)∩N(w)∩ V (F ) = ∅. Hence, G[R∪F ] is bipartite with parts A∪RA
and B ∪ RB where R = RA ∪ RB. Note, |A ∪ RA|, |B ∪ RB| ≥ 5 since r ≥ 5 and each of
RA and RB contain at most one low vertex since each is an independent set. So, we can
partition A ∪ RA into A′ ∪ R′A and B ∪ RB into B′ ∪ R′B so that R′A ∪ R′B contain no low
vertices and G[A′ ∪B′] = K3,3. This contradicts (O8) unless ` = 0.
Suppose ` = 0 but say r1 > 1. Speciﬁcally, this means we can ﬁnd three vertices
v′, v, v′′ ∈ R such that v′vv′′ is a path in G[R], the middle vertex v is a degree 2 vertex in
the Θ-graph, and v 6= w. By symmetry we may assume N(v′) ∩ V (F ), N(v′′) ∩ V (F ) ⊆ A
and N(v) ∩ V (F ) = B. Also, some other u ∈ R − v − v′ − v′′ has N(u) ∩ V (F ) ⊆ A.
Take x ∈ N(u) ∩ N(v′) ∩ N(v′′) ∩ V (F ) ⊆ B. But then, G[F − x + v] = K3,3, and
G[R − v + x] ⊇ Θ+r1,r2,r3 and thus also contains a chorded cycle. This contradicts (O3).
Hence, we are left with G[R] = K2,3, and this proves the claim.
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Claim 4.28. If F = C+5 then ||R,F || ≤ 2r + 1. Moreover, since r ≥ 5, ||R,F || ≤ 3r − 4.
Proof. Suppose ||R,F || ≥ 2r+ 2. Then, by Lemma 4.2, there exist two vertices v, v′ ∈ V (R)
with ||v, F || = 3. Speciﬁcally, Lemma 4.2 gives N(v)∩N(v′)∩V (F ) = {x1, x2, x4}, but then
vx1v
′x2v forms a cycle with chord x1x2, contradicting (O3). This proves the claim.
Claim 4.29. If F = K−4 , then ||R,F || ≤ 3r − 3.
Proof. Suppose that ||R,F || ≥ 3r − 2. Let v0, v′0 be the branching vertices in G[R]. There
exists a v′ ∈ V (R)− v0 − v′0 such that ||v′, F || = 3. Moreover, all but possibly two vertices
in R have neighbors x1 and x3 such that ||x,R|| ≥ r− 2 ≥ 3 for every x ∈ {x1, x3}. If there
exist such a v′ ∈ V (R) − v0 − v′0 and x ∈ {x1, x3} with ||v′, F || = 3 and ||x,R − v′|| ≥ 3,
then by Observation 4.24, G[R− v′ + x] contains a chorded cycle and G[F − x+ v′] ⊇ K−4 .
Hence, ||{x1, x3}, R− v′|| ≤ 4 and so
||{x2, x4}, R|| ≥ ||F,R|| − ||{x1, x3}, R|| ≥ 3r − 2− 6 = 3r − 8.
Then, there exists v′′ ∈ R with ||{x2, x4}, v′′|| ≥ 1r (3r − 8) = 3 − 8r > 1 and so v′′x2, v′′x4 ∈
E(G). Hence, G[R− v′′] is a broken Θ-graph so G[R− v′′ + x1] contains a chorded cycle by
Observation 4.24 and G[F − x1 + v′′] = K−4 .
Now, if |F| < k − 1, then by Lemma 4.25,
||R,F|| ≥ 3(k − 2)r + 3r − `− 2 ≥ 3(k − 2)r + 11
gives that any type of F would yield a contradiction to (4.39). Hence |F| = k − 1, and
by Lemma 4.13, either {K−4 , K−4 } ⊆ F or K4 ∈ F . If {K−4 , K−4 } ⊆ F , then Claim 4.29
contradicts (4.39). If F1 = K4, then by Lemma 4.25, ||R,F1|| ≤ 2r + 2 ≤ 3r − 3, and so
all other cycles F have ||R,F || ≥ 3r − 1. This forces the exceptional case of Claim 4.27 in
which ` = 0 which again contradicts (4.39). This completes the proof of the lemma.
Lemma 4.30. If k ≥ 3 and r ≥ 5, then G[R] has no Hamiltonian cycle.
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Proof. Suppose G[R] has a Hamiltonian cycle v1v2 · · · vrv1. Then, since G[R] has no chorded
cycles, G[R] is this cycle. Since R has at most two low vertices and by the conditions on G,
r∑
i=1
dG(vi) ≥ (r − 4)(3k − 1) + 2(6k − 3) = (3k − 1)r − 2.
Since, dG[R](vi) = 2 for each i, we get ||R, V (G)−R|| ≥ (3k− 3)r− 2. Hence, if |F| ≤ k− 2,
then
there is F ∈ F such that ||R,F || ≥
⌈
(3k−3)r−2
|F|
⌉
≥ 3r + 3r−2
k−2 > 3r. (4.40)
Then there is vi ∈ R, say v1 with ||v1, F || ≥ 4. By Lemma 4.2, F = K4, ||v1, F || = 4,
and there is x ∈ V (F ) such that ||x,R|| ≥ ||F,R||/4 ≥ (3r + 1)/4 ≥ 16/4 = 4. Then
G[V (F )− x + v1] = K4 and G[R − v1 + x] has a vertex x adjacent to at least 3 vertices on
the path v2, . . . , vr, a contradiction to (O3). Thus |F| = k − 1.
Similarly to (4.40),
there is F ∈ F such that ||R,F || ≥
⌈
(3k−3)r−2
|F|
⌉
= 3r − 2
k−1 ≥ 3r − 1 > 2r. (4.41)
By Lemma 4.2, we have the following cases.
CASE 1: F = K4. By symmetry, we may assume ||v1, F || ≥ 3. Also, there is x ∈ V (F )
with
||x,R|| ≥
⌈
3r − 1
4
⌉
≥
⌈
14
4
⌉
= 4.
Then G[F − x+ v1] contains a K−4 and G[R − v1 + x] has a vertex x adjacent to at least 3
vertices on the path v2, . . . , vr. Thus G has k disjoint chorded cycles, a contradiction. This
completes the case.
For the remaining cases, since no vertex in R may have 4 neighbors in F , by (4.41) we
may assume that
||vi, F || = 3 for 1 ≤ i ≤ r − 1, and ||vr, F || ≥ 2. (4.42)
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CASE 2: F = K−4 . We may assume that x1x3 is the missing edge. By (4.42), for
1 ≤ i ≤ r − 1, vertex vi is adjacent to x1 and x3. Thus G[F − x1 + v1] = K−4 and
G[{x1, v2, v3, v4}] = K−4 , thus giving k chorded cycles, a contradiction.
CASE 3: F = C+5 . By Lemma 4.2 and (4.42), v2 and v3 are adjacent to x1 and x2, i.e.,
G[{v2, v3, x1, x2}] = K4, contradicting (O1).
CASE 4: F = K3,3. By Lemma 4.2 and the symmetry, we may assume that for every
odd 1 ≤ i ≤ r − 1, N(vi) ∩ F = A and for every even 2 ≤ i ≤ r − 1, N(vi) ∩ F = B. In
particular, r is even, r ≥ 6, and N(vr) ∩ F ⊆ B. Then G[F − x1 + v2] = K3,3, and x1 has 3
neighbors on the path v3v4 · · · vrv1 thus producing another chorded cycle, a contradiction.
Let W1 := {v1, v2}, W2 := {vr−1, vr} and W := W1 ∪W2 = {v1, v2, vr−1, vr}. We will use
` to denote the number of low vertices in W .
Recall that by Lemma 4.30, v1vr /∈ E(G). If v2vr−1 ∈ E(G) and any of the edges
v1vr−1, v2vr is in E(G), then G[R] has a cycle with the chord v2vr−1. If both edges v1vr−1
and v2vr are in E(G), then G[R] has a spanning Θ-subgraph, a contradiction to Lemma 4.26.
Thus,
||W1,W2|| ≤ 1. In particular,
∑
v∈W
dG(v) ≥ 2(6k − 3) = 12k − 6. (4.43)
Lemma 4.31. Suppose k ≥ 3. Then for all F ∈ F , ||W,F || ≤ 12; in particular, |F| = k−1.
Proof. Suppose that ||W,F || ≥ 13. By symmetry we may assume ||W1, F || ≥ 7. Then, there
exists w ∈ W1 with ||w,F || ≥ 4. So, by Lemma 4.2, F = K4 and ||w,F || = 4. By the
pigeonhole principle, there is x ∈ V (F ) with ||x,W || = 4. Then G[F − x + w] = K4 and
||x,R − w|| ≥ 3. So if G[R] − w has a Hamiltonian path (or even just a path containing
W − w), then x has 3 neighbors on this path and hence G[R − v1 + x] contains a chorded
cycle, contradicting (O3). Otherwise, by the deﬁnition of W , w = v2 and dG[R](v1) = 1.
In particular, ||v1, F || = 3 and ||v2, F || = 4. Let x′ be the non-neighbor on v1 in F . If
||x′, R|| ≥ 2, then G[F − x′ + v1] = K4 and G[R − v1 + x′] has Hamiltonian path and has
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more edges than G[R], contradicting (O6). Thus,NG(x′)∩R = {v2} and for all y ∈ W − v2,
NG(y) ∩ R = W − v2. Hence, G[W2 ∪ (V (F ) − {x, x′})] = K4 and G[W1 ∪ {x, x′}] = K−4 ,
contradicting (O1). Therefore, ||W,F || ≤ 12.
By (4.43),
∑
w∈W dG(w) ≥ 12k − 6. By the deﬁnition of W ,
||W,F|| ≥ 12k − 6− 10 = 12(k − 2) + 8.
Since ||W,F || ≤ 12 for all Fi, this implies |F| ≥ k − 1. So |F| = k − 1.
Lemma 4.32. For all F ∈ F with F = K−4 , ||W,F || ≤ 10. Moreover, if dG[R](v1) =
dG[R](vr) = 2, then ||W,F || ≤ 9.
Proof. Suppose that ||W,F || ≥ 11. Then by pigeonhole and symmetry we may assume
||W1, F || ≥ 6. By Lemma 4.2, ||v1, F || = ||v2, F || = 3. By the same argument, we can
choose w ∈ W2 such that ||w,F || = 3 and for w′ ∈ W2 − w, we have ||w′, F || ≥ 2. Again by
Lemma 4.2, {x1, x3} ⊆ N(v1)∩N(v2)∩N(w). So if {x1, x3}∩N(w′) 6= ∅, say x1w′ ∈ E(G),
then G[F−x1+v1] ⊇ K−4 , and x1 has 3 neighbors on the path P−v1, implying G[R−v1+x1]
contains a chorded cycle. This contradicts (O3).
Hence, N(w′) ∩ F = {x2, x4}. Then G[F − x1 + w′] = K−4 , and x1 has 3 neighbors in
R − w′. So if G[R − w′] has a Hamiltonian path, then G[R − w′ + x1] contains a chorded
cycle, a contradiction to (O3). Otherwise, w = vr, w′ = vr−1, and dG[R](vr) = 1. In this case
G[F −x1 +vr] = K−4 , G[R−vr +x1] has a Hamiltonian path and has more edges than G[R],
contradicting (O6). This proves the main claim of the lemma.
Now suppose ||W,F || ≥ 10 and dG[R](v1) = dG[R](vr) = 2. There are j ≥ 3 and q ≤ r− 2
such that v1vj, vqvr ∈ E(G). By Lemma 4.26, 3 ≤ j ≤ q ≤ r − 2. First we show:
If x ∈ {x1, x3} and i ∈ {1, 2}, then ||x,Wi|| ≤ 1. (4.44)
Indeed, assume say x1v1, x1v2 ∈ E(G). If ||W2, F − x1|| ≥ 3, then G[W2 ∪ F − x1] contains
a chorded 4-cycle with exactly one vertex in W2, and v2 . . . vjv1x1v2 is a cycle with chord
v1v2, contradicting (O3). Thus ||W2, F − x1|| ≤ 2. If ||x1,W2|| = 2, then symmetrically
||W1, F − x1|| ≤ 2 and hence ||F,W || ≤ ||x1,W || + 2 · 2 = 4 + 4 = 8, contradicting the
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assumption ||W,F || ≥ 10. Hence,
||F,W2|| ≤ 2 + 1 = 3 and so ||F,W1|| ≥ 10− 3 = 7.
But this contradicts Lemma 4.2. This proves (4.44).
Recall that by Lemma 4.2, inequality ||W,F || ≥ 10 implies that at least two vertices in
R have 3 neighbors in F , and each vertex in R with 3 neighbors in F is adjacent to both x1
and x3. Together with (4.44), this yields that for each of i ∈ {1, 2},
(a) exactly one vertex wi ∈ Wi has 3 neighbors in F (hence wix1, wix3 ∈ E(G)), and
(b) the other vertex w′i ∈ Wi has exactly two neighbors in F , and these neighbors are x2
and x4.
We know that one of x2 and x4, say x2, is adjacent to w2. Then G[{x2, x3} ∪W2] = K−4 and
G[{v1, . . . , vj, x1, x4}] contains a Hamiltonian cycle that is the union of the paths v2 . . . vjv1
and w1x1x2w′1 which has chord v1v2. This contradicts (O3) and proves the lemma.
Lemma 4.33. For all F ∈ F with F = C+5 , ||W,F || ≤ 9.
Proof. Suppose ||W,F || ≥ 10. By Lemma 4.2, there exist v, v′ ∈ W with N(v) = N(v′) =
{x1, x2, x4}. Then, G[{v, v′, x1, x2}] ⊇ K−4 , contradicting (O1).
Lemma 4.34. For all F ∈ F with F = K3,3, ||W,F || ≤ 11. Moreover, if ||W,F || =
11 and
∑
w∈W dR(w) ≥ 8, then v2vr ∈ E(G) or v1vr−1 ∈ E(G), ||{v1, vr}, F || = 5, and∑
w∈W dR(w) = 8.
Proof. By Lemma 4.2, for each w ∈ W , N(w) ∩ F is contained in one part of F . So
||W,F || ≤ 12. Assume that ||W,F || ≥ 11. Then by Lemma 4.2, we may assume that
N(v1) ∩ V (F ) = A = {x1, x3, x5} and N(v2) ∩ V (F ) = B = {x2, x4, x6}.
We claim thatN(vr)∩V (F ) ⊆ A. For otherwise, N(vr)∩V (F ) ⊆ B. Then by Lemma 4.2,
N(vr−1)∩V (F ) ⊆ A. Let x2 be a neighbor of vr, then G[F −x2 + v1] = K3,3 and G[R− v1 +
x2] contains a spanning cycle x2v2 · · · vrx2, a contradiction to (O6) or Lemma 4.30. Thus
N(vr) ∩ V (F ) ⊆ A.
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Now by Lemma 4.2, N(vr−1)∩V (F ) ⊆ B. In order for ||W,F || ≥ 11, we need ||v, F || ≥ 2
for v ∈ {vr−1, vr}. Let x2, x4 ∈ N(vr−1) and x1, x3 ∈ N(vr). Then G[F −x2−x4 + v1 + vr] =
K3,3 and G[P − v1 − vr + x2 + x4] is a spanning Θ-graph of the remainder, a contradiction
to (O7) or Lemma 4.26, unless dG[R](v1) = dG[R](vr) = 2 where v1vj, vrvq ∈ E(G) with
3 ≤ j ≤ q ≤ r− 2. But then, G[F − x1 − x2 + v1 + v2] = K3,3 and x2x1vrvqvq+1 · · · vr−1x2 is
a cycle with chord vr−1vr, producing k disjoint chorded cycles. This proves the ﬁrst claim
of the lemma.
Moreover, we only needed the path chord vqvr with q > 2. A very similar argument would
work if our path chord were v1vj with j < r − 1. Hence, assume for the secondary claim
that ||W,F || = 11 and ∑w∈W dR(w) ≥ 8. If v1vr−1, v2vr 6∈ E(G) or if ∑w∈W dG[R](w) > 8
then v2vi ∈ E(G) for some 3 < i ≤ r − 1 (or vjvr−1 ∈ E(G) for some 2 ≤ j < r − 2),
but G[F − x2 + v1] = K3,3 and x2v2 · · · vr−1x2 is a cycle with chord v2vi (or vjvr−1 ). So
v2vr ∈ E(G) or v1vr−1 ∈ E(G), and
∑
w∈W dR(w) = 8. If ||{v1, vr}, F || = 6, then G[F −x2−
x4 + v1 + vr] = K3,3 and G[R− v1 − vr + x2 + x4] is a Θ-graph, contradicting either (O7) or
Lemma 4.26. This proves the secondary claim.
Lemma 4.35. For all F ∈ F with F = K4 , ||W,F || ≤ 11. Moreover, if ||W,F || = 11, then
v2vr or v1vr−1 ∈ E(G), ||{v1, vr}, F || ≤ 5, and
∑
w∈W dG(w) = 8.
Proof. Suppose that ||W,F || ≥ 12. We need some extra notation. For each xi ∈ V (F ), let
ai,j := ||xi,Wj||. Hence,
∑
i,j ai,j = ||W,F || = 12.
CASE 1: ||W1, F || = 8 and ||W2, F || ≥ 4. If there exist j1, j2 such that aj1,2 + aj2,2 ≥ 3,
then G[W2 + xj1 + xj2 ] ⊇ K−4 and G[W1 ∪ V (F ) − xj1 − xj2 ] = K4, contradicting (O1).
Otherwise aj,2 = 1 for all j.
If ||vr, F || = 4, then G[R] = Cr as otherwise, for each x ∈ V (F ), G[V (F )− x+ v1] = K4
but G[R − v1 + x] ⊇ Cr, contradicting (O6). By Lemma 4.30, we have |R| ≤ 4 which
contradicts Lemma 4.23.
If ||vr−1, F || = 4, then dG[R](v1) = 2 as otherwise, for each x ∈ V (F ), G[F −x+ v1] = K4
but
∑{dG[R](v) : v ∈ R− v1 +x} ≥∑{dG[R](v) : v ∈ R}+ 1, contradicting (O7). Moreover,
if v1vr−1 /∈ E(G), then for each x ∈ V (F ), G[R − W2 + x] contains a chorded cycle and
G[F −x+ vr−1] = K4, so we have k disjoint chorded cycles, a contradiction. Hence v1vr−1 ∈
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E(G). By symmetry, ||vr−2, F || = 4 which gives G[F − x + v1] = K4 and G[R − v1 + x]
containing a chorded cycle unless r − 2 = 2, i.e. |R| = 4 which contradicts Lemma 4.23.
If ||vr, F || ∈ {1, 2, 3}, say vrx ∈ E(G), then G[F − x+ v1] = K4 and G[R− v1 + x] = Cr,
contradicting Lemma 4.30 unless |R| = 4, in which case, we contradict Lemma 4.23.
CASE 2: ||W1, F || = 7 and ||W2, F || ≥ 5. Choose j1, j2 such that aj1,2 + aj2,2 ≥ 3. Then
G[W2 + xj1 + xj2 ] ⊇ K−4 and G[W1 ∪ V (F )− xj1 − xj2 ] ⊇ K−4 , contradicting (O1).
CASE 3: ||W1, F || = 6 and ||W2, F || = 6. Then for j ∈ {1, 2}, {a1,j, a2,j, a3,j, a4,j} ∈
{{2, 2, 2, 0}, {2, 2, 1, 1}}. If there exists an i such that (ai,1, ai,2) = (0, 0), then for each i′ 6= i,
G[R−v1+xi′ ] contains a chorded cycle due to ||xi′ ,W−v1|| = 3, but alsoG[F−xi′+v1] = K−4 ,
so we have k disjoint chorded cycles, a contradiction. Otherwise, each pair (ai,1, ai,2) has a
nonzero entry.
Let ai′,1 = mini ai,1 and ai′′,2 = mini ai,2 and k′, k′′ ∈ {1, 2, 3, 4}− i′− i′′ distinct. If ai′,1 =
ai′′,2 = 0 and i′ = i′′ , then G[R−v1+xk′ ] contains a chorded cycle due to ||xk′ ,W −v1|| = 3,
but also G[F − xk′ + v1] = K−4 , so we have k disjoint chorded cycles, a contradiction.
If i′ 6= i′′ or one of the minima is nonzero, then G[W1 +xi′′ +xk′′ ] ⊇ K−4 and G[W2 +xi′ +
xk′ ] ⊇ K−4 , contradicting (O1). This proves the main claim. We now prove the secondary
statement in a series of claims.
Claim 4.36. For F = K4, , if dG[R](v1) = dG[R](vr) = 2, then ||W,F || ≤ 9.
Proof. Suppose that v1vi, vqvr ∈ E(G) for some 3 ≤ i ≤ q ≤ r − 2. For convenience, let
R1 = {v1, . . . , vi} and R2 = {vq, . . . , vr} where R ⊇ R1∪R2. Suppose that ||W,F || ≥ 10. By
symmetry we may assume ||W1, F || ≥ 5 and so ||W2, F || ≥ 2. Hence, there exists x ∈ V (F )
such that xv1, xv2 ∈ E(G). Then, if ||F − x,W2|| ≥ 2, G[F − x + {vr, . . . , vq}] contains a
chorded cycle and xv2 · · · viv1x is another cycle with chord v1v2 unless i = q. We postpone
handling this exception to ﬁrst address the case ||F − x,W2|| ≤ 1. Therefore, ||x,W2|| ≥ 1
and ||W1, F || ≥ 7. Speciﬁcally, there exists x′ ∈ V (F ) − x such that ||{x, x′},W2|| ≥ 2. If
these neighbors in W2 are distinct, then G[R2 + x + x′] contains a cycle with chord vr−1vr
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and ||W1, F − x − x′|| ≥ 7 − 4 = 3 so that G[W1 ∪ V (F ) − x − x′] ⊇ K−4 . If instead these
neighbors in W2 are not distinct, we can choose y ∈ V (F ) − x − x′ such that ||y,W1|| = 2
and so v1yv2 · · · viv1 is a cycle with chord v1v2 and G[F − y ∪W2] ⊇ K−4 . Thus, we have k
disjoint chorded cycles.
We now handle this exception where i = q. Recall, ||x,W1|| = 2. So, if ||F −x,W2|| ≥ 3,
G[R1 + x] contains a chorded cycle and G[W2 + F − x] contains a chorded cycle. Hence,
||F−x,W2|| ≤ 2. If ||x,W2|| = 2, then G[R2+x] contains a chorded cycle and ||W1, F−x|| ≥
10− ||W2, F || − ||x,W1|| ≥ 10− 4− 2 = 4. So G[F − x+W1] contains a chorded cycle thus
producing k disjoint chorded cycles. Therefore, ||x,W2|| ≤ 1 and so ||F,W2|| ≤ 3. Thus,
||F,W1|| ≥ 7. Choose x′′, x′′′ ∈ V (F ) such that ||{x′′, x′′′},W2|| ≥ 2. Then G[R2 + x′′ + x′′′]
contains a chorded cycle and G[W1+F−{x′′, x′′′}] contains a chorded 4-cycle since ||W1, F−
x′′ − x′′′|| ≥ 3. This completes the case where i = q and the claim.
Claim 4.37. For F = K4, if dG[R](v1) = 1, dG[R](vr) = 2, and v2vr /∈ E(G), then ||W,F || ≤
10.
Proof. Suppose ||W,F || ≥ 11. First consider if ||v1, F || = 4. Then, there exists x ∈ V (F )
such that ||x,W − v1|| ≥ 2. If {v2, vr} ⊇ N(x) or {vr−1, vr} ⊇ N(x), then G[R − v1 + x]
contains a chorded cycle with G[F − x + v1] = K4, producing k chorded cycles. If instead
{v2, vr−1} ⊇ N(x), G[F − x + v1] = K4, but G[R − v1 + x] contains a Hamiltonian path
xv2 · · · vr with |E(G[R− v1 + x])| > |E(G[R])|, contradicting (O7).
If ||v1, F || = 3, say x ∈ V (F ) − N(v1). Just as in the ||v1, F || = 4 case, we have that
||x,W || ≤ 1. Hence, ||W−v1, F−x|| ≥ 11−3−1 = 7. Speciﬁcally, there exists x′ ∈ V (F )−x
such that ||x′,W − v1|| = 3. Therefore, G[F − x′ + v1] = K−4 and G[R− v1 + x′] contains a
chorded cycle since ||x′,W − v1|| = 3. Again, this yields k chorded cycles.
Now, suppose ||v1, F || = 2 where N(v1) ∩ V (F ) = {x, x′} and {y, y′} = N(v1) ∩ V (F )−
{x, x′}. If ||W2, F || ≤ 3, then ||W1, F || = 8 and ||W2, F || = 3. Now, if ||{y, y′},W1|| ≥ 1 (
say ||y,W1|| ≥ 1), then G[{W1 + x + y}] ⊇ K−4 and G[R2 + x′] contains a chorded cycle,
producing k chorded cycles. Hence, ||{y, y′},W1|| = 0. If ||y,W2|| = 2 or yvr−1, y′vr ∈ E(G)
then G[R2 + y+ y′] contains a chorded cycle and G[W1 + x+ x′] = K4, producing k disjoint
chorded cycles. Thus, we are left with the subcase where there exists v ∈ W2 such that
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vy, vy′ ∈ E(G). Then, G[F − x + v] ⊇ K−4 and ||x,W − v|| = 3 so that G[R − v + x]
contains a chorded cycle since there exists a path in G[R] covering W − v. We are now
left with the subcase where ||{y, y′},W || ≥ 4. In fact, the previous argument still works
unless ||y,W − v1||, ||y′,W − v1|| = 2. Moreover, N(y) ∩W = N(y′) ∩W = {v2, vr−1}. But
then ||W, {x, x′}|| ≥ 7, so we may assume ||x,W || = 4. Then, ||W1, F − x|| ≥ 3 and so
G[W1+c−x] contains a chorded cycle with xvrvq · · · vr−1x is a cycle with chord vr−1vr. This
again yields k disjoint chorded cycles.
Lastly, if ||v1, F || ≤ 1, then ||W2, F || ≥ 11 − 5 = 6 and so there exist at least 2 vertices
y, y′ ∈ V (F ) such that ||y,W2|| = ||y′,W2|| = 2. Moreover, we can choose y so that
||y,W2|| = 2 and ||W1, F − y|| ≥ 3. Thus, yvr−1 · · · vqvry is a cycle with chord vr−1vr and
G[F −y+W1] contains a chorded cycle, producing k disjoint chorded cycles. This completes
the claim.
Claim 4.38. For F = K4, if dG[R](v1) = dG[R](vr) = 1, then ||W,F || ≤ 10.
Proof. Suppose that ||W,F || = 11 since we have that ||W,F || ≤ 11 by the main statement
of the lemma and Lemmas 4.32-4.34. If
∑
W dG[R](w) ≤ 7 and ` is the number of low vertices
in W , then ||W,F|| ≥ 4(3k − 1) − ` −∑W dG[R](w) ≥ 12(k − 1) − 1, a contradiction since
||W,F || ≤ 11(k − 1) < 12(k − 1)− 1 for k ≥ 3. So ∑W dG[R](w) ≥ 8.
CASE 1: There exists x ∈ V (F ) such that ||x,W || = 4. If v ∈ {v1, vr} has ||v, F || ≥ 3,
then G[F − x + v] ⊇ K−4 and G[R − v + x] contains a chorded cycle since ||x,R − v|| ≥ 3
and G[R−v] contains a Hamiltonian path. Thus, we have k chorded cycles, a contradiction,
and so ||v, F || ≤ 2 for all v ∈ {v1, vr}. Since ||W,F || = 11, by symmetry we may assume
||W1, F || ≥ 6, and so there exist distinct y, y′ ∈ V (F ) ∩ N(v1) ∩ N(v2). Since ||v1, F || ≤ 2,
then ||v1, F || = 2 and ||v2, F || = 4. Hence, ||W2, F || = 5 and so there exists x ∈ V (F ) ∩
N(vr−1)∩N(vr). Say x 6= y and choose x′ ∈ V (F )−x− y with ||x′,W2|| ≥ 1. This choice is
possible due to ||W2, F || = 5 implying that ||vr−1, F || ≥ 3. From this, G[W2 + x+ x′] ⊇ K−4
and G[W1 ∪ V (F ) − x − x′] ⊇ K−4 thus giving us k chorded cycles, a contradiction. This
completes the case.
CASE 2: For all x ∈ V (F ), ||x,W || ≤ 3. Since ∑W dG[R](w) ≥ 8, we have at least one
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chord on our path. First, consider the case that this chord e uses vertex v2, vr−1. By the case,
this chord is not v2vr nor vr−1v1. In fact, if the chord is not v2vr−1, then we have two chords:
v2vi and vjvr−1 for some i, j. Due to this symmetry, we may assume ||W1, F || ≥ 6. Again, we
will use the notation that for each xi ∈ F , ai,j := ||xi,Wj||. Hence,
∑
i,j ai,j = ||W,F || = 11.
If three vertices in V (F ) have two neighbors on one side, then we have a contradiction.
Namely, if a1,j = a2,j = a3,j = 2 and i′ := arg max1≤i≤3{ai,3−j}, then ai′,3−j ≥ 1. So for
j = 1, G[F − xi′ + v1] ⊇ K−4 and G[R − v1 + xi′ ] contains a cycle with chord e, giving us
k chorded cycles. For j = 2, just replace v1 with vr. Since at most two vertices in V (F )
have two neighbors on one side, assume a1,1 = a2,1 = 2, a3,1 = 1, and a4,1 ≤ 1. By the case,
a1,2, a2,2 ≤ 1 and so a3,2 + a4,2 = ||{x3, x4},W2|| ≥ 3. Hence, G[W2 + x3 + x4] ⊇ K−4 and
G[W1 + v1 + v2] = K4, and so we have k chorded cycles, a contradiction. This completes the
case and thus the claim.
Claim 4.39. Suppose r ≥ 5, G[R] contains a Hamiltonian path v1v2 . . . vr, and v2vr or
v1vr−1 ∈ E(G). Let F ∈ F and F = K4. If
||{v1, vr}, F || ≥ 6, (4.45)
then ||W,F || ≤ 10.
Proof. Suppose (4.45) holds but ||W,F || ≥ 11. By (4.45), ||v1, F || ≥ 2. Thus we have three
cases.
CASE 1: ||v1, F || = 4. Since ||W,F || ≥ 11, there is x ∈ F with ||x,W || ≥ 3. Then
G[F − x + v1] = K4, G[R − v1 + x] has a Hamiltonian path starting from x, and x has at
least 2 neighbors in G[R− v1 + x], contradicting (O7).
CASE 2: ||v1, F || = 3. Then by (4.45), ||vr, F || ≥ 3. If there is x ∈ V (F )∩N(vr) adjacent
to some v ∈ {v2, vr−1}, then G[R−v1+x] contains a cycle passing through edges xv and xvr
with chord vrv, and G[V (F )−x+v1] ⊇ K−4 , producing k disjoint chorded cycles. Otherwise,
||{v2, vr−1, vr}, F || ≤ 3 · 1 + 1 · 2 = 5, and hence ||W,F || ≤ 5 + 3 = 8, a contradiction.
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CASE 3: ||v1, F || = 2. Then by (4.45), ||vr, F || = 4. Suppose N(v1) ∩ F = {x1, x2}.
If at least one x ∈ {x3, x4} is adjacent to some v ∈ {v2, vr−1}, then again G[R − v1 + x]
contains a cycle passing through edges xv and xvr with chord vrv, and G[F −x+ v1] ⊇ K−4 ,
a contradiction since then we have k disjoint chorded cycles. Otherwise, ||{v2, vr−1}, F || ≤
2 · 2 = 4, and hence ||W,F || ≤ 4 + 6 = 10, as claimed.
By these claims, we can only have ||W,F || = 11 if v2vr or v1vr−1 ∈ E(G) but the condition
of Claim 4.39 is not met, i.e. ||{v1, vr}, F || ≤ 5, as claimed. Or, if v1vi ∈ E(G) or vjvr ∈ E(G)
for some 3 ≤ i, j ≤ r − 2, either G[R] contains a chorded cycle or is a spanning Θ-graph,
contradicting Lemma 4.26. Therefore, dG[R](v1) = 1 and dG[R](vr−1) = dG[R](vr) = 2, and
dG[R](v2) = 3 so that
∑
w∈W dG(w) = 8. This proves Lemma 4.35.
We now ﬁnish the proof of the main result of this section. Recall, P = v1 . . . vr is a
Hamiltonian path in G[R], and W = {v1, v2, vr−1, vr} has ` low vertices. Then,
||W,F|| ≥ 4(3k − 1)− `−
∑
w∈W
dG[R](w).
On the other hand, by Lemmas 4.32-4.35, for each F ∈ F , ||W,F || ≤ 11 and |F| = k−1.
So ||W,F|| ≤ 11(k − 1). It follows that 4(3k − 1) − ` −∑w∈W dR(w) ≤ 11(k − 1), and we
obtain ∑
w∈W
dR(w) ≥ k + 7− ` ≥ 3 + 7− 2 = 8. (4.46)
If
∑
w∈W dR(w) > 8, then by Lemmas 4.34 and 4.35 , ||W,F || ≤ 10 for each F ∈ F .
Then
4(3k − 1)− `−
∑
w∈W
dR(w) ≤ ||W,F|| ≤ 10(k − 1),
and we obtain
∑
w∈W dG[R](w) ≥ 2k + 6− ` ≥ 2 · 3 + 6− 2 = 10. As dG[R](v1), dG[R](vr) ≤ 2
and dG[R](v2), dG[R](vr−1) ≤ 3, we have ` = 2, and dG[R](v1) = dG[R](vr) = 2 and dG[R](v2) =
dG[R](vr−1) = 3, and ||W,F || = 10 for each F . By Lemma 4.32 and Claim 4.36, F 6∈
{K−4 , K4}, a contradiction to Lemma 4.13.
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So
∑
w∈W dR(w) = 8. It follows that k = 3 and ` = 2, and ||W,F || = 11 for each F ∈ F .
By Lemmas 4.32-4.35, we may assume F = {K4, K4}, v2vr ∈ E(G), and ||{v1, vr}, F || ≤ 5
and ||W,F | = 11. Since v2vr ∈ E(G), we have dG[R](v1) = 1 by Lemma 4.26. So,
||{v1, vr},F|| ≥ dG(v1) + dG(vr)− (dG[R](v1) + dG[R](vr)) ≥ 6k − 3− 3 = 12.
This contradicts ||{v1, vr}, F || ≤ 5 for both F . This proves the case where G[R] has a
Hamiltonian path and k ≥ 3.
4.5 Case: G[R] has a Hamiltonian path and k = 2
Lastly, we handle the case where k = 2 and G[R] has a Hamiltonian path. The sequence
of the cases is similar to the previous section, but the proofs are diﬀerent. Some things are
harder because we now have only one chorded cycle in F with which to work, and some
other things are easier because G[R ∪ C] is the entirety of G.
Lemma 4.40. For k = 2, G[R] is not a Hamiltonian cycle.
Proof. Suppose that G[R] is a cycle v1v2 . . . vrv1. By (4.1), and since the set of low vertices
is a clique, at least r − 2 vertices in R have degree at least 5 but only degree 2 in G[R]. By
Lemma 4.6 and since low vertices form a clique, we may assume
||R,F || ≥ (r−2)(3k−1)+2(3k−2)−2r = 3r−2 and dG(v1), . . . , dG(vr−2) ≥ 5. (4.47)
By Lemma 4.2, we have four cases.
CASE 1: F = K4. By (4.47), 3 ≤ ||v1, F || ≤ 4. So
G[F − xj + v1] contains a K−4 for each 1 ≤ j ≤ 4. (4.48)
If r ≥ 5, then by (4.47), some xj has at least⌈
3r − 2− ||v1, F ||
r − 1
⌉
≥
⌈
3r − 6
r − 1
⌉
= 3−
⌊
3
r − 1
⌋
= 3
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neighbors in the path G[R−v1]. But then G[R−v1 +xj] contains a chorded cycle. Together
with (4.48), we have two disjoint chorded cycles, a contradiction.
If instead r = 4, then by (4.47), we may assume that ||x1, R|| ≥
⌈
10
4
⌉
= 3. If N(x1) ⊃
R−v1, then G[R−v1+x1] = K−4 and by (4.47), v1 has at least two neighbors in V (F )−x1. So
G[F −x1 +v1] also is a chorded cycle, a contradiction. Thus x1 has exactly one nonneighbor
in R− v1, say vi, i 6= 1.
If vi has at least two neighbors in F (and hence in F − x1), then again G has disjoint
chorded cycles: G[R − vi + x1] and G[F − x1 + vi], a contradiction. So vi has at most one
neighbor in F . Since δ(G) ≥ 3 by Lemma 4.10, we may assume that N(vi) ∩ V (F ) = {x4}.
Then for each z ∈ {x1, x2, x3, vi−2}, dG(z) ≥ 9 − dG(vi) = 6, where we interpret vi−2 with
modularity e.g. v−1 = vr−1. So each such z is not adjacent only to vi, and so G ⊇ G3(2).
If vi−1x4 or vi+1x4 ∈ E(G), say vi+1x4 ∈ E(G), then we have two disjoint chorded cycles
G[{vi, vi+1, x3, x4}] = K−4 and G[R − vi − vi+1 + x1 + x2] = K4. Hence, G = G3(2). This
proves the case.
CASE 2: F = K−4 . By Lemma 4.2 and (4.47), for each 1 ≤ i ≤ r−2 there exists ji ∈ {2, 4}
such that N(vi)∩V (F ) = {xji , x1, x3}. Note, ji 6= ji+1 as otherwise G[vi, vi+1, x1, xji}] = K4,
contradicting (O2). By (4.1),
d(vr−1) ≥ 4 and d(vr) ≥ 4. (4.49)
We claim that
||{vr−1, vr}, {x1, x3}|| = 0. (4.50)
Indeed, suppose for example vrx3 ∈ E(G). If r ≥ 5, then G[F − x3 + v1] = K−4 , and
G[R−v1+x3] contains a chorded cycle since ||R−v1, x3|| ≥ 3, producing two disjoint chorded
cycles. So, let r = 4, and then G[{v4, v1, xj1 , x3}] ⊇ K−4 . Moreover, if v3 has a neighbor in
{xj2 , x1}, then also G[{v3, v2, xj2 , x1}] ⊇ K−4 , producing two disjoint chorded cycles. So we
may assume v3 has no neighbor in {xj2 , x1}, and hence by (4.49), x3v3 ∈ E(G). In this case,
G[{v1, v4, v3, x3}] = K−4 and G[{v2, x1, x2, x4}] = K−4 , a contradiction. This proves (4.50).
By (4.50), N(vr) ∩ V (F ) = {x2, x4} = N(vr−1) ∩ V (F ). So G[{vr, vr−1, x2, x4}] = K4,
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contradicting (O2).
CASE 3: F = C+5 . By (4.47) and Lemma 4.2, N(v1)∩V (F ) = N(v2)∩V (F ) = {x1, x2, x4}.
Thus, G[{v1, v2, x1, x2}| = K4, contradicting (O1).
CASE 4: F = K3,3 with parts A = {x1, x3, x5} and B = {x2, x4, x6}. By Lemma 4.3,
N(vi) ∩ F ⊆ A or N(vi) ∩ F ⊆ B for every 1 ≤ i ≤ r. (4.51)
Together with (4.47), this implies dG(v1) = dG(v2) = 5 and so dG(vr−1), dG(vr) ≥ 4. By
symmetry, we may assume N(v1) ∩ V (F ) = A and then this forces N(v2) ∩ V (F ) = B.
By Lemma 4.3, N(vr) ∩ V (F ) ⊆ B, say N(vr) ∩ V (F ) ⊇ {x2, x4}. Similarly v2v3 ∈ E(G)
forces N(v3) ∩ F ⊆ A, and so on such that r is even. If r = 4, then G is a bipartite graph
with parts A ∪ {v2, v4} and B ∪ {v1, v3}, i.e. it is a subgraph of K5,5. But after deleting
any edge yz from a K5,5, (4.1) fails for y and z, i.e. dG(y) + dG(z) ≤ 4 + 4 < 9. Hence
G = K5,5 = G1(10, 2), contradicting the assumption. So r ≥ 6. Then N(v4) ∩ V (F ) = B
and N(v5) ∩ V (F ) ⊆ A. So G[A ∪ {v1, v3, v5}] and G[B ∪ {v2, v4, vr}] induce two disjoint
chorded 6-cycles, a contradiction.
Lemma 4.41. For k = 2, G[R] 6= K2,3.
Proof. Suppose G[R] is a K2,3 with parts V1 = {v1, v2} and V2 = {v3, v4, v5}. By (4.1), and
since the set of low vertices is a clique, similarly to (4.47), we may assume
||V1, F || ≥ 3, ||V2, F || ≥ 8. (4.52)
By (4.52), ||R,F || ≥ 11. By (4.52) and Lemma 4.2, we have four cases.
CASE 1: F = K4. First, we show that
for each x ∈ V (F ), |E(G[N(x) ∩R])| = 0. (4.53)
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Suppose that the neighborhood in R does have an edge, say N(x) ⊇ {v1, v5}. Then, at least
one of {v3, v4} is high, say v3 is high so that ||v3, F −x|| ≥ 2. Therefore, G[R− v3 +x] = C+5
and G[F − x+ v3] ⊇ K−4 , producing two disjoint chorded cycles. This proves (4.53).
Hence, for all x ∈ V (F ), N(x)∩R ⊆ V1 or N(x)∩R ⊆ V2. Since ||R,F || ≥ 11, there is at
most one vertex x′ ∈ V (F ) with N(x′)∩R ⊆ V1 and so dG(v0) + dG(v′0) ≤ 8, a contradiction
to (4.1).
CASE 2: F = K−4 . Similarly to the previous case, we show that
for each x ∈ {x1, x3}, |E(G[N(x) ∩R])| = 0. (4.54)
Suppose that the neighborhood in R does have an edge, say N(x) ⊇ {v1, v5}. Then, at least
one of {v3, v4} is high, say v3 is high so that ||v3, F −x|| ≥ 2. Therefore, G[R− v3 +x] = C+5
and G[F − x+ v3] ⊇ K−4 , producing two disjoint chorded cycles. This proves (4.54).
So by (4.52), we may assume that the vertices in H := {v1, v3, v4} are high, and so we can
say that for every i ∈ {3, 4}, there exists ji ∈ {2, 4} such that N(vi) ∩ V (F ) = {x1, x3, xji}.
Also, by (4.54), N(v1) = {x2, x4} and N(v2) ⊆ {x2, x4} with ||v2, {x2, x4}|| ≥ 1 by (4.1).
Choose j2 ∈ {2, 4} such that v2xj2 ∈ E(G).
If j3 6= j4, and say j2 = j3, then v2xj3x3v3v2 and v1xj4x1v4v1 are cycles with chords xj3v3
and xj4v4, respectively. Hence j3 = j4.
Suppose v5x6−j3 ∈ E(G). Then, G[R − v3 + x6−j3 ] ⊇ C+5 and G[F − x6−j3 + v3] = K−4 ,
producing two disjoint chorded cycles. Hence, v5x6−j3 /∈ E(G).
Now that the graph is fairly deﬁned, we may assume j3 = 2. Then v3x2, v4x2 ∈ E(G) and
x6−j3 = x4. Moreover, A := {v3, v4, v5, x4} and B := {v1, v2, x1, x3} are independent sets.
Then, G[A∪B] ⊆ K4,4 so that if for some a ∈ A and b ∈ B, ab /∈ E(G), then dG(a)+dG(b) ≤ 8
contradicting (4.1). Thus G − x2 = K4,4. If v2x4 /∈ E(G), then dG(v2) + dG(x4) ≤ 8,
contradicting (4.1). Thus, we have G ⊆ G2(2) and G ⊇ G2(2)−x2v2−x2v5. In other words,
G∗∗2 ⊆ G ⊆ G2, and so G is an exceptional graph, a contradiction.
CASE 3: F = C+5 . By (4.52) and again Lemma 4.2, there are two distinct vertices v, v
′ ∈
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{v3, v4, v5} which are high and so are adjacent to each of x1, x2. Thus G[{v, v′, x1, x2}] = K−4 ,
a contradiction to (O1).
CASE 4: F = K3,3. By (O3) ,
N(v) ∩ F ⊆ A or N(v) ∩ V (F ) ⊆ B for every v ∈ R. (4.55)
Together with (4.52), we can assume that {v1, v3, v4} are high and so dG(v1) = dG(v3) =
dG(v4) = 5 with dG(v5), dG(v2) ≥ 4. By symmetry, we may assume N(v3)∩V (F ) = A. Then
by Lemma 4.3, N(v1) ∩ V (F ) ⊆ B and N(v2) ∩ V (F ) ⊆ B. Since by (4.52), dG(v1) ≥ 5,
we may assume N(v1) ∩ V (F ) ⊇ {x2, x4}. So again by Lemma 4.3, N(v4) ∩ V (F ) = A. If
N(v5)∩V (F ) ⊆ B, then v5 has at least two neighbors in B and hence N(v5)∩B∩N(v1) 6= ∅,
say x2 ∈ N(v5) ∩ B ∩ N(v1). But then G has a 5-cycle v1v5x2x1x4v1 with chord v1x2, a
contradiction to (O3). Therefore, N(v5) ∩ V (F ) ⊆ A, and G is a bipartite graph with parts
A′ := A ∪ {v1, v2} and B′ := B ∪ {v3, v4, v5}. Furthermore, if there exist y, y′ ∈ A′ and
z, z′ ∈ B′ such that yz 6= y′z′ and yz, y′z′ /∈ E(G), then (4.1) is violated. This occurs
when z 6= z′ since dG(z) + dG(z′) ≤ 8, and otherwise z = z′ so if we let z′′ ∈ B − z, then
dG(z) + dG(z
′′) ≤ 3 + 5 = 8. Thus, at most one edge can be missing so that G−1 (11, 2) ⊆
G ⊆ G1(11, 2), a contradiction.
Lemma 4.42. For k = 2, G[R] is not a Θ-graph.
Proof. Suppose G[R] is a Θj1,j2,j3-graph formed by three internally disjoint paths Pi =
v0vi,1vi,2 . . . vi,jiv
′
0 for i ∈ {1, 2, 3}. Since G[R] contains no chorded cycles, ji ≥ 1 for all
i. If j1 = j2 = j3 = 1, then G[R] = K2,3, a contradiction to Lemma 4.41. So we may assume
j3 = max{j1, j2, j3} ≥ 2. (4.56)
Let R′ := {v0, v′0, v1,1, v2,1, v3,1, v3,2}. Since G[R] has no triangles, R contains at most 2 low
vertices and so
||R′, F || ≥ 2 · 9 + 2 · 5− 14 = 14. (4.57)
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Moreover, we can assume by symmetry that the low vertices are contained in {v2,1, v0, v3,1, v3,2}
so that we can state
dG(v
′
0), dG(v1,1) ≥ 5. (4.58)
By (4.58) and Lemma 4.2, we have four cases:
CASE 1: F = K4. By (4.57), there is xj ∈ V (F ) with ||R′, xj|| ≥
⌈
14
4
⌉
= 4. By (4.58),
G[F − xj + v1,1] ⊇ K−4 . By the choice, xj has at least 3 neighbors in the path P ′ :=
v1,2v1,3 . . . v
′
0v2,j2 . . . v0v3,1v3,2 . . . v3,j3 . Lemma 4.5 yields that G[R− v1,1 + xj] also contains a
chorded cycle. So, we have two disjoint chorded cycles, a contradiction.
CASE 2: F = K−4 . Since v1,1 is high, we may assume N(v1,1) ∩ V (F ) = {x1, x2, x3}. If
some xj ∈ V (F ) − x2 has ||xj, R − v1,1|| ≥ 3, then as in CASE 1, G[F − xj + v1,1] ⊇ K−4
and ||xj, P ′|| ≥ 3 so that G[R − v1,1 + xj] contains a chorded cycle by Lemma 4.5. This
is a contradiction since then we have two disjoint chorded cycles. So ||F − x2, R|| = ||F −
x2, R − v1,1|| + 2 ≤ 6 + 2 = 8. Since |R′| = 6, this together with (4.57) yields ||x2, R′|| = 6
and ||F − x2, R′|| = ||F − x2, R|| = 8. Hence, with N(v1,1) ∩ V (F ) = {x1, x2, x3}, we have
N(v) ∩ V (F ) = {x1, x2, x3} for all v ∈ R with ||v, F || ≥ 3. (4.59)
If dG(v2,1) ≤ 4 then by (4.1), dG(v3,1) ≥ 5 and dG(v3,2) ≥ 5. In this case, by (4.59),
G[{v3,1, v3,2, x1, x2}] = K4, contradicting (O2). So dG(v2,1) ≥ 5 and by (4.59), V (F ) −
N(v1,1) = V (F ) − N(v2,1) = {x4}. Hence, G has cycle x1x4x3v1,1v0v2,1x1 with chord x1v1,1
and, because N(x2) ⊇ R′, cycle x2v3,1v3,2 . . . v′0x2 with chord x2v3,2. So, we have two disjoint
chorded cycles, a contradiction.
CASE 3: F = C+5 . By Lemma 4.2, each v ∈ R with ||v, F || ≥ 3 is adjacent to
{x1, x2, x4}. By (4.1), at least two vertices v, v′ ∈ {v1,1, v2,1, v3,1} have this property. Thus,
G[{v, v′, x4, x5}] = K−4 , a contradiction to (O1).
CASE 4: F = K3,3. Each v ∈ R′ − v0 − v′0 has a nonneighbor in {v1,1, v3,2} and
||v1,1, F ||, ||v3,2, F || ≤ 3. Hence, dG(v) ≥ 4 for each v ∈ R − v0 − v′0. In particular,
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||v3,1, F || ≥ 2 and ||v3,2, F || ≥ 2. By (O3) , N(v3,1) ∩ N(v3,2) ∩ V (F ) = ∅. By symme-
try, we may assume that N(v3,1) ∩ V (F ) ⊆ A and N(v3,2) ∩ V (F ) ⊆ B. By (4.57), there is
xj ∈ V (F ) with ||R′, xj|| ≥
⌈
14
6
⌉
= 3. If xj ∈ A, then G[F−xj+v3,2] ⊇ K−3,3 (and so contains
a chorded 6-cycle), and xj has 3 neighbors on the path v3,1v0v2,1 . . . v′0v1,j1 . . . v1,1. Together
with Lemma 4.5, we have two disjoint chorded cycles, a contradiction. Similarly, if xj ∈ B,
then G[F−xj+v3,1] ⊇ K−3,3, and xj has 3 neighbors on the path v3,2v3,3 . . . v′0v2,j2 . . . v2,1v0v1,1,
a contradiction again.
Lemma 4.43. If k = 2, then v1v3, vrvr−2 /∈ E(G).
Proof. Suppose that v1v3 ∈ E(G). LetW1 = {v1, v2},W2 = {vr−1, vr}, and R1 = {v1, v2, v3}.
If vrvj ∈ E(G) for j < r − 1, then let R2 = {vr, vr−1, . . . , vj}. Since v1vr /∈ E(G), dG(v1) +
dG(vr) ≥ 9 and so there exists v ∈ {v1, vr} with ||v, F || ≥ 3. We then have the four cases of
Lemma 4.2.
CASE 1: F = K4. We ﬁrst claim
||vr, F || ≤ 3. (4.60)
Otherwise, ||vr, F || = 4. If there exists x ∈ N(v1) ∩ N(v2) ∩ V (F ), then G[R1 + x] is
a chorded cycle and G[F − x + vr] = K4, producing two disjoint chorded cycles. Hence,
N(v1) ∩N(v2) ∩ V (F ) = ∅ but also ||W1, F || ≤ 4.
Now, consider if dG[R](vr) = 1. Then, ||v, F || = 2 for v ∈ W1. For each x ∈ V (F ),
||x, {v1, v2, vr}|| ≤ 2 but also dG[R](vr−1) ≤ 3 so that either vivr−1 ∈ E(G) for some 3 ≤ i ≤
r − 3 or xvk ∈ E(G) for some 3 ≤ k ≤ r − 1. If say x ∈ N(v2) ∩ V (F ), then xv2 · · · vrx is a
cycle either with chord vivr−1 or xvk. Subsequently, x ∈ N(v2)∩ V (F ) implies x /∈ N(v1) so
that G[F − x+ v1] = K−4 , producing two disjoint chorded cycles.
So, now consider if dG[R](vr) = 2. Since ||W1, F || ≤ 4, there exists v ∈ W1 such that
dG(v) ≤ 2 + 2 = 4 and so vvr−1 /∈ E(G) implies dG(vr−1) ≥ 5 so that ||vr−1, F || ≥ 2, say
x, x′ ∈ N(vr−1)∩N(vr)∩V (F ). If there exist x1, x2 ∈ V (F ) where N(v1)∪N(v2) ⊇ {x1, x2}
such that {x1, x2} 6= {x, x′}, say x′ /∈ {x1, x2}, then G[R2 + x′] and G[W1 + F − x′] contain
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a chorded cycle. Hence, ||W1, F || ≤ 1 so that dG(v) = 2 for some v ∈ W1, contradicting
Lemma 4.10. This proves (4.60).
We again consider when dG[R](vr) = 1. By (4.60), ||v1, F ||, ||v2, F || ≥ 9− 4− 2 = 3. So,
there exists x, x′ ∈ N(v1)∩N(v2)∩V (F ). If possible, choose x ∈ V (F ) such that ||vr, F−x|| ≥
2. Then, G[F −x+ vr] ⊇ K−4 and G[R1 +x] = K−4 . Therefore, ||vr, F −x||, ||vr, F −x′|| ≤ 1
so that ||vr, F || = 2 with N(vr)∩ V (F ) = N(v1)∩N(v2)∩ V (F ) since ||vr, F || ≥ 2 by (4.1).
By (4.1), ||v, F || = 4 for v ∈ W1. But then, there exists x′′ ∈ N(v1)∩N(v2)∩ V (F )− x− x′
so that G[R1 + x′′] = K−4 and G[F − x′′ + vr] = K−4 , producing two disjoint chorded cycles.
Suppose now dG[R](vr) = 2. By (4.60) and the Ore condition, dG(v1), dG(v2) ≥ 9 −
dG(vr) ≥ 4, say v1x1, v2x2 ∈ E(G) with x1 6= x2.
If ||W2, F || ≥ 7, then there exist x ∈ N(vr−1)∩N(vr)∩V (F )−x1−x2. Hence, G[R2 +x]
contains a chorded cycle and G[W1 + F − x] ⊇ C+5 , producing two disjoint chorded cycles.
If ||W2, F || = 6, then there exist x, x′ ∈ N(vr−1) ∩ N(vr) and ||W1, F || ≥ 3. If there
exists x′′ ∈ {x, x′} such that |(N(v1)∪N(v2))∩ (V (F )− x′′)| ≥ 2, then G[W1 +F − x′′] and
G[R2+x
′′] each contain a chorded cycle. Hence, N(v1)∩V (F ), N(v2)∩V (F ) = {x, x′}. Since
||W2, F || ≥ 5, choose v ∈ W2 with ||v, F || ≥ 3. Then, G[R1 + x] = K−4 and G[W2 + F − x]
contain chorded cycles since ||W2, F − x|| ≥ ||W2, F || − 2 ≥ 4.
Then, we handle the case when ||W2, F || = 5 and ||W1, F || = 4. Again, there exists
x ∈ N(vr−1) ∩ N(vr) ∩ V (F ). If |(N(v1) ∪ N(v2)) ∩ (V (F ) − x)| ≥ 2, then G[W1 + F − x]
and G[R2 + x] contain chorded cycles. So, N(x) ⊇ W1 ∪W2, and then G[R1 + x] = K−4 and
G[W2 + F − x] contain chorded cycles since ||W2, F − x|| ≥ 3.
Lastly, if ||W2, F || ≤ 4, then some vertex in W2 is low and so ||v, F || ≥ 3 for all v ∈
W1. Also, by Lemma 4.10, there exists x ∈ N(vr) ∩ V (F ). If say x ∈ N(v1) ∩ V (F ),
then xv1v3 · · · vrx is a cycle with chord vrvj and G[F − x + v2] ⊇ K−4 , producing two
disjoint chorded cycles. Hence, N(v1) ∩ V (F ) = N(v2) ∩ V (F ) = V (F ) − x. But then
dG(v1) + dG(vr) ≤ (3 + 2) + (1 + 2) = 8 < 9, contradicting (4.1) This completes the case.
CASE 2: F = K−4 . If dG[R](vr) = 1, then, by (4.1), we immediately have ||v, F || = 3 for all
v ∈ {v1, v2, vr}. Hence, G[R1 + x1] = K−4 and G[F − x1 + vr] = K−4 , producing two disjoint
chorded cycles. Now, suppose dG[R](vr) = 2. We now have either W1 or W2 containing all
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low vertices in W .
If W2, contains the low vertices, then for all v ∈ W1, ||v, F || = 3. If also |(N(vr−1) ∪
N(vr)) ∩ (V (F ) − x)| ≥ 2 for some x ∈ {x1, x3}, then G[F − x + W2] and G[R1 + x]
contain chorded cycles. Therefore, there exists x′ ∈ V (F ) such that N(x′) ⊇ W2 and so
{x1, x3} = {x, x′}. But then G[R2 + x′] and G[W1 + F − x′] contain chorded cycles.
Then, we have that W1 contains the low vertices. Hence, ||W2, F || ≥ 5 and there exists
x ∈ N(vr−1) ∩ N(vr) ∩ V (F ). If ||W1, F − x|| ≥ 3, then G[F − x + W1] and G[R2 + x]
contain chorded cycles. So, we have x ∈ N(v1) ∩N(v2) ∩ V (F ) since dG(vr) ≤ 5. But then,
G[R1 +x] = K
−
4 and G[W2 +F −x] contains a chorded cycle since ||W2, F −x|| ≥ 5−2 = 3.
CASE 3: F = C+5 . If dG[R](vr) = 1, then, by (4.1), we immediately haveG[{v1, v2, x1, x2}] =
K4, contradicting (O2). Now, suppose dG[R](vr) = 2, then for some i, ||Wi, F || ≥ 5. More-
over, for all v ∈ Wi, ||v, {x3, x4, x5}|| ≤ 1 as otherwise G[{v, x3, x4, x5}] ⊇ K−4 , contradicting
(O1). But then, ||Wi, {x1, x2}|| ≥ 3 forcing G[Wi+x1+x2] ⊇ K−4 , again contradicting (O1).
CASE 4: F = K3,3. By Lemma 4.3, we may assumeN(v1)∩V (F ) ⊆ A andN(v2)∩V (F ) ⊆
B. Also, since dG(vr) ≤ 5, ||v1, A||, ||v2, B|| ≥ 2, say x1, x3 ∈ N(v1) and x2, x4 ∈ N(v2). But
then, v3v1x1x2v2v3 is a 5-cycle with chord v1v2, contradicting (O3). This completes the
proof.
Lemma 4.44. For k = 2, dG[R](v1) = 1 or dG[R](vr) = 1.
Proof. Suppose that dG[R](v1) = dG[R](vr) = 2. Let v1vs ∈ E(G) and vtvr ∈ E(G). If
s− 1 = t, then G[R] is a chorded cycle, producing two disjoint chorded cycles. If t < s− 1,
then G[R] contains a spanning Θ-subgraph H consisting of 3 paths connecting vt with vs.
In this case, adding any edge to this subgraph creates a chorded cycle. Thus G[R] = H, a
contradiction to Lemma 4.42. Hence t ≥ s. By Lemma 4.43, s ≥ 4 and t ≤ r − 3. So the
set S = {v1, vs−1, vt+1, vr} is independent. Therefore, by symmetry, we may assume that vr
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is the only vertex in S that can be low, i.e.
for every v ∈ S − vr, dG(v) ≥ 5 and dG(v) + dG(vr) ≥ 9. (4.61)
By (4.61), we also have
||S, F || ≥ 11, and if dG(vr) = 3, then ||S, F || ≥ 13. (4.62)
We claim that
for q ∈ {s, t}, there is at most one edge viv` with i < q < `. (4.63)
Indeed, suppose there are edges vi1v`1 and vi2v`2 with i1, i2 < q and `1, `2 > q. By symmetry,
we may assume that `2 ≥ `1 and i2 ≤ i1. Then the cycle vi2vi2+1 . . . v`2vi2 has chord vi1v`1 .
This proves (4.63).
By (4.61) and Lemma 4.2, we have four cases.
CASE 1: F = K4. If there is x ∈ V (F ) with ||x, S|| = 4, then G[F − x + v1] ⊇ K−4 and
x has 3 neighbors on the path v2 · · · vr so that G[{x, v2, . . . , vr}] contains a chorded cycle by
Lemma 4.5, a contradiction to (O3). Otherwise, ||S, F || ≤ 12 and by (4.62), dG(vr) ≥ 4. In
this case, again by (4.62), there is x ∈ V (F ) with ||x, S|| = 3. Let v ∈ S − N(x). Then,
G[F − x+ v] ⊇ K−4 and x has 3 neighbors on any Hamiltonian path in G[R− v], producing
two disjoint chorded cycles.
CASE 2: F = K−4 . Since G does not contain K4, ||v, {x2, x4}|| = 1 for all v ∈ R with
||v, F || ≥ 3. Therefore, dG(v1) ≤ 5 and so dG(vr) ≥ 4. In particular, |N(vr) ∩ V (F )| ≥ 2. If
N(vr) ∩ V (F ) = {x2, x4}, then G[F − x1 + vr] = K−4 and x1 is adjacent to the 3 vertices in
S − vr on the path v1v2 · · · vr−1. Otherwise, by the symmetry between x1 and x3, we may
assume x1vr ∈ E(G). In this case, G[F − x1 + v1] = K−4 and x1 is adjacent to the 3 vertices
in S − v1 on the path v2v3 · · · vr, producing two disjoint chorded cycles.
CASE 3: F = C+5 . By Lemma 4.2, N(v) ∩ V (F ) = {x1, x2, x4} for v ∈ S − vr. Hence,
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G[{v1, vs−1, x1, x2}] = K−4 , contradicting (O1).
CASE 4: F = K3,3. Let V1 := {v1, ..., vs−1} contain `1 low vertices and V2 := {vt+1, ..., vr}
contain `2 low vertices. Also, let W1 = {v1, v2} and W2 = {vr, vr−1}. If `1 > 1, then
by (4.63), `2 = 0. So by switching the roles of V1 and V2 if needed, we can assume `1 ≤ `2; in
particular, `1 ≤ 1. For this assumption, we will no longer follow the symmetrical assumption
of (4.61), i.e. some vertex in S − vr could be low instead of vr.
By Lemma 4.2, for each vertex v ∈ S+v2, either N(v)∩V (F ) ⊆ A or N(v)∩V (F ) ⊆ B.
Let SA = {v ∈ S + v2 : N(v) ∩ V (F ) ⊆ A} and similarly for SB. Since S + v2 = SA ∪ SB,
we may assume that |SA| ≥ d5/2e = 3. By (4.61), there is x ∈ A with ||x, SA|| = |SA|. We
now claim
{v1, v2} 6⊆ SA (4.64)
Suppose {v1, v2} ⊆ SA. If |N(v1) ∩ N(v2) ∩ V (F )| ≥ 2, then G[A + v1 + v2] ⊇ K−4 ,
contradicting (O3). So, ||W1, A|| ≤ 4 and at least one of {v1, v2} is low. Since V1 has at
most one low vertex and dG(vr) ≤ 5, there is a unique x′ ∈ N(v1) ∩ N(v2) ∩ V (F ). Say,
x′ = x1. Since ||{v1, v2}, {vt+1, vr}|| = 0, vt+1 and vr are both high. If v ∈ {vt+1, vr} is such
that v ∈ SB, then x1v1vsvs−1 · · · v2x1 is a cycle with chord v1v2 and G[F − x1 + v] = K3,3,
producing two disjoint chorded cycles. Hence vt+1, vr ∈ SA. Then, x1v1vs · · · v2x1 is a cycle
with chord v1v2 and x3vt+1 · · · vrx5x4x3 is a cycle with chord x3vr, producing two disjoint
chorded cycles. This proves (4.64).
Hence, SB 6= ∅. If there is v ∈ SB such that ||v,B|| ≥ 2, then G[F −x+ v] has a chorded
6-cycle, and G[R− v+x] contains a chorded cycle since ||x,R− v|| ≥ |SA| ≥ 3 and G[R− v]
contains a spanning path. Hence, ||v,B|| ≤ 1, in fact ||v,B|| = 1 by (4.1), and v /∈ S. This
forces dG(v) ≤ 4, v = v2 and so all w ∈ S are high and SB = {v2}. Moreover, we have
v2vi ∈ E(G) for some 4 ≤ i ≤ r − 1 by (4.1). Since `1 ≤ `2, vi is low, i > t + 1, and all
vertices v ∈ R− v2 − vi are high with ||v,B|| ≤ 1.
If vs−2 6= v2, then dG[R](vs−2) ≤ 3 and vs−2 high implies ||vs−2, A|| ≥ 2. Hence, G[A +
vs−2 + vs−1] ⊇ K−4 , contradicting (O1). Therefore, vs−2 = v2. By symmetry, vt+2 = vr−1 and
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so s = 4, t = r − 3. Hence, i = r − 1.
Now, since vi = vr−1 ∈ V2 and v2vr−1 ∈ E(G), dG[R](vr−1) = 3, so ||vr−1, F || ≥
1. So vr−1x ∈ E(G) for some x ∈ V (F ). If x ∈ A, N(x) ⊇ {vr−2, vr−1, vr} so that
G[{x, vr−2, vr−1, vr}] = K4, contradicting (O2). Otherwise, x ∈ B. If x = x2, then
x2v2v3v4 · · · vr−1x2 is a cycle with chord v2vi and G[F − x2 + v1] = K3,3, producing two dis-
joint chorded cycles. Therefore x2vr−1 /∈ E(G), but say x4vr−1 ∈ E(G). Now, dG[R](v4) = 3
as otherwise v4vj ∈ E(G) for some 6 ≤ j ≤ r−3, and then v2 · · · vr−1v2 is a cycle with chord
v4vj, contradicting (O3). So, v4 being high implies ||v4, F || ≥ 2. If N(v4) ∩ V (F ) ⊆ A, then
there exists x′ ∈ A such that N(x′) ⊇ {v1, v3, v4} so that G[{x′, v1, v3, v4}] ⊇ K−4 contradict-
ing (O1). So, N(v4) ∩ V (F ) ⊆ B. Then, G[F − x1 + v4] ⊇ K−3,3 and x1v1v2vr−1vrvr−3vr−2x1
is a cycle with chord x1vr, producing two disjoint chorded cycles. This completes the case
and the proof.
4.6 Proof of Theorem 4.1
Recall, we consider the minimum k such that Theorem 4.1 fails. Now, let G be an edge-
maximal counterexample such that F contains less than k chorded cycles. For any such
graph G, let F be a collection of disjoint chorded cycles chosen by our rules (O1)(O8). By
Sections 4.3 and 4.4, we have k = 2 and G[R] containing a Hamiltonian path. By the result
of Section 4.5 and Lemma 4.44, dG[R](v1) = 1 or dG[R](vr) = 1. Suppose dG[R](v1) = 1. By
Lemmas 4.6 and 4.40, |R| ≥ 4 and G[R] is not a Hamiltonian cycle and so v1vr /∈ E(G).
Moreover, by Lemma 4.43, v1v3, vrvr−2 /∈ E(G).
CASE 1. dG[R](vr) = 1. Then ||{v1, vr}, F || ≥ 7. By symmetry, assume ||v1, F || ≥ 4. By
Lemma 4.2, F = K4 and so dG(v1) = 5 and dG(vr) ≥ 4. Since n ≥ 8, r ≥ 4. Also, for each
v ∈ S := {v2, v3, vr−2, vr−1}, dG[R](v) ≤ 3. Note, 2 ≤ |S| ≤ 4 and any vertex v ∈ S − v2
has ||v, F || ≥ 1 since v1v /∈ E(G), but similarly ||v2, F || ≥ 1 since v2vr /∈ E(G). If there
exists x ∈ N(v2) ∩N(vr−1) ∩ V (F ), then G[R− vr + x] contains a cycle with chord xv2 and
G[F − x + vr] ⊇ K−4 . So, we have two disjoint chorded cycles, a contradiction. Hence, let
V (F ) = {x1, x2, x3, x4} with N(vr)∩V (F ) ⊇ {x2, x3, x4} and vr−1x, v2x′ ∈ E(G) for distinct
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x, x′ ∈ V (F ). If x ∈ N(vr) ∩ V (F ) then we can choose x′′ ∈ N(vr) ∩ V (F ) − {x, x′} and
get cycles vrx′′xvr−1vr and v1v2x′x1v1 with chords vrx and v1x′, resp. Therefore, we are left
to handle when N(vr) ∩ V (F ) = {x2, x3, x4} and N(vr−1) ∩ V (F ) = {x1}, i.e. x = x1. If
v2 or vr−1 has a chord on P , then G[R − vr + x1] and G[F − x1 + vr] each have a chorded
cycle. Thus, dG[R](v2) = dG[R](vr−1) = 2 which forces ||v2, F || ≥ 3 since v2vr /∈ E(G) and
||vr−1, F || ≥ 2 by (4.1), contradicting N(v2) ∩N(vr−1) ∩ V (F ) = ∅.
CASE 2. dG[R](vr) = 2. Say vkvr ∈ E(G) for exactly one 2 ≤ k ≤ r − 3. By symmetry,
dG[R](vk+1) = 2.
First, we claim
||v1, F || = 3 (4.65)
First, suppose that ||v1, F || = 4. By Lemma 4.2, F = K4. Note also dG[R](vr−1) ≤ 3 and so
||{vk+1, vr−1, vr}, F || ≥ 5 by (4.1). Hence, there exists x ∈ V (F ) such that ||{vk+1, vr−1, vr},
x|| ≥ 2. Thus, G[F − x+ v1] = K4 and G[P − v1 + x] also has a path of length |P | but with
|E(G[P − v1 + x])| ≥ |E(G[P ])|+ 1 due to v1 essentially being replaced by x, contradicting
(O7) or contradicting (O6) if v2x ∈ E(G).
Otherwise, ||v1, F || ≤ 2. By Lemma 4.10, ||v1, F || = 2. Then dG(v) ≥ 6 for all v ∈
{vk+1, vr−1, vr}. Speciﬁcally, ||vk+1, F || = ||vr, F || = 4 and ||vr−1, F || ≥ 3. Hence, F = K4,
and there exists x ∈ V (F ) ∩ N(vr−1) ∩ N(vr) − N(v1). Then, G[F − x + v1] = K−4 and
xvrvk · · · vr−1x is a cycle with chord vr−1vr, thus producing two disjoint chorded cycles. This
proves (4.65) so that now we have the four cases of Lemma 4.2.
Subcase 2.1: F = K4. Then vr−1 and vr have a common neighbor x ∈ V (F ) and so
G[F − x + v1] ⊇ K−4 but xvrvkvk+1 · · · vr−1x is a cycle with chord vr−1vr, so we have two
disjoint chorded cycles, a contradiction.
Subcase 2.2: F = K−4 . If x ∈ {x1, x3} is such that x ∈ N(vr−1) ∩ N(vr), then
xvr−1 · · · vkvrx is a cycle with chord vr−1vr and G[F − x+ v1] ⊇ K−4 , producing two disjoint
chorded cycles. Hence, N(vr−1)∩V (F ) = {x2, x4} and we may assume N(vr) = {x1, x2, x3}.
If v ∈ {v1, vk+1} is such that N(v) ⊇ {x1, x4, x3}, then G[{v1, . . . vk+1, x1, x4}] contains a
chorded cycle since ||{x1, x4}, {v1, vk+1}|| ≥ 3 and x2vr−1vrx3x2 is a cycle with chord x2vr.
Hence, for all v ∈ {v1, vk+1, vr}, N(v) ∩ V (F ) = {x1, x2, x3}. Then, G[F − x1 + v1] = K−4
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and G[R− v1 + x1] contains path x1vr · · · v2 as long as |P |. However, |E(G[R− v1 + x1])| ≥
|E(G[R])|+ 1, contradicting (O7). This completes the case.
Subcase 2.3: F = C+5 . Since dG(v1) = 4, ||vr, F || ≥ 3. By Lemma 4.2, N(v1) ∩ V (F ) =
N(vr) ∩ V (F ) = {x1, x2, x4}. Hence, v1x1vrx2v1 is a 4-cycle with chord x1x2, contradicting
(O1).
Subcase 2.4: F = K3,3. For deﬁniteness, let N(v1) ∩ V (F ) = A. Again, dG(v1) = 4
implies dG(vr) ≥ 5 and so, by the case, dG(vr) = 5.
Suppose v2 has a neighbor z ∈ F . If z ∈ A, say z = x1, then G has a 5-cycle v1v2x1x2x3v1
with chord v1x1, contradicting (O3). Thus we may assume z = x2. Since v1x2 /∈ E(G),
dG(x2) ≥ 9− dG(v1) = 5. Then G[F −x2 + v1] = K3,3 and for R′ = R− v1 +x2, G[R′] has r-
vertex path x2v2 · · · vr where dG[R′](x2) ≥ 2, contradicting (O7) at least. Hence, ||v2, F || = 0.
Then dG(v2) ≤ 3. Since dG(vr) = 5 < 9 − dG(v2), v2vr ∈ E(G), i.e. k = 2. Since
G[R] has no chorded cycles, path P has no chords aside from v2vr. Hence, v2vr−1 /∈ E(G)
and dG[R](vr−1) = 2. Therefore, dG(vr−1) ≥ 6 by (4.1) and ||vr−1, F || = 4. By Lemma 4.2,
F = K4, contradicting the case.
This completes the proof of Theorem 4.1.
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