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1. INTRODUCTION 
Let R, denote real euclidean n-space with a prescribed Cartesian 
coordinate system. Further denote by L a lattice in R, and by L’ the 
set of points of L other than the origin 0. Assume L is such that L’ has 
no point in any coordinate hyperplane. A well-known conjecture in 
the geometry of numbers asserts that positive real numbers X, , h, ,..., 
A,, , exist for which the ellipsoid of all points (x1 ,..., x,) satisfying the 
inequality 
contains n linearly independent points of L’ on its boundary and no 
point of L’ in its interior. The case n = 2 is trivial, whereas the case 
n = 3 was proved by Remak [3] and later simplified by Davenport [I], 
using elementary geometric notions. The conjecture for n = 4 was later 
proved by Dyson [2], using deep results from algebraic topology. Quite 
recently, Skubenko [4] has announced a proof for n = 4, 5; but the 
details of his work are not available to us at the present time. Our objective 
here is to give a proof of the conjecture for n = 4 which employs only 
elementary geometry. We prove 
THEOREM 1. Let L be a lattice in R4 such that L’ contains no point 
lying in a coordinate hyperplane. Further, let c be a real number with c 2 1. 
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Then there exist positive real numbers A, ,,.., A, such that the set of all 
points (x1, x2, x2, x4) for which 
Al I Xl lC + A, I x2 lC + A3 I x3 lC + A, I X4 lC < 1, (1) 
contains four linearly independent points of L’ on its boundary and no 
point of L’ in its interior. 
2. A LATTICE PROPERTY 
Our proof of Theorem 1 rests on a two-dimensional property of lattices 
employed by Davenport in his proof mentioned earlier, and is strikingly 
similar to his proof. We state this property in the form we require as our 
first lemma. 
LEMMA 1. Let K be the set of points (x1, x2, x3, x4) that satisfy 
inequality (l), and suppose L’ has no point in the interior of K but has two 
linearly independent points P, Q on the boundary of K. If R is any point 
of L’ on the boundary of K that is linearly dependent on P, Q then R is one 
of the points. 
&I’, &Q, +(P + Q>, W’ - Q>. 
Further P + Q and P - Q cannot both be on the boundary of K. 
Proof. This is a two-dimensional result which follows at once from the 
following well-known results of Minkowski. 
(a) Let K be a two dimensional domain with center at the origin 
which is strictly convex and let /l be a (two-dimensional) lattice which is 
K-admissible, i.e., has no point other than 0 in the interior of K. Then /l 
has at most three pairs of points on the boundary of K. If these are 
&P, &Q, &R, then R is one of the four points &(P + (2). 
(b) If K is symmetrical and convex, but not necessarily strictly so, 
even then (a) is true, except when K is a parallelogram and (1 contains 
its vertices and mid-points of the sides. 
3. THE n-DIMENSIONAL PROBLEM 
In this section we follow Dyson [2] and formulate the problem in 
n-dimensional projective space. 
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Let T denote the set of points (X, ,..., X,) of R, that satisfy 
hi > 0 for i = I,..., n 
and X, + *** + A, = 1. 
For a point (1 E T, denote by E(cl) the set of points (x1 ,..., xJ which 
satisfy the inequality 
where t is that unique positive number such that H/l) contains no point 
of L' in its interior and at least one point of L' on its boundary. It is then 
clear that the set of points L' n E(A) is uniquely determined by the point A. 
For each point Z E L’, define 
Evidently. UZ~L, C(z) = T. 
LEMMA 2. C(Z) is a convex polyhedron that is closed in R, . 
ProoJ If C(Z) is the empty set there is nothing to prove. Thus we 
assume that C(Z) is not empty. Let Z = (zl ,..., z,). If fl e T then the 
condition that fl E C(Z) is equivalent to 
for all points (x1 ,..., x,) EL’. 
As the inequalities (2) constitute a set of linear inequalities for h, ,..., An, 
and T itself is convex, it follows that C(Z) is convex. 
Let E > 0 and denote by T(E) that part of T which satisfies 
Ai > % i = l,..., n. 
We claim that, for E sufficiently small, C(Z) C T(e). For assume that this 
assertion is false. It follows that C(Z) contains a sequence of points 
{A,}, d, E Tfor m = 1, 2,...; such that 
A, = {hi”‘,..., Acnm’} where min(hi”‘,..., XL$) < 111-l. 
Without loss of generality, we may suppose by replacing the sequence 
by a subsequence and rearranging the coordinates, if necessary, that 
)((m) ( m-1 
92 for all m 
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and 
Aim) > I/n > 0 for ail m, 
since 
Since L is admissible for E(&), it follows from Minkowski’s 
fundamental Theorem that 
2 J, - (Z12/n)n’z - (1/m)-lj2 = C, , say. 
(Here J, is the volume of the sphere / X / < 1.) 
Since C, -+ co as m ---f c1), we get a contradiction, which proves 
C(Z) < T(E) for E > 0 sufficiently small and that C(Z) is closed. 
Now denote by K, the bounded convex body consisting of those points 
(Xl ,‘.., x,) of R, for which 
IXiP d pzjlc /E, 
i 1 
i= I,..., n, 
where E is chosen so that C(Z) C T(E). Suppose that (al ,..., a3 is in L’ but 
not in K. Then, for some suffix r, we have 
If now A E C(P). so hj > E for i = I,..., n. We have 
M 4 IC - I z1 I? + -a- + AdI a, ic - I z, I”) 
3 c(I a, IC - I z, I”) 4 I z, IC - ,g I zj IC 2 0. 
Hence, the points (x1 ,..., x,) of L’ that appear in the inequalities (2) may 
be restricted to those contained in K. As these are finite in number, it 
follows that C(P) is a polyhedron. This proves Lemma 2. 
LEMMA 3. For any E > 0, T(E) meets C(Z) forfiPzitely many Z. 
Proof. Let /1 E T n C(Z). Then L is admissible for 
E: &xl2 + *‘- + x,x,2 < h1z12, + **a + x,z,2 
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and ] 2 In < 2”d(L)/(J, . E) which implies that 2 is in a finite subset of L. 
COROLLARY. (1 E T =S (1 E a C(Z) which has dimension (n - 1); i.e., if 
.GE is the collection of sets C(Z), Z E L’, which have dimension n - 1, then 
T = u C(Z): C(Z)ECPL. 
LEMMA 4. If C(W) and C(Z) I ie in GY, then either C(W) = C(Z) or 
C(W) n C(Z) has dimension less than n - 1. 
Proof. Assume that C(W) n C(Z) has dimension n - 1. It follows 
that there exists a point fl E C(W) n C(Z) and a real E > 0, such that, 
for any point (Q ,,.., ~)~R~withC~=~~~=Oandir~I <~fori=l,...,n, fl 
also A + (Q ,..., E,J)EC(W)nC(Z).Hence,with W=(~~,...,w,JandZ= 
(Zl ,*-*, z,), we have A1 1 w1 lc + *** + A, / w, p = A, 1 z, IC + -9. + A, 
and 
(Al + 41 Wl I0 + & I wg IC + --* + L-1 I %a-1 IC + (43 - 41 w, I0 
= (A, + 4 Zl I0 + A, I zg IC + .** + L, I &I-l I0 + on - 4lz 
Subtracting these two equalities yields I w1 10 - j z1 10 = 1 w, I0 - I z, IO. 
Repeating this argument, we obtain 
I w1 I0 - 1 z, I0 = [ w, Ic - [ z2 Ic = .-- = 1 w, lc - 1 z, I0 = d, 
say, from which it follows that d = 0. This implies C(W) = C(Z) and 
Lemma 4 is proved. 
COROLLARY. If C(W) contains an “inner” point of C(Z), then 
C(w-) = C(Z). 
ProojI Since all C(Z) E a have “interior” points, choose one, say 
A in C(W). Let P be an “inner” point of C(Z) in C(W). Then points on 
AP, near enough to P are in the common interior of C(Z), C(W) and the 
lemma applies. 
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4. ~&FACES AND THEIR PROPERTIES 
We would like to say that any vertex of a C(Z) can be joined to a vertex 
of any C(W) by a broken line path of edges of such polyhedra. This, 
however, leads to complications, so we introduce a wider set of vertices, 
called @-vertices, and different sets of edges, for which the above statement 
holds. Let II E T and put F((1) = n C(Z) extended over all C(Z) G (2 such 
that d E C(Z). It is clear that F(rl) is a convex polyhedron of dimension r 
where 0 < r < n - 1. We call F(/l) an G&face of dimension r. In particular, 
if r = 0, F(/l) is called an C&vertex while if r = 1, F(rl) is called an &edge. 
The r-dimensional interior of F(/l) is referred to simply as the interior 
of F(A). Note that an Q&vertex is equal to its interior. 
LEMMA 5. F(A,) = F(A,) if and only if/l1 lies in the interior of F(fl,). 
Proof Let A, be in the interior of F(A,) and assume, by way of 
contradiction, that F(Al) # F(A,). It follows that there exists a set C(Z) E @ 
for which A, E C(Z) but rl, 4 C(Z). Let C(Z,),..., C(Z,,J denote all the 
sets of 171 that contain A, . As C(Z) has dimension n - 1, we may pick a 
direction N such that, for all sufficiently small E > 0, the point A, + EN 
lies in the (n - 1)-dimensional interior of C(Z). By Lemma 3, for all 
sufficiently small E > 0, the point A, + EN lies in C(Z,) for some fixed 
i with 1 < i < m. Now let A, lie in the interior of F(A,) such that A, is on 
the line segment A,A, and A, # A, . Then A, E C(Z,) and therefore also 
the line segment joining A3 to A, + EN is contained in C(Zi). But, for 
all sufficiently small E > 0, this line segment contains a point in the (n - l)- 
dimensional interior of C(Z), which implies, by Lemma 4 (Corollary) 
that C(ZJ = C(Z). This contradiction proves that if A, lies in the interior 
of F(A,) then F(A,) = F(A,). 
Now assume that F(A,) = F(A2). Let A be a point in the interior of 
F(A& By what has already been proved, F(A) = F(Al). Assume, by way 
of contradiction, that A, is not in the interior of F(A). As A is in the 
interior of F(A) so the ray from (1 through A, produced leaves F(A) at A, . 
Let /I, be such that A, is on the line segment AA, and fl, # A, . If, for all 
such points A, sufficiently close to A, , A, lies in a set C(Z) E Q for which 
(1$ C(Z), then we can immediately infer from Lemma 3 that A, also lies 
in a set C(Z) E a for which A $ C(Z), which implies F(A) # F(Al), 
contrary to the hypothesis. On the other hand, if all such points A, 
sufficiently close to A, are contained in every set C(Z) E 02 for which 
A E C(Z), then A3 E F(A), contrary to the choice of A, . Therefore, there 
exists a set C(Z) E 6Y such that A E C(Z) but A, $ C(Z), for all such A, 
sufficiently close to A, . We now produce a contradiction in a similar 
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manner to that used in the first part of the lemma. Let A, be the midpoint 
of the line segment AA, so that A, E C(Z). Choose a direction N so that 
for all sufficiently small E > 0, A, + EN lies in the (n - I)-dimensional 
interior of C(Z). Now for all sufficiently small E > 0, and points A, on 
the ray from A through A, produced, and sufficiently close to A,, the 
points (1, + EN must lie in some set C(W) of G!, for which C(W) # C(Z) 
and A E C(W). Then the line segment from A to (1, + EN lies in C( IV). 
But, for sufficiently small E > 0, this line segment contains a point in 
the (n - I)-dimensional interior of C(Z), contrary to Lemma 4 (Corollary). 
This contradiction proves Lemma 5. 
COROLLARY. Any s-dimensional face of F(A) can be represented as the 
finite union of sets F(A’) all having dimension s. 
Proof. Let F(A) be r-dimensional. It is clear that the corollary will 
follow by iteration if we can show that any (r - l)-dimensional face of 
F(A) is the finite union of sets F(A’) all of dimension r - 1. Thus let H 
be such an (r - l)-dimensional face of F(A). For a point A’ of H, by 
Lemma 5, F(A’) # F(A). However, it is evident that F(A’) C F(A) and is 
of dimension not greater than r - 1. By Lemma 3, there are finitely many 
such sets F(A’), and the corollary follows. 
LEMMA 6. Let F(A) #F(r). rf F(A) n F(r) is not empty then it 
contains at least one a-vertex. 
ProoJ: F(A) n F(r) is a nonempty polyhedron and so contains at 
least one vertex @, say. If F(Q) is not O-dimensional then, by Lemma 5, 
it contains Cp in its interior. But F(Q) CF(A) n F(r), which implies that 
@ is not a vertex of F(A) n F(r), contrary to our choice of @. Hence 
@ is an a-vertex, which proves the lemma. 
Let S be any subset of T and let A and r be any two &vertices in S. 
We make the following definition: Say that A, r may be connected by a 
finite chain of a-edges in S, if there exists a finite set of C&vertices A, = 
4 A, ,..., A, = r such that AiAi+l is an &edge contained in S for 
i = l,..., m - 1. 
LEMMA 7. Any two @.-vertices of F(A) can be connected by a finite 
chain of Cl-edges in F(A). 
Proof. By induction on the dimension r of F(A). For r = 1, by the 
corollary to Lemma 5, the a-vertices of F(A) are just its endpoints and the 
lemma is evident. 
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Now assume that the lemma is true for all G&faces of dimension less 
than Y, and let r, @ be any two G-vertices lying in F(A). Then r, Q, lie on 
the boundary of F(A) since they are Q-vertices. Thus r lies in some 
(r - 1)-dimensional face F say, of F(A). By the corollary to lemma 5, 
F can be represented as the union of finitely many G&faces of dimension 
r - 1, and r must lie in one of these. Let V be a vertex of F(A) lying in F. 
The line segment TV passes through finitely many (Y - 1)-dimensional 
@faces contained in F, say 
where the Ci are a-faces contained in F and Ci n C,+l is not empty for 
i = I,..., m - 1. By Lemma 6, we may choose an a-vertex, say Vi , 
in Ci n C,+1 for i = l,..., m - 1. By the induction hypothesis, Vi can 
be connected to V,+l by a finite chain of a-edges in Ci, for i = O,..., m, 
where we put V, = I’ and V, = V. Hence r can be connected to V 
by a finite chain of a-edges in F. By the corollary to lemma 5, it is clear 
that all vertices of F(A) are a-vertices and all edges of F(A) can be re- 
presented as finite unions of a-edges, so the lemma follows. 
LEMMA 8. If F(A) has dimension Y, then A lies in at least n - r distinct 
sets C(Z) E &,for r = 0, l,..., n - 1. 
Proof. The lemma will follow if any r-dimensional 0&-face lies on 
the boundary of an (r + 1)-dimensional Q-face, when r < n - 1. Let, 
therefore, F(A) be r-dimensional with r < n - 1. Pick a direction N 
such that A + EN is not in F(A) for any E > 0, but is in T for all sufficiently 
small E > 0. Then, for all sufficiently small E > 0, A + EN E C(Z), form 
a constant collection. For such E, F(A + EN) 3 F(A) and so the dimension 
of F(A + EN) is at least r + 1. If the dimension of F(A + EN) is greater 
than r + 1, then, since F(A) lies on the boundary of F(A + EN), so we 
may choose a direction N’ such that, for all sufficient small E > 0, the 
point .A + EN’ lies on the boundary of F(A + EN) but not in F(A). 
Repeating the above argument, it follows that for all sufficiently small 
c > 0, F(il) C Q/l + EN’). But the dimension of F(A + EN’) is necessarily 
less than the dimension of F(A + EN), but greater then r. Repeating this 
argument a finite number of times yields the lemma. 
LEMMA 9. The set of points Z E L’ such that C(Z) E 6’Y, spans R, . 
Proof By hypothesis, L’ has no point in any coordinate hyperplane. 
Hence, given E > 0, there exists 1 > S > 0 such that the box of points 
(Xl Y.S.3 x,) for which / xi 1 < c-l, j xj 1 < S for j # i, (i fixed), contains 
no point of L’. 
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For all sufficiently small 17 > 0, the ellipsoid of points (x1 ,..., x,) for 
which 
7)xi2 + s-2 c xi2 < 1 (3) 
ifi 
contains a point of L'. Hence there exists vi > 0 such that the ellipsoid 
given by (3) when 7) = Q, contains a point of L' on its boundary and no 
point of L' in its interior. Put 
fil = vi + (n - 1) 6-2, 
so that the point Y = ii(yl ,..., y,), yi = qi , yj = iV2 for j # i, lies in T 
and therefore in some C(ZJ of a. It follows that Zi lies on the boundary 
of the ellipsoid given by (3) with 7 = qi . Put & = (qi ,..., z,J. It 
follows that 
and so 
j zji ( d 6 < 1 for j # i 
which forces 
Thus for sufficiently small E > 0, the points Zi , i = I,..., n, are linearly 
independent, which proves the lemma. 
5. PROOF OF THEOREM 1 
We assume that the theorem is false and derive a contradiction. Let (1 
be any a-vertex. As C(Z) = C(-Z) for all C(Z) in 0!, so the set d(A), 
say, of points Z E L', for which /l E C(Z) E G& has cardinality at least eight, 
by lemma 8. Let s(A) denote the subspace of R, generated by the elements 
of d(A). If s(A) = R4 , the theorem would be true. Hence the dimension 
of s(A) does not exceed three. On the other hand, Lemma 1 implies that 
the dimension of s(A) is at least three. Hence s(A) has dimension three 
for all G&vertices (1. By Lemma 9, there exist a-vertices rl and /1’ such that 
By Lemmas 6 and 7, A, A’ may be connected by a finite chain of G&edges 
in T. It follows that there exist a-vertices r, and r, , such that s(r,) #s(r,) 
and the line segment r,r, is an @-edge. (We note here that a proof of the 
theorem for it = 3 follows at once without use of the analogue of Lemma 1). 
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By Lemma 8, the &edge TJ’, lies in at least three distinct sets C(Z) 
of 02. On the other hand, it cannot lie in more than three such sets by 
Lemma 1. Thus we label these three sets as C(P), C(Q), C(R). As 
s(F,) # s(r,), so P, Q, R are linearly dependent. It follows from Lemma 1, 
that we may take R = P + Q or R = P - Q. If R = P - Q replace 
Q by -Q. Hence we may suppose that R = P + Q. As the line segment 
r,r, lies in exactly three sets in 02, it follows that C(P) n C(P + Q) is 
two-dimensional and therefore also an @-face. Hence, by the corollary 
to Lemma 5, the one dimensional boundary of C(P) n C(P + Q) is the 
union of G&edges. Thus, we see that there are two distinct chains of 
@-edges in C(P) n C(P + Q) connecting r, and r, , namely, I’J’, itself 
and another I’, = V, , V, ,..., V, = I’, , with EV 2 3. As s( V,) # s(V,,) 
it again follows that, for some i with 1 < i < m - 1, s( VJ # s( Vi+l). 
Using the previous argument, the C&edge V,V,+, is contained in exactly 
three sets in 02, namely C(P), C(P + Q) and an additional one, C(Z) 
say. If C(Z) = C(Q) this would force ViV,+, = I’J, , which is im- 
possible. Hence C(Z) # C(Q) and therefore also 2 f &Q. As P, P + Q 
and Z must be linearly dependent, Lemma 1 implies 2 = +(2P + Q). 
Repeating the argument for C(P) and C(2P + Q) in place of C(P) and 
C(P + Q) and ViV,+l in place of r,r, , it follows that C(3P + Q) inter- 
sects C(P). Repetition of this argument yields the result that C(P) meets 
C(nP + Q) for all n, thus contradicting Lemma 3, because C(P) C T(E) 
for E > 0, sufficiently small. This proves the theorem. 
NOTE ADDED JULY 29, 1974 
We would like to add the following comments: 
The famous conjecture on the product of non-homogeneous real linear 
forms attributed to Minkowski states: 
Let Li = Ci~j~n aijxj , 1 < i < n, be n real linear forms with deter- 
minant d = det(qJ # 0. Given real a1 ,..., a, , one can find integers 
x1 ,..., x, , such that 
The conjecture has been proved for n < 4. The Remak-Davenport- 
Dyson proof (due to Remak [3] for n = 3 and Dyson [2] for n = 4) 
consists of the following two parts: 
THEOREM A. Let L be a lattice in R, , n < 4. There exist positive 
real A, ,..., A,, such that L is admissible for X,X,~ + ‘.. $- X,X,~ < 1, but 
has n linearly independent points on its boundary. 
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THEOREM B. Let L be a lattice of determinant 1 in R, , n < 4. Suppose 
L has n linearly independent points on the boundary of a sphere 1 X 1 < R, 
but none other than 0 inside. Then L is a covering lattice for 1 X I2 < n/4 
and hence for the region: / nxi ) 6 1/2n. 
Proofs for both these theorems for n = 4 were provided by Dyson [2]. 
The proof for Theorem B is elementary, but complicated. A simpler 
proof was given by Woods [7], who also extended the result to n = 5, 6. 
(See Woods [8], [9]). 
As regards Theorem A, Dyson remarked that its proof “borrows 
powerful weapons from the armoury of topology; purely geometrical 
methods seem quite inadequate to prove the theorem.” Since Birch and 
Swinnerton-Dyer [5] have given a proof depending only on elementary 
geometry and calculus for the Minkowski-Dyson theorem for the special 
case when the four forms correspond to a lattice with points in the coor- 
dinate planes, our proof in this paper together with earlier work of Birch 
and Swinnerton-Dyer and Dyson (or Woods for Theorem B), provides 
a complete “elementary” proof of the Minkowki-Dyson theorem, free 
of deep topological considerations. 
As stated in the introduction, Skubenko announced an alternative 
proof in Doklady (1972). The proof was expanded in another paper 
(Skubenko [6]). Although the editor of the journal warns that the 
exposition is not clear and it should be treated as a preliminary announce- 
ment, we feel we understand the proof for n = 4 in the case of lattices 
without points in the coordinate planes at least. (The proof is different.) 
For the record, we would like to state that our proof was sketched by one 
of us (A.C.W.) at the Boulder Conference on Number Theory 1972 
(see Proceedings, pp. 243-246). 
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