Abstract Iterative algorithms such as maximum likelihood-expectation maximization (ML-EM) become the standard for the reconstruction in emission computed tomography. However, such algorithms are sensitive to noise artifacts so that the reconstruction begins to degrade when the number of iterations reaches a certain value. In this paper, we have investigated a new iterative algorithm for penalized-likelihood image reconstruction that uses the fuzzy nonlinear anisotropic diffusion (AD) as a penalty function. The proposed algorithm does not suffer from the same problem as that of ML-EM algorithm, and it converges to a low noisy solution even if the iteration number is high. The fuzzy reasoning instead of a nonnegative monotonically decreasing function was used to calculate the diffusion coefficients which control the whole diffusion. Thus, the diffusion strength is controlled by fuzzy rules expressed in a linguistic form. The proposed method makes use of the advantages of fuzzy set theory in dealing with uncertain problems and nonlinear AD techniques in removing the noise as well as preserving the edges. Quantitative analysis shows that the proposed reconstruction algorithm is suitable to produce better reconstructed images when compared with ML-EM, ordered subsets EM (OS-EM), Gaussian-MAP, MRP, TV-EM reconstructed images.
Introduction
Iterative image reconstruction methods have attracted considerable attention in the past decades for applications in positron emission tomography (PET) due to the feasibility of incorporating the physical and statistical properties of the imaging process more completely [4, 25] . So far, all statistical reconstruction algorithms are based on the maximum likelihood (ML) or the least squares cost function. The maximum likelihoodexpectation maximization (ML-EM) algorithm [31] , which is a general statistical method for seeking the estimate of the image, allows computing projections that are close to the measured projection data. Iterative based ML reconstruction algorithms nevertheless require a considerable computational cost per iteration. An accelerated version of the ML-EM algorithm, the ordered subsets EM (OS-EM) was proposed by Hudson et al. [21] to significantly improve the convergence speed in the PET reconstruction. This ordered subset principle has been then exploited in many algorithms for the same objective. Let cite for instance the rescaled block-iterative EMML algorithm (RBI-EMML) [7] , the row-action ML algorithm (RAMLA) [6] , the complete-data OSEM (C-OSEM) [19] or the paraboloidal surrogates (PS) method (OS-SPS) [1] .
Generally speaking, the tomography reconstruction with a limited number of data appears as a highly underdetermined ill-posed problem. The projection data generated by the PET system are initially noisy and the ML algorithm tends to increase this noise and in particular the noise artifacts through the successive iterations. This accumulation of noise leads to a premature stopping of the ML-EM reconstruction process. Several methods have been developed to decrease this accumulation of noise and improve the quality of the reconstructed images in tomography [9, 15, 23, 32] . Some include a penalty function (they are also called regularization techniques) to control the noise propagation and produce a satisfactory reconstruction. This is the case of the maximum a posteriori (MAP) algorithm based on the Bayes theorem [12, 17, 18] . The MAP solution can be found by combining the Poisson likelihood function with the image prior. MAP algorithms lean on local characteristics such as the nearest neighbor correlation or the homogeneity in the local neighborhood to decrease or remove the noise and smooth the reconstructed image. The one-step-late algorithm, introduced in the field of image reconstruction by Green [18] , has the particularity to exploit the previous iteration to compute prior coefficients. The MAP estimation allows the introduction of a prior distribution which reflects the likelihood of the estimate. However, if no prior distribution is available, another solution is to design an edge-preserving image mode as a prior distribution. A wide variety of methods have been reported in the literature that include edgepreserving techniques such as the Gibbs prior [17] , entropy prior [12] , median root prior (MRP) [3, 9, 32] , Huber prior function [9, 14] and total variation (TV) prior [27] . The Gibbs prior assumes the Markov random field distribution for emitted photons. The entropy prior is based on the classical Boltzmann statistics for emitting particles (atoms or molecules) [12] . The MRP assumes that the unknown image is locally monotonic, i.e., the pixel values are spatially nonincreasing or nondecreasing in a local neighborhood. This kind of method may not be very accurate in some cases [9] , but is suitable to use when the image resolution is high. The Huber prior function proposed by Fessler [14] has a shape similar to the log(cosh(t)) used by Green [18] . It provides accurate and low noise images, but the parameters (the regularized parameter b and threshold parameter d) may be difficult to determine. Panin et al. [27] shown that the TV-EM algorithm using the TV as a penalty term, was quite effective for SPECT. Nevertheless, the TV penalty term may include some bias in the reconstruction and reduce the contrast of the resulting image [27] . Another class of iterative image reconstruction methods made use of the weighted least squares (WLS) method [4, 13] . Recently, Anderson et al. [4] developed a WLS algorithm and demonstrated that this algorithm converged faster than the ML-EM and produced images that were significantly of better resolution and contrast.
Since the introduction of fuzzy set theory by Zadeh [36] , the fuzzy theory and applications have been rapidly developed in the areas of image processing and computer vision, such as filtering [33] , enhancement [30] , and segmentation [24] . However, there is few research dealing with emission tomography problems until recently. A fuzzy clustering-based segmentation technique was applied in [37] to segment the transmission images into the main anatomical regions of the body in terms of the corresponding attenuation coefficient values. This approach allows to reduce the noise in the correction maps while correcting for attenuation coefficients of specific tissues. In [26] , a fuzzy rule was included in a MAP algorithm, where the potential function was modeled on the basis of fuzzy derivatives and fuzzy rules. It was shown [26] that the method is very effective to remove the noise without destroying the useful information contained in the reconstructed image.
The aim of this paper is to propose a new penalized likelihood iterative reconstruction algorithm for PET, based on a fuzzy nonlinear anisotropic diffusion (AD) to remove noise while avoiding over-smoothing across edges. The nonlinear AD process has shown the capability of eliminating the noise while preserving the accuracy of edges and, has thus been widely used in image processing [22, 28, 29] . In Perona-Malik diffusion [28] , a nonnegative and monotonically decreasing function which approaches zero at infinity was used, so that the diffusion process takes place only in the interior of regions. It thereby does not affect the edges where the magnitude of the gradient is sufficiently large. This nonnegative and monotonically decreasing function is also called as diffusion coefficient. Demirkaya [10] proposed a method to suppress the streak artifacts and reduce the statistical noise in the measured attenuation data in PET by filtering the 2D projections with a nonlinear AD filtering techniques. In [11] , the AD filtering technique was used to denoise the emission images and the attenuation maps of a whole body and improve the quantitative accuracy of the emission images. Jin et al. [22] developed an adaptive nonlinear diffusion algorithm to filter the medical images by utilizing the Central Limit Theorem to select the threshold. Black et al. [5] expressed the idea that the choice of the diffusion coefficients could greatly affect the level of preservation of the edges. On the other hand, for noisy images, edge preserving and smoothing operations are combined in the same process. The former aims at preserving the intensity invariability of the edge pixel, while the latter aims at reducing the increase in noise. Fuzzy reasoning has demonstrated its efficiency in modeling these uncertainly problems [8] . In [8] , the fuzzy reasoning has been used to calculate the diffusion coefficient and get a more accurate and flexible control of the smoothing and edge preserving. The diffusion process depends on the difference between the center pixel gray levels and neighbor pixel gray levels. It is limited on the edges by assigning a small diffusion coefficient when an edge is detected. On the contrary, the diffusion coefficient is large when a fast diffusion is needed, i.e., inside the regions. Here, we propose a new method from [8] to remove the noise while preserving the edges for the PET reconstruction which combines a fuzzy reasoning with a nonlinear AD to adapt the diffusion coefficients according to the characteristics of the image. We show that this new version does not suffer from the noise accumulation problem encountered in the ML-EM algorithm and converge to a low noisy solution even if the iteration number is high.
Materials and methods

Theoretical background
Shepp and Vardi [31] introduced a Poisson model that is widely accepted as being mathematically valid for the PET reconstruction process. In that model, the positron emissions are modeled as a spatial inhomogeneous Poisson process with unknown intensity. Given the measured emission data vector y = {y i ; i = 1, ..., m}, the log-likelihood function to be maximized with respect to the activity x = {x j ; j = 1, ..., n} is where
p ij denotes the element of the system probability matrix P and represents the probability that a particle emitted at pixel j will be detected by a detector pair i. r i designates the mean number of background noise counts in the ith measurement. The goal of the PET reconstruction is to estimate the image vector x from the collected data vector y. The iterative expectation maximization (EM) algorithm starting with a strictly positive vector x (0) to estimate an image by maximizing the log-likelihood function is given by:
where k is the iteration number. The nonlinear AD was introduced by Perona and Malik [28] as an alternative to Gaussian (or low-pass) filtering. Let us consider the following penalized functional U(x) defined on the spaces of smooth images
where Ñ denotes the gradient operator, ||Ñx|| is the gradient magnitude, and /(||Ñx||) is a monotonically increasing function of ||Ñx||. One way to compute the above expression is via gradient descent by using the calculus of variations theory
with the initial and boundary conditions xðu; v; 0Þ ¼ x 0 ; and @x
where ÑÁ is the divergence operator, and N ! the outward unit norm of the boundary ¶W. We define a function g(x) such as
Substitution of Eq. 7 into Eq. 5 yields
Function g(Á) represents the edge-stopping function or diffusion coefficient, this function is a nonnegative monotonically decreasing function with g(0) = 1.0 and g(b) fi 0 when b fi ¥. Qualitatively, the effect of the AD is to smooth the noisy on the image while preserving the edges. The diffusion processing can be controlled by the choice of diffusion coefficient g(Á) that greatly affects the extent to which discontinuities are preserved. Equation 8 can be discretized as follows:
where C N , C S , C E , C W are the diffusion coefficients in the direction north, south, east, west, respectively, and the parameter k is chosen as 0 £ k £ 1/4 to ensure the numerical stability [28] . A simple method to approximate these diffusion coefficients is as follows:
Aja et al. [2] thought that these diffusion coefficients could be replaced by some fuzzy variables. The input parameters are the linguistic variables D1 and D2, and the output parameter is diffusion coefficient C F (F 2{W,N,S,E}). The computation of the variables D1 and D2 is realized as follows: for C E , the input parameter D1 is the absolute difference between the center pixel and the east direction pixel of fourneighbor pixels, e.g.,
The purpose for us to define the variable D2 using such a strategy is that we prefer consider the contribution of all pixels gray levels rather than that of some pixels gray levels as proposed in [2] . Similar calculations are made for west, north, and south directions. We will use these input parameters to make a fuzzy inference to calculate the output parameter C F . Linguistic variables D1, D2, C F can be modeled by the sets <1, <2, <C containing certain number of terms described by fuzzy sets <1 r ; <2 1 ; <C t where the inputs <1 r ; <2 1 ; and the output <C t are defined as The rule set for the fuzzy AD is based on the following idea: if the difference between the pixel gray levels is small, then the diffusion coefficient is high. On the contrary, a large restriction to diffusion is imposed when the difference is large enough. Table 1 [2] . If FP-EM reconstructed images are characterized by a high level of noise, a larger diffusion coefficient is applied that emphasizes the smoothing inside the regions of the image. The decision table is thus built in such a way <C t includes larger values of t to take into account the high level of noise.
There are several ways to perform the operation of defuzzification. Some existing methods for defuzzification take into consideration the shape of the clipped fuzzy numbers. Here, we chose the mean of the maximum method proposed in [35] .
Implementation of algorithms
In ML-EM, the objective function is based on the conditional probability f(y|x), where y is the measured data, and x is the emission image. The penalized solutionx is of the form x ¼ arg max Here L(Á) is the log-likelihood function and F(Á) is the penalty term. In Bayesian terms, Eq. 13 represents the a posteriori probability f(x|y) µ f(y|x)f F (x) and F(Á) is the prior term resulting from the a priori probability f F (x). A commonly used Bayesian prior is the Gibbs distribution.
The purpose of this paper is to compute a penalizedlikelihood estimatex by replacing the function F(Á) in Eq. 14 by a fuzzy nonlinear AD penalized function. The reconstruction method (called FP-EM) includes thus two terms: a log-likelihood term and a fuzzy penalty term. The estimatex is then obtained by maximizing the function
where U(x) characterizes the penalty function defined in Eq. 4 and b the regularization parameter that balances between the goodness of the fitting to the original image and the amount of penalty imposed to the original image. The log-likelihood function L(x) can be written under the vector form as
The first partial derivative of w(x) for each given pixel x j is as follows:
The Kuhn-Tucker conditions for x j to be the optimal solution of the nonlinear optimization problem imply 
Med
The optimization of the function w(x) can then be performed through a scale gradient descent algorithm. Finally, we derived the following iterative relation for computing the estimated image x: 
The above formula can be simplified by using Eq. 7 as follows:
In image restoration, the diffusion coefficient g(Á) is usually calculated by two nonnegative monotonically decreasing functions, i.e.,
The constant e takes a suitable tuning value whose setup can be obtained from the previous noise estimation. The equation above indicates that we could utilize the method described in Subsect. 2.1 to compute the diffusion coefficients.
Phantom description
We used a 128 · 128 pixel Shepp-Logan phantom that we downloaded from the web site [20] to evaluate the method in term of quality of the reconstruction and robustness to the noise (Fig. 2a) . The simulated projections were calculated from such geometrical definitions as was the discrete representation of the phantom. The image is projected at 128 evenly spaced angles from 0 to 180°with 128 samples per angle. The size of the final reconstructed image was 128 · 128 pixels. A stochastic Poisson noise was also added to the simulated projections to reproduce a low SNR. Complicating factors such as attenuation and scatter were not considered in this study. The probabilities in the system matrix were computed in advance using the ''angle of view'' method proposed in [31] . Two sinograms were designed to test the algorithm: a noiseless one and another one noisy, this latter being generated by adding to the original projection data a uniform field of random coincidences reflecting a scan of 6% of the total counts [16] . These two sinograms were globally scaled to a mean sum of 1,000,000 true events. Figure 2b depicts another phantom on which we compared the performances of the algorithm in presence of two kinds of noise: Poisson and Gaussian noise. It represents an elliptic uniform disc, two cold spots, and two hot spots of different diameters included in the internal structure of the disc. The size of the image matrix is 384 · 384 mm 2 and the pixel size is 3 mm. The projection data were obtained from a forward projection of the phantom. These projection data were arranged into 180 angular views, each view consisting of 128 parallel lines of response (LORs). Two noisy sinograms were also built to test the algorithm, respectively including a Poisson (2 · 10 5 photons) and a Gaussian noise (zero mean and 0.005 variance).
Evaluation of the reconstruction quality
The performance of the algorithm was evaluated from four objective criteria
• The log-likelihood function. Since the proposed algorithm computes iteratively the estimate of the penalized likelihood, the log-likelihood function was an appropriate qualitative measure to assess the performance of the algorithm. The log-likelihood function is given by Eq. 1. Fig. 2 The phantoms used in the simulation study. a SheppLogan phantom (128 · 128 pixels). b Cold and hot spots phantom (128 · 128 pixels)
• The normalized mean square error (MSE 
where ||Á|| 2 is the standard Euclidean norm. x true and x (k) denote the value of the simulated activity image vector and the reconstructed image vector, respectively.
• The bias of a region of interest (ROI). The intensities on the phantom under consideration is assumed to be constant over each ROI and equal to " x true ROI : Let " x ðkÞ ROI be the mean intensity over a ROI, then the Bias on a ROI is defined as follows [27] :
• The variance on a ROI. The variance measure is also used to evaluate the quality of the reconstruction
where N denotes the number of pixels in the ROI.
Results
Images have been reconstructed with six algorithms: the ML-EM algorithm, the OS-EM [21] , the Maximum a Posteriori reconstruction algorithm with Gaussian prior (Gaussian-MAP) [18] , the prior based on the median filter: MRP [3] , the Maximum a Posteriori with TV energy potential (TV-EM) [27] and our algorithm called FP-EM. The initial estimator x (0) was set to a strictly nonzero positive vector. For Gaussian-MAP, MRP, TV-EM, and the FP-EM, the regularization parameter b was set to 1, 0.5, 0.8, and 1, respectively, and was kept constant over the iterations. The triangular membership function shown in Fig. 1a was used for FP-EM. Figure 3 shows the reconstruction results on the noiseless Shepp-Logan phantom using the different methods. Except for the OS-EM algorithm, the iteration number was fixed to 100 for all the reconstructions. For the OS-EM reconstruction, the number of iterations was set to eight with four subsets. A first visual analysis shows that the ML-EM reconstruction provides a satisfactory result but is characterized by a slightly streaky artifacts inside the object (Fig. 3a) , the OS-EM method globally increases the contrast of the reconstructed image (Fig. 3b) , the Gaussian MAP and MRP algorithms leads to an over smoothing on the reconstruction (Fig. 3c, d) , the TV-EM and the FP-EM reconstructions globally provides a good reconstruction of the image but make appear a very slightly blurring along the edges (Fig. 3e, f) .
Simulations were then performed on noisy projection data. Figure 4a shows the reconstruction obtained by stopping the ML-EM algorithm at iteration 25 (corresponding to the smallest MSE). In the case of a nonpenalized ML-EM and OS-EM, the remaining noise inside the object is higher than in the result obtained from the Gaussian MAP method. Moreover, this noise increases with the number of iterations. The background in the resulting MRP reconstruction is more uniform than in the Gaussian-MAP's. However, the cold spot of MRP was contaminated by more noise compared to the Gaussian-MAP's. When introducing the penalty term in the TV-EM formulation, the result makes appear a good reduction of the noise as an edge preservation although a small bias along the edges. The FP-EM algorithm has a better behavior to the noise compared with the other methods: regions have been well smoothed and the sharp edges as the small artifacts of oscillatory nature have been significantly reduced. Figure 5 depicts the convergence speed for the reconstructed images by the log-likelihood function. Although the log-likelihood function with TV-EM algorithm increases rapidly at the early iterations, as can be seen in the enlarged part, the FP-EM algorithm has better behavior in terms of convergence with increasing iteration number. It is also observed that the MRP algorithm has better performance than the TV-EM, Gaussian-MAP and ML-EM algorithms. Comparing the results presented in Fig. 5a , b, one can see that the log-likelihood functions of the image reconstructed from noisy projections are in good agreement with the case of projections without noise. The simulation results obtained with the proposed algorithm show a significant improvement in convergence rate.
Detailed comparisons of MSE of reconstruction using noiseless projections and noisy projections are shown in Fig. 6a, b, respectively. Figure 6 illustrates the stability of the FP-EM algorithm in comparison with the ML-EM, Gaussian-MAP, MRP, TV-EM algorithms. The ML-EM algorithm converges to maximal-likelihood image, which, however, is not the desired solution due to the high noise level. In our simulation, the MSE in ML-EM reconstruction reaches its minimum at iteration number 25 and then starts to increase with increasing iteration number. In other words, it should be stopped after a certain number of iterations, e.g., iteration 25. However, the proposed FP-EM method does not suffer from this shortcoming and it converges to a low noisy solution even if the number of iterations is high. The MRP and TV-EM reconstructions have also better quality than ML-EM and Gaussian-MAP reconstructions according to the simulation of MSEs.
A portion of the reconstructed Shepp-Logan phantoms has been zoomed in Fig. 7 . From a visual standpoint, the ML-EM images suffer from the presence of noise compared to the other images. In contrast, one can observe that Gaussian-MAP reconstructed images are too smooth, especially nearby the boundary of the different tissues. The OS-EM reconstruction was characterized by the highest contrast recovery of spots and high noise level. From Fig. 7 , we see that the noise was removed from the interior regions of TV-EM image but it is still present along the edges. On the other hand, the fuzzy AD regularization smoothes out the noise from the region interiors and preserves well the edges in the reconstructed images. To enhance this fact, we present another portion of the phantom shown in the third row of Fig. 7 . It shows that the edges of the Fig. 4 The Shepp-Logan phantom with different reconstruction methods. Projections including 6% uniform Poisson distributed background events. For OS-EM, four subsets and eight iterations were used. For ML-EM, early stop at iteration 25 (the smallest MSE was reached). a ML-EM algorithm, b OS-EM algorithm, c Gaussian-MAP algorithm, d MRP algorithm, e TV-EM algorithm and f FP-EM algorithm small spot in the TV-EM image are not as clear as the ones in the FP-EM image. In the reconstructed images with Gaussian-MAP, MRP, TV-EM, the small spot is completely removed from these images. Figure 7 illustrates that the FP-EM image is smooth and, at the same time, two spots in the image are well reconstructed and differ greatly from the background. Figure 8 shows the same profiles of the SheppLogan phantom for six different reconstruction methods to further evaluate the proposed iterative algorithms in terms of the image quality. The projection data include 6% uniform Poisson distributed background events. ML-EM and OS-EM profiles show that these methods are more sensitive to the noise (see Fig. 8b, c, e) , they increase the noise making the regions inhomogeneous. Gaussian-MAP, MRP and TV-EM tend to significantly increase the intensity inside the regions. MRP and FP-EM profiles appear close to the initial profile drown on the phantom (Fig. 8b-d) . In terms of the spike (pixel position 65, Fig. 8d ), only the FP-EM method keeps a close profile to the initial one even if it gives a slight of the intensity. The others give either a more important under-estimation (OS-EM, TV-EM, ML-EM) or an over-estimation (MRP, Gaussian MAP). These results are consistent with the visual observation of the hot spots in the reconstructed phantom shown Fig. 4 . In conclusion, the method that better preserves the edges while smoothing the region is the FP-EM method.
We now consider the case where the projections include a 6% uniform Poisson distributed background events. Figure 9 To further test the robustness of the proposed method regarding to different kinds of noise and different phantoms, we examined the behaviors of FP-EM method using a phantom containing a cold and hot spots shown in Fig. 2b . The reconstruction was stopped after 40 iterations. For OS-EM method, four subsets were used. We first test the robustness of the proposed method under Poisson noisy conditions shown in the first row of Fig. 10 . The results again indicate the better performance of the FP-EM for Poisson noisy projection data. The reconstructed images using noisy projections contaminated by zero mean Gaussian noise with variance 0.005 were shown in the second row of Fig. 10 . One can observe that the OS-EM and TV-EM reconstruction decrease the contrast of reconstructed images, especially in the lower activity area. This phenomenon is more obvious for OS-EM. MRP algorithm effectively alleviate the noise artifacts in the reconstructed images, however, MRP has slightly poorer capability to preserve the edges. Gaussian-MAP or FP-EM seems to reach a good compromise between the noise suppression and loss of spatial resolution, at least from a visual standpoint. Figure 11a , b displays the detailed plot of the MSE using six different algorithms with maximum iteration number up to 40 under different noisy projection conditions. As it can be seen from Fig. 11 , the OS-EM (four subsets) converges faster than other algorithms at early iterative steps. It achieves the minimum MSE value at iteration 8 then this value re-increases with increasing iteration number. Figure 11a shows that FP-EM has the best performance in terms of the robustness to Poisson noise, and the TV-EM performs better than the Gaussian-MAP, MRP, ML-EM and OS-EM methods. However, we can see from Fig. 11b that, for projection data contaminated by Gaussian noise, the TV-EM did not perform as well as for Poisson noisy projections. MRP seems to be quite insensitive to this kind of noise. Due to the use of MRP prior, noises can be effectively suppressed in the reconstructed image, but the edges were blurred as shown in Fig. 10 . In Fig. 12 , we discuss the bias on the ROIs with different activities under Poisson and Gaussian noisy projection conditions shown in the first row and the second row, respectively. It can be observed from the first row that FP-EM displays the lowest bias for two ROIs. The bias appeared in the result with FP-EM for a ROI with medium background activity was only larger than that of MRP. Besides the FP-EM method, the TV-EM presents a smaller bias on the ROI with high activity compared to Gaussian-MAP, MRP, ML-EM and OS-EM algorithms, while the MRP has a better behavior in the low and medium activities. The experiment was repeated by using the Gaussian noisy projections to reconstruct the image. Among all the algorithms, the MRP gives the smallest bias on the ROI with low or medium activity, but it shows the biggest bias in the high activity. FP-EM reconstruction leads to the lowest bias ROI in higher activity.
Discussions
We have proposed a new iterative algorithm which exploits the fuzzy reasoning to calculate the diffusion coefficients. The control of the diffusion by a set of rules allows adapting the diffusion coefficients according to the characteristic of noise present in the projections or reconstructed image. The decision table (Table 1) was built to emphasize the smoothness on the region when the noise is important. The future work will be oriented to the introduction of techniques for learning and tuning the rule-base from data [34] . Experiments have shown that the FP-EM algorithm had good properties of convergence and that it was robust to the Poisson noise. On the other hand, a small bias can appear in presence of a Gaussian noise. We have also shown that the choice of the regularization parameter b was critical for the Gaussian-MAP, MRP and TV-EM methods but not for the FP-EM (in this study, we selected a b value which provided the lowest MSE for each algorithm).
The FP-EM appears more expensive in terms of computation time (see Table 5 ). Note that the computer used in this experiment is Sony Corporation, VGN-S3 Series, Pentium (R), 1.8 GHz, Memory: 1 GB. Indeed, the ordered subset (OS) technique is a useful method to accelerate the image reconstruction for the ML-EM. OS-EM requires a less number of iterations than the other algorithms for achieving the convergence. However, like the ML-EM algorithm, the drawback of this method is the difficulty to remove the noise. If the iteration number is too high, the OS-EM produces a degraded image.
MRP has been used for the reconstruction of PET image and shown that it possessed a good noise reduction and in particular in presence of Gaussian noise. According to [3] , if the median filter size in MRP The ROI contains 576 pixels is increased from 3 · 3 to 5 · 5, small edges may be smoothed. Therefore, we selected a median filter of size 3 · 3 to avoid an over-smoothing of the reconstructed image. However, Fig. 7 still indicates a risk in using MRP on small structures because they can be completely removed from the image. The TV-EM algorithm is less robust to the Gaussian noise than to the Poisson's one, but its overall performance is not very high compared to the other methods.
Conclusions
The ML-EM method is the most general statistical approach and becomes the standard in PET. However, the reconstructed images become increasingly noisy as the number of iterations increases. To limit the noise accumulation, we have presented an iterative algorithm for PET reconstruction based on fuzzy AD penalty. The proposed method is capable of taking advantages of fuzzy theory and AD regularization. It appears more accurate compared to the ML-EM, OS-EM, Gaussian-MAP, MRP, and TV-EM algorithms. The fuzzy AD penalty has an effect of edge-preserving and denoising. It allows suppression of noise and Gibbs phenomena without significantly affecting the edges. Simulation results showed that incorporation of the fuzzy AD penalty improves the reconstruction quality for both noise-free and noisy projection data. 
