Abstract. Let R = K[x 1 , ..., x n ] be the polynomial ring in n variables over a field K and let J be a matroidal ideal of degree d in R. In this paper, we study the class of sequentially Cohen-Macaulay matroidal ideals. In particular, all sequentially Cohen-Macaulay matroidal ideals of degree 2 are classified. Furthermore, we give a classification of sequentially Cohen-Macaulay matroidal ideals of degree d ≥ 3 in some special cases.
Introduction
Throughout this paper, we assume that R = K[x 1 , ..., x n ] is the polynomial ring in n variables over a field K and J is a monomial ideal of R. Herzog and Hibi [11] proposed the concept of discrete polymatroid and they studied some combinatoric and algebraic properties related to it. They defined the polymatroidal ideal, a monomial ideal having the exchange property. A square-free polymatroidal ideal is called a matroidal ideal. Herzog and Takayama [17] proved that all polymatroidal ideals have linear quotients which implies that they have linear resolutions. Herzog, Rauf and Vladoiu [15] showed that localizations of polymatroidal ideals at monomial prime ideals are again polymatroidal. Herzog and Hibi [12] proved that a polymatroidal ideal J is Cohen-Macaulay (i.e. CM) if and only if J is a principal ideal, a Veronese ideal, or a square-free Veronese ideal.
For a square-free monomial ideal J of R, we may consider a certain simplicial complex ∆ for which J = J ∆ is the Stanley-Reisner ideal of ∆ and K[∆] = R/J ∆ is the Stanley-Reisner ring. Eagon and Reiner [6] proved that R/J is CM if and only if the square-free Alexander dual J ∨ has a linear resolution. Herzog and Hibi [10] generalized the notion of linear resolution to that of componentwise linearity and they proved that R/J is sequentially Cohen-Macaulay (i.e. SCM) if and only if the square-free Alexander dual J ∨ is componentwise linear. In this paper we are interested in studying the SCM matroidal ideals. In Section 1, we review some definitions and results of simplicial complex and polymatroidal ideals. In Section 2 we give the results. In particular, we characterise all SCM matroidal ideals of degree 2 and also we give a classification of SCM matroidal ideals of degree d ≥ 3 in some special cases.
For any unexplained notion or terminology, we refer the reader to [13] and [22] . Several explicit examples were performed with help of the computer algebra systems Macaulay2 [9] . has a linear resolution for all j < d 1 . By Theorem 1.2, reg(J) = d 1 . Thus (J d 1 ) has a linear resolution and also by using [7 
Proof. The Alexander dual of J is J ∨ = (x n+1 , I ∨ ) and by using hypothesis I ∨ is componentwise linear resolution. Thus by Proposition 2.2 J ∨ is componentwise linear resolution. Thus J is a SCM matroidal ideal of R.
In the following if G(I)
n , a i = 0} and we set gcd(I) = gcd(u 1 , ..., u m ). Throughout this section we assume that all matroidal ideals are full supported, that is, supp(I) = {x 1 , ..., x n }. ∈ q such that height(p) = n − 1, height(q) = n − 2. 
Proof. (⇐=). Consider the case (a). Since
has a linear resolution and so J is a SCM ideal. Let us consider the case (b). Then we have J = (y 1 , y 2 ) ∩ (y 1 , q) ∩ p and so 
, where l ≥ 2. Thus y 1 y l , y j y k ∈ J, where j, k ≥ 2. Since J is a matroidal ideal, it follows y l y k or y l y j ∈ J. Hence y l y k or y l y j ∈ J ′ and this is a contradiction. Therefore 
It is know that the localization of each SCM matroidal ideal is SCM matroidal ideal. The following example show that the converse is not true.
Example 2.9. Let n = 4 and J
Proof. It is clear that J is matroidal and (J :
From now on, as Lemma 2.8, for a SCM matroidal ideal J of degree d and gcd(J) = 1 in R with n ≥ 5, we will write J = y 1 ...
Bandari and Herzog in [1, Proposition 2.7] Proved that if n = 3 and J is a matroidal ideal with gcd(J) = 1, then J is a square-free Veronese ideal (see also [19 
[2] ) = 3 and so J is not SCM. Lemma 2.14. Let n ≥ 6 and J be a matroidal ideal of degree 3 such that J = y 1 y 2 p + y 1 y 3 q + y 2 J 1 , where p and q are monomial prime ideals with
Proof. By contrary, we assume that J is SCM matroidal. Then (J : y 2 ) = y 1 p + J 1 is SCM matroidal and so by Theorem 2.7 J 1 is SCM matroidal of degree 2. Since gcd(J 1 ) = 1, we have J 1 = y i q 1 + J 2 , where q 1 and J 2 are a monomial prime ideal of height n − 3 and a matroidal ideal respectively in R ′ = K[y 3 , ..., y i−1 , y i+1 , ..., y n ]. If i = 3, then (J : y j ) = (y 1 y 2 , y 1 y 3 , y 2 y 3 , y 2 (J 2 : y j )) where j = 1, 2, 3. Since y t ∈ (J 2 : y j ) for t = 1, 2, 3, j, we have y 2 y t and y 1 y 3 are elements of (J : y j ) but y 1 y t or y 3 y t are not element of (J : y j ). This is a contradiction. If i = 3, then (J : y i ) = (y 1 y 2 , y 1 y 3 , y 2 q 1 ). Thus y 2 y t and y 1 y 3 for t = 3 are elements of (J : y i ) but y 1 y t or y 3 y t are not element of (J : y i ) and this is a contradiction. Thus J is not SCM matroidal. Proof. Let consider J = y 1 y 2 p + y 1 y 3 q + y 2 J 1 + J 2 . Then we have (J : y t ) = (y 1 y 2 , y 1 y 3 , y 2 (J 1 : y t ), (J 2 : y t )) for some t ≥ 4. If y i y j y t ∈ J for some different numbers 4 ≤ i, j, t ≤ n, then y i y j ∈ (J : y t ). Since y 1 y 3 ∈ (J : y t ), it follows that y 1 y i ∈ (J : y t ) for some i ≥ 4 and this is a contradiction. It therefore follows that
If y i y j ∈ (J : y 3 ) for some 4 ≤ i = j ≤ n, then y i y t ∈ (J : y 3 ) for all t with 4 ≤ i = t ≤ n since y 1 y t ∈ (J : y 3 ). Hence supp(J 2 ) = {y 3 , y 4 , ..., y n }. The proof for the case J = y 1 y 2 p + y 1 y 3 q + y 2 y 3 q + J 2 is similar to the above argument. In particular, if y 3 y i y j ∈ J 2 for some 4 ≤ i = j ≤ n then from y 1 y 2 y t ∈ J for some 4 ≤ i = t = j ≤ n we have y i y j y t ∈ J. This is a contradiction. Thus J 2 = 0. 
Proof. (⇐=).
If we consider the case (a) or the case (b), then J is a square-free Veronese ideal or an almost square-free Veronese ideal and so J is SCM. We consider the case (c) and suppose that gcd(J 1 ) = gcd(J 2 ) = y 3 . Then by using Lemma 2.12, J is SCM. Also, for the case (c) if 
Thus J is not SCM and this is a contradiction. Therefore we have the case (a). Suppose that | G(J 3 ) |= 3. If gcd(J 1 ) = y 3 and gcd(J 2 ) = 1, then by Lemma 2.15 G(J 3 ) = {y 3 y 4 y 5 , y 3 y 4 y 6 , y 3 y 5 y 6 }. Since gcd(J 2 ) = 1, then by Proposition 2.10 J 2 is a square-free Veronese ideal or an almost square-free Veronese ideal. Let J 2 = (y 2 y 3 y 4 , y 2 y 3 y 5 , y 2 y 3 y 6 , y 2 y 4 y 5 , y 2 y 4 y 6 ) be an almost square-free Veronese ideal. Then y 3 y 5 y 6 , y 1 y 2 y 4 ∈ J but y 1 y 5 y 6 or y 2 y 5 y 6 either y 4 y 5 y 6 are not elements of J and this is a contradiction. If J 2 is a square-free Veronese ideal, then by using a new presentation for J and change of variables we have J 1 and J 2 are square-free Veronese ideals and J 3 = 0 and this is the case (c). If gcd(J 1 ) = y 3 and gcd(J 2 ) = y 4 , then by Lemma 2.13 we have | G(J 3 ) |= 2 and this is a contradiction. If gcd(J 1 ) = y 3 = gcd(J 2 ), then y 1 y 2 y 4 , y 3 y 4 y 5 ∈ J but y 1 y 4 y 5 or y 2 y 4 y 5 are not element of J and this is a contradiction. Thus gcd(J 1 ) = 1 = gcd(J 2 ) and so J 1 , J 2 are square-free Veronese ideals or almost square-free Veronese ideals. We claim that J 1 and J 2 are not almost square-free Veronese ideals. Suppose that J 1 is a square-free Veronese ideal and J 2 is an almost square-free Veronese ideal and so we assume that J 2 = (y 2 y 3 y 4 , y 2 y 3 y 5 , y 2 y 3 y 6 , y 2 y 4 y 5 , y 2 y 4 y 6 ). Since | G(J 3 ) |= 3, we can assume that one of the element y 3 y 5 y 6 or y 3 y 4 y 6 are not in J. If y 3 y 5 y 6 / ∈ J, then y 2 y 3 y 5 , y 1 y 5 y 6 ∈ J but y 2 y 5 y 6 or y 3 y 5 y 6 are not element of J and this is a contradiction. If y 3 y 4 y 6 / ∈ J, then (J : y 6 ) = (y 1 y 2 , y 1 (y 3 , y 4 , y 5 ), y 2 (y 3 , y 4 ), y 3 y 5 , y 4 y 5 ). Therefore by using Theorem 2.7 this is not SCM. Thus we have not this case. Also, J 1 , J 2 are not almost square-free Veronese ideals with together. Therefore J 1 , J 2 are square-free Veronese ideals and we have the case (b). Let | G(J 3 ) |= 1. Then by Lemmas 2.13, 2.15, we have gcd(J 1 ) = 1 = gcd(J 2 ). Therefore by Proposition 2.10 J 1 and J 2 are square-free Veronese ideals or almost Veronese ideals. By choosing one element from J 1 and the only element from J 3 , we have | G(J 3 ) |≥ 2. This is a contradiction. Let | G(J 3 ) |= 2. Then by Lemmas 2.13, 2.15, we have gcd(J 1 ) = y 3 , gcd(J 2 ) = 1 or gcd(J 1 ) = 1 = gcd(J 2 ). If gcd(J 1 ) = y 3 , gcd(J 2 ) = 1, then we can assume that G(J 3 ) = {y 3 y 4 y 5 , y 3 y 4 y 6 }. Since gcd(J 2 ) = 1, by Proposition 2.10 J 2 is square-free Veronese ideal or almost Veronese ideal. If J 2 is square-free Veronese ideal, then y 2 y 5 y 6 , y 3 y 4 y 5 ∈ J but y 3 y 5 y 6 or y 4 y 5 y 6 are not element of J and this is a contradiction. Let J 2 be an almost square-free Veronese ideal and we assume that y 5 y 6 is the only element which is not in J 2 . In this case by change of variables we have J 3 = 0 and J 1 = J 2 are almost square-free Veronese ideals and and this is the case (c). If y 4 y 5 is the only element which is not in J 2 , then y 3 y 4 y 5 , y 2 y 4 y 6 are elements of J but y 2 y 4 y 5 or y 4 y 5 y 6 are not element of J and this is a contradiction. Also, if y 4 y 6 is the only element which is not in J 2 , then again J is not matroidal and this is a contradiction. Now we can assume that J 3 = 0. If gcd(J 1 ) = y 3 , then by Lemmas 2.13, 2.15 we have gcd(J 2 ) = 1 or gcd(J 2 ) = y 3 . If gcd(J 2 ) = 1, then y 1 y 3 y 5 and y 2 y i y j are elements of J for some i, j = 4, 5, 6, but y 1 y i y j or y 3 y i y j are not element of J and this is a contradiction. Therefore gcd(J 2 ) = y 3 and this is the case (c). Also, if gcd(J 1 ) = 1 then gcd(J 2 ) = 1. If J 1 = J 2 are almost square-free Veronese ideals, then again by using the above argument J is not matroidal and this is a contradiction. Therefore J 1 = J 2 are square-free Veronese ideals or almost square-free Veronese ideals. This completes the proof.
