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Abstract
For the family of nonlinear Schro¨dinger equations derived by H.-D. Doebner and
G.A. Goldin (J. Phys. A 27, 1771) we calculate the complete set of Lie symmetries. For
various subfamilies we find different finite and infinite dimensional Lie symmetry algebras.
Two of the latter lead to a local transformation linearizing the particular subfamily. One
type of these transformations leaves the whole family of equations invariant, giving rise to
a gauge classification of the family. The Lie symmetry algebras and their corresponding
subalgebras are finally characterized by gauge invariant parameters.
1 Introduction
In a series of articles [1]–[4] H.-D. Doebner and G.A. Goldin derived a family of nonlinear
Schro¨dinger equations on IRn from the representation theory of the semi-direct product of
the group Diff(IRn) of diffeomorphisms on IRn and the Abelian group C∞(IRn) of smooth
functions on IRn, viewed as the ‘kinematical symmetry group’ of the configuration space IRn.
Their basic observation is that unitarily inequivalent representations of its Lie algebra S(IRn) =
X(IRn)⊂+C∞(IRn) are labeled by a real number c, which they interpreted as a new quantum
number. On H = L2(IRn, dnx) the representatives Q(f) of functions f ∈ C∞(IRn) and P c(~g)
of vector-fields ~g ∈ X(IRn) are
(Q(f)ψ) (~x) = f(~x)ψ(~x) ,
(P c(~g)ψ) (~x) =
h¯
i
~g(~x) ·
(
~∇ψ
)
(~x) +
(
h¯
2i
+ c
)(
~∇·~g
)
(~x)ψ(~x) .
(1)
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A connection between these representations of the kinematical algebra S(IRn) and a consistent
time evolution of the quantum state can be established as follows [5, 6]1: The representation
of S(IRn) by functions on the classical phase space IRn × IRn,
Qf (~x, ~p) = f(~x) ,
P~g(~x, ~p) = ~p · ~g(~x) ,
(2)
for a classical system with symmetric and invertible mass matrix M , fulfills the dynamical
relation
d
dt
Qf (~x(t), ~p(t)) = PM−1~∇f (~x(t), ~p(t)) . (3)
In analogy to this equations a natural requirement for the time evolution of a (mixed) quantum
state W (t) ∈ T 1+(H) is a kind of generalized first Ehrenfest relation
d
dt
Tr (W (t)Q(f)) = Tr
(
W (t)P c(M−1~∇f)
)
. (4)
While there are evolution equations of Lindblad type [7] for mixed states fulfilling this equa-
tion, we restrict ourselves here to time evolutions of pure states, i.e. we impose the additional
constraint W (t) = |ψ(t)〉〈ψ(t)|. For a single particle with massm,M = m1l, equation (4) leads
to an evolution equation of Fokker-Planck type for the quantum mechanical probability
and current densities ρ = ψψ¯ and ~j = h¯
2im
(ψ¯ ~∇ψ − ψ~∇ψ¯):
∂tρ = −~∇ ·~j +D∆ρ, (5)
where D := c
m
is a diffusion parameter. The evolution equation of the wave function ψ ∈
L2(IRn, dnx) is restricted to a nonlinear Schro¨dinger equation
ih¯∂tψ = Hψ + i
1
2
h¯D
∆ρ
ρ
ψ +R[ψ]ψ , (6)
where H = − h¯
2
2m
∆+ V is a Hamilton operator and R[ψ] an arbitrary real-valued functional
of ψ. Requiring for the real functional R[ψ] some of the properties of the imaginary functional
i1
2
h¯D∆ρ
ρ
finally leads to a five parameter family of nonlinear Schro¨dinger equations, the
general Doebner-Goldin equation in n+ 1 dimensions:
ih¯∂tψ = Hψ + i
1
2
h¯D
∆ρ
ρ
ψ + h¯D
5∑
j=1
cjRj [ψ]ψ . (7)
Here the nonlinear functionals Rj [ψ] are complex homogeneous of degree zero,
R1[ψ] :=
m
h¯
~∇ ·~j
ρ
, R2[ψ] :=
∆ρ
ρ
, R3[ψ] :=
m2
h¯2
~j 2
ρ2
,
R4[ψ] :=
m
h¯
~j · ~∇ρ
ρ2
, R5[ψ] :=
(~∇ρ)2
ρ2
,
(8)
1The representations and the derivation can be generalized to smooth configuration manifolds.
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and cj ∈ IR are dimensionless ‘model’ parameters. For the purpose of this paper we will rewrite
equation (7) completely in terms of the real functionals Rj [ψ], using the decomposition of the
Laplace operator ∆ψ = (iR1[ψ] + (1/2)R2[ψ]−R3[ψ]− (1/4)R5[ψ])ψ,
i∂tψ = i
2∑
j=1
νjRj [ψ]ψ +
5∑
j=1
µjRj [ψ]ψ + µ0V ψ , ν1 6= 0 . (9)
Homogeneous nonlinear Schro¨dinger equations of this type, though with a different choice
of non-vanishing complex parameters µj + iνj , were introduced in [16]. In our case the free
equation (V ≡ 0) can be viewed as a seven parameter family of nonlinear Schro¨dinger equations.
Several properties of the DG–equation have already been observed such as its homogeneity
and separability, the linearization andHamiltonian formulation of a subfamily, and stationary
as well as some non-stationary solutions have been found [2–5,8–15]. Nevertheless, apart
from the invariance of a subfamily under Galilei transformations, the Lie symmetry of this
partial differential equation (PDE) was only investigated for small nonlinearities of the 1 + 1
dimensional DG–equation [17].
In the case of the free linear Schro¨dinger equation (SE) the Lie symmetry group is
well known and amounts to a projective unitary representation of the ‘Schro¨dinger group’
[18, 19, 20]
Sch(n) := (SL(2, IR)⊗ SO(n))⊂× (T (n)⊗ T (n)) , (10)
where the action of SO(n) on the Abelian groups T (n) (representing space translations and
special Galilei transformations) is as usual and the elements of SL(2, IR) act on T (n)⊗T (n)
as 2×2 matrices. Due to the linearity of the SE there are two additional types of symmetry
transformations: on the one hand the multiplication of the wavefunction by a real number (real
homogeneity)2, on the other hand the addition of an arbitrary solution of the equation, which
is in fact an infinite dimensional symmetry group.
In section 2 we determine the maximal Lie symmetry algebra of the free (V ≡ 0) DG–
equation. Exploiting the condition for a generator of a Lie symmetry in section 2.1 we are led
to distinguish various subfamilies. Among the Lie symmetries there are finite and an infinite
dimensional ones and they will be discussed separately in sections 2.2 and 2.3. It turns out
that part of the infinite dimensional symmetry corresponds to a linearization of a subfamily of
the DG–equation [8, 9]. As the symmetry algebra is maximal the linearizing transformations
obtained here are the only local ones, i.e. the only ones depending purely on the values of the
wave functions.
One type of these transformations also leaves the probability density invariant and has
therefore been called nonlinear gauge transformation [10]. As we will see in section 3 the
whole family of DG–equations is invariant under these gauge transformations. Summarizing the
results we are finally led to a gauge invariant classification of the family (7) and its symmetries.
2Note that the multiplication with a phase factor is already contained in the projective representation of
Sch(n).
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2 Lie symmetries
2.1 Determining equations
The methods of finding Lie symmetry algebras of PDEs have been discussed in detail in the
monographs [21, 22, 23] and computer algebra programs are available for the calculations,
e.g. [24]. Here we sketch roughly the procedure to fix our notation.
Using the polar decomposition for the wavefunction ψ(~x, t) = exp[r(~x, t) + is(~x, t)], the
free (V ≡ 0) complex evolution equation (9) leads to two real evolution equations for the real
functions r and s:
F1(rt, ~∇r,∆r, st, ~∇s,∆s) := −rt + 2ν2∆r + ν1∆s + 4ν2(~∇r)
2 + 2ν1~∇r · ~∇s
= 0 ,
F2(rt, ~∇r,∆r, st, ~∇s,∆s) := st + 2µ2∆r + µ1∆s+ 4(µ2 + µ5)(~∇r)
2
+2(µ1 + µ4)~∇r · ~∇s+ µ3(~∇s)
2
= 0 ,
(11)
where we have used the usual indication of partial derivatives by subscripts.
A sufficient condition for the vector-field
X =
n∑
j=1
ξ(j)(~x, t, r, s)∂xj + τ(~x, t, r, s)∂t + φ(~x, t, r, s)∂r + σ(~x, t, r, s)∂s (12)
on the space of independent (~x, t) and dependent variables (r, s) to be a generator of a symmetry
group of transformations of the system (11) described by the map F = (F1, F2) is the vanishing
action of its second prolongation pr(2)X on F restricted to its solution variety Σ := F−1(0),
(pr(2)X Fj)|Σ = 0, j = 1, 2 . (13)
For the system (11) this condition is also necessary since F is analytic and of rank 2 on Σ [22,
Theorem 2.71, Lemma 2.74]. Thus, the calculation of all vector-fields X fulfilling (13) yields
its maximal Lie symmetry algebra.
Condition (13) leads to a set of linear PDEs called determining equations for the coefficients
ξ(j), τ , φ, and σ of the vector-field X . Since F depends only on the dependent variables (r, s),
their first order derivatives, and their Laplacian, calculations are reduced considerably. A set
of trivial equations among the determining equations yield ξ(j) = ξ(j)(~x, t) and τ = τ(t). With
this restricted dependence the remaining independent determining equations are
−ξ(j)t − µ1∆ξ
(j) + 2(µ1 + µ4)φxj + 4µ2φxjs + 2µ3σxj + 2µ1σxjs = 0, (14)
−ν1∆ξ
(j) + 2ν1φxj + 4ν2φxjs + 2ν1σxjs = 0, (15)
−µ2∆ξ(j) + 4(µ2 + µ5)φxj + 2µ2φxjr + (µ1 + µ4)σxj + µ1σxjr = 0, (16)
ξ(j)t − 2ν2∆ξ
(j) + 8ν2φxj + 4ν2φxjr + 2ν1σxj + 2ν1σxjr = 0, (17)
4
σt + µ1∆σ + 2µ2∆φ = 0, (18)
−φt + 2ν2∆φ+ ν1∆σ = 0, (19)
ξ(j)xk + ξ
(k)
xj
= 0, (20)
2(µ1 + µ4)φs + 2µ2φss + µ3σs + µ1σss + µ3τt − 2µ3ξ(j)xj = 0, (21)
2µ2φs + ν1σr + µ1τt − 2µ1ξ
(j)
xj
= 0, (22)
(µ1 + 2ν2)φs − ν1φr + ν1σs + ν1τt − 2ν1ξ
(j)
xj
= 0, (23)
4(µ2 + µ5)φs + (µ1 + µ4)φr + 2µ2φrs
+(µ3 + ν1)σr + µ1σrs + (µ1 + µ4)τt − 2(µ1 + µ4)ξ(j)xj = 0, (24)
2µ2φr − 2µ2σs + (µ1 + 2ν2)σr + 2µ2τt − 4µ2ξ(j)xj = 0, (25)
2µ2φs + ν1σr + 2ν2τt − 4ν2ξ
(j)
xj
= 0, (26)
(µ1 + µ4 + 4ν2)φs + 2ν2φrs + ν1σs + ν1σrs + ν1τt − 2ν1ξ
(j)
xj
= 0, (27)
8(µ2 + µ5)φr − 4(µ2 + µ5)σs
+2(µ1 + µ4 + 2ν2)σr + µ1σrr + 4(µ2 + µ5)τt − 8(µ2 + µ5)ξ(j)xj = 0, (28)
4(µ2 + µ5)φs + 4ν2φr + 2ν2φrr + 2ν1σr + ν1σrr + 4ν2τt − 8ν2ξ(j)xj = 0, (29)
µ3φs + 2ν1φs + 2ν2φss + ν1σss = 0. (30)
Combining the derivative of equation (21) with respect to s with equation (30) we obtain a
linear second order differential equation for φs as a function of s,
α1φsss + α2φss + α3φs = 0, (31)
with constant coefficients α1 = 2(ν1µ2− ν2µ1), α2 = 2ν1µ4− µ3(µ1+ 2ν2), and α3 = −µ3(µ3+
2ν1). Another ordinary differential equation of this type is obtained from equations (23), (26),
(30), and their differential consequences:
β1φss + β2φs = 0, (32)
where β1 = ν1(µ4 + 2ν2)− µ1(µ3 + ν1) and β2 = (µ3 + 2ν1)(µ3 + ν1).
Thus, for the general s–dependence of φ we have to distinguish four different cases. First
we have a polynomial dependence of φ on s of maximal order two, if at most one of the αj and
one of the βj is non-vanishing. Then there are exponential solutions of (31) and (32) (including
oscillating solutions), as well as aperiodic solutions of (31). In all these cases the s–dependence
of σ is obtained by an integration of (30). Finally, if all coefficients vanish, αj = βk = 0, there
is no information on the s–dependence of φ and σ, but instead, using equation (24) as well, we
get a restriction on the parameters:
µ2 =
ν2µ1
ν1
, µ3 = −2ν1 , µ4 = −2ν2 − µ1 , µ5 = −
ν2µ1
ν1
. (33)
5
Since the solutions and their derivatives in the different cases are functionally independent
and the determining equations are linear we can investigate them independently. Calculations
for the different cases show that in general we have two kinds of symmetries, a set of finite
dimensional Lie symmetries arising from polynomial or exponential solutions, and a set of
infinite dimensional Lie symmetries connected with exponential solutions or the subfamily
(33). The aperiodic solution turns out to be consistent only for this subfamily as well.
We will discuss the finite and infinite symmetries separately in the next two sections.
2.2 Finite symmetries
Let us begin with the polynomial solutions of (31) and (32), i.e.
φ(~x, t, r, s) = φ(2)(~x, t, r)s2 + φ(1)(~x, t, r)s+ φ(0)(~x, t, r) , (34)
in which case σ integrates to
σ(~x, t, r, s) = −µ3+2ν1
3ν1
φ(2)(~x, t, r)s3 −
(
µ3+2ν1
2ν1
φ(1)(~x, t, r) + 2ν2
ν1
φ(2)(~x, t, r)
)
s2
+
(
σ(1)(~x, t, r)− µ3+2ν1
ν1
φ(0)(~x, t, r)− 2ν2
ν1
φ(1)(~x, t, r)
)
s+ σ(0)(~x, t, r)
(35)
Neglecting the special case (33), which will be treated in the next section, we obtain from
equations (22)–(29)
φ(1) ≡ φ(2) ≡ φ(0)r ≡ σ
(1)
r ≡ 0 and σ
(0)
r ≡ −
2ν2
ν1
(
τt − 2ξ
(j)
xj
)
. (36)
With these results equations (14)–(20) lead to a polynomial dependence of the coefficients of
the vector-field X on all variables:
~ξ(~x, t) = k1 t~x+ k2 ~x+ A~x+~b t+ ~a ,
τ(t) = k1t
2 + (2k2 − k6)t+ k3 ,
φ(t, f) = −n
2
k1 t+ k4 ,
σ(~x, t) = 2ν2
ν1
k6 r + k6 s−
1
4ν1
k1 ~x
2 − 1
2ν1
~b · ~x+ nµ1
2ν1
k1 t + k5 −
2ν2
ν1
k4 ,
(37)
where A is a real antisymmetric matrix and kj ,~a,~b are real constants with the additional
conditions
k1 = 0 ,~b = ~0 or µ1 + µ4 = µ3 + ν1 = 0 , (38)
k6 = 0 or µ1 = 2ν2 , µ2 =
2ν22
ν1
, µ4 =
2µ3ν2
ν1
, µ5 =
µ3ν
2
2
ν21
. (39)
For the Lie algebra spanned by these vector-fields we choose the following basis (j, k =
1, . . . , n):
Ljk = xj∂xk − xk∂xj , H = ∂t , D =
∑n
j=1 xj∂xj + 2t∂t −
n
2
∂r +
nµ1
2ν1
∂s ,
C =
∑n
j=1 xjt∂xj + t
2∂t −
n
2
t∂r −
(
1
4ν1
~x2 − nµ1
2ν1
t
)
∂s , Pj = ∂xj ,
Bj = t∂xj −
1
2ν1
xj∂s , E = −
1
2ν1
∂s , R = ∂r , A = −t∂t +
(
2ν2
ν1
r + s
)
∂s .
(40)
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This leads to the following nontrivial commutators (j, k, l,m = 1, . . . , n):
[D,H ] = −2H , [H,C] = D , [D,C] = 2C , [H,Bj] = Pj ,
[D,Pj] = −Pj , [D,Bj] = Bj , [C, Pj] = −Bj , [Pj, Bk] = δjkE ,
[A,H ] = H , [A,C] = −C , [A,E] = −E , [A,R] = 4ν2E , [A,Bj ] = −Bj ,
[Ljk, Pl] = δklPj − δjlPk , [Ljk, Bl] = δklBj − δjlBk ,
[Ljk, Llm] = δklLjm + δjmLkl − δjlLkm − δkmLjl .
(41)
Now if both conditions (38) and (39) are fulfilled, i.e. for the two parameter subfamily
µ1 = 2ν2 , µ2 =
2ν22
ν1
, µ3 = −ν1 , µ4 = −2ν2 , µ5 = −
ν22
ν1
, (42)
we get an (n+1)(n+2)
2
+5 dimensional Lie symmetry algebra of the DG–equation (9). {H,D,C}
generate the subalgebra sl(2, IR), {Pj} and {Bj} two n-dimensional commutative subalgebras,
and {Ljk} the subalgebra so(n). Together these generators span the Schro¨dinger algebra
sch(n). Note, however, that the representation of sch(n) differs from the one obtained for the
linear SE [18, 19] by those terms proportional to µ1 in D and C; the reason will be explained
in the section 3. Furthermore, the generator R + 4ν2E is easily seen to be independent of
the rest, and {A,E} span a one dimensional affine algebra that acts on the sl(2, IR)- and
the boost-subalgebra of the Schro¨dinger algebra sch(n). Hence, the structure of this Lie
symmetry can be written as
sym3(n) =
(
aff (1)⊂+sch(n)
)
⊕ t(1) . (43)
If only (38) is fulfilled, A is not a generator of a Lie symmetry of (9), and E becomes the
centre of the extension sche(n) of the Schro¨dinger algebra. Thus, we obtain for the five
parameter subfamily (38) the finite dimensional symmetry algebra
sym1(n) = sche(n)⊕ t(1) . (44)
It is exactly the finite dimensional part of the maximal Lie symmetry algebra of the linear SE
including real homogeneity but excluding the (infinite dimensional) part due to the additivity
of the linear SE.
If on the other hand condition (38) is not fulfilled, but (39) is, C and Bj are no longer
generators of a Lie symmetry, the Schro¨dinger subalgebra of sym3(n) is reduced to a direct
sum of aff (1) and the Euclidean algebra e(n), and we obtain as the Lie symmetry algebra
for the three parameter subfamily (39):
sym2(n) =
(
aff (1)⊂+ (aff (1)⊂+e(n))
)
⊕ t(1) . (45)
However, if we impose no conditions at all, the Lie symmetry algebra is restricted to the
intersection of sym1(n) and sym2(n):
sym0(n) =
(
aff (1)⊂+e(n)
)
⊕ t(2) . (46)
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As mentioned previously the exponential solution of (31) and (32),
φ(~x, t, r, s) = φ(1)(~x, t, r)eλs , (47)
σ(~x, t, r, s) = −
(
µ3 + 2ν1
ν1
λ−1 +
2ν2
ν1
)
φ(1)(~x, t, r)eλs , (48)
also leads to a finite dimensional Lie symmetry. The determining equation (23) implies that
the r–dependence is also exponential,
φ(1)(~x, t, r) = φ(2)(~x, t)eηr , η =
µ1
ν1
λ−
µ3 + 2ν1
ν1
. (49)
The remaining determining equations are consistent with this solution in three particular cases.
One of them leads to the subfamily (33), another to an infinite dimensional Lie symmetry;
both will be treated in the next section. The third case implies λ = 2 µ3+ν1
µ1−2ν2
and φ(2) = const,
and restricts the parameters to
µ2 =
µ3(µ1+2ν2)2(µ3+2ν1)+8µ1ν21ν2
8ν1(µ3+ν1)2
, µ4 =
µ3(µ1+2ν2)
2ν1
, µ5 =
µ3
2ν1
µ2 ,
µ1 − 2ν2 6= 0 6= µ3 + ν1 .
(50)
Obviously these conditions are not consistent with (38) and (39), so we get the generator
F = eηr+λs (∂r − κ∂s) , κ =
µ3(µ1 + 2ν2) + 2ν1ν2
2ν1(ν1 + µ3)
, (51)
only in addition to generators of the Lie symmetry sym0(n) (46). If we replace D by D
′ =∑n
j=1 xj∂xj + 2t∂t the additional nontrivial commutation relations are[
F,E
]
=
λ
2ν1
F ,
[
F,R
]
= −ηF . (52)
Thus, {F,E,R} span a subalgebra and we obtain as the maximal Lie algebra in this case:
sym4(n) =
(
t(2)⊂+t(1)
)
⊕
(
aff (1)⊂+e(n)
)
. (53)
The one parameter groups of transformations ΦXε of the wavefunction corresponding to the
vector-fields Ljk, Pj , Bj , Hj, E, and R are well known from the linear SE, so we only give
them for the new generators A and F and the slightly modified D and C:(
ΦDε ψ
)
(~x, t) = exp
(
−εn
2
+ iεnµ1
2ν1
)
ψ(~xe−ε, te−2ε) ,(
ΦCε ψ
)
(~x, t) = (1− εt)−
n
2 exp
(
i( ε
2ν1(1−εt)
~x2 + nµ1
ν1
ln |1− εt|)
)
ψ( ~x
1−εt
, t
1−εt
) ,(
ΦAε ψ
)
(~x, t) = exp
(
i
(
(eε − 1)(2ν2
ν1
ln |ψ(~x, eεt)|+ argψ(~x, eεt))
))
ψ(~x, eεt) ,(
ΦFε ψ
)
(~x, t) =
√
2ε+ e−λ argψ(~x,t)|ψ(~x, t)|−η|ψ(~x, t)|
η
2 exp
(
λ
2
argψ(~x, t)
−iκ
2
(
ln(2ε+ e−λ argψ(~x,t)|ψ(~x, t)|−η) + λ argψ(~x, t)
+η ln |ψ(~x, t)|
))
ψ(~x, t) .
(54)
The transformations generated by C are called projective [25] or conformal [19] transformations
or expansions [18], whereas D generates a scaling of the independent variables (~x, t) called
dilations.
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2.3 Infinite symmetries
As indicated in section 2.1 there are two cases in which we obtain an additional infinite dimen-
sional Lie symmetry. Let us treat the case αj = βk = 0 in equations (31), (32) first, i.e. we
restrict our calculations to the three parameter subfamily (33). This simplifies the determining
equations (14)–(30) considerably. Equations (23), (24), (26), (29), and (30) imply that
σ(~x, t, r, s) = −
2ν2
ν1
φ(~x, t, r, s) + rσ(1)(~x, t) + sσ(2)(~x, t) + σ(0)(~x, t) . (55)
From (14)–(19) we infer furthermore that φ and σ do not depend on (~x, t) and that ξ(j) and τ
lead to generators of the symmetry sym0(n) (46), which have been discussed in the previous
section. Then (21) and (29) imply that σ(1) ≡ σ(2) ≡ 0, and (23) yields an equation for φ(1),
ν1φ
(1)
r − µ1φ
(1)
s = 0 . (56)
Integrating this equation and neglecting the generators of complex homogeneity R and E,
which we have already discussed in the previous section, we obtain the generators of an infinite
dimensional Lie symmetry
Yf = f(µ1r + ν1s)
(
∂r −
2ν2
ν1
∂s
)
(57)
If µ1 = 2ν2, the algebra a
∞ = {Yf |f ∈ C∞(IR)} is a representation of the infinite dimensional
commutative Lie algebra C∞(IR). Otherwise it is a representation of the infinite dimensional
Lie algebra X(IR) of vector-fields on IR, where the commutator is defined by [f1, f2](z) :=
f1(z)f
′
2(z)− f2(z)f
′
1(z): [
Yf1 , Yf2
]
= (µ1 − 2ν2)Y[f1,f2] . (58)
In the commutative case condition (33) is compatible with condition (39) of the finite algebra
sym2(n). The nontrivial commutation relations of Yf with the generators of sym2(n) are
[
Yf , R
]
= −µ1Yf ′ ,
[
Yf , E
]
=
1
2
Yf ′ ,
[
Yf , A
]
= Yzf ′ . (59)
Still, R + 4ν2E commutes with the rest of the algebra and for the two parameter subfamily
µ1 = 2ν2 , µ2 = 2
ν22
ν1
, µ3 = −2ν1 , µ4 = −4ν2 , µ5 = −2
ν22
ν1
(60)
we obtain the maximal Lie algebra
syma2(n) = sym2(n)⊂+a
∞ =
(
aff (1)⊂+ ((aff (1)⊂+en(n))⊕ a
∞)
)
⊕ t(1) . (61)
The one parameter group of transformations generated by Yf can be calculated explicitly in
the commutative case:
(
ΦDε ψ
)
(~x, t) = exp
(
εf (2ν2 ln |ψ(~x, t)|+ ν1 argψ(~x, t))
(
1− 2ν2
ν1
))
ψ(~x, t) (62)
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For the non commutative case A is no longer a generator of a Lie symmetry, and we obtain
the maximal Lie symmetry
syma0(n) = sym0(n)⊂+a
∞ =
(
aff (1)⊂+e(n)
)
⊕
(
t(1)⊂+a∞
)
⊕ t(1) (63)
of the three parameter subfamily (33). Note that the finite dimensional algebra sym4(n) is
contained in syma0(n).
Another infinite dimensional Lie symmetry algebra is obtained from the exponential so-
lution (47) and (48). To simplify calculations we can allow λ to be complex valued, as the
determining equations are linear. We mentioned in the previous section that only in three cases
the exponential ansatz is consistent with the determining equations (14)–(30); one case led to a
finite symmetry, another leads to the infinite symmetry already discussed in this section. The
remaining case requires a restriction to the three parameter subfamily
µ1 = 2ν2 , µ3 = −ν1 , µ4 = −2ν2 , µ5 = −
1
2
µ2 , µ2 6= 2
ν22
ν1
, (64)
and the coefficient of the exponential function is fixed by
λ2 =
ν21
4ν22 − 2ν1µ2
. (65)
So we have to distinguish two cases.
If µ2 < 2
ν22
ν1
, λ = ±|λ| is real and we get the generators
ZΦ± = e
−r
(
Φ+(~x, t)e
|λ|(
2ν2
ν1
r+s)
(
|λ|∂r − (1 +
2ν2
ν1
|λ|)∂s
)
+Φ−(~x, t)e
−|λ|(
2ν2
ν1
r+s)
(
|λ|∂r + (1−
2ν2
ν1
|λ|)∂s
)) (66)
where Φ+ (Φ−) is a (smooth) solution of the forward (backward) heat equation with diffusion
coefficient
√
4ν22 − 2ν1µ2, if ν1 > 0 (The role of Φ+ and Φ− is interchanged if ν1 < 0):
∂tΦ± ±
√
4ν22 − 2ν1µ2∆Φ± = 0 . (67)
The algebra b∞ = {ZΦ±|Φ± solution of (67)} is commutative, and the subfamily (64) possesses
also the finite dimensional symmetry sym1(n), whose generators act on the generators ZΦ±.
Hence, we obtain the full Lie symmetry algebra
symb1(n) = sym1(n)⊂+b
∞ . (68)
In order to calculate the one parameter groups of transformations corresponding to the genera-
tors (66), we have to solve the system of ordinary differential equations for the initial conditions
r(0) = r0 and s(0) = s0:
r′(ε) = e−r|λ|
(
Φ+(~x, t)e
|λ|(
2ν2
ν1
r+s)
+ Φ−(~x, t)e
−|λ|(
2ν2
ν1
r+s)
)
(69)
s′(ε) = e−r
(
(1− 2ν2
ν1
|λ|)Φ−(~x, t)e
−|λ|(
2ν2
ν1
r+s)
− (1 + 2ν2
ν1
|λ|)Φ+(~x, t)e
|λ|(
2ν2
ν1
r+s)
)
(70)
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We immediately deduce that
d2
dε2
e2r(ε) = 8Φ+(~x, t)Φ−(~x, t)λ
2 , (71)
so
r(ε) = 1
2
ln
(
4Φ+Φ−|λ|
2ε2 + 2er0 |λ|(Φ+e
λ(
2ν2
ν1
r0+s0) + Φ−e
−λ(
2ν2
ν1
r0+s0)) ε+ e2r0
)
. (72)
Now s(ε) is determined by equation (69), (The sign of the square root is fixed by the initial
condition s(0) = s0.)
s(ε) = −
2ν2
ν1
r(ε) +
1
|λ|
ln

±
√√√√(r′(ε)er(ε)
2|λ|Φ+
)2
−
Φ−
Φ+
−
r′(ε)er(ε)
2λΦ+

 . (73)
Together equations (72) and (73) constitute the one parameter group of transformations. Since
Φ± are solutions of a linear equation we can set ε =
1
2
in these formulas without loss of generality
and for every solution ψ0 = exp(r0 + is0) of the DG–equation equations (72) and (73) produce
a new solution. In particular, if we start with the trivial solution ψ0 ≡ 0 of (9), i.e. r0 → −∞,
we obtain a transformation mapping pairs of positive solutions (Φ+,Φ−) of the forward and
backward heat equation to a solution of equation (9),
ψ(~x, t) = (Φ+(~x, t)Φ−(~x, t))
1
2
(1−i
2ν2
ν1
)
exp
(
i
2|λ|
ln
(
Φ−
Φ+
))
(74)
It is in fact an extension of the transformation found by G. Auberson and P.C. Sabatier
[9] for the special case ν2 = 0.
If on the other hand µ2 > 2
ν22
ν1
, then λ = ±iΛ−1, Λ =
√
2ν1µ2−4ν22
ν21
, is imaginary and we
have to ensure that the coefficients of the vector-field are real valued. In this case we get the
generator
ZΨ =
2
Λ
e−r|Ψ(~x, t)|
(
sin
(
2ν2r+ν1s
ν1Λ
− argΨ(~x, t)
)
∂r
+
(
Λ cos
(
2ν2r+ν1s
ν1Λ
− argΨ(~x, t)
)
− 2ν2
ν1
sin
(
2ν2r+ν1s
ν1Λ
− argΨ(~x, t)
))
∂s
) (75)
where Ψ is a solution of the free linear Schro¨dinger equation
i∂tΨ = ν1Λ∆Ψ . (76)
Again the algebra c∞ = {ZΨ|Ψ solution of (76)} is commutative, and the maximal Lie sym-
metry algebra is
symc1(n) = sym1(n)⊂+c
∞ . (77)
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ZΨ can be integrated in analogy to the integration of ZΦ± above and we find the following
solution:
r(ε) = 1
2
ln
(
4|Ψ|2
ε2
Λ2
+ 4er0 |Ψ| sin
(
Λ−1(2ν2
ν1
r0 + s0)− argΨ
) ε
Λ
+ e2r0
)
,
s(ε) = Λ argΨ−
ν2
ν1
ln
(
4|Ψ|2
ε2
Λ2
+ 4er0 |Ψ| sin
(
Λ−1(2ν2
ν1
r0 + s0)− arg Ψ
) ε
Λ
+ e2r0
)
+Λarcsin

 2|Ψ|
ε
Λ
+ er0 sin
(
Λ−1(2ν2
ν1
r0 + s0)− arg Ψ
)
√
4|Ψ|2 ε
2
Λ2
+ 4er0|Ψ| sin
(
Λ−1(2ν2
ν1
r0 + s0)− argΨ
)
ε
Λ
+ e2r0

 .
(78)
Again we can set ε = 1
2
without loss of generality and for every solution ψ0 = exp(r0 + is0)
of the DG–equation (78) produces a new solution. Here, the trivial solution ψ0 ≡ 0 yields a
linearizing transformation
N(Λ,γ)(ψ) = ψ
1
2
(1+Λ+iγ)ψ¯
1
2
(1−Λ+iγ) = |ψ| ei(γ ln |ψ|+Λargψ) , (79)
with γ = −2ν2
ν1
. We remark here that the definition (79) for non-integer Λ is only formal due
to the ambiguity of the phase argψ. For integer values of Λ, however, it can be shown that
the transformation is continuous in the L2-topology [26].
3 Gauge Classification
In this section we first review some of the properties of the set of transformations N =
{N(Λ,γ)|(Λ, γ) ∈ ˙IR × IR} that have been discussed in [10]. As the transformations (79) leave
the probability density ρ invariant, they were called nonlinear gauge transformations We will
then apply the results to a gauge classification of the Lie symmetries of the DG–equation (9).
1. The set of these transformations is a realization of the affine group Aff (1) in one dimen-
sion
N(Λ1,γ1) ◦N(Λ2,γ2) = N(Λ1Λ2,Λ1γ2+γ1) , (80)
the inverse is therefore N−1(Λ,γ) = N(Λ−1,−Λ−1γ).
2. The 8 parameter family (9) is invariant under this action of the affine group Aff (1), and
the change of parameters is given by
ν ′1 =
ν1
Λ
, ν ′2 = −
γ
2Λ
ν1 + ν2 ,
µ ′1 = −
γ
Λ
ν1 + µ1 , µ
′
2 =
γ2
2Λ
ν1 − γν2 −
γ
2
µ1 + Λµ2 , µ
′
3 =
µ3
Λ
µ ′4 = −
γ
Λ
µ3 + µ4 , µ
′
5 =
γ2
4Λ
µ3 −
γ
2
µ4 + Λµ5 , µ
′
0 = Λµ0 .
(81)
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3. The concept of a gauge classification of the DG–equation can be taken further. Since we
have an action of a two dimensional group on an eight dimensional space of parameters,
an appropriate description of the family (7) is by six parameters invariant under the
group action, and two gauge parameters. A possible choice of gauge invariants is:
ι1 = ν1µ2 − ν2µ1 , ι2 = µ1 − 2ν2 , ι3 = 1 + µ3/ν1 , ι4 = µ4 − µ1µ3/ν1 ,
ι5 = ν1(µ2 + 2µ5)− ν2(µ1 + 2µ4) + 2ν
2
2µ3/ν1 , ι0 = ν1µ0 .
(82)
Thus, for the free equation the five parameters ι1, . . . , ι5 determine an equivalence class
of nonlinear Schro¨dinger equations.
First we remark that the gauge transformations explain the modifications in the represen-
tation of the Schro¨dinger group found in section 2.2: The transformation of the parameters
(81) shows that there is always at least one nonlinear gauge transformation such that µ1 = 0.
So the modified projective transformations and dilations (54) for µ1 6= 0 are related to the
usual ones (µ1 = 0) by a nonlinear gauge transformation N(1,µ1/ν1).
Furthermore, the conditions for the various maximal Lie symmetries of the DG–equation
have to be invariant under N and we can characterize the corresponding subfamilies by gauge
invariants ιj . Summarizing the results of section 2 and the relations between the various
subfamilies we obtain the following picture:
sym
0
(n)
|
sym
1
(n)

3
= 
4
= 0
sym
2
(n)

1
= 
2
= 
4
= 
5
= 0
sym
4
(n)

1
=

2
2
(
2
3
 1)
8
2
3
, 
4
=

2
(1 
3
)
2
,

5
= 
1

3
, 
3
6= 0 6= 
2
sym
b
1
(n)

2
= 
3
= 0,

4
= 
5
= 0,

1
< 0
sym
c
1
(n)

2
= 
3
= 0,

4
= 
5
= 0,

1
> 0
sym
3
(n)

2
= 
3
= 0,

4
= 
5
= 0,

1
= 0
sym
a
2
(n)

1
= 
2
= 0,

4
= 
5
= 0,

3
=  1
sym
a
0
(n)

1
= 
5
= 0,

2
= 
4
,

3
=  1
1
Fig. 1: Lie symmetries of the DG–equation. Subfamilies are characterized by gauge invariants
and arrows indicate the subfamily-structure.
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4 Conclusions
In this paper we have systematically discussed the Lie symmetry of the n + 1-dimensional
DG–equation (7) in a convenient parameterization (9). Apart from the generators of the
Schro¨dinger group and complex homogeneity, we have found two new generators A and F
giving rise to the finite dimensional Lie symmetry algebras sym2(n), sym3(n) and sym4(n).
Furthermore we obtained four different types of infinite dimensional Lie symmetry algebras,
syma0(n), sym
a
2(n), sym
b
1(n), and sym
c
1(n). The last two correspond to a local linearization
of a subfamily of the DG–equation to a forward and backward heat equation, and a linear
Schro¨dinger equation, respectively. Due to the systematic approach there are no other local
linearizations of the DG–equation.
One type of linearizing transformations leaves the whole family of equations invariant, and
was used to classify the subfamilies of the various Lie symmetry algebras by gauge invariant
parameters ιj (Fig 1.). The subfamily ι2 = . . . = ι5 = 0, ι1 6= 0, is outstanding because of
its linearizability. The limiting case ι1 = 0 can be transformed into Eulers equation [9] and
the methods to solve this subfamily can be adapted to the subfamily ι1 = ι2 = ι4 = ι5 = 0
[27]. The next candidate for a solvable subfamily seems to be the subfamily ι1 = ι5 = 0,
ι2 = ι4, ι3 = −1, where the infinite dimensional Lie symmetry algebra might be used to obtain
a general solution. We postpone this for a future paper.
The results for the Schro¨dinger invariant subfamily (38) are consistent (up to a nonlinear
gauge transformation) with the results of G. Rideau and P. Winternitz [25] in 1 + 1
dimensions, who classified all evolution equations with sche(1) Lie symmetry algebra up to
second order in spatial derivatives. The family (38) in the gauge ν1 = −1 and µ1 = 0 is
contained in their equation (3.6) for the special choice S(u, v) = (−iν2+µ2+µ5−
1
4
)u2+(iν2−
µ2 +
1
2
)v.
Finally note that for the subfamily (64) there exists a Hamilton functional generating
the evolution equation [5, 10] and the corresponding DG–equation fits into the scheme of a
nonlinear quantum theory proposed by S. Weinberg [28]. Furthermore a consistent concept of
‘nonlinear’ observables (different from the one proposed by S. Weinberg) can be developed
rigorously for the particular subfamily µ2 =
1
2
ν1 + 2
ν22
ν1
of (64) establishing full equivalence
between this model and linear quantum mechanics [26].
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