It is proved that the roots of combinations of matrix polynomials with real roots can be recast as eigenvalues of combinations of real symmetric matrices, under certain hypotheses. The proof is based on recent solution of the Lax conjecture. Several applications and corollaries, in particular concerning hyperbolic matrix polynomials, are presented.
Main result
A polynomial is called hyperbolic if all its roots are real. It is a classical well studied class of polynomials (see, e.g., [16] ). There are at least two useful ways to extend this notion to polynomials with complex n × n matrix coefficients, in short, matrix polynomials. Thus, a monic (i.e., with leading coefficient I n , the n × n identity matrix) matrix polynomial L(z) of degree ℓ is said to be hyperbolic, if for every nonzero x ∈ C n , the n-dimensional vector space of columns with complex components, the polynomial equation L(z)x, x = 0 (1.1) has ℓ real roots (counted with multiplicities). We denote here by ·, · the standard inner product in C n . An n × n monic matrix polynomial L(z) of degree ℓ will be called weakly hyperbolic if detL(z) = 0 has nℓ real roots (multiplicities counted). Note that our terminology differs slightly from the terminology in some sources (for example, [14] ). Clearly, every hyperbolic matrix polynomial is weakly hyperbolic, and the coefficients of every hyperbolic matrix polynomial are Hermitian matrices. See, e.g., [15, 1, 14, 10] for the theory and applications of hyperbolic matrix and operator polynomials.
In this note we prove the following theorem. It states that the roots of combinations of hyperbolic matrix polynomials can be recast as eigenvalues of combinations of real symmetric matrices, under certain hypotheses. We denote by R the field of real numbers.
be two monic n × n matrix polynomials such that
Assume in addition that the n × n matrix L ℓ−1 − M ℓ−1 has n real eigenvalues (counted with multiplicities). Then there exist nℓ × nℓ real symmetric matrices A and B such that for every α ∈ R, the roots of det (αL(z) + (1 − α)M(z)), counted according to their multiplicities, coincide with the eigenvalues of αA + (1 − α)B, also counted according to their multiplicities. Conversely, if the roots of det (αL(z) + (1 − α)M(z)), coincide with the eigenvalues of αA+ (1 −α)B (counted with multiplicities) for every α ∈ R, where A and B are fixed real symmetric nℓ × nℓ matrices, then (1.2) holds and all eigenvalues of L ℓ−1 − M ℓ−1 are real.
Proof. Let
be the companion matrices of L(z) and of M(z), respectively. Then αC L + (1 −α)C M is the companion matrix of αL(z) + (1 − α)M(z), and therefore the roots of det (αL(z) + (1 − α)M(z)) (counted with multiplicities) coincide with the eigenvalues of αC L + (1 − α)C M (also counted with multiplicities), for every α ∈ R. (This is a standard fact in the theory of matrix polynomials, see, for example, [5] .) Thus, αC L + (1 − α)C M has nℓ real eigenvalues for every α ∈ R. Consider the homogeneous polynomial of three real variables α, β, γ:
If α+β = 0, the polynomial P (α, β, γ) (as a polynomial of γ) has nℓ real roots (counted with multiplicities). If α + β = 0, then
also has nℓ real roots, by hypothesis of the theorem. Thus, P (α, β, γ) is hyperbolic in the direction of (0, 0, 1), in the sense of the Lax conjecture, see [11, 13] . By the main result of [13] (the proof in [13] is based on [7, 17] ), we have
for some real symmetric matrices A and B. The direct statement of the theorem follows.
To prove the converse statement, simply reverse the argument, taking into account that real symmetric matrices have all eigenvalues real.
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For further development of the theory of hyperbolic polynomials of several variables and many applications, in particular, mixed determinants, see [6] .
Corollaries and applications
We start by recalling Obreschkoff's theorem (see [16, 3] ), which will be needed in the proof of the next corollary: Two real scalar polynomials f (z) and g(z) of degrees ℓ and ℓ − 1, respectively, have the property that f (z) + tg(z) has ℓ real roots (counted with multiplicities) for every real t if and only if f (z) and g(z) have ℓ and ℓ − 1 real roots, respectively, and the roots of f (z) and of g(z) interlace (the cases when f (z) or g(z) have multiple roots and/or when f (z) and g(z) have common roots are not excluded here).
A proof of Obreschkoff's theorem can be given using the approach of Theorem 1.1, as follows (below, we formulate Obreschkoff's theorem in a slightly different but equivalent form):
The following statements are equivalent for scalar distinct monic relatively prime polynomials f (z) and h(z) of degree ℓ:
(1) The polynomials αf (z) + βh(z), α, β ∈ R, α 2 + β 2 = 0 , have all their roots real;
(2) The polynomials αf (z) + (1 − α)h(z), α ∈ R, have all their roots real;
(3) f (z) has all its roots real, and the quotient h(z)/f (z) has the form
where λ j ∈ R, and the real numbers c j are all of the same sign;
(4) Both f (z) and h(z) have ℓ distinct real roots and the roots of f (z) and of h(z) interlace.
Proof.
(1) clearly implies (2) . (3) and (4) are equivalent : Indeed, if (3) or (4) holds true, then f (z) has necessarily simple roots, and denoting the roots of f (z) by λ 1 < · · · < λ p , we see that in the representation (2.1),
These equalities imply that that the roots of f (z) and h(z) interlace if and only if all the c j 's are of the same sign. We next prove that (2) implies (3) . Arguing as in the proof of Theorem 1.1, we obtain that the characteristic polynomial of αC f +βC h coincides with the characteristic polynomial of αA+βB, for all α, β ∈ R, where A and B are fixed (independent of α and β) distinct real symmetric matrices. Taking α − β = 0 we see that rank (A − B) ≤ 1. Since polynomials f and h are distinct it follow that A = B ± xx T for some nonzero vector x. Now
This reduces, upon applying a diagonalizing real orthogonal transformation A → U T AU, and replacing x with U T x, to (2.1) with the real numbers c j of the same sign, as required.
Finally , let us prove prove the implication (3) =⇒ (1) . This means to prove that if (3) holds then for any real γ the equation h(z) f (z) + γ = 0 does not have roots with nonzero imaginary part .
Concider a complex number z = a + bi , its real part Re(z) = a , its imaginery part Im(z) = b . If (3) holds then
where λ j are real and the real numbers c j are all of the same sign . Assume wlog that all c j are positive . As This gives the following semidefinite programming problem : is there exists a real positive definite P ≻ 0 such that P C f = C T f P and P C h = C T h P Our next corollary involves hyperbolic matrix polynomials.
Corollary 2.2 Let L(z) be a hyperbolic matrix polynomial. Then there exist nℓ × nℓ real symmetric matrices A and B such that the roots of det (L(z) + tL ′ (z)) coincide with the eigenvalues of A + tB (multiplicities counted), for every real number t. Here, L ′ (z) is the derivative of L(z) with respect to z.
Proof. . By Obreschkoff's theorem, the matrix polynomial L(z) + tL ′ (z) is hyperbolic for every real t. Now apply Theorem 1.1 with M(z) = L(z) + L ′ (z). 2
Note that the condition (1.2) implies (but is not equivalent to) the condition that every convex combination of L(z) and M(z) is weakly hyperbolic. It turns out that the latter condition can be conveniently expressed for hyperbolic matrix polynomials, which we will do next.
Let L(λ) be a hyperbolic n × n matrix polynomial. For every x ∈ C n , x = 1, let
be the roots of equation ( 
For the proof apply [3, Theorem 2.1]; this theorem gives necessary and sufficient conditions for all linear combinations of two given scalar polynomials to be hyperbolic.
Using Theorem 1.1 and inequalities for eigenvalues of real symmetric matrices (see for example [12] ), one can derive inequalities for eigenvalues of weakly hyperbolic matrix polynomials. We illustrate this for the case of the Horn inequalities. For a Hermitian m × m matrix X, we write its eigenvalues (repeated according to their multiplicities) in a non-decreasing order:
An ordered triple (U, S, T ) of nonempty subsets of {1, 2, . . . , m} is said to be a Horn triple (with respect to m) if the cardinalities of U, S, and T are the same, and the Horn inequalities
hold true for every pair of Hermitian m × m matrices X and Y . A description of all Horn triples is known [8, 9] ; see also the surveys [4, 2] . For a weakly hyperbolic n × n matrix polynomial L(z) of degree ℓ, we arrange the roots of det (L(z)) in the non-decreasing order: 
