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Abstract
Let T be a surjective map from a unital semi-simple commutative Banach algebra A onto a unital commu-
tative Banach algebra B. Suppose that T preserves the unit element and the spectrum σ(fg) of the product
of any two elements f and g in A coincides with the spectrum σ(Tf T g). Then B is semi-simple and T
is an isomorphism. The condition that T is surjective is essential: An example of a non-linear and non-
multiplicative unital map from a commutative C*-algebra into itself such that σ(Tf T g) = σ(fg) holds for
every f,g are given. We also show an example of a surjective unital map from a commutative C*-algebra
onto itself which is neither linear nor multiplicative such that σ(Tf T g) ⊂ σ(fg) holds for every f,g.
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A map φ from a Banach algebra A into a Banach algebra B is called spectrum-preserving
if the spectrum σ(x) coincides with the spectrum σ(φ(x)) for every x ∈ A. We say that φ is
invertibility preserving if φ(x) is invertible in B for every invertible element x ∈ A. In the case
where the map φ is linear and preserves the unit, φ is invertibility preserving if and only if
σ(φ(x)) ⊂ σ(x) holds for every x ∈ A. The study of spectrum-preserving linear maps between
Banach algebras dates back to Frobenius [8] who studied linear maps on matrix algebras preserv-
ing the determinant. The following conjecture seems to be still open: Any spectrum-preserving
linear map from a unital Banach algebra onto a unital semi-simple (non-commutative) Banach
algebra that preserves the unit is a Jordan morphism. The Gleason, Kahane and ˙Zelazko theorem
[9,14,24] asserts that a unital linear functional defined on a Banach algebra is multiplicative if
it is invertibility preserving and the theorem has inspired a number of papers on more general
preserver problems. It is a straightforward conclusion of the theorem of Gleason, Kahane and
˙Zelazko that a unital and invertibility preserving linear map from a Banach algebra into a semi-
simple commutative Banach algebra is a homomorphism. Thus the linear preserver problems
including on spectrum-preserving linear maps mainly concerns with non-commutative Banach
algebras and has seen much progress recently [1,12,15,18,22].
Without assuming linearity, non-multiplicative and invertibility preserving maps are almost
arbitrary, and spectrum-preserving maps which are neither linear nor multiplicative are also pos-
sible even in the case of commutative Banach algebras. Despite above, Kowalski and Słodkowski
[16] proved a surprising generalization of the theorem of Gleason, Kahane and ˙Zelazko; addi-
tively spectrum-preserving functionals on a Banach algebra, in the sense that the difference of
the value of any two elements is contained in the spectrum of the difference of those two ele-
ments, are linear and multiplicative. Due to the theorem of Kowalski and Słodkowski, linearity
and multiplicativity are not hypotheses but conclusions for additively spectrum preserving maps
from Banach algebras into semi-simple commutative Banach algebras (see Theorem 3.1). Quite
recently the Frobenius theorem on determinant-preserving maps on matrix algebras [8] is also
generalized in this direction (see [5,6,21,23]). Dolinar [7] also proved a similar result for the
algebras of all bounded linear operators on infinite-dimensional Hilbert spaces. See also [3].
On the other hand, Molnár [17] considered multiplicatively spectrum-preserving surjective
maps on Banach algebras in the sense that the spectrum of the product of the image of any two
elements is equal to the spectrum of the product of those two elements, and proved that the
maps are almost isomorphisms in the sense that isomorphisms multiplied by a signum function
for the Banach algebra of all complex-valued continuous functions on a first countable compact
Hausdorff space. He also proved similar results for the case including the Banach algebras of all
bounded linear operators on infinite-dimensional Hilbert spaces. If a multiplicatively spectrum-
preserving functional was proved to be linear, as a companion to the theorem of Kowalski and
Słodkowski, then it would be easy to prove theorems of Molnár and their generalizations by
simple application of the “theorem.” But it is not the case: A non-linear and non-multiplicative
multiplicatively spectrum-preserving functional on a certain Banach algebra is possible (see Ex-
ample 3.4). Thus it is interesting to study for which Banach algebra a theorem of Molnár holds.
Rao and Roy [19] and Hatori, Miura and Takagi [10] independently generalized the theorem
of Molnár above for the case of uniform algebras. Rao and Roy [20] also showed a similar re-
sult for self-maps on uniformly closed subalgebras of the algebra of complex-valued continuous
functions which vanish at infinity on locally compact Hausdorff spaces.
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mutative Banach algebras (Theorems 3.2 and 6.2). For the case where A and B in Theorem 3.2
are both uniform algebras, we showed a proof in [10] by applying theory of weak peak points for
uniform algebras. The point of that proof is the fact that weak peak points and peaking functions
are rich enough for uniform algebras. Dales [4] proved that if the maximal ideal space for a unital
semi-simple commutative Banach algebra is metrizable, then the set of all peak points are dense
in the Shilov boundary (cf. [11]). But it cannot at all be expected that the Banach algebra norms
for peaking functions are uniformly bounded. Thus the proof of theorems in [10] for uniform
algebras cannot be adopted directly for unital semi-simple commutative Banach algebras even if
the maximal ideal spaces are metrizable.
2. Preliminaries
Let A be a commutative Banach algebra with the unit eA. The maximal ideal space of A is
a compact Hausdorff space and is denoted by MA. The Gelfand transform Γf of f ∈ A is a
continuous function on MA and will be denoted also by f if A is semi-simple, for simplicity. We
denote the algebra of all complex (respectively real) valued continuous functions on a compact
Hausdorff space X by C(X) (respectively CR(X)). We may consider that A ⊂ C(MA) if A is
semi-simple. The uniform closure of semi-simple A in C(MA) is denoted by cl(A), and the
uniform norm is denoted by ‖ · ‖. The spectrum of f ∈ A is denoted by σ(f ) and it is well
known by Gelfand theory on commutative Banach algebras that σ(f ) = Γf (MA).
For r > 0, we write the punctured disk in the complex plane C by D◦r = {z ∈ C: 0 < |z| < r}.
In the following in this section A denotes a semi-simple commutative Banach algebra with the
unit eA. Then cl(A) denotes the uniform closure of A in C(MA), and is a uniform algebra on MA.
See [2] for theory of uniform algebras. Let (cl(A))−1 be the set of all invertible elements in cl(A).
It is easy to see that the function defined by φ → φ|A from the maximal ideal space Mcl(A) onto
MA is a homeomorphism, where φ ∈ Mcl(A) is considered as a complex homomorphism on cl(A)
and φ|A is the restriction of φ to A, so we see that(
cl(A)
)−1 = {f ∈ cl(A): 0 /∈ f (MA)}.
The Choquet boundary of cl(A) is a subset of MA and is denoted by Ch(cl(A)). It is well known
that Ch(cl(A)) consists of the all peak points in the weak sense. We also say a peak point in the
weak sense a weak peak point or a strong boundary point. For each point x ∈ Ch(cl(A)), put
P ◦x =
{
u ∈ cl(A): u(MA) ⊂ D◦1 ∪ {1}, u(x) = 1
}
.
Since x ∈ Ch(cl(A)) is a peak point in the weak sense, we have that P ◦x 
= ∅. Let x0 ∈ Ch(cl(A)),
ε > 0, and F a closed subset of MA with x0 /∈ F . Then we see that there is a u ∈ P ◦x0 such
that |u| < ε on F . In particular, we can choose such a u with Reu > 0, where Reu denotes
the real part of u. (Let D = {z ∈ C: |z|  1} and Ω = {z ∈ D: Re z  0}, where Re z denotes
the real part of z. Then there exists a homeomorphism π from D onto Ω such that π(1) = 1,
π(−1) = 0, and π is an analytic function on the interior D of D onto the interior Ω of Ω . In fact,
π(z) = i
√
(z+i)/(iz+1)−i√
(z+i)/(iz+1)+i is a desired function. Then there is a δ > 0 such that |π(z)| < ε holds
for every z ∈ D with |z + 1| < δ. There is a Möbius transformation φδ from D onto D such that
φδ(1) = 1 and |φδ(z)+1| < δ holds for every z ∈ C with |z| < 1/2. Since x0 is a peak point in the
weak sense and x0 /∈ F , by a simple calculation, there is a function f0 ∈ cl(A) with f0(x0) = 1,
and |f0| < 1/2 on F . Then we have u = π ◦ φδ ◦ f0 ∈ cl(A) since π and φδ are defined on the
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desired.) Put
P◦ =
⋃
x∈Ch(cl(A))
P ◦x .
Note that P◦ ⊂ (cl(A))−1. For each f ∈P◦, we write
Kf =
{
x ∈ MA: f (x) = 1
}
.
Lemma 2.1. Let x and y be in Ch(cl(A)). If P ◦x ⊂ P ◦y , then x = y.
Proof. Suppose that x 
= y. By considering the case F = {y}, using the fact mentioned above,
we can choose a u ∈ P ◦x such that |u(y)| < 1. Then u ∈ P ◦x 
⊂ P ◦y . 
Lemma 2.2. Let f,g ∈ P◦. Then Kf ⊂ Kg if and only if 1 ∈ (gu)(MA) for each u ∈ P◦ with
1 ∈ (f u)(MA).
Proof. Suppose Kf ⊂ Kg and assume that u ∈ P◦ satisfies 1 ∈ (f u)(MA). Then f (x)u(x) = 1
for some x ∈ MA. Since f (MA) and u(MA) are contained in D◦1 ∪ {1}, it follows that f (x) =
u(x) = 1. Hence x ∈ Kf ⊂ Kg , and so g(x) = 1. Thus 1 ∈ (gu)(MA) and the “only if” part is
proved.
Suppose Kf 
⊂ Kg . Since Kf is a peak set for cl(A), the restriction cl(A)|Kf of cl(A) to Kf
is a uniform algebra on Kf . Since g ∈ P◦ ⊂ (cl(A))−1, 1/g ∈ cl(A). Then 1/g|Kf takes the
maximum modulus on a subset of Kf \ Kg since g = 1 on Kg and |g| < 1 otherwise. It follows
by a routine argument on the theory of uniform algebra that there exists a peak point in the weak
sense for (cl(A))|Kf in Kf \Kg . It follows that the point is in Ch(cl(A)) since Kf is a peak set
for cl(A). Thus we can find an x0 ∈ (Kf \Kg)∩ Ch(cl(A)). Since |g(x0)| < 1, there is a u ∈ P ◦x0
such that
1 ∈ (f u)(MA) and 1 /∈ (gu)(MA).
The “if” part is proved. 
The following is a version of a theorem of Bishop (cf. [2, Theorem 2.4.1]).
Lemma 2.3. Let f ∈ cl(A) and x0 ∈ Ch(cl(A)). If λ = f (x0) and λ 
= 0, then there exists a
u ∈ P ◦x0 such that (1/λ)f u ∈ {v ∈ cl(A): v(MA) ⊂ D◦1 ∪ {1} ∪ {0}, v(x0) = 1}.
Proof. Put F0 = {x ∈ MA: |f (x)− λ| |λ|/2} and
Fn =
{
x ∈ MA: |λ|2n+1 
∣∣f (x)− λ∣∣ |λ|
2n
}
(n = 1,2, . . .).
Clearly, F0,F1, . . . ,Fn, . . . are all closed subsets of MA which do not contain x0. Hence there
exist u0, u1, . . . , un, . . . ∈ P ◦x0 such that∣∣u0(x)∣∣< |λ|‖f ‖ for x ∈ F0,∣∣un(x)∣∣< 1n for x ∈ Fn, Reun > 0 on MA (n = 1,2, . . .).2 + 1
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u = u0
∞∑
k=1
uk
2k
.
The above series is majorized by the convergent series ∑ 12k , so u is well defined and u ∈ cl(A).
Moreover, u is easily seen to be a function in P ◦x0 .
Put g = (1/λ)f u. To verify g ∈ {u ∈ cl(A): u(MA) ⊂ D◦1 ∪ {1} ∪ {0}, u(x0) = 1}, pick
x ∈ MA. If x ∈ F0, then we have∣∣g(x)∣∣= 1|λ|
∣∣f (x)∣∣∣∣u0(x)∣∣ ∞∑
k=1
|uk(x)|
2k
<
1
|λ| ‖f ‖
|λ|
‖f ‖
∞∑
k=1
1
2k
= 1.
If x ∈ Fn for some positive integer n, then∣∣g(x)∣∣= 1|λ|
∣∣f (x)∣∣∣∣u0(x)∣∣
( |un(x)|
2n
+
∑
k 
=n
|uk(x)|
2k
)
 1|λ|
(∣∣f (x)− λ∣∣+ |λ|)( |un(x)|
2n
+
∑
k 
=n
1
2k
)
<
1
|λ|
( |λ|
2n
+ |λ|
)(
1
2n
1
2n + 1 + 1 −
1
2n
)
= 1.
If x ∈ MA \⋃∞n=0 Fn, then f (x) = λ and so g(x) = u(x) ∈ D◦1 ∪{1}. Thus we have that g(MA) ∈
D1 ∪ {1} ∪ {0} and g(x0) = u(x0) = 1, so the proof is completed. 
Lemma 2.4. For f,g ∈ cl(A), f = g if and only if (f u)(MA) = (gu)(MA) for all u ∈P◦.
Proof. The “only if” part is trivial. To show the “if” part, we assume f 
= g and will find a
u ∈ P◦ such that (f u)(MA) 
= (gu)(MA). Since f 
= g on MA follows by f 
= g on Ch(cl(A)),
there is an x0 ∈ Ch(cl(A)) such that f (x0) 
= g(x0). Without loss of generality, we can assume
that |f (x0)| |g(x0)|.
If f (x0) 
= 0, then Lemma 2.3 gives a u ∈ P ◦x0 ⊂ P◦ such that (1/λ)f u ∈ P ◦x0 , where λ =
f (x0). Then (f u)(MA) ⊂ D◦|λ| ∪{λ}∪{0}, while (gu)(x0) = g(x0) and g(x0) cannot lie in D◦|λ| ∪{λ} ∪ {0} since |f (x0)| |g(x0)| and λ 
= g(x0). Hence (f u)(MA) 
= (gu)(MA).
On the other hand, if f (x0) = 0, then g(x0) 
= 0. Put r = |g(x0)| and F = {x ∈ MA:
|f (x)|  r}. Since F is a closed subset of MA with x0 /∈ F , there is a u ∈ Px0 such that|u(x)| < r/(‖f ‖ + 1) for every x ∈ F . It follows that∣∣(f u)(x)∣∣= ∣∣f (x)∣∣∣∣u(x)∣∣{ ‖f ‖ r‖f ‖+1 < r if x ∈ F,
< r‖u‖ = r if x ∈ MA \ F.
Hence, for each x ∈ MA, |(f u)(x)| < r = |g(x0)| = |(gu)(x0)|. This implies that (f u)(MA) 
=
(gu)(MA). Thus the lemma is proved. 
3. Theorems and examples
In this section we first show that an additively spectrum-preserving map is linear and multi-
plicative (cf. [13, Theorem 4.4]). The following is an easy consequence of a theorem of Kowalski
and Słodkowski [16].
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algebra. Suppose that T is a map from A into B such that
σ
(
T (a)+ T (b))⊂ σ(a + b)
holds for every pair a and b in A. Then T is linear and multiplicative.
Proof. Since B is semi-simple and σ(T (b) + T (−b)) ⊂ σ(b + (−b)) = {0} holds for every
b ∈ A we see that T (−b) = −T (b) holds for every b ∈ A. Let φ be an arbitrary elements in the
maximal ideal space MB of B . We may suppose that φ is a complex homomorphism, so φ ◦ T is
a function from A into the complex field C such that φ ◦ T (0) = 0 and
φ ◦ T (a)− φ ◦ T (b) = φ(T (a)− T (b)) ∈ σ (T (a)− T (b))
= σ (T (a)+ T (−b))⊂ σ(a − b)
hold for every a and b in A. Then we see that φ ◦ T is linear and multiplicative by a theorem of
Kowalski and Słodkowski [16]. Since φ ∈ MB is arbitrary and B is semi-simple, it follows that
T is linear and multiplicative. 
On the other hand, Molnár [17] considered multiplicatively spectrum-preserving maps on
Banach algebras including the algebra of all complex-valued continuous functions on a first
countable compact Hausdorff space and the algebra of all bounded linear operators on an infinite-
dimensional Hilbert space. Among other theorems, he proved that surjective maps T on those
Banach algebras A such that
σ(Tf T g) = σ(fg) (f, g ∈ A)
are almost isomorphisms. In particular, if T preserves the unit, then T is an isomorphism.
Suppose that a theorem of Kowalski and Słodkowski could be modified so that a map φ from
a Banach algebra A with the unit eA into C such that
φ(eA) = 1,
φ(a)φ(b) ∈ σ(ab), for a, b ∈ A,
were always linear and multiplicative. Then theorems of Molnár and their generalizations were
proved in a way similar to the proof of Theorem 3.1. But it is not the case: The modified theorem
does not hold even for semi-simple commutative Banach algebras (see Example 3.4). Thus it is
interesting to study Banach algebras for which the Molnár’s type results hold.
Our main result is the following (see also Theorem 6.2).
Theorem 3.2. Let A be a semi-simple commutative Banach algebra with the unit eA and B a
commutative Banach algebra with the unit eB , respectively. Suppose that T is a map from A
onto B such that the equation
σ(Tf T g) = σ(fg)
holds for every pair f and g in A. Then B is semi-simple and there exist a τ ∈ B with σ(τ) ⊂
{−1,1} and a homeomorphism Φ from MB onto MA such that the equation
(Tf )(y) = τ(y)f (Φ(y)) (y ∈ MB)
holds for every f ∈ A.
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that the following corollary holds.
Corollary 3.3. Let A be a semi-simple commutative Banach algebra with the unit eA and B a
commutative Banach algebra with the unit eB , respectively. Suppose that T is a map from A onto
B such that the equations
T (eA) = eB
and
σ(Tf T g) = σ(fg) (f, g ∈ A)
hold. Then B is semi-simple and T is an isomorphism.
As a consequence of Corollary 3.3 we see that a surjective multiplicative map T from a unital
semi-simple commutative Banach algebra A onto a unital commutative Banach algebra is an
isomorphism if it is spectrum-preserving (i.e. σ(T (f )) = σ(f ) for every f ∈ A).
On the other hand, the hypothesis that T is surjective in Theorem 3.2 and Corollary 3.3 is
essential: We give an example of a unital map T , which is neither linear nor multiplicative, from
C(C) into itself for the Cantor ternary set C such that the equation
σ(Tf T g) = σ(fg)
holds for every f,g ∈ C(C).
Example 3.4. Let C be the Cantor ternary set, C1 = C ∩ [0, 13 ], C2 = C ∩ [ 23 , 79 ] and C3 =
C ∩ [ 89 ,1]. Let πj be a homeomorphism from Cj onto C for j = 1,2,3. Let A1, A2, A3 be a
disjoint subset of C(C) such that
3⋃
j=1
Aj =
{
f ∈ C(C): 0 ∈ σ(f )}
and
A4 =
{
f ∈ C(C): 0 /∈ σ(f )}.
Put fj (t) = tj ∈ C(C) and suppose that fj ∈ Aj for j = 1,2,3. Define a map T from C(C) into
C(C) as following: If f ∈ A4, then
(Tf )(x) =
⎧⎨
⎩
f ◦ π1(x), x ∈ C1,
f ◦ π2(x), x ∈ C2,
f ◦ π3(x), x ∈ C3;
if f ∈ A1, then
(Tf )(x) =
⎧⎨
⎩
0, x ∈ C1,
f ◦ π2(x), x ∈ C2,
f ◦ π3(x), x ∈ C3;
if f ∈ A2, then
(Tf )(x) =
⎧⎨
⎩
f ◦ π1(x), x ∈ C1,
0, x ∈ C2,
f ◦ π3(x), x ∈ C3;
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(Tf )(x) =
⎧⎨
⎩
f ◦ π1(x), x ∈ C1,
f ◦ π2(x), x ∈ C2,
0, x ∈ C3.
Then by a simple calculation, we have that
T 1 = 1
and
σ(Tf T g) = σ(fg)
for every pair f and g in C(C). On the other hand, it is easy to see that T is neither linear nor
multiplicative since fj ∈ Aj for j = 1,2,3. Let x ∈ C1. Then the functional φ on C(C) defined
by φ(f ) = (T (f ))(x) (f ∈ C(C)) is neither linear nor multiplicative while
φ(f )φ(g) ∈ σ(fg)
holds for every pair f and g in C(C).
We give an example of a non-linear and non-multiplicative surjective map such that the spec-
trum of the product of the image of any two elements is a subset of the spectrum of the product
of those two elements.
Example 3.5. Let I¯ be the one point compactification of the discrete space of all the integers I .
For n ∈ I put
An =
{
f ∈ C(I¯ ): f (m) = 0 if m n, f (k) 
= 0 if n < k}.
Let T be a map on C(I¯ ) defined by
Tf = f for f ∈ C(I¯ ) \
⋃
n∈I
An,
and for f ∈ An put(
T (f )
)
(l) =
{
0 if l = n+ 1,
f (l) otherwise.
Then T is a surjective map from C(I¯ ) onto itself which satisfies
T (f )T (g)(I¯ ) ⊂ fg(I¯ ) (f,g ∈ C(I¯ )).
In particular, T is neither linear nor multiplicative.
4. A proof of Theorem 3.2
Throughout this section A, B and T satisfy the hypotheses in Theorem 3.2. The central idea
for the proof of Theorem 3.2 is to extend T to the map defined on a certain subset of the uniform
closure of A by applying the existence of the unit.
We first consider the case where B is semi-simple. Then we may suppose that A and B are
subalgebras of C(MA) and C(MB), respectively.
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from A into B by
(T˜ f )(y) = τ(y)(Tf )(y) (y ∈ MB),
for every f ∈ A. Then by a simple calculation we see that T˜ is a surjection from A onto B such
that
σ(fg) = σ(T˜ f T˜ g) (4.1)
holds for every pair f and g in A, and T˜ eA = eB , and so
σ(f ) = σ(T˜ f ) (4.2)
holds for every f ∈ A. We show that there is a homeomorphism Φ from MB onto MA such that
the equation
(T˜ f )(y) = f (Φ(y))
holds for every f ∈ A and y ∈ MB . It will follow that Theorem 3.2 holds.
Claim 1. Suppose that fn ∈ A and f ∈ cl(A) with 0 /∈ f (MA) such that ‖fn − f ‖ → 0 as
n → ∞. Then {T˜ fn} is a Cauchy sequence with respect to the supremum norm on MB .
Proof. Since MA is compact and 0 /∈ f (MA), we have
0 <M0 = inf
x∈MA
∣∣f (x)∣∣ sup
x∈MA
∣∣f (x)∣∣= M1.
We may assume that the inequalities
M0
2
<
∣∣fn(x)∣∣< 2M1
hold for every positive integer n and x ∈ MA since ‖fn − f ‖ → 0 as n → ∞, in particular,
we may assume that fn ∈ A−1. Since {fn} is a Cauchy sequence, for every ε > 0 there exists a
positive integer nε such that∣∣∣∣ fn(x)fm(x) − 1
∣∣∣∣ ε|fm(x)| <
2ε
M0
for every n,m nε and x ∈ MA. On the other hand, we see that T˜ ( 1fm ) = 1T˜ fm since
σ
(
T˜ fmT˜
(
1
fm
))
= σ
(
fm · 1
fm
)
= {1}.
Thus we see that
fn
fm
(MA) = T˜ fn
T˜ fm
(MB),
so ∣∣∣∣ (T˜ fn)(y)(T˜ fm)(y) − 1
∣∣∣∣< 2εM0
for every n,m nε and y ∈ MB . It follows that a inequality∣∣(T˜ fn)(y)− (T˜ fm)(y)∣∣< 4εM1
M0
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‖fm‖ < 2M1. We conclude that a sequence {T˜ fn} is a Cauchy sequence. 
Now we extend T˜ to be a function defined on A ∪ (cl(A))−1. Let f ∈ (cl(A))−1. Then there
exists a sequence {fn} in A such that ‖fn − f ‖ → 0 as n → ∞. Then by Claim 1 we see that
{T˜ fn} is a Cauchy sequence. Put T˜ f to be limn→∞ T˜ fn. It is easy to see that the T˜ f does not
depend the choice of a sequence which converges to f . We also see that 1
fn
converges to 1
f
and
T˜ ( 1
f
) = 1
T˜ f
by a routine argument, so that T˜ f ∈ (cl(B))−1. We denote the extended map also
by T˜ .
Claim 2. Let f,g ∈ A∪ (cl(A))−1. Then we have
(T˜ f T˜ g)(MB) = (fg)(MA), T˜ f (MB) = f (MA).
Proof. We consider the case where f,g ∈ (cl(A))−1. For the case where f ∈ A and g ∈
(cl(A))−1, we can prove in the same way and omit a proof. By Claim 1 and the definition of
T˜ f and T˜ g, there exist sequences {fn} and {gn} in A such that
‖fn − f ‖ → 0, ‖gn − g‖ → 0, ‖T˜ fn − T˜ f ‖ → 0, ‖T˜ gn − T˜ g‖ → 0
as n → ∞. Suppose that a ∈ (fg)(MA). Then there is an xa ∈ MA such that a = (fg)(xa).
Put an = (fngn)(xa), so that limn→∞ an = a. Let ε > 0 be arbitrary. Then there exists a natural
number nε such that the inequalities
‖T˜ fnT˜ gn − T˜ f T˜ g‖ < ε2 , |an − a| <
ε
2
hold for every n  nε . Since (fngn)(MA) = (T˜ fnT˜ gn)(MB), there is a yn ∈ MB with an =
(T˜ fnT˜ gn)(yn). Thus we see that∣∣a − (T˜ f T˜ g)(yn)∣∣ |a − an| + ∣∣(T˜ fnT˜ gn)(yn)− (T˜ f T˜ g)(yn)∣∣< ε.
Since ε is arbitrary and MB is compact, we see that a ∈ (T˜ f T˜ g)(MB). Thus we have that
(fg)(MA) ⊂ (T˜ f T˜ g)(MB).
In the way similar to the above, we can prove that (T˜ f T˜ g)(MB) ⊂ (fg)(MA) and we con-
clude that (fg)(MA) = (T˜ f T˜ g)(MB). Putting g = eA in this equation, we see that T˜ f (MB) =
f (MA). 
Claim 3. The extended map T˜ is a surjection from A∪ (cl(A))−1 onto B ∪ (cl(B))−1.
Proof. Let f ∈ (cl(A))−1. Since T˜ (eA) = eB we see by Claim 2 that
f (MA) = (T˜ f )(MB).
For f ∈ (cl(A))−1, we have that 0 /∈ f (MA) and so 0 /∈ (T˜ f )(MB). Thus we see that T˜ f ∈
(cl(B))−1 since (cl(B))−1 = {f ∈ cl(B): 0 /∈ f (MB)}: T˜ is well defined on A ∪ (cl(A))−1 into
B ∪ (cl(B))−1. We show that T˜ is a surjection. Suppose that g ∈ (cl(B))−1. Then there exists a
sequence {gn} in B such that ‖gn − g‖ → 0 as n → ∞. Since T˜ is a surjection from A onto B ,
there exists a sequence {fn} in A such that T˜ fn = gn holds for every positive integer n. In the
same way as in the proof of Claim 1, we see that {fn} is a Cauchy sequence in A and there is an
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is a surjection from A∪ (cl(A))−1 onto B ∪ (cl(B))−1. 
Claim 4. T˜ is injective on A∪ (cl(A))−1.
Proof. Suppose T˜ f = T˜ g for f,g ∈ A ∪ (cl(A))−1. Then, for each u ∈ P◦, applying Claim 2
we see that
(f u)(MA) =
(
(T˜ f )(T˜ u)
)
(MB) =
(
(T˜ g)(T˜ u)
)
(MB) = (gu)(MA).
By Lemma 2.4, we obtain f = g. Hence T˜ is an injection. 
Let Ch(cl(B)) denote the Choquet boundary of cl(B). For each y ∈ Ch(cl(B)), put
Q◦y =
{
v ∈ cl(B): v(MB) ⊂ D◦1 ∪ {1}, v(y) = 1
}
,
and Q◦ =⋃y∈Ch(cl(B)) Q◦y . For each h ∈Q◦, we write Lh = {y ∈ MB : h(y) = 1}.
Claim 5. Let f,g ∈P◦. If LT˜ f ⊂ LT˜ g , then Kf ⊂ Kg .
Proof. By Claim 2, f ∈ P◦ implies T˜ f ∈ Q◦. Hence LT˜ f and LT˜ g is well defined. Sup-
pose LT˜ f ⊂ LT˜ g and assume that u ∈ P◦ satisfies 1 ∈ (f u)(MA). By Claim 2, we have 1 ∈
((T˜ f )(T˜ u))(MB). For T˜ u ∈Q◦ and 1 ∈ ((T˜ f )(T˜ u))(MB), we have that 1 ∈ ((T˜ g)(T˜ u))(MB)
by Lemma 2.2, and so 1 ∈ (gu)(MA) by Claim 2. We apply Lemma 2.2 again to conclude that
Kf ⊂ Kg . 
Claim 6. For each y ∈ Ch(cl(B)), there exists an x ∈ Ch(cl(A)) such that T˜ −1(Q◦y) ⊂ P ◦x .
Proof. Fix y ∈ Ch(cl(B)). Then T˜ −1(Q◦y) ⊂P◦ holds by Claim 2. Put
K =
⋂
f∈T˜ −1(Q◦y)
Kf .
We first observe that K is non-empty. It is enough to show that the family {Kf : f ∈ T˜ −1(Q◦y)}
has the finite intersection property. Pick f1, . . . , fn ∈ T˜ −1(Q◦y). Since T˜ is surjective, we find
a g ∈ A ∪ (cl(A))−1 such that T˜ g = T˜ f1 · · · T˜ fn. Then g is also an element of P◦ since
T˜ f1 · · · T˜ fn ∈ Q◦y , and so T˜ g ∈ Q◦y . Moreover we have LT˜ g ⊂ LT˜ fi for 1  i  n. For, if
(T˜ g)(z) = 1, then (T˜ f1)(z) · · · (T˜ fn)(z) = 1, and so T˜ f1(z) = · · · = T˜ fn(z) = 1, because each
T˜ fi(MA) ⊂ D◦1 ∪ {1}. Thus by Claim 5 we see that Kg ⊂ Kfi for 1  i  n, namely Kg ⊂
Kf1 ∩ · · · ∩ Kfn . Here, since T˜ g ∈ Q◦y , it follows from Claim 2 that 1 ∈ (T˜ g)(MB) = g(MA).
Hence Kg is nonempty and so is Kf1 ∩ · · · ∩ Kfn . Thus {Kf : f ∈ T˜ −1(Q◦y)} has the finite
intersection property, and we conclude that K is non-empty.
We next consider the restriction cl(A)|K of cl(A) to K . Since each set Kf is a peak set,
K is a peak set in the weak sense. It follows from [2, Corollary 2.4.3] that cl(A)|K is a uniform
algebra on K . Thus the Choquet boundary of cl(A)|K is not empty (see [2, p. 93]). Take a point
x ∈ Ch(cl(A)|K). Then x is a peak point in the weak sense for cl(A)|K and so for A by [2,
Corollary 2.4.4]. Thus x ∈ K ∩ Ch(cl(A)).
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(T˜ f )(MB) ⊂ D◦1 ∪ {1}. Also, we have f (x) = 1, because x ∈ K ⊂ Kf . Hence f ∈ P ◦x . Thus we
get T˜ −1(Q◦y) ⊂ P ◦x . 
Claim 7. To each y ∈ Ch(cl(B)), there corresponds a unique x ∈ Ch(cl(A)) such that
T˜ (P ◦x ) = Q◦y .
Proof. Fix y ∈ Ch(cl(B)). By Claim 6, there is an x ∈ Ch(cl(A)) such that T˜ −1(Q◦y) ⊂ P ◦x .
Since T˜ −1 has the same properties as T˜ , we can apply Claim 6 to T˜ −1 and find a y′ ∈ Ch(cl(B))
such that T˜ (P ◦x ) ⊂ Q◦y′ . Hence
Q◦y = T˜
(
T˜ −1
(
Q◦y
))⊂ T˜ (P ◦x )⊂ Q◦y′ .
Applying Lemma 2.1, we see that y = y′, and T˜ (P ◦x ) = Q◦y .
To show the uniqueness of x, suppose that T˜ (P ◦
x′) = Q◦y for an x′ ∈ Ch(cl(A)). Then T˜ (P ◦x ) =
Q◦y = T˜ (P ◦x′) and so P ◦x = P ◦x′ because T˜ is one-to-one. By Lemma 2.1, we get x = x′. 
By Claim 7 we associate to each y ∈ Ch(cl(B)) a unique point x ∈ Ch(cl(A)) with T˜ (P ◦x ) =
Q◦y . This association gives the map ϕ from Ch(cl(B)) into Ch(cl(A)), that is,
T˜
(
P ◦ϕ(y)
)= Q◦y (y ∈ Ch(cl(B))). (4.3)
Claim 8. For every f ∈ A and y ∈ Ch(cl(B)), we have that
(T˜ f )(y) = f (ϕ(y)).
Proof. Take f ∈ A and y0 ∈ Ch(cl(B)) arbitrarily. Put α = f (ϕ(y0)) and β = (T˜ f )(y0). We
will show that α = β .
We first assume that α 
= 0 and β 
= 0. Since α 
= 0, Lemma 2.3 gives a u ∈ P ◦ϕ(y0) such
that (1/α)f u ∈ {v ∈ cl(A): v(MA) ⊂ D◦1 ∪ {1} ∪ {0}, v(ϕ(y0)) = 1}. By (4.3), T˜ u ∈ Q◦y0 and
(T˜ u)(y0) = 1. Also, we have (f u)(MA) ⊂ D◦|α| ∪ {α} ∪ {0}. Applying Claim 2 we see that
β = (T˜ f )(y0)
= (T˜ f )(y0)(T˜ u)(y0) ∈
(
(T˜ f )(T˜ u)
)
(MB)
= (f u)(MA) ⊂ D◦|α| ∪ {α} ∪ {0}. (4.4)
On the other hand, since β 
= 0, Lemma 2.3 gives a v ∈ Q◦y0 such that (1/β)(T˜ f )v ∈ Q◦y0 . Since
T˜ (P ◦ϕ(y0)) = Q◦y0 , there is a w ∈ P ◦ϕ(y0) such that T˜ w = v. Then w(ϕ(y0)) = 1. Also, we have
((T˜ f )v)(MB) ⊂ D◦|β| ∪ {β} ∪ {0}. Applying Claim 2 we see that
α = f (ϕ(y0))= f (ϕ(y0))w(ϕ(y0)) ∈ (fw)(MA)
= ((T˜ f )(T˜ w))(MB) = ((T˜ f )v)(MB) ⊂ D◦|β| ∪ {β} ∪ {0}.
Combining (4.4), we see that
β ∈ D◦|α| ∪ {α} ∪ {0} and α ∈ D◦|β| ∪ {β} ∪ {0},
which forces that α = β .
O. Hatori et al. / J. Math. Anal. Appl. 326 (2007) 281–296 293We next consider the case α = 0. Let ε > 0 be given and put F = {x ∈ MA: |f (x)| ε}. Then
F is a closed set in MA and ϕ(y0) /∈ F for f (ϕ(y0)) = 0. Hence there is a u ∈ P ◦ϕ(y0) such that
|u(x)| < ε/(‖f ‖ + 1) for every x ∈ F . By (4.3), T˜ u ∈ Q◦y0 and so T˜ u(y0) = 1. Also, we have
(f u)(MA) ⊂ Dε , because∣∣(f u)(x)∣∣= ∣∣f (x)∣∣∣∣u(x)∣∣{ ‖f ‖ ε‖f ‖+1 < ε if x ∈ F,
< ε‖u‖ = ε if x ∈ MA \ F.
Hence
β = (T˜ f )(y0) = (T˜ f )(y0)(T˜ u)(y0) ∈
(
(T˜ f )(T˜ u)
)
(MB) = (f u)(MA) ⊂ Dε,
that is, |β| < ε. Since ε > 0 is arbitrary, we conclude that β = 0 = α.
We finally consider the case β = 0. Let ε > 0 be given and put F = {y ∈ MB : |T˜ f (y)| ε}.
Then we can find a v ∈ Q◦y0 such that |v(y)| < ε/(‖T˜ f ‖+ 1) for y ∈ F . According to (4.3), take
u ∈ P ◦ϕ(y0) so that T˜ u = v. Then we have u(ϕ(y0)) = 1 and we see in the same way as above that(
(T˜ f )v
)
(MB) ⊂ Dε . Hence we have α ∈ Dε , and so α = 0 = β since ε is arbitrary. 
Let h1, h2 ∈ cl(B). Suppose that h1 = h2 on Ch(cl(B)). Then we have that h1 = h2. Thus by
Claim 8 T˜ is a homomorphism from A into B , thus an isomorphism from A onto B since T˜ is
a bijection. It follows from a routine argument on commutative Banach algebras that there is a
homeomorphism Φ :MB → MA such that T˜ f = f ◦Φ on MB . In particular, it is easy to see that
Φ = ϕ on Ch(cl(B)). Since Tf = τ T˜ f , we see that Theorem 3.2 holds if B is semi-simple.
Finally we prove the theorem in general. It is enough to prove that B is semi-simple. Let Γ
be the Gelfand transform of B . Then Γ ◦ T is a map from A onto Γ B . Note that Γ B is a unital
semi-simple commutative Banach algebra. Since σ(u) = σ(Γ (u)) for every u ∈ B , we have that
σ
(
Γ ◦ T (f )Γ ◦ T (g))= σ(fg) (f, g ∈ A).
It follows from the proof of the case where B is semi-simple that Γ ◦ T is injective. Since T is
surjective, we see that Γ is injective, so that B is semi-simple.
We conclude that Theorem 3.2 holds in general.
5. Spectrum preserving multiplicative maps
Suppose that T is a map from a Banach algebra A into another one B. We say that T is
multiplicative if the equation T (fg) = T f T g holds for every pair f and g in A. We say that T
preserves the spectrum if the equation σ(T f ) = σ(f ) holds for every f ∈A.
Corollary 5.1. Let A be a semi-simple commutative Banach algebras with the unit eA and B a
commutative Banach algebra with the unit eB , respectively. Suppose that T is a multiplicative
map from A onto B and preserves the spectrum. Then B is semi-simple and T is an isomorphism
from A onto B , in particular, there exists a homeomorphism Φ from MB onto MA such that the
equation
(Tf )(y) = f (Φ(y)) (y ∈ MB)
holds for every f ∈ A.
Proof. Since T is multiplicative and preserves the spectrum, we see that
σ(Tf T g) = σ(fg)
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exist a τ ∈ B with σ(τ) ⊂ {−1,1} and a homeomorphism Φ from MB onto MA such that the
equation
(Tf )(y) = τ(y)f (Φ(y))
holds for every f ∈ A and y ∈ MB . Since
σ(T eA) = σ(eA) = {1}
and T eA = τ , we see that τ = eB , so the conclusion holds by Corollary 3.3. 
We show an example of a non-linear multiplicative map from C(C) for the Cantor ternary set
C into itself which is not surjective and preserves the spectrum.
Example 5.2. Let C be the Cantor ternary set, C1 = C∩[0, 13 ] and C2 = C∩[ 23 ,1]. For j = 1,2,
put a homeomorphism from Cj onto C by πj . Define T :C(C) → C(C) as follows: If f ∈ C(C)
satisfies that 0 /∈ f (C), then put
(Tf )(x) =
{
f ◦ π1(x), x ∈ C1,
f ◦ π2(x), x ∈ C2.
If f ∈ C(C) satisfies that 0 ∈ f (C), then put
(Tf )(x) =
{
0, x ∈ C1,
f ◦ π2(x), x ∈ C2.
By a simple calculation we see that T is multiplicative and preserves the spectrum, but T is not
linear.
6. The case of Banach ∗-algebras with symmetric involutions
In this section we show a generalization of Theorem 6 in [17] and Theorem 3.6 in [10] for the
case of commutative C∗-algebras.
Definition 6.1. Let A be a semi-simple commutative Banach ∗-algebra with an involution ∗. We
say that A is symmetric if the Gelfand transform of f ∗ equals to the complex conjugate of the
Gelfand transform of f for every element f ∈ A.
Theorem 6.2. Let A be a semi-simple commutative Banach ∗-algebras with the unit eA and B
a commutative Banach algebra with the unit eB , respectively. Suppose that A and B both are
symmetric. If T :A → B is a surjective map with the property that
σ(f ∗g) = σ ((Tf )∗T g) (f, g ∈ A),
then B is semi-simple and there exist a τ ∈ B whose Gelfand transform is a unimodular function,
and a homeomorphism Φ from MB onto MA such that
(Tf )(y) = τ(y)f (Φ(y)) (f ∈ A,y ∈ MB).
In particular, if T preserves the unit, then T is a ∗-isomorphism from A onto B .
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similar to that of Theorem 3.2 and is omitted.
For every f in A or B , we may suppose that f ∗ is the complex conjugation f¯ of f since A
and B possess symmetric involutions and we may suppose that A ⊂ C(MA) and B ⊂ C(MB).
Put τ = T (eA) and define the map T˜ on A by
T˜ f = τ¯ Tf (f ∈ A).
Since (T eAT eA)(MB) = (eAeA)(MA) = {1}, we see that (the Gelfand transform of) τ is a uni-
modular function on MB . Then by a simple calculation, we see that T˜ is a surjection from A onto
B with T˜ eA = eB , and
σ(f¯ g) = σ(T˜ f T˜ g) (f, g ∈ A). (6.1)
We show that the equation T˜ f = T˜ f¯ holds for every f ∈ A. Then it will follow that
σ(fg) = σ(T˜ f¯ T˜ g) = σ(T˜ f T˜ g) (f, g ∈ A),
and thus by Theorem 3.2 the conclusion of the theorem will hold.
Putting f = eA in (6.1) we see that σ(g) = σ(T˜ g) for every g ∈ A since T˜ eA = eB . So
T˜ AR ⊂ BR holds, where AR = A∩CR(MA) and BR = B ∩CR(MB). Let v ∈ BR. Then there is
a u ∈ A with T˜ u = v. Since u(MA) = v(MB) ⊂ R, the set of real numbers, we see that u ∈ AR.
Thus we see that T˜ (AR) = BR. Suppose that f ∈ A and g ∈ AR. Then we have that
fg(MA) = f¯ g(MA) = T˜ f T˜ g(MB) = T˜ f T˜ g(MB).
On the other hand,
fg(MA) = ¯¯f g(MA) = (T˜ f¯ T˜ g)(MB).
It follows that
(T˜ f T˜ g)(MB) = (T˜ f¯ T˜ g)(MB).
Since T˜ AR = BR and BR is uniformly dense in CR(MB) by the Stone–Weierstrass theorem, we
see in the same way as in the proof of Claim 2 that the equality
(T˜ f h)(MB) = (T˜ f¯ h)(MB)
holds for every f ∈ A and h ∈ CR(MB). Then in the same way as in the proof of Lemma 2.4 we
see that T˜ f = T˜ f¯ holds for every f ∈ A. 
Although our proofs of Theorems 3.2 and 6.2 are essentially due to the existence of the units of
the Banach algebras and cannot be adopted directly for non-unital commutative Banach algebras.
The authors do not know whether similar results of Theorem 3.2 or Theorem 6.2 for non-unital
commutative Banach algebras hold or not.
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