Abstract. The use of proof plans -formal patterns of reasoning for theorem proving -to control the (automatic) synthesis of efficient programs from standard definitional equations is described. Proof plans are used to control the (automatic) synthesis of functional programs, specified in a standard equational form, by using the proofs as programs principle. Thus the theorem proving process is a form of program optimization allowing for the construction of an efficient, target, program from the equational definition of an inefficient, source, program.
A general framework for synthesizing efficient programs, using tools such as higher-order unification, has been developed and holds promise for encapsulating an otherwise diverse, and often ad hoc, range of transformation techniques. A prototype system has been implemented which has the desirable properties of automatability, correctness and restricted search within a small (meta-level) search space. Different optimizations are achieved by placing different characterizing restrictions on the form of this new sub-goal and hence on the subsequent proof. Metavariables and higher-order unification are used in a technique called m/z/d/e-out reasoning to circumvent eureka steps concerning, amongst other things, the identification ofrecursive data-types, and unknown constraint functions. Such problems typically require user intervention. We illustrate the methodology by a novel means of affecting constraint-based program optimization through the use of proof plans for mathematical induction.
Synopsis
In this paper we investigate how proof plans-formal patterns of reasoning for theorem proving-can be used for controlling the synthesis of efficient functional programs from standard sets of equational definitions. By exploiting meta-level control strategies, a general framework for automatically synthesizing efficient programs has been developed. A key recta-level strategy is called middle-out reasoning, henceforth MOR, which involves the controlled use of higher-order meta-variables at the meta-level planning phase. This allows the planning to proceed even though certain object-level objects are (partially) unknown. Subsequent planning provides the necessary information which, together with the original definitional equations, will allow us to instantiate such meta-variables through higher-order unification (HOU) procedures. MOR allows for the circumvention of eureka steps during the optimization process concerning, amongst other things, the identification of recursive data-types, and unknown constraint functions. Such steps have typically required user-intervention in more traditional ("pure") transformational systems such as unfold/fold [3] . The control provided by proof planning allows us to view sdch syntheses as verification together with MOR.
The proof planning approach to controlling the synthesis of efficient programs was originally investigated within the context of synthesizing tail-recursive programs from naive definitions by using a tail-recursive generalization strategy [7] . In this paper we present a general framework for automatically synthesizing efficient programs through the use of proof planning and MOR. We illustrate the methodology by describing a novel form of generalization strategy which, together with an induction strategy and MOR, automatically affects constraint-based optimizations: the constraint-based generalization proof plan is used for generating families of efficient programs from definitions which include expensive expressions.
In previous generalization proof plans, such as that described in [7] , MOR has been limited to introducing (higher-order) meta-variables into goal statements according to the pre-conditions of the generalization proof plan. We refere to this kind of MOR as generalization-MOR, or simply gen-MOR. We significantly extend the mechanism by which MOR operates by allowing for the use of higher-order meta-variables in rewrite rules in addition to those introduced via the proof plan application. Such meta-variables are introduced via the exploitation of higher-order recursive definition schemas. These can be viewed as higher-order schematic rule templates. This significantly increases the scope for delaying proof commitments until subsequent theorem proving provides the requisite information to identify the relevant data structures. We shall refer to this usage of MOR as template MOR Different characterizations of proofs can be formalized as proof plan pre-conditions that subsequently effect the kind of optimization exhibited by the synthesized functions. In particular, the way in which meta-variables are introduced, via gen-MOR, into the proof of the goal statement(s) specifying the program being synthesized. Constraint-based optimizations are, for example, characterized differently from tail-recursive optimizations. This basically accounts for the new form of generalization systemized in the constraintbased generalization. However, so as to illustrate many features of the general framework we shall, in this paper, choose a running example which consists of synthesizing an efficient program, from standard equational definitions, which is both tail-recursive and constraint-based. The example will illustrate both the usage of gen-MOR and the new template MOR We believe that a large class of otherwise diverse, and often ad hoc, transformation strategies can be encompassed within this uniform proof plan framework. We show how the proof planning framework provides the necessary meta-level control over HOU and proof structure. Furthermore, the underlying logic we use guarantees the total correcmess of the synthesized function with respect to the specification. Toward the end of this paper we compare the proof planning approach to synthesizing efficient programs with existing optimization strategies and discuss its advantages.
