Many population genomic studies have been conducted in the past to search for traces of recent events of positive selection. These traces, however, can be obscured by temporal variation of population size or other demographic factors. To reduce the confounding impact of demography, the coalescent tree topology has been used as an additional source of information for detecting recent positive selection in a population or a species. Based on the branching pattern at the root, we partition the hypothetical coalescent tree, inferred from a sequence sample, into two subtrees. The reasoning is that positive selection could impose a strong impact on branch length in one of the two subtrees while demography has the same effect on average on both subtrees. Thus positive selection should be detectable by comparing statistics calculated for the two subtrees. Simulations demonstrate that the proposed test based on these principles has high power to detect recent positive selection even when DNA polymorphism data from only one locus is available and that it is robust to the confounding effect of demography. One feature is that all components in the summary statistics ( ) can be computed analytically. Moreover, mis-inference of derived and ancestral alleles is seen to have only a limited effect on the test and it therefore avoids a notorious problem when searching for traces of recent positive selection.
Introduction
Detecting recent events of positive selection and identifying beneficial alleles is of continued high interest in evolutionary biology. During the last two decades, many methods for this purpose have been proposed. Recent positive selection can alter the polymorphism pattern of a neutral locus which is partially or completely linked to a selected locus (i.e. the locus carrying the beneficial allele). The altered site frequency spectrum can be detected if it differs significantly from the expectation under the standard neutral model (TAJIMA 1989b; FU and LI 1993; FAY and WU 2000; ZENG et al. 2006; ACHAZ 2009; FERRETTI et al. 2010) . Recent positive selection may also reduce genetic diversity around the selected locus due to genetic hitchhiking (MAYNARD SMITH and HAIGH , = 2 (TAJIMA 1983) .
To bound the number of false positives produced by random topologies, we set = min { − 1, ⌈0.95 + 0.05⌉}. We call a tree unbalanced if ≥ 20 and 10% probability that the tree is more unbalanced (i.e. ≥ ) under the standard Wright-Fisher neutral model. For smaller sample size, one can only take = − 1, violating the 10% probability criterion.
Then let us consider a sample from a diploid population (although the test would also hold for haploid populations). Without loss of generality, we assume 1 ≥ 2 and denote as the node that is the most recent common ancestor (MRCA) of the 1 lineages that are the left-descenants of the root. Thus the whole sample is partitioned into two sub-samples by the node (Figure 1 ).
The branches of the sub-sample rooted by the node are defined as the major branches and the rest of the tree is defined as the minor branches. Note that the minor branches include the two basal branches immediately descended from the root. Let ( ) be the expected total length of the minor branches under neutrality scaled so that one unit corresponds to 2N generations, where 7 N is the effective size of a diploid population. ( ) is the expected total length of the major branches under neutrality. ( ) and ( ) are calculated under the standard neutral model, and ( ) = ( ) + ( ), where is the tree length. Moreover, it is well-known that (= 4 ) can be estimated from the number of mutations on the tree since ( ) = 2 ( )/ ( ) (WATTERSON 1975; HUDSON 1991) , where is the mutation rate per generation, the number of segregating sites (i.e. the number of mutations occurred on the tree).
Similarly, and can also be estimated from the number of mutations on the major branches ( ) and minor branches ( ), respectively, and we have = +
. To calculate , and , the details are given as follows.
Let
(2 ≤ ≤ ) be the time duration required for k sequences to coalesce to (k -1) sequences, i.e. the so-called k-coalescent time. Following the standard coalescent process (HUDSON 1991), we have
( 2 ) = ( ) + 2 ( ) = 8 2 ( −1) 2 .
Furthermore, we can derive the expectation and variance of the branch lengths of the tree (HUDSON 1991) from equation (1) and (2):
We first take = − 1 as an example to derive the statistical properties of an unbalanced tree. More general results for unbalanced trees with ≤ − 1 are given in the Appendix. When = − 1, the expectation and variance of and can be obtained from equation (1), 8 (2) and (3) as follows:
Equation (6) holds because is equal to the sum of the tree height and the branch length between the root and the node (Figure 1 ). Since
we can get the covariance of and
For a general value of , we have ⌊ 2 ⁄ ⌋ < ≤ − 1, where ⌊ ⌋ means the largest integer smaller than or equal to . Let = − , so we have 1 ≤ < /2. If the sample consists of n sequences, there are ( − 2) coalescent events excluding the last one (from present to past). If we denote coalescent events that happen on major branches with "1" and those that happen on minor branches with "0", the sequence of coalescent events, from present to past, is a binary vector with ( − 1) "1"s and ( − 1) "0"s. Thus, there are = ( − 2 − 1 ) possible binary vectors , = 1, 2, … , . As an example, Figure 2 illustrates all the possible coalescent event vectors when = 5 and = 3. We use B to denote the set of binary vectors. Each element in B represents a set of trees having the same sequence of coalescent events. Each set of trees occur with the same probability (1/ ) since tree topology is independent of coalescent time and trees with the same 9 topology have the same probability. In other word ( = ) = 1/ for all ∈ {1, 2, … , }.
For convenience, we introduced a series of indices 2 , 3 , …, − . Each index corresponds to a coalescent event on major branches. The subscript in denotes the number of lineages in major branches right before this coalescent event (from present to past) and the value represents the number of lineages in the whole tree at the same time ( Figure 2 ). With these indices, the expectation of can be calculated following the law of total expectation (details are given in the Appendix):
, we can easily obtain the expectation of from equation (4) and (12),
Similar to the derivation of ( ), we derived the variance of and (details are presented in the Appendix),
where is determined by: = if ≤ < +1 ( ∈ {2, 3, … , − } and − +1 = + 1).
where is determined by
The covariance of and is
where ( ), ( ) and ( ) are given by equation (5), (14) and (15) 
where is estimated by Watterson's method (WATTERSON 1975) , that is ̂= / ∑
Similarly, we have the variance of ̂
Calculation of (̂,̂) is given in the Appendix. The result is
Following the previous studies (TAJIMA 1989b; FU and LI 1993) , 2 was estimated by
Under the standard neutral model we have (̂) = (̂) = , thus ( ) ≈ 0. However, it is expected that recent positive selection has stronger impact on than ( Figure 1C and D), which reduces ( )/ ( ). It results in a stronger reduction of than of . Thus (̂) < (̂) < , and ( ) < 0.
To get the inferred value of for the locus, which is denoted by ̂ (i.e. the branching pattern of the root), an UPGMA tree (SNEATH and SOKAL 1973) is reconstructed based on nucleotide differences. Here, only the information on the root of the UPGMA tree is collected.
UPGMA is chosen in this study because it is an effective tree-construction algorithm and can naturally determine the root. There is also other algorithm based on nucleotide differences that has similar efficiency, for instance neighbor-joining (SAITOU and NEI 1987), but it is unable to infer the root without the information of outgroup. Moreover, in contrast to between-species phylogenetics, rate-variation of the mutation rate along branches is not a major concern in population genetic genealogies. A similar tree-bipartition algorithm was developed to estimate coalescent times (TANG et al. 2002; KING and WAKELEY 2016) .
To calculate ̂, let the sampled sequences be numbered from 1 to n, assuming that the sample consists of n sequences. Thus, = {1, 2, ⋯ , } represents the whole sample. Without loss of generality, denote the descendants of the left branch originating from the root as {1, ⋯ ,̂}, and the descendants of the right branch originating from the root as {̂+ 1, ⋯ , }. Then, under the infinite sites model, ̂ is the number of segregating sites in the subsample {1, ⋯ ,̂} ( Figure S1 ), and ̂=̂−̂, where ̂ and ̂ are the observed number of mutations on minor branches and major branches, respectively. Therefore, we do not infer the ancestral and derived status of alleles to estimate and , and the outgroup is only used to root the tree. Following equations (17) and (18), ̂ and ̂ can be calculated.
Finally, to test whether the data differ significantly from the expectation under the standard neutral model (one tail test), the p-value of the test is given by P ( ≥ , ≤̂|̂1,̂2,̂3 + ),
where ̂ is the estimated value of the statistic of the studied locus, and {̂1,̂2,̂3 + } is the observed compact site frequency spectrum of the locus (LI and STEPHAN 2005) . When an outgroup is available, the compact site frequency spectrum is polarized and ̂1 is the number of singletons observed in the sample, ̂2 the number of doubletons, ̂3 + = ∑− 1 =3 (LI and STEPHAN 2005) .
When an outgroup is not available, the compact site frequency spectrum is un-polarized.
The test can only be performed if the sample size is not extremely small (i.e. at least 10 diploid individuals, or the number of chromosomes ≥ 20) since it requires to infer an unbalanced tree (i.e. ̂≥ ). This restriction reduces the power because positive selection may not always produce an unbalanced tree. However, for the sake of keeping the false positive rate under control we accept somewhat less sensitivity. We estimate the P-value of the test by generating 10 4 samples of polymorphism data under the standard neutral model, and choosing the significance level of 0.05.
Simulation data.
To examine the performance of the test, single-locus DNA polymorphism data was simulated in different demographic scenarios. Then the root branching pattern of tree (Γ) was estimated by the UPGMA method to partition each simulated sample into major and minor parts. Simulations for neutrality were done according to the procedures described previously (HUDSON 1991) . Positive selection was assumed to be directional with co-dominant alleles: denoting b as the wild-type allele and B as the favored allele on the selected locus, the three 13 genotypes, bb, bB, and BB, have the relative fitness 1, 1+s, and 1+2s, respectively. The dynamics of the selected locus follow a deterministic approximation for the selective stage where the frequency of the beneficial allele increases from to 1 − , where = 1 2 ⁄ (KIM and STEPHAN 2002;
LI and STEPHAN 2006). We did not use time-forward simulations to generate the trajectory of the selected allele (EWING and HERMISSON 2010), and it is beyond the topic of this study to compare with the two trajectories.
Data availability. Maize HapMapV2 data was downloaded from the Panzea website (www.panzea.org), which consisted of 84 maize sequences (CHIA et al. 2012) . The core region (84.63Mb-84.67Mb) on chromosome 10 was further analyzed by the new method. This region was previously identified as a candidate of positive selection on the maize genome (TIAN et al. 2009; LIN et al. 2011) . We also randomly selected and analyzed three chromosomal regions as neutral controls.
The software to perform the test is platform independent. It requires a pre-installed the standard Java environment (version 1.5 or higher). The software for calculating can be freely downloaded from Zenodo (http://doi.org/10.5281/zenodo.835226) and our institutional website (http://www.picb.ac.cn/evolgen/softwares/).
Results
The distribution of . We first examined the distribution of under the standard neutral model without recombination ( Figure S2 ). The shape of distribution is slightly asymmetric, and as expected, we have ( ) ≈ 0 (Table S1 ). With recombination, distribution shifts to the right while the variance becomes smaller, so tends to be more positive ( Figure S2 , Table S1 ).
14 This makes our test conservative. This is due to the fact that recombination breaks the region into several non-recombined fragments. These fragments can have different genealogies. When there is no recombination, and under the infinite sites model, a genetic variant can either segregate in one of the major and minor sub-sample or be monomorphic but distinct in the two sub-samples. With recombination present, it could be segregating in both sub-samples ( Figure S1 ). Then the genetic variant may be counted as . Thus, tends to be overestimated and tends to be positive when there is recombination within the locus. This agrees with the previous findings that recombination affects the distribution of summary statistics for detecting selection (WALL 1999) .
Moreover, the infinite-sites model could be invalid due to multiple hits and homoplasy although it is popularly used when detecting recent positive selection. We expect that the effects should be similar to recombination (HUDSON 2001; MCVEAN et al. 2002) and make the test more conservative, as we discussed above.
False positive rates under neutrality. Population size expansion and bottleneck may result
in the incorrect inference of positive selection when there is none (NEI et al. 1975; WATTERSON 1986; TAJIMA 1989a; JENSEN et al. 2005) . As many researchers pointed out (AKEY 2009; HERMISSON 2009 ), this problem cannot be underestimated, in particular in genome-wide scans. To investigate the robustness of the test, the false positive rate is the probability that the null hypothesis (i.e. the standard neutral model) is rejected when the neutral data is simulated under different demographic scenarios (PRZEWORSKI 2002; JENSEN et al. 2005; LI 2011 ).
(1) Population size expansion. We examined the robustness of the tests under recent and old population size expansions ( Figure 3E ). The maximum false positive rate of Tajima's D test, Fu &
Li's D test is about 60-85% in the examined cases ( Figure 3A ). It agrees with the previous 15 findings that Tajima's D and Fu & Li' s D test are sensitive to population size expansion (TAJIMA 1989a; FU and LI 1993 shall also point out that, the false positive only refers to the case that the tests falsely identify the signal of positive selection in a neutral evolved sample. If we are interested with detecting population size expansion, the false positive rate would be indicated as power (TAJIMA 1989a; FU 1997; PLUZHNIKOV et al. 2002) .
(2) Bottleneck. We examined the population bottleneck model ( Figure 3F ( Figure S3 ).
Moreover, the examined bottleneck scenarios are particularly severe in so far as they produce particularly large false positive rate of Tajima's D test (TAJIMA 1989b) (3) Population structure. We also examined the effects of population subdivision under the symmetric island model ( Figure 3G ). Population subdivision has the profound effect on tree topology (WAKELEY and ALIACAR 2001 Figure 3C ). Fu & Li's D test is also robust to most migration parameters.
Then we examined the population divergence model ( Figure 3H ), which is similar to the finite island model but the sub-populations have a recent common ancestral population. All the tests are insensitive to the examined population divergence event for different migration parameters ( Figure 3D ). Moreover, an incomplete MD-sampling problem may occur in practice since population structure often remains unknown. We investigated this by assuming that MDs are only sampled from several randomly chosen demes ( Figure S4) respect to the unequal sampling problem in the most of cases ( Figure S5 ).
Power. We examined the sensitivity of the test under a selective sweep. Our simulations suggested that the power of the test can be above 60% when ≥ 100 (or the number of sampled diploid individuals is at least 50) ( Figure 4A ). As expected, the power increases when sample size and/or the number of observed polymorphic sites increase (Figure 4) . Generally, the power (slightly) increases when an outgroup is available. Interestingly, when recombination occurs within the locus, the power of the test remains similar to that without recombination within the locus (Figure S6, 4) . This suggests that recombination may not have an adverse effect on the power of much because selection reduces the total length of the coalescent tree and, hence, reduces the opportunity for recombination (SABETI et al. 2002) .
We also investigated the effect of the population size expansion and bottleneck models on the power of test, including old and recent demographic events. It has sufficiently high power to identify a selective sweep even when population size varied in the past ( Figure S7 ). We also surveyed the effect of different in detecting positive selection under the constant population size model and the bottleneck model, where is the time back to the completion of the selective substitution (in units of 2 generations, where is the effective population size) ( Figure S8 ). It is expected that the power is lowered when increases. Simulations suggest that the test is able to detect positive selection when < 0.1.
Robustness to model misspecification.
Next, we checked the dependence of the false positive rate on background selection (CHARLESWORTH et al. 1993 ). Similar to the previous analysis (FU 1997; LI 2011), we considered here a partially linked gene pair that, as a pair, is subject to purifying selection, with a neutral DNA segment placed in between. Background selection typically leads to an excess of singletons, but does not affect the high frequency derived mutations (FU 1997) . As expected, the false positive rate of the test under background selection remains below the significance level of the test ( Figure S9 ). Among the three classical statistical tests, Fay & Wu's H test is also robust to background selection.
Application to experimental data from maize. Previous studies (TIAN et al. 2009; LIN et al. 2011 ) identified a selective sweep in a core region 83.5-86Mb on chromosome 10 of the maize genome in a data set containing 28 sequences (GORE et al. 2009 ). It is a sub-set of data that we used in this study (n = 84) (CHIA et al. 2012) . Following these studies we conducted an analysis on the core region in the latest maize data set using the test. Ten windows were analyzed and the P-values of the test were obtained by analyzing 10 4 simulated data (Table 1) . After false discovery rate (FDR) correction for multiple testing (BENJAMINI and HOCHBERG 1995) , test results in all windows were significant (FDR < 0.05). The examined consecutive windows are 19 largely overlapped, thus the FDR correction is rather conservative. It indicates that a putative beneficial allele may have occurred near or within the core region, which agrees with the previous studies (TIAN et al. 2009; LIN et al. 2011) . We also randomly selected five 20kb regions as controls and found no inferred unbalanced trees (Table S2 ). It indicates that the significant results of the core region may not be due to hidden population structure.
Discussion
Unlike the demography-adjusted tests of neutrality (LI and STEPHAN 2006; RAFAJLOVIĆ et al. 2014) , the test does not need prior-information on the demography of the species. The demography can be inferred (LI and STEPHAN 2006; GUTENKUNST et al. 2009; LI and DURBIN 2011; LIU and FU 2015) and used as the null hypothesis when detecting recent positive selection (LI and STEPHAN 2006) . Or an empirical background frequency spectrum can be used for identifying sites in the genome which were affected by recent positive selection (NIELSEN et al. 2005; DEGIORGIO et al. 2016) . It is indeed efficient ways to reduce the false positive rate due to the confounding effect of demography and to increase the power (PAVLIDIS et al. 2008) , however, these methods usually require genome-wide polymorphism data. Thus, we have developed the single-locus approach which is robust against the most confounding effects of demography.
Employing a tree-based approach (LI 2011; DISANTO et al. 2013; LI and WIEHE 2013; HUNTER-ZINCK and CLARK 2015; RONEN et al. 2015) , we propose the test for recent positive selection at a single locus. It requires DNA polymorphism data obtained from a single locus (about 1 -50kb chromosomal region) when randomly selected sequences (at least 10 diploid individuals) are available. It may not be suitable for genome-wide scans for positive selection because of the 20 multiple-testing problem. Our analysis has demonstrated that it is robust to varying population size models and most of population structure scenarios examined. To further reduce the false positive rate of population structure, we recommend to implement the MD approach (but it requires more sampling) (LI 2011) and analyze a few randomly selected control loci since population structure is detectable on a genome-wide scale.
Moreover, the varying read mapping coverage among lineages may affect the test. If some lineages have higher coverage than others, those lineages may falsely appear to be longer branches than others. Thus we recommend further confirming the DNA polymorphism data within candidate regions, or that randomly chosen controls could be applied to examine this confounding issue.
Tree unbalancedness. Previously, tree unbalancedness has usually been examined for species tree (UYENOYAMA 1997; PURVIS and AGAPOW 2002; HOLMAN 2005; FORD et al. 2009 ). Here, we focus on tree unbalancedness within a species. The main forces to produce unbalanced trees are random drift (TAJIMA 1983), selection (KAPLAN et al. 1989; FAY and WU 2000; SIBERT et al. 2002; KIM and NIELSEN 2004; BLUM et al. 2006b ) and population structure (WAKELEY and ALIACAR 2001; PRZEWORSKI 2002) . Population structure affects the whole genome whereas the effects of selection are always restricted to individual loci located near the selected allele.
To measure tree unbalancedness, we used the maximum value of the left and right subtree sizes of the inferred UPGMA tree, denoted by . Here, represents the branching pattern of the root, thus, no complete tree needs to be inferred in this study. is also different with other summary statistics of tree unbalancedness, such as Colless' index (COLLESS 1982) , the total cophenetic index (MIR et al. 2013 ) and Matsen's index (MATSEN 2006) , mainly because 21 contains only limited information of the tree.
Overview of the test. Our method aims at comparing the summary statistics (̂ and ̂) calculated for the two subtrees of the unbalanced tree. It is expected that the mutation rate on the two subtrees is the same and ̂ and ̂ are comparable. We have shown that positive selection typically imposes a strong impact on branch length in one of the two subtrees while population size change affects the branch lengths of both subtrees. Thus tends to be more negative under positive selection while ( ) ≈ 0 under neutral scenarios. Especially, an unbalanced tree is expected to occur when a neutral locus is partially linked to a beneficial allele. Therefore, a significant P of the test indicates that the locus is at close genetic distance from the beneficial allele (Figure 3) . Moreover, our results show that the test has high power to detect positive selection in an expanded or bottlenecked population ( Figure S8 ).
In this study ̂ and ̂ are estimated based on the average tree, similar with Watterson's ̂. It has been shown that ̂ is more precise than ̂ since the former integrates the phylogenetic information (FU 1994) . Thus, the estimates of ̂ and ̂ could be improved further in the future.
Moreover, to infer the branching pattern of the root ( ), the UPGMA method may a poor estimator under certain conditions. We recommend to root the tree by an outgroup whenever it is possible. However, we also note that the performance of the test depends only slightly on the availability of an outgroup in all the examined cases. This is of practical importance since an outgroup may not easily be available.
It is known that the tests, such as Fay & Wu's H, are sensitive to mis-inference of derived and ancestral variants of segregating sites by using outgroup (BAUDRY and DEPAULIS 2003; 22 HERNANDEZ et al. 2007a) , and such mis-inference is an annoying problem when searching for positive selection (HERNANDEZ et al. 2007b) . In contrast, the mis-inference of derived and ancestral alleles does not affect the test since ̂ and ̂ remain unchanged ( Figure 5) .
A previous study has shown that, based on simulated data across 400kb, the selective sweep (multiple-loci) approach has power to detect positive selection when ≤ 0.2 (LI and STEPHAN 2005) . Another independent study demonstrated that long-haplotype based methods can detect much younger positive selection than selective sweep approaches do (SABETI et al. 2006) .
Therefore, it is a useful and reasonable time scale ( < 0.1) that is suitable for our approach.
We applied the test to a well characterized genomic region on the maize genome. The data set we used contains different populations from domesticated improved maize lines and traditional landraces (CHIA et al. 2012; HUFFORD et al. 2012) . It was proposed that maize experienced a bottleneck (WRIGHT et al. 2005; TIAN et al. 2009 ). Despite the complex history and population structure of the considered sample, the test identified the selective sweep in the core region, but not in the randomly selected control regions.
To summarize, we have demonstrated that the test not only remains robust to a wide range of parameters of demography, but also has high power to detect positive selection. It possesses improvements compared to the existing single locus methods. Nicely, all the components in the summary statistics ( ) can be computed analytically. There are ( 3 2 ) = 3 possible sequences of coalescent events. The vector elements are ordered according to the order of coalescent events, and "1" stands for the coalescent event on major branches and "0" for the coalescent event on minor branches. Each coalescent event on major branches corresponds to an index , where is the number of lineages in the major part right before the coalescent event and is the number of lineages in the whole tree right before this event. For the divergence model (H), the divergence time of the two demes is 0.5 generations ago, where is the current effective population size of each deme. We assume two demes with same population size, and the sample is collected from one deme, and a migrant-detector from another. (LI and STEPHAN 2006) . The x-axis is the genetic distance from the selected allele to the examined neutral locus. We assume that there is no recombination within the locus. 
Appendix
Statistical properties of , and other components of .
For a general tree topology where ⌊ 2 ⁄ ⌋ < ≤ − 1, the expectations and variances of major and minor branch lengths can be analytically computed. Let = − , thus there are = ( − 2 − − 1 ) possible binary vectors , = 1,2, … , . Each represents an array of coalescent events of the tree. The expectation of is as follows:
Following this logic, ( ) can then be re-wrote as follows:
, and denotes the number of lineages (counting in both of the major and the minor subtrees) during the coalescent time period , and the number of lineages (counting in both of the major and the minor subtrees) at the time right before the most recent common ancestor for the major sub-sample, ( + 1) the number of lineages in the major sub-tree during the coalescent time period ( Figure   2 ). As one of components in , ( − − − − 1 ) means that there are ( − ) coalescent events before the time period , among which ( − − − 1) events occur in the major subtree, and ( − − 1 ) indicates that there are ( − ) coalescent events between the time period and the time of the most recent common ancestor for the major sub-sample, among which ( − 1) events occur in the major subtree.
Similar to the derivation of ( ), we can derive the variance of and as follows: 
