Recently, entanglement concentration was explicitly shown to be irreversible. However, it is still not clear what kind of states can be reversibly converted in the asymptotic setting by LOCC when neither the initial and the target states are maximally entangled. We derive the necessary and sufficient condition for the reversibility of LOCC conversions between two bipartite pure entangled states in the asymptotic setting. Moreover, we show that conversion can be achieved perfectly with only local unitary operation under such condition except for special cases. Interestingly, our result implies that an error-free reversible conversion is asymptotically possible even between states whose copies can never be locally unitarily equivalent with any finite numbers of copies, although such a conversion is impossible in the finite setting. In fact, we show such an example. In addition, we evaluate how many copies of the initial state is to be lost to overcome the irreversibility of LOCC conversion.
I. INTRODUCTION
Entangled states are used as resources for many quantum information processes. When the initial entangled state is different from the desired form and we are not allowed to apply the global operation, we need to convert the given initial state by local operations and classical communications (LOCC). This type of conversion is called LOCC conversion. Many conventional researches deal with LOCC conversions whose target states are maximally entangled states. However, the most preferable entangled state depends on the type of the information processes to be applied. For example, measurement based quantum computation [1] and quantum channel estimation [2] require entangled states that are not necessarily maximally entangled while maximally entangled states are used as typical resource of entanglement.
In such a situation, it is required to consider case where both the initial and the target states are not necessarily maximally entangled.
Bennett et. al. [3] studied the asymptotic conversion between the multiple-copy states of two distinct pure entangled states, which are not necessarily maximally entangled. The optimal conversion rates are given by the ratio between von Neumann entropies S ψ and S φ of the reduced density matrices of the initial state ψ and the target state φ. Since the opposite conversion rate is the inverse of the original conversion rate, this kind of conversion was seemed to be reversible, as pointed out in [4] [5] [6] [7] [8] . However, two of the authors [9] explicitly revealed that this kind of conversion is irreversible in the case of entanglement concentration, i.e., the case when the target entangled state is maximally entangled, although Hayden and Winter [10] and Harrow and Lo [11] implicitly suggested this fact. This problem was not discussed when the initial and target states are not maximally entangled. Recently, two of the authors [12] investigated the second order asymptotics and derived the second-order optimal LOCC conversion rate between general pure states, which clarifies the relation between the accuracy and the asymptotically optimal conversion rate up to the second order. However, the paper [12] did not consider the reviersibility. That is, it is still unsolved what kind of states can be reversibly converted in the asymptotic setting by LOCC when neither the initial and the target states are maximally entangled. To clarify the reversibility, this paper studies the compatibility between the LOCC conversion and the recovery operation when the initial and the target states are given as respective number of copies of an arbitrary pure entangled state ψ and another arbitrary pure entangled state φ on bipartite system H A ⊗ H B .
At first, we show the necessary and sufficient condition for the asymptotic reversibility of LOCC conversions between two bipartite pure entangled states when the number of copies to be recovered is restricted to be the same as the initial number. Next, we restrict our operations to local unitary operations (LU conversion), which are contained in LOCC conversions. This analysis is useful when the reversibility is required primally. We give numerical calculations of the error of LU conversion for some examples of pure entangled states. Especially, we provide an example of LU convertible pair of states by numerical calculation.
Finally, we relax the constraint so that the number of copies to be recovered can be smaller than the initial number. Then, we show the tight lower bound for the order of the amount of deference between the initial and recovered number needed to overcome the irreversibility of LOCC conversion. That is, we clarify how many sacrificed copies are required for asymptotically error-free recovery.
The paper is organized as follows. In Sec. II A we show the necessary and sufficient condition for the asymptotic compatibility of LOCC conversion and recovery without any loss. We prove the sufficiency and necessity in Sec. II B and II C respectively. In Sec. III A we show the main result about LU conversions. We give numerical analysis of some examples of LU conversions in Sec. III B. In Sec. IV we consider LOCC conversion and recovery with some loss in the number of the copies to be recovered. Finally, the summary of our work and future perspectives are provided in Sec. V.
II. COMPATIBILITY BETWEEN CONVERSION AND RECOVERY WITHOUT ANY LOSS
A. The Necessary and Sufficient Condition for the Asymptotic Reversibility of LOCC
We consider the LOCC conversion and the recovery of the same number of copies of the initial state as the initial number, as described in Fig. 1 . To investigate the compatibility between LOCC conversion and recovery, we consider the minimum conversion-recovery error (MCRE) defined as
where B is the Bures distance defined as B(ψ, φ) = 1 − F (ψ, φ), F denotes the fidelity, C and D are LOCC conversion and recovery operations respectively. The limit lim n→∞ δ n (ψ, φ) represents the asymptotic compatibility between the two operations because its convergence to zero means that both operations can be perfectly accurately done. On the other hand, when it does not go to zero, we have to consider a trade-off between the errors of the convertibility and the reversibility even in the asymptotic setting. In the asymptotic analysis of LOCC conversion, it was shown that the following quantity plays an important role [12] :
where
We show that the MCRE converges to zero in the asymptotic limit if and only if C ψφ = 1 as follows. Theorem 1. Let H A and H B be finite-dimensional systems and ψ and φ be arbitrary pure states on H A ⊗ H B . Then
if and only if C ψφ = 1.
This condition is the criterion of asymptotic compatibility between LOCC conversion and recovery. To prove achievability, we reduce the problem to conversion of probability distributions.
B. Proof of Achievability
We denote by P ψ the probability distribution composed of the squared Schmidt coefficient of ψ ∈ H A ⊗H B . The fidelity between two probability distributions P and Q over the same discrete set Y is defined as F (P, Q) := y∈Y P (y) Q(y). When the probability distributions P and Q over finite sets satisfy the following, we say that P is majorized by Q and write P ≺ Q:
for any l, where P ↓ is the probability distribution over
holds since ψ is transformed to ψ ′ by LOCC with probability 1 if and only if P ψ ≺ P ψ ′ [13] . Thus, the Bures distance satisfies
It turns out to be sufficient to consider the maximum fidelity under the majorization order in the above way. Now, we construct achievable conversions. For a map W : X → Y, we define the deterministic conversion map from a probability distribution over X to another probability distribution over Y by using the same symbol W as follows.
The following lemma holds.
Lemma 1 (Kumagai and Hayashi [12] ). For probability distributions P 1 over X and P 2 over Y, we have
when C P1,P2 = 1 and m n = S(P 1 )n/S(P 2 ) + o( √ n), where S(P i ) denotes the Shannon entropy of P i , and
From this lemma, there exist two sequences of deterministic conversions (W n ) n∈N and (X n ) n∈N such that
, there exist two sequences of LOCC operations (C n ) n∈N and (D n ) n∈N such that
Then, it follows from the triangle inequality and the monotonicity of the Bures distance that
Thus,
C. Proof of impossibility
As for a proof of "only if" part of Theorem 1, we prove that lim n→∞ δ n (ψ, φ) = 0 if C ψφ = 1. Applying the triangle inequality and the monotonicity of the Bures distance, we derive
Thus, (6) implies
. (15) Therefore, it is enough to show that
when C ψφ = 1. To prove this, we focus on the maximizer m n with respect to m in the left hand side of (16) , and expand it as m n = an + b √ n + o( √ n) similarly to [9] .
Then, the following holds from the first order asymptotics [12] .
Hence, (16) holds if a = S ψ /S φ . Next, we consider the case with a = S ψ /S φ . We apply Theorem 10 and Lemma 11 in [12] to the case of C ψφ = 1. Then, using the Rayleigh-Normal distribution Z v (µ) [12] , we can describe the limit of the maximum of the fidelity as
for any b ∈ R. Overall, we have shown (16) when C ψφ = 1.
III. CONVERSION WITH ONLY LOCAL UNITARY OPERATION
A. The Asymptotic Formula of the Error under LU conversion
Even if LOCC conversion and recovery are asymptotically compatible, it is not necessarily the case for finite number of copies in general. If our operation is restricted to local unitary operations, its reversibility is perfectly guaranteed even for the non-asymptotic setting. In some applications, the reversibility is more important than the quality of conversion. For example, consider the following protocol. At first, we encode message to shared entangled state. Then, we "hide" the existence of entanglement behind the thermal noise by converting the entanglement half to a state similar to the environment so that eavesdropper can not notice the existence. This conversion must be reversible for decoding. To guarantee the perfect recoverability of the message, we need to restrict our operations to LU conversions. We define the error ǫ n (ψ, φ) of LU conversion from ψ to φ as
This definition of the error measures the optimum performance under the optimization of the local unitary operation U A ⊗ U B and the number m of copies of the target state φ.
Similarly to the previous section, we note that ǫ n (ψ, φ) can be represented by Schmidt coefficients. We can maximize the fidelity between the target state and the converted state in terms of local unitary operations U A and U B as follows:
Thus, the following holds:
Then, the problem is again reduced to the analysis on probability distributions. We call a distribution P lattice distribution when there exist x, d ∈ R such that (log P u − x)/d ∈ Z with probability 1. Then, the following lemma holds.
Moreover, if P ψ and P φ are not lattice distributions, the following holds when
Furthermore, we have the following upper bound of the fidelity which is valid even for the lattice distributions.
Theorem 2. The following holds.
Because of the positivity of the fidelity, Theorem 2 immediately proves that lim n→∞ F (P n↓ ψ , P mn↓ φ
Theorem 2 implies that lattice distributions cannot improve the performance in comparison with non-lattice distributions. The proofs of Lemma 2 and Theorem 2 are in Appendix A. Especially, the mathematical method to prove Lemma 2 cannot be applied to the lattice case.
The following theorem gives the formula of the asymmptotic expansion of the minimum error except for lattice case. We call a state u ∈ H A ⊗ H B a lattice state if P u is a lattice distribution.
Theorem 3. The following holds when ψ and φ are not lattice states.
Moreover, the optimal number of copies of φ is
Lemma 2 and (22) imply that
timal number of copies of φ, and prove Theorem 3.
Notice that when φ is a maximally entangled state and ψ is not, C ψφ = 0 and lim n→∞ ǫ n (ψ, φ) = 1 hold, which means that this LU conversion always has maximum error. If C ψφ is close to 1, lim n→∞ ǫ n (ψ, φ) is close to 0, i.e., the state φ ⊗mn can be asymptotically precisely approximated by LU conversion. This fact guarantees that even if C ψφ is slightly deviated from 1, lim δ n (ψ, φ) is not far from 0.
In the finite setting, the fidelity becomes 1 only in a limited case, i.e., the case when P log C ψ,φ(x) ] 1/2 , which equals to the asymptotic error lim ǫn(ψ, φ(x)) of LU conversion according to Theorem 3. We see that lim ǫn(ψ, φ(x)) is 1 with x = 0, and is almost equal to 0 with x = 1 because C ψ,φ(0) = 0 and C ψ,φ(1) ≈ 1. lim ǫn(ψ, φ(x)) takes various values in proportion to x. The dots are the result of numerical calculation of ǫ3000(ψ, φ(x)) for x = 0.1j (j = 0, 1, . . . , 10). Indeed, they are close to the asymptotic curve given as the solid line. 
The plot of numerical calculation of ǫn(ψ, φ(1)) vs n from n = 1 to n = 2 13 . We see that the error ǫn(ψ, φ(1)) converges to almost 0 because C ψ,φ(1) is close to 1, just as Theorem 3 states. certain m. However, due to this theorem, as the number n goes to infinity, the fidelity approaches 1, i.e., these two states are inter-convertible by LU conversion under the weaker condition C ψφ = 1. In fact, such a non-trivial example is numerically given in the next subsection.
B. Examples in Bipartite Two-Qubit System
Now, we give examples in a bipartite two-qubit system H A ⊗ H B , where H A = H B = C 2 ⊗ C 2 . Let {|0 , |1 } be an orthonormal basis of C 2 . At first, in order to see the asymptotic behavior of the error of the LU conversion given in Theorem 3, we define the initial and target pure states |ψ ∈ H A ⊗ H B and |φ(x) ∈ H A ⊗ H B for 0 ≤ x ≤ 1 as
|φ ( 
where a := 0.225 and b := 0.1996180626854719. In FIG.  2 , the solid line is the asymptotic error lim ǫ n (ψ, φ(x)) given in Theorem 3 as a function of x, where we see that lim ǫ n (ψ, φ(x)) = 1 with x = 0, and lim ǫ n (ψ, φ(x)) ≈ 0 with x = 1 because φ(0) is a maximally entangled state, and C ψ,φ(1) = 1 + 1.11 × 10 −15 ≈ 1. We can also see that the limit of the error can take various values dependently of the target states. As for the error for the nonasymptotic setting, the dots in FIG. 2 0, 1, . . . , 10) . Indeed, we can see that the error for large n = 3000 is close to (26). In particular, ψ and φ(1) are obviously not locally unitarily equivalent, and satisfy C ψ,φ(1) ≈ 1 as mentioned above. Hence, the pair (ψ, φ (1)) is a nontrivial example of an asymptotically precisely LU convertible pair. Thus, we next see the convergence of ǫ n (ψ, φ(1)) to 0 as n goes to infinity in detail. FIG. 3 plots the numerical results of ǫ n (ψ, φ(1)) for several cases of n. We can see that indeed the error is converging to 0 as n increases.
IV. RECOVERY WITH SOME LOSS
Until now, the number of the copies of the state to be recovered has been restricted to the same number as the initial number n. In this case, we have already showed that perfect conversion and recovery are not simultaneously realized even in the asymptotic setting if C ψφ = 1. Then, we relax this condition so that the number ν of the copies to be recovered may be smaller than the initial number n as is described in Fig. 4 . That is, we permit some loss n − ν in the number of copies to be recovered. Even when C ψφ = 1, this relaxation enables us the error-free recovery. Then, under this condition, we investigate the compatibility between conversion and recovery when C ψφ = 1 moreover. In order to investigate the order of the amount of loss to realize perfect conversion and recovery simultaneously, we consider the following quantity.
This quantity is the infimum of the order of the sufficient amount of loss for asymptotic compatibility between conversion and recovery. Then, we obtain the following theorem. 
When C ψφ = 1, Theorem 4 implies that LOCC conversion is reversible if and only if the order of the amount of loss is strictly greater than the square root of the initial number of copies. We show the proof of Theorem 4 in Appendix C.
V. CONCLUSION
We have addressed the asymptotic compatibility between LOCC conversion and recovery between two arbitrary bipartite pure entangled states. We have introduced the MCRE in terms of the Bures distance in order to evaluate the errors of conversion and recovery operations simultaneously, and derived the necessary and sufficient condition for their asymptotic compatibleness in Theorem 1. Consequently, we have found that LOCC conversion is asymptotically reversible if and only if C ψφ = 1. Moreover, except for lattice case, local unitary operation is enough to realize asymptotically perfect conversion when C ψφ = 1, and the asymptotic error is small if C ψφ is close enough to 1. Thus, multiple copies of an arbitrary pure entangled state ψ can be asymptotically stored by LU conversion as the optimal number of copies of another pure entangled state φ as long as C ψφ = 1. This result is useful when we need perfect reversibility. For example, we can hide entangled state behind the environment so as to secrete message encoded in shared entangled state. Notably, there exists a nontrivial example of the case of C ψφ = 1 indeed, which means the following astonishing fact. Even when any number of copies of the original state can never be locally unitarily equivalent with any finite numbers of copies of the target state, copies of the original state can be asymptotically converted to copies of the target state with local unitary operation in the suitable conversion rate, which is quite differently from the situation with finite n. This result suggests S ψ /V ψ = S φ /V φ as a new kind of asymptotic equivalence relation between pure states.
Since the same proof method cannot be applied to the lattice case, there is a possibility that the limit of the fidelity has a different form from (24). In this case, an assistance by classical communication improves the performance even for asymptotic setting when lattice case. Hence, it is interesting study to clarify such a possibility in the lattice case.
Next, to investigate farther the irreversible case when C ψφ = 1, we have considered the case when some loss is allowed in the recovery process. As a result, it turns out that LOCC conversion and recovery become asymptotically compatible if and only if the order of the amount of loss is strictly greater than the square root of the initial number of copies of ψ, as is mentioned in Theorem 4. Remember that the conventional view [4] [5] [6] [7] [8] expects that LOCC conversion is always asymptotically reversible. Our result rigorously justifies this conventional view by the following modification; When the order γ of allowed loss is larger than 1/2 in the recovered number, LOCC conversion is always asymptotically reversible. However, under the condition C ψφ = 1, we do not need such a modification because the asymptotic reversibility holds without any loss. It remains a future problem to exactly formulate the trade-off relation between the conversion and the recoverability for general LOCC conversions because we have solved it only for LU conversion. Based on our analysis, it is not difficult to show that the error can be improved when the order of the amount of loss is in the square root of the initial number of copies. However, it is quite difficult to derive the amount of this improvement. For entanglement concentration and dilution, this problem has been already solved because the problem is reduced to the individual optimizations of entanglement concentration and dilution [9] . However, when the initial or the target state is not maximally entangled, the problem is not so easy because it seems necessary to consider the optimization of the sum of the errors involving common possible LOCC operations.
Moreover, it is important to analyze the LOCC conversion and its reversibility in a finite-length setting for utility, though only asymptotic analysis is treated in this paper. For entanglement concentration and dilution, the analysis has been also done and its numerical result has been derived in [9] , but for the general case, it seems to require more ingenuity on account of the same reason. In fact, even if C ψφ = 1, the minimum sum of both errors under general LOCC conversion is not zero with finite n, although it should be smaller than the minimum sum under LU conversion. Since the limit has been shown to be zero under both of them, we are interested in the convergence speed of the minimum sum. It is also an open problem to clarify the asymptotic behavior.
Although our problem is essentially described in the terms of probability distributions, this problem for probability distributions is quite far from traditional information theory. Hence, the conventional method in information theory cannot be applied. To resolve this problem, we employ two methods. One is the method of RayleighNormal distribution, which was recently invented in the paper [12] . This method has been used for Theorem 1. The other is the strong large deviation by Bahadur-Rao [14] , which brings us a more detailed analysis than conventional large deviation method in information theory. Indeed, to show Theorem 3, we need to treat the small difference between two probabilities that are close to each other. Such a subtle difference has never been addressed in information theory as well as in quantum information theory. To handle such a subtle difference, we need such a higher order analysis than conventional large deviation. Maybe, there are some difficult open problems that require such a detailed analysis. Hence, we can expect that our method can be expected to more widely applied for related areas, e.g., classical information theory, statistical physics. 
holds for an arbitrary real number x, where
This is immediately followed from Lemma 12 in [12] . We define R as a real number which satisfies
for an arbitrary ǫ > 0. Moreover, we introduce c
Then we have
Taking the limit n → ∞, the right hand side of (A4) be- n)/ √ n → b, taking the limit N → ∞ after taking n → ∞, the right hand side of (A4) becomes
Since ǫ > 0 is arbitrary, (A5) implies that
Proof of Lemma 2
We already proved the lemma for the case when
Then, we prove the lemma for the case when either P ψ and P φ are not lattice distributions, and (m n −
We introduce the cumulant generating functions g ω (1+s) := log Tr(Tr B ω) 1+s for ω = ψ, φ. They satisfy
Since g ω is strictly convex, we can define the inverse function of g ′ ω , which is denoted by h ω . Then, we have
Now, we define the random variable Z ω,n := (log P n,↓ ω (ĵ) + nS ω )/ √ n. Then, when j = P C {Z ω,n ≥ a}, j is the maximum integer satisfying log P n,↓ ω (j) ≥ −nS ω + √ na, where P C is the counting measure. We focus on the Legendre transform of g ω , which is written as
We employ the strong large deviation by Bahadur and Rao [14] [15]:
In the following, for a unified treatment, the functions −(h ω (R)R − g ω (h ω (R))) and − log √ 2π − log h ω (R) + 1 2 log h ω ′ (R)) are written as f ω,0 (R) and f ω,1 (R). So, (A11) is simplified as log P C {log p
Thus, we have log J ω,n (a) := log P C {log P
To calculate the fidelity, we define ∆Z as
Hence, ∆Z satisfies the equation
where f (i) ω,k is the i-th derivative of f ω,k . Due to the definition (A14), we have
We note that the fourth equality of (A18) can be established since both P ψ and P φ are non-lattice distribution, but it is not the case when one of them is a lattice distribution. Now, it is needed to solve the equation (A15) with respect to ∆Z. Let m n =
. We apply Lemma 4 in the next section to the equation (A15) with x = ∆Z √ n
where T := Z ψ,n / V ψ . Then, we have 
Therefore, we obtain the desired argument. 
Especially, x 2 is given as
This lemma can be shown as follows. First, we substitute (B2) into (B1). Then, compare the coefficients with the order ǫ i . Hence, we obtain 
This lemma implies that LOCC conversion is always asymptotically preservable when the order of the amount of loss is greater than the square root of the initial number of copies of ψ even if C ψφ = 1.
Proof. At first,
holds from Theorem 10 in [12] . Now, we define the sequence a n as n − n γ =
2 n γ ) − a n ]. Since a n = Ω(( 
Proof of impossibility
Finally, we see the preservability when the order of the amount of loss is only the square root of the initial number of copies and C ψφ = 1. We investigate the following asymptotic error as before. ∞ (ψ, φ, β) > 0 holds for any β ∈ R when C ψφ = 1.
Combining Lemmas 5 and 6, we obtain Theorem 4.
Proof. Similarly to (14), ) < 1 when C ψφ = 1, similarly to the proof of (16). Therefore, the lemma is proven.
