Can we evolve better training data for machine learning algorithms? To investigate this question we use population-based optimisation algorithms to generate artificial surrogate training data for naive Bayes for regression. We demonstrate that the generalisation performance of naive Bayes for regression models is enhanced by training them on the artificial data as opposed to the real data. These results are important for two reasons. Firstly, naive Bayes models are simple and interpretable but frequently underperform compared to more complex "black box" models, and therefore new methods of enhancing accuracy are called for. Secondly, the idea of using the real training data indirectly in the construction of the artificial training data, as opposed to directly for model training, is a novel twist on the usual machine learning paradigm.
INTRODUCTION
The typical pipeline for a supervised machine learning project involves firstly the collection of a significant sample of labelled examples typically referred to as training data. Depending on whether the labels are continuous or categorical, the supervised learning task is known as regression or classification respectively. Next, once the training data is sufficiently clean and complete, it is used to directly build a predictive model using the machine learning algorithm of choice. The predictive model is then used to label new unlabelled examples, and if the labels of the new examples are known a priori by the user (but not used by the learning algorithm) then the predictive accuracy of the model can be evaluated. Different models can therefore be directly compared.
In the usual case, the training data is "real", i.e. the model is learned directly from labelled examples that were collected specifically for that purpose. However, quite frequently, modifications are made to the training data after it is collected. For example, it is standard practice to remove outlier examples and normalise numeric values. Moreover, the machine learning algorithm itself may specify modifications to the training data. For example, the widely known bagging algorithm (Breiman, 1996) repeatedly resamples the training data with replacement, with each resample being used to train one of multiple models. Similarly the random forest algorithm (Breiman, 2001) repeatedly "projects" the training data in a random fashion in order to produce diverse decision trees.
In our own previous work (Mayo and Sun, 2014) we introduced the idea of creating entirely new training data for a predictive model using an evolutionary algorithm. In that paper, we performed a very preliminary evaluation in the context of classification. In this paper, we focus specifically on the problem of regression using the naive Bayes for regression (NBR) model (Frank et al., 2000) and perform a much stronger evaluation.
In order to create the artificial training data, the recently proposed competitive swarm optimisation (CSO) algorithm (Cheng and Jin, 2015) is applied. This algorithm optimises a fixed-length numeric vector -a "particle" -such that a given fitness function is minimised. In our approach, particles correspond to artificial training datasets and the fitness function is the error that a NBR model achieves after being trained on the artificial data and tested against the training data.
When the optimisation process is complete, the resulting NBR model -trained on the best artificial dataset -is tested accordingly against held-out test data. We also evaluate an NBR model trained directly on the real training data (i.e., using the "normal" machine learning process) and evaluate it against the same test data.
Our results show that for many benchmark machine learning problems, training an NBR model indirectly on optimised artificial training data significantly improves generalisation performance compared to direct training. Furthermore, the artificial training datasets themselves can be quite small, e.g., containing only three or ten examples, compared to the original training datasets, which may have hundreds or thousands of examples.
The remainder of this paper is structured as follows. In the next section, we briefly survey the two main algorithms used in the research, specifically NBR and CSO. We also briefly touch on previous work in artificial data generation. In the section following that, we describe our new approach more formally, and then we we present results from two rounds of experimentation. The final sections of the paper concern firstly an analysis of an artificial dataset produced by our approach on a small 2D problem, followed by a conclusion.
BACKGROUND Naive Bayes for Regression
Naive Bayes is a popular approach to classification because it is fast and often surprisingly accurate. The naive Bayes approach employs Bayes' rule by assuming conditional independence. Given a set of m categorical random variables {X 1 , X 2 , ..., X m } and another categorical random variable Y whose value we want to predict, Bayes' rule is given by P(Y = y|X 1 = x 1 , X 2 = x 2 , ..., X m = x m ) = P(X 1 = x 1 , X 2 = x 2 , ..., X m = x m |Y = y)P(Y = y)
∑ y P(X 1 = x 1 , X 2 = x 2 , ..., X m = x m |Y = y)P(Y = y)
Assuming that the X i are conditionally independent given Y , this yields the naive Bayes model:
With categorical data, it is trivial to estimate the conditional probabilities P(X i = x i |Y = y). The prior class probability P(Y = y) is based on relative frequencies of corresponding events in the training data. If a predictor variable X i is continuous rather than categorical, it is common to discretise it. Alternatively, one can compute a normal density estimate or a kernel density estimate for X i for each different value of the categorical target variable Y .
The assumption of conditional independence is rarely correct in practical applications of this model on real-world data. However, accurate classification does not necessarily require accurate posterior probability estimates P(Y |X 1 , X 2 , ..., X m ): to achieve high classification accuracy, it is sufficient for the correct class value Y to receive maximum probability; the absolute value of this probability is irrelevant as long as it is larger than the probability for any of the other (incorrect) class values.
In this paper, we consider the NBR algorithm (Frank et al., 2000) , which applies to situations with a continuous target variable Y . The basic model in the regression case remains the same as the classification case described above. However, estimation of the required conditional densities f (X i = x i |Y = y), as opposed to the conditional probabilities P(X i = x i |Y = y), is more challenging. We provide a brief explanation here. Further details can be found in (Frank et al., 2000) .
Assume that X i as well as Y is continuous. We can apply the definition of conditional density to yield
The ultimate goal of naive Bayes for regression is prediction based on the posterior density f (Y = y|X 1 = x 1 , X 2 = x 2 , ..., X m = x m ), which is given by
The integral in the denominator can be obtained using a discrete approximation. In this paper, we use the mode of the density as the predicted value, found using a recursive grid search. Note that the location of the mode can be determined without computing the denominator because its value does not depend on Y .
Competitive Swarm Optimisation
Competitive swarm optimisation (CSO) is a recently proposed (Cheng and Jin, 2015) metaheuristic optimisation algorithm derived from particle swarm optimisation (PSO; Kennedy et al., 2001; Bonyadi and Michalewicz, 2017) . The PSO family of algorithms are distinguished from other optimisation algorithms by (i) not requiring a gradient function, which enables them to tackle ill-defined problems that are otherwise challenging; and (ii) by performing a goal-directed mutation on solutions (or "particles"), in which several components from the search process (such as various best solutions found so far) contribute to the search procedure.
Similarly to traditional PSO, CSO represents solution vectors as particles. For each particle in CSO, the following information is stored: (i) a position vector X(t) representing a potential solution to the current problem and (ii) a velocity vector V (t) storing X(t)'s trajectory through the solution space. Parameter t is the iteration index and corresponds to time. Both algorithms maintain a single set of particles P(t) comprising s particles in memory. This set is called the swarm.
CSO varies from traditional PSO in several important ways. Firstly, CSO does not maintain a "personal best" memory per particle. Nor does it maintain an explicit "global best" memory for the entire swarm. Instead, the algorithm takes an elitist approach and runs a series of s /2 fitness competitions between random pairs of particles in the swarm. Whichever particle in each competition has the best fitness wins the competition. Winners are not updated for the next iteration. Conversely, the losing particle's velocity and position is updated. Since the global best particle will never lose a fitness competition (at least until it is improved upon), the algorithm will always maintain the global best particle in P(t).
A second key distinction between CSO and PSO is its convergence behaviour. Standard PSO algorithms potentially suffer from unbounded particle velocity increases, i.e., particles may travel off "to infinity" along one or more dimensions and therefore the algorithm will not reach an equilibrium. Practical workarounds for this problem are either to limit particle velocities to some maximum magnitude or to carefully select PSO's parameters such that the algorithm converges (Bonyadi and Michalewicz, 2017) . CSO requires neither of these workarounds: Cheng and Jin (2015) proved that as long as the key parameter ϕ is non-negative, then the particles will eventually converge on some solution y * , which may not be the global optimum but is none-the-less an equilibrium state for the algorithm.
Complete pseudocode for CSO, adapted from Cheng and Jin (2015) , is given in Algorithm 1. The pseudocode assumes that a fitness function f over particles, to be minimised, is provided. Essentially, CSO consists of two loops: an outer loop over iterations defined at line 3, and an inner loop over fitness competitions per iteration defined at line 6. The fitness values are computed on line 8. Line 14 shows how the winner of the current competition passes through to the next iteration unchanged.
The rules for updating the velocity and position of each losing particle are specified in lines 15-17. The first of these lines creates three random vectors. These are used to mix three different components together in order to compute a new velocity for the particle being updated. The three components are (i) the particle's original velocity which provides an element of inertia to the velocity updates; (ii) the difference between the particle's current position and the position of the particle that it just lost to; and (iii) the difference between the particle and the swarm meanX(t). The updated velocity is then added to the losing particle's position so that the particle moves to a new position in search space.
A key aspect of the algorithm is that the influence of the swarm mean is controlled by the parameter ϕ. When ϕ = 0, the swarm mean does not need to be computed and is effectively ignored; when ϕ > 0, however, the swarm mean has an increasingly attractive effect on the particles. Overall,
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Algorithm 1: Competitive Swarm Optimiser (CSO) for large scale optimisation.
1 initialize P(0) with s particles, each particle having a random initial position vector X i (0) and a zero initial velocity vector V i (0); 2 t = 0; 3 while t < t max do 4 calculate the fitness of new or updated particles in P(t); 5 U = P(t), P(t + 1) = φ ; 6 while U = φ do 7 randomly remove two particles X 1 (t), X 2 (t) from U; 8 calculate the cost function f (X(t)) for X 1 (t) and X 2 (t);
13 end 14 set X w (t + 1) = X w (t) and add X w (t + 1) to P(t + 1); 15 create three random vectors, R 1 (t), R 2 (t) and R 3 (t), with elements drawn uniformly from [0, 1];
19 end 20 t = t + 1; 21 end the algorithm has fewer parameters than other similar algorithms. Besides ϕ, the only other critical parameters are s, the number of particles in the swarm, and t max , the number of iterations to perform. In the general case, t max can be changed to an alternative stopping criterion.
Prior evaluations (Cheng and Jin, 2015) have shown that CSO outperforms other population-based metaheuristic algorithms on standard high-dimensional benchmark optimisation functions. Therefore, due to its simplicity and excellent performance, we adopt CSO for this research.
Prior Work on Artificial Example Generation
The creation of artificial training data for testing new machine learning algorithms (as opposed to training the models) has a long history. The basic idea is to create training data that has known patterns or properties, and then observe the algorithm's performance. For example, does the algorithm correctly detect known patterns that exist in the artificial data? Answering these questions can lead to insight about how well the algorithm will perform in with real datasets. A well-known example of an artificial dataset generator is the "people" data generator described by Agrawal et al. (1993) .
Another class of artificial training data generation is used for speeding up nearest neighbour classifiers. Nearest neighbour classification can be computationally expensive if the number and/or dimensionality of the examples is high. A suite of algorithms for optimising the set of possible neighbours therefore exists in the literature: see Triguero et al. (2011) for a comprehensive survey. In most cases these algorithms focus on example selection from the real data rather than the generation of new examples. However, algorithms have been proposed for both modifying existing examples (e.g., via compression as performed by Zhong et al. (2017) ) and also for creating entirely new examples, such as in the work by Impedovo et al. (2014) which describes a method for digit prototype generation. Escalante et al. (2013) also describe a method of example generation in which genetic programming is applied.
Artificial data generation techniques can be used to address the class imbalance problem. Many machine learning algorithms for classification fail to work effectively when the classes are severely imbalanced. In the classic machine learning literature, Chawla et al. (2002) developed the synthetic minority over-sampling technique (SMOTE) to artificially increase the size of the minority class, (producing better class balance in the data) while correspondingly preserving the examples in the majority class. Similarly, Lòpez et al. (2014) developed a new technique based on evolutionary algorithms for generating minority class examples.
It is worth mentioning here the significant number of works in the literature showing that corrupting training data with noise improves the resulting generalisation performance of models. This idea is common in the neural network literature. For example, Guozhong (1996) found that input data corruption improved neural network generalisation for both classification and regression tasks. More recently, stacked denoising autoencoders (Vincent et al., 2008) , which are based on the idea of corrupting inputs to learn more robust features in deep networks, have seen considerable success. Likewise, in the evolutionary machine learning literature, dataset corruption has been demonstrated to be an effective strategy for learning both classifier systems (Urbanowicz et al., 2011) and symbolic discriminant analysis models (Greene et al., 2009 ). These approaches do not strictly generate artificial examples; rather they are based on perturbing the real training data.
Finally, we briefly mention generative adversarial nets (GANs) proposed by Goodfellow et al. (2014) . These are a type of paired neural network in which one network "generates" artificial data examples by passing random noise through the network, and the other network "discriminates" between the examples in order to to determine if the examples are from the real training dataset or are fakes. The purpose of this process is to construct better generative models from the data.
In contrast, the work we present in this paper extends and build on work originally reported in Mayo and Sun (2014) . Rather than aiming to generate fake data that is indistinguishable from real data, we aim to produce artificial data maximising the performance of the resulting classifier when it is trained on the artificial data. Therefore, the artificial data may (or may not) be easily distinguishable from the real data. In fact, in some cases the artificial data is easily distinguishable from the real data. For example, an artificial dataset depicted discussed shortly has negative values for the prediction target: such values do not occur in the corresponding real data. The approach proposed in this paper is therefore quite different in nature to the GAN approach.
To summarise, prior work has explored many variations on the theme of perturbing the training data in different ways in order to improve model performance, or focussed on example generation strategies for specific purposes (such as balancing the data). Mayo and Sun (2014) is the only prior work investigating the generation of completely new artificial training datasets. In that work, naive Bayes for classification was shown to perform well with the optimised artificial data. In this paper, we significantly extend that work by (i) applying the same basic approach to naive Bayes for regression; (ii) updating the metaheuristic algorithm used for the optimisation to CSO, a more modern algorithm designed specifically for high dimensional problems; and (iii) testing against a wide range of varied regression problems.
EVOLVING ARTIFICIAL DATA FOR REGRESSION
In this section, we precisely outline our approach to constructing artificial training data for regression problems using CSO.
The classical approach to machine learning is to start with some tabular training data D train , comprising r rows or examples, and d attributes. One of the attributes, typically the first or last one, is the target to predict and the other attributes are predictor variables.
Given this training data, we can think of a machine learning algorithm such as NBR as a function of the training data, i.e.,
where m 1 is a predictive model and m NBR is a function encapsulating a machine learning algorithm that trains an NBR model given some training dataset. The performance of the model on a test dataset can similarly be stated as a function
with e 1 being a standard metric for regression error such as root mean squared error (RMSE).
Our approach is based on defining a corresponding fitness function f (X(t)) for CSO. In order to evaluate f (X(t)), we must first convert particle X(t) into a tabular dataset with n examples where n is small and fixed. This we will refer to as D X(t) . Typically we will have n r unless r itself is very small. Since the entire dataset D X(t) has dn unique values, then the dimensionality of the particles X(t) is dn.
The process of converting X(t) to D X(t) is fairly straightforward: for numeric attributes, the values are copied directly from the particle into the correct position in D X(t) without modification. For categorical (i.e., discrete) attributes, the process is complicated by the fact that CSO optimises continuous values only. We correct for this by rounding individual values from X(t) to the nearest legal discrete value when they are copied across to D X(t) . The original values in X(t) remain unmodified.
Random particle initialisation (line 1 of Algorithm 1), is performed by an examination of D train : each variable is initialised to a random uniform value between the minimum and maximum values of the corresponding attribute in D train .
Thus, we can define the fitness function to minimise as the error some model m 2 yields on the training data:
where m 2 is not trained on the original training data, but instead on the artificial dataset that is derived from the current particle X(t) being evaluated, i.e.
where the function g converts the one-dimensional particle X(t) into a tabular dataset D X(t) using the procedure outlined above.
After the optimisation process is complete, we can evaluate m 2 against the test data to get the test error
This will enable us to perform a direct comparison with e 1 , the test error achieved using the traditional machine learning approach.
In terms of computational time complexity, the significant cost of this algorithm is the fitness function evaluation. Evaluating the fitness of a particle involves firstly converting the particle to a dataset; secondly, training a regression model using the dataset; and thirdly, evaluating that model against the real dataset. The training and testing steps clearly have the most significant complexity in this operation. Since CSO needs at least a few hundred iterations to find good solutions, this implies that our approach may not be feasible with models that are very time consuming to train or test, which may be due to either the specific learning algorithm's own complexity or the real dataset being very large in size. Measures may therefore need to be taken (e.g. replacing the algorithm with a more efficient one, or only using a subset of the real data for fitness evaluations) in these cases.
As mentioned, we have chosen a direct representation in which variables being optimised map directly to attribute values in the artificial dataset. A consequence of this is that different particles (the equivalent of "genotypes" in evolutionary computing) may result in identical models (i.e., the equivalent of "phenotypes") if the learning algorithm ignores the order of the examples in the data. For example, the datasets {x 1 , x 2 , x 3 } and {x 2 , x 3 , x 1 }, where x i is an example, produce the same NBR model. This observation is not necessarily a drawback of our approach. In fact, in many other approaches, multiple genotypes mapping onto a single phenotype is a deliberate feature as it enables neutral mutations. For example, linear genetic programming (LGP), proposed by Brameier and Banzhaf (2007) , evolves sequential programs. Since the order of any two instructions is often not dependent (e.g., initialising two different variables), the same issue arises: different programs map to the same behaviours. However, this does suggest that future research could investigate alternative particle/dataset mapping functions to determine if efficiencies are possible over the approach we use here.
INITIAL EVALUATION
We conducted an initial evaluation of our proposed algorithm on benchmark regression datasets used in Frank et al. (2000) 1 . Although small, these datasets do represent a diverse range of prediction problems and have been acquired from several different sources.
To illustrate the diversity, the "fruit fly" dataset consists of observations describing male fruit fly sexual behaviour and is used to build a model predicting fly longevity. Conversely, the "cpu" dataset is used to construct a predictive model for CPU performance given various technical features of a CPU. Finally, the "pollution" dataset is used to predict the age-adjusted mortality rate of a neighbourhood given various metrics such as the amount of rainfall and the degree of presence of various pollutants. Overall, there are 35 distinct regression datasets in the collection, with between 38 to 625 examples per dataset. The dimensionality of the datasets ranges from 3 to 26. Table 1 gives the exact properties of each dataset. Certainly, the datasets themselves are not "high dimensional" datasets by any standard. However, when the proposed optimisation algorithm is applied to evolve artificial datasets with, e.g., ten examples, then the dimensionality for the optimisation problem ranges between 30 and 260 depending on the dataset. Thus, the dimensionality of the optimisation problem high-dimensional.
To prepare the datasets for our evaluation, we split each dataset into a training portion (consisting of a randomly selected 66% of the examples) and a held-out test portion (consisting of the remaining examples). Maintaining a fixed test set was necessary so that the variability in the results produced by our stochastic search method could be assessed properly.
The key parameters for CSO, specifically ϕ, t max and s were set of 0.1, 1000, and 100 respectively. For evaluating the models, the fitness function to be minimised was RMSE, and we fixed the size of the artificial datasets to n = 10. These initial parameter values were chosen after some initial exploratory tests on one of the datasets.
Because CSO is a heavily randomised search algorithm and will therefore give different results each time it is run, we ran our algorithm ten times for on each train/test split. Thus, we executed a total of 350 runs of our algorithm overall. Table 2 gives the results by dataset. The column "NBR" in the table gives the baseline testing performance of NBR trained using the traditional process. We further include in the table the results achieved using linear regression (LR; implemented in WEKA 3.8.0 (Frank et al., 2016) ). This implementation of LR performs attribute selection using the M5 method (Wang and Witten, 1997) , which usually outperforms standard LR. The error metrics on the test splits achieved by our experimental algorithm are given in the columns "CSO-NBR(mean)" and "CSO-NBR(best)",
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which give the average (± the standard deviation) and best errors achieved respectively over the ten repetitions.
Finally, we also performed a single-sample, one-sided t-test comparing the results of our experimental algorithm with the single result achieved by traditional NBR. The p value for the test is given as well in Table 2 .
Overall, we can see NBR accuracy performance is improved significantly in most cases when CSO-NBR is used to train the model. If we consider the strong condition that p < 0.01 (i.e., 99% confidence), then NBR's performance is improved in 18 /35 cases. If the condition is weakened to p < 0.05 (95% confidence), then a further two more significant improvements can be added to that total.
Also interesting is the comparison of NBR, LR, and our experimental algorithm. NBR in its original form tends to underperform LR on most of the problems; in fact, on 25 /35 LR has a lower error than NBR. However, when we compare the mean performance of CSO-NBR to LR, the number of wins for LR decreases to 21 /35. If we furthermore consider the error of the best single run of our experimental algorithm, then the number of LR wins drops to only 8 /35 datasets.
We note that considering the best-of-ten-runs result (i.e., the "CSO-NBR(best)" column) is an optimistic strategy, and it has consequently been de-emphasized in Table 2 . However, it is worth including these results because in practice, if only one model is required but CSO-NBR is run multiple times (which it should be), then only the best single model during testing is likely to be used for subsequent analysis (e.g., for inspecting model, or for use in live production).
In terms of individual dataset performance, the difference between NBR and CSO-NBR is quite variable. For example, the "gascons" dataset appears to be very difficult to model for both NBR and LR, which achieve test set errors of 17.63 and 40.27 respectively. CSO-NBR, on the other hand, generalises quite well, achieving a mean testing error of only 3.23. A similar example is the "bodyfat" problem, in which test errors of 1.68 and 0.72 for NBR and LR respectively can be compared to the 0.53 mean test error that CSO-NBR achieves.
Conversely, there are also datasets where CSO-NBR performs extremely poorly: for example, the "longley" dataset is modelled well by NBR but poorly by both LR and CSO-NBR. Similarly for the "vineyard" dataset. There appears to be no clear-cut single best algorithm overall.
Also interesting is a pattern that is clearly evident in the table of results. If one considers the cases where CSO-NBR is statistically significantly better than NBR, it appears to also be the case (in all but one instance) that LR also shows a large reduction in error compared to NBR. This suggests that those datasets have properties that NBR cannot model well by itself, without being embedded inside CSO. This certainly warrants future investigation, perhaps in the context of using synthetic data to determine which patterns NBR and CSO-NBR can and cannot detect.
Finally, we were also interested in a comparison of CSO to a more traditional PSO variant. This was to determine if CSO was really a suitable optimiser for this problem. To that end, we selected the standard PSO algorithm (SPSO) described by Bonyadi and Michalewicz (2017) . SPSO has three main parameters: an inertia parameter, a cognitive constant, and a social constant. Following the recommendation by (Bonyadi and Michalewicz, 2017, pp. 11) we set these parameters to 0.6, 1.7 and 1.7 respectively.
A fundamental difference between the CSO and SPSO is that SPSO updates all particles in the swarm at each iteration whereas CSO updates only half of the particles (the losers) per iteration. Similarly, particles in CSO have no personal memory; particles in SPSO on the other hand each have a memory for their "personal best" position additional to their current position. Therefore it is unfair to directly compare SPSO and CSO with the same swarm size and same number of iterations, as SPSO would be performing approximately twice the number of function evaluations, and furthermore, it would use twice the amount of memory as CSO.
To make comparisons fairer, we gave each algorithm approximately the same number of fitness function evaluations, since the fitness function is the main contributor to the algorithm complexity. There are two ways of making the number of fitness evaluations performed by SPSO approximately equal to those performed by CSO: halving the swarm size or halving the number of iterations. We tested both variants, i.e., we defined one version of SPSO-NBR with a s = 50 and t max = 1000, and another with s = 100 and t max = 500. The latter version of SPSO uses the twice the amount of memory as the other two algorithms.
The SPSO results are given in the tables in the appendix. A comparison of these tables with the CSO-NBR results in Table 2 show that in most cases, CSO-NBR outperforms SPSO-NBR. Specifically, the s = 50,t max = 1000 variant of SPSO-NBR outperforms CSO-NBR on only six of the datasets while the s = 100,t max = 500 variant (using twice as much memory) outperforms CSO-NBR 9/20 (Tsanas et al., 2010) 5,875 18 Parkinson's -Total (Tsanas et al., 2010) 5,875 18 Appliance Energy (Candanedo et al., 2017) 19,373 26 Survival (Lenz et al., 2008; Wang, 2015) 181 (train)/233 (test) 3,833 on twelve of the datasets. We continue in the next section using CSO only, as (i) it has been shown that CSO generally outperforms SPSO on the same problems, or is at least in the same ballpark; and (ii) CSO requires less parameter tuning compared to SPSO. To summarise, our initial experiments indicate that our experimental algorithm -training an NBR model on artificial training data optimised in a supervised fashion using CSO -is an effective approach for constructing more robust naive Bayes regression models for certain machine learning problems. We therefore proceed to a more challenging set of problems in the next round of experiments.
PARAMETER STUDY WITH MODERN DATASETS
In this set of experimental runs, we consider the effect of various key parameters on the artificial data optimisation process, in particular CSO's ϕ parameter, and n, the size of the artificial dataset.
We ran experiments with ϕ ∈ {0.0, 0.1, 0.5, 1.0} and n ∈ {3, 10, 20} to evaluate the effect on the generalisation error of the resulting NBR model. The remaining parameters, specifically s, the swarm size, and t max , the number of iterations, were held at constant values (100 and 1000 respectively) so that the total number of function evaluations was a constant. Recall that each function evaluation consists of one run of NBR on the artificial data to train the model followed by a testing procedure to measure the RMSE on the real training data.
We chose eight new regression problems for this round of experiments. These datasets are larger than those used in the previous round of experiments, and also much more recently published. Table  3 summarises the datasets, giving their name and the overall dimensionality of the data in terms of number of examples and number of predictive features excluding the target value.
In brief, the wine quality datasets (Cortez et al., 2009 ) contains data about various Portuguese "Vinho Verde" wines. The features are physiochemical statistics about each wine (e.g., the pH value) and the target to predict is the subjective quality of the wine, which ranges on a scale from 0 to 10. The data is divided into two separate prediction problems, one for red wine and one for white wine with the white wine dataset being considerably larger in size.
The building energy efficiency datasets (Tsanas and Xifara, 2012) , in contrast, concerns predicting the heating and/or cooling load of a building, given various properties of the building's design. The buildings are simulated, and while each building has the same volume, the surface areas, dimensions, and the materials used to construct the buildings vary. There are eight predictive features in total, and for each example there are two separate prediction targets: (i) the total heating load and (ii) the total cooling load. Accurately predicting the loads of the buildings without running full (and highly computationally complex) building simulations is an important problem in the optimisation of energy efficient buildings.
The fifth and sixth problems deal with the remote diagnosis of Parkinson's disease (Tsanas et al., 2010) . The aim of this data is to learn a model that can predict the Unified Parkinson's Disease Rating Scale (UPDRS) for a patient. Normally, the UPDRS score is determined by trained medical personnel in the clinic using a costly physical exam. In contrast, the dataset constructed for this problem uses statistical features extracted via the signal processing of recorded speech alone. Thus, UPDRS assessment can be performed remotely instead of in-person if the predictions are accurate enough. Similar to the previous problem, this prediction problem has two predictive targets per example: the total UPDRS score, ranging from 0 (healthy) to 176 (total disability); and the motor UPDRS score, which has a smaller range of 0 to 108.
The seventh problem, like the building energy prediction problems, is concerned with energy usage (Candanedo et al., 2017) . Unlike those problems, however, this dataset is derived from real data rather than a simulation and is much larger: there are nearly twenty thousand examples in Table 4 . Experiment results (test errors) on the Wine Quality -Red dataset. total, and the dimensionality is higher as well. The problem is to predict the energy usage of appliances in a real house given features related to the environment, such as weather data and temperature/humidity readings from wireless sensors. The data is arranged into a time series with each example corresponding to data about the weather and household/appliance usage activity over a ten minute period. Finally, the eighth dataset we considered concerns building a regression model to predict survival time for cancer patients given gene expression data. The data was originally acquired by Lenz et al. (2008) and subsequently further processed and re-published by Wang (2015) . The features in the dataset are measurements from probe sets obtained using a microarray device. Each measurement is an estimate of one particular gene's degree of expression in a patient. The prediction target is the survival time of the patient. Because of the high dimensionality of the data, we performed our experiments on this data using a random subset of one hundred of the gene expressions measurements. Such an approach is commonly used elsewhere. For example, Kapur et al. (2016) used the same strategy when learning Bayesian network models for gene expression class prediction.
In terms of the experimental setup, our experiments followed the same basic procedure that we applied previously: i.e., the data was split into training and test portions, and then both standard NBR and LR served as baselines. We ran CSO-NBR ten times to assess its average and best performance on each problem.
With respect to splitting the data into training and test subsets, for the first six datasets, the ordering of the examples was randomised and the split sizes were two-thirds and one-third for the training and test sets respectively. The Appliance Energy data, however, forms a time series. Therefore we did not randomise the examples but instead preserved their order, which resulted in the training examples preceding the test examples in time. The split sizes were the same as before however. For the Survival data, the examples are already arranged into training and test subsets by Wang (2015) , and we did not alter this. Tables 4 to 11 summarise the results. The column names have the same interpretation as previously, and for each table, the best achieved test set errors (both averaged over ten runs and for a single run) have been bolded.
Firstly we examined the results in respect of the parameter values we were varying. The results Table 7 . Experiment results (test errors) on the Energy Efficiency -Cooling dataset. Table 9 . Experiment results (test errors) on the Parkinson's -Total dataset. show that in most cases, a low value of ϕ (either 0.0 or 0.1) achieves the lowest mean test error. The only exceptions to this are the Red Wine dataset and the Appliance Energy dataset for which a higher ϕ of 1.0 leads to the best overall results. However, runs with lower ϕ still significantly outperform the baseline on the Appliance Energy dataset. The results are not as clear-cut with the dataset size parameter n however. There is no consistent pattern of optimal artificial dataset size across the problems. For example, the Survival dataset appears to require a large artificial dataset with n = 20. When n is reduced, performance degrades significantly. Conversely, for the Energy Efficiency -Heating dataset, a very small number of artificial examples (i.e. n = 3) is preferred and increasing this reduces accuracy.
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The takeaway from the analysis is that while there is no clearly optimal artificial dataset size, a low value of ϕ (either 0.0 or 0.1) appears to be a good default in most cases. Specific problems may benefit from gradually increasing ϕ if performance is not ideal.
The next step in our examination was to perform statistical significance tests comparing NBR and CSO-NBR for a more rigorous comparison. Similar to the previous section, we performed single sample t-tests comparing the test set errors of CSO-NBR against the single result obtained by the deterministic NBR algorithm, for each set of ten runs. For the first six problems, the results of the tests unanimously showed CSO-NBR significantly outperforming NBR with exceptionally low p values (i.e. p 0.0001), but higher p values were exhibited in the cases of the latter two (Appliance Energy and Survival) problems. We therefore include p values in the tables of results only for the latter two regression problems, since these are the interesting results where the significance varies considerably.
Finally, we also ran standard LR with default on the same datasets. The test set errors achieved by LR are shown in Table 12 , and are mainly provided for context: the main focus of our comparison is between NBR and CSO-NBR in this section. To summarise, CSO-NBR significantly improves NBR's performance, to the point that it is at least competitive with (and sometimes better than) LR.
ANALYSIS
In this section, we explore the performance of CSO-NBR on a very simple two dimensional dataset with known properties, in an attempt to understand the interaction between the original NBR algorithm 13/20 The artificial dataset we employ in this section is generated using the "peak" algorithm in the R package MLBench (Leisch and Dimitriadou, 2010) . Figure 1 depicts the ground truth from which the data is generated. The data is drawn from a two dimensional normal distribution centred on the origin and scaled to a maximum height of 25. Points are sampled uniformly from the distribution within a circle of radius three about the origin. To generate a training dataset, we sampled 100 such points. A test set was then generated from a further 100 random samples. Each example in the datasets is a tuple of the form (x, y, z) where z is the target to predict.
We note the following points about this artificial regression problem:
1. The target variable z is a non-linear function of the two predictors x and y. This property of the data makes the problem difficult for simple linear model learners such as LR. This fact is demonstrated by the performance achieved using the LR algorithm to predict the z values on both the training and test datasets after model learning using the training data: LR achieves a very poor RMSE score of 8.4 on the training data and 8.7 on the test data.
2. The predictive features x and y are not conditionally independent given the predictive target z, which violates naive Bayes' conditional independence assumption. Once z is known, the potential values for (x, y) are distributed around the perimeter of a circle centred on the origin. The examples are depicted in the figure as points, and were generated using the R package MLBench (Leisch and Dimitriadou, 2010) .
Thus, knowing the value of x limits the locations for y to two possible values. In contrast to LR, NBR achieves RMSE scores of 1.4 and 2.1 on the two data splits respectively, which is a major improvement but still not ideal.
To visualise the model that NBR learns from the training data, we constructed the contour plot depicted in Figure 2 . Data from the plot was generated by dividing the [−3 . . . 3] × [−3 . . . 3] square centred on the origin into a 120 × 120 grid. At each grid point, we used the NBR model to make a prediction. Thus, 121 × 121 predictions were made in total, and the contour plot shows the predicted values. Figure 2 also depicts the 100 randomly sampled training data points used to construct the model as points on the contour plot.
Next, we ran the CSO-NBR algorithm ten times with the same settings as before (s = 100, ϕ = 0.1, t max = 1000, n = 10) and selected the resulting single best artificial training dataset from across the ten runs. The average model achieved an RMSE of 0.7 ± 0.12 on the test data. The best model, on the other hand, achieved an RMSE score of 0.4 on the training data and 0.5 on the test data -both the average and best result are a substantial improvement on both LR and standard NBR. Figure 3 depicts the predictions made by the CSO-NBR model along with the (x, y) coordinates of the ten artificial data points in the best artificial datasets used to build the model. Table 13 further shows the actual artificial data points themselves. We can make several observations from the contour plots of the predictions and the table. Firstly, as Figure 2 clearly shows, the NBR algorithm by itself models the ground truth to a reasonable degree. The predicted z values are higher the closer that (x, y) is to the origin, which is what is expected. However, the circular symmetricity of the distribution in Figure 2 is not preserved well, as the contours have an obvious "squarish" appearance. There also appears to be a high degree of noise in the contours, suggesting that the model is not generalising well and instead overfitting the training data noise.
In contrast, the CSO-NBR predictions as depicted in Figure 3 produce a much cleaner, more symmetric, and less noisy predicted distribution. The prediction agrees well with the ground truth distribution in Figure 1 , which in turn explains the low RMSE scores achieved in the experiments we performed. Of interest is the layout of the artificial data points across the distribution of predictions. Clearly, the positions of the artificial points have been highly optimised with the majority of the points lying approximately on the negative diagonal y = −x and the remaining two points lying on the opposite diagonal. This configuration of points, when used as training data for the NBR algorithm, produces superior predictions and indicates that only a small amount of training data is required to effectively model this problem.
CONCLUSION
In summary, we have described a method for enhancing the predictive accuracy of naive Bayes for regression. The approach employs "real" training data only indirectly in the machine learning pipeline, as part of a fitness function that in turn is used to optimise a small artificial surrogate training dataset. The naive Bayes model is constructed using the artificial data instead of the real training data. Our evaluation has demonstrated that the method often produces superior regression models in terms of generalisation error. The primary advantages of this idea are twofold. In its original formulation, naive Bayes typically underperforms other regression models. However, the algorithm does have certain specific advantages such as being simple and interpretable, and interpretable models are important in many areas (e.g. medicine) where understanding the rules used for prediction is important. Finding new methods to enhance the accuracy of naive Bayesian models is therefore important, and we have described one means of doing so.
Several interesting questions are raised by this research, which may form a basis for future work. For example, how hard is this problem when framed as an optimisation problem, from a fitness landscape perspective? "Easy" problems in evolutionary computation are usually those with a high correlation between the fitness of solutions and their distance to the global optima. "Hard" problems, on the other hand, have a much lower or even negative (in the case of deception) correlation.
Another question concerns the behaviour of our proposed algorithm when a base algorithm quite different to NBR is employed. How exactly does CSO's behaviour change with the base model? Can we replace NBR with a full Bayesian network or a decision tree ensemble and still get generalisation improvements? Do we need to use larger or smaller artificial datasets to make our approach work with other base algorithms?
There is also the issue of how to select the optimal artificial dataset size for the problem at hand. Our results indicate that there is no single value of n that is a good default in most cases. Some problems require a larger n, and others a smaller n. How, then, can the correct n be chosen? A potential but expensive answer to this question is to run the algorithm multiple times with different artificial dataset sizes and attempt to hone in on the best one. However, other more intelligent approaches (for example, greedily adding one optimised example to the artificial dataset at a time until no more improvements are possible) are certainly possible and may work.
Finally, our results raise an interesting fundamental question: why is it possible to drastically reduce the number of training examples from hundreds or thousands to just a few, while at the same time maintaining comparable (or better) accuracy? In other words, is there some theoretical reason why our approach works? Is information from the real data being somehow "compressed" into the artificial data, and how/why does this happen? Is it possible that useful information might be discovered in these small highly-optimised artificial datasets, in the same way that rules and other knowledge can be typically discovered by inspecting normal machine learning models? 
