This paper develops a cross-sectionally augmented distributed lag (CS-DL) approach to the estimation of long-run e¤ects in large dynamic heterogeneous panel data models with crosssectionally dependent errors. The asymptotic distribution of the CS-DL estimator is derived under coe¢ cient heterogeneity in the case where the time dimension (T ) and the cross-section dimension (N ) are both large. The CS-DL approach is compared with more standard panel data estimators that are based on autoregressive distributed lag (ARDL) speci…cations. It is shown that unlike the ARDL type estimator, the CS-DL estimator is robust to misspeci…cation of dynamics and error serial correlation. The theoretical results are illustrated with small sample evidence obtained by means of Monte Carlo simulations, which suggest that the performance of the CS-DL approach is often superior to the alternative panel ARDL estimates, particularly when T is not too large and lies in the range of 30 to 50.
Introduction
Estimation of long-run e¤ects is of great importance in economics. The concept of 'long-run relations'is typically associated with the steady-state solution of a structural macroeconomic model. Often the same long-run relations can also be obtained from arbitrage conditions within and across markets. As a result, many long-run relationships in economics are free of particular model assumptions; examples being purchasing power parity, uncovered interest parity and the Fisher in ‡ation parity. Other long-run relations, such as those between macroeconomic aggregates like consumption and income, output and investment, and technological progress and real wages, are less grounded in arbitrage and hence are more controversial, but still form a major part of what is generally agreed-upon in empirical macroeconomic modelling. This is in contrast to the analysis of short-run e¤ects, which are model speci…c and subject to identi…cation problems.
This paper is concerned with estimation and inference of long-run e¤ects using dynamic panel data models where the time dimension (T ) and the cross-section dimension (N ) are both relatively large. Such panels are becoming increasingly available and cover countries, counties, regions, industries and …rms, and typically feature dynamics in the form of lagged dependent variables, slope heterogeneity (at least in the case of short-run coe¢ cients), as well as cross-sectionally dependent innovations. These three key features complicate estimation and inference.
Earlier literature on the estimation of long-run e¤ects using panel data, such as the pooled mean group approach (Pesaran, Shin, and Smith 1999) , the panel dynamic OLS approach (Mark and Sul 2003) and the panel fully modi…ed OLS approach (Pedroni 2001) , allows for lagged dependent variables and heterogeneity of short-run dynamics, but it does not allow for error cross-section dependence. Wrongly assuming that errors are cross-sectionally independently distributed leads to incorrect inference and in some cases inconsistent estimates, depending on the nature of error cross-section dependence. For example, when cross-section dependence is due to the presence of unobserved common factors, parameter inconsistency arises if the factors and the regressors are correlated.
The problem of error cross-section dependence has been addressed in the literature primarily in the context of panel data models without lagged dependent variables. See, for example, the common correlated e¤ects (CCE) approach of Pesaran (2006) , or the interactive …xed e¤ects estimator (IFE) of Bai (2009) . A survey of the recent literature is provided by Chudik and Pesaran (2015a) . Two exceptions are Song (2013) who extends Bai's approach to allow for lagged dependent variables and coe¢ cient heterogeneity, and Chudik and Pesaran (2015b) , who extend the CCE approach to allow for weakly exogenous regressors (including lagged dependent variables).
1 Both approaches rely on the estimation of unit-speci…c ARDL speci…cations, appropriately augmented with cross-section averages to …lter out the e¤ects of the unobserved common factors, from which long-run e¤ects can be indirectly estimated. We refer to this approach as cross-sectionally augmented ARDL or CS-ARDL in short. The main drawback of computing the long-run coe¢ cients from CS-ARDL speci…cations is that due to the inclusion of lagged dependent variables in the regressions often quite a large time dimension is required for satisfactory small sample performance, especially if the sum of the AR coe¢ cients in the ARDL speci…cations are close to unity. In the case of heterogenous slope speci…cations the CS-ARDL estimates of the long-run coe¢ cients could also be sensitive to outlier estimates of the long-run e¤ects for individual cross-section units. This paper makes a theoretical contribution to the econometric analysis of the long run by proposing a new approach to the estimation of long-run coe¢ cients in dynamic heterogeneous panels with cross-sectionally dependent errors. The approach is based on a distributed lag representation that does not include lags of the dependent variable, and allows for residual factor error structure and weak cross-section dependence of idiosyncratic errors. Similar to CCE estimators proposed by Pesaran (2006) , the individual regressions are augmented with cross-section averages to deal with the e¤ects of common factors. We derive the asymptotic distribution of the proposed cross-sectionally augmented distributed lag (or CS-DL for short) mean group and pooled estimators under the coe¢ cient heterogeneity and large time and cross-section dimensions. By means of Monte Carlo experiments, we also investigate the consequences of various departures from our maintained assumptions on the small sample properties of CS-DL estimators by allowing for unit roots in the factors and/or in the regressors, breaks in the error processes, and homogeneity of long-run coe¢ cients. We also investigate whether the use of CS-DL estimates of long-run coe¢ cients can improve the estimation of short-run coe¢ cients.
The main advantage of the proposed CS-DL approach is its robustness to dynamic misspeci…cation and its small sample performance, which is often better compared to estimating unit-speci…c CS-ARDL speci…cations, under a variety of settings investigated in the Monte Carlo experiments when T is moderately large (30 T 50). Furthermore, the imposition of CS-DL estimates of long-run coe¢ cients can substantially improve the estimates of short-run coe¢ cients. Last but not least, the CS-DL approach does not require the rank condition required by the CS-ARDL approach, which ensures that the cross-section averages approximate the space of unobserved factors arbitrarily well, as N ! 1, if it is assumed that the factor loadings in the equation for the dependent variable are independently distributed from factor loadings in the equations for regressors. In the case when the rank condition and the independence of factor loadings do not hold, it is possible to consider augmentation by principal components instead of cross-section averages, but the derivation of asymptotic results is more complicated in the case of principal components and lies outside the scope of the present paper.
Despite these important advantages, the CS-DL approach should be seen as complementary and not as superior to the CS-ARDL approach. The main drawback is that, unlike the panel CS-ARDL approach, the CS-DL approach does not allow for feedback e¤ects from the dependent variable onto the regressors. However, a careful investigation of the size of the small sample bias due to the presence of such feedback e¤ects suggests that the CS-DL approach can still outperform the CS-ARDL approach when T is moderately large. The relative merits of di¤erent approaches are carefully documented in the paper, and our main conclusion is that the CS-DL approach is a valuable complementary method for estimating long-run e¤ects in panels where the time dimension is moderately large.
The remainder of the paper is organized as follows. Section 2 shows how long-run coe¢ -cients can be derived from vector autoregressive models, and discuss alternative estimation approaches. Section 3 introduces the CS-DL approach to the estimation of long-run relationships. Section 4 investigates the relative small sample performance of CS-DL and CS-ARDL estimators, using Monte Carlo experiments. Section 5 o¤ers some concluding remarks. Mathematical derivations are provided in an Appendix.
A brief word on notation: All vectors are column vectors represented by bold lower case letters, and matrices are represented by bold upper case letters. % (A) is the spectral radius of the n n matrix, A = (a ij ), kAk = p % (A 0 A) is the spectral norm of A. 2 kAk 1 and kAk 1 , de…ned by kAk 1 = max 1 i n n j=1 ja ij j and kAk 1 = max 1 j n n i=1 ja ij j, are maximum row sum matrix and column sum matrix norms, respectively. a n = O(b n ) denotes the deterministic sequence fa n g is at most of order b n . Convergence in probability and convergence in distribution are denoted by 2 Note that if x is a vector, then kxk = p % (x 0 x) = p x 0 x corresponds to the Euclidean length of the vector x.
Estimation of long-run or level relationships in economics
The estimation of long-run relations can be carried out with or without constraining the short-run dynamics. In this section, we focus on estimation of long-run relations without restricting the short-run dynamics and we assume that there exists a single long-run relationship between the dependent variable, y t , and a set of regressors.
3 For illustrative purposes, suppose that there is one regressor x t and suppose that z t = (y t ; x t ) 0 is jointly determined by the following vector autoregression of order 1, VAR(1),
where = ( ij ) is a 2 2 matrix of unknown parameters, and e t = (e yt ; e xt ) 0 is a 2-dimensional vector of reduced form errors. Denoting the covariance of e yt and e xt by !V ar (e xt ), we can write e yt = E (e yt je xt ) + u t = !e xt + u t ,
where by construction u t is uncorrelated with e xt , namely E (u t je xt ) = 0. Substituting (2) for e yt , the equation for the dependent variable y t in (1) is
Using the equation for the regressor x t in (1), we obtain the following expression for e xt e xt = x t 21 y t 1 22 x t 1 , and substituting this expression for e xt back in (3) yields the following conditional model for
where
Note that u t is uncorrelated with the regressor x t and its lagged values by construction. (4) is ARDL(1,1) representation of y t conditional on x t , and the short-run coe¢ cients ', 0 , and 1 can be directly estimated from (4) by least squares regardless whether z t is integrated of order one, I (1) for short, or stationary, I(0). See for a related discussion. Model (4) can also be written in the form of the error-correction model,
or as the following level relationship
P 1 s=`+1 s , for`= 0; 1; 2; :::, and
The level coe¢ cient, , is de…ned by
Note that if z t is I (1) then (1; ) 0 is the cointegrating vector and the level relation (6) is also cointegrating. The level coe¢ cient can still be motivated as the long-run outcome of a counterfactual exercise even if z t is stationary . One possible counterfactual is to consider the e¤ects of a permanent shock to the x t process on y t in the long run. Let g yt = lim s!1 E y t+s y;t+s I t 1 ; e x;t+h = x , for h = 0; 1; 2; ::: , and similarly
s!1 E x t+s x;t+s I t 1 ; e x;t+h = x , for h = 0; 1; 2; ::: , where yt and xt , respectively, are the deterministic components of y t and x t (in the current illustrative example deterministic components are zero) and I t is the set containing all information up to the period t. Using (1) and noting that E (e yt je xt ) = !e xt , we obtain which upon using (5), yields, g y = g x , namely the long-run impact of a permanent change in the mean of x on y is given by . Note that only in the special case when the reduced form errors are uncorrelated (! = 0), is the short-run coe¢ cient 0 in the ARDL model (4) equal to 0 and the long-run coe¢ cient reduces to 12 = (1 11 ). But, in general, when ! 6 = 0, the short-run coe¢ cient 0 is non-zero and contemporaneous values of the regressor should not be excluded from (4). In the stationary case with regressors not strictly exogenous, depends also on the parameters of the x t process and the estimation of should therefore be based on (4).
An alternative way to show that is equal to the ratio g y =g x is to consider the ARDL representation (4) for the future period t + s; given the information at time t 1. We …rst note that y t+s = 'y t+s 1 + 0 x t+s + 1 x t+s 1 + u t+s , and after taking the conditional expectation with respect to fI t 1 ; e x;t+h = x , for h = 0; 1; 2; :::g, taking limits as s ! 1, and noting that in the stationary case g yt = g y and g xt = g x , we obtain g y = 'g y + 0 g x + 1 g x , and hence
as desired. Regardless of whether the variables are I(1), or I(0), or whether the regressors are exogenous or not, the level coe¢ cient is well de…ned and can be consistently estimated. The rates of convergence and the asymptotic distribution of the ARDL estimates of in the case of I(1) regressors is established in . See, in particular, their Theorem 3.3.
Two approaches to the estimation of long-run e¤ects
Consider now the problem of estimation of long-run e¤ects in heterogeneous dynamic panels with a multi-factor error structure. Let y it be the dependent variable of the i th cross-section unit, x it be the k 1 vector of unit-speci…c regressors, and consider the following panel
for i = 1; 2; :::; N and t = 1; 2; :::; T , where f t is an m 1 vector of unobserved common factors, and p yi and p xi are the lag orders chosen to be su¢ ciently long so that u it is a serially uncorrelated process across all i. The vector of long-run coe¢ cients is then given by
There are two approaches to estimating the long-run coe¢ cients. One approach, already considered in the literature, is to estimate the individual short-run coe¢ cients f' i`g and f i`g in the ARDL relation, (7), and then compute the estimates of long-run e¤ects using formula (9) with the short-run coe¢ cients replaced by their estimates f' i`g and n^ i`o . We shall refer to this approach as the "ARDL approach to the estimation of long-run e¤ects". The advantage of this approach is that the estimates of short-run coe¢ cients are also obtained. But when the focus is on the long-run coe¢ cients, i can be estimated directly without …rst estimating the short run coe¢ cients. This is possible by observing that the ARDL model, (7), can be written as
We shall refer to the direct estimation of i based on the distributed lag representation (10) as the "distributed lag (DL) approach to the estimation of long-run e¤ects". Under the usual assumptions on the roots of ' i (L) falling strictly outside the unit circle, the coe¢ cients of i (L) are exponentially decaying; and it is possible to show that, in the absence of feedback e¤ects from lagged values of y it onto the regressors x it , a consistent estimate of i can be obtained directly based on the least squares regression of y it on x it and f x i;t `g p =0 ; where the truncation lag order p is chosen appropriately as an increasing function of the sample size. But, when the feedback e¤ects from the lagged values of the dependent variable to the regressors are present,ũ it will be correlated with x it and the DL approach would no longer be consistent. Note that strict exogeneity is, however, not necessarily required for the consistency of the DL approach, since arbitrary correlations amongst the individual reduced form innovations in e t are still allowed. Using the individual long run estimates,^ i , consistent estimates of the average long-run e¤ects can be obtained as^ = N 1 P N i=1^ i .
Pros and cons of the two approaches to the estimation of longrun e¤ects
Consider …rst the ARDL approach, where the estimates of long-run e¤ects are computed based on the estimates of the short-run coe¢ cients in (7). In the case where the unobserved common factors are serially uncorrelated and are also uncorrelated with the regressors, the long-run coe¢ cients can be estimated consistently from the Ordinary Least Squares (OLS) estimates of the short-run coe¢ cients, irrespective of whether the regressors are strictly exogenous or jointly determined with y it , in the sense that z it = (y it ; x 0 it ) 0 follows a VAR model. The long-run estimates are also consistent irrespective of whether the underlying variables are I (0) or I (1). These robustness properties are clearly important in empirical research. However, the ARDL approach has also a number of drawbacks. The sampling uncertainty could be large especially when the speed of convergence towards the long-run relation is rather slow and the time dimension is not su¢ ciently long. This is readily apparent from (9) since even a small change to 1 P p yì =1'i`c ould have a large impact on the estimates of i when P p yì =1'i`i s close to unity. In this respect, a correct speci…cation of lag orders could be quite important for the performance of the ARDL estimates of i . Underestimating the lag orders leads to inconsistent estimates, whilst overestimating the lag orders could result in loss of e¢ ciency and low power when the ARDL long-run estimates are used for inference.
In the more general case when the unobserved common factors are correlated with the regressors then LS estimation of the ARDL model is no longer consistent and the e¤ects of unobserved common factors need to be taken into account. There are two possible estimators developed in the literature so far for this case:
5 a principal-components based approach by Song (2013) who extends the interactive …xed e¤ects estimator of Bai (2009) to the dynamic heterogeneous panels, and the dynamic common correlated e¤ects mean group estimator suggested by Chudik and Pesaran (2015b) . A recent overview of these methods is provided in Chudik and Pesaran (2015a) . These estimators have been proposed (so far) only for stationary panels, and are subject to the small T bias of the ARDL approach discussed above. Bias correction techniques can also be used, but overall they do not seem to be e¤ective when the speed of adjustment to the steady state is slow.
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The main merit of the DL approach proposed in this paper is its robustness along a number of important dimensions, and the fact that it tends to exhibit better small sample performance as compared to the panel ARDL estimates when the time dimension T is not very large. Speci…cally, (i) it is robust to the possibility of unit roots in regressors and/or factors, (ii) it is applicable irrespective of whether the short and/or long-run coe¢ cients are heterogenous or homogeneous, (iii) it is robust to an arbitrary degree of serial correlation in " it and f t , 7 (iv) it does not require knowledge of the number of unobserved common factors under certain conditions, and (v) it continues to be valid under weak cross-section dependence in the idiosyncratic errors, " it . These robustness properties are very important considerations in applied research. In addition, the CS-DL approach does not require specifying the individual lag orders, p yi and p xi , and is robust to possible breaks in " it . The main drawback of the CS-DL approach, however, is thatũ it = ' i (L) 1 u it will be correlated with x it when there are feedback e¤ects from lagged values of y it onto the regressors, x it . This correlation in turn introduces a bias even when N and T are su¢ ciently large, and therefore the CS-DL estimation of the long-run e¤ects is consistent only in the case when the feedback e¤ects (or reverse causality) are not present. The second drawback is that the small sample performance is very good only when the eigenvalues of ' i (L) are not close to the unit circle. We will provide small sample evidence on the two approaches by means of Monte Carlo experiments in Section 4.
3 Cross-sectionally augmented distributed lag (CS-DL) approach to estimation of mean long-run coe¢ cients
The ARDL panel data model
To simplify the exposition we consider the panel ARDL data model (7) with p yi = 1 and
To allow for correlation between the m unobserved factors, f t ; and the k observed regressors,
x it , we assume that the latter is generated according to the following factor model
for i = 1; 2; :::; N and t = 1; 2; :::; T , where i is m k matrix of factor loadings, and v it are the idiosyncratic components of x it which are assumed to be distributed independently of the idiosyncratic errors, " it . The panel data model (11) and (12) is identical to the model considered by Pesaran (2006) , with the exception that the lagged dependent variable is included in (11). We have also omitted observed common e¤ects and deterministics (such as intercepts and time trends) from (11) to simplify the exposition. Introducing these terms and additional lags of the dependent variable and regressors complicate notations but do not pose additional technical di¢ culties. We are interested in the estimation of the mean long-run coe¢ cients = E ( i ), where i , i = 1; 2; :::; N are the cross-section speci…c long-run coe¢ cients de…ned by (9), which for p yi = 1 and p xi = 0 reduces to
We postulate the following assumptions.
Assumption 1 (Individual speci…c errors) Individual speci…c errors " it and v jt 0 are independently distributed for all i; j; t and t 0 . " it follows a linear stationary process with absolute summable autocovariances (uniformly in i),
for i = 1; 2; :::; N , where the vector of innovations t = ( 1t ; 2t ; :::; N t ) 0 is spatially correlated according to
in which the elements of & t , & it , are independently and identically distributed (IID) with zero means, unit variances and …nite fourth-order cumulants. Matrix R has bounded maximum column and row sum matrix norms, namely kRk 1 < K and kRk 1 < K. In particular, Assumption 4 (Long-run coe¢ cients) The long-run coe¢ cients, i , de…ned in (13), follow the random coe¢ cient model
; , for i = 1; 2; :::; N ,
where k k < K, k k < K, is k k symmetric nonnegative de…nite matrix, and the random deviations i are independently distributed of j , j , & jt , v jt , and f t for all i,j, and t. The coe¢ cients of the lagged dependent variable, ' i , are distributed with a support strictly inside the unit circle.
The polynomial 1 ' i L is invertible under Assumption 4, and multiplying (11) by
1 we obtain
and
The distributed lag speci…cation in (19) does not include lagged values of the dependent variable, and as a result the CCE estimation procedure can be applied to (19) directly. The regression of y it on x it is estimated by augmenting the individual regressions by di¤erences of unit speci…c regressors x it and their lags, in addition to augmentation with cross-section averages that take care of the e¤ects of unobserved common factors. It is important to note that the CCE procedure continues to be applicable despite the fact that the errors," it ; are serially correlated. (See Pesaran (2006) ). Let w = (w 1 ; w 2 ; :::; w N ) 0 be an N 1 vector of weights that satis…es the following 'granularity'conditions
and the normalization condition
De…ne the cross-section averages z wt = (y wt ; x 0 wt ) 0 = P N i=1 w i z it , and consider augmenting the regressions of y it on x it and the current and lagged values of x it , with the following set of cross-section averages, S N pt = z wt [ f x w;t `g p =0 . Cross-section averages approximate the unobserved common factors arbitrarily well if
uniformly in t, as N and p j ! 1. Su¢ cient conditions for result (23) to hold are given by Assumptions 1-4 and if the rank condition rank ( ) = m holds. Di¤erent sets of cross-section averages could also be considered. For example, if the set of cross-section averages is de…ned as S N p z t = f z wt `g p z =0 , then the su¢ cient condition for (23) to hold under Assumption 1-4 would be the usual rank condition rank (C) = m, where C = ( ; ). Using covariates to enlarge the set of cross-section averages could also be considered, as in Chudik and Pesaran (2015b) . The rank condition can be relaxed in the case where i and i are independently distributed. 8 In this case, the asymptotic variance of the CCE estimator does depend on the rank condition, nevertheless the CS-DL estimators are consistent and the proposed nonparametric estimators of the covariance matrix of the CS-DL estimators given below continue to be valid regardless of whether the rank condition holds. More formally, let y i = (y i;p+1 ; y i;p+2 ; :::;y i;T ) 0 , X i = x i;p+1 ; x i;p+2 ; :::; x i;T 0 , Z w = ( z w;p+1 ; z w;p+2 ; :::; z w;T ) 0 ,
, and de…ne the projection matrix
for i = 1; 2; :::; N , where p = p (T ) is a chosen non-decreasing truncation lag function such that 0 p < T , and A + is the Moore-Penrose pseudo-inverse of A. We use the MoorePenrose pseudo-inverse as opposed to standard inverse in (24) because the column vectors of Q wi could be asymptotically (as N ! 1) linearly dependent. The CS-DL mean group estimator of the long-run coe¢ cients is given by
8 Correlation of i and i could introduce a bias in the CCE estimates in the case where C is rank de…cient. See Sara…dis and Wansbeek (2012) and Section 29.4 in Pesaran (2015) .
The CS-DL pooled estimator of the long-run coe¢ cients is
Estimators b M G and b P di¤er from the mean group and pooled CCE estimator developed in Pesaran (2006) , which only allows for the inclusion of a …xed number of regressors, whilst the CS-DL type estimators include p lags of x it and their cross-section averages, where p increases with T , albeit at a slower rate.
In addition to Assumptions 1-4 above, we shall also require Assumption 5 below to hold. This assumption ensures that b M G and b P and their asymptotic distributions are well de…ned.
Assumption 5 (a) The matrix lim
exists and is nonsingular, and sup i;p
(b) Denote the t-th row of matrix e X i = M hi X i by e x 0 it = (e x i1t ; e x i2t ; ::::; e x ikt ). The individual elements of e x it have uniformly bounded fourth moments, namely there exists a positive constant K < 1 such that E (e x 4 ist ) < K; for any t = 1; 2; :::; T; i = 1; 2; :::; N and s = 1; 2; :::; k.
(c) There exists T 0 such that for all T T 0 ;
1 exist for all i, uniformly.
Our main …ndings are summarized in the following theorems.
Theorem 1 (Asymptotic distribution of b M G ) Suppose y it , for i = 1; 2; :::; N and t = 1; 2; :::; T are generated according to the panel data model (11)- (12), Assumptions 1-5 hold, and (N; T; p)
In both cases, the asymptotic variance of b M G can be consistently estimated nonparametrically by
Theorem 2 (Asymptotic distribution of b P ) Suppose y it , for i = 1; 2; :::; N and t = 1; 2; :::; T are generated by the panel data model (11)- (12), Assumptions 1-5 hold, and (N; T; p)
where b P is given by (27),
. If rank ( ) = m; then i is no longer required to be independently distributed of i and (32) continues to hold with P = 1 R 1 . In both cases, P can be consistently estimated by^ P de…ned by equation (A.25) in the Appendix.
Theorems 1-2 establish asymptotic distributions of b M G and b P under slope heterogene-ity. These theorems distinguish between cases where the rank condition that ensures (23) is satis…ed or not. Under the former, unobserved common factors can be approximated by cross-section averages when N is large and regardless of whether i is correlated with i , b M G and b P are consistent and asymptotically normal. In the latter case, where the unobserved common factors cannot be approximated by cross-section averages when N is large, then so long as i and i are independently distributed, both b M G and b P continue to be consistent and asymptotically normal, but the asymptotic variance also depends on unobserved common factors and their loadings. In both (full rank or rank de…cient) cases, the asymptotic variance of the CS-DL estimators can be estimated consistently using the same non-parametric formulae as in the full rank case.
There are several departures from the assumptions of these theorems that might be of interest in applied work, such as the consequences of breaks in the error processes, " it , possibility of unit roots in factors and/or regressor speci…c components, and situations where some or all coe¢ cients are homogeneous over the cross-section units. These theoretical extensions are outside the scope of the present paper but we investigate the robustness of the proposed CS-DL estimator to such departures by means of Monte Carlo simulations in the next section.
Monte Carlo experiments
This section investigates small sample properties of the CS-DL estimators and compares them with the estimates obtained from the panel ARDL approach using the dynamic CCEMG estimator of the short-run coe¢ cients advanced in Chudik and Pesaran (2015b) , which we denote by CS-ARDL. First, we present results from the baseline experiments with heterogeneous slopes (long-and short-run coe¢ cients), and then we document small sample performance of the alternative estimators under various deviations from the baseline experiments, including robustness of the estimators to the introduction of unit roots in the regressors or factors, possible breaks in the idiosyncratic error processes, and the consequences of feedback e¤ects from lagged values of y it onto x it . Second, we investigate whether it is possible to improve on the estimation of short-run coe¢ cients, provided the model is correctly speci…ed, by imposing CS-DL estimates of the long-run coe¢ cients.
We start with a brief summary of the estimation methods and a description of the data generating processes (DGP). Then we present …ndings on the estimation of the mean longrun coe¢ cient and on the extent to which estimates of the short-run coe¢ cients can be improved by using the CS-DL estimators of the long-run e¤ects.
Estimation methods
The CS-DL estimators are based on the following auxiliary regressions:
denoted as T 1=3 , p = p x and p y is set to 0. We consider both CS-DL mean group and pooled estimators based on (34). The CS-ARDL estimator is based on the following regressions:
and two options for the remaining lag orders are considered:
ARDL(2,1) speci…cation, p y = 2 and p x = 1, and ARDL(1,0) speci…cation, p y = 1 and
The CS-ARDL estimates of individual mean level coe¢ cient are then given bŷ
where the estimates of short-run coe¢ cients (' i`,^ i`) are based on (35). The mean longrun e¤ects are estimated as N 1 P N i=1^ CS ARDL;i and the inference is based on the usual non-parametric estimator of asymptotic variance of the mean group estimator.
Data generating process
The dependent variable and regressors are generated using the following ARDL(2,1) panel data model with factor error structure,
We generate y it ; x it for i = 1; 2; :::; N , and t = 99; :::; 0; 1; 2; :::; T with the starting values y i; 101 = y i; 100 = 0; and discard the …rst 100 observations (t = 99; 48; :::; 0) to reduce the e¤ects of the initial values on the outcomes. The individual e¤ects are generated as c iy IIDN (1; 1), and c xi = c yi + & cxi , where & cxi IIDN (0; 1), thus allowing for dependence between x it and c yi .
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We consider three cases depending on the heterogeneity/homogeneity of the slopes:
(heterogeneous slopes -baseline)
The long-run coe¢ cients are generated as i IIDN (1; 0:2 2 ) and the regression coe¢ cient are generated as i0 = { i i , i1 = (1 { i ) i , where
(homogeneous long-run, heterogenous short-run slopes) i = 1 for all i and the remaining coe¢ cients (' i1 ; ' i2 ; i0 ; i1 ) are generated as in the previous fully heterogeneous case.
(homogeneous long-and short-run slopes)
We also consider the case of ARDL(1,0) panel model by setting { 'i = 0 and { i = 1 for all i, which gives ' i2 = i1 = 0 for all i. We consider three values for ' max = 0:6, 0:8 or 0:9.
The unobserved common factors in f t and the unit-speci…c components, v it ; are generated as independent AR(1) processes:
for i = 1; 2; :::; N ,`= 1; 2; ::; m, and for t = 99; :::; 0; 1; 2; :::; T with the starting values f`; 100 = 0, and v i; 100 = 0. The …rst 100 time observations (t = 99; 48; :::; 0) are discarded. We consider three possibilities for the AR (1) We consider also two options for the feedback coe¢ cients yi : no feedback e¤ects, yi = 0 for all i, and with feedback e¤ects, yi IIDU (0; 0:2).
Factor loadings are generated as i` IIDN `; 0:2 2 and xi` IIDN x`; 0:2 2 , for`= 1; 2; ::; m; and i = 1; 2; :::; N . Also, without loss of generality, the means of factor loadings are calibrated so that V ar( to the variance of y it does not rise with m in the stationary case. We consider m = 2 or 3 unobserved common factors. Finally, the idiosyncratic errors, " it , are generated to be heteroskedastic, weakly crosssectionally dependent and serially correlated. Speci…cally,
where t = ( 1t ; 2t ; :::; N t ) 0 are generated using the following spatial autoregressive model (SAR),
in which the elements of & t are drawn as IIDN 0; 
, and the spatial autoregressive parameter is set to a = 0:6. Note that f it g is cross-sectionally weakly dependent for ja j < 1. We consider "i = 0 for all i or "i IIDU (0; 0:8). We also consider the possibility of breaks in " it by generating for each i random break points b i 2 f1; 2; ::T g and " it = a "i " i;t 1 + it , for t = 1; 2; :::; b i " it = b "i " i;t 1 + it , for t = b i + 1; b i + 2; :::; T , where a "i ; b "i IIDU (0; 0:8), and t = ( 1t ; 2t ; :::; N t ) 0 is generated using SAR model (42) with
The above DGP is more general than the other DGPs used in MC experiments in the literature and allows the factors and regressors to be correlated and persistent. The above DGPs also include models with unit roots, breaks in the error processes, and allows for correlated individual e¤ects. To summarize, we consider the following cases:
1. (3 options for heterogeneity of coe¢ cients) heterogeneous baseline, homogeneous longrun with heterogeneous short-run, and both long-and short-run homogeneous, 2. (2 options for lags) ARDL(2,1) baseline, and ARDL(1,0) model where { 'i = 0 and Due to the large number of possible cases (648 in total), we only consider baseline experiments and various departures from the baseline. We consider the following combinations of sample sizes: N; T 2 f30; 50; 100; 150; 200g, and set the number of replications to R = 2; 000, in the case of all experiments.
Monte Carlo …ndings on the estimation of mean long-run coe¢ cients
The results for the baseline DGP are summarized in Table 1 . This table shows that both CS-DL estimators (MG and pooled) perform well in the baseline experiments. This table also shows that the CS-ARDL approach does not perform well when T is not large (< 50). The problems arising when P pỳ =1'i`i s close to unity could be one of the explanations behind the inferior performance of the CS-ARDL approach when T is not large. Also, CS-ARDL estimates that are based on misspeci…ed lag orders are inconsistent, as to be expected. In contrast, the consistency of the CS-DL estimators does not depend on knowing the correct lag speci…cations of the underlying ARDL model.
Next, we investigate robustness of the results to di¤erent assumptions regarding slope heterogeneity. Table 2 presents …ndings for the experiment that depart from the baseline DGP by assuming homogeneous long-run slopes, while allowing the short-run slopes to be heterogeneous. Table 3 gives the results when both long-and short-run slopes are homogeneous. These results show that the CS-DL estimators continue to have good size and power properties in all these cases.
Experiments based on the ARDL(1,0) speci…cation (as the DGP) are summarized in Table  4 . CS-DL estimators continue to perform well, showing their robustness to the underlying ARDL speci…cation.
The e¤ects of increasing the value of ' max on the properties of the various estimators are summarized in Tables 5 (for ' max = 0:8) and 6 (for ' max = 0:9). Small sample performance of the CS-DL estimators deteriorates as ' max moves closer to unity, as to be expected. Tables  5-6 show that small sample performances of di¤erent estimators deteriorate substantially for values of ' max close to unity. This is partly due to inappropriate lag truncation. It can take a large lag order for the truncation bias to be negligible when the largest eigenvalue of the dynamic speci…cation (given by the lags of the dependent variable) is close to one. We see quite a substantial bias when ' max = 0:9. Therefore, it is important that the CS-DL approach is used when the speed of convergence towards equilibrium is not too slow and/or T is su¢ ciently large so that biases arising from the approximation of dynamics by distributed lag functions can be controlled.
The robustness of the results to the number of unobserved factors (m) is investigated in Table 7 . This table provides a summary in the case of m = 3 factors, which represents the rank de…cient case. It is interesting to note that despite the failure of the rank condition, the CS-DL estimators continue to perform well (the results are almost unchanged as compared with those in Table 1 ), while the CS-ARDL estimates are a¤ected by two types of biases (the time series bias and the bias due to rank de…ciency) that seem to apply in opposite directions.
The robustness of the results to the presence of unit roots in the unobserved factors and the regressors are examined in Table 8, and Table 9 , respectively. As can be seen the CS-DL estimators continue to perform well when factors contain unit roots. Table 9 , on the other hand, shows large RMSE and low power for T = 30 and 50, when the idiosyncratic errors have unit roots. But, interestingly enough, the reported size is correct and biases are very small for all sample sizes.
The robustness of the CS-DL estimators to the patterns of residual serial correlation is investigated in Table 10, whilst Table 11 presents results on the robustness of CS-DL estimators to possible breaks in the error processes. As can be seen, and as predicted by the theory, the CS-DL estimators are robust to both of these departures from the baseline scenario, whereas the CS-ARDL approach is not. Recall, the CS-ARDL approach requires the lag orders to be correctly speci…ed, and does not allow for residual serial correlation and/or breaks in the error processes, whilst CS-DL does.
Last but not least, the consequences of feedback e¤ects from y it to the regressors, x it , is documented in Table 12 . This table shows that the CS-ARDL approach is consistent regardless of the feedback e¤ects, provided the lag orders are correctly speci…ed, again as predicted by the theory. But a satisfactory performance (in terms of bias and size of the test) for the CS-ARDL approach requires T to be su¢ ciently large. On the other hand, in the presence of feedbacks, the CS-DL estimators are inconsistent and show positive bias even for T su¢ ciently large. But the bias due to feedback e¤ects seems to be quite small; between -0.02 and 0.06, and the CS-DL estimators tend to outperform the CS-ARDL estimators when T 50, even when the underlying ARDL model is correctly speci…ed.
Monte Carlo …ndings on the improvement in estimation of short-run coe¢ cients
As a …nal exercise, we consider if it is possible to improve on the estimation of shortrun coe¢ cients by imposing the CS-DL estimates of the long run, before estimating the short-run coe¢ cients. We consider the experiment that departs from the baseline model by assuming a homogeneous long-run coe¢ cient, whilst all the short-run slopes are allowed to be heterogeneous, and use the ARDL(1,0) as the data generating process. More speci…cally, we impose the CS-DL pooled estimator of the long-run coe¢ cient,^ P , when estimating the short-run coe¢ cients using the CS-ARDL approach. In particular, we estimate the following unit-speci…c regressions,
for i = 1; 2; :::; N , and the resulting mean group estimator of E (
where~ i is the least square estimate of i based on (43). The results of these experiments are summarized in Table 13 . Imposing the CS-DL pooled estimator of the long-run coe¢ cient improves the small sample properties of the short-run estimates substantially, about 80-90% reduction of the di¤erence between the RMSE of the infeasible CS-ARDL estimator and the RMSE of the unconstrained estimator, when T = 30.
Concluding remarks
Estimation of long-run e¤ects is an important task in economics. This often requires a large time dimension for panel data models with slope heterogeneity, lagged dependent variables, and cross-sectionally correlated innovations. This paper proposes a cross-sectionally augmented distributed lag (CS-DL) approach to the estimation of long-run e¤ects as a complementary method to cross-sectionally augmented ARDL speci…cations. Based on a series of Monte Carlo simulations, we show the robustness of panel CS-ARDL estimates to endogeneity problem. We also show that the CS-DL estimators are robust to residual serial correlation, breaks in error processes and misspeci…cations of dynamics. However, unlike the CS-ARDL approach, the CS-DL procedure could be subject to simultaneity bias. Nevertheless, the extensive Monte Carlo experiments reported in the paper suggest that the endogeneity bias of the CS-DL approach is more than compensated for by its better small sample performance as compared to the CS-ARDL procedure when the time dimension is not very large. CS-ARDL seems to dominate CS-DL only if the time dimension is su¢ ciently large and the underlying ARDL model is correctly speci…ed. Notes: The dependent variable and regressors are generated according to (37)-(38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)- (38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)-(38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)-(38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)- (38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)- (38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)-(38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)-(38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)- (38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)- (38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)-(38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) Notes: The dependent variable and regressors are generated according to (37)-(38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) 
DGP is an ARDL(1,0) model with homogeneous long-run coe¢ cients, heterogeneous short-run coe¢ cients, ' max = 0:6, stationary regressors, m = 2 factors, no feedback e¤ects and Notes: The dependent variable and regressors are generated according to (37)-(38) with correlated individual e¤ects, and with cross-sectionally weakly dependent and serially correlated heteroskedastic idiosyncratic innovations generated according to (41)- (42) with a
A Appendix
We start by brie ‡y summarizing the notations used in the paper, and introduce new notations which will prove useful in the proofs provided below. We use ha; bi = a 0 b to denote the inner product (corresponding to the Euclidean norm) of vectors a and b. kAk 1 = max 1 i n P n j=1 ja ij j and kAk 1 = max 1 j n P n i=1 ja ij j denote the maximum row sum matrix and column sum matrix norms of A 2 M n n , respectively, where M n n is the space of real-valued n n matrices. kAk = p % (A 0 A) is the spectral norm of A, % (A) is the spectral radius of A, Col (A) denotes the space spanned by the column vectors of A, and A + is the Moore-Penrose pseudoinverse of A. Note that kak = p % (a 0 a) = p a 0 a corresponds to the Euclidean length of vector a.
Let z it = (y it ; x 0 it ) 0 , z wt = ( y wt ; x 0 wt ) 
,
A.1 Proofs of Theorems
Proof of Theorem 1. We have
Vector ip can be written as ip = wp wp + ip , and
Note again that F p wp does not necessarily belong to the linear space spanned by the column vectors of H wi due to the truncation lag p. But Assumption 4 constrains the support of ' i to fall strictly within the unit circle, which implies that there exists a positive constant < 1 such that j' i j < < 1 for all possible realizations of the random variable ' i . Therefore, under Assumptions 3-4, the coe¢ cients in the polynomials w (L) = P N i=1 w i i (L) and w (L) = 
Noting that p N p ! 0, and using (A.5) and boundedness of
10 See Pesaran and Chudik (2014) for a related discussion. 11 We use the following property. Let A be a s 1 s 2 dimensional matrix, s 1 > s 2 , and let M A = I s1 A (A 0 A) + A 0 be the corresponding orthogonal projector that projects on orthogonal complement of the space spanned by the column vectors of A. Then for any s 1 1 dimensional vector x and any s 2 1 dimensional vector c, kM A xk kx Ack.
12 ha; bi kak kbk. We set a = T 1 X i , and b = M h F p pw , where kak = O p h (T p) and it then follows that 
Assumption 5 is su¢ cient for the bounded second moments of X 0 i M hi X i =T and X 0 i M hi F p =T . In particular, condition E e x 4 ist < K, for s = 1; 2; ::; k, is su¢ cient for the bounded second moment 13 (A.21) can also be established by noting that the column vectors of X w = P N i=1 w i X i are included in Q wi and therefore X 0 w M qi = 0. of X 0 i M hi X i =T . To see this note that and therefore bounded fourth moments of the elements of e x it are su¢ cient for the existence of an upper bound for the second moments of X 0 i M hi X i =T . Similar arguments can be used to establish that X 0 i M hi F p =T has bounded second moments. Note also that v i and ip are independently distributed across i; and, independently distributed of M hi , F p and, assuming that i is independently distributed of i , also X i . It therefore follows, using similar arguments as in Lemma 4 of Pesaran i M hi F p . P can be estimated as
When the rank condition holds, then column vectors of F p belong to the space spanned by
