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Abstract
Complete PL and topological classification and partial smooth classification of manifolds
homotopy equivalent to a real Milnor manifold (hypersurface of type (1,1) of a product of two
real projective spaces) have been done by determining: (1) the normal invariants of the real Milnor
manifolds, (2) the surgery obstruction of a normal invariant, and (3) the action of the Wall surgery
obstruction groups on the smooth, PL and homeomorphism classes of homotopy real Milnor
manifolds (to be made precise in the body of the paper).
 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let X be a compact, connected, smooth, piecewise linear (PL) or topological manifold
with or without boundary ∂X. By a homotopy smoothing (respectively homotopy PL
or TOP triangulation) of the manifold X we mean a pair (M,f ), where M is a
smooth, PL or topological manifold and f : (M,∂M) → (X, ∂X) is a simple homotopy
equivalence of pairs, for which f |∂M : ∂M → ∂X is a diffeomorphism (respectively a PL
or TOP homeomorphism). Two homotopy smoothings (respectively homotopy PL or TOP
triangulations) (M,f ) and (M ′, f ′) are said to be equivalent if there is a diffeomorphism
(respectively PL or TOP homeomorphism) h : (M,∂M)→ (M ′, ∂M ′) for which the maps
f ′ ◦ h and f are homotopic relative to the boundary ∂M . The set of equivalence classes
of homotopy smoothings (respectively PL or TOP triangulations) of the manifold X is
denoted by hS(X) (respectively hTPL(X), or hTTOP(X)) and is a pointed set with base
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point (X, idX). If we use the notation CAT = O, PL, or TOP, then later in the paper we shall
call “homotopy smoothings, homotopy PL or TOP triangulations”, simply as “homotopy
CAT structures”. Also hS(X),hTCAT(X) are sometimes referred simply as “structure sets”.
The standard method of determining the sets hS(X) (respectively hTPL(X), or
hTTOP(X)) for various concrete manifolds X is the analysis of the following Sullivan–
Wall surgery exact sequences:
→ Ln+1
(
π1(X),ω(X)
) δO−→ hS(X) ηO−→ [X/∂X,G/O] θO−→ Ln(π1(X),ω(X)),
→ Ln+1
(
π1(X),ω(X)
) δPL−→ hTPL(X) ηPL−→ [X/∂X,G/PL] θPL−→ Ln(π1(X),ω(X)),
→ Ln+1
(
π1(X),ω(X)
) δTOP−→ hTTOP(X)
ηTOP−→ [X/∂X,G/TOP] θTOP−→ Ln
(
π1(X),ω(X)
)
,
where n= dim X  5, and where the first and the last terms are Wall’s surgery obstruction
groups, second terms are as defined above and the third terms are sets of normal invariants
of X; the first maps δ are the realization maps (or actions), the second maps η are the
forgetful type of maps (or Pontrjagin–Thom type maps) and the last maps θ are the surgery
obstruction maps. For details one can refer to the book of Wall [15].
In order to determine hS(X),hTPL(X), or hTTOP(X) one must compute the groups
Ln(π1(X),ω(X)), [X/∂X,G/CAT], where CAT = O,PL,TOP, and also the maps θ and
the actions δ in the above exact sequences.
The purpose of this paper is to determine completely the sets hTPL(X), and hTTOP(X),
and partially the sets hS(X), for X = Dm × RHr,s, where Dm is the disk of dimension
m 0 and RHr,s, is the real Milnor manifold defined as the codimension 1 submanifold of
RP r × RP s given in terms of the homogeneous coordinates of the real projective spaces
as
RHr,s
def= {([z0, z1, . . . , zr ], [w0,w1, . . . ,ws]) |
z0 ·w0 + z1 ·w1 + · · · + zs ·ws = 0
}
,
assuming that r  s.
The main results of this paper are Theorems 8.6 and 8.7, Theorems 5.4 and 5.5,
Propositions 6.1–6.5, Propositions 7.2–7.4, and Propositions 4.1 and 4.2. Some results
about orientability and integral (co)homology of real Milnor manifolds, not very accessible
in the literature, have also been derived.
We should note here that the word “Milnor manifold” is used in the literature for two
different objects, both of them manifolds constructed by Milnor. One is the manifold
obtained by plumbing disk bundles, having signature 8 and which realizes the generator
of the simply connected surgery obstruction group L0(1) (see [1]). The others are the
manifolds described above which give a basis for the unoriented cobordism groups of
smooth manifolds (see [9,11]). However, as we will need both these manifolds in the course
of calculations we must give distinguishing names for these manifolds. We will continue
to call the latter real Milnor manifolds, and call the former the Milnor plumbed manifolds.
The paper has been arranged in the following fashion: In Section 2 we give an equivalent
description and basic orientability properties of real Milnor manifolds. In Section 3
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we calculate in detail the integral (co)homology of real Milnor manifolds using two
different methods, one of which is due to Stong who has very kindly sent it to me
in a personal communication; these calculations were necessitated because we needed
torsion information of real Milnor manifolds in studying its normal invariants and complete
integral cohomology information of these manifolds to give exact characterization of their
structure sets. Moreover this material is not readily available in the literature. In Section 4
we study a map, intimately related to the Browder–Livesay invariants associated with the
real Milnor manifolds, and prove Propositions 4.1 and 4.2. In Section 5 we calculate the
normal invariants both in the PL and topological cases for real Milnor manifolds and prove
Theorems 5.4 and 5.5. In Section 6 we study the action map δCAT (CAT = PL, or TOP) of
the groups Ln+1((Z/2 × Z/2)±) on the homotopy CAT structures hTCAT(Dm × RHr,s)
and prove Propositions 6.1–6.5. In Section 7 we calculate the image of the surgery
obstruction maps θCAT, (CAT = PL, or TOP) in various dimensions and orientabilities
of real Milnor manifolds and prove Propositions 7.2–7.4. In the last Section 8 we first
give some remarks about the homotopy smoothings of real Milnor manifolds which can
be derived from the calculations of Sections 6 and 7; next we summarize the calculations
of hTCAT(X) (CAT = PL or TOP), X = Dm × RHr,s in terms of reduced Sullivan–Wall
surgery short exact sequences as Theorem 8.6; and finally we determine the structure of
hTCAT(RHr,s), (CAT = PL or TOP) in all cases as Theorem 8.7.
Techniques of the proofs are similar to the ones in Haršiladze [3], Kharshiladze [5], and
López de Medrano [8]. We have tried to make the paper as self contained as possible for
readability.
2. Orientability of real Milnor manifolds
We have given the following definition of real Milnor manifolds RHr,s in the intro-
duction:
Definition 2.1. A real Milnor manifold is defined as the codimension 1 submanifold of
RP r × RP s given in terms of the homogeneous coordinates of the real projective spaces
as
RHr,s
def= {([z0, z1, . . . , zr ], [w0,w1, . . . ,ws]) |
z0 ·w0 + z1 ·w1 + · · · + zs ·ws = 0
}
,
assuming that r  s.
For r  s we give an alternative description of these manifolds which will be more
useful in the later sections (Ref. [9, Section 1]).
Description 2.2. A real Milnor manifold can be written as the total space of a fibre bundle
RP r−1 incl−→ RHr,s proj−→ RP s
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with fibre RP r−1. This is actually the projective bundle of the vector bundle
γ⊥r :Rr →E⊥ → RP s,
which is the orthogonal complement in RP s × Rr+1 of the line bundle
γ :R →E → RP s, E = {(x, y) ∈ RP s × Rr+1 | y ∈ x}.
We recall some properties of RHr,s :
From the universal coefficient theorem and mod 2 Leray–Hirsch theorem we get
H 1(RHr,s;Z/2)∼= Z/2 ⊕ Z/2 ∼= Hom
(
H1(RHr,s),Z/2
)
.
So, this fact and the homotopy exact sequence of the fibre bundle
RP r−1 incl−→ RHr,s proj−→ RP s
gives that the fundamental group π1(RHr,s)= Z/2 ⊕Z/2, provided r > 2, and s > 1, and
these restrictions will be imposed throughout the paper. Also note that the first Stiefel–
Whitney class of RHr,s is given by (see [11, pp. 79–80])
w1(RHr,s) = (r + 1)π∗1 e1 + (s + 1)π∗2 e2 + σ1(l),
where πi :RP r1 ×RP r2 → RP ri is the projection to the ith factor, i = 1,2, the line bundle
l = π∗1 (γ )⊗ π∗2 (γ ), where γ is the standard line bundle over projective spaces, and
σ1(l)
def= π∗1 e1 + π∗2 e2.
Hence
w1(RHr,s) = rπ∗1 e1 + sπ∗2 e2 = r(e1 ⊗ 1)+ s(1 ⊗ e2),
where, e1 ∈H 1(RP r ;Z/2), and e2 ∈ H 1(RP s;Z/2) are the generators. Thus
w1(RHr,s) =
{0 if s and r are both even,

= 0 otherwise.
Therefore,
RHr,s is
{
orientable if s and r are both even,
nonorientable otherwise.
We define the orientation homomorphism (or the orientation character) of RHr,s as
follows: It is the composite homomorphism
ωRHr,s :π1(RHr,s)
∼=−→ H1(RHr,s;Z/2) w1(RHr,s)−→ Z/2.
In the later chapters this will be needed to denote the appropriate Wall surgery obstruction
groups.
3. Integral (co)homology of Milnor manifolds
We give two approaches to calculating the (co)homology of Milnor manifolds with
integer coefficients:
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3.1. Calculation of integral homology groups of RHr,s using Serre spectral sequence of a
nonorientable fibration
Integral (co)homology of Milnor manifolds can be calculated by using Serre spectral
sequence with local coefficients of the nonorientable fibration,
RP r−1 incl−→ RHr,s proj−→ RP s,
{Er, dr }, dr :Er →Er of degree (−r, r − 1, ) given by
E
p,q
2 =Hp
(
RP s;Hq(RP r−1;Z))⇒Hp+q(RHr,s;Z).
If Hk(RPn;Zt ) denotes the homology of the real projective space with twisted integer
coefficients, then we have the following:
Hk
(
RPn;Zt)=

Z if k = n (k even),
0 if k  n (k odd),
Z/2 if k < n (k even),
Z/2 if k = 0.
From the homology groups of real projective spaces with both simple and twisted
integer coefficients we can write down the E2p,q terms in Table 1.
There exists a filtration
0 = J−1,n+1 ⊂ J0,n ⊂ J1,n−1 ⊂ · · · ⊂ Jp,n−p ⊂ · · · ⊂ Jn,0 ⊂Hn(RHr,s;Z),
and E∞p,q = Jp,q/Jp−1,q+1. There are four cases for RHr,s , r  s, r, s both odd; r  s, r
odd, s even; r  s, r even, s odd; r  s, r, s both even. In all cases however, we have for
the first quadrant spectral sequence
E20,0 =E∞0,0 = Z, E21,0 =E∞1,0 = Z/2, E20,1 =E∞0,1 = Z/2.
So the H0(RHr,s;Z) and H1(RHr,s;Z) are calculated as follows:
H0(RHr,s;Z)⊃ J0,0 ⊃ J−1,1 = 0.
So, in all cases we have
H0(RHr,s;Z)= J0,0 = J0,0/J−1,1 =E∞0,0 =E20,0 = Z.
Similarly,
H1(RHr,s;Z)⊃ J1,0 ⊃ J0,1 ⊃ J−1,2 = 0.
Table 1
E2p,q p = 0 p(odd) < s p(even) < s p(odd)= s p(even)= s
q = 0 Z Z/2 0 Z 0
q(odd) < r − 1 Z/2 Z/2 Z/2 Z/2 Z/2
q(even) < r − 1 0 0 0 0 0
q(odd) = r − 1 Z/2 0 Z/2 0 Z
q(even) = r − 1 0 0 0 0 0
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So, in all cases we haveJ1,0/J0,1 =E∞1,0 =E21,0 = Z/2,
J0,1/J−1,2 =E∞0,1 =E20,1 = Z/2.
Therefore,
J0,1 = Z/2, J1,0 = Z/2 ⊕ Z/2,
H1(RHr,s;Z)= Z/2 ⊕ Z/2.
The possibility of H1(RHr,s;Z) = Z/4 is ruled out by the universal coefficient theorem,
with coefficient Z/2. The higher homology groups can be inductively extrapolated using
the universal coefficient theorem
0 → Ext(H∗−1(RHr,s;Z),Z/2)→ H ∗(RHr,s;Z/2)
→ Hom(H∗(RHr,s;Z),Z/2)→ 0.
The final results are given as follows:
Case I: r  s > 1, r, s both odd.
H∗(RHr,s;Z)=

Z if ∗ = 0,
(Z/2)
∗+3
2 if 0 < ∗(odd) < s,
Z ⊕ (Z/2) s+12 if 0 < ∗(odd)= s,
(Z/2)
∗
2 if 0 < ∗(even) < s,
(Z/2)
s+1
2 if s < ∗(even) r − 1,
(Z/2)
s+1
2 if s < ∗(odd) < r − 1,
(Z/2)
s−(∗−r+1)
2 if r  ∗(odd) r + s − 1,
(Z/2)
s−(∗−r)
2 if r < ∗(even) < r + s − 1.
Case II: r  s > 1, r odd, s even.
H∗(RHr,s;Z)=

Z if ∗ = 0,
(Z/2)
∗+3
2 if 0 < ∗(odd) < s,
(Z/2)
∗
2 if 0 < ∗(even) < s,
(Z/2)
s
2 if 0 < ∗(even) = s,
(Z/2)
s
2 if s < ∗(even) r − 1,
(Z/2)
s+2
2 if s < ∗(odd) < r − 1,
(Z/2)
s−(∗−r)
2 if r  ∗(odd) < r + s − 1,
(Z/2)
s−(∗−r+1)
2 if r < ∗(even) < r + s − 1.
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Case III: r  s > 1, r even, s odd.H∗(RHr,s;Z)=

Z if ∗ = 0,
(Z/2)
∗+3
2 if 0 < ∗(odd) < s,
Z ⊕ (Z/2) s+12 if 0 < ∗(odd)= s,
(Z/2)
∗
2 if 0 < ∗(even) < s,
(Z/2)
s+1
2 if s < ∗(even) < r − 1,
(Z/2)
s+1
2 if s < ∗(odd) r − 1,
(Z/2)
s−(∗−r)
2 if r < ∗(odd) r + s − 1,
(Z/2)
s−(∗−r+1)
2 if r  ∗(even) r + s − 1.
Case IV: r  s > 1, r, s both even.
H∗(RHr,s;Z)=

Z if ∗ = 0,
(Z/2)
∗+3
2 if 0 < ∗(odd) < s,
(Z/2)
∗
2 if 0 < ∗(even) < s,
(Z/2)
s
2 if 0 < ∗(even) = s,
(Z/2)
s
2 if s < ∗(even) < r − 1,
(Z/2)
s+2
2 if s < ∗(odd) r − 1,
(Z/2)
s−(∗−r+2)
2 if r  ∗(even) < r + s − 1,
(Z/2)
s−(∗−r−1)
2 if r < ∗(odd) < r + s − 1,
Z if ∗(odd)= r + s − 1.
3.2. Stong’s calculation of integral cohomology of RHr,s
The calculation of this section is due to Stong [12]. I am indebted to him for commu-
nicating the same to me.
Let F be a field containing 1/2 (e.g., rationals, Q, or Z/p,p an odd prime). Then
for a double cover M˜ π−→ M , the homomorphism π∗ :H ∗(M;F) → H ∗(M˜;F) is a
monomorphism and H ∗(M;F) is isomorphic to the elements in H ∗(M˜;F) invariant under
the involution of M˜ which switches the two sheets of the double cover.
Now if R˜Hr,s ⊂ RP r × Ss is defined by
R˜Hr,s
def= {([z0, z1, . . . , zr ], (w0,w1, . . . ,ws)) |
z0 ·w0 + z1 ·w1 + · · · + zs ·ws = 0
}
,
assuming that r  s, then we have a fibering
RP r−1 → R˜Hr,s π−→ Ss.
For s = 1 one has a homeomorphism f :RP r−1 × S1 → R˜Hr,s, given by([z0, . . . , zr−1], (w0,w1)) → ([−z0w1, z0w0, z1, . . . , zr−1], (w0,w1)).
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If s > 1,π1(Ss) = 0, so the Serre spectral sequence of this fibering has simple coefficient
system, and the E2 terms look like:
For r − 1 even, it follows that
H ∗
(
R˜Hr,s;F
)∼= H ∗(Ss;F ), and
H ∗(RHr,s;F)∼= H ∗
(
RP s ;F )
(the fibering RHr,s → RP s induces an isomorphism in cohomology with F co-
efficients. This fibering has a section (RP s × Rr+1 = RP s × C(r+1)/2 and x →
(x, line spanned by ix) gives a section RP s → RP s × RP r with image in RHr,s )).
For r − 1 odd, the only possible nonzero differential in the Serre spectral sequence looks
like:
provided r = s. So we need to consider only two cases:
Case I: r − 1 odd, and r = s. In this case the space
R˜Hr,s =
{([z1, . . . , zs ], (w1, . . . ,ws)) ∣∣∣ s∑
i=0
ziwi = 0
}
is the real projective space bundle of the tangent bundle of Ss (tangent bundle consists
of vectors in Rs+1 × Ss perpendicular to (x, x)) and one has a double cover S(τ) →
RP(τ) = R˜Hr,s . The Serre spectral sequence for S(τ) also has the following E2 term
with the differential given by the Euler class of τ and hence is a multiplication by 2:
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H ∗
(
S(τ);F )∼= F ⊕F ∼=H ∗(Sr+s−1;F ).
This implies that the differential is also nonzero in the spectral sequence for R˜Hr,s
(H ∗(R˜Hr,s;F) → H ∗(S(τ );F) is monic). Thus H ∗(R˜Hr,s;F) ∼= F ⊕ F (in dimensions
0 and s+ r −1). Then H ∗(RHr,s;F) is the set of invariant elements in H ∗(R˜Hr,s;F). But
as r = s = even, so RHr,s is orientable. Thus
H ∗(RHr,s;F)∼= H ∗
(
Sr+s−1;F )∼= F ⊕ F.
Case II: r − 1 odd, and r 
= s. In this case there is no nonzero differential in the Serre
spectral sequence and H ∗(R˜Hr,s;F)∼= F ⊕ F ⊕ F ⊕ F with dimensions 0, s, r − 1, and
s+ r−1. Let us call the generators 1, σs, σr−1, and σs+r−1. For s 
= r−1, Poincaré duality
forces σs.σr−1 to be a generator of Hs+r−1(R˜Hr,s;F), so one can suppose σs.σr−1 =
σs+r−1. For s = r − 1Hs(R˜Hr,s;F) ∼= F ⊕ F, and s = r − 1 is odd so σ 2s = σ 2r−1 = 0.
Then Poincaré duality forces σs.σr−1 
= 0, so again σs.σr−1 is a generator and one can take
σs.σr−1 = σs+r−1. (So H ∗(R˜Hr,s;F)∼=H ∗(Ss × Sr−1;F ).)
Now one considers the action of the involution on H ∗(R˜Hr,s;F). Multiplication by −1
on Ss gives that σs goes to (−1)s+1σs. Then we know r − 1 = odd so r is even and RHr,s
is orientable if and only if s is even. Thus σs+r−1 goes to (−1)sσs+r−1 and that forces
σr−1 to go to −σr−1.
Thus
H ∗(RHr,s;F)=
{
F ⊕F =H ∗(Ss;F) if s is odd,
F ⊕F =H ∗(Ss+r−1;F) if s is even.
Combining all these results one has:
If either s or r is odd, then
H ∗(RHr,s;F)∼= H ∗
(
RP s ;F )
and the projection is an isomorphism. (For r odd we saw that the projection had a section.
For s odd it also has a section.
RP s × Rr+1 = RP s × (C s+12 × Rr−s)
and x → (x, line spanned by(ix,0)) induces a section
RP s → RP s × RP r, with image in RHr,s.)
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If both s and r are even, thenH ∗(RHr,s;F)∼= H ∗
(
Ss+r−1;F ).
In both cases, all torsion in H ∗(RHr,s;Z) is 2-primary. So
H 0(RHr,s;Z)= Z, H s(RHr,s;Z)= Z ⊕ 2 torsion if s is odd,
H s+r−1(RHr,s;Z)= Z if s and r are even.
From H ∗(RHr,s;Z/2) one can determine the number of Z/2n summands. They are all
copies of Z/2 as can be seen below by looking at the action of Sq1 on H ∗(RHr,s;Z/2)
(or the method of Bockstein spectral sequence of Browder (Torsion in H-spaces, Ann. of
Math. (1961))).
The diagram of short exact sequences:
0 Z ×2
ρ
Z
ρ
ρ
Z/2
ρ=1
0
0 Z/2 ×2 Z/4 ρ Z/2 0
gives rise to the following commutative diagram of Bockstein cohomology exact sequences
for any space X:
Hi(X;Z)
ρ
×2
Hi(X;Z)
ρ
ρ
H i(X;Z/2)
ρ=1
δ
H i+1(X;Z)
ρ
×2
Hi+1(X;Z)
H i(X;Z/2) ×2 Hi(X;Z/4) ρ H i(X;Z/2)β2=Sq
1
Hi+1(X;Z/2) ×2 Hi+1(X;Z/4)
By the Adem relation Sq1Sq1 = 0 one has that im Sq1 ⊂ kerSq1, and Sq1 :H ∗(X;Z/2)→
H ∗(X;Z/2) is a chain complex, and whose homology is the E2 term of the Bockstein
spectral sequence referred to above. From the above diagram therefore one has:
imageH ∗(X;Z)
Sq1H ∗(X;Z/2) ⊂
imageH ∗(X;Z/4)
Sq1H ∗(X;Z/2) =
kernelSq1
imageSq1
If the known Z summands in H ∗(X;Z) gives all of kernel Sq1image Sq1 then all torsion in H ∗(X;Z)
has order 2. If there is more in kernel Sq
1
image Sq1 than the ones given by the known Z summands of
H ∗(X;Z) then there must be elements of order 4 in H ∗(X;Z).
Let us see this calculations first for real projective spaces. Let X = RP 2k , then we
consider the following chain complex, where Hi(X;Z/2) is denoted by Hi with generator
αi,α ∈ H 1(X;Z/2).
0 → H 0 Sq
1=0−→ H 1 Sq
1(∼=)−→ H 2 Sq
1=0−→ H 3 Sq
1(∼=)−→ H 4 Sq
1=0−→ · · · Sq
1=0−→ H 2k−1 Sq
1(∼=)−→ H 2k
where ∼= is the map obtained by cup product with α. So the homology of this chain complex
is given by(
ker Sq1
image Sq1
)
j
=
{1 .Z/2 if j = 0,
0 if j 
= 0,
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and the nonzero homology is coming from the known Z summand of H ∗(RP 2k;Z). Hence
all torsion in RP 2k is of order 2, and we have
H ∗
(
RP 2k;Z)= Z[β]/2β = 0, βk+1 = 0, dimβ = 2.
Let X = RP 2k+1, then we consider the following chain complex, where Hi(X;Z/2) is
denoted by Hi with generator αi,α ∈H 1(X;Z/2).
0 → H 0 Sq
1=0−→ H 1 Sq
1(∼=)−→ H 2 Sq
1=0−→ H 3
Sq1(∼=)−→ H 4 Sq
1=0−→ · · · Sq
1=0−→ H 2k−1 Sq
1(∼=)−→ H 2k Sq
1=0−→
where ∼= is the map obtained by cup product with α. So the homology of this chain complex
is given by(
ker Sq1
image Sq1
)
j
=

1 .Z/2 if j = 0,
α2k+1 .Z/2 if j = 2k + 1,
0 if j 
= 0,2k + 1,
and the nonzero homology is coming from the known Z summand of H ∗(RP 2k+1;Z)
(RP 2k+1 is orientable). Hence all torsion in RP 2k+1 is of order 2, and we have
H ∗
(
RP 2k+1;Z)= Z[β,σ2k+1]/2β = 0,
βk+1 = 0, σ 2 = 0, βσ = 0, dimβ = 2.
Let us now compute ker Sq
1
image Sq1 for H
∗(RHr,s;Z/2). Now
H ∗(RHr,s;Z/2)= (Z/2)[α, c]/αs+1 = 0,
cr + αcr−1 + · · · + αscr−s = 0, dimα = dim c = 1,
which has a basis {αicj | 0 i  s, 0 j  r − 1}. Now
Sq1(α2k−1c2j−1)= α2kc2j−1 + α2k−1c2j ,
Sq1(α2kc2j−1) = α2kc2j (= Sq1(α2k−1c2j )),
Sq1(α2kc2j )= 0.
For r = odd, the span of {αicj | 0 i  s, 0 j  r − 1}, which looks exactly like
H ∗
(
RP s × RP r−1;Z/2)∼=H ∗(RP s;Z/2)⊗Z/2 H ∗(RP r−1;Z/2),
maps into itself under Sq1. Using the Künneth theorem to compute the homology of this
product with respect to Sq1 one gets(
ker Sq1
image Sq1
)
j
=

1 .Z/2 ⊗ 1 .Z/2 if j = 0,
αs .Z/2 ⊗ 1 .Z/2 if j =m (odd),
0 otherwise,
which comes from the known Z summands (Z in dim 0, Z in dim m if m is odd) of
H ∗(RHr,s;Z). Hence all its torsion is of order 2.
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For r = even, let the span of {αicj | 0  i  s, 0  j  r − 2} be denoted by
S∗ ⊂H ∗(RHr,s;Z/2). Then S∗ is invariant under Sq1 and we have a short exact sequence
0 → S∗ → H ∗(RHr,s;Z/2)→H ∗(RHr,s;Z/2)/S∗ → 0
where H ∗(RHr,s;Z/2)/S∗ is spanned by {αicr−1 | 0 i  s}. Now
Sq1cr−1 = cr = αcr−1 + α2cr−2 + · · · + αscs = αcr−1 (modulo S∗).
So
cr−1 Sq
1
−→ αcr−1, α2cr−1 Sq
1
−→ α3cr−1, . . . , α2kcr−1 Sq
1
−→ α2k+1cr−1, . . . .
If s is odd: αs−1cr−1 Sq
1
−→ αscr−1, ker Sq1im Sq1 = 0 for H ∗(RHr,s;Z/2)/S∗, and
ker Sq1
im Sq1 for
H ∗(RHr,s;Z/2) and S∗ are identical (refer to the previous calculation).
If s is even: αs−2cr−1 Sq
1
−→ αs−1cr−1, αscr−1 Sq
1
−→ 0, so ker Sq1im Sq1 = Z/2 spanned by
αscr−1 for H ∗(RHr,s;Z/2)/S∗, and ker Sq1im Sq1 = Z/2 only in dim 0 for S∗ (refer to the
previous calculation).
So in conclusion we get that in all cases ker Sq
1
im Sq1 is given exactly by the known Z
summands of H ∗(RHr,s;Z). Thus all torsion in H ∗(RHr,s;Z) has order 2.
This completes the calculation of H ∗(RHr,s;Z) due to Stong.
The relevant information for us is that Hi(RHr,s;Z) is torsion which is a direct sum of
copies of Z/2 (there is no odd torsion) except in the following cases:
If i = 0, or i = r + s − 1, r even, s even, then Hi(RHr,s;Z) ∼= Z, or if i = s, s odd,
then Hi(RHr,s;Z)∼= Z ⊕ direct sum of copies of Z/2.
In particular,
H 4(RHr,s;Z)=

Z/2 ⊕ Z/2 ⊕ Z/2 if r  s, r odd, s odd, s > 3,
Z/2 ⊕ Z/2 if r > s, r odd, s odd, s = 3,
Z/2 ⊕ Z/2 ⊕ Z/2 if r  s, r odd, s even, s > 3,
Z/2 ⊕ Z/2 ⊕ Z/2 if r  s, r even, s odd, s > 3,
Z/2 ⊕ Z/2 if r > s, r even, s odd, s = 3,
Z/2 ⊕ Z/2 ⊕ Z/2 if r  s, r even, s even, s > 3,
Z/2 if r = s = 3.
4. The Browder–Livesay invariants associated to real Milnor manifolds
Let X = RHr,s, and Y = RHr,s−1, r  s > 3, or RHr−1,s, r > s > 3, then the inclusion
Y ⊂X induces isomorphism of fundamental groupsπ1(Y ) ∼= π1(X) = Z/2×Z/2. It easily
follows from the alternative description of real Milnor manifolds given above that the
pair (X,Y ) is a Browder–Livesay pair according to the definition of Kharshiladze [5].
Let us for future convenience denote by (Z/2)1 the factor of the fundamental groups of
X and Y which are coming from the same projective space, and by (Z/2)2 the factor of
the fundamental groups of X and Y which are coming from the projective spaces whose
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dimensions differ by 1. Let n = dimX = r + s − 1, and let t denote the generator of
the factor (Z/2)2 of the group π1(X) ∼= π1(Y ) ∼= Z/2 × Z/2. Let ωX :π1(X) → Z/2 =
{+1,−1} denote the orientation homomorphism (or orientation character) of X and ωY the
same for Y. Further, let ε = ±1 denote the number ωX(t), 0 
= t ∈ (Z/2)2. It then follows
from the definition of a Browder–Livesay pair that ωY (t) = −ε. Let BL(X,Y ) denote the
Wall surgery obstruction group Ln+ε((Z/2)1,ωX | (Z/2)1). The geometric meaning of
this group can be seen as follows:
Suppose we have a simple homotopy equivalence f : (M,∂M)→ (X, ∂X), where M is
some manifold for which f |f−1(∂Y ) :f−1(∂Y ) → ∂Y is also a simple homotopy equiva-
lence. For every such simple homotopy equivalence there is defined the Browder–Livesay
invariant η (see [2]) with values η(f ) in the group BL(X,Y ) = Ln+ε((Z/2)1,ωX |
(Z/2)1), such that η(f ) = 0 if and only if the map f is homotopic rel ∂M to a map
f1 for which the map f1 |f−11 (Y ) :f
−1
1 (Y )→ Y is a simple homotopy equivalence. We will
say in short that f1 is a splitting along Y , or f splits along Y .
Let L(X) def= Ln(π1(X),ωX). Further, let V = X\U, where U is a tubular neighbour-
hood of Y in X. In this case ∂V = ∂X∂Y ∪ Ŷ , Ŷ is a double covering of Y and ∂X∂Y is the
complement of a tubular neighbourhood of ∂Y in ∂X. One then has the following diagram
of chain complexes (see [5, diagram (8)], [6, Theorem 1 and its proof]):
L(Y × I 2) L(V × I) L(X × I) ∂ BL(X,Y ) L(Y )
L(X × I 2) BL(X × I,Y × I) L(Y × I) L(V ) L(X)
(D1)
which can be extended indefinitely on the left and where the vertical wavy lines denote
isomorphism of the homology groups of the chain complexes.
In algebraic notation the diagram looks like the following, where ωV , and ωX | (Z/2)1
are both denoted by ωV as they have the same value. In future also the same notation
will be used. Before we proceed further we should give some equivalent notations for
typographical convenience: For denoting Wall’s surgery obstruction groups we will use
either of the notations: L∗(π;ω) and L∗(πω).
r
Ln+1((Z/2)ω
V
1 )
c
Ln+1(((Z/2)1 × (Z/2)2)ωX )∂=r◦tLn+ε((Z/2)ω
V
1 )
t◦c
∂=r◦t
Ln+ε+1((Z/2)−1 ωV )
t◦c
Ln(((Z/2)1 × (Z/2)2)ωY )
r
Ln((Z/2)ω
V
1 )
c
(D2)
All the horizontal maps in the diagram are expressible in terms of algebraically defined
maps
c :Ln
(
(Z/2)ω
V
1
)→ Ln(((Z/2)1 × (Z/2)2)ωX ),
defined by functoriality,
r :Ln
((
(Z/2)1 × (Z/2)2
)ωY )→ Ln((Z/2)ωV1 ),
the transfer, and
t :Ln
((
(Z/2)1 × (Z/2)2
)ωX )→ Ln−1+ε(((Z/2)1 × (Z/2)2)ωX ),
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multiplication of a quadratic form by the generator t ∈ (Z/2)2. The map
∂ :L(X × I) →BL(X,Y )
which factors through the Browder–Livesay invariant η as follows
∂ = η ◦ δ :L(X × I) δ−→ hTCAT(X) η−→ BL(X,Y )
(CAT = PL or TOP), coincides with
r ◦ t :Ln+1
((
(Z/2)1 × (Z/2)2
)ωX )→Ln+ε((Z/2)ωV1 ).
We need to compute ∂ in various cases. We have to consider two cases: when ωX = +,
that is ωX is the constant map taking every element of the fundamental group to +1, and
when ωX = −, that is when ωX maps the fundamental group onto {+1,−1}.
Case I: ωX = +: In this case the only choice for ε is ε = +1, for ωV is ωV = ωX |
(Z/2)1 = +; implying ωY = − and the diagram (D2) looks like:
r
Ln+1((Z/2)+1 )
c
Ln+1(((Z/2)1 × (Z/2)2)+)∂=r◦tLn+1((Z/2)+1 ) t◦c
∂=r◦t
Ln+2((Z/2)+1 )
t◦c
Ln(((Z/2)1 × (Z/2)2)−) r Ln((Z/2)+1 ) c
(D3)
which gives:
ker[Ln+1(((Z/2)1 × (Z/2)2)+) ∂=r◦t−→ Ln+1((Z/2)+1 )]
im[Ln+1((Z/2)+1 )
c−→Ln+1(((Z/2)1 × (Z/2)2)+)]
∼= ker[Ln(((Z/2)1 × (Z/2)2)
−) r−→Ln((Z/2)+1 )]
im[Ln+2((Z/2)+1 )
t◦c−→Ln(((Z/2)1 × (Z/2)2)−)]
.
From the computations of 4 periodic Wall’s surgery groups in [4,16] of the groups Z/2
and Z/2 × Z/2, that is L4((Z/2)+)= Z ⊕ Z; L3((Z/2)+)= Z/2;
L2
(
(Z/2)±
)= Z/2 = L4((Z/2)−);
L1
(
(Z/2)±
)= 0 = L3((Z/2)−);
L4
(
(Z/2 × Z/2)+)= Z ⊕ Z ⊕ Z ⊕ Z;
L4
(
(Z/2 × Z/2)−)= L2((Z/2 × Z/2)±)= Z/2;
L3
(
(Z/2 × Z/2)+)= Z/2 ⊕ Z/2 ⊕ Z/2;
L3
(
(Z/2 × Z/2)−)= L1((Z/2 × Z/2)±)= 0,
one derives readily the following:
Proposition 4.1. If ωX = + then the only choice for ε is ε = +1, the only choice for
ωV = ωX | (Z/2)1 is ωV = ωX | (Z/2)1 = +; implying ωY = − and we have, taking
n (mod 4)
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∂ :Ln+1
((
(Z/2)1 × (Z/2)2
)+)
r◦t−→ Ln+1
(
(Z/2)+1
)=

zero map if n= 0,
zero map if n= 1,
epi . (Z/2)3 → Z/2 if n= 2,
epi . (Z)4 → (Z)2 if n= 3.
Proof. In cases n ≡ 0,2,3 (mod 4) the stated maps are the only choice for ∂. For
n ≡ 1 (mod 4) the choice of ∂ is a consequence of the fact that the map c :L2((Z/2)+1 )→
L2((Z/2 × Z/2)+) preserves the Arf invariants. 
Case II: ωX = −: In this case the diagram (D2) looks like
r
Ln+1((Z/2)ω
V
1 )
c
Ln+1(((Z/2)1 × (Z/2)2)−)∂=r◦tLn+ε((Z/2)ωV1 )
t◦c
∂=r◦t
Ln+ε+1((Z/2)ω
V
1 )
t◦c
Ln(((Z/2)1 × (Z/2)2)ωY ) r Ln((Z/2)ω
V
1 )
c
(D4)
There are three subcases to be considered, namely:
ωX = −; ε = +1; ωV = ωX | (Z/2)1 = −, implying ωY = −,
ωX = −; ε = −1; ωV = ωX | (Z/2)1 = −, implying ωY = −,
ωX = −; ε = −1; ωV = ωX | (Z/2)1 = +, implying ωY = +.
Subcase II(i): ωX = −; ε = +1;ωV = ωX | (Z/2)1 = −, implying ωY = −. In this case
ker[Ln+1(((Z/2)1 × (Z/2)2)−) ∂=r◦t−→ Ln+1((Z/2)−1 )]
im[Ln+1((Z/2)−1 )
c−→Ln+1(((Z/2)1 × (Z/2)2)−)]
∼= ker[Ln(((Z/2)1 × (Z/2)2)
−) r−→Ln((Z/2)−1 )]
im[Ln+2((Z/2)−1 )
t◦c−→Ln(((Z/2)1 × (Z/2)2)−)]
.
Subcase II(ii):ωX = −; ε = −1;ωV = ωX | (Z/2)1 = −, implying ωY = −. In this case
ker[Ln+1(((Z/2)1 × (Z/2)2)−) ∂=r◦t−→ Ln−1((Z/2)−1 )]
im[Ln+1((Z/2)−1 )
c−→Ln+1(((Z/2)1 × (Z/2)2)−)]
∼= ker[Ln(((Z/2)1 × (Z/2)2)
−) r−→ Ln((Z/2)−1 )]
im[Ln((Z/2)−1 )
t◦c−→Ln(((Z/2)1 × (Z/2)2)−)]
.
Subcase II(iii):ωX = −; ε = −1;ωV = ωX | (Z/2)1 = +, implying ωY = +. In this case
ker[Ln+1(((Z/2)1 × (Z/2)2)−) ∂=r◦t−→ Ln−1((Z/2)+1 )]
im[Ln+1((Z/2)+1 )
c−→Ln+1(((Z/2)1 × (Z/2)2)−)]
∼= ker[Ln(((Z/2)1 × (Z/2)2)
+) r−→ Ln((Z/2)+1 )]
im[Ln((Z/2)+1 )
t◦c−→Ln(((Z/2)1 × (Z/2)2)+)]
.
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One readily derives the following:Proposition 4.2. If ωX = −, for all the possible choices of ε,ωV = ωX | (Z/2)1, and
consequent ωY considered in subcases II(i), II(ii), II(iii) we have
∂ = r ◦ t :Ln+1
((
(Z/2)1 × (Z/2)2
)−)→ Ln−1((Z/2)+1 )
is the zero map for all n,n ≡ 0,1,2,3 (mod 4).
Proof. Apart from cases where the choice of ∂ is unique the other cases follow from the
fact that c :Z/2 = Leven((Z/2)−1 )→ Leven((Z/2×Z/2)−)= Z/2 preserves Arf invariants,
and c :Z⊕Z = L0((Z/2)+1 )→ L0((Z/2×Z/2)−) = Z/2 is the zero map, because the Arf
invariant of even symmetric forms are zero. 
5. Normal invariants of real Milnor manifolds
Let us first recall the following well-known theorem due to Sullivan and Kirby–
Siebenmann (see [13,7]):
Let K(A,n) denote an Eilenberg–Mac Lane space, Y denote the space with two nontriv-
ial homotopy groups π2(Y )= Z/2;π4(Y )= Z, and k-invariant δSq2 ∈ H 5(K(Z/2,2);Z),
where Sq2 is the Steenrod square and δ is the Bockstein homomorphism in cohomology,
corresponding to the exact sequence 0 → Z ×2−→ Z → Z/2 → 0. For a topological space
X, let X(2) denotes its localization at 2, X(0) denotes its rationalization and X[1/2] denotes
its localization away from 2 (see [14]), then
Theorem 5.1 (Sullivan, Kirby–Siebenmann). We have the following homotopy equiva-
lences:
G/TOP(2) ∼=
∏
i>1
K(Z/2,4i − 2)×
∏
i>1
K(Z(2),4i),
G/PL(2) ∼= Y(2) ×
∏
i>1
K(Z/2,4i − 2)×
∏
i>1
K(Z(2),4i),
and the following homotopy equivalences:
G/TOP[1/2]
hTOP∼= BO⊗[1/2]
hPL∼= G/PL[1/2].
As a consequence of this the normal invariants for a manifold X can be calculated using
the following fibre squares, where CAT = PL or TOP:
G/CAT
PG/CAT[1/2]
P
G/CAT
(2)
G/CAT(2)
u
BO⊗[1/2] ∼=G/CAT[1/2] ph◦hCAT G/CAT(0) =∏i>0 K(Q,4i)
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where ph stands for the Pontrjagin character, and u∗ in homotopy coincides with the
inclusion φ :Z(2) ⊂ Q for k > 1, and with 2φ for k = 1. These give, by definition, the
following exact sequence for any CW-complex X:
0 → [X,G/TOP] ΦG/TOP−→ KO0(X)[1/2] ⊕
∑
i>1
H 4i−2(X;Z/2)⊕
∑
i>1
H 4i(X;Z(2))
ΨG/TOP−→
∑
i>0
H 4i (X;Q)→ 0
and
0 → [X,G/PL] ΦG/PL−→ KO0(X)[1/2] ⊕ [X,Y(2)] ⊕
∑
i>1
H 4i−2(X;Z/2)
⊕
∑
i>1
H 4i (X;Z(2)) Ψ
G/PL−→
∑
i>0
H 4i(X;Q)→ 0,
where ΦG/CAT = ((PG/CAT[1/2])∗ ⊕ (PG/CAT(2) )∗), ΨG/CAT = ∇(−ph ◦ hCAT ⊕ u),
(x)= (x, x) and ∇(x, y)= x + y.
Let
Π = Y ×
∏
i>1
K(Z/2,4i − 2)×
∏
i>1
K(Z,4i),
Π(2) = Y(2) ×
∏
i>1
K(Z/2,4i − 2)×
∏
i>1
K(Z(2),4i),
Π[1/2] = Y [1/2] ×
∏
i>1
K
(
Z[1/2],4i),
then from the fibre square:
Π
PΠ
(2)
PΠ [1/2]
Π(2)
u
Π[1/2] j Π(0) =∏i>0 K(Q,4i)
we also get an exact sequence:
0 → [X,Π] ΦΠ−→ [X,Y [1/2]]⊕∑
i>1
H 4i
(
X;Z[1/2])⊕ [X,Y(2)]
⊕
∑
i>1
H 4i−2(X;Z/2)⊕
∑
i>1
H 4i(X;Z(2)) Ψ
Π−→
∑
i>0
H 4i(X;Q)→ 0,
ΦΠ and ΨΠ have similar definitions as above. Now, we have the following results of
Rudyak [10, Theorems 1 and 2]:
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Theorem 5.2 (Rudyak). Let X be a finite CW-complex with no odd torsion in homology,
then (
PΠ(2)
)
∗ : [X,Π] → [X,Π(2)],(
P
G/CAT
(2)
)
∗ : [X,G/CAT] →
[
X, (G/CAT)(2)
]
,
are monomorphisms.
Theorem 5.3 (Rudyak). Let X be a finite CW-complex with no odd torsion in homology,
and {Vi} are smooth manifolds realizing the generators {xi} of the free part of the group
H4∗(X;Z) such that Total Hirzebruch class L∗(Vi) ∈H 4∗(Vi;Z) is integral, then
im
(
PΠ(2)
)
∗ = im
(
P
G/CAT
(2)
)
∗.
Thus the above discussion yield that for any CW-complex X satisfying the hypotheses
of Theorems 5.2 and 5.3 we have:
Theorem 5.4. For any CW-complex X satisfying the hypotheses of Theorems 5.2 and 5.3
[X,G/TOP] =
∑
i>1
H 4i−2(X;Z/2)⊕
∑
i>1
H 4i(X;Z),
and
[X,G/PL] ∼= [X,Π] = [X,Y ] ⊕
∑
i>1
H 4i−2(X;Z/2)⊕
∑
i>1
H 4i(X;Z).
We now consider X = RHr,s, r  s > 2. Then X has no odd torsion and from the
calculations of Section 3 we have seen that H4i (RHr,s;Z) is (even order) torsion except
for 4i = 0. So the only realizing manifolds {Vi} of the free parts of the group H4∗(X;Z)
is the point. So the hypotheses of Theorems 5.2 and 5.3 are satisfied for X. Hence Normal
invariants of X in the topological case is completely determined and the normal invariant
in the PL case is determined once we determine [X,Y ].
We recall for ready reference the following calculations in [8,10]:[
RPn,Y
]= {Z/2 if n = 2,3,
Z/4 if n 4.
Towards determining [X,Y ] we recall the alternative description of X
RP r−1 incl−→X = RHr,s proj−→ RP s .
Case I: r  s  4.
From the definition of Y we have a fibration K(Z,4) j→ Y p→ K(Z/2,2) for which
ΩY has zero k-invariant k ∈ H 4(K(Z/2,1);Z), and also for RHr,s the operation
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δSq2 :H 2(RHr,s;Z/2) → H 5(RHr,s;Z) is zero. So corresponding to the inclusion
i :RHr,s ↪→ RP r × RP s we have the following commutative diagram:
0 H 4(RHr,s;Z) j∗ [RHr,s, Y ] p∗ H 2(RHr,s;Z/2) 0
0 H 4(RP r × RP s;Z)
i∗
χ [RP r × RP s,Y ]
iY
p∗
H 2(RP r × RP s;Z/2)
i∗
0
Using calculations of Section 3 and a result of [10, Lemma 2] the above diagram reduces
to
0 Z/2 ⊕ Z/2 ⊕ Z/2 j∗ [RHr,s, Y ] p∗ Z/2 ⊕ Z/2 ⊕ Z/2 0
0 Z/2 ⊕ Z/2 ⊕ Z/2 χ
i∗
Z/4 ⊕ Z/4 ⊕ Z/4 p∗
iY
Z/2 ⊕ Z/2 ⊕ Z/2
i∗
0
Now the extreme left and extreme right vertical arrows are isomorphisms, hence by five
lemma the middle vertical arrow is also an isomorphism and we get that
[RHr,s, Y ] = Z/4 ⊕ Z/4 ⊕ Z/4, for r  s  4.
Case II: r > s = 3.
Similar consideration as in case I gives a commutative diagram
0 H 4(RHr,3;Z) j∗ [RHr,3, Y ] p∗ H 2(RHr,3;Z/2) 0
0 H 4(RP r × RP 3;Z) χ
i∗
[RP r × RP 3, Y ] p∗
iY
H 2(RP r × RP 3;Z/2)
i∗
0
Using calculations of Section 3 and a result of [10, Lemma 2] the above diagram reduces
to
0 Z/2 ⊕ Z/2 j∗ [RHr,3, Y ] p∗ Z/2 ⊕ Z/2 ⊕ Z/2 0
0 Z/2 ⊕ Z/2 χ
i∗
Z/4 ⊕ Z/4 ⊕ Z/2 p∗
iY
Z/2 ⊕ Z/2 ⊕ Z/2
i∗
0
Now the extreme left and extreme right vertical arrows are isomorphisms, hence by five
lemma the middle vertical arrow is also an isomorphism. and we get that
[RHr,3, Y ] = Z/4 ⊕ Z/4 ⊕ Z/2, for r > s = 3.
Case III: r = s = 3.
Similar considerations as in the previous cases gives us a commutative diagram:
0 H 4(RH3,3;Z) j∗ [RH3,3, Y ] p∗ H 2(RH3,3;Z/2) 0
0 H 4(RP 3 × RP 3;Z) χ
i∗
[RP 3 × RP 3, Y ] p∗
iY
H 2(RP 3 × RP 3;Z/2)
i∗
0
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Using calculations of Section 3 and a result of [10, Lemma 2] the above diagram reduces
to
0 Z/2
j∗ [RH3,3, Y ] p∗ Z/2 ⊕ Z/2 ⊕ Z/2 0
0 Z/2 χ
i∗
Z/4 ⊕ Z/2 ⊕ Z/2 p∗
iY
Z/2 ⊕ Z/2 ⊕ Z/2
i∗
0
Now the extreme left and extreme right vertical arrows are isomorphisms, hence by five
lemma the middle vertical arrow is also an isomorphism, and we get that
[RH3,3, Y ] = Z/4 ⊕ Z/2 ⊕ Z/2.
Thus we can summarize the above calculations in the form of the following:
Theorem 5.5. For real Milnor manifolds RHr,s, r  s > 2,
[RHr,s, Y ] =

Z/4 ⊕ Z/4 ⊕ Z/4 if r  s  4,
Z/4 ⊕ Z/4 ⊕ Z/2 if r > s = 3,
Z/4 ⊕ Z/2 ⊕ Z/2 if r = s = 3.
6. The action δCAT of Ln+1((Z/2 × Z/2)±) on the homotopy CAT structures of
RHr,s
Let X =Dm × RHr,s, r  s > 3, Dm is the standard m-dimensional disk.
Proposition 6.1. Let X = D4 × RHr,s, n = dimX ≡ 3 (mod 4), r > s > 3, r, s even. So X
is orientable. Then in the group L4((Z/2 ×Z/2)+) = Z ⊕ Z ⊕ Z ⊕ Z the kernel of δCAT
is the subgroup Z = im[L4(0)→ L4((Z/2 × Z/2)+)].
Proof. The direct summand Z = im[L4(0) → L4((Z/2 × Z/2)+)] lies in the kernel of
δCAT, since the action of this subgroup on the set hTCAT(X), CAT = PL or TOP, is obtained
by taking connected sum with a homotopy sphere, which in the CAT case is trivial.
We examine the action of the remaining three summands Z ⊕ Z ⊕ Z on hTCAT(X).
Let Y1 = D4 × RHr,s−1, Y2 = D4 × RHr−1,s. If Û1 is a tubular neighbourhood of
Y1 = D4 × RHr,s−1 in D4 × RHr,s = X, then we can write Û1 ∪ D4 × RP r−1 × Ds =
D4 × RHr,s = X. Similarly, from description (2.2) if Û2 is a tubular neighbourhood of
Y2 = D4 × RHr−1,s in D4 × RHr,s = X, then we can write Û2 ∪ D4 × D(γ⊥r−1) =
D4 × RHr,s = X, where D(γ⊥r−1) is the total space of the disk bundle of the bundle γ⊥r−1
over RP s. Then in the notations of Section 4
BL(X,Y1) = Lr+s
(
(Z/2)+1
)= L4((Z/2)+)= Z ⊕ Z = BL(X,Y2).
In addition, the composite
L4
(
(Z/2 × Z/2)+) δCAT−→ hTCAT(X) η1−→ L4((Z/2)+)= BL(X,Y1)
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is such that the following sequence is exact by considerations of Section 4:L4
(
(Z/2 × 0)+) i1=c−→ L4((Z/2 × Z/2)+) η1◦δCAT=r◦t−→ L4((Z/2)+).
In exactly the same way the sequence
L4
(
(0 × Z/2)+) i2=c−→ L4((Z/2 × Z/2)+) η2◦δCAT=r◦t−→ L4((Z/2)+)
is exact.
Consider the diagram
L4(0)
j2
j1
L4((0 × Z/2)+)
i2
L4((Z/2 × 0)+) i1
∂
L4((Z/2 × Z/2)+) δCAT hTCAT(X) η1
η2
L4((Z/2)+)
L4(0) i L4((Z/2)+)
(D5)
By definition the map ∂ is the composite L4((Z/2)+) → hTCAT(X1) → L4(0) =
BL(X1,D
4 × RP r−2 ×Ds), where X1 = D4 × RP r−1 ×Ds =X\Û1.
The commutativity of the upper rectangle of the diagram (D5) follows from the fact that
all maps are induced from inclusions of groups:
0
∩
0 × Z/2
∩
Z/2 × 0 Z/2 × Z/2
which itself is a commutative diagram. The commutativity of the lower rectangle of (D5)
is proved as follows:
Let x ∈ L4((Z/2 × 0)+) be a nonzero element represented by a normal map f :M →
D4 × RP r−1 ×Ds × I =X1 × I such that
f |∂−M : ∂−M →D4 × RP r−1 ×Ds × 0 ∪ ∂
(
D4 × RP r−1 ×Ds)× I
is a CAT homeomorphism (CAT = PL or TOP). By definition of Û1 given above we have
D4 × RHr,s × I = D4 × RP r−1 ×Ds × I ∪ Û1 × I . Now attach Û1 × I to the manifold
M along the boundary (f |∂−M)−1(∂(D4 × RP r−1 ×Ds)× I)⊂ ∂M. Extending the map
f over Û1 × I by identity, we obtain a normal map
F :N =M ∪ Û1 × I →D4 × RP r−1 ×Ds × I ∪ Û1 × I =D4 × RHr,s × I,
which represent the image of x, i1(x) ∈L4((Z/2 ×Z/2)+). The construction of getting F
from f is referred to as gluing D4 × RP r−1 ×Ds × I to D4 × RHr,s × I in the back (or
in the second factor). Now it follows that
F |∂−N : ∂−N →D4 × RHr,s × 0 ∪ ∂
(
D4 × RHr,s
)× I
is a CAT homeomorphism, and δCAT(i1(x)) ∈ hTCAT(X) is represented by
F1 = F |∂+N : ∂+N → D4 × RHr,s × 1 =D4 × RP r−1 ×Ds × 1 ∪ Û1 × 1,
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which being a homotopy CAT structure is CAT homeomorphism on the boundary, that is,
F1 |∂(∂+N) : ∂(∂+N) → S3 × RHr,s × 1 is a CAT homeomorphism. The restriction map
F1 |F−11 (D4×RP r−1×Ds×1) :F
−1
1
(
D4 × RP r−1 ×Ds × 1)
→ D4 × RP r−1 ×Ds × 1,
then represent the element η2 ◦ δCAT ◦ i1(x) ∈L4((Z/2)+) = BL(X,Y2).
On the other hand, with the same notation as above,
f1 = f | ∂+M : ∂+M → D4 × RP r−1 ×Ds × 1 =X1 × 1
represents a homotopy CAT structure and lies in hTCAT(X1). Hence f1 is CAT homeomor-
phism on the boundary. Now let U1 be a tubular neighbourhood of D4 × RP r−2 × Ds
in X1 = D4 × RP r−1 × Ds, then D4 × RP r−1 × Ds\U1 = D4 × Dr−1 × Ds, or
X1 =D4 × RP r−1 ×Ds =D4 ×Dr−1 ×Ds ∪U1, and the restriction map
f2 = f1 |f−11 (D4×Dr−1×Ds×1) :f
−1
1
(
D4 ×Dr−1 ×Ds × 1)
→D4 ×Dr−1 ×Ds × 1,
represents ∂(x) ∈ L4(0), such that
f2 |∂−(f−11 (D4×Dr−1×Ds×1)) : ∂−
(
f−11
(
D4 ×Dr−1 ×Ds × 1))
→ D4 ×Dr−1 ×Ds−1 × 0 ∪ ∂(D4 ×Dr−1 ×Ds−1)× I,
is a CAT homeomorphism. The image of ∂(x), i ◦ ∂(x) ∈ L4((Z/2)+) is then represented
by a map G : N̂ → D4 × RP r−1 ×Ds × 1 =X1 × 1 which is obtained from f2 by gluing
D4 ×Dr−1 ×Ds ×1 to D4 ×RP r−1 ×Ds ×1, as above in the front (or in the first factor).
It is now clear that the maps
F1 |F−11 (D4×RP r−1×Ds×1) :F
−1
1
(
D4 × RP r−1 ×Ds × 1)
→ D4 × RP r−1 ×Ds × 1,
and G : N̂ → D4 ×RP r−1 ×Ds ×1 =X1 ×1 represent the same element of L4((Z/2)+),
which gives that η2 ◦ δCAT ◦ i1(x)= i ◦ ∂(x) ∈L4((Z/2)+) = BL(X,Y2).
The maps η1 and η2 are invariants of homotopy CAT structures of the manifold X, and
for the proof of the proposition we shall prove that the kernel of the map
(η1 ⊕ η2) ◦ δCAT :L4
(
(Z/2 × Z/2)+)→ L4((Z/2)+)⊕L4((Z/2)+)
is Z = im[L4(0)→ L4((Z/2 × Z/2)+)]. But this follows at once from the diagram (D5),
and the fact that
ker(η1 ◦ δCAT)= im
[
L4
(
(Z/2 × 0)+) i1−→L4((Z/2 × Z/2)+)].
But
ker(η2 ◦ δCAT ◦ i1)= ker(i ◦ ∂)= ker∂ = im
[
L4(0)
j1−→L4
(
(Z/2 × 0)+)]
as i is 1–1 and L4(0)
j1−→ L4((Z/2 × 0)+) ∂−→ L4(0) is exact. So
im j1 = ker(η2 ◦ δCAT ◦ i1)= i−11
(
ker(η2 ◦ δCAT)
)
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or im(i1 ◦ j1)= ker(η2 ◦ δCAT). Similarly im(i2 ◦ j2)= ker(η1 ◦ δCAT). So
im(i1 ◦ j1 ⊕ i2 ◦ j2) = ker(η2 ◦ δCAT)⊕ ker(η1 ◦ δCAT)
= ker((η1 ⊕ η2) ◦ δCAT). 
Proposition 6.2. Let X = Dm × RHr,s and n = dimX ≡ 1 (mod 4). Then in the group
L2((Z/2 × Z/2)±) the map δCAT is equal to zero.
Proof. Since L2((Z/2×Z/2)±)= L2(0), this group acts on the homotopy CAT structures
by taking connected sum with a homotopy sphere, which in the CAT case (CAT = PL or
TOP) is trivial. 
Proposition 6.3. Let Dm = ∗, and n = dimX ≡ 0 (mod 2) and X is not orientable. Then
in the group L1((Z/2×Z/2)−)= 0 and L3((Z/2×Z/2)−)= 0 the map δCAT is obviously
zero.
Proof. Obvious. 
Proposition 6.4. Let X = Dm × RHr,s, r  s > 3, r, s even and n = dimX ≡ 2 (mod 4).
So that X is orientable. Then in the group L3((Z/2 × Z/2)+) = Z/2 ⊕ Z/2 ⊕ Z/2 the
kernel of δCAT is the subgroup
Z/2 ⊕ Z/2 = im[L3((Z/2 × 0)+)⊕L3((0 × Z/2)+)→ L3((Z/2 × Z/2)+)].
Proof. Realize the nonzero element of the group L3((Z/2)+) by a normal map f :M →
Dm × RP r−1 ×Ds × I such that
f |∂−M : ∂−M →Dm × RP r−1 ×Ds × 0 ∪ ∂
(
Dm × RP r−1 ×Ds)× I
is a CAT homeomorphism (CAT = PL or TOP). The map ∂ :L3((Z/2)+) → L3(0) = 0 is
obviously zero. Therefore, by the relation between ∂ and the Browder–Livesay invariant
mentioned in Section 4, the homotopy CAT structure f |∂+M : ∂+M → Dm × RP r−1 ×
Ds × 1 is split along Dm × RP r−2 ×Ds × 1. We denote the map f |∂+M by f1.
Thus the map
f1 |f−11 (Dm×RP r−2×Ds) :f
−1
1
(
Dm × RP r−2 ×Ds)→ Dm × RP r−2 ×Ds
is a simple homotopy equivalence, and is a CAT-homeomorphism on the boundary, that is,
it is a homotopy CAT structure. We show that it is trivial. Now the map
f |f−1(Dm×RP r−2×Ds×I ) :f−1
(
Dm × RP r−2 ×Ds × I)→ Dm × RP r−2 ×Ds × I
is normal and realizes some element of the group L2((Z/2)−). According to Proposi-
tion 6.2 the homotopy CAT structure f1 |f−11 (Dm×RP r−2×Ds) is trivial. Now if Û is the
tubular neighbourhood of Dm ×RP r−2 ×Ds in Dm ×RP r−1 ×Ds, then Dm ×RP r−1 ×
Ds\Û = Dm × Dr−1 × Ds, so Dm × RP r−1 × Ds = Û ∪ Dm × Dr−1 × Ds. Simi-
larly ∂+M = f−11 (Û) ∪ f 11 (Dm × Dr−1 × Ds), From the above observation f1 |f−11 (Û)
:f−11 (Û)→ Û is trivial and that hTCAT(Dm×Dr−1 ×Ds) consists of the identity element,
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so f1 | −1 m r−1 s :f−1(Dm ×Dr−1 ×Ds)→Dm ×Dr−1 ×Ds is also trivial. Alsof1 (D ×D ×D ) 1
f1 is a CAT homeomorphism along the common boundary of f−11 (Dm ×Dr−1 ×Ds) and
f−11 (Û). Hence the homotopy CAT structure f1 is trivial.
Now realize an element of the group im[L3((Z/2 × 0)+) → L3((Z/2 × Z/2)+)] by
a normal map F :N → Dm × RHr,s × I in the following way. Let U be a tubular
neighbourhood of the manifold Dm×RHr,s−1×I in Dm×RHr,s×I. Then Dm×RHr,s ×
I\U =Dm ×RP r−1 ×Ds × I, and hence Dm ×RP r−1 ×Ds × I ∪U =Dm ×RHr,s × I.
Attach the tube U to the manifold M along the boundary (f |∂−M)−1(∂(Dm × RP r−1 ×
Ds)× I) ⊂ ∂M. Extending the map f over U by identity, we obtain the required map
F : N
def= M ∪U → Dm × RP r−1 ×Ds × I ∪U =Dm × RHr,s × I.
Using the same kind of arguments as was used in the last para to prove the triviality of f1
we get that F |∂+N is trivial. We have thus shown that
im
[
L3
(
(Z/2 × 0)+)→L3((Z/2 × Z/2)+)]⊂ kerδCAT.
Now the only way to realize an element of the group im[L3((0 × Z/2)+) → L3((Z/2 ×
Z/2)+)] by a normal map F :N → Dm × RHr,s × I is to decompose it into the
following way: Let U be a tubular neighbourhood of the manifold Dm × RHr−1,s × I
in Dm ×RHr,s × I. Then Dm ×RHr,s × I\U = Dm ×D(γ⊥r−1)× I, refer to the notation
in description (2.2), and hence Dm×D(γ⊥r−1)×I ∪U =Dm×RHr,s ×I. Let us realize an
element of L3((Z/2)+) (here the orientation on D(γ⊥r−1)× I is induced by the orientation
of Dm × RHr,s × I , and is therefore +) by a normal map f :M → Dm × D(γ⊥r−1) × I,
such that
f |∂−M : ∂−M →Dm ×D
(
γ⊥r−1
)× 0 ∪ ∂(Dm ×D(γ⊥r−1))× I
is a CAT homeomorphism (CAT = PL or TOP). The map ∂ :L3((Z/2)+) → L3(0) = 0
is obviously zero. So, by the relation between ∂ and the Browder–Livesay invariant
mentioned in Section 4, the homotopy CAT structure f |∂+M : ∂+M → Dm ×D(γ⊥r−1)× 1
split along Dm × (D(γ⊥r−1 |RP s−1)× I. We denote f |∂+M by f1.
The same arguments as in the last case gives us that f1 is trivial once we observe
the following fact: If Û is the tubular neighbourhood of Dm × D(γ⊥r−1) |RP s−1 in
Dm × D(γ⊥r−1), then Dm × D(γ⊥r−1)\Û = Dm × Dr−1 × Ds, so Dm × D(γ⊥r−1) =
Û ∪Dm ×Dr−1 ×Ds.
Now realize an element of the group im[L3((0 × Z/2)+) → L3((Z/2 × Z/2)+)] by
a normal map F :N → Dm × RHr,s × I in the following way. Let U be a tubular
neighbourhood of the manifold Dm×RHr−1,s×I in Dm×RHr,s×I. Then Dm×RHr,s ×
I\U =Dm ×D(γ⊥r−1)× I, and hence Dm ×D(γ⊥r−1)× I ∪U =Dm ×RHr,s × I. Attach
the tube U to the manifold M along the boundary (f |∂−M)−1(∂(Dm ×D(γ⊥r−1))× I) ⊂
∂M. Extending the map f over U by identity, we obtain the required map
F : N
def= M ∪U → Dm ×D(γ⊥r−1)× I ∪U =Dm × RHr,s × I.
Using the same kind of arguments as was used in the last para to prove the triviality of f1
we get that F |∂+N is trivial. We have thus shown that
im
[
L3
(
(0 × Z/2)+)→L3((Z/2 × Z/2)+)]⊂ kerδCAT.
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Thus we get thatim
[
L3
(
(Z/2 × 0)+)⊕L3((0 × Z/2)+)→ L3((Z/2 × Z/2)+)]⊂ ker δCAT.
But
im
[
L3
(
(Z/2 × 0)+)⊕L3((0 × Z/2)+)→ L3((Z/2 × Z/2)+)]
= ker[∂ :L3((Z/2 × Z/2)+)→L3((Z/2)+)]
and ∂ factors through δCAT :L3((Z/2 × Z/2)+) → hTCAT(X). Hence the proposition is
proved. 
Proposition 6.5. Take Dm = ∗ and n = dimX ≡ 3 (mod 4), r, s are odd (so X is
nonorientable). Then on the group L4((Z/2 ×Z/2)−)= Z/2, δCAT is the zero map.
Proof. Realize the nontrivial element of the group L4((Z/2)−) = Z/2 by a normal map
f :M → RP r−1 ×Ds × I such that
f |∂−M : ∂−M → RP r−1 ×Ds × 0 ∪ RP r−1 × Ss−1 × I
is a CAT-homeomorphism (CAT = PL or TOP). The map ∂ = r ◦ t :L4((Z/2)−) →L2(0)
is zero by (4.2), so by the relation between ∂ and the Browder–Livesay invariant mentioned
in Section 4 we get that the homotopy CAT structure f |∂+M : ∂+M → RP r−1 × Ds × 1
splits along the submanifold RP r−2 ×Ds × 1, and gives a homotopy CAT structure of the
manifold RP r−2 ×Ds × 1. Denote the map f |∂+M by f1.
The map
f |f−1(RP r−2×Ds×I ) :f−1
(
RP r−2 ×Ds × I)→ RP r−2 ×Ds × I
is normal and defines an element of the group L3((Z/2)+) (the image of the map
L4((Z/2)−) → L3((Z/2)+), referring to the second vertical map of a diagram of type
(D4) with the first factor (Z/2)1 = 0). This element is nontrivial. However, by the proof of
Proposition 6.4
f |f−1(RP r−2×Ds) :f−1
(
RP r−2 ×Ds)→ RP r−2 ×Ds
is trivial (that is CAT-homeomorphism). Note that if U is a tubular neighbourhood of
RP r−2 × Ds in RP r−1 × Ds, then RP r−1 × Ds\U is homeomorphic to Dr−1 × Ds.
Now as the set hTCAT(Dr−1 ×Ds) is trivial, the homotopy CAT structure f1 = f |∂+M→
RP r−1 ×Ds × 1 is trivial.
The natural map c :L4((Z/2)−) → L4((Z/2 × Z/2)−) is an isomorphism, so we
can define a map F :N → RHr,s × I realizing the nontrivial element of the group
L4((Z/2×Z/2)−) by gluing as follows: Let Û be a tubular neighbourhood of the manifold
RHr,s−1×I in RHr,s. Since RHr,s\Û = RP r−1 ×Ds ×I (recall the bundle representation
of real Milnor manifolds), thus we have RP r−1 × Ds × I ∪ Û = RHr,s × I. Attach the
tube Û to the manifold M along the boundary (f |∂−M)−1(RP r−1 × Ss−1 × I) ⊂ ∂M.
Extending f :M → RP r−1 × Ds × I over Û by identity, we obtain F :M ∪ Û = N →
RHr,s × I = RP r−1 × Ds × I ∪ Û . The homotopy CAT structure F |∂+N will also be
trivial, since the homotopy CAT structure f |∂+M to which it is glued is trivial. Therefore
δCAT(nontrivial element of L4((Z/2 × Z/2)−)) = F |∂+N, and is trivial. 
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Thus in Propositions 6.1–6.5 the kernel of the action map δCAT in the Sullivan–Wall
exact sequence for manifolds of the form Dm × RHr,s has been calculated in all possible
cases.
7. The surgery obstruction map θCAT : [Dm × RHr,s/∂(Dm × RHr,s),G/CAT]
→ Ln((Z/2 × Z/2)±)
We first recall that the map ∂ :Ln+1((Z/2×Z/2)ωX) →Ln+ε((Z/2)ω
X |(Z/2)1
1 ) is defined
as the composite (where CAT = PL or TOP):
Ln+1
(
(Z/2 × Z/2)ωX ) δCAT−→ hTCAT(Dm × RHr,s)
η1−→ BL(Dm × RHr,s,Dm × RHr,s−1),
or
Ln+1
(
(Z/2 × Z/2)ωX ) δCAT−→ hTCAT(Dm × RHr,s)
η2−→ BL(Dm × RHr,s,Dm × RHr−1,s).
Lemma 7.1. Let X = Dm × RHr,s, r  s > 3,dimX = n + 1. If x ∈ Ln+1((Z/2 ×
Z/2)ωX) is realized by a normal map F :M → X such that F |∂M : ∂M → ∂X is a CAT
homeomorphism, then ∂(x)= 0.
Proof. (a) Let X1 =Dm × RHr,s−1, then π1(X1)= π1(X), and
ωX1 =
{
ωX if r is odd,
−ωX if r is even.
Realize the element −x by a normal map f :N → X1 × I, such that f |∂−N : ∂−N →
X1 × 0 ∪ ∂X1 × I is a CAT homeomorphism (CAT = PL or TOP). By definition of ∂,
the obstruction to splitting the homotopy CAT structure f |∂+N : ∂+N → X1 × 1 along
the submanifold Y1 = Dm × RHr,s−2 is equal to −∂x. Consider connected sum of the
manifolds M and N, and also of X and X1 × I. The normal maps F and f define a normal
map F1 :M #N → X #X1 × I. According to the construction of surgery obstructions the
map F1 is a simple homotopy equivalence, and considered as an element of the group
Ln+1((Z/2 × Z/2)ωX ), is equal to zero; but π1(X #X1 × I) 
= Z/2 × Z/2. However, by
Wall [15, Theorem 9.4], one can change F1 using simultaneous surgeries along 1-cycles
in the manifolds M #N and X #X1 × I, without changing the boundaries, which make the
fundamental groups equal to Z/2 ×Z/2. We obtain as a result of theses surgeries a normal
map F2 :M2 →X2. Since on one component of the boundary the map F2 splits, it follows
from [8, Lemma 1, Section 1.2.2] that F2 splits on the other component of the boundary
too. Therefore ∂(x)= 0.
(b) Let X2 = Dm × RHr−1,s , then π1(X2) = π1(X), and
ωX2 =
{
ωX if s is odd,
−ωX if s is even.
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By exactly the same proof as given for (a) we get the result. 
Proposition 7.2. Let X = Dm × RHr,s, then in the group L4((Z/2 × Z/2)+) the normal
maps F :M →X, which are CAT homeomorphism (CAT = PL or TOP) on the boundary,
realize the elements of the subgroup im[L4(0)→ L4((Z/2 × Z/2)+)] and only these.
Proof. The elements of the image of the group L4(0) is realized by maps f :M0 #X → X,
where M0 is a Milnor Plumbed manifold and f is the map which is identity on X and maps
M0 to a point.
The other elements of the group L4((Z/2 × Z/2)+) are not realized because either one
or the other of the maps ∂1 = η1 ◦ δCAT or ∂2 = η2 ◦ δCAT is different from zero (refer to
Proposition 6.1). 
Proposition 7.3. The groups L2((Z/2 × Z/2)±) and L4((Z/2 × Z/2)−) are completely
realized by normal maps of closed manifolds into the manifolds X = RHr,s.
Proof. In both cases the nontrivial element of the group Ln((Z/2 × Z/2)ωX) belongs
to the image of the natural map Ln((Z/2)
ωX |(Z/2)1
1 ) → Ln((Z/2 × Z/2)ω
X
), refer to
the proofs of Propositions 6.2 and 6.5. Let x be the nontrivial element of the group
Ln((Z/2 × Z/2)ωX) which can be considered an element of Ln((Z/2)ω
X |(Z/2)1
1 ), and let
the latter be realized by a normal map F1 :M1 → X1 = RP r−1 × Ds, (which is possible
since RP r−1 ×Ds = RP r−1 ×Ds−1 × I) and such that
F1 |∂−M1 : ∂−M1 → RP r−1 ×Ds−1 × 0 ∪ RP r−1 × Ss−2 × I
is a CAT homeomorphism (CAT = PL or TOP). We show that the map
F1 |∂M1 : ∂M1 → ∂
(
RP r−1 ×Ds)= RP r−1 × Ss−1
can be assumed to be a CAT homeomorphism. Indeed, if dimX1 ≡ 2 (mod 4), then for M1
we can take the manifold X1 #K, where K is a Kervaire manifold, and for F1 we can take
the map which is identity on X1 and takes K to a point. In the case dimX1 ≡ 0 (mod 4),
this is essentially the proof of the first part of Proposition 6.5. This makes it possible to
‘glue’ X1 to X = RHr,s and in exactly the same way to ‘glue’ M1 to some manifold M,
giving us a normal map F :M →X realizing the element x. 
Proposition 7.4. In the group L3((Z/2 × Z/2)+) the elements of the subgroup
im
[
L3
(
(Z/2 × 0)+)⊕L3((0 × Z/2)+)→ L3((Z/2 × Z/2)+)]
and only these are realized by normal maps F :M → Dm × RHr,s which are CAT
homeomorphism (CAT = PL or TOP) on the boundary, r  s > 3, r, s, even, m = 0, or,
even.
Proof. Each element of L3((Z/2 × Z/2)+) ∼= Z/2 ⊕ Z/2 ⊕ Z/2 is realized by a normal
map F :M → Dm × RHr,s, so it remains to check that the condition on the boundary is
satisfied. If
θCAT(F ) ∈ im
[
L3
(
(Z/2 × 0)+)⊕L3((0 × Z/2)+)→ L3((Z/2 × Z/2)+)],
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then according to Proposition 6.4, F |∂M is a CAT homeomorphism. Otherwise, since
im
[
L3
(
(Z/2 × 0)+)⊕L3((0 × Z/2)+)→ L3((Z/2 × Z/2)+)]= ker∂,
we would have ∂(θCAT(F )) 
= 0, and so by Lemma 7.1 the map F |∂M would not be a CAT
homeomorphism. 
Thus in Propositions 7.2, 7.3, and 7.4 we have found the image of the surgery
obstruction map θCAT in the CAT version of Sullivan–Wall surgery exact sequence (CAT =
PL or TOP) for the manifolds Dm × RHr,s.
8. PL and TOP Classification theorems and remarks on homotopy smoothings
Owing to the existence of natural maps of the smooth version of Sullivan Wall surgery
exact sequence to the CAT versions of Sullivan Wall surgery exact sequences (CAT = PL
or TOP):
Ln+1(π1(X),ω(X))
δO
=
hS(X)
ηO [X/∂X,G/O] θO Ln(π1(X),ω(X))
=
Ln+1(π1(X),ω(X))δCAThTCAT(X)
ηCAT[X/∂X,G/CAT]θCATLn(π1(X),ω(X))
(D6)
one can draw many conclusions from the results of Section 6 (Propositions 6.1–6.5) and
Section 7 (Propositions 7.2–7.4).
Proposition 8.1. Let X = D4 × RHr,s, n = dimX ≡ 3 (mod 4), r  s > 3, r, s even. So X
is orientable. Then in the group L4((Z/2 ×Z/2)+)= Z⊕Z⊕Z⊕Z the kernel of δO is a
subgroup of Z = im[L4(0)→L4((Z/2 × Z/2)+)].
Proposition 8.2. Let Dm = ∗, and n = dimX ≡ 0 (mod 2) and X is not orientable. Then
in the group L1((Z/2 × Z/2)−) = 0 and L3((Z/2 × Z/2)−) = 0 the map δO is obviously
zero.
Proposition 8.3. Let X = Dm × RHr,s, r  s > 3, r, s even and n = dimX ≡ 2 (mod 4).
So that X is orientable. Then in the group L3((Z/2 × Z/2)+) = Z/2 ⊕ Z/2 ⊕ Z/2 the
kernel of δO is a subgroup of
Z/2 ⊕ Z/2 = im[L3((Z/2 × 0)+)⊕L3((0 × Z/2)+)→ L3((Z/2 × Z/2)+)].
Proposition 8.4. Let X = Dm × RHr,s then in the group L4((Z/2 × Z/2)+) the normal
maps F :M → X, which are diffeomorphism on the boundary, realize the elements of a
subgroup of im[L4(0)→L4((Z/2 × Z/2)+)].
Proposition 8.5. The groups L2((Z/2 × Z/2)±) and L4((Z/2 × Z/2)−) are completely
realized by normal maps of closed smooth manifolds into the manifolds X = RHr,s .
Finally we summarize the calculations made in the previous sections in the form of the
following:
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Theorem 8.6 (Classification Theorem 1). Let X = Dm × RHr,s, r  s > 3, where Dm is
an m-dimensional disk. Then there are following exact sequences (CAT = PL or TOP):
(1) If dimX ≡ 3 (mod 4), r, s odd, m= 0, or even, that is X is nonorientable, then
→ L4
(
(Z/2 × Z/2)−) δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT]
θCAT−→ L3
(
(Z/2 × Z/2)−),
reduces to
0 δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT] θCAT−→ 0.
(2) If dimX ≡ 2 (mod 4), r, s odd, m> 0, odd, that is X is nonorientable, then
→ L3
(
(Z/2 × Z/2)−) δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT]
θCAT−→ L2
(
(Z/2 × Z/2)−),
reduces to
0 δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT] θCAT−→ Z/2 → 0.
(3) If dimX ≡ 0 (mod 4), r, s odd, m> 0, odd, that is X is nonorientable, then
→ L1
(
(Z/2 × Z/2)−) δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT]
θCAT−→ L0
(
(Z/2 × Z/2)−),
reduces to
0 δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT] θCAT−→ Z/2 → 0.
(4) If dimX ≡ 0 (mod 2), r , even, s odd, or r odd, s even, m = 0, or even, that is X is
nonorientable, then
→ Lodd
(
(Z/2 × Z/2)−) δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT]
θCAT−→ Leven
(
(Z/2 × Z/2)−),
reduces to
0 δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT] θCAT−→ Z/2 → 0.
(5) If dimX ≡ 0 (mod 4), r , s even, m> 0, odd, that is X is orientable, then
→ L1
(
(Z/2 × Z/2)+) δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT]
θCAT−→ L0
(
(Z/2 × Z/2)+),
reduces to
0 δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT] θCAT−→ Z → 0.
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(6) If dimX ≡ 2 (mod 4), r , s even, m> 0, odd, that is X is orientable, then→ L3
(
(Z/2 × Z/2)+) δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT]
θCAT−→ L2
(
(Z/2 × Z/2)+),
reduces to
0 → Z/2 δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT] θCAT−→ Z/2 → 0.
(7) If dimX ≡ 1 (mod 2), r , even, s odd, r odd s even, m > 0, or odd, that is X is
nonorientable, then
→ Leven
(
(Z/2 × Z/2)−) δCAT−→ hTCAT(X) ηCAT→ [X/∂X,G/CAT]
θCAT−→ Lodd
(
(Z/2 × Z/2)−),
reduces to
0 δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT] θCAT−→ 0.
(8) If dimX ≡ 1 (mod 4), r , s even, m = 0, or even, that is X is orientable, then
→ L2
(
(Z/2 × Z/2)+) δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT]
θCAT−→ L1
(
(Z/2 × Z/2)+),
reduces to
0 δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT] θCAT−→ 0.
(9) If dimX ≡ 3 (mod 4), r , s even, m = 0, or even, that is X is orientable, then
→ L4
(
(Z/2 × Z/2)+) δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT]
θCAT−→ L3
(
(Z/2 × Z/2)+),
reduces to
0 → Z ⊕ Z ⊕ Z δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT] θCAT−→ Z/2 ⊕ Z/2 → 0.
(10) If dimX ≡ 1 (mod 4), r , s odd, m= 0, or even, that is X is nonorientable, then
→ L2
(
(Z/2 × Z/2)−) δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT]
θCAT−→ L1
(
(Z/2 × Z/2)−),
reduces to
0 δCAT−→ hTCAT(X) ηCAT−→ [X/∂X,G/CAT] θCAT−→ 0.
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Proof. Combining Propositions 6.1–6.5, and Propositions 7.2–7.4 we get the result. 
This theorem and Theorems 5.4 and 5.5 together determines hTCAT(RHr,s) completely,
where CAT = PL or TOP, once we analyze the maps θCAT, ηCAT, and δCAT bit more closely:
Theorem 8.7 (Classification Theorem 2). Consider real Milnor manifolds RHr,s , r  s >
2, r + s − 1 = 4k + j, j = 1, or 2, or 3, or 4. Then for k  1: (Coefficients of integral
cohomologies are dropped for typographic convenience)
hTTOP
(
RH 4k+1r,s
)∼= k∑
i=2
H 4i−2(RHr,s;Z/2)⊕
k∑
i=2
H 4i (RHr,s), (1(i))
hTPL
(
RH 4k+1r,s
)
∼=

(Z/4 ⊕ Z/4 ⊕ Z/4)⊕∑ki=2 H 4i−2(RHr,s;Z/2)
⊕∑ki=2 H 4i(RHr,s) if r  s  4,
(Z/4 ⊕ Z/4 ⊕ Z/2)⊕∑ki=2 H 4i−2(RHr,s;Z/2)
⊕∑ki=2 H 4i (RHr,s) if r > s = 3,
(Z/4 ⊕ Z/2 ⊕ Z/2)⊕∑ki=2 H 4i−2(RHr,s;Z/2)
⊕∑ki=2 H 4i (RHr,s) if r = s = 3,
(1(ii))
hTTOP
(
RH 4k+2r,s
)∼= k∑
i=2
H 4i−2(RHr,s;Z/2)⊕
k∑
i=2
H 4i (RHr,s), (2(i))
hTPL
(
RH 4k+2r,s
)
∼=

(Z/4 ⊕ Z/4 ⊕ Z/4)⊕∑ki=2 H 4i−2(RHr,s;Z/2)
⊕∑ki=2 H 4i(RHr,s) if r  s  4,
(Z/4 ⊕ Z/4 ⊕ Z/2)⊕∑ki=2 H 4i−2(RHr,s;Z/2)
⊕∑ki=2 H 4i(RHr,s) if r > s = 3,
(Z/4 ⊕ Z/2 ⊕ Z/2)⊕∑ki=2 H 4i−2(RHr,s;Z/2)
⊕∑ki=2 H 4i(RHr,s) if r = s = 3,
(2(ii))
hTTOP
(
RH 4k+3r,s +
)∼= Z ⊕ Z ⊕ Z ⊕ k∑
i=2
H 4i−2(RHr,s;Z/2)
⊕
k∑
i=2
H 4i (RHr,s), (3(i))
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hTPL
(
RH 4k+3r,s +
)∼=

(Z/4 ⊕ Z/4 ⊕ Z/4)⊕ Z ⊕ Z ⊕ Z
⊕∑ki=2 H 4i−2(RHr,s;Z/2)⊕∑ki=2 H 4i (RHr,s) if r  s  4,
(Z/4 ⊕ Z/4 ⊕ Z/2)⊕ Z ⊕ Z ⊕ Z
⊕∑ki=2 H 4i−2(RHr,s;Z/2)⊕∑ki=2 H 4i (RHr,s) if r > s = 3,
(Z/4 ⊕ Z/2 ⊕ Z/2)⊕ Z ⊕ Z ⊕ Z
⊕∑ki=2 H 4i−2(RHr,s;Z/2)⊕∑ki=2 H 4i (RHr,s) if r = s = 3,
(3(ii))
hTTOP
(
RH 4k+3r,s −
)∼= k+1∑
i=2
H 4i−2(RHr,s;Z/2)⊕
k∑
i=2
H 4i(RHr,s), (4(i))
hTPL
(
RH 4k+3r,s −
)∼=

(Z/4 ⊕ Z/4 ⊕ Z/4)⊕∑k+1i=2 H 4i−2(RHr,s;Z/2)
⊕∑ki=2 H 4i(RHr,s) if r  s  4,
(Z/4 ⊕ Z/4 ⊕ Z/2)⊕∑k+1i=2 H 4i−2(RHr,s;Z/2)
⊕∑ki=2 H 4i(RHr,s) if r > s = 3,
(Z/4 ⊕ Z/2 ⊕ Z/2)⊕∑k+1i=2 H 4i−2(RHr,s;Z/2)
⊕∑ki=2 H 4i(RHr,s) if r = s = 3,
(4(ii))
hTTOP
(
RH 4k+4r,s
)∼= k∑
i=2
H 4i−2(RHr,s;Z/2)⊕ (Z/2)2 ⊕
k+1∑
i=2
H 4i(RHr,s), (5(i))
hTPL(RH
4k+4
r,s )
∼=

(Z/4 ⊕ Z/4 ⊕ Z/4)⊕∑ki=2 H 4i−2(RHr,s;Z/2)⊕ (Z/2)2
⊕∑k+1i=2 H 4i(RHr,s) if r  s  4,
(Z/4 ⊕ Z/4 ⊕ Z/2)⊕∑ki=2 H 4i−2(RHr,s;Z/2)⊕ (Z/2)2
⊕∑k+1i=2 H 4i(RHr,s) if r > s = 3,
(Z/4 ⊕ Z/2 ⊕ Z/2)⊕∑ki=2 H 4i−2(RHr,s;Z/2)⊕ (Z/2)2
⊕∑k+1i=2 H 4i(RHr,s) if r = s = 3.
(5(ii))
Proof. Case (1(i), (ii)). This case is trivial from the Theorem 8.6.
Case (2(i), (ii)). For dimRHr,s ≡ 2 (mod 4), 6,RHr,s orientable or not. For example,
dimRHr,s = 4k + 2, k  1.
In this case θCAT : [(RHr,s)4k+2,G/CAT] → Z/2 coincides with the projection map
φ4k+2 : [RHr,s,G/CAT] → H 4k+2(RHr,s;Z/2)= Z/2.
Case (3(i), (ii)). For dimRHr,s ≡ 3 (mod 4), 6,RHr,s orientable, so r and s are
necessarily even, and r + s ≡ 4 (mod 4). Let dimRHr,s = r + s − 1 = 4k + 3, k  1.
In this case we have maps
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[
RH 4k+3r,s ,G/CAT
] p1−→ [RH 4k+2,G/CAT],+ r−1,s[
RH 4k+3r,s +,G/CAT
] p2−→ [RH 4k+2r,s−1,G/CAT],
induced by the inclusions of RHr−1,s, and RHr,s−1 in RHr,s , and
θCAT :
[
RH 4k+3r,s ,G/CAT
]→ Z/2 ⊕ Z/2
is given by θCAT = (φ(r−1,s)4k+2 ◦ p1, φ(r,s−1)4k+2 ◦ p2), where
φ
(r−1,s)
4k+2 :
[
RH 4k+2r−1,s,G/CAT
]→H 4k+2(RH 4k+2r−1,s;Z/2)= Z/2,
and
φ
(r,s−1)
4k+2 :
[
RH 4k+2r,s−1,G/CAT
]→ H 4k+2(RH 4k+2r,s−1;Z/2)= Z/2,
are the projection maps. Also δCAT is just the inclusion of the summand Z ⊕ Z ⊕ Z.
Case (4(i), (ii)). This case is trivial from Theorem 8.6.
Case (5(i), (ii)). For dimRHr,s ≡ 0 (mod 4), 6,RHr,s necessarily nonorientable (r and s
cannot be both even and also cannot be both odd), for example, let r be even and s be odd
(similarly one can tackle the case when r odd and s even) dimRHr,s = 4k + 4, k  1.
In this case we have the maps[
RH 4k+4r,s ,G/CAT
] p1−→ [RH 4k+3r,s−1+,G/CAT],[
RH 4k+3r,s−1+,G/CAT
] p2−→ [RH 4k+2r,s−2,G/CAT],
induced by the inclusions of RHr,s−1, in RHr,s and RHr,s−2 in RHr,s−1, so θCAT :
[RH 4k+4r,s ,G/CAT] → Z/2 coincides with the composite of projection φ4k+2 : [RH 4k+2r,s−2,
G/CAT] →H 4k+2(RHr,s−2;Z/2)= Z/2, with p2 ◦ p1. 
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