Given a point sufficiently close to a nondegenerate basic feasible solution x* of a linear program, we show how to generate a sequence {pk} that converges to the 0-1 vector sign( x*) at a Q-cubic rate. This extremely fast convergence enables us to determine, with a high degree of certainty, which variables will be zero and which will be nonzero at optimality and then construct x* from this information.
Introduction
Interior point algorithms for the linear program mm1m1ze subject to Ax = b,
where c, x E Rn, b E Rm and A E Rmxn for m < n, do not search through the set of vertices of the feasible set to obtain an optimal vertex as does the simplex method. Instead, a primal interior point algorithm generates a sequence of interior ( or strictly feasible) points { xk} that converges to an optimal solution. For such an interior point method, the construction of appropriate stopping criteria is often a delicate issue. Additional concerns arise when a highly accurate solution is required or when an optimal vertex is required as is the case in some applications, e.g., integer programming. It is therefore of value to develop an iterative procedure with a high convergence rate that can locate an optimal vertex from a given reasonably good approximate solution.
In this paper, we present and analyze a new method for locating an optimal vertex x* of a linear program from a given approximate solution. Working with an auxiliary problem, this method generates from the given approximate solution a sequence that converges to the 0-1 vector sign(x*). Our usage of the sign function takes zero as the sign of zero; otherwise it is the standard usage. Using the information provided by this 0-1 vector, x* can be recovered from the linear constraints Ax= b by setting to zero those variables that have been identified as zero and then solving for the nonzero variables. The significance of this approach is that the convergence rate of this new method is Q-cubic if the optimal vertex is nondegenerate.
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In anticipation of future use, we state the dual linear program of (1) max1m1ze bT y subject to AT y + z = c,
(2)
In (1.2) z E Rn is the vector of dual slack variables. We will conveniently assume throughout this paper that the matrix A has full rank m. This paper is organized as follows. In Section 2, we present our method for locating the nondegenerate optimal vertex from an approximate primal solution. In Section 3 we show that this method is Q-cubically convergent and also briefly discuss its implementations as well as its dual variant. In Section 4 we give several numerical examples which demonstrate the convergence behavior of our method. Concluding remarks are given in the final section.
The Algorithm
Recently, Tapia and Zhang [1] proposed a technique for identify optimal bases for interior point methods. [6] and Monma and Morton [7] , for example), we see
where z is the vector of dual slack variables. And in primal-dual algorithms (see Kojima et al. [8] , for example), we see D [9] perhaps were the first to point out that the diagonal elements of such a matrix contain valuable information.
For a fixed matrix A E Rmxn(m < n), consider the matrix-valued function H :
Rn-+ Rnxn defined by (3) where d E Rn, D = diag(d) and the superscript "+" denotes the generalized inverse.
The Tapia-Zhang indicator is defined as the function q : Rn -+ Rn obtained as the = P) and, therefore, are positive semi-definite with non-negative diagonals.
We now define a new function u: Rn-+ Rn as
where
It is evident from the definition of the function q that Our method for locating an optimal vertex x* of a linear program from an approximate primal solution x can be described as follows. The stopping criterion is satisfied when
In the algorithm, the tolerance c is allowed to be zero for theoretical purposes. In practice, c will be chosen as a small positive number.
The procedure of recovering the optimal vertex is as follows. 
The Cubic Convergence
We first state without proof two lemmas concerning the properties of the function q( d) that we will use in this section. These results were proved in [1] and interested readers are referred to that paper. 
We now need the following two technical results in order to prove our main convergence result. 
Lemma 3.3 Let d*
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A direct calculation shows ( see [1] for details) that proved in [1] , where di(z) = 1/ Zi, i = 1, 2, ... , n. Also such generated sequence {pk} has the same limit p* = sign(x*).
Numerical Examples
We have tested our method using randomly generated problems. It can be seen from the table that the convergence rate of Algorithm 1 was indeed Q-cubic (up to the point where machine epsilon was reached). We also observed ( which is no surprise) cases where x was not close to x*, and {pk} converged to a 9 zero-one vector corresponding to a nearby vertex.
Concluding Remarks
Working with an auxiliary problem, we have shown that the information needed to construct the nondegenerate optimal vertex of a linear program can be obtained iteratively from a given good approximate solution at a Q-cubic convergence rate.
While this result certainly has theoretical value, considerably more research is needed in order to determine its practical value.
