Geographic modeling of individual exposures using air pollution modeling techniques can help in both the design of environmental epidemiologic studies and in the assignment of measures that delineate regions that receive the highest exposure in space and time. Geographic modeling can help in the interpretation of environmental sampling data associated with airborne concentration or deposition, and can act as a sophisticated interpolator for such data, allowing values to be assigned to locations between points where the data have actually been collected. Recent advances allow for quantification of the uncertainty in a geographic model and the resulting impact on estimates of association, variability, and study power. In this paper we present the terminology and methodology of geographic modeling, describe applications to date in the field of epidemiology, and evaluate the potential of this relatively new tool. -Environ Health Perspect 1 07(Suppl 1): 181-190 (1999). http.//ehpnetl.niehs.nih.gov/docs/1999/Suppl-1/181-190beyea! abstract.html
GIS, or geographic information system, refers to a series of computerized maps (a base map and overlays) that provide for the storage and retrieval of an extensive amount of geographically indexed data. Although data storage and retrieval are the primary functions of a GIS, such systems readily lend themselves to geographic analysis of health data, as in searching for spatial clustering of disease, assessing disease rates by proximity to a pollution source (3) , or comparing census tracts supposedly high in lead exposure with the actual levels found in blood lead screening records (4) .
In comparison, geographic modeling converts GIS data into quantities that allow estimation of exposure with greater and greater individualized precision depending on the level of information available on residential history and personal activity. For example, in a casecontrol study of stillbirths, Ihrig et al. (5) estimated the dispersion of airborne arsenic from several sources, comparing health outcome with the exposure estimated for the mother's address at time of hospital admission for delivery, i.e., residence late in pregnancy. A more individualized approach was taken by Stevens et al. (6) in a study of people potentially exposed to radioactive fallout from nuclear testing. Individual exposure levels were obtained by integrating predictions of concentrations of radionuclides in the food supply at different locations and time periods with questionnaire data on residence history and the amount of milk and vegetables consumed at various ages.
In both cases an explicit model was used to compute the concentrations of concern based on the science underlying the exposure. This is in contrast to reliance on implicit assumptions such as those inherent in proximity analysis, i.e., that closeness to a facility determines the degree of exposure.
Geographic modeling is appropriate in an epidemiologic study either when an investigator wants to go beyond proximity as a measure of exposure or when direct measurements of environmental pollutants are too limited. Geographic modeling strives to create the equivalent of a hypothetical ideal monitoring system that would have measured the concentration of pollutants at all locations and times in the medium and domain under study. As with a real monitoring system, once the system is validated, it is possible to use the output to compute a cumulative exposure estimate for a desired time period, taking into account physiologic factors, lifestyle factors, and residence/work history to the extent such information is available.
Reconstruction of a monitoring system by a geographic model based on release rates and transport models has some advantages over an actual system, which is inherently limited in its geographical coverage. Should a threshold be involved in causing a particular health end point, relying on monitor data that do not capture the highest exposures could miss the connection (7) . As a result, a combination of both measurements and models offers the best method for specifying exposures across a large population (8) .
Applications of Geographic Modeling in Environmental Epidemiology
Although geographic modeling has been recognized for a number of years as an important and rapidly developing technique (9) (10) (11) recently. Examples from the first wave of epidemiologic research using air pollution or groundwater modeling to estimate exposure include a study of birth defects and exposure to solvent-contaminated drinking water (12) ; a study of cancer and exposure to industrial air pollution (13) ; and a study of releases from the Three Mile Island (TMI) nuclear plant (14) . Generally, no attempt was made in these first-wave studies to account for any changes in odds ratios, regression coefficients, or confidence limits that would result from uncertainty in exposure modeling.
More recent studies have used increasingly sophisticated modeling methods, which account explicitly for model uncertainty. This second wave of geographic modeling includes studies of leukemia and thyroid cancer in relation to radioactive fallout from nuclear testing in Utah (6, (15) (16) (17) (18) (19, 20) .
There have also been some recent historical reconstructions of occupational exposure that come close to the complexity of the Utah and Hanford reconstructions (21, 22) , although an analysis of the uncertainty in exposure classification was not included in these studies. Table 1 lists the most recent geographic modeling exercises along with the epidemiologic studies that have used them. Table 2 describes the models and the methods used to assess uncertainty.
To reach the level of sophistication evident in the Utah and Hanford thyroid studies (15, 20) , complex models were needed whose development was funded by a mandate from the U.S. Congress. Not all epidemiologists will have the resources to develop such models and research the parameters needed for them, nor is such sophistication always required to provide a suitable exposure marker. Simpler transport models may be accurate enough if the uncertainties in the health data do not justify more than a crude delineation between the high-and low-exposure regions.
Similarly, it is not always necessary to have as much individualized information as was used in the Utah and Hanford reconstructions (15, 20 (30) Utah fallout dose reconstruction studies (15, 16) Three Mile Island (Pennsylvania) Dose Reconstruction (32' Associated epidemiologic studies Hanford Thyroid Disease Study (in progress) (19) Under consideration by the Centers for Disease Control and Prevention (24) Colorado Reproductive Outcome Study (26, 28) Arsenic stillbirth study (5) Belarus Epidemiological Study (29) No study known to be contemplated, although some epidemiologic studies have been carried out using earlier plutonium dose contours Utah leukemia and thyroid epidemiologic studies (6, 17, 18, 31) Three Mile Island epidemiologic studies (14, 33) moves an individual has made. Questions can also be asked about dietary choices and other personal activities that the analyst may be able to use to individualize exposures, for instance, if contamination information is available by food product.
In a complex pathway study, exposure information might be partly at the individual and partly at the group level. For instance, analysts might be able to assign exposure from inhalation at the individual level, based on an address history, but only be able to assign exposure from the food pathway for a particular pollutant at a town level based on survey data found in the literature on food consumption aggregated at the town level.
Although In contrast, the Hanford study (20) chose to use all field data for validation and none for calibration. Similarly, in our TMI study (14) we used all the data for validation, primarily because the relevant data set was not available at the time the exposure model was developed.
Other authors take a middle position, using part of the field data for calibration and saving some hold-out data to validate the model (23, 39, 40) .
Types of field data that might be relevant to calibrating a geographic model of the type discussed in this paper and used in an epidemiologic study include air concentrations, soil samples, vegetation samples, blood samples, house dust, food samples, and peat sediment. Almost any measurement of a pollutant that has a significant contribution from the air pathway is a serious candidate.
Validaton
Modeling approaches were reviewed in a 1991 document on exposure assessment issued by the National Research Council (NRC) of the National Academy of Sciences (9) . The NRC panel recommended that assumption-dependent deterministic models be validated against field data to assess uncertainties before being used to estimate exposure. Although validation can never qualify a model for use in all contexts (41) , it is obviously important in geographic modeling, where dependence on multiple parameters is common. Validation can also be used to assess misclassification bias (42) .
Validation is routine in exposure assessments for epidemiologic purposes (22, 39, 40, (43) (44) (45) (46) (47) (48) . Validation can give the analyst the best overall assessment of model uncertainty, at least in the spatial and temporal domain covered by the data. Absolute errors, which affect all study subjects equally (nondifferential uncertainties), are of less importance in epidemiology than errors that can affect individuals differentially. Whereas a model that overpredicts exposures everywhere by a factor of 20 in a validation exercise may be judged to have failed as a tool for communicating risk to the public, such a model can be adequate for finding associations in epidemiology because such an error in scale will not change ratio measures (e.g., odds ratios).
It is doubtful that sufficient data will be available to fully characterize model uncertainty from a validation exercise alone, so it is likely that Monte Carlo simulations will be a component of state-of-the-art geographic modeling.
Monte Carlo Simulation
One form of uncertainty in complex exposure models is conceptually simple to handle, namely, uncertainty in input parameters (49) . Once a likelihood distribution is chosen for the parameters, the propagation of the variance can be computed by Monte Carlo simulation. Random numbers are used to sample from the various distributions and the model run; then the resulting exposure output is tabulated. Repeating the process many times generates an output frequency distribution for each individual's exposure, as shown in Figure 1 . The variance of these frequency distributions is taken to characterize the uncertainty in individual exposure estimates. For typical distributions computed for individuals in the HTDS, the ratio of the exposure at 95% frequency to the exposure at 5% frequency was a factor of 25 (20) . For the Utah leukemia case-control study the corresponding ratio was approximately 5 (16) . The ratio for the Utah thyroid cohort study was approximately 60 (15) . Although a ratio of 60 represents a large uncertainty for an individual, it proved small on a relative basis, as the variation in exposure across the thousands of study subjects varied by more than four orders of magnitude.
Unlike validation, such simulations can never capture uncertainty in the model structure; nevertheless, it is often the case that the impacts of parameter uncertainty are expected to (54, 55) . In the absence of field data to characterize a parameter distribution, analysts sometimes rely on expert judgments from a sample of experts to define the distribution (56) . The use and accuracy of such elicitations have been discussed in detail by Cooke (37) . Reliance on expert judgment to estimate ranges for uncertain model parameters has obvious similarities to the use in occupational epidemiology of a panel of experts to develop job exposure matrices that rank exposure levels for different work situations and time periods (40, (57) (58) (59) .
The uncertainty in a geographic model affects the power of a study to find a significant correlation between exposure and health outcome. The effects on power can be determined by simulating an epidemiologic study and examining the reduction in power that occurs as the measured exposures vary further from the true exposures. In our simulation of an epidemiologic study of breast cancer, we found that the power changed slowly at first as the overall uncertainty in exposure was increased, ultimately plummeting after some critical threshold was reached. Presumably, the rapid decline in power occurred as the differential uncertainty in the exposure estimates began to overwhelm the variability in exposure across the population.
Confidence intervals around the quantities calculated will be widened by the uncertainty in exposures. To our knowledge, the HTDS is the first study to account for the correlations in exposure uncertainty that exist across study subjects. For instance, the exposure estimated for all study subjects present in 1945 will increase when the scale factor for release of radioiodine in 1945 is increased. The HTDS team plans to adapt a methodology developed by Guo and Thompson (60) to correct for the attenuation in regression coefficients that exposure uncertainty can bring and to estimate the impact exposure uncertainty has on widening the confidence limits (61) .
In pilot work on polycyclic aromatic hydrocarbon (PAH) (63) to handle the exposure uncertainty problem and sampling error simultaneously. The bootstrap approach, so named to convey its power of seemingly lifting oneself by one's biostatistical bootstraps, is now standard and routine, allowing analysts to take advantage of normally untapped information a data set carries about the distribution from which it is sampled. In particular, the bootstrap approach, which here involves repetitive resampling from the original set of cases and controls without worry about duplication, is useful for estimating complex functions like confidence limits. For each of our Monte Carlo exposure realizations, we generate a new bootstrap set of simulated cases and controls and perform a regression. The results of several hundred of these regressions generate frequency data from which 95% confidence limits can be read off for each coefficient linked to an explanatory variable. As long as the Monte Carlo sampling is part of the analysis to characterize exposure uncertainty, the addition of simultaneous bootstrap resampling on cases and controls adds no significant increase in computer time.
In risk assessments the preferred approach is to distinguish between variability and uncertainty (64 (20) sifted through warehouses of documents to find information for model parameters, modeled the process of dissolving irradiated nuclear fuel to obtain daily releases of radioiodine, and then entered the release rates into a massive suite of computer models that took into account time-sequenced meteorological data.
From our review of the literature on exposure reconstructions, we have identified a number of steps that analysts generally follow. The order of the steps listed is somewhat arbitrary. (73) and the U.S. EPA (74) .
IRIS (71) and the ATSDR publications (72) also include references to the literature on the pharmacokinetics of chemicals once they have entered the body. For some chemicals (and most radionuclides), sufficient information is available to relate intake of pollutants to the quantity that reaches target organs, or in the case of radioactivity, the energy absorbed. In such cases an exposure model can proceed to a dose model. Usually this step is handled by simple multiplication using age-specific coefficients taken from the literature. Note, however, there are individual variations in organ uptake that should be included in the overall assessment when possible. For certain pollutants the dose response for the health end point of concern has been identified in earlier studies. If any of the pollutants have health-effects thresholds, modeling effort for that pollutant should be focused on exposure levels in a range bracketing the threshold.
Interestingly, geographic models can provide more information than epidemiologists are used to seeing; such models can give complete time histories of exposure, not just cumulative or peak exposures. To our knowledge such information has not yet been exploited in environmental epidemiology.
Step 2: Review the History of Pollutant Usage and the Nature of Relses to the Environmenw A review of a substance's general historical usage, including its sales history, is helpful in establishing the time period that might bound the modeling exercise. When the focus of the study is a particular facility, such as a smelter, a review of the facility's geographical/hydrological layout and history of operations is helpful in choosing which type of transport model is appropriate. For instance, there are dispersion models adapted for high stack emissions, for resuspension from dust piles, for leaks from building cracks, and so on. There are models for point sources and for distributed sources. If the temperatures of the effluent and/or its vent velocity are high, a special model may be necessary to estimate the height to which the plume will rise before dispersing horizontally.
As for water dispersion, the nature of the facility's past and present operations will determine whether to indude models for surface runoff, surface percolation, and/or deep well disposal.
Step 3: Determine Population and Time Frame to Be Mod&ees A decisioninformed to a certain extent by an understanding of the pollutant transport-must ultimately be made as to the size, extent, and distribution of the population and time period for which exposures are to be modeled. This will determine such practical modeling details as how far back in time releases must be estimated and whether a short-range or long-range dispersion model is necessary.
Step 4: Quantify the Pollutant Relse Rates (Soure Ter~s) over Time. It is in the gathering of site-specific information, such as in the determination of a source term, that exposure reconstructions are likely to differ the most. Project-specific research is always necessary and may involve searching through files and interviewing people with direct experience in project-related issues. Data may be collected on stack or tailpipe emission measurements at the facility or at similar facilities. Information on historical records of operations, such as product shipped, chemicals purchased, and chemicals in stock, may also be useful.
Source terms do not have to be from point sources. To model DDT air exposures in our Long Island pilot study (62), we used the geographic area of salt marshes and farms that were sprayed with DDT before it was banned in the early 1970s as the basic database. With the assumption that spraying was constant per unit area, it is the areal shape that determines the location of highest exposures. We were able to locate handwritten records from the Suffolk County, New York, agricultural extension service. These records provided the acreage of potato crops from before the U.S.
Department of Agriculture (USDA) began recording them and before DDT was first produced. This project-specific datagathering exercise was important because it demonstrated that the potato acreage had not changed much since the 1940s.
Although the source term from specific releases is usually determined from plant records or from knowledge of the engineering of the plant's operation, sometimes there are sufficient environmental measurements available in space and time to allow a backfit to be made to infer the magnitude and timing of the releases. This was the case at Rocky Flats for plutonium, where accumulated deposits in soil had been measured since the 1970s. On the other hand, no such environmental record was available for chemicals, so engineering calculations were used to estimate this component. In some cases a geographic model might bypass considerations of the pollutant's origin altogether and work directly with a detailed map of deposition on the ground, modeling how much of the contaminants would have been eaten by grazing animals and ended up in products sold in stores.
Values for parameters not identifiable from facility records or, more likely, frequency distributions for such parameters must be determined from the literature and/or field measurements. Only in rare cases does the analyst find that the information needed has already been collected and is available at a reasonable cost, as is the case for U.S. EPA data on large combustion sources. More often one finds that the full set of data is available from a private source but is too expensive. It is then necessary to try other less-complete approaches. A review of the modeling literature indicates that analysts use certain basic principles to fill gaps in data: In some cases analysts simply use the values they have extracted from the literature to estimate a parameter distribution. To guard against expert overconfidence (37), it is preferable to fit the data to long-tailed distributions such as log-normals. Elicitation of subjective parameter estimates from experts that are combined into an overall distribution is now done in a formal manner, taking into account lessons learned about the accuracy of past expert assessments (56) .
In some cases the needed parameter cannot be determined by any of these methods but can be approximated from related data. Common techniques used for this purpose include interpolation, extrapolation, and disaggregation.
Interpolation refers to the process of inferring data values at locations that lie between points where measurements have actually been made. Often a smooth functional form will be fit to the existing data and the functional form used to infer the actual imputed value. Interpolation has been widely used in exposure modeling for epidemiologic purposes. For instance, the fallout deposition GIS database underlying the Utah studies made heavy use of interpolation between measured values found on unpublished fallout maps collected after each weapons test (65) .
Extrapolation differs from interpolation in that the inferred data lie outside the region containing the measured values. The functional form fit to the available values is extended beyond the data points. For instance, at Fernald, Ohio, scrubber filter efficiencies measured between 1961 and 1965 were extrapolated as far back as 1951 and as far forward as 1981, assuming similar trends before and after (23) .
Disaggregation is a technique that few modern risk assessments can avoid, yet is unfamiliar to those outside the modeling community. It is the process of breaking down summed data into its unmeasured components based on reasonable assumptions. For instance, at Hanford there were periods for which only total releases of radioactivity to the river were available, not values for individual radionuclides. To obtain estimates for the individual release percentages, analysts used subjective distributions they believed to be reasonable as input to a Monte Carlo simulation (75) .
With all three techniques-interpolation, extrapolation, and disaggregationan estimate of the uncertainty of the derived values should be made and propagated through to the final exposure values.
In some cases surrogate values are used for parameter values or distributions. Model validation is particularly important in such circumstances. In our TMI study (14) we used a surrogate for releases of stack radioactivity, namely stripchart readings from radiation counters near the exhaust stack. The readings were thought to rise and fall with the emissions of radioactivity. In our pilot for the Long Island Breast Cancer Study Project (62) we have used carbon monoxide emissions, for which extensive databases exist, as a surrogate for airborne releases of PAHs because both emissions are associated with incomplete combustion. For validation, we found data correlating carbon monoxide (CO) emissions (76) and PAH air deposition in high marsh sediment (77) as far back as 1940, as well as direct correlations between airborne CO and PAH over periods of months (78) .
Step (9) . Questionnaire data can improve these estimates.
Step 
