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Radial vibrations of charge one hedgehog Skyrmions in the full Skyrme model are analysed. We
investigate how the properties of the lowest resonance modes (quasi normal modes) - their frequencies
and widths - depend on the form of the potential (value of the pion mass as well as the addition of
further potentials) and on the inclusion of the sextic term. Then we consider the inverse problem,
where certain values for the frequencies and widths are imposed, and the field theoretic Skyrme
model potential giving rise to them is reconstructed. This latter method allows to reproduce the
physical Roper resonances, as well as further physical properties of nucleons, with high precision.
PACS numbers:
I. INTRODUCTION
The Skyrme model [1] is an effective field theory (EFT) which bridges the underlying fundamental theory, Quantum
Chromodynamics (QCD) - well understood in the perturbative, high energy regime - with the non-perturbative low
energy region, beyond a scale where confinement and hadronisation leave only color-less states as observable particles.
The natural field degrees of freedom in this regime are the lightest quasi-particles i.e., pions. The main attractiveness
of the model originates from the fact that this field content is sufficient to describe, in principle, all other excitations
- baryons and atomic nuclei - which emerge as non-perturbative states in such a mesonic fluid, or in the modern
language, as topological solitons.
This solitonic framework received further support from the large Nc limit where it has been rigorously shown that
QCD can be described by a weakly interacting theory of mesons [2]. Moreover, the pertinent topological index of the
Skyrme model has been identified with the baryon charge. Finally, after the semiclassical quantization of zero modes
of the classical solutions of the Skyrme model (Skyrmions) in a given topological sector (baryon charge) one got access
to fermionic excitations of this classically purely bosonic theory. This opened the way for a realistic application of
the Skyrme model for the description of baryons [3], [4] (proton, neutron, ∆ resonances), lighter nuclei and their
excitation bands [5], [6] as well as higher nuclei, binding energies [7]-[9] and even infinite nuclear matter which defines
properties of neutron stars [10], [11].
In the baryon number one sector and with the SU(2) flavor group, there are two simple types of degrees of freedom
of nucleons whose excitations can lead to new quasiparticles. First of all, an (iso)rotational excitation explains the ∆
resonance. Another possibility is to excite some vibrational degrees of freedom. This leads to new states which carry
the same spin and isospin quantum numbers as the nucleons, i.e., the Roper resonances. The first three reasonably
well established Ropers on top of the nucleons are: N(1440), N(1710), N(1880), which are highly short-living quasi-
particles. Specifically, the first Roper N(1440) has a relatively wide Breit-Wigner width Γ = 300 MeV (and quite
short mean life time τ = ~/Γ). While for the next two we have Γ = 250 MeV (although one should be aware of some
uncertainties) [12].
The first step towards understanding the Roper resonances within the Skyrme framework is to carefully study the
existence and properties of resonance modes (quasi-normal modes) in the classical model.
The most general Poincare invariant Skyrme model with a standard Hamiltonian formulation reads
L = L0 + L2 + L4 + L6, (I.1)
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2consisting of four different terms which possesses different mathematical properties and can be related to distinct
phenomenological features. The first is a potential (non-derivative) term L0 = −U(U) where U is the SU(2)-valued
Skyrme field. This is the only term which is not completely fixed. It must provide a proper mass for the perturbative
pionic fields but is otherwise quite arbitrary. We shall, however, always assume that U only depends on TrU , such
that the isospin symmetry remains unbroken. Its importance has been understood quite recently in the context of
binding energies [7], [8], [9]. Secondly, we have the usual sigma-model term which is just a kinetic term for the fields
L2 = −λ2L2 = −λ2 1
2
Tr (LµL
µ), (I.2)
where Lµ ≡ U†∂µU . Thirdly, there is a four-derivative part, the so-called Skyrme term
L4 = λ4L4 = λ4 1
4
Tr ([Lµ, Lν ]
2), (I.3)
which was originally introduced to circumvent the Derrick argument for the non-existence of static solitons, and
therefore was mandatory for the model [1]. Physically, this term contributes to two-particle repulsive interactions.
Finally there is a six derivative term
L6 = λ6L6 = −λ6(24pi2)2BµBµ, Bµ = 1
24pi2
µνρσTr LνLρLσ, (I.4)
where Bµ is the topological (baryon) current. By construction this term, being a topological current squared, describes
some coherent, multi-particle interactions. It is the leading term of the model in the high energy density (baryon
density) limit, providing the main contribution to the mean-field equation of state in this regime [13]. This can
happen inside (bulk) of atomic nuclei but also in cold dense nuclear matter (higher pressure and/or density [14]).
Phenomenologically, this term can also be related to a repulsive interaction mediated by the ω pseudo-vector meson
[15], [14].
Before we proceed to the main part of the paper, we briefly present the current knowledge on vibrational modes in
the Skyrme model framework and the possible relation to Ropers. The simplest approach, that is the collective mode
approximation, has been applied to the massless Skyrme model L2 +L4 [17] and to the sextic extension L2 +L4 +L6
[18]. This has been further developed (by coupling the vibrational excitations to the rotational modes) which resulted
in a derivation of the Roper states for nucleons as well as for the ∆ resonance [19], [20], [21]. Linear perturbation
theory has also been applied [18], [22], [23], where the main finding was the nonexistence of an oscillating mode unless
a very heavy pion is considered [23]. This result was obtained for the usual Skyrme potential and does not have to be
true for other potentials [24]. In any case, it is expected that Ropers should rather be described by resonance modes
[22], [24]. Such a resonance has, in fact, been found in the potential-less Skyrme model L2 + L4 [25], however, no
relation to the Ropers or influence of the pion mass has been discussed.
It is the main aim of the present work to fill the gap and carefully analyse the properties of the first (three)
lowest resonance modes in the full Skyrme model. Especially, we want to perform our investigation for two types of
generalisations of the Skyrme model which are known to cure the classical binding energy problem of the original
proposal.
1. First of all, we want to systematically study how a specific form of the potential influences the properties of
resonance modes (frequency and width). This will be done for potentials considered by Piette et al. [24] and
for an unbinding potential i.e., a potential which is known to reduce the unphysical large binding energies of
Skyrmions. Here we will also study the impact of the value of the pion mass.
2. Secondly, we will investigate these questions in the Skyrme model where the sextic term is take into account.
3. Finally, we shall study the inverse problem, starting from a Schro¨dinger equation (Sturm-Liouville problem)
which leads to certain low-lying resonance modes close to the Roper resonances. We then reconstruct the
corresponding Skyrme model (i.e., the potential).
3The paper is organized as follows. In section 2, the radial vibrations of the hedgehog Skyrmion are analyzed. We
formulate the corresponding Sturm-Liouville problem with an algebraic effective potential (in terms of the unperturbed
solution). Section 3 is devoted to the investigation of the impact of different forms of the potential. In section 4 we
take into account the sextic term. The inverse problem (reconstruction) is considered in section 5. In the last section
we summarize our results.
II. RADIAL VIBRATIONS OF CHARGE ONE SKYRMIONS
A. Hedgehog ansatz
We consider the general Skyrme model L0246 = L0 + L2 + L4 + L6. It is convenient to choose the following
parameterization of the coupling constants
λ2 =
f2pi
8
, λ4 =
1
8e2
, λ0 =
f2pi
8
m2pi, λ6 =
2
(24)2e4f2pi
2. (II.1)
Then, we introduce the physical energy and length scales E = fpi/4e and ` = 2/efpi. This leads to the following
Lagrangian in Skyrme units
L =
fpi
4e
∫
d3x
(
1
2
TrLµL
µ − 1
16
Tr[Lµ, Lν ]
2 − 2pi4B2µ −m2U
)
(II.2)
where m = 2mpi/(fpie) is the pion mass in Skyrme units. The multiplicative factor in front of the integral provides a
transition from Skyrme units to physical units. In the usual parametrization U = eiξ~n·~τ , where ξ is a real scalar and
~n the unit three component vector field. Here ~τ are the Pauli matrices. Next, we assume the stereographic projection
~n =
1
1 + |u|2
(
(u+ u∗),−i(u− u∗), 1− |u|2) (II.3)
where u is a complex field. Then the derivative terms take the following form
1
2
TrLµL
µ = ξµξ
µ + 4 sin2 ξ
uµu¯
µ
(1 + |u|2)2 , (II.4)
1
4
Tr[Lµ, Lν ]
2 = 16 sin2 ξ
(
ξµξ
µ uµu¯
µ
(1 + |u|2)2 −
ξµu¯
µ ξµu
ν
(1 + |u|2)2
)
+ 16 sin4 ξ
(uµu¯
µ)2 − u2µu¯2ν
(1 + |u|2)2 , (II.5)
(µνρσTrLνLρLσ)
2
=
sin4 ξ
(1 + |u|2)4 (
µνρσξνuρu¯σ)
2. (II.6)
The potential is assumed to be a function of the scalar field ξ only.
We want to consider how the charge one Skyrmion reacts under a spherically symmetric perturbation. Such a static
stable B = 1 solution is given by the hedgehog ansatz
ξ = ξ0(r), u = tan
θ
2
eiφ (II.7)
where the static profile ξ0 solves the following ODE
2
(
r2 + 2 sin2 +
2 sin4 ξ
4r2
)
ξ′′0 =
−4rξ′0 − 2 sin 2ξ0
(
ξ′20 − 1−
sin2 ξ0
r2
)
+m2r2Uξ + 2
(
sin4 ξ0
r3
ξ′0 −
sin2 ξ0 sin 2ξ0
2r2
ξ′20
)
. (II.8)
4We assume that the initial perturbation does not break the spherical symmetry of the solution. Hence the S2 part
of the solution (u field) remains unchanged while the profile function is a function of the radial coordinate and time
ξ = ξ(r, t). This leads to the reduced Lagrangian
L =
fpi
4e
∫
d3x
[
ξ2µ
(
1 + 2
sin2 ξ
r2
+
2 sin4 ξ
4r4
)
− 2sin
2 ξ
r2
(
1 +
sin2 ξ
2r2
)
−m2 U(ξ)
]
(II.9)
This equation is the starting point for our further analysis.
B. Linear perturbation
In the linear perturbation, we consider small fluctuations around the static soliton, ξ = ξ0 + η(r, t). The resulting
quadratic in η part of the Lagrangian reads
Lη =
fpi
4e
4pi
∫
dr η2µ
(
r2 + 2 sin2 ξ0 +
2 sin4 ξ0
4r2
)
+
(
2 sin 2ξ0 +
2
r2
sin3 ξ0 cos ξ0
)
ξ0µ∂µη
2
+ η2
(
2 cos 2ξ0((ξ
µ
0 )
2 − 1)− 1
r2
(sin2 2ξ0 + 2 cos 2ξ0 sin
2 ξ0) +
2
4r2
(ξµ0 )
2(6 sin2 ξ0 − 8 sin4 ξ0)
− m
2
2
r2U ′′
)
. (II.10)
For the oscillation (resonance) spectrum we assume η(t, r) = eωtη(r) with ω = Ω+iΓ. Then, we arrive at the following
functions for the corresponding Sturm-Liouville problem (for details of the procedure, see appendix A of [26])
p(r) = s(r) =
(
r2 + 2 sin2 ξ0 +
2 sin4 ξ0
4r2
)
(II.11)
and
q(r) = ξ′′0
(
−2 sin 2ξ0 − 
2
2r2
sin2 ξ0 sin 2ξ0
)
+ (ξ′0)
2
(
−2 cos 2ξ0 − 
2
2r2
(3 sin2 ξ0 − 4 sin4 ξ0)
)
+ ξ′0
2
r3
sin2 ξ0 sin 2ξ0 + 2 cos 2ξ0 +
1
r2
(sin2 2ξ0 + 2 cos 2ξ0 sin
2 ξ0) +
m2
2
r2Uξξ (II.12)
where ξ0 is the static solution. Finally, we can find an exact (algebraic) form of the effective potential for the
Sturm-Liouville problem in the normal form. It contains two algebraic terms
Q = Q0 +QU (II.13)
a derivative contribution (it has been known only in a form which contained first and second derivatives of the field
[18])
Q0 =
2
r2
− 4 sin
2 ξ0(
r2 + 2 sin2 ξ0 +
2 sin4 ξ0
4r2
)2 (r2 + 3 sin2 ξ0 + 3sin4 ξ0r2 + 2 sin6 ξ04r4
)
(II.14)
and a potential part (which is new)
QU =
m2r2
2
1(
r2 + 2 sin2 ξ0 +
2 sin4 ξ0
4r2
)2 [(r2 + 2 sin2 ξ0 + 2 sin4 ξ04r2
)
Uξξ
− sin 2ξ0
(
1 +
2
4r2
sin2 ξ0
)
Uξ
]
. (II.15)
The potential contribution is the leading part in the asymptotic limit close to the vacuum. Indeed, Q0 tends to zero
as r → ∞ (and ξ0 → 0). In the no potential case QU ≡ 0 there are no positive energy bound states (oscillating
5modes) [25]. There are also no negative energy states, which guarantees the linear stability of the B = 1 Skyrmion.
Oscillating modes can appear if a potential is taken into account. Then, asymptotically the effective potential tends
to
Q∞ ≡ lim
r→∞Q =
m2
2
Uξξ|ξ=0 (II.16)
which amounts to a possible appearance of (positive energy) bound state. As a consequence, a finite number of
discrete modes [24] can show up. It should be stressed again that in the charge one sector the oscillating radial
mode is an unwanted phenomenon, which is not supported by the existence of a corresponding particle state. On the
contrary, the Roper resonances should rather be described by resonance modes. This may give some restrictions for
the parameters of the model (calibration) as well as for some qualitative properties of the potential.
C. Finding resonances
Quasinormal modes are the solutions to the Schro¨dinger (or Sturm-Liouville) equation
− urr +Q(r)u = ω2u (II.17)
satisfying purely outgoing boundary conditions
u(r →∞) ∼ e−ikr (II.18)
for the solution to the wave equation wave η(r, t) = eiωtu(r). This condition cannot be satisfied for real values
of k (because of the continuity equation which is one of the hermiticity conditions), therefore k ∈ C and hence
ω =
√
k2 −m2 ∈ C. Usually, the full solution of the Schro¨dinger equation has both outgoing and incoming parts
u(r) ≈ Aineikr +Aoute−ikr. (II.19)
However for complex values of k one of the exponents grows while the other decreases. This makes it very dificult to
apply appropriate boundary condition. We rewrite the potential generated by the skyrmion as
Q(r) =
2
r2
+m2 + δQ(r), (II.20)
where δQ(r) vanishes faster than r−2 as r → ∞. In fact, for massive fields, δQ vanishes exponentially fast, which is
a desired property. The solution can be rewritten as
u(r) = A(r)u1(r) +B(r)u2(r), (II.21)
where
u1(r) =
(
1 +
i
kr
)
eikr and u2(r) =
(
1− i
kr
)
e−ikr (II.22)
are the solutions of the equation (II.17) for δQ = 0 representing in and out-going waves, respectively. The decompo-
sition (II.21) is not unique. Therefore we choose A and B to satisfy the following condition
A′u1 +B′u2 = 0, so that u′ = Au′1 +Bu
′
2, (II.23)
as if A and B were constant, which is true for r →∞. Equation (II.17) takes the following form
−A′u′1 −B′u′2 + δQ(Au1 +Bu2) = 0. (II.24)
The above first order equations can be written in matrix form as
d
dr
[
A
B
]
= δQ
[
u1 u2
−u′1 −u′2
]−1 [
0 0
u1 u2
][
A
B
]
(II.25)
6or in more explicit form
d
dr
[
A
B
]
=
iδQ
2k
[
−u1u2 −u22
u21 u1u2
][
A
B
]
. (II.26)
The initial condition required for regular solutions at r = 0 is A(0) = B(0). Using the scalability of the linear equation
we impose the condition A(0) = B(0) = 1. With these initial conditions the singular term in the equation is cancelled.
Moreover, the above equations are much easier to solve numerically than the original Eq. (II.17) since the coefficients
A and B become constant very fast as δQ vanishes. More precisely, the method works if
δQ(r)e2|im k|r → 0. (II.27)
The resonance solution has no incoming part, therefore the second condition is A(∞) = 0.
D. The full time evolution
Our investigations of the oscillating and resonance modes in the linearised model should be verified in a numerical
analysis of the full time dependent equation which follows from the reduced Lagrangian (II.9).
To compute radial vibration spectra of B = 1 Skyrmions fully numerically, we use a finite difference leapfrog method
[28]. We discretise Eq. (II.25) on a uniform grid with spatial grid size r = [0, 100] and temporal grid size t = [0, 1000].
We choose 2 × 104 spatial grid points (∆r = 0.005) and 2 × 106 temporal grid points (∆t = 0.0005). The spatial
derivatives used are fourth order accurate and Neumann boundaries have been imposed.
We create suitable initial conditions for the leapfrog time evolution code by uniformly squeezing static B = 1
Skyrmion solutions. Static solutions for given mass parameter m and given coupling constant  have been obtained
by solving Eq. (II.8) with the collocation algorithm COLSYS [29]. To create uniformly squeezed initial conditions
for our time evolution code, we rescale the radial coordinate by r → sr, where the parameter s = 0.05. For given
mass m, the profile function ξ0(r) for a static Skyrmion solution has been computed on the interval r ∈ [0, 100] with
∆r = 0.005. We use the interpolation routine interp1d from Python’s SciPy package [30] to interpolate ξ0(r) on
r ∈ [0, 100] and to rescale ξ0(r)→ ξ0(sr) . Each squeezed initial condition is then time-evolved over 2× 106 timesteps
with ∆t = 0.0005 on a spatial grid r ∈ [0, 100] with ∆r = 0.005. In each time step, we measure at r = 0.1 (inside the
soliton core) the deviation from the static Skyrmion solution by recording ξ(t, r = 0.1).
To find the frequency components, we compute the fast fourier transform (FFT) ξ˜(ω, r = 0.1) of the recorded data
using the MATLAB built-in function fft. For visualisation purposes, we present our results in the form of contour
plots of log(|ξ˜t (ω, r = 0.1) |)/ log(10).
III. THE STANDARD SKYRME MODEL AND THE ROLE OF THE POTENTIAL
A. The pion mass potential
As a first example, we consider the usual potential which provides a mass for perturbative (pionic) excitations
m2Upi = 2m2(1− cos ξ). (III.1)
As we already pointed out, this potential results in too high binding energies and, therefore, is not so suitable for a
quantitative description of atomic nuclei. Here, we want to check its applicability to the Roper problem. For reasons
of generality, we vary the mass parameter from 0 to the physically much too high value 20. Moreover, this allows us
to detect resonance modes when they emerge from oscillating modes.
In Fig. 1 we present a scan of the Fourier transform of a radial perturbation of the hedgehog solution in the L024
Skyrme model with the usual potential. We vary the mass parameter from m = 0 to m = 20 in steps of ∆m = 0.1.
It is clearly seen that for the (first three) oscillating modes the linear perturbation works very well (see Fig. 2) and
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FIG. 1: Power spectra of the full dynamics for the usual Skyrme potential with the pion mass m ∈ [0, 20] with the first three
oscillating modes (black dashed) and higher harmonics (green dashed) denoted.
there is no difference with the full computation. Some higher harmonics can easily be found. In the plot it is clearly
visible that the higher harmonics nω1 exist (lower right panel). The intensity (amplitude) of higher modes obviously
decreases with n.
The main findings are the following:
1. The number of oscillating modes increases with the pion mass (Fig. 1). This is an obvious effect since the
effective potential Q forms a deeper well while m grows.
2. Every resonance mode originates in a corresponding oscillating mode (Fig. 2). The transition happens when,
while decreasing the pion mass, the frequency of the oscillating mode meets the mass threshold. Indeed, when
an oscillating mode passes the mass threshold line it transforms into the corresponding resonance mode. At the
beginning (close to the threshold line) the mode is very narrow. It becomes wider when the mass parameter is
further reduced.
3. The critical pion masses below which the n-th oscillating mode transforms into its quasi-normal counterpart are:
m1 = 1.59, m2 = 7.99, m3 = 19.38 (see Table I). This means that for m < m1 there are no oscillating modes at
all, which sets an upper bound for the pion mass in this Skyrme model.
4. We control the first resonance mode in the full range of the pion mass (Fig. 2). Its frequency starts at Ω = 1.59
for m = 1.59 and gets smaller until Ω = 0.61 for m = 0 (which agrees with the original result by Bizon et. al.
[25]). Simultaneously, the width grows from basically 0 to Γ = 0.26 for m = 0.
5. As far as the next three resonance modes are considered, we could reduce the pion mass approximately to
m ≈ 4 − 5. Below this value the modes are too broad and they are beyond our accuracy. Unfortunately, this
means that we are not able to reach the physical regime m < m1. Nonetheless, we can use the values of the
width of second, third and fourth resonance mode at the last trustable m as a lower bound for the widths for
physical m. Specifically, we found Γ2 > 1.41, Γ3 > 2.98, Γ4 > 4.17. It is clearly visible that the width of
the second and higher resonance modes are much (an order of magnitude) bigger than the width of the first
resonance (Fig. 2). This should be contrasted with the fact that the three lowest Roper states possess very
8 0
 5
 10
 15
 20
 0  5  10  15  20
m

 0
 5
 10
 15
 20
 0  1  2  3  4  5
m

 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 0  5  10  15  20


 0
 5
 10
 15
 20
 0  5  10  15  20  25  30  35
m

FIG. 2: Resonance modes for the usual Skyrme potential with the pion mass m ∈ [0, 20].
similar widths. In other words, the standard Skyrme model with the pionic mass potential fails to reproduce
higher Roper resonances, at least their widths.
In the next two subsections we will study how these findings change if other potentials are chosen.
B. Deformed pion mass potential
As the first example of a deformation of the standard pion mass potential we refer to Lin and Piette [24] who
considered a family of multi vacuum potentials (p = 1, 2, 3, 4)
m2U (p) = 2m
2
p2
(1− cos pξ), (III.2)
where p = 1 gives the formerly considered standard potential. Qualitatively the potential U can influence the effective
potential Q (and therefore the existence and number of oscillating and resonance modes) in two simple ways. First of
all, as we have already observed, increasing the pion mass leads to a higher asymptotic value of the effective potential.
As a consequence, the little potential well which exists for the massless Skyrme model L24 becomes bigger (with
a higher right boundary). Hence, more oscillating modes can exist. Secondly, potentials with smaller value at the
anti-vacuum (ξ = pi), or in general less peaked, develop a broader well. Again, more oscillating states can emerge.
Moreover, their eigen-frequencies are smaller. All this is a direct consequence of Fig. 3.
This qualitative picture is fully confirmed by direct numerical computations - see Fig. 4. Quantitatively we found
that the critical pion mass at which the first oscillating mode transforms into the lowest resonance mode decreases to
m = 0.85 for the p = 4 potential. This implies that for this model the physical pion mass in Skyrme units cannot be
larger than 0.85. In Fig. 5 we compare the full dynamics (power spectrum) of the p = 4 potential with the original
pion mass potential. Here m ∈ [0.2].
Interestingly, the higher resonances now appear much faster (for much smaller pion mass) and therefore have a
chance to be much narrower and even detectable in (or close to) the physical regime, i.e., when no oscillating modes
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FIG. 3: Effective potential Q for the L240 Skyrme model. Left: with the usual Skyrme potential and different values of the
mass m. Right: with the potentials U (p) and m = 5.
FIG. 4: The frequency of the first oscillating modes for L024 Skyrme model as a function on the pion mass for Piette’s potentials
p = 1, 2, 3, 4.
n = 1 n = 2 n = 3 n = 4
p = 1 1.59 7.99 19.38 -
p = 2 1.18 6.47 16.22 -
p = 3 0.95 5.07 12.38 -
p = 4 0.85 3.98 9.77 17.56
TABLE I: Critical masses for the full Skyrme model with the potential U (p). No value denotes that the critical point occurs
above m = 20.
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FIG. 5: FFT scan of the full dynamics for the L024 Skyrme model with potential U (1) (upper) and U (4) (lower) with the pion
mass in a physical region m ∈ [0, 2]. The black dashed line denotes the first oscillating mode. Here the resolution δm = 0.01.
exist. Indeed, in Fig. 6 we show the frequency and width of the lowest resonances for the p = 2 and p = 4 potentials.
However, although the quasi-normal states are narrower, there seems to be still a significant difference between the
first and higher resonances. Therefore, these potentials do not provide a reliable description of the Roper resonances,
either.
The first four oscillating/resonance state for the Piette’s potentials with p = 1, 2, 3, 4 are plotted in Fig. 7. Clearly,
our numerical resolution allows for a precise computation for the first mode. The higher resonances required bigger
accuracy and, unfortunately, they are no longer under control before the first oscillating mode turns into a resonance.
C. Unbinding potential
The next type of potential is the unbinding potential considered recently [8] (see also [9])
m2Uα = 2m2(1− cos ξ) + α
(1− α)2 (1− cos ξ)
4 (III.3)
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FIG. 6: The frequency Ω and width Γ of the lowest resonance modes a function on the pion mass for Piette’s potentials p = 2
and p = 4.
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FIG. 8: Resonance modes for the unbinding potential with α = 0.95.
where α < 1 is a parameter which controls how close to the unbinding regime we are. In the limit α = 1 (after some
unit redefinition) we arrive at a Skyrme model which saturates a corresponding Bogomolny bound and does not have
stable higher charge solitonic solutions. Therefore it describes a completely unbinding model. It has been reported
that physical binding energies can be obtained if α = 0.95 and
fpi = 36.1 MeV, mpi = 303 MeV, e = 3.76 (III.4)
which correspond with m = 4.46. Note that this is a rather big number if compared with the usual calibration scheme.
In the numerical computations we found three clear resonance modes when the value of the mass parameter equals
the value used for small binding energies (m = 4.46)
Ω1 + iΓ1 = 4.6077 + 0.1169i
Ω2 + iΓ2 = 8.2293 + 1.8342i
Ω3 + iΓ3 = 11.6761 + 4.1988i (III.5)
The widths grows quite significantly. In particular, Γ1 is much (more than ten times) smaller than Γ2. So, for realistic
parameter values the description of the Roper resonances is not satisfactory, again. Note, that for smaller value of the
mass parameter the widths of the first two resonances go much closer and are, in fact, almost identical for m around
2 (see Fig. 8).
D. Time dependence
In the linear regime, oscillational modes oscillate with constant amplitude and frequency. When nonlinear coupling
is considered, the oscillational mode couples to higher harmonics. Usually already the second harmonics is above the
mass threshold and propagates to spatial infinity, carrying away the energy from the oscillational mode. This results
in the decay of the mode (see Fig. 9 for the p = 2 Piette potential for m = 4.5). However, for certain choices of
parameters the second harmonics can still be below the mass threshold and only the third one propagates. Since
higher harmonics are described by higher order perturbations, in this case the mode decays much slower than in the
first case (see Fig. 10 for the p = 2 Piette potential for m = 5.5). This phenomenon was recently observed in [32].
IV. THE FULL SKYRME MODEL AND THE ROLE OF THE SEXTIC TERM
In this section, we consider the full Skyrme model where the sextic term is included. Moreover, we consider the
family of potentials U (p) introduced above. We remark that the resonance structure in the pure BPS Skyrme model
and its dependence on a particular form of the potential was carefully investigated in [26] (see also [31]).
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FIG. 9: Normal decay of the oscillational mode for p = 2 case through the second harmonics.
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FIG. 10: Slow decay of the oscillational mode for p = 2 case through the third harmonics.
From a qualitative point of view, the asymptotics is completely dictated by the potential contribution. In fact, Q∞
remains unchanged. Therefore, the existence of a mass threshold at which possible oscillating modes cease to exist
continues to hold, as well.
In Fig. 11 (right panel) we show the effective potential in the case of the usual Skyrme model and for several values
of the  constant (while other couplings are fixed). Qualitatively, the inclusion of the sextic term to the usual Skyrme
model (with the previously chosen values of the parameters) leads to two effects: 1) the bottom of the little well is
raised above 0. This happens at least for sufficiently large ; 2) the width of the well is widened. The first effect
means that the sextic term prevents the appearance of a negative energy bound state and therefore contributes to
the stability of the Skyrmion. The second effect results in lowering the value of the critical mass below which there is
no oscillating mode, and in increasing the number of oscillating modes - Fig. 12. Furthermore, the resonance modes
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FIG. 11: Effective potential Q for the L2460 Skyrme model with the usual Skyrme potential. Left:  = 1 and different value of
the mass m. Right: m = 1 and different values of .
n = 1 n = 2 n = 3 n = 4 n = 5
 = 0 1.59 7.98 19.37 - -
 = 1 1.79 7.42 15.12 - -
 = 10 1.14 3.43 6.29 9.69 13.52
 = 50 0.56 1.60 2.90 4.44 6.18
TABLE II: Critical masses for the first five oscillating modes for the full Skyrme model with the usual Skyrme potential. U (1)p=1.
No value denotes that the critical point occurs above m = 20.
become narrower. These two effects, which are visible for higher values of  (see for example Fig. 13) do not occur
for small perturbations of the L024 model. Indeed, for small  (below 1) the critical mass for the first oscillating
mode grows, which means that inclusion of a small fraction of the sextic term can lead to the disappearance of some
oscillating modes (and the appearance of resonance modes) - see Fig. 14. The equivalent result for the full numerics
is seen in Fig. 15. The linear resonance spectra for different pion mass values are shown in Fig. 16. As we see, the
inclusion of the sextic term has a manifold and quite nonlinear impact on the structure of the quasi-normal modes.
Furthermore, for the chosen potentials, the differences between the widths of the first few resonances, again, are too
big to reproduce the experimental data.
n = 1 n = 2 n = 3 n = 4 n = 5
p = 1 1.59 7.99 19.38 - -
p = 2 1.18 6.47 16.22 - -
p = 3 0.95 5.07 12.38 - -
p = 4 0.85 3.98 9.77 17.56 -
n = 1 n = 2 n = 3 n = 4 n = 5
p = 1 1.79 7.42 15.12 - -
p = 2 1.23 5.84 12.36 - -
p = 3 0.96 4.69 9.86 16.25 -
p = 4 0.83 3.74 8.10 13.23 19.19
TABLE III: Critical masses for the full Skyrme model with the Piette potentials. No value denotes that the critical point
occurs above m = 20. Left:  = 0. Right:  = 1.
15
FIG. 12: The lowest oscillating modes for the L2460 Skyrme model ( = 1) with Piette’s potential U (1) as a function of the pion
mass.
FIG. 13: The lowest oscillating modes for the L2460 Skyrme model with the usual Skyrme potential U (1)p=1 for  = 1, 10, 50.
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FIG. 15: FFT scan of the full dynamics for the full Skyrme model L0246 with the usual potential and m = 1.65. A window
where the first oscillating mode is replaced by a resonance is visible. The dashed line is the oscillating mode.
V. RECONSTRUCTION
Up to now we have been considering models with a given potential U(ξ). We found static Skyrmionic solutions in
the charge one sector. Then we perturbed the static solutions and obtained the effective potential Q(r) which is the
core ingredient in the linear perturbation theory. Finally, we analysed the spectral structure of the potential Q(r)
by solving the appropriate Sturm-Liouville equation, obtaining resonances or bound states. Obviously, qualitative as
well as quantitative properties of the spectra are determined by a particular form of the effective potential Q(r).
Since there are many acceptable potentials in the Skyrme framework, provided they lead to the physical pion
mass and reasonable binding energies, one can pose the opposite problem. Namely, for a given (qualitatively or even
quantitatively reasonable) vibrational spectrum, which results from a given effective potential Q(r), to reconstruct
the original potential U . In this section we show how from the linearised potential Q(r) the full nonlinear model can
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FIG. 16: Resonance modes for the full Skyrme model with  = 10 and the usual pionic potential.
be obtained.
A. 1 + 1 dimensional example
First we start with a simple example of one scalar field in 1 + 1 dimensions. Then, the equation for the static
solution is
− ξ′′0 + Uξ(ξ0) = 0. (V.1)
The linearised equation describing small perturbations around the static solution can be found as
− η′′ +Q(x)η = ω2η, (V.2)
where
Q(x) = Uξξ(ξ0(x)). (V.3)
For concreteness we assume
Q(x) = m2 − 2
cosh2 x
. (V.4)
Introducing a new variable W = Uξ, we can write the following system of equations for W and ξ, equivalent to Eqs.
(V.1) and (V.3): {
Wξ = Q,
ξxx =W.
(V.5)
After changing the variable Wξ =Wx/ξx the system can be written as{
Wx = Qξx,
ξxx =W.
(V.6)
Formally, the system can be solved after applying appropriate boundary conditions. Namely, ξ has to satisfy the usual
topological boundary conditions. For symmetric potentials we can assume that ξ(0) = pi, which is the maximum of the
potential (topological zero) and ξ(∞) = ξvac = 0 which is the real vacuum (minimum of the field theory potential).
Since both of these points are extrema of the potential, Uξ = W = 0 at these points. The problem to solve is a two
point boundary condition problem. Starting from x = 0 we have to satisfy two conditions at x =∞. To do that, two
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(shooting) parameters have to be used. One of them is ξx(0). The second is the choice of m.
In this trivial example, the second equation can be differentiated and we obtain
ξxxx =Wx = Qξx (V.7)
This is the linearised equation for η = ξx with ω = 0. Actually, ξx has an interpretation as the translational mode
of the soliton ξ(x + a) ≈ ξ(x) + aξx(x) +O(a2). ξx is a small perturbation, and since the model has the translation
symmetry, ξ + aξx is also a static solution, so ω must be zero. In our working example, the potential has a single
bound mode η(x) = 1/ cosh(x) with the frequency ω2 = m2 − 1. So m = 1. Now we have to solve the equation
ξx = c1/ cosh(x), which fortunately has a closed form
ξ(x) = 2c1 tan
−1 (exp(x)) + c2. (V.8)
Applying boundary conditions we obtain c1 = −2, c2 = 2pi. Now we know the profile of the static soliton solution.
From the equation W = ξxx = Uξ we can obtain:
2ξxξxx = 2ξxUξ ⇒ Ux = 1
2
(
ξ2x
)
x
⇒ U(x) = 1
2
ξ2x + C. (V.9)
The last equation can be treated as an implicit (parametric) equation for the potential U(ξ). The final form can be
untangled by using the relation that 12ξ
2
x = 1 + cos ξ and setting C = 0. The obtained example is in fact the shifted
sine-Gordon model
U(ξ) = 1− cos ξ. (V.10)
Similarly, from the potential
Q = m2 − 6
cosh2(x)
(V.11)
the well known φ4 model can be obtained.
The working example was a simple 1 + 1d model which can be easily separated. However, we have also tested the
procedure by solving numerically the system (V.6) with the boundary conditions W(0) = W(∞) = ξ(∞) = 0 and
ξ(0) = pi.
B. Skyrme model from the linearised potential
In principle, we could repeat the procedure described in the previous subsection for Skyrmions and obtain U from
a linearised potential Q with the desired spectral properties. However, the procedure requires the solution for the
translational mode. Our original theory is translation invariant, but our hedgehog ansatz is not. Moreover, we don’t
expect that at any point we could find a closed form of the potential, therefore, we focus on the numerical procedure
rather than on the analytical approach.
The equations to be solved are the following
1. The equation for the static solution ξ0 of Eq. (II.8)
2. Q = Q0(r, ξ) +QU (r, ξ,W,Wξ) where W = Uξ.
In Fig. 17 we present an example of the (numerical) reconstruction procedure for the effective potential assumed in
the form of a potential well (with the usual dimensionally induced 2r2 core). By numerical integration of the problem
defined above we found the corresponding potential U .
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FIG. 17: Reconstruction of the field theoretic potential U for the full Skyrme model L0246. (i) profile of the solution; (ii) field
theoretical potential U ; (iii) the effective potential Q with the 3-dimensional universal repulsive core subtracted; (iv) the energy
density. The structure of resonances is described in the text.
Now, the strategy is obvious. We construct Q which leads to narrow resonance modes with comparable widths and
repeat the reconstruction. For example we assume the following structure of resonances:
Ω1 + iΓ1 = 1.710 + 0.250i
Ω2 + iΓ2 = 1.880 + 0.250i
Ω3 + iΓ3 = 2.384 + 0.228i
Ω4 + iΓ4 = 2.869 + 0.336i (V.12)
where the main choice is dictated by similar widths of the resonances. The corresponding field theoretical potential is
very peaked at the anti-vacuum which corresponds to a significant (probably unphysical) concentration of the energy
density at the origin. This unpleasant fact is cured if we increase the value of the coupling constant multiplying the
sextic term, i.e., once we move the model towards the near-BPS Skyrme model. Then, the energy density becomes
flatter.
C. Roper reconstruction details
Here, we use the reconstruction procedure described in the previous section for parameter families of linear potentials
Q, and fit these parameters to physical observables of the nucleon, like the Roper resonances, the nucleon mass and the
isoscalar electric charge radius of the nucleon. For the reconstruction we have decided to use piecewise flat potentials
(plus the usual 2/r2 term) because the resulting problem can be solved partly analytically. The potential can then
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be written in the form
Q(r; {Qn, Ln}) = 2
r2
+
N−1∑
n=0
QnH(r − rn)H(rn+1 − r) (V.13)
where {Qn, Ln}, n = 0, . . . N − 1, are the parameters of the potential, the height and length of each segment,
rn =
∑
i<n
Li, (V.14)
and H(x) is the Heaviside step function. Further, r0 = 0 < r1 < r2 < . . . < rN = ∞, the potential consists of N
steps, and there are N − 1 matching points r1 < r2 < . . . rN−1.
The solutions are known
un(r) = Anu1,n(r) +Bnu2,n(r) , where rn ≤ r ≤ rn+1 (V.15)
and
u1,n(r) =
(
1 +
i
knr
)
eiknr and u2,n(r) =
(
1− i
knr
)
e−iknr, kn =
√
ω2 −Qn. (V.16)
The solutions should have the same values and derivatives at the matching points. The matching can be performed
with the help of the transition matrix defined as (n = 1, . . . , N − 1)
M(kn, kn−1, rn) =
[
u1,n u2,n
u′1,n u
′
2,n
]−1
rn
[
u1,n−1 u2,n−1
u′1,n−1 u
′
2,n−1
]
rn
, (V.17)
which transfers the solution from one segment to the next,[
An
Bn
]
= M(kn, kn−1, rn)
[
An−1
Bn−1
]
. (V.18)
The asymptotic solution can be found by simply multiplying these matrices in the appropriate order (larger n on the
lhs) and acting on the initial conditions [
AN
BN
]
=
1∏
n=N
M(kn, kn−1, rn)
[
A0
B0
]
(V.19)
The resonance condition AN/BN = 0 for A0 = B0 = 1 is just an algebraic equation for ω. Solving such an equation
numerically is much simpler than finding the resonance modes integrating the appropriate ODEs. Using the procedure
described in the previous section, we can reconstruct the full field theory potential U(ξ) from the linearized potential
Q(r).
For the fitting procedure, we first set the pion mass and pion decay constant to their physical values, mpi = 138
MeV and fpi = 186 MeV. The model has two more independent parameters e and  which we use as independent
variables. e sets the energy and length scales
` =
2~
fpie
. (V.20)
Our procedure of finding the appropriate model is the following. We choose the parameters describing the model
(e, ) and the linearized potential {Qn, Ln} as independent variables which we vary to obtain the most physical model.
1. The value of e sets all scales needed for the asymptotic value of the potential
Q(r →∞)→ m2 = 2mpi
fpie
. (V.21)
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TABLE IV: Values of observables of examples found from minimizing the function G, along with the relative deviations from
the target values, together with the corresponding fit values of the parameters e and .
Example 1 Example 2 Example 3 Example 4 Example 5
M 918.65 (-1.43%) 931.82 (-0.02%) 930.47 (-0.16%) 873.74 (-6.25%) 925.00 (-0.75%)
Rc 0.7239 (0.54%) 0.7199 (-0.02%) 0.7200 (-0.00%) 0.7200 (-0.00%) 0.7200 (-0.00%)
Ω1 467.89 (-7.90%) 505.00 (-0.59%) 506.83 (-0.23%) 465.37 (-8.39%) 484.23 (-4.68%)
Γ1 301.25 (0.42%) 292.06 (-2.65%) 287.90 (-4.03%) 281.52 (-6.16%) 297.26 (-0.91%)
Ω2 758.72 (-2.48%) 832.37 (6.99%) 827.26 (6.33%) 757.35 (-2.65%) 792.35 (1.84%)
Γ2 286.54 (-4.49%) 293.98 (-2.01%) 289.32 (-3.56%) 282.26 (-5.91%) 296.57 (-1.14%)
Ω3 1008.39 (6.37%) 1133.36 (19.55%) 1123.78 (18.54%) 1014.10 (6.97%) 1070.27 (12.90%)
Γ3 313.12 (4.37%) 328.08 (9.36%) 325.01 (8.34%) 310.74 (3.58%) 327.21 (9.07%)
e 1.2872 1.2936 1.2923 1.3320 1.2950
 0.01251 0.09602 0.08431 0.10886 0.07609
2. From a set of potentials steps {Qn, Ln} we calculate the resonances and scale them to their physical values
ωi,ph =
fpie
2
ωi. (V.22)
Here we chose N = 3 (two steps) in all examples except for example 4 (where N = 4, leading to much slower
convergence).
3. From Q(r) we reconstruct the potential U , find the isoscalar charge radius Rc and the energy (mass) of the
nucleon M .
4. We calculate a function which measures the weighted relative distances (deviations) from the desired values:
G(e, , {Qn, Ln}) = w2M
(M −Mph)2
M2ph
+w2R
(Rc −Rc,ph)2
R2c,ph
+
3∑
n=1
w2n,r
(Ωn − Ωn,ph)2
Ω2n,ph
+w2n,i
(Γn − Γn,ph)2
Γ2n,ph
. (V.23)
For the desired (physical) values we choose Mph = 932 MeV (one-fourth of the mass of the helium nucleus,
because the helium does not receive spin/isospin contributions and, therefore, is suitable for a comparison with
the classical Skyrmion mass), Rc,ph = 0.72 fm, and the Roper values Ω1 = 508 MeV, Ω2 = 778 MeV, Ω3 = 958
MeV, as well as Γ1 = Γ2 = Γ3 = 300 MeV (taking into account the rather large error for Γ2 and Γ3).
Further, the wk are the relative weights of each observable.
5. We vary the variables (e, , {Qn, Ln}) and repeat the steps 2-4 to minimize the above distance function.
In principle, by choosing at least the same number of parameters (e, , {Qn, Ln}) as the known values (M,Rc, ωi)
to which we want to match our model, we should be able to find a minimum giving G = 0. In practice, we have
found this a very difficult task. The function G can have discontinuities and long and twisted valleys. Sometimes the
whole structure of resonances can change dramatically when the height of the potential is changed even insignificantly.
Moreover, some values are more important (measured with higher precision in experiments) so it might be better
sometimes to change the weights. For example, the widths of the resonances are known with a considerable error,
therefore the weights could be lowered. Different choices of weights gave us different minimized values of G.
In Table IV we show some of the values for the observables we found. In the different examples, both the initial
values of the parameters (e, , {Qn, Ln}) and the weights wk where chosen slightly differently.
Figure 18 shows the reconstructed skyrmion profiles ξ(r), potential Q(r), field theory potential U(ξ) and the energy
density inside the skyrmion. Note that the profiles are almost indistinguishable.
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FIG. 18: Example potentials reconstructed from the given resonances. The plots are in Skyrme units.
VI. SUMMARY
In this paper, we investigated in detail the possibility to describe the Roper resonances within the context of
the Skyrme model. We found that the quantitative results strongly depend on the particular Skyrme model under
consideration and, specifically, on the potential term. For the standard pion mass potential, it turns out that the
Roper resonances are not reproduced very well. In particular, the widths of the higher resonances always come out
much larger than for the lowest resonance, in contrast to established experimental facts. From a theoretical point
of view there is, however, no reason to restrict to the pion mass potential. The potential should always contain a
mass term giving rise to the correct pion mass, but additional terms are perfectly legitimate. Once this possibility is
considered, we found that already for rather simple potentials (e.g., the repulsive potential of Ref. [8]) the tension
between calculated and experimentally measured Roper resonances can be slightly reduced. However, none of the
analysed potentials (with or without the sextic term) provided the correct Roper resonances.
In a second line of investigation, we used an approach which is in some sense inverse to the one described above.
Instead of departing from a given Skyrme model, we use a linear, quantum mechanical potential as a starting point.
The determination of the Roper resonances from this linear potential is a much simpler problem. We then developed
a reconstruction procedure which allows to reconstruct the Skyrme model (the field theoretical potential U) from the
initial linear potential Q. This second approach allows to describe the Roper resonances (and, in a second step, after
the Skyrme model is reconstructed, also further observables) with a much higher precision, see Table IV. There are
several directions in which this reconstruction method can and should be generalised. First of all, in this paper we
only considered piecewise flat linear potentials Q, because this simplifies the calculation. Considering more general
linear potentials should be interesting. Secondly, we were able to reconstruct the field theoretical potentials U only
numerically. An analytical reconstruction, e.g., by expanding U in a certain set of basis functions, could be useful,
because it would give us more analytical control over the resulting reconstructed Skyrme model. We remark that the
reconstruction method for the pure BPS Skyrme model (which had not been used in [26] where only resonances for
given potentials were calculated) might be useful to reduce the degeneracy in the potential parameter space and, thus,
reconstruct physically viable potentials (although the BPS submodel by itself is insufficient as a low-energy effective
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field theory for strong interaction physics).
As can be seen in Fig. 18 (lower left panel), rather different Skyrme potentials can give rise to rather similar values
for the physical observables (resonances, M , Rc). The observables considered in this paper are, therefore, in no way
sufficient to pin down the correct physical Skyrme model potential or the coupling constants (relative strengths) of the
derivative terms, and additional observables of hadron and nuclear physics are required for this task. An interesting
aspect of this problem is related to the relative strength of the sextic term (the value of the parameter ). Indeed, we
argued in section V.B that higher values of  should be expected, because they avoid very peaked energy densities.
On the other hand, in the examples of fits to physical values of section V.C we always found rather small values of
 (see Table IV). The resolution of this apparent contradiction is easily understood. In the fit of section V.C we did
not include observables which would impede peaked energy densities, and the energy densities resulting from the fit
are very peaked, see Fig. 18. The simplest observable avoiding this energy concentration is the energy RMS radius
Re defined by (here E =
∫
d3x E is the energy)
R2e = E
−1
∫
d3x r2E , (VI.1)
because very peaked energy densities would lead to unacceptably small values for Re. We refrained from including
this observable into the fit for two reasons. The first reason is that the inclusion of additional observables further
complicates the numerical fit procedure. After all, the main purpose of the present article is a proof of principle,
and not (yet) a detailed determination of the correct physical Skyrme model of nuclear and hadron physics. The
second reason is that there does not seem to exist a direct measurement of Re. The general expectation is that its
value Re,ph should be slightly above Rc,ph, e.g., 0.8 fm ≤ Re,ph ≤ 1.0 fm, but it is not clear which precise value to
choose. Certainly, there exist further observables impeding very concentrated energy densities, because the physical
expectation is that the energy density is rather flat in the core of a nucleus (nucleon), with a pion tail close to the
surface.
Our main result is that generalised versions of the Skyrme model are perfectly capable of reproducing the Roper
resonances and other observables with high precision. The further investigation of these generalised Skyrme models
is, therefore, a promising and very timely research direction in the quest for a reliable low-energy effective field theory
of strong interactions and nuclear physics.
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