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Introduction
Cybercrime has increased almost exponentially since 2000. The most recently published FBI reports show an increase
from 262,813 incidents ($781 million loss) in 2013 to 269,422 incidents ($800 million loss) in 2014 (FBI 2013, 2014).
According to the Ponemon Institute (2015), cybercrimes cost U.S. companies an annualized average of $15.4 million in
2015, which represented a 21.5% increase compared with 2014. Several recent incidents covered by the financial press
highlight the prevalence and costs of cybercrime, including the theft of eighty-one million dollars from a consortium of
global financial institutions via the SWIFT system (Corkery 2016; Finkle and Miglani 2016), the hacking of IRS files
(Chew 2016), the data breach at the Office of Personnel Management of the U.S. Government (Gillum 2015), the
penetration of Sony Pictures networks (Peterson 2014), and theft of personal information of over 100 million customers at
JP Morgan Chase (Hurtado and Farell 2015). Many of the reported fraudulent incidents were a result of failures in
properly identifying and authenticating entities that initiated financial transactions or accessed financial data (FBI 2013;
FBI 2014; FFIEC 2014). Accordingly, a key consideration in fraud risk management is effective authentication and
authorization of information systems users.
Users of information technology expect their systems to be secure, reliable, and not vulnerable to fraud. However, recent
trends suggest at least a perceived gap between user expectations and the actual state of the security of information
systems. Thus, there is a need to understand the public’s perceptions of strengths and weaknesses of current and emerging
identification and authentication methods. Perceptions of the security and efficacy of technological innovations
significantly affect behavioral intentions and the eventual diffusion of such innovations in organizations and the broader
society (Yi et al., 2006; Pons and Polak 2008; Ngugi and Kamis 2013; Piccolotto and Maller 2014).
This article uses Twitter as a data source to investigate the public’s perceptions of current authentication methods in
financial institutions. This data source has not been used previously in the literature to examine perceptions of
authentication methods. Yet it offers significant potential as a rich and authentic source of both perceptions and attitudes
toward authentication methods that the public actually uses. We focus on the financial sector because of its high
vulnerability, the extensive use of information technology in both products and value chain (i.e., its high business
information intensity), and the widespread use of online financial services by all entity types (e.g., business, non-profit
organizations, governments, and individuals) across geographical and political boundaries. While cybercrime affects all
industries, the global financial services industry is hit the hardest with an average annual cost per company of $13.5
million in 2015, compared with an average of about $7.7 million for all industries (Ponemon Institute 2015).
The remainder of the paper presents background information about authentication, including a discussion of the more
prevalent approaches to verifying the identity of users of financial systems. Next is an analysis of perceptions about
authentication in the financial sector. We close the paper with a discussion of the implications, conclusions, and
opportunities for further research.
Background
Most current digital methods for authentication of individuals rely on three main pillars—something that you know,
something that you possess and something that you are. The first pillar (something that you know) includes items like
passwords, personal identification numbers, paraphrases, codes, secret question and answer combinations, and anything
else that an individual knows and can verify the unique identity of the individual. This type of authentication is usually
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used in conjunction with a user name/number or other type of identification assigned specifically to the individual. The
second pillar (something you possess) includes such devices as magnetic and smart cards, physical or digital keys,
electronic tokens, one time passwords (OTP) delivered via short message services (SMS) on mobile devices, near field
communication (NFC) devices and other devices that when possessed can be used to authenticate the identity of an
individual. The last pillar (something you are) is often a unique biometric identifier such as fingerprints, retina scans,
facial and voice recognition, palm prints, or infrared body signatures, DNA tests and other methods that can
unambiguously detect an individual simply by the person’s physical or physiological characteristics. In recent years,
another pillar has been added which looks at something you do. This pillar, which is sometimes grouped with biometrics,
includes keystroke identification, behavioral identification, and other types of social patterns that are unique to a specific
individual.
Something You Know
Authentication based on something you know relies on credentials that include the unique knowledge of an individual that
enables them to access computer based information and transaction systems (Chandra and Calderon 2003). In most cases,
a system first identifies a user through a unique user name and then uses only one factor (such as a password) to
authenticate the user’s identity (AlFayyadh et al., 2012).
A user name and password combination is a somewhat vulnerable method of authentication and has many drawbacks.
These drawbacks can include poor choice of passwords by users, the inability of individuals to remember long and
complex passwords, the reuse of passwords and use of passwords for multiple sites, susceptibility to social engineering
and dumpster diving attacks, etc. (Almazyad and Ahmad 2009; Brainard et al., 2006; Karthiga and Aravindhan 2012;
Sobotka and Dolezel 2010). User name and password combinations also are vulnerable to phishing attacks, man-in-themiddle attacks, and fake web page schemes (Huang et al., 2011; Yue and Wang 2010).
Given the inherent drawbacks of passwords as a method of authentication, and given the ubiquity of their usage,
especially for banking and financial applications, it becomes paramount to find ways of protecting users against credential
theft (Garris et al., 2008; Yue and Wang 2010; Yin et al., 2007). One way of ensuring a more secure level of
authentication is to use more than one factor in the authentication of users—multi-factor authentication (MFA) (Kim and
Hong 2011). The simplest type of MFA is the two-factor authentication, which is usually a combination of something you
know and something you have (Liou and Bhashyam 2010). [see Figure I, pg 743]
Something You Have
Two-factor authentication often relies on the individual possessing an item such as a smart card, personal mobile device,
or a hand-held token (Liou and Bhashyam 2010; van Thanh et al., 2009). Smart cards have embedded electronic
certificates that are used to identify the holder. They are typically used in conjunction with a secret personal identification
number (PIN) known only to the user. The combination of the PIN and the smart card is a commonly used MFA.
A frequently used token application contains a number generator that employs an algorithm that is synchronized with an
authentication server (van Thanh et al., 2009). This number changes at regular intervals and the user is required to enter
the correct number within the interval of time provided along with their user name and password. Authentication hinges
on possession of the precise token and an accurate number displayed on the token.
Recent developments in mobile communication technology have seen an increase in the use of mobile phone based OTP
methods for authenticating users, especially for authentication in banking and financial institution applications (Gurav and
Dhage 2012; Me et al., 2006; Raddum et al., 2010). OTPs are valid for one connection session at a time and are
communicated to the user usually via voice or SMS (Aravindhan and Karthiga 2012; Fang and Zhan 2010; Lisoněk and
Drahanský 2008; Parameswari and Jose 2011). These types of mobile OTPs are typically used in conjunction with a user
name and password. Banks and financial institutions use OTPs sent to a mobile device as a method to conveniently
authenticate a user that is engaged in an unusual transaction or accessing a system from an unknown or new computer
(Aloul et al., 2009; Almazyad and Ahmad 2009; Singhal and Tapaswi 2012; Sun et al., 2012).
The major drawback associated with the possession-based (something you have) authentication is that users’ credentials
may be compromised and possibly abused if they lose their tokens or have their authenticating device stolen (Bora and
Singh 2013). A further drawback is the potential for the system to be unavailable to a valid user in situations where the
token is lost or malfunctions.
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Both the single factor and two-factor methods of authentication, based on knowledge or possession, suffer from the
drawback of not really ensuring that the person requesting authentication is indeed the legitimate person who should be
authorized. These methods only ensure that an entity knows or possess the correct credential. No assurance is offered as
to the real identity of the user. Thus, one and two-factor electronic authentication methods that are based on knowledge
and possession will not guarantee certification of the identity of the individual requesting authentication nor can they
ensure the non-repudiation of the transactions conducted by the true owner of the credential (Kim et al., 2009; Milanovic
et al., 2010; Tsai 2002).
These drawbacks can, in part, be mitigated by using an authentication method that is geared toward assuring that a user
who presents a credential is indeed the person who owns it. This verification is the premise behind authentication
approaches that rely on the physical characteristics or biometrics, of the person requesting authentication.
Something You Are
Authentication based on a user’s unique physical or behavioral characteristics (referred to as biometrics) can include
fingerprints, voiceprints, hand geometry, retinal or iris scans, handwriting, or keystroke analysis (Bridgwater 2016;
Chandra and Calderon 2003). Biometrics can provide strong authentication, but they are susceptible to errors that may
not be tolerable in certain applications. Type 1 errors (or false rejections) occur when the system falsely rejects a
legitimate user. Type 2 errors (or false acceptance errors) occurs when the system falsely identifies a user who is not
authorized as a legitimate user. Furthermore, certain applications of biometrics are vulnerable to spoofing through
physical surveillance methods such as voice recordings, fingerprint scanning, or illicit photographing of facial features
(Bridgwater 2016).
Risk-Based or Adaptive Authentication Methods
In an effort to mitigate the weaknesses of one, two, or three factor authentications, many practitioners and academicians
propose a risk based approach to authentication (Bridgwater 2016; Kim and Hong 2011; Calderon et al., 2006). This
approach to authentication seeks to apply stronger authentication requirements to high exposure activities and transactions
that are vulnerable to fraud. One approach to risk based authentication is to initially require a one or two-factor
authentication, and then incrementally harden the authentication process by posing challenge questions as the user seeks
to initiate transactions that increases exposure, vulnerability, and the likelihood of loss. As an entity tries to engage in
riskier transactions, this approach blocks access unless the entity answers one or more challenge questions correctly.
Some of the more commonly used methods for risk-based authentication applications rely on a user’s device, location,
role, activity, and transaction patterns. Device based authentication verifies if the device used to access a financial system
is authorized and registered to the user attempting access. This type of risk monitoring relies on IP or MAC addresses of
the system and on cookies downloaded on the device for authentication. For location based authentication, the system
may allow access to only users who log in from a specific country or geographic location or zip code. The system also
may check for uncommon variations in geographic location and blocks access if a variation seems unusual. For example,
if a user logs in from San Francisco, and, within a few minutes, logs in again from New York City, the system may tag
this situation as unusual and block the user until he/she responds correctly to a challenge question.
Role-based authentication schemes rely on the membership of the user to various classes or categories of users. Often
vulnerability, potential for harm, and exposure differ across roles. For example, authorization to add an employee to a
group with mortgage approval privileges is inherently riskier than permission to grant read only access to the human
resources policies of a bank. Thus, different classes or categories of users may have different levels of access and may
require more stringent authentication to be granted access.
Activity based risk estimations take into consideration what the user is likely to do after accessing the system. For
example, when a user seeks access to a system that grants permission to perform a large value transaction such as a multimillion-dollar wire transfer, additional authentication steps may be required. Exposure (millions of dollars) and potential
for immediate harm (transfer to an imposter) would be significant in such situations. Therefore, it would be necessary to
apply stronger authentication measures on users who engage in such transactions.
Finally, transaction pattern or behavioral risk analysis compares current transactions patterns or behaviors with a historical
pattern of transactions or behaviors that have been created for the user. If the current transaction patterns differ
significantly from the recorded historical transaction patterns, then that may be indication of possible fraud; the system
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then executes additional authentication steps to ensure that the person engaging in the transactions is authorized to do so.
This type of risk based monitoring and authentication scheme is frequently used for credit card transactions.
In a typical financial transaction cycle, users gain access to an enterprise system through a simple one or two-factor
authentication method. However, risk-based systems use adaptive algorithms to assess the likely harm and exposure
associated with potential transactions and then determine the required hardness of the authentication process. For
example, if the assessed level of risk associated with potential user activity is elevated, the system may initiate a challenge
process to ensure that the user is properly authenticated and authorized to engage in the activity. [see Figure II, pg 744]
In certain environments, risk and exposure may be extremely high and more innovative methods may be needed to protect
financial transactions and business data. Calderon et al., (2006) proposed a continuous authentication (CA) system for
globally distributed networks where user profiles are constantly changing. The authors posit that static authentication
systems, even if initially secure, authenticate a user only at the start of a session and presume that the user’s identity
remains the same for the duration of a session. However, some high-risk systems need to verify the identity of a user
throughout a session and not just at the start. Calderon et al., (2006, 91) offer “swarm intelligence, which has the capacity
to handle complex profile changes, as a technology for implementing CA in a dynamic, distributed network environment
where user profiles are constantly changing.”
Prior Studies on Perceptions of Security
Prior studies have investigated perceptions of security in several areas, including adoption of biometrics (Pons and Polak
2008; Ngugi and Kamis 2013; Piccolotto and Maller 2014), use of biometrics for ATMs (Byun and Byun 2013), and for
physical access in the Hospitality industry (Kim et al., 2008; Morosan 2011; Ko and Yu 2015), comparisons of
perceptions of one versus two-factor authentication in banking (Gunson et al., 2011) and perceptions of security tokens for
authentication (Weir et al., 2009).
Most studies used surveys, except for Gunson et al., (2011), which used an experiment to compare the use of one factor
authentication (password) versus two-factor authentication (token and password) in the banking industry. They report that
two-factor authentication was perceived to be more secure than one factor authentication, but also was perceived to be less
easy to use and less convenient. Similarly, the perceptions of biometric security were in line with expectations—
biometrics were considered more secure than traditional authentication systems, but also less easy to use and less
convenient (Kim et al., 2008; Pons and Polak 2008; Morosan 2011; Byun and Byun 2013; Ngugi and Kamis 2013;
Piccolotto and Maller 2014; Ko and Yu 2015). Finally, Weir et al., (2009) compared different two-factor authentication
methods used in banking and interestingly found that users choose to sacrifice some security to gain usability and
convenience.
Prior research uses surveys or experiments to gage the perceptions of individuals regarding authentication methods. No
prior study employs large, unstructured data (e.g., Twitter feeds) to gage the perceptions of a larger audience regarding
authentication methods.
Research Question and Method
Our primary research objective is to investigate how the public perceives authentication measures employed in the
financial sector to minimize the risk of identity theft and reduce fraud. Rather than utilizing a survey or experiment, we
used an unstructured “big data” sample that contains perceptions about authentication of a wide, cross section of
individuals who are likely to use online banking.
To ascertain authentication methods used in the financial sector, we reviewed the customer authentication processes of a
small sample of financial institutions, including the major money center banks, five regional banks, five brokerage
services, four insurance companies, and four companies that offer pension and wealth management services. One hundred
percent of the investigated sample use an ID/password combination to authenticate users. Most of the organizations
permit three tries to enter the correct password and then block the user’s access until they successfully respond to a
challenge process. The challenge process requires the user to initiate a new session and authenticate through an
alternative process such as OTP sent to a mobile device registered to the true owner of the account, an email address, or a
landline. Additionally, it is now ubiquitous to employ a challenge question to verify users’ identity when they use a
computer for the first time or when they seek to undertake a new transaction. Biometrics are used, but mainly to access
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their mobile devices and ultimately their bank accounts. Thus, financial institutions use all three pillars of authentication
described in this paper.
To investigate the perceptions of the public regarding the authentication of individual users of online banking services, we
collected social network data from a social network service—Twitter—for the period March 1, 2015 to April 1, 2016. We
had access to a random sample of ten percent of the Twitter content for the above period and collected a total of 15,463
tweets in English related to banking authentication, banking identity theft/fraud, authentication fraud, and related key
words. Table I shows the specific list of hash tags used for data collection. Furthermore, to ensure that the collected
tweets were not biased by comments from specific authentication tools vendors or promoters, we collected data on
specific authentication tools and ascertained that it would not pose a statistically significant difference to our results. [see
Table I, pg 743]
We used an artificial intelligence system—IBM Watson Analytics (Moreno and Redondo 2016)—that crawled through
the unstructured data set and categorized each tweet as exhibiting positive, negative, neutral, or ambivalent sentiment
based on a content analysis of the words used by the authors. A small number of tweets were unclassifiable. The system
classifies tweets as positive or negative based on the sentiment conveyed in the words used by the author.
Results
Our sample of 15,463 tweets contained 4,236 authors who were male, 1,812 who were female, while the rest had no
gender information disclosed. Thirty-nine percent of the authors were based in the United States (6,164), eight percent
were from the United Kingdom, and 5.6% were from Canada. Other countries were also represented, albeit in small
numbers and many authors chose not to disclose their country of origin (thirty-three percent). The number of tweets was
distributed evenly throughout the year with an average of 1187 tweets related to the above topics per month for thirteen
months from March 1, 2015 to April 1, 2016. Furthermore, we collected Twitter data on hashtags containing the names
and products of the largest four providers of authentication software (Storm 2014). The search resulted in only eighty
vendor specific tweets (0.005% of the total number of tweets collected). These vendor specific tweets do not have a
statistically significant impact on the results of our analysis.
Of the 15,463 tweets we examined, the system classified 10,588 as neutral, 2763 as positive, 1300 as negative, 573 as
undetermined, and 239 as ambivalent (Figure III). Interestingly, only eighteen percent of tweeters have a positive
perception of current authentication practices. The clear majority (seventy-eight percent) are ambivalent, negative, or
neutral. This result suggests a vast gap between the expectations of tweeters and their actual experiences with digital
authentication. The data, however, suggests significant opportunities for business and financial institutions to close the
expectations gap since as many as sixty-eight percent of tweeters have a neutral disposition toward the current approaches
to authenticating digital identities. [see Figure III, pg 744]
To further understand the sentiments expressed by tweet authors, we examined the specific words used to express positive
and negative sentiments associated with the pool of hash tags selected for study (Table I). The results, in the form of
word maps, are depicted in Figures IV and V. Word maps show the frequency of words used in tweets by assigning the
largest fonts to the most commonly used words. [see Figures IV and V, pg 745]
As seen in Figure IV, the positive sentiment signals relate most probably to specific desirable characteristics of or
expectations for effective authentication systems. Words like best, available, and seamless are the most often used in
tweets that express positive sentiments. These are followed by such words as tops, stronger, improve, equal, easy, and
good. These words also may reflect ways of preventing or recovering from identity incidents. By contrast, the negative
sentiment signals (Figure V) are related to the actual breach incident, stolen identities, criminals, scams, and complaints
related to incidents.
Perceptions of the Three Pillars
We examined perceptions regarding each of the three pillars of authentication—something you know (#passwords,
#paraphrase, etc.), something you possess (#tokens, #smartcards, etc.), and something you are (#biometrics). The results
are shown in Figures VI and VII for knowledge, Figures VIII and IX for possessions, and Figures X and XI for
biometrics. The results show that in our sample, of the tweets that contained references to knowledge-based
authentication (passwords), 4,195 (forty-one percent) tweets contained positive sentiments regarding knowledge, while
997 (ten percent) were negative and 4,923 (forty-eight percent) were neutral. For tweets containing results for
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authentication based on something one possesses (tokens), 552 (thirty percent) tweets in our sample were positive, eightysix (five percent) negative and 1,152 (sixty-four percent) neutral. Finally, for biometrics, the sample contained 1,326
(twenty-one percent) positive tweets, 348 (5.5%) negative tweets and 4,614 (seventy-four percent) neutral tweets. [see
Figures VI–XI, pg 745]
Biometrics has the widest expectations gap (seventy-nine percent either negative or neutral), followed by tokens (seventy
percent either negative or neutral), and then knowledge (fifty-nine percent either negative or neutral). This data suggests
that the public perceives authentication based on tokens and other possessions more positively than either passwords or
biometrics with tokens having the lowest negative perceptions at five percent of the three authentication pillars. A
possible implication is that designers of security might seek to leverage the potential to link the presence of a physical
token to a specific individual. Such a link could be readily established by using smart phones and other smart devices to
test physical presence of a user as part of the digital authentication process. The data further indicates that more recent
authentication methods such as possessions or biometrics are viewed with somewhat more uncertainty than more
established methods such as passwords or personal identification numbers (forty-eight percent neutral perceptions for
knowledge-based authentication vs. sixty-four percent for possession based and seventy-four percent for biometric based
authentication).
Linking the Three Pillars to Identity Theft
We examined the data further to assess the relationship between sentiments about the three pillars of authentication
(passwords, tokens, and biometrics) and sentiments about identity theft. If the hashtag #identitytheft was present in a
tweet, the #identitytheft variable would be coded as a one; otherwise, it was coded as a zero. This categorical analysis
allowed us to identify the relationships between perceptions of biometrics (#biometrics), tokens (#tokens) and passwords
(#passwords) and identity theft (#identitytheft).
The data indicated that tweets containing references to biometrics were significantly likely not to contain references to
identity theft (p-value <0.001). The results show that of the 15,463 tweets, 7361 contained the hashtag biometrics (fortyeight percent), 6,781 contained identity theft (forty-three percent) and 1,316 (nine percent) continued neither, while only
five (<one percent) tweets mentioned both (see Figure XII). In other words, identity theft is almost absent in tweets when
the conversation is biometrics. In contrast, about 17.5% of the tweets contain references to identity theft when biometrics
are not included in the topic.
Similarly, for the token and identity theft pair, tweets containing the hash-tag “token” were significantly less likely to
contain references to identity theft (p-value<.001). A total of 1,751 tweets contained #token, 6,781 tweets contained
#identitytheft and 6,841 contained neither (see Figure XIII). Thus, when tokens are present in a tweet, it is unlikely that
any of them will contain references to identity theft. Identity theft is mentioned approximately fifty percent of the times
when tokens are absent in a tweet. The same was true of the “identity theft” and “password” pair, with tweets containing
the hash-tag “password” being significantly less likely to contain references to identity theft (p-value<.001). A total of
7,568 tweets contained the hashtag password, 6,781 tweets contained the hashtag identity theft, and 1,092 contained
neither. Only twenty-two tweets contained both the hashtag “identity theft” and the hashtag “password”. [see Figures
XII–XIV, pg 746–747]
Conclusions and Suggestions
A key consideration in effective fraud risk management activities must be the authentication and authorization of end
users especially since many incidents of fraud can be traced back to improper and ineffective authentication and
authorization practices (FBI 2013, FBI 2014, FFIEC 2014). This research investigates the public’s perceptions of various
authentication methods used by the financial sector. To achieve this goal, the article employs a new data source (Twitter
data), which has not been used before to look at the above topic. Tweets provide insight into what the public thinks about
specific topics. Our investigation uncovered an expectation gap in the perception of the efficiency and effectiveness of
different authentication methods. Further, our correlation analysis showed that the public does not appear to link identity
theft to their choice of authentication method (password-based, token-based, or biometrics-based). This lack of a link can
be interpreted as the public being less likely to associate identity theft with any authentication method. Perhaps they
associate other factors with identity theft. However, authentication method is not among the factors they appear to
consider. Thus, the public seems to expect that even the most basic authentication method will protect them from identity
theft and by extension digital fraud.
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This expectation gap is something that organizations can reduce by providing stakeholders and the public with a better
understanding of the available authentication methods along with the associated benefits and drawbacks. This education
is especially important given the broad need for better privacy and security, the cost to remediate digital fraud incidents,
and, in general, the need to provide clients with more secure processes for accessing financial services.
Implications for Research
Literature on the effectiveness and efficiency of authentication methods usually employ technical methodologies (e.g.,
Gurav and Dhage 2012; Liou and Bhashyam 2010; Me et al., 2006; Raddum et al., 2010; van Thanh et al., 2009), small
scale perception surveys (e.g., Kim et al., 2008; Pons and Polak 2008; Morosan 2011; Byun and Byun 2013; Ngugi and
Kamis 2013; Piccolotto and Maller 2014; Ko and Yu 2015), or experiments (Gunson et al., 2011). This study adds to the
current literature by employing a large public dataset (Twitter) to assess the perceptions of individuals regarding specific
authentication schemas. We focus specifically on the expectation gap present in public perceptions regarding
authentication methods. The public seems to view even simple authentication methods (e.g., passwords, password, and
challenge/response) as providing high security and convenience. This type of commonly used authentication has been
shown to be somewhat less secure than authentication based on biometrics or tokens. Furthermore, our data shows that
the public views biometrics and token-based authentication with greater uncertainty than password-based authentication,
which may lead some individuals to forego the use of more secure authentication methods.
The gap between the perceptions of security of the public and actual efficacy can provide a ripe avenue for understanding
fraud risk and managing fraud incidents. Future research can explore this gap to better understand the implications for
effective security practices at the end-user level and the potential cascading effects across networks. Understanding the
association between the extent of the authentication perception gap and specific incidents of digital fraud is a fertile
research area. Such research might explore, for example, whether end-users and decision-makers in corporations with
wider perception gaps are at higher risk of digital fraud than others who have a narrower authentication perception gap.
Similarly, researchers might explore the association between effective response to cyber fraud incidents and the
authentication perception gap.
Implication for Practice
Biometrics, tokens, and other advanced authentication solutions have become easier to use and implement. Even so, the
public does not seem to view these types of authentication methods as particularly convenient or even secure.
Practitioners would be well served in finding ways to better educate the public in the use, efficacy and effectiveness of
newer authentication methods, especially in the light of recent cyber security fraud and failure incidents (e.g., Chew 2016;
Corkery 2016; Finkle and Miglani 2016; Gillum 2015; Hurtado and Farell 2015; Peterson 2014). Furthermore, since end
users perceive multi-factor authentication as providing stronger security than traditional access control methods,
application developers might consider deploying more adaptive risk-based controls that leverage multi-factor
authentication methods as a preventive strategy to minimize digital fraud, particularly in the financial sector.
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Figures and Tables
Table I: Hash Tags Used for Searches
Twitter Hashtags used

#identitytheft
#bankingauthentication
#authentication
#riskbasedauthentication
#onlineauthentication
#identityfraud
#multifactorauthentication
#biometrics
#authenticatoinfraud
#password
#token
#keycard
#smartcard
#personalidentificationnumber
#pin

Figure I: Traditional Authentication Methods
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Figure II: Risk Based Authentication
Basic Authentication
What you know
What you have
What you are

User Activity

Risk Based Authentication
Activity:
•
•

Device:
•
•
•

IP Address
MAC Address
Cookie based

•
•

Transaction value
Number of
transactions
Beneficiary
To which account

Transaction
Patters / Behavior:
•

Compares current
behavior with past
behavior

Role:
•
•
•
•

Account holder
Authorized user
Financial
representative
Other roles

Location:
•
•
•

Geo-location
ISP location
IP address location

Figure III: Tweets Categorized by Sentiment

Sentiment
Tweets
Percent
Cumulative
Percent

Ambivalent
239
2%
2%

Negative
1,300
8%
10%

Neutral
10,588
68%
78%

Positive
2,763
18%
96%

744

Unknown
573
4%
100%

Total
15,463
100%
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Figure IV: Positive Sentiment Signals for
Authentication

Figure VI: Figure VI: Positive Sentiment Signals
for #Passwords

Figure V: Negative Sentiment Signals for
Authentication

Figure VII: Negative Sentiment Signals for
#Passwords

Figure VIII: Positive Sentiment Signals for Figure IX: Negative Sentiment Signals for #Tokens
#Tokens
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Figure X: Positive Sentiment Signals for
#Biometrics

Figure XI: Negative Sentiment Signals for
#Biometrics

Figure XII: Correlation Between Tweets That Contain #Biometrics and Tweets That Contain #Identitytheft

Hashtag
0
Biometrics
1

Identity theft
0
1,316
(9%)

1
6,781
(44%)

7,361
(48%)

5
(<1%)

Number of tweets with references to biometrics (1) and identity theft (1); p-value < .001, Chi-Square test of homogeneity.
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Figure XIII: Correlation Between Tweets That Contain #Token and Tweets That Contain #Identitytheft

Hashtag
0
Tokens
1

Identity theft
0
6,841
(44%)

1
6,781
(44%)

1,751
(12%)

0
(0%)

Number of tweets with references to tokens (1) and identity theft (1); p-value < .001, Chi-Square test of homogeneity.
Figure XIV: Correlation Between Tweets That Contain #Password and Tweets That Contain #Identitytheft

Hashtag
0
Password
1

Identity theft
0
1,092
(7%)

1
6,781
(44%)

7,568
(49%)

22
(<0.1%)
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