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Abstract
The focus of this thesis is the modeling, characterization, and improvement of microfab-
ricated electrodes for the Retinal Implant Project. The ultimate goal of the Project is
to build a retinal prosthesis able to restore a limited degree of visual function in people
suffering from certain types of blindness. An important step in this process is the design
and fabrication of a safe, efficient, and effective electrode array. Designing such an array
will require a detailed understanding of electrode properties and accurate models for their
electrical and chemical behavior. This thesis represents a few initial steps towards that goal.
Besides providing useful data on the current arrays, it is hoped that this thesis will also
provide a good general introduction to electrode modeling and help others in the research
group better understand the devices they are using.
The thesis followed four main steps. The first step was to find an appropriate circuit
model for the behavior of microfabricated electrodes in an electrolyte. After some prelim-
inary observations, the Randles model was chosen as a convenient starting point. Several
aspects of this model were discussed, including its impact on electrode design, its expected
behavior using different measurement techniques, and its major limitations. The second
step was to calculate experimental values for the individual elements in the model. This
was done for a number of different electrode designs under various physical conditions. The
data was collected using several different electrochemical measurement techniques, each of
which was explained in reasonable detail. The third step was to understand the physical
basis of each model parameter and find chemical or physical theories to explain and predict
the observed values. This modeling work focused on the series resistance and double layer
capacitance. The resistance was well fit by a recessed disk model with an additional term
for the oxide film. Several important aspects of the capacitance scaling were explained by
a simple model involving nonuniform current density at the electrode surface, but a great
deal of work remains to be done in this area. The final step of the thesis was to suggest
possible improvements on the current electrode design and point out several directions for
future work.
Thesis Supervisor: John L. Wyatt
Title: Professor
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Chapter 1
Introduction
This thesis is part of an ongoing project to develop a retinal prosthesis. The purpose of
such a device is to restore a limited degree of visual function to people suffering from certain
types of blindness. It is still uncertain whether these efforts will be fruitful, but the success
of cochlear implants in the restoration of hearing holds out the hope that analogous efforts
may work in the visual system.
1.1 Motivation
Blindness is the unfortunate result of severe enough damage to one or more structures in
the visual pathway. Disease or injury can strike the lens, cornea, photoreceptors, retinal
neurons, optic nerve or visual centers in the brain. Macular degeneration and retinitis
pigmentosa are two such diseases that in advanced stages lead to near total blindness.
Together, they affect a total of over 10 million people in the U.S. alone [1]. The diseases
are unrelated, but both result in the destruction of photoreceptors in the retina [2, 3, 4].
Over time, a significant degree of deterioration is also observed in the retinal neurons, but
enough remain functional for electrical stimulation to be a viable option [5, 6, 7]. The goal
of the Retinal Implant Project is to develop a microelectronic prosthesis that bypasses the
damaged photoreceptors by directly stimulating the remaining retinal neurons [8, 9, 10, 11].
The current system level design of the prosthesis involves attaching an array of micro-
fabricated electrodes to the inner surface of the retina and controlling them with custom
stimulator circuitry. Power will most likely be provided using a coil. One possible con-
figuration is shown in Figure 1.1. The development of such a device requires work in the
areas of mechanical design, biocompatibility, control systems, and stimulation waveforms.
Various people in the research group have worked on and continue to work on these topics
[12, 13, 14, 15]. An equally important part of the Project is the design and fabrication of
a safe, efficient, and effective electrode array. Doing this requires a detailed understanding
of the electrodes used and accurate models for their electrical and chemical behavior. This
thesis will focus on the modeling, characterization, and design of the electrodes used in the
Project.
By the end of this thesis, it is hoped that we will be able to answer a number of
fundamental questions about our electrode arrays. Most of these questions are electrical ill
nature. We would like to know how much energy the electrodes will consume, what type
of power supply is needed, and how to operate the electrodes most efficiently. Some of our
questions are chemical or biological in nature. We would like to ensure that the electrodes
15
are biocompatible, chemically stable under stimulation, and operated safely. To do this, we
will need to understand the electrochemistry of the electrodes and find reasonable criteria
for setting stimulation limits. But most importantly, we would like to know how geometric
and material choices will affect electrode behavior so that we can better design the arrays.
Internal Coil
I Electrode Array
External Coil Control Circuitry
Figure 1-1: A possible system level design for a retinal prosthesis
1.2 Thesis Goals
This thesis has four main steps. The first step is to find an appropriate circuit model for
the behavior of microfabricated electrodes in an electrolyte. The model must be accurate,
physically relevant, and applicable under many conditions. The second step is to find
experimental values for the individual elements in the model. This must be done for a
number of different electrode designs under appropriate physical conditions. The data will
be collected using several different electrochemical measurement techniques to be described
later. The third step is to understand the physical basis of each model parameter and
find chemical or physical theories that can explain and predict their observed values. The
final step is to use all of these models to improve the current electrode design and better
understand the effect of material and geometric changes.
The format of the thesis roughly follows these four steps. Chapter 2 provides an overview
of electrode modeling and a simple model to act as a starting point for the rest of the thesis.
Chapter 3 describes the electrode arrays, equipment, and measurement techniques used to
collect experimental data. Chapters 4 and 5 analyze individual components of the presented
model and attempt to explain their observed behavior. Finally, Chapter 6 summarizes
the results, provides a set of recommendations for electrode design, and discusses possible
directions for future work.
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Chapter 2
Electrode Models
Electrodes provide an interface between three distinct physical domains. Even the simplest
electrodes involve a combination of electrical, chemical, and mass transport processes. This
coupling between domains is exactly what makes electrodes useful, but also complicates
any attempt to fully characterize their behavior. A complete model would need to span all
three domains and pay careful attention to the interactions between them. Such models are
possible under carefully planned and restrictive experimental conditions, but these condi-
tions are rare in real world applications like neural prostheses. To simplify matters, most
electrode models focus on one particular domain and make approximations to deal with the
others.
It is not the intention of this thesis to develop a complete and detailed model of electrode
behavior in all three domains. Most of the questions this thesis attempts to answer are
electrical in nature. As a result, most of our models will also be electrical. The first step
in this thesis is to develop a large signal circuit model that can accurately predict how
much power the electrodes will consume, what power supply voltages are needed, and how
to best design the stimulator circuitry. Even though most of the modeling will be done
in the electrical domain, it will still be necessary to incorporate theories and results from
the other domains to build such a model. The chemical and mass transport domains will
be investigated for other reasons as well. A simple circuit model is insufficient to answer
questions about electrode stability, safe stimulation limits, or optimal drive waveforms. It
does, however, provide a good starting point for thinking about electrode behavior.
The complexity of a model depends on which processes are included and which are
ignored or eliminated by experimental design. As a result, electrode models can range
from very simple to extremely complex. Many of the processes that will be included in
our eventual model are purely electrical and have obvious circuit element representations.
These include a number of resistance and capacitance sources. However, not all elements in
our model will have obvious electrical interpretations. Because chemical and mass transport
processes are coupled to the electrical domain, they too can appear as circuit elements under
appropriate conditions. Treating the electrode as a purely electrical device has important
limitations, but opens up a wide range of powerful measurement techniques and analysis
tools from electrical engineering.
In any modeling endeavor, it is useful to start with the simplest possible model and
gradually add elements as they are needed to fit the experimental results. This is the
approach that will be taken for the remainder of the thesis. It is also a good idea to start
by modeling a simplified system and gradually building up to the more complicated system
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of interest. This has been done as much as possible given the nature of the investigation.
What follows in this chapter is a little historical background, a brief discussion of basic
electrode processes, and a simple model that will be used as a starting point for the rest of
the thesis.
2.1 Historical Background
The term electrode was coined by Faraday in 1834 in his classic paper on electrically in-
duced chemical decomposition [16]. In the same paper, Faraday also introduced the terms
anode, cathode, electrolyte, anion, and cation. Faraday's work laid the foundation for much
of modern electrochemistry and established a number of the basic priciples needed to un-
derstand electrode behavior. One such foundation is Faraday's law, which states that the
amount of chemical reaction caused by the flow of current is proportional to the amount
of electricity passed. To this day, electrochemical processes are considered faradaic if they
involve chemical processes that follow this law.
Though the term electrode did not exist before 1834, the scientific study of electrodes
began several decades earlier. In 1791, Galvani reported the result of his famous frog
leg experiment, in which the amputated legs of a frog were made to twitch by probing
the nerves with a metal scalpel [17]. The experiment only worked if the legs were also
in contact with a different metal object connected to the scalpel. Despite this condition,
Galvani erroneously assumed that there was some type of "animal electricity" stored in
the tissue. The experiments were later repeated by Volta, who attempted to measure this
stored electricity with sensitive electrometers. He soon became convinced that the electricity
was not biological and was instead generated by the metal instruments used to probe the
muscles.
For quite some time, there was great controversy over the results of Galvani's experi-
ments. The issue was largely laid to rest when Volta eventually demonstrated that one could
generate electricity simply by placing two dissimilar metals in an electrolyte and completing
the circuit [18]. Applying this result, Volta introduced the first direct current battery in
1800. The device, known as the Voltaic pile, consisted of alternating zinc and copper disks
separated by pieces of cloth soaked in salt water. Even though the mechanisms behind its
operation were poorly understood, Volta's device provided one of the first demonstrations
that electrical and chemical processes could be coupled through electrodes.
The Voltaic pile quickly became a standard tool for those investigating electrical phe-
nomena. Soon after hearing about Volta's invention, William Nicholson and Anthony
Carlisle built one of the devices and discovered that small bubbles formed when the leads
were placed in water [19, 20]. Following up on this observation, they determined that the
water was being broken down into hydrogen and oxygen gas. Later work by Humphrey
Davy and Michael Faraday showed that other materials, such as fused salts, could be sim-
ilarly decomposed. These experiments led to the first isolation of sodium and potassium
metal, but more importantly marked the birth of electrochemistry as a field [16].
Much of the early work with electrodes focused on their ability to generate electricity
and cause chemical reactions. Little work was done to model electrical properties like
the impedance until the late 1800's. The earliest electrode models consisted of a simple
resistance and capacitance in series. It was well known that electrolytes were a resistive
medium and followed Ohms law to a good approximation. Investigators eventually realized
that electrodes could also act as capacitors. In 1871, Varley measured the capacitance of a
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1 inch square platinum electrode in sulfuric acid [21]. He was amazed to find a capacitance
of 311 pF. The huge capacitance of the electrode-electrolyte interface brought about a
renewed interest in developing capacitor technologies, and eventually led to the production
of electrolytic and oxide film capacitors.
In 1879, Helmholtz developed the first model to explain why the capacitance of an
electrode was so high [221. He proposed that a double layer of charge existed at the electrode-
electrolyte interface, with one layer of charge at the metal surface and another formed by ions
next to that surface. This arrangement formed what was essentially a parallel plate capacitor
with a tiny separation distance and could account for the large observed capacitance. The
Helmholtz model did not account for some other properties of the capacitance, but it was
an essential first step in electrode modeling.
Later work by Warburg showed that in the limit of zero current density, the impedance
of an electrode varies inversely with the square root of the frequency and has a constant
phase angle of 7r/4. Warburg explained this by working out the equations for linear mass
transport to the electrode surface [23, 24]. The result corresponds to a circuit element
with impedance 1/[jwC"]1 /2 . Warburg's work was followed up by Fricke, who showed
that the exponent of the measured impedance can vary between 0.5 and 1 depending on
the type of metal and its surface condition [25]. Impedances of this form are known as
Constant Phase Elements (CPE). A number of theories have been proposed to explain this
observation, but theoretical work and debate are still ongoing. However, it is generally
agreed that constant phase elements result from a completely different physical process
than the Warburg impedance. They will be discussed further in Chapter 5.
2.2 Basic Electrochemistry
Before any electrode modeling can begin, one must first understand the terminology and
basic theory of electrochemistry. Electrochemistry is a rich field with numerous interesting
topics, many of which are important in the design of stimulatory electrodes. Unfortunately,
electrochemistry is not an easy field to get started in. Even the most basic electrochemical
processes require a fair bit of theory and mathematics to understand. Electrochemistry
also has some of the most confusing terminology of any scientific or technical field. This
section will review some of this terminology and attempt to explain a few critical concepts
in electrochemistry. Those who would like more information should consult one of the
many available books on electrochemistry. A good place to start would be Electrochemical
Methods by Bard and Faulkner [26].
2.2.1 Terminology
It was mentioned previously that much of the terminology currently used in electrochemistry
was first proposed by Faraday in 1834. These included the terms electrode, electrolyte,
anode, cathode, anion, and cation [16]. Faraday's definitions are still used today. An
electrode is a conductor, usually metallic, that serves as an interface between electronic and
ionic conduction in an electrochemical system. More generally, the term is used for any
collector or emitter of electronic charge. An electrolyte is a conductive medium in which
charge is carried by positive and negative ions. Electrolytes are often aqueous solutions, but
other solvents are used in some applications. Melted salts can be considered electrolytes
since they also conduct electricity by the movement of ions through a fluid, in this case
molten, medium. When Faraday coined the term, he was referring to a substance that can
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be electrically decomposed or lyzed, since that was one of his research interests. Since then,
the term has become a little more general, but can still carry the original connotation.
Faraday coined the terms ion, anion, and cation to refer to the charged species in an
electrolyte. Ion is a general term that can refer to both positive and negative species. Anions
are negatively charged ions and cations are positively charged ions. The word ion comes
from the Greek word meaning "something that goes". Anion literally means "something
that goes up" and cation literally means "something that goes down". The "up" and "down"
in the definitions refer to the two poles of an electrochemical cell.
Related to these are the terms anode and cathode. Faraday defined the anode as the
terminal where current enters the electrolyte and the cathode as the terminal where current
leaves the electrolyte. A great deal of confusion has arisen because many people assume
that anode means negative terminal and cathode means positive terminal. This would seem
perfectly reasonable given the generally accepted meaning of anion and cation. However,
this is only true when the cell is acting as a voltaic cell and supplying current to the outside.
For electrolytic cells, where a potential is applied to the cell from an external source, the
anode is the positive terminal and the cathode is the negative terminal. A good thing to
remember is that anions go to the anode and cations go to the cathode in both cases. It
can also help to think about which way the current is flowing through the cell in relation
to the terminals. This naming convention is illustrated in Figure 2-1.
Voltage Source Voltage Meter
Anions Anions
Cations Cations
Anode Cathode Cathode Anode
Electrolytic Cell Voltaic Cell
(Stimulator) (Battery)
Figure 2-1: Terminal naming conventions for electrolytic and voltaic cells
The terms oxidation and reduction are also commonly used in electrochemistry. A
compound is oxidized when it loses electrons in a chemical reaction. A compound is reduced
occurs when it gains electrons in a chemical reaction. The term oxidation can also mean
forming a compound with oxygen, which by no coincidence often involves a loss of electrons
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from the reacting material. Redox is a general term for chemical reactions that involve a
transfer of electrons. Most chemical reactions at an electrode surface are redox reactions.
Sign Conventions
For clarity in later discussions, it helps to explicitly define sign conventions for the potential
and current. Electrochemistry is inconsistent in this respect. The direction of positive cur-
rent often depends on the type of experiment being done and the author's own preferences.
The potential is also defined in several different ways depending on the situation. When
looking up a formula in an electrochemistry text, sign conventions must always be kept in
mind. In this thesis, positive current will be defined as flowing into the working electrode.
This corresponds to electrons flowing out of the working electrode. The potential will al-
ways mean the voltage of the working electrode with respect to either the return electrode
or a reference electrode. This depends on the type of experiment, but the choice will always
be indicated. With these definitions, the sign conventions are consistent with those used in
electrical engineering.
When a positive current flows into an electrode, this corresponds to oxidation of mate-
rials at the electrode surface by the reaction R -+ 0 + ne-, where R is the reduced species
and 0 is the oxidized species. Since current flows into the electrolyte, the electrode is the
anode of the cell. Not surprisingly, this type of current is often called an oxidation current
or an anodic current. When negative current flows into the working electrode, reduction
occurs by the reaction 0 + ne- -+ R. A negative current into the electrode is considered a
reduction or cathodic current. This is illustrated in Figure 2-2. Confusingly, the direction
of current flow is often defined in electrochemical literature such that a reduction current
is positive. This is the opposite of EE conventions and wrecks havoc when trying to apply
electrochemical results to a circuit model.
In descriptions of neural stimulation waveforms, it is common to see the terms anodic-
first and cathodic-first. Since the stimulating and return electrodes are used as an elec-
trolytic cell (as opposed to a battery), anodic-first means that a positive, anodic current is
applied to the stimulating electrode followed by a negative, cathodic current. Cathodic-first
refers to the opposite order of stimulation. Since the resting potential of an electrode is of-
ten non-zero, the measured potential may or may not change signs. Stimulation waveforms
will be discussed in more detail later in the chapter.
Reversibility
Reversibility is another commonly used, but often poorly understood term. Confusion arises
because the same word is applied to at least three distinct but related concepts [26, p.44].
One such concept is chemical reversibility. A system is chemically reversible if switching
the direction of the driving force switches the direction of the chemical reactions taking
place. With stimulating electrodes, chemical reversibility means that a positive current
pulse will undo the reactions of a negative current pulse and vice versa. Not all systems are
chemically reversible. If one direction of a reaction is much more favorable than the other,
reversing the current may cause a completely different reaction instead of undoing the first
one. Irreversibility can also arise when chemical or physical processes make the product
unable to react soon after its formation. A compound may rapidly decompose or react
with something else before the reverse reaction has a chance to occur. Bubble formation
is another chemically irreversible process. Chemical reversibility is often dependent on the
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Figure 2-2: Sign conventions at the electrode interface
time scale of the experiment. A system may be chemically reversible on a short time scale,
but not on a longer time scale. Generally speaking, reaction processes are harder to reverse
the longer one waits to reverse it.
A related concept is thermodynamic reversibility. One can imagine a system moving
from one state to another along some path. Such a path is considered thermodynamically
reversible if an infinitesimal reversal in driving force causes the direction of movement along
the path to reverse. This can only occur if the system is always at equilibrium. No real
process is actually reversible in this sense. A process that is always at equilibrium can
only feel an infinitesimal driving force at any given time. As a result, moving between
two states with true thermodynamic reversibility would take infinitely long. An example
would be charging a capacitor with an adjustable voltage source and series resistor. The
only way to charge it reversibly would be to increase the source voltage so slowly that the
voltage on the capacitor is always exactly equal to the applied voltage. If there is ever more
than an infinitesimal voltage difference, the system is not at equilibrium and the process
is irreversible in the thermodynamic sense. Obviously, changing the voltage would take an
infinite amount of time unless the RC time constant is zero. In other words, the rate of the
applied perturbation must be infinitely slower than whatever process maintains equilibrium.
This leads into the third concept, practical reversibility. Even if a change in state
is not reversible in the true thermodynamic sense, it may still approximate reversibility
given the situation and time scale of interest. A change in state can be made reversible
to whatever degree of accuracy is required by perturbing the system very slowly compared
to the processes maintaining equilibrium. In the capacitor example, this would correspond
to changing the potential on a time scale much longer than the RC time constant. In
electrochemical cells, practical reversibility is often associated with fast reaction rates. A
reaction system can be considered reversible if the chemical concentrations are always near
their equilibrium values given the time scale of the experiment. This will come up later
when describing the Nernst equation and other theoretical results of electrochemistry.
If a system is practically reversible, it will also be chemically reversible. The opposite
is not necessarily the case. Obviously, if a system is chemically irreversible, it cannot
be reversible in the thermodynamic or practical sense. When the term reversible is used
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to describe the chemical reactions of a stimulation waveform, it usually means chemical
reversibility. In this case what we care about is whether we can undo the reactions in a
bulk, nonequilibrium sense. When the term reversible is used to set up a model in theoretical
electrochemistry, it typically means practical reversibility. Invoking practical reversibility
opens up the use of thermodynamic principles to simplify the derivation. This idea will
be important for the derivation of the Cottrell equation in Section 2.2.3 and the cyclic
voltammogram peak shape in Section 3.3.1.
2.2.2 Reaction Thermodynamics and Kinetics
Much of electrochemistry is concerned with how chemical equilibria and reaction rates are
affected by the application of electric potentials or currents to an electrolytic cell. Some of
the earliest work in this area was done by Faraday. One of the key concepts he discovered
is known as Faraday's law, which as mentioned earlier states that the amount of reaction
at an electrode is proportional to the amount of current passed through it. To this day,
electrode processes can be classified as faradaic or nonfaradaic. Faradaic processes are
chemical processes that obey Faraday's law. They are sometimes also called charge transfer
processes. Nonfaradaic processes are those like absorption, desorption, and double layer
charging in which charge does not actually cross the interface. Nonfardaic processes do not
generally follow Faraday's law.
Since Faraday's time, many other important relationships between the chemical and
electrical domains have been found. Two of the most important are the Nernst equation
for chemical equilibrium and the Butler-Volmer model for reaction-limited current. Both
of these are used extensively to help analyze electrochemical data and build more complex
models such as the peak shape in cyclic voltammetry. The derivation of these equations
will not be discussed in detail here, but the results will be presented and explained.
Nernst Equation
In its usual form, the Nernst equation is a thermodynamic relationship between the equi-
librium potential and reactant concentrations at the electrode surface. Since the Nernst
equation is a result of thermodynamics, not kinetics, it only applies when the system is at
equilibrium. The equation can be derived from three basic expressions in thermodynamics.
The first is the chemical equilibrium expression for the Gibbs free energy:
AG = AGO + RT In Krxn = AGO + RT In aR (2.1)
ao
where Krxn is the equilibrium constant and a. is the activity of species i. The second and
third relate the Gibbs free energy to the cell potential:
AG -nFE (2.2)
AGO = -nFE (2.3)
In these expressions, AG is the Gibbs free energy, AGO is the standard Gibbs free energy,
E is the equilibrium cell potential, and E is the standard equilibrium cell potential. The
Nernst equation can be derived simply by equating the first two expressions and substituting
in the third. For a reversible redox reaction 0 + ncZ # R where 0 is the oxidized species
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and R is the reduced species, the Nernst equation can therefore be written as:
0  RT ao RT oC5E=E + In =E + In (2.4)
uF aR - nF 'YRCR 24
where -y is the activity coefficient of species i. As one would expect, C and C are
the surface concentrations of 0 and R respectively. Since it is difficult work with activity
coefficients, the equation is usually written as:
E = Eo + RTIn C (2.5)
nF CR
where E0 ' is the formal potential and related to E 0 by:
E' = E0 + RT In 0 (2.6)
nF -ypR
This conveniently does away with the need to explicitly calculate activity coefficients. The
formal potential can also be defined as the measured potential of the working electrode vs
a normal hydrogen electrode (NHE) when the concentrations of 0 and R are equal. This
corresponds to the potential at which equal concentrations of 0 and R will lead to no net
reaction. In an electrochemical cell, this also corresponds to no net current. The formal
potentials of many chemical reactions have been measured and tabulated in standard refer-
ences. These tables are a valuable resource when investigating electrochemical phenomena.
The purpose and importance of using a reference electrode like the NHE will be discussed
in the next chapter.
With the Nernst equation, one can calculate the equilibrium concentration ratio for
a given applied potential. One can also do the opposite and calculate the potential that
will develop at equilibrium if the concentrations are set to known values. This can be
extremely useful when trying to interpret certain electrochemical measurements. However,
it is important to remember that the Nernst equation only applies when the system is at
equilibrium. A truly reversible process will always satisfy the Nernst equation. But if the
reactions are slow or the potential is changed rapidly, thermodynamics may not apply and
kinetic relationships must be used instead.
Butler-Volmer Equation
One of the most important kinetic relationships is the Butler-Volmer or current-overpotential
equation. At equilibrium, the net current flowing into an electrode is equal to zero, since
the concentrations of 0 and R are unchanging. If the potential is not at equilibrium, a net
current will flow in order to move towards it. The Butler-Volmer equation describes the
magnitude of this current [27, 28, 29]. It can be expressed as:
[ OCR (0, t) C ( -Cef CO(O, t) e 01 (2.7)
OC* Cs I
where the overpotential = E - Eeq, f = F/RT, io is the exchange current, and a is the
transfer coefficient. The exchange current is the magnitude of the forward or reverse current
at equilibrium, where they are equal but opposite in sign. The transfer coefficient is a value
between 0 and 1 that describes the symmetry of the energy barrier for the reaction. A full
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derivation and explanation of these terms can be found in the references [26, p.99]. If the
concentrations are kept at their bulk values and no mass transfer effects are present, the
equation simplifies to:
i = io (e aUf - e-afn (2.8)
As can be seen in the previous equation and Figure 2-3, the current increases exponentially
with increasing overpotential. It is important to remember that the Butler-Volmer equa-
tion only applies under very limited circumstances. In most real systems, the current will
eventually be limited by mass transfer to the electrode surface. Some of these mass transfer
effects will be covered in the next section.
Butler-Volmer Current Overpotential Curve
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Figure 2-3: Plot of the Butler Volmer equation
2.2.3 Mass Transport
Mass transport to an electrode surface can occur through three different mechanisms: mi-
gration, diffusion, and convection. Migration (drift in the terminology of device physics) is
the movement of ions in response to an electric field. Diffusion is the movement of parti-
cles down concentration gradients. And convection is mass transport by bulk flow of the
electrolyte. One or more of these processes will dominate in any electrochemical system.
In most systems, mass transport is dominated by diffusion. A number of factors typically
make migration and convection of relatively minor importance.
Often, the most plentiful ions in an electrolyte are not very reactive, but instead fill a
support role. For instance, saline solutions contain high concentrations of Na+ and Cl- ions,
but these ions only react under fairly extreme conditions. The reactive species of interest
is usually found in much lower concentrations than the support ions. High overall ion
concentrations increase the conductivity of the electrolyte and therefore reduce the electric
field needed to supply a given current to the electrode. A small electric field means little
migration of the relatively dilute reactive species. This is result is similar to minority carrier
diffusion in semiconductor devices. In many electrolytes, it is possible to ignore migration
Total current
6 --
4--
2 - Anodic current
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completely for the ion of interest. If the reactive species is charge neutral, migration does
not occur at all.
Convection can also be ignored in many cases. Even in well stirred solutions, fluid
dynamics predicts that a boundary layer will develop near the electrode surface, making
convection small or absent in the most critical location. With very small electrodes, convec-
tion is rarely an issue since the boundary layers are quite large compared to the dimensions
of interest. Convection is also very difficult to deal with analytically, since it can arise from
so many factors and tends to have complicated dynamics. Most electrochemical experiments
attempt to either minimize convection or use the "well-stirred" approximation for the bulk
electrolyte. In cases where convection does appear, it is simply used to set a boundary
condition for diffusion. The use of this boundary condition is quite similar to the short base
diode approximation.
Diffusion is described by a number of simple equations, but the results can be fairly
complicated. The process of diffusion is described by Fick's first and second laws. Fick's
first law states that the flux of a species is proportional to the concentration gradient of
that species. In one dimension, this can be expressed as:
aC(x, t)J(x, t) = -D X (2.9)
ax
where J is the flux, D is the diffusion constant, and C is the concentration. The Continuity
equation relates the change in concentration over time to the gradient of the flux. In one
dimension, it is given by:
aC(x, t) J(x, t) (2.10)
at aX
Combining the two gives Fick's second law, also known as the diffusion equation:
ac(x, t) a2C(X, t) (2.11)
at ax 2
It is can also be written in geometry independent form using the Laplacian operator:
aC(i) t) 2 
- t(9t = DV 2 C( , ) (2.12)at
Values for the diffusion constant D can vary significantly depending on the medium, the
diffusing species, the temperature, and a host of other factors. Values have been published
for many different ions in water. Typically, these reference values are for infinitely dilute
solutions at 25'C. For small or moderately sized ions, the diffusion constant usually falls
between 0.5 x 10-5 and 2 x 10-5 cm 2 /s. The diffusion constant for Na+ is about 1.334 x
10-5 cm2 /s. For Cl- it is about 2.032 x 10- cm 2 /s. However, the ions do interact with
each other in solution. As a binary electrolyte, Na+ and Cl- have a joint diffusion constant
of around 1.611 x 10-5 cm 2 /s. Larger molecules like proteins or DNA can have diffusion
constants as low as 10-9 cm 2 /s. These values stand in sharp contrast to the electron and
hole diffusion constants seen in solid state physics. In undoped silicon at 25'C, the diffusion
coefficient for electrons is about 35 cm 2 /s. For holes, it is about 13 cm 2 /s. The diffusion
of electrons in silicon is about a million times faster than the diffusion of ions in water.
Needless to say, the extreme difference in magnitude impacts any comparison one wishes to
make between the two systems.
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Cottrell Equation
Many results in electrochemistry are based on setting appropriate boundary conditions for
the diffusion equation and solving in conjuction with reaction rate or equilibrium concen-
tration models. One simple but important result is the Cottrell equation, which describes
the current over time for a chemical reaction limited by semi-infinite linear diffusion [30].
The physical description of the situation is fairly simple. The electrode is an infinite plane
at x = 0 with a semi-infinite expanse of electrolyte for x > 0. A fast chemical reaction
R -+ 0 + ne- occurs at the interface. Conversion of R to 0 is so favorable and fast that
the concentration of R is assumed to be zero at the electrode surface for all t. Since the
reaction is so fast, the rate of charge transfer is completely controlled by mass transport of
reactant. Initially, the concentration of reactant in the electrolyte is equal to a bulk value
CR for all x. At t = 0+, the reaction begins depleting R from the region near the electrolyte
and the concentration profile evolves in time. The problem can be solved analytically by
setting appropriate boundary and initial conditions for the diffusion equation:
C - CR as x -* oc for all t (far from the surface)
C 0 at x 0 for all t (at the surface) (2.13)
C CR at t = 0 for all x (initial condition)
Solving yields a relatively simple expression for the concentration profile as a function of
distance and time:
C(x, t) = CR erf 2 (Dt)l/2  (2.14)
where erf is the Gaussian error function given by:
a
erf(a) = -1/ 2 fe2du (2.15)
0
A plot of the concentration profile over x for several different times is shown in the left
half of Figure 2-4. The current density is proportional to the flux at the electrode surface,
which by Fick's first law is proportional to the slope of the concentration profile. As can
be seen in the plot, the slope at x = 0 decreases over time. One can find an expression for
the current over time by plugging the expression for C(x, t) into Fick's first law and solving
for the flux at x = 0. After converting from flux to current density using the relationship
J = i/nF and multiplying by the electrode area A, the resulting current can be expressed
as:
i(t) = nFAD 1/ 2Co (2.16)
This expression for i as a function of t is known as the Cottrell equation. The current is
initially very large, but decreases inversely with the square root of time. It is plotted on
the right side of Figure 2-4.
The situation is somewhat different if other geometries or boundary conditions are used.
One simple variation is finite linear diffusion, which accounts for convection in the bulk
electrolyte. Even when there is convection in the bulk electrolyte, a boundary layer forms
near the electrode. Little or no convection occurs in this layer and mass transport is
dominated by diffusion as before. Farther from the electrode, convection dominates and
the electrolyte can be considered well-mixed, fixing the reactant concentration at its bulk
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Concentration Profiles for Linear Diffusion
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Figure 2-4: Concentration and current profiles for semi-infinite linear diffusion
value. For the purposes of this model, the boundary layer is considered to have a fixed
thickness d. The boundary conditions for this problem are the same as before except that
the concentration equals CR at x = d, the edge of the boundary layer, instead of approaching
CR as x - oo. These conditions can be written as:
C = 0 at x = 0 for all t (at the surface)
C = CR at x = d for all t (boundary layer edge) (2.17)
C = CR at t = 0 for all x (initial condition)
Solving the diffusion equation with these conditions gives:
S 00 n 2 ,r 2 Dt sin(n,7rx/d)
C(x, t) = CR e +2 (2.18)
The term x/d is a steady state solution satisfying the boundary conditions above. Each term
in the summation is a solution of the time-dependent diffusion equation with C(0, t) = 0
and C(d, t) = 0 for all t. The initial conditions are satisfied since:
sin(nirx)2 Z = 1 - X (2.19)
n=1
It is certainly not obvious from the equations, but for very small t the solution approaches
that of semi-infinite linear diffusion. At short time scales, the depletion region is much
smaller than the boundary layer thickness. If t is small enough, fixing C = CR at x = d is
essentially the same as fixing C = CR at infinity. As t gets larger and the depletion region
approaches the edge of the boundary layer, the concentration profile limits to a straight line
from x = 0 to x = d with slope CRId. Unlike semi-infinite linear diffusion, the flux does
not drop to zero. As before, one can use Fick's first law to calculate the current:
nFADCR [-2,,2D t(
i~t) d 1+ 2 e -- d (2.20)
n=1
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Current vs Time for Linear Diffusion
Concentration profiles and the resulting current are plotted in Figure 2-5.
Concentration Profiles for Finite Diffusion Current vs Time for Finite Diffusion
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Figure 2-5: Concentration and current profiles for finite linear diffusion
Another interesting case is semi-infinite spherical diffusion. In this model, the electrode
is spherically symmetric and surrounded by an infinite expanse of electrolyte. All diffusion
is radial in direction, so using a hemisphere instead of a sphere simply changes the area and
does not affect the boundary conditions. A hemispherical electrode is depicted in Figure 4-
3. Because of symmetry, it is most natural to solve the problem in spherical coordinates.
In this coordinate system, the diffusion equation becomes:
aC [a2C 2 aC]
- =D + 0 (2.21)
Ot [r2 r orJ
The boundary conditions are similar to those for semi-infinite linear diffusion:
C - CR as r - oo for all t (far from the surface)
C = 0 at r = ro for all t (at the surface) (2.22)
C = CR at t = 0 for all r (initial condition)
The problem can be solved using the substitution u(r, t) = rC(r, t), which converts the
spherical diffusion equation into the linear diffusion equation. Solving yields:
C(r, t) = CR 1 - erfc r - 2] (2.23)
1 r (2(Dt)1/2)
The concentration profile over time can be seen in the left half of Figure 2-6. Solving for
the current as before gives:
i(t) = nFADCR -/ - (2.24)
[(7rDt)/ 2 r
which is simply the current for semi-infininte linear diffusion plus a constant term. Because
of this constant term, the current in spherical diffusion does not limit to zero. It instead
approaches a nonzero steady state current that is dependent on the electrode radius and the
diffusion constant. This can be seen in the right half of Figure 2-6. Intuitively, it is quite
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reasonable that a hemispherical electrode would behave so much differently than a planar
electrode. As the thickness of the depletion layer increases, so does the surface area of its
outer edge. As time goes on, a larger and larger area can supply reactant to the surface.
With a planar electrode, the area never increases. Another relevant observation is that a
hemispherical electrode has a finite surface area drawing in reactant from a semi-infinite
volume of electrolyte. Assuming the same electrolyte geometry, a planar electrode has an
infinite surface area drawing in reactant.
Concentration Profiles for Hemispherical Diffusion Current vs Time for Hemispherical Diffusion
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Figure 2-6: Concentration and current profiles for hemispherical diffusion
Disk electrodes like those used in our arrays are another common geometry that does
not limit to zero current. It is hard to solve the diffusion equation explicitly for a disk
electrode. Intuitively one would expect them to behave like a planar electrode at small
time scales, since the depletion region will be thin compared to the critical dimensions of
the electrode. At longer time scales the disk behaves like a hemispherical electrode and
reaches a steady state. Unlike planar and hemispherical electrodes, the flux to a disk
electrode is not uniform across its surface. The regions at the edge of the electrode have
good access to the surrounding electrolyte and can pull in more reactant than the center.
This manifests itself in a steady state current that is smaller by a factor of 2/7r than the
current for a hemisphere of the same radius [31, 32]. These limiting behaviors have been
verified experimentally by a number of authors [33, 34].
Warburg Impedance
The Warburg impedance can also be derived from the equation for linear diffusion. Instead
of using a boundary condition of C = 0 at the electrode surface, one assumes that the
concentration varies sinusoidally about some bulk concentration. This variation in con-
centration is assumed to be proportional to a sinusoidally varying applied potential. For
simplicity, one usually deals with the deviation from bulk concentration rather than the
actual concentration. This simplifies the boundary conditions but otherwise does not affect
the problem. We are concerned with the steady state behavior, so the initial conditions are
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not needed. The new boundary conditions are given by:
C -+ 0 as x -+ oc for all t (far from the surface) (2.25)C = cos(wt) at x = 0 for all t (at the surface)
Obviously, this is greatly simplified from the actual situation. First, the concentration is
not a linear function of the applied potential as is assumed here. The linear approxiamtion
is only valid for very small signal perturbations. Second, we are only dealing with the
concentration of one species, not both of them concurrently as we really should. Third,
the rate constant for the chemical reaction is assumed to be infinite so that mass transport
is the only limitation to the current. More complete derivations are fairly complicated
and best left to the references [26, p.377]. However, the solution of this model is fairly
straightforward. Solving the differential equation gives:
C(x, t) = Re {eiwt e- V } (2.26)
Concentration profile near the surface of the electrode are shown for several time points in
Figure 2-7. The plotted profiles assume a diffusion constant of 10-5 cm 2 /s and a perturba-
tion frequency of 100 Hz. It is clear from the figure that the change in concentration would
not extend very far into the electrolyte at typical neural stimulation frequencies. Once the
concentration profile is known, Fick's first law can be applied to find the flux at x = 0:
J(0, t) = -D C = Re jwD ewt} = wD cos(wt + 7r/4) (2.27)
Ox x=0
Lumping together all of the appropriate proportionality constants gives an impedance of:
E #_ /3 _ / 1
Z = - 0A - F D (2.28)I nF AJ nF A VjwD
where / is a constant relating the potential to the surface concentration E = /C. It can
be found by linearizing the appropriate thermodynamic and kinetic equations.
Interestingly, the Warburg impedance also corresponds to the driving point impedance
of an infinite RC transmission line. The differential equation describing this type of trans-
mission line actually works out be the same as the diffusion equation. A simple way to
derive the Warburg impedance is to consider a semi-infinite network of resistance and ca-
pacitance elements elements like that shown in Figure 2-8. The impedance of such a line is
described by:
1 Rdx+Z
Z = ||(Rdx + Z ) =d (2.29)jwCdx 1 + jwCZdx + jwRCdx2
Solving for Z and letting dx -+ 0 gives:
R
Z = (2.30)jwC
which has the same form as the Warburg impedance.
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2.3 Randles Model
Electrode models have changed relatively little over the past fifty years. Many models that
were first proposed in the early part of the twentieth century are still in use today [35, 36].
The most important of these is the Randles model. In 1947, J. E. B. Randles proposed
a relatively simple model that combined several previously described behaviors into a co-
herent whole [37]. His paper focused on the mathematical modeling of mass transport and
chemical reaction rates. He then built a system to measure the impedance of various mer-
cury amalgam electrodes. The technique was in fact an early example of electrochemical
impedance spectroscopy (EIS), which will be described in more detail later. He predicted
mathematically and found experimentally that the small signal impedance was well de-
scribed by the model shown in Figure 2-9. The model includes a series resistance (R,),
double layer capacitance (Cdl), charge transfer resistance (Rat), and Warburg impedance
(Z,). The original Randles model and several variations are still commonly used to model
electrode impedance, corrosion processes, and coating failure.
Rct
Cd 1i
Iw zw
RS
Figure 2-9: Randles circuit model for electrode behavior
2.3.1 Model Elements
Each element in the Randles model represents a different electrode process or set of pro-
cesses. The series resistance (R,) comes from the passage of current through resistive
materials, including the wires running to the electrode, the metal in the electrode, and the
electrolyte. The total resistance can be considered a series sum of the wiring resistance
(R,), the spreading resistance (Rspr) through the electrolyte, and other resistive terms. In
electrochemical literature, the series resistance is often called the uncompensated resistance
(Rn). The name comes from attempts to compensate for the resistance in controlled poten-
tial experiments. Whenever a current is flowing, the voltage drop across the series resistance
will significantly distort the applied potential. Detailed models for the series resistance and
its various components will be developed in Chapter 4.
The double layer capacitance (Cdl) represents the buildup of charge at the electrode-
electrolyte interface. Charge builds up at the interface because metals and electrolytes have
incompatible charge carriers. Current flows through the metal as electrons and through
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the electrolyte as ions. Under normal conditions, electrons cannot flow directly into the
electrolyte and ions cannot flow into the metal. Current can only cross the interface through
chemical reactions. However, the magnitude of this current is limited by chemical reaction
rates and mass transport. If excess current is applied, charge builds up at the interface
and shifts the potential to a more extreme value. The double layer capacitance relates the
observed potential excursion to the amount of built-up charge. The surface of the electrode
becomes charged by gaining or losing electrons. The charge on the metal is then balanced
by the rearrangement of ion concentrations in the nearby electrolyte. The true nature of
the interfacial capacitance is somewhat more complex and will be described more fully in
Chapter 5.
The charge transfer resistance (Ret) is a gross approximation of the nonlinear relation-
ship between electrode potential and chemical reactions rates. Considering the reaction
thermodynamics and kinetics described in the previous section, it is surprising that the
approximation is ever useful. In reality, representing charge transfer as a linear resistor is
only valid for very small signal experiments where the charge transfer resistance is treated
as an incremental quantity around some current or potential bias. In the simplest case, it
can be considered a linearization of the Butler-Volmer equation. Even under very restrictive
conditions, representing charge transfer in this manner is problematic due to mass transport
effects and the sensitivity of reaction rates to temperature, pH, and other factors. Some
of the most basic theoretical background and simplest models for charge transfer processes
were described earlier. Additional information will appear in several places throughout the
thesis, but future work must be done to consider these effects in more depth.
The Warburg impedance (Z,) represents the effect of mass transport on the rate of
charge transfer. Reactants must diffuse to the electrode surface before they can react. For
slow reactions, mass transport is less of an issue, but fast reactions quickly become limited by
the flow of reactants. As seen earlier, the Warburg impedance can be derived by assuming a
sinusoidally varying flux at the electrode surface and solving for semi-infinite linear diffusion.
More complete derivations are also possible, but not included here. The Warburg impedance
is an important theoretical result, but only applies under limited experimental conditions.
As mentioned earlier, similar models have been derived to handle other electrode geometries
and the presence of convection.
2.3.2 Low Frequency Behavior
The Randles model can be simplified under certain experimental conditions. If the electrode
is operated in a limited frequency range or in the right environment, it is possible to ignore
one or more model elements without losing accuracy. At low enough frequencies, the double
layer capacitance drops out of the model and is replaced by an open circuit. The reason
for this is straightforward. The impedance of a capacitor increases with 1/w, while the
Warburg impedance increases with 1/w 1 /2 . Below some point, CdI is effectively an open
circuit compared to Z, and Rt leaving the model shown in Figure 2-10.
2.3.3 High Frequency Behavior
At high enough frequencies, the Warburg impedance can be dropped from the model and
replaced by a short circuit. Above some point, mass transport limitations become negligible
compared to the charge transfer resistance, leaving the simple model shown in Figure 2-11.
Most waveforms for retinal stimulation have a primary frequency of around 1 kHz. For
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Figure 2-10: Low frequency limit for Randles model
the electrodes used in this thesis, 1 kHz falls closer to the high frequency limit. Under
normal operating conditions, the Warburg impedance is relatively unimportant. During a
pulse, chemical species may accumulate or deplete near the surface of the electrode, but
with biphasic pulses at normal stimulation frequencies, the current is reversed before much
can diffuse away. Thinking back to the Cottrell equation, the depletion and accumulation
regions remain quite thin and have little effect on the rate of reaction. The high frequency
Randles model is an excellent starting point for the task of electrode modeling. It is con-
ceptually simple, relevant to the waveforms of interest, and avoids the complexity of the
mass transport domain. Most of the measurement techniques in the next chapter will make
use of this simple model.
Cd I r Rct
RS
Figure 2-11: High frequency limit for Randles model
2.4 Return and Reference Electrodes
The Randles model shown in Figure 2-9 ignores an important detail, the return electrode. It
is unfortunately not possible to measure the electrical behavior of an electrode in isolation.
In an electrochemical system, electrodes serve as the interface between regions of electronic
and ionic conduction. Forming a complete circuit requires at least two electrodes, one for
current to flow into the electrolyte and another for current to flow out. Separating their
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behavior is difficult unless one of the electrodes is designed to have a simple, well known
effect on the system. Even then, the measurement will always be relative to some reference.
Electrochemists have developed techniques to get around this problem. Most electro-
chemical experiments are performed using either a two electrode or three electrode cell.
In both cases, the experiment is focused on the behavior of one electrode, known as the
working electrode. Current flows between the working electrode and the return electrode,
which is designed to be relatively inert. In a three electrode cell, a reference electrode is
included to more accurately monitor the potential of the working electrode. Figure 2-12
roughly depicts the two-electrode and three-electrode cells used in the course of this the-
sis. Three-electrode cells are controlled with a circuit called a potentiostat. These will be
discussed briefly in Chapter 3.
Return Working Reference
Two electrode cell Three electrode cell
Figure 2-12: Example of a two-electrode cell and a three-electrode cell
Return electrodes are designed to have a minimal effect on electrochemical measure-
ments. Most importantly, a return electrode must be able to source or sink a large amount
of current without a significant change in interfacial potential. A return electrode should
also have a minimal effect on the current distribution near the working electrode. These
goals are accomplished by giving the return a large surface area and placing it relatively far
away. A large surface area reduces the current density at the return's surface and makes
its interfacial capacitance so large that it can be ignored relative to the capacitance of the
working electrode. To avoid contaminating the electrolyte, the return material should be
stable, corrosion resistant, and relatively inert. Platinum meets all of these requirements
and is the most commonly used choice. Return electrodes do not need to be complicated
to work well. Most are simply a platinum strip or mesh placed directly in the electrolyte.
With proper design, the return electrode can be largely ignored when modeling the working
electrode. The models described earlier implicitly assume a large distant return of this type.
Reference electrodes are much more sophisticated than return electrodes. Whenever an
electrode is placed in an electrolyte, a built-in potential develops across the interface. The
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potential that develops is chemical in origin and depends on both the electrode material
and the electrolyte. Reference electrodes are constructed such that the electrode is always
in contact with a standard electrolyte, typically a concentrated salt solution. The reference
electrode communicates with its environment through a porous channel that limits mixing
between the standard electrolyte and the rest of the cell. Some mixing is inevitable, but
it can be accounted for using the published flow rate for the electrode. Ideally, the porous
channel has a low electrical resistance. Reference electrodes can have widely varying flow
rates and resistances depending on how they are constructed. In any case, a reference elec-
trode is designed to have a nearly constant potential drop regardless of the electrochemical
cell it is used in. This allows for standardized potential measurements and comparisons
across experiments.
Three commonly used reference electrodes are the saturated calomel electrode (SCE),
the Ag/AgCl electrode, and the normal hydrogen electrode (NHE). Calomel electrodes con-
tain mercury and are based on the conversion between Hg and Hg2 Cl 2 . The SCE is the most
common and uses a saturated KCl electrolyte. Other variants include the saturated saline
calomel electrode (SSCE), which uses saturated NaCl, and the normal calomel electrode
(NCE), which uses 3M KCl. Like the SCE, Ag/AgC1 electrodes typically use saturated KC
or similar variants. The normal hydrogen electrode is more accurate than the other types
and is the standard reference for measuring reaction potentials in the literature. However,
it is much more cumbersome to use since it requires bubbled hydrogen gas. As a result,
most studies use either saturated calomel or Ag/AgCl electrodes. Reference electrodes have
different built-in potentials, but since they are designed to be nearly constant, it is easy
to convert between them. Figure 2-13 summarizes the relative potential drops for some
common reference electrodes. The values given are for 25'C. Correction formulas have been
developed for each electrode to adjust for other temperatures. These formulas can be found
in the reference [26].
In some cases it is not possible to use a true reference electrode. One common solution
is to use what is termed a quasireference. A quasireference is a relatively inert electrode
that has been calibrated for the environment of interest. A typical quasireference is simply
a large platinum or stainless steel electrode. One must first measure the potential of the
quasireference with respect to a true reference. This sets the offset for future potential
measurements. Assuming that the local environment stays the same, the quasireference
can then be used in a three electrode cell as though it were a reference electrode. Since any
current flow will change the interfacial potential of the quasireference, it must be kept open-
circuited as with a normal reference electrode. This approach does of course have many
problems, an important one being drift over the course of a long experiment. This can be
particularly problematic in a biological environment, since slow cellular and biochemical
changes may occur near an implanted electrode.
vs NCE vs SCE vs SSCE vs Ag/AgCl vs NHE
NCE 0 +0.0389 +0.044 +0.083 +0.2801
SCE -0.0389 0 +0.0052 +0.044 +0.2412
SSCE -0.044 -0.0052 0 +0.039 +0.2360
Ag/AgCl -0.083 -0.044 -0.039 0 +0.197
NHE -0.2801 -0.2412 -0.2360 -0.197 0
Figure 2-13: Potential differences at 25'C for several common reference electrodes
37
A more complete model for a three electrode cell is shown in Figure 2-14. The model has
terms for all three electrodes and includes voltage sources to represent the built in potentials.
Quantitative measurements of these potentials are often quite difficult. Most importantly,
interfacial potentials cannot be measured in isolation. The best one can do is measure
the open circuit potential (OCP) between the working electrode and a suitable reference.
Complicating matters is the fact that the observed potential can change dramatically if
there is any current. It also tends to drift by a considerable margin.
Information about the open circuit potential should, however, be collected in order to
help choose appropriate bias voltages for measurement and stimulation. With stimulating
electrodes, the open circuit potential defines the natural resting point of the electrodes.
Holding the potential away from this value will lead to net current flow and increased
chemical reaction. The model shown in Figure 2-14 is much too cumbersome to use explic-
itly. Preliminary tests have shown that the effect of the return and reference electrodes is
small, but their existence should always be kept in mind when interpreting the experimental
results.
Working Electrode
Rd
W z R
R, Cd
~ Rs
-------- -------- 
- v'C
R Zw Rct
W Zw Reference Electrode
Cd
Rct
Return Electrode
Figure 2-14: Extended Randles model with return and reference electrodes
2.5 Stimulation Waveforms
In order to make reasonable judgements about electrode performance, one must understand
how they will be used. Neural stimulation waveforms come in many different forms, but
most often they involve square current pulses [38]. Voltage waveforms can give better
control over the electrochemistry of the electrode and what reactions occur, but the degree
of this control is limited since most stimulation is done without a proper reference electrode.
Using a true reference electrode is unfeasible for most implants. As previously mentioned,
the best option is to use a quasireference, a relatively inert electrode that has been carefully
calibrated in its environment using a true reference. Current control is typically favored
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for stimulation since it is the movement of ions near the neuron that causes it to fire. The
movement of ions is directly related to the net flow of current, so controlling the current
tends to result in effective and reliable stimulation. Current control also has the benefit of
directly specifying the net charge delivered to the tissue. This allows one to better control
the overall amount of oxidation and reduction of the electrode material and the surrounding
electrolyte.
However, this type of stimulation is not without its problems. If the current waveform
has even the smallest DC component, charge will start building up at the electrode interface.
Eventually, an equilibrium potential will be reached where the DC current is countered by
charge transfer reactions across the interface. A net DC current therefore corresponds to net
charge transfer into the electrolyte. This is almost never desirable since unreversed chemical
changes can degrade the electrode or produce toxic products. Chemical reactions occur even
with perfectly balanced pulses, but overall as much charge is removed from the electrolyte
as delivered to it. The hope with balanced waveforms is that any chemical reaction that
does occur will later be reversed. Unfortunately, this cannot be guaranteed. Charge transfer
from totally different reactions can sum to zero without any reaction actually being reversed.
Despite this, balanced waveforms are still a worthwhile goal. With net DC current, some
degree of unreversed reaction is guaranteed.
Several different techniques have been developed to balance current waveforms. The
simplest idea is to use a waveform designed with zero DC current. The idea was first
proposed by Lilly in 1955 as a means of improving the safety of neural stimulation [39].
Lilly's stimulator differentiated a triangle wave to generate well-balanced square current
pulses. Today, computer controlled or stand alone programmable stimulators with charge
balancing circuits are more common. There are many ways to design a pulse with zero DC
current. Several popular waveforms are shown in Figure 2-15. The appropriateness of a
given waveform depends on the type of electrode, the environment, and the tissue being
stimulated [40]. The most popular general purpose waveform is the symmetric biphasic
current pulse. Waveforms A, B, and C in the figure are cathodic-first, anodic-first, and
cathodic-first with delay variants. The stimulation pulses can also be asymmetric as shown
in D and E. Some types of electrodes are more efficient when slowly brought to a certain
potential region before the active pulse. Materials like iridium oxide can deliver charge more
easily when biased slightly positive. Other electrode materials like tantalum oxide can be
damaged if brought to a negative potential, just like a polarized capacitor. Waveform E
would be good for these types of electrodes. The charge in the waveform can also be
balanced passively by including a series capacitor [38]. The resulting current waveform is
marked as F in the figure. The design of stimulation waveforms is still an active area of
research, but for the purposes of this thesis we will deal mainly with symmetric biphasic
pulses.
Neural stimulation studies have shown that for biphasic waveforms, cathodic-first (neg-
ative first) pulses tend to be more effective than anodic-first (positive first) pulses [38].
Stimulation is also more effective if the electrode is biased slightly positive before the initial
pulse. This is partially due to the chemistry of the electrodes, as will be seen in Section 3.3.2.
There may also be physiological reasons.
Pulse frequency depends on the application. For brain stimulation, the pulse frequency
can be fairly high. For retinal stimulation, the pulse frequency of electrical stimulation
needs to be around 50 Hz for reasonably smooth and flicker-free visual perception. This
is about twice the frequency needed for optical fusion in normal vision. Frequencies much
beyond 50 Hz would provide little additional benefit and dramatically increase both power
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Figure 2-15: Common stimulation waveforms
consumption and stress on the neural tissue. Despite the flickering, it is likely that implants
will operate significantly below this frequency for power and safety reasons.
The duration of each pulse is typically around 0.1 to 4 msec. Stimulation thresholds
are roughly based on total delivered charge [9, 10]. Shorter pulses require higher current
levels and if too short are less effective at causing distant neurons to fire [41]. Longer pulses
require smaller current levels, but if too long are more likely to degrade the electrode, cause
unwanted chemical reactions, or damage the neurons by overstimulation. The pulse length
will likely need to be optimized for each implant design and perhaps individually for each
patient. Advanced stimulators may even allow each electrode to be adjusted separately. In
this thesis, most measurements and design arguments will assume a pulse length of around
1 msec. From acute human trials in the past, this seems to be a reasonable choice.
The magnitude of the current pulse is also quite variable. For our electrodes, it can
range between 0.05 and 1 mAmp depending on electrode placement, the degree of retinal
deterioration, electrode geometry, and a host of other factors [9, 10]. Any effective implant
would need provisions for fine adjustments to this parameter, at least globally and preferably
for individual electrodes. More information about stimulation thresholds will be presented
later.
A final parameter is the inter-pulse duration, the length of time between the initial
and reverse pulses. The duration is usually fairly short and often zero, typically ranging
from 0 to 200 psec. Studies have shown that it may affect the efficiency of stimulation
and the degree of neural fatigue, but these effects vary widely depending on the type of
tissue being stimulated [42]. Most often it is just used to better separate the two pulses
for measurement purposes. All of the previously described stimulation parameters are
summarized in Figure 2-16.
Despite its effectiveness, current controlled stimulation is difficult in an implant. Current
sources tend to consume a lot of power and often require complex circuitry or a large supply
voltage to provide a stable current under variable loads. Power and space are both at a
premium for a retinal implant, so a voltage controlled scheme will likely be used instead.
Others in the research group are currently working on possible designs for such a stimulator.
It is too early to make any definite claims, but one goal is to approximate the effects of
a biphasic current pulse. It is not yet known how well or under what conditions this
approximation will hold. For simplicity, biphasic current pulses will be used throughout
this thesis. They are computationally convenient, widely studied, and hopefully similar to
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Figure 2-16: Typical parameters for biphasic current pulse stimulation
the waveforms that will eventually be used.
2.6 Desired Electrode Properties
The ideal stimulatory electrode is safe, effective, and efficient. By safe, we mean that it
causes little or no damage to the surrounding tissue and has no adverse effects on the patient
in general. By effective, we mean that the electrode can elicit a response from the intended
neural tissue in a reliable and specific manner. And by efficient, we mean that the electrode
requires minimal power and a low supply voltage under normal operation. One can and
should begin thinking about how to achieve these design goals as soon as an appropriate
model is available. Even though the Randles model is only an initial guess and does not
account for all of the observed electrode behaviors, it is a valuable exercise to consider the
ideal design for a Randles model electrode.
2.6.1 Safety
Safety overrides any other concern when designing a medical device. An efficient, effective
prosthetic is totally useless if it causes even moderate harm to the patient. Safety is an even
greater concern when the implant is intended for near constant use over a period of many
years. It is relatively easy to test for acute damage, but a long term prosthetic may cause
chronic damage that is slow, subtle, and hard to detect. Given enough time, a once safe
prosthetic may also deteriorate and fail catastrophically. This is a serious issue for passive
prosthetics like artificial joints and heart valve replacements. Active prosthetics with power
supplies, control circuitry, and energy transducing systems are even more likely to suffer
from such problems.
It is beyond the scope of this thesis to address all of the possible safety concerns with
retinal stimulatory electrodes. The study of electrode-induced neural damage is practically
a field in itself. A great deal of work has been done to model the extent of neural damage,
the conditions that cause it, and how it may be prevented. This thesis will only attempt to
summarize a few of the most important principles and show how they relate to the design
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of our electrodes. Generally speaking, electrodes may cause damage chemically, electrically,
or physiologically. Each of these will be discussed in the sections below.
Chemical Damage Sources
Chemical damage can result from toxic electrode materials, electrogenerated stimulation
byproducts, or large local pH changes. The electrode material must be biocompatible in
both its original state and any modified form it may take under stimulation. A number
of comprehensive studies have been made in this area. Results have shown that iridium,
gold, platinum, and a number of other metals can be used very safely from a chemical and
biological standpoint [38, 43, 44, 45, 46, 47]. With proper electrode design and stimulation
protocols, corrosion and metal dissolution are minimal [48]. Despite this, dissolved metal
and metal particles can be detected near an electrode after stimulation or even without
stimulation.
Even if the electrode material is safe, it may still produce toxic byproducts by electro-
chemically modifying components of the electrolyte. All electrodes involve some degree of
chemical reaction. Even capacitive electrodes have leakage processes and nonideal behavior.
As mentioned earlier, electrochemical reaction rates are controlled by the interfacial poten-
tial. At high potentials, materials in the electrolyte tend to be oxidized (losing electrons),
since electron transfer to the metal is favored. At low potentials, materials in the electrolyte
tend to be reduced (gaining electrons), since the opposite is favored. In a complex biological
electrolyte, there are many materials that could possibly undergo toxic modification. Even
in simple electrolytes like salt water it is possible to produce dissolved hydrogen, oxygen,
or chlorine gas. Under strong enough stimulation, the gas concentrations can even saturate
and form bubbles. Similar electrochemical processes can also result in large, potentially
harmful local pH changes [49, 50].
Toxic byproducts and pH changes can be minimized by carefully controlling the interfa-
cial potential of the stimulating electrode. A good general principle is to bias the electrode
at a potential with reversible chemical activity, use biphasic stimulation waveforms as de-
scribed earlier, and most relevant to this thesis, design the electrode for minimal voltage
excursions. Appropriate bias points can be found by analyzing the cyclic voltammogram
of the electrode. This will be discussed in the section on cyclic voltammetry. Given the
Randles model, the most obvious way to minimize voltage excursions is to maximize the
double layer capacitance. A more subtle idea is to use an electrode with a small charge
transfer resistance. A low charge transfer resistance does of course correspond to rapid
chemical reactions, but if the reactions are safe and reversible, they can be used to keep the
potential from straying into more dangerous regions. Of course, identifying an appropriate
potential region and staying in that region can be a challenge in itself. Using a resistive
electrode is also less desirable for other reasons that will be mentioned shortly.
Electrical Damage Sources
Damage can also be caused electrically through Ohmic heating [51]. Given the low voltages
and current levels expected for a retinal prosthesis, other forms of electrical damage such
as electroporation or arcing would be unlikely. Heat is generated whenever current flows
through a resistive medium. For a constant current, the rate of heat generation is pro-
portional to the resistance. Looking at the Randles model, the best way to reduce Ohmic
heating would be to minimize the series resistance. Heat may also be generated as a byprod-
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uct of chemical reactions. In the Randles model, this is very roughly accounted for through
the charge transfer resistance. Because of the double layer capacitance, the heat dissipated
in the charge transfer resistance depends on the frequency of stimulation. Ohmic heating
through charge transfer tends to limit to zero for both high and low Ret. With a high Ret,
most of the current goes into the double layer capacitance. With a low Rct, less power is
burned for a given current since the resistance is small. Though power dissipation can be
minimized either way, it is usually best to maximize Rct rather than minimize it.
Ohmic heating is a serious concern for retinal prostheses. A useful retinal prosthesis
requires many closely spaced electrodes, since each corresponds to what is essentially a
single pixel in the user's field of view. Each of the electrodes will be a source of heat and
possible damage. The anatomy of the retina also makes it difficult to place electrodes in
close proximity to the neurons. Numerous studies have shown that stimulation thresholds
increase rapidly with the separation distance. As a result, epiretinal prostheses require high
levels of current to function properly. Cochlear implants have a similar problem with wide
separation distances, but get around the heat problem by using fairly large electrodes and
fewer of them. This is a less viable option for a retinal prosthesis.
Nonuniform current density is also an issue. Even if the overall level of heating is low,
local hot spots may develop in regions of the electrode where current is concentrated. Serious
burns have resulted from this effect with the dispersive electrodes used in electrosurgery
[52, 53]. Nonuniform current density will play an important role in this thesis. The Randles
model does not address the issue directly, so the topic will be discussed in Chapters 4 and 5.
Physiological Damage Sources
Though chemical and electrical damage are very real concerns, studies have shown that
most neural stimulation damage is the result of physiological processes. Most important is
neuron death due to overstimulation. In a series of papers by Agnew and McCreery, it was
shown that the degree of neural damage was directly related to stimulation parameters like
the charge density and charge per phase [54, 55, 56, 57]. The electrode material and other
factors that would influence the chemical behavior seemed to have almost no effect. The
damage was nearly the same even when using completely capacitive electrodes with almost
no chemical activity. This type of damage can only be minimized by properly designing
stimulation waveforms and duty cycles. In terms of electrode design, little can be done.
Other physiological concerns include cellular adhesion or growth on the electrode surface
and mechanical damage to the tissue. Cellular adhesion can have either positive or negative
effects. Cellular adhesion can reduce the separation distance between the electrode and its
target neurons, but it can also block the electrode with highly resistive organic material
[58]. Once again, this is a design issue that is not addressed by the Randles model. Mate-
rial choices and possible surface modifications will be discussed briefly in the final chapter.
Mechanical damage comes in many forms and is generally to be avoided, but some contro-
versial results suggest that a limited degree of damage can actually improve the function
of diseased retina by stimulating regrowth and repair. The topic of mechanical damage is
more relevant in discussions of overall implant design and will not be covered in this thesis.
2.6.2 Effectiveness
An effective prosthesis must elicit a reliable and controlled response from the target neural
tissue. As mentioned earlier, a retinal implant requires an array of many closely spaced
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electrodes. The retina itself is arranged spatially. Ideally, each electrode would correspond
to a small known region of the visual vield. Previous work by this research group and others
has attempted to map this correspondence and explain the visual perceptions resulting from
localized electrical stimulation. Generally, one wishes to stimulate one or a few nearby cell
bodies and avoid stimulating axons. Since the axons carry signals across the retinal surface,
axonal stimulation in even a small area often results in a large diffuse visual perception that
fans out to the periphery from the point of stimulation [9, 10]. For more precise control
over visual perceptions, it is also desirable to stimulate as few cell bodies as possible with
each electrode.
As a general goal, we would like to use a dense array with as many small electrodes
as possible. Such an array would be superior in terms of overall visual resolution, neuron
specificity, and flexibility of stimulation patterns. Unfortunately, this ideal is limited by a
number of technological challenges, including control system design, wire placement, power
consumption, and the scaling of stimulation thresholds. The first two challenges are beyond
the scope of this thesis, but must be addressed before building even the simplest retinal
prosthesis.
The thresholds for retinal stimulation have been investigated in both human and animal
trials [5, 9, 10]. Data is limited since such trials are both difficult and time consuming. It
is impossible to simply ask an animal what it sees, so animal trials must gauge success by
measuring neural firing. Human trials have the opposite problem and must be carefully
designed to provide objective data, an important detail that has been grossly overlooked
by some researchers in the field. Until very recently, human trials have all been acute,
since no one had yet built a chronically implantable prosthesis. Acute tests done by our
research group several years ago demonstrated that current thresholds for visual perception
did not vary significantly over the range of electrode sizes tested [10]. These thresholds are
summarized in Figure 2-17. For the same level of stimulation, a small electrode requires
a higher overall current density than a large electrode. This has a number of important
implications for both safety and efficiency, limiting how small the electrodes can be made.
Stimulation Thresholds vs Pulse Duration
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Figure 2-17: Current levels needed for visual perception in acute human trials
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2.6.3 Efficiency
Providing and distributing power is a key limitation to designing a successful retinal pros-
thesis. The power consumption of a single electrode is relatively small, even if that electrode
is grossly inefficient. A reasonable estimate is around 60 [W for a typical electrode used
in retinal stimulation. Providing power to a single electrode is fairly easy. Providing power
to a simple 8x8 array is more of a challenge. Providing power to an advanced prosthesis
with a 100x100 array of electrodes would be nearly impossible unless the electrodes are ex-
tremely efficient. Electrodes can be made more efficient by reducing stimulation thresholds,
designing the electrodes for minimal power dissipation, and implementing energy recovery
schemes. Stimulation thresholds were discussed in the previous section. This section will
cover the remaining topics.
Power Dissipation
The power dissipated by an electrode is equivalent to the rate of Ohmic heating described
earlier. Energy from the electrical system is converted into heat by dissipative elements
like the series resistance. For all intents and purposes this energy is lost and unrecoverable.
Extracting energy from the resulting temperature gradient is far too complicated and in-
efficient to be useful in this application. The instantaneous power dissipation is described
by P = RI 2 . As with Ohmic heating, the best way to reduce the power dissipation for a
Randles model electrode is to reduce either the series resistance, the stimulation current,
or the duty cycle of the stimulation. Adjusting the stimulation waveform for low power
dissipation is complicated by the need for effective stimulation. Finding an optimal balance
between these goals will require extensive testing in either animal models or human trials.
The series resistance is much easier to deal with, since it is a property of the electrode and
presumably has little effect on how well the neurons are stimulated. Models for the series
resistance and possible means to adjust it will be developed in Chapter 4.
Power Recovery
Power recovery from stimulating electrodes is an interesting topic that is currently being
investigated by others in the research group. During stimulation, energy is stored in the
double layer capacitance. In many stimulation schemes, this energy is allowed to dissipate
through natural leakage currents or by shorting the electrode. In certain cases, however,
it may be possible to recover some of this energy back into the power supply or use one
electrode to charge another. It is not yet known whether the added complexity of such a
system will yield a net reduction in power consumption.
Regardless, one can think about what electrodes would work well in such a system. Most
importantly, the electrodes would need to be almost purely capacitive. The charge transfer
resistance should therefore be maximized to avoid losing energy stored in the double layer
capacitance. The series resistance should be minimized so that more of the total voltage is
across the capacitor. If the series resistance is too large, the power supply voltage will be
high compared to the voltage across the capacitor. This voltage difference can make it hard
or impossible to recover any energy. The design choices suggested by these considerations
mesh well with previous results.
Choosing an optimal capacitance is a trickier issue. Stimulation thresholds are often
based on the total amount of charge delivered to the tissue. Delivering charge through an
electrode requires energy. Some of this energy is lost immediately in the series resistance,
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but some is stored in the capacitance. The stored energy is equal to Q2 /2CdI, where Q
is the total delivered charge. For a given amount of charge, a small capacitor stores more
energy than a large capacitor. As described earlier, the charge delivered to an electrode
must later be removed to balance the stimulation waveform. If the electrode is simply
shorted to ground, all of the stored energy will be dissipated through the series resistance.
One possible way to recover some of this energy is to short the charged electrode to an
uncharged electrode that is about to undergo a stimulation pulse. If the capacitances are
equal, half of the charge will end up on each electrode. Since the energy is proportional to
Q2, each electrode will then hold one quarter of the original energy. The other half of the
original energy is dissipated in the resistance path between the two electrodes. Since it is
already partially charged, the second electrode will therefore need only three quarters as
much energy to charge the rest of the way. This corresponds to a net energy recovery of
25%. The charge remaining on the first electrode could perhaps be used to partially charge
another electrode, but the returns diminish rapidly in successive steps.
Aside from the complexity of the control system and switching network needed in this
type of scheme, the biggest problem is the time constant of the charge transfer. For two
equal capacitances C, each with a series resistance R, the overall time constant is equal
to (2R)(C/2) = RC. If the time constant is too long, it may not be possible to transfer
the charge fast enough between stimulation pulses. The pulse frequency therefore places
an upper bound on the product of R and C. Obviously, neither can be too big for this
type of power recovery to work. One would like the smallest R and C possible, since this
corresponds to the fastest charge transfer. If one would like slower charge transfer, it is
easy to add an extra series resistor. Speeding it up is not possible without redesigning the
electrodes.
Given the above arguments, it is tempting to think that the capacitance should therefore
be minimized. However, an electrode with a small capacitance requires more energy to
charge. Some of this excess energy can later be recovered, but its best to avoid using it in
the first place. A small capacitance will in fact hurt, since more energy will be lost through
chemical reactions and inefficiencies in energy recovery. Power recovery is easier with a
small capacitance, but this does not change the fact that a large capacitance is more power
efficient overall. One does not need to recover energy that one has not used.
Supply Voltage
In general, power supplies are more efficient and easier to build when they operate at low
voltages. This is especially true when a small RF coil is the only source of power. Low
voltage devices are also much safer and less likely to fail catastrophically. As a result, the
electrodes should be designed to operate with the lowest possible supply voltage. As before,
this corresponds to a small series resistance and large capacitance. A small series resistance
will have a smaller voltage drop and a large capacitance will have a smaller voltage excursion
for a given current pulse.
2.6.4 Summary
In summary, it is possible to begin thinking about electrode design as soon as a reason-
able circuit model is available. The high frequency Randles model serves quite well for
this purpose. In terms of safety, we would like an electrode with a high capacitance, low
series resistance, and in most cases a high charge transfer resistance. This should minimize
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potentially dangerous chemical reactions, reduce overall heating, help prevent burns, and
maintain electrode stability. Efficiency is also improved with a high capacitance, low series
resistance, and high charge transfer resistance. The benefits include smaller supply volt-
ages and less power consumption. In terms of effectiveness, we would like small electrodes
with well defined current distributions. As will be seen later, small electrodes unfortunately
tend to have a higher series resistance and smaller capacitance than large electrodes. An
important design challenge will be to make small electrodes that have the desired capaci-
tance and series resistance. The previously discussed design considerations are summarized
in Figure 2-18 below. The starred lines are those where the Randles model has either no
direct effect or an unknown effect on the property of interest.
Safety: Chemical byproducts * large large large
Ohmic heating small large large large
Overstimulation * * * *
Efficiency: Power dissipation small large large large
Power recovery small small large *
Supply voltage small large large large
Effectiveness: Resolution * * * small
Flexibility * * * small
Figure 2-18: Ideal Randles model electrode design
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Chapter 3
Experimental Methods
The second part of this thesis is to find experimental values for the model elements described
in the previous chapter. Without such data, it is impossible to answer any of our primary
questions, make informed refinements to the overall model, or determine the effects of
electrode geometry and materials. Thankfully, a number of electrochemical techniques are
available to calculate these experimental values. Electrochemical measurements tend to
be highly sensitive to experimental conditions and electrode fabrication procedures. The
purpose of this chapter is to describe the electrodes, equipment, and analysis techniques
used in the thesis so that the data presented later will be useful to others.
3.1 Microfabricated Electrode Arrays
Two different array designs were used over the course of the thesis. The first arrays were
designed and fabricated for use in acute human trials [10]. As a result, they lacked a
number of important features for electrode modeling. Though they proved a useful start,
their original purpose was strongly reflected in the design. A new electrode array was
eventually made specifically for use in this thesis. Most of the results that will be presented
in subsequent chapters were collected using these updated arrays. This section includes a
brief discussion of electrode materials, an overview of the array fabrication process, and
detailed descriptions of both array designs. Following this are protocols for the electrode
surface modifications performed.
Stimulatory electrodes can be made from many different materials, most of which are
metals or metal oxides. Electrode materials can be grouped into several distinct categories.
One such class includes noble metals like gold and platinum, as well as other corrosion
resistant metals like stainless steel. Electrodes made from these materials are biocompatible,
very stable, and display relatively simple electrochemical behavior. Their main drawback
is that they tend to have a relatively small maximum charge capacity. Electrodes can
also be made from valve metals like tantalum, titanium, or aluminum. Valve metals form
rectifying oxide layers with a high dielectric constant and large positive breakdown voltage.
Unfortunately, the oxide films become unstable and break down when negatively biased.
This is why electrolytic capacitors only function when properly polarized. Tantalum is the
most effective valve metal for stimulation purposes [59, 60]. It is biocompatible, almost
purely capacitive, and has a much higher charge capacity than gold or platinum. The
capacitance can be increased by making the surface rough and porous, but this is less
effective at high frequencies due to transmission line behavior in the pores. A third class
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of materials includes iridium oxide and several other related but less effective materials.
Metal centers in the oxide can undergo reversible redox reactions, storing charge and greatly
increasing the effective capacitance. The overall charge capacity of iridium oxide is even
greater than that of tantalum. Iridium oxide is also biocompatible and relatively stable,
making it one of the most popular materials for neural stimulatory electrodes [38, 61, 62, 631.
This thesis will only investigate gold, platinum, and iridium oxide electrodes, but other
possibilities will be mentioned briefly in Chapter 6.
3.1.1 Fabrication Process
The electrode arrays used in this thesis were fabricated by Dr. Doug Shire at Cornell
University. Both array types were produced using the same basic fabrication sequence. As
a result, their overall structures and cross-sections are nearly identical. Unless otherwise
noted, the process and geometry described here apply to both arrays. The arrays differ
primarily in the size, placement, and electrical connections of the electrodes, not in how
they are made. The arrays are fabricated on silicon wafers using standard equipment and
techniques. The major steps of the fabrication process are described below:
" Deposit a 200 nm sacrificial layer of silicon dioxide using a plasma enhanced chemical
vapor deposition (PECVD) system. This layer will eventually be etched away to
release the arrays from the substrate.
" Spin coat the wafer with a 4 pm thick layer of polyimide (Pyralin P12611) and fully
cure by baking in a vacuum oven at 350 C for 1 hour. Roughen the surface with an
02 plasma etch and deposit a second polyimide layer in the same manner. This forms
the 8 pm base polyimide layer.
" The metal layers are formed using a liftoff process. First pattern a 1.3 pm layer of
photoresist. Deposit a 65 nm Cr adhesion layer and 750 nm Au layer by electron beam
evaporation. For the platinum arrays, a layer of Pt is also deposited. The photresist
is then dissolved in acetone, removing the metal above it.
" Spin coat the wafer with a 2 pm layer of polyimide and cure it as before. This forms
the upper polyimide layer.
" Deposit a 200 nm masking layer of PECVD silicon dioxide. Pattern a layer of photre-
sist above it and etch with CHF 3 /0 2 plasma. The remaining oxide will protect the
polyimide below it in the subsequent etch.
" Remove any exposed polyimide with an 02 reactive ion etch (RIE). This defines the
shape of the array and opens holes for the electrodes and contact pads.
" Release the completed arrays by etching away the sacrificial oxide layers in 3:1 H2 0:HF.
The process sequence described above results in an array with the cross-section shown
in Figure 3-1. The diagram is not drawn to scale, but relevant dimensions are listed in
Table 3-2. The metal layers are quite thin, so extreme care must be taken during testing
to avoid overdriving and irreparably damaging the electrodes. Even a few seconds with too
high a potential or too much applied current can totally strip the metal.
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Electrode diameter
Overlap Overlap
Upper
Polyimide
Base
Polyimide
Polyimide Gold
Chromium Platinum or Iridium
Figure 3-1: Electrode array cross section, not to scale
Base polyimide 8 pm 8 pm
Upper polyimide 2 pm 2 pm
Chromium 50 nm 65 nm
Gold 100 nm 750 nm
Platinum none 35 nm
Iridium 40 nm none
Figure 3-2: Table of layer dimensions for electrode arrays
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3.1.2 Human Trial Arrays
By the time this thesis began, the Retinal Implant Project had already gone through several
generations of electrode array designs. The most recent arrays had a 4x5 grid of 400 pm
diameter electrodes interspersed with a 4x5 grid of 100 pm diameter electrodes. A typical
array can be seen in Figure 3-3. The arrangement of the electrodes is shown in the inset.
The human trial arrays were designed with a very narrow neck and electrode region. This
was done to minimize the length of the incision needed to place the array in the eye. It is
well known in eye surgery that small incisions are less likely to result in complications.
The large region at the opposite end has a grid of contact pads that can be used to
interface the array to electrical equipment. A number of custom mounting boards were
previously built for this purpose and used in all of the experiments. The boards can ac-
comodate up to a 10x10 array of electrodes, but only 40 of the contact pads are actually
needed for this array design. The mounting boards were used throughout the thesis. Also
included on the array is a long path between two extra contact pads that can be used to
help calculate the sheet resistance of the metal layers.
The human trial arrays were not ideal for electrode modeling for several reasons. First,
they only included 400 and 100 pm electrodes. While these are very useful sizes to have
for stimulation experiments, a wider range is needed for geometric modeling. It is hard
to see complex trends when there are only two data points. Second, most of the arrays
were produced with iridium electrode surfaces. A few platinum arrays were fabricated but
never used in human trials. They were not available during this thesis project. Once again,
iridium oxide is a good choice for stimulation, but proper modeling requires other materials
to be tested as well. Finally, the narrow necks resulted in narrow electrical leads running to
the electrodes. This proved to be a signifcant source of series resistance. All of these issues
were addressed in the new arrays.
3.1.3 Electrochemical Test Arrays
The electrochemical test arrays were built with the goals of this thesis in mind. Most
importantly, they were designed to cover a wider range of electrode sizes. Each array has
four groups of seven electrodes with 800, 600, 400, 300, 200, 100, and 50 pm diameters.
The arrays also include four groups of concentric electrodes with 800, 400, and 200 pm
diameters. The layout of these electrodes is shown in Figure 3-4. They also include a loop
for sheet resistance calculations like the human trial arrays.
The new arrays were made with several different surface materials including platinum,
gold, and iridium. Iridium oxide was later deposited electrochemically on some of the gold
electrodes. This allowed for comparisons to be made across material types. The relatively
simple behavior of gold and platinum electrodes also proved valuable in understanding how
and why iridium oxide electrodes are different.
The electrochemical test arrays look quite different than the human trial arrays. This
can be seen in Figure 3-4. The most obvious difference is that the array neck is much wider,
allowing for wider leads and a smaller series resistance. The electrode region is also wider,
with more space between groups of electrodes. To maintain compatibility with the mounting
hardware, the contact pad area was only changed to reflect the number and arrangement
of the electrodes.
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F
4 x 5 array of 400 urn and 100 urn electrodes
Figure 3-3: Electrode array designed for human trials
L - - - - - - -
Figure 3-4: Electrode array designed for electrochemical testing
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3.1.4 Surface Modification
Particular attention must be paid to how an electrode surface is prepared. Porosity, surface
roughness, and crystal face orientaion can have major effects on the measured capacitance
and reaction rates. With microfabricated electrodes, the surface morphology depends on
the method used to deposit the metal layers and any subsequent processing or modification
that might be performed. Care must also be taken since the measurement techniques may
themselves modify the electrode surface. Intentional surface modifications are in fact often
performed with the same equipment and waveforms used to make measurements.
Most of the experiments in this thesis focused on iridium oxide electrodes. Iridium oxide
can be prepared in many different ways. It can be sputtered onto an electrode surface dur-
ing fabrication, deposited electrochemically, produced thermally, or grown from unoxidized
iridium metal [38]. The properties of the oxide vary somewhat depending on the technique,
but all of them can be used to produce high quality stimulating electrodes. A number of
papers have been published comparing the properties of iridium oxide films generated with
each technique. Two of the above mentioned processes were used during the course of this
thesis. For the human trial arrays, iridium oxide was produced by oxidizing a thin layer of
deposited iridium metal. For the new arrays, iridium oxide was deposited electrochemically
on gold electrode sites. The protocols used for each process are described below.
Activated Iridium Oxide
High quality oxide films can be produced by cycling the potential of an iridium electrode in
an appropriate electrolyte [64, 65, 66]. In the literature, these oxide layers are often called
activated iridium oxide films (AIROF). Film growth has been studied in many different
electrolytes ranging from highly acidic to strongly basic. Research has shown that the film
grows monolayer by monolayer with each potential cycle, producing a porous, multilayered
structure. Iridium oxide films range in color from deep blue to almost black, making it
easy to tell when the iridium metal is well oxidized. Several research groups have developed
good protocols for making stable, high charge capacity films. The protocol we used was
developed at the University of Michigan [65, 66]. Slight modifications were eventually made
to better suit our electrodes. The specific protocol is as follows:
" Prepare an aqueous electrolyte of 0.3 M Na 2 HPO 4 .
" Set up a three electrode cell with a clean iridium electrode, saturated calomel reference,
and large platinum return.
" Cycle the potential of the iridium electrode between -0.8 and 0.7 Volts vs SCE using
a 0.5 Hz square wave.
" Periodically measure the charge storage capacity (CSC) as described in Section 3.3.3.
" Continue activation until the CSC reaches 30 mC/cm2 .
We found that for our electrodes, using a 0.5 Hz square wave led to uneven oxide for-
mation. Most of the oxidation seemed to occur at the edges, with little visible change in
the center. The problem was more pronounced with larger electrodes, though it was appar-
ent in smaller ones as well. With prolonged cycling, the edges would begin to deteriorate
and flake off. Later work revealed that the problem was most likely due to uneven current
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distributions. Theoretical models predict that most of the current will flow to the edge
of a disk electrode, but that the distribution should even out at longer time scales. An
improvement was seen using lower frequency square waves, but the difficulties with good
activation motivated a switch to electrodeposition. The situation could also be improved
by increasing the thickness of the iridium layer during fabrication.
Electrodeposited Iridium Oxide
Another way to produce iridium oxide films is to electrochemically deposit it from solution
onto a prepared metal surface. Oxide layers made with this technique are often called elec-
trodeposited iridium oxide films (EIROF) in the literature. Optimal deposition conditions
and techniques have been studied extensively and published by EIC Laboratories [67]. Most
of the EIROF electrodes used in this thesis were prepared using EIC equipment and guid-
ance from the staff. The protocol used for the electrodeposition is described below. More
details can be found in the cited article.
" Prepare an aqueous solution of 4 mM IrCl 4 with 40 mM oxalic acid and 340 mM
K 2 CO 3 as described in the referenced papers.
" Set up a three electrode cell with a clean gold electrode, Ag/AgC1 reference, and large
platinum return.
" Apply a triangular waveform with a 50 mV/s sweep rate to slowly cycle the potential
between 0 and 0.55 V versus Ag/AgCl. The slow triangular cycling helps establish a
stable base oxide with good adhesion to the substrate.
" Pulse the potential between the same limits with a 0.5 Hz square wave for 30 min or
until the desired charge capacity is achieved. The square pulsing is used to quickly
build up the oxide thickness.
The electrodeposition worked quite well and produced stable films with a very high
charge capacity. As with activation, the oxide seemed to form faster at the edges of the
electrodes. It would be interesting to confirm this by checking the cross section under an
electron microscope. An uneven distribution would be expected given theoretical models
for mass transport to a disk electrode. This was mentioned briefly in the previous chapter.
It was also observed that large electrodes took many more cycles to reach the target charge
capacity than small electrodes. Improvements in uniformity were seen for large electrodes
when the cycle time was increased. EIC has collected data on this from various electrodes
they have worked on, but a complete study using our arrays would be very useful.
3.2 Experimental Setup
Electrical circuits and commercial instrumentation have been developed to measure elec-
trode properties very effectively. This section describes the electrochemical cells and mea-
surement equipment that were used in the thesis.
3.2.1 Electrochemical Cells
As mentioned in Section 2.4, most electrochemical cells are either two electrode cells or
three electrode cells. Both were used in this thesis. Controlled potential experiments
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like cyclic voltammetry and electrochemical impedance spectroscopy were done using three
electrode cells, since the potential must be known accurately and reproducibly. Back voltage
measurements were done using a two electrode cell, since the intention was to measure the
voltage that would be seen by the power supply when delivering a typical current pulse for
stimulation.
All measurements were done in either 0.9% physiological saline, phosphate buffered
saline, or diluted versions of the two. A 1 cm by 3 cm platinum strip was used for the
return electrode in the two electrode cell. Similar strips were used in the three electrode
cell. Both saturated calomel and Ag/AgCl reference electrodes were used at various times.
The reference for a particular experiment will be indicated along with the data. Electrode
arrays were mounted on an interface board and suspended in the electrolyte. For some
measurements, argon gas was bubbled in the electrolyte before and during the experiment
to help remove dissolved oxygen. Individual electrodes were accessed through a panel of
switches.
3.2.2 Instrumentation
Several types of equipment are used to make electrochemical measurements. Most elec-
trochemical measurement techniques are either controlled current or controlled potential.
In controlled current techniques, a current waveform is applied to a set of electrodes and
the resulting potential waveform is recorded. In controlled potential techniques, a poten-
tial waveform is applied to the electrodes and the resulting current waveform is recorded.
Each class of technique requires a different set of equipment. Two commonly used pieces of
equipment will be mentioned in this section. The shape of the applied waveform and the
interpretation of the resulting data is what distinguishes one technique from another. Some
of these techniques will be described in later sections.
Potentiostats
Potentiostats are used in three electrode cells to control the potential of the working elec-
trode relative to a reference. Ideally, no current flows through the reference electrode, since
any significant current would change the reference potential. Current instead flows between
the working and return electrode as described previously. Many different potentiostat cir-
cuits have been developed. A simple, easy to understand example is shown in Figure 3-5.
The first half of the circuit controls the current through the return electrode such that the
potential between the reference and working electrodes is equal to Vi". The second half of
the circuit converts this current to a voltage so it can be measured more easily. With this
particular circuit, one must be careful about the sign convention of the applied potential
and which way current is flowing. It is easy to get one or both backwards. The potential
of the working electrode with respect to the reference is actually -Vi". The output voltage
measures the current flowing into the working electrode. Building a simple potentiostat
is fairly easy, but for all but the crudest measurements it is well worth using commercial
instrumentation.
Current Sources
Current sources are needed for controlled current experiments and are also used to generate
most stimulation waveforms. It is beyond the scope of this thesis to describe their design in
detail. Early in this thesis, a custom stimulator was used to generate current pulses for back
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Figure 3-5: A very simple example of a potentiostat circuit
voltage measurements. The stimulator had been built previously by Shawn Kelley for use
in the human trials. Waveform features were recorded by hand from an oscilloscope. For
faster, more precise measurements, this system was eventually replaced by a commercial
stimulator from Coulbourne Instruments and a data acquisition card. Between current
pulses, the working and return electrodes were shorted together to reduce the buildup of
charge across the interface. It would be interesting to instead apply a bias voltage between
pulses and see how this affects the results.
3.2.3 Data Acquisition and Analysis
To allow for a wide range of electrodes and electrolytes to be tested, efforts were made to
automate data collection and analysis as much as possible. These efforts were successful
overall, but the complex behavior of the electrodes sometimes made automation impractical.
Cyclic voltammograms and electrochemical impedance spectra were taken at EIC Labs
using commercial equipment and software from Gamry Instruments. A few impedance
spectra were also taken using a Solartron system in the Sadoway lab at MIT. Biphasic
pulse measurements were obtained using simple custom circuitry, a Coulbourne stimulator,
a data acquisition card and several Matlab scripts. A number of other Matlab scripts were
used to analyze and plot results from all of the experiments.
The most difficult part of most electrochemical experiments is interpreting the data.
Understanding the behavior of an electrode through the current and potential is nearly im-
possible without invoking a great deal of theory and making many simplifying assumptions.
As with most complex modeling tasks, one must assume an electrode model before data
analysis can even begin. For the purposes of this chapter, the electrode is usually assumed
to follow either the full Randles model or one of its simplified versions. Later chapters will
move away from these simple models, but for now they will be helpful in understanding the
data analysis techniques.
3.3 Cyclic Voltammetry
Cyclic voltanimetry (CV) is one of the key techniques of modern electrochemistry. Almost
every electrochemical investigation begins with a number of voltammograms. Under the
right conditions, cyclic voltammetry can be used in quantitative investigations of equilib-
rium potentials, reaction rates, and absorption processes. Often, however, cyclic voltamme-
try is used qualitatively to get a general idea of what reactions and electrode processes are
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occurring in an electrochemical system. Cyclic voltammetry has a number of other uses.
One is to measure the effective charge storage and charge transfer capabilities of an elec-
trode. Another is to deposit materials onto an electrode surface and characterize the extent
of such deposition. Repeated CV testing can also be used as a simple means of checking
electrode stability.
Cyclic voltammetry is a controlled potential technique. In its simplest form, the poten-
tial is swept back and forth between two endpoints at a slow constant rate. Typical sweep
rates are around 50 mV/sec. Typical endpoints are about -0.6 and 0.8 V vs Ag/AgCl. This
results in the application of a low-frequency, large-amplitude triangular voltage waveform
to the working electrode. A typical waveform is shown in Figure 3-6. The resulting current
is recorded and plotted against the applied potential, generating a plot like that shown in
Figure 3-7. The number of cycles that are run depends on the application and the amount
of time available.
V
Vmax- ------------------
Sweep
Rate
t
Vmin --------- ----....................-.--- ---
One complete cycle
Figure 3-6: Potential waveform used in cyclic voltammetry
3.3.1 Basic Theory
Voltammograms contain a lot of information and can look very complicated to those with-
out experience reading them. Interpreting a plot can be particularly difficult for those who
expect the behavior to fit a simple electrical model. The waveforms seen with cyclic voltam-
metry are a clear indication that even the simplest electrodes involve much more than linear
resistance and capacitance terms. This section will attempt to explain some of the basic
theory behind cyclic voltammetry and show how useful information can be extracted from
a voltammogram.
In general, the most prominent features of a cyclic voltammogram are due to mass
transport and chemical reactions, the very features simple electrical models tend to ap-
proximate or ignore. The double layer capacitance and series resistance do show up in
the observed waveforms, but their effect is usually small and often treated as an unwanted
distortion. By assuming simple models for mass transport and reactant concentrations at
the electrode surface, it is possible to derive analytical expressions for the observed peak
shapes. The theory and interpretation of cyclic voltammetry data is a widely researched
and deep topic. This thesis will only scratch the surface by giving a simple physical picture
of what is happening, working through some classic results, and pointing towards a few
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Figure 3-8: Cyclic voltammogram assuming limited reactant and no diffusion
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good general references for further information. Cyclic voltammetry is covered extensively
in Electrochemical Methods by Bard and Faulkner [26]. Another good introduction to the
technique was published in The Journal of Chemical Education [68, 69].
In the literature, cyclic voltammograms are sometimes plotted with rather strange sign
conventions, at least to an electrical engineer. The applied voltage is almost always the
voltage of the working electrode with respect to the reference electrode. The sign convention
for the current can be much more confusing. In much of the literature, positive current is
defined as flowing out of the working electrode rather than into it. The reason for this
is that many early experiments focused on reduction, and positive current flowing out of
the electrode corresponds to the amount of reduction at the electrode surface. When this
convention is used, the potential is still measured the same way as usual, but plotted with
positive potentials to the left. This makes the plots look nicer, but can make interpretation
confusing for the unwary. One must be careful to check which sign convention is being when
looking at a voltammogram. For consistency with the electrical models, the sign convention
used in this thesis will always be that positive current flows into the working electrode.
The peaks seen in a cyclic voltammogram result from a combination of chemical re-
action and mass transport processes. Some of the most important were described in the
electrochemistry section of the previous chapter. In going through the simple physical
explanation that follows, it may be helpful to refer back to that section to review these
equations. Figure 3-7 is a simple example voltammogram marked with several important
features. It corresponds to an electrode that can undergo a single perfectly reversible re-
action R V 0 + ne-, where 0 is the oxidized species and R is the reduced species. As
described earlier, positive current corresponds to the reaction moving from left to right,
since electrons are produced in the forward reaction and flow out of the working electrode.
Electrons flowing out means that a positive current is flowing in. Negative current corre-
sponds to to the reaction moving from right to left. More explanation and a diagram can
be found in Section 2.2.
As the voltage is swept from Vmin to Vmax and back again, the current follows the path
shown in Figure 3-7, moving in the direction of the arrows. Starting near A, the current
increases more and more rapidly as it approaches the formal potential E 0'. Near B, the
rise in current begins to slow down, reaching a peak at C. The current continues to decay
as it goes through region D. Eventually, the potential reaches Vmax at point E, the sweep
direction reverses, and similar behavior is seen for the negative direction.
If we ignore the effect of diffusion, the shape of the waveform is quite different. Figure 3-
8 shows the voltammogram for a reversible reaction in which the reactant is limited in
quantity, but not limited by mass transport. All of the reactant is available for reaction at
the electrode surface. This can occur with fast diffusion and a limited reactant volume, but
is more commonly used to model reactions involving adsorbed molecules. Since the reaction
is reversible, the relative ratio of oxidized and reduced species is determined by the Nernst
equation. As the applied potential is swept past E 0', the relative concentrations will change.
According to the reaction R # 0 + ne-, converting between the two molecules requires
electrons to flow either in or out of the electrode. This is the current that is measured
during the sweep. The magnitude of the current is given by:
dNo dNR
i nF = -nF (3.1)
di dt
where N0 and NR are the quantities of oxidized and reduced species in moles. Rearranging
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the Nernst equation, and substituting in the relationship No = Ntotai - NR gives:
Ntotal (3.2)
NR
where r/ = E - E 0 ' = at + Emin - E0 ' and a is the sweep rate. Solving for NR gives:
N Ntotal (3.3)NR- 1-(331 - e RT
As shown above, the current can then be found by taking the derivative of NR and multi-
plying by -nF:
nF2a NtotaleRT(
RT (1-e) 2 (
The current is normalized to the peak value and plotted in Figure 3-8. Unlike a normal
voltammogram, it is symmetric about the formal potential. Also important is that the
current scales with a rather than o 1/ 2 . Finding an analytical expression for the current was
fairly easy for this system. The problem is more difficult when diffusion must be taken into
account.
It is much easier to understand what is hapening in cyclic voltammetry by considering
a somewhat simpler experiment, linear sweep voltammetry. In this type of experiment, a
single sweep is made from Vmin to Vmax. Before the sweep begins, the potential is held at
Vmin until a steady state is reached. Though the experiment is slightly different, we will
continue to use the same figures as before. The curves in linear sweep voltammetry are
almost identical to those in cyclic voltammetry except that the negative sweep is no longer
there. Understanding linear sweep voltammetry is a prerequisite to understanding cyclic
voltammetry.
There are several important questions that must be answered to understand the peak
shape. First, why does the current increase as the potential approaches E'? Second, why
does it begin to slow down and eventually peak where it does? And third, why does it taper
off? There are certainly more questions that could be asked, but these three are essential
to understand before one can go any further. Unfortunately, it is difficult to answer these
questions separately. A single unified process is responsible for all three.
For a reversible reaction, the equilibrium concentration ratio of 0 and R is described
by the Nernst equation:
E=E + RTIn C (3.5)
nF C
A graph of the concentration ratio for E 0 ' = 0.2 is shown in the upper left of Figure 3-9.
At Vmin, the applied potential E is much more negative than E0'. As can be seen from the
equation and the graph, the surface concentration of 0 will be nearly zero. If the potential
is held at Vmin long enough, the concentration of 0 will approach zero throughout the
electrolyte and the concentration of R will approach some bulk value. We will assume these
values have been reached before the sweep begins.
It is tempting to think that the rise in current is due to faster and faster reaction kinetics
as the potential increases. A number of ideas in electrochemistry seem to point towards
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this, including the Butler-Volmer equation:
S .=O C(0, te1af ( ) (3.6)
Looking at the plots in the upper right of Figure 3-9, it is easy to assume that this is what
causes the rise in current. This is not actually the case. We assumed in the beginning that
the chemical reaction was practically reversible. This has two implications. First, the reac-
tion kinetics are considered infinitely fast compared to the time scale of the experiment. In
other words, the rate constants for the reaction, and hence io in the Butler-Volmer equation,
are essentially infinite. Second, the surface concentrations are always in equilibrium with
the applied potential. This means that the overpotential r1 in the Butler-Volmer equation
is zero. The current is then an nearly infinite value times an infinitesimal value. Given the
assumption of reversibility, it is clear that the Butler-Volmer equation does not apply at
all. For a reversible system, the current is not limited or controlled by the rate of reaction.
Instead, the peak shape arises from an interaction between the changing reactant con-
centrations at the electrode surface and mass transport through the nearby electrolyte. The
evolution of the concentration profile of R can be seen in Figure 3-10. The concentration of
o is not shown. It would accumulate near the surface and diffuse into the bulk solution. As
the potential is swept towards the formal potential, the surface concentrations shift toward
more 0 and less R. At the electrode, this shift in concentration occurs through the reac-
tion R -4 0 + ne-. As described earlier, this corresponds to a positive current. Since the
reaction is not limited by rate constants, it is instead limited by mass transport. By Fick's
first law, the flux of R to the surface is proportional to the slope of the concentration profile
at x = 0. A similar situation was described in Section 2.2 and used to derive the Cottrell
equation. With the Cottrell equation, the surface concentration is fixed at zero for all time.
The situation in cyclic voltammetry is more complicated since the surface concentration of
R drops as the potential increased. The depletion region begins to develop in the electrolyte
while the surface concentration is still changing.
Initially, the dropping surface concentration causes the slope of the concentration profile
to become very steep. This increases the flux of reactant to the suface, thereby increasing
the current. This is the rise that is seen at point B in the example. For some time, the
surface concentration drops faster than the depletion region can expand, so the current
continues to rise. But the surface concentration can only drop so low before expansion of
the depletion region begins to catch up. The peak current at C corresponds to the point at
which depletion region expansion overtakes the dropping surface concentration and the slope
reaches a maximum. Eventually, the concentration bottoms out at zero and expansion of
the depletion region dominates. A schematic of the concentration profile over time is shown
in Figure 3-10.
For a planar electrode with linear diffusion, the behavior in Region D is very similar to
the Cottrell equation, with the current decreasing as V . This is not surprising since the
two situations are nearly identical once the surface concentration in voltammetry reaches
zero. As with the Cottrell equation, the depletion region does not expand in quite the
same way for other electrode geometries like hemispheres and disks. For these electrodes,
the current waveform has a peak similar to a planar electrode but then drops down to a
nonzero limiting value.
The peak shape for an irreversible reaction is actually quite similar to the reversible
case. Many of the same processes are at work, but one must also account for reaction
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rate limitations and actual surface concentrations that lag behind their equilibrium values.
Generally speaking, an irreversible reaction will appear smeared out and have a smaller
peak current than a reversible reaction. Analytical expressions have been found for the peak
shapes of both reversible and irreversible reaction systems by solving the time dependent
differential equations for the surface concentration and flux of reactants. A number of other
results have been developed to simplify the interpretation of the peaks. It would take too
long to work through all of these derivations here, but several important results are shown
below. Most of the derivations can be found in Chapter 6 of Electrochemical Methods by
Bard and Faulkner [26].
For a reversible reaction R 0+ ne-, where both R and 0 are in solution, the current
is described by:
i = nFAC (7DRa)1 / 2X(at) (3.7)
where where n is the number of electrons transferred, A is the effective electrode area,
C* is the bulk concentration of R, and DR is the diffusion constant of the reactant. The
term cr is equal to (nF/RT)v, where v is the sweep rate. The part of the equation that
actually results in the characteristic peak shape is the function X(ut). It does not have a
simple closed form and is numerically tabulated in the reference. The resulting peak shape
is however shown in the last plot of Figure 3-9. The peak current for a reversible reaction
is given by:
F3  /A /CV/
i, = 0.4463( R)1/2n3/2AD /2CRv1/2 (3.8)
The constant term 0.4463 is simply the maximum value of x(ut). One important result
from the previous two equations is that the current is proportional to the square root of
the sweep rate. The equations are not shown here, but this is also true for irreversible and
quasireversible reactions.
Marked on the last panel of Figure 3-9 are Ep, E1 / 2 , and Ep/ 2 . Respectively, these are
the peak potential, half wave potential, and half peak potential. The three quantities are
related to each other through a number of simple equations and can be used to check if
a peak corresponds to a reversible process. The half wave potential E1 / 2 is related to the
formal potential of the reaction by:
o RT D1/
2
E1/2 = E + -In R 2  (3.9)
nF D 1/0
If the diffusion constants of the product and reactant are equal, it is exactly equal to the
formal potential E0', the potential at which the forward and reverse reaction rates are equal
for equal concentrations of product and reactant. In most cases, the difference between E1/2
and the formal potential is not experimentally significant. The peak potential for a reversible
reaction is related to the half wave potential by:
Ep = E1/2 + 1.109 (3.10)
nF
This corresponds to a separation of 2 8.5/n mV at 25 0 C. The half peak potential E1/ 2 is
where the current is equal to ip/2. It is related to the peak potential by
Ep/2 = Ep - 2.20 RT (3.11)
nF
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which corresponds to a separation of 56.5/n mV at 25 0 C. The above relationships are only
valid for a reversible reaction. Checking the distance between the peak and half peak
potentials is a fast and commonly used test for reversibility. Similar relationships exist for
irreversible or quasireversible reactions. These relationships can be found in the references.
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Figure 3-9: Basic concepts to help understand cyclic voltammetry
Electrical Models
Simple electrical models are not very useful for explaining the features seen in cyclic voltam-
metry. To understand why, one can build a dummy electrode or test cell from off the shelf
electrical components and take a voltammogram. The resulting waveform will typically
look nothing like an actual voltammogram, even if the element values are chosen to match
those of a real electrode. Example voltammograms for the high frequency Randles model
are shown in Figure 3-11. For this particular model, it is easy to derive analytical results
that describe the resulting waveform. These results are marked on the figure where relevant.
Test cells like those mentioned above are often used as a quick check that the measurement
equipment is working and properly calibrated.
The double layer capacitance and series resistance have well known effects on the shape
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of a voltammogram. These effects can be best understood by looking at voltammograms
for the high frequency Randles model. The double layer capacitance simply adds a constant
offset to the resulting waveform, making it look more rectangular. The series resistance is
more complicated and causes a general flattening and shifting of the peaks that can mimic
the appearance of irreversible reaction kinetics.
As can be seen in Figure 3-11, the double layer capacitance provides a constant capacitive
charging current that switches sign along with the sweep direction. If the faradaic processes
are represented by a simple resistance, the voltammogram is stretched diagonally. This is
shown in the bottom half of Figure 3-11. The Rt values used in the plots are actually quite
large, around 4 MOhms. If made smaller, it begins to overwhelm the capacitive current
and makes the voltammogram look like a diagonal line. A more realistic example is shown
in Figure 3-12. The chemical and mass transport processes act in parallel with Cd1 and
provide peaks in faradaic current. The total measured current is simply the sum of the two,
resulting in an offset waveform. The situation will of course be more complicated if the
capacitance is not constant over the measured voltage range.
The result of a high series resistance in a simple electrode model is also shown in Figure 3-
11. The effects are much harder to interpret and correct for in a real voltammogram.
In cyclic voltammetry, one would like to control the interfacial potential of the working
electrode relative to a known reference. But whenever current is flowing, the series resistance
causes a potential drop across the electrolyte. This can significantly distort the applied
potential. The amount of distortion depends on how much current is flowing, so the effects
can be quite complicated in a real voltammogram. The general result is a flatter waveform
with shifted peak positions. Analytical expressions for this distortion can be calculated,
but are highly dependent on the shape of the peak.
A number of techniques have been developed to deal with the distortion resulting from
Cdl and R. A simple technique is to reduce the sweep rate. The capacitive current is
proportional to the sweep rate, but as shown earlier the faradaic current is proportional to
the square root of the sweep rate. At slow enough rates, the capacitive current becomes
negligible. Lowering the sweep rate also reduces the distortion from R. Smaller currents
mean a smaller voltage drop and less deviation from the intended potential. There is of
course a practical limit to how slow the sweep can be. It is hard to change the potential at
such a slow but steady rate and even harder to accurately measure the very small currents
that result. Slower sweeps also mean that less experiments can be performed in a given
span of time.
In some cases it is necessary to reduce the effect of the series resistance with extra
equipment. It can be cancelled out using a carefully adjusted bridge circuit or reduced by
using a Luggins capillary. A Luggins capillary is a fine tube that can be attached to a
reference electrode and positioned very near the working electrode. Its purpose is to reduce
the spreading resistance by decreasing the effective distance between the two electrodes.
Neither of these techniques were used in this thesis.
3.3.2 Typical Voltammograms
Each combination of electrode and electrolyte has a distinct voltammogram that can reveal
what chemical processes are occuring in the system. For simple saline solutions like those
used in this thesis, most of the observed features in the voltammogram correspond to the
oxidation and reduction of the electrode material itself. There is very little in saline that
can react except at relatively high or low potentials. In a biological electrolyte, the voltam-
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Figure 3-12: The effects of Cdl on the positive sweep of a cyclic voltammogram
mograms would likely be more complex. Representative voltammograms for platinum, gold,
and iridium oxide electrodes are shown in Figures 3-13, 3-14, and 3-15. Important features
will be pointed out and explained for each.
The voltammograms for platinum and gold have relatively few features, as would be
expected for noble metals. The sharp ramps around -0.6 V vs Ag/AgCl correspond to the
reduction of dissolved oxygen gas in the electrolyte. To improve measurements, this peak
can be largely eliminated by bubbling the electrolyte with argon or another inert gas. The
bubbled gas does not actually displace the oxygen from the electrolyte. Instead it forms an
oxygen-free atmosphere above the surface, causing the oxygen to diffuse out. The bubbles
increase the effective surface area that the oxygen can diffuse into.
Despite their simplicity, the platinum and gold waveforms are very distinct and can be
used to identify the surface material on the electrode. Platinum has a distinctive set of
peaks around 0.1 V vs Ag/AgC1 that corresponds to the formation and dissolution of a thin
surface oxide [38, 43]. The reaction can be represented by:
Pt + H20 <-> PtO + 2H+ + 2e- (3.12)
The negative peak in the voltammogram is typically more prominent than the positive peak.
Platinum also exhibits a group of peaks at lower potentials [38, 43]. These correspond to
the oxidation and reduction of hydrogen ions on the platinum surface:
Pt-H <=- Pt + H+ + e- (3.13)
Gold has a very distinct voltammogram. It has a peak around 0.2V vs Ag/AgCl that is
more proiminent on the positive sweep and a distinctively thick region at high potentials.
Like platinum, these peaks corrspond to the formation and dissolution of thin surface oxide
layers. The features seen for gold and platinum electrodes are very reproducible across
the entire range of electrode sizes. The only significant difference between small and large
electrodes is the overall current level. As with any voltammogram, the features are much
easier to see at slow scan rates and tend to blur together at high scan rates.
Iridium oxide has a much more complex voltammogram than gold or platinum. There
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are several large distinctive peaks at positive potentials and a noticeable lack of oxygen
reduction at low potentials. For the same size electrode and voltage range, iridium oxide
can source much more current than the other two materials, as evidenced by the scale
of the plot. This is a direct result of reversible redox processes that can occur in the
oxide film. Iridium centers can switch between the +3 and +4 redox state by gaining or
losing an electron. The large peaks around 0.1 V vs Ag/AgCl correspond to this process
[38, 70, 71, 72]. It is still not certain which species in the electrolyte acts as the counterion
for this reaction. One possible reaction involves hydrogen ions:
Ir 2 0 3 + H2 0 <-> 21rO 2 + 2H+ + 2e- (3.14)
Some investigators claim that hydroxide ions are involved or that the counterion depends on
the pH of the electrolyte. In either case, the reaction is reversible and does not produce any
new species in the electrolyte. It may, however, cause rather large pH variations near the
electrode surface. For the purposes of this thesis, the most important detail is the potential
range at which these reactions take place. Further work with the electrodes may require a
more detailed understanding of the reactions involved.
At low potentials, very little activity is observed and even the double layer capacitance
seems to drop. This is a result of extreme variation in the conductivity of the oxide film.
Depending on its oxidation state, the conductivity of the film can range over almost four
orders of magnitude [38, 73, 74, 75]. The mechanism of this change has been explored by
several researchers [76, 77]. This property of the film has important consequences that will
be described in later sections.
Given the cyclic voltammogram, it is clear that we would like to operate the electrode
with a slightly positive bias voltage. This will take full advantage of redox reactions in
the iridium oxide film and avoid the highly resistive region at low potentials. If biasing
is not possible, it may be advantageous to use anodic-first pulses instead of the typical
cathodic-first pulses. The initial positive pulse will bring the electrode closer to the desired
potential region for the remainder of the waveform. Without a proper reference electrode,
it is difficult to place maximum safe limits on the potential excursion of the electrode. It is
important to remember that the potential drop across the resistance does not count in this
situation. In the very best case, an electrode could have an interfacial voltage excursion of
about 1.2 V without causing either hydrogen or oxygen evolution. In practice the limit will
probably be much lower.
3.3.3 Charge Storage Capacity
The charge storage capacity (CSC) was mentioned earlier when describing protocols for
the activation and electrodeposition of iridium oxide. Looking at the voltammograms for
platinum and iridium oxide, it is obvious that the materials differ in how much current
they can source to the electrolyte. The charge storage capacity is a quantitative figure of
merit that describes this property. It is calculated from a voltammogram by integrating the
current with respect to time for either the positive or negative sweep. In most cases it is
then divided by the area of the electrode for easier comparison between measurements. The
voltage limits used in the voltammogram are typically just inside the water window, about
-0.6 V and 0.8 V vs SCE. If the electrode will only be operated in a specific voltage regime,
then it may be desirable to choose other voltage limits for the CSC calculation. But since
the CSC is directly dependent on both the voltage limits and sweep rate, one must use a
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consistent measurement protocol for comparison to be useful.
The charge storage capacity is a very useful quantity. Its value represents the maximum
amount of charge that can be transfered by the electrode while remaining in a set potential
window. Since thicker oxide layers tend to source more current, it has become a popular
way to judge the extent of oxide growth during formation processes. A good iridium oxide
electrode will have a charge capacity of around 30 mC/cm 2 [65, 66]. The CSC has also
found use in defining safety guidelines for stimulation. A good rule of thumb is to limit the
total charge in a stimulation waveform to about 5 percent of the maximum charge capacity
[38, 65]. The charge capacity is measured at very low frequencies and only a small fraction
of it can be safely accessed with typical high frequency stimulation.
3.4 Electrochemical Impedance Spectroscopy
Electrochemical impedance spectroscopy (EIS) is the most commonly used technique for
electrode modeling. It also has an important place in its history. Randles used a form of
the technique to develop the model that bears his name [37]. Since then, a great deal of work
has been done to refine the equipment and analysis tools needed to use it. EIS is very well
suited for both model discovery and parameter fitting [78, 79]. Unlike most electrochemical
methods, the results of an EIS experiment can be interpreted almost completely in the
electrical domain. Interpreting a spectrum in any other domain is in fact quite difficult.
The greatest strength and greatest weakness of the technique is that one can develop circuit
models that completely encapsulate the observed behavior without worrying about what
physical processes are actually being represented. This section will describe the basic theory
behind EIS measurements, explain some of the features commonly encounted in spectra,
and provide examples for iridium oxide, gold, and platinum.
In an EIS experiment, an electrode is biased at some potential, usually its open circuit
potential, and a small sinusoidal potential variation is applied. The magnitude and phase
of the resulting current variation is measured and recorded. This is repeated over a range
of frequencies, building up a complete spectrum. In more advanced experiments, the bias
potential is also varied. The range of the bias is often quite limited, since holding the
potential too far from its open circuit value can damage the electrode over time.
Impedance spectroscopy is in some ways the polar opposite of cyclic voltammetry. Both
are controlled potential techniques, but whereas cyclic voltammetry is large-signal and low-
frequency, EIS is small-signal and high-frequency. As a result, they provide completely dif-
ferent types of information about an electrode. Cyclic voltammetry focuses on the specifics
of mass transport and chemical reactions, while impedance spectroscopy abstracts these
away and focuses more on the electrical domain.
As a small signal technique, it is unable to directly model large signal electrode processes.
The large signal predictions of EIS are often inaccurate [65, p. 6 1]. There are several reasons
for this. One reason is that electrode behavior tends to be highly nonlinear. Another reason
is that simple circuit models rarely capture all of the behavior present in the spectrum. The
fits are at best rough approximations of what is really there. Finally, most fitting is done
with a global measure of accuracy, but most stimulation waveforms have a very limited
set of frequency components. A good global fit often means poor local fits in some areas.
Under limited circumstances, it is possible for the small signal results to accurately predict
the large signal behavior, but this is the exception not the rule.
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3.4.1 Basic Models
Impedance spectra are typically displayed as either Bode plots or Nyquist plots. Each has
its uses in analyzing electrode behavior. In a Bode plot, the log magnitude and the phase
of the impedance are graphed versus the log frequency. Bode plots prove useful in model
fitting and providing rough impedance estimates. In a Nyquist plot, the real and imaginary
parts of the impedance are plotted against each other. Nyquist plots are commonly used to
identify which circuit model would best fit the observed data. A quick glance at the features
in a Nyquist plot can reveal which model elements dominate the behavior of the electrode.
This section will describe some of the common features seen in Nyquist and Bode plots for
EIS spectra. Along with the equations below are two sets of graphs, Figure 3-16 for the
Nyquist plots and Figure 3-17 for the Bode plots.
Since EIS measurements are made at a wide range of frequencies, the high and low
frequency Randles models are an excellent starting point for understanding the spectra. At
high frequencies, the impedance is equal to:
Z = Rs + Rt (3.15)
1 + 3w RctCdl
To make a Nyquist plot, the impedance can be separated into its real and imaginary com-
ponents:
Ret
ZRe Rs + 222 (3.16)
dl ct
ZIM wCdIR t (3.17)1 + w2 C2R
Eliminating w from the two expressions yields:
ZRe (Rs+ Rt + Z -t Rct (3.18)
which is simply a half circle centered at ZRe Rs + Rct/2 with radius Rct/2. This is shown
in the upper left panel of Figure 3-16.
Experimental data is often better matched if the double layer capacitor is replaced by
a constant phase element (jWCcpe)'. The nature of these impedance elements will be
described more fully in Chapter 5. For now it is sufficient to see that the resulting plot
still has the same limits on the real axis, but is no longer a half circle. Instead it is an arc
described by:
1 2 C,,,r 2 ,)ar2
ZRe - Rs + Rct + (Zm -Rt cot 2 Rt csc (3.19)
This forms a circle centered at ZRe = R, + Rct/2 and Zjm = -Ret cot y with radius
Rct csc . The above equation can be derived by eliminating w from the real and imag-
inary parts of the impedance as done previously. Several examples with different CPE
exponents are shown in the upper left panel of Figure 3-16.
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For Bode plots, the high frequency Randles model has impedance magnitude and phase:
R2 -/
[R2 + - Ct (3.20)1 + W2R2 f-2
WCdIR2ZZ= tan- (t (3.21)
Ret + Rs + w2C1Rd
This leads to the waveform shown in Figure 3-17. At very high frequencies, the impedance
limits to Rs and at lower frequencies it limits to R, + Ret. Breakpoints are at frequencies
1/RctCdI and 1/(RtIRs)Cdl. The phase approaches zero outside of the breakpoints and
approaches -7r/2 between the breakpoints assuming they are far enough apart.
The low frequency Randles model dominates at the other end of the spectrum. The
Warburg impedance Ze, is equal to (jwC)- 1 / 2 . The real and imaginary parts of the total
impedance are:
ZRe Rts + Rct + (2Cw) 1 /2  (3.22)
Zim -(2wCw)~1/ 2  (3.23)
Eliminating w as before yields:
-ZIm ZRe - (RS + Ret) (3.24)
In the Nyquist plot, this corresponds to a straight line with a slope of 1 and an intercept
of R, + Ret on the real axis. Similar results are seen if the Warburg impedance is replaced
by a constant phase elements with impedance (jwCepe)-Q. The real and imaginary parts of
the impedance become:
ZRe Rs + Ret + (WCpe)~c cos ( (3.25)
ZIm (wCcpe)~" sin (3.26)
This yields a line that follows:
-Zim = [ZRe - (Rs + Ret)] tan (a) (3.27)
which has a slope of tan(!) and real intercept Rs + Ret. Examples for the low frequency
Randles model with various CPE values can also be seen in Figure 3-16.
For a Bode plot, the low frequency Randles model has impedance magnitude and phase:
Z = [(RS + Rct)2 + (Rs + Rt)(WCw)-2 + (Cw)-l1/ 2  (3.28)
ZZ = tan- 1 ( + (2wCw) 1 / 2  (3.29)
Rs + Ret + (2wCw)-1/2
This leads to the waveform shown in Figure 3-17. At higher frequencies, the impedance
approaches R, + Rct. At lower frequencies, the impedance ramps like that of a capacitor
except it has a slope of 1/2 instead of 1. Constant phase elements are similar with the slope
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ranging between 1 and 1/2.
In both types of plot, the low and high frequency behavior can be combined to produce
the expected waveforms for the complete Randles model. One small detail with the Nyquist
plots is that the intercept of the low frequency ramp is shifted in the full Randles model and
no longer falls at R, + Ret. Instead it falls at R, + Rct - Cdl/C. The calculations are not
included here, but can be performed by equating the real and imaginary parts of the full
Randles model impedance, eliminating w and then making a high frequency approximation.
At first glance, the units do not seem like they would work out, but it is important to
remember that C, is not really a capacitance and instead has units of Ohm- 2s.
Other electrode models and circuit elements can be analyzed in a similar way as the high
and low frequency Randles models. Numerical impedance calculations are quite straight-
forward even if the models are complex. An example of a more complex model is shown in
the lower right panel of the Nyquist and Bode plot figures. The parameters were chosen to
highlight a few interesting features that can appear in an impedance spectrum. The most
prominent is the double curve in the high frequency region. With theoretical models, the
features are usually simple and well defined. Real data often differs from what was expected.
Instead of being a problem, this is often a good opportunity to improve the chosen model.
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3.4.2 Typical Spectra
Nyquist and Bode plots are shown in Figures 3-18 through 3-20 for iridium oxide and
gold electrodes. Impedance spectra were not collected for the platinum electrodes. In all
likelihood, the platinum spectra would be nearly indistinguishable from the ones for gold.
Like the gold electrodes, the platinum electrodes would have very high cutoff frequencies
and relatively uninteresting Bode and Nyquist plots.
The spectrum for an 800 pm gold electrode is shown in Figure 3-18. The Bode plot
is dominated by a large capacitive ramp region that covers most of the frequency range.
The slope and phase in this region is almost that of a pure capacitance, but is better fit
by a CPE with an exponent around 0.9. Even with a high exponent, it can be difficult to
interpret the spectrum [80]. Constant phase elements are a common feature of impedance
spectra, but there is still considerable debate over their origin and interpretation. They will
be discussed more fully in Chapter 5. At very high frequencies, the impedance becomes
more resistive. The Randles model predicts a flat region at high frequencies, but this is
not visible due to the limited frequency range of the equipment. The flat resistive part of
the spectrum is even less visible for smaller gold electrodes. The Nyquist plot is similarly
uninteresting. The plot is dominated by a capacitive line, and no high frequency semicircle
is visible. The slope of the line decreases somewhat at lower frequencies, but is still quite
high compared to the slope of a Warburg impedance. Given the shape of the Bode and
Nyquist plots, the behavior of a gold electrode would likely be well described by a small
capacitor in series with a resistor, at least under small signal conditions.
As can be seen in Figure 3-19, iridium oxide electrodes have a much smaller impedance
than gold electrodes and tend to demonstrate more complicated behavior. The small
impedance is primarily due to the large effective capacitance of iridium oxide films. The
high capacitance also brings the cutoff points well into the frequency range of the equip-
ment. At first glance, the impedance spectra looks fairly simple, with a capacitive ramp at
low frequencies and a flat resitive region at high frequencies. Like the gold electrode, the
capacitive region is best described by a CPE rather than a pure capacitance. The exponent
is somewhat lower this time, probably around 0.7 or 0.8. Unlike gold, the resistive region
is well developed and has a phase of nearly zero. However, at very high frequencies the
impedance begins to drop and the phase becomes more capacitive again. This suggests
that a slightly different model may be appropriate for iridium oxide electrodes.
The Nyquist plot looks very much like one would expect for a Randles model electrode,
except that the slope of the low frequency region is much too high for a Warburg element
and somewhat irregular. The high frequency region shown in Figure 3-20 exhibits the char-
acteristic semicircle of the Randles model. The semicircle is somewhat flattened, indicating
that a CPE may be a better fit than a pure capacitance.
Based on the Bode and Nyquist plots, better fits for iridium oxide may be obtained using
a different model. One possibility is shown in Figure 3-21. It is very similar to the high
frequency Randles model except that a film resistance (Rf) and shunting capacitor (C.)
have been added. With appropriate element values, the impedance of the model matches
the observed behavior quite well. Several variations and possible interpretations of this
alternative model will be discussed later.
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3.5 Biphasic Current Pulse Measurements
One of the questions we would like to answer in this thesis is what voltage the power supply
will need to provide in order to generate the desired stimulation waveforms. In the process
of answering this question, it is possible to learn a great deal about the large signal behavior
of the electrodes. The voltage seen by the power supply is often called the back voltage or
compliance voltage. By assuming a simple model and analyzing these voltage waveforms,
one can calculate values for the various model elements. There are a number of significant
pitfalls when using this technique, but the results of this thesis will show its utility.
In most cases, it is better to make electrochemical measurements with a three electrode
cell, but for a chronically implanted stimlator, including a true reference electrode is simply
not feasible. This is rarely a problem, since most stimulators are current controlled devices
and designed to cause a response, not make a measurement. Even without a reference, a
well defined voltage can still be measured across the working and return electrodes. From
an electrochemical perspective, this is a suboptimal system in which to do modeling. But
it is exactly this lack of precise control that must be dealt with and accounted for in a real
device. The biphasic pulse measurements in this thesis were done using a two electrode
cell. Future work using a three electrode cell would likely prove interesting. This section
will describe typical features of the observed waveforms, explain how models were fit to the
collected data, and show how these efforts can fail.
3.5.1 Basic Models
The simplest case is to imagine an electrode model with only a resistor and capacitor in
series. In response to a square current pulse, the observed waveform will start with a sharp
step in voltage equal to iR,. This will be followed by a straight ramp with slope i/Cd for
as long as the current is applied. At the end of the pulse, the voltage will step back down
by the same amount it initially stepped up, leaving a net voltage of 'it/Cd on the capacitor.
An example is shown in the first panel of Figure 3-22.
If the charge transfer resistance is included, the behavior is slightly more complex. The
initial step will be the same, but instead of a straight ramp the voltage will exponentially
approach iR, + iRct with time constant RetCdl. If the duration of the current pulse is short
compared to this time constant, then the exponential region will be a nearly straight ramp
with the same slope as before. This is exactly what one would expect for a large charge
transfer resistance. Analytic results can be derived for more complex systems of resistors
and capacitors using well known techniques in circuit theory.
It is much harder to analyze the effect of Warburg and constant phase elements on
a current pulse. Both elements have simple forms in the frequency domain, but do not
translate quite as nicely into the time domain as resistors and capacitors. It is possible
to work out analytical expressions in the time domain. For an isolated CPE driven by a
constant current pulse, the voltage will increase with t'. The behavior becomes much more
complicated with the addition of other circuit elements. It is much easier to see the effect
of these elements using numerical calculations in the frequency domain. One can take a
Fast Fourier transform of the applied current pulse, multiply it by the impedance of the
electrode model, and transform the result back into the time domain. Matlab scripts were
written to carry out these calculations. A few examples are shown in Figure 3-23.
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Figure 3-22: Back voltage waveforms for simple electrode models
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3.5.2 Observed Waveforms
The observed waveforms tend to match those predicted by the models quite well. Under
strong enough stimulation, there are of course discrepancies, but the models seem to hold at
typical threshold stimulation levels. The waveforms seen with iridium oxide electrodes are
very distinct from those of platinum and gold electrodes. For mild stimulation, platinum and
gold electrodes tend to follow the high frequency Randles model. Iridium oxide electrodes
display a number of features that suggest other models may be more appropriate. However,
it is still possible to fit most iridium oxide waveforms to the high frequency Randles model
with decent accuracy.
For large iridium oxide electrodes, the back voltage waveforms have very flat ramps and
sharp steps, even for relatively strong stimulation. This can be seen quite clearly in the left
hand side of Figure 3-24, which shows waveforms for a 400 pm electrode at various current
levels. The waveform marked in red corresponds to stimulation with the threshold current
needed for visual perception in blind patients [8]. Even at this high current level, the large
electrode still behaves quite nicely. Smaller electrodes can handle much less current before
displaying nonlinear behavior. This can be seen with the 200 pm electrode in Figure 3-24.
One possible explanation for this behavior is the sharp decrease in oxide conductivity at low
potentials that was mentioned earlier. A related possibility is the depletion of unreacted
iridium centers and the loss of available charge capacity.
Another interesting feature of iridium oxide waveforms is the smoothly curved transition
region between the step and ramp. The feature is not an artifact of imperfect current
waveforms or the measurement system. The waveform for a simple test cell is shown on
each plot. The test cell follows the high frequency Randles model and was built with resistor
and capacitor values close to those calculated for each electrode. For this particular test
cell, a capacitance of 3 pF was placed in series with a 1 kOhm resistor. A 1 MOhm resistor
was used for Ret. As can be seen in the figure, the test cell has a very sharp transition
between the step and ramp regions, largely ruling out equipment problems. The curved
region is much less prominent in platinum and gold electrodes, suggesting that iridium
oxide follows a somewhat different model than the other materials. The alternative model
suggested in the section on EIS can lead to such behavior under certain conditions. And as
seen in Figure 3-23, constant phase elements display similar behavior. Another interesting
possibility involving nonuniform current distributions will be described in Chapter 5.
The gold and platinum electrodes can handle much less current before displaying non-
linear behavior. Example waveforms are shown in Figure 3-25 and Figure 3-26. At human
threshold currents, the voltages are so high that they could not be accurately measured
with the data acquisition card. Nonlinear effects can be observed even with current lev-
els an order of magnitude below threshold. If the currents are low enough, the electrodes
closely match the high frequency Randles model. The resistive step is almost negligible
compared to the large curved capacitive region. The high degree of curvature is the result
of a small RetCdl time constant. Curve fitting indicates that the short time constant is
primarily due to a small capacitance, not a small charge transfer resistance. The Rct values
tend to be rather erratic, but are fairly large and comparable to those seen for iridium oxide.
Curve fitting results will be shown in the following section. Element values and geometry
dependent trends will be discussed in later chapters.
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83
-0.5
0
0)(-0.5
-a -0
C1.
-2
Co0
C-
cc 0
0
0-
10 uA
20 uA
30 uA
40 uA
-- 60 uA
0-
0.5 --
1.5 --
-2- -710 uA
- 20 uA
2.5 -- 30 uA
- 40 uA
- 60 uA
0 0
0)
0oM0.
- 10 uA
-- 20 uA
-- 30 uA
40 uA
60 uA
-- 10 uA
- 20 uA
__- 30 uA
- 40 uA
- 60 uA
1
-
-b.5 -6.5 0 0.5 1
Time (msec)
-1.-F
3.5.3 Fitting Routines
Circuit element values can be calculated by fitting the observed waveforms to a simple
model. The simplest form of such fitting is to measure the height of the resistive step and
the slope of the capacitive ramp and then use the known current to calculate values for R,
and Cdl. This was done by hand early in the thesis project and provided some good initial
results.
A more sophisticated approach can be used to fit more complex systems. Given a model
and a set of parameter values, it is relatively easy to calculate the waveform that would
result from stimulation. One must simply work out appropriate analytical expressions
or use frequency domain methods as described earlier. The idea is to then adjust the
model parameters until the simulated waveform closely matches the measured waveform.
This would be incredibly difficult and time consuming to do by hand. Fortunately Matlab
includes a number of useful routines to help perform this type of parameter optimization.
The Matlab scripts used in this thesis focused on the high frequency Randles model.
Initial guesses for the model parameters were calculated automatically from simple measure-
ments of step and ramp heights. An iterative fitting routine would then generate simulated
waveforms, compare them to the target waveform, and adjust the parameter values until
a good enough match was obtained. A least squared error criteria was used to judge the
goodness of fit during the optimization.
A number of interesting observations were made when doing the fitting. First, the se-
ries resistance for iridium oxide electrodes seemed to be significantly higher following the
negative current pulse. This is likely due to the previously described variation in oxide
conductivity with potential. Better fits were achieved when the voltage steps were handled
using separate resistance values. Fits were also improved by using separate capacitance val-
ues for the two ramps. The changes in resistance and capacitance followed definite patterns
and were not random. It is likely that unmodeled electrode processes are responsible for
this behavior.
Except in cases with significant nonlinear electrode behavior, the fitting routines worked
very well. In many cases it was hard to tell the simulated and measured waveforms apart.
Bad fits were almost always due to complex behavior that the model was not expected to
handle. Examples of the fits for iridium oxide, platinum, and gold electrodes are shown in
Figures 3-27 through 3-29. The measurement equipment and analysis routines were checked
using simple test circuits and accurately calculated the element values. A test circuit with
fitting is included along with iridium oxide in Figure 3-27.
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Figure 3-28: Back voltage waveforms with fitting for platinum electrodes
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Chapter 4
Series Resistance
4.1 Introduction
The first goal of this thesis was to find an appropriate model for the behavior of our
inicrofabricated electrodes. This is an ongoing process, but a preliminary model was chosen
based on the electrochemical literature and our own observations. The second goal was to
characterize the electrodes and fit the results to this model. Using the methods described
in the previous chapter, data was collected and analyzed for a range of electrode sizes and
materials. This brings us to the point where we can begin the next step in modeling our
electrodes.
The third goal of the thesis is to use the collected data to develop models for the indi-
vidual elements in the overall circuit model. This will be done over the next two chapters,
starting here with the series resistance. The chapter will begin with the preliminary observa-
tions that motivated our modeling attempts and a brief description of the series resistance.
This will be followed by theoretical models for the most prominent resistance sources and
the predicted resistance for various electrodes and electrolytes. These predictions will then
be compared to the experimental data. Based on these comparisons, new models will be
developed to explain the observed discrepancies.
4.1.1 Preliminary Observations
Early work with the electrodes focused on measurements of the back voltage in response to
a biphasic current pulse. Functionality for these measurements was built into the stimulator
used in the human trials, partially for testing and improving the device and partially to
better understand the electrodes. From initial observations of the back voltage waveforms,
it was clear that the electrodes had a significant series resistance. As described previously,
the series resistance appears as a sharp step in back voltage in response to a sharp step in
the applied current. Measurements at a range of current levels showed that the step size was
roughly consistent with a simple linear resistance. Comparisons between available electrode
sizes showed that the resistance of a 400 pm electrode was about one quarter the resistance
of a 100 pm electrode. Further observations showed that the resistance roughly doubled if
the electrolyte was diluted with an equal part of distilled water. Interestingly, the size and
position of the return electrode seemed to have little effect on any of these measurements.
Fully understanding these observations was impossible with so few data points, but they
did provide a good basis for thinking about the problem and evaluating our models.
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4.1.2 Resistance Sources
The series resistance of an electrochemical cell has several distinct components. In electrical
models, resistive terms appear whenever the voltage across an element is a memoryless
function of the current flowing through it. In EIS, this corresponds to the real part of the
impedance. An impedance is purely resistive if its phase angle is zero. In back voltage
measurements, a resistance represents a direct relationship between current and voltage
which may or may not be linear. Simple linear resistors result when the geometry of the
element does not change and the current density in the material is directly proportional
to the electric field. This description is fairly accurate for moderate current flow in a
wide range of materials, including metals and electrolytes. As a lumped parameter, the
resistance depends on the resistivity of the material and the geometric distribution of the
current. Metals tend to have a very low resistivity, so in a well designed electrochemical
system, most of the total series resistance will come from passage of current through the
electrolyte.
4.2 Wiring Resistance
Despite the low resistivity of typical interconnect materials, part of the series resistance
comes from the wiring, microfabricated leads, and electrical connections between the elec-
trode and whatever external devices are attached to it for measurement or control. This
resistance will be referred to as the wiring resistance (R,). For large scale electrodes, this
resistance is almost always tiny. For microfabricated electrode arrays, the wiring resistance
depends on the design of the array and can range from negligible to a significant portion of
the total resistance.
As mentioned earlier, the first arrays used by the group were designed for human per-
ceptual trials, not modeling or electrochemical characterization. For surgical reasons, the
arrays had long narrow neck regions and many closely packed leads. Despite the low resis-
tivity of the gold interconnects, the geometry of the leads resulted in a significant wiring
resistance of several hundred Ohms. The new arrays were designed with modeling and
electrochemical characterization in mind. Since they were not intended for implantation,
they had much wider traces and a shorter neck. The wiring resistance for these electrodes
was much smaller. In an actual implant, the wiring resistance will likely be minimal due to
short leads and compact design.
For both the human trial and electrochemical test arrays, most of the wiring resistance
is from the array itself, not external cabling. The cables running between the array mount
and the measurement equipment have a resistance of at most a few Ohms. If we ignore
this small component, the wiring resistance can be estimated from the resistivity of the
interconnect material and known array geometry. The approximate length and width of
each interconnect can be found by examining the CAD files for the masks used in fabrication.
These length and width calculations tend to be quite accurate, since the percent variation
in lateral feature size is typically small and well controlled. The approximate metal layer
thicknesses can be calculated from the time and conditions of the deposition steps. Unlike
the length and width, the percent variation in thickness can be considerable since the
deposition rates are much harder to control precisely and the layers are so thin. Even a
small variation in thickness can have a significant effect. An even more serious problem
is that the resistivity of a deposited material is extremely variable and often considerably
different than tabulated values [81, 82].
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Since small variations in the thickness and resistivity can cause large variations in the
resistance, a more accurate method is to measure the sheet resistance of the metal layers
and then use the known length and width of the leads to calculate the wiring resistance.
The sheet resistance can be found by measuring the resistance through a ground loop built
into the arrays and dividing by the known length over width. Once the sheet resistance is
known, it is easy to accurately estimate the resistance of any electrical path in the array.
The equation needed for these calculations is simply R = Rhet * L/W where L is the
length of the path and W is the width. For a more complex path with varying width, it
is convenient to break the path into a number of individual rectangular segments in series
and then simply add the L/W values for each. This sum of LIW values is the number of
dimensionless "squares" in the path. When multiplied by the sheet resistance, the number
of squares will give the total resistance of the path. The answer will be approximate, but
the method usually works quite well. Some approximate wiring resistance calculations are
shown in Figure 4-1.
Human Trial Test (50-400 pm) Test (600-800 pm)
Ground Loop Resistance 312 Ohms 40 Ohms 40 Ohms
Ground Loop Squares 1450 sq. 293 sq. 293 sq.
Sheet Resistance 0.215 Ohms 0.137 Ohms 0.137 Ohms
Interconnect Squares 2400 sq 841 sq. 641 sq.
Interconnect Resistance 516 Ohms 115 Ohms 87.5 Ohms
Figure 4-1: Sheet resistance calculations for human trial and electrochemical test arrays
The wiring resistance is expected to be nearly constant regardless of the electrolyte or
the size of electrode used. The electrolyte should have no effect on conduction in the array
itself unless the polyimide coating has degraded. Electrode size will have only an indirect
effect since the length of the interconnect varies somewhat depending on the location of the
electrode and its corresponding contact pad. For the human trial arrays, the variation in
interconnect length is relatively small and depends on which row the electrode is in. The
interconnects for the human trial arrays are all approximately 2400 squares. The ground
loop is approximately 1450 squares.
The electrochemical test arrays were designed such that the interconnects for 50, 100,
200, 300, and 400 pim isolated electrodes are 841 squares. The interconnects for the 600 and
800 pm isolated electrodes are 641 squares. The concentric electrodes were not used in this
thesis beyond a few quick measurements, but will be mentioned here for future reference.
The 200 and 400 pm electrode interconnects are 811 squares, while the 800 Pm electrode
interconnects are 626 squares. The ground path in the electrochemical test array is 293
squares.
Resistance calculations for both array types are shown in Figure 4-1. For the electro-
chemical test arrays, the wiring resistance works out to be fairly small, and will be ignored
in later discussions of the series resistance. For array designs with a significant wiring resis-
tance, a separate value should be calculated for each individual array. The observed sheet
resistance can vary significantly even within the same batch of electrodes.
The wiring resistance can also be estimated from the collected series resistance data. If
the wiring resistance is constant, it is possible to separate it from resistance sources that
vary. For instance, the spreading resistance scales with electrode diameter and electrolyte
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resistivity. With an appropriate model, one can measure the total resistance for a variety
of electrodes or electrolytes and then extrapolate to where the spreading resistance would
be zero. What remains is the wiring resistance. Even a very approximate model can give
a good estimate. A simple explanatory example is shown in Figure 4-2. Since the wiring
resistance of the electrochemical test arrays is fairly small compared to the total resistance,
this type of calculation was unnecessary. With other arrays it could be useful.
Estimating the Wiring Resistance
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Figure 4-2: Plots for determining the wiring resistance
4.3 Spreading Resistance
The spreading resistance relates the ionic current flow through the electrolyte in response to
the electric field between the working and return electrodes. The term comes from the way
the current spreads out from the small working electrode to be collected by the large, distant
return. The spreading resistance is dependent on both the geometry of the two electrodes
and the conductivity of the electrolyte. For simple electrodes and idealized electrolytes, it is
possible to derive analytical expressions for the spreading resistance. Several simple models
will be described in this section. Any real electrode system will of course deviate from these
models due to nonideal electrode geometry, complex electrolyte behavior, and nonuniform
electrode potentials. An important part of this thesis will be to determine which models
best fit the observed electrode behavior and under which conditions these models are valid.
4.3.1 Hemispherical Model
The simplest model for the spreading resistance is a hemispherical electrode embedded in
an insulating plane and surrounded by a large hemispherical return. Between the two is an
ideal uniformly conductive medium with no diffusion or other mass transfer effects. Both
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electrodes are perfectly conductive internally and can transfer charge across their interface
with no resistance. A cross section of the system is shown in Figure 4-3.
The assumption of fast charge transfer seems to go against most of our electrode models,
but is quite reasonable given the measurement techniques used. With EIS, the resistance
is calculated from the flat resistive part of the spectrum at very high frequencies. With
back voltage measurements, the resistance is calculated by looking at the very short term
response to a sharp current step. In both techniques, the relevant frequency range is by
necessity high enough for double layer capacitance to act as a short.
L Electrolyte
Working Electrode
Return Electrode
Insulator
Figure 4-3: Hemispherical model for spreading resistance
The spreading resistance can be found by calculating the voltage between the working
and return electrodes for a given amount of current. The problem is greatly simplified by
the symmetry of the electrodes. For a spherical electrode centered in a spherical return,
it is obvious that the current distribution and electric field will be spherically symmetric
and radial in direction. The same is true for the hemispherical electrodes described above.
With hemispherical electrodes, the bottom half of the system is replaced by an insulator
without any fixed charges. To satisfy the new boundary conditions, the electric field at
the insulator surface must be parallel to the plane. But the field lines in the spherical case
are already parallel to any plane through the origin. Since the spherical solution satisfies
the hemispherical boundary conditions, the two problems are equivalent in the region of
interest.
To find the voltage between the electrodes, we need to integrate the electric field along
a path between them. Since everything is spherically symmetric, we only need to worry
about the radial direction. The voltage of the working electrode with respect to the return
is given by integrating the electric field E(r) from ao, the radius of the working electrode,
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to a,, the radius of the return electrode. The expression is simply:
ao a,
V = E(r)dr = E(r)dr (4.1)
al ao
For our ideal electrolyte, the electric field is equal to the to the current density J(r) times
the resistivity p. And since the current distribution is spherically symmetric, the current
density at a given radius is simple the total current Io divided by the surface area of a
hemisphere with that radius.
E(r) pJ(r) (4.2)
J(r) = 2 (4.3)27r2
Making these substitutions and integrating yields:
al1
V = f  2 2 dr = - 1Io (4.4)
S27r2 27r \aO a,
ao
The total resistance Rhemi is equal to V/I0, so we have:
Rhemi = ( - ) (4.5)
27 \ao a,)
As the radius of the return approaches infinity, the resistance limits to the simple expression:
Rhemi = p (4.6)
27rao
Based on this model, the spreading resistance should scale inversely with the radius or
diameter of the electrode and linearly with the resistivity of the medium, matching a number
of our preliminary observations. Based on Equation 4.5, most of the resistance comes from
regions close to the working electrode. Increasing the return radius adds little to the total
resistance beyond a certain point. This helps explain why the size and position of the return
seemed to have so little effect on the measurements. Even though the hemispherical model
had the right scaling patterns, it underestimates the observed resistance by a considerable
factor. This led to work on a better model that more closely matches the actual electrode
geometry.
4.3.2 Disk Model
The disk model is similar to the hemispherical model, except that the hemispherical working
electrode is replaced by a flat disk mounted flush with the insulator. The return is no longer
a hemisphere either, but describing its shape is best left until later. The appropriate choice
will become clear after working through part of the problem. All of the other conditions
are the same, including zero resistance to current flow at the interface. A cross section of
the model is shown in Figure 4-4.
Unlike the hemispherical case, the system is radially symmetric but not spherically
symmetric. This complicates the mathematics, since the field distribution is no longer
described by a single coordinate. The previous solution was based on the fortunate result
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that equipotential surfaces are also surfaces of equal current density. This is only the case for
one dimensional field problems and unfortunately does not work here. A different approach
must be taken to calculate the resistance for a two dimensional system like the disk model.
The general approach is to set the working electrode to a known potential, solve Laplace's
equation with appropriate boundary conditions, find the current density at the electrode
surface, and then integrate to get the total current. As before, the total resistance is simply
the potential divided by the current. In cylindrical coordinates, the field problem is specified
by Laplace's equation:
&2<h 1 &% 82
V2 = + + (4.7)
-jr-2 +r r + aZ2
with boundary conditions:
S= 0 as z 2-+r 2 -+ 00
D= V at z= 0 and r<ao
= 0 at z = 0 and r > ao (4.8)
ar =0 at r = ao and 0 < z < L
These boundary conditions are not very convenient in cylindrical coordinates. Solving
directly is certainly possible, but not the easiest approach. Following the approach of
Newman [83, 84], one nice idea is to rewrite the problem using the rotational elliptical
coordinates and q. These are related to cylindrical coordinates by:
z ao(r (4.9)
r = ao (1 + 2)(I _ 1 2) (4.10)
where ao is the radius of the disk, z is the normal distance from the disk, and r is the radial
distance from the disk. The coordinate 77 runs from 0 at the edge of the disk to 1 at the
center of the disk and represents movement across the surface. The coordinate runs from
0 at the surface of the disk out to infinity and represents movement away from the disk.
The nature of the coordinate system can be best understood by looking at Figure 4-5. The
dashed lines indicate constant 77, while the solid lines indicate constant . In rotational
elliptical coordinates, Laplace's equation becomes:
(1+ [ 2) + a( _ T2) =0 (4.11)
and the boundary conditions become:
S= 0 as -+oo far from the disk
4 = V at =0 on the disk
04' = 0 at Ti = 0 on the insulator (4.12)
= 0 at q = 1 by symmetry at the center
Unlike the expressions in cyclindrical coordinates, these boundary conditions are very siu-
ple. The problem can now be solved using separation of variables. This is done by setting:
<D = P(q)Q( ) (4.13)
93
which yields the separated differential equations:
(1 - q2) + nP = 0 (4.14)
(1 + 2) - nQ = 0 (4.15)
0 . 8
The solutions to these equations are Legendre functions. For well behaved solutions, n
is restricted to values n = 1(1 + 1) where I = 0,1,2,.... It turns out that the boundary
conditions for y are satisfied for n = 0, resulting in a partial solution P(r/) = 1. This leads
to a simplified differential equation:
(I + 2) =0 (4.16)
which can be integrated directly using the boundary conditions to give a potential distri-
bution:
4) = V I - - tan-1 ] (4.17)
1 r
In rotational elliptical coordinates, the constant surfaces are the surfaces of constant
potential. This explains what the shape of the return should be for a simple solution. For
large returns, the shape is not really an issue. As approaches infinity, the shape of the
surface rapidly becomes hemispherical. This can be seen by assuming > 1 and solving for
z using Equations 4.9 and 4.10. Now that the potential distribution is known, the current
density at the surface of the disk can be evaluated from:
1 8<b1 O4<k
J -I - (4.18)
p 9z z=0 paor/ Ok =o
Substituting Equation 4.17 for 1i yields:
2V 1 2V (4.19)
irpaoiq 1+ 2 J 7 -rpaor
For ( 0, Equation 4.10 simplifies to q72 a - r 2 , giving a surface current density:
J 2V (4.20)
7rpa r
The shape of this current distribution is shown in Figure 4-6. Integrating across the surface
of the disk yields a total current:
I =27 aJJrdr = 4a0 V (4.21)
0
and hence a resistance:
Risk (4.22)
I 4aO
Like the hemispherical case, the resistance scales inversely with the electrode radius and
linearly with the electrolyte resistivity. However, the resistance is greater by a constant
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factor of 7r/2. This gives resistance values much closer to our preliminary measurements.
There are certainly other approaches to finding the resistance of a disk electrode [52], but
the one shown above is fairly simple and nicely illustrates the equipotential surfaces.
Electrolyte Return Electrode
Working Electrode Insulator
Figure 4-4: Disk model for spreading resistance
An important result of this model is that the current distribution is highly nonuniform
across the electrode surface. The current density is only one half the spatially averaged
current density at the center of the electrode and in fact approaches infinity at the edge.
Infinite current density is of course impossible for any real system, but the current density
will nevertheless be very high towards the edge of a disk electrode. This result may help
explain the observed variation in deposition and activation rates described in Section 3.1.4.
Nonuniform current densities will play an important role in explaining the observations of
later chapters.
4.3.3 Recessed Electrodes
The disk model does an excellent job predicting the observed spreading resistance, but a
further refinement can be made. Since the arrays are coated in a layer of polyimide, the
electrode surface is actually recessed into the insulating plane. A cross section is shown in
Figure 4-7. The aspect ratio of such an electrode is the ratio of the recess depth L to the
electrode radius ao. Since the polyimide thickness is constant and relatively small, large
electrodes will have a very small aspect ratio, while small electrodes will have a somewhat
larger aspect ratio. Intuitively, one would expect an electrode with a small aspect ratio to
act much like a normal disk electrode. Significant deviations from the disk model would be
expected for an electrode with a large aspect ratio.
A number of models have been developed for recessed electrodes [85, 86, 87, 88, 89].
The derivations are fairly involved and will not be discussed in detail here. Others have
attempted to measure the current density experimentally [90, 91]. For the electrode arrays
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Figure 4-5: Rotational elliptical coordinates for an electrode with radius = 1
Normalized Current Distribution for Disk Electrodes
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Figure 4-6: Current distribution at a disk electrode
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used in this thesis, the aspect ratios are all fairly small. Our primary concern is whether
or not the slight recess of our electrodes is expected to have a noticeable effect on the
resistance. According to one model, the resistance of a recessed electrode is given by:
R + + h(L/ao) (4.23)4ao 7ra2 ao
The first term is the resistance of a disk electrode, the second term is the linear resistance
through the recess depth, and the third term is an explicit correction factor where h(L/ao)
is a dimensionless function of the aspect ratio. Upper bounds have been placed on the
correction term by a number of authors. For all aspect ratios, the contribution of the
correction factor is less than 3% of the total resistance, making it unimportant in most
cases [85]. An estimated spreading resistance for the recessed disk model is then simply:
R= + pL (4.24)
4ao 7a2
Based on this equation, one would expect to see more of an effect for small electrodes than
for large ones. As the radius gets smaller, the second term will become more important and
eventually dominate. For the electrodes used in this thesis, the aspect ratios are so small
that this never really happens. For all but the smallest electrodes, the additional resistance
is barely noticeable. With the 50 and 100 pm electrodes it has more of a noticeable effect,
but the increase is still small compared to the total resistance. Even though the change
in resistance is small, the current density distribution at the electrode surface is greatly
affected by even the smallest recess depth. In general, it is much more uniform than for
an unrecessed disk electrode [85, 89]. The reasons for this will be discussed in more detail
later.
4.3.4 Model Comparison
The theoretical resistance for each model is shown in Figure 4-8 as a function of electrode
diameter. The electrolyte resistivity is assumed to be 85 Ohm-cm, a typical value for the
physiological saline used in the experiments. The hemispherical model estimates the lowest
resistance, while the disk model is a constant 7r/2 factor greater. The recessed disk model
is nearly identical to the disk model for large electrodes and deviates slightly upward for
smaller electrodes. All three models will be compared to the experimental data later in the
next section of this chapter.
4.4 Experimental Results
A large set of measurements were made on iridium oxide, gold, and platinum electrodes
in physiological saline and PBS. These included biphasic pulse measurements over a range
of electrode sizes, current levels, and electrolyte concentrations. The waveforms were fit
to the high frequency Randles model and the resulting resistance values were tabulated.
Impedance spectra were also taken for each electrode size. Resistance values were calculated
either by fitting the Nyquist plots or simply reading off the real part of the impedance in
the high frequency resistive region. The resistance data from the biphasic pulse and EIS
experiments was then analyzed by plotting it against the electrode diameter, electrolyte
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D Electrolyte Return Electrode
Working Electrode Insulator
Figure 4-7: Model for recessed disk electrode
resistivity, or current level alongside the theoretical models. The results will be discussed
in the subsections that follow.
4.4.1 Current Level
In Figure 4-9, the resistance is plotted versus the amplitude of the stimulation pulse for
several representative iridium oxide electrodes ranging between 800 and 200 Mm. All mea-
surements were made in physiological saline at normal concentrations. Fitting was per-
formed using a single parameter for the spreading resistance. In future experiments it may
be interesting to see the effect of using a separate resistance parameter for each current step
in the pulse. Current levels ranged from 10 to 200 pAmps. Higher current levels are not
included in the plot but display similar behavior.
As is clear from the plot, the calculated resistance is nearly constant across the range
of currents measured. This is exactly what would be expected if the series resistance is
well-behaved and linear. For low to moderate currents, this makes sense given the nature
of the spreading resistance. The stability of the resistance across a range of currents instills
some confidence that the measurement and analysis techniques used to collect the data are
sound and reproducible. The 200 pm electrode at the top of the figure does shows a slight
increase in resistance as the current grows larger. The increase is even more pronounced
for the 100 and 50 pm electrodes not shown in the figure. This suggests that for small
electrodes, another source of series resistance may become important. Unlike the spreading
and wiring resistance, this new resistance source is current dependent.
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Figure 4-8: Resistance vs electrode diameter predicted by various models
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Figure 4-9: Resistance vs current level for iridium oxide electrodes
4.4.2 Electrolyte Resistivity
Based on the models developed earlier in this chapter, one would expect the spreading
resistance to scale linearly with the resistivity of the electrolyte. This scaling was observed
for a one to one dilution of the electrolyte early in the project. More extensive tests were
carried out for this thesis. Measurements were taken using physiological saline at normal
strength as well as dilutions of 1/2, 1/4, 1/8, and 1/16. The conductivity of each solution
was measured prior to use with a conductivity meter. Resistance values were collected from
the back voltage waveforms of symmetric biphasic current pulses with a range of amplitudes
and averaged to generate the resulting curves. Amplitudes ranged from 10 to 60 pAmp for
iridium oxide and from 10 to 40 pAmp for platinum and gold. With these current levels, the
waveforms were well fit across the entire range of tested electrode sizes. Figure 4-10, 4-11,
and 4-12 show the results for iridium oxide, platinum, and gold electrodes respectively.
Even with mild stimulation currents and good fits, the resistance does not behave as
one would expect. For solutions near full strength and large electrodes, the resistance does
seem to scale linearly with the measured electrolyte resistivity. For more dilute solutions,
the spreading resistance is much lower than would be expected. This effect is most pro-
nounced in the smaller electrodes. The 50 and 100 pm electrodes display very strange
behavior. At high dilutions, the calculated resistance actually seems to drop below that of
the larger electrodes. The resistance does not scale appropriately even with more concen-
trated solutions. It is possible that some of these odd effects are the result of fitting errors,
but a careful examination of the fit waveforms did not reveal any obvious problems.
The observed behavior could be related to non-ideal electrolyte properties. With low
saline concentrations, pH changes near the electrode could significantly change the local
resistivity of the electrolyte. With high salt concentrations, pH changes would have a much
smaller impact on the resistivity. Even with a 1/16 dilution of the Na+ and Cl- ions in
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the saline, the pH would have to shift by many points to have much of an effect. Studies
have shown that large pH changes are in fact possible near the surface of a small electrode
[49, 50]. However, it is certainly not clear that this would explain the observed behavior.
This issue could perhaps be addressed in future work, but for the most part these effects
are of minimal concern. The electrolyte surrounding an actual implant is well buffered and
has a low resistivity near that of physiological saline. It may be interesting to develop a
more complete explanation for the observed scaling phenomenon, especially if potentially
harmful local pH changes are indeed responsible. In the short term, however, there are
many more important issues to investigate.
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Figure 4-10: Resistance vs electrolyte resistivity for iridium oxide electrodes
4.4.3 Electrode Diameter
One of the most important questions we would like to answer is how the size and shape
of an electrode affects its electrical properties. Based on our models, the series resistance
is expected to have a small constant component (R,) and a larger component that scales
inversely with the diameter of the electrode. For very small electrodes, the recess depth
becomes more important and we would expect a small additional resistance that scales
inversely with the area. These patterns are best explained in previous sections describing
the hemisphere, disk, and recessed electrode models. The scaling of resistance with electrode
diameter was explored using both biphasic pulse measurements and impedance spectra.
Each will be described separately below.
Biphasic Pulse Measurements
Plots for iridium oxide, platinum, and gold electrodes are shown in Figures 4-13, 4-14,
and 4-15 respectively. All of the measurements were done using physiological saline at
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Figure 4-11: Resistance vs electrolyte resistivity for platinum electrodes
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Figure 4-12: Resistance vs electrolyte resistivity for gold electrodes
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normal strength. Fitting was performed using a single resistance value for both steps. The
current levels were limited such that reasonable fits could be obtained across a wide range
of electrode sizes. The 50 pm electrodes were not included due to their very limited current
capacity. The expected resistance curves for the three theoretical models are shown in the
plots along with actual data.
It is clear from the plots that the hemispherical model significantly underestimates the
observed resistance. The disk model is a much better fit for all three materials. Platinum
electrodes follow the model quite well. For electrodes 300 pm and larger, the observed
resistance values are in fairly good agreement with the disk model, but seem to be shifted
up by a small constant factor. The wiring resistance may account for some of this. For
small platinum electrodes, the resistance ranges widely about the theoretical value, but
the variation seems fairly random and is not strongly correlated to the current level of the
pulse. The variation is probably the result of imperfect curve fitting. This is reasonable
given that the resistive step is so small compared to the capacitive ramp in platinum back
voltage waveforms.
The gold electrodes had a number of problems. The observed resistance of the 800 pm
electrode is very close to the theoretical value, but the 400 and 300 pm electrodes have
a much higher resistance than expected. The cause of this behavior is not clear, but it
is probably some form of experimental error, either in array fabrication or curve fitting.
Numerous shorts in the contact pad area made finding usable electrodes difficult. In many
cases, these shorts could be removed with the application of a moderate voltage, but this
may have damaged the electrodes in the process. Since the best gold arrays were used
for iridium oxide deposition, further investigation of this problem was delayed. Future
experiments will need to be done to figure out what happened. In all likelihood, the gold
electrodes will behave like platinum and roughly follow the disk model.
Unlike the other materials, the resistance of large iridium oxide electrodes matches the
disk model almost exactly for electrodes 200 pm and larger. Smaller iridium oxide electrodes
deviate from the model and have a much higher resistance than expected. Only a small part
of this deviation can be explained by the recessed electrode model. Unlike platinum, the
variation is not random, but scales with the amplitude of the current pulse. This suggests
that a separate process is contributing to the series resistance.
One possible explanation for the extra resistance is that the oxide film has a lower
conductivity than the electrolyte. As mentioned previously, this could certainly be the case
if the film is at a low potential during stimulation [38, 73, 74, 75]. Assuming a uniform
oxide thickness on all of the electrodes, the resistance through the oxide layer would be
expected to scale inversely with the area of the electrode. As with the recessed disk model,
this oxide resistance would be most significant for small electrodes. This pattern of extra
resistance is not seen in platinum or gold electrodes, supporting the idea that the oxide
film is involved. This will be explored in more depth later in the chapter. Despite these
variations, the disk model seems to be a simple and relatively accurate means of predicting
the spreading resistance of microfabricated electrodes.
Impedance Spectra
Impedance spectra were taken at the open circuit potential for iridium oxide and gold
electrodes of each diameter. Bode plots of these measurements are shown in Figures 4-
16 and 4-17 respectively. As mentioned earlier, impedance measurements were not taken
for the platinum electrodes. For the most part, the iridium oxide spectra look normal,
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Figure 4-13: Resistance vs electrode diameter for iridium oxide electrodes
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with clean capacitive and resitive regions. The range of phase angles in the low frequency
region suggests that the CPE exponent depends on the size of the electrode. Smaller
electrodes seem to have smaller CPE exponents. As discussed previously in Section 3.4.2,
the impedance drops off at high frequencies, suggesting that a different circuit model may
be more appropriate.
The gold spectra are relatively uninteresting, consisting primarily of large capacitive
ramps that barely begin the transition to a resistive region at high frequencies. Two of
the smaller gold electrodes also become resistive at low frequencies, perhaps reaching their
RetCdI cuttoff frequencies. Since Ret is voltage dependent, the location of the cutoff depends
will depend on the bias voltage. Following normal practice, the bias voltage for each scan was
chosen separately and automatically by measuring the open circuit voltage of the electrode.
In future experiments, it may be a better idea to pick a single bias voltage for all scans. Most
importantly for this discussion, the gold electrodes did not reach a clean resistive region
over the frequency range of the equipment, making accurate resistance calculations difficult.
To avoid reporting inaccurate and misleading results for gold, resistance calculations were
only made for the iridium oxide electrodes.
Resistance values were estimated by reading off the real part of the impedance at 1 kHz
and 10 kHz, both well within the flat resistive region for iridium oxide. The impedance was
also measured at 100kHz, the maximum frequency of the equipment. These values are plot-
ted in Figure 4-18. A zoomed in version is shown in Figure 4-19. As before, the disk model
works extremely well for the larger electrodes, matching the predicted resistance almost
exactly. The small electrodes once again have a much larger resistance than predicted by
the models. The degree of deviation is even greater than in the biphasic pulse experiments.
Surprisingly, the impedance at 100kHz seems to follow the hemispherical model very
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closely. It is not certain if this implies something interesting about the electrodes or if it
is just a coincidence. One possibility is that the deposited oxide is roughly hemispherical
in shape. This would need to be checked by electron microscopy. Even if the oxide is
hemispherical, it is not immediately obvious that this would explain the observed behavior.
It would be an interesting exercise to model the effect of a hemispherical oxide layer on the
total resistance. These calculations will not be made here, but a somewhat simpler model
for the oxide film resistance will be presented in the next section.
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Figure 4-16: Impedance spectra for iridium oxide electrodes of various diameters
4.5 Oxide Film Resistance
The simplest way to think about the oxide film resistance is to imagine a recessed electrode
where the recessed region is filled completely or partially with oxide rather than electrolyte.
A diagram is shown in Figure 4-20. Using the same arguments as with the recessed disk
electrode, the total resistance would be approximately:
p pL pox LoxR=-+ 2+ 24ao irao 7rao
(4.25)
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where the first term is the resistance of a disk electrode, the second term is the linear
resistance through the electrolyte in the recess, and the last term is the linear resistance
through the oxide film. The terms po, and L0 , are respectively the resistivity and thickness
of the oxide film. As with the recessed electrode model, the correction terms should be small
enough to ignore for our purposes. Unfortunately, a good value for the oxide resistivity was
not available. Learning more about the oxide will be an important part of future modeling
efforts.
The validity of this model could perhaps be checked by subtracting the resistance of
the disk electrode model from the total observed resistance. One would then expect the
remaining resistance to scale inversely with the area of the electrode. Unfortunately, the
thickness and resistivity of the oxide layer is not necessarily the same for each electrode,
making such calculations difficult. Some crude attempts were made to see if the extra
resistance scaled properly, but the initial tests were not very fruitful and soon abandoned.
This type of calculation would only be useful under very well controlled deposition and
measurement conditions. Better results would likely be achieved using EIS rather than
biphasic pulse measurements.
It was mentioned previously that the resistivity of the oxide varies over several orders
of magnitude depending on the potential and the oxidation state of the film [38, 73, 74, 75].
Careful measurements of the resistivity were not attempted in this thesis. One simple but
interesting experiment would be to look at the impedance spectra for an iridium oxide
electrode over a range of bias voltages. This would provide some insight into how the
oxide film is affected by the bias voltage. It is likely that the impedance of the broad
resistive region will increase as the bias potential is moved lower. At high bias potentials,
the impedance would be expected to drop, perhaps approaching the level seen at very high
frequencies in the available plots.
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Figure 4-20: Model for recessed disk electrode with an oxide layer
4.6 Current Density Distributions
The current distribution at an electrode surface is rarely uniform without special electrode
construction or a system that is essentially one dimensional. Examples would be an electrode
at the bottom of a long tube or a hemispherical electrode with hemispherical return. Even
simple disk electrodes have a nonuniform current distribution. The nature of the current
distribution will have important consequences when trying to model the capacitance in the
next chapter. But for now it will suffice to compare the current distributions for various
electrode models under conditions where the capacitance is unimportant.
The current distributions for hemispherical, disk, and several recessed electrodes are
quite different. The easiest way to compare the models is to normalize by the spatially
averaged current density. For a disk electrode, the current density at the center of the
electrode is one half the average. It does not get much larger than one half until very
close to the electrode edge. This can be seen in Figure 4-6. The current density for a
hemispherical electrode is of course uniform across the entire surface.
For a recessed electrode, the current density at the surface is much more evenly dis-
tributed than for a disk electrode and does not reach infinity at the edge, even for very
small aspect ratios [85, 89, 90]. The derivations for this are difficult, but can be found in
the references along with several plots. The aspect ratios described in the reference cover
the approximate range seen with our electrodes. It is important to note that even though
the current density is fairly uniform at the electrode surface, it becomes quite nonuniform
by the time it reaches the mouth of the recess. This is what allows us to break the total
resistance into a linear portion and a disk portion with only a small correction factor.
Where the distribution is uniform and where it is not plays an important role for both
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safety and efficient use of the electrode surface. Nonuniform current density anywhere
in the electrolyte can be dangerous due to increased heating and possible overstimulation
of nearby neurons. Nonuniform current density at the surface of an electrode leads to
nonuniform utilization of the electrode surface. Some regions are heavily taxed and quickly
develop large interfacial potentials while other regions are practically ignored. This results
in a smaller effective capacitance and poor control over the interfacial potential. Both
of these can be quite detrimental to performance and safety. The ideal electrode would
generate a uniform current density both at the surface and elsewhere.
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Chapter 5
Capacitance and
Pseudo capacitance
5.1 Introduction
In the previous chapter, a number of theoretical models were developed for the series re-
sistance and then compared to the experimental data. The observed resistance proved to
follow the disk model quite closely, displaying moderate deviations for small iridium oxide
electrodes. The model was then improved by including an extra term for resistance through
the oxide film. This chapter will follow a similar format as the last. It will start with some
preliminary observations about the capacitance and move on to describe several models for
its origin and scaling. These models will then be compared to the experimental data. After
seeing how our simple models fail, new models will be developed to explain some of the
observed behavior.
5.1.1 Preliminary Observations
As with the series resistance, it was clear from initial back voltage measurements that
capacitive processes were at work in the electrodes. For moderately small currents and
pulse durations, the back voltage was observed to ramp linearly after the initial resistive
step, strongly suggesting a nearly linear capacitance. A number of simple observations were
made early in the project to better understand this capacitance. At first, the capacitance
was calculated by simply dividing the total charge in an applied current pulse by the voltage
excursion of the ramp region. This was done using 400 pm and 100 pm electrodes for a
number of different current levels and pulse lengths.
The observed capacitance values varied significantly with the current level, changed over
time, and did not seem to follow any immediately obvious scaling patterns. It certainly did
not seem to scale linearly with the electrode area as we had expected. Not having worked
with electrodes before, it took quite some time to understand the source and nature of the
capacitance. More importantly, the initial investigation was limited by having only two
electrode sizes. A greater range of electrode sizes would be needed to model the observed
scaling. The measurement techniques also needed to be made more precise and objective.
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5.2 Capacitance Models
A number of different physical processes can give rise to what looks like a capacitor in the
electrical domain. Most electrochemistry textbooks focus on the simplest of these processes,
the double layer of charge at the electrode/electrolyte interface. A capacitance of this type
is usually called a double layer capacitance (Cdl). Several models exist for the double layer
capacitance. The Helmholtz model mentioned in Section 2.1 is the first and probably most
important example [22]. It and several related theories will be described more fully in the
next section.
Under the right conditions, chemical redox processes can also result in capacitive behav-
ior. Reversible redox transitions between Ir 3 + and Ir 4 + are responsible for the high capaci-
tance and charge storage capacity of iridium oxide electrodes [38]. The process resulting in
a redox capacitance is completely different than that of a double layer capacitance. Fully
understanding this process requires a detailed model that takes into account local oxida-
tion states, oxide film conductivity, mass transport through the film, and chemical reaction
rates. Such models are beyond the scope of this thesis, but the basic concepts behind them
will be discussed in Section 5.2.3.
Besides electrochemical double layers and redox reactions, many other processes can
result in what appears to be a capacitor. As described in Section 2.2.3, diffusional mass
transport gives rise to the Warburg impedance, which as shown earlier has a strong ca-
pacitive component. The adsorption and desorption of chemical species at the electrode
surface can also appear capacitive [92, 93, 94]. Given the huge redox capacitance of iridium
oxide electrodes, these other processes are of minor concern. They may, however, be more
important for gold and platinum electrodes. Due to time and space limitations, they will
not be covered in this thesis.
5.2.1 Double Layer Models
The double layer capacitance arises due to the incompatibility of charge carriers between
metals and electrolytes. Electrons cannot flow directly through a liquid electrolyte, and ions
cannot flow through a solid metal electrode. Conversion between the two charge carriers
is mediated by electrochemical reactions at the electrode surface. According to Faraday's
law, the current flowing across the interface is proportional to the reaction rate. But as
described in Chapter 2, the rate of reaction is dependent on the interfacial potential and
limited by mass transport. If the applied current is greater than the maximum reaction
current, the excess current causes a buildup of charge at the interface. Electrons or holes
become concentrated at the metal surface and oppositely charged ions become concentrated
in the nearby electrolyte, forming the so called double layer.
Since the buildup of charge shifts the interfacial potential, one can calculate an in-
cremental capacitance. To a rough approximation, the interface acts as a parallel plate
capacitor with a very small charge separation. The resulting capacitance is impressively
large. Several theoretical models have been developed to predict how this capacitance will
vary with parameters like the voltage across the interface, the concentration of the elec-
trolyte, and the size of the electrode. Three of the most important will be described in the
following section. These include the Helmholtz, Gouy-Chapman, and Stern models. The
models differ primarily in how the charge in the electrolyte is assumed to be distributed.
For all three models, the capacitance is very sensitive to small details about the electrode
material, its surface condition, and components of the electrolyte. As a result, they are not
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very useful for predicting the capacitance of an electrode a priori. Their purpose is more to
explain why there is a capacitance at all and why it behaves the way it does under carefully
controlled circumstances. For all intents and purposes it is impossible to accurately predict
the capacitance of an electrode unless one has prior measurement data using the same
electrode materials, construction techniques, and electrolyte. It is much easier to observe
how the capacitance varies and relate that variation to a theoretical model.
Helmholtz Model
The Helmholtz model assumes that charge in the electrolyte is concentrated in a flat sheet
near the electrode [22]. The charged electrode surface is covered in a single layer of adsorbed
water molecules called the hydration sheath or Inner Helmholtz Plane (IHP). Hydrated
ions of the opposite charge pack close to the hydration sheath, forming a layer called the
Outer Helmholtz Plane (OHP). All of the charge in the metal is balanced by ions in the
Outer Helmholtz Plane, with overall neutrality in the bulk electrolyte. The effective charge
separation is therefore approximately the width of two water molecules. This arrangement
can be seen in the left half of Figure 5-1. More complex variants of the model allow
electrolyte components to adsorb to the electrode surface, thereby changing the effective
separation distance. This is illustrated in the right half of Figure 5-1.
Parallel Plate Larger Effective
Separation Separation
±+ +
oralaaitnessmplante Paalae Papciane:Pan
CH = A(5.1)
+H +
where c is the dielectric constant, co is the permittivity of free space, d is the separation
distance, and A is the electrode area. Unfortunately, calculating the capacitance from this
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equation requires one to accurately know both the separation distance and the dielectric
constant. At the scale of single water molecules, the dielectric constant does not have a nice
bulk value, but instead depends on the orientation and electronic state of individual atoms.
Estimates of the separation distance are complicated by adsorbed species and molecular
packing patterns. With rough estimates of 5-10 A for the separation distance and 10-
50 for the dielectric constant, one would expect the capacitance per unit area to vary
from 8-100 pF/cm2 . In practice, double layer capacitance values for highly polished metal
electrodes are typically around 10-40 pF/cm2 . The capacitance predictions of the Helmholtz
model are extremely rough but at least fall in the proper range.
A significant failure of the Helmholtz model is that it predicts a constant value for
the capacitance. In a series of careful experiments early this century, the capacitance was
observed to be dependent on both the interfacial potential and the electrolyte concentration.
The Helmholtz model makes no provision for either. The most problematic assumption of
the model is that all of the net charge in the electrolyte is concentrated exactly at the Outer
Helmholtz Plane. This is simply not case, especially for dilute electrolytes.
Gouy-Chapman Model
In the Helmholtz model, the ion concentration profiles are discontinuous. The ions are
at their bulk concentrations throughout most of the electrolyte, but a delta function of
charged species sits at the OHP. Intuitively, one would expect diffusion to prevent such
a discontinuous concentration profile. The electrostatic attraction of the metal surface is
extremely strong, but cannot completely overwhelm the thermal motion of the ions. Rather
than forming a delta function of ions near the electrode, the charged species in the electrolyte
should assume concentration profiles that balance the electrostatic forces and diffusion. This
is the basic principle behind the Gouy-Chapman model. It was derived independently by
G. Gouy and D.L. Chapman in the early 1900's [95, 96, 97].
The Gouy-Chapman model treats the electrolyte as a diffuse space charge region. The
physical principles involved are very similar to those used to model the majority and mi-
nority carrier concentration profiles in diodes, except that there is no recombination and
often more than two charged species. To simplify the mathematics, one must first make
a steady state approximation and assume that the ion concentration profiles are always at
equilibrium with the applied voltage, even when the voltage is changing. This will only
be true if the concentration profiles reach equilibrium with a fast time constant compared
to the voltage variation. This is equivalent to assuming practical reversibility. For simple
electrolyte systems, one can calculate the time constants explicitly by solving a set of partial
differential equations, but this is rarely necessary. The time constants are quite fast and
only pose a problem for very high frequency measurements.
For simplicity, we consider a uniform planar electrode in contact with a semi-infinite ex-
panse of electrolyte. We also assume that there are no edge effects, making the problem one
dimensional. The distance x is measured from the surface of the electrode perpendicularly
out into the electrolyte. The electrolyte contains i ionic species with bulk molar concentra-
tions c, diffusivities Di, mobilities pi, and valences zi. The potential <b(x) is equal to 4bo at
the electrode surface and approaches zero as x goes to infinity. The slope of the potential
distribution dA/dx also approaches zero as x goes to infinity.
At equilibrium, the net flux of each ionic species must be zero throughout the electrolyte.
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The flux J,(x) can be written as the sum of the diffusion flux and the drift flux:
Ji() = -Di p - 0 (5.2)DX Dx
The mobility can be calculated from the diffusivity using the Einstein relation:
D _ kT _ RT
p q zF
Rearranging the terms in the flux equation and substituting in the Einstein relation yields:
1 Dci _ zF D (54)
ci ox RT ax
This expression can then be integrated to yield the Boltzmann distribution, which relates
the ion concentration to the potential at each point x.
ci~~ ~ -X Oep z. F4)(x)ci(x) = c exp (FRT )(5.5)
Because of the valence term zi, positive and negative ions will have different concentration
profiles near the electrode surface. For a positive applied potential, negative ions will be
more concentrated and positive ions will be less concentrated. The reverse will be true for
a negative applied potential. Intuitively, this is exactly what we would expect.
Once we know the potential distribution for all x, the above equation will provide
the concentration profile for each ionic species. However, the potential distribution itself
depends on the concentration profiles. Finding the potential distribution in terms of x alone
requires another equation. The total charge density p can be written as the summation of
the individual charge density for each species i. The Boltzmann equation can then be
substituted in for the ion concentrations:
p(x) ciziF = c ziF exp (56)
From Poisson's law, we know that the charge density is proportional to the Laplacian of
the potential:
d2p(x) = - x2  (5.7)
Combining the two gives the Poisson-Boltzmann equation, which describes the potential
distribution in terms of x using only known bulk concentrations, valences, and physical
constants.
2 F -ziFep Q~±d 2  -- F c9z exp (5.8)dx 2 EEO i ZRT)
The above equation can then be simplified by using the substitution:
d24 1 d d/d 2 = d (5.9)dx2 2 d( dx
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Integrating and applying the boundary conditions yields:
a4D 2 2RT ( -zjF4D (5.10)
= Zc? [exp -1(.009x / EO 
. RT
Explicit solutions beyond this point are difficult for the general case. Fortunately, the
equation simplifies greatly if one assumes a simple symmetrical electrolyte. A simple sym-
metrical electrolyte contains only one positive and one negative component, with valences
|z+| = Iz-| = z and bulk concentrations co+ = c0 = c0 . Saline solutions fall into this
category as long as they contain nothing but NaCl and water. Making the appropriate
substitutions and taking the square root gives the below equation after some simplification:
a(D 1R12 zF44
--- (8RTcO sinh (5.11)
ax CEOK2RT
One can find the differential capacitance without integrating further, but it is informative
to first find an expression for the potential distribution. This can be done by integrating
Equation 5.11 and once again applying boundary conditions to yield:
tanh(zF<D/4RT) 
-x/LD (5.12)
tanh(zF-o/4RT)
The term LD is the Debye length, which represents the characteristic width of the space
charge region. It varies with the inverse square root of the electrolyte concentration and the
square root of the absolute temperature. Assuming a dielectric constant of 80, the Debye
length is approximately 7.7 A for physiological saline at 25 C.
LD = Kc0 12F2 / (5.13)
Normalized potential distribution are plotted for a physiological saline solution (0.158 M)
at 25'C in Figure 5-2. It is assumed that c = 80, z 1, and NaCl is the only ionic species.
For this particular electrolyte, the Debye length LD 7.7A. Plots are included for a range
of applied potentials. For very small potentials, the distribution simplifies to:
-< = <oe--x/LD (5.14)
This limiting exponential form is also indicated in the Figure. At higher potentials, the
potential drops off more sharply and much of the charge is concentrated close to the electrode
surface. In the limit of infinite potential, the distribution approaches a delta function at the
surface. Increasing the electrolyte concentration has a similar effect by reducing the Debye
length.
The differential capacitance can be calculated from Equation 5.11 by finding the total
charge in the electrolyte and then differentiating with respect to <1. The total charge in the
solution q is given by:
q= A p(x )dx =- AEO (5.15)0 ( x x=0
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where A is the area of the electrode. The differential Gouy-Chapman capacitance is then:
dq d [dQ\
CGC -Acco-- Il ) (5.16)dd D dxJw
Substituting in Equation 5.11 and simplifying gives:
CGC = A cosh I J (5.17)LD (2T
where the thermal voltage VT = RT/F. At 25 C, the thermal voltage is about 25.69
mV. As can be seen in the above equations, the capacitance depends on both the applied
potential and the electrolyte concentration. At low potentials, the net charge is spread over
a longer distance, decreasing the effective capacitance. At higher potentials, more of the
charge is located close to the electrode surface, increasing the capacitance. Similarly, high
ion concentrations lead to a high capacitance and low ion concentrations lead to a lower
capacitance by changing the Debye length. The capacitance is plotted versus the applied
potential for several different concentrations of aqueous electrolytes in Figure 5-2.
For small applied potentials and appropriate experimental conditions, the Gouy-Chapman
model accurately predicts the voltage and concentration dependence of the capacitance.
However, the model fails to account for several experimental observations. First, the ob-
served capacitance does not keep increasing forever, but instead reaches a plateau at mod-
erate potentials. Second, systems with concentrated electrolytes tend to behave more like
the Helmholtz model and have a nearly constant capacitance.
Potential Distribution for the Gouy-Chapman Model Capacitance of the Gouy-Chapman Model
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Figure 5-2: Gouy-Chapman model for the double layer capacitance
Stern Model
The Stern model resolves these issues by making a simple modification to the Gouy-
Chapman model [98]. The major failure of the Gouy-Chapman model is does not limit
how close or how dense the ions can pack at the electrode surface. Increasing either the
applied potential or the bulk ion concentration will cause the space charge region to shrink.
As the space charge region gets smaller, the ions will need to pack closer and closer to the
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electrode. But as described earlier, the hydration sheath prevents them from getting closer
than the width of two water molecules.
At high potentials or high ion concentrations, the diffuse space charge region will therfore
limit to the Helmholtz model. The Stern model encapsulates this in a convenient manner
by placing the two capacitances in series:
1 _ 1 1
= SCGC+ (5.18)CS CGC CH
For small potentials or dilute electrolytes, the Gouy-Chapman capacitance dominates. But
for high voltages or concentrated electrolytes, the Helmholtz capacitance dominates. The
Stern model can be derived by assuming a linear potential drop across the Helmholtz region
and applying the Poisson-Boltzmann equation for the rest of the electrolyte. The mathe-
matics will not be included here, but it does in fact work out to be the series combination
of the Helmholtz and Gouy-Chapman models [26, p.551]. The Stern capacitance is plotted
versus the potential for several electrolyte concentrations in Figure 5-3. For physiological
saline, the concentration is high enough that the capacitance would appear nearly constant
except at very small potentials.
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Figure 5-3: Stern model for the double layer capacitance
5.2.2 Surface Roughness and Expected Scaling
The double layer models presented earlier assumed a perfectly flat and smooth electrode
surface. Even with finely polished or microfabricated electrodes, the actual surface tends to
be far from smooth. The space charge region and Helmholtz planes operate at tiny length
scales. The Helmholtz planes are located about 5-10 A from the electrode surface, the size
of a few water molecules. The space charge region can be quite large for a dilute electrolyte,
but for a relatively concentrated solution like physiological saline, its characteristic length
will be less than 10 A.
Since the charged layers follow all of the miniscule features and curves of the electrode
surface, the effective area when calculating the capacitance is actually much larger than the
geometric area of the electrode. This is shown schematically in Figure 5-4. The ratio of
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the two areas is called the roughness factor. The total capacitance of an electrode is given
by the product of the roughness, the geometric area, and the absolute capacitance per unit
area.
In general, the characteristic length scale of a physical process determines the roughness
factor and the effective area. If the length scale is very short, the effective area will be large
and highly dependent on small surface features. If the length scale is long, the effective
area will approach the geometric area. If the length scale is comparable to the size of the
electrode, other geometric effects may come into play. This is illustrated schematically in
Figure 5-4.
Variations in surface roughness make it difficult to compare the capacitance of hand
polished electrodes unless extreme care is taken. With microfabricated electrodes, the
surface is still not atomically flat, but one would expect about the same roughness factor
for any electrode surface made under the same deposition conditions. If the electrodes were
produced simultaneously on the same array, there should be even less variation. If the
roughness is the same for each electrode, one would obviously expect the capacitance to
scale linearly with the geometric area.
Geometric Area
Ignores Surface Features
Increasing Length Effective Area Depends
Scale of Process On Length Scale
Real Area
Follows Surface Features
Figure 5-4: Geometric versus real electrode area
5.2.3 Redox Pseudocapacitance
The capacitance seen with iridium oxide electrodes is much larger than one would expect
from the double layer models. The capacitance per unit area for iridium oxide ranges from
1 to 4 mF/cm2 , about 100 times greater than the double layer capacitance of platinum or
gold. This can partially be explained by the large effective surface area of a porous oxide
film, but the real reason is that the capacitance of an iridium oxide electrode results from a
totally different process. The structure and electrochemistry of iridium oxide films has been
studied quite extensively [70, 71, 73, 74, 75, 72, 99]. A number of more recent impedance
studies have also been performed using iridium oxide electrodes [100, 101, 102]. However,
many aspects of its behavior are still poorly understood.
If perfectly crystalline and not hydrated, IrO2 has a rutile-like structure as shown in
Figure 5-5. Rutile is the common mineral form of titanium dioxide. When grown or
deposited on an electrode, iridium oxide is hydrated and has a more disordered structure,
forming chains and networks of iridium centers [73, 74, 75, 72]. The iridium atoms in
the film can exist in several different oxidation states. The +3 and +4 states are most
stable, but others can be present as well. Bound to the iridium atoms are coordinated
hydroxide and water molecules, some of which act as links between the iridium centers.
This is illustrated in Figure 5-6. The bound molecules can rearrange themselves in many
different ways through rapid chemical reactions.
Redox reactions can also take place in the oxide. One possibility is for an electron to be
119
Inidium
Oxygen
Figure 5-5: Rutile structure of iridium oxide
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Figure 5-6: Hydrated structure of iridium oxide
transferred from the underlying metal to an iridium atom in oxide. Another possibility is
for an electron to be transferred between two nearby iridium atoms. Both involve changing
the oxidation of one or more iridium atoms between the +3 and +4 states. In both cases,
the redox reactions will involve the bound molecules. Studies have shown that both protons
and hydroxide ions can take part. Which species will dominate in a biological environment
during stimulation is not certain. With hydroxide ions, the overall half reaction will be of
the form:
Ir(OH), + xOH N Ir(OH)n+x + xe~ (5.19)
where Ir(OH), is a hydrated iridium oxide center in the +n oxidation state. Conversion
between Ir+ 3 and Ir+ 4 corresponds to the n = 3 case. The proton based reaction will have
the form:
Ir(OH)n N IrO, (OH)nx + xH+ + xe~ (5.20)
Other reactions have also been proposed, some of which leave a net charge on the oxide.
In this case, the charge will of course be balanced by counter ions in the electrolyte, either
at the electrode surface or in the pores. With the complex structure of the oxide, many
different reactions are possible.
Even with this background information, it is probably not clear why an iridium oxide
electrode has such a large apparent capacitance. The basic idea is actually fairly simple.
At high potentials, iridium atoms in the oxide favor the +4 state. At lower potentials,
the +3 state is preferred. This is a direct result of coupling between the electrical and
chemical domains. At equilibrium, one would expect there to be a direct relationship
between the concentration of atoms in each state and the applied potential. In order to
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change the potential in the film, one must convert iridium atoms between the two states.
This requires a definite amount of charge. The capacitance is simply the change in potential
divided by this charge. Presumably, if one knew the relationship between the equilibrium
potential and the concentrations, it would be a simple task to calculate a theoretical value
for the capacitance. One could imagine following a similar procedure for other processes
like adsorption and desorption.
The simple explanation presented above makes many simplifying assumptions. First, it
assumes that all of the iridium atoms are easily accessible. Second, it assumes a uniform po-
tential throughout the oxide. Third, it assumes that reaction rates and conduction through
the oxide are fast enough to not be an issue. Of course, the situation becomes much more
complicated if one tries to account for all of these factors. Doing so would require a much
more complex model than can be presented here. But in general, the above factors will
make the effective capacitance appear much smaller and less ideally capacitive.
Besides having a high capacitance, iridium oxide is also conductive. And as mentioned
several times in this thesis, its conductivity strongly depends on the applied potential. There
are several possible mechanisms for this behavior. One explanation is that conduction in
the oxide occurs by rearrangement of bonds in the oxide structure. Through a simple redox
reaction, a +3 center can donate an electron to an adjacent +4 center, converting one into
the other. The net result is that electrons can migrate through the oxide as reduced iridium
centers in the +3 state [73, 74, 75]. At low potentials, migration is prevented by the lack
of nearby atoms in the +4 state. The loss of conductivity is similar to what happens in
a highly doped semiconductor. At very low potentials, conduction through the oxide is
nearly impossible. The electrode loses its pseudocapacitive behavior and behaves more like
a porous noble metal. Charge builds up in the metal layer under the oxide and is balanced
by ions in the electrolyte.
Hydrated iridium oxide films have complex microscopic structures that are highly de-
pendent on how the film was created. When produced by iridium metal activation (AIROF)
as described in Section 3.1.4, the film grows as a series of thin sheets. With each potential
cycle, a new layer is formed at the metal/oxide interface [65, 66]. Since each layer is formed
by oxidizing a pre-existing electrode surface, the structure of the film will be strongly in-
fluenced by the crystal structure and surface morphology of the underlying metal. As the
film grows, it can develop cracks and pores, some of which are quite large and cause sur-
face flaking [103]. Electrodeposited iridium oxide (EIROF) grows at the electrolyte/oxide
interface [67]. With each potential cycle, iridium oxide is deposited from solution onto the
existing oxide surface. As long as a good adhesion layer has been formed, film growth
is less dependent on the underlying metal. An electrodeposited film tends to grow in a
less ordered pattern than AIROF, with many pores and significant quantities of trapped
electrolyte. The film morphology should be examined more carefully in future experiments.
Surface roughness is less important for electrode materials like iridium oxide that rely on
redox pseudocapacitance. The effective capacitance is determined primarily by the number
and accessibility of the redox centers, not the surface area. The simplest model is to assume
that charge moves rapidly through the film and that all of the centers are uniformly and
easily available. If each electrode has the same thickness of deposited oxide, then the
capacitance should once again scale with the geometric area.
This simple model has several important limitations. First, achieving a uniform oxide
layer with a known thickness is by no means an easy task. Oxide deposition is almost
certainly not uniform between electrodes or even across a single electrode. Predicting the
distributions would be very difficult without careful studies using an electron microscope.
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Second, the film resistivity is significant and depends on the redox state of the oxide. Some
regions of the film will be much more accessible than others. The pattern of accessibility will
be complex and state dependent. Third, mass transport and chemical reaction rates will
play an important but difficult to model role. Despite this, it should be possible to develop
models for the redox pseudocapacitance by adapting experimental and theoretical results
from porous electrode theory [104, 105, 106]. Theoretical results describing the behavior
of redox polymer electrodes may also be helpful. A number of references will be given in
Chapter 6 to serve as a starting point for future work.
Redox Reaction
fr 4 +
Conduction Mass Transport Mass Transport
fr 3 +
Electrode Oxide Film Electrolyte
Figure 5-7: Processes involved in redox pseudocapacitance
A complete model would have to take into account electronic conduction through the
film, the migration and diffusion of the hydroxide ions and various counter ions, reaction
processes at the iridium centers, and the oxidation state of those centers. A simple diagram
of these processes is shown in Figure 5-7. Porous electrode and redox polymer electrode
theory handle many of these issues and would be a good starting point for modeling the
electrical behavior of a pseudocapacitive redox film. Analytical descriptions have been
developed for a number of simple limiting cases. Deriving expressions for the capacitance
from these models should be a fairly straightforward project. Unfortunately, the usefulness
of such a model would be greatly diminished by the nonideal geometry and uneven current
distribution of a real electrode.
5.2.4 Constant Phase Elements
The impedance spectrum of an electrode often reveals that the double layer capacitance is
not a pure capacitor, but rather a constant phase element (CPE). Looking at a Bode plot,
the slope of the capacitive region is rarely equal to one as would be expected for a pure
capacitor. Instead it is usually somewhere between 0.5 and 1. A variant of the Randles
model that accounts for this is shown in Figure 5-8. The effect tends to be more pronounced
for electrodes with a rough or porous surface, but has been observed for near atomically
smooth electrodes as well [107, 108, 109, 110, 111].
As described in Chapter 2, a constant phase element has an impedance of (jwCpe)-a,
where Ccpe is the CPE constant and a is the CPE exponent. Since this definition is some-
what arbitrary, the impedance can actually be written in many different ways. One common
variant places the CPE constant outside of the exponent, giving Zpe = C;fp(jW)-a. An-
other variant divides the constant into two parts, with Zcpe = R-'a(jWCcpe)-a. In this
particular formulation, Rcpe is a pure resistance and Ccpe is a pure capacitance. For a
Warburg impedance, the R and C values are simply those of the transmission line elements.
122
RCd
Zd I CPE
W ZW
Rs'
Figure 5-8: Randles model with constant phase element
The term "constant phase element" comes from the fact that the phase of the impedance
is constant for all w. Resistors and capacitors are in fact special cases of this type of
impedance. The behavior of a constant phase element can range from purely capacitive to
purely resistive. For an exponent of 1, it is simply a capacitor. For an exponent of 1/2,
it is a Warburg element. For an exponent of zero, it is a resistor. This of course assumes
the impedance is defined with at least one constant outside of the exponent. With typical
stimulating electrodes, the exponent is usually around 0.8 - 0.9, but may dip closer to 0.7
or be almost purely capacitive.
It is not immediately obvious why an electrode would exhibit this type of behavior.
There is still active debate on the subject [107, 108, 109, 110, 111]. Some claim it is due
to purely geometric effects of surface roughness, while others claim it is due to chemical
processes or structural nonuniformities on the atomic scale. One simple explanation in-
volves branched or fractal transmission lines [112, 113]. With porous electrodes, part of
the electrode surface, and hence capacitance, can only be accessed by passing through long
resistive pores. If there is a single pore, this forms a simple transmission line. A diagram is
shown in the top part of Figure 5-9. As derived in Section 2.2.3, a simple RC transmission
line has an impedance of the form (R/jwC)1/ 2 , a Warburg impedance. Theoretical work
has shown that for certain types of branched transmission lines, such as the ones shown
in the bottom half of Figure 5-9, the impedance is a constant phase element. With more
complex branching patterns, any CPE exponent can be achieved.
Unfortunately, relating actual surface or pore structures to such a model is a daunting
task. Also problematic is the fact that similar effects have been observed for electrodes with
very smooth surfaces, suggesting that other processes could also lead to CPE-like behavior.
It is beyond the scope of this thesis, but further work could be done to better understand
why our electrodes behave like CPEs. By necessity, the work would be theoretical given
our inability to adequately control the iridium oxide pore structure.
A key idea in the CPE model above is that parts of the total capacitance are more
accessible than others, either spatially or temporally. Some parts can be reached with a
low resistance path, while others can only be reached through transmission lines or high
resistance paths. This simple observation inspired a closer look into how the current distri-
bution at the electrode surface will affect the observed capacitance. Several models for this
will be developed later in the chapter.
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Unbranched Transmission Line: Warburg Impedance
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Branched Transmission Line: CPE with alpha = 0.25 Branched Transmission Line: CPE with alpha 0.75
R20***00
- R C2
C
Figure 5-9: Branched and unbranched transmission lines
5.3 Experimental Results
As with the series resistance, both biphasic pulse and impedance spectrum measurements
were used to investigate the scaling of the capacitance with electrode diameter and other
parameters. Unlike the series resistance, however, the observed values of the capacitance
did not fit the simple scaling patterns that we expected. Efforts were also hampered by
the fact that none of the available models can be used to calculate an expected value for
the capacitance. At best they could be used in conjunction with the experimental data
of others to make rough estimates and sanity checks. What follows is the collected data
for the scaling of the capacitance with current level and more importantly, the electrode
area. The observed capacitance did not vary significantly with changes in the electrolyte
concentration, so these results will not be included.
5.3.1 Current Level
The initial observations of the capacitance were quite crude and did not account for charge
transfer across the interface. Capacitance values were calculated by measuring the voltage
excursion of the back voltage ramp in response to a biphasic pulse and performing a simple
calculation using the known current and pulse duration. As a result, the effective capaci-
tance seemed to vary significantly with the applied current. This seemed reasonable given
our limited early knowledge, since the Gouy-Chapman and Stern models both predicted the
incremental capacitance to have a voltage dependence. Changing the current would change
the voltage excursion of the electrode and perhaps bring it into a potential region with a
different incremental capacitance.
Later experiments took the charge transfer resistance into account by fitting the shape
of the observed waveform to a theoretical model that included a term for Rt. With this
improved calculation method, the capacitance does not seem to depend on the applied
current as strongly. For all of the following plots, capacitance values were calculated by
fitting biphasic pulse waveforms. Separate capacitance parameters were used for each ramp
region of the pulse. These are indicated in the figures by (1) for the initial negative ramp
and (2) for the subsequent positive ramp.
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Figure 5-10: Capacitance vs current level for iridium oxide electrodes
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Figure 5-11: Capacitance vs current level for platinum electrodes
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Figure 5-12: Capacitance vs current level for gold electrodes
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Plots for iridium oxide, platinum, and gold are shown in Figures 5-10, 5-11, and 5-12
respectively. The iridium oxide capacitance does not seem to depend on the applied current,
at least for the range of currents and pulse durations tested. There is some variation in
the observed capacitance, but it does not seem to be correlated to the current level in a
meaningful way. The capacitance almost certainly has some degree of voltage and current
dependence, but it is probably hidden by noise and inaccuracy in the fitting routine. With
stronger or longer pulsing, significant trends may be seen.
Like iridium oxide, the platinum and gold electrodes do not display any significant
variation with current level for the first capacitance. However, the second capacitance
seems to increase along with the current. Without further testing, it is unclear whether
this is an artifact of the fitting process or a real variation in capacitance. According to
the Gouy-Chapman model, the capacitance is expected to increase as the applied potential
is brought further from the resting potential. Larger currents would bring the potential
further from rest during the first ramp and could account for the change in capacitance
observed for the second ramp.
Biphasic pulse measurements are not ideal for investigating this type of behavior. A
better approach would be to use impedance spectroscopy at a range of bias voltages. Un-
fortunately, normal impedance spectra provide little information about voltage or current
dependencies since they use a fixed bias voltage and very tiny currents. By varying the
bias voltage, it would be possible to see the capacitors voltage dependence quite clearly.
The data from such a set of impedance spectra would be a challenge to analyze, but very
rewarding. Impedance spectra of this kind were not taken in this thesis due to time con-
straints and the availablility of the required equipment. It would, however, be an important
part of any future electrode modeling work done by the group.
5.3.2 Electrode Area
The unexpected observation that the capacitance does not seem to scale with electrode area
was one of the primary motivations for this thesis project. It is well known in electrical
engineering that if one ignores edge effects, the capacitance of a parallel plate capacitor is
proportional to the plate area. Similarly, most electrochemistry texts take it as a given that
the capacitance will scale with the electrode area as long as the surface roughness has been
taken into account. When taking our initial measurements, this is what we expected to see.
But instead, the capacitance seemed to scale with a fractional power or some other function
of the area. To investigate this, biphasic pulse and impedance spectra measurements were
taken and the results were plotted to better understand the observed scaling.
Biphasic Pulse Measurements
Given the nature of biphasic pulse measurements and the complexities of analyzing them,
it would be easy to assume that the low capacitance values were due to systematic inter-
pretation errors or problems with the measurement technique. But similar scaling was seen
even with very small currents and almost perfect step-ramp waveforms. The data presented
here is for 1 ms pulses at a range of current levels, all of which are well below the thresholds
at which nonlinear behavior starts to occur. Though the results would be less relevant for
stimulation purposes, it would be interesting to see in future experiments how changing the
pulse duration over several orders of magnitude would effect the observed scaling.
The capacitance versus electrode area is shown in Figures 5-13, 5-14, and 5-15 for iridium
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Figure 5-13: Capacitance versus electrode area for iridium oxide electrodes
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Figure 5-14: Capacitance versus electrode area for platinum electrodes
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Figure 5-15: Capacitance versus electrode area for gold electrodes
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oxide, platinum, and gold respectively. The nonlinear scaling can be seen quite clearly in
the plots. Interestingly, none of the electrode materials behave as expected. For iridium
oxide, the capacitance scales with area for small electrodes, but much more slowly for larger
electrodes, almost reaching a plateau. This is observed for both ramps in the back voltage
waveform. Platinum has a similar scaling pattern. The capacitance scales with area for
small electrodes, but then increases linearly with a smaller slope for large electrodes. The
best gold electrodes were used for iridium oxide deposition, leaving no working 600 pm
electrodes. Unfortunately, the 800 pm electrode tested here seems to be defective as well.
Looking at the rest of the electrodes, the capacitance of gold is very similar to platinum.
The measurements were made for iridium oxide electrodes well before the other mate-
rials. For some time we assumed that the strange scaling was due to variations in oxide
thickness or extent of activation for different electrode sizes. Observing some of the same
effects with gold and platinum electrodes ruled out this explanation as the sole cause and
prompted a search for other explanations. Despite this, variations in oxide thickness may
still be important and should be investigated further.
Impedance Spectra
Impedance spectra were used in order to confirm the observed capacitance scaling. We were
initially concerned that the strange observations were the result of measurement error or
misinterpretation of the data. Since biphasic pulse and impedance spectrum methods are
so different, similar results in the two experiments would largely rule out this possibility.
Interpretation of the impedance spectrum measurements was complicated by the fact
that the double layer capacitance does not appear as a pure capacitance in most electrode
impedance spectra. As mentioned earlier, the capacitive region in a Bode plot typically
has a slope between -0.7 and -1, making it a constant phase element rather than a pure
capacitor. Since constant phase elements involve fractional powers of W, it is not always
clear what the CPE constant represents or how one should go about converting it to a
capacitance. Despite this, if the phase exponent is the same for a set of electrodes, one can
examine how the CPE constant scales with area or any other property.
The impedance spectra used for these measurements were shown previously in Chapter 4.
From the low frequency slopes, it is clear that the phase exponents are close, but not exactly
the same for the different sized electrodes. The slope for iridium oxide varies between almost
0.8 for the largest electrode and 0.6 for the smallest. The slope for gold is more constant
across the electrode sizes at around 0.85. Assuming an exponent of 0.7 for iridium oxide
and 0.85 for gold, CPE constants were calculated at several frequencies for each electrode
using the CPE impedance equation Zcpe = (jwCcpe)-Ph. These are plotted for iridium
oxide electrodes in Figure 5-16 and for gold electrodes in Figure 5-17.
Looking at the plots, the CPE constant seems to scale quite linearly with the area of
the electrode, except perhaps for the 800 pm iridium oxide electrode. The plot for gold
is particularly nice. Unfortunately, this does not confirm or explain our observations with
the biphasic pulse measurements. It is still not clear why the capacitance observed in the
biphasic pulse measurements scales as it does. The remainder of the chapter will be devoted
to answering this question. A complete explanation will require a great deal of future work,
but the simple models below should help provide a conceptual starting point.
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Figure 5-16: CPE constant vs electrode area from impedance spectra for iridium oxide
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Figure 5-17: CPE constant vs electrode area from impedance spectra for gold
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5.4 Capacitive Disk Electrodes
Simple analytical models were worked out in the previous chapter for purely resistive disk
and hemisphere electrodes. The models were also valid for capacitive electrodes, but only
for measurements at very high frequencies, such as the resistive step in biphasic pulse
experiments. For lower frequencies and longer time scales, the capacitive nature of the
electrodes becomes important. The purpose of this section is to work through a few ideas
about the interaction between the capacitance, our previous resistance models, and the
current distribution at the surface. The section will begin with a discussion of how current
distributions can affect the utilization of a capacitive surface, move on to a few simplified
models for a capacitive disk electrode, and finally compare these results to the observed
data.
5.4.1 Nonuniform Current Distributions
From our resistance models, we know that the current distribution to a resistive disk elec-
trode is highly nonuniform. The same should also be true for capacitive disk electrodes at
high frequencies. Much more current flows to the edge of an electrode than flows to the
center. Because the current density is nonuniform, charge builds up on some parts of the
electrode surface faster than others. For short enough time scales, the effective capacitance
will therefore appear much smaller than expected.
ii i2 +
C C2
I V
RI R2
Figure 5-18: Simple circuit illustrating the effect of nonuniform resistance on the observed
capacitance
The easiest way to understand this effect is to consider two capacitors, each in series with
a resistor and connected in parallel to a current source. A diagram is shown in Figure 5-18.
Writing out equations for the current through each capacitor gives:
d
%I = C1-[V-Rlill] (5.21)dt
d
i2 = C 2 - [V - R 2i 2  (5.22)dt
One can then eliminating dV/dt and use the relationship I = i1 + 12 to find independent
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differential equations for the current in each branch:
diI (C1 + C 2 ) 1
dt (R1 + R 2 )C1 C2 (fR1 + R 2)C2
di2  (C1+C2) - 1
+ 22 = I(.4dt (fR1 + R 2 )C1 2 (R1 + R 2)C1
Solving the differential equations and assuming zero initial voltage on the capacitors, the
currents will be:
ii(t) = Ije~ / + I0 (5.25)
R1 + R2 C1 + C2) C1 + C2
i2 (t) = 02 ) I e-tl + I (5.26)(R1 + R2 C1 + C2 C1 + C2
(5.27)
where the time constant for equilibration is:
T (Ri + R 2 )C1 C 2  (5.28)
(C + C2)
Substituting back into Equation 5.21 and simplifying yields:
dV = [ (R 1 C1 - R 2C2 )2  01
dt (Ri + R 2 )2 (C1 + C2)C1C2 C1 + C21
One can then integrate and assume V(O+) = (R 1 |1R 2)i to give:
V(t) - [-(R/ +1 - R 2 0 2 )2   + IRR2  1 (5.30)[( 1 + R 2 )(C1 + C2)2 C1 + C 2 R1 + R2
The equation above is simply the voltage response for a simple RC circuit with an extra
voltage term. The first term encapsulated the effects of a nonuniform current distribution.
The last two terms are simply the usual resistive step and capacitive ramp. Looking at
the first term, if the RC time constants for each resistor/capacitor pair are equal, then
the circuit will behave just like a like a series RC circuit with capacitance C + C2 and
resistance R1 IR 2 . If this were two parts of an electrode, this would correspond to having a
uniform current distribution. If the time constants are not equal, the behavior will be quite
different. Initially, the slope of the voltage ramp will be:
dV 
_ R C1 + R 2 C2
- 1 2 1(5.31)dt t=0 (R 1 + R 2 )2 C1 C2
For short enough current pulses, the effective capacitance will therefore appear to be:
Cef f = (ft + R 2 )2 0 1 0 2  (5.32)R2C 1 + R2C2
which is always smaller than C1+C2. For long pulses, the effective capacitance will approach
C1 + C2 asymptotically. If we assume that C = C2 = C and that one resistance is much
larger than the other, the behavior is easy to understand intuitively. Most of the current will
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initially flow into the low resistance branch, causing the total voltage to increase with slope
i/C. Over time however, the voltage difference between the two capacitors will approach
il(Ri - R 2 )1, and the current will approach an equal distribution. From this point on, the
voltage will increase with slope i/2C. For short pulses, the effective capacitance is equal
to C. For long pulses, the effective capacitance is equal to 2*C. And for moderate pulses, a
transition between the two is visible.
A simple example is illustrated in Figure 5-19. In this example, C1 and C2 were each
set at 2 pF, R 1 was set to 1 kOhms, and R 2 was set to 4 kOhms. From Equation 5.28,
the time constant r is equal to 5 msec. For pulses much shorter than this, the effective
capacitance is about 3 pF. This can be seen in the upper left of Figure 5-19. Looking at back
voltage measurements with this pulse duration, it would be quite difficult to distinguish this
waveform from that of a simple RC circuit. For pulses much longer than T, the effective
capacitance is simply 4 pF, the sum of C1 and C2. This is shown in the bottom part of
Figure 5-19. The short pulse behavior is only visible as a slight curvature at the start of
the ramp. This would simply be ignored during fitting. For pulse durations near T, a subtle
transition can be seen between the two previous cases. This gentle curvature could easily
be misinterpreted as a low charge transfer resistance.
Looking back, this simple example bears a resemblence to the alternative electrode model
mentioned in Section 3.4.2. Both involve dividing the total capacitance into two parts and
varying the access resistance. It was not understood at the time, but the success of the
alternative model was probably because it can handle nonuniform current distributions,
even if crudely.
With these simple models in mind, it is informative to imagine what happens when one
applies a current pulse to a capacitive disk electrode. Because of its higher access resistance,
the center of the electrode will be poorly utilized early in the pulse. If the pulse is short
enough, the observed capacitance will only be a small fraction of the expected capacitance.
However, as the pulse continues, the interfacial potential will build up more quickly near
the edge, creating a nonuniform potential distribution across the surface.
As with our simple model, this nonuniform potential will change the current distribution,
counteracting its nonuniformity. The current density at the edge will decrease while the
current density at the center will increase. If the pulse continues long enough, an equilibrium
will eventually be reached where the current is uniform across the surface. The resulting
potential distribution will remain nonuniform, but it will increase uniformly and all of the
available capacitance will be utilized. Overall, the qualitative behavior will be much like our
simple model. For short times, the voltage will ramp steeply and the effective capacitance
will be small. The capacitance will increase as the current distribution becomes more
uniform, eventually approaching a maximum when the current is uniform and the entire
surface is utilized evenly.
5.4.2 Network Models
Ideally, we would like to set up a complete model for a capacitive disk electrode, apply
Laplace's equation with appropriate boundary conditions, and solve for the quantities of
interest. But unlike the earlier resistance models, the differential equations for such a model
would be time dependent and have complicated boundary conditions. Some aspects of this
problem will be described later in the thesis, but for now we will just consider a few highly
simplified but informative models.
For the models below, it helps to think of the electrode as a collection of individual
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Figure 5-19: Back voltage waveforms for simple nonuniform resistance model
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circuit elements, with a two dimensional array of capacitors for the electrode surface and a
three dimensional network of resistors for the electrolyte. However, since disk electrodes are
radially symmetric, only two dimensions are actually needed to fully represent the electrode.
A two dimensional network of this type is illustrated in Figure 5-20. With appropriate finite
element modeling software, it would be relatively straightforward to analyze such a model
numerically. This will be an important topic for future work. To help develop an intuitive
understanding of the processes at work, the two models presented below use simplified
networks related to the one in the Figure 5-20.
Large Resistor Network
* 0 0 0 0 0 0 0 0
* 0 0 0 0 00 0 0
T T T T T T T'
r = 0 Capacitive Electrode r = a
Figure 5-20: Resistor and capacitor network model for electrode
5.4.3 Transmission Line Model
A transmission line model was developed for capacitive disk electrodes by Wiley in order
to help explain the ring shaped burns caused by the dispersive capacitive disk electrodes
used in electrosurgery [53]. A two dimensional representation of the model is shown in
Figure 5-21. The model assumes that once current is transferred across the capacitance,
the only path to ground is to flow radially along the electrode surface until it reaches the
edge. Obviously, this is not what happens in a real electrode. In the original paper this was
justified by assuming that the electrode was placed against a thin conductive layer of skin
with much more resistive material below it.
Despite its obvious shortcomings, the results are quite interesting. Solving the differen-
tial equations describing the system, Wiley determined that the current obeys the Bessel
equation:
d'4g I di (n)
dT12 T1 d'q+'(-3
where the normalized coordinate T1 = r/A and the transfer length A = 1/(wRQ')1/2.
Conceptually, the transfer length represents the width of the region at the electrode edge
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with significant current density. Solving for the current yields:
.) ior ber'(r/A) + jbei'(r/A)
ao ber'(ao/A) + jbei'(ao/A)
where ao is the electrode radius, ber(x) and bei(x) are the Kelvin functions, and the primes
represent differentiation with respect to the argument. The above equation can be evaluated
numerically, but it is more useful to simply examine a few limiting cases. The derivation is
not included here, but for short time scales where a > A, the electrode behaves as a trans-
mission line. Most of the current flows out at the edge of the electrode and the capacitance
is poorly utilized. Not surprisingly, the electrode behaves like a Warburg impedance:
Z = 1 (5.35)
27rao JwCa
For longer time scales where a < A, the capacitance is accesses uniformly and the electrode
can be represented by a series RC circuit with R = R,/87r and C = 7ra2Ca. The transmission
line disk model demonstrates one way in which nonuniform access to the electrode surface
can cause a smaller effective capacitance than expected. It also illustrates how Warburg or
CPE like behavior can emerge from the large scale geometry of an electrode. Unfortunately,
the model does a poor job representing the actual environment of a retinal stimulatory
electrode. The region around the electrode is not a thin conductive sheet with only radial
current flow. The conductive region is quite thick and current will flow both axially and
radially.
r=0 r=a
I C r _E
RC r
Figure 5-21: Transmission line model for capacitive disk electrode
5.4.4 Nonuniform Resistance Model
The nonuniform resistance model is an extension of the two capacitor idea described earlier,
but with many more capacitors and reasonably chosen resistance values. The general con-
cept is to break the electrode into n concentric rings, each of which is then represented by
a resistance (Rn) and capacitance (Cn) in series. The arrangement is shown in Figure 5-22.
The capacitance is assumed to be uniform across the electrode surface and the resistance
values are chosen such that the initial current distribution matches that of the resistive disk
model in Chapter 4.
The nonuniform resistance model is a convenient approximation to the network shown
in Figure 5-20. In contrast to the transmission line model, it accounts for axial current flow,
but neglects radial current flow. At high and low frequencies, the behavior of the nonuni-
form resistance model should approach that of the complete network. At low frequencies,
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Figure 5-22: Nonuniform resistance model for capacitive disk electrode
both will limit to a simple series RC circuit with predictable values for the resistance and
capacitance. At high frequencies, very little interfacial potential will develop and the cur-
rent distribution should remain close to that of a resistive disk. For the most part, the
capacitance utilization of the two models should at least be qualitatively similar.
Differences between the two models should be seen primarily in the lower frequency
parts of the transition region. The nonuniform resistance model assumes that the current
distribution is simply the result of having a different access resistance for each part of the
electrode surface. The local current density is uniquely determined by the local interfacial
potential and bulk voltage across the electrode. In the more complete capacitive disk model,
the current distribution at any given point will depend on the entire interfacial potential
distribution and the bulk voltage. The current distribution in this model can be found by
solving the field problem for a disk electrode with a potential distribution equal to the bulk
voltage minus the interfacial potential. Qualitatively, the two models will behave similarly,
but they will differ in the details. Despite this, the nonuniform resistance model should be
an excellent approximation and reveal quite a lot about the observed capacitance scaling.
It is fairly easy to derive an analytical expression for the impedance of the nonuniform
resistance model. This will be worked through below. The model is also very well suited for
numerical calculations and testing the effect of different current distributions on capacitance
utilization. To get started, the capacitance of each ring is proportional to the area of the
ring. For a ring with inner radius rn, width Ar, and capacitance per unit area Ca, the ring
capacitance is simply:
Cn = [2rnAr + rAr 2] Ca (5.36)
As Ar -+ 0, the expression for the capacitance limits to:
C, = 27rrnArCa = 2r COAr (5.37)
a0
where Co = ra2Ca is the total capacitance of the electrode assuming an even current dis-
tribution and full utilization of the surface. The resistance of each ring can be derived from
the current distribution to a resistive disk electrode. With zero voltage on the capacitor,
the conductance of a ring is the current density integrated over the ring surface divided by
the applied voltage:
n I ru+Ar 4 r,+Ar rdr
Gn -l# - n 2rJ(r)dr = j(5.38)
V V I" pao ;r 2
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Integrating yields:
G 4= 1 -=4aO I - + Ar)2  - (5.39)
p I ao} aa
r
The effective resistance of the disk is simply 1/Ga, giving:
R = 0  (5.40)
1 - rn+Ar2 1 2
where RO = p/4ao is the total resistance of the electrode. As Ar -4 0, the expression for
the resistance of each ring limits to:
a~ 1(a)
Ra r Ro (5.41)
The total impedance of the nonuniform resistance model (Znrm) is simply the impedance
of each ring in parallel. This is represented by the summation:
Z = E [ + jC = 2jwCo rEAr (5.42)Znrm n 0n n a0  1+2jwRoCo 1 -
From this equation, the impedance can be calculated numerically for a finite number of
rings using a simple Matlab script. This numerical technique was used to make several of
the plots that will be described later. As the ring width approaches zero, the above sum
can be transformed into an integral and evaluated to yield:
Znrm = 1 ln 1 (5.43)
1 + 2jwRoCo 1+2jwRoCo
A Bode plot of the model impedance Znrm is shown in Figure 5-23 along with the impedance
of a simple RC circuit. Both assume a capacitance Co = 4pF and resistance Ro = lkOhm.
These resistance and capacitance values correspond to those for a typical 400 pm iridium
oxide electrode. At very high and very low frequencies, the impedance magnitudes are
almost indistinguishable. The magnitudes do however differ near the 1/RoCo breakpoint.
The difference looks deceptively small on a Bode plot due to the log scale, but has a
significant effect on resulting back voltage waveforms, as will be discussed shortly. This
critical impedance difference would almost certainly be missed by simple EIS fitting routines
that assume a simple circuit model, explaining the poor back voltage predictions of such
models.
Looking at the equation for the impedance, the Bode plots should have the same shape
regardless of RO and Co. Changing the ROCO product will shift the waveforms left and
right. Changing RO while holding ROCO steady will shift the magnitude up and down. The
breakpoint region will always have the same characteristic deviation in impedance from a
simple RC circuit. Generally speaking, the breakpoint frequency will be higher for small
electrodes. The resistance RO is inversely proportional to the radius, while the capacitance
Co is proportional to the radius squared. The breakpoint frequency 1/RoCo is therefore
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inversely proportional to the radius.
At very high or very low frequencies, the predicted back voltage will be very close
to that of a simple RC circuit. However, it just so happens that our typical stimulation
waveforms have a major frequency component right in the breakpoint region of a typical
iridium oxide electrode. As previously mentioned, the breakpoint frequency depends on the
size of the electrode. This may help explain the strange capacitance scaling observed in the
biphasic pulse experiments. The stimulation frequency remains the same, but as the size
of the electrode changes, it falls in different regions of the impedance waveform. At some
frequencies, the deviation from simple RC is quite large, while at others it is quite small.
It will be shown later that this does in fact account for several important features of the
observed scaling.
A Nyquist plot is also shown in Figure 5-23. It is relatively uninteresting except for the
observation that the real part of the impedance approaches 4RO/3 at low frequencies rather
than Ro as one would have guessed. It is far from obvious looking at Equation 5.43, but
this result can be derived by taking the limit of the real part as W -+ 0. The mathematics
are fairly messy and will not be included here. Suffice it to say that 4RO/3 is the limit. The
points marked on the plot correspond to 10 Hz, 100 Hz and 1 kHz for easier interpretation.
At high frequencies the real part does approach Ro as one would expect. The low frequency
result may actually help explain the higher than expected resistance of the smallest elec-
trodes. Small electrodes have a higher breakpoint frequency, so the stimulation waveform
is closer to the low frequency limit. The 4/3 factor could manifest itself as extra apparent
resistance during fitting.
One can perform a similar analysis for the imaginary part of the impedance and calculate
a frequency-dependent capacitance. This is given by Ce!! = -1/w Im Znm. As before, the
limit calculations are messy and not included here. At low frequencies, the capacitance limits
to Co, but at high frequencies, it limits to zero. The higher the frequency of a stimulation
waveform, the smaller the effective capacitance will appear. It is not immediately obvious
that the capacitance would limit to zero. With a less extreme current distribution, this
would probably not be the case. Instead it could limit to some fraction of Co.
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Figure 5-23: Impedance of nonuniform resistance model electrodes
Using Fourier transforms and Equation 5.43, one can easily calculate the voltage re-
sponse to a biphasic current pulse for the nonuniform resistance model. Representative
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plots are shown in Figure 5-24. The Ro values were calculated for each electrode using the
disk resistance model from Chapter 4 and assuming an electrolyte resistivity of 80 Ohm-
cm. The Co values were calculated by multiplying the geometric area of each electrode by a
capacitance per unit area (Ca) of 2.4 mF/cm2 . This value was chosen such that with ideal
utilization, the expected capacitance would match the value observed for a 400 Pim iridium
oxide electrode. The pulse amplitude was chosen to be 100 pAmps, but this only affects
the scale, not the shape, of the back voltage waveform.
It is clear from the plots that nonuniform capacitance utilization can have a major
effect on the observed back voltage waveform. The back voltage has a greater excursion
and steeper capacitive ramps. The slope of the ramp is steepest near the initial resistive
step. The curvature in this region is very similar to what is observed in real iridium oxide
electrodes. As discussed earlier, this behavior is not seen in platinum or gold electrodes.
Presumably this is because the breakpoint frequency for a platinum or gold electrode is
much higher than the stimulation frequency. The location of the breakpoint frequency
would also explain why platinum and gold electrodes do not show the same capacitance
scaling behavior as iridium oxide. It is easy to see these effects qualitatively from the plots,
but for quantitative results, one must fit these simulated biphasic pulse plots as was done
with the real data. This simulated data can then be plotted and analyzed.
The capacitance vs electrode area is shown in Figure 5-25. As with the real data,
capacitance values were calculated separately for each ramp and plotted as two different
curves. Also included in the plot is the expected capacitance assuming uniform utilization
(Co) and direct scaling with area. Small electrodes follow the simple RC model very closely,
but large electrodes have a much smaller effective capacitance. The capacitance of the
800 pm electrode is less than 2/3 of the value predicted by area scaling. Using different
values for p and Ca not only changes the scale of the plot, but also the shape. With a
smaller pCa product, the effective capacitance more closely matches the RC model and
deviations are only seen for the largest electrodes. With a larger pCa product, the effective
capacitance shows a greater deviation from the RC model for all electrode sizes.
Figure 5-26 compares the model to the capacitance values calculated for real iridium
oxide electrodes. The modeled curves do not match every feature of the observed data, but
certainly help explain some of the basic trends. One problem is choosing an appropriate
value in the model for the capacitance per unit area (Ca). Such measurements would be dif-
ficult with the available electrodes. Obtaining an accurate value would require contructing
an electrode with a uniform current distribution to its surface and making sure to deposit a
uniform thickness of iridium oxide. Without a reference value for C, comparing the model
to the data becomes a fitting problem and makes objective comparisons difficult. Obtaining
a good value for Ca is an important item for future work.
Interestingly, the nonuniform resistance model may help explain why the capacitance
does seem to scale with area when calculated from the EIS spectra. The nonuniform re-
sistance model only predicts a drop in effective capacitance at relatively high frequencies,
like those used in the biphasic pulse experiments. The EIS capacitance data was collected
at very low frequencies. In this part of the spectrum, the impedance of the NR model is
indistinguishable from a simple RC circuit and the capacitance is predicted to scale directly
with area. This is exacly what we see. The only real problem is that the nonuniform re-
sistance model does not explain the CPE-like behavior of the electrodes. Other processes
must also be at work.
Based on the waveforms in Figure 5-24, one would also expect a Randles model fitting
routine to overestimate the series resistance, especially for small electrodes where the initial
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Figure 5-24: Effect of nonuniform resistance on biphasic pulse measurements
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curvature is most prominent. Resistance values for the model were calculated along with
the capacitance during fitting. These are plotted along with the disk model in Figure 5-27.
As can be seen in the plot, the nonuniform resistance model does in fact predict an extra
resistance for small electrodes sizes. However, the magnitude of this difference is not quite
as large as that observed for the real electrodes. Like the capacitance, comparison to the
data was limited by not having a good reference value for Ca. Better results could also be
achieved by combining the results of the nonuniform resistance model with the results of
the recessed electrode or oxide film models.
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Figure 5-27: Effective resistance vs diameter for nonuniform reistance model electrodes
Despite a few problems, the results are promising given the simplicity of the nonuniform
resistance model. A more complete and physically accurate model may improve on the
results considerably. With numerical calculations, it would also be quite easy to change
the assumed current distribution or add in extra resistance sources, for instance including a
recess or oxide film resistance. This may improve the results somewhat. It is also possible
that some of the features seen in the real data are due to oxide geometry, depletion effects, or
other factors that such a simple circuit model could not even attempt to handle. More must
be known about the oxide distribution and its chemical properties to properly model such
behavior. Such a task would be a large and complex, but ultimately rewarding, undertaking.
Perhaps the best approach would be a detailed finite elements model that incorporates all of
the relevant processes, including conduction, diffusion, and reaction at the electrode surface.
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Chapter 6
Conclusions
The overall goal of this thesis was to better understand the behavior of microfabricated
stimulatory electrodes for use in a retinal prosthesis. A great deal of material has been
covered in these pages, but it has barely scratched the surface of what is out there. Despite
the many measurements, theoretical calculations, and model comparisons, there is still
much to be learned. With most problems in science and engineering, answering one simple
question tends to reveal a host of more difficult questions. This has certainly been the case
here. But unlike learning, a thesis has a definite end, and this will be it.
The final chapter of this thesis will begin by summarizing the most important results
of the previous chapters. Following this summary, it will discuss the implications of these
results on electrode design and suggest a few possible design improvements. Finally, it will
highlight several important experiments that were unfortunately not carried out do to time
or material constraints and point out a number of possible directions for future research.
6.1 Experimental Results
Since detailed discussions of the experimental results can be found in previous chapters,
this section will be fairly brief and serve only as a quick overview for easy future reference.
Whenever possible, relevant figure and section numbers will be provided for the convenience
of the reader. To avoid needless repetition, the section will focus on the collected data and
its analysis. It will not review basic electrochemistry, array preparation, or equipment
setup.
6.1.1 Cyclic Voltammetry
Section 3.3.2 describes the results of several cyclic voltammetry experiments. Voltammo-
grams were collected for iridium oxide, platinum, and gold electrodes in phosphate buffered
saline with bubbled argon. Measurements were taken using a sweep rate of 50 mV/s for all
electrode sizes. The resulting curves were quite distinct for each electrode material. This
can be seen in Figures 3-13 through 3-15. Peak locations matched the appropriate reference
values and were consistent across the entire range of electrode sizes. Platinum displayed a
prominent negative peak at around 0.1 V vs Ag/AgCl, with smaller corresponding positive
peak. Gold displayed a prominent positive peak around 0.2 V vs Ag/AgCl with a broad
corresponding negative peak. Iridium oxide displayed several prominent peaks at higher
potentials, but had greatly reduced current flow at lower potentials. Overall, the current
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was several orders of magnitude higher for an iridium oxide electrode than for a platinum
or gold electrode of the same size. The ability to deliver large amounts of charge is one of
the main reasons that iridium oxide is such a popular choice for stimulatory electrodes.
Voltammetry can reveal a great deal about what reactions can occur and at what poten-
tial they will take place, but is not very useful for making circuit models. As a large signal,
low frequency technique it emphasizes reaction and diffusion rather than series resistance
and double layer capacitance. For our purposes, its most important use is finding the best
operating range for an electrode. Unfortunately, putting this information into practice is
complicated by the lack of a good reference electrode in most stimulation systems. Despite
this, there are several valuable insights that can be gained by looking at the collected data.
Based on its voltammogram, an iridium oxide electrode would be most effective at higher
potentials, where its peaks are found. In this region, the electrode will be better able to
deliver large currents without a significant change in potential. This suggests applying a
positive bias voltage of around 0.6 V vs Ag/AgCl before the stimulation pulse. As discussed
in Section 3.1.4, cyclic voltammetry is also important for the deposition and characterization
of iridium oxide film.
6.1.2 Electrochemical Impedance Spectroscopy
Section 3.4 and Section 4.4.3 describe the results of several EIS measurements. Impedance
spectra were taken for iridium oxide and gold electrodes of all sizes. The measurements
were made in phosphate buffered saline with a frequency range running from 3x10- 2 to
105 . Bode and Nyquist plots were made and compared for each electrode. The general
shape of the spectra were quite different for the two materials. The plots can be seen in
Figures 3-18 through 3-20 and Figures 4-16 through 4-17. The iridium oxide electrodes
showed a prominent resistive region in the middle of the frequency range. Looking at lower
frequencies, the impedance suggests a CPE with an exponent of approximately 0.7. At
the upper end of the spectrum, the impedance drops off from the resistive plateau. The
cause of this feature is not clear. The spectra of the gold electrodes are almost purely
capacitive. A transition to a more resitive impedance can barely be seen at the upper limit
of the spectrum. The magnitude of the impedance was much higher than that of iridium
over most of the spectrum, as would be expected given the small capacitance of gold. The
Nyquist plots for iridium oxide were approximately what one would expect for a Randles
model electrode. More work could be done to fit a better circuit model to these plot. The
Nyquist plots for gold were relatively uninteresting.
Impedance spectra are often used to generate electrode circuit models. Nyquist plots
in particular are useful for determining what type of circuit model would best fit the data.
Fitting programs are readily available and easy to use. Unfortunately, the resulting circuit
parameters tend to do a poor job predicting the back voltage waveform of a stimulation
pulse. There are two major reasons for this. First is that impedance spectra measurements
are very small signal. This would be fine if electrode behavior was linear, but it often is
not. The second problem is that model parameters are usually chosen as the best fit over
a very wide frequency range, while most stimulation waveforms have a very limited set of
frequency components. Even if the parameters are a good match globally, they may not
match well at the frequencies that really count. One possibilty is to limit the frequency
range used for fitting. In any case, EIS data was not used extensively in this thesis, largely
because the equipment was only available outside the lab. Also, a major emphasis in the
thesis was placed on modeling the voltage response seen under real stimulation, making
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EIS less suitable than some other techniques. More extensive work with EIS could be very
useful, however, especially if performed with a range of bias voltages. This will be discussed
in the future work section.
6.1.3 Biphasic Current Pulse Measurements
Section 3.5.2 describes the results of several biphasic current pulse experiments. The results
of these experiments were used extensively in Chapters 4 and 5 to model the resistance
and capacitance. Experiments were performed using iridium oxide, platinum, and gold
electrodes of all sizes. The electrolyte was usually standard physiological saline, but various
dilutions were used in some experiments. Pulse amplitudes covered a fairly wide range, but
tried to avoid driving the electrodes into nonlinear operating regimes. This greatly limited
the maximum current for platinum and gold electrodes. Small iridium oxide electrodes were
somewhat limited as well, forcing them to be left out of some experiments. As would be
expected, larger electrodes could handle larger currents. The high frequency Randles model
was fit to the observed back voltage waveforms. Generally speaking, good fits were obtained
regardless of the electrode material. This is illustrated in Figures 3-27 through 3-29. The
results of the fitting will be discussed more fully in the sections that follow.
6.1.4 Series Resistance
The series resistance (R,) was described in Chapter 4. It consists of two main components,
a relatively uninteresting wiring resistance (R,) and an electrolyte spreading resistance
(Rspr). The wiring resistance was estimated in two different ways. The first method cal-
culated R, using the known layout of the array and a measured sheet resistance. The
results of these calculations are shown in Figure 4-1. The second method plotted the total
resistance for several electrode sizes and extrapolated to where the spreading resistance is
zero. Compared to the spreading resistance, the wiring resistance was fairly small. Sev-
eral models were developed for the spreading resistance. These included the hemispherical
model, the disk model, the recessed disk model, and the oxide film model. All of these
models attempted to predict how the spreading resistance would scale with the size of the
electrode.
Resistance values were obtained by fitting back voltage waveforms for a range of elec-
trode sizes, electrolyte concentrations, and pulse amplitudes. Resistance values were also
derived from several EIS spectra. The resistance was relatively insensitive to the pulse
amplitude as one would expect. This can be seen in Figure 4-9. When plotted versus mea-
sured electrolyte resistivity, the behavior did not follow the expected trends, perhaps due
to nonideal properties of the electrolyte. This can be seen in Figures 4-10 through 4-12.
The spreading resistance models performed quite well and predicted the observed resistance
almost exactly for all but the smallest electrodes. The 50, 100, and 200 pm iridium oxide
electrodes showed a higher resistance than predicted by the disk or recessed disk models.
This behavior may be explained by the oxide film model, but good reference values were not
available for the conductivity of the deposited iridium oxide. The resistance measurements
were much noisier for platinum and gold due to the shape of the back voltage waveforms
and how the fitting routines worked. For these electrodes, the resistive step was only a tiny
fraction of the overall voltage excursion and hard to measure accurately. The resistance
versus inverse electrode diameter for each material can be seen in Figures 4-13 through 4-15.
The importance of nonuniform current distributions at the surface of a disk electrode was
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discussed briefly at the end of the chapter.
6.1.5 Double Layer Capacitance
The double layer capacitance (Cd1) was described in Chapter 5. Several classic models
for this capacitance were presented early in the chapter. These included the Helmholtz,
Gouy-Chapman, and Sterm models. Unfortunately, these models have very little predictive
power in our particular situation. The importance of surface morphology was discussed
in Section 5.2.2. Because the distance scales of electrical double layers are so small, one
must consider the microscopic electrode area, not just the macroscopic geometric area when
making capacitance calculations. Iridium oxide has a much larger apparent capacitance than
the previous models would predict. This was discussed in Section 5.2.3. In fact it is not
a double layer capacitance at all, but rather a redox pseudocapacitance. Charge is stored
by reversible changes in the oxidation state of iridium atoms in the film. Further work will
have to be done to completely understand this process.
Like the resistance values, capacitance values were obtained by fitting back voltage
waveforms for a range of electrode sizes, electrolyte concentrations, and pulse amplitudes.
Attempts were also made to use the available EIS data. The capacitance was relatively
insensitive to the pulse amplitude for iridium oxide electrodes, but gold and platinum elec-
trodes did display some current dependence. The effective capacitance seemed to increase
slightly with higher currents. It is not clear whether this is a fitting artifact or a real effect.
Plots of capacitance versus current can be seen in Figures 5-10 through 5-12. When plotted
versus electrode area, the capacitance did not follow the simple linear scaling that would
be expected. Each electrode material displays a somewhat different behavior. This can be
seen in Figures 5-13 through 5-15. It is still not clear exactly why the capacitance behaves
in this manner.
One promising explanation is that the nonuniform current distribution at the surface of a
disk electrode causes incomplete utilization of the capacitance. A simple model illustrating
this effect was worked out and compared to the data in Figure 5-26. The results of the
model show striking similarities to the observed behavior. The results are even consistent
with the capacitance scaling seen using EIS data. Unfortunately, the model does not explain
the CPE-like behavior observed in these spectra. Interestingly, the model also predicts an
increased series resistance for small electrodes. Future work with similar models may prove
very useful.
6.2 Electrode Design
Designing a safe, efficient, and effective stimulatory electrode is a challenging task. There
is still much work to be done, but the collected data and theoretical models described in
this thesis will hopefully make the task a little easier. Working with theoretical models can
provide useful insight into how a system works and how it can be improved. Working with
the actual data reveals how far one can trust the models. Both are needed for good design.
The section will first review some of the basic goals for a stimulatory electrode. Based on
the available data, it will then discuss the best material choice and geometric design out of
those tested. Finally, it will describe several possible improvements that could be made.
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6.2.1 Basic Goals
As discussed in Section 2.6, a stimulatory electrode must be safe, efficient, and effective. In
terms of circuit parameters, this translates into a a small series resistance, large capacitance,
and a high charge transfer resistance. For better spatial resolution, the electrodes should
also be as small as possible. These choices are summarized in Figure 2-18. Based on the
collected data, this suggests certain material choices and electrode size selections for optimal
performance. The types of electrodes tested were by no means exhaustive, but these results
should still provide some useful guidelines.
6.2.2 Material Selection
In terms of materials, iridium oxide was the clear winner. With its extremely high ca-
pacitance, the smallest tested iridium oxide electrodes could handle more current than the
largest tested platinum or gold electrodes. Based on the best available human threshold
data, delivering the level of current needed for visual perception would shift the interfacial
potential of a 400 pm platinum or gold electrode by several volts. An iridium oxide elec-
trode of the same size would have a potential excursion of only a few tenths of a volt. Even
if only present for a short time, a high voltage could cause potentially dangerous chemical
reactions. Platinum and gold electrodes may still be useable, but for safety they would have
to be made much larger than the current designs. The only real downside to iridium oxide
is that some researchers have questioned its long term stability with in vivo stimulation.
This is a critically important issue to investigate.
6.2.3 Size Selection
In terms of size selection, 400 pim in diameter seems to be a good choice, at least for
iridium oxide. Human thresholds are around 600 pAmps with a 1 msec pulse duration.
At this level of current, the potential excursion of the electrode would be about 0.2 Volts,
well within any reasonably placed bounds for safety. This value obviously ignores any
voltage drop across the resistance, since it does not affect reactions at the electrode surface.
The electrode should be quite safe even for currents several times threshold. The voltage
behavior of a 400 pm electrode is also quite linear and well modeled by a simple series RC
circuit. Typical parameter values are about 1 kOhm for the resistance and 3 pF for the
capacitance. Linearity and reproducibility of the back voltage waveforms should be very
helpful when designing the stimulator circuitry.
A 400 pm would certainly be suitable for animal trials, general testing purposes, or
acute human experiments. For chronic implantation, it may be a good idea to use slightly
larger electrodes at first. The loss of resolution would be minimal and unimportant, but the
reduced power consumption and better safety margins could be significant. Later designs
could easily reduce the size of the electrodes once the system has been proven safe. In later
implants it seems perfectly reasonable to go below 400 pm, even with minimal improvements
in electrode technology.
6.2.4 Possible Improvements
Besides developing new materials, there are several ways one could possibly improve elec-
trode performance. Generally this will involve changing the geometry of the electrode. Disk
electrodes are popular because they are so easy to fabricate and have a nice low profile for
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easy array placement. Unfortunately, they also have a very nonuniform current density
at their surface. This leads to a higher spreading resistance and smaller effective capaci-
tance. One idea is to use a hemispherical electrode. Compared to a disk electrode with the
same diameter, it will have about 2/3 the spreading resistance and a more uniform current
density. The effective capacitance will also be much higher, partially because the current
density is uniform and partially because the surface area is twice as large.
Of course, an array of hemispherical electrodes would be much harder to fabricate than
an array of disk electrodes. Their high profile could also interfere with implantation, make
the array more prone to breakage, or stimulate less effectively. As a result, hemispherical
electrodes are probably not a very good solution. A better idea would be to make the
electrode surface convex, but still maintain a relatively low profile. Even a slight curvature
could significantly improve performance. The only real drawback would be a more complex
fabrication sequence. Techniques certainly exist for making such structures, but it may take
a fair bit of work to incorporate them into the current arrays. It would be an interesting
project to model the behavior of such electrodes and come up with a design that is both
effective and reasonably easy to fabricate. Such a design could prove quite valuable to the
group. I have come across one interesting paper loosely related to this topic. It describes
the design of a minimum profile electrode with uniform current density at the surface, but
does not cover fabrication or circuit modeling [1141.
Another interesting idea is to divide a normal disk electrode into several concentric rings.
These rings are then connected in parallel, each with its own small resistor. By adjusting the
resistance to each ring, it is possible to smooth out the current distribution. The optimal
choice of resistance values has been described in the literature [52, 53]. Since most of the
current usually flows to the outer edge of the electrode, the resistance is made larger for the
outer rings than for the inner rings. This does of course increase the total series resistance,
but should also increase the effective capacitance. Models would have to be developed to
better understand the effects of this tradeoff. The design may also help improve oxide
stability since the current will be less concentrated at the outer edge. From experience, the
edges are always the first to break down under heavy stimulation. Like the convex electrode
idea, fabrication would be more complicated and could introduce durability problems of its
own. In some cases all of these tradeoffs may be worth it.
6.3 Future Work
A great deal of work still needs to be done in order to understand the behavior of even the
simplest stimulatory electrodes. Many of the items that follow were originally intended to
be included in this thesis, but fell by the wayside due to a lack of time, energy, or resources.
I cannot even imagine how long this thesis would be if all of them had actually made it in.
Several I truly wish had. Others are less immediately important, but could develop into
an interesting project for someone. The discussion is divided into several general sections.
These include modeling, measurement, and materials. Each of these sections describes
several questions to be answered or experiments to perform. To aid those interested in the
topic, relevant references to the literature will be provided whenever possible.
6.3.1 Electrode Models
There are many ways to model an electrode. These include simple circuit models, analytical
electric field models, diffusion/reaction models, and finite element models. The work in this
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thesis covered only a tiny subset of these. Future research in this area could significantly
improve the predictive power of our models and better explain the observed behavior.
Circuit Models
For the most part, this thesis dealt with relatively simple lumped element circuit models
such as the Randles model. Based on the collected data, the Randles model is usually a good
choice, but not necessarily the best choice. In many cases, parts of the observed waveforms
could simply not be explained by the Randles model. One important area for future work
will be finding appropriate circuit models for these situations. Most importantly, they need
to be accurate over a wide range of operating conditions and predict some of the subtle
features that the Randles model misses.
Using an imperfect or incomplete circuit model can lead to poor fits and difficulty
interpreting the calculated element values. As work with the nonuniform resistance model
showed, at least some of odd behavior observed with the resistance and capacitance was
the direct result of treating them like simple lumped circuit elements when they are really
distributed networks. This does not mean we should avoid lumped element models, only
that we need to make better ones. One possibility is a simplified version of the nonuniform
resistance model with only a few sets of resistors and capacitors. Such a model should better
approximate the actual physical situation without being needlessly complex. In particular,
it would help account for the curved region seen between the resistive step and the capacitive
ramp seen for iridium oxide electrodes. The details of the nonuniform resistance model are
described in Section 5.4.4. It would be fairly straightforward to modify the fitting routines
to use it instead of the Randles model.
Analytical Models
Another area for future work is developing an analytical model for capacitive disk electrodes.
As mentioned in Chapter 5, such a model would be closely related to the resistive disk model.
Instead of assuming that current flows easily across the electrode/electrolyte interface, one
can assume that charge builds up at the interface instead. By modifying the derivation in
Section 4.3.2, one can find the current distribution to a disk electrode for any given radially
symmetric potential distribution. In this particular case, the current distribution will be
determined by the potential just outside the Debye layer. Since the Debye layer is small
compared to the electrode, we can probably ignore its structure and imagine that charge
builds up in a simple double layer. The potential just beyond the double layer should
be equal to the applied potential minus whatever potential has built up locally across the
interface. The rate of change for this potential will depend on the capacitance per unit
area and the current density. Putting all of this together, it should be possible to work out
the equations describing the behavior of the electrode over time. There are certainly many
issues with such a model, but it could be worth pursuing. An analytical solution may be
very difficult or even impossible, but generating an approximate numerical solution should
be fairly straightforward.
Porous Electrode Models
Most of the models presented in this thesis approximated or ignored the effects of diffusion
and chemical reaction. In some cases, diffusion and reaction was implicitly included, but not
modeled directly. For the most part, the observed behavior could be explained with purely
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electrical elements. Despite this, a more complete electrode model should include diffusion
and reaction explicitly. Developing such a model is a difficult undertaking, but the problem
has certainly been approached in the literature under several different names. One relevant
topic is porous electrode theory [115, 116, 117, 118, 119, 120, 121, 122, 123, 124, 125].
Generally speaking, the theory describes the interaction between electrical conduction, ionic
diffusion, chemical reaction, and substrate concentration. As its name suggests, it is used
to model electrodes coated with a porous material. Limiting cases have been worked out
for various situations.
A related topic is the theory of redox polymer electrodes. Work has been done by a
number of authors [126, 127, 128, 129]. Another good source of information is a series
of papers by C.P. Andrieux [130, 131, 132, 133, 134, 135]. Because the mechanisms are
so similar, understanding the theory of redox polymer electrodes would be a good way
to approach modeling the behavior of iridium oxide. Such a model would certainly be
interesting, but it is not clear that it would be directly useful to the Retinal Implant Project.
The questions such a model would answer are very theoretical and would be difficult to apply
in any practical sense.
Finite Element Models
Originally, the thesis was going to include finite element models to predict the impedance
of a capacitive disk electrode. Since the electrode geometry is fairly simple, and many
commercial packages are available for finite element analysis, I assumed this would be a
quick addition. Unfortunately, none of the readily available software packages seemed to
have the capabilities I was looking for and very few were user friendly. As a result, my
attention was eventually diverted to other topics. Being inexperienced with finite element
modeling, it is quite possible that I simply missed the relevant features I needed in the
programs. In any case, finite element models are not included in the thesis, but would
certainly be a useful area for future work. Towards the end, it became apparent that many
of the observed trends would require such modeling to properly understand.
6.3.2 Measurement Techniques
Quite a few measurements were made for this thesis, but there were still some experiments
I was unable to complete. Many of the completed experiments could probably have been
done better. This section will describe several new experiments and some improvements to
the old experiments. There are certainly others, but these are probably the most important.
Bias Voltages
As described in Section 3.3.2, the behavior of an iridium oxide electrode depends signifi-
cantly on how it is biased. If held at a slight positive voltage before a stimulation pulse,
the oxide conductivity will be high, the effective capacitance will be large, and the overall
voltage excursion will be small. If held at a negative potential before the pulse, the oxide
conductivity will be low, the effective capacitance will be small, and the voltage excursion
will be large. Unfortunately, the stimulator used in the biphasic pulse experiments was
unable to apply a bias voltage. It could only short the electrodes between pulses. Since
applying a bias voltage could have a significant effect on electrode performance, it is very
important to set up a new stimulation system with this capability. It should be interesting
to see how the shape of the back voltage waveform changes depending on the bias voltage.
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Varying the bias voltage could also be interesting in an EIS experiment. In the lim-
ited experiments that were performed, the bias voltage was always set to the open circuit
potential. Like the biphasic pulse waveforms, the impedance spectrum of an iridium oxide
electrode should vary significantly with the bias voltage. If enough measurements are made,
the results could be combined to generate a voltage-dependent impedance model for the
electrode. It would also be interesting to see if any features appear or disappear in the
spectrum at different voltages.
Fitting Routines
The fitting routines used to extract circuit element values worked fairly well, but could
certainly use some tweaking. In some cases, the fit values varied significantly between
fitting runs, making it hard to see trends in the data. This was especially noticeable for the
capacitance of the large iridium oxide electrodes and the resistance of the platinum and gold
electrodes. In both cases, the voltage difference being fit was small compared to the rest
of the waveform, making it difficult to get an accurate value. I am not sure what the best
way to fix this would be. Averaging together multiple fitting runs with slightly different
starting points helped some, but the routines were quite time consuming.
Another issue is that the fitting routines were written specifically for the high frequency
Randles model. Changing the routines to use a different model would require a complete
rewrite of the code. It would be better to write a fitting routine that can be easily modified
to handle any relatively simple circuit model, including those with constant phase elements
or other unusual impedances elements. Working out voltage equations in the time domain
was easy for the high frequency Randles model, but would quickly become difficult with a
few more circuit elements. The best way to do the calculations would probably be to take the
Fast Fourier transform of the stimulation pulse and calculate the back voltage waveforms
in the frequency domain. This was done to generate some of the example waveforms in
Chapter 3 and works pretty well.
In Vivo Measurements
All of the measurements in this thesis were performed in vitro using simple saline solutions.
In the environment of the eye, the results could obviously be quite different. At the very
least, the electrodes should be tested on an excised retina or in actual fluid from the eye.
Since rabbit eyes are sometimes used in other experiments, it should be possible to get
a used retina or some ocular fluid for electrode testing. The tests themselves would be
similar to what were done in this thesis. Ideally, the electrodes would be tested chronically
in vivo, but to do this properly would require a totally new array design, and perhaps an
implantable stimulator with telemetry. Both of these are quite far off. For now, long term
tests in vitro and acute tests in vivo should be sufficient.
6.3.3 Materials and Fabrication
Materials and fabrication techniques are a critical part of building an effective electrode.
For the most part, this thesis simply followed established procedures and used standard
materials. However, there were several situations where a better understanding of these
topics would have been extremely valuable. The development of good capacitance models
was hindered by not knowing the geometry of the deposited oxide films. Long term stability
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of the chosen materials was not even addressed. And many interesting new material choices
were simply not tested. A great deal of future work can be done in these fields.
Oxide Film Deposition
Modeling the capacitance of the iridium oxide electrodes was complicated by a poor un-
derstanding of the deposited oxide film, specifically its geometry and morphology. Since
charge is stored within the oxide film, one would expect the maximum capacitance of an
iridium oxide electrode to roughly follow the total volume of oxide. Even if the relationship
is much more complex, the capacitance would still be closely tied to the pattern of oxide
deposition. Oxide geometry may also have an important effect on the series resistance and
the current distribution to the electrode. For simplicity, it was assumed in this thesis that
the electrodeposition techniques create a uniform layer of oxide. This is probably not the
case. The oxide may be built up at the edges, thicker in the center, or patchy with focally
thick regions. At this point we simply do not know.
The first step would be to look at the electrodes under an electron microscope. Even a
single image would reveal a great deal about the oxide film geometry and stucture. A more
involved experiment would look at electrodes of various sizes and compare the films. One
possible explanation for the capacitance scaling is that small electrodes can grow a thicker,
more uniform oxide than large electrodes. Small electrodes certainly require less time to
develop a good film. Additional experiments could look at film growth over time or analyze
the effect of changing parameters in the deposition protocol. Finer control over the oxide
distribution could allow for better current uniformity, reduced series resistance, and more
durable electrodes.
Once the oxide geometry is better understood, it may be interesting to model how
deposition occurs and learn to predict the distribution that will result for various electrodes.
However, this would be more useful for those specializing electrode fabrication than it would
be for this project. For more advanced electrodes, it may also be useful to examine the
microstructure of the deposited films and learn to control its properties. This could also be
useful for developing the porous electrode model described earlier. At the very least, good
reference values for the oxide capacitance and resistivity should be calculated. These will
be essential for future geometric modeling efforts.
Long Term Stability
Based on the results of this thesis and many papers in the literature, iridium oxide is the
material of choice for stimulatory electrodes. Recently, however, some research groups seem
to be avoiding iridium oxide for long term implantation. Though the electrodes are quite
stable during short term tests, they may not be sufficiently stable for long term stimulation
in a biological environment. Since regular replacement is simply not an option for a retinal
implant, it is absolutely critical to test the long term stability and performance of the
electrodes. Ideally, this would be done in vivo with an animal model. More immediately,
the electrodes could be tested in a physiological saline solution. If the electrodes fail under
long term stimulation in saline, there is little chance they would last in vivo. In any case,
long term saline testing should be the first step. It may miss certain processes associated
with a biological environment, but it will be much cheaper and easier to set up.
The stability of an oxide film may depend heavily on exactly how it is deposited and later
stimulated. Any testing program should eventually consider these possibilities. At first, it
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should be sufficient to use a single standard deposition protocol and drive the electrodes
with currents somewhat higher than typical human perceptual thresholds. It may be a
good idea to run several tests concurrently, one in which the electrodes are stimulated only
during measurements and one in which the electrodes are stimulated continuously at a high
repetition rate. If degradation does occur, this should help identify whether it is caused
primarily by stimulation or simply by exposure to the environment.
Electrode storage is another important issue. Experience has shown that allowing an
iridium oxide electrode to dry out after soaking in saline can seriously damage the oxide
film. Presumably this is due to the growth of salt crystals in the porous oxide. If the crystals
grow sufficiently large, they can cause cracks and break up the film. The problem can be
reduced by soaking the electrodes in distilled water several times before allowing them to
dry out. This helps remove residual salt from the oxide. Improper storage techniques can
significantly reduce the long term stability of an electrode and must be taken into account
when testing them.
Alternative Materials
Iridium oxide, platinum, and gold are not the only materials that can be used in stimulatory
electrodes. Many other materials may be used as long as they are biocompatible, stable,
and deliver current effectively. Possibilities include tantalum, ruthenium, rhodium, stainless
steels, titanium, and innumerable alloys. Describing the benefits and disadvantages of each
material is well beyond the scope of this thesis. Several good papers have been published
describing material selection for stimulatory electrodes [38]. Iridium oxide is generally the
favorite, but certainly not perfect. It has been suggested that certain alloys of iridium can
be used to produce high quality oxide films with better durability than iridium oxide alone
[136], but few papers have been published regarding this.
Another interesting possibility is polypyrrole, a biocompatible conducting polymer. It
has been tested for use in neural stimulation with fairly good results [137, 138]. Like iridium
oxide, it can be deposited electrochemically on an existing electrode. The process is in fact
very similar to that used for iridium oxide deposition. The equipment already in use by
the lab could be easily modified to produce polypyrrole coated electrodes [137]. Coating an
electrode in polpyrrole tends to increase the effective capacitance and decrease the series
resistance. Polypyrrole forms a fuzzy surface with many tendrils and pores. The increased
capacitance is at least partially because of the high surface area of this structure. Like
iridium oxide, the polymer is conductive and can undergo reversible redox reactions. In
some ways the two materials are very similar.
The first step in using polypyrrole would be to set up the systems for depositing it. This
is well described in the literature and should be fairly straightforward. The second step is
choosing an appropriate counterion. Polypyrrole has a net charge and is always produced
with one or more extra molecules to balance this charge. Studies have shown that the choice
of counterion can have a dramatic effect on the behavior of the film [139, 140, 141, 142].
Once the electrodes have been produced, they could be evaluated just as the iridium oxide,
platinum, and gold electrodes were in this thesis. To be a viable choice for implantation,
the long term stability of the material would also have to be tested. Though polypyrrole
is biocompatible and very well tolerated by cells, several biological concerns would also
have to be addressed. Polypyrrole films have been shown to have interesting affects on the
growth and function of mammalian cells [143]. With proper electrical stimulation, it has
also been shown to enhance neuron outgrowth [144]. It is not certain that polypyrrole is a
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viable option for the Retinal Implant Project, but it should certainly be explored further.
6.4 Final Words
After reading a thesis this long, you will probably be glad to have reached the end. I am
certainly glad to be done writing it! If things had worked out as I originally expected, it
would have been about half as many pages and about twice as complete. Of course, it also
would have taken me about one tenth the time. I can honestly say that I have never worked
harder on anything in my life. I only hope that it will serve as a good resource for anyone
wishing to learn about electrode modeling, especially those in the Retinal Implant Project.
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