Abstract
Introduction
In recent years, a number of different researchers have endeavored to abstract models of human skill directly from observed human input-output data (see [I] for an overview of the literature). Much of the work to date attempts to model human skill by lenming the mapping from sensory inputs to control action outputs Although the choice of learning algorithm varies, the rnost frequently used -including fuzzy logic, neural networks anti lo- cally weighted regression -are all examples of continuous function approximators (FAs). For each of these algorithms, control outputs are continuous and deterministic functions of model inputs.
Powerful as these may be, however, continuous learning algorithms may not be able to faithfully reproduce control strategies where discrete events or decisions introduce discontinuities in the input-output mapping. An example of this type of discontinuous control occurs in human driving, which requires control of (1) steering and (2) acceleration. While steering will tend to vary continuously with model inputs, acceleration control of the vehicle is decidedly discontinuous, since it involves explicit switching between the gas and brake pedals.
To adequately model such control behavior, we therefore propose a new stochastic, discontinuous learning algorithm, based on Hidden Markov Models. The proposed algorithm models possible control actions as individual HMMs. During run-time execution of the algorithm, a control action is then selected stochastically, as a function of both prior probabilities and posterior HMM-evaluation probabilities.
In this paper, we first dlescribe the real-time graphic driving simulator for which we have recorded human control data, and for which we wish to abstract the corresponding driving control strategies. We then illustrate tha difficulty of modeling a discontinuous control strategy using a continuous learning framework. Next, we propose a new HMM-b,ised, discontinuous learning architecture for abstracting discontinuous human control strategies. We show that the resulting discontinuous modeling framework demonstrates better fidelity to thle human training data than the continuous modeling approach. Finally, we offer some comparisons between the two learning architectures and suggest potential applications for each modeling approach. Figure 1 shows the real-time graphic driving simulator which we have developed as an experimental platform for modeling human control strategies (HCS). In the simulator, the human operator has independent control over the steering of the car, the brake and the accelerator, although the simulator does not allow both the gas and brake pedals to be pushed at the same time. The state of the car is described by [2, 3] , { v5. v,,, o} , where v5 is the lateral velocity of the car, vq is the longitudinal velocity of the car and w is the angular velocil y of the car; the controls are given by, -0.2rad I 6 5 0.2rad,
Real-time driving simulator
where a is the user-applied longitudinal force on the front tires and 6 is the user-applied steering angle.
Because of input device constraints, the force (or acceleration)
control a is limited during each 1/50 second time step, based on its present value. If the gas pedal is currently being applied ( a > 0 ), then the operator can either increase or decrease the amount of applied force by a constant A a g = 200N or switch to braking. Similarly, if the brake pedal is currently being applied ( a < 0 ) the operator can either increase or decrease the applied force by a second constant A a b = 200N or switch to applying positive force. Thus, the A a g and A a , constants define the responsiveness of each pedal. In concise notation, denote a(k) as the current applied force and a(k + 1) as the applied force for the next time step. Then, for a(k) t 0 , a(k+ 1 )~ {a(k),min(a(k)+Aa,,4000),
and for a( k ) < 0 , a(k+ 1) E {a(k), max(a(k)-Aab,-8000), (4) min(a(k) + Aa,, 0), Aa,} For the experiments in this paper, we collect human driving data across randomly generated roads like the 20km one shown in the map of Figure 1 . The roads are described by a sequence of (1) straight-line segments and (2) circular arcs. The length of each straight-line segment, as well as the radius of curvature of each arc, lies between 100 and 200 meters. Finally, the visible horizon is set at 100m.
Continuous control
Below, we motivate the development of the discontinuous HMM-based leaming architecture by first illustrating the learning problems that occur when attempting to model a discontinuous control strategy with a continuous learning architecture. While we choose cascade neural network leaming for this purpose, we will show that the same problems would, in fact, be encountered by any continuous function approximator.
Cascade learning
Here, we briefly summarize the cascade neural network learning architecture. Further details, which are omitted for space reasons, may be found in [1, 2, 4] . Initially, there are no hidden units in the network, only direct input-output connections which are trained first. When no appreciable error reduction occurs, a first hidden unit is added to the network from apool of candidate units, which are trained independently and in parallel with different random initial weights. Once installed, the hidden unit input weights are frozen, while the weights to the output units are retrained. This process is repeated with each additional hidden unit, which receives input connections from both the network inputs and all previous hidden units, resulting in a cascading structure.
In the experiments reported in this paper, we enhance the basic cascade learning framework in two ways: (1) we allow new hidden units to have variable activation functions [2] , increasing the functional flexibility of the learning architecture; and (2) we train the neural network weights through node-decoupled extended Kalman filtering (NDEKF) [5] , as opposed to gradient-descent techniques, such as quickprop or backpropagation. Both of these modifications have been shown to significantly improve learning speed and error convergence of the cascade learning architecture.
A necessary condition for successful learning is, of course, that the model be presented with those state and environmental variables upon which the human operator relies. Thus, the inputs to the cascade neural network should include, (1) current and previous state information { vE;, v,,, O } , (2) previous output (control) information { 6, a } , and (3) a description of the road visible from the current car position. More precisely, the network input vector < ( k ) at time step k is given by,
where n, is the length of the state histories and n, is the length of the previous command histories presented to the network as input. For the road description, we partition the visible view of the road ahead into n, equivalently spaced, body-relative (n, y ) coordinates of the road median, and provide that sequence of coordinates as input to the network. Thus, the total number of inputs to the network are 3n, + 2n, + 2n,. The outputs of the cascade network are ( 6 ( k + l), a ( k + 1 ) ) , the steering and acceleration commands at the next time step, respectively.
Experiment
We ask Larry to drive over two different randomly generated 20km roads p1 and p2. A part of Larry's second run, each of which lasts about 10 minutes, is shown in Figure 2 below. Larry's driving behavior is representative of other runs recorded by him, as well as other individuals, in that (1) the steering control is reasonably continuous; (2) the acceleration control has significant discontinuities due to rapid switching between the brake and gas pedals; and (3) Larry manages to stay on the road (k5m deviation from the road median) for most of the run, with only a few brief off-road episodes in especially tight turns. Now, we use Larry's first run ( p1 ) to train a cascade neural network, and reserve the second road pz for testing the network model. By searching the space of possible inputs parameterized by { n,, n,, n,} , we arrive at the following suitable input space representation for Larry's cascade network model:
Thus, there are 50 inputs to the model. This input representation ensures that the cascade neural network forms a convergent control model. Figure 3 plots part of the neural network's driving control strategy over road p2 for a linear cascade network (i.e. no hidden units), while 
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From Figure 3 and Table 1 , we make several observations. Most importantly, the linear model, despite the discontinuous acceleration command, is able to learn something; that is, the model keeps the vehicle on the road (except for one high-curvature iturn that Larry himself was not able to handle properly). Not only that, but it does so at approximately the same average speed and lateral distance from the road median using a similar steering control strategy as Larry. In some respects, the model's control can even be considered superior to Larry's control. The model only rarely engages the brake, and maintains tighter lateral road position.
If we judge the model on how faithfully it reproduces Larry's acceleration control strategy, however, it rates significantly worse; that is, the model's acceleration control looks nothing ilike Larry's. Adding hidden units to impart nonlinearity to the model introduces additional high-frequency components to the control, but does not bring the model much closer to Larry's control strategy. ferent acceleration outputs. Since it is impossible to visualize a 50-dimensional input space, we decompose each of the input vectors < ( k ) in the training set into the principal components (PCs) for Larry's entire first run such that,
where y i is the PC corresponding to the ith largest eigenvalue oi.
For Larry's control data, we have that, 
Those points that involve a switch are plotted in black, while a representative sample (20%) of the remaining points are plotted in grey.
We immediately observe from Figure 5 that -at least in the low-dimensional projection of the input vectors -the few training vectors that involve a switch overlap the many other vectors that do not. In other words, very similar input spaces can lead to radically different outputs a( k + 1 ) . Consequently, Larry's acceleration control strategy may not be easily expressible in a functional form, let alone a smooth functional form. This poses an impossible learning challenge not just for cascade neural networks, but any continuous function approximator.
Discontinuous control
To cope with the problems discussed above, we propose a new HMM-based framework for modeling discontinuous control strategies. Hidden Markov Models [6] are trainable statistical models which can be applied to model human control strategy, not as a deterministic functional mapping, but rather as a probabilistic relationship between sensory inputs and control actions outputs. They have previously been applied in a number areas, including speech recognition [6, 71 , modeling open-loop human actions [8] , and analyzing similarity between human control strategies [9] . Although continuous and semi-continuous HMMs have been developed, discrete-output HMMs are often preferred in practice because of their relative computational simplicity and reduced sensitivity to initial parameter settings during training [6] . A discrete Hidden Markov Model consists of a set of n states, interconnected through probabilistic transitions, and is completely defined by the triplet, h = { A , B, n} , where A is the probabilistic n X n state transition matrix, B is the L x n output probability matrix with L discrete output symbols, and .n is the n-length initial state probability distribution vector. For an observation sequence 0 of discrete symbols, we can locally maximize P(hl0) (i.e.probability of model h given observation sequence 0) using the Baum-Welch Expectation-Maximization (EM) algorithm. We can also evaluate P ( OIL) through the efficient Forward-Backward algorithm. Figure 6 provides an overview of the resulting hybrid controller, where continuous outputs are modeled as before, and discontinuous outputs are modeled using the new framework. As shown in Figure 6 , the discontinuous controller consists of three separate phases: 1. Input-space signals are first converted to an observation sequence of discrete symbols O* , in preparation for Hidden Markov Model (HMM) evaluation. 2. The resulting observation sequence O* is then evaluated on a bank of discrete-output HMMs, each of which represents a possible control action Ai and each of which has previously been trained on corresponding human control data. 3. Finally, the HMM evaluation probabilities are combined with prior probabilities for each action A, to stochastically select and execute action A* corresponding to input observation sequence 0* .
Below, we describe each of these steps in turn.
Signal-to-symbol conversion
In order to use discrete-output Hidden Markov Models, we must first convert the multi-dimensional real-valued input space, to a sequence of discrete symbols. At a minimum, this process involves vector quantizing the input-space vectors (( k ) to discrete symbols. We choose the well-known LBG VQ algorithm [lo] , which iteratively generates vector codebooks of size 2 m , m E { 0, 1, . . . } , and can be stopped at an appropriate level of discretization, as determined by the amount of available data. By optimizing the vector codebook on the human training data, we seek to minimize the amount of distortion introduced by the vector quantization process.
Once we have trained a vector codebook on all the input vectors < ( k ) in the human training data, and assuming that we want to train the Hidden Markov Models on sequences of length n o , the sequence of input vectors, where oi is the index of the codebook vector which minimizes the SSE distortion for < ( k -no + i) .
Stochastic, discontinuous controller
For the moment, assume that we wish to model a control task where at each time step k , we can choose one of N different discrete control actions A i , i E { 1, ..., N } . Furthermore 
By Bayes Rule.
where,
and P ( A J represents the prior probability of selecting action A , .
We now propose the following stochastic control strategy: 
Acceleration control
For the acceleration control in our application, we have a total of N = 8 possible actionis, as given in equations (3) and (4). When a ( k ) 2 
Actions A , and A , correspond to no action for the next time step; actions A , and A , correspond to pressing harder on the currently active pedal; actions A , and A , correspond to easing off the currently active pedal; and actions A , and A , correspond to switching between the gas and brake pedals. We estimate the priors P ( A ;) by the frequency of occurrence of action Ai in the human control training data: 
Experiment 5.1 Simulation
We once again try to model Larry's driving control strategy, only this time, we use the HMM-based approach to model the acceleration control cx . The steering control 6 is modeled by a cascade neural network as before (see Figure 6 ). Once again, we will use Larry's first run on road p, for training, and will reserve road pz for testing.
In processing Larry's control data for HMM training, we choose the following input representation and observation sequence length:
These choices ensure that approximately the same level of information is provided to the HMM controller as was provided to the cascade neural network in Section 3.2. The resulting input vectors ( ( k ) are vector quantized to 512 codes, and three-state HMMs h, are trained for each possible action A i . Using equation (29), we calculate the priors P(Ai) for Larry's first run as given in Table 2 below. We note from Table 2 that Larry never eases off either the gas or brake pedal, but rather opts to switch between braking and accelerating to achieve his desired control. Even so, the prior likelihood of a pedal switch is relatively low, which is part of the reason the neural network has difficulty modeling Larry's acceleration control strategy. Figure 7 , plots one of the stochastic HMM-based driving control strategies for road p2 , while Table 3 compares aggregate statistics for Larry's second run and the HMM controller's run.
Discussion
We see from Figure 7 that the stochastic HMM controller also appears to have learned a convergent control strategy. The big question is: Which controller, the continuous neural-network controller, or the discontinuous HMM controller, performs better? The answer to that question depends on what precisely is meant by "better."
If we evaluate the two controllers based on absolute performance criteria, the neural network controlIer probably performs better. It minimizes variations in the lateral position of the vehi- cle, conserves fuel by rarely "switching" to use the brake and averages a higher overall speed. By comparison, the HMM controller runs off the road more often and resorts to braking much more frequently than the neural network controller. Simply put, the neural network controller appears to be more stable than its HMM counterpart.
If, on the other hand, we evaluate the two controllers on how closely they approximate the operator's (Larry's) control strategy, the verdict changes drastically. As we have already noted previously, the neural network control does not look anything like Larry's control; the HMM control trajectory appears to be a much better approximation of Larry's actual acceleration control strategy, including the consequent increases in the number of off-road incidents. We can quantify the degree of similarity to Larry's control strategy for each controller using a stochastic similarity measure o which we have developed previously [9] for comparing different human control strategies. 
Hence, the HMM controller shows greater fidelity to the source training data than does the neural network controller.
The most important reason behind the HMM controller's success is that it is able to successfully model the switching behavior between the gas and brake pedals as a probabilistic event. Because we train a separate HMM for each action A i , this modding approach does not encounter the same one-to-many mapping problem, illustrated in Figure 5 , that the neural network encuunters. The relatively few occurrences of switching are sufficient training data, since the switching HMMs h, and h, see only that data during HMM training. Including the priors P(Ai) in the action selection criterion then ensures that the model is not overly biased towards switching. Now, suppose the acceleration control a were not constrained by equations (3) and (4) and thus were not as readily expressible through discrete actions. For example, suppose that the separate gas and brake commands could change by an arbitrary amount for each time step, notjust by A a g and Aab . How would this change the proposed control framework? In such a case, two separate continuous controllers can be trained, one for controlling the gas pedal, and the other for controlling the brake pedal. Furthermore, the HMM controller's role would be reduced to simply regulating the switching behavior between the two pedals. Despite its reduced function, however, the general HMM framework would still retain a critical part in modeling the overall acceleration control accurately.
Of course, the HMM control framework does have some limitations in comparison to functional modeling approaches. Because we vector quantize the input space, the stable region of operation for the HMM controller is strictly limited by the range of the vector codebook. When, in rare circumstances, an unfortunate sequence of stochastic action selections causes the controller to stray too far from that limited codebook range, the VQ distortion dramatically increases, and the behavior of the controller becomes less predictable. In such cases, by monitoring the VQ distortion, it might be possible to temporarily suspend the HMM controller in favor of a neural network controller until the VQ distortion once again returns to an acceptable level. Alternatively, we are investigating whether semicontinuous HMMs [7] , which model the VQ codebook as a family of Gaussian pdfs, would (1) improve performance, and (2) be computationally tractable in real-time execution.
A second limitation of the HMM approach is the inclusion of the prior probabilities P ( A J in the stochastic selection criterion. By including the priors, we are assuming an environment similar to the training environment. Radically different environmental conditions would presumably change the values of the priors, and therefore make the action selection criterion less valid.
Conclusion
In this paper we have developed a discontinuous modeling framework for abstracting discontinuous human control strategies, and have compared the proposed approach to a competing continuous leaming architecture. Which control approach is preferred ultimately depends on the specific application for the HCS model. If the model is being developed towards the eventual control of a real robot or vehicle, then the continuous modeling approach might be preferred as a good starting point. Continuous models can operate for a larger range of inputs, show greater inherent stability, and lend themselves more readily to theoretical performance analysis. If, on. the other hand, the model is being developed in order to simulate different human behaviors in a virtual reality simulation or game, then the discontinuous control approach might be preferred, since fidelity to the human training data and random variations in behavior would be the desired qualities of the HCS model. Thus, depending on the application, we believe a need exists for both types of modeling approaches.
