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Abstract
The inverted Dirichlet-hypergeometric function distribution (IDH) was introduced by Nagar
and Bran (2009) to generalize the inverted Dirichlet distribution (Tiao and Cuttman 1965). In
this paper, we derive the marginal, conditional and partial sums densities of the IDH. We also
derive the joint moments of it. Furthermore, we show how to derive its density from the Dirichlet
distribution. Finally, we use the Fisher’s scoring method for the estimation of parameters (Kotz
et al 2000).
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Resumen
Nagar y Bran (2009) definieron la distribucio´n Dirichlet-hipergeome´trica invertida (IDH), para
generalizar la distribucio´n Dirichlet invertida (Tiao y Cuttman 1965). En este art´ıculo, se derivan
las densidades marginales, condicionales y de sumas parciales de la IDH. Se obtienen tambie´n
sus momentos conjuntos. Adema´s, se muestra co´mo se puede derivar su densidad a partir de
la distribucio´n Dirichlet. Finalmente, se utiliza el me´todo scoring de Fisher para estimar los
para´metros de la distribucio´n (Kotz et al 2000).
Palabras y frases claves: Funcio´n hipergeome´trica, distribucio´n beta, momentos, funcio´n de
verosimilitud, me´todo Fisher scoring
1 Introduccio´n
La siguiente notacio´n es tomada de [9], donde se mostro´ que (Y1, . . . , Yn) tiene
distribucio´n Dirichlet-hipergeome´trica invertida, denotada por
IDH(ν1, . . . , νn;α, β, γ)
si su funcio´n de densidad es proporcional a(
n∏
i=1
yνi−1i
)(
1 +
n∑
i=1
yi
)−(ν+γ)
2F1
(
α, β; γ;
1
1 +
∑n
i=1 yi
)
, yi > 0,
con constante de proporcionalidad dada por
C(ν1, . . . , νn;α, β, γ) =
Γ(ν + γ − α)Γ(ν + γ − β)∏n
i=1 Γ(νi)Γ(γ)Γ(ν + γ − α− β)
,
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donde νi > 0, i = 1, . . . , n, ν =
∑n
i=1 νi, γ > 0, α > 0, β > 0, ν + γ > α+ β y
2F1 es un caso particular de la funcio´n hipergeome´trica generalizada dada por
pFq =
∞∑
k=0
(a1)k . . . (ap)k
(b1)k . . . (bp)k
zk
k!
, (1)
donde ai, i = 1, 2, . . . , p, bj , j = 1, 2, . . . , q son nu´meros complejos, z es una
variable compleja y el s´ımbolo de Pochammer (a)n esta´ definido por (a)n =
a(a + 1) . . . (a + n − 1) para n = 1, 2, . . . y (a)0 = 1. Para ma´s detalles de esta
funcio´n consultar [7]. Esta distribucio´n es una generalizacio´n de la distribucio´n
Dirichlet invertida [2], [11] y, en vista de ello, puede abarcar problemas ma´s ge-
nerales, pues esto implica el uso de un nu´mero mayor de para´metros. Por otro
lado, es importante destacar que en este art´ıculo, se propone un nuevo miembro
de la familia de distribuciones multivariadas de Liouville [6]. Este tipo de distri-
buciones ha atra´ıdo la atencio´n de los investigadores durante los u´ltimos treinta
an˜os, motivados principalmente por sus consideraciones teo´ricas, ma´s que por su
campo de aplicacio´n. Aunque estas distribuciones se pueden encontrar en varios
contextos, como el ana´lisis bayesiano, estad´ısticos de orden, teor´ıa de la confia-
bilidad, procesos estoca´sticos, entre otros. Algunas aplicaciones y otros aspectos
se pueden consultar en Gupta and Song [3], Gupta and Richards [4], Marshall
and Olkin [8], Song and Gupta [10]. En este art´ıculo, se presentan algunas de las
propiedades de esta distribucio´n multivariada, las cuales no hab´ıan sido estudia-
das. En la Seccio´n 2, se deriva su funcio´n de densidad a partir de la distribucio´n
Dirichlet. Adema´s, se muestran propiedades como distribuciones marginales, con-
dicionales y de sumas parciales; y tambie´n, algunas representaciones a partir de
las distribuciones beta tipo I y beta tipo II (o invertida). Los momentos conjun-
tos se encuentran en la Seccio´n 3, haciendo uso de la representacio´n que se dio
a partir de la distribucio´n Dirichlet. Para finalizar, en la Seccio´n 4 se hace una
simulacio´n para estimar los para´metros mediante una optimizacio´n nume´rica de
la correspondiente funcio´n de verosimilitud, utilizando el me´todo Fisher scoring.
2 Propiedades
De acuerdo con las propiedades de la familia de distribuciones de Liouville, se tie-
ne que sus miembros se pueden obtener como el producto de un vector aleatorio
con distribucio´n Dirichlet [6] y una variable aleatoria univariada, cuya distribu-
cio´n pertenezca a la familia de distribuciones de Liouville. En este caso en parti-
cular, esa distribucio´n univariada es la distribucio´n de la funcio´n hipergeome´trica
invertida1 (Gupta and Nagar [2]), que se define a continuacio´n.
Definicio´n 1. Se dice que X tiene distribucio´n de la funcio´n hipergeome´trica
invertida, denotada por X ∼ IH(ν, α, β, γ), si su funcio´n de densidad esta´ dada
1Inverted hypergeometric function distribution
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por
Γ(ν + γ − α)Γ(ν + γ − β)
Γ(γ)Γ(ν)Γ(ν + γ − α− β)x
ν−1(1 + x)−(ν+γ)2F1
(
α, β; γ;
1
1 + x
)
, x > 0.
donde ν > 0, γ > 0, α > 0, β > 0, ν + γ > α+ β y 2F1 definida en (1).
Ahora, se presenta una definicio´n alternativa de la distribucio´n Dirichlet dada
por Fang, Kotz and Ng [1], que permite derivar la funcio´n de densidad de IDH a
partir de la Dirichlet.
Definicio´n 2. Se dice que (X1, . . . , Xn) tiene distribucio´n Dirichlet (tipo I),
denotada por (X1, . . . , Xn) ∼ DI(ν1, . . . , νn−1; νn), si su funcio´n de densidad
esta´ dada por
Γ(ν)∏n
i=1 Γ(νi)
n∏
i=1
xνi−1i , xi > 0,
n−1∑
i=1
xi < 1, xn = 1−
n−1∑
i=1
xi.
donde νi > 0, i = 1, . . . , n, ν =
∑n
i=1 νi.
Teorema 1. Sea (U1, . . . , Un) ∼ DI(ν1, . . . , νn−1; νn), como en la Definicio´n 2, y
Z ∼ IH(ν, α, β, γ), independientes, donde ν = ∑ni=1 νi. Entonces (Y1, . . . , Yn) ∼
IDH(ν1, . . . , νn;α, β, γ), donde Yi = UiZ, para i = 1, . . . , n.
Demostracio´n. La prueba se obtiene considerando la transformacio´n dada, cuyo
jacobiano es J = (
∑n
i=1 yi)
−n+1, y teniendo en cuenta que la funcio´n de densidad
conjunta de Z y (U1, . . . , Un) esta´ dada por
C(ν1, . . . , νn;α, β, γ)z
ν−1(1 + z)−ν−γ2F1
(
α, β; γ;
1
1 + z
) n∏
i=1
uνi−1i
donde z > 0, ui > 0, i = 1, . . . , n,
∑n−1
i=1 ui < 1, un = 1−
∑n−1
i=1 ui
Una de las propiedades ideales para las distribuciones multivariadas es que
las distribuciones marginales correspondan a la distribucio´n del vector aleato-
rio. Es decir, si (U1, . . . , Un) tiene cierta distribucio´n, entonces ser´ıa ideal que
(U1, . . . , Us) tambie´n siguiera la misma distribucio´n, para 1 ≤ s ≤ n. Por ejem-
plo, la distribucio´n Dirichlet tiene esta propiedad, pero la IDH no cuenta con ella.
Lo cual se muestra en el siguiente teorema. En adelante, ν =
∑n
i=1 νi.
Teorema 2. Sea (Y1, . . . , Yn) ∼ IDH(ν1, . . . , νn;α, β, γ). Entonces, (Y1, . . . , Ys),
con s ≤ n, tiene funcio´n de densidad dada por
Γ(ν + γ − α)Γ(ν + γ − β)Γ(ν∗ + γ)∏s
i=1 Γ(νi)Γ(γ)Γ(ν + γ − α− β)Γ(ν + γ)
(
s∏
i=1
yνi−1i
)(
1 +
s∑
i=1
yi
)−ν∗−γ
×3F2
(
α, β, ν∗ + γ; γ, ν + γ;
1
1 +
∑s
i=1 yi
)
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donde νi > 0, i = 1, . . . , n, ν
∗ =
∑s
i=1 νi, γ > 0, α > 0, β > 0, ν + γ > α + β y
3F2 definida en (1).
Demostracio´n. La densidad marginal de (Y1, . . . , Ys), s ≤ n, se obtiene integrando
la densidad conjunta de (Y1, . . . , Yn) respecto a ys+1, . . . , yn. Una herramienta u´til
para este ca´lculo es la integral de Liouville [4].
El siguiente corolario muestra que la densidad de una componente Yk no
es una distribucio´n conocida. Lo que se convierte en una desventaja de esta
distribucio´n, y se discutira´ en la u´ltima seccio´n. Seguido de este corolario, se
muestra la distribucio´n condicional de (Ys+1, . . . , Yn)|(Y1, . . . , Ys).
Corolario 1. Si (Y1, . . . , Yn) ∼ IDH(ν1, . . . , νn;α, β, γ), entonces la funcio´n de
densidad de Yk esta´ dada por
Γ(ν + γ − α)Γ(ν + γ − β)Γ(νk + γ)
Γ(νk)Γ(γ)Γ(ν + γ − α− β)Γ(ν + γ)y
νk−1
k (1 + yk)
−νk−γ
×3F2
(
α, β, νk + γ; γ, ν + γ;
1
1 + yk
)
, yk > 0. (2)
Corolario 2. Si (Y1, . . . , Yn) ∼ IDH(ν1, . . . , νn;α, β, γ), entonces la densidad
condicional de (Ys+1, . . . , Yn)|(Y1, . . . , Ys), para 1 ≤ s ≤ n, es
Γ(ν + γ)
∏n
i=s+1 y
νi−1
i∏n
i=s+1 Γ(νi)Γ(ν
∗ + γ)
· (1 +
∑s
i=1 yi)
ν∗+γ
(1 +
∑n
i=1 yi)
ν+γ
×
2F1
(
α, β; γ; (1 +
∑n
i=1 yi)
−1)
3F2
(
α, β, ν∗ + γ; γ, ν + γ; (1 +
∑s
i=1 yi)
−1) ,
donde yi > 0, νi > 0, γ > 0 para i = 1, . . . , n, ν
∗ =
∑s
i=1 νi.
Otro de los resultados importantes de este art´ıculo es la distribucio´n de las
sumas parciales. Por ejemplo, se sabe que si (X1, X2) ∼ DII(ν1, ν2; ν3), enton-
ces X1/X2 y X1/(X1 + X2) son independientes de X1 + X2, donde D
II denota
la distribucio´n Dirichlet tipo II (o invertida). Tambie´n, X1/X2 ∼ BII(ν1, ν2),
X1/(X1 + X2) ∼ BI(ν1, ν2), y X1 + X2 ∼ BII(ν1 + ν2, ν3), donde BI y BII de-
notan las distribuciones beta tipo I y beta tipo II (o invertida), respectivamente.
En el siguiente teorema se derivan resultados similares para la distribucio´n en
cuestio´n.
Teorema 3. Sean (Y1, . . . , Yn) ∼ IDH(ν1, . . . , νn;α, β, γ) y n1, . . . , n` enteros
positivos tales que
∑`
i=1 ni = n. Adema´s, sean
ν(i) =
n∗i∑
j=n∗i−1+1
νj , n
∗
0 = 0, n
∗
i =
i∑
j=1
nj , i = 1, . . . , `.
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Defina
Y(i) =
n∗i∑
j=n∗i−1+1
Yj , i = 1, . . . , ` y Zj =
Yj
Y(i)
, j = n∗i−1 + 1, . . . , n
∗
i − 1.
Entonces,
(i) (Y(1), . . . , Y(`)) y (Zn∗i−1+1, . . . , Zn∗i−1), i = 1, . . . , `, son independientes.
(ii) (Zn∗i−1+1, . . . , Zn∗i−1) ∼ DI(νn∗i−1+1, . . . , νn∗i−1; νn∗i ), i = 1, . . . , `.
(iii) (Y(1), . . . , Y(`)) ∼ IDH(ν(1), . . . , ν(`);α, β, γ).
Demostracio´n. El resultado se obtiene teniendo en cuenta la transformacio´n y su
jacobiano, que esta´ dado por J =
∏`
i=1 y
ni−1
(i) .
Debido a la notacio´n utilizada en el teorema anterior, es importante resaltar
su utilidad, que consiste en mostrar la distribucio´n, por ejemplo para n = 3, de
expresiones de la forma
Y1 + Y2
Y1 + Y2 + Y3
,
Y3
Y1 + Y2
,
Y1 + Y2
Y1
.
Los siguientes corolarios son consecuencia del teorema anterior.
Corolario 3. Sea (Y1, . . . , Yn), ∼ IDH(ν1, . . . , νn;α, β, γ). Defina Zj = Yj/Z,
para j = 1, . . . , n− 1, y Z = ∑ni=1 Yi. Entonces
Z ∼ IH(ν, α, β, γ) y (Z1, . . . , Zn−1) ∼ DI(ν1, . . . , νn−1; νn)
son independientes.
Corolario 4. Si (Y1, . . . , Yn) ∼ IDH(ν1, . . . , νn;α, β, γ) entonces∑s
i=1 Yi∑n
i=1 Yi
∼ BI (ν∗, ν − ν∗) , s < n.
A continuacio´n, se muestra co´mo aplicando una transformacio´n (muy conocida
en estad´ıstica) se llega a la IDH.
Sea (Y1, . . . , Yn) ∼ IDH(ν1, . . . , νn;α, β, γ)
y defina Xi =
Yi
1 +
∑s
j=1 Yj
, para i = s+1, . . . , n. Entonces, (Xs+1, . . . , Xn) ∼
IDH(νs+1, . . . , νn;α, β, ν
∗+γ). Para llegar a esta conclusio´n, se escribe la funcio´n
de densidad conjunta de Y1, . . . , Ys, Xs+1, . . . , Xn como
C(ν1, . . . , νn;α, β, γ)
(
s∏
i=1
yνi−1i
)(
1 +
s∑
i=1
yi
)−ν∗−γ ( n∏
i=s+1
xνi−1i
)
×
(
1 +
s∑
i=s+1
xi
)−ν−γ
2F1
(
α, β; γ;
1
(1 +
∑s
i=1 yi)
(
1 +
∑n
i=s+1 xi
)) ,
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y se integra con respecto a Y1, . . . , Ys para obtener la funcio´n de densidad conjunta
de Xs+1, . . . , Xn.
Como ya se vio´ con anterioridad, es posible derivar la IDH a partir de la
distribucio´n Dirichlet. Ahora, se vera´ como se puede representar mediante las
distribuciones beta tipo I y beta tipo II. Sean U1, . . . , Un−1 variables aleatorias
independientes, con Ui ∼ BI(
∑i
j=1 νj , νi+1) y Z ∼ IH(ν, α, β, γ). Entonces,
(Y1, . . . , Yn) =
n−1∏
j=1
Uj , . . . , (1− Ui−1)
n−1∏
j=i
Uj , . . . , 1− Un−1
Z ∼
IDH(ν1, . . . , νn;α, β, γ).
Esto se muestra utilizando la transformacio´n dada y su jacobiano
J =
n−1∏
i=1
 i+1∑
j=1
yj
−1 .
Tambie´n se puede representar en te´rminos de la distribucio´n beta tipo II. Sean
V1, . . . , Vn−1 variables aleatorias independientes, con Vi ∼ BII(νi+1,
∑i
j=1 νj) y
Z ∼ IH(ν, α, β, γ). Entonces,
(Y1, . . . , Yn) =
(
1∏n−1
j=1 (1 + Vi)
, . . . ,
Vi−1∏n−1
j=i−1(1 + Vj)
, . . . ,
Vn−1
1 + Vn−1
)
Z ∼
IDH(ν1, . . . , νn;α, β, γ).
Otra representacio´n es posible considerandoW1, . . . ,Wn−1 variables aleatorias
independientes, con Wi ∼ BI(νi,
∑n
j=i+1 νj) y Z ∼ IH(ν, α, β, γ). Entonces se
tiene que
(Y1, . . . , Yn) =
W1, . . . ,Wi i−1∏
j=1
(1−Wj), . . . ,
n−1∏
j=1
(1−Wj)
Z ∼
IDH(ν1, . . . , νn;α, β, γ).
Ana´logo al anterior resultado, se utiliza la transformacio´n y su jacobiano, dado
por, J =
∏n−1
i=1
(∑n
j=i yj
)−1
. Ahora, si se consideran las variables aleatorias
independientes, T1, . . . , Tn−1, con Ti ∼ BII(νi,
∑n
j=i+1 νj) y Z ∼ IH(ν, α, β, γ),
entonces
(Y1, . . . , Yn) =
(
T1
1 + T1
, . . . ,
Ti∏i
j=1(1 + Tj)
, . . . ,
1∏n−1
j=1 (1 + Tj)
)
Z ∼
IDH(ν1, . . . , νn;α, β, γ).
En general, se pueden obtener varias representaciones de la distribucio´n Dir-
ichlet-hipergeome´trica invertida teniendo en cuenta lo siguiente:
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1. Si X ∼ BI(a, b) entonces Y = X
1−X ∼ B
II(a, b)
2. Si X ∼ BII(a, b) entonces Y = 1
X
∼ BII(b, a)
3 Momentos
De la representacio´n Yi = UiZ, i = 1, . . . , n, dada en el Teorema 1, donde Ui es
una componente Dirichlet y Z tiene distribucio´n de la funcio´n hipergeome´trica
invertida, se obtienen los momentos conjuntos, que son los que proporcionan la
media y la varianza de Yi, asi como la covarianza entre Yi y Yj . Adema´s, recuerde
que Z y (U1, . . . , Un) son independientes. A continuacio´n se dan las expresiones
para hallar los momentos de estas distribuciones:
E
(
n∏
i=1
U rii
)
=
n∏
j=1
νj(νj + 1) . . . (νj + rj − 1)
ν(ν + 1) . . . (ν + r − 1) , (3)
donde r =
∑n
i=1 ri y ν =
∑n
i=1 νi.
E (Zr) = K · Γ(γ − r)Γ(ν + r)
Γ(ν + γ)
3F2 (γ − r, α, β; γ, ν + γ; 1) , (4)
donde K =
Γ(γ + ν − α)Γ(γ + ν − β)
Γ(γ)Γ(ν)Γ(γ + ν − α− β) .
Se sabe que (Y1, . . . , Yn) ∼ IDH(ν1, . . . , νn;α, β, γ) entonces
E
(
n∏
i=1
Y rii
)
= E
(
n∏
i=1
U rii
)
E (Zr)
Por lo tanto, si ri = 1, 2 y rj = 0 para j 6= i, se tiene que,
E(Yi) =
νiΓ(γ + ν − α)Γ(γ + ν − β)
(γ − 1)Γ(γ + ν)Γ(γ + ν − α− β)3F2 (γ − 1, α, β; γ, ν + γ; 1)
E(Y 2i ) =
νi(νi + 1)Γ(γ + ν − α)Γ(γ + ν − β)
(γ − 1)(γ − 2)Γ(γ + ν)Γ(γ + ν − α− β)3F2 (γ − 2, α, β; γ, ν + γ; 1)
Para no utilizar expresiones complicadas, se hace uso de la definicio´n de varianza
para escribir la varianza de Yi,
Var(Yi) = E(Y
2
i )− [E(Yi)]2.
Tomando los coeficientes adecuados en (3) y (4), se puede encontrar una expresio´n
para la covarianza entre las variables Yi y Yj ,
Cov(Yi, Yj) = E(YiYj)− E(Yi)E(Yj)
= E(Z2)E(UiUj)− [E(Z)2]E(Ui)E(Uj)
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Despue´s de algunas manipulaciones algebraicas, se puede escribir que,
Var(Yi) =
νi
ν2(ν + 1)
[
νiνVar(Z) + νE(Z
2)− νi(E(Z))2
]
Cov(Yi, Yj) =
νiνj
ν2(ν + 1)
[
νVar(Z)− (E(Z))2]
Cov(Yi, Yj) > 0 si νVar(Z) > (E(Z))
2. En caso contrario, esta covarianza es
negativa.
4 Estimacio´n
Para estimar los para´metros de la distribucio´n Dirichlet-hipergeome´trica inverti-
da se utilizo´ el me´todo de ma´xima verosimilitud, el cual escoge como estimador
de los para´metros aquel valor que hace ma´xima la probabilidad de que el mo-
delo a estimar genere la muestra observada. En la pra´ctica, el procedimiento es
maximizar la funcio´n de verosimilitud, L(θ), o lnL(θ), donde θ es el vector de
para´metros de la distribucio´n. En primer lugar, considere n variables aleatorias
Y1, . . . , Yn que tienen distribucio´n conjunta Dirichlet-hipergeome´trica invertida,
y m observaciones de cada una de esas n variables. Sea Yij la i-e´sima observacio´n
de la j-e´sima variable y yij un valor fijo de Yij . As´ı, el logaritmo natural de la
funcio´n de verosimilitud es
lnL(θ) = m
lnC + n∑
j=1
(νj − 1) lnGj − (ν + γ) lnG
+H, (5)
donde
lnC = ln Γ(ν + γ − α) + lnΓ(ν + γ − β)
− lnΓ(ν + γ − α− β)− lnΓ(γ)−
n∑
j=1
lnΓ(νj)
adema´s
Gj =
 m∏
j=1
yij
1/m
G =
 m∏
j=1
1 + n∑
j=1
yij
1/m
H =
m∑
i=1
ln2F1
(
α, β; γ;
1
1 +
∑n
j=1 yij
)
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Esta funcio´n de verosimilitud se maximizo´ nume´ricamente, utilizando el me´to-
do de Fisher scoring [6]. En aras de buscar simplicidad y tratar de solucionar
el problema, se dejan α, β y γ como valores fijos, para obtener las siguientes
expresiones:
∂lnL(θ)
∂νj
= m[ψ(ν + γ − α) + ψ(ν + γ − β)− ψ(ν + γ − α− β)− ψ(νj) +
lnGj − (ν + γ)lnG]
∂2lnL(θ)
∂ν2j
= m[ψ′(ν + γ − α) + ψ′(ν + γ − β)− ψ′(ν + γ − α− β)− ψ′(νj)]
∂2lnL(θ)
∂νj∂νk
= m[ψ′(ν + γ − α) + ψ′(ν + γ − β)− ψ′(ν + γ − α− β)], j 6= k
donde ψ es la funcio´n digamma, ψ(x) = (lnΓ(x))′, y ψ′ es la funcio´n trigamma,
que es la derivada de la funcio´n digamma.
El me´todo Fisher scoring se usa por iteraciones, calculando el siguiente vector: νˆ1...
νˆn

i
=
 νˆ1...
νˆn

i−1
+
 Var(νˆ1) . . . Cov(νˆ1, νˆn)... . . . ...
Cov(νˆn, νˆ1) . . . Var(νˆn)

i−1
 g1(νˆ1)...
gn(νˆn)

i−1
donde νˆ ′[0] =
[
νˆ1(0), . . . , νˆn(0)
]
son los estimadores iniciales y gj(νˆj) =
∂lnL(θ)
∂νj
.
La matriz de varianzas y covarianzas se calcula como
V = D−1 + δaa′, D = diag[mψ′(ν1), . . . ,mψ′(νn)],
donde
a′ =
[
1
ψ′(ν1)
, . . . ,
1
ψ′(νn)
]
, δ =
−λ
1 + λm
∑n
j=1
1
ψ′(νj)
,
con
λ = m[ψ′(ν1 + ν2 + γ − α− β)− ψ′(ν1 + ν2 + γ − α)− ψ′(ν1 + ν2 + γ − β)].
Para la prueba de convergencia se utiliza la forma cuadra´tica S = g′Vg, donde g
es el vector cuyas componentes son gj(νˆj). Kendall y Stuart [5] mostraron que S
es una variable aleatoria con distribucio´n chi-cuadrado con n grados de libertad.
Por lo tanto, puede utilizarse como valor cr´ıtico en la prueba de convergencia. La
iteracio´n continua hasta que S sea menor que χ2 (n), para un valor  fijo en la
cola inferior de la distribucio´n chi-cuadrado.
Los resultados de aplicar este procedimiento en Mupad Pro 4.0, en el caso
bivariado, para una muestra de taman˜o m = 25, con  = 0,001 y valores iniciales
para los para´metros ν1 = 3, ν2 = 2, α = 0,5, β = 3, γ = 3, se muestran a
106 P. Bran
continuacio´n. La salida del algoritmo muestra el nu´mero de iteracio´n, ν1, ν2 y el
valor cr´ıtico S utilizado para la prueba de convergencia:
I¨teracio´n, v1, v2, S", 1, 3.57, 3.12, 17.87
I¨teracio´n, v1, v2, S", 2, 4.05, 3.95, 5.49
I¨teracio´n, v1, v2, S", 3, 4.38, 4.37, 1.27
I¨teracio´n, v1, v2, S", 4, 4.57, 4.57, 0.285
I¨teracio´n, v1, v2, S", 5, 4.66, 4.66, 0.0631
I¨teracio´n, v1, v2, S", 6, 4.71, 4.71, 0.0138
I¨teracio´n, v1, v2, S", 7, 4.73, 4.73, 0.003
I¨teracio´n, v1, v2, S", 8, 4.74, 4.74, 6.49e-4
"Termina el proceso"
El algoritmo se detiene cuando encuentra un valor para S menor que χ20,001(2).
Por tanto, para la muestra que se genero´ en este caso, el algoritmo converge en
la iteracio´n nu´mero ocho.
Ahora se describe brevemente, co´mo se genero´ la muestra. En primer lugar, es
importante recordar que si un vector (Y1, . . . , Yn) tiene distribucio´n IDH, entonces
la distribucio´n marginal de Yk, con k = 1, . . . , n, esta´ dada por (2), la cual no
es una distribucio´n conocida. Por lo que no es posible encontrar un software
que genere observaciones de una variable aleatoria con esa distribucio´n. Para
solucionar este problema, se hizo una aproximacio´n, utilizando la distribucio´n
beta tipo I de dos para´metros.
f(x) =
Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−1, 0 < x < 1. (6)
Sea uk = (1+yk)
−1, si yk > 0 entonces 0 < uk < 1, para k = 1, . . . , n. Por esta
razo´n, se elige la distribucio´n beta para hacer la aproximacio´n. Los para´metros se
estimaron utilizando el me´todo de los momentos, teniendo en cuenta que el primer
y el segundo momento de la distribucio´n beta son
a
a+ b
y
a(a+ 1)
(a+ b)(a+ b+ 1)
,
respectivamente. De este modo se obtiene el siguiente sistema de ecuaciones:
E(Uk) =
a
a+ b
E(U2k ) =
a(a+ 1)
(a+ b)(a+ b+ 1)
,
cuya solucio´n esta´ dada por
a = E(Uk)
E(Uk)− E(U2k )
E(U2k )− [E(Uk)]2
b = [1− E(Uk)] E(Uk)− E(U
2
k )
E(U2k )− [E(Uk)]2
Ahora, se calcula E(U tk) = E
[
(1 + Yk)
−t], para cualquier real t como,
(γ)tΓ(ν + γ − α)Γ(ν + γ − β)
(γ + νk)tΓ(ν + γ − α− β)Γ(ν + γ)4F3 (α, β, νk + γ, γ + t; γ, ν + γ, γ + t+ νk; 1) ,
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donde (γ)t = γ(γ + 1) . . . (γ + t − 1). Para t = 1, 2 se obtienen expresiones
para a y b, que son los para´metros de la distribucio´n beta que se utilizara´ como
aproximacio´n.
La calidad de la aproximacio´n se verifico´ gra´ficamente, es decir, se compara-
ron ambas densidades: la exacta y la aproximada de la variable Uk = (1 + Yk)
−1,
asignando valores a los para´metros (ν1, ν2, α, β, γ). La distribucio´n exacta se en-
cuentra aplicando la te´cnica de la transformacio´n a la densidad dada en 2 como
Γ(ν + γ − α)Γ(ν + γ − β)Γ(νk + γ)
Γ(νk)Γ(γ)Γ(ν + γ − α− β)Γ(ν + γ)×
uγ−1k (1− uk)νk−13F2 (α, β, νk + γ; γ, ν + γ;uk) ,
con 0 < uk < 1, y la aproximada esta´ dada por (6). Se asignaron valores a los
para´metros menores que 1, iguales a 1 y mayores que 1, y se consideraron todas
las posibles combinaciones, teniendo en cuenta que ν1+ν2+γ < α+β. Unos pocos
resultados de este procedimiento se muestran en la siguiente tabla, la cual contiene
los estimadores de a y b, dependiendo de los valores de los para´metros. Luego se
muestran los gra´ficos que ilustran ambas distribuciones, exacta y aproximada; la
curva so´lida denota la funcio´n de densidad exacta y la curva punteada denota la
aproximada.
Observando los gra´ficos, se puede concluir que la aproximacio´n realizada se
ajusta a la distribucio´n exacta, para los diferentes valores dados de los para´metros
ν1, ν2, α, β y γ. Note que la comparacio´n de ambas distribuciones, exacta y
aproximada, se realizo´ gra´ficamente.
Gra´fico ν1 ν2 α β γ a b
1 0.5 3 0.5 0.5 0.5 0.5033 2.6028
2 0.5 3 0.5 1 3 3.0306 2.9342
3 1 1 0.5 3 3 3.2098 0.8200
4 1 1 1 1 0.5 0.6261 0.3170
5 3 3 3 3 3 3.4712 1.8154
6 3 3 3 1 0.5 0.6629 1.3338
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