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Abstract 
 
This research was driven by portentous water management complications that transpired due 
to the accumulation of large volumes of saline water within the Bowen Basin coal mines 
during recent years. The ongoing realities of either low or no flow hydrographs within semi-
arid regions, together with tightened discharge criteria, have resulted in restricted discharge 
opportunities; these restrictions render it impossible to meet mines’ discharge demands. 
Considering the potentially deleterious impacts of saline discharge on biota and water quality 
for downstream water users, concerns regarding the saline discharge criteria in ephemeral 
streams have been raised. Hyporheic exchange, which is the interaction between stream water 
and subsurface water, might affect the outcome of the discharged saline water. However, 
fundamental knowledge is currently missing in regards to salt transport in the hyporheic zone 
within ephemeral streams. More specifically, research about the potential consequences of 
salt exchange to flow dynamics and the impacts of the drying and rewetting of the hyporheic 
zones in ephemeral streams on salt movement has not yet been conducted. Consequently, the 
aim of this research is to investigate hyporheic exchange in the salt transport process within 
ephemeral streams, and further, to identify the major factors that control salt transport. 
 
Streambed sediments were collected for the salt storage quantification from Cherwell Creek, 
which is an ephemeral stream within the Bowen Basin. Spatial and temporal variations of 
streambed salt storage were investigated, and factors impacting the distribution of salt storage 
were explored. Vertically, peak storages were found in the top twenty centimetres of the 
streambed, and below that depth, the salt storage variation was negligible. The spatial 
variations in the surface sediment salt storage were found to be related to the streambed 
surface elevation. The temporal variation of salt storage suggested that the duration of 
evaporation strongly impacted the amount of streambed salt storage.  
 
Low flows tend to dominate areas within Cherwell Creek. Under low flow conditions, stream 
water flows along the bedform meanders. Past research has shown that reach-scale meanders 
can induce hyporheic exchange, but the processes, which are driven by bedform meanders, 
are largely unknown. This research hypothesised that hyporheic exchange can also be 
induced by bedform meanders. Field measurements of hydraulic head and salinity 
distributions were conducted in a bedform meander within Cherwell Creek. Minimal 
exchange was observed between surface and subsurface water. The hydraulic head 
distributions within the meander suggested that subsurface water flowed from the centre to 
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the sides of the meander. This finding revealed a fundamental difference between processes 
driven by bedform scale meanders and reach scale meanders. A bedform meander is 
submerged by surface water during the peak flow period, and during the recession period, the 
water level drops rapidly, and accordingly, the drainage process dominates the flow regime. 
In contrast, the land surface of a reach scale meander is always above the water table. 
Therefore, the hydrological processes in the bedform reach scale meanders are different 
during the recession period. 
 
The initial solute flush has been widely reported and hypothesised as being due to 
connections between previous solute storage zones and the stream. This study hypothesised 
that the salt stored in the streambed contributed to the initial salt flush in Cherwell Creek. 
MODHMS was employed to simulate the first flow event in Cherwell Creek during 2012. 
The three-dimensional flow processes were explored, and the rate of the stored salt in the 
streambed during rewetting was estimated. Water volume and salt mass balances were 
examined to identify the controlling processes of flow and salinity variations. The simulation 
results suggest that the infiltration process dominates the flow regime at the beginning of the 
flow event. After the streambed became fully saturated, lateral flow slowly redistributed the 
subsurface water that was observed during the recession period. Salt storage in the streambed 
decreased to half that of its initial magnitude by the end of the simulation due to the 
redistribution process to the stream banks. According to the simulation results, streambed salt 
storage had minimal impact on the surface water salinity.  
 
Findings in this research contribute to a better understanding of hydrology and salt transport 
in ephemeral streams. The functions of the processes that took place at the reach scale during 
the rewetting period are represented. The streambed salt storage has a non-significant impact 
on stream salinity variations during the rewetting period. The differences between the 
processes driven by reach scale and bedform scale meanders during the recession period are 
highlighted in this study. 
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• Qi                                  Subsurface inflow [L3 T-1] 
• Qo                                  Subsurface outflow [L3 T-1] 
• qL                                   Lateral volumetric inflow rate [L2T-1] 
• 𝑞!"                                Flux per unit volume of subsurface from surface domain [T-1] 
• 𝑞!"                                Flux per unit volume of surface flow domain from the 
subsurface [T-1] 
• 𝑄!"                               Total flux across the surface domain to/from the subsurface 
[L2T-1] 
xviii 
 
• 𝑆!                                  Slope of the zero-depth gradient boundary [−] 
• s                                    Length along the direction of maximum local slope [L] 
• 𝑆!                                           Saturation degree [−] 
• 𝑆!                                  Specific storage [L-1] 
• 𝑆!                                                                          Effective water saturation [−] 
• 𝑆!"                                                                         Residual  water  saturation  [−] 
• t                                     Time [T] 
• 𝑣!                                                                               Darcy velocity [LT-1] 
• x                                    Distance along the stream channel [L] 
• X                                    Longitudinal coordinate [L] 
• Y                                    Lateral coordinate [L] 
• Z                                    Vertical coordinate [L] 
• Greek symbols 
• α                                   van Genuchten moisture retention parameter [L-1]  
• β                                   van Genuchten moisture retention parameter [−]  
• 𝛾                                                                                van  Genuchten  moisture  retention  parameter  [−]; 𝛾 = 1−!! 
• 𝛼!"                               Dispersion coefficient for the subsurface and surface 
interaction [L2] 
• ε                                    Stream storage exchange coefficient [T-1] 
• 𝜑                                                                             Drainable porosity [−] 
• 𝛹                                  Pressure head [L] 
•   𝛤!                                      Mass transfer rate among the domains [MT-1 L-3]. 
•   𝛤!"                                 Mass transfer from subsurface to surface domain [MT-1 L-3] 
•  
• Other symbols 
•           ∆𝑐!"                              Concentration difference between the subsurface and surface 
[ML-3]; 
•      ∆𝑡                                  Length of time step [T] 
•           ∆𝑥,∆𝑦                            Gird cell dimensions [L] 
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Chapter 1  Introduction 
 
1.1  Problem Statement 
 
This research was motivated by serious water management problems due to the accumulation 
of large volumes of saline water in Bowen basin coal mines in recent years. High rainfall 
events during the 2008 and 2011 wet seasons led to mine flooding. Consequent loss of coal 
production and safety concerns due to flooding escalated the severity of this issue. 
 
Due to high evaporation and highly variable rainfall, stream flow in Bowen basin is 
dominated by low or no surface flow conditions. According to the saline discharge regulation, 
only water with relatively low salinity can be discharged into streams when the stream flow is 
above 1 cumec, and the discharge rate cannot exceed 20% of the receiving water flow rate. 
Thus, saline discharge opportunities are quite limited. To assist in alleviating concerns 
regarding saline water accumulation, discharge regulators have recently begun considering 
the development of an alternative discharge regulation system. To seek increased discharge 
opportunities, with the flow characteristics of low flow dominated and extremely variable 
conditions, it is necessary to consider such questions as: Can saline mine water be discharged 
during lower flow? When is the appropriate flow condition for saline discharge? 
 
Hyporheic exchange, which is the interaction between stream water and subsurface water, 
might affect the fate of the discharged saline water. Currently, fundamental knowledge is 
lacking on salt transport in the hyporheic zone of ephemeral streams. More specifically, 
research about the response of salt exchange to flow dynamics and the effects of the 
hyporheic zone drying and rewetting on salt movement has not been conducted. Thus, this 
research aims to investigate hyporheic exchange–related salt transport processes in ephemeral 
streams, and identify the major factors controlling salt transport. With this knowledge, this 
research will help inform process-based discharge regulations in Bowen basin and semi-arid 
regions in general. 
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1.2  Background  
 
Coal mining is the most significant economic activity in the Fitzroy River Basin (FRB), with 
the coal-rich Bowen Basin underlying around 40% of the region (Douglas et al., 2006). 
According to a cumulative impacts report on the FRB, the greatest risk posed by mining 
activities to water quality is increased salinity levels resulting from mine discharge (DERM, 
2009). As the largest catchment draining into the Great Barrier Reef lagoon, the FRB has 
been identified by the National Action Plan for Salinity and Water Quality (NAP) as one of 
the priority catchments for salinity management (Douglas et al., 2006; NAP, 2008; NRM, 
2010). Therefore, concerns have been raised regarding FRB mine discharge salinity 
management. 
Mine discharge in the FRB was regulated by the Department of Environment and Resource 
Management (DERM) under the Australian and New Zealand Environment and Conservation 
Council Guidelines ANZECC/ARMCANZ (2000) National Water Quality Guidelines. The 
guidelines were designed to protect downstream water quality, however the protection of 
ecosystem heath was not considered (DERM, 2009). In addition, these guidelines have 
generally been developed from perennial streams, while their applicability and effectiveness 
in ephemeral streams has not been testified (DERM, 2009). The FRB has many ephemeral 
streams that only flow for a limited period during the year (Crerar et al., 2010; Hayes, 2009). 
Under these guidelines, only water with a relatively low salinity can be discharged into 
streams at a rate of less than 20% of the receiving water flow rate. In addition, natural flow 
flux has to be above 1 cumec. These criteria ensure enough dilution to maintain background 
stream salinities; however, limited discharge opportunity in ephemeral streams cannot meet 
mine discharge requirements, thereby resulting in long-term accumulation of saline water on 
mine sites. 
This issue has become more acute in recent years because of consecutive wet seasons with 
higher than average rainfall. In 2008 and late 2010/early 2011, frequent intensive 
precipitation exceeded site storage capacity, leading to mine flooding and consequent severe 
problems in terms of economy and safety. Several mine sites were forced to cease production 
during these flood events. The total extent of losses caused by the 2011 mine flooding was 
AUD$5.7 billion, depending on the speed of dewatering of the mine sites (QRC, 2011; QFCI, 
2012). Due to evaporation, stored water salinity increased to approximately 6,000 µS/cm—
around four times higher than the end-of-pipe discharge criteria set in the Fitzroy Model 
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Conditions. The possibility of overflow and consequent contamination of land made this a 
severe safety issue. 
To minimise the potential to environmental harm, Transitional Environmental Programs 
(TEPs) has been applied. TEPs allow business to continue operation during the transitional 
period when the business is unable to meet a required environmental standard. TEPs granted 
to individual mines allow water with higher salinity (up to 6,500 µS/cm) to be released, while 
maintaining relatively low salinities in the higher order tributaries. Under such regulations, 
limited periods of stream flow continue to restrict the volume of water able to be discharged. 
Taking one mine site as an example, the volume of stored water is 28,813 ML, while the 
pump capacity is 2,330 L/s. Without considering the release conditions, it would require 143 
days to pump out all the stored water. However, according to the flow frequency record of 
Cherwell Creek (the stream receives saline discharge from the mine site) from October 2007 
to February 2008, there was only a 50-day period during which discharge can occur. 
Recently, to further resolve the inconsistency between mine discharge requirements and 
limited discharge opportunities, the DERM has been considering expanding the discharge 
period by allowing mine saline water discharge during lower flow conditions, as well as 
establishing different discharge criteria according to flow rate. The receiving stream water 
discharge criteria should be based on a sound understanding of the effect of saline water on 
the local system. Given the dominance of low and no surface flow periods in ephemeral 
streams in the FRB, the area that may be disturbed by saline stream water is the porous 
streambed underlying and adjacent to the stream—the hyporheic zone. As the surface-
subsurface interface, the hyporheic zone has been recognised as an ecotone and corridor that 
connects the stream and the riparian zones. The significance of the hyporheic zone in terms of 
biogeochemistry and nutrient cycling has been well acknowledged. However, both 
monitoring data and fundamental knowledge about the effect of saline stream water on the 
hyporheic zone are lacking (Boulton et al., 1999; DERM, 2009; Hart & Greenfield, 2008). 
This research will help address this issue by investigating hyporheic exchange in ephemeral 
streams, and the associated salt movement. Specifically, the hyporheic zone extent, residence 
time and the fate of stream water at different stages over the wet season will be determined. 
In this way, this research can help inform process-based discharge criteria and make better 
predictions of the impact of saline discharge. 
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1.3  Aims, Objectives and Hypotheses 
 
This research aims to understand salt transport in the hyporheic zone of ephemeral streams.  
 
The objectives are: 
1. To quantify salt storage and release from the hyporheic zone. 
2. To develop an understanding of flow patterns that are induced by bedform meanders 
during low flow conditions. 
3. To explore reach scale flow processes in streambeds when rewetting occurs, and to 
determine the ramifications  of streambed salt. 
 
It was hypothesised that: 
1. The amount of salt stored and released from the hyporheic zone is impacted by the 
duration of the drying period.  
2. Hyporheic exchange can be induced by streambed meanders, and during low flow 
conditions, can impact surface water salinity in ephemeral streams.  
3. Salt is stored in the hyporheic zone during dry periods and released into the streams 
when rewetting occurs.  
 
1.4  Thesis Outline  
 
0 reviews the contemporary literature on hyporheic exchange (surface water and subsurface 
water interaction) and ephemeral stream flow processes. Specifically, the definition and 
significance of the hyporheic zone are explained and geomorphic features that are driving 
hyporheic exchange are reviewed. Knowledge gaps are identified towards developing a 
fundamental understanding of the salt transport processes in ephemeral streams.  
 
0 presents information about the study site, namely Cherwell Creek, and analyses both flow 
and salinity records of previous years. Conceptual models are proposed in regards to 
ephemeral streams, hydrological conditions and salt transport processes during different 
times and conditions. This chapter also functions to provide a background for both the field 
work design and the development of the numerical model.  
 
0 addresses the first objective, namely, to quantify salt storage and release from the hyporheic 
zone
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quantify salt storage within the streambed. Spatial and temporal variations of salt storage and 
factors that may impact salt storage are examined.  
 
0 addresses the second objective, namely, to develop an understanding of flow patterns that 
are induced by bedform meanders during low flow conditions. This chapter presents the field 
investigation that aimed to explore bedform meander-induced processes. Field measurement 
results of subsurface hydraulic head and water salinity distributions are presented in this 
chapter. Processes leading to the hydraulic head and salinity distributions are discussed.  
 
Chapter 6 addresses the third objective: To explore reach scale flow processes in streambeds 
when rewetting occurs, and to determine the ramifications of streambed salt. This chapter 
investigates the flow processes at the beginning of the wet season and explores what happens 
to streambed stored salt when rewetting occurs.  Hydrological and salt transport processes 
were simulated using MODHMS. Quantified results of streambed salt storage at the 
beginning of the wet season (Chapter 4) were employed for the purposes of  the model 
simulation. Monitored data of flow and salinity in the Upstream Cherwell Creek region were 
designated as the model’s boundary conditions. Model simulation results were compared with 
data that was gathered in the downstream Cherwell Creek data. Model simulation results 
were further analysed using system models. The impact of streambed stored salt was 
illustrated by system models.  
 
0 synthesises findings from between 0 and Chapter 6. The focus of this chapter is to highlight 
the transitional period within the ephemeral stream streambed, and discusses major features 
of ephemeral stream hydrodynamics and salt transport processes in general. 
 
0 summarises the major findings of the study and proposes recommendations for future 
research.  
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Chapter 2  Literature Review 
 
2.1  Introduction 
 
This chapter initially provides a review of the contemporary literature in regards to the 
hyporheic zone, including definitions, significance, driving mechanisms, flow patterns and 
controlling factors of the hyporheic exchange process. Then, flow regime variations in 
ephemeral streams and their subsequent impact on solute transport dynamics are summarized. 
The last part of this chapter describes knowledge gaps that are identified from the literature 
review. 
 
2.2  Definition of the Hyporheic Zone 
 
The hyporheic zone is located in sediments below the stream and in stream banks lateral to 
stream channels, at the interface between the surface water and groundwater. Water, material 
and energy exchange between surface water and groundwater occurs in this area. Hyporheic 
exchange takes place across multiple sites, and is associated with streambed roughness, 
channel unit geomorphic features and valley morphology at the floodplain scale. This 
hyporheic exchange leads to nested hyporheic flow paths along streams, with distances that 
range from centimetres to hundreds of metres. Due to the repeated amalgamation between 
surface water and groundwater, this zone has distinct physical and chemical properties that 
differ from those of both surface water and groundwater regimes. 
 
Research concerning hyporheic exchange traverses multiple disciplines. Accordingly, varying 
methods and definitions have been proposed to define and examine hyporheic zones for 
investigation and comparison. From a biological perspective, the hyporheic zone boundary is 
defined as the location where organisms reside within both groundwater and surface water. 
Williams (1993) observed distinct chemical break lines, including dissolved oxygen, organic 
matter, biochemical oxygen demand and nitrate (Figure 2-1), and he proposed that the 
chemical break lines can represent the position of the hyporheic–groundwater boundary. 
Within the ecological community, the location of the break line is typically defined as sharp 
gradients in chemical concentrations (Fraser & Williams 1998). In addition, these chemical 
and ecological variations interact with each other. The uniqueness of this zone is due to the 
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mixing between surface water and groundwater. Triska et al. (1989) defined the hyporheic 
zone based on water composition, and as the area wherein the water contains between 10% to 
98% advection in the channel water. Hydrologists emphasise subsurface flow path and 
residence time, using models to simulate hyporheic exchange and to quantify the scope of the 
hyporheic zone. Groundwater model users specify the extent of hyporheic exchange via 
particle tracking—flow paths that exit and re-enter the stream channel within 10 days are 
regarded as hyporheic flow (Wroblicky et al. 1998; Kasahara & Wondzell 2003). Therefore, 
the specific definition of the hyporheic zone depends on both the academic discipline of the 
researcher and the focus of the research.  
 
Hyporheic interaction between surface water and groundwater tends to occur within larger-
scale stream water–groundwater interaction (Harvey & Bencala 1993; Wroblicky et al. 1998). 
This larger-scale interaction has been termed as either “gaining conditions” or “losing 
conditions”. In the case of gaining conditions, stream flow is sustained by local or regional 
groundwater. In contrast, in losing conditions, stream flow recharges the alluvial aquifer. The 
difference between hyporheic exchange and losing/gaining interaction is that stream water 
can flow into and out of the hyporheic zone several times within a reach, but during 
losing/gaining interaction, water enters or leaves the stream only once (Newman et al. 2006). 
 
 
Figure 2-1: Nitrate Concentration Measured across Half Transaction of a Stream 
Note: The thick black line represents the nitrate concentration break line.  
Source: Williams (1993). 
 
In this study, the major source of water in alluvial aquifers is surface water, from either 
rainfall infiltration or stream recharge. Consequently, it is essential to distinguish between 
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hyporheic water from other, subsurface water, in the alluvium. This study focuses on 
hydrological control of hyporheic exchange, and defines hyporheic water as water originating 
from the stream channel, down-welling to the subsurface, travelling in sediments, and 
subsequently, returning to the surface, within the reach of interest. Water that does not re-
emerge to the surface is considered groundwater. The area delineated by the hyporheic flow 
path is the referred to as the hyporheic zone. 
 
2.3  Significance of Hyporheic Exchange and Saline Water Regulation 
 
During the transition between surface water and groundwater conditions, the hyporheic zone 
properties, such as temperature and solute concentrations, vary between stream water and 
groundwater. Down-welling channel water provides dissolved oxygen and organic matter to 
the hyporheic zone (Wondzell & Swanson 1996b; Boulton et al. 1998). Travel time, 
controlled by the flow path length and streambed hydraulic conductivity, has been found to 
be related to the significant physicochemical gradients in the hyporheic zone (Triska et al. 
1993; Lohse et al. 2009). The variations of physicochemical variations lead to a complex 
environment in the hyporheic zone, which favours a significant variety of life forms (Poole et 
al. 2008). Life forms that are found in the hyporheic zone include microorganisms, such as 
bacteria and fungi, as well as macro-invertebrates and fish (Boulton et al. 1998). In addition, 
the hyporheic hydrological dynamics have been found to impact the ecosystem’s life diversity 
and distribution (Poole, Stanford et al. 2006). The ecological significance of the hyporheic 
zone as an ecotone and habitat is widely acknowledged (Williams 1993; Boulton et al. 1998; 
Fraser & Williams 1998). 
 
In turn, the rich ecosystem diversity in the hyporheic zone contributes to the significance of 
the hyporheic zone in terms of biogeochemistry. The combination of ecosystem respiration 
causes oxygen consumption, and depth/hyporheic flow path–affected oxygen input variations 
results in the fine-scale coexistence of aerobic and anaerobic conditions (Triska et al. 1993; 
Duff and Triska 2000). As a result, steep and dynamic redox gradients then develop in the 
hyporheic zone. As chemical transformations are significantly controlled by biologically 
mediated, redox-based processes, this zone has a significant influence on water chemistry 
(Lohse et al. 2009). For example, conditions in the upper hyporheic zone may favour the 
existence of nitrate and ferric iron, while conditions in the deeper hyporheic zone may favour 
the existence of ammonium and ferrous iron, as illustrated in Figure 2-2. In a reach, as stream 
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water flows in and out of the hyporheic zone several times, the water-carrying chemicals will 
be continuously reworked during their trajectory downstream. 
 
In terms of its net function, the hyporheic zone has been found to either serve as a source or 
sink for nutrients, such as nitrate (Holmes et al. 1996; Hill et al. 1998; Duff & Triska 2000; 
Storey et al. 2004). Both the seasonal timing and location of these inputs influence whether 
nutrients are either retained in the stream reach or exported (Wondzell & Swanson 1996b). 
Material spiralling (Fisher et al. 1998) and the hyporheic corridor concepts (Stanford & Ward 
1993) tend to view hyporheic interactions from the lens of a broader catchment scale. The 
hyporheic zone is considered as the corridor that connects the parafluvial zone and riparian 
zones within the stream, and therefore, the hyporheic zone plays a significant role in material 
transport and cycling within the catchment. 
 
 
Figure 2-2: Hyporheic Flow Paths and Associated Swifts between Oxic and Anoxic 
Environment, as well as Chemical Transformations 
Source: (Winter et al. 1999). 
 
In view of the uniqueness of hyporheic communities and their contribution to hyporheic 
biogeochemistry, it is important to minimise anthropogenic disturbance of the hyporheic zone 
and to protect the hyporheic water quality and ecosystem. Palumbo-Roe and Dearden (2013) 
found that affected by mining of Pb ore, hyporheic pore water was rich in Pb and Mn. The 
temporal and spatial variations of salinity have been suggested to impact the  ecosystem 
structure and function (Hudson et al. 2003; Baldwin et al. 2006). Therefore, processes that 
affect salinity in the hyporheic zone, in addition to the extent of these impacts, must be 
understood in order to begin to develop regulations for saline discharge.  
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2.4  Hyporheic Exchange Driving Mechanism 
2.4.1 Theoretical Mechanism 
 
The theoretical mechanism of hyporheic exchange has been investigated by considering a 
control volume of sediment in the streambed, with stream flow over the surface (Vaux 1962; 
Tonina & Buffington 2009). As shown in Figure 2-3, the sediment has a cross-sectional area 
of A and length of L, subsurface inflow and outflow are Qi and Qo, respectively, exchange 
flux per unit length (L) between the subsurface and stream is e. Several assumptions are made 
in this model: 
1. Steady-state conditions are assumed. Therefore, the continuity equation can be written 
as: Qi - Qo + eL = 0; 
2. lateral inflow and vertical ambient groundwater are not included; 
3. subsurface flow is considered saturated flow; thus, Darcy’s law can be applied to 
subsurface flow. 
 
According to Darcy’s equation,  𝑄 = −𝐾 !!!" 𝐴, K is the sediment hydraulic conductivity, and !!!"    is the hydraulic head spatial gradient. By combining Darcy’s equation with the continuity 
equation, e is obtained by the following method: 𝑒 = 𝒅 !𝑲𝒅𝒉𝒅𝒍𝑨𝒅𝒍 = 𝐾𝐴 !!!!!! − 𝐾 !"!" !!!" − 𝐴 !"!" !!!"                                  (2.1) 
 
This formulation differentiates the mechanisms of hyporheic exchange as spatial variations 
of: a) hydraulic head !!!!!! ; b) alluvial extent !"!"    and; c) hydraulic conductivity !"!"  (Tonina & 
Buffington 2009). The mechanisms are illustrated in Figure 2-4. a) For the type of hyporheic 
exchange caused by spatial variations of the hydraulic head, down-welling occurs at locations 
where the hydraulic head increases, and upwells into the stream where the hydraulic head 
decreases (Figure 2-4a). b) Spatial alluvial extent can vary both vertically and horizontally. 
For the case of vertical variations (b1), stream water infiltrates to the subsurface in cases 
where alluvium depth increases in the flow direction, and vice versa (Figure 2-4b1). For the 
case of horizontal variations (b2), usually during a switch from a confined aquifer to an 
unconfined aquifer, hyporheic exchange will be induced (Figure 2-4b2). c) Hyporheic 
exchange can be induced if sediment hydraulic conductivity varies at the stream–streambed 
interface (Figure 2-4c). 
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Figure 2-3: Flow through an Element of the Streambed 
Note: L is length; A is the cross-sectional area; Qi and Qo are the subsurface inflow and 
outflow, respectively; and e is the upwelling or down-welling hyporheic flux per unit length 
(L) of the riverbed. 
 
 
Figure 2-4: Hyporheic Exchange Caused by Variations of a) Hydraulic Head, b) Alluvial 
Area and c) Permeability 
Source: (Tonina & Buffington 2009). 
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2.4.2 Driving Geomorphic Features 
 
Among the three types of mechanisms, variations of hydraulic head attract the most attention. 
Hydraulic head variations have been found to be induced by the interactions of surface water 
and geomorphic features, which are divided into concavity and sinuosity. 
 
2.4.2.1 Concavity 
 
Streambed longitudinal slope discontinuities induce hyporheic exchange, ranging from scales 
of a few metres to hundreds of metres (Harvey & Bencala 1993; Wondzell & Swanson 1996a; 
Wroblicky et al. 1998). The most common morphologies of this type are riffle-pool and step-
pool, which are formed by increasing and decreasing sequences in the streambed slope. 
Riffle-pool morphologies are prominent on channels with gradients less than 2%, while step-
pool morphologies are usually common in channels with higher gradients in the range of 5-
20%. Surface water down-wells to the streambed where the streambed profile is convex, and 
returns to the stream channel where the streambed profile is concave. Alongside streambed 
variation in curvature, there is a similar change in the river’s free water surface configuration, 
especially in steep, mountainous streams that have shallow flows (Anderson et al. 2005). The 
depth of water penetrating to sediments depends on the amplitude of topographic variations, 
as well as the geometric and hydraulic properties of groundwater aquifers (Harvey & Bencala 
1993). 
 
Qualitative correlations have been demonstrated between channel unit spacing and in the bed 
of spacing between zones of down-welling and upwelling (Anderson et al. 2005). Further 
work by Gooseff et al. (2006) suggested that the locations of upwelling and down-welling 
can be predicted by the profiles of longitudinal streams. Gooseff et al. (2006) found that 
wavelengths of both geomorphic unit and exchange path length demonstrated a similar 
increasing trend with stream order. Vertical hydraulic gradients have been shown to increase 
with water surface concavity. Therefore, gravity-driven hyporheic exchange is assumed to 
play an important role in this type of geomorphic feature (Anderson et al. 2005). 
 
Most previous studies have focused on vertical and longitudinal exchange, with only a few 
exceptions. Storey et al. (2003) simulated riffle-induced hyporheic exchange in a gaining 
stream by employing a three-dimensional groundwater flow model. They found that 
exchange with lateral groundwater was up to twice as strong, but it was found to be more 
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variable at the sides of the stream than it was near the centre. Wroblicky et al. (1998) showed 
that the location of exchange and the magnitude of lateral extent can change according to the 
flow conditions (as represented in Figure 2-5), and the same study revealed that the 
magnitude of variation in streambed slope that is required to induce hyporheic exchange may 
be scaled to the size of the stream. 
 
 
Figure 2-5: Lateral Hyporheic Zone Location and Extent under Different Flow 
Conditions 
Source: (Wroblicky et al. 1998). 
 
Both the groundwater flow field and surface flow conditions can influence the development 
of hyporheic exchange. The effect of streambed topography on surface–subsurface exchange 
is reduced when the catchment is wet, due to the greater influence of hill slope of 
groundwater heads on the head potential distribution near the stream (Harvey & Bencala 
1993). Water surface tends to follow streambed concavity, especially when the stream stage is 
low. An increase in stream stage decreases water surface concavity, because smaller slope 
breaks in the water surface profile are flooded (Anderson et al., 2005). 
 
2.4.2.2 Sinuosity 
 
Horizontally, stream sinuosity has been found to induce lateral hyporheic flow. Stream 
sinuosity is commonly observed as meander and point bar geomorphologies. For example, 
the meander hyporheic flow can be driven by the hydraulic head differences between the 
upstream and downstream of the meander. Stream water infiltrates into the meander at the 
upstream-facing portion, flows through the meander, under the surface, and exfiltrates 
through the downstream-facing portion of the meander. When the sinuosity is relatively low, 
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flow paths across the meander are basically parallel with the average stream direction, with 
variable flow path lengths, as shown in Figure 2-6a (Cardenas 2008). Meander sinuosity may 
increase over time, due to erosion and deposition processes. The evolution of flow paths 
across meanders that possess increases in sinuosity is depicted in Figure 2-6. With increasing 
sinuosity, the hydraulic head gradients along the neck become steeper, as illustrated by the 
closer hydraulic head contours, and the flow paths are shorter (Boano et al. 2006). Peterson 
and Sickbert (2006) showed that rapid exchange occurred across the necks of meanders. In 
addition, alluvial aquifers, underlying meander necks, provided further vertical extensions of 
the hyporheic zone (Peterson & Sickbert 2006). 
 
Figure 2-6: Flow Paths across Meanders with Increasing Sinuosity 
Note: The dotted lines with arrows represent hyporheic flow paths; the solid lines represent 
hydraulic head contours within the meanders, and the blue lines with arrows represent stream 
flow paths.  
Source: Modified from (Boano et al. 2006). 
 
Nevertheless, groundwater flow patterns can significantly change the direction of the flow 
path. Kasahara et al. (2007) observed three distinct flow patterns across a re-meandered 
stream channel, as illustrated in Figure 2-7. One is the flow from a hill slope towards the river 
during the gaining condition, while the other is the flow from all directions towards the centre 
of the point bar during the losing condition—this is a transition flow pattern. Cardenas (2009) 
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simulated these flow patterns, and he suggested that the mechanism in this case is similar to 
the case of bedform-driven hyporheic exchange, where the pressure head variations dominate 
the mechanism. 
 
 
Figure 2-7: Flow Paths under Different Groundwater Flow Patterns 
Source: (Kasahara & Hill, 2007). 
 
The aforementioned literature has discussed hyporheic exchange induced by sinuosity at the 
reach scale. Nonetheless, in the study site of this paper, namely, Cherwell Creek, during low 
flow conditions, surface water is often observed as flow along bedform scale meanders. For 
reach scale meanders, usually stream water covers the entire streambed surface, and flow is 
bounded by stream banks. For bedform meanders, stream water only covers part of the 
streambed surface, and flow is regulated by streambed surface elevation variations. Whether 
hyporheic exchange can be driven by streambed meanders has not yet been reported. This 
study hypothesised that at bedform scale, hyporheic exchange can also be induced by 
streambed meanders. 
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2.5  Role of Controlling Factors on Hyporheic Exchange 
 
While local and regional stream morphologies set the guidelines for predicted hyporheic 
exchange, the flow conditions can greatly alter the actual exchange pattern. As hyporheic 
exchange is the interaction between surface water and groundwater, variations in both stream 
discharge and groundwater inflow can affect the hyporheic exchange process. For instance, 
the spatial and temporal variations in stream discharge and groundwater inflow can influence 
hyporheic exchange (Wondzell 2006). Spatially, hyporheic exchange of one stream at 
different sites may result in different responses to the same flow variation (Wroblicky et al. 
1998). Temporally, hyporheic exchange at one site may behave differently under different 
flow conditions (Stanley & Valett 1992). This leads to a high level of complexity and 
uncertainty when it comes to explaining and predicting the effects of varying flow conditions 
on hyporheic exchange. In addition, the hydrogeological properties of the hyporheic zone, 
especially the hydraulic conductivity, have been found to exert an influence on the hyporheic 
exchange (Triska et al. 1989). Research about the roles of these different controlling factors is 
reviewed below. 
 
2.5.1 Effects of Variable Stream Discharge 
 
Table 2-1: Relationship between hyporheic exchange parameters and stream discharge 
 Positive relation Negative relation No relation 
Hyporheic 
zone 
extent  
(Packman & Bencala 2000; 
Scordo & Moore 2009)  
(Dangelo et al. 1993; 
Harvey & Bencala 1993; 
Harvey et al. 1996; 
Morrice et al. 1997) 
(Hart et al. 
1999) 
Exchange 
coefficient 
(Legrandmarcq & Laudelout 
1985; Dangelo et al. 1993; 
Harvey et al. 1996; Morrice 
et al. 1997; Hart et al. 1999; 
Wondzell 2006) 
(Legrandmarcq & 
Laudelout 1985) 
 
Residence 
time 
 (Harvey et al. 2003; 
Stofleth et al. 2008) 
 
Exchange 
flux  
(Packman & Bencala 2000; 
Storey et al. 2003)  
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Since stream discharge fluctuation is the most common temporal variable, much work has 
been undertaken to investigate the effect of variable stream discharge on hyporheic exchange. 
However, previous research has revealed varying results in the relationship between 
hyporheic exchange characteristics and stream flow variation (Packman & Bencala 2000; 
Dangelo et al. 1993). Critical characteristics of hyporheic exchange are the hyporheic zone 
extent, exchange coefficient, residence time and exchange flux. Table 2-1 shows different 
responses of hyporheic exchange parameters to varying stream discharge, as reported by the 
contemporary literature.  Three mechanisms have been proposed to explain the responses of 
hyporheic exchange to varying stream discharge patterns, which are reviewed below. 
 
First, stream flow fluctuations can impact the hydraulic head distributions at the surface 
water-streambed interface, and can therefore affect hyporheic exchange. At the bedform 
scale, it has been shown that increasing stream flow can cause steeper pressure variations at 
the surface water–streambed interface, consequently increasing both hyporheic extent and 
fluxes (Packman & Bencala 2000). At the channel unit scale, vertical hydraulic head 
variations, which indicate the potential of hyporheic exchange, have been demonstrated to be 
correlated with water surface concavity in mountainous streams (Anderson et al. 2005). 
Water surface concavity tends to decrease with stream depth, especially in low gradient 
streams (Harvey & Bencala 1993; Storey et al. 2003; Anderson et al. 2005). In other words, 
an interaction between stream morphology and stream water might be lessened during high 
flow. Nonetheless, in steep mountainous streams, the response of the water surface profile 
and hyporheic exchange in terms of increasing stream stage is non-significant (Wondzell 
2006). Using sensitivity analysis through MODFLOW, Storey et al. (2003) found that the 
head difference between the upstream and downstream of riffles, rather than the stream stage, 
affects the hyporheic zone’s extent and flux. Marzadri (2014) found that small-scale 
topography (boulders and/or pebble clusters) induced hyprheic exchange was more likely to 
be affected by discharge than large-scale topography (pool-riffle sequences) induced 
exchange.  
As a result, it can be concluded that stream flow variations control hyporheic exchange by 
regulating head distributions at the surface–subsurface interface, and the significance of the 
effect depends on the stream gradient and stream stage. 
 
The effect of stream flow variations on hyporheic exchange can also be illustrated in relation 
to a channel’s frictional resistance. Stream flow fluctuation can affect channel friction by 
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varying stream velocity and stream depth. Previous research has shown a negative 
relationship between stream discharge and friction factors at the reach scale (Hart et al. 1999; 
Harvey et al. 2003; Stofleth et al. 2008). High friction factors may indicate increased pressure 
variations between the streambed and surface water (Packman & Bencala 2000), the storage 
zone area (Bencala & Walters 1983) and residence time (Harvey et al. 2003; Stofleth et al. 
2008) in both surface water storage (surface pools) and the hyporheic zone. Harvey et al. 
(2003) demonstrated a close relationship between friction and retention time in a sand and 
gravel streambed alluvial stream, and proposed that channel friction can be used as an 
indicator to predict the effects of varying surface flow on hyporheic residence time.  
 
The third mechanism of stream flow variations impacting hyporheic exchange is through the 
changes in wetted area. Increased discharge has been associated with an increase in the 
wetted area of the channel, thereby providing a greater area over which hyporheic recharge 
can occur (Scordo & Moore 2009). 
 
In summary, the changes in stream discharge may exert variable influences via various 
different mechanisms on the hyporheic zone extent. Increasing stream discharge may reduce 
the hyporheic zone area due to a decreased interaction between channel morphology and 
surface water, and reduced friction between the streambed–interface. Conversely, increasing 
stream discharge also provides more exchange opportunities when the wetted streambed area 
increases. The dominant mechanisms and consequent impacts of varying stream discharge on 
hyporheic exchange may differ between systems and flow conditions. 
 
2.5.2 Effects of Variable Groundwater Inflow 
 
The effects of variable groundwater inflow on hyporheic exchange have also been reported. 
Research in this area covers several scales. 
 
At the bedform scale, Cardenas and Wilson (2006) simulated interactions between the water 
column and bedform sediment induced by streambed longitudinal height variations. They 
found that increasing ambient groundwater discharge can restrict down-welling flow, and 
therefore, decrease the hyporheic zone extent. 
 
At the reach scale, it was found that the influence of the stepped channel unit on subsurface 
flow could be overwhelmed by an increase in groundwater inflows from adjacent hill slopes 
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(Wondzell 2006). This substantially decreased both the extent of the hyporheic zone and the 
amount of hyporheic exchange flow, and could even cause the hyporheic flow to temporarily 
disappear (Wondzell 2006). Consequently, localised upwelling and down-welling flow paths 
during low flow/wetness periods were transformed to uniform upwelling flow when the 
catchment became wetter during high flow periods (Harvey & Bencala 1993). For riffle-
induced hyporheic exchange, groundwater discharge variations exert more influence on the 
lateral hyporheic extent than the vertical hyporheic extent (Storey et al. 2003). 
 
At the catchment scale, it has been found that the influence of lateral groundwater inflows on 
the extent of the hyporheic zone is relatively larger for a low specific discharge system. This 
is because this system requires large changes in the flow net to accommodate an increase in 
lateral inputs. Increases in the cross-sectional area, through which flow can occur, also 
contribute to the significance of groundwater inflow, thereby affecting hyporheic exchange in 
low gradient streams (Wondzell 2006). 
 
There is a close relationship between stream discharge and groundwater inflow, which might 
be different for losing and gaining systems. Understanding the implications of varying stream 
discharge and groundwater flow patterns is important, especially for ephemeral streams, 
because ephemeral streams experience more dramatic variations in flow regime. 
 
2.5.3 Role of Streambed Hydrological Conductivity and Sediment Heterogeneity 
 
Streambed hydraulic conductivity is another important variable that controls hyporheic 
exchange (Wroblicky et al. 1998; Storey et al. 2003). The hydraulic conductivity of 
streambed sediments is determined by several factors, including the source of the materials, 
flow conditions, erosion, deposition and temperature. Spatial heterogeneity is one of the 
critical characteristics of hydraulic conductivity. Research has found that hydraulic 
conductivity tends to be lower in down-welling zones than in upwelling and neutral zones, 
and it is generally higher in the centre of the channel (Scordo and Moore 2009). In a field 
measurement study, conducted in a stream in North Carolina, United States, considerable 
variations of streambed hydraulic conductivity distributions were also observed over a period 
of 12 months (Genereux et al. 2008). 
 
The magnitude of sediment hydraulic conductivity has been shown to control the rate and 
extent of hyporheic exchange, ranging across spatial scales traversing the riverbed to the 
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catchment (Triska et al. 1989; Morrice et al. 1997; Packman & Salehin 2003; Storey et al. 
2003). The hyporheic zone extent and hyporheic flow rate decrease with sediment hydraulic 
conductivity. However, if the hydraulic conductivity is below a threshold value, hyporheic 
exchange cannot be induced (Storey et al., 2003).  
 
Spatial variations in hydraulic conductivity will also affect hyporheic exchange. When the 
heterogeneous structure of a streambed is included in modelling simulations, the network of 
the hyporheic flow path becomes more complex, and the hyporheic exchange flux increases 
(Cardenas et al., 2004; Salehin et al., 2004). In addition, the variations in hydraulic 
conductivity can impact other factors. Wagner and Bretschko (2002) suggested that the 
patchy distribution of invertebrates might be explained by fine-scale heterogeneity of 
streambed hydraulic conductivity. In a tracer test, variations in hydraulic conductivity 
resulted in a nonlinear relationship between flow path length and travel time (Triska et al. 
1989). 
 
In summary, the magnitude of hydraulic conductivity affects the intensity and extent of 
hyporheic exchange, and the heterogeneity of hydraulic conductivity contributes to the 
complexity of hyporheic exchange characteristics.  
 
2.6  Ephemeral Streams 
2.6.1 Flow Regime  
 
In semiarid and arid ephemeral streams, stream flow can be limited to brief periods and 
specific sites, while a saturated water table in an alluvial aquifer can experience abrupt 
variations (Rassam et al. 2006). As hydrologic regimes shift between wet and dry, there is a 
transient saturation zone along the streambed and stream banks, which was highlighted by 
Newman et al. (2006) as the key difference between ephemeral streams and perennial 
streams. 
 
Ephemeral streams represent around 25% of all streams in Australia (Mcmahon and 
Finlayson 2003). The saturation variations in ephemeral streams, along with stream and 
groundwater level fluctuations, indicate that there may be a more dynamic hyporheic 
exchange within ephemeral streams than within perennial streams. This is likely during both 
event and seasonal time scales. Therefore, it is important to understand hyporheic exchange 
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in ephemeral streams—particularly the hydrological processes and controlling factors during 
transitional periods.  
 
However, investigations in this area are quite limited. Only a few studies have been 
conducted on desert streams with riffles (Stanley & Valett 1992; Valett et al. 1994). These 
studies found that at the end of flood events, stream water levels decreased and became 
spatially disconnected. While the presence of surface water was isolated as surface pools, 
subsurface flow persisted in the hyporheic zone (Stanley & Valett 1992).  It was found that 
surface water downstream originated from the surface water upstream, after flowing through 
the streambed (Stanley & Valett 1992; Valett et al. 1994). Over the course of drying, vertical 
hydraulic gradients decreased in upwelling locations, while they increased in down-welling 
locations (Valett et al. 1994). Flow direction in previous upwelling zones gradually reversed 
and recharged the subsurface aquifer (Stanley & Valett 1992). 
 
Bedform meander-induced processes during the drying period have not been investigated. 
Further, the hydrological processes during rewetting are largely unknown. It is important to 
understand these processes, because they are likely to impact both solute storage and release 
dynamics.  
 
2.6.2 Effect of Flow Regime Change on Solute Dynamics 
Changes in flow regime may have significant consequences.  Jacobson (2013) highlighted the 
urgency to establish the links between flow regime change and their influence on physical 
processes.  
 
During evaporation, loss of fresh water from sediments can result in increased solute 
concentrations. As solute concentrations increase and exceed their solubilities, solutes settle 
in previously inundated sediments, especially at the sediment surface. The evaporation rate is 
affected by the climate, sediment properties, water content and presence of a surface salt crust 
(Chen 1992; PiPujol & Buurman 1997; Rose et al., 2005). Studies have shown that 
tremendous amounts of solutes can accumulate in stream banks and floodplains during dry 
periods (Newman et al. 1997; Newman et al., 1998; Reid et al., 2005; Bernal et al., 2006). 
 
Rewetting of sediments causes mobilisation of previously precipitated solutes (Baldwin & 
Mitchell 2000). Investigations of processes at the catchment scale during the initial flow 
event, such as during summer storms (Baldwin & Mitchell 2000), suggest that hydrologic 
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connection of the solute storage zone within the stream can cause a large flush of solutes to 
infiltrate the stream (Boyer et al. 1997; Vink et al. 2007). It is widely accepted that sometimes 
large temporal variations of stream water solute (dissolved organic carbon [DOC], nitrogen 
and phosphorus) concentrations are closely correlated with this material relocation process 
(Boyer et al. 1997; Baldwin & Mitchell 2000; Costelloe et al. 2005; Vink et al. 2007). 
 
Costelloe et al. (2005) investigated how hydrological processes on floodplains impacted 
stream water salinity variations in an Australian ephemeral stream. Salt storage in 
bank/floodplain was measured at different times during flow events, and a conceptual model 
was developed to explain the impacts of this salt storage on stream salinity variations. 
Comparison of the simulated and field observed salinity variations suggested that more 
storage zone investigations are required to explain the salinity variations. Although salt 
storage and release have been observed in the transitional saturation zone of floodplains, the 
significance of the hyporheic zone salt accumulation and mobilization process in terms of 
affecting stream salinity variations has not yet been assessed.  
 
2.7  Knowledge Gaps 
 
In summary, the following knowledge gaps have been identified: 
• Insufficient knowledge about the hydrological processes in the hyporheic zone during 
wetting and drying periods. 
• Limited information in regards to the significance of the hyporheic zone salt 
accumulation and mobilization process in terms of their impact on stream salinity 
variations. 
 
This study aims to address some of the knowledge gaps that have been identified through a 
combination of field measurements and numerical modelling investigations. Streambed 
sediments were collected from an ephemeral stream over a wet season for the quantification 
of salt storage. Field measurements of hydraulic head and salinity variations, driven by 
bedform meanders, were conducted during flow recession periods. The hydrological 
processes in the hyporheic zone and the fate of the streambed stored salt during rewetting 
were investigated through numerical simulations.   
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Chapter 3  Description of Study Area and Analyses of 
Ephemeral Stream Hydrodynamics 
 
 
3.1  Introduction  
 
The Fitzroy River Basin (FRB) is located in Central Queensland (Figure 3-1), with a surface 
area of approximately 144,000 km2, and it is the second-largest seaward-draining catchment 
area in Australia. The predominant land use for the area is now cattle grazing. However, 
considerable areas in the region are also used for dry land cropping (Douglas et al., 2006; 
Hart & Greenfield 2008; NRM 2010). There are approximately 45 coal mines and 10 
significant mineral mines operating in Central Queensland, and most of them are in FRB 
(DERM 2009).  
 
As reviewed in 0, stream flow variations, groundwater flow patterns and stream 
geomorphology exert significant control towards the nature of hyporheic exchange. In this 
chapter, historical records of stream flow and groundwater dynamics are analysed, and the 
current geomorphological information of the study site is presented. Further, salinity 
variations in response to stream flow fluctuations are analysed. Based on these analyses, 
conceptual models of flow regimes at different stages of the wet season and associated salt 
transport processes are proposed.  
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Figure 3-1: Map of the de 
 
 
3.2  Climate 
 
The FRB is located at the boundary between the temperate and tropical climate zones. The 
average annual rainfall varies from around 1,800 mm, near the coast, to around 500 mm 
further inland (BOM 2011) . Significantly influenced by the El Nino/La Nina cycles, the 
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rainfall in this region is highly variable both on a decadal basis and within shorter timescales. 
The annual rainfall in Moranbah (Figure 3-1) ranged from 281 mm to 1,110 mm between 
1972 and 2010. The majority of the annual rainfall occurs between November and February, 
as shown in Figure 3-2. 
 
 
Figure 3-2: Average Monthly Rainfall (mm) and Evaporation (mm) between 1972 and 
2011 in Moranbah, FRB 
Source: (BOM 2011). 
 
3.3  Stream Flow 
 
Seasonal rainfall and high evaporation result in intermittent stream flow in the area (Figure 3-
3). Around 80% of stream discharge occurs between December and March. The distinct 
differences between the mean and median values of monthly flow illustrate the significant 
variation between years. According to the cumulative stream flow frequency distribution, 
between 1968 and 2010 (Figure 3-4), 72% of the time, there is zero surface flow. In addition, 
for the rest of the period (28%), 61% of the time is occupied by flow lower than one cumec. 
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Figure 3-3: Mean and Median Monthly Flow in the Isaac River at Deverill between 1968 
and 2010 
Source: (DERM 2011). 
 
 
Figure 3-4: Cumulative Stream Flow Frequency in the Isaac River at Deverill between 
1968 and 2010 
Source: (DERM 2011). 
 
Cherwell Creek is a tributary of the Isaac River, located in the upper portion of the FRB 
(Figure 3-1). This creek was chosen for this research because it has a flow pattern and 
geomorphic characteristics similar to the Isaac River at Deverill. According to the flow 
comparison between the Isaac River at Deverill and Cherwell Creek between October 2007 
and February 2008 (Figure 3-5), the average flow magnitude of Cherwell Creek is around one 
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tenth of that of the Isaac River at Deverill. During this period, flow of less than one cumec 
occurred 66% of the time (Figure 3-6), which is similar to that of Deverill. A more detailed 
analysis of the event scale flow variation of Cherwell Creek for the 2007/2008 wet season is 
illustrated in Figure 3.5 (below). 
 
 
Figure 3-5: Isaac River at Deverill and Cherwell Creek Flow Record between October 
2007 and February 2008 
Source: Data from DERM(2011) and mine site stream water monitor. 
 
 
Figure 3-6: Cumulative Stream Flow Frequency of Cherwell Creek between October 
2007 and February 2008 
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According to event hydrographs, using the flow event from the 30th of October, 2007 as an 
example (shown in Figure 3-7), stream flow often sharply increases from no/low surface flow 
to peak, and then recedes more gradually to low flow. The duration of the high flow condition 
for a single flow event is usually only a few hours. After this rapid and significant flow 
increase, low flow dominates the event period. The low flow period is usually much longer 
than the high flow period, the former of which can last for days to weeks. As stream flow 
decreases, it may become spatially intermittent, or even disappear, until the next rainfall and 
subsequent flow event. Accordingly, during the wet season, the stream hydrograph is also 
dominated by low/no flow periods. 
 
 
Figure 3-7: Hydrograph of 30 October 2007 Flow Event at Cherwell Creek 
 
3.4  Site Hydrogeology 
 
Cherwell Creek averages between 15 to 25 metres width, and between four to eight metres 
deep (BMA 2009). The geology of the area comprises Quaternary alluvium along the creek, 
Tertiary sediment and only a limited presence of Tertiary basalts and basal sands, as 
represented in Figure 3-8 (BMA 2009; Bailey 2010; JBT 2010). As the clay layer in 
Quaternary alluvium isolates Cherwell Creek from deeper groundwater aquifer, the influence 
of Tertiary basalts and basal sands on hyporheic exchange can be excluded for the purposes 
of this research. Consequently, details about these factors are not included in this research. 
 
Ground-penetrating radar surveys and observations from monitoring wells have revealed that 
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layer (BMA 2009; Bailey 2010; JBT 2010). The thickness of the sand bed is around one to 
three metres (BMA 2009; JBT 2010). Clay layer thickness was reported to be between six 
and nine metres, which may restrict downward drainage from the alluvium (BMA 2009). 
Quaternary alluvium varies in saturation, both spatially and temporally, and may be fully 
saturated during stream flow events (BMA 2009). The hydraulic conductivity in the 
Quaternary alluvium of Cherwell Creek was measured to be between 0.09 and 5 m/day 
(BMA 2009). Quaternary bank sediments generally have lower permeability than streambed 
sands, and their hydraulic conductivities vary between 0.01 and 10 m/day (JBT 2010). 
Throughout most of the year, Quaternary alluvium is observed as either dry or only damp at 
the bottom, although it may become fully saturated during stream flow events (BMA 2009). 
 
 
Figure 3-8: Conceptual Model of Cherwell Creek Cross-section Geology 
Source: Modified from Bailey (2010). 
 
The Tertiary sediments consist mainly of clay and sandy clay, with localised occurrences of 
loose sand; thus, the permeability and porosity is highly variable (BMA 2009; JBT 2010). It 
is indicated that the store of groundwater in Tertiary sediments is not significant—only 
occurring in patchy, isolated areas (BMA 2009). 
 
3.5  Groundwater 
 
Rainfall infiltration and overland flow have been suggested as the main recharge sources to 
Quaternary alluvium and Tertiary sediments (BMA 2009). In addition, Quaternary alluvium 
can also be recharged by creek flow, while Tertiary sediments might receive water via 
seepage from overlying Quaternary alluvium (BMA 2009; JBT 2010). Seven monitoring 
piezometers, which were installed onsite, recorded the groundwater level at separate periods 
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between 2005 and 2008. Figure 3-9 shows the locations of the monitoring piezometers. 
Figure 3-10 depicts the temporal variations of groundwater depths below the surface from 
four piezometers. The other piezometers were mostly dry. The regional groundwater level had 
a decreasing trend until the 2007/2008 wet season, caused by low precipitation between 2005 
and 2007. After large rainfall events in the 2007/2008 wet season, the groundwater level 
increased until May 2008, with an average magnitude of two meters. 
 
 
Figure 3-9: Locations of Groundwater Depth Monitor Piezometers in the Mine Site 
Note: PB1 is located just south of Cherwell Creek. The blue area represents the mine site. 
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 SITE 
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Figure 3-10: Groundwater Depth between 2005 and 2008 
Source: Data from Mine Site piezometer measurements. 
 
3.6  Surface Water–Groundwater Interaction 
 
The interaction between surface water and regional groundwater is likely to be non-
significant. According to Figure 3-10, even at the time when the regional water table was at 
its highest (14 May 2008), the groundwater depths below the surface ranged from 15 to 24 
meters. The bottom of Quaternary alluvium is 15 meters below ground surface (Bailey 2010) 
(Figure 3-8), as observed in monitoring wells. Thus, with the exception of extreme flood 
periods, the opportunity for interaction between regional groundwater and stream water is 
likely to be limited. 
 
The dominant flow pattern in the streams is likely to be loosing condition, with surface water 
recharging groundwater aquifer. The baseflow contribution to stream water in the Isaac River 
catchment is non-significant (Bailey 2010). To assess the significance of baseflow 
contribution, a hydrograph separation analysis was conducted for the Isaac River Deverill 
station. The analysis used the local minimum method, under the digital filter-based separation 
module (Lim et al. 2005). Figure 3-11 illustrates the hydrograph separation results. It was 
found that for flow events between the 2007/2008 wet seasons, base flow only contributed 
towards 9.7% of the cumulative surface water flow. This result supports  Bailey’s (2010) 
statement.  
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Figure 3-11: Hydrograph Separation of Isaac River Flow at Deverill Station between 1 
December 2007 and 29 February 2008 
 
3.7  Stream Water Salinity 
 
Natural stream water salinity is also highly variable in this area. Analyses of stream salinity 
variations were made, based on the salinity record of the 2007/2008 wet season. Figure 3-12 
shows flow and electrical conductivity between October 2007 and February 2008 at Cherwell 
Creek, measured at Cherwell Creek, station D (Figure 3-1). The Cherwell Creek, station D, 
was located downstream of the mine site discharge point. There was no mine discharge into 
Cherwell Creek during this period. 
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Figure 3-12: Cherwell Creek Station D Flow and Electrical Conductivity between 
October 2007 and February 2008 
 
3.7.1 Salinity Data Accuracy 
 
The limitations in the data will be discussed before further analysis. Figure 3-13 shows the 
setup of water level and electrical conductivity measurements. Electrical conductivity of 
surface water is measured by a Hydrolab MS5 Minisonde within an enclosure. A pressure 
transducer in the steel pipe measures the surface water level. All of the electrical conductivity 
data shown in this thesis is specific electrical conductivity. The stream flow is calculated from 
the surface water level measurement, based on the rating curves. 
 
 
 
Figure 3-13: Surface Water Monitoring Instrument 
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To avoid burying the monitoring instrument in the sand due to sediment transport, there is a 
distance of 0.24 m between the inlet of the electrical conductivity measurement instrument 
casing and the streambed surface, as illustrated in Figure 3-13. This setup leads to constraints 
in recording the electrical conductivity during low flow conditions. When the surface water 
level is less than 0.24 m, surface water electrical conductivity cannot be measured. When the 
recorded flow magnitude is zero, the corresponding electrical conductivity is regarded as 
unreliable. Thus it is deleted, and is shown as the discontinued part of the electrical 
conductivity curve in Figure 3-12.  
 
Electrical conductivity is measured by determining the resistance of the solution between two 
electrodes. Resistance is proportional to the length of the electrode submerged in the solution, 
and it is inversely proportional to the submerged area of the electrode  (𝑅 = !! 𝜌), where: R is 
resistance; l is the distance between two electrodes; A is the cross-sectional area of the 
electrode; and ρ is the specific resistance. Therefore, an effective volume of solution is 
required for measuring the electrical conductivity, and it should be kept consistent. When the 
volume of the solution is too small, it will result in electrolytic effects. 
 
An experiment was conducted to test the performance of the electrical conductivity 
measurement when the water table was low (lower or around the elevation of electrodes). In 
the experiment, a Hydrolab MS5 minisonde was placed vertically into a water container. The 
minisonde was moved upwards and downwards by hand, with the reference of the water level 
in the container, and the cycle was repeated five times. Specifically, the electrodes of the 
minisonde were placed below the water surface, on the water surface and above the water 
surface during one cycle. The purpose of the experiment was to test the response of the 
electrical conductivity instrument when the electrodes were not fully submerged in water 
(i.e., the electrodes were at the level around the water surface). Electrical conductivity and 
specific resistance were recorded every five seconds. The data for this experiment is shown in 
Figure 3-14. 
 
When the electrodes were below the water table, the minisonde read the electrical 
conductivity of the water, which was around 115 µS/cm. When electrodes were above the 
water table, the electrical conductivity was 0 µS/cm. When electrodes were merely around 
the water table, the electrical conductivity measurement results were between 115 and 0 
µS/cm. Thus, this experiment suggests that if the volume of water is too small for 
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measurement, the electrical conductivity measured would be lower than the actual water 
electrical conductivity. 
 
 
Figure 3-14: Electrical Conductivity and Specific Resistance Time Series in the 
Electrical Conductivity Measurement Accuracy Experiment 
 
3.7.2 Salinity Variations Analysis 
 
There were four major flow events during this period (Figure 3-12). During the first two flow 
events, electrical conductivity varied significantly, and in particular, high values of electrical 
conductivity occurred at the beginning of these two flow events. During the last two flow 
events, the electrical conductivity variation was relatively narrow, compared with the first 
two events. The variations of electrical conductivity at the event scale are described and 
analysed below (Figure 3-15).  
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Figure 3-15: Cherwell Creek Station D Flow and Electrical Conductivity during Single 
Flow Events between October 2007 and February 2008 
Note: Figures a - d represent the 1st to 4th flow event. 
a) 
b) 
c) 
d) 
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For the first two flow events of the 2007/2008 wet season (Figure 3-15a and Figure 3-15b), 
the major trend of stream water electrical conductivity variations revealed gradual increases, 
except at the beginning. For both flow events, remarkably high values of salinity (2,300 and 
1,700 µS/cm, respectively) were monitored at the onset of flow events, followed by abrupt 
drops. High values of solute concentrations prior to peak flow have been commonly reported 
in other studies (Schiff & Tiefenthaler 2011), which is called the First Flush Phenomenon. 
Therefore, these high values of salinity were considered to be an indicator of the initial salt 
flush in Cherwell Creek. During the first flow event of the wet season (Figure 3-15a), 
corresponding to the rapid increase of flow, the salinity dropped by 2250 µS/cm. Thereafter, 
the electrical conductivity gradually increased from 50 to 610 µS/cm. During the second flow 
event (Figure 3-15b), the salinity dropped from 1,665 to 274 µS/cm at the beginning of the 
flow event. Then, it increased more than four-fold, from 274 to 1,300 µS/cm, and a slight 
decrease occurred after peak flow. For both flow events, the electrical conductivity continued 
increasing during the low flow conditions. Therefore, the magnitude of the electrical 
conductivity at the end of each event was slightly lower than that recorded at the beginning.  
 
For the flow period between the 25th of December, 2007 to the 22nd of February, 2008 
(Figures 3-13c and 3-13d), stream flow became more continuous. This was probably related 
to increased moisture content in the alluvium aquifer after the beginning of the wet season. 
For the third event, the low flow conditions lasted three weeks at the beginning, and then the 
high flow occurred on the 19th of January, 2008 (larger than 50 cumecs), which was followed 
by the low flow conditions, which lasted one week.  In terms of electrical conductivity, the 
variation during these two flow events was quite different from the variation observed in the 
first two flow events. During the third event, electrical conductivity decreased from 790 to 
350 µS/cm prior to the high flow. After the high flow, salinity increased from 420 to 690 
µS/cm. During the fourth flow event, the electrical conductivity remained relatively stable, at 
around 500 µS/cm, although stream flow varied significantly (Figure 3-15d). So, for the third 
and fourth events of this wet season, the electrical conductivity variation was relatively 
narrow; it was only between 350 and 789 µS/cm, compared with the significantly higher 
variation in the first two events.  
 
To better understand the response of salinity to flow variations, the salinity–flow correlation 
was plotted (Figure 3-16a). Salinity did not reveal a simple relationship to stream flow. The 
correlation between salinity and flow was complex. During high flow conditions, they 
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displayed as several, almost horizontal lines, i.e., little variation in response to stream flow.  
During the low flow conditions, there were large salinity variations. 
 
 
 
 
Figure 3-16: Cherwell Creek Station D Flow and Electrical Conductivity Relationship 
between October 2007 and February 2008 
 
To further interpret the salinity response, the salinity–flow relationship was plotted 
individually for the four flow events described earlier (Figure 3-15), then overlayed (Figure 
3-16b). These horizontal lines represented different flow events. For each flow event, salinity 
varied within a limited range. It was hypothesised that this trend resulted from salt storage 
and release from the hyporheic zone. The amount of salt stored prior to the flow events 
affected the salinity variation range during the flow events.  
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To conclude, there are four major findings in the analysis of flow and electrical conductivity 
variations in Cherwell Creek. 
1. The electrical conductivity tends to be higher at the beginning of the wet season. In 
addition, high values of electrical conductivity occurred prior to peak flow during the 
first two flow events of the wet season. These phenomena might indicate salt flushes 
at the beginning of the wet season in Cherwell Creek. 
2. There is no simple correlation between stream flow and electrical conductivity. 
Specifically, great variations of stream flow had little impact on electrical 
conductivity. 
3. Most of the electrical conductivity variation occurred during low flow conditions. 
4. Electrical conductivity variations between flow events might be caused by salt storage 
release dynamics.  
 
3.8  Conceptual Models 
 
Based on the analyses of Cherwell Creek flow and salinity variations, conceptual models 
about its flow and salt transport processes were proposed for the system. Key stages of flow 
and salt transport processes in ephemeral streams include: beginning of wet season (Figure 3-
17); beginning of flow events (Figure 3-18); recession of flow events (Figure 3-19) and; end 
of flow events/wet season (Figure 3-20). States and processes at each stage are illustrated and 
described below. 
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Figure 3-17: Conceptual Model at the Beginning of Wet Season
Beginning of wet season 
  
• Surface water is absent, resulting from evaporation and drainage to the alluvium 
aquifer at the end of the previous wet season. 
• In the streambed, groundwater may not exist. The saturated groundwater level 
might be under the streambed in the alluvial aquifer or deeper aquifer. 
• Due to evaporation at the end of the previous wet season, salt is accumulated in 
the streambed, especially at the surface. 
Sal t
preci pi tati on
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Figure 3-18: Conceptual Model at the Beginning of Flow Events 
 
 
Beginning of flow events 
 
 
 
• As the rising limb of Cherwell Creek hydrograph is usually steep, bankfull or 
half bankfull flow is likely to be the condition that occurred at the beginning of 
the flow events. The duration of this condition is usually only a few hours.  
• The entire streambed surface is covered by surface water. Reach scale process is 
likely to be dominant under this condition. 
• Salt precipitated in the streambed prior to this flow event is likely to be flushed 
into the stream during this period. This was hypothesised as the cause of the high 
electrical conductivities prior to peak flow as well as the gradual increases at the 
beginning of wet season.  
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 Figure 3-19: Conceptual Model during the Recession of Flow Events 
 
 
 
 
 
 
Recession of flow events 
 
 
 
 
• After the short high flow condition, the Cherwell Creek recession period is 
characterised by long low flow conditions. 
• Only part of the streambed is submerged by surface water. Under this 
condition, flow in Cherwell Creek is likely to be dominantly controlled by the 
bedform meanders or sandbars, which are commonly observed at Cherwell 
Creek. It was hypothesised that the bedform meanders can induce hyporheic 
exchange. 
•  The variations of electrical conductivity at Cherwell Creek during low flow 
conditions are associated with the hyporheic exchange.  
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Figure 3-20: Conceptual Model at the End of Flow Events/Wet Season 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
End of flow events/wet season 
 
• At the end of flow events, surface water may disappear along the reach, and the 
saturated groundwater level may decrease to below the streambed, or even 
disappear from the alluvium. 
• During the drying process of the streambed, salt in the subsurface water will 
precipitate in streambed sediment, especially at the surface. 
• The duration of drying periods impacts the amount of salt stored in the 
streambed, and consequently, affects the salinity in the next flow event.  
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Chapter 4  Laboratory Quantifications of Streambed Salt 
Storage and Release during Drying and Wetting Periods in an 
Ephemeral Stream 
 
 
4.1  Introduction 
 
This chapter addresses the first objective of the quantification of salt storage and release from 
the hyporheic zone. Sediment sample collection and laboratory experiments are described, 
and the spatial and temporal variations of salt storage in the streambed are specified. The 
factors controlling salt storage variations are also examined and discussed.  
 
The surface water salinity variation analyses in Chapter 3 suggested there was an initial salt 
flush in Cherwell Creek, and the salinity varied according to flow events. Thus, this chapter 
specifically assesses: 1. whether there is more salt storage in the streambed at the beginning 
of the wet season; 2. what determines the temporal salt storage differences. It was 
hypothesised that the evaporation duration affected the streambed salt storage magnitude.  
 
4.2  Methods 
 
To quantify temporal variations of sediment salt storage, five field trips were conducted over 
the 2011/2012 wet season to collect streambed sediments in Cherwell Creek. The timing of 
the field trips was designed to capture different stages of the wet season. Figure 4-1 shows 
the dates of field trips relative to the Cherwell Creek station D stream flow record. The first 
two field trips were conducted at the beginning of the wet season; the third field trip was 
conducted during a flow event; the fourth field trip was conducted between flow events; and 
the last field trip was conducted at the end of the wet season. With these samplings, the 
sediments were collected after variable evaporation periods. Therefore, the hypothesis that 
the duration of the evaporation period affects the amount of salt storage can be tested. 
 
Streambed sediment samples were collected from two sites: Cherwell Creek downstream and 
upstream (Figure 3-1). Samples were collected during every field trip at the downstream site, 
 45 
while, samples were only collected during the fourth and fifth field trips at the upstream site. 
Samples were collected from five transects across the measurement area. The measurement 
area covered the 400 meters between Harrow Creek confluence and the Cherwell Creek 
station D. The transects were named from A to E in the flow direction. For each transect, 
samples were collected at four or five points. For every point, samples were collected from 
both the streambed surface and the water table. Only during the third trip was there surface 
water flowing in Cherwell Creek. Under this condition, sediments were collected where the 
streambed surface was submerged, and they were considered to be equivalent to samples 
collected from the water table during no surface flow conditions. The vertical distribution of 
salt storage was determined by using samples collected in the second field trip from points 
A2, C3 and E5. Samples were collected at multiple depths: every 1 cm for the top 10 cm, 15 
cm, 20 cm, 25 cm, 30 cm, 40 cm, 50 cm below the streambed surface, and the depth of the 
water table. 
 
Date 
Figure 4-1: Dates of Field Trips Relative to Cherwell Creek Stream Flow Record 
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Figure 4-2: Downstream Streambed Sediments Salt Storage Temporal and Spatial 
Variations 
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Salt in the sediment samples was extracted following the method described by Rayment and 
Higginson (1992). According to this method, the ratio between the mass of sediment (M) and 
volume of water (V) should be 1:5. Eight grams of sediment and 40.0 ml of Millipore water 
were added to a 50 ml Falcon tube, and were then mixed for one hour by a Heidolph 
Inversion Shaker. The electrical conductivity of the solution was measured after a 0.5-hour 
stabilisation. All of the electrical conductivity data presented in this study is specific electrical 
conductivity.  
 
In addition to the duration of evaporation, other factors that may affect salt storage variations 
were also measured. These factors included streambed surface elevations and sediment grain 
size distribution. Streambed surface elevations at each sampling point were measured using a 
total station (Topcon GPT 2000). Sediment grain size distribution was analysed via a sieving 
method for sediments larger than 2 mm, and via a Saturn DigiSizer for sediments smaller 
than 2 mm.  
 
4.3  Results and Discussion 
4.3.1 Sediment Salt Storage Temporal and Spatial Variations 
 
The results of the sediment salt storage measurements from the five field trips are illustrated 
in Figure 4-2. According to the salt storage distribution results, the streambed sediment salt 
storage was variable both temporally and spatially. The coefficients of variation for both the 
surface and water table sediments of every collection are listed in Figure 4-3. 
 
 
Figure 4-3: Coefficients of Variation of Sediment Salt Storage 
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At all times, the coefficient of variation of salt storage in surface sediment was higher than 
those of the sediment at the depth of water table (Figure 4-3). Without the presence of surface 
water, the surface sediment coefficients of variation ranged from 49% to 61%, and the water 
table sediments ranged from 33% to 48%. For the third field trip, when the surface water was 
present, the coefficients of variation of surface sediment were slightly higher than the others 
(66%) and the coefficients of variation of water table sediment were significantly lower than 
the others (18%). 
 
The coefficients of variation of surface sediment salt storage were consistent with Gallo et 
al.’s (2012) results on three seasonal gravel reaches (1.9% to 60%). Column experiments 
conducted by Rose et al. (2005) showed that salt storage above the water table was far less 
variable than salt storage at the surface. This was because salt storage above the water table 
was stable, regardless of changes in the water table depth and evaporation duration, while salt 
storage near the surface varied greatly with water table depth and evaporation duration (Rose 
et al. 2005). The factors that caused the temporal and spatial variations in salt storage are 
discussed below. 
 
4.3.2 Vertical Profiles of Salt Storage and Controlling Factors 
 
The vertical distributions of salt storage are shown in Figure 4-4. Most of the samples at each 
point had similar salt storage magnitudes. The maximum salt storage occurred at a depth of 6 
cm, 5 cm and 20 cm below the surface for points A2, C3 and E5, respectively. 
 
Figure 4-4: Streambed Salt Storage Vertical Profiles 
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It has been commonly accepted that salt accumulates the most at the sediment surface, which 
results from evaporation (Chen 1992; Shimojimaa et al., 1996; McLaughlin 2008). 
McLaughlin (2008) found that peak concentration occurred in the top 3 cm in both the field 
and laboratory experiments, below which solute concentrations exhibited an exponential 
decline with increased depth. However, peak concentrations have been observed below the 
ground surface under certain conditions. McLaughlin (2008) observed that a 1 cm rainfall 
event can move the peak salt accumulation from the top surface downwards by 3 cm to 4 cm 
in just one day, because solute was mobilised and moved downwards with the infiltrating 
rainfall water. 
 
Salt accumulation is driven by evaporation. Consequently, to explain the salt storage pattern, 
it is essential to understand the process of evaporation. There is a maximum capillary rising 
height for evaporation in porous media in the presence of a water table (Shokri & Salvucci 
2011; Li et al. 2013). When water table depth is smaller than the maximum capillary rising 
height, water evaporates through upward capillary liquid flow. When the water table depth is 
greater than the maximum capillary rising height, the hydraulic connection between the 
ground surface and groundwater breaks due to both gravity and viscous forces (Shokri & 
Salvucci 2011). Evaporation is governed by vapour flow for the area above maximum 
capillary rising height, while, for the area at the interface, evaporation is controlled by a 
mixture of liquid and vapour flow. This interface is referred to as the ‘evaporation front’. 
 
The magnitude of the maximum capillary rising height is significantly controlled by sediment 
texture (Shah et al., 2007; Shokri & Salvucci 2011; Li et al., 2013). The maximum capillary 
rising height tends to decrease with the grain size (Shah et al., 2007). For coarse sand, the 
maximum capillary rising height is reported to be between 0.5 and 0.7 metres (Hellwig 1973; 
Yang & K Yanful 2002; Shah et al., 2007). 
 
In terms of salt precipitation, salt precipitates at the ground surface if the water table depth is 
lower than the maximum capillary rising height (Jalili et al. 2011). When the water table 
depth is greater than the maximum capillary rising height, salt mainly accumulates at the 
evaporation front (Rose et al. 2005). One reason for salt accumulation at the evaporation front 
is that little salt can be transported upwards via diffusion, and another reason is that salt crust 
that is formed at the evaporation front tends to block the sediment matrix and decreases the 
evaporation rate below (Badv & Mahooti 2005). Rose et al. (2005) demonstrated the presence 
of an evaporation front in the transition zone between the surface and water table. Rose et 
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al.’s (2005) experiments showed that, with a water table between 30 and 75 cm deep, 
evaporation front occurred at a depth of 4 cm to 18 cm below the surface. The magnitude of 
peak salinity in the evaporation front can be 4 to 30 times larger than the groundwater salinity 
(Rose et al., 2005). 
 
In this study, a 36.8 mm rainfall event occurred two days before the second sediment 
collection (BOM 2013). There was no stream flow during the collection period. The 
maximum sediment salt storage occurred at a depth of 5 cm to 20 cm below the streambed 
surface, with magnitudes two to three times larger than the profile averages. Based on the 
above information, the subsurface peak salt storage might have resulted from rainfall that 
transported surface precipitation downwards, or the accumulation of salt at the evaporation 
front. 
 
4.3.3 Horizontal Salt Storage Variations and Controlling Factors 
 
The horizontal distribution of surface salt storage in the streambed sediments was also 
investigated by considering the relationship between salt storage and streambed surface 
elevations. The surface sediment salt storage spatial distribution is shown in Figure 4-5.  
 
The correlation between the salt storage and streambed surface elevation is depicted in Figure 
4-6. According to Figure 4-6, half of the sediment salt storage values fell into the range of 1 
to 2 g/dm3, while sediments with elevations higher than one metre were all below 400 µS/cm. 
Sediments with salt storage higher than 2 g/dm3 was mostly in the areas with elevations lower 
than 0.5 metre. The maximum salt storage was three times larger than the average. 
 
Most previous studies on evaporation and salt precipitation were conducted in laboratories 
with controlled environments, such as having a constant water table, a constant groundwater 
salinity, a constant evaporation rate or homogeneous sediment (Rose et al. 2005; Jalili et al. 
2011; Shokri & Salvucci 2011). Conversely, under field conditions, water table fluctuations, 
spatial variations in groundwater salinity, and sediment heterogeneity may also play a role in 
determining salt storage distributions and variations. 
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Figure 4-5: Streambed Surface Salt Storage Spatial Distribution at the Cherwell Creek 
Station D 
Note: The elevation of the lowest point in the measurement area was set as zero. 
 
 
Figure 4-6: Relationship between Sediment Salt Storage and Streambed Elevation 
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To explain why areas greater than 0.5 metres had less salt stored, hydrological conditions 
during the recession stage of the flow event must be considered. According to the Cherwell 
Creek downstream rating curve, areas with an elevation of 0.5 metres corresponded to a flow 
rate of around 5 m3/s. Therefore, these areas were only submerged by surface water during 
high flow conditions. Cherwell Creek is dominated by low flow in flow events, and only 
takes several hours to drop from peak flow to a flow of less than 5 m3/s. Therefore, in 
contrast to low elevation areas that possess a relatively long and stable shallow water table, 
sediments with elevations greater than 0.5 metres experience a rapid water table decrease. As 
a result, the water table may drop to below the maximum capillary rising height before a 
large amount of salt precipitates at the surface. This explanation is supported by Rose et al.’s 
(2005) finding that the magnitude of salt storage decreases with increasing distance between 
the water table and ground surface. When the water table below the surface dropped from 30 
cm to 70 cm, the maximum salt storage that can be achieved in the top sediment decreased 
from 190 to 14 g/dm3 (Rose et al., 2005).  
 
Sediments with an elevation smaller than 0.5 metres significantly varied in salt storage. 
Several factors might impact the salt storage variations in the surface sediments. Solute 
accumulation at the ground surface may result from precipitation of previous pore water in 
the sediment, or the accumulation may have been the result of deeper groundwater due to 
capillary force (Nassar & Horton 1999). It has been reported that surface and subsurface 
water salinity experienced significant variations over the recession period (Stanley & Valett 
1992; Dent & Grimm 1999). Dent and Grimm (1999) found that the spatial variations in 
surface water nutrient concentrations increased over time after a flood event. Stanley and 
Valett (1992) observed upwelling and down-welling hyporheic water in a desert stream that 
was induced by a riffle during the drying period, and found that nitrate concentration 
increased along the subsurface hyporheic pathway, even when there was no surface water 
above. Both the surface and subsurface water salinity spatial variations may contribute to the 
salt storage variations at the ground surface, and the impact is likely to be more pronounced 
in areas with low elevation, because the recession tail in the hydrograph is long. 
 
4.3.4 Upstream and Downstream Cherwell Creek Salt Storage Comparison 
 
Sediment salt storage results for upstream Cherwell Creek during the fourth and fifth field 
trips are depicted in Figure 4-7. Via comparing the upstream Cherwell Creek salt storage with 
the downstream Cherwell Creek salt storage (Figure 4-8), it was found that in April, the 
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upstream salt storage was two times larger than the downstream salt storage, and in August, 
they became similar.  
 
 
 
Figure 4-7: Upstream Streambed Salt Storage Temporal Variations 
Note: Figure a represents salt storage of sediment collected in June 2012, and Figure b 
represents salt storage of sediment collected in August 2012. 
 
Gallo et al. (2012) measured the longitudinal solute concentrations in three sandy/gravel 
streams. Gallo et al. (2012) observed that, during the seasonal first flow event, Cl and DOC 
increased longitudinally over the measurement length of 800 metres. In the current study, it 
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result, the upstream salt storage decreased by 0.75 g/dm3 for surface sediment and 0.1 g/dm3 
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surface sediment and 0.25 g/dm3 for the water table sediment. Therefore, the difference 
between upstream and downstream salt storage was lower in the August sediment collection 
(Figure 4-8).  
 
 
Figure 4-8: Upstream and Downstream Salt Storage (Mean ± SD) Comparison 
 
4.3.5 Sediment Salt Storage at Surface and the Depth of Water Table 
 
 
Figure 4-9: Streambed Sediment Salt Storage at Surface and Water Table (Mean ± SD) 
 
The average salt storage values of all the samples collected from the surface and the water 
table were compared, as shown in Figure 4-9. Although it was not statistically significant, the 
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streambed surface and the sediment below the water table. Conversely, during the third field 
trip, the salt stored in the surface sediment was significantly greater than the salt stored in the 
sediment below the water table. The uniqueness of the results obtained in the third field trip 
might be related to the presence of surface water or to the antecedent conditions. 
 
The column experiments conducted under high evaporation rates and constant water tables by 
Rose et al. (2005) showed that salt stored in sediment above the water table stayed the same 
as or near the level of the groundwater salinity, except in the top 20 cm. In the top layer, the 
maximum salt accumulation was up to 30 times higher than that of the lower sediment, and 
the amount of salt was significantly controlled by the water table and the evaporation 
duration. This result is consistent with the current study’s result that, without surface water, 
the surface salt storage was around two times that of the salt storage in sediment around the 
depth of the water table. 
 
4.3.6 Temporal Variations of Salt Storage in the Streambed 
 
 
Figure 4-10: Groundwater and Streambed Sediment Average Electrical Conductivity 
Temporal Variations 
 
Figure 4-10 shows the temporal variations of salt storage in the streambed, together with the 
variations of groundwater electrical conductivity. To compare the sediment salt storage with 
the groundwater electrical conductivity, salt extraction results were transformed to be 
equivalent to groundwater electrical conductivity when the streambed was fully saturated. 
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Taking sediment density (ρ) as 1.80 g/ml, and the porosity（φ）as 0.41 (BMA 2009), the 
pore volume (Vv) of the sediment used in the salt extraction experiment was calculated as 
follows: 
Vv = !
ρ
φ= 1.76 ml 
 
M was the 8.0 g used in the experiment for the sample. As the distilled water added to the 
sample was 40.0ml, the electrical conductivity was diluted 22.7 (40.0/1.76) times in the 
experiment. The groundwater electrical conductivities were measured with an electrical 
conductivity probe during the field trips. The sediment-stored salt electrical conductivities 
shown here are the average values of all of the samples collected during the trip. 
 
According to Figure 4-10, the electrical conductivity of sediment salt storage decreased at the 
beginning of the wet season, reached its lowest value in the middle of the wet season, and 
then kept increasing to 3.6 times of the initial storage at the end of the wet season. 
Groundwater electrical conductivity showed a similar pattern.  
 
The expected high values of salt storage at the beginning of the wet season in the streambed 
were not observed. In the current study, the first flow event of the 2011/2012 wet season 
occurred on the 30th of January, 2012, between the second and third field trips. Sediment salt 
storage increased during the third sediment collection after the first flow event. These results 
suggest that salt storage in the streambed is not likely to significantly contribute to the spike 
in electrical conductivity at the beginning of the wet season in Cherwell Creek. A recent 
study found that, two days after the first seasonal flow event in semiarid streams, 4/7 of the 
sediment Cl concentrations of the pre-event samples decreased, while the others changed 
very little (Gallo et al., 2012). However, based on the above information, conclusions about 
the effects of streambed salt storage on the initial flush in Cherwell Creek cannot yet be 
drawn. The detailed hydrological and salt transport processes during the first flow event, and 
the interaction between streambed salt storage and stream salinity variations, are discussed in 
Chapter 6. 
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Table 4-1: Hydrological Conditions during Sediment Collections 
 Date Hydrological condition 
1st collection 30/11/2011 3 days after 26.4 mm rain; 240 days after a runoff 
event 
2nd collection 19/1/2012 2 days after 36.8 mm rain; 290 days after a runoff 
event 
3rd collection 2/3/2012 Surface flow was 0.4 m3/s 
4th collection 24/4/2012 6 days after 8 mm rain; 31 days after a runoff event  
5th collection 28/8/2012 44 days after 52.6 mm rain; 40 days after a runoff 
event 
 
To test the hypothesis that evaporation time affects streambed salt storage, intervals between 
previous rainfall/runoff and sediment collection were calculated, as shown in Table 4-1. The 
evaporation duration is considered as the time between sediment collection and the previous 
rainfall or runoff—whichever is shorter. According to Table 4-1, during the first and second 
sediment collections, the duration of evaporation after each rainfall was short. This may 
explain why the sediment salt storage during the first two collections was low. Although there 
was a long dry season before the first and second sediment collections at the beginning of the 
wet season, streambed-stored salt was easily mobilized by rainfall and transported 
downwards into groundwater. During the last two sediment collections, the sediment salt 
storage was two to three times higher than the groundwater salinity (Figure 4-10). This might 
be due to the relatively longer evaporation duration.  
 
Figure 4-11 shows the relationship between evaporation duration and sediment stored salt 
electrical conductivity. According to Figure 4-11, there was a logarithmic relationship 
between sediment salt storage and evaporation duration. Rose et al.’s (2005) column 
experiments suggested a similar relationship. Using their experiment with 45 cm groundwater 
depth below surface as an example, when evaporation durations were 7 and 36 days, salt 
storage at the surface were 1.5 and 2.4 times of the salt storage when the evaporation time 
was 3 days. In this study, when evaporation durations were 6 and 40 days, salt storage at the 
surface were 2.05 and 3.6 times, respectively, of the salt storage when the evaporation time 
was 3 days. 
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Figure 4-11: Correlation between Sediment Stored Salt Electrical Conductivity and 
Evaporation Duration 
 
Therefore, this analysis suggested that streambed salt storage increased with evaporation 
duration. In addition, as shown in Figure 4-11, the salt storage rate tended to decrease with 
time to a threshold electrical conductivity. This might be caused by the increasing distance 
between the water table and streambed surface, as well as the decreased water content in the 
sediment available for evaporation—therefore, it is likely to have a maximum value of salt 
storage in the sediment.  
 
Overall, the salt storage in the streambed sediment was non-significant, compared with the 
high values of electrical conductivity when the salt flush occurred. If the sediment was 
rewetted, the sediment pore water electrical conductivity was around the value of previous 
groundwater electrical conductivity filled the sediment. The ratios between streambed salt 
storage and groundwater salinities were between 0.67 and 2.5 (Figure 4-10).  
 
The low sediment salt storage in this work might be due to the coarse grain size of the 
sediment. Sediment grain size distribution analysis showed that the composition of the 
sediment was 11% gravel (> 2 mm); 66% coarse and very coarse sand (0.5 to 2 mm); 16% 
medium, fine and very fine sand (62.5 µm to 0.5 mm) and 7% silt and clay (< 62.5 µm). It 
was found that solutes preferred to precipitate in sediment with smaller pores (PiPujol & 
Buurman 1997; Nachshon et al. 2011). In Nachshon et al.’s (2011) experiment, a column was 
packed with half coarse sand and half fine sand, saturated with NaCl solution and then placed 
in conditions for evaporation. 90% of the salt accumulated in the fine sand, while only 10% 
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of the salt precipitated in the coarse sand. This result might be because fine sediment has 
higher capillary force to draw solution than coarse sediment (PiPujol & Buurman 1997). 
Therefore, salt storage in the Cherwell Creek streambed was non-significant. 
 
4.4  Conclusions  
 
Overall, salt precipitated in the Cherwell Creek streambed, but the value was not significant, 
compared with the electrical conductivity observed during the initial salt flush. This might be 
due to the coarse grain size of the sediment, as salt tends to accumulate in the sediment with 
fine grain size.  
 
Spatial variations of streambed salt storage were significant. Vertically, peak storages were 
found in the top 20 cm of the streambed; and below that depth, salt storage varied negligibly. 
Peak salt storage may occur below the streambed surface, due to rainfall infiltration or the 
formation of an evaporation front below the streambed surface. The spatial distribution of the 
surface sediment salt storage was related to the streambed surface elevation. Salt precipitated 
less in areas with high surface elevation, which might be because the water table depth 
exceeded the maximum capillary height. For areas with low surface elevation, the surface salt 
storage varied significantly, which might be due to the effects of surface water and 
groundwater salinity spatial variations in the drying period. Longitudinally, upstream salt 
storage was much larger than downstream salt storage during the fourth field trip, and the 
difference between upstream salt storage and downstream salt storage decreased during the 
fifth sediment collection. This result might imply that salt was transported from upstream to 
downstream during the flow event between the two collections.  
 
Salt storage in sediment and groundwater salinity decreased at the beginning of the wet 
season, reached its lowest value in the middle of the wet season, and then kept increasing 
until the end of the wet season. The expected high values of salt storage at the beginning of 
the wet season were not found, which was probably due to the rainfall events before the first 
and second sediment collections. The amount of streambed salt storage was found to increase 
with the duration of evaporation, while the salt storage rates decreased over the evaporation 
periods.  
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Chapter 5  Field Investigations of Bedform Scale Meander 
Dynamics 
 
 
5.1  Introduction 
 
Major geomorphic features that induce hyporheic exchange include riffle-pool, step-pool and 
meander (point bar and channel bend). As meander is a typical geomorphic feature in 
Cherwell Creek, meander-induced interaction between the surface and subsurface, and 
exchange-caused salinity variations, were chosen as the focus of study in the field. 
  
Several theoretical models have been proposed to investigate hyporheic exchange driven by 
meanders (Boano et al. 2006; Bayani 2008; Revelli et al. 2008; Cardenas 2009). In the 
models, river planimetries were parameterised with idealised sinuosities, and flow paths were 
predicated. The simulation results show that, driven by hydraulic head differences between 
the upstream and downstream of the meander, surface water flows laterally to the porous 
medium, and travels though the meander. Hyporheic exchange becomes more intensive as 
meander sinuosity increases (Revelli et al. 2008). The flow paths in the hyporheic zone and 
exchange intensity vary with the gaining/losing pattern between the surface water and 
groundwater (Cardenas 2009). Hyporheic exchange is the strongest under neutral conditions, 
and decreases with the gaining/losing extent. Under the losing condition, the hyporheic zone 
is constrained to the tip of the meander bend. Under the gaining condition, the hyporheic 
exchange occurs at the upstream side of the bend. 
 
Compared with study in the field of mathematics, field measurements and laboratory 
investigations of meander-induced hyporheic exchange are less documented. Observation and 
measurement of hyporheic flow induced by meander are difficult, even within the laboratory 
(Han 2012). The challenges in the laboratory include difficulties in setting and maintaining 
the meander, and technological restraints in measuring slight horizontal and vertical water 
table variations (Han 2012). In the field, Kasahara (2007) successfully measured hyporheic 
exchange induced by a constructed gravel bar by using piezometers at the reach scale. 
Nowinski (2010) measured negligible hyporheic exchange at an experimental stream 
meander under a strong losing condition. 
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The previous studies are about reach scale meanders, while bedform scale meanders that are 
induced by hyporheic exchange have not been reported. This study aims to identify flow 
patterns induced by bedform meanders in the field during low flow conditions. It was 
hypothesised that hyporheic exchange can be induced by bedform meanders, and in turn, 
impact surface water salinity in ephemeral streams.  
 
Fieldwork in ephemeral streams is challenging for several reasons. The ephemeral stream 
hydrograph is characterised by flashy flow events with abrupt rising limbs; thus, for safety 
reasons, measurements can only be conducted during the recession period. In addition, unlike 
perennial streams, where intensive piezometer transects can be installed in the field for long 
periods and repeated observations, in ephemeral streams, piezometers are better installed at 
the beginning of the field trip and removed when the trip ends in order to avoid either losing 
or damaging instruments. Finally, in response to rainfall events, ephemeral streams flow 
irregularly and are hard to predict, and surface runoff may only last for several days. These 
factors increase the difficulty of planning and preparing fieldwork in ephemeral streams. 
 
5.2  Field Sites and Field Trips Description 
 
Field measurements were conducted during recession periods in Cherwell Creek and Isaac 
River (Figure 3-1). The Cherwell Creek measurement area was along the streambed between 
the Harrow Creek confluence, and Cherwell Creek, station D. The Isaac River measurement 
area was at Winchester. In the study area, a clay layer was present at Cherwell Creek at a 
depth of one to 1.5 metres below the streambed surface. For both sites, the streambed 
sediments consisted of coarse sand and gravels.  
 
Measurements at Isaac River were conducted during the second field trip. There was a 
bedform meander in the upper right corner of the Cherwell Creek measurement area, where 
hyporheic exchange could possibly be induced. Hence, detailed hydrological measurements 
were conducted around the bedform meander during the third field trip, which was the only 
trip when there was surface water flow at Cherwell Creek. During the measurement periods, 
there was surface water flowing along the bedform meander, with surface water between 10 
to 20 cm above the streambed. 
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5.3  Field Methods 
 
Streambed surface elevation distributions were measured using a total station (Topcon GPT 
2000) to assist the interpretations of the hydraulic head and salinity distributions. For 
hyporheic exchange investigations, piezometers and wells are commonly employed within 
field sites in order to measure the hydraulic head distributions (Kasahara & Hill 2007; 
Nowinski 2010). However, the accuracy of measurements via piezometers and wells are at 
centimetre scale, and could be problematic, considering the accumulative error during the 
measurements of the streambed surface elevation and the water table depths below. In this 
study, manometers were also applied, because they were demonstrated to be suitable to 
capture millimetre scale hydraulic head differences in the field (Gibbes et al., 2007). 
 
Water table and subsurface water salinity were measured via piezometers. Piezometers were 
constructed from 2.5 and 5.0 cm diameter PVC casing. The pipes were ‘screened’ by drilling 
0.50 cm diameter holes into the lowest 0.1 to 0.2 metres. For every measurement point, two 
piezometers were installed together in order to determine the vertical hydraulic head gradient. 
Vertical head gradients were measured to determine the losing/gaining pattern of the surface 
and groundwater interactions. The upper piezometer was placed at the level where the screen 
area was 10 cm below the water table, and the lower piezometer was placed 40 cm deeper. 
Horizontal hydraulic head distributions were identified, especially around the meander bend. 
If hyporheic exchange occurs, flow paths indicate water flow through the meander from the 
upstream side to the downstream side. In particular, the head gradient within the meander 
bend will be higher than that of the stream slope. Hand measurements of water level and 
electrical conductivity were undertaken daily during the field trips, using a hand-held 
electronic dip-metre and electrical conductivity probe. Water was extracted from piezometers 
using a syringe and tubing, and then the electrical conductivity was measured until stable 
readings were recorded. 
 
The manometers used in this work were the same as those described by Gibbes et al. (2007). 
Dissimilar to traditional manometers, these manometers were modified by replacing air in the 
manometer with olive oil. Due to the small difference between densities of oil (890 g/l) and 
water, the reading of head difference can be amplified 10 times. Mini-piezometers were 
constructed with 6 mm plastic tubing. By connecting one end of the mini-piezometers to the 
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u-shaped manometer, and by deploying the other end of the mini-piezometers to the desired 
location, the pressure differences between the two locations can be determined from the 
manometer. 
 
5.4  Results and Discussion 
5.4.1 Vertical Head Gradient 
 
The vertical head gradients were measured from manometers, with different depths for every 
point. Measured vertical head gradients were all either negative or zero (between -0.002 and 
zero), which suggested water flowed downwards. The vertical head gradient indicated that 
the stream was under receding conditions. 
 
5.4.2 Water Table Distribution 
 
The water table distribution in Cherwell Creek bedform meander is shown in Figure 5-1a. 
The values were in the same reference as Figure 4-5. The lowest point in Figure 4-5 was set 
as elevation zero. The water table configuration indicated that there was little hyporheic 
exchange in the bedform meander. If hyporheic flow dominated the meander, the hydraulic 
head decreased from the upstream part of the meander to the downstream part of the meander. 
Nevertheless, according to Figure 5-1a, the hydraulic head was the highest in the centre of the 
meander. The hydraulic head distribution measured in Isaac River indicated the same flow 
pattern, as shown in Figure 5-2a.  
 
The weak signal of hyporheic exchange in Cherwell Creek may have been the result of two 
reasons. At first, hyporheic exchange under a strong losing condition was suggested to be 
weak. Nowinski (2010) observed little hyporheic exchange in an experiment stream with 
meander under a strong losing condition, and found that, when the losing extent decreased, 
the hyporheic exchange increased. In addition, hyporheic exchange decreased with meander 
sinuosity (Boano et al. 2006). Previously documented field-measured hyporheic exchanges 
have had a meander sinuosity of around three (Peterson & Sickbert 2006), 1.41 (Peterson & 
Sickbert 2006) or at least 1.30 (Kasahara & Hill 2007). In contrast, the sinuosities of the 
bedform meanders in Cherwell Creek and Isaac River at Winchester were only 1.08 and 1.18, 
respectively. 
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The hydraulic head distributions in Cherwell Creek (Figure 5-1) and Isaac River (Figure 5-2) 
were found to be related to streambed surface elevations. Instead of being driven by meander-
induced hyporheic exchange, the flow within the bedform meanders was dominated by the 
streambed morphologies. The observed hydraulic head distribution patterns in the meanders 
have not been previously reported in either numerical simulations or field measurements. The 
measured hydraulic head distribution patterns in the bedform meanders revealed a key 
difference between reach-scale meanders and bedform-scale meanders. Usually, the land 
surface in a reach-scale meander is always exposed to air, and the flow in the meander is 
controlled by the hydraulic head difference between the upstream and downstream of the 
meander. Nonetheless, in this study, the bedform meanders in Cherwell Creek and Isaac River 
were totally submerged and fully saturated during peak flows. When the field measurements 
were conducted, Cherwell Creek and Isaac River were in the recession limbs of the 
hydrographs. Using Cherwell Creek as an example, the area with an elevation higher than 0.6 
metres in the bedform meander was above water level during the measurement period (Figure 
4-5). Although the surface water level only took around 10 hours to drop from the top of the 
bedform meander (1.4 metres) to the current water level (0.6 metres), the subsurface water 
level drop within the bedform meander would be significantly slower. Driven by the 
processes of drainage and evaporation, the subsurface water in the meanders formed the 
groundwater mounts according to the streambed surface morphologies. 
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Figure 5-1: Cherwell Creek Bedform Meander Streambed Elevation and Water Table 
Contour 
Note: Contours were created by MATLAB, using the linear method. Figure a represents 
streambed elevation contour, and Figure b represents water table contours. 
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Figure 5-2: Isaac River at Winchester Bedform Meander Streambed Elevation and 
Water Table Contour 
Note: Contours were created by MATLAB, using the linear method. Figure a represents 
streambed elevation contour, and Figure b represents water table contours. 
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5.4.3 Salinity Distribution 
  
 
Figure 5-3: Subsurface Water Electrical Conductivity Distribution in Cherwell Creek 
and Isaac River at Winchester Meanders 
Note: Figure a represents electrical conductivity contour in Cherwell Creek, and Figure b 
represents electrical conductivity contour in Isaac River at Winchester. 
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The specific electrical conductivity distributions of pore water in Cherwell Creek and Isaac 
River at Winchester are shown in Figure 5-3. Electrical conductivity tended to increase in the 
downstream direction and was the highest at the downstream end of the meanders. This is the 
same as the streambed salt storage distribution shown in Chapter 4, suggesting that salt is 
transported downstream within the streambed.  
 
Temporal variations of the water salinity during the measurements in Cherwell Creek were 
minor, as shown in Figure 5-4. Surface water electrical conductivities at the upstream and 
downstream ends of the bedform meander were similar. Although the subsurface water 
electrical conductivity at the downstream end of the meander (Point 6) was higher than the 
other points, the surface water electrical conductivity was not raised. This finding is 
consistent with the previous flow process discussions, which suggest the flow direction is 
downward, and little exchange is occurring between surface water and groundwater. 
 
 
Figure 5-4: Temporal Variations of Specific Electrical Conductivity in Cherwell Creek 
during Measurements at 1 March 2012 
Note: Point locations refer to Figure 5-3a.  Points 1 and 6 are submerged by surface water, 
and Points 2 to 5 are within the bedform meander. 
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5.5  Conclusions and Recommendations 
 
Water table distributions were measured for the meanders at Cherwell Creek and Isaac River 
at Winchester during the flow recession periods of the 2011/2012 wet season. The expected 
hyporheic exchange driven by meanders was not observed at these sites, which is probably 
due to the low sinuosities and the losing conditions. Instead, the subsurface water table 
distributions were found to follow streambed surface morphologies. This result revealed a 
key difference between flow driven by bedform-scale meanders and reach-scale meanders. 
Since a bedform meander is submerged by water during peak flow at the recession period, the 
subsurface water in the meander is dominated by the drainage and evaporation processes. In 
contrast, the land surface of a reach scale meander is always above the water table. 
 
At both sites, the electrical conductivity tended to increase in the downstream direction 
within the bedform meanders. Surface water salinity was negligibly affected by the 
subsurface water salinity during the measurement period. This result also suggests that salt is 
transported in the downstream direction and there is little exchange between surface water 
and groundwater. 
 
A flume experiment with meander morphology is recommended to verify the processes. The 
flume could be provided with a high water level at the beginning, followed by draining and 
evaporation processes. In particular, the effects of surface morphology on subsurface water 
table distribution and flow could be investigated. 
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Chapter 6  Numerical Investigations of the Initial Salt Flush in 
Cherwell Creek 
 
 
6.1  Introduction 
6.1.1 Initial Salt Flush 
 
The stream water solute concentrations or mass loads (nutrients, organics, metals and total 
suspended solids) tend to be higher in the initial flow event of the rainfall season than in the 
rest of the season (Lee et al. 2004; Schiff & Tiefenthaler 2011). The peak concentrations of 
the solutes in the events often occur before the peak flows (Schiff & Tiefenthaler 2011). 
These high concentrations and mass loads have been linked to initial flushing of the stream 
system, which are driven by flow events at the beginning of the wet season.  
 
Theories that have been proposed to explain the initial flush phenomenon often refer to the 
mobilisation of the precipitated solute and reconnection between the solute storage zone and 
surface water (Boyer et al. 1997; Vink et al. 2007). The solute storage occurs largely in the 
riparian zone, while the significance of the hyporheic zone solute storage is largely unknown. 
The groundwater level increases during runoff events and reaches a transient saturation zone 
in the riparian zone (Hornberger et al. 1994; Baker et al. 2000). Rewetting of sediments 
causes mobilisation of previously precipitated solutes (Baldwin & Mitchell 2000). The 
released solutes in the transient saturation zone are flushed into the stream by lateral runoff. 
Bishop et al. (2004) explained the mechanism for the relatively rapid movement of solute in 
the riparian zone, which is referred to as the transmissivity feedback mechanism. As the 
hydraulic conductivity of sediment in the upper riparian zone is higher than sediment in the 
bottom riparian zone, significant lateral flow can be induced by rainfall in the upper riparian 
zone. Overland flow may also contribute to solute concentration variations as it picks up 
solutes that have precipitated on the riparian zone surface. As runoff is generated by a 
combination of different processes and travels though different flow paths, the proportions of 
different processes and related solute concentrations affect stream water solute concentration 
dynamics. For example, the surface water salinity of an arid-zone river increases during the 
recession period due to an increasing flow contribution from floodplain areas, where salt is 
stored (Costelloe et al. 2005). Chloride, dissolved organic carbon and calcium concentrations 
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exhibit different temporal dynamics, due to different vertical storage patterns in the riparian 
zone (Bishop et al. 2004). 
 
There are other theories proposed to explain the mechanisms of solute concentration 
variations. Summerell et al. (2006) suggested that the differences of event salinity response 
between streams are related to landforms. Buttle (1994) suggested that the varying 
proportions of pre-event water and event water contributed to stream solute concentration 
variations during events. Carolyn et al. (2006) found that the nitrate flushing might be caused 
by a shift between hydrological controls to biogeochemical controls on nitrate.  
 
Concentrations of nutrients are affected by hydrological and biogeochemical processes. To 
understand the initial flush, it is essential to first investigate the hydrological processes. 
However, knowledge of hydrological processes in ephemeral streams is limited, partly due to 
the lack of hydrological data. The scarcity of data for ephemeral stream hydrology has been 
widely discussed (EI-Hames & Richards 1994; Dunkerley & Brown 1999; Newman et al., 
2006; Costa et al., 2013). Typically, there are few hydrological monitoring stations in arid and 
semi-arid areas (EI-Hames & Richards 1994). In addition, the ephemeral stream flow 
characteristics are extremely irregular and variable in terms of temporality as well as 
spatiality, which increase the complexity of data collection in ephemeral streams. Temporally, 
ephemeral stream flows can be limited to brief periods and often occur as flash floods. The 
steep rising limb of the flood hydrograph makes it difficult to catch the timing of the events 
in field measurements. In addition, access to the streams during flood events might not be 
feasible (Dunkerley & Brown 1999). Spatially, ephemeral stream flows are sometimes 
discontinuous and might cease somewhere between monitor gauges. Small flow events that 
are not captured by monitor stations are common (Costa et al., 2013). 
 
Newman et al. (2006) proposed four conceptual models to illustrate the hydrologic states that 
may occur in ephemeral streams both spatially and temporally, depending on the climate and 
geomorphologic conditions (Figure 6-1). In state A, overland flow or upstream pulse supports 
stream flow and there is no shallow groundwater aquifer. Stream water infiltrates and 
recharges deeper aquifers. In state B, there is a shallow groundwater aquifer but no surface 
flow. In state C, surface water and shallow groundwater co-exist, with the former recharging 
the latter. In state D, the direction of flow between the stream and shallow groundwater is 
reversed—from subsurface to surface. Another difference between states C and D is the 
lateral flow. In state C, the lateral flow is mainly through overland flow due to a lack of dense 
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vegetation and low-permeability sediments in the lateral floodplain (Marti et al., 2000). 
Laterally, overland flow has been widely accepted to play an important role in semi-arid hill 
slope regions. However, Beven (2002) pointed out that the contribution of subsurface runoff 
might have been underestimated and required further investigation. In state D, subsurface 
lateral runoff dominates the lateral flow. A large amount of subsurface lateral flow is found to 
originate from macropore flow along root channels (Newman et al. 1998). The realisation of 
the importance of subsurface lateral runoff may help to explain the extended recession limbs, 
which could not be explained by overland flow (Newman et al. 2006); it is also found to 
contribute to DOC flush in stream water (Hornberger et al. 1994; Costelloe et al. 2005). In 
terms of the timing of occurrence, Newman et al. (2006) suggested that state B usually occurs 
before or after states C and D, and state D is hypothesised as being likely to occur at the 
‘wetter end of the semiarid climate spectrum (e.g., higher elevation, higher annual 
precipitation)’. 
 
Both states A and C are called ‘losing conditions’, while state D is called ‘gaining 
conditions’. The presence of a shallow aquifer is crucial in determining how the surface and 
subsurface water bodies interact (Newman et al. 2006). Brunner et al. (2011) further 
explained the difference between states A and C. They are different because there is an 
unsaturated zone between surface water and groundwater. Specifically, state A is often 
referred to as a disconnected stream or a perched and percolating condition (Brunner et al. 
2011). In a disconnected condition, surface water recharges groundwater and develops 
groundwater mounds under the streambed (Brunner et al. 2009). 
 
Recently, via analysing the stream flow, water table variation and temporal satellite data, 
Costa et al. (2013) identified similar interaction patterns between surface water and 
groundwater, and they discovered all the conditions that Newman et al. (2006) proposed in a 
dryland river in Brazil. It should be noted that there is a shallow groundwater aquifer in the 
system. States A and B are typically found at the beginning of the wet season, while states C 
and D are found at the middle and end of the wet season. State C occurs pre or post-event, 
while state D is the state during the event. 
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Figure 6-1: Hydrologic States in Ephemeral Streams  
Source: (Newman et al. 2006). 
Note: Stratigraphy and geomorphology are based on ephemeral drainage in New Mexico. Qc 
is Quaternary colluvium, Qal is Quaternary alluvium, Qbt is the Quaternary Tshirege Member 
of the Bandelier Tuff. The dotted lines in model D represent subsurface runoff. 
 
 
However, the models that Newman et al. (2006) proposed focus on examples from the 
American southwest, and they do not cover all states in ephemeral systems. For example, in 
the South-East Queensland area, Rassam et al. (2006) found that a silty clay layer isolated the 
stream, preventing it from interacting with the deeper, regional groundwater aquifer. As a 
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result, the lateral flow from the stream to the floodplain forms a perched water table beside 
the stream, as illustrated in Figure 6-2. Without the clay layer, surface water would infiltrate 
downwards to reach the regional water table. There might not be surface water flowing until 
the water table increases to a high enough level to sustain the stream. Consequently, surface 
water would be substantially lost to groundwater. 
 
 
Figure 6-2: The Effects of the Clay Layer on Subsurface Flow   
Source: (Rassam et al. 2006). 
 
In this study, the investigations are driven by two questions. First, what are the hydrological 
processes in Cherwell Creek at the beginning of the wet season, with a clay layer beneath the 
streambed? Second, what is the outcome of the salt that is stored in the streambed before the 
flow event? Using end member mixing analysis for nitrate source identification, Bernal et al. 
(2006) suggested that despite stream bank storage, more storage zones need to be identified 
in the near stream area. Thus, it was hypothesised that streambed salt storage is flushed out 
when rewetting occurs and affects stream salinity dynamics. In this chapter, the fate of the 
stored salt in the first flow event and the impact on stream water salinity are examined. 
However, stream salinity variations are affected by multiple processes, such as runoff 
generation processes, which are not within the scope of this chapter’s investigation. 
 
To answer these two research questions, this chapter first examines the hydrological 
conditions in Cherwell Creek during the first flow event. The processes of rewetting the 
streambed and the connection between the streambed and the surface water system is 
simulated by MODHMS, and then analysed. The second objective is to examine whether salt 
is flushed from the streambed to the surface water. Temporal salt storage variations in the 
streambed are quantified by system models; therefore, the contribution of streambed salt 
storage in surface water salinity variation can be identified. 
 
Clay 
layer 
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6.1.2 Comparison between Tracer Test and Groundwater Model 
 
The objective is to establish the reach scale flow process within the streambed when 
rewetting occurs and to determine the fate of streambed salt. To ascertain reach scale 
processes, the tracer test and groundwater modeling are commonly utilised approaches. 
Reviews on the advantages and disadvantages of these two approaches are discussed below.  
 
6.1.2.1 Tracer Test 
  
In a tracer test, a conservative or reactive tracer is injected into a stream at a constant rate, 
and the concentration of the tracer is monitored at downstream locations over a period of time 
(Harvey & Wagner 2000). When a reactive tracer is used, chemical transformation is included 
in the detection. Figure 6-3 shows the breakthrough curves (with crosses) and without 
transient storages (dotted line). Due to transient storages, solutes are removed from the 
stream during the rising climb, temporarily stored in the transient storage zone during the 
plateau, and then slowly released into the stream during the recession tail (Bencala & Walters 
1983). The effect of transient storages is exhibited as the differences between the two 
breakthrough curves. With transient storages, the breakthrough curve’s rising limb becomes 
gentler, and the recession tail is more pronounced (Aumen 1990).  
 
The transient storage model is often used to interpret the breakthrough curve and determine 
the transient storage parameters. The transient storage model was first proposed by Bencala 
(1983).  
 
 
Figure 6-3: Breakthrough Curves (with crosses) and without Transient Storage (dotted 
line) 
Source: (Harvey & Wagner 2000) 
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Two conceptual components are defined in the model: the main channel and the storage zone 
(Figure 6-4). Assumptions are made that the main channel is dominated by advection and 
dispersion, water in the storage zone represents the slower moving portion of stream water, 
and solutes in the storage zone are well mixed. The interaction between the two components 
is reflected in the solute mass, but not in the water volume. The exchange of solute mass 
between the two components is controlled by concentration differences (Bencala & Walters 
1983; Levenspiel 1999; Harvey & Wagner 2000). The storage zone area and exchange 
coefficient can be estimated by adjusting parameters to fit the breakthrough curve of the 
tracer test. The model equations are: 
 !"!" + !! !"!" = !! !!" 𝐴𝐷 !"!" + !!! 𝐶! − 𝐶 + 𝜀   𝐶! − 𝐶                                 (6.1) !!" 𝐶! = −𝜀   !!! 𝐶! − 𝐶                                                           (6.2) 
 
Where: 
• C is solute concentration in the stream (M/L3) 
• Q is volumetric flow rate of the stream (L3/T) 
• A is cross-sectional area of the stream (L2) 
• D is stream dispersion coefficient (L2/T) 
• qL is lateral volumetric inflow rate (per length; L3/T*L) 
• CL is solute concentration in lateral inflow (M/L3) 
• CS is solute concentration in the storage zone (M/L3) 
• AS is cross-sectional area of the storage zone (L2) 
• ε is stream storage exchange coefficient (T-1) 
• t is time (T) 
• and x is distance along the stream channel (L). 
 
The advantages of the trace test are its simplicity and efficiency in large scale applications 
(Harvey et al., 1996). However, transient storages occur in not only the hyporheic zones, but 
also in surface storage zones. Water might be stored behind protruding logs, boulders and 
vegetation in the shallows, along the edges of slowly moving pools and in the thick gravel 
and cobble beds of swift riffles (Bencala & Walters 1983).  The tracer test and transient 
storage model cannot differentiate surface storages and the hyporheic zone storages; thus 
much caution should be exercised when using this approach to investigate hyporheic 
exchange (Harvey & Wagner 2000; Wondzell 2006). 
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Figure 6-4: Transient Storage Model Conceptualisation 
 
6.1.2.2 Groundwater Flow Model 
 
In contrast to the tracer test approach, the groundwater flow model is a process-based 
approach. By assigning the system geometry, hydraulic properties and hydrological boundary 
conditions to a simulated domain, hyporheic flow in the system of interest can be simulated.  
 
A few cases have demonstrated that MODFLOW can be used to successfully simulate 
hyporheic flow. For example, Wroblicky et al. (1998) applied a two-dimensional groundwater 
flow model to investigate the lateral hyporheic extent under different flow conditions in two 
first-order streams. Flow paths, driven by slope variations and meanders, were shown to 
respond considerably to varying stream flow conditions. Storey et al. (2003) simulated a 
three-dimensional subsurface flow within a riffle. Sensitivity analyses were used to identify 
the critical factors controlling the seasonal variation in hyporheic exchange. Kasahara and 
Wondzell (2003) compared the residence time, extent and hyporheic flux under different 
geomorphic features, while Howard et al. (2006) investigated the effect of surface and 
groundwater flow on hyporheic exchange that is induced by pool-riffle sequences. 
 
Therefore, groundwater flow modelling provides a useful way to gain insight into the 
exchange process, including the driving factors and mechanisms. It also serves as a powerful 
tool to explain phenomena observed in the field.  
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In this study, the groundwater modelling approach was employed to investigate the rewetting 
processes and associated transport processes. The decision to use this method was made for 
two reasons. First, as Cherwell Creek flow events are usually flashy, it would be challenging 
to capture the timing of rewetting processes and field work for tracer tests during the rising 
limb might not be feasible because of safety concerns. Second, the nature of groundwater 
modelling is more suitable for the study, as the purpose of this study is to inform process-
based saline discharge criteria.  
 
MODHMS was used to conduct the groundwater modelling in this work. Based on 
MODFLOW, MODHMS has further extended capabilities (HydroGeoLogic 2003; Panday & 
Huyakorn 2004). The most significant improvement is the integrated simulation of surface 
and groundwater domains. In MODFLOW, stream flow is only treated as a flow boundary of 
subsurface domain. In MODHMS, the surface domain is treated as an extra layer above the 
subsurface domain. Via direct linkage between the domains, interaction between surface and 
subsurface water can be simulated directly. This feature is particularly important for the 
present study. The mathematical description of MODHMS is provided in Appendix 1. 
 
6.2  Flow and Electrical Conductivity (EC) Dynamics of the First Flow 
Event 
6.2.1 Flow and Electrical Conductivity Data Source 
 
There are two surface water flow and electrical conductivity monitoring stations at Cherwell 
Creek: upstream and downstream. Harrow Creek, a tributary of Cherwell Creek, joins 
Cherwell Creek, which is located 400 metres away from Cherwell Creek station D, as shown 
in Figure 3-1. Surface water flow and electrical conductivity were also measured for Harrow 
Creek. The setup of surface water flow and electrical conductivity is illustrated in 3-13. In 
addition, subsurface water table and electrical conductivity were measured at a Cherwell 
Creek downstream monitoring site.  
 
Figure 6-5 illustrates the setup of the subsurface measurements at the Cherwell Creek 
downstream monitoring site. The subsurface measurement location was in the same transect, 
perpendicular to the stream flow direction and the surface water measurement instruments, 
but it was closer to the middle of the streambed. A 50 mm width PVC pipe was buried almost 
horizontally in the streambed at a depth of 0.5 m (below the sediment surface). The bottom 
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end of the pipe was slotted to allow subsurface water to travel through and to avoid the 
collection of stagnant water. 
 
 
Figure 6-5: Subsurface Water Table and Electrical Conductivity Monitoring Instrument 
at the Cherwell Creek Downstream Monitoring Site 
 
6.2.2 Stream Flow Data Accuracy 
 
The stream flow is calculated from the surface water level measurement, based on the rating 
curves. The rating curves of Cherwell Creek and Harrow Creek were determined in 
November, 2011. There were no flow events between the stream rating curve survey date and 
the investigated flow event; consequently, it was unlikely to exert significant changes in 
channel morphology. As the streambed consists of sand and varies with flow, despite a 
relatively stable stream bank, the flow varies significantly during low flow conditions. There 
is no information available in regards to the measurement procedure, but the rating curves are 
expected to be more reliable for medium and high flow conditions (PeakDowns 2012). 
Considering the streambed elevation variation (Figure 4-5), when the water level is below 0.5 
m (corresponding to 10 m3/s for the station U and 5 m3/s for station D), the flow data is likely 
to be inaccurate in this study. 
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6.2.3 Flow Record and Analysis 
 
The first flow event began on the 27th of January, 2012 following summer storms. Rainfall 
data used in this study is from the Moranbah airport weather station, which is 13 km away 
from the Cherwell Creek, station U (BOM 2013). According to the rainfall record, there were 
30.8 mm and 31 mm rainfall events on the 27th of January, 2012 and the 29th of January, 
2012, respectively, and the cumulative rainfall was 150 mm between the 16th of January, 2012 
and the 29th of January, 2012. 
 
According to Figure 6-6, at the beginning (between the 27th of January, 2012 and the 29th of 
January, 2012) surface flow magnitudes were low across all three sites, and the downstream 
Cherwell Creek flow magnitude was slightly higher than those at the Cherwell Creek, station 
U and Harrow Creek station. The high flow started at upstream from the 29th of January, 2012 
at 20:40, when the stream flow rose from 0.08 to 53 m3/s. The upstream peak flow occurred 
50 minutes later, with a magnitude of 109 m3/s. There was a lag of two hours and 40 minutes 
before the downstream flow. The upstream pulse reached downstream on the 29th of January, 
2012 at 23:20. The peak flow at downstream occurred on the 30th of January, 2012 at 0:10, 
with a magnitude of 27.5 m3/s. The peak flow was reduced by 75 % from upstream to 
downstream. The Harrow Creek flow was relatively small during the flow event, and the peak 
flow was 3.8 m3/s on the 28th of January, 2012. Surface flow ceased on the 10th of February, 
2012 at upstream Cherwell Creek and Harrow Creek, while for downstream Cherwell Creek, 
the flow event lasted until the 15th of February, 2012. 
 
Figure 6-7 depicts the cumulative flow from the 27th of January, 2012 to the 15th of February, 
2012 for Cherwell Creek upstream, downstream and Harrow Creek. At the end of the flow 
event, the cumulative water volumes from upstream Cherwell Creek and the tributary Harrow 
Creek decreased by 19.9 % downstream at Cherwell Creek. 
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Figure 6-6: First Flow Event Flow Record 
Note: Flow is displayed in the log scale. 
 
 
Figure 6-7: Cumulative Flow during the First Flow Event for Cherwell Creek 
Upstream, Downstream and Harrow Creek 
 
6.2.4 Specific Electrical Conductivity Variations and Analysis  
 
Specific electrical conductivity variations and flow variations during the first flow event for 
monitoring stations at Cherwell Creek upstream, Harrow Creek, Cherwell Creek downstream 
and Cherwell Creek downstream subsurface are shown in Figure 6-8, where the flow is 
displayed in the log scale. 
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For upstream Cherwell Creek and Harrow Creek, the electrical conductivities were high at 
the beginning of the flow event and dropped around the time when peak flow occurred. 
Specifically, upstream Cherwell Creek electrical conductivity kept increasing until the 29th of 
January, 2012 at 20:30, and then suddenly dropped from 656 µS/cm to 136 µS/cm within just 
10 minutes. At the same time, flow increased from 0.08 m3/s to 53 m3/s. For Harrow Creek, 
electrical conductivity stayed at around 630–780 µS/cm until the 28th of January, 2012 at 
18:40, which was 40 minutes after the peak flow (3.8 m3/s on 28 January 2012 at 18:00). 
Afterwards, electrical conductivity continued to decrease until it reached 171 µS/cm. 
 
In contrast to the conditions at upstream Cherwell Creek and Harrow Creek, downstream 
Cherwell Creek electrical conductivity was relatively low at the beginning of the first flow 
event, varying between 570 µS/cm and 150 µS/cm. Then, the downstream Cherwell Creek 
electrical conductivity increased markedly from 153 µS/cm to 1600 µS/cm within 3.5 hours 
between the 28th of January, 2012 at 22:30 and the 29th of January 2012 at 2:00. During this 
time, flow only experienced a small decrease from 3.2 m3/s to 2.2 m3/s. High values of 
electrical conductivity (between 1600 µS/cm and 2200 µS/cm) lasted for 35 hours until the 
31st of January, 2012 at 11:50, and were only negligibly affected by flow variations. 
 
During the period of high electrical conductivity, the downstream flow experienced an 
exponential increase from 0.25 to 27 m3/s, which was induced by the upstream pulse. The 
decrease of high electrical conductivity occurred suddenly on the 30th of January, 2012 at 
12:00, from 2108 µS/cm to 350 µS/cm within just 10 minutes. Stream flow was 5.7 m3/s 
when the electrical conductivity drop occurred. After this drop, the trend of electrical 
conductivity variation at the three stations reversed and revealed a gradual increase 
simultaneously with the recession of the surface flow. 
 
In summary, high values of electrical conductivity at Cherwell Creek upstream and Harrow 
Creek all occurred when the flow was low (below 0.08 m3/s for Cherwell Creek upstream and 
below 3.8 m3/s for Harrow Creek), while for Cherwell Creek downstream, high electrical 
conductivity lasted during the high-flow period (25 m3/s). Although the electrical 
conductivity measurements at Cherwell Creek upstream and Harrow Creek might not be 
accurate because stream flow was quite low, according to the electrical conductivity 
measurement test (presented in Section 3.7.1), the actual electrical conductivity would be the 
same or even higher than the measured electrical conductivity. 
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Figure 6-8: The First Flow Event and Surface Water Specific Electrical Conductivity 
Record 
Note: Stream flow and specific electrical conductivity for a) Cherwell Creek, station U, b) 
Harrow Creek station, c) Cherwell Creek station D and stream stage and subsurface water 
specific electrical conductivity record, d) Downstream subsurface of Cherwell Creek. 
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Unfortunately, the subsurface monitoring instrument only started to detect the signals after 
the peak flow passed through. In the recession period, the subsurface water salinity fluctuated 
between 150 µS/cm and 200 µS/cm. The period when the signals were absent is likely to be 
caused by a connection problem between the piezometer and subsurface water outside. The 
piezometer was found to be blocked by sandy sediments during this period. During the 
disconnection period, the electrical conductivity value of subsurface water was close to zero. 
Reconnection occurred when there was a rapid increase in the water table and electrical 
conductivity. 
 
 
Figure 6-9: Cumulative Salt Loads during the First Flow Event for Cherwell Creek 
Upstream, Cherwell Creek Downstream and Harrow Creek  
 
Cumulative salt loads were calculated for Cherwell Creek upstream, downstream and Harrow 
Creek (Figure 6-9). The total salt loads for upstream Cherwell Creek and Harrow Creek were 
224 t and 57 t, respectively, at the end of the flow event. For downstream Cherwell Creek, the 
salt load was 1254 t at the end of the flow event, which was 4.5 times larger than the volume 
of salt load upstream Cherwell Creek and Harrow Creek. 82% of the downstream salt load 
was transported during the period of high electrical conductivity (between the 28th of January, 
2012 at 22:30 and the 31st of January, 2012 at 11:50). 
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6.3  Methods 
6.3.1 Model Development 
6.3.1.1 Model Geometry 
 
The geometry of the model is shown in Figure 6-10. The domain length was set to be the 
same as the stream length between the Cherwell Creek, stations U and D, which is 13,000 m. 
Cherwell Creek was simplified as a straight channel lying in the middle of the domain. The 
tributary Harrow Creek was not included, as the flux from this is much smaller than that of 
upstream Cherwell Creek (refer to Figure 6-4). The stream width was 20 m—the same as 
Cherwell Creek’s width. The domain width was 1,300 m to allow for enough interactions 
between the stream and the banks. The slope of the stream was 0.001. Streambed thickness 
was 1 m and the bank was 4 m higher than the streambed surface elevation—the same as the 
average values measured in the field. 
 
6.3.1.2 Boundary Conditions 
 
A time-varying flow boundary was applied to the stream cell at the upstream boundary to 
replicate the upstream pulse. According to the station U measurements, temporal variations of 
flow and solute concentration were specified for the cell at selected simulation times (see 
Figure 6-11). Low flow that occurred before the 29th of January, 2012 was not included. In 
reference to Figure 6-5, the upstream cumulative flow between the 27th of January, 2012 and 
the 29th of January, 2012 (7,170 m3) was only 0.3 % of the cumulative flow recorded between 
the 27th of January, 2012 and the 16th of February, 2012; so the impact of neglecting flow 
before the 29th of January 2012 on the simulation result was minor. The simulation starting 
time was the 29th of January, 2012 at 19:20 (t=0). The peak flow time on the 29th of January, 
2012 at 21:20 was the 2nd hour in the simulation. The total simulation time was 200 hours. 
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Figure 6-10: Setup of the Numerical Model 
Note: A) is the longitudinal view of the model; B) is the horizontal view of the model; 
and C) is the vertical view of the model from the downstream boundary.  
The dotted line represents the streambed outline. 
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Figure 6-11: Upstream Boundary Flow and Concentration Setup 
 
For the downstream boundary condition of the surface domain, a zero depth gradient 
boundary or critical depth boundary can be applied in MODHMS. The zero-depth gradient 
boundary forces the water level slope to be equal to the streambed slope. As Manning’s 
equation was used in the surface water flow simulation, the flux out of the zero-depth 
gradient boundary would be: 
 𝑄 = 𝐵 !! 𝑑!/! 𝑆!                                                                        (6.3) 
Where: 
• B is stream width; 
• d is the water level in surface domain; 
• and 𝑆! is the slope of the zero-depth gradient boundary, which is 0.001 in this 
case. 
 
The critical depth condition forces the depth at the downstream boundary to equal the critical 
depth. The flux out of the critical depth boundary would be: 𝑄 = 𝐵 𝑔𝑑!                                                                      (6.4) 
 
In this simulation, a zero-depth gradient boundary was chosen to represent the downstream 
surface domain boundary, because it better replicated the field condition near station D, and 
the equation better reflected the downstream rating curve (Figure 6-12). 
0	  
400	  
800	  
0	  
50	  
100	  
150	  
27-­‐01-­‐2012	   30-­‐01-­‐2012	   2-­‐02-­‐2012	   5-­‐02-­‐2012	   8-­‐02-­‐2012	  
EC
	  (μ
S/
cm
)	  
Fl
ow
	  (m
3 /
s)
	  
Time	  
StaBon	  flow	  measurements	   MODHMS	  flow	  input	  
StaBon	  EC	  measurements	   MODHMS	  EC	  input	  
 88 
 
 
Figure 6-12: Comparison of Critical Depth Boundary and Zero-depth Gradient 
Boundary 
 
The downstream boundary of the subsurface domain was set as a no flow boundary at the 
beginning. After the preliminary result assessment, the downstream boundary for the 
streambed cell was changed to an assigned flux boundary. The downstream boundary was 
only an artificial boundary for simulation, but in essence, it should be the same as any other 
section across the stream. To achieve this, simulation results of the horizontal flux at the 
location of X=75 m from the preliminary simulation were used for the streambed downstream 
to replicate the natural conditions for the artificial boundary. A detailed setup of the 
subsurface downstream boundary is described in Section 6.5.1.2. 
 
No flow boundary condition was assigned to the lateral boundaries and the upstream 
boundary of the subsurface domain. The bottom boundary was considered as no flow 
boundary, which reflected the isolation caused by the clay layer beneath the streambed.  
 
6.3.1.3 Initial Conditions 
 
The initial water table in the model was set at the bottom of the streambed, representing a dry 
streambed at the beginning of the wet season. According to the flow record, depicted in 
Figure 6-6, there was surface flow at upstream Cherwell Creek on the 27th of January, 2012 
for 13 hours (maximum flow was 0.75 m3/s). Surface water flow at Harrow Creek and 
downstream Cherwell Creek was higher and longer than upstream between the 27th of 
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January, 2012 and the 29th of January, 2012 (maximum flow was 3.8 m3/s for Harrow Creek 
and 8.7 m3/s for downstream Cherwell Creek). 
 
The dry streambed, set in the model, did not completely reproduce the site condition. It was 
set as dry due to three reasons. First, the upstream flux was much lower than the downstream 
flux between the 27th of January, 2012 and the 29th of January, 2012. Usually, ephemeral 
stream flow decreases in the downstream direction due to transition losses. This result 
suggested that the flow event at downstream was not induced by upstream flux, but by 
spatially variable rainfall. The flow between upstream and downstream Cherwell Creek was 
likely to be discontinuous before the 29th of January, 2012. Second, there was no data 
available for the water table in Cherwell Creek during this period. As mentioned earlier, the 
surface flow may cease somewhere between the measurement stations. Third, since this 
chapter aims to investigate the salt flush at the beginning of the wet season, the dry streambed 
would be more common to represent the condition at the beginning of the wet season. Based 
on the above considerations, the initial water table was set at the bottom of the streambed. 
The maximum error that might be induced by this setup was estimated by considering the 
condition of a fully saturated streambed. As the streambed width is 20 m and the thickness is 
1 m, and the streambed porosity is 0.2, the volume of the streambed water over a distance of 
13,000 m is 5.2×104 m3. This amount of water was 2.7 % of the cumulative downstream flux, 
which was acceptable. The effects of varying water table conditions at the beginning of a 
flow event on the downstream hydrograph would be of interest for future investigations. 
 
In terms of transport, salt storage in streambed sediment was set as uniform. According to 
Figure 4-9, before the flow event (18th of January, 2012), average sediment salt storage was 
0.078 g/dm3, which was equivalent to 315.11 µS/cm in water electrical conductivity. As the 
streambed was unsaturated with variable saturation content at different layers, initial salt 
concentrations were assigned to the streambed according to sediment saturation contents, 
based on: 𝐶! = !"#.!!  !"/!"!!                                                                (6.5) 
 
Where 𝐶! represents the assigned initial concentration for the ith layer and 𝑆! represents the 
saturation content for the ith layer. 
 
6.3.1.4 Aquifer Properties 
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Hydraulic properties assigned to the streambed and the stream banks were different, 
representing different sediment types, as depicted in Table 6-1. The saturated hydraulic 
conductivity of the streambed was measured from in situ slug tests. The relationship between 
the streambed sediment water pressure and sediment water content was tested by the 
Fredlund method (Fredlund SWCC Device). The sediment water content and pressure data 
were described by the van Genuchten model, using the Levenberg-Marquardt algorithm. The 
stream bank hydraulic properties were chosen from the report for the Isaac Connors 
catchment (Hayes 2009).  
 
Table 6-1: Aquifer Properties in the Model Setup 
 
 Sandy 
streambed 
Clay and sandy clay 
stream bank 
Hydraulic conductivity (m/h) 5.01 0.04 
Porosity [-] 0.22 0.07 
Van Genuchten model parameter α [1/cm]  0.027 0.075 
Van Genuchten model parameter β[-] 4.1 1.207 
Residual water content [-] 0.038 0.115 
 
The dispersion coefficients used in the simulation followed the suggestions of Lautz (2006). 
As the transport parameters were scale-dependent, a magnitude of 0.1 m was selected for 
longitudinal dispersivity to represent field scale dispersion, and transverse dispersivity was 
0.01 m. The diffusion coefficient was set as 1 ×10-9 m2/h (Jo 2009). 
6.3.2 Spatial and Temporal Discretisations 
 
In model simulation, spatial and temporal discretisations can affect the model’s calculation 
accuracy and efficiency. In MODHMS, an adaptive time-stepping package and 
preconditioned conjugate gradient package were employed to control the time step sizes and 
to efficiently achieve convergence. At a simulation step, time step size is adjusted by 
MODHMS according to the ability to achieve convergence (maximum head change in one 
time step is defined by users) in the previous time step. When convergence has failed after a 
number of iterations, the model tracks backwards and decreases time step size; when 
convergence is achieved, the model increases time step size. In this way, time step varies 
between user-defined maximum and minimum time step sizes. In this study, the head 
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convergence tolerance was 10-3 m. The minimum and maximum time step sizes were set to 
be 10-6 and 10-1 hour after several adjustments. 
 
The effects of the grid size on numerical solutions were assessed according to scenarios listed 
in Table 6-2. Cell width was fixed as 20 m, which was the same as the actual streambed 
width. To evaluate the effects of varying grid sizes on the model simulation result, the fluxes 
out of the downstream boundary from different scenarios were compared in Figure 6-13. 
 
Table 6-2: Numerical Model Grid Sizes and Simulation Performances 
 
 Cell 
length 
(m) 
Cell 
width 
(m) 
Streambed 
layers 
thickness  
(m) 
Number 
of cells 
Simulation 
time (hour) 
Cumulative 
volume 
error (%) 
Maximum 
rate error (%) 
for all time 
steps  
1 100 20 0.5 16900 0.48 -0.37 28.67 
2 50 20 0.5 33800 1.85 -0.02 -6.17 
3 25 20 0.5 67600 2.79 -0.02 4.43 
4 10 20 0.5 169000 4.67 -0.01 -5.67 
5 5 20 0.5 338000 5.23 -0.05 -14.53 
6 50 20 0.2 84500 12.6 -0.03 -0.55 
7 50 20 0.1 169000 31.2 -0.04 -0.72 
8 50 20 0.05 338000 63.4 -0.03 -0.62 
9 50 20 0.025 676000 76.5 -0.02 -0.26 
 
For scenarios 1–5, streambed thickness was 0.5 m, and only cell length (grid size in y 
direction) varied. According to Figure 6-13, the effects of varying cell length on the 
downstream flux were small, with the maximum difference between them being only 0.49 
m3/s. However, it was found that the high aspect ratio between length and width (scenarios 1 
and 5) led to relatively large errors in cumulative volume balance as well as flow rate balance 
in time steps. Thus, as the results of scenarios 2–4 were similar and scenario 2 consumed less 
time, a cell length of 50 m was chosen for the vertical discretisation tests and further 
investigations. 
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Figure 6-13: Effects of Varying Grid Size on Downstream Flux Computation 
 
Vertical discretisation was tested by refining layer thickness from 0.5 m to 0.025 m in 
scenarios 6–9. The refinement aimed to decrease the vertical thickness of the streambed layer 
(i.e., the stream bank was always 4 m higher than the streambed in the first subsurface layer, 
and the layers other than the first one had uniform thickness). The stream bank layer was not 
refined because this study focuses on the interaction between the surface water and the 
streambed, so the vertical flow in the bank is not investigated, considering the additional 
computation effort it would require. 
 
To assess the effects of varying spatial discretisation on the simulation result, the 
discrepancies of the downstream cumulative flow between the scenarios 1-8 and the scenario 
9 were calculated as: 
 𝜀! = !!!!!!!"                                                                       (6.6) 
Where: 
• 𝜀! represents the discrepancy (%) of the scenario i, i=1:8; 
• 𝑓! is the cumulative flow at scenario i and 𝑓! is the cumulative flow at scenario 
9; 
• and 𝑓!" is the cumulative flow at the end of simulation at upstream boundary. 
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Figure 6-14: Effects of Varying Spatial Discretisation on the Downstream Cumulative 
Flow Calculation 
 
According to Figure 6-14, when the model layer thickness decreased from 0.5 m to 0.2 m and 
thinner, the upstream pulse arrived downstream slightly faster, leading to a higher 
discrepancy at the beginning. After the peak flow, downstream flow for two layer scenarios 
were slightly higher than scenarios 6–9; thus, the discrepancy decreased towards the end of 
the simulation. When the vertical thickness was 0.2 m or below, the discrepancies were 
relatively small (all within 0.5 %), suggesting that the model simulations were converging. In 
addition, the discrepancy of the cumulative flow decreased with layer thickness. Based on the 
above considerations, a 50×20 m grid, with a thickness of 0.1 m, was employed for further 
investigations. 
 
6.3.3 Model Calibration 
 
To test the model accuracy and to improve the model performance, parameters were adjusted 
within a reasonable range and compared with field measurements. Five values of Manning’s 
coefficient were evaluated for this sandy, meandering stream: 0.01, the original 0.02, 0.03, 
0.035 and 0.04. All of the evaluated values were within the range of those recorded in 
previous literature (Ghani et al., 2007; Land and Water Australia 2009). Arcement and 
Schneider (1989) found that streambed roughness tends to increase with particle size, degree 
of meandering and irregularity.  
 
According to Figure 6-15, the effects of varying Manning’s coefficient on downstream flux 
were significant. It was clear that higher stream roughness resulted in slower downstream 
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response, lower peak flow and gentler hydrograph recession. Manning’s coefficient 
calibration results were compared against the station D measurement. The result from 
n=0.035 was considered to best match the field measurement in regards to pulse arriving 
time, peak flow time and duration of high flow. The detailed comparison between the 
n=0.035 result and the station D measurement is shown in Figure 6-16. Specifically, the 
upstream pulse arrived downstream at the 3.95th hour, which corresponded to that of the 29th 
of January, 2012 at 23.20 (the 4th hour in the simulation) at station D. Peak flow occurred at 
the 4.63th hour, which corresponded to that of the 30th of January, 2012 0.10 (the 4.7th hour in 
the simulation) at station D. The high flow (higher than 20 m3/s) lasted for 5.5 hours, which 
was close to the 5 hour duration observed at station D. 
 
Nevertheless, the peak flow magnitude in the result of n=0.035 was twice that of the 
downstream measurement. In addition, the shape of the model-simulated downstream 
hydrograph was quite different from the field measurement. In the field measurement, there 
was a relatively flat phase after the peak flow (lasting around 5 hours), while in the model 
simulation result, the flow magnitude halved during this period. 
 
 
Figure 6-15: Calibration Result for Manning’s Coefficient n  
Note: The figure at the upper right hand corner shows the result during 0–20 hours. 
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Figure 6-16: Comparison between Manning’s Coefficient n=0.035 Simulation Result 
and Station D Measurement 
 
Apparently, there was more water loss between Cherwell Creek station U and D, which was 
not included in the model simulation. Moreover, the loss occurred in a short time. 
Considering the flow condition (0.6 m3/s at this time, as shown in Figure 6-4) and the 
location (see Figure 3-1) of Harrow Creek, it was possible that part of the upstream water 
flowed to Harrow Creek before it arrived at Cherwell Creek station D and caused more water 
loss between upstream and downstream Cherwell Creek. However, due to a lack of detailed 
geomorphologic information about the Harrow Creek, the bypass flow process was not 
assessed.   
 
During the recession period, station-measured flow was slightly higher than model-simulated 
flow, which might be due to two reasons. One reason was that the water lost to Harrow Creek 
during the high-flow period might gradually return to Cherwell Creek during the recession 
period. Another reason was that streambed hydraulic conductivity tended to decrease during 
the recession period due to fine sediment accumulation (Lekach et al. 1998; Dunkerley 2008); 
thus, in reality, surface water was lost to the streambed at a slower rate. 
 
6.4  Results and Discussion 
Simulation results are discussed in terms of the three-dimensional flow processes and the salt 
mass transport processes. In addition, water and salt mass budgets are calculated in system 
models to quantify temporal variations of the contributions from different processes. 
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6.4.1 3-D Flow Processes 
Simulation results of upstream pulse-induced flow dynamics in Cherwell Creek are 
examined, with a focus on vertical processes, longitudinal processes and lateral processes. 
 
6.4.1.1 Vertical Processes 
 
The vertical process in the streambed was illustrated using data from the upstream and middle 
of the streambed. Figure 6-17 and Figure 6-18 show the time series of the water depth above 
the streambed, flow velocity and accumulative flow between surface water and streambed, as 
well as the saturation degree variation in the streambed for the upstream and the middle of 
stream, respectively. 
 
According to Figure 6-17, flow across the streambed surface was always a downward 
infiltration process. At the upstream, the infiltration velocity gradually increased with the 
water level during the 1st hour, and the streambed water content consequently increased. 
Then, as the streambed became fully saturated at the end of the 1st hour, the infiltration 
velocity dropped immediately. This result matched the infiltration pattern found by Blasch et 
al. (2006). Responding to stream flow, vertical infiltration that occurred in the dry streambed 
can be separated into two stages: transient infiltration, occurring at the beginning of flow 
event; varying infiltration rate and steady infiltration after, with far less variations in the 
infiltration velocity. During the transient infiltration stage, infiltration velocities were much 
larger than the steady state due to a combination effect of gravity and high matric potential 
gradients within the unsaturated streambed. Blasch et al. (2006) reported that infiltration 
velocities at the transient stage were two to three orders of magnitude larger than steady state 
infiltration rates. The simulation results regarding the magnitude difference between the 
transient stage and steady stage matched Blasch et al.’s (2006) findings. 
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Figure 6-17: Temporal Variations of a) Surface Water Depth, b) Infiltration Velocity and 
Cumulative Infiltration, as well as c) Saturation Content Profile at the Upstream of the 
Streambed 
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Figure 6-18: Temporal Variations of a) Surface Water Depth, b) Infiltration Velocity and 
Cumulative Infiltration, as well as c) Saturation Content Profile at the Middle of the 
Streambed 
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For the middle streambed, as the surface water level increased rapidly (from 0 to 1 m within 
0.05 hours), transient infiltration was shorter and more intensive than upstream. The 
infiltration velocity was up to 1.7 m/h (Figure 6-18). Although the infiltration velocity for the 
dry streambed is generally described as ‘rapid’, an infiltration velocity as high as 1.7 m/h is 
rarely reported from direct field measurements. Usually, the infiltration velocity was 
measured during low-flow conditions. For example, an infiltration velocity of 0.15 m/h was 
reported to be induced by a 15 m3/h stream flow event (Ronan et al. 1998). In this case, at the 
middle of the streambed, the stream flow was 90 m3/s, which was much higher. Field 
measurements in streambeds during high flow are challenging, as this kind of flashy intensive 
flow can be erosive for the streambed and are likely to damage or even flush the field 
instrument away. Infiltrability was proposed as the infiltration velocity when free water 
surface at atmospheric pressure was applied at the ground surface (Hillel 1971). Dunkerley 
(2008) measured the infiltrability of the streambed for an ephemeral stream with a sandy and 
gravely streambed in New South Wales, Australia, which was as high as 1.5 m/h. In addition, 
Dunkerley (2008) considered it an underestimated value due to problems encountered in the 
field. Therefore, the infiltration velocity simulation results were considered to be reasonable. 
Although the maximum infiltration velocity during transient infiltration between upstream 
and middle streambed varied substantially, their cumulative infiltration fluxes were close. 
This result suggested that the cumulative infiltration flux was affected only negligibly by the 
surface water level variation. 
 
6.4.1.2 Longitudinal Process 
 
Compared with infiltration-associated vertical wetting front, the process associated with 
horizontal wetting front was less investigated. As discussed in Section 6.5.1.1, infiltration 
increased the subsurface saturation degree in the streambed in the downward direction from 
the ground surface. As a consequence of surface water pulse moving downstream and 
downward infiltration, steep hydraulic head gradients in the longitudinal direction were 
created. 
 
The longitudinal process is illustrated, and as an example, is based on the conditions at the 2nd 
hour. At that time, the surface water pulse travelled to the location of X=9325 m, and the 
streambed at the location of X=9825 m had become fully saturated. The hydraulic head 
distribution within the streambed at the second hour is shown in Figure 6-19. According to 
Figure 6-19, the sharpest horizontal hydraulic gradient occurred between the grids at the 
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location of X=9725 m and 9775 m. Horizontal flow velocities between these adjacent cells 
are plotted in Figure 6-20. For the streambed beneath the surface water front, the infiltration 
process filled the streambed from the top of the streambed in a downward direction. 
Therefore, the longitudinal hydraulic head gradients decreased with elevation, and the 
longitudinal head difference between X=9725 m and 9775 m was the largest at the bottom. As 
a result, horizontal flow velocities between X=9725 m and 9775 m also decreased with 
elevation, as illustrated in Figure 6-20. 
 
 
Figure 6-19: Hydraulic Head Distribution in Streambed near Water Front 
 
 
Figure 6-20: Longitudinal Velocity Profile in the Streambed at Water Front 
0	  
0.5	  
1	  
0	   0.05	   0.1	   0.15	   0.2	   0.25	  
El
ev
a.
on
	  in
	  st
re
am
be
d	  
(m
)	  
Longitudinal	  flow	  velocity	  (m/h)	  
 101 
 
After the water front passed through the domain, the horizontal flow in the streambed became 
steady. In the recession period, the longitudinal hydraulic head gradient tended to be stable 
and follow the streambed slope (0.001), and the longitudinal flow velocity was around 0.005 
m/h, following Darcy’s law 𝑞 = −𝐾∆ℎ, where K=5.01m/h.  
 
To reproduce the subsurface longitudinal flow through the downstream boundary, the 
preliminary simulation results of the temporally varying longitudinal flux at the location of 
X=75 m was assigned to the groundwater downstream boundary condition for the streambed. 
Then, the model was run again to generate results for further analysis.  
 
The longitudinal distribution of the surface water level is shown in Figure 6-21. The upstream 
pulse arrived downstream at the 4th hour, with an average flow velocity of 1.2 m/s. Then the 
surface water level gradually decreased as the pulse passed through. At the 20th hour, the 
water level was only 0.3 m. At the 200th hour, the water level was 0.001 m at downstream. 
 
Flow velocity variation is shown in Figure 6-22. At the beginning (0–4 hours), the flow 
regime was dominated by the vertical flow, especially at the streambed beneath the water 
front. Maximum infiltration occurred beneath the water front, which was consistent with 
vertical flow variations, discussed in the Section 6.5.1.1. After the streambed became fully 
saturated, the flow regime was dominated by the longitudinal flow. 
 
Streambed saturation content (Figure 6-23) increased as a result of infiltration. As discussed 
in Section 6.5.1.1, the streambed rapidly became fully saturated as a result of the high 
infiltration rate. The streambed became fully saturated almost immediately after the upstream 
pulse arrived downstream at the 4th hour. As a combination effect of downwards infiltration 
and the longitudinal movement of the water front, the saturation content distribution was 
tilted. The streambed maintained a fully saturated state until the 100th hour. Then, the 
upstream surface part started to become unsaturated due to drainage and lateral flow, which is 
discussed further in the next section. 
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Figure 6-21: Longitudinal Distributions of Streambed Surface Water Level (WL) at 2, 4, 
20 and 200 hours 
 
Figure 6-22: Longitudinal Distributions of Flow Field in Streambed at 2, 4, 20 and 200 
Hours 
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Figure 6-23: Longitudinal Distributions of Saturation Degree in Streambed at 2, 3, 4, 20 
and 200 Hours 
 
6.4.1.3 Lateral Process 
 
Averaged values of the lateral flow velocity between the streambed and the lateral cells are 
shown in Figure 6-22. As the upstream pulse travelled along the stream, the lateral flow was 
induced by the steep hydraulic head differences between the stream and the lateral bank. The 
average lateral flow velocity was the highest at the 4th hour, when the upstream pulse arrived 
downstream and the streambed became fully saturated. The maximum lateral flow velocity 
was 0.0289 m/h, which was within the measured average streambank infiltrability (0.0184–
0.378 m/h), as measured for an Australian ephemeral stream by Dunkerley (2008). Thereafter, 
as the hydraulic head in the banks increased and the hydraulic head gradients between the 
banks and the stream became smaller, the bank flow velocity gradually decreased. At the 
200th hour, the bank flow velocity was around 0.001 m/h. 
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Figure 6-24: Time Series of Averaged Bank Flow Velocity between Upstream and 
Downstream 
 
To further assess the temporal evolution of the bank flow, the simulation length was extended 
from 200 hours to 20,000 hours. Hydraulic head distributions at downstream at 200, 2,000 
and 20,000 hours are plotted in Figure 6-25. The head distributions were compared with 
Lockington’s (1997) analytical solution to assess the accuracy of the simulation results. In the 
analytical solution, pressure head variations in an unconfined aquifer, induced by a sudden 
change in the lateral boundary head, were expressed. However, in the model simulation, the 
head distributions were largely linked with head variations in the stream, while in the 
analytical solution, only the initial head and average head of the stream of the simulation 
were used. So, it was only a rough comparison. According to the simulation results in Figure 
6-25, the lateral flow affected areas 40, 100 and 240 m away from stream at the 200th, 2,000th 
and 20,000th hours, respectively. The differences between the simulation results and the 
analytical solution increased with time, and the simulated lateral flow seemed to be slower 
than predicted by the analytical solution. The simulated head distributions had a slightly 
different shape compared with the analytical solution, reflecting a more variable lateral flow 
rate, which was caused by the variations of the streambed head in the model simulation. 
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Figure 6-25: Comparison of Lateral Head Distribution at Downstream for Model 
Simulation and Lockington’s (1997) Analytical Solution at the Time of 200, 2000 and 
20000 hours 
 
Dunkerley (2008) found that bank permeability increased with bank elevation, resulting from 
fine sediment accumulation during flow events. In particular, at the lowermost 0.2–1.0 m of 
the banks, a mud drape was formed, which reduced the bank infiltrability to only around 
0.001 m/h. Mud drape was observed occasionally in Cherwell Creek during field trips. These 
kind of vertical bank permeability variations were not considered in the current model, but it 
would be worthwhile to add additional layers at the base of the stream bank with lower 
permeability in future research, as it would affect lateral flow velocity and consequent bank 
storage volume. 
 
6.4.1.4 Transport Process 
 
To assess the transport simulation performance, downstream surface water concentrations 
were compared with station D monitored electrical conductivity, as shown in Figure 6-26, 
and the simulated downstream flow results were also plotted for reference. The simulated 
electrical conductivity was high (up to 780 µS/cm) at the beginning of the flow event, and 
dropped to 100 µS/cm before the peak flow. The station monitored electrical conductivity 
maintained high values (more than 2000 µS/cm) until 10 hours after the peak flow. During 
the recession period, model-simulated electrical conductivity and station-monitored electrical 
conductivity were similar, with a gradual increase from around 200 µS/cm to 340 µS/cm, 
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except that around the 70th hour, the monitored electrical conductivity experienced abrupt 
fluctuations.  
 
It was found that the mine site discharged mine water into Cherwell Creek for eight hours 
from the 28th of January, 2012 at 18:45. Cherwell Creek downstream electrical conductivity 
became more than 1000 µS/cm from the 29th of January, 2012 at 1:30 (18 hours before the 
simulation starting time) until the 30th of January, 2012 at 11:50 (t=14.5 hour in simulation). 
However, the volume and electrical conductivity of released mine water were not available to 
take into account in the model. 
 
According to the flow process analysis, the surface water was lost to the streambed and 
stream banks during the flow event, and no hydraulic process may contribute to surface water 
salinity increase. It was found that the high values of electrical conductivity at the water front 
were caused by the diffusion and dispersion processes. The high salt concentration at the 
front of surface water was influenced by the high concentrations of salt stored in the 
streambed initially, through the processes of diffusion and dispersion. If the diffusion and 
dispersion coefficients were set to zero, these high values at the front of the surface water 
disappeared (Figure 6-27).  
 
 
Figure 6-26: Downstream Model Simulated and Station D Monitored Electrical 
Conductivity Comparison  
Note: Simulated flow was plotted for reference. 
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Figure 6-27: Comparison of the Simulated Electrical Conductivity Results with and 
without Dispersion and Diffusion 
 
Concentration and salt mass variations at 2, 4, 20 and 200 hours in the streambed are shown 
in Figure 6-28 and Figure 6-29. Salt masses were calculated based on salt concentration and 
saturation degree. According to the mass distributions at the 2nd and 4th hour, the masses 
increased in the downstream direction, suggesting that the streambed salt was transported to 
downstream. Near the upstream boundary, the salt masses changed negligibly from the initial 
condition. This was because the upstream downstream boundary was a no flow boundary, and 
the salt storage was hardly affected by the transport processes. During the recession period, as 
shown in the 20th and 200th hours, streambed salt concentrations gradually decreased. At the 
end of the simulation, the total streambed salt masses decreased to 39% of the initial amount.  
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Figure 6-28: Longitudinal Distributions of Concentration at 2, 4, 20 and 200 Hours 
 
 
Figure 6-29: Longitudinal Distributions of Salt Mass at 2, 4, 20 and 200 Hours 
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6.4.2 Water Volume and Salt Mass Budgets Analysis 
 
Dynamic water volume and salt mass balance were examined to further analyse the 
processes. By providing the proportions of multiple processes contributing to the overall 
budget balances, it can help identify the controlling processes of flow and salinity variation 
dynamics—in particular, the significance of streambed salt storage can be illustrated directly.  
 
6.4.2.1 Water Volume Budget Analysis 
 
Figure 6-30: Surface Water Volume Budget Components 
 
For the surface water volume between upstream and downstream Cherwell Creek, the 
difference between upstream flux and downstream flux equalled the sum of the surface water 
volume changing rate and the net flow rate between surface and groundwater (Figure 6-30). 
For every time step, balance for surface water domain followed: 
 𝐹!"#$! − 𝐹!"#$! = ∆𝑉!"# + 𝐹!"#$%&'                                                (6.7) 
Where: 
• 𝐹!"#$! is the flux assigned to upstream boundary in MODHMS simulation; 
• 𝐹!"#$! is the surface downstream boundary flux from MODHMS simulation results; 
• 𝐹!"#$%&'  is the net flux from surface domain to groundwater domain from 
MODHMS simulation results; 
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• and ∆𝑉!"#  is the changing rate of the surface water volume within the domain, which 
is calculated from MODHMS simulation results, according to: ∆𝑉!"#! =𝑊𝑎𝑡𝑒𝑟  𝑙𝑒𝑣𝑒𝑙!×  𝑤𝑖𝑑𝑡ℎ  ×  𝑙𝑒𝑛𝑔𝑡ℎ −𝑊𝑎𝑡𝑒𝑟  𝑙𝑒𝑣𝑒𝑙!!!×  𝑤𝑖𝑑𝑡ℎ  ×  𝑙𝑒𝑛𝑔𝑡ℎ          (6.8) 
 
 
Figure 6-31: Flow Rates of Upstream Boundary, Downstream Boundary and Surface to 
Groundwater through the Streambed Interface, and the Surface Water Volume 
Changing Rate 
 
The temporal variations of each surface water volume budget component are shown in Figure 
6-31. The time lag and magnitude differences between upstream and downstream boundaries 
were cancelled out, largely by the changes of surface water volume. During the first four 
hours, the surface water volume was increasing. After the water pulse reached the 
downstream boundary at the 4th hour, the surface water volume began to decrease, which 
resulted in higher flow rates at the downstream boundary than the upstream boundary. The 
flow through the streambed interface was always from surface to groundwater, and the 
magnitudes were relatively small compared with the changes of surface water volume.  
 
Over the simulation time, the cumulative ∆𝑉!"#   was zero. The cumulative  𝐹!"#$!, 𝐹!"#$! and 𝐹!"#$%&' are plotted in Figure 6-32. In total, the difference between upstream cumulative 
input and downstream cumulative output at the end of the simulation was 3.72×104 m3, which 
was only 2.8 % of upstream input volume. 
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Figure 6-32: Cumulative Flow of Surface Upstream Input, Downstream Output and the 
Interface Flow from Surface to Groundwater Domain 
 
Among the water flow from the surface to the subsurface, part of it contributed to the 
streambed and stream bank saturation content increases, and the other part of the water flow 
out of the system through the downstream subsurface boundary. The balance equation is as 
follows: 𝐹!"#$%&'!!!! = 𝐹!"#$!!!! + 𝑉!"#$! + 𝑉!"#$%&'$(!                                   (6.9) 
 
Where: 𝑉!"#$! =𝐵𝑎𝑛𝑘  𝑣𝑜𝑙𝑢𝑚𝑒  ×𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛  𝑐𝑜𝑛𝑡𝑒𝑛𝑡!×𝑝𝑜𝑟𝑜𝑠𝑖𝑡𝑦 −𝐵𝑎𝑛𝑘  𝑣𝑜𝑙𝑢𝑚𝑒  ×𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛  𝑐𝑜𝑛𝑡𝑒𝑛𝑡!×𝑝𝑜𝑟𝑜𝑠𝑖𝑡𝑦                                                     (6.10) 𝑉!"#$%&'$(! = 𝑆𝑡𝑟𝑒𝑎𝑚𝑏𝑒𝑑  𝑣𝑜𝑙𝑢𝑚𝑒  ×𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛  𝑐𝑜𝑛𝑡𝑒𝑛𝑡!×𝑝𝑜𝑟𝑜𝑠𝑖𝑡𝑦 − 𝑆𝑡𝑟𝑒𝑎𝑚𝑏𝑒𝑑  𝑣𝑜𝑙𝑢𝑚𝑒  ×𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛  𝑐𝑜𝑛𝑡𝑒𝑛𝑡!×𝑝𝑜𝑟𝑜𝑠𝑖𝑡𝑦                  (6.11) 
 
The temporal variations of water volume in subsurface domain components are shown in 
Figure 6-33. Among the 2.8 % decrease of upstream input volume, 74.7 % of the water was 
stored in the streambed, while 24.9 % was stored in stream banks and the rest (0.4 %) of the 
water flowed though the downstream groundwater boundary. During the first four hours, 
streambed water volume increased rapidly as a result of the infiltration process. It reached the 
maximum value at the 4th hour, which was maintained until the 31st hour. Then, the streambed 
water volume gradually decreased as a result of lateral redistribution processes. The bank 
water volume changed relatively gradually compared with the streambed water volume 
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variations. The increase of the bank water volume was due to the lateral flow from the 
streambed as well as the surface water domain.  
 
 
Figure 6-33: Temporal Variations of Water Volume in Subsurface Domain Components, 
including Streambed, Bank and the Subsurface Downstream Boundary 
 
The reduction of the upstream flow magnitude is referred to as transition losses, which also 
include evaporation, overbank flow and water store in pools. According to Walters’s (1990) 
qualitative summary, transition loss varied substantially from being negligible to over 90 %. 
Antecedent moisture conditions largely affected the transition loss; Hughes (1992) found that 
75 % of upstream flow was lost in the first event, while 22 % was lost in the second event in 
an ephemeral stream in South Africa. In comparison, Cherwell Creek’s transition losses at the 
first flow event were small, which might be related to two factors. First, the presence of an 
impermeable layer has been found to decrease the transition loss (Crerar et al. 1988). Second, 
flow events high enough to induce overbank flow usually have a high proportion of transition 
losses, while during small to medium flow events, transmission losses are relatively small 
due to the limited area that allows for infiltration (Lange 2005). In this case, the maximum 
surface water level was less than the stream bank elevation (4 m).  
 
6.4.2.2 Salt Mass Budget Analysis 
 
The cumulative salt masses from the model upstream and downstream boundaries are 
compared in Figure 6-34. Although the cumulative water volume at the downstream 
boundary was lower than that at the upstream boundary (Figure 6-32), and water flow from 
-­‐1.00E+04	  
0.00E+00	  
1.00E+04	  
2.00E+04	  
3.00E+04	  
4.00E+04	  
0	   50	   100	   150	   200	   250	  
W
at
er
	  v
ol
um
e	  
(m
3 )
	  
Time	  (hour)	  
bed	   Bank	   GW	  DS	  
 113 
the surface domain to the groundwater domain, the downstream cumulative salt mass was 
slightly higher than the upstream cumulative salt mass. 
 
 
Figure 6-34: Cumulative Salt Masses for Upstream and Downstream Boundaries 
Calculated from the Model Simulation Results 
 
The conflicting results between cumulative water volumes and salt masses were found to be 
due to the diffusion and dispersion effects. As the streambed initial salt concentrations were 
set to be much higher than upstream average electrical conductivity, salt was transported to 
surface water through diffusion and dispersion. If the diffusion and dispersion coefficients in 
the model were set to zero, the cumulative salt mass results became consistent with 
cumulative water volume, as shown in Figure 6-35.  
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Figure 6-35: Cumulative Salt Mass for Upstream and Downstream Boundaries from 
Model Simulation Results, without Diffusion and Dispersion 
 
The temporal variations of salt mass in subsurface domain components are shown in Figure 
6-36. Salt masses in the streambed increased a small amount during the first four hours, 
which resulted from the infiltration process. Then, the salt masses in the streambed continued 
to decrease. At the end of the simulation, salt masses in the streambed decreased to 46 % of 
the initial amount. The decreased salt masses in the streambed mainly contributed to stream 
bank concentration increases along with the water redistribution process during the recession 
period. 
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Figure 6-36: Temporal Variations of Salt Mass in Subsurface Domain Components, 
including Streambed, Bank and the Subsurface Downstream Boundary 
 
6.4.3  Sensitivity Analysis 
 
Uncertainties in the model input can affect the simulation results.  To evaluate the effects of 
these uncertainties on simulation results, sensitivity analyses were performed. The evaluated 
factors include stream bank hydraulic conductivity, stream bank salt storage and the initial 
condition.  
 
6.4.3.1 Stream Bank Hydraulic Conductivity 
 
According to Hayes’s (2009) report, the stream bank hydraulic conductivity in this region 
ranges between 0.0063 to 0.41 m/h, which is within the range of documented hydraulic 
conductivity for sandy clay soil (Domenico and Schwartz, 1990). The maximum and 
minimum hydraulic conductivities are 1025% and 16% of the original, respectively. The 
maximum and minimum stream bank hydraulic conductivities were assigned to the model. 
The simulation results were compared with the result using the original hydraulic 
conductivity to evaluate the effects of varying stream bank hydraulic conductivity on the 
stream bank water volume and the downstream flux. 
 
Figure 6-37 shows the temporal variations of stream bank water volume with different stream 
bank hydraulic conductivities over the simulation period. According to Figure 6-37, the effect 
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of varying bank hydraulic conductivity on stream bank water volumes was significant for this 
losing stream. At the end of the simulation, bank water volumes with the maximum and 
minimum bank hydraulic conductivity were 262% and 33% of the original, respectively.  
 
 
Figure 6-37: Effect of Varying Bank Hydraulic Conductivity on Stream Bank Water 
Volumes 
 
The relationship between hydraulic conductivity variation and bank water volume variation 
was investigated to provide insight into how hydraulic conductivity affects bank water 
volume. The ratios of stream bank water volume changing rates between simulations with 
different hydraulic conductivities were calculated (Figure 6-38). It was found that the ratio of 
stream bank water volume changing rates tended to be the ratio of different hydraulic 
conductivities at the beginning of simulation. Along with time, the ratio decreased quickly.  
 
According to equation A.1, flow in unsaturated zones is complex, depending on hydraulic 
conductivity, head gradient and relative permeability.  Using the comparison between the 
maximum and original hydraulic conductivity as an example, at the beginning of the 
simulation, the only difference between them was the hydraulic conductivity. Thus the ratio 
of stream bank water volume changing rates（the volume of stream bank water varies per 
time unit）between the maximum and original was close to 10.25 at the beginning of 
simulation, which was the same as the ratio of hydraulic conductivity. For the simulation with 
maximum hydraulic conductivity, the higher bank flow leaded to higher bank water table, and 
consequent lower head gradients between channel and stream banks along with time. As a 
result, the effect of hydraulic conductivity variation on bank water volume was lessened over 
 117 
time. Therefore, the ratios of stream bank water volume changing rates between simulations 
decreased over time. 
 
 
Figure 6-38: Ratios of Stream Bank Water Volume Changing Rates between 
Simulations with Different Hydraulic Conductivities 
 
 
6.4.3.2 Bank Salt Storage 
 
The stream bank salt storage was initially set to zero, because this chapter primarily discussed 
the hypothesis in regards to whether streambed salt storage drove surface water salinity 
variations. To perform the sensitivity analysis, the salt storage in stream banks was set as 
0.078g/dm3, which was the same as the streambed salt storage.  
 
To evaluate the effects of stream bank salt storage on stream water salinity variations, the 
simulated downstream electrical conductivity was compared with the original simulation 
result. As shown in Figure 6-39, the bank salt storage has little impact on the downstream 
electrical conductivity. According to the lateral process analysis (Section 6.4.1.3), the lateral 
flow direction was from stream to lateral stream banks. Thus this result is reasonable as the 
transport is dominated by advection process, and there is no hydrological process transporting 
salt from stream banks to the stream. 
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Figure 6-39: Effect of Stream Bank Salt Storage on the Downstream Electrical 
Conductivity 
 
Salt mass variations in the stream banks were calculated and compared with the original, as 
shown in Figure 6-40. The salt masses were calculated based on the stream bank saturation 
contents and bank water salinities. With bank salt storage, bank salt mass increased 7,258 kg 
(from 1,304,576 kg to 1,311,834 kg). Without bank salt storage, the original bank salt mass 
increased 7,259 kg (from 0 kg to 7,259 kg). It was found that with stream bank salt storage, 
the variation of bank salt mass was still the same as the original, except for the initial value.  
 
 
Figure 6-40: Salt Mass Variations in Stream Banks with (red dots) and without (blue 
dots) Bank Salt Storage 
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6.4.3.3  Overland Flow  
 
The initial hydraulic condition in the original model was set as dry to investigate the 
processes at the beginning of wet season. According to the rainfall record in Moranbah 
(BOM, 2013), there was a 31mm rainfall event in 29/01/2012, the day when the flow event 
commenced. The effects of rainfall and consequent overland flow on the flow and salt 
transport processes in the system were investigated in this section. The accurate starting time, 
duration and intensity of the rainfall event were unknown. A few assumptions and 
adjustments were made when the rainfall event was included in the model simulation.   
1. The starting time of the rainfall was set as the same as the time when upstream flow 
occurred, which was the 29/01/2012 at 19:20. 
2. Three scenarios with rainfall durations of 1 hour (scenario 1), 2 hours (scenario 2) and 
5 hours (scenario 3) were simulated. In every scenario, the intensity of the rainfall was 
assumed to be spatially and temporally uniform. 
3. In the original model, the bank slope perpendicular to the channel was zero. In the 
scenarios with rainfall, the bank slope was set to be 0.001, which was the same as the 
longitudinal slope parallel to the channel.  
 
The simulated downstream fluxes from the three scenarios were compared with the original 
simulation and the DS measurements, as shown in Figure 6-41. According to Figure 6-41, the 
effects of this rainfall event and consequent overland flow on the downstream flux was 
mainly exhibited during the first six hours. The effects of rainfall and consequent overland 
flow on the downstream flux included earlier arrival of the water front and higher peak 
flow.  In addition, the effects were more pronounced for the higher rainfall intensity 
scenarios.   
 
Since the effects of rainfall and overland flow on downstream flux are known, the 
significance of overland flow on downstream flux in the first flow event can then be 
evaluated. Compared with the DS measurements, the original simulated downstream flux had 
lower flow between the 4th and the 10th hour. The comparison between the original simulation 
and the scenarios with rainfall suggested the rainfall event and consequent overland flow led 
to higher streamflow. Thus the effects of rainfall and overland flow on downstream flux were 
opposite to the differences between station measurements and simulation results. These 
results suggested that the significance of overland flow in this flow event was low.  
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Figure 6-41: Effects of Rainfall with Different Intensity and Overland Flow on 
Downstream Flux 
 
The effects of rainfall and overland flow on the hydrological processes in this system were 
further investigated. At first, the fate of rainfall water was tracked for the three scenarios, as 
shown in Figure 6-42. For scenario 1, 53.9% of rainfall water contributed to bank water 
volume increase through infiltration, while 42.0% of rainfall water became stream water 
through overland flow, and the rest (4.1% of rainfall water) was lost at of the downstream 
boundary through overland flow. For scenario 2, the proportions are 62.7%, 33.9%, and 
3.4%, respectively. For scenario 3, the proportions are 91%, 8.2%, and 0.8%, respectively. 
These differences explain changes in the downstream flux (Figure 6-41) between the three 
scenarios why the higher rainfall intensity scenario has higher peak flow. That is, higher 
intensity rainfall is more likely to exceed stream bank infiltration capacity, and therefore lead 
to more overbank flow. 
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Figure 6-42: Fate of Rainfall Water in Different Scenarios 
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The pattern of overland flow at the stream bank surface was also characterised. The flow 
velocity distribution at the 2nd hour of scenario 2 is illustrated in Figure 6-43 as an example.  
As shown in Figure 6-43, the general flow velocity direction was towards the downstream of 
the channel.  The horizontal flow velocity increased from the lateral boundaries to the middle 
of the domain. When it was close to channel (Y=650 m), the flow direction became almost 
horizontal.  The overland flow pattern was similar for other times and scenarios.   
 
Figure 6-43: Flow Velocity Distribution of Overland Flow 
 
As overland flow contributes to stream runoff, the effects of overland flow on the 
hydrological conditions in the streambed were investigated as well. The vertical profiles of 
the streambed saturation content at the downstream boundary of the three scenarios are 
shown in Figure 6-44. For scenario 1, the streambed became fully saturated within the first 
hour. For scenario 2, the saturation process took 2 hours. This result is consistent with the 
previous analysis, because higher overland flow and consequent higher channel water tables 
in scenario 1 led to a higher infiltration rate. For scenario 3, overland flow was relatively non-
significant, since it only infiltrated 0.25 m at the third hour. The streambed became fully 
saturated at the fourth hour, mostly due to the arrival of the upstream pulse. Overall, with the 
rainfall and overland flow, the processes in streambed changed significantly. In the original 
simulation, the dry streambed was infiltrated by the upstream pulse. In the three scenarios, 
with rainfall included, the streambed was fully or partially saturated when the upstream pulse 
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arrived, as a result of overland flow infiltration. These results suggested that the hydrological 
processes in ephemeral streams were sensitive to rainfall conditions. 
 
 
Figure 6-44: Vertical Profiles of the Streambed Saturation Content at the Downstream 
Boundary of the Three Scenarios 
 
The effects of rainfall and overland flow on the electrical conductivity variations were 
analysed. The downstream electrical conductivities from the three rainfall scenarios were 
compared with the scenario with bank salt storage included and the DS station measurements, 
as show in Figure 6-45a. The major difference between the scenarios with and without 
rainfall, were exhibited at the beginning of the flow event. In the original scenario, the 
electrical conductivity was zero before the water front arrived downstream. In the scenarios 
with rainfall included, the electrical conductivity ranged between 130 to 350 µS/cm during 
that period (t<3.9 hour), as shown in Figure 6-45b. The DS measured electrical conductivity 
ranges between 2100 and 2280 µS/cm at the beginning of this flow event, and the high 
electrical conductivity lasted until the 17th hour.  
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Figure 6-45: Effects of Rainfall and Overland Flow on the Downstream Electrical 
Conductivity Variations 
 
Considering the hydrological processes analysed earlier in this section, overland flow 
contributes to surface runoff and saturates the streambed; thus, the continuous electrical 
conductivity during the first four hours in the scenarios with rainfall is likely to be caused by 
overland flow. To check the source of the high electrical conductivity, the stream bank salt 
mass dynamics were calculated.  
 
As shown in Figure 6-46, stream bank salt mass in the three scenarios with rainfall decreased 
rapidly at the beginning, and then increased gradually during the recession period. In 
addition, the decrease of salt mass at the beginning increased with rainfall intensity. This was 
because with higher rainfall intensity, more rainfall water became overland flow, and carried 
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more salt mass from the stream banks to stream. The flushed bank salt masses were 1.5%, 
1.3% and 0.3% of the initial stream bank salt for the three scenarios, respectively. After the 
rapid decrease at the beginning, the gradual increase pattern for the three scenarios was 
almost parallel to the original scenario. At the end of simulation, the scenario with the highest 
rainfall intensity (scenario 1) had the least bank salt storage left.  
 
 
Figure 6-46: Effects of Rainfall with Different Intensity on Bank Salt Mass 
 
In conclusion, sensitivity analyses of stream bank hydraulic conductivity, stream bank salt 
storage, rainfall and consequent overland flow were performed. Varying stream bank 
hydraulic conductivity has a significant influence on the stream bank water volume and a 
non-significant influence on the downstream flux. With stream bank salt storage, the 
downstream electrical conductivity is negligibly affected. Rainfall and consequent overland 
flow affect the hydraulic condition and salt transport in the system, especially in the 
streambed. Comparison between the field measured and simulated downstream flux 
suggested that overland flow is non-significant for this flow event. Rainfall events with 
different intensities have different impacts on the system. Higher intensity rainfall leads to 
earlier water front arrival, higher peak flow and more bank salt mass loss. These results 
suggested that the hydrological processes and salt transport in ephemeral streams were 
sensitive to rainfall conditions. 
 
 
6.5  Conclusions and Recommendations  
6.5.1 Summary of Findings 
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In summary, the three-dimensional flow and transport processes of the first flow event for an 
ephemeral stream, namely, Cherwell Creek were simulated by MODHMS. A dry streambed 
with the sediment salt storage, measured in Chapter 4, was set up as the initiation in the 
model. The simulated flow results were calibrated against the station D monitored flow. 
According to the simulation results, the flow regime was dominated by the vertical 
infiltration process at the beginning under the unsaturated streambed condition. The 
simulated maximum infiltration velocity was 1.7 m/h. Lateral flow slowly redistributed the 
subsurface water during the recession period and increased the stream bank moisture until the 
end of the simulation. The lateral hydrological head distributions of simulation results 
showed good agreement with Lockington’s (1997) analytical solution. At the end of the 
simulation (200 h), simulation results suggested that the lateral flow affected areas 40 m 
away from the stream. In all, the flow direction was always from the surface domain to the 
subsurface domain. In terms of salt transport, salt storage in the streambed was found to have 
negligible impact on the surface water salinity variations. The simulated high values of 
electrical conductivity in surface water at the beginning of the flow event were found to be 
due to dispersion and diffusion effects.  
 
Water volume and salt mass balances were examined to identify the controlling processes of 
flow and salinity variations. The transition losses in Cherwell Creek were 2.8 % of upstream 
flow volume. Among the transition losses, 74.7 % of the water was stored in the streambed, 
while 24.9 % was stored in stream banks and the rest (0.4 %) of the water flowed through the 
downstream subsurface boundary. Salt storage in the streambed decreased to half of the initial 
concentrations at the end of the simulation due to redistribution to stream banks.  
 
Sensitivity analyses of stream bank hydraulic conductivity, stream bank salt storage, rainfall 
and consequent overland flow were performed. Varying stream bank hydraulic conductivity 
exerted a significant influence on the stream bank water volume and a non-significant 
influence on the downstream flux. The downstream electrical conductivity was hardly 
impacted by the stream bank salt storage. Rainfall and consequent overland flow affected the 
hydraulic conditions and salt transport in the system, especially in the streambed. 
Comparisons between the field measured and simulated downstream flux suggested that 
overland flow is non-significant for this flow event. Higher intensity rainfall led to earlier 
water front arrival, higher peak flow and more bank salt mass loss.   
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6.5.2 Limitations of the Current Study and Recommendations for Future 
Investigations 
 
This study is hindered by the scarcity of hydrogeological data in Cherwell Creek, so it was 
necessary to make assumptions to simplify the problem. Assumptions that were made in the 
numerical model formulation and parameterization, and other, associated limitations, are 
summarized below.  
 
1) Cherwell Creek was simplified as a straight channel. No geomorphologic features, like 
reach scale or bedform scale meanders, were simulated.  Thus, it was not surprising to 
find that the stream was in a fully losing condition at the beginning of the wet season 
under the model setup condition. If geomorphic features were included in the simulation, 
upwelling of subsurface water to surface water could occur in Cherwell Creek.   
 
2) The focus in the model was the upstream surface pulse-induced reconnection between 
streambed and surface water; thus the effects of different boundary conditions on the 
processes were neglected. The upstream boundary for the groundwater domain was set as 
a no flow boundary. The lateral boundaries were assumed to be no flow boundaries too. 
The clay layer beneath the streambed was considered to isolate the streambed from 
deeper aquifer, thus no flow boundary was employed at the bottom of the model. In 
addition, surface water in the model originated from upstream pulse, and other processes 
that may contribute to runoff generation on the way downstream, were not included, such 
as rainfall-induced overland saturation-excess flow and subsurface lateral flow.  
 
3) Sediment properties within the streambed and stream bank were considered to be 
uniform. Although heterogeneity of sediment may cause variations in flow path and 
residence time (Cardenas et al. 2004; Salehin et al. 2004), this effect was neglected.  
  
4) Bank salinity was set as zero. Reconnection between surface water and bank salt storage 
was not investigated in the study. Variations of salt storage distribution in the streambed 
were not considered. The average value of salt storage was uniformly assigned to 
streambed.  
 
Based on the findings and limitations of the present study, areas which require further 
investigation are recommended: 
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1) Further improvements could be made in the parameterisation of the model. In particular, 
the spatial and temporal variations of hydraulic conductivity can be measured and 
incorporated into the model. 
 
2) Stream bank salt storage can be measured and included in model simulations. For 
MODHMS, a package with evaporation-induced solute precipitation and rewetting-
induced remobilisation is recommended for better simulation of solute transport, 
together with unsaturated flow. 
 
3) Flume experiment investigation on the wetting front advancement within dry streambed 
is required to verify the numerical model simulation and achieve a better understanding 
of the hydrological process during the wetting period in ephemeral streams. 
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Chapter 7  Synthesis of Ephemeral Stream Salt Transport  
 
7.1  Introduction 
 
Key processes of the salt transport in ephemeral streams were discussed in Chapter 4, 
Chapter 5 and Chapter 6. These processes included salt storage in streambed sediments as a 
result of the drying process, the hydrological processes within the streambed meander during 
low flow periods, and the fate of streambed stored salt during rewetting. This chapter 
synthesises the discussions from Chapter 4 to Chapter 6, with the objective of highlighting 
the transitional period in the ephemeral stream streambed, and to discuss the effects of 
ephemeral stream hydrodynamics on hydrological and salt transport processes in general.  
 
7.2  Transitional period in ephemeral stream streambed 
 
There is a clay layer beneath the streambed within the alluvium of Cherwell Creek. The clay 
layer was reported by Bailey (2010), and was encountered when piezometers were installed. 
The low permeability of the clay layer isolates the Cherwell Creek alluvium from the regional 
groundwater aquifer most of the time. In such a system, the interaction between surface water 
and groundwater is different from the traditionally discussed interaction. 
As shown in Figure 6-1, when surface water is connected with the regional groundwater 
aquifer, the interaction between surface water and groundwater can be classified as either 
losing (model C) or gaining (model D). When there is no shallow groundwater aquifer, as 
shown in model A, Newman et al. (2006) suggested there is no direct interaction between 
surface water and groundwater. However, Brunner et al. (2011) pointed out that the definition 
of disconnection between surface water and groundwater was vague. They suggested for the 
disconnected condition, an unsaturated zone between the streambed and water table should be 
identified. The conditions in Cherwell Creek are not included in the definition of the 
disconnected condition, proposed by Brunner et al. (2011). As there is a clay layer beneath 
the streambed, Cherwell Creek streambed can change from a dry condition to a fully 
saturated condition within a short time. Although there is little regional groundwater in 
Cherwell Creek alluvium, subsurface water in Cherwell Creek streambed, originating from 
surface water, may have characteristics of groundwater after the flow event commences. 
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Thus, an interaction between surface water and groundwater may occur in Cherwell Creek, 
without the engagement of groundwater aquifer. There may be further need to amend the 
definitions of connection, disconnection, and interactions between surface water and 
groundwater. This work has demonstrated that ephemeral stream hydrology is extremely 
complex and requires further investigation.  
 
The definition of the hyporheic zone under connected conditions was reviewed in Section 
2.1. Although the hyporheic zone has been defined from multiple perspectives, there is a 
general agreement that the hyporheic zone is located at the interface between surface water 
and groundwater. Under disconnected conditions, only a few studies have touched on the 
topic of the hyporheic zone. Newman et al. (2006) claimed that there was no hyporheic zone 
when surface water and groundwater was disconnected. However, Fox and Durnford (2003) 
referred to the unsaturated zone between the streambed and the watertable as the hyporheic 
zone. 
 
In Chapter 6, the transition processes from a dry streambed to a fully saturated streambed 
during rewetting were simulated using MODHMS. With the presence of a clay layer, the 
streambed over a distance of 13 km was fully saturated within four hours. In contrast, without 
a clay layer, the travel time for surface water to reach the deep watertable through seepage 
can be tens to hundreds of years (Newman et al. 2006). The development of such a saturate 
near stream zone provides necessary conditions for occurrences of hyporheic exchange at the 
beginning of flow events. Although the geomorphic features-induced hyporheic exchange 
process was not included in the simulation, the study has provided an insight into 
hydrological conditions in the streambed and stream banks, which set the context of 
hyporheic exchange.  
 
7.3  Effects of Ephemeral Stream Hydrodynamics on the Subsurface 
Hydrological Processes 
 
Stream flow and salinity of Cherwell Creek exhibit a high degree of temporal variability. The 
variability is not only in terms of seasonal variations, but also within every single flow event. 
For example, for the first flow event of Cherwell Creek during the 2011/2012 wet season, 
flow decreased from 109 m3/s to 12 m3/s within 6 hours at station U (Figure 6-6a). Such 
significant and abrupt flow variations rarely occur for perennial streams.  
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In Chapter 5, the hydraulic head distributions within the bedform meanders were found to be 
highest at the centre of the bedform meanders, and decreased towards the sides of the 
meanders (Figure 5-1 and Figure 5-2). These hydraulic head distributions indicate that the 
drainage process dominated the hydrological processes within the bedform meanders. This 
result reflects the difference between bedform meanders and reach scale meanders, as 
discussed in Chapter 5, but the effects of ephemeral stream hydrodynamics on the results 
should also be considered. The measured hydraulic head distributions within the bedform 
meanders were consequences of abrupt surface water level variations in Cherwell Creek. As 
water level variations in perennial streams are much slower and smaller, this distribution is 
unlikely to occur in bedform meanders within perennial streams. However, since there is no 
research on the bedform meander-related processes in perennial streams, a direct comparison 
with this work cannot be made. Further research is required to understand the influence that 
bedform meanders may have on hyporheic exchange processes in perennial streams and other 
types of ephemeral streams.   
 
Nevertheless, this finding has significant implications on the hydrological process studies of 
ephemeral streams. Taking the meander studies as an example, hydrological investigations of 
meanders normally focus on the horizontal, two-dimensional processes, as the hydraulic head 
gradients are induced between the upstream and downstream of the meander. For ephemeral 
streams, vertical processes cannot be neglected. Depending on the time after abrupt stage 
variations, vertical hydraulic head gradients might be much greater than that of horizontal 
hydraulic head gradients, and consequently, might overwhelm the hydraulic effects caused by 
the bedform meanders. Therefore, for the bedform meanders in ephemeral streams, three-
dimensional investigations are essential. Furthermore, previous investigations about the 
effects of stream flow variations on hyporheic exchange were mainly conducted by the 
comparisons of the hyporheic zone characteristics under different flow conditions. 
Commonly compared characteristics include the hyporheic zone extent, residence time, and 
exchange coefficient. In other words, it was more like comparisons between static statuses at 
different flow conditions, instead of the dynamics between flow variations. The effects of 
discharge variation rate on the processes in the hyporheic zone require further investigations, 
especially for ephemeral streams. 
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7.4  Processes Controlling Stream Salinity Variations 
 
Following the rationale that once connections between salt storage zones and streams are 
made, solute flushing will be induced (Boyer et al. 1997; Vink et al. 2007), this study 
hypothesised that the streambed salt storage could impact stream water salinity variations. To 
test this hypothesis, the streambed salt storage at different times over a wet season was 
quantified. The hydrological and transport processes after runoff were generated and 
connected, and the streambed and surface water were simulated. In addition, system 
modelling was employed to quantify the contribution of the streambed salt storage on stream 
salt load dynamics. The scope of this study was to assess the effects of streambed salt storage 
on stream salinity variations during transport from the upstream to the downstream of the 
creek. Causes of salinity variations at station U, when runoff was generated, were not within 
the scope of this study. 
 
According to the results of this study, it is unlikely that streambed salt storage affects surface 
water salinity dynamics significantly or contributes to the spike in electrical conductivity 
prior to peak flow. The reasons are discussed below.  
 
First, the concentrations of streambed sediment extracted salt prior to the first flow event, 
(Figure 4-10) were similar to the average value of stream water salinity of the first flow event 
(Figure 6-6c). However, the salt storage was much lower than the spike in electrical 
conductivity prior to peak flow. Thus, the streambed salt storage was not sufficiently 
significant to support noteworthy stream water salinity variations. Since stream water is 
generated from multiple sources, it is essential that the major source of stream water salinity 
salt concentrations is much higher than stream water peak salt concentrations. For example, 
where the riparian zone upper sediment is identified as the major source of stream DOC, the 
riparian zone average DOC concentration is around 10 times that of the peak stream water 
DOC concentration (Boyer et al. 1997). The streambed has lower solute storages than the 
riparian zone might, because it experiences more frequent flushes than the riparian zone 
(Scanlon 2004). In some cases at the riparian zone, even when high flow events occur, there 
are areas with high solute concentrations that are not being flushed (Bishop et al. 1993). As 
shown by the simulation results in Chapter 6, salt mass decreased along the flow direction 
within the streambed, suggesting salt was transported downstream within the streambed.   
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Second, the current results suggest the hydrological processes at the beginning of the wet 
season do not support salt flushing from the streambed to stream. As the rewetting simulation 
results in Chapter 6 suggested, Cherwell Creek was under a losing condition and no upward 
flow from streambed to stream was induced. Although geomorphic features may induce 
upward flow into stream, the flux was unlikely to be significant.  
 
The possibility of hyporheic exchange affecting surface water salinities was roughly 
calculated, based on the data of Aspen Creek and Rio Calaveras, New Mexico. Using 
MODFLOW and field measurements of groundwater flow system, Wroblicky et al. (1998) 
delineated the lateral hyporheic flowpaths and quantified the exchange fluxes. Net rates of 
exchange during low flow conditions were 20 l/day per meter reach length for Aspen creek. 
The stream discharge was 1.5 l/s during low flow conditions, with an average surface velocity 
of 0.15 m/s (Morrice et al. 1997). Thus, hyporheic exchange flux constituted 2.3×10-3 % of 
surface discharge during low flow conditions at Aspen Creek. For Rio Calaveras, the 
proportion was 2.7×10-4 %. Although hyporheic exchange varied with the stream discharge, 
and the variation pattern and magnitude differed between systems, maximum seasonal 
hyporheic exchange differences were reported to be around 5 to 10 times (Harvey et al. 1996; 
Morrice et al. 1997). For Cherwell Creek in this study, although hyporheic exchange induced 
by morphology variations was not simulated, the possibility of a large amount of upward 
flow from the hyporheic zone to stream was regarded to be low. 
 
Streambed salt storage is unlikely to drive significant stream salinity variations during the 
transport processes between upstream and downstream at Cherwell Creek, considering the 
salinity differences between surface water and streambed. No study has been conducted to 
investigate the runoff generation mechanisms in the Fitzroy Catchment. No information is 
available for the hydrological conditions on the riparian zone of Cherwell Creek. The 
possibility of other processes (lateral subsurface flow in particular) causing salinity variations 
in Cherwell Creek, and especially the peak electrical conductivity, can only be assessed based 
on limited information.  
 
The rising limb of Cherwell Creek hydrographs are usually steep, and the duration of high 
electrical conductivity prior to peak flow is short. Therefore, the process controlling the high 
electrical conductivities should be able to transport high salinity water within a short time. 
Sediments near the surface of the riparian zone are likely to have high transmissivities, and 
thus, may provide the potential for fast solute delivery (Bishop et al. 2004). McGlynn and 
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McDonnell (2003) suggested that a rainfall or wetness threshold was required before large 
amounts of DOC can be flushed into stream. According to the rainfall record measured at 
Moranbah airport weather station (BOM 2013), the first runoff of the 2011/2012 wet season 
was triggered by a 30.8 mm rainfall event (27/1/2012), but the cumulative rainfall within the 
month prior to that event was 199 mm. Therefore, it is possible that the riparian zone of 
Cherwell Creek had become nearly saturated before the first runoff and the lateral subsurface 
flow contributed to Cherwell Creek’s first salt flush. Investigations on runoff generation and 
the riparian zone salt storage would be useful to help identify the controlling factors of stream 
water salinity variations in this area.  
 
7.5  Implications for Saline Discharge Regulation 
 
This research was motivated by portentous water management problems due to the 
accumulation in recent years of large volumes of saline water within the Bowen Basin coal 
mines. To help inform process-based saline discharge criteria within ephemeral streams, the 
hydrological and salt transport processes at the beginning of a wet season and during low 
flow conditions were investigated. 
 
At the beginning of the wet season, model simulation results showed surface water infiltrated 
to the streambed, and then subsurface water redistributed to the stream banks. After the 
streambed got fully saturated, surface water flow downstream with little exchange between 
subsurface water. It implied that if saline water were discharged to the stream at the 
beginning of wet season, saline water would flow directly into the streambed and stream 
banks and stay there until the next flow event commences. However, if saline water were 
discharged to the stream after the streambed got fully saturated, saline water was unlikely to 
disturb the subsurface environment. During the recession periods, field measurements 
indicated little exchange between surface water and subsurface water， and surface water 
slowly drained downwards. This indicated that saline discharge during the recession periods 
should be suitable for the subsurface environment. However, the discharge cannot last to the 
ending stage of the flow event as saline water would drain into the streambed and stayed 
there until the next flow event commences. 
The findings from this study indicated that the period between streambed got fully saturated 
and the ending stage of the flow event might be suitable for saline discharge.  However, 
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ephemeral stream flow varies extremely not only in event scale, but also in seasonal and 
annual scale. Investigations over longer time scales (years to decades) are recommended. 
7.6  Conclusions  
In summary, key processes of the salt transport in ephemeral streams were investigated in this 
study. The transitional period in ephemeral stream streambed was characterised by numerical 
simulations for the first time. A key difference between the flow processes driven by bedform 
scale and reach scale meanders during recession period was revealed in field measurements. 
Streambed salt storage and release during drying and rewetting periods were quantified. The 
roles of different processes in controlling salt transport in ephemeral streams were identified. 
This study helps inform process-based saline discharge criteria within ephemeral streams.   
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Chapter 8  Conclusions and Future Work  
 
In recent years, extremely high rainfall events have aggravated the accumulation of saline 
water in the Bowen Basin mine sites and have led to serious water management problems. To 
alleviate concerns with saline water accumulation, a better understanding of salt transport in 
ephemeral streams is required. However, fundamental knowledge is lacking on salt transport 
processes in the hyporheic zone in ephemeral streams, especially during the transitional 
periods. This thesis investigated the hydrological and salt transport processes in the hyporheic 
zone during drying (Chapter 4), recession (Chapter 5) and rewetting (Chapter 6) periods of an 
ephemeral stream.   
 
8.1  Summary of Findings 
8.1.1 Streambed Salt Storage and Release During Drying and Wetting periods in an 
Ephemeral Stream 
 
Ephemeral streams are different from perennial streams as there are frequent droughts. Salt 
may precipitate in the streambed during drying periods. Thus, the first objective is to quantify 
the salt storage in the streambed sediments (Chapter 4).  
 
To address this objective, streambed sediments of Cherwell Creek were collected five times 
at different stages of the 2011/2012 wet season. Sediment salt extraction experiment results 
showed that the ratio between streambed salt storage and groundwater salinities were 
between 0.67 and 2.5. Spatial and temporal variations of sediment salt storage were 
significant. Factors that might affect streambed salt storage spatial and temporal variations 
were investigated. Spatially, surface sediment salt storage was very much affected by 
streambed surface elevations. Salt precipitated less in the areas with higher surface 
elevations, probably because the water table depths exceeded the maximum capillary heights. 
For the areas with lower surface elevations, surface salt storage varied significantly, which 
might be due to the effects of surface water and groundwater salinity spatial variations in the 
drying periods. Longitudinally, the upstream salt storage was larger than the downstream salt 
storage during the fourth sediment collection. In addition, the differences between upstream 
salt storage and downstream salt storage decreased during the fifth sediment collection. This 
result indicated that salt was flushed from upstream to downstream during the flow event 
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between the two collections. Temporally, salt storage in sediments as well as groundwater 
salinities decreased at the beginning of the wet season, reached the lowest values in the 
middle of the wet season, and then kept increasing until the end of the wet season. The 
expected high values of salt storage at the beginning of the wet season were not found, which 
was probably due to the rainfall events before the sediment collection. The amounts of 
streambed salt storage were found to increase with the duration of evaporation, while the salt 
storage rates decreased over the evaporation period. 
 
8.1.2 Field Measurements of Bedform Meander 
 
Low flow conditions are dominant in Cherwell Creek. Under low flow conditions, stream 
water flows along the bedform meanders. It was hypothesised that bedform scale meanders 
could drive hyporheic exchange, and consequently, affect the surface water salinities in 
Cherwell Creek. In Chapter 5, field measurement results of bedform scale meanders in 
relation to hydraulic head and salinity variations at both Cherwell Creek and Isaac River were 
presented. The hydrological processes driven by the bedform meanders, and the associated 
salt transport processes, were investigated.  
 
Due to the characteristics of ephemeral stream hydrographs and safety reasons, the field 
measurements can only be conducted during the recession periods. Vertical hydraulic head 
gradients suggested that Cherwell Creek was under a losing condition. Subsurface water 
tables were found to be the highest at the centres of the bedform meanders and decreased 
towards the sides of meanders, following the streambed surface morphologies. The expected 
hyporheic exchange, driven by bedform meanders, was not observed at these sites, probably 
due to the low sinuosities of the meanders and the losing conditions. The measured 
subsurface head distributions revealed a key difference between the flow processes driven by 
bedform scale and reach scale meanders for the first time. The difference is likely to be 
related to the different hydrological conditions experienced by the bedform scale and reach 
scale meanders. Since a bedform meander is submerged by surface water during peak flow 
periods, during recession periods subsurface water within a bedform meander is likely to be 
dominated by the drainage and evaporation processes. In contrast, the land surface of a reach 
scale meander is always above the water table. In terms of salt transport, subsurface water 
salinities within the bedform meanders were found to increase in the downstream direction, 
suggesting salt was transported to downstream within the streambed.  
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The revealed difference between the hydrological processes driven by bedform and reach 
scale meanders demonstrated the complexity of ephemeral stream hydrological processes. 
Given the extreme dynamics of ephemeral stream flow, the dominant geological feature that 
controls the hydrological processes in ephemeral streams is expected to shift between 
different scales. In addition, the observed hydraulic head distribution within the bedform 
meander during the recession period would benefit from further research that focuses on 
solute and biota distribution in ephemeral streams.  
8.1.3 Initial Flush in Cherwell Creek 
 
The rewetting processes in Cherwell Creek during the first flow event of the 2011/2012 wet 
season were examined in Chapter 6. In addition, whether salt was flushed from the streambed 
to surface water along with the rewetting processes was analysed. 
 
The fully coupled surface/groundwater model, MODHMS was employed to simulate the 
three-dimensional flow and transport processes of the first flow event for Cherwell Creek. A 
dry streambed with sediment salt storage, as measured in Chapter 4, was set up as the 
initiation in the model. The simulated flow results were calibrated against the station 
measurements. According to the simulation results, at the beginning of the flow event, the 
flow regime was dominated by the vertical infiltration process under the unsaturated 
streambed condition. The simulated maximum infiltration velocity was 1.7 m/h. During the 
recession period, lateral flow slowly redistributed the subsurface water and increased the 
stream bank moisture contents until the end of the simulation (200 h). The lateral hydraulic 
head distributions of simulation results demonstrated good agreement with Lockington’s 
(1997) analytical solution. Simulation results suggested that the lateral flow affected areas 40 
m away from the stream at the end of the simulation. In all, the flow direction was always 
from the surface domain to the subsurface domain. In terms of salt transport, salt storage in 
the streambed had little impact on the surface water salinity. The simulated high values of 
electrical conductivity in surface water at the beginning of the flow event were found to be 
due to dispersion and diffusion effects.  
 
Water volume and salt mass balances were examined to identify the controlling processes of 
flow and salinity variations. The transition losses in Cherwell Creek were 2.8 % of upstream 
flow volume. Among the transition losses, 74.7 % of the water was stored in the streambed, 
while 24.9 % of the water was stored in the stream banks, and the rest (0.4 %) of the water 
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flowed through the downstream subsurface boundary. Salt storage in the streambed decreased 
to half that of the initial storage by the end of the simulation due to redistribution to the 
stream banks.  
 
It was not surprising to find that the stream was in a fully losing condition at the beginning of 
the wet season under the model setup conditions. However, as geomorphic features were not 
included in the simulation, it was acknowledged that upwelling of subsurface water to surface 
could nevertheless occur in Cherwell Creek during rewetting.  
 
The numerical simulations provided insight into the intensity and time-scales of the 
hydrological processes of the ephemeral stream during the rewetting period. The fate of the 
salt stored in the streambed was quantitatively analysed. The simulations suggested that the 
salt stored in the streambed had little impact on the surface water salinity when rewetting 
occurred. This study provided implications for saline discharge regulation during rewetting 
and recession periods.  
 
8.2   Future Work 
 
The findings of this study have identified a number of areas for future research. These areas 
can be summarized by the following related topics. 
 
8.2.1 Flume Experiment 
 
A flume experiment with bedform meander morphology is recommended to further 
investigate the field-measured processes during the recession periods. The flume could be 
provided with high water level at the beginning and followed by the drainage and evaporation 
processes. In particular, effects of streambed surface morphology and water level variation 
rate on subsurface water table distributions and flow processes could be investigated.  
 
A flume experiment investigation on the wetting front advancement within a dry streambed is 
recommended. This research can help to verify the numerical model simulations and achieve 
a better understanding of the hydrological process during the rewetting in ephemeral streams.  
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8.2.2 Modelling 
 
In terms of numerical modelling, further improvements could be done in the parameterization 
of the MODHMS model. In particular, the spatial as well as temporal variations of hydraulic 
conductivity can be measured and incorporated into the model.   
 
Stream bank salt storage can be measured and incorporated in the model simulations. For 
MODHMS, a package with evaporation-induced solute precipitation and rewetting-induced 
remobilization is recommended for better simulations of solute transport, together with 
sediment saturation variations.  
 
The model developed in this study can be used as a tool to simulate further flow regime 
variations. In particular, when gaining conditions are induced through lateral subsurface flow, 
whether or not streambed salt storage contributes to surface water salinity, requires further 
investigations.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 141 
 
Reference  
 
Anderson, J. K., Wondzell, S. M., Gooseff, M. N. & Haggerty, R. (2005). Patterns in stream 
longitudinal profiles and implications for hyporheic exchange flow at the HJ Andrews 
Experimental Forest, Oregon, USA. Hydrological Processes, 19(15), 2931–2949. 
Arcement Jr, G. J., & Schneider, V. R.(1989) Guide for Selecting Manning's Roughness 
Coefficients for Natural Channels and Flood Plains United States Geological Survey 
Water-supply Paper 2339.  
Aumen, N. G. (1990). Concepts and methods for assessing solute dynamics in stream 
ecosystems. Journal of the North American Benthological Society, 9(2), 95–119. 
Badv, K. & Mahooti, A. (2005). Chloride transport in layered soil systems with hydraulic trap 
effect. Environmental Technology, 26(8), 885–898. 
Bahr, J. M. & Rubin, J. (1987). Direct comparison of kinetic and local equilibrium 
formulations for solute transport affected by surface reactions. Water Resources 
Research, 23(3), 438–452. 
Bailey, H. (2010). Grosvenor project environmental impact statement. Anglo Coal.  
Baker, M. A., Valett, H. M. & Dahm, C. N. (2000). Organic carbon supply and metabolism in 
a shallow groundwater ecosystem. Ecology, 81(11), 3133–3148. 
Baldwin, D., Rees, G., Mitchell, A., Watson, G. & Williams, J. (2006). The short-term effects 
of salinization on anaerobic nutrient cycling and microbial community structure in 
sediment from a freshwater wetland. Wetlands, 26(2), 455–464. 
Baldwin, D. S. & Mitchell, A. M. (2000). The effects of drying and re-flooding on the 
sediment and soil nutrient dynamics of lowland river-floodplain systems: A synthesis. 
Regulated Rivers: Research & Management, 16(5), 457–467. 
Bayani C. M. (2008). The effect of river bend morphology on flow and timescales of surface 
water-groundwater exchange across pointbars. Journal of Hydrology, 362(1–2), 134–
141. 
Bencala, K. E. & Walters, R. A. (1983). Simulation of solute transport in a mountain pool-
and-riffle stream: A transient storage model. Water Resources Research, 19(3), 718–
724. 
Bernal, S., Butturini, A. & Sabater, F. (2006). "Inferring nitrate sources through end member 
mixing analysis in an intermittent Mediterranean stream." Biogeochemistry 81(3): 
269-289. 
 142 
Beven, K. (2002). Runoff generation in semi-arid areas. In L. J. Bull & M. J. Kirkby (Eds.), 
Dryland rivers: Hydrology and geomorphology of semi-arid channels (pp. 57–105). 
Chichester: John Wiley & Sons. 
Bishop, K., Seibert, J., Köhler, S. & Laudon, H. (2004). Resolving the double paradox of 
rapidly mobilized old water with highly variable responses in runoff chemistry. 
Hydrological Processes, 18(1), 185–189. 
Blasch, K. W., Ferré, T. P. A., Hoffmann, J. P. & Fleming, J. B. (2006). Relative contributions 
of transient and steady state infiltration during ephemeral streamflow. Water 
Resources Research, 42(8). 
BMA. (2009). Caval Ridge Coal Mine Project—Environmental impact statement. BHP 
Billiton Mitsubishi Alliance. Retrived from http://www.dsdip.qld.gov.au/assessments-
and-approvals/caval-ridge-mine-part-of-the-bma-bowen-basin-coal-growth-
project.html 
Boano, F., Camporeale, C., Revelli, R. & Ridolfi, L. (2006). Sinuosity-driven hyporheic 
exchange in meandering rivers. Geophysical Research Letters, 33(18), L18406, 
doi:10.1029/2006GL027630. 
BOM. (2011). Climate data online. Retrieved from http://www.bom.gov.au/climate/data/ 
BOM. (2013). Climate data online. Retrieved from http://www.bom.gov.au/climate/data/. 
Boulton, A. J., Findlay, S., Marmonier, P., Stanley, E. H. & Valett, H. M. (1998). The 
functional significance of the hyporheic zone in streams and rivers. Annual Review of 
Ecology and Systematics, 29, 59–81. 
Boulton, A. J., Marmonier, P. & Davis, J.A. (1999). Hydrological exchange and subsurface 
water chemistry in streams varying in salinity in south-western Australia. 
International Journal of Salt Lake Research, 8, 361–382. 
Boyer, E. W., Hornberger, G. M., Bencala, K.E. & McKnight, D.M. (1997). Response 
characteristics of DOC flushing in an alpine catchment. Hydrological Processes, 
11(12), 1635–1647. 
Brunner, P., Cook, P. G. & Simmons, C. T. (2009). Hydrogeologic controls on disconnection 
between surface water and groundwater. Water Resources Research, 45(1), W01422. 
Brunner, P., Cook, P. G. & Simmons, C. T. (2011). Disconnected surface water and 
groundwater: From theory to practice. Ground Water, 49(4), 460–467. 
Brunner, P., Simmons, C. T., Cook, P. G. & Therrien, R. (2010). Modeling surface water–
groundwater interaction with MODFLOW: Some considerations. Ground Water, 
48(2), 174–180. 
 143 
Buttle, J. M. (1994). Isotope hydrograph separations and rapid delivery of pre-event water 
from drainage basins. Progress in Physical Geography,18(1), 16-41. 
Cardenas, M. B. (2008). Surface water-groundwater interface geomorphology leads to scaling 
of residence times. Geophysical Research Letters, 35(8), L08402, 
doi:10.1029/2008GL033753. 
Cardenas, M. B. (2009). Stream-aquifer interactions and hyporheic exchange in gaining and 
losing sinuous streams. Water Resources Research, 45, W06429, 
doi:10.1029/2008WR007651. 
Cardenas, M. B. & Wilson, J. L. (2006). The influence of ambient groundwater discharge on 
exchange zones induced by current-bedform interactions. Journal of Hydrology, 
331(1–2), 103–109. 
Cardenas, M. B., Wilson, J. L. & Zlotnik, V.A. (2004). Impact of heterogeneity, bed forms, 
and stream curvature on subchannel hyporheic exchange. Water Resources Research, 
40(8), W083071–W0830713. 
Chen, X. (1992). Evaporation from a salt encrusted sediment surface: Field and laboratory 
studies. Soil Research, 30(4), 429–442. 
Costa, A. C., Bronstert, A. & de Araújo, J. C. (2012). A channel transmission losses model for 
different dryland rivers. Hydrology and Earth System Sciences, 16(4), 1111–1135. 
Costa, A. C., Förster, S., de Araújo, J. C. & Bronstert, A. (2013). Analysis of channel 
transmission losses in a dryland river reach in north-eastern Brazil using streamflow 
series, groundwater level series and multi-temporal satellite data. Hydrological 
Processes, 27(7), 1046–1060. 
Costelloe, J. F., Grayson, R. B., McMahon, T. A. & Argent, R. M. (2005). Spatial and 
temporal variability of water salinity in an ephemeral, arid-zone river, central 
Australia. Hydrological Processes, 19(16), 3147–3166. 
Crerar, J., R. Lucas, et al. (2010). Assessment Report: Grosvenor Project EIS --- Surface 
Water. 
Crerar, S., Fry, R., Slater, P. M., van Langenhove, G. & Wheeler, D. (1988). An unexpected 
factor affecting recharge from ephemeral river flows in SWA/Namibia. In I. Simmers 
(Ed.), Estimation of natural groundwater recharge (pp. 11–28). Holland: D. Reidel 
Publishing. 
Dangelo, D. J., Webster, J. R., Gregory, S.V. & Meyer, J.L. (1993). Transient storage in 
Appalachian and cascade mountain streams as related to hydraulic characteristics. 
Journal of the North American Benthological Society, 12(3), 223–235. 
 144 
Dent, C. L. & Grimm, N. B. (1999). Spatial heterogeneity of stream water nutrient 
concentrations over successional time. Ecology, 80(7), 2283–2298. 
DERM (2009). A study of the cumulative impacts on water quality of mining activities in the 
Fitzroy River Basin. The Department of Environment and Resource Management. 
Retrieved from 
http://www.abc.net.au/radionational/linkableblob/4519516/data/effects-of-mining-on-
the-fitzroy-river-basin-data.pdf 
DERM (2011). Water streamflow data. The Department of Environment and Resource 
Management. Retrieved from http://watermonitoring.derm.qld.gov.au/host.htm. 
Domenico, P.A. & F.W. Schwartz, (1990). Physical and Chemical Hydrogeology, John Wiley 
& Sons, New York 
Douglas, G. B., Ford, P. W., Palmer, M., Noble, R.M. & Packett, R. (2006). Fitzroy River 
Basin, Queensland, Australia. I. Identification of sediment sources in impoundments 
and flood events. Environmental Chemistry, 3(5), 364–376. 
Duff, J. H. & Triska, F. J. (2000). Nitrogen biogeochemistry and surface: Subsurface 
exchange in streams. In J. B. Jones & P. J. Mulholland (Eds.), Streams and ground 
waters (pp. 197–220). London: Academic Press. 
Dunkerley, D. L. (2008). Bank permeability in an Australian ephemeral dry-land stream: 
Variation with stage resulting from mud deposition and sediment clogging. Earth 
Surface Processes and Landforms, 33(2), 226–243. 
Dunkerley, D. L. & Brown, K. (1999). Flow behaviour, suspended sediment transport and 
transmission losses in a small (sub-bank-full) flow event in an Australian desert 
stream. Hydrological Processes, 13(11), 1577–1588. 
EI-Hames, A. S. & Richards, K. S. (1994). Progress in arid-lands rainfall-runoff modelling. 
Progress in Physical Geography, 18(3), 343–365. 
El-Hames, A. S. & Richards, K. S. (1998). An integrated, physically based model for arid 
region flash flood prediction capable of simulating dynamic transmission loss. 
Hydrological Processes, 12(8), 1219–1232. 
Fisher, S. G., Grimm, N. B., Marti, E., Holmes, R.M. & Jones, J.B. (1998). Material spiraling 
in stream corridors: A telescoping ecosystem model. Ecosystems, 1(1), 19–34. 
Fraser, B. G. & Williams, D. D. (1998). Seasonal boundary dynamics of a 
groundwater/surface-water ecotone. Ecology, 79(6), 2019–2031. 
Gallo, E. L., Lohse, K. A., Brooks, P. D., McIntosh, J. C., Meixner, T. & McLain, Jean E. T. 
(2012). Quantifying the effects of stream channels on storm water quality in a semi-
arid urban environment. Journal of Hydrology, 470–471(0): 98–110. 
 145 
Genereux, D. P., Leahy, S., Mitasova, H., Kennedy, Casey D. & Corbett, D. Reide (2008). 
Spatial and temporal variability of streambed hydraulic conductivity in West Bear 
Creek, North Carolina, USA. Journal of Hydrology, 358(3–4): 332–353. 
Ghani, A. A., Zakaria, N. A., Kiat, C. C., Ariffin, J., Hasan, Z. A. & Ghaffar, A. B. A. (2007). 
Revised equations for Manning's coefficient for sand-bed rivers. International Journal 
of River Basin Management, 5(4), 329–346. 
Gibbes, B., Robinson, C., Ling, L. & Lockington, D. (2007). Measurement of hydrodynamics 
and pore water chemistry in intertidal groundwater systems. Journal of Coastal 
Research, 50, 884-894.Coastal Education and Research Foundation. 
Google Earth. (2013). Cherwell Creek. Google Earth 7.1: 22° 08'32.05"S 148° 
108'133.125"E. 
Gooseff, M. N., Anderson, J. K., Wondzell, S.M., LaNier, J. & Haggerty, R. (2006). A 
modelling study of hyporheic exchange pattern and the sequence, size, and spacing of 
stream bedforms in mountain stream networks, Oregon, USA. Hydrological 
Processes, 20(11), 2443–2457. 
Gooseff, M. N., Wondzell, S. M., Haggerty, R. & Anderson, J. (2003). Comparing transient 
storage modeling and residence time distribution (RTD) analysis in geomorphically 
varied reaches in the Lookout Creek basin, Oregon, USA. Advances in Water 
Resources, 26(9), 925–937. 
Haggerty, R., Wondzell, S. A., & Johnson, M.A. (2002). Power-law residence time 
distribution in the hyporheic zone of a 2nd-order mountain stream. Geophysical 
Research Letters, 29, 18–11. 
Han, B. (2012). Spatial and temporal changes in intra-meander planimetry, hydraulic 
gradient and hyporheic flux. State University of New York College of Environmental 
Science and Forestry.  
Hart, B. & Greenfield, P. (2008). Review of the Fitzroy River water quality issues: Fitzroy 
River water quality report. Water Science Pty Ltd and Water Studies Centre, Retrived 
fromhttp://www.epa.qld.gov.au/publications/p02740aa.pdf/Review_of_the_Fitzroy_R
iver_Water_Quality_Issues_/_prepared_by_Professor_Barry_Hart_for_the_Queenslan
d_Premier.pdf 
Hart, D. R., Mulholland, P. J., Marzolf, E.R., DeAngelis, D.L. & Hendricks, S.P. (1999). 
Relationships between hydraulic parameters in a small stream under varying flow and 
seasonal conditions. Hydrological Processes, 13(10), 1497–1510. 
 146 
Harvey, J. W. & Bencala, K. E. (1993). The effect of streambed topography on surface-
subsurface water exchange in mountain catchments. Water Resources Research 29(1), 
89–98. 
Harvey, J. W., Conklin, M. H. & Koelsch, R.S. (2003). Predicting changes in hydrologic 
retention in an evolving semi-arid alluvial stream. Advances in Water Resources, 
26(9), 939–950. 
Harvey, J. W. & Wagner, B. J. (2000). Quantifying hydrologic interactions between streams 
and their subsurface hyporheic zones: Streams and ground waters. San Diego, CA: 
Academic Press. 
Harvey, J. W., Wagner, B. J. & Bencala, K.E. (1996). Evaluating the reliability of the stream 
tracer approach to characterize stream-subsurface water exchange. Water Resources 
Research, 32(8), 2441–2451. 
Hayes, S. (2009). Isaac Connors conceptual model for groundwater. Retrived from 
http://www.mackay.qld.gov.au/__data/assets/pdf_file/0020/101747/Isaac-Connors-
GWater-Project-PartA1.pdf 
Heffernan, J. B. & Sponseller, R. A. (2004). Nutrient mobilization and processing in Sonoran 
desert riparian soils following artificial re-wetting. Biogeochemistry, 70(1), 117–134. 
Hellwig, D. (1973). Evaporation of water from sand, 4: The influence of the depth of the 
water-table and the particle size distribution of the sand. Journal of Hydrology, 18(3), 
317–327. 
Hill, A. R., Labadia, C. F. & Sanmugadas, K. (1998). Hyporheic zone hydrology and nitrogen 
dynamics in relation to the streambed topography of a N-rich stream. 
Biogeochemistry, 42(3), 285–310. 
Hillel, D. (1971). Soil and water: Physical principles and processes. New York, NY: 
Academic Press. 
Holmes, R., Jones, J., Fisher, S. & Grimm, N. (1996). Denitrification in a nitrogen-limited 
stream ecosystem. Biogeochemistry, 33(2), 125–146. 
Hornberger, G. M., Bencala, K. E. & McKnight, D. M. (1994). Hydrological controls on 
dissolved organic carbon during snowmelt in the Snake River near Montezuma, 
Colorado. Biogeochemistry, 25(3), 147–165. 
Howard, K. W. F., Maier, H. S. & Mattson, S.L. (2006). Ground-surface water interactions 
and the role of the hyporheic zone. In A. Baba, K. W. F. Howard & O. Gunduz (Eds.), 
Groundwater and Ecosystems (pp. 131–143). Dordrecht: Springer. 
 147 
Hudson, P., Sheldon, F. & Costelloe, J. (2003). Aquatic macroinvertebrate biodiversity in the 
Western Lake Eyre Basin: The role of naturally fluctuating salinity. Records of the 
South Australian Museum Monograph Series, 7, 135-144. 
Hughes, D. & Sami, K. (1992). Transmission losses to alluvium and associated moisture 
dynamics in a semiarid ephemeral channel system in southern Africa. Hydrological 
Processes, 6(1), 45–53. 
HydroGeoLogic Inc. (2003). MODHMS—A comprehensive MODFLOW-based hydrological 
modeling system. Version 3.0. Herndon, VA. 
Jalili, S., Moazed, H., Boroomand Nasab, S. & Naseri, AA. (2011). Assessment of 
evaporation and salt accumulation in bare soil: Constant shallow water table depth 
with saline ground water. Scientific Research and Essays, 6(29), 6068–6074. 
JBT. (2010). Assessment report: Grosvenor project environmental impact statement—
Groundwater. 
Jo, D. B. (2009). Simulation of the water flow in the vadose zone of Satinleaf Tree Island, 
Everglades National Park (ENP). 
Kasahara, T. & Hill, A. R. (2007). Lateral hyporheic zone chemistry in an artificially 
constructed gravel bar and a re-meandered stream channel, southern Ontario, Canada. 
Journal of the American Water Resources Association, 43(5), 1257–1269. 
Kasahara, T. & Wondzell, S. M. (2003). Geomorphic controls on hyporheic exchange flow in 
mountain streams. Water Resources Research, 39(1), 1005, 
doi:10.1029/2002WR001386. 
Kim, B. K., Jackman, A. P. & Triska, F. J. (1990). Modeling transient storage and nitrate 
uptake kinetics in a flume containing a natural periphyton community. Water 
Resources Research, 26(3), 505–515. 
Kirchner, J. W., Feng, X. & Neal, C. (2000). Fractal stream chemistry and its implications for 
contaminant transport in catchments. Nature, 403(6769), 524–527. 
Land and Water Australia. (2009). An Australian handbook of stream roughness coefficients. 
Lange, J. (2005). Dynamics of transmission losses in a large arid stream channel. Journal of 
Hydrology, 306(1), 112–126. 
Lautz, L. K. & Siegel, D. I. (2006). Modeling surface and ground water mixing in the 
hyporheic zone using MODFLOW and MT3D. Advances in Water Resources, 29(11), 
1618–1633. 
Lee, H., Lau, S.-L., Kayhanian, M. & Stenstrom, M. K. (2004). Seasonal first flush 
phenomenon of urban stormwater discharges. Water Research, 38(19), 4153–4163. 
 148 
Legrandmarcq, C. & Laudelout, H. (1985). Longitudinal dispersion in a forest stream. 
Journal of Hydrology, 78(3–4), 317–324. 
Lekach, J., Amit, R., Grodek, T. & Schick, A. (1998). Fluvio-pedogenic processes in an 
ephemeral stream channel, Nahal Yael, Southern Negev, Israel. Geomorphology, 
23(2–4), 353–369. 
Levenspiel, O. (1999). Chemical reaction engineering. Industrial & Engineering Chemistry 
Research, 38(11), 4140–4143. 
Lockington, D. (1997). Response of unconfined aquifer to sudden change in boundary head. 
Journal of Irrigation and Drainage Engineering, 123(1), 24–27. 
Li, X., Chang, S. X. & Salifu, K.F. (2013). Soil texture and layering effects on water and salt 
dynamics in the presence of a water table: A review. Environmental Reviews, 22 (1), 
41-50. 
Lim, K. J., Engel, B. A., Tang, Z., Choi, J., Kim, K., Muthukrishnan, S. & Tripathy, D. 
(2005). Automated web GIS based hydrograph analysies tool, WHAT. Journal of the 
American Water Resources Association, 41(6), 1407–1416. 
Lohse, K. A., Brooks, P. D., Mclntosh, J.C., Meixner, T. & Huxman, T.E. (2009). Interactions 
between biogeochemistry and hydrologic systems. Annual Review of Environment 
and Resources, 34, 65–96. 
Marti, E., Fisher, S. G. (2000). Flood frequency and stream-riparian linkages in arid lands. In 
B. J. Jeremy & J. M. Patrick (Eds.), Streams and ground waters (pp. 111–136). San 
Diego, CA: Academic Press. 
McLaughlin, C. (2008). Evaporation as a nutrient retention mechanism at Sycamore Creek, 
Arizona. Hydrobiologia, 603(1), 241–252. 
Mcmahon, T.A. & Finlayson, B.L. (2003). Droughts and anti-droughts: the low flow 
hydrology of Australian rivers. Freshwater Biology, 48, 1147-1160. 
Morrice, J. A., Valett, H. M., Dahm, C.N. & Campana, M.E. (1997). Alluvial characteristics, 
groundwater-surface water exchange and hydrological retention in headwater streams. 
Hydrological Processes, 11(3), 253–267. 
Nachshon, U., Weisbrod, N., Dragila, M. & Grader, A. (2011). Combined evaporation and 
salt precipitation in homogeneous and heterogeneous porous media. Water Resources 
Research, 47(3), W03513. 
NAP. (2008). National action plan for salinity and water quality. Retrieved from 
http://www.napswq.gov.au/index.html 
 149 
Nassar, I. & Horton, R. (1999). Salinity and compaction effects on soil water evaporation and 
water and solute distributions. Soil Science Society of America Journal, 63(4), 752–
758. 
Newman, B. D., Campbell, A. R. & Wilcox, B.P. (1997). Tracer-based studies of soil water 
movement in semi-arid forests of New Mexico. Journal of Hydrology, 196(1–4), 251–
270. 
Newman, B. D., Campbell, A. R. & Wilcox, B. P. (1998). Lateral subsurface flow pathways 
in a semiarid ponderosa pine hillslope. Water Resources Research, 34(12), 3485–
3496. 
Newman, B. D., Vivoni, E. R. & Groffman, A. R. (2006). Surface water–groundwater 
interactions in semiarid drainages of the American southwest. Hydrological 
Processes, 20(15), 3371–3394. 
Newman, B. D., Wilcox, B. P. & Graham, R.C. (2004). Snowmelt-driven macropore flow and 
soil saturation in a semiarid forest. Hydrological Processes, 18(5), 1035–1042. 
Nowinski, J. D. (2010). Intra-meander groundwater-surface water interactions in a losing 
experimental stream. Austin, TX: University of Texas. 
NRM (2010). Fitzroy: Natural resource management region. Retrieved from 
http://www.nrm.gov.au/nrm/qld-fitz.html 
Ocampo, C. J., Oldham, C. E., Sivapalan, M., & Turner, J. V. (2006). Hydrological versus 
biogeochemical controls on catchment nitrate export: a test of the flushing 
mechanism. Hydrological Processes, 20(20), 4269-4286. 
Packman, A. I. & Bencala, K. E. (2000). Modeling surface-subsurface hydrological 
interactions. Streams and ground waters. San Diego, CA: Academic Press. 
Packman, A. I. & Salehin, M. (2003). Relative roles of stream flow and sedimentary 
conditions in controlling hyporheic exchange. Hydrobiologia, 494(1–3), 291–297. 
Panday, S. & Huyakorn, P. S. (2004). A fully coupled physically-based spatially-distributed 
model for evaluating surface/subsurface flow. Advances in Water Resources, 27(4), 
361–382. 
Peak Downs Mine. (2012). Peak Downs Mine flow site information. 
Peterson, E. W. & Sickbert, T. B. (2006). Stream water bypass through a meander neck, 
laterally extending the hyporheic zone. Hydrogeology Journal, 14(8), 1443–1451. 
PiPujol, M. D. & Buurman, P. (1997). Dynamics of iron and calcium carbonate redistribution 
and palaeohydrology in middle Eocene alluvial paleosols of the southeast Ebro Basin 
margin (Catalonia, northeast Spain). Palaeogeography, Palaeoclimatology, 
Palaeoecology, 134(1–4), 87–107. 
 150 
Poole, G. C., O'Daniel, S. J., Jones, K.L., Woessner, W.W., Bernhardt, E.S., Helton, A.M., 
Stanford, J.A., Boer, B.R. & Beechie, T.J. (2008). Hydrologic spiralling: The role of 
multiple interactive flow paths in stream ecosystems. River Research and 
Applications, 24(7), 1018–1031. 
Poole, G. C., Stanford, J. A., Running, S.W. & Frissell, C.A. (2006). Multiscale geomorphic 
drivers of groundwater flow paths: Subsurface hydrologic dynamics and hyporheic 
habitat diversity. Journal of the North American Benthological Society, 25(2), 288–
303. 
QFCI (2012). Queensland floods commission of inquiry. Retrieved from 
http://www.floodcommission.qld.gov.au/__data/assets/pdf_file/0007/11698/QFCI-
Final-Report-March-2012.pdf 
QRC. (2011). Flood coal losses ramp up. Retrieved from 
http://www.qrc.org.au/01_cms/details.asp?ID=2648 
Rassam, D. W., Fellows, C. S., De Hayr, R., Hunter, H. & Bloesch, P. (2006). The hydrology 
of riparian buffer zones: Two case studies in an ephemeral and a perennial stream. 
Journal of Hydrology, 325(1–4), 308–324. 
Rayment, G. E. & Higginson, F. R. (1992). Australian laboratory handbook of soil and water 
chemical methods. Melbourne, VIC: Inkata Press. 
Reid, K. D., Reneau, S. L., Newman, B.D. & Hickmott, D.D. (2005). Barium and high 
explosives in a semiarid alluvial system, Canon de Valle, New Mexico. Vadose Zone 
Journal, 4(3), 744–759. 
Revelli, R., Boano, F., Camporeale, C. & Ridolfi, L. (2008). Intra-meander hyporheic flow in 
alluvial rivers. Water Resources Research, 44(12), W12428. 
Richards, L.A. (ed.) (1954) Diagnosis and improvements of saline and alkali soils. USDA. 
Agriculture Handbook 60. 160 p. 
Ronan, A. D., Prudic, D. E., Thodal, C. E. & Constanz, J. (1998). Field study and simulation 
of diurnal temperature effects on infiltration and variably saturated flow beneath an 
ephemeral stream. Water Resources Research, 34(9), 2137–2153. 
Rose, D. A., Konukcu, F. & Gowing, J.W. (2005). Effect of watertable depth on evaporation 
and salt accumulation from saline groundwater. Australian Journal of Soil Research, 
43(5), 565–573. 
Salehin, M., Packman, A. I. & Paradis, M. (2004). Hyporheic exchange with heterogeneous 
streambeds: Laboratory experiments and modeling. Water Resources Research, 
40(11), W11504, doi:10.1029/2003WR002567. 
 151 
Schiff, K. C. & Tiefenthaler, L. L. (2011). Seasonal flushing of pollutant concentrations and 
loads in urban stormwater. JAWRA Journal of the American Water Resources 
Association, 47(1), 136–142. 
Scordo, E. B. & Moore, R. D. (2009). Transient storage processes in a steep headwater 
stream. Hydrological Processes, 23(18), 2671–2685. 
Shah, N., Nachabe, M. & Ross, M. (2007). Extinction depth and evapotranspiration from 
ground water under selected land covers. Ground Water, 45(3), 329–338. 
Shimojimaa, E., Yoshioka, R. & Tamagawa, I. (1996). Salinization owing to evaporation from 
bare-soil surfaces and its influences on the evaporation. Journal of Hydrology, 178(1–
4), 109–136. 
Shokri, N. & Salvucci, G. D. (2011). Evaporation from porous media in the presence of a 
water table. Gsvadzone, 10(4), 1309–1318. 
Stanford, J. A. & Ward, J. V. (1993). An ecosystem perspective of alluvial rivers: 
Connectivity and the hyporheic corridor. Journal of the North American 
Benthological Society, 12(1), 48–60. 
Stanley, E. H. & Valett, H. M. (1992). Interactions between drying and the hyporheic zone of 
a desert stream. In Global climate change and freshwater ecosystems, 234-249. 
Springer New York. 
Stofleth, J. M., Shields, F. D. & Fox, G.A. (2008). Hyporheic and total transient storage in 
small, sand-bed streams. Hydrological Processes, 22(12), 1885–1894. 
Storey, R. G., Howard, K. W. F. & Williams, D.D. (2003). Factors controlling riffle-scale 
hyporheic exchange flows and their seasonal changes in a gaining stream: A three-
dimensional groundwater flow model. Water Resources Research, 39(2), 1034,doi: 
10.1029/2002WR001367. 
Storey, R. G., Williams, D. D. & Fulthorpe, R.R. (2004). Nitrogen processing in the 
hyporheic zone of a pastoral stream. Biogeochemistry, 69(3), 285–313. 
Tonina, D. & Buffington, J. M. (2009). Hyporheic exchange in mountain rivers I: Mechanics 
and environmental effects. Geography Compass, 3(3), 1063–1086. 
Triska, F. J., Duff, J. H. & Avanzino, R.J. (1993). The role of water exchange between a 
stream channel and its hyporheic zone in nitrogen cycling at the terrestrial aquatic 
interface. Hydrobiologia, 251(1–3), 167–184. 
Triska, F. J., Kennedy, V. C., Avanzino, R. J., Zellweger, G. W. & Bencala, K. E. (1989). 
Retention and transport of nutrients in a third-order stream in northwestern California: 
Hyporheic processes. Ecology, 70(6), 1893–1905. 
 152 
Valett, H. M., Fisher, S. G. & Stanley, E.H. (1990). Physical and chemical characteristics of 
the hyporheic zone of a Sonoran Desert stream. Journal of the North American 
Benthological Society, 9(3), 201–215. 
Valett, H. M., Fisher, S. G., Grimm, N.B. & Camill, P. (1994). Vertical hydrologic exchange 
and ecological stability of a desert stream ecosystem. Ecology, 75(2), 548–560. 
Vaux, W. G. (1962). Interchange of stream and intragravel water in a salmon spawning riffle. 
Fisheries Bulletin, 66, 479–489. 
Vink, S., Ford, P. W. (2007). Contrasting nutrient exports from a forested and an agricultural 
catchment in south-eastern Australia. Biogeochemistry, 84(GEOBASE), 247–264. 
Wagner, B. J. & Harvey, J. W. (1997). Experimental design for estimating parameters of rate-
limited mass transfer: Analysis of stream tracer studies. Water Resources Research, 
33(7), 1731–1741. 
Wagner, F. H. & Bretschko, G. (2002). Interstitial flow through preferential flow paths in the 
hyporheic zone of the Oberer Seebach, Austria. Aquatic Sciences—Research Across 
Boundaries, 64(3), 307–316. 
Walters, M. O. (1990). Transmission losses in arid region. Journal of Hydraulic Engineering, 
116(1), 129–138. 
Wilcox, B. P., Newman, B. D., Brandes, D., Davenport, D. W. & Reid, K. (1997). Runoff 
from a semiarid ponderosa pine hillslope in New Mexico. Water Resources Research, 
33(10), 2301–2314. 
Williams, D. D. (1993). Nutrient and flow vector dynamics at the hyporheic groundwater 
interface and their effects on the interstitial fauna. Hydrobiologia, 251(1–3), 185–198. 
Winter, T.C., Harvey, J.W., Franke, O.L. & Alley, W.M. (1999). Natural processes of ground-
water and surface water interaction. In Ground water and surface water: a single 
resource (Vol. 1139). Diane Publishing. 
Wondzell, S. M. (2006). Effect of morphology and discharge on hyporheic exchange flows in 
two small streams in the Cascade Mountains of Oregon, USA. Hydrological 
Processes, 20(2), 267–287. 
Wondzell, S. M. & Swanson, F. J. (1996a). Seasonal and storm dynamics of the hyporheic 
zone of a 4th-order mountain stream .1. Hydrologic processes. Journal of the North 
American Benthological Society, 15(1), 3–19. 
Wondzell, S. M. & Swanson, F. J. (1996b). Seasonal and storm dynamics of the hyporheic 
zone of a 4th-order mountain stream .2. Nitrogen cycling. Journal of the North 
American Benthological Society, 15(1), 20–34. 
 153 
Wroblicky, G. J., Campana, M. E., Valett, H. M. & Dahm, C. N. (1998). Seasonal variation in 
surface-subsurface water exchange and lateral hyporheic area of two stream-aquifer 
systems. Water Resources Research, 34(3), 317–328. 
Yang, M. & Yanful, E. K. (2002). Water balance during evaporation and drainage in cover 
soils under different water table conditions. Advances in Environmental Research, 
6(4), 505–521. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 154 
 
Appendix 1: Mathematical Description of MODHMS 
 
Hydrology 
 
In MODHMS, flow in the subsurface and surface domains is governed by different equations, 
and the two domains are connected via commutating volumetric flux that flows between the 
domains. The governing equation for three-dimensional variably saturated groundwater flow 
in MODHMS is Richard’s equation, given as: 
 !!" 𝐾!!𝑘!" !!!" + !!" 𝐾!!𝑘!" !!!" + !!" 𝐾!!𝑘!" !!!" + 𝑞!" = 𝜑 !!!!" + 𝑆!𝑆! !!!"          (A.1) 
 
where: 𝑥, 𝑦 and 𝑧 are the Cartesian coordinates [L]; 𝐾!!, 𝐾!! and 𝐾!! are the principal components of hydraulic conductivity along the x, y and z 
axes, respectively [LT-1]; 𝑘!" is the relative permeability, which is a function of water saturation [Dimensionless]; ℎ   is the total hydraulic head [L]; ℎ = 𝛹 + 𝑧 , with 𝛹  being the pressure head and 𝑧  the  elevation  head  [L]; 𝑞!" is the flux per unit volume of subsurface from surface domain [T-1]; 𝜑 is the drainable porosity taken to be equal to the specific yield 𝑆!  [Dimensionless]; 𝑆! is the saturation degree, which is a function of the pressure head [Dimensionless]; 𝑆! is the specific storage of the porous material [L-1]; 
and 𝑡 is time [T]. 
 
In order to solve the above equation, the relationships between the relative permeability and 
water saturation, as well as the saturation degree and pressure head, are required. MODHMS 
provides two alternative empirical models of Brooks-Corey and van Genuchten to describe 
these relationships. In this study, the van Genuchten functions were chosen, with the 
equations expressed as: 
 𝑘!" = 𝑆!!/! 1− 1− 𝑆!!/! ! !                                                (A.2) 
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𝑆! = !!!!!"!!!!" = 1+ 𝛼𝛹 ! !! , 𝑓𝑜𝑟  𝛹 < 01, 𝑓𝑜𝑟  𝛹 ≥ 0                                     (A.3) 
 
where: 𝑆!   is  defined as the effective water saturation [Dimensionless]; 𝑆!"   is  the  residual  water  saturation[Dimensionless]; 
α [L-1] and β [Dimensionless] are empirical parameters; 
 and 𝛾 = 1− !! [Dimensionless]. 
 
In MODHMS, the surface domain is treated as an extra layer above the subsurface domain 
surface. Surface flow is modelled with a two-dimensional Saint Venant shallow flow equation 
with diffusion wave approximation. The governing equation is given as: 
 !!!!" − !!" 𝑑𝑘! !!!!" − !!" 𝑑𝑘! !!!!" + 𝑞!" = 0                                  (A.4) 
 
where: ℎ! = 𝑑 + 𝑧! is the water surface elevation [L], 𝑑 is the depth of the surface water [L] and 𝑧!  is the land surface elevation [L]; 𝑞!" is the flux per unit volume of surface flow domain from the subsurface [T-1]; 𝑘!  and 𝑘! are the conductance terms [LT-1]. 
 
The conductance terms, 𝑘!  and 𝑘!, are obtained from Manning’s equation, given as: 
 𝑘! = !!/!!! !!!/!" !/!           (𝑖 = 𝑥,𝑦)                                         (A.5) 
 
where 𝑛! is the Manning’s coefficient [LT-1/3] and s is the length along the direction of 
maximum local slope [L]. The flux between the surface and subsurface domains—such as the 
cross-ground surface flux—is computed as: 
 𝑞!" = 𝐾! ℎ! − ℎ! = 𝑄!"/(∆𝑥∆𝑦)                                   (A.6) 
 
where: 
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𝐾! is the leakance across the ground surface to the subsurface, which is defined as the 
conductivity of the bottom divided by the thickness of the bottom surface across which flow 
occurs [LT-1]; 𝑄!" is the total flux across the surface domain to/from the subsurface [L2T-1]; 
and ∆𝑥  and  ∆𝑦 are grid cell dimensions [L]. 
 
Transport 
 
In MODHMS, the solute transport is governed by the advective-dispersive equation. For 
three-dimensional transport in the variably saturated subsurface domain, the partial 
differential equation is expressed as: 
 !!!! 𝐷!" !"!!! − !!!! 𝑣!𝑐 = !!" ∅𝑆!𝑐 + 𝛤!              𝑖  𝑜𝑟  𝑗 = 1,2,3                         (A.7) 
 
where: 𝐷!" is the hydrodynamic dispersion tensor [L2T-1]; 𝑣!   is the Darcy velocity [LT-1]; 
c is the solute concentration [ML-3]; and  𝛤!  is the mass transfer rate among the domains [MT-1 L-3]. 
 
For two-dimensional transport in the surface domain, the governing equation is written: 
 !!!! 𝑑𝐷!" !"!!! − !!!! 𝑑𝑣!𝑐 = !!" 𝑑𝑐 + 𝑑𝛤!"              𝑖  𝑜𝑟  𝑗 = 1,2                       (A.8) 
 
where: 𝛤!"  represents mass transfer from subsurface to surface domain [MT-1 L-3], where: 
 𝛤!  𝑉! = ∆𝑥!∆𝑥!𝑞!"𝑐!" + ∆𝑥!∆𝑥!𝐷!"(∆𝑐)!"/𝐿!"                            (A.9) 
 
the multiplier of subsurface elementary volume, 𝑉!, accounts for 𝑞!" being flux per unit 
volume of subsurface [T-1]; ∆𝑥! and ∆𝑥! are the orthogonal lengths of the surface flow surface that interact with the 
subsurface [L]; 
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𝑐!" is the concentration considering the spatial weighting scheme between the subsurface and 
surface domains [ML-3]; 𝐷!"  is the dispersion between the subsurface and surface domains [L2T-1]; (∆𝑐)!"  is the concentration difference between the subsurface and surface domains [ML-3]; and  𝐿!" is the distance between the subsurface and surface nodes [L]. 
 
The dispersion term D!" is obtained from: 
 𝐷!" = 𝛼!"𝑞!" + 𝐷!                                                         (A.10) 
 
where: 𝛼!" is the dispersion coefficient for the subsurface and surface interaction [L2]; and  𝐷! is the molecular diffusion coefficient [L2T-1]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 158 
 
Appendix 2: Rating Curves of Cherwell Creek Stations 
 
 
Cherwell Creek US Rating Curve 
 
Cherwell Creek DS Rating Curve 
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Appendix 3:Photos from Field 
 
 
Cherwell Creek Streambed near DS during Dry Period 
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Cherwell Creek Streambed near DS during Low Flow Period 
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Cherwell Creek Streambed near DS during High Flow Period 
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Appendix 4:Cherwell Creek Downstream Subsurface 
Measurements  
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Appendix 5:Manual Measurements from Field Trips 
 
The 1st field trip 
Date 30/11/2011 1/12/201    1/12/2011  
 Point 1 Point 2 Point 3 Point 1 Point 2 Point 3 
Water table (cm) -98 -108 -101 -94 -103 -94 
EC (µS/cm) 682.6 746.3 700.2 676.9 733.2 723.6 
pH 7.25 7.62 7.57 7.42 7.55 7.41 
ORP (mV) 15 188 150 -8 150 150 
Temperature (ºC) 31.8 29.7 28.2 27.7 27.9 28.7 
The 2nd field trip 
Date 18/1/1012             1       19/1/2012 
 Point 1 Point 2 Point 3 Point 1 Point 2 Point 3 
Water table (cm) -85 -89 -89 -85 -89 -93 
EC (µS/cm) 433.1 740.7 280 316.6 753.1 276.4 
pH 7.35 7.68 7.76 7.85 7.8 8.31 
ORP (mV) 182 121 120 111 151 144 
Temperature (ºC) 29.4 30.3 32.9 29.4 27.4 28.3 
The 3rd field trip  
Date 1/3/2012 
 Point 1 Point 2 Point 3 
Water table (cm) -8 10 3 
EC (µS/cm) 332.4 353.3 300.2 
pH 7.81 7.69 7.57 
ORP (mV) 134 126 154 
Temperature (ºC) 24.2 29.3 28.2 
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The 4th field trip 
Date 24/4/2012   22   2       26/4/2012 
 Point 1 Point 2 Point 3 Point 1 Point 2 Point 3 
Water table (cm) -25 -29 -28 -25 -28 -20 
EC (µS/cm) 361.3 438.4 440.3 481.6 546.2 453.3 
pH 7.45 7.53 7.75 7.68 7.98 7.76 
ORP (mV) 176 145 167 134 156 136 
Temperature (ºC) 29.4 30.3 32.9 29.4 27.4 28.3 
The 5th field trip 
Date 28/8/2012 30/8/2012   30/8/2012  
 Point 1 Point 2 Point 3 Point 1 Point 2 Point 3 
Water table (cm) -58 -51 -52 -59 -53 -53 
EC µS/cm) 561.8 738.5 552.6 769.1 804.7 552.6 
pH 7.7 8.14 8.98 8.02 8.14 8.98 
ORP (mV) 133 165 146 164 136 174 
Temperature (ºC) 20.1 19.8 21.7 20.9 20.7 21.7 
 
