JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. In most vehicle routing problems, a given set of customers is to be partitioned into a collection of regions each of which is assigned to a single vehicle starting at a depot and returning there after visiting all of the region's customers exactly once in a route. In this paper we consider problem settings where the cost of a route may depend on its length O as well as m, the number of points on the route, according to some general function f(O, m), assumed to be nondecreasing and concave in &.
We describe a class of relatively simple heuristics, with low complexity bounds and show under very mild probabilistic assumptions that the generated solutions are asymptotically optimal, as the number of customers increases to infinity. We also show that lower and upper bounds on the system-wide costs may be computed with even simpler procedures and that these bounds are asymptotically tight under the same assumptions.
To our knowledge and as mentioned above, the voluminous literature on the classical vehicle routing problem (VRP) (see Golden et al. 1977 , Magnanti 1981 and Golden and Magnanti 1988 for some surveys) confines itself to the case where the (variable) cost of a route is strictly proportional with its length. (Some authors consider, on the other hand, additional operating constraints, e.g., with respect to the total distance travelled by each vehicle and permissible time-windows for each customer within which his delivery has to take place.) The proposed solution method falls in one of the following two categories:
1. constructive and/or interchange heuristics unrelated to any specific mathematical programming formulation: an initial feasible solution is constructed; this solution is sometimes used as the starting point of a local improvement procedure. With the exception of the recent paper by Haimovich and Rinnooy Kan (1985) , discussed below, these methods fail to provide the user with an ex ante or even an ex post bound for the optimality gap of the generated solutions.
algorithms based on (mixed) integer programming formulations: many of these
procedures have the distinct advantage of generating upon termination, bounds for the optimal solution value, in addition to a specific solution. They are, however, often difficult to implement since requiring the availability of (large-scale) linear programming codes to be used as subroutines, rather sophisticated matrix generators, etc. Bounds on computational requirements are usually unknown. The latter tend, however, to be large compared with, e.g., the first category of heuristics. No error bounds can be guaranteed even when the number of customers is large and, in general, no ex ante estimates for the minimal system-wide costs are available.
Haimovich and Rinnooy showed that these difficulties and limitations can be overcome for certain stylized versions of the vehicle routing problem with Euclidean distances. Noticing that previous heuristics made no, or at best a limited use of the geometrical setting of the problem, they derived several simple and natural classes of heuristics, as well as easily computable bounds for the optimal solution value, both with strong asymptotic properties. Counter-balancing these advantages is the fact that the approach in Haimovich and Rinnooy Kan is restricted to settings with Euclidean distances and cannot easily be adopted to address operational routing constraints beyond the above elementary capacity constraint (e.g., time windows for individual deliveries). Many of the algorithms in categories 1 and 2 above are easily adopted to address a variety of such constraints. We refer to Magnanti (1981) and Golden and Magnanti (1988) for a detailed comparison between the various approaches in categories 1 and 2. Our procedures employ an approach which is based on that of Haimovich and Rinnooy Kan, and our results reduce to theirs for the special case where the cost of a route is strictly proportional with its length, i.e., f(O, m) = O, and where all vehicles are identical. We also use several of the results on general partitioning problems in Anily and Federgruen (1986) .
In ?2 we introduce some notation and describe the procedures which result in lower bounds on the optimal cost value. In ?3 we describe a class of heuristics based on regional partitioning schemes as well as procedures for the computation of upper bounds on the optimal cost value. This section also contains our asymptotic analyses. ?4 describes an application of our class of models to an infinite horizon integrated inventory control and vehicle routing problem. xN} denote a set of N customers in the Euclidean plane, with ri the distance between customer xi and the depot x0. The elements of X are numbered in ascending order of their radial distances, i.e., r, < r2 < .* * < rN. We choose the depot as the origin of the plane. Let L denote the number of vehicles available at the depot. L is sometimes treated as a decision variable and sometimes as a given parameter. The Ith vehicle has capacity M/* (I = 1,..., L) i.e., it may be assigned to at most M,* customers. The vehicles are numbered in def ascending order of their capacities, i.e., M* < . -* < ML = M*. (Alternatively, the vehicle capacity may be determined by a maximum total load that may be carried on a route where customer xi is to receive a delivery of wi units (wi integer). As pointed out in Haimovich and Rinnooy Kan 1985, this type of capacity constraint may easily be handled, provided it is allowed to satisfy a customer demand by more than one vehicle: we merely need to treat a customer with delivery size w as w customers with delivery size one.)
The cost of a route of length b which visits m customers is given by f(t, m) where f: R2 -> S is a general function. We assume without loss of generality that f(0, 0) = 0. In addition we require that f be monotone in t, i.e., f E Fo = { : qp is nondecreasing in a}. partition is consecutive; the partition X above fails to be monotone but X* = { X*, X2*} = {{1,2}; {3, 4, 5}} is.) A partitioning problem of the set X with capacities { M1*,..., ML } is determined by a cost function U which assigns a cost U(x) to each partition X; the partitioning problem consists of determining (P): min( U(X): X is feasible}.
A partitioning problem is said to be extremal if the following two properties are satisfied:
1. an optimal monotone partition exists; 2. let X = { X,,..., XL be a monotone partition of X. The cost of a partition X' obtained by transferring the highest indexed element of some set X, (1 < I < L) to X+ is less than or equal to the cost of XLower bounds. We derive two lower bounds for V*(X) which may be efficiently computed for general functions f(.,. ) satisfying general structural properties. Thus, for any partition X of X define lower bounds for U*(X): (3) uL ( On the other hand, if f is concave in i, an optimal consecutive partition exists, both for P1 and P2 which can be determined by computing a shortest path in an acyclic network; see Chakravarty et al. (1982) and Anily and Federgruen (1986) . (For p2 an optimal consecutive partition exists for any f E F0.) The complexity of this shortest path algorithm depends on whether L is variable or fixed and whether the capacities M,* (I = 1,..., L) are identical or not (see Table 1 ), but even in the worst case the complexity is only quadratic in N. In addition, significant simplifications in the determination of an optimal partition may be obtained by exploiting important qualitative properties of an optimal partition which arise when f has additional properties beyond monotonicity and concavity in '. See Anily and Federgruen (1986) for a detailed discussion.
We thus assume, throughout the remainder of this paper, that
Main cost assumption. f e F1 = ( p E FO: gp is concave in }.
Thus let Xi and X2 be optimal partitions for _P and P2 as determined by one of the algorithms in Anily and Federgruen (1986) . Define the (possibly empty) sets We now describe a heuristic for the model with general route-costs which is based on a slight modification of the (CRP). While it appears that the asymptotic performance analysis is most easily established for this specific partitioning scheme, it would be of interest to derive asymptotically optimal heuristics which are based on (slight modification of) the (RPP) and (PRP) as well. For the classical model in which the route cost is given by the length of the route (f(i, m) = 4) it is known from Haimovich and Rinnooy Kan (1985) that the three types of partitioning schemes result in solutions with quite similar asymptotic properties. We expect the same to be true when the route cost is given by a general function f(-, ).
To design a heuristic and an associated upper bound on V*(X) we start by determining an optimal partition for either P1 or p2 by one of the procedures discussed in Anily and Federgruen (1986). Next, we apply the following modification of the (CRP) (which we will refer to as the Modified Circular Region Partitioning scheme (MCRP)) separately to each of the sets X(m), m = 1,..., M* as defined in (7). In this section we assume that M* is independent of N. Fix m = 1,..., M*.
Modified Circular Region Partitioning Scheme (MCRP)
Step 1 Step 4. For each of the generated subregions, determine the optimal traveling salesman tour through the depot and the m points in the subregion.
We first make a number of preliminary observations regarding the (MCRP). In order to assess the computational complexity of the ( The bound VH(X) is used below to prove that the (MCRP) is asymptotically optimal. It should be noted that alternative and potentially more accurate upper bounds may be derived which can be computed after Step 3 of the (MCRP), i.e., ignoring the relatively time consuming Step 4 in which the traveling salesman tours need to be determined for all of the generated subregions. Such upper bounds on the system-wide costs (combined with the lower bound V1(X) or V2(X) may be sufficient for many planning problems. 
Since f E

