$\Delta$-Algebra and Scattering Amplitudes by Cachazo, Freddy et al.
Prepared for submission to JHEP
∆-Algebra and Scattering Amplitudes
Freddy Cachazo,a Nick Early,b Alfredo Guevara,a,c,d and Sebastian Mizeraa,c
aPerimeter Institute for Theoretical Physics, Waterloo, ON N2L 2Y5, Canada
bMassachusetts Institute of Technology, Cambridge, MA, United States
cDepartment of Physics & Astronomy, University of Waterloo, Waterloo, ON N2L 3G1, Canada
dCECs Valdivia & Departamento de F´ısica, Universidad de Concepcio´n, Casilla 160-C,
Concepcio´n, Chile
E-mail: fcachazo@pitp.ca, earlnick@gmail.com, aguevara@pitp.ca,
smizera@pitp.ca
Abstract: In this paper we study an algebra that naturally combines two familiar operations
in scattering amplitudes: computations of volumes of polytopes using triangulations and
constructions of canonical forms from products of smaller ones. We mainly concentrate on the
case of G(2, n) as it controls both general MHV leading singularities and CHY integrands for a
variety of theories. This commutative algebra has also appeared in the study of configuration
spaces and we called it the ∆-algebra. As a natural application, we generalize the well-known
square move. This allows us to generate infinite families of new moves between non-planar
on-shell diagrams. We call them sphere moves. Using the ∆-algebra we derive familiar
results, such as the KK and BCJ relations, and prove novel formulas for higher-order relations.
Finally, we comment on generalizations to G(k, n).
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1 Introduction: Motivating the ∆-Algebra
Scattering amplitudes in N=4 super Yang–Mills in four dimensions are known to be con-
structible in terms of two classes of three-particle amplitudes, usually represented as black
and white trivalent vertices [1]. Gluing such vertices so that each edge is on-shell gives rise
to on-shell diagrams. Choosing an ordering for n external particles, planar on-shell diagrams
become plabic graphs [2] and are deeply connected to the positive Grassmannians G≥0(k, n)
[1, 2]. In physics, k represents the Nk−2MHV sector the diagram belongs to. It is known
that the simplest sector, i.e., k = 2 or MHV, is special in many ways. In particular, any
on-shell diagram, planar or not, associated with a top dimensional region of G(2, n) can be
characterized by a set of n−2 triples of labels [3]. This is because each such on-shell diagram
contains exactly n−2 black trivalent vertices even after contracting like-colored vertices to
make the diagram bipartite. Moreover, in the bipartite diagram each white vertex has ex-
actly one external leg attached to it and each black vertex is connected to three distinct white
vertices. As explained in [3], and recently explored in [4] from a novel view point, one can
associate a 2-form to each black vertex
Ωabc = d log
〈a, b〉
〈a, c〉 ∧ d log
〈b, c〉
〈a, c〉 (1.1)
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so that the top form, i.e., a 2(n−2)-form associated with a given on-shell graph is simply
given by
ΩT =
∧
τ∈T
Ωτ1,τ2,τ3 , (1.2)
where T is a list of n− 2 triples τ defining the diagram.
Also in [3], an alternative formula for a rational function associated with the on-shell
diagram T was given in term of the reduced determinant of a matrix M constructed from T
FT =
(
det′M
)2∏
τ∈T 〈τ1, τ2〉〈τ2, τ3〉〈τ3, τ1〉
. (1.3)
Here we rewrite the determinants in (1.3) in terms of integrals over Grassmann variables
θa, χa motivating the definition of the following object:
∆abc :=
(θa〈b, c〉+ θb〈c, a〉+ θc〈a, b〉) (χa〈b, c〉+ χb〈c, a〉+ χc〈a, b〉)
〈a, b〉〈b, c〉〈c, a〉 . (1.4)
This object naturally maps to Ωabc under the map introduced by He and Zhang [4] that takes
Grassmann variables to differential forms.
The formula for FT can then be written as Grassmann integrations over the product
of n−2 ∆’s; one for each triple of labels in T . Moreover, we identify the integrand as the
physically relevant object by making the following definition
LST :=
∏
τ∈T
∆τ1,τ2,τ3 . (1.5)
LS stands for “leading singularity” which is the terminology for the physical meaning of the
quantity [5–7]. Note that LST has the same structural form as (1.2).
Two crucial properties of ∆’s are that they are nilpotent, ∆2 = 0, and they commute,
∆∆′ = ∆′∆. Using these two properties, LST can be rewritten as
LST =
1
(n− 2)!
(∑
τ∈T
∆τ1,τ2,τ3
)n−2
. (1.6)
The simplest leading singularity is known as the Parke–Taylor function and is obtained by
choosing, e.g., T = {(123), (134), . . . (1, n−1, n)} and therefore
LSParke–Taylor =
1
(n− 2)!
(
n−1∑
i=2
∆1,i,i+1
)n−2
. (1.7)
In a different line of developments, the study of positive geometries [8], and the ampli-
tuhedron [9] has led to the development of volume functions usually denoted by [i1 . . . im+1],
see, e.g., [10, 11]. Here m denotes the CPm where the object lives. These functions are as-
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Figure 1.1. Translation from an on-shell diagram to a set of triangles living on a sphere,
for the example of the octahedral leading singularity associated to the set of triples T =
{(1, 2, 3), (3, 4, 5), (5, 6, 1), (6, 4, 2)}. (a) Place black and white vertices at the faces and vertices of
the octahedron respectively. (b) Associate a shaded face to each black vertex. Orientation of each
face is that of the corresponding triple.
sociated with simplices that can be put together to form more complicated geometries. The
corresponding volume is the sum of the volume functions. Letting m = 2 gives rise to volume
(or area) functions with three labels. The simplest example is an n-sided polygon whose area
is computed, e.g., as
n−1∑
i=2
[1, i, i+ 1]. (1.8)
These two lines of development naturally motivate the study of the algebra generated by
∆’s which we call the ∆-algebra.
Interestingly, the ∆-algebra has also appeared in the study of configuration spaces, in
particular the configuration space of n distinct points in SU(2). More precisely, in [12], the
cohomology ring of the configuration space, H∗(Confn(SU(2))/SU(2),C), of n distinct points
on SU(2) modulo the diagonal action, was constructed as a subalgebra, denoted Vn, of the
cohomology ring H∗(Confn(R3),C).1 By comparing generators and relations, one finds that
in fact the generators ∆abc satisfy the same relations as the generators vabc for Vn. Therefore
the ∆-algebra is a representation of Vn, with vabc 7→ ∆abc. For background on configuration
spaces, see, e.g., the review [14] and the classic papers [15–18]. For related motivating work
on permutohedral tessellations and blades, see [19, 20].
In this paper we initiate the study of the ∆-algebra applications in scattering amplitudes.
In particular, MHV on-shell diagrams that produce leading singularities. A crucial property
of on-shell diagrams is that any two diagrams related by an operation known as the “square
move” give rise to the same rational function (1.3), i.e., the same physical object. Moreover,
if the diagrams are planar (and reduced) it was proven by Postnikov [2] that the square move,
combined with expansion and contraction moves of like-colored vertices, is enough to define
equivalence classes of diagrams, known as plabic graphs, each encoding a different cell in
1See also [13] for a related conjectural description of the cohomology ring H∗(Confn(SU(2))/SU(2),C).
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Figure 1.2. Sphere move for the octahedron. (a) Start with T = {(1, 2, 3), (3, 4, 5), (5, 6, 1), (6, 4, 2)}
and subdivide each triangle ∆abc with a reference point (for clarity we remove orientations from the
edges). (b) Move all four reference points into the common point R. (c) Open up the triangles into a
different set of (shaded) triangles. (d) Remove the reference points to obtain the leading singularity
associated to T = {(2, 3, 4), (4, 5, 6), (6, 1, 2), (1, 5, 3)}.
G≥0(k, n).
In the non-planar case, already at six points this is not the case as found by the second
author in the study of permutohedral tessellations and blades [20]. There are two MHV on-
shell diagrams not connected via square moves that give rise to the same rational function via
something that can be called the octahedral move. As anticipated in [21], finding a structure
such as the ∆-algebra associated with on-shell diagrams makes these new identifications
natural and easy to prove. In fact, we show that the square and octahedral moves are the
simplest cases of an infinite family of moves we call sphere moves. Moreover, the very fact
that one needs n−2 triples (to which we associate oriented triangles) to define a leading
singularity and therefore the equivalence of two such objects requires 2(n−2) triangles gives
the triangulation of the surface of a sphere with n vertices and hence the name. We illustrate
how a given on-shell diagram, that admits a sphere move, induces a triangulation in Figure 1.1
that shows the emergence of a sphere.
The sphere move is performed by subdividing the triangle corresponding to ∆abc into
three new ones with a reference point r, such that:
∆abc = ∆abr + ∆bcr + ∆car. (1.9)
Moving all reference points r into a common one, say R, it is possible to open them up in a
different order, such that the resulting triangles are the complement of the ones we started
with. See Figure 1.2 for an example.
In fact, it is most convenient to send the reference point R to infinity, which gives variables
associated to (oriented) edges:
uab := lim
R→∞
∆abR, (1.10)
with uab = −uba, so that ∆abc = uab + ubc + uca. In this language, two sets of triangles are
connected by a sphere move if their boundaries (i.e., ∆abc’s expanded as sums of uab’s) are
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Figure 1.3. Square move as the simplest example of a sphere move. (a) Translation between on-shell
diagrams and triangulations of spheres. (b) On the LHS we have TL = {(1, 2, 3), (1, 3, 4)}, while on the
RHS we have TR = {(1, 2, 4), (2, 3, 4)}. Both of their boundaries give the same 1-complex associated
to the oriented edge set {(12), (23), (34), (41)}. Note that edges (13) and (24) cancel on both sides.
Algebraically, we have ∆123 + ∆134 = ∆124 + ∆234 = u12 + u23 + u34 + u41.
the same. See Figure 1.3 for an example of a square move as the simplest case of a sphere
move.
Many of the applications we find of the ∆-algebra follow from the fact that one can use
a triangulation independent formulation as the one introduced by Enciso [22, 23] and used in
the mathematical construction of configuration spaces [12].
On-shell diagrams have been the subject of many studies and there are many properties
which are understood with very elegant proofs [24], for reviews see [25, 26]. Here we present
the ∆-algebra formulation some of these properties, e.g., the U(1) decoupling identity and
the fundamental Bern–Carrasco–Johansson (BCJ) relation [27]. Moreover, the construction
naturally leads to higher order identities such as those expected from the string theory for-
mulation in terms of amplitudes involving TrF 4 amplitudes [28, 29]. In our derivation, the
objects that appear are double-trace-like instead.
The fact that the determinant formula (1.3), as shown by Franco, Galloni, Penante, and
Wen [30], and Enciso’s construction can both be generalized to higher k, motivated us to also
generalize the ∆-algebra to higher k. Here we only start the study of the object and explain
some of the most basic properties.
This paper is organized as follows. In Section 2 we introduce the ∆-algebra and explain
its connection to leading singularities. In Section 3 we use it to define sphere moves between
classes of on-shell diagrams. In Section 4 we show identities satisfied by the ∆-algebra, which
allow us to prove known and new relations among leading singularities. Longer proofs needed
in this section are relegated to the appendices. In Section 5 we discuss higher-k generalizations
of the ∆-algebra. We end with a discussion of future directions in Section 6.
2 Leading Singularities: Introducing ∆abc
Leading singularities in N=4 super Yang–Mills are the most basic IR finite quantities in the
theory [31]. They are computed using on-shell diagrams and are classified by their R-charge
in sectors [1]. The simplest and most well-understood sector is the maximal helicity violat-
ing (MHV) one. All n-particle MHV leading singularities can be constructed from a set of
n−2 cyclically-ordered triples of distinct labels T = {(a1, b1, c1), . . . , (an−2, bn−2, cn−2)}. The
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explicit form of a given leading singularity can be compactly encoded in the reduced deter-
minant of a (n−2)× n matrix M [3]. Rows are labeled by triples while columns by particles.
A row corresponding to triple (ai, bi, ci) has only three non-zero components at columns ai,
bi and ci with values 〈bi, ci〉, 〈ci, ai〉 and 〈ai, bi〉 respectively. MHV leading singularities are
known to depend only on holomorphic spinors λa := {λa,1, λa,2} through SL(2,C) invariant
combinations 〈a, b〉, which can be also thought of as Plu¨cker coordinates of G(2, n).
The matrix M has two column null vectors with components v
(1)
a = λa,1 and v
(2)
a = λ
(1)
a,2.
Using this it is possible to remove two columns, say the ath and bth columns, of M to obtain
a (n−2)× (n−2) submatrix M (ab) and show that
det′M :=
detM (ab)
〈a, b〉 (2.1)
is independent of the choice of deleted columns.
The rational function associated to a list of triples T is then obtained as (1.3)
FT =
(
det′M
)2∏n−2
i=1 〈ai, bi〉〈bi, ci〉〈ci, ai〉
. (2.2)
2.1 Product of Triples
In order to obtain a reformulation of leading singularities that leads to the ∆-algebra, the first
step is to use the well-known formulation of determinants in terms of Grassmann variables.2
Given any m×m matrix R, the determinant of R can be expresses as an integral over two
sets of Grassmann variables θa and θ¯a as follows
detR =
∫ m∏
a=1
dθadθ¯aexp
 m∑
a,b=1
θaRabθ¯b
 . (2.3)
It will be useful to carry out the integration over either set of Grassmann variables, say
θ¯ to obtain
detR =
∫ m∏
a=1
dθa
m∏
c=1
(
m∑
b=1
θbRbc
)
. (2.4)
Let us apply (2.4) to the determinant entering in the formula for rational function asso-
ciated to a leading singularity (2.2). One can write
det′M =
detM (de)
〈d, e〉 =
∫ n∏
a=1
dθa
n−2∏
i=1
(θai〈bi, ci〉+ θbi〈ci, ai〉+ θci〈ai, bi〉)×
θdθe
〈d, e〉 . (2.5)
Note that the choice of columns that are removed is done by the choice of Grassmann
2Recall that any pair of Grassmann variables anticommutes, {θa, θb} = 0, {θ¯a, θ¯b} = 0, {θ¯a, θb} = 0, and
the integration rule is
∫
dθa(α+ βθb) = βδab for constants α, β ∈ C, see, e.g., [32] for a review.
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variables in the last factor. Indeed, since
∫
dθa θa = 1, it is useful to think about θ = δ(θ)
and therefore the last factor can be written as δ(θd)δ(θe) which then imply that θe and θd
must be set to zero in the rest of the integrand thus removing the corresponding columns.
Finally, since the leading singularity formula (2.2) has two powers of the determinant,
one can introduce a different set of Grassmann variables, say χa, to write it. This shows that
a leading singularity associated to a set of triples T is given by
FT =
∫ n∏
a=1
dθadχa
n−2∏
i=1
∆aibici ×
θdθe
〈d, e〉
χfχg
〈f, g〉 , (2.6)
where
∆abc :=
(θa〈b, c〉+ θb〈c, a〉+ θc〈a, b〉) (χa〈b, c〉+ χb〈c, a〉+ χc〈a, b〉)
〈a, b〉〈b, c〉〈c, a〉 . (2.7)
The rest of the paper is devoted to studying properties of ∆abc’s as generators of a
commutative algebra and its applications to physical quantities.
2.2 From Homogeneous to Inhomogeneous Variables
The variables λa can be thought of as homogeneous variables of points on CP1. In physics
applications, such as Cachazo–He–Yuan (CHY) [33] and Witten–Roiban–Spradlin–Volovich
formulas [34, 35] , it is more convenient to work with inhomogeneous variables. In order to
go from one to the other it is enough to write
λa =
(
λa,1
λa,2
)
= ta
(
1
xa
)
(2.8)
and (θa, χa)→ ta(θa, χa).
Under these operations one finds that ∆abc has a much more compact form
∆abc = −(θaxbc + θbxca + θcxab) (χaxbc + χbxca + χcxab)
xabxbcxca
, (2.9)
where we have introduced the shorthand notation xab := xa − xb.
Given that the expression for a given leading singularity is independent of the choice of
columns deleted, i.e., the choice of d, e, f and g in the factor
θdθe
xde
χfχg
xfg
(2.10)
we choose to refer to a leading singularity as simply the product of n−2 ∆abc
LST :=
∏
τ∈T
∆τ1,τ2,τ3 . (2.11)
It is straightforward to see that the map (2.6) between LST and FT is an isomorphism. This
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is the formula presented in the introduction in (1.5). Of course, the physically relevant object
is the rational function FT associated with it which is obtained after integrating out the
Grassmann variables.
2.3 Properties of ∆abc
The building block of leading singularities has several crucial properties. First, ∆abc is com-
pletely antisymmetric in its indices. Second, once again one can use that for any Grassmann
variable θ = δ(θ) to conclude that
∆abc = −δ (θaxbc + θbxca + θcxab) δ (χaxbc + χbxca + χcxab)
xabxbcxca
(2.12)
and therefore ∆2abc = 0. Moreover, since the Grassmann degree is two, they commute
∆abc∆efg = ∆efg∆abc.
Finally, a small amount of algebra reveals that
∆abc = uab + ubc + uca (2.13)
with
uab :=
θabχab
xab
. (2.14)
Here θab := θa − θb and χab := χa − χb. Note that uab = −uba while, once again, the nature
of Grassmann variables implies that u2ab = 0 while ∆
2
abc = 0 shows that
uabubc + ubcuca + ucauab = 0. (2.15)
These relations for uab are exactly those defining the commutative algebra governing the
cohomology ring of the configuration space, H∗(Confn(SU(2))/SU(2),C), of n distinct points
in SU(2) modulo the diagonal action was constructed as a subalgebra of the cohomology
ring H∗(Confn(R3),C) as found in [12]. In fact, our main motivation was to find a physical
representation of this algebra.
It is also possible to derive the expression (2.13) using the intuition developed by Enciso
[22, 23] in his construction of a triangulation independent version of amplituhedron formulas.
In order to see this, one starts by showing that ∆abc satisfies properties of the boundary of
an oriented triangle. Without assuming (2.13) one can easily show from (2.9) that
∆abc = ∆abr + ∆bcr + ∆car. (2.16)
Note that since the LHS does not depend on xr, it must be that neither does the RHS and
therefore one can set xr to any value. Taking the limit xr →∞ gives (2.13) and we discover
that
uab = lim
xr→∞
∆abr. (2.17)
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This point of view will be very useful in generalizations to higher values of k, as discussed
in Section 5. This concludes our presentation of the ∆-algebra and we turn to physical
applications.
3 Sphere Moves for Non-Planar On-Shell Diagrams
The first application of the ∆-algebra formulation of leading singularities has to do with their
graphical representation as on-shell diagrams. Associated with a given leading singularity
function there can be many different lists of triples, each representing an on-shell diagram.
It is well-known that any two on-shell diagrams related by a square move give rise to the
same physical object [1, 2]. In the planar case, this move, combined with expansion and
contraction moves of like-colored vertices, is enough to define equivalence classes of physical
objects. Here we find that the square move is the simplest example of an infinite class of
moves that become available once non-planarity is allowed.
We start by recalling that a leading singularity is represented by a set of triples
T = {(a1, b1, c1), (a2, b2, c2), . . . , (an−2, bn−2, cn−2)} (3.1)
is computed as
LST =
n−2∏
i=1
∆aibici . (3.2)
This object can be rewritten in a variety of ways. One possibility is by choosing complex
numbers αi such that α1α2 · · ·αn−2 = 1 to write the identity
n−2∏
i=1
∆aibici =
1
(n− 2)!
(
n−2∑
i=1
αi∆aibici
)n−2
, (3.3)
where we used that ∆’s commute and square to zero. Motivated by the expression of ∆abc
in terms of uab given in (2.13), it is natural to choose αi’s such that as many uab’s can be
canceled as possible.
Consider the simplest non-trivial example at n=4 for which one choice of triples is T =
{(1, 2, 3), (1, 3, 4)} so that
LST = ∆123∆134 =
1
2
(α1(u12 + u23 + u31) + α2(u13 + u34 + u41))
2 (3.4)
Since none of the α’s can vanish, the only uab that can be eliminated is u13 whose coefficient
is α2 − α1 (recall that u31 = −u13). Therefore asking this to cancel leads to α1 = α2 = ±1
and to a very illuminating formula
∆123∆134 =
1
2
(u12 + u23 + u34 + u41)
2. (3.5)
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This form has a cyclic symmetry that the triples obscured. In particular, it means that
∆123∆134 = ∆234∆241, (3.6)
which is known as the square move in the on-shell diagram representation of MHV leading
singularities.
Given these properties it is clear that uab should be associated with an oriented edge Eab
of a graph connecting vertices a and b, and hence ∆abc should be associated to the boundary
∂Tabc = Eab + Ebc + Eca of an oriented triangle (2-simplex) Tabc,
uab ↔ Eab,
∆abc ↔ ∂Tabc. (3.7)
Generalizing the LHS of the four-point formula (3.5) to any n is trivial if we want to
preserve the cyclic symmetry by replacing a square by an n-gon
1
(n− 2)!(u12 + u23 + u34 + u45 + . . .+ un−1,n + un1)
n−2. (3.8)
It is clear that there are as many representation of this object in term of products of n−2
∆’s as the number of triangulations of an n-gon, the Catalan number Cn−2.
The rational functions associated with these polygons are the most basic examples of
MHV leading singularities and are known as Parke–Taylor factors [36]. Once all integrations
over the Grassmann variables are done the final result is [3]:
PT(1, 2, . . . , n) :=
1
x12x23 · · ·xn1 . (3.9)
Here we used the opportunity of introducing the notation for a Parke–Taylor factor.
Motivated by the above discussion we make the following definition.
Definition 3.1. Two distinct sets of n−2 triples T1 and T2 are said to be equivalent if they
give rise to the same leading singularity, up to a sign,
LST1 = ±LST2 . (3.10)
By equation (3.3), a sufficient condition for this to happen is that there exist non-zero coef-
ficients ατ , βτ such that ∑
τ∈T1
ατ∆τ1,τ2,τ3 =
∑
τ∈T2
βτ∆τ1,τ2,τ3 . (3.11)
In the sequel we explore a particular infinite family of equivalences between non-planar
on-shell diagrams which have a nice geometric interpretation.
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3.1 The Sphere Move
The first example of a new move was found by one of the authors in [20], where the 6-point
non-planar leading singularity associated with triples T = {(1, 2, 3), (3, 4, 5), (5, 6, 1), (6, 4, 2)}
was found to be invariant under a cyclic shift of labels, i → i + 1. This property does not
follow from square moves as none are possible for this set of triples. Using the results of the
previous discussions it is easy to see the cyclic property by writing
LST = ∆123∆345∆561∆642 =
1
4!
(∆123 + ∆345 + ∆561 + ∆642)
4 (3.12)
and using that
∆123 + ∆345 + ∆561 + ∆642 = u12+u23+u34+u45+u56+u61+u15+u26+u31+u42+u53+u64
= ∆234 + ∆456 + ∆612 + ∆153. (3.13)
In other words, the graph given by the uab’s is the oriented circulant graph C6(1, 2) which is
clearly cyclic invariant.
Let us explain how the square move and the one just discussed are the first two examples
of a family of moves.
Consider a triangulation of a sphere. The simplest one gives rise to a tetrahedron. Each
triangle, Tabc, has an orientation induced by that of the sphere. Let the vertices of the
tetrahedron be labelled {1, 2, 3, 4}. The oriented triangles are {T123, T134, T142, T243}. Clearly,
the boundary of the surface is empty. Using the boundary map ∂Tabc = Eab + Ebc + Eca
together with the identification (3.7) one finds that
(∆123 + ∆134)− (∆124 + ∆234) = 0. (3.14)
This is nothing but the square move, see Figure 3.1. It is clear that (3.13) follows from a similar
reasoning for a triangulation of a sphere containing the triangles {T123, T345, T561, T642, T243,
T465, T621, T135}.
1
2
3
4
1
2
3
4
−
1
2
3
4
=
Figure 3.1. Square move: the simplest example of a sphere move.
A general triangulation of the sphere has F triangular faces, E = 3F/2 edges and V = n
vertices satisfying V − E + F = 2. This gives exactly F = 2(n−2) triangles. One can then
split the set of triangles into two disjoints sets of n−2 triangles. Each set gives rise to a list
of n−2 triples and therefore to a leading singularity or to something that vanishes. In either
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case, one finds that both must give rise to the same object, up to a sign, as a consequence
of the boundary of the surface of the sphere being empty. This is why we call these families
of identities sphere moves. Sphere moves can also be performed locally on a subset of triples
from the two on-shell diagrams. This motivates the following definition.
Definition 3.2. Two sets of triples T1 and T2 are said to be related by a sphere move of type
S, for a triangulation S of a 2-sphere, if∑
τ∈T1
Tτ1,τ2,τ3 −
∑
τ∈T2
Tτ1,τ2,τ3 =
∑
τ∈S
Tτ1,τ2,τ3 , (3.15)
where Tabc is a triangle corresponding to the triple (a, b, c). In particular, by the identification
(3.7) it implies that ∑
τ∈T1
∆τ1,τ2,τ3 =
∑
τ∈T2
∆τ1,τ2,τ3 , (3.16)
since the boundary of a sphere is empty. Note that here the number of triangles in S can be
smaller than that of T1 ∪ T2, i.e., sphere moves can be performed locally.
We will often say that two sets of triples are related by a sphere move if there exists any
S satisfying the above criteria.
At four points the only sphere move is the square move, see Figure 3.1. At five points one
has the triangular bipyramid with triangles {(1, 3, 5), (4, 3, 1), (1, 2, 4), (3, 4, 2), (3, 2, 5), (1, 5, 2)}.
One possible identity is obtained by splitting {(1, 3, 5), (4, 3, 1), (3, 4, 2)} and {(1, 2, 4), (3, 2, 5),
(1, 5, 2)}. Both give rise to the Parke–Taylor factor PT(1, 5, 3, 2, 4). Of course, this can be
obtained by a sequence of two square moves and therefore it is not a new identity. Examples
of sphere moves beyond the square one start at six points, which is what we will discuss next.
3.2 Further Examples of Sphere Moves
We start by giving an infinite family of examples that generalize the sphere move on the
octahedral leading singularity in a natural way into bipyramids with more faces. Let us
consider the following set of triples for n even:
T1 = {(1, 2, n−1), (3, 4, n−1), . . . , (n−3, n−2, n−1),
(3, 2, n), (5, 4, n), . . . , (1, n−2, n)}. (3.17)
It is related by a sphere move to the following set of triples obtained by exchanging n−1↔ n:
T2 = {(3, 2, n−1), (5, 4, n−1), . . . , (1, n−2, n−1),
(1, 2, n), (3, 4, n), . . . , (n−3, n−2, n)}. (3.18)
We illustrate this sphere move in Figure 3.2.
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Figure 3.2. Sphere move between (3.17) and (3.18) for n=8. The corresponding sets of triples are
T1 = {(1, 2, 7), (3, 4, 7), (5, 6, 7), (3, 2, 8), (5, 4, 8), (1, 6, 8)} and T2 = {(3, 2, 7), (5, 4, 7), (1, 6, 7), (1, 2, 8),
(3, 4, 8), (5, 6, 8)}.
The next family we describe is given by the set of triples, again for even n = 2m:
T1 = {(1, 2, . . . ,m), (m+1,m+2, 2), (m+2,m+3, 3), . . . , (2m,m+1, 1)}. (3.19)
Here we abused the notation by using (1, 2, . . . ,m) in the first slot to denote an arbitrary
triangulation of an m-gon with m−2 triples. The total number of triples in (3.19) is therefore
n−2, as expected for n labels. It is related by a sphere move to the following set:
T2 = {(1, 2,m+1), (2, 3,m+1), . . . , (m, 1, 2m), (m+1,m+2, . . . , 2m)}, (3.20)
which can be obtained from the original one by relabelling i → 2m−i+1 and flipping orien-
tations of all triples. We give an example of this sphere move in Figure 3.3.
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Figure 3.3. Sphere move between (3.19) and (3.20) for n=12. The corresponding sets of triples
are T1 = {(1, 2, 3, 4, 5, 6), (7, 8, 2), (8, 9, 3), (9, 10, 4), (10, 11, 5), (11, 12, 6), (12, 7, 1)} and T2 = {(1, 2, 7),
(2, 3, 8), (3, 4, 9), (4, 5, 10), (5, 6, 11), (6, 1, 12), (7, 8, 9, 10, 11, 12)}.
Clearly, one can generate an infinite number of new sphere moves by starting with an ar-
bitrary triangulation (not necessarily invariant under any relabeling) of a sphere with 2(n−2)
triangles and dividing it into two sets of n−2, which yields an equality between two leading
singularities. We leave such classification questions to future work.
Let us close with an example of a sphere move that is performed locally and does not
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involve all the n−2 triangles. Let us start by considering the sets of triples
T1 = {(1, 2, 3), (3, 4, 5), (5, 6, 1), (6, 4, 2), (7, 8, 9), (9, 10, 6), (6, 5, 7), (8, 5, 10)},
T2 = {(2, 3, 4), (4, 5, 6), (6, 1, 2), (1, 5, 3), (7, 8, 9), (9, 10, 6), (6, 5, 7), (8, 5, 10)}. (3.21)
Applying the definition (3.15) between T1 and T2 we find:∑
τ∈T1
Tτ1,τ2,τ3 −
∑
τ∈T2
Tτ1,τ2,τ3 = T123 + T345 + T561 + T642 − T234 − T456 − T612 − T153
=
∑
τ∈S
Tτ1,τ2,τ3 . (3.22)
Notice that in the first equality several terms have cancelled, such that only those involving
the labels {1, 2, 3, 4, 5, 6} appear. The result is an octahedral triangulation S of a sphere with
6 vertices, 8 edges, and 8 triangles. Hence T1 and T2 are connected by a sphere move, in
analogy with the one given in (3.13).
Consider now another set of triples, given by
T3 = {(2, 3, 4), (4, 5, 6), (6, 1, 2), (1, 5, 3), (8, 9, 10), (10, 6, 5), (5, 7, 8), (9, 7, 6)}. (3.23)
The difference between two sets of triangles corresponding to T2 and T3 is∑
τ∈T2
Tτ1,τ2,τ3 −
∑
τ∈T3
Tτ1,τ2,τ3 = T7,8,9 + T9,10,6 + T6,5,7 + T8,5,10 − T8,9,10 − T10,6,5 − T5,7,8 − T9,7,6
=
∑
τ∈S
Tτ1,τ2,τ3 , (3.24)
where once again the labels surviving on the RHS are only those from the set {5, 6, 7, 8, 9, 10}
and they can also be understood as a triangulation of a sphere. Hence T2 and T3 are connected
by a sphere move. As a result of this T1 and T3 are in fact equivalent. Note that each of
them can be obtained by gluing two octahedra by an edge. Hence the corresponding triangles
cannot be embedded on a surface of a sphere.
Alternatively, one can arrive at the set of triples T3 from T1 by a composition of two
different sphere moves. Using the intermediate set
T˜2 = {(1, 2, 3), (3, 4, 5), (1, 7, 6), (6, 4, 2), (7, 8, 9), (9, 10, 6), (1, 5, 7), (8, 5, 10)} (3.25)
we find: ∑
τ∈T1
Tτ1,τ2,τ3 −
∑
τ∈T˜2
Tτ1,τ2,τ3 = T561 + T657 − T176 − T157 =
∑
τ∈S
Tτ1,τ2,τ3 , (3.26)
where we recognize that S is a tetrahedral triangulation of a sphere, i.e., T1 and T˜2 are
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connected by a square move in the labels {1, 5, 7, 6}, similar to the one given in (3.14). Let
us consider the difference between T˜2 and T3:∑
τ∈T˜2
Tτ1,τ2,τ3 −
∑
τ∈T3
Tτ1,τ2,τ3 = T1,2,3 + T3,4,5 + T1,7,6 + T6,4,2 + T7,8,9 + T9,10,6 + T1,5,7 + T8,5,10
− T2,3,4− T4,5,6− T6,1,2− T1,5,3− T8,9,10− T10,6,5− T5,7,8− T9,7,6
=
∑
τ∈S
Tτ1,τ2,τ3 . (3.27)
Here the RHS involves all the available labels and S is a triangulation of a sphere with 10
vertices, 24 edges, and 16 triangles. Hence T˜2 and T3 are connected by a sphere move, which
shows equivalence between T1 and T3 by a composition of two sphere moves. We illustrate
this procedure in Figure 3.4.
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Figure 3.4. A sequence of two sphere moves between the set of triangles from (3.21). Top: sphere
(square) move on the labels {1, 5, 7, 6} from (3.26). Bottom: sphere move on all the labels from (3.27).
Indeed, it can be confirmed directly from the determinant formula (2.6) that the rational
functions FTi for i = 1, 2, 3 are all equal to
− (x15x26x34 − x16x24x35)
2 (x58x6,10x79 − x5,10x69x78)2
x12x13x15x16x23x24x26x3,4x3,5x45x46x57x58x5,10x67x69x6,10x78x79x89x8,10x9,10
. (3.28)
The numerator factors, which is a consequence of the fact that the sets of triples can be
obtained by gluing two leading singularities. In fact, in Appendix A we show that this is a
generic property of any leading singularity that contains a smaller one inside of it.
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4 Parent Identities for Triples
In this section we present new identities among sets of triples, when realized in terms of ∆
variables. These identities are the lower order analogues of well-known relations between
leading singularities. In fact, we show that these correspond to parent identities in the
sense that the U(1) decoupling, Bern–Carrasco–Johansson (BCJ) [27] and Kleiss–Kuijf (KK)
relations [37] follow almost directly from the low order relations. The scope of these relations
between ∆ objects is however far more general. We end section presenting new extensions
of the U(1) decoupling identity involving different types of leading singularities. We will
concentrate on the study and applications of expressions of the form(
n−2∑
i=1
αi∆aibici
)j
(4.1)
We will interpret the xi variables appearing in the ∆’s as the location of punctures on a CP1.
The power j = n−2 of this expression can be taken as an integrand for the CHY construction
[33]. Relations among integrands are then mapped to relations among amplitudes in theories
which admit a CHY representation.
4.1 Decoupling of an Internal Label
We have discussed how different on-shell diagrams can give rise to the same leading singularity
function. It is also known that leading singularity functions are not linearly independent. The
simplest relation is the so-called U(1) decoupling identity for n = 4. This is the following
three-term identity
PT(1234) + PT(2314) + PT(3124) = 0. (4.2)
It is natural to ask for a ∆-algebra interpretation of these kind of relations. Using the following
representation of the left hand side in terms of ∆’s reveals the general structure
∆124∆234 + ∆234∆314 + ∆314∆124 =
1
2
(∆124 + ∆234 + ∆314)
2. (4.3)
Now it is obvious why this has to vanish. Using the triangulation property (2.16), i.e.,
∆124 + ∆234 + ∆314 = ∆123 , (4.4)
we conclude that its square vanishes.
In addition to making the identity a consequence of a simple cancellation, this discussion
also reveals an important structure. Given the one-element list of triples T = {(123)} its
leading singularity is simply ∆123. In (4.3) we found that ∆
2
123/2 is also useful for deriving
identities. This suggests that one can talk about leading singularities and identities in a
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unified way by introducing the following exponential formula
LST = exp(κ∆123)
∣∣∣
κ
. (4.5)
Indeed, following [20], we propose that associated with any list of triples one should construct
an exponential representation so that
LST = exp
(
κ
n−2∑
i=1
αi∆aibici
)∣∣∣∣∣
κn−2
. (4.6)
While it is clear that the coefficient of κn−2 computes the leading singularity function, the
previous example shows that other orders of the expansion contain valuable information as
well. We investigate these orders in the next section.
4.1.1 U(1) Decoupling
Let us start with the U(1) decoupling identity. The name of the identity refers to the fact that
it is a property of a U(N) Yang–Mills theory where one particle is taken to be in U(1) ⊂ U(N).
The Lagrangian of a U(N) theory splits into two parts, one for the U(1) “photon” and one
for the SU(N) “gluons”. There is no cross term and therefore no coupling among the photon
and the gluons, i.e., the photon is decoupled. This means that the scattering amplitude of n
gluons and a photon must vanish, see, e.g., [38] for a review.
Let us start with the usual Parke–Taylor interaction of n gluons described at the linear
order by the n-gon
d1,2,...,n := u12 + u23 + · · ·+ un−1,n + un1. (4.7)
Clearly, the power dn−21,2,...,n, integrated over the Grassmann variables, computes the Parke–
Taylor factor PT(1, 2, . . . , n) as in (3.9). This combination of signed edges, uab, can be
written in terms of the triangle boundaries ∆abc in many ways, in particular, one can choose
any triangulation of the n-gon.
Now we want to include the photon as the particle n+1 in a way that manifestly decouples.
This is done by realizing that any point in the interior of the n-gon can be used to define a
triangulation. Since the point is in the interior nothing depends on it and it is “decoupled”.
Denoting the interior point as n+ 1 one finds
u12 + u23 + . . .+ un−1,n + un1 = ∆1,2,n+1 + ∆2,3,n+1 + · · ·+ ∆n−1,n,n+1 + ∆n,1,n+1. (4.8)
The (n−1)th power vanishes as the left hand side can be written in terms of n−2 ∆’s, e.g.,
u12 + u23 + . . .+ un−1,n + un1 = ∆1,2,n + ∆2,3,n + · · ·+ ∆n−2,n−1,n . (4.9)
and therefore saturates at the power n−2. Expanding the right hand side of (4.8) gives the
identity we are looking for. Note that the right hand side has n ∆’s and therefore the (n−1)th
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power is a sum over n terms in which exactly one of the ∆’s is missing. This can be written
as
dn−11,2,...,n,n+1 + d
n−1
1,2,...,n+1,n + · · ·+ dn−11,2,n+1,3...,n + dn−11,n+1,2,...,n = 0. (4.10)
After Grassmann integration each term gives rise to a (n+1)-particle Parke–Taylor factor
leading to
PT(1, 2, . . . , n, n+1) + PT(1, 2, . . . , n+1, n)+
+ · · ·+ PT(1, 2, n+1, 3 . . . , n) + PT(1, n+1, 2, . . . , n) = 0. (4.11)
Given the linear realization of the Parke–Taylor factors defined in (4.7) it is natural to
ask if there is an analogue of (4.10) for lower orders. The answer is yes. Indeed, let us now
show how to generalize (4.10) to all powers of d’s. Denoting di := d1,...i,n+1,i+1,...n and using
(4.8) it is easy to see that we can write
di = d1,2,...,n + ∆i,n+1,i+1. (4.12)
Now consider the sum
eκ d1 + eκ d2 + . . .+ eκ dn = eκ d1,2,...,n
(
eκ∆1,n+1,2 + eκ∆2,n+1,3 + . . .+ eκ∆n,n+1,1
)
= eκ d1,2,...,n (n− κ d1,2,...,n) . (4.13)
In the second line we used eκ∆ = 1 + κ∆. Now, using the fact that dn−11,2,...,n = 0 we conclude
that the right hand side is at most of order κn−2. Extracting the order κn−1 in the left hand
side then recovers the standard U(1) decoupling (4.10). However, we now see that this is just
the first of a family of identities that follow from extracting the lower orders in κ. At order
κj we have
dj1,2,...,n,n+1 + d
j
1,2,...,n+1,n + · · ·+ dj1,2,n+1,3...,n + dj1,n+1,2,...,n = (n− j) dj1,2,...,n. (4.14)
Because these relations follow from an straightforward application of (4.8) we refer to
the latter as the “parent identity” for U(1) decoupling. Next we study similar identities for
BCJ and KK relations.
4.1.2 Fundamental BCJ Identity
Here we present the derivation of the fundamental Bern–Carrasco–Johansson relations [27]. In
theories which admit a BCJ representation, these relations reduce the number of independent
partial amplitudes, corresponding to Parke–Taylor factors, to (n−3)!. Here these identities
arise naturally from a generalization of the decoupling procedure at the linear level in ∆.
We are now in position to derive BCJ relations from a generalization of the decoupling
identity (4.8). We will need to relate the coefficients αi in the general form (4.1) to kinematic
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invariants. The starting point is to note that the decoupling condition of particle n+1 does
not require the coefficients of
∆1,2,n+1 + ∆2,3,n+1 + · · ·+ ∆n−1,n,n+1 + ∆n,1,n+1 (4.15)
to be necessarily one. In order to find the most general setup for this to happen, let us
consider the linear combination
A12∆1,2,n+1 +A23∆2,3,n+1 + · · ·+An−1,n∆n−1,n,n+1 +An1∆n,1,n+1 = In+1 + Γn+1 , (4.16)
where have decomposed the LHS into two parts. In the term Γn+1 we have collected the
dependence on particle n+1, i.e.,
Γn+1 := (A12 −An1)un+1,1 + (A23 −A12)un+1,2 + · · ·+ (An1 −An−1,n)un+1,n, (4.17)
whereas the rest reads
In+1 := A12 u12 +A23 u23 + · · ·+An−1,n un−1,n +An1 un1. (4.18)
The linear expression (4.16) will be the parent identity generating BCJ relations (and other
new relations among CHY integrands), provided the coefficients Ai,i+1 satisfy a decoupling
condition. Here we will be mainly interested in the combination (4.16) raised to its (n−1)th
power.
When computing the leading singularity the only non-trivially zero terms are those for
which the Grassmann variables saturate after the gauge fixing term is included. In other
words, in the expression
(A12∆1,2,n+1 +A23∆2,3,n+1 + · · ·+An−1,n∆n−1,n,n+1 +An1∆n,1,n+1)n−1 θdθe
xde
χfχg
xfg
(4.19)
the only potentially non-zero terms are those proportional to
∏n+1
i=1 θiχi. If one chooses
d, e, f, g to be different from n+1, then the only source of θn+1χn+1 is the combination Γn+1
defined in (4.17). In the following we will thus consider the expansion:
(In+1 + Γn+1)
n−1 = (In+1)n−1 + (n− 1)(In−1)n−2Γn+1 +O(Γ2n+1). (4.20)
Clearly, the first term in the left hand side vanishes after Grassmann integration as it does
not have any factors of θn+1χn+1.
We anticipate that each order in Γn+1 will give us a relation among Parke–Taylor factors
and other CHY integrands. Let us start by considering the linear part, i.e., the second term
in (4.20). The combination Γn+1 must provide all the dependence in θn+1χn+1 and therefore
we can drop all other Grassmann variables inside it. Using that uab = θabχab/xab one finds
– 20 –
that the relevant piece of Γn+1 is(
(A12 −An1)
xn+1,1
+
(A23 −A12)
xn+1,2
+ · · ·+ (An1 −An−1n)
xn+1,n
)
θn+1χn+1. (4.21)
This means that in order to have an identity among Parke–Taylor functions it is necessary
for this to vanish. More explicitly, if
(A12 −An1)
xn+1,1
+
(A23 −A12)
xn+1,2
+ · · ·+ (An1 −An−1,n)
xn+1,n
= 0, (4.22)
then
1
An1
PT(1, 2, . . . , n, n+1) +
1
An−1,n
PT(1, 2, . . . , n+1, n)+
+ · · ·+ 1
A1,2
PT(1, n+1, 2, . . . , n) = O(Γ2n+1). (4.23)
Clearly, Aab = 1 is a solution to (4.22) and gives rise to the standard U(1) decoupling
identity since Γn+1 vanishes identically. This system can be written by performing the change
of variables Aa,i+1 −Aa−1,i = sn+1,i, in which case it reads
sn+1,1
xn+1,1
+
sn+1,2
xn+1,2
+ · · ·+ sn+1,n
xn+1,n
= 0. (4.24)
One can easily express the Aa,a+1 variables in terms of sn+1,a as follows
A12 = An1 +sn+1,1, A23 = An1 +sn+1,1 +sn+1,2, . . . , An−1,n = An1 +
n−1∑
i=1
sn+1,i. (4.25)
Note that this requires
∑n
i=1 sn+1,i = 0. In the context of CHY formalism [33] the condition
(4.24) is precisely the scattering equation for label n + 1. For m = n + 1 massless particles,
the scattering equations relate punctures in CP1, located at xa, a = 1, 2, . . . ,m, to kinematic
invariants. The latter are nicely encoded in a symmetric matrix with components sab, whose
diagonal elements are set to zero by the on-shell conditions. The space is m(m−3)/2 dimen-
sional as one further imposes m momentum conservation conditions
∑m
b=1 sab = 0, removing
in total 2m variables from the m(m+1)/2 elements in a generic symmetric matrix. The
scattering equations then fix the positions of the punctures xa by imposing
m−1∑
a=1
a6=b
sab
xa − xb = 0, b = 1, 2, . . . ,m. (4.26)
We have found that only the momentum conservation condition and the scattering equa-
tion corresponding to the (n+1)th particle is needed for the decoupling of such label. Given
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such conditions we would like to derive relations among Parke–Taylor factors from (4.23).
This requires us to find a way to ignore O(Γ2n+1). In order to achieve this it is necessary to
introduce an expansion parameter. This is done by the replacement sab →  sab and declaring
that An1 = 1. Clearly Γn+1 = O() and an expansion around  = 0 of (4.23) leads to relations
for the leading and next-to-leading order terms.
The leading order term gives Aab = 1 and becomes the U(1) decoupling identity. The
next to leading order term becomes(
n−1∑
i=1
sn+1,i
)
PT(1, 2, . . . , n−1, n+1, n) + · · ·+ sn+1,1PT(1, n+1, 2, . . . , n) = 0, (4.27)
which is the fundamental BCJ relation [27] at the level of Parke–Taylor factors. In [39] this
relation was in fact shown to hold on the support of the scattering equations.3
As we extract higher orders in , we will see that the higher powers of Γn+1 in the
expansion (4.20) do not vanish. Instead, it turns out that only the vanishing of the linear
term, imposed through the scattering equation (4.24), is enough to obtain a new family of
relations between the Parke–Taylor factors in (4.23) and multi-trace-like objects.
4.1.3 Beyond BCJ Relations
The derivation of the U(1) decoupling identity and the fundamental BCJ relations presented
in the previous section motivates the study of higher orders in the expansion. Here we will
illustrate with this the second order identity, i.e., O( 2), obtained from the expansion, and
we will leave the study of higher orders to future work.
The second order identity reads:(
n−1∑
i=1
s2n+1,i
)
PT(1, 2, . . . , n+ 1, n) + . . .+ s2n+1,1PT(1, n+ 1, 2, . . . , n)
= Λ1n
∑
1≤p<q<n
(∑q
r=p+1sn+1,r
)2
PT(q + 1, . . . p, n+ 1) PT(p+ 1, . . . q, n+ 1) , (4.28)
where the combination Λ1n := xn,n+1x1,n+1/x1,n is known as the inverse soft factor. In the
RHS we choose two arbitrary labels (in this case 1, n) which are special in that they fix the
summation range. The combination appearing in (4.28) exhibits a double trace structure.
More explicitly, we have
PT(q+1, . . . , p, n+1)PT(p+1, . . . , q, n+1) = Λ−1p,q+1PT(q+1, . . . , p)PT(p+1, . . . , q, n+1),
(4.29)
3Alternatively, CHY integrands can be understood as elements of the graded algebra B∗ generated by 1 and
ωab := d log xab, isomorphic to an Orlik–Solomon algebra [40]. The intersection pairing between two copies of
Hn−3(B∗, ω∧) ∼= Hn−3(M0,n, d±ω∧) [41] for ω := ∑a<b sab ωab computes CHY amplitudes [42].
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which turns the RHS of (4.28) into a sum of double-trace Parke–Taylor factors weighted by
(inverse) soft factors. We leave the details of the second order computation for Appendix B.
Here instead let us present a five-point example that can be explicitly checked. Taking n=4
produces:
s252 PT(1, 5, 2, 3, 4) + (s51+s52)
2 PT(1, 2, 5, 3, 4) + (s51+s52+s53)
2 PT(1, 2, 3, 5, 4)
= Λ14
(
Λ−113 s
2
52PT(25)PT(3, 4, 1) + Λ
−1
14 (s52+s53)
2PT(2, 3, 5)PT(4, 1) (4.30)
+ Λ−124 s
2
53PT(3, 5)PT(4, 1, 2)
)
.
Let us now provide an interpretation for these new identities. It is well-known that
the fundamental BCJ relations exhausts the relations among Yang–Mills partial amplitudes.
However, the string theory derivation of the identities which involves moving a vertex oper-
ator around the boundary of a disk [28, 29], implies and infinite number of other identities
involving higher-derivative terms in the EFT expansion of the open string. In string theory,
the monodromy picked up by passing one vertex operator over another is an exponential of
 sab, with  identified with α
′. Expanding in  gives the U(1) decoupling and BCJ identities
as the first two others. The O(2) contains amplitudes involving TrF 4 terms, whose CHY
formulation was found by He and Zhang in [43]. Let us write down the monodromy relations
for these CHY integrands, which hold on the support of the scattering equations:(
n−1∑
i=1
s2n+1,i
)
PT(1, 2, . . . , n+1, n) + . . .+ s2n+1,1PT(1, n+1, 2, . . . , n)
=
∑
1≤p<q<r<s≤n+1
xpq
sqr
xqr
xrs
ssp
xsp
PT(1, 2, . . . , n+1) + . . . , (4.31)
where the ellipsis on the RHS stands for all the insertions of particle label n+1 in the ordered
set (1, 2, . . . , n). Note that the cross ratio on the RHS is in fact a product of the two soft
factors (Λ(p))−1qr Λ
(r)
sp , with respect to labels p and r respectively.
We have seen that the ∆-algebra parent formula provides a different representation of the
monodromy identity. In particular, (4.28) exhibits the same soft behaviour on the particle
n+1 on both sides of the equation. We leave the discussion of higher orders in  sab as well
as their explicit equivalence to monodromy relations for future work.
4.2 KK Relations and Identities for Shuffle Sums
There is another direction in which the U(1) decoupling identity can be generalized. It is
well-known that at the level of Parke–Taylor factors U(1) decoupling is the simplest example
of a more general set of relations known as KK identities. In its standard form, the KK
relations are
PT(1, {α}, n, {β}) = (−1)|β|
∑
ω∈αβT
PT(1, {ω}, n). (4.32)
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The shuffle product αβT corresponds to all the permutations of the labels in {α}∪{βT }
such that the respective orderings of α and βT (i.e., the transpose permutation of β) are
preserved. One can now ask how the sum over the permutations in α βT is realized at the
level of sums of triples. It is the goal of this section to provide a linear version of (4.32), as
well as other useful identities at various orders in ∆’s. The relations (4.32) will then be a
direct consequence of such parent identities.
In order simplify the notation, let us take α = (2, 3, . . . ,m) and β = (m+1,m+2, . . . , n−1).
Such orderings correspond to the following object at the linear level:
d := d1,2,...,m,n,m+1,...,n−1 =∆123 + . . .+ ∆1mn + ∆1,n,m+1 + . . .+ ∆1,n−2,n−1 . (4.33)
We will also denote by dωi the shuffles of d, in the case where ωi is a permutation in
(2, . . . ,m) (n−1, . . . ,m+1). In this setup, the realization of the KK relations (4.32) is
(n−2m−1)∑
i=1
dn−2ωi = (−1)n−m−1dn−2. (4.34)
We are now in position to ask if there exists any identity at linear order between {dωi}
and d giving rise to the physical KK relation, in an analogous way to the U(1) and BCJ
relation. To see this, let us split the RHS of (4.33) as
 = ∆123 + . . .+∆1mn ˆ = ∆1,n,m+1 + . . .+ ∆1,n−2,n−1 , (4.35)
i.e., d =  + ˆ. Note that these objects each takes (m − 1) and (n − m − 1) triangles,
respectively. It turns out that for each shuffle ω one can define an induced splitting of dω,
that is
dω = ω − ˆ = − ˆω . (4.36)
We show in Appendix C that each simplicial complex in ω (respectively ˆω) is composed
of m−1 (respectively n−m−1) triangles, and that we have
(n−2m−1)∑
i=1
ωi = (n− 3m− 2
)
× d . (4.37)
Furthermore, we also show that the following relations between powers of ω hold:
(n−2m−1)∑
i=1
m−1ωi = dm−1 , (
n−2
m−1)∑
i=1
ˆn−m−1ωi = dn−m−1 . (4.38)
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Let us first focus on the linear relation (4.37). Using the decomposition (4.36) we find
(n−2m−1)∑
i=1
dωi =
(
n− 3
m− 2
)
×− ( n− 3
n−m− 2
)
× ˆ . (4.39)
This is the reflection of the KK identity (4.34) at the linear order in ∆. For instance, for
n = 6 and m = 3 this identity reads:
d123546 + d125346 + d152346 + d125436 + d152436 + d154236 = 3−3ˆ, (4.40)
where  = ∆123 + ∆136 , ˆ = ∆164 + ∆145 . (4.41)
The relative minus sign appearing in the RHS of (4.40) is the reflection of a fact pointed out
in [3] at the level of Parke–Taylor factors. There, the KK relation was derived by considering
the triples
{(123), (134), . . . , (1,m−1,m), (1,m, n), (1, n,m+1), (1,m+1,m+2), . . . , (1, n−2, n−1)}
(4.42)
which pick up PT(1, 2, 3, . . . ,m, n,m+1, . . . , n−1) as the only compatible one.4 This is the
right hand side of (4.34). Changing the orientation of every triple after (1,m, n) (which at
the linear level corresponds to introducing the relative minus sign in (4.39)) leads to the set
{(123), (134), . . . , (1,m−1,m), (1,m, n), (n, 1,m+1), (m+1, 1,m+2), . . . , (n−2, 1, n−1)}
(4.43)
This set has as compatible orderings the Parke–Taylor factors PT(1, {ωi}, n) in the left hand
side of (4.34) (which at the linear level correspond to the sum in (4.39)).
Finally, let us close this section by giving a direct derivation of the KK relations at
the level of Parke–Taylor factors, as following directly from their parent identities. We can
multiply both sides of the first equation in (4.38) by ˆn−m−1 to give:
(n−2m−1)∑
i=1
ˆn−m−1m−1ωi = m−1ˆn−m−1. (4.44)
Here we have used that ˆ is composed of n − m − 1 triangles and hence ˆn−m = 0.
4The ordering σ is compatible with a set of triples T if each triple (ia, ja, ka) ∈ T is a cyclic subword of σ.
The decomposition property of the leading singularity of T into its compatible Parke–Taylor factors follows
non-trivially from decomposing G(2, n) into positive regions [3].
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Finally, we can use (4.36) together with mωi = 0 to write
(n−2m−1)∑
i=1
dn−2ωi = (−1)n−m−1
(
n− 2
n−m− 1
) (n−2m−1)∑
i=1
ˆn−m−1m−1ωi
= (−1)n−m−1
(
n− 2
n−m− 1
) m−1ˆn−m−1
= (−1)n−m−1dn−2 , (4.45)
which is the identity (4.34) we wanted to prove.
4.3 A Preview of More General Identities Among Leading Singularities
The construction leading to the U(1) decoupling identity from the parent (4.8) can be gen-
eralized so as to obtain new relations among leading singularities. In fact the same parent
identity could have become the equivalence of two distinct sets of n−1 triples by simply mov-
ing one ∆i,i+1,n+1 from one side of the equation to the other. More explicitly, by moving
∆n,1,n+1 in (4.8) to the LHS and then using the triangulation (4.9), we find
∆1,2,n+∆2,3,n+· · ·+∆n−2,n−1,n+∆n−1,1,n−∆n,1,n+1 = ∆1,2,n+1 +∆2,3,n+1 +· · ·+∆n−1,n,n+1.
(4.46)
This is nothing but two different triangulations of an (n+1)-gon. Computing the (n−1)th
power on both sides leads to the same standard Parke–Taylor function PT(1, 2, . . . , n, n+1)
as expected.
Consider now the octahedral leading singularity and try to obtain a new relation by re-
versing the previous procedure. The first step is to use the equivalence of its two presentations
in triples,
∆123 + ∆345 + ∆561 + ∆642 = ∆234 + ∆456 + ∆612 + ∆153. (4.47)
Next, a simple identity can be obtained by moving ∆234 from the RHS to the LHS and
computing the fourth power of both sides:
(∆123 + ∆345 + ∆561 + ∆642 −∆234)4 = (∆456 + ∆612 + ∆153)4. (4.48)
Note that the RHS only has three ∆’s and therefore vanishes leading to
∆123∆345∆561∆642 + ∆234∆345∆561∆642 + ∆123∆234∆561∆642
+∆123∆345∆234∆642 + ∆123∆345∆561∆234 = 0. (4.49)
The resulting identity expresses the octahedral leading singularity, first term in the sum, as
a sum of four Parke–Taylor factors, each of them with a soft factor attached.
These two examples can be further generalized as follows.
Consider any given set of n−2 triples T1 and find a second set of m ≥ n − 2 triples T2
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such that ∑
τ∈T1
ατ∆τ1,τ2,τ3 =
∑
τ∈T2
βτ∆τ1,τ2,τ3 . (4.50)
Note that when T1 does not allow any moves m is necessarily larger than n−2.
By taking the (n−2)th power of this parent identity or some rearrangement of it (obtained
by moving terms from the RHS to LHS) we obtain new identities. Notice that when the LHS is
taken to the (n−2)th power, one of the terms will always correspond to the leading singularity
of T1.
Let us illustrate these general identities with an example involving a singularity that does
not admit any moves. Consider the set of triples depicted in Figure 4.1:
T1 = {(1, 3, 2), (1, 4, 7), (7, 6, 3), (4, 5, 6), (2, 7, 5)} , (4.51)
5
1
2
3
4 6
7
Figure 4.1. The triangles and edges corresponding to (4.51). They are not embeddable on the surface
of a sphere.
Since this object is rigid it must be that we require m > 5 to produce relations. It turns
out that it is necessary to consider at least m = 7 triples. The choice is not unique. For
example, using
T2 = {(1, 5, 2), (1, 4, 5), (7, 5, 6), (7, 6, 3), (7, 3, 2), (4, 7, 6), (1, 3, 7)} (4.52)
it is easy to check that ∑
τ∈T1
∆τ1,τ2,τ3 =
∑
τ∈T2
∆τ1,τ2,τ3 . (4.53)
Taking the fifth power of LHS gives FT1 , whereas the fifth power of RHS leads to
(
9
2
)
= 36
terms, each of them being a leading singularity. This 37-term identity can be replaced by a
12-term identity by simply moving ∆467 from the RHS to the LHS, i.e.∑
τ∈T1
∆τ1,τ2,τ3 −∆4,6,7
5 =
 ∑
τ∈T2\{(4,6,7)}
∆τ1,τ2,τ3
5 . (4.54)
This time the fifth power only gives six terms on the LHS and five on the RHS (one of them
is zero). It can be checked that each of the new terms simply corresponds to Parke-Taylor
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factors with soft factors attached. This gives a presentation of T1 in terms of 10 simple leading
singularities. Note that T1 is the unique, up to relabeling, irreducible leading singularity at
seven points [44].
Let us finally point out that the (unoriented) set of triples in T1 contains a G ' S3 oZ2
symmetry. The S3 piece acts by permuting the labels {1, 2, 3} (and {4, 5, 6} in the correspond-
ing way), whereas Z2 flips top and bottom of Figure 4.1. The symmetry group is realized
explicitly as a subgroup of S6 in terms of generators as for example
G = 〈(12)(46), (23)(56), (14)(25)(36)〉. (4.55)
Even though T1 is invariant under these transformations, T2 is not. Therefore one finds
different representations of the identity (4.54) given by the action of the group on the labels
of T2. If we were to draw on-shell diagrams for the different sets of triples associated with
T2 and its images we would then find diagrams related via moves. Of course, these on-shell
diagrams do not have the correct dimension to be leading singularities. We leave the study
of such moves for future work.
5 Nk−2MHV Leading Singularities and the ∆-Algebra
In this section we turn to the generalization of the ∆-algebra to helicity sectors other than
MHV. A general on-shell diagram describing a leading singularity in the Nk−2MHV sector
must satisfy the following condition α+β = 2(k−2), where α is the number of white vertices
that are not connected to any external label either directly or via a path only involving white
vertices, while β is the number of edges that connect two black vertices [3]. It is now clear
why the k = 2 sector is special. All MHV diagrams must have α = β = 0 and this leads to
the description in terms of lists of n−2 triples of labels. Already the k = 3 sector allows for
several possibilities, since α+ β = 2.
One attempt to simplify the general problem is to restrict to diagrams with α = 0. In this
case one can contract all clusters of trivalent black vertices into higher-valent black vertices
and associate with them a tuple of labels. For example, if k = 3 then β = 2 and there are two
possibilities. The first is to have two 4-valent black vertices and n−5 trivalent black vertices.
The second is to have one 5-valent black vertex and n−4 trivalent black vertices.
Having sets of labels of different length seems to prevent the development of a ∆-algebra
formulation. Luckily, Franco, Galloni, Penante, and Wen [30] showed that at the level of the
integrand in the Grassmannian formulation of scattering amplitudes [1] it is possible to work
with only (k+1)-tuples of labels and lists containing exactly n−k of them. The price to pay is
to abandon a direct connection to on-shell diagrams. The reason is that one has to work in the
top cell of G(k, n) which has dimension k(n−k), while leading singularity on-shell diagrams
live in 2(n−2)-dimensional cells. However, after computing with (k+1)-tuples, one can go
to boundaries of G(k, n) of dimension 2(n−2) and make connection to leading singularities.
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We will not discuss this last step and instead concentrate on the ∆-algebra related to the
integrand.
The two-components objects λa are replaced by k-component ones Za ∈ Pk−1 and Plu¨cker
coordinates 〈a, b〉 are replaced by 〈1, 2, . . . , k〉 := det(Z1, Z2, . . . , Zk). Given a list of (k+1)-
tuples
T = {(τ (1)1 , τ (1)2 , . . . , τ (1)k+1), . . . , (τ (n−k)1 , τ (n−k)2 , . . . , τ (n−k)k+1 )} (5.1)
the determinant formula (1.3) can be generalized to [30]:
FT :=
(
det′M
)k∏n−k
i=1 |τ (i)1 , τ (i)2 , . . . , τ (i)k+1|
, (5.2)
where
|a1, a2, . . . , ak+1| = 〈a1, a2, . . . , ak〉〈a2, a3, . . . , ak+1〉 · · · 〈ak+1, a1, . . . , ak−1〉. (5.3)
Also the matrix M is the natural generalization of the k = 2 case. It is a (n−k)× n matrix
with columns labeled by the particle number and rows by (k+1)-tuples in the list T . The
only non-zero entries in the row given by the ith tuple are those labeled by elements in this
tuple. The non-zero entries have values equal to the Plu¨cker coordinate with labels other
than the column in consideration. Finally, the reduced determinant is, up to a sign,
det′M :=
detM (a1,a2,...,ak)
〈a1, a2, . . . , ak〉 (5.4)
and is independent of the choice of labels ai [30].
Following the same steps that led to the definition of ∆ for k = 2, i.e., rewriting each of
the k powers of det′M in terms of k kinds of Grassmann variables θ(r)i , leads to
∆1,2,...,k+1 :=
∏k
r=1
(
θ
(r)
1 〈2, 3, . . . , k+1〉 − θ(r)2 〈1, 3, . . . , k+1〉+ . . .+ (−1)kθ(r)k+1〈1, 2, . . . , k〉
)
|1, 2, . . . , k+1| .
(5.5)
In the numerator, terms accompanying θ
(r)
i come with a sign (−1)i+1. The whole object picks
up a minus sign under exchange of two adjacent labels, ∆...ij... = −∆...ji..., as well as a sign
(−1)k under cyclic shifts of labels.
Let us denote the product of ∆’s in the set T by
LST :=
n−k∏
i=1
∆
τ
(i)
1 ,τ
(i)
2 ,...,τ
(i)
k+1
, (5.6)
so that
FT =
∫ k∏
r=1
n∏
i=1
dθ
(r)
i LST
k∏
r=1
θ
(r)
a1 θ
(r)
a2 · · · θ(r)ak
〈a1, a2, . . . , ak〉 (5.7)
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for an arbitrary choice of labels ai. Of course, this is an abuse of notation, since in order to
obtain a physical leading singularity associated with an on-shell diagram one has to not only
perform the integration over θ
(r)
i ’s, but also reduce the dimension of the cell in G(k, n) down
to 2(n−2).
Notice that ∆’s defined above have Grassmann degree k. This means that on top of
squaring to zero property,
∆2a1,a2,...,ak+1 = 0, (5.8)
we also have the (anti)commutation relations:[
∆a1,a2,...,ak+1 ,∆b1,b2,...,bk+1
]
= 0 for k even,
{∆a1,a2,...,ak+1 ,∆b1,b2,...,bk+1} = 0 for k odd. (5.9)
Hence, following the steps in the MHV case, in the k even case we can rewrite (5.6) as
LST =
1
(n− k)!
(
n−k∑
i=1
∆
τ
(i)
1 ,τ
(i)
2 ,...,τ
(i)
k+1
)n−k
. (5.10)
Due to anticommutation of ∆’s, there is no natural analogue of this expression for k odd,
though one might still construct LST in interesting ways out of products of linear combinations
of ∆’s. Moreover, one can verify that ∆a1,a2,...,ak+1 satisfy
∆1,2,...,k+1 =
k+1∑
i=1
∆1,2,...,i−1,R,i+1,...,k+1 (5.11)
for an arbitrary ZR. This relation is in fact the so-called 1−(k+1) bistellar flip, or Pachner
move [45]. This leads to the generalization of uij and to a formula in terms of “facet variables”
ua1,a2,...,ak such that
∆1,2,...,k+1 = u1,2,...,k + (−1)ku2,3,...,k+1 + u3,4,...,k+1,1 + . . .+ (−1)kuk+1,1,...,k−1. (5.12)
The identity (5.11) involves k+2 different labels. Since computing leading singularities,
according to (5.6), requires the (n−k)th power of ∆’s, for n = k+2 we are always interested
in quadratic identities. The most natural one is obtained by multiplying both sides of (5.11)
by ∆1,2,...,k+1 from the left, giving:
∆1,2,...,k+1
k+1∑
i=1
∆1,2,...,i−1,k+2,i+1,...,k+1 = 0. (5.13)
Here we set R = k+2 for simplicity. This is the analogue of the U(1) decoupling identity at
k=2.
Other types of identities can be obtained by moving ∆’s from RHS to LHS of (5.11) and
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squaring both sides (for even k), or alternatively multiplying the whole equation by one of the
sides. It turns out that k=2 is the only case for which this operation relates a single leading
singularity to another one. This is because only for k=2 the ∆’s can be partitioned into two
on the LHS and two on the RHS, which after squaring gives an equality between two leading
singularities: the square move.
For instance, (5.11) for k = 4 implies that the ∆’s satisfy the identity (the 3−3 bistellar
flip):
∆12345 + ∆26345 + ∆61345 = ∆12645 + ∆12365 + ∆12346, (5.14)
where we also used antisymmetry under exchanging labels, ∆abcde = −∆bacde. This identity
is very familiar in the context of NMHV amplitudes in momentum twistor space. In fact,
identifying our variables Za with momentum twistors and θ
(r)
a with the Za superpartner η
I
a,
one finds that ∆abcde is exactly what is known as the R-invariant Rabcde. Moreover, (5.14)
is nothing but the equivalence of the six-point NMHV amplitude when computed using the
BCFW technique or its parity conjugated version.
The straightforward analogy with R-invariants somehow breaks down when we square
both sides of (5.14) in order to get a relation among k = 4 leading singularities.5 The identity
is then
∆12345∆26345 + ∆12345∆61345 + ∆26345∆61345 = ∆12645∆12365 + ∆12645∆12346 + ∆12365∆12346
(5.15)
and it is the analogue of the square move identity ∆123∆134 = ∆234∆241 at k = 2. Similarly,
squaring both sides of (5.12) reveals that u’s satisfy
u1234(u2345 + u3451) + cycl. = 0, (5.16)
which is the analogue of the identity u12u23 + cycl. = 0 at k = 2.
It is clear that there is much more to be explored in the higher-k extension of the ∆-
algebra. A particularly interesting direction is the recent use of volumes of k-simplices in the
computation of φ3 biadjoint scalar amplitudes in the context of their corresponding ampli-
tuhedron, i.e., the associahedron in the Mandelstam space [46, 47]. We leave the exploration
of consequences of the above algebras for future work.
6 Discussions and Future Directions
In this work we introduced the ∆-algebra as a natural structure in the construction of MHV
non-planar leading singularities. Physical applications of the algebra structure range from
manifesting symmetries, such as cyclic invariance in the Parke–Taylor case, to revealing new
equivalences of on-shell diagrams not connected via square moves. Also, identities involving
several leading singularities found a natural description in terms of parent (or linear) relations
in the algebra. It is clear that we only scratched the surface of the structure. In particular,
5Recall that by this we mean the integrand of the Grassmannian integral formulation of the object.
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extensions of identities to k > 2 and applications to loop integrands, as well as less supersym-
metric [48] and gravity on-shell diagrams [49, 50] are some of the most pressing directions.
Another direction which is hard to overlook is to find possible connections to the triangulation
of the m = 2 amplituhedron for general k as discussed in [8, 51] where a structure of the form
“(polygon)k” was found.
In addition, there are some directions for future developments for which we can provide
more detailed explanations.
6.1 Comparison with (Combinatorial) BCFW Relations
It is well-known that it is possible to obtain relations among leading singularities by attaching
a BCFW-bridge to one of them and using the residue theorem to get the others [52, 53]. A
BCFW-bridge is a 4-particle diagram with a single black vertex connected to a single white
vertex (see Chapter 17 of [1] for a review). It is not a leading singularity but it is useful
when two of the four legs are connected to a complicated leading singularity. In fact, it
can be shown that this procedure decomposes any MHV leading singularity into a sum of
leading singularities with at least one soft factor attached. Here we compare the identities we
obtained by moving ∆’s in Section 4.3 with those from a purely combinatorial version of the
BCFW procedure when applied to a list of triples T .
Let us start by explaining the combinatorial BCFW identity related to a BCFW-bridge
(1, n).
Given a list of triples T , identify all those where label n enters and make a list Tn. For
each triple in Tn, say (nab), create the following two lists:
Tna := {(1na)} ∪
(
T − {(nab)}
)∣∣∣
n→a
(6.1)
and
Tnb := {(1bn)} ∪
(
T − {(nab)}
)∣∣∣
n→b
. (6.2)
Note that the orientation of the triples (1na) and (1bn) was chosen to match that of the
shared edges with the original triple (nab). Also, when either a=1 or b=1, the corresponding
contribution is defined to vanish, i.e., Tn1 := 0. The new lists either correspond to new leading
singularities or to zero.
The combinatorial BCFW identity is then
LST =
∑
(nab)∈Tn
(
LSTna + LSTnb
)
. (6.3)
The simplest example is the four-particle U(1) decoupling identity. In our language we
start with
∆123 = ∆124 + ∆234 + ∆314. (6.4)
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Multiplying both sides by ∆123 we get
∆123∆124 + ∆123∆234 + ∆123∆314 = 0. (6.5)
In the BCFW framework, we can attached a BCFW-bridge (2, 4) to PT(1234). Following the
combinatorial procedure lead us to (6.5).
This coincidence of results turns out to be an accidental coincidence. One can check
that there is not any single BCFW-bridge that can be attached to the leading singularity
{(123), (345), (561), (642)} that gives rise to the identity found in Section 4.3 by moving a
triangle, i.e.,
∆123∆345∆561∆642 = ∆234∆345∆561∆642 + ∆123∆234∆561∆642
+∆123∆345∆234∆642 + ∆123∆345∆561∆234. (6.6)
For example, applying a BCFW-bridge (3, 6) to {(123), (345), (561), (642)} one finds that
∆123∆345∆561∆642 = ∆123∆142∆345∆361 + ∆123∆345∆356∆542
+∆123∆345∆364∆541 + ∆123∆326∆345∆521. (6.7)
Here we used that T6 = {(561), (642)} and hence (6.3) involves a sum over (a, b) = (1, 5), (4, 2)
with the corresponding lists
T61 = {(123), (142), (345), (361)}, T65 = {(123), (345), (356), (542)}, (6.8)
as well as
T64 = {(123), (345), (364), (541)}, T62 = {(123), (326), (345), (521)}. (6.9)
It is clearly a very important question to find out how to connect these two constructions.
Moreover, it is hard to overlook the fact that the combinatorial BCFW relation involves a
procedure very reminiscent of the circuit elimination axiom of a matroid [54].
6.2 Gauge Redundancies in ∆abc and Differential Form Interpretation
The realization of the ∆-algebra discussed in this paper is based on that for the building
block
uab =
(θa − θb)(χa − χb)
xa − xb . (6.10)
However, this representation is not unique, there are redundancies similar to gauge transfor-
mations, for example,
uab → uab + αθaθb (6.11)
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for any constant α leaves all properties of the algebra invariant. Under this transformation
∆abc → ∆abc + α (θaθb + θbθc + θcθa) . (6.12)
Now, if both uab and ∆abc are not gauge invariant, what is the physical observable? The
answer is, of course, the rational function associated to a leading singularity. More precisely,
FT =
∫ n∏
a=1
dθadχa
n−2∏
i=1
∆aibici ×
θdθe
xde
χfχg
xfg
. (6.13)
The fact that there are gauge redundancies suggests that an interpretation as differential
forms could be the link to an even more geometrical picture. In fact, as mentioned in the
introduction, the object ∆abc defined in homogeneous variables becomes the 2-form Ωabc
under the Grassmann variable ↔ (1-form) identification used by He and Zhang [4]. It is
interesting that when Ωabc is written in inhomogeneous variables the form that appears is a
gauge transform of ∆abc(x). Let us show this more explicitly.
Let us parametrize holomorphic spinors in the following way:
λi = e
x˜i
(
1
xi
)
, so that 〈ij〉 = αβλαi λβj = −ex˜i+x˜jxij . (6.14)
Let us apply this to Ωijk, which we rewrite below for the reader’s convenience,
Ωijk = d log
〈ij〉
〈ki〉 ∧ d log
〈jk〉
〈ki〉 =
(
dλ1i 〈jk〉+ cycl.
) ∧ (dλ2i 〈jk〉+ cycl.)
〈ij〉〈jk〉〈ki〉 . (6.15)
Using the above change of variables we find that it decomposes as:
Ωijk = Uij + Ujk + Uki, with Uij = dx˜i ∧ dx˜j − dxij ∧ dx˜ij
xij
. (6.16)
Under the identification (θa, χa)→ (dxa, dx˜a) we find a gauge transform version, with α = 1,
of the representation we used. Now we are guaranteed that the 2-forms defined above also
furnish a representation of H∗Confn(R3), i.e.,
Uij = −Uji, Uij ∧ Uij = 0, Uij ∧ Ujk + cycl. = 0. (6.17)
Note that if we were to identify (xa, x˜a) → (za, z¯a), then Uij would be a combination of a
(1, 1)-form and a (0, 2)-form. However, the (0, 2) part is pure gauge. It would be interesting
to explore this further, especially in view of the following discussion.
6.3 det′Φ(x, y) and uij
There is an object that made its appearance for the first time in a twistor formulation of
gravity amplitudes introduced by one of the authors and Geyer in [55] and which admits an
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interesting formulation in terms of uij . This is the reduced determinant of
Φab(x) =
{
sab
x2ab
, if a 6= b;
−∑nc=1 sacx2ac , if a = b. (6.18)
It is easy to show that if x’s are any solution to the scattering equations then
n∑
a=1
xma Φab(x) = 0 for m = {0, 1, 2}. (6.19)
This implies that Φ is a n× n symmetric matrix of corank 3.
The object of interest for this part is a generalization of Φ introduced in [56] to prove a
property known as KLT orthogonality. The object is defined using the matrix
Φab(x, y) =
{
sab
xabyab
, if a 6= b;
−∑nc=1 sacxacyab , if a = b. (6.20)
Of course, Φab(x, x) reduces to the previous definition. It turns out that if x and y are distinct
solutions to the scattering equations then Φab(x, y) has corank 4 since
n∑
a=1
xm1a y
m2
b Φab(x) = 0 for (m1,m2) ∈ {(0, 0), (1, 0), (0, 1), (1, 1)}. (6.21)
In order to obtain a non-zero determinant it is necessary to remove four rows and four columns.
However, for our purposes it will be sufficient to consider the submatrix of Φ(x, y) obtained
by deleting rows i, j, k and columns p, q, r. Clearly, the determinant vanishes unless xa and
ya are the same solution to the scattering equations. Let us denote by Ix and Iy the label in
{1, 2, . . . , (n−3)!} corresponding to the solutions x and y belong to. Therefore one finds that
the reduced determinant is
det′Φ(x, y) =
detΦpqrijk (x, y)
xijxjkxkiypqyqryrp
= δIx,Iydet
′Φ(x, x). (6.22)
The Grassmann integral formulation is
det′Φ(x, y) =
∫ n∏
m=1
(dθm dχm) exp
∑
a,b
θaΦab(x, y)χb
 θiθjθj
xijxjkxki
χpχqχr
ypqyqryrp
. (6.23)
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Once again it is possible to rewrite this in term of uij as follows
det′Φ(x, y) =
∫ n∏
m=1
(dθm dχm)
θiθjθj
xijxjkxki
χpχqχr
ypqyqryrp
×
 n∑
a,b=1
b6=a
sab
yab
uab

n−3
(6.24)
up to an irrelevant numerical factor.
Following the spirit of this work in the way leading singularities were associated with the
product of ∆’s it is natural to propose that det′Φ(x, y) must likewise be associated with n∑
a,b=1
b6=a
sab
yab
uab

n−3
. (6.25)
Moreover, as proven by the second author in [20], any linear combination of uab’s with anti-
symmetric coefficients cab that satisfy
∑
a cab = 0 can be written in terms of ∆abc. Identifying
cab with sab/yab and recalling that the y’s satisfy the scattering equations one finds
n∑
a,b=1
b 6=a
sab
yab
uab =
∑
τ∈T
ατ (sab, yab) ∆τ1,τ2,τ3 (6.26)
for some set of triples T and coefficients ατ . It would be interesting to explore this connection
further.
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A Reducible Leading Singularities
Recall from (2.6) that an n-point MHV leading singularity has the associated rational function
FT computed as follows:
FT =
∫ n∏
i=1
dθidχi LST
θaθb
xab
χcχd
xcd
, (A.1)
where the labels a, b, c, d can be chosen arbitrarily.
We can ask what happens if T contains a subset of triples T˜ ⊂ T , which itself forms a
leading singularity, i.e.,
LST = LST˜
∏
τ∈T \T˜
∆τ1,τ2,τ3 . (A.2)
Note that here the complementary set T \ T˜ does not necessarily give a leading singularity
on its own. Let us say, without loss of generality, that T˜ contains m−2 triples constructed
out of the labels {1, 2, . . . ,m} for m < n. Plugging the decomposition (A.2) back into the
expression for the rational function (A.1), we find:
FT =
(∫ m∏
i=1
dθidχi LST˜
θaθb
xab
χcχd
xcd
)
︸ ︷︷ ︸
FT˜
∫ n∏
j=m+1
dθjdχj
∏
τ∈T \T˜
∆τ1,τ2,τ3
∣∣∣∣ θi=χi=0
i=1,2,...,m
 , (A.3)
since Grassmann integrals associated to the labels {1, 2, . . . ,m} are saturated in the left
factor. We also chose the arbitrary labels a, b, c, d to be taken out of the same set. The
rational function factors and the left factor is precisely FT˜ . In the right factor we set the
Grassmann variables from the set {1, 2, . . . ,m} to zero. Since this statement holds on the
level of the rational functions, it is clearly independent of a given representation in terms
of sets of triples. This extends the notion of reducibility of [44] and motivates the following
definition.
Definition A.1. A set T of n−2 triples is called reducible if there exists a proper non-empty
subset T˜ ( T of m−2 triples consisting of exactly m > 3 labels.
Thus, as above, the rational function FT contains FT˜ as a factor. Here we excluded the
trivial case where m = 3. Note that by the same logic, if there exists a subset of m−2 triples
T˜ ⊂ T , which contains fewer than m labels, then LST˜ = 0 and hence also LST vanishes.
For example, any leading singularity containing two repeated triples T˜ = {(a, b, c), (a, b, c)}
vanishes.
In the following discussion we give examples of how to construct reducible leading singu-
larities by gluing other ones.
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A.1 Soft Factor
First, let us consider the simplest case in which m = n−1, i.e., removing one triple from
a leading singularity leaves us with another leading singularity. The complementary set is
necessarily of the form
T \ T˜ = {(y, z, n)}, where y, z ∈ {1, 2, . . . , n−1}. (A.4)
Hence the right factor in (A.3) becomes:∫
dθndχn ∆yzn
∣∣∣∣θy=χy=0
θz=χz=0
=
∫
dθndχn
(
θnχn
xzn
+
θnχn
xny
)
=
xzy
xznxny
. (A.5)
This is nothing but the so-called soft factor [31] glued onto the leading singularity LST by
the legs y and z.
A.2 Gluing by an Edge
The above soft factor can be alternatively understood as gluing of a single triple, say,
{(n+1, n+2, n)}, to the original set of triple T by identifying n+1 with y and n+2 with
z. Let us use the notation:
T (y,z)◦
(n+1,n+2)
{(n+1, n+2, n)} (A.6)
to define the result of this operation.
It is in fact the simplest example of a more general gluing operation, which takes two sets
of triples T1 and T2 with n1−2 and n2−2 elements respectively, and identifies a pair of labels
(y, z) from the first set with a pair of labels (v, w) from the second. The result is denoted by:
T3 = T1
(y,z)◦
(v,w)
T2. (A.7)
It consists of n1+n2−4 triples and involves exactly n1+n2−2 labels. Therefore it is a valid
leading singularity.
For the above gluing operation, the right factor in (A.3) simplifies as follows:
∫ n1+n2∏
j=n1+1
j 6=v,w
dθjdχj
∏
τ∈T2
∆τ1,τ2,τ3
∣∣∣∣v=y
w=z
= x2yz FT2
∣∣∣∣v=y
w=z
, (A.8)
where we assumed that prior to gluing T2 consists of labels {n1+1, n1+2, . . . , n1+n2}. The
equality was obtained by multiplying by
1 = x2yz
∫
dθydθzdχydχz
θyθzχyχz
x2yz
. (A.9)
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Hence the resulting leading singularity T3 from (A.7) has a rational function factorizing as a
product of the two rational functions of T1 and T2:
FT3 = x
2
yz FT1FT2
∣∣∣∣v=y
w=z
. (A.10)
Let us consider an example in which we can take two copies of the octahedral set of
triples:
T1 = {(1, 2, 3), (3, 4, 5), (5, 6, 1), (6, 4, 2)},
T2 = {(7, 8, 9), (9, 10, 11), (11, 12, 7), (8, 12, 10)} (A.11)
and attach them by legs respectively 5↔ 12 and 6↔ 11. The resulting leading singularity is
determined by the data:
T1
(5,6)◦
(12,11)
T2 = {(1, 2, 3), (3, 4, 5), (5, 6, 1), (6, 4, 2), (7, 8, 9), (9, 10, 6), (6, 5, 7), (8, 5, 10)}. (A.12)
The corresponding rational function is given in (3.28).
A.3 Gluing by a Triangle
A natural generalization of the above procedure is to glue two sets of triples by a triangle.
Let us identify the triangle (y, z, t) from T1 with a triangle (u, v, s) from T2 and denote the
result with
T3 = T1
(y,z,t)◦
(v,w,s)
T2. (A.13)
In this case, by using the identity
1 = xyzxztxty
∫
dθydθzdθtdχydχzdχt ∆yzt
θyθzχyχz
x2yz
. (A.14)
it is straightforward to show that the right factor in (A.3) simplifies and the resulting rational
function becomes:
FT3 = xyzxztxty FT1FT2
∣∣∣∣v=y
w=z
s=t
. (A.15)
For instance, we can consider the triples from (A.11) glued by the triangles (5, 6, 1) ↔
(11, 12, 7) yields
T1
(5,6,1)◦
(11,12,7)
T2 = {(1, 2, 3), (3, 4, 5), (5, 6, 1), (6, 4, 2), (1, 8, 9), (9, 10, 5), (8, 6, 10)}. (A.16)
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The corresponding rational function is
− (x15x26x34 − x16x24x35)
2 (x18x59x6,10 − x19x5,10x68)2
x12x13x15x16x18x19x23x24x26x34x35x45x46x56x59x5,10x68x6,10x89x8,10x9,10
. (A.17)
More generally, one can glue two leading singularities T1 and T2 by a common leading
singularity, if there exists one. It is straightforward to show that the resulting rational function
always factors into a product of rational functions FT1FT2 times a factor that depends on the
gluing object.
B Derivation of O(2) Relations
Let us write the expression in (4.16) as In+1 + Γn+1, where
In+1 = A12u12 +A23u23 + . . .+An1un1 , (B.1)
and we can expand Γn+1 in its Grassmann variables as
Γn+1 = En+1θn+1χn+1 +Ξn+1χn+1 + Φn+1θn+1 + γn+1, (B.2)
where Ξn+1 and Φn+1 are 1-forms,
Ξn+1 = −
n∑
j=1
sn+1,j
xn+1,j
θj , Φn+1 = −
n∑
j=1
sn+1,j
xn+1,j
χj (B.3)
and γn+1 is a 2-form (whose expression is not needed here). As already shown En+1 corre-
sponds to the scattering equation for the n + 1-th particle after putting Aa,a+1 − Aa−1,a =
 sn+1,a:
Aii+1 = 1 + 
i∑
j=1
sn+1,j (B.4)
(recall we can set An1 = 1). Note that this requires
∑n
j=1 sn+1,j = 0. Now let us assume
En+1 =
∑i
j=1
sn+1,j
xn+1,j
= 0 holds and consider the power (In+1 + Γn+1)
n−1 up to second order
in . The RHS (see eq. 2.12) gives again a linear combination of PT factors:
θdθeχdχe
x2de
(In+1 + Γn+1)
n−1 (B.5)
= 2(n−1)!
[(
n−1∑
i=1
s2n+1,i
)
PT(1, 2, . . . , n+1, n) + · · ·+ s2n+1,1PT(1, n+1, 2, . . . , n)
]
+O(3).
Here we think of the RHS as Grassmann integrands, i.e., top forms in θ and χ.
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We now concentrate on the binomial expansion of the LHS,
θdθeχdχe
x2de
(In+1 + Γn+1)
n−1 =
(n− 1)(n− 2)
2
θdθeχdχe
x2de
In−3n+1 Γ
2
n+1 + . . . , (B.6)
where the ellipsis represents higher order terms as well as terms independent of θn+1χn+1.
To leading order in  we have In+1 → ∆1...n and hence the above expansion becomes
θdθeχdχe
x2de
(In+1 + Γn+1)
n−1 = 2(n− 1)(n− 2)θdθeθn+1χdχeχn+1
x2de
(∆1...n)
n−3
×
n∑
i,j=1
sn+1,i sn+1,j
xn+1,i xn+1,j
χiθj + . . . . (B.7)
Since χjθj
∑n
i=1
sn+1,i
xn+1,i
= 0 we can write
n∑
i,j=1
sn+1,i sn+1,j
xn+1,i xn+1,j
χiθj =
n∑
i,j=1
sn+1,i sn+1,j
xn+1,i xn+1,j
(χi − χj)θj
=
1
2
n∑
i,j=1
sn+1,i sn+1,j
xn+1,i xn+1,j
χijθij
=
1
2
n∑
i,j=1
xij
xn+1,i xn+1,j
sn+1,i sn+1,j uij (B.8)
=
1
2
n∑
i,j=1
xij
xn+1,i xn+1,j
sn+1,i sn+1,j ∆ij n+1 ,
where in the last line we added the term uj,n+1 + un+1,i which vanishes inside the sum. For
instance:
1
2
n∑
i,j=1
xij
xn+1,i xn+1,j
sn+1,i sn+1,j uj,n+1 =
1
2
n∑
i,j=1
sn+1,isn+1,j
xn+1,j
uj,n+1
− 1
2
n∑
i,j=1
sn+1,isn+1,j
xn+1,i
uj,n+1 = 0 , (B.9)
thanks to both momentum conservation and the scattering equations. We then have
θdθeχdχe
x2de
(In+1 + Γn+1)
n−1
2
= 2
(n− 1)(n− 2)
2
θdθeθn+1χdχeχn+1
x2de
(∆1...n)
n−3
n∑
i,j=1
xij
xn+1,i xn+1,j
sn+1,i sn+1,j ∆i,j,n+1
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= 2(n− 1)(n− 2)θdθeχdχe
x2de
Λde∆d,e,n+1(∆1...n)
n−3
n∑
i<j
Λ−1ij sn+1,i sn+1,j ∆i,j,n+1, (B.10)
where Λij = xn+1,ixn+1,j/xi,j is the inverse soft factor, and we used the support of θdθeχdχe.
Let us now triangulate ∆n+1,d,e with n triples:
∆1...n =
∑
i
∆i,i+1,n+1 (B.11)
so that
(∆1...n)
n−3 = (n− 3)!
∑
p<q<r
∏
l
∆l,l+1,n+1∆ˆp,p+1,n+1∆ˆq,q+1,n+1∆ˆr,r+1,n+1, (B.12)
i.e., we remove the pth, qth and rth triple. Now fix the labels {d, e} = {k, k + 1} for some
k, i.e., we have an overall factor of Λk,k+1∆k,k+1,n+1 (the prefactor θdθeχdχe/x
2
de is just a
Jacobian and can be ignored once we write the top form in terms of triples). If the set of
triangles inside the product contains ∆k,k+1,n+1 then such contribution vanishes, hence we
can restrict the sum to the cases k ∈ {p, q, r}. This can be written as
2(n− 1)! Λk,k+1
∑
p<q
p,q 6=k
Λ−1ij sn+1,i sn+1,j ∆i,j,n+1
∏
l
∆l,l+1,n+1∆ˆp,p+1,n+1∆ˆq,q+1,n+1 (B.13)
Merging the sums we find
2(n− 1)! Λn,1
 ∑
i≤p<j≤q<n
+
∑
p<j≤q<i≤n
Λ−1ij sn+1,i sn+1,j ∆i,j,n+1
×
∏
l
∆l,l+1,n+1∆ˆp,p+1,n+1∆ˆq,q+1,n+1. (B.14)
Here we chose k = n for simplicity. It can be seen that all the other summation regions
vanish by the fact that in those cases we can triangulate the set of triangles inside the product
such that they contain ∆i,j,n+1. We now recognize in each term in the sum the product of
three leading singularities which triples read
T1 = {(a, b, c)},
T2 = {(n+ 1, p+ 1, p+ 2), . . . , (n+ 1, j, j + 1), . . . , (n+ 1, q − 1, q)}, (B.15)
T3 = {(d, q + 1, q + 2), . . . , (d, i, i+ 1), . . . , (d, p− 1, p)}.
Using the factorization property find the leading singularity function to be
F
([
T1
(a,c)◦
(i,n+1)
T3
]
(n+1,b)◦
(d,j)
T2
)
= x2n+1,jPT(q + 1, . . . p, n+ 1)F
[
T1
(a,c)◦
(i,n+1)
T3
]
b=j
(B.16)
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=
xn+1,jxn+1,i
xi,j︸ ︷︷ ︸
Λij
PT(q + 1, . . . p, n+ 1)PT(p+ 1, . . . q, n+ 1),
where we used the gluing operation introduced in Appendix A. Inserting this back into the
sum we arrive at
θdθeχdχe
x2de
(In+1 + Γn+1)
n−1
∣∣∣
2
= 2(n−1)!Λn,1
 ∑
i≤p<j≤q<n
+
∑
p<j≤q<i≤n
sn+1,isn+1,jPT(q+1, . . . , p, n+1)PT(p+1, . . . , q, n+1)
= 2(n−1)!Λn,1
∑
1≤p<q<n
s2n+1,(p+1...q) PT(q + 1, . . . , p, n+ 1)PT(p+ 1, . . . , q, n+ 1), (B.17)
where sn+1,(p+1...q) = sn+1,(q+1...p) := sn+1,p+1 + sn+1,p+2 + . . . + sn+1,q. Combining both
expansions we finally get
Λn,1
∑
1≤p<q<n
s2n+1,(p+1...q) PT(q + 1, . . . p, n+ 1)PT(p+ 1, . . . q, n+ 1)
=
(
n−1∑
i=1
s2n+1,i
)
PT(1, 2, . . . , n+ 1, n) + . . .+ s2n+1,1PT(1, n+ 1, 2, . . . , n) . (B.18)
C Proof of Shuffle Identities
In this appendix we give a new combinatorial proof of the (physical) Kleiss–Kuijf relations
using the ∆-algebra, together with the homomorphism defined by
LST 7→ LST θaθb
xab
χcχd
xcd
. (C.1)
This is in fact an isomorphism of symmetric group representations which is independent of
the choice of pairs of distinct elements (a, b) and (c, d); we thereby obtain a new proof of the
physical KK relations.
For any permutation ω of the set {2, 3, . . . , n−1}, recall the definition
dω = u1,ω(1) + uω(1),ω(2) + . . .+ uω(n−2),n + un,1 (C.2)
and further set
d :=u12 + . . .+ um,n + un,m+1 + . . .+ un−2,n−1 + un−1,1
=∆123 + . . .+ ∆1mn + ∆1,n,m+1 + . . .+ ∆1,n−2,n−1 , (C.3)
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corresponding to the permutation
(1, 2, . . . ,m, n,m+ 1,m+ 2, . . . , n− 2, n− 1). (C.4)
Theorem C.1 gives the expansion of 1(n−2)!d
n−2 in the KK basis,{
1
(n− 2)!d
n−2
ω
∣∣∣ ω is a permutation of (2, . . . , n− 1)} . (C.5)
Theorem C.1. We have
(n−2m−1)∑
i=1
dn−2ωi = (−1)n−m−1dn−2 , (C.6)
where ωi varies over the set of shuffles α β
T of α = (2, 3, . . . ,m) and βT = (n−1, n−2, . . . ,
m+1).
Proof. The first step is to construct the triangulations of ωi and ˆωi . For this we note
that each ωi represents a path from label 1 to label n in the “two-route” arrangement of
Figure C.1. Each path passes through all the labels, and covers the labels in each route in a
consecutive order.
The shaded region we call the “interior” (exterior) of the path, and we associate the
complex ωi (ˆωi). It is easy to check that constructed in this way ωi consists of m − 1
triangles. Let us denote by {∆(i)j }m−1j=1 some canonical triangulation of the interior of the ith
path, i.e., ωi = ∑j ∆(i)j . Then we can express the KK sum as a “sum over paths”:
(n−2m−1)∑
i=1
m−1ωi = (m− 1)! (
n−2
m−1)∑
i=1
m−1∏
j=1
∆
(i)
j (C.7)
We are now in position to prove our main identities. Define the function:
fn,m({∆(i)j }) :=
(n−2m−1)∑
i=1
m−1ωi − dm−1n , (C.8)
where dn =  + ˆ. Note that such function can be expanded explicitly in terms of, in
principle, all the possible triangles {∆j} with a side laying on one of the routes, since we
can always triangulate ωi using such. Note also that fn,m({∆(i)j }) is of uniform Grassmann
degree, and thanks to the nilpotency of ∆’s it is at most linear in each ∆j . Hence, it is
sufficient to show that the coefficient of each ∆j vanishes to argue that fn,m({∆(i)j }) = 0.
We will use an inductive argument in n and m. The cases m = 2 are trivial to check
for any n since they correspond to U(1) decoupling. Let us then assume fn−1,m−1 = 0 for
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m− 1
m
n
m+ 1
m+ 2
1
2
3
n− 2
n− 1
. . .
. . .
ωi
ωi
Figure C.1. A “random walk” from 1 to n. Recall that ωi + ˆωi = + ˆ and dωi = ωi − ˆ.
any set of triangles. Consider then a given ∆(∗) that is contained among a subset of paths
P∆(∗) = {i}i∈I . We can single out the contribution from ∆(∗) in the sum over paths as
(n−2m−1)∑
i=1
m−1ωi = (m− 1)!∆(∗)∑
i∈I
m−2∏
j=1
∆
(i)
j + . . . . (C.9)
Now, it is easy to check that removing ∆(∗) from a path i ∈ I defines a new path for
n− 1 labels, whose interior contains m− 2 triangles (see Figure C.2). In fact we can now see
that the number of such paths is |I| = (n−3m−2). Since fn−1,m−1 = 0 we can write
∑
i∈I
m−2∏
j=1
∆
(i)
j =
1
(m− 2)!d
m−2
n−1 . (C.10)
where dn−1 is now the complement region of ∆(∗). We then have
(n−2m−1)∑
i=1
m−1ωi = (m− 1)∆(∗)dm−2n−1 + . . . . (C.11)
Now write dn = ∆
(∗) + dn−1 such that we have
dm−1n = d
m−1
n−1 + (m− 1)∆(∗)dm−2n−1 . (C.12)
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m− 1
m
n
m+ 1
m+ 2
1
2
3
n− 2
n− 1
. . .
. . .
∆(∗)∆(∗)
l
j + 1
j
Figure C.2. Singling out ∆(∗). The path obtained by identifying label j with j + 1 contains m − 2
triangles and n− 1 labels.
We can now see that the coefficient of the second term precisely cancels the contribution
from the path sum, hence fn,m = 0. This concludes the proof.
As a corollary of our construction, we note that, given a triangulation of the region dn,
each of the triangles will appear |I| = (n−3m−2) times when summing over all possible paths,
that is
(n−2m−1)∑
i=1
ωi = (n− 3m− 2
)
dn . (C.13)
This proves our formula (4.37).
It is interesting to note that the idea of the proof can be extended to a general piece
(i.e., subset of triangles) of Ωn, say Ωn = R + Rˆ. If R has k triangles then Ω
m−1
n =(
m−1
k
)
RkRˆm−1−k + . . . (lower orders). The binomial in the LHS of the identity is unique in
that it accounts for all the combinatorial factors associated to singling out Rk in the path
sum.
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