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摘 要: 基于敌对的两机空战背景, 利用不断更新的威胁态势作为飞行员的决策依据, 采用影响图分析法描述空
战飞行员的决策过程, 建立了空战飞行员的决策模型. 其特点是空战威胁态势的评估及决策方式易于根据飞行员
的经验和偏好进行描述与调整. 仿真结果表明, 利用所建立的空战决策模型可以有效地导引战机格斗, 决策过程
符合空战格斗理念.
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Abstract: Considering a scenario of air combat involving two opposing fighter aircrafts, a decision-making
model for the pilot in air combat is established. The model is based on a situation of cont inually updated
threat. An influence diagram analysis method is employed to describe the pilot decision-making process.
Evaluation of air combat threat and the decision-making behavior are easy to describe and modify, if
necessary, according to the experience and preference of the individual pilot. Simulation results show that the
proposed model is effect ive to guide the f ighter aircraft during air combat dogfight, and its decision-making
process conforms to the concept of air combat dogfight.
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空战为研究对象, 我机用 P 表示, 敌机用 T 表示,
空战几何如图 1所示.
图 1 空战态势几何关系
Fig. 1 Geometry of air combat
  飞机的状态矢量为 X= [ x i , y i , Vi , Vi ] , i= P ,
T . x , y 代表位置坐标, V 表示速度, V 表示航向角.
空战状态用 C= [ A1 , A2 , r ]表示, 其中: A1 为滞后
角, 即视线LOS 与 P 的速度矢量夹角, A2 为超前
角, 即视线LOS的延长线与 T 的速度矢量夹角, A1 ,
A2 I [ 0, P] , r 为两机间相对距离. 由几何关系可得
A1 = arccos




( xT - xP ) cos VT + ( yT - yP ) sin VT
r
( 2)
r = ( xT - xP )
2
+ ( yT - yP )
2
( 3)










此, 在水平面上, 可将格斗机动方式简化. 本文采
用文献[ 7]中的 3种空战水平面机动方式, 见图 2
所示.
图 2 水平面飞机机动方式
Fig. 2  Maneuver modes of aircraft in horizontal plane
  图中, ¹ 为以最大过载左转 ai = a i, max ; º为直
线飞行 ai= 0; » 为以最大过载右转 a i = - ai, max.
其中 ai, max是侧向过载最大值, i= P , T .
飞机运动方程为
¤x i = Vicos Vi , i = P , T ( 4)




, i = P , T ( 6)
2  空战决策建模











表示, 节点分为3类: 决策节点, 表示不同的决策变
量, 用矩形框表示, 相当于每一个变量对应一个数
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信息弧指向决策节点, 表示信息的时间顺序, 即在
决策之前哪些量是已知的.





表示了在时刻 t i= i$t , ( i = 0, . . . , n - 1)的 n 个连
续机动决策过程, $t 是前后两个决策的时间间隔,
称为决策间隔.
图 3  n 步决策过程影响图
Fig. 3 An influence diagram for n steps decision- making process









( 1) 均势, 用 H1 表示. 当 A1 = P, A2 = 0时,
P ( ( i= H1 ) = 1;
( 2) 有利, 用 H2 表示. 当 A1 = 0, A2 = 0 时,
P ( ( i= H2 ) = 1;
(3) 不利, 用 H3 表示; 当 A1 = P, A2 = P时,
P ( ( i= H3 ) = 1;
(4) 双方不利, 用 H4 表示. 当 A1 = 0, A2 = P
时, P ( ( i= H4 ) = 1.




P ( ( i = Hk ) = 1。根据影响图, 将 t i
时刻的威胁态势P ( ( i = Hk ) , k= 1, . . . , 4,作为先验
概率, 以 t i+ 1时刻空战状态节点的空战状态观测值
Ci+ 1为新获得信息,利用贝叶斯( Bayes)定理进行威
胁态势判断更新, 可获得 tt+ 1时刻的威胁态势评
估值
P ( ( i+ 1 = Hk ) =^P( ( i+ 1 = Hk | A1, i+ 1 , A2, i+ 1 , r i+ 1 ) =




P( ( i = Hm ) P ( A1, i+ 1 , A2, i+ 1 , r i+ 1 | ( i = Hm )
k = 1, . . . , 4, i = 0, 1, . . . , i - 1. ( 7)
  设空战状态变量 A1 , A2 及 r 是条件独立的随机
变量, 则有
P( A1, i+ 1 , A2, i+ 1 , r i+ 1 | ( i = Hk ) = P( A1, i+ 1 | ( i =
Hk ) P ( A2, i+ 1 | ( i = Hk ) P ( r i+ 1 | ( i = Hk ) ( 8)





P( r | H1 ) = 1 - e
- rPK
P( A1 | H1 ) = A1PP
P( A2 | H1 ) = 1 - A2PP
( 9)
  ( 2) 有利
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P ( r | H2 ) = e
- rPK
P ( A1 | H2 ) = 1- A1PP
P ( A2 | H2 ) = 1- A2PP
( 10)
  ( 3) 不利
P ( r | H3 ) = e
- rPK
P ( A1 | H3 ) = A1PP
P ( A2 | H3 ) = A2PP
( 11)
  ( 4) 双方不利
P ( r | H4 ) = e
- rPK
P ( A1 | H4 ) = 1- A1PP
P ( A2 | H4 ) = A2PP
( 12)
其中, K> 0为常数.




对威胁的态度不同, 或偏向冒险, 或偏向保守. 因
此, 采取决策的方式可以不同. 这里决策根据威胁
态势的最大值确定: 当有利最大, 采取扩大有利的
决策; 当不利最大, 采取减少不利的决策; 当双方







可以认为敌机被击毁. 其中, D 为允许攻击距离,
<为攻击锥角.
3  空战仿真与分析
仿真1: 目标 T 作一般机动.
设 P 与T 双方进行近距空战格斗, 速度 Vp =
350 mPs, VT = 300 mPs, P、T 可选控制集分别为aP=
[ 90, 0, - 90]、aT = [ 60, 0, - 60] ,单位为 mPs
2
. P 的
初始位置为( 0, 1 000) , 初始航向角 VP = - 90b, T
的初始位置为( 2 000, 0) ,初始航向角 VT = 0b, 选择
决策间隔 $t= 0. 25 s, 取初始威胁态势值 P 0 ( H1 ) =
P 0 ( H2 ) = P 0 ( H3 ) = P0 ( H4 ) = 0. 25, 并假设双方攻击
条件为
[ 11]
: D [ 500 m, < [ 10 b。
在初始时刻 T 发现P, 并采取最大机动 aT = 60
mPs2 ,试图绕到 P 的后方对P 进行攻击. P 采用本
文提出的决策导引律与T 进行格斗. 图 4中的( a)、
( b)、( c)分别为整个格斗过程的双方轨迹、P 的威胁
态势、滞后角和超前角等参数的变化曲线. 从图 4
可以看出: P 从T 的后方追踪,保持对 T 的有利态
势,整个过程中 T 的超前角 A2< 52. 5b, 不构成对 P
的攻击条件, 而 t > 10 s 后, P 的滞后角 A1 很小,
机头几乎对准目标. 在 t = 23. 7 s时, P、T 之间的
距离r = 488. 9 m, A1= 0. 5b, 满足攻击条件式( 13) ,
这时 A2= 18. 96b.
( a) 格斗轨迹 ( b) P 威胁态势 ( c) A1、A2 变化曲线
图 4 仿真 1 中 P、T 空战过程
Fig. 4 The air combat history for P vs T in simulation 1





为 P、T , P 信息占优, 即 P 先根据T 的信息进行机
动, T 再根据P 的信息采取机动对策. P 的初始位
置为 ( 0, 0) , 初始航向角 VP= 0b, T 的初始位置为
( 2 000, 0) , 初始航向角 VT = 180b, P、T 的速度及
可选控制集同仿真1, 其他参数设定同仿真1, 格斗
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过程如图( 5)所示, 其中( a)、( b)、( c)分别为 P 与T
的轨迹、P 的威胁态势以及参数 A1 与 A2 的变化曲
线. 由( a)可以看出, 这是一种典型的空中遭遇战,
初始时双方相对飞行, P 首先为避免双方不利态势
进行规避, 同样, T 也尽量为避免这种不利进行规
避, 双方很快进入均势阶段, 见( b) . 接着, 为使己
方处于优势, 双方均设法绕到对方后方进行攻击,
在双方决策模型相同的情况下, 由于P 性能上的优
势而最终获胜. 整个格斗过程持续了约 40 s. 由( c)
可以看出在空战过程前 5 s, T 的超前角迅速减小,
P 的滞后角迅速增大, 表明相互规避, 接着双方进
入真正的格斗较量阶段. 此后, A2 [ 91. 8b, 因此, T
不构成对P 的威胁. 在 t = 39. 9 s时, P 与T 之间
的距离 r= 482. 9 m, A1= 0. 25b, P 机头几乎正对T ,
满足攻击条件式( 13) , 此时, A2= 70. 7b.
( a) 格斗轨迹 ( b) P 威胁态势 ( c) A1、A2 变化曲线
图 5 仿真 2 中 P、T 空战过程
Fig. 5 The air combat history for P vs T in simulation 2
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