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For the theoretical understanding of the reactivity of complex chemical sys-
tems accurate relative energies between intermediates and transition states
are required. Despite its popularity, density functional theory (DFT) often
fails to provide sufficiently accurate data, especially for molecules containing
transition metals. Due to the huge number of intermediates that need to be
studied for all but the simplest chemical processes, DFT is to date the only
method that is computationally feasible. Here, we present a Bayesian frame-
work for DFT that allows for error estimation of calculated properties. Since
the optimal choice of parameters in present-day density functionals is strongly
system dependent, we advocate for a system-focused re-parameterization.
While, at first sight, this approach conflicts with the first-principles charac-
ter of DFT that should make it in principle system independent, we deliber-
ately introduce system dependence because we can then assign a stochasti-
cally meaningful error to the system-dependent parametrization that makes
it non-arbitrary. By re-parameterizing a functional that was derived on a
sound physical basis to a chemical system of interest we obtain a functional
that yields reliable confidence intervals for reaction energies. We demonstrate
our approach at the example of catalytic nitrogen fixation.
1 Introduction
To understand the reactivity of a chemical system, the potential energy surface (PES)
needs to explored to high accuracy. The electronic contribution to accurate relative ener-
gies between intermediates and transition states is particularly difficult to calculate (next
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to the entropic contribution). While state-of-the-art quantum chemical calculations can
yield highly accurate results even for large systems [1], they are computationally expen-
sive and therefore restricted to a comparatively small number of structures that can be
investigated. As a consequence, density functional theory (DFT) is currently the method
of choice — despite its shortcomings with respect to accuracy and lack of systematic im-
provability. If, however, the error of each result was known, the value of approximate
DFT approaches would be dramatically increased as it would flag those results to be
considered with caution. An assigned error would allow one to judge whether this error
compromises conclusions drawn from the data.
Most approximate exchange–correlation (XC) density functionals are constructed by
fitting their parameters to benchmark data sets. While many extensive data sets exist,
such as the ones proposed by Pople [2–5], Truhlar [6–16], and Grimme [17–19], studies
have shown that the accuracy of XC functionals can be strongly system dependent [4,5,9,
20–23], which, naturally, will become more severe for short-lived reactive intermediates.
Moreover, it is not certain that the accuracy reported in benchmark studies is trans-
ferable to a specific system under consideration. For instance, many benchmark data
sets contain transition metals [10, 11, 23–26], however, most of them include only small
(unsaturated and thus atypical) compounds (e.g., transition metal dimers). Electronic
structures exhibited by transition-metal complexes are so diverse that it is very difficult
to represent them in an unbiased benchmark set. If accurate reference data for the
chemical system of interest were available, one could not even assume the error of a
DFT result to be constant among homologous molecules [23,27]. In a recent study [23],
we showed that popular density functionals struggle to reproduce experimental ligand
dissociation energies of large organometallic transition-metal complexes in our WCCR10
reference set. Moreover, the results obtained with different popular density functionals
deviate significantly from one another in an irregular manner [23]. However, we also
showed that they can be re-parametrized to yield exactly the reference energies [28].
This indicates that the parameters of the standard functional investigated in Ref. [28]
are flexible enough to be chosen to exactly reproduce all coordination energies of the
WCCR10 set. There exists, however, no unique parameter set that is equally accurate
for all WCCR10 coordination energies at the same time.
It is, therefore, difficult to predict the accuracy of density functional calculations in
general. It is common practice [29] (see also benchmark studies such as the one in
Ref. [30]) to investigate the spread of results from a selection of present-day density
functionals to estimate the sensitivity of the investigated property with respect to func-
tional form and choice of parameters. But as the selection of functionals is in parts
arbitrary, this approach is highly unsystematic and the spread has no statistical sig-
nificance. Therefore, a systematic framework for the assessment of accuracy of density
functionals is required.
In 2005, Nørskov, Sethna, Jacobsen, and co-workers presented a scheme for systematic
error estimation of DFT results [31] based on Bayesian statistics [32, 33] (see also Refs.
[34–36]). In their approach, an ensemble of XC functionals is generated by which a
mean and a variance can be assigned to each computational result. Two types of density
functionals were designed within this framework: BEEF-vdW [37] and mBEEF [38,39].
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While both functionals were parameterized employing a wide range of data sets [37,
38], transition metal complexes were not included and also transferability issues remain
(especially for such complexes). In addition, BEEF-vdW and mBEEF are both pure
functionals, whereas, it is well known that hybrid functionals tend to be more accurate
than pure functionals (see, e.g., Refs. [22,23]). Along these lines, Zabaras and coworkers
[40] developed a new exchange-correlation functional employing a Bayesian approach
combined with machine learning to predict bulk properties of transition metals and
monovalent semiconductors. Very recently, Vlachos and coworkers successfully applied
Bayesian statistics to DFT reaction rates on surfaces [41]. However, so far the application
of Bayesian statistics in DFT has been limited to solid-state and surface chemistry [42].
Here, we develop Bayesian error estimation for molecules. It is one goal of this study
to obtain a class of hybrid functionals that accurately describes the reaction energies
of a specific chemical system. We advocate for a system-focused re-parametrization
of our ensemble of density functionals to overcome the issue of transferability, while
preserving standard design principles of density functionals. Through Bayesian statistics,
our class of functionals reports uncertainties for each calculated result which eliminates
the arbitrariness of a system-specific parametrization.
We demonstrate our approach at the first example of synthetic catalytic nitrogen fixa-
tion under ambient conditions: the Chatt-Schrock cycle [43–45]. Recently, we presented
alternative pathways of this catalytic cycle [46]. To reliably assess the relevance of such
alternative catalytic pathways, confidence intervals for reaction energies and barriers are
a mandatory prerequisite and can be obtained from Bayesian error estimation.
2 Theory
2.1 Error Estimation in DFT
The parameters a of a density functional are usually determined by parametrization to
some data set D = {(i,R(i))} containing molecular structures i and an observerable
which is determined with a (experimental or computational) reference method R (with
the exception of those fixed by exact DFT conditions) This is accomplished by mini-
mizing a cost function C(a) to obtain a best fit a0, which is then reported. However,
information on the neighborhood of C(a0) is thereby lost. For instance, it cannot be
determined if the reported minimum is shallow or steep (see Ref. [28]) or how pertur-
bations in the parameter space (e.g., due to a new item in the data set) translate into
variations of some observable O.
Instead of considering only the best-fit parameters, one can assign a conditional prob-
ability distribution to the continuous set of parameters
pa = p(a|O, D) ∝ exp
(
−C(a)
T
)
, (1)
where the observable O is obtained from a single linear parameter a, and C denotes a cost
function quadratic in a [32,33]. It can be shown [31] that the spread of this distribution is
determined by the ensemble temperature T = 2C(a0) (see Eq. (14) below). A standard
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parametrization of density functionals can be considered a special case of this distribution
where T = 0, so that p(a|O, D) = δ(a− a0) [31,35,36].
In practice, this distribution needs to be sampled for which a set of parameters
{a1, a2, ..., aN} is generated. It can be shown [36] that, with a cost function quadratic
in a, a Gaussian distribution N ,
pa = N (a0, σ2), (2)
with mean a0 and variance σ2 = T/(∂2C(a)/∂a2|a0) must be sampled. From the ensem-
ble of parameters, a confidence interval can be calculated for any observable O [31].
2.2 Brief Derivation of Error Estimation for DFT
Consider some observable Oa with parameters a to be calculated for some molecular
system i. In this work, the observable will be the energy difference between a pair of
structural isomers. We now approximate a reference result R(i) for system i by Oa and
therefore define
∆a(i) = Oa(i)−R(i). (3)
We aim to find a probability distribution pa so that, across the data set D, the deviation
of Oa from Oa0 ,
δa(i) = Oa(i)−Oa0(i), (4)
is, on average, equal to the deviation of Oa from R, i.e.:∑
i∈D
〈
[δa(i)]2
〉
a
=
∑
i∈D
[∆a0(i)]2, (5)
where a0 is the parameter set that minimizes the cost function C(a),
C(a) =
∑
i∈D
[∆a(i)]2. (6)
Defining the quadratic deviation of a parameter set a from the optimal set a0 as F (a),
F (a) =
∑
i∈D
[δa(i)]2, (7)
we can write Eq. (5) in more compact form as
〈F (a)〉a = C(a0) (8)
To obtain the probability distribution with the highest information entropy, we maxi-
mize the Shannon entropy of the distribution under the condition in Eq. (8). Introducing
a fixed number N of parameter sets {ak} and obeying that the sum over all probabil-
ities equals one as an additional constraint, we have for the variation of the resulting
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Lagrangian function with respect to the probability paj of one of these parameter sets
aj
∂
∂paj
(
−
N∑
k=1
pak ln(pak)− λ
(
C(a0)−
N∑
k=1
pakF (ak)
)
− µ
(
1−
N∑
k=1
pak
))
!= 0, (9)
where λ and µ are Lagrange multipliers. Solving Eq. (9) yields the well-known relation
paj =
exp(−λF (aj))∑N
k=1 exp(−λF (ak))
. (10)
To determine the Lagrange multiplier λ, we consider an observable Oa with a single
linear parameter a,
Oa(i) = axi + c. (11)
Then F (a) simplifies to
F (a) =
∑
i∈D
((a− a0) · xi)2. (12)
The expectation value of F (a) for the N parameters {ak} can be written as
〈F (a)〉ak =
∑N
k=1 F (ak) exp(−λF (ak))∑N
k=1 exp(−λF (ak))
. (13)
According to the equipartition theorem, each harmonic degree of freedom contributes
T/2 to the cost (with the Boltzmann constant taken to be one), which implies for Eq. (8)
in our single-parameter model that
〈F (a)〉ak = C(a0) =
1
2T, (14)
so that an expression for λ which corresponds to the inverse ensemble temperature T ,
can be derived [31,35,36].
Finally, the probability distribution pa needs to be sampled. From the definition of
C(a) we have for a single linear parameter
C(a) =
∑
i∈D
[(axi + c0)− (a0xi + c0)]2 (15)
and may expand C(a) around C(a0)
C(a) = C(a0) +
1
2
∂2C(a)
∂a2
∣∣∣∣∣
a0
(a− a0)2 + · · · . (16)
The second derivative of C(a) at the position a = a0 is easy to evaluate
∂2C(a)
∂a2
∣∣∣∣∣
a0
=
∑
i∈D
2x2i (17)
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so that with Eq. (12) and Eq. (16) we find
F (a) = 12
∂2C(a)
∂a2
∣∣∣∣∣
a0
(a− a0)2. (18)
From Eqs. (10) and (18), it can be seen that the probability distribution of a is a normal
distribution:
pa = N
(
a0, T
/
∂2C(a)
∂a2
∣∣∣∣∣
a0
)
. (19)
This distribution is then sampled by choosing the parameters {ak} of the N models
(the samples) so that a standard deviation σ for the observable O of system i can be
calculated
σ(O(i)) =
√√√√ 1
N
N∑
k=1
(
Oak(i)−Oa0(i)
)2
. (20)
N must be chosen such that σ(O(i)) is converged. The sets of linear parameters ak
(or ak in the case of a single linear parameter) are obtained from computer generated
random numbers with the normal distribution in Eq. (19).
2.3 Range Separation
In this study, the parameters of the range-separated hybrid (RSH) version of the popu-
lar density functional PBE0 [47–49] are considered for Bayesian error estimation for the
following reasons: Firstly, exact exchange plays an important role in the description of
transition metals [20, 22, 23, 50, 51]. Secondly, many issues of present-day density func-
tionals, such as the underestimation of barriers of chemical reactions, can be attributed
to the delocalization error [52]. Baer et al. showed that long-range corrected (LC) func-
tionals appear to have resolved this issue [53]. Finally, it was observed [54–60] that the
parameters in the RSH scheme are in fact system dependent and that their adjustment
can improve the functional’s accuracy.
In RSH functionals [61–66], the exchange functional is divided into short-range DFT
exchange and long-range Hartree-Fock (HF) exchange by splitting the electron-electron
interaction operator 1/r12:
1
r12
= 1− [α+ β · erf(γr12)]
r12︸ ︷︷ ︸
short-range
+ α+ β · erf(γr12)
r12︸ ︷︷ ︸
long-range
(21)
This ansatz introduces three adjustable parameters: α, β, and the range-separation
parameter γ. In the long-range corrected scheme, only two are independent since α+β =
1 if the two operators on the right-hand side of Eq. (21) are evaluated by different energy
expressions. LC-PBE0 is such a functional, where α = 0.25, β = 0.75, and γ = 0.3 (if
α = 0.25, β = 0.75, and γ = 0, PBE0 [48] is recovered). By contrast, in the Coulomb-
attenuating method by Yanai et al. [65], α = 0.19, β = 0.46, and γ = 0.33, so that
α + β = 0.65. However, only for α + β = 1 the potential shows the correct asymptotic
behavior of 1/r12 [58].
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2.4 Parameters in PBE
In addition to the parameters in the LC scheme, we optimize parameters of the original
PBE functional [47] to increase model flexibility. In Hartree atomic units, the correlation
part of the PBE functional can be written as
EPBEc [ρ↑, ρ↓] =
∫
ρ
[
unifc (rs, ζ) +H(rs, ζ, t)
]
d3r, (22)
with
H(rs, ζ, t) = γcφ3 ln
(
1 + βc
γc
t2 +At4
1 +At2 +A2t4
)
, (23)
where ρ = ρ↑ + ρ↓ is the electron density (obtained as a sum of spin-up and spin-down
densities), unifc (rs, ζ) the correlation energy per particle of the uniform electron gas,
rs = [(4pi/3)ρ]1/3 the local Wigner-Seitz radius, t = |∇ρ|/(2φksρ) the correlation density
gradient, ζ = (ρ↑−ρ↓)/ρ the relative spin polarization, and φ = ((1+ζ)2/3+(1−ζ)2/3)/2
a spin scaling factor. The factor A is a function of φ and unifc [47]. The parameter
βc = 0.066725 is the second-order gradient expansion coefficient of the correlation energy
in the high-density limit and the parameter γc = (1 − ln 2)/pi2 is given by the uniform
scaling to the high-density limit of the spin-unpolarized correlation energy.
The exchange part of the PBE functional is given by
EPBEx [ρ] =
∫
ρ unifx (ρ)FPBEx (s) d3r, (24)
where FPBEx (s) = 1 + κ − κ/(1 + µκs2), κ = 0.804, and the reduced gradient s =
|∇ρ|/(2kFρ). The parameter κ is determined by the Lieb–Oxford bound [67] for the
exchange energy, and the parameter µ is determined to satisfy the correct linear response
of the spin-unpolarized uniform electron gas (µ = βcpi2/3) such that µ = 0.21951.
Since its introduction, many variations of the original PBE functional were presented,
such as revPBE [68], PBEsol [69,70], and APBE [71]. In these functionals, the functional
form of PBE is kept, however, the parameters µ, βc, and κ are varied. A study by Della
Sala and coworkers [72] showed that a property-specific optimization of these parameters
can lead to an increase in accuracy.
2.5 Model Definition
In this study, we adjust the parameters α, γ, µ, and κ to obtain a class of functionals
LC?-PBE0(D) that allows us to describe a particular system of interest represented by
reference data D; for this optimization we choose the L-BFGS-B scheme [73]. Although
this system-specific parametrization is generally viewed as an illicit departure from the
first-principles character of DFT toward a semi-emipirical approach [74], it is key to
accurate error estimation in this work. A small number of parameters comes with the
advantage that a small data set suffices for the parametrization. Being the only param-
eter that contributes linearly to the total electronic energy, α is then considered in the
error estimation protocol, keeping the other parameters constant at their re-optimized
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value. We wish to emphasize that the linearity of the energy with respect to α will
only be guaranteed if the energies are calculated non-selfconsistently, i.e., employing the
same electron density. In this work, we calculate the electronic energy of the ensemble
non-self-consistently employing the electron density obtained from a self-consistent cal-
culation with the best-fit parameters a0 [37,38]. Therefore, the error estimation scheme
does not result in a significant computational overhead. In the Supporting Information,
we show that this approximation can be well justified.
2.6 Reference Data
For an accurate re-parametrization, the reference data set needs to be representative
for the system of interest. Specifically, the data set should contain structures that are
intermediates and transition states of the chemical process under consideration. Of
course, one cannot expect to include every relevant structure, but the stochastic nature
of our approach takes this limitation into account. Moreover, knowledge-based Bayesian
statistics may even be considered in a rolling re-parametrization scheme, in which more
accurate reference data are constantly added when they become available.
In this study, the chemical reactivity of the catalyst synthesized by Yandulov and
Schrock [44,45] is investigated. A proposed catalytic cycle for this catalyst is the Chatt–
Schrock cycle [43–45], in which intermediates are formed by a sequence of protonation
and reduction steps (see Fig. 1). The acid 2,6-lutidinium (LutH) and reducing agent
decamethylchromocene (CrCp∗2) are the sources of protons and electrons, respectively.
We have investigated this system in great detail in the past decade [46, 75–80]. In a
recent study [46], we showed that numerous relevant isomers of Schrock intermediates
are likely to be formed by protonation and reduction alone.
If only little experimental reference data exists for a chosen system, highly accurate
post-HF methods, such as coupled-cluster theory, can be employed. Usually, their steep
scaling of computing time with system size require the restriction to rather small model
systems.
For the construction of the reference data set, we chose the CCSD(T) method; i.e., R
is CCSD(T). Moreover, a model is constructed in which the hexa-iso-propyl terphenyl
(HIPT) substituents are replaced by methyl groups or hydrogen atoms; in this way
the computational effort is reduced, while the first coordination sphere remains intact
(see Fig. 2). To probe the transferability of our functional optimized on data for the
(pruned) model system to the original complex, an intermediate (1-armed) model is also
investigated. The resulting reference data sets, referred to as DP and DA, accordingly,
contain energy differences between structures on the same PES, i.e., structures with the
same number and type of atomic nuclei, the same number of electrons, and the same
electronic spin state (see Fig. 3 for an example of two reference values). The structure
coordinates and reference electronic energies of all structures considered in this study
are given in the Supporting Information.
The observable O is the energy difference ∆Ei,j between the structural isomers i and
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Figure 1: Chatt–Schrock nitrogen-fixation cycle.
CH3
Yandulov-Schrock 1-Armed Pruned
Figure 2: Model systems for the Yandulov–Schrock catalyst. While keeping the first
coordination sphere (dashed circle) intact, carbon and hydrogen atoms are
removed to reduce computational effort.
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Figure 3: Example for relative energies ∆E3,4 and ∆E3,5 between three isomers (struc-
tures 3, 4, and 5 in DP) of the pruned Yandulov–Schrock complex.
j. Then, the cost function C employed in the parametrization reads
C(α, γ, κ, µ) =
∑
i,j∈D
(
∆Ei,j(α, γ, κ, µ)−∆Erefi,j
)2
=
∑
i,j∈D
Ci,j(α, γ, κ, µ), (25)
where ∆Ei,j(α, γ, κ, µ) and ∆Erefi,j are the relative energies obtained with the LC-PBE0
functional with parameters (α, γ, κ, µ) and the reference value, respectively, and i and
j are structures on the same PES.
2.7 Computational Methodology
All BP86/RI/def2-TZVP [81–83] model-catalyst structures in DP and DA were opti-
mized with the program package Turbomole [84]. BP86/RI/TZVP+SV(P) optimized
structures of the full Yandulov–Schrock catalyst were taken from Ref. [77].
All CCSD(T) single-point calculations were carried out with the Molpro 2010.1
[85, 86] program package. For the elements hydrogen, carbon, and nitrogen the aug-
cc-pVDZ basis set [87] was chosen. For molybdenum a double-ζ basis set together
with an effective core potential (aug-cc-pVDZ-PP) was employed [88]. Clearly, for truly
accurate reference data much larger one-electron basis sets or F12 basis sets are required.
However, we already stress at this point that all conclusions drawn in this work will
remain unchanged if the reference energies are corrected by a constant energy shift that
may be different for different pairs of structures.
All subsequent DFT single-point calculations were carried out with the NWChem
program package [89]. The following density functionals were employed: BP86 [81, 82],
B3LYP [82,90,91], PBE [47], PBE0 [48], LC-PBE0, M06-2X [14], M06-L [92], TPSS [93],
10
and TPSSh [94]. Furthermore, for BP86, B3LYP, PBE0, M06-2X, M06-L, TPSS, and
TPSSh we considered Grimme’s third generation dispersion correction [30, 95], denoted
as BP86-D3, B3LYP-D3, PBE0-D3, M06-2X-D3, M06-L-D3, TPSS-D3, and TPSSh-D3,
respectively. For all DFT calculations on structures in DP and DA a triple-ζ basis
set (def2-TZVP) was chosen for all atoms [83]. Calculations on the Yandulov–Schrock
catalyst were carried out with a triple-ζ basis set (def2-TZVP) on molybdenum and
nitrogen atoms, and a double-ζ basis set (def2-SV(P) [83]) on carbon and hydrogen
atoms. In all DFT calculations, scalar-relativistic effects were taken into account for the
elements molybdenum and chromium by means of Stuttgart effective core potentials [96].
Data analysis and visualization were carried out with the software packages Pandas
[97], Matplotlib [98], and IPython [99].
3 Results
3.1 Parameter Selection and Optimization
Since the parameters κ and µ in the PBE functional were determined by fulfilling ex-
act boundary conditions [47], we first investigated whether the optimization of the pa-
rameters in the range-separation scheme, i.e., α and γ, suffices to obtain an accurate
functional. Accordingly, Ci,j(α, γ, κ = κPBE, µ = µPBE) were calculated for structures
in DP as a function of α (β = 1 − α) and γ, whereby κ and µ were kept constant. As
an example, the results for two relative energies between three isomers of [Mo]-NH+2 are
shown in Fig. 4. Results for additional structures are given in the Supporting Infor-
mation. Even though the three structures are similar (differing in the position of only
one hydrogen atom), the optimal parameters deviate significantly (as can be seen from
Fig. 4). We note that the shape of the contour plot would not change significantly for a
shifted reference energy ∆Ei. A slightly different reference energy would only result in
a shift of the observed pattern. Hence, it is not decisive for this study whether or not
our coupled-cluster reference data is of ultimate accuracy.
Furthermore, we investigated whether incomplete LC, i.e., α + β < 1, can increase
model flexibility. In Fig. 5, the amount of LC, ζ = α+ β, is varied for the cost function
C8,11. It can be seen that the form of the contour plot is hardly affected by ζ; only the
curvature of the contour lines increases. This can be understood when appreciating that
the effect of γ increases with ζ (see Eq. (21)). Therefore, we consider it unlikely that
changing the amount of LC leads to an increase in accuracy worth compromising the
correct asymptotic behavior. For the rest of this study, we therefore preserve complete
LC, i.e., α+ β = 1.
To investigate whether the adjustment of κ and µ, in addition to α and γ, results in a
significant increase in accuracy, the cost functions C23,24 and C23,25 depending on α, γ,
κ, and µ are given in Fig. 6 (results for additional structures are given in the Supporting
Information). In each contour plot the cost function depending on κ and µ is given,
whereby α and γ are varied between contour plots. Note that βc in the PBE functional
depends on µ, βc = 3µ/pi2. By comparing Figs. 6 (top) and (bottom), we see that for
α = 0.2 and γ = 0.0 the cost functions are similar. From this result we conclude that the
11
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Figure 4: Two cost functions, C26,27 (left) and C26,28 (right), depending on the parame-
ters α and γ (in (kJ/mol)2). The cost functions were calculated from the rel-
ative energies between three isomers of [Mo]-NH+2 . The parameters κ = κPBE
and µ = µPBE were kept constant.
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Figure 5: Cost function C8,11 depending on α and γ and on the amount of long-range
correction ζ = α + β (in (kJ/mol)2). The parameters κ and µ were kept
constant at their original values in the PBE functional.
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optimization of the parameters κ and µ, in addition to α and γ, is necessary to obtain
a sufficiently flexible LC-PBE0 functional.
The four parameters were optimized employing the DP reference set and the following
parameter values were obtained: α = 0.176 (σ = 0.080), γ = 0.111, κ = 1.48, and
µ = 0.471. The functional with these parameters we refer to as LC*-PBE0(DP), where
the star indicates that the original parameters were modified and ‘DP’ denotes that this
parameter change was made for the DP reference data set. All parameters clearly differ
from the ones in LC-PBE0. While the parameters κ and µ were determined by fulfilling
exact boundary conditions [47], the behavior of the functional between those boundary
conditions may still be incorrect. Hence, deviations from the exact parameters can lead
to a functional that is more accurate for the chemical system of interest than LC-PBE0.
We emphasize that our LC?-PBE0 functional is system dependent in such a way that its
optimum parameters will be different for different reference data sets. However, this is
not a drawback as the reliability of this class of functionals will be assessable according
to an error measure for each individual result in the error estimation procedure.
3.2 Assessment of Re-Parametrization and Error Estimation
Before we consider the conceptually decisive error estimation step for our system-dependent
functionals, we first demonstrate that they in fact achieve a significant improvement with
respect to accuracy for the reference data set. While one might expect that this is natu-
rally the case, it is not guaranteed because the explicit analytical form of the functional
might not allow for such an improvement and the different reference data points might
not be equally well representable by a common parameter set.
In Table 1, the accuracy of LC?-PBE0(DP) is compared to that of common density
functionals (including D3 dispersion corrections). LC?-PBE0(DP) features the lowest
MAD, followed by B3LYP and PBE0. As expected, GGA and meta-GGA functionals
are less accurate than most hybrid functionals. Moreover, due to the small molecular size,
D3 corrections have no significant effect. In addition, the MAD of no functional is within
chemical accuracy and all functionals feature a high LAD of at least 25 kJ/mol. Consid-
ering LC?-PBE0(DP) was fitted to this data set and still shows a LAD of 25.7 kJ/mol,
underlines the fact that the electronic structure of transition metal complexes is difficult
to reproduce by density functionals because of their restrictive functional form.
While the results in Table 1 confirm the well-known fact [26] that density functionals
applied to transition metal complexes rarely achieve chemical accuracy of about one
kcal/mol, it is known that DFT can be very accurate for certain cases [30]. Clearly it
is desirable to identify cases for which DFT fails and cases for which the results are
reliable.
As described in Section 2.1 and 2.2, our functional allows for error estimates to be
calculated. With the standard deviation σ and the best-fit parameters a0, the normal
distribution given in Eq. (2) can be sampled and a set of parameters ~a = {a1, a2, . . . , aN}
can be generated (we introduce the vector notation to denote the set of parameter sets,
which is a set of parameters in this special case). Employing the self-consistent electron
density obtained from the functional with parameters a0, the electronic energies for
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Figure 6: Cost functions C23,24 (top 9 diagrams) and C23,25 (bottom 9 diagrams) as a
function of α, γ, κ, and µ (in (kJ/mol)2). In each contour plot, Ci,j is given
as a function of κ and µ, whereas α and γ are kept constant.
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Table 1: Largest absolute deviation (LAD), mean absolute deviation (MAD), and mean
signed deviation (MSD) of a selection of functionals, some with D3 dispersion
corrections, for the DP reference set (in kJ/mol).
LAD MAD MSD
B3LYP 31.2 13.4 -0.1
B3LYP-D3 30.2 13.8 -0.0
BP86 65.0 33.1 -8.6
BP86-D3 66.5 35.5 -8.6
LC-PBE0 68.9 20.8 -2.3
M06-2X 69.6 28.1 4.6
M06-2X-D3 69.6 28.1 4.7
M06-L 45.7 24.7 -1.6
M06-L-D3 45.8 24.6 -1.6
PBE 66.3 32.8 -8.1
PBE0 32.3 13.6 0.1
PBE0-D3 31.6 13.8 0.3
TPSS 60.8 31.3 -7.5
TPSS-D3 62.2 32.9 -7.4
TPSSh 45.1 20.7 -4.2
TPSSh-D3 46.4 22.5 -2.7
LC?-PBE0(DP) 25.7 10.0 -0.1
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Figure 7: Errors of LC?-PBE0(DP) with error bars indicating a standard deviation and
standard functionals for the reference data set DP. All data points in the set
are denoted as Pi.
the parameters in ~a is calculated. The standard deviation σ(O(i)) is then calculated
according to Eq. (20). In Fig. 7, LC?-PBE0(DP) (with error bars, calculated from an
ensemble of N = 25 functionals given in the Supporting Information) is compared to
popular density functionals with respect to DP. It can be seen that for most elements
of the data set the error with respect to the reference is within one standard deviation.
For almost all reference data points the error is within two standard deviations; only for
P3 and P13, the error was underestimated by LC?-PBE0(DP).
Further, the standard deviation reported by LC?-PBE0(DP) not always coincides with
the spread of results from other functionals. For example, the standard deviation of P4 is
comparatively small (5.2 kJ/mol), whereas the errors of the other functionals is ranging
from 2–34 kJ/mol. Therefore, taking the spread of results from a set of functionals is
not a stochastically meaningful indicator for the accuracy.
In addition, the errors of all functionals are highly unsystematic and the spread of
errors is large. This result is particularly striking, when considering the fact that the
structures in our data set are homologous by construction.
3.3 Transferability of the Model System
For the reference data set DP, we showed that the re-parameterization of the LC-PBE0
resulted in a significantly more accurate functional LC?-PBE0(DP), that also provides
reliable error estimates for each result. In this section, we investigate the transferability
of the model system to the chemical system of interest. As shown in Fig. 2, the (1-
armed) model which more closely resembles the core structure of the Yandulov–Schrock
catalyst, probes the effect of the second coordination shell on the parameterization.
In Table 2, the accuracy of LC?-PBE0(DP) and popular density functionals (some
including D3 dispersion corrections) with respect to the data set DA is shown. With an
MAD of 8.7 kJ/mol, LC?-PBE0(DP) is more accurate than all other standard function-
als. Furthermore, due to increased system size, the contribution of the D3 corrections
rose compared to DP and has a slight positive effect on the MAD for most functionals.
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Table 2: Largest absolute deviation (LAD), mean absolute deviation (MAD), and mean
signed deviation (MSD) of a selection of functionals, some with D3 dispersion
corrections, for the DA reference set (in kJ/mol).
LAD MAD MSD
B3LYP 32.3 11.1 0.8
B3LYP-D3 28.1 10.2 1.8
BP86 70.1 24.8 -8.1
BP86-D3 68.0 25.8 -7.0
LC-PBE0 72.1 22.7 2.4
M06-2X 71.1 25.9 6.1
M06-2X-D3 71.1 25.8 6.0
M06-L 50.2 17.5 -5.0
M06-L-D3 50.1 17.6 -5.0
PBE 71.5 24.5 -8.7
PBE0 31.9 12.7 -0.6
PBE0-D3 29.7 12.0 0.0
TPSS 58.7 24.4 -5.0
TPSS-D3 56.8 25.1 -4.2
TPSSh 45.9 15.2 -2.1
TPSSh-D3 42.8 15.6 -1.3
LC?-PBE0(DP) 23.3 8.7 0.0
LC?-PBE0(DA) 20.8 7.2 0.1
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Figure 8: Errors of LC?-PBE0(DP) and LC?-PBE0(DA) (with error bars indicating ±1
standard deviation) and standard functionals for data set DA. All data points
in the set are denoted as Ai.
Finally, the strikingly high LAD of density functionals with a reasonable MAD (e.g.,
B3LYP-D3), highlights the need for a method with error estimation.
To investigate the effect of the model system on the parameterization, the parameters
of LC?-PBE0 were optimized for DA to yield LC?-PBE0(DA). The obtained optimal
parameters are: α = 0.128 (σ = 0.081), γ = 0.080, κ = 1.49, and µ = 0.512. In
comparison to the parameters of LC?-PBE0(DP), only α and γ changed, whereas κ and
µ remained more or less the same. From Table 2, it can be seen that also the LAD
and MAD decreased only slightly compared to LC?-PBE0(DP). This suggests that it is
the flexibility of the functional and not the choice of the model system that limits its
accuracy.
In Fig. 8, the errors of LC?-PBE0(DP), LC?-PBE0(DA), and standard density func-
tionals with respect to DA are shown. It can be seen that the error bars reported by both
error estimation functionals give a reliable and consistent indication for the accuracy of
a result: in nearly all cases the actual error is within two standard deviations.
4 Error Estimation for the Chatt–Schrock Cycle
In the following section, the LC?-PBE0(DA) functional is applied to study reaction
energies in the Chatt–Schrock cycle. The energetics of this cycle were subjected to
many theoretical studies [46,75–80,100–102]. Due to different computational setups (e.g.,
model catalyst, density functional, and basis sets), the results of these studies varied. In
Table 3, the calculated reaction energies for the complete Chatt–Schrock cycle including
standard deviations are given. While the majority of reactions features a small standard
deviation of below 6 kJ/mol, there are reactions for which the functional predicts an
unacceptably large error. For example, with a standard deviation of 18.7 kJ/mol the
reaction energy of the first protonation is apparently difficult to determine, whereas
LC?-PBE0(DA) reports a low uncertainty for subsequent protonation reactions.
Since the parameters in LC?-PBE0(DA) were optimized for a data set which contains
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Table 3: LC?-PBE0(DA) reaction energies (with standard deviations) for the first and
second half of the full Chatt–Schrock cycle in kJ/mol. LutH+ and CrCp∗2 are
abbreviated as AH+ and R, respectively.
Reaction ∆E σ
[Mo]-N2 + AH+ → {[Mo]-N2H}+ + A 27.8 18.7
{[Mo]-N2H}+ + R → [Mo]-N2H + R+ -120.9 5.9
[Mo]-N2H + AH+ → {[Mo]-N2H2}+ + AH -103.4 2.6
{[Mo]-N2H2}+ + R → [Mo]-N2H2 + R+ 21.8 10.6
[Mo]-N2H2 + AH+ → {[Mo]-N2H3}+ + AH -40.0 6.1
{[Mo]-N2H3}+ + R → [Mo]-N2H3 + R+ -237.7 5.3
[Mo]-N + AH+ → {[Mo]-NH}+ + A -74.4 5.4
{[Mo]-NH}+ + R → [Mo]-NH + R+ 0.2 10.5
[Mo]-NH + AH+ → {[Mo]-NH2}+ + AH -151.8 1.7
{[Mo]-NH2}+ + R → [Mo]-NH2 + R+ -22.7 15.1
[Mo]-NH2 + AH+ → {[Mo]-NH3}+ + AH -146.7 1.1
{[Mo]-NH3}+ + R → [Mo]-NH3 + R+ 9.4 3.0
[Mo]-NH3 + N2 → [Mo]-N2 + NH3 -7.6 13.6
neither the reducing agent CrCp∗2 nor the acid lutidinium, no error can be calculated for
either the oxidation of CrCp∗2 or for the abstraction of the proton from lutidinium. A
more extensive data set needs to be constructed to be able to assign an uncertainty to
these reactions. We may therefore anticipate that the errors reported here underestimate
the actual errors. Since, however, the error of electron and proton abstraction would
result in a constant shift for the reduction and protonation reactions, respectively, it
does not affect our conclusions.
Due to the large HIPT substituents, calculations on the full Chatt–Schrock cata-
lyst require dispersion corrections to be considered. These cannot be well described
by LC?-PBE0(DA) because DA does not contain reference data on large model com-
plexes for which dispersion is increasingly important. However, since no heptane solvent
molecules are included in our Yandulov–Schrock structural models, dispersion correc-
tions are not considered here as they would artificially overestimate all intra-complex
dispersion. Clearly, in general, dispersion corrections must be considered. As empir-
ical force-field-type dispersion corrections would require an extensive parametrization,
we recommend density-based techniques (see, e.g., Refs. [103,104]) for a system-focused
density functional optimization.
In Fig. 9, the mean energy profile (red) together with the ensemble of LC?-PBE0(DA)
(gray) is depicted. The uncertainty associated with the energy of each intermediate with
respect to the first intermediate of the cycle can be seen from the spread of the energy
profiles. Similarly, a change in spread of the energy profiles resembles the error of each
reaction energy. Fig. 9 highlights the importance of error estimation when interpreting
reaction profiles commonly found in the literature.
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Figure 9: Statistical representation of energy profile of Chatt-Schrock cycle. Red: mean
of LC?-PBE0(DA); gray: ensemble of LC?-PBE0(DA);
5 Conclusions
In this work, a novel approach for the construction of reliable, system-specific density
functionals with Bayesian error estimation is presented. By employing a system-focused
re-parametrization of the RSH functional LC-PBE0, we were able to obtain a functional
that allows for the accurate description of a particular system of interest. By choos-
ing a functional based on physical principles with few parameters we also overcame the
issue of transferability. Whereas a system-specific parametrization of density function-
als is in general not a recommended strategy, here it is viable and useful because our
functional provides confidence intervals for each result, thereby allowing one to assess
whether the reported result is reliable. Clearly, our approach requires the generation of
sufficiently accurate reference data for the class of molecules under consideration, but
this is becoming comparatively easy with modern quantum chemistry software (see, e.g.,
Refs. [105,106]) — even for multi-configuration cases (see, e.g., Refs. [107–109]).
We applied our approach to the Yandulov–Schrock catalyst and identified that pa-
rameters in both the long-range corrected scheme and the PBE functional need to be
optimized to obtain a sufficiently flexible functional. Furthermore, we were able to show
that the reported error estimates are indeed reliable. Finally, we calculated the reaction
energies of the Chatt–Schrock cycle. We showed that the confidence level of reaction en-
ergies can vary significantly — even if the reactions are very similar — thus, highlighting
the need for error estimation.
To further increase the functionals accuracy and error estimation reliability, a func-
tional form with greater flexibility would be beneficial, which is currently investigated
20
in our laboratory.
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