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A PROBABILISTIC APPROACH OF ULTRAVIOLET RENORMALISATION IN THE
BOUNDARY SINE-GORDON MODEL
HUBERT LACOIN, RE´MI RHODES, AND VINCENT VARGAS
Abstract. The Sine-Gordon model is obtained by tilting the law of a log-correlated Gaussian field X
defined on a subset of Rd by the exponential of its cosine, namely exp(α ∫ cos(βX)). It is an important
model in quantum field theory or in statistic physics like in the study of log-gases. In spite of its relatively
simple definition, the model has a very rich phenomenology. While the integral ∫ cos(βX) can properly be
defined when β2 < d using the standard Wick normalisation of cos(βX), a more involved renormalization
procedure is needed when β2 ∈ [d, 2d). In particular it exhibits a countable sequence of phase transition
accumulating to the left of β =
√
2d, each transitions corresponding to the addition of an extra term in the
renormalization scheme. The final threshold β =
√
2 corresponds to the Kosterlitz-Thouless (KT) phase
transition of the log-gas. In this paper, we present a novel probabilistic approach to renormalization of the
two-dimensional boundary (or 1-dimensional) Sine-Gordon model up to the KT threshold β =
√
2. The
purpose of this approach is to propose a simple and flexible method to treat this problem which, unlike the
existing renormalization group techniques, does not rely on translation invariance for the covariance kernel
of X or the reference measure along which cos(βX) is integrated. To this purpose we establish by induction
a general formula for the cumulants of a random variable defined on a filtered probability space expressed
in terms of brackets of a family of martingales; to the best of our knowledge, the recursion formula is new
and might have other applications. We apply this formula to study the cumulants of (approximations of)
∫ cos(βX). To control all terms produced by the induction proceedure, we prove a refinement of classical
electrostatic inequalities, which allows to bound the energy of configurations in terms of the Wasserstein
distance between + and − charges.
1. Introduction
1.1. Log-Gases, 2D-Yukawa Gas and 2D-Coulomb Gas. The d-dimensional log-gas is a model of
statistical mechanics describing a gas of interacting charged particles, the interaction being given by a
potential V (x, y), where V is continuous outside of the diagonal and V (x, y)
|x−y|→0
= − ln |x− y|+O(1).
Given two positive parameters α, β > 0, α standing for particle activity and β2 for inverse temperature
(the reason for such an exotic parametrization appears below), its formal partition function over a bounded
open set O ⊂ Rd is given by
(1.1) ZVα,β(O) =
∞∑
n=0
αn
n!
∑
(λi)ni=1∈{−1,1}n
∫
On
exp
(
− β2
∑
1≤i<j≤n
λiλjV (xi, xj)
) n∏
i=1
dxi.
The above integral diverges when β2 ≥ d. In this case, to have an interpretation of the above expression, we
need to consider a reasonable sequence of bounded approximation Vε of the potential V and consider the
limit
(1.2) ZVα,β(O) = lim
ε→0
ZVα,β,ε(O)
where
(1.3) ZVα,β,ε(O) :=
∞∑
n=0
αn
n!
∑
(λi)ni=1∈{−1,1}n
∫
On
exp
(
− β2
∑
1≤i<j≤n
λiλjVε(xi, xj)
) n∏
i=1
dxi.
While, of course, strictly speaking, ZVα,β,ε also diverges when ε tends to 0 if β2 ≥ d, a non-trivial inter-
pretation of the limit is obtained by dividing by an appropriate (and also diverging) counterterm. This
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renormalization scheme is the first step needed to define the Gibbs measure associated with the partition
function Zα,β(O) and study its properties.
A prototypical example of log-gas is the 2D-Yukawa gas (d=2) with mass m > 0, corresponding to the
potential
Vm(x, y) =
∫ ∞
0
1
t
e−
|x−y|2
2t −mtdt.
Another example of central interest is the two-dimensional (free boundary) Coulomb gas, corresponding
to taking the limit of the Yukawa potential when m goes to zero. This formally corresponds to taking
V (x, y) = − ln |x− y|+∞, and has the effect of giving an infinite energy to any configuration with non-zero
global charge. This corresponds to
(1.4) ZCoulombα,β (O) =
∞∑
n=0
α2n
(n!)2
∫
O2n
exp
(
β2
∑
i<j
λ
(n)
i λ
(n)
j ln |xi − xj |
) 2n∏
i=1
dxi,
where λ
(n)
i = −1 if 1 ≤ i ≤ n and λ(n)i = 1 if n + 1 ≤ i ≤ 2n. Again ln has to be replaced e.g. by
lnε r :=
1
2 ln(r
2 + ε2) for taking the limit when ε → 0 and thus giving an appropriate renormalization
scheme.
One could as well consider for V other types of Green functions with various boundary conditions, leading
to Coulomb gases with various boundary conditions.
1.2. The Sine-Gordon representation. A well known tool to identify the proper renormalization for log-
gases (including Coulomb and Yukawa) is their Sine-Gordon representation, which we briefly sketch now.
To define it we need to assume that V is positive semidefinite in the sense that for any bounded continuous
function on O we have
(1.5)
∫
O2
V (x, y)g(x)g(y)dxdy ≥ 0.
It is standard to check that the assumption is satisfied for the Yukawa potential. Concerning the Sine-Gordon
representation of the (free boundary) Coulomb gas let us mention only that VR(x, y) = − ln(|x − y|/R) is
positive semidefinite if 2R is larger than the diameter of O.
Consider a centered Gaussian Field X defined on O with covariance function
E[X(x)X(y)] = V (x, y), for x, y ∈ O.
The condition (1.5) guarantees that such a field X can be defined as a random distribution on O: X(x)
does not make sense but
∫
OX(x)g(x)dx does for all sufficiently regular functions g.
The Sine-Gordon model is formally defined as the measure
(1.6) exp
(
2α
∫
O
cos(βX(x)) dx
)
P(dX).
Since X is not a function but a random distribution, the mathematical interpretation of (1.6) requires
further explanations. A proper definition requires renormalisation: more specifically, the field X can be
smoothened by convolution with a reasonable (e.g. compactly supported and C∞) isotropic kernel (in the
paper we use another type of approximation of X which is not a convolution but this is not relevant for this
part of the discussion). We call Xε the regularized field and Vε(x, y) the corresponding covariance (we just
write Vε(x) for the variance). The Sine-Gordon model is defined as the limit as ε goes to 0 of the following
well-defined sequence of measures
(1.7) lim
ε→0
exp
(
2α
∫
O
cos(βXε(x))e
β2
2 Vε(x) dx
)
P(dX).
This measure is directly related to the partition function of the d-dimensional log gas. Indeed, complex
exponential moments of the Gaussian field are related to the partition function of the d-dimensional log
gas with fixed number of particles through the following relation: for any charge distribution (λi)
n
i=1 with k
positive charges and n− k negative ones,
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(1.8)
E
[( ∫
O
eiβXε(x)+
β2
2 Vε(x) dx
)k(∫
O
e−iβXε(x)+
β2
2 Vε(x) dx
)n−k]
=
∫
On
e−β
2∑
1≤i<j≤n λiλjVε(xi,xj)
n∏
i=1
dxi.
As a consequence of (1.8) we have
(1.9) E
[
exp
(
2α
∫
O
cos(βXε(x))e
β2
2 Vε(x) dx
)]
= E
[
eα
∫
O
(eiβXε(x)+
β2
2
Vε(x)+e−iβXε(x)+
β2
2
Vε(x)) dx
]
=
∞∑
n=0
αn
n!
n∑
k=0
(
n
k
)
E
[( ∫
O
eiβXε(x) dx
)k(∫
O
e−iβXε(x) dx
)n−k]
= ZVα,β,ε(O).
For the representation of the (free boundary) Coulomb gas, we write VR,ε for the smoothened version of
VR(x, y) = − ln(|x−y|/R) and XR,ε for the associated Gaussian field. Let us fix R0 such that O is included in
a ball of radius R0. Now observe that for R ≥ R0, XR,ε (d)= XR0,ε+
√
ln(R/R0)Y where Y is an independent
standard Gaussian, and that asymptotically eiβ
√
ln(R/R0)Y is uniformly distributed on the circle. Therefore
we have
(1.10) ZCoulombα,β,ε (O) = lim
R→∞
E
[
exp
(
2α
∫
O
e
β2
2 VR0,ε(x) cos(βXR,ε(x)) dx
)]
=
1
2pi
∫ 2pi
0
E
[
exp
(
2α
∫
O
e
β2
2 VR0,ε(x) cos(θ + βXR0,ε(x)) dx
)]
dθ.
We stress that it is important here not to include the dependence in R in the renormalization factor in order
to obtain a non trivial limit, hence our choice of VR0 . The Coulomb/Yukawa interaction being of log-type
is a specificity of dimension 2. However, the phenomenology ruling the behavior of log-gases is independent
of the dimension. Beyond its application to physically relevant 2D-Coulomb/Yukawa cases, the problem of
giving an interpretation to the limit (1.1) using the Sine-Gordon representation (1.7) is of interest from a
mathematical perspective because it provides a testbed for renormalisation techniques, known as ultraviolet
renormalisation of the Sine-Gordon model (as opposed to infrared renormalisation which is concerned with
the large volume behaviour of the model).
1.3. Renormalization and the multipole picture. As soon as β > 0, the definition of the limit (1.7) is
non trivial since Xε diverges pointwise. When β
2 < d, however, for a large class of approximation schemes
lim
ε→0
exp
(
2α
∫
O
e
β2
2 Vε(z) cos(βXε(z)) dz
)
exists and is integrable, and the obtained limit does not depend on the scheme we use for the approximation.
This makes the limit (1.7) absolutely continuous with respect to P, as was shown in [1]. As can be seen
directly, the limit (1.1) is positive (and finite), and induces a distibution probability on the set of charged
particles on O which only give weight to configurations with finitely many particles.
When β passes the threshold
√
d, the limit (1.1) becomes infinite and
∫
O cos(βXε(z)) dz does not converge
as a random variable. When β ∈ [√d,√2d) the divergency can be tamed by subtracting a number of
field independent counterterms in the exponential (1.1), this corresponds to multiplying the sequence by
exp(−∑ki=1 pi(ε)αi), for a polynomial in α whose coefficients pi(ε) diverge as ε→ 0.
The values of the counter terms and their number are obtained by an asymptotic analysis of the cumulants
of the random variable ∫
O
e
β2
2 Vε(x)cos(βXε(x)) dx.
When β2 < 2d only a finite number of cumulants diverge. This number increases with β and tends to infinity
when β approaches
√
2d. Furthermore the analysis of cumulants allows us to define a non trivial limit for
the distribution (1.7) which is singular with respect to P.
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When β2 ≥ 2d, an infinite number of cumulants diverge. This makes renormalization impossible and
there is thus no possible interpretation of (1.1) and (1.7) beyond this value. The origin of these divergencies
can be understood in a simple way via the multipole picture originally described in [1]. Let us expose it in
the framework of the 2D-Coulomb gas1 (but the phenomenology applies in every dimension and for other
potentials)
• When β2 < 2, the limit (1.4) exists and corresponds to a gas of a finite number of isolated particles.
• When β2 ∈ [2, 4), the partition function is dominated by the contribution of dipoles consisting of
two nearby particles (within distance of order ε where ε is the scale at which V is smoothened) with
opposite charges. Each dipole correspond to a negative energy −| log ε|, so that a configuration of 2n
particles forming n dipoles correspond to an energy −n| log ε|. Such configurations occupy a volume
of the state space O2n which is of order ε2n (if the position of positive charges are chosen freely, the
negative charges have to be located in balls of volume ε2 around the locations of positive ones). The
total contribution of isolated dipoles to the partition function (1.4) restricted to configurations of
size 2n is thus of order ε(2−β
2)n, which diverges for β2 > 2 (when β2 = 2 a logarithmic divergence
is obtained by summing over intermediate scales between ε and the macroscopic one). The gas
is therefore dominated by configurations made up of a large number (of order ε(2−β
2)n) of such
dipoles. While the total number of charged particle diverges in the limit when ε goes to zero, local
cancelations of charges on short distances allows us to define a limit of the charge distribution.
• When β2 ∈ [3, 4), the contribution of quadrupoles (that is a combination of two closely located
dipoles in a configuration that makes the resulting energy smaller than the energy of the sum of two
independent dipoles), while not dominant, comes to diverge also: the total weight of configurations
formed of n-quadrupoles being of order ε(6−2β
2)n (when n is even). For this reason a second diverging
counterterm is required in the renormalization.
• When β2 ∈ [10/3, 4) the contribution of sextupoles have to be taken into account, and in general
2p-poles starts having a diverging contribution to the partition function when β2 ∈ [2(2− p−1), 4).
• When β2 ≥ 4, the contribution of 2p-poles diverges for all p. Furthermore, the relative weight of 2p-
poles (considering energy and entropy) which is ε(2(2p−1)−pβ
2)n, becomes increasing in p, indicating
a total collapse of the system.
This scenario is rather well understood [2, 4, 15, 16, 6], combining log gas/Sine Gordon approaches.
Yet all the methods presented so far suffer from restrictions. The main reason for this is that they rely on
renormalisation group (RG) techniques which, though powerful, are especially adapted to a translational
invariant context, for which the RG map is most easily studied. It results that, in the papers mentioned just
before, 2d (free boundary) Coulomb gas or Yukawa gas is often considered to recover translational invariance
(other boundary conditions for the Coulomb gas are usually not translationally invariant) and existence of
correlation functions of fractional charge densities is not studied because it consists in analyzing the model
under a local change of background geometry (see Subsection (2.3) for a more precise statement), hence
strongly breaking translational invariance too. Let us mention that correlation functions are studied in [4]
(in a limited region of permitted parameters β) with a method which relies on Hamilton-Jacobi equations.
Besides these restrictions, the methods above are also either limited in the region of permitted parameters
β, or restricted to small α, or only provide non trivial bounds for the partition function (1.3) but do not
establish existence of the limit. Therefore, it is certainly fair to say that the global understanding of the
model is far from complete from the mathematical angle.
Finally, let us mention some further related results in dimension d = 2. A large deviation results for a
space discretization of (1.4) in the case β2 < d is obtained in [14]. A dynamical approach of the model
is studied in [11] for β2 ∈ [0, 43d), and then extended to the whole subcritical regime β2 ∈ [0, 2d) in [5].
These papers construct the natural Langevin dynamics associated to the measure described by (1.4). The
Berezinsky-Kosterlitz-Thouless phase transition occuring at β2 = 2d is studied in [10, 7].
In this paper we revisit the Sine-Gordon model in the case d = 1. This situation is also known as the
boundary Sine-Gordon model in physics [8, 9] because it arises when constraining the 2D-Coulomb gas
particles to live on the boundary of a smooth planar domain and serves as a model for the Kondo effect,
1in which case the dimension is d = 2 and KT transition occurs at β2 = 2d = 4.
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resonant tunneling in quantum wires or between quantum Hall edge states. The main ingredient is a new
probabilistic representation of the cumulants of a random variable on a filtered probability space which
allows us to express the counterterms as brackets of martingales. Then we use standard Itoˆ calculus and
a refinement of the electrostatic inequalities (originally proved for the 3D Coulomb potential by Onsager
see [17, 20] but that can also extend to other positive definite potentials) in order to control the cumulants
inductively. In this context, we are able to produce a short proof, which is flexible in the model (Yukawa/log
gas or even any reasonable perturbation of the ln in (1.4)), allows us to deal with any possible value of
α ∈ R and β2 < 2d and to treat renormalisation of fractional charge density correlation functions.
2. Setup and results
2.1. Definitions and assumptions. From from now on, we restrict the problem to the case of dimension
d = 1. This restriction comes to play an important role in one crucial step of the proof. We choose however
to keep writing d for the dimension in the statements in order to underline that large chunks of the proof
can carry to the general case. We replace O by a bounded interval I ⊂ R. Our method would also apply if
one replaces I by a closed Jordan curve in R2 with distances measured by arclength.
Let K(x, y) be a positive semidefinite kernel satisfying
(2.1) K(x, y) := − log |x− y|+ h(x, y)
where h is bounded continuous on I2.
The measure of integration we consider on I (which is simply Lebesgue measure in (1.4)) is a (positive)
Borel measure of the form
(2.2) µ(dx) = g(x)dx, g bounded measurable.
Choosing µ of this form with g bounded is not an artificial restriction since the presence of singularities can
change the multipole picture presented above.
We assume that our kernel can be written in the form
(2.3) K(x, y) := lim
t→∞
∫ t
0
Qu(x, y)du =: lim
t→∞Kt(x, y),
where, for each u > 0, Qu is a bounded symmetric positive semidefinite kernel for which we will specify
some regularity assumptions (see Assumption 2.1 below). The bounded kernel Kt plays the role of Vε in the
introduction and we consider log-gas partition function of the following form
(2.4) Zα,β,t(I) =
∞∑
n=0
αn
n!
∑
(λi)ni=1∈{−1,1}n
∫
In
exp
(
− β2
∑
1≤i<j≤n
λiλjKt(xi, xj)
) n∏
i=1
µ(dxi).
The state space of particle configurations is the disjoint union ΞI :=
∐
n≥0(I
n × {−1, 1}n), namely the set
{(n, x, λ) |n ∈ N, x ∈ In, λ ∈ {±1}n} equipped with its canonical sigma-algebra. A measurable function
F on ΞI is thus a sequence (F (n, ·, ·))n of measurable functions on In × {−1, 1}n. The partition function
(2.4) induces a probability measure Pα,β,t (with expectation Eα,β,t) on ΞI by setting for arbitrary bounded
measurable function F on ΞI
(2.5)
Eα,β,t(F ) =
1
Zα,β,t(I)
∞∑
n=0
αn
n!
∑
(λni )
n
i=1∈{−1,1}n
∫
In
F (n, (xni ), (λ
n
i )) exp
(
−β2
∑
1≤i<j≤n
λiλjKt(xi, xj)
) n∏
i=1
µ(dxi).
Labels being irrelevant, the only physically relevant quantity under distribution Pα,β,t is the charge dis-
tribution which we denote by ν. It is obtained as the pushforward (or image measure) of the probability
measure Pα,β,t by the map Π : ΞI 7→ M(I) (the set of signed measures on I) which sums signed Dirac
masses δxi corresponding to particles’ locations and charges
ν := Π (n, (xi)
n
i=1, (λi)
n
i=1) =
n∑
i=1
λiδxi .
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Now we construct the Sine-Gordon representation for all values of t ≥ 0 on the same probability space
(Ω,F ,P) (this is important for our analysis). We consider thus a centered Gaussian field (Xt(x))t > 0,x∈I
with covariance function
(2.6) E[Xt(x)Xs(y)] = Kt∧s(x, y),
which is almost surely continuous in both variables t, x: existence of such a process results both from
Assumption (2.3), which ensures that the kernel K is positive semidefinite on (R+× I)2, and Kolmogorov’s
continuity criterion, which can be applied thanks to the regularity assumptions on Q made in Assumption
2.1 below. Also, note that for a fixed t the process (Xt(x))x∈I is a centered continuous Gaussian field with
covariance Kt. We denote by Ft (t > 0) the filtration generated by {Xs(x); s 6 t, x ∈ I}, and by F∞ the
σ- algebra generated by ∪s≥0Fs.
Considering the martingale
(2.7) M
(β)
t :=
∫
I
cos(βXt(x))e
β2
2 Kt(x,x)µ(dx)
we have E[eαM
(β)
t ] = Zα/2,β,t. There is also a Sine-Gordon representation for the Fourier transform of the
mass distribution: considering a bounded continuous function θ : I → R (recall that ν denotes the random
charge distribution under Pα,β,t) we obtain by repeating the computation leading to (1.9)
(2.8) Eα/2,β,t[e
i〈θ,ν〉] = Pα/2,β,t[ei
∑n
i=1 λiθ(zi)] =
E[eαM
(β,θ)
t ]
E[eαM
(β)
t ]
,
where
M
(β,θ)
t :=
∫
I
cos(βXt(x) + θ(x))e
β2
2 Kt(x,x)µ(dx).
Our aim is thus to obtain results concerning the asymptotic behavior of the Laplace transform of M
(β,θ)
t
for a large class of θ and deduce consequences concerning the charge distribution. We obtain such results
under the following regularity assumption for the covariance function (recall d = 1).
Assumption 2.1. (Smooth white noise decomposition)
(1) For every u, (x, y) 7→ Qu(x, y) is C2 and there exists a constant C such that for any x, y ∈ I, u > 0
|Qu(x, y)| ≤ C(1 + eu|x− y|)−(d+1),
|∂xQu(x, y)| ≤ Ceu(1 + eu|x− y|)−(d+1),
|∂x∂yQu(x, y)| ≤ Ce2u(1 + eu|x− y|)−(d+1).
(2.9)
(2) supt > 0 supx,y∈I |Kt(x, y) + ln(|x − y| ∨ e−t)| <∞.
Remark 2.2. The kernel Qu in (2.3) is meant to account for the correlations present on scale e
−u. A
prototypical example to have in mind is Qu(x, y) := Q(e
ux, euy) where Q is a fixed smooth translation
invariant covariance function on Rd for which Q(0, z) and its first two derivatives display fast decay. The
Gaussian kernel Qu(x, y) = exp(− (e
u|x−y|)2
2 ) which perfectly fits this framework is of peculiar importance as
it is the basis for the construction of 2D Gaussian Free Fields (including Dirichlet/Neumann GFF or the
massive GFF appearing in the Sine-Gordon representation of the Yukawa gas), which we can restrict on a
one-dimensional manifold.
Remark 2.3. Note that Assumption 2.1 implies in particular that K := limt→∞Kt exists and is of the
form given in Equation (2.1).
We let (C(β,θ)k (t))k denote the successive cumulants of the martingaleM (β,θ)t (a reminder of the definition
of cumulants is given in Section 3). In the Sine-Gordon representation, the multipole picture presented in
the introduction corresponds to an explosion of even order cumulants of the martingale when t→∞. This
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phenomenon is described by the following sequence of successive thresholds (βn)n∈N∗ of the Sine-Gordon
model (recall that here d = 1)
(2.10) β0 = 0, ∀n ≥ 1, βn =
√
2d(1− 12n ).
For β ∈ [βn−1, βn), α ∈ R, and F a bounded (F∞-)measurable function, we define the renormalized partition
function which integrates F as
(2.11) Z¯α,β,t(F ) := E[F (X)eαM
(β)
t ]e−
∑n−1
i=1
α2i
i! C
(β)
2i (t).
2.2. Renormalization for the log-gas and its Sine-Gordon representation. Our first result shows
that the renormalized partition functions converge, and that the tilt byMt induces a (non-Gaussian) limiting
measure for the process Xt when t tends to infinity.
Theorem 2.4. Assume β2 < 2d, if F is bounded and measurable with respect to Ft0 for some t0 ∈ (0,∞),
then the following limit is well defined
Zα,β(F ) := lim
t→∞
Z¯α,β,t(F ).
Furthermore, the mapping
F 7→ 〈F 〉α,β := Zα,β(F )Zα,β(1)
can be extended to all bounded (F∞-)measurable functions F and defines a probability on C(R+ × I).
Remark 2.5. In (2.11), the sum
∑n−1
i=1
α2i
2i! C
(β)
2i (t) in the exponential factor represents the diverging terms
that have to be subtracted to E[FeαMt ] in order to get a converging expression. We will show below that for
β2 < 2d only cumulants of even order might diverge when t → ∞ while those of odd order converge. The
sum can hence be replaced by e
∑2n−1
i=1
αi
i! C
(β)
i (t) without modifying the result.
Remark 2.6. When β2 < β2, the convergence result (2.11) is an instance of mod-Gaussian convergence
for the variable M
(β)
t (when t goes to infinity) in the terminology of [12]. When β > β2, the convergence
result (2.11) generalizes the notion of mod-φ convergence exposed in [13].
While this is not an immediate consequence of the result, the proof of Theorem 2.4 provides also the key
elements to establish the convergence in law of the charge distribution in the regime β2 < 2d.
Theorem 2.7. When β ∈ (0,
√
2d), for any 1/2-Ho¨lder continuous function θ, the following limit exists
(2.12) lim
t→∞
Eα,β,t[e
i〈θ,ν〉] = Ψ(θ)
Moreover Ψ is continuous for the Ho¨lder norm
‖θ‖1/2 := max
x∈I
|θ(x)| + max
x,y∈I2
|θ(x) − θ(y)|√
|x− y| .
In particular, the charge distribution ν converges in law under Pα,β,t as t → ∞ in the Schwartz space of
tempered distributions.
The above convergence result for the charge distribution ν towards a non degenerate limit occurs for
β2 ∈ [d, 2d) in spite of the fact that the total number of particule tends to infinity. This is due to the
dipole picture mentioned in the introduction. While an infinite number of charged particle are present in
the log-gas, short range cancelations makes the quantity 〈θ, ν〉 well defined for θ sufficiently regular.
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2.3. Renormalization for correlation functions. Our last result concerns the asymptotics for the cor-
relation function associated with fractional charge. The aim is, given (η1, . . . , ηk) ∈ Rk and (z1, . . . , zk) ∈ Ik
distinct, to determine the asymptotics of the partition function of a system, where charges ηi have been
placed on the site zi for i ∈ J1, kK, defined by
(2.13)
Ẑα,β,t(z, η) :=
∞∑
n=0
αn
n!
∑
(λi)ni=1∈{−1,1}n
∫
In
e−β
2(
∑
1≤i<j≤n λiλiKt(xi,xj)+
∑n
i=1
∑k
l=1 λiηlKt(xi,zl))
n∏
i=1
µ(dxi).
More precisely, we are interested in the asymptotics of (recall (2.4)) Ẑα,β,t(z, η)/Zα,β,t. Using the Sine-
Gordon representation, we have
(2.14) Ẑα,β,t(z, η) = Eα,β,t
[
eαM̂
(z,η)
t
]
,
where (considering the analytic continuation of cos on C)
(2.15) M̂
(z,η)
t :=
∫
I
cos
(
βXt(x) + iβ
2
k∑
l=1
ηlKt(zl, x)
)
e
β2
2 Kt(x,x)dµ(x).
Note that we also have
Ẑα,β,t(z, η) = E
[
e
∑k
l=1
(
iβηlXt(zl)+
β2η2
l
2 Kt(zl,zl)
)
eαM
(β)
t
]
,
with M
(β)
t defined by (2.7) but the expression (2.14) is more useful in practice.
Theorem 2.8. Setting ‖η‖∞ := max |ηi|, if (1 + 2‖η‖∞)β2 < 2, then we have, for all α ∈ R and all set of
k distinct points
(2.16) 〈
k∏
l=1
eiβηlX(zl)〉 := lim
t→∞
Ẑα,β,t(z, η)
Zα,β,t
exists and is continuous in η and z.
Remark 2.9. We expect that the result above remains valid under the less strict assumptions β2max(‖η‖∞, 1/2) <
1. However establishing such a result would require some refinement of our technique, which we leave for
future work.
3. Cumulants of continous martingales, a general approach
In this section we provide a general scheme which allows to compute the successive cumulants of an
arbitrary continuous martingale, or equivalently of any variable defined on some probability space equipped
with a continuous filtration. Let us start by recalling the definition of the cumulants of a random variable.
If Z is a random variable such that E[eε|Z|] < ∞ for some ε > 0, then the log-Laplace transform of Z,
α 7→ lnE[exp (αZ)] is analytic in a neighborhood of zero and thus admits a power series expansion of the
following form
(3.1) lnE[exp (αZ)] =
∞∑
i=1
Ci(Z)
i!
αi.
The expression of the coefficients Ci(Z) can be obtained by an extensive use of the Taylor formula for
x 7→ ln(1 + x). In particular for i ≥ 1
(3.2) Ci(Z) := E[Zi] + qi
(
E[Z],E[Z2], . . . ,E[Zi−1]
)
.
where qi is a polynomial in i− 1 variables. In full generality, Equation (3.2) defines the i-th cumulant of Z
under the less strict requirement E[|Z|i] <∞.
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We consider (Mt)t≥0 a continuous martingale with respect to a filtration (Ft)t≥0 which starts from
F0 = {0,Ω} (this last assumption ensures that M0 is almost surely constant). We define inductively a
sequence of processes A
(i)
t and (M
(i,t)
s )s∈[0,t] as follows. First set
(3.3) A
(1)
t =Mt and (M
(1,t)
s )s∈[0,t] := E[A
(1)
t |Fs]− E[A(1)t ] =Ms −M0.
Then for i ≥ 2 we define A(i) in terms of the quadratic variations of previous order martingales provided
that they are well defined
(3.4) A
(i)
t :=
1
2
i−1∑
j=1
〈M (j,t),M (i−j,t)〉t and M (i,t)s := E[A(i)t |Fs]− E[A(i)t ].
While our result might hold with greater generality, we assume for simplicity (and because this corresponds
to the applications we have in mind) that all the quantities above are well defined and the quadratic
variations above are essentially bounded in the sense that for every i and t
(3.5) ‖〈M (i,t)〉t‖∞ <∞ where ‖Z‖∞ := inf{u ≥ 0 : P[|Z| > u] = 0}.
Lemma 3.1. Given j ≥ 1, consider the martingale (N (j,α,t)s )s∈[0,t] defined by
(3.6) N (i,α,t)s :=
j∑
i=1
αiM (i,t)s .
Under the assumption (3.5), we have the decomposition
(3.7) logE
[
eαMt
]
=
j∑
i=1
αiE[A
(i)
t ] + logE
[
eN
(j,α,t)
t − 12 〈N(j,α,t)〉teQ
(j,α)
t
]
.
where
(3.8) Q
(j,α)
t :=
1
2
2j∑
i=j+1
αi
j∑
k=i−j
〈M (k,t),M (i−k,t)〉t.
As a consequence the i-th cumulant of Mt is given by
(3.9) Ci(Mt) := i!E[A(i)t ].
Proof. To illustrate the idea of the proof let us start with the case j = 1 (which of course could be obtained
with a simpler direct computation). We have
(3.10) E
[
eαMt
]
= eαE[Mt]E
[
eαM
(1,t)
t
]
= eαE[Mt]E
[
eαM
(1)
t −α
2
2 〈M(1,t)〉te
α2
2 〈M(1,t)〉t
]
.
Considering
(dP˜/dP)(ω) := eαM
(1,t)
t −α
2
2 〈M(1,t)〉t
as probability density we have thus
(3.11) lnE
[
eαMt
]
= αE[Mt] + ln E˜
[
e
α2
2 〈M(1)〉t
]
.
Using our assumption (3.5), we obtain that the last term is at most of order α2 and we can conclude that
the first cumulant is given by E[Mt]. Our construction of A
(i) andM (i,t) as been made so that we can iterate
the above process, each A
(i)
t being designed to cancel the quadratic variations of terms that have appeared
10 HUBERT LACOIN, RE´MI RHODES, AND VINCENT VARGAS
on previous steps. The computation leading to (3.7) is the following
〈N (j,α,t)〉t =
2j∑
i=2
αi
i−1∑
k=1
1{max(k,i−k)≤j}〈M (k,t),M (i−k,t)〉t
= 2
j∑
i=2
αiA
(i)
t +
2j∑
i=j+1
αi
j∑
k=i−j
〈M (k,t),M (i−k,t)〉t
= 2
[
(N
(j,α,t)
t − αMt) +
j∑
i=1
αiE[A
(i)
t ] +Q
(j,α)
t
]
.
(3.12)
Interpreting eN
(j,α,t)
t − 12 〈N(j,α,t)〉t as a probability density, we can deduce from (3.12) that (recall (3.5))
(3.13)
∣∣∣∣∣logE [eαMt]−
j∑
i=1
αiE[A
(i)
t ]
∣∣∣∣∣ ≤ ‖Q(j,α)t ‖∞ ≤ j2αj+1maxi≤j ‖〈M (i,t)〉t‖∞.
We conclude using the characterization of the cumulants (3.1). 
4. Proof of Theorem 2.4: Renormalization of the 1D- Sine-Gordon Model
Recalling Equation (2.11), an important step for the convergence in the case F ≡ 1 is to show that for
every n ≥ 1, we have limt→∞ C(β)2n (t) exists and is finite for β < βn and that limt→∞ C2n−1(t) converges for
all β <
√
2d. Hence our main effort in the proof will on the proof of convergence of these cumulants. The
convergence for general F then mostly follows from the technique developped to control the cumulants.
4.1. Computing the cumulants. In this Section, we present our main technical results concerning the
cumulants (Proposition 4.1) which allows us to ensure their convergence. We use an inductive approach to
find an integral expression for cumulants of the martingale M
(β)
t (2.7).
To motivate this approach, we compute the first cumulant using the procedure proposed in Section 3. For
practical purpuse we state a general formula for the quadratic variation established with basic Itoˆ calculus.
We use it repeatedly throughout our computations. For bounded measurable functions f and g we have
(4.1)
∫ t2
t1
∫
I2
f(Xu(x), u)g(Xu(y), u)d〈X(x), X(y)〉uµ(dx)µ(dy)
=
∫ t2
t1
∫
I2
f(Xu(x), u)g(Xu(y), u)Qu(x, y)µ(dx)µ(dy)du.
Within computations we often omit the dependence in β in some notations for the sake of readability. We
set first M
(1,t)
s =Ms − µ(I) for s 6 t. Then Itoˆ’s formula gives
(4.2) dMt = −
∫
I
(
β sin(βXt(x))e
β2
2 Kt(x,x)dXt(x)
)
µ(dx).
By transforming the product of sin in
2 sin(βX1) sin(βX2) = cos (β(X1 −X2))− cos (β(X1 +X2)) ,
Definition (3.3) and Equation (4.1) yield
(4.3) A
(2)
t =
β2
2
∫ t
0
∫
I2
Qu(x1, x2)e
β2
2 (Ku(x1,x1)+Ku(x2,x2))
× [cos (β(Xu(x1)−Xu(x2))) − cos (β(Xu(x1) +Xu(x2)))]µ(dx1)µ(dx2)du.
This suggests that A
(i)
t can in general be written in the following form
(4.4) A
(i)
t :=
⌊i/2⌋∑
p=0
∫ t
0
∫
Ii
F (i,p,β)(x, u, t)e
β2
2
∑i
k=1Ku(xk,xk) cos
[
β
(
i∑
k=1
λ
(p)
k Xu(xk)
)]
µ(dx)du.
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where we use the shorthand notation x = (x1, . . . , xi) and µ(dx) =
∏i
k=1 µ(dxk). The sequence (λ
(p)
k )k is
defined by
(4.5) λ
(p)
k = −1 for k ≤ p λ(p)k = 1 for k ≥ p+ 1,
and x 7→ F (i,p,β)(x, u, t) is a continuous function on Ii. We are going to prove (4.4) by induction, but the
more important part of our task is to establish relevant properties for F (i,p,β) which will imply convergence
of the cumulants. We let Di := {x ∈ Ii : ∃k 6= l, xk = xl} denote the set of on-diagonal points in Ii.
Proposition 4.1. For every i ≥ 2, A(i)t can be written in the form (4.4), where F (i,p,β)(x, u, t) is analytic
in β and satisfies:
(1) For every x ∈ Ii \ Di there exists a positive constant C(x, ε) such that for every 0 < u < t,
β ≤ √2− ε, we have
(4.6) |F (i,p,β)(x, u, t)| ≤ C(x, ε)e−u,
The following convergence occurs uniformy on any compact subset of Ii \Di and uniformy in β ∈
[0,
√
2− ε]
(4.7) lim
t→∞
F (i,p,β)(x, u, t) = F¯ (i,p,β)(x, u),
and give x, the convergence is uniform in β.
(2) For every ε > 0, there exists a constant C = C(i, ε) > 0 such that for every u ≥ 0, for any fixed k
and xk ∈ I and
(4.8)
∫
Ii−1
sup
t > u
sup
β∈[0,√2−ε]
|F (i,p,β)(x, u, t)|µ(dx(k)) ≤ Ce−(i−1)u,
where µ(dx(k)) := µ(dx1) . . . µ(dxk−1)µ(dxk+1) . . . µ(dxi).
(3) There exists a martingale (M¯
(i)
s )s≥0 with M¯
(i)
s = 0 such that for any s ≥ 0, we have almost surely
lim
t→∞
〈M (i,t) − M¯ (i)〉s = 0.
In particular M (i,t) converges to M¯ (i) in probability.
Remark 4.2. To make the proof lighter, we do not provide details concerning the uniformity in β ∈
[0,
√
2− ε] for the estimates (4.6) to (4.8). They can be check via a tedious verification procedure which
present no particular technical difficulties.
The proof of this result is carried out in the upcoming Section 4.2. As an immediate corollary, we obtain
convergence and continuity of cumulants
Corollary 4.3. For each t > 0 and i ∈ N, we have
• limt→∞ C(β)2i−1(t) =: C(β,∞)2i−1 , uniformly on all compact subsets of [0,
√
2d).
• limt→∞ C(β)2i (t) =: C(β,∞)2i , uniformly on all compact subsets of [0, βi).
The limiting function are continuous and uniform in β.
Proof. Let us recall Lemma 3.1 which gives the relation Ci(t) = i!E[A(i)t ]. We have
(4.9) E[A
(i)
t ] :=
⌊i/2⌋∑
p=0
∫ t
0
∫
Ii
F (i,p,β)(x, u, t)e
β2
2 Vi,p(x,u)µ(dx)du.
where (recall (4.5))
(4.10) Ui,p(x, u) := 2
∑
1≤k<l≤n
λ
(p)
k λ
(p)
l Ku(xk, xl).
Let us show that
(4.11) lim
t→∞
∫ t
0
∫
Ii
F (i,p,β)(x, u, t)e−
β2
2 Ui,p(x,u)µ(dx)du =
∫ ∞
0
∫
Ii
F¯ (i,p,β)(x, u)e−
β2
2 Ui,p(x,u)µ(dx)du
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converges for β2 < 2
(
1− 1i
)
when p = i/2 ∈ N and for all β2 < 2 when p 6= i/2 (this is automatic when i
is odd), using dominate convergence. The continuity in β follows from our uniform domination estimates.
Using (4.8) it is sufficient to show that
(4.12)
∫ ∞
0
e−(i−1)u sup
x∈Ii
e
β2
2 Vi,p(x,u)du <∞.
For the first case, (4.10) and Item (3) of Assumption 2.1 imply that there exists C > 0 such that for all u
and x
(4.13) Ui,p(x, u) = Var
( n∑
k=1
λ
(p)
k X(xk)
)
−
i∑
k=1
Ku(xk, xk) ≥ −iu− C.
Then we observe that our restriction on β implies
∫∞
0 e
−(i−1)ue
β2
2 iudu <∞. If p 6= i/2, we use Lemma 4.4
below (Equation (4.23) with definition (4.17)) which yields for all x ∈ Ii
(4.14) Ui,p(x, u) ≤ −(i− 1)u− C
and allows us to conclude in the same manner. 
4.2. Proof of Proposition 4.1.
Presentation of the induction setup. We prove the result by induction on i and omit all dependences in β
in the notation. For i = 2 and from (4.3), the functions F (2,0), F (2,1) are given by
F (i,1)(x1, x2, u, t) = −F (i,0)(x1, x2, u, t) = β
2
4
Qu(x1, x2).
In that special case there is no dependence in t, so (4.7) is trivial. The convergence (4.6) follows from our
assumption on Qu, namely Assumption 2.1 item 1. Equation (4.8) is also easy to check. For the induction
step, we are going to prove that for every i ≥ 3, j ≤ ⌊i/2⌋, setting Yp(x, u) :=
∑i
k=1 λ
(p)
k Xu(xk) we have
(4.15) 〈M (i−j,t),M (j,t)〉t =
⌊i/2⌋∑
p=0
∫ t
0
∫
Ii
F (i,j,p)(x, u, t)e
∑i
k=1
β2
2 Ku(xk,xk) cos(βYp(x, u))µ(dx) du,
for a function F (i,j,p) satisfying (4.6)-(4.8). The statement for A
(i)
t immediately follows. The first task is
to obtain an expression for F (i,j,p)(x, u, t) in terms of the function obtained in previous iterations. We set
Vp(x, u) := E
[
Yp(x, u)
2
]
. As a consequence of our assumption (4.4), we can write M (i−j,t) as
(4.16) M (i−j,t)s :=
⌊(i−j)/2⌋∑
p=0
∫ t
0
∫
Ii−j
F (i−j,p)(x, u, t)e
β2
2 (
∑i−j
k=1 Ku(xk,xk)−Vp(x,u))
×
(
cos (βYp(x, u ∧ s)) e
β2
2 Vp(x,u∧s) − 1
)
µ(dx)du.
The martingale M
(j,t)
s can be written as a similar sum over q ∈ J0, ⌊j/2⌋K and thus 〈M (i−j,t),M (j,t)〉t is
the sum over p and q of the quadratic variations generated by the corresponding terms in the sum. We are
going to prove that each of these quadratic variations can be written as (4.15) with functions that satisfy
the properties specified in Proposition 4.1.
In what follows, for the sake of readability, we make a change of variable and replace the pair (i − j, j)
with (i, j) (hence i + j now has the role formerly played by i). From now on, we also use the notation
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x1 = (x1, . . . , xi), x2 = (xi+1, . . . , xi+j) and x = (x1,x2). We also introduce a notation for the following
energy terms
Ui,p(x1, u, v) := 2
∑
1≤k<l≤i
λ
(p)
k λ
(p)
l
∫ v
u
Qr(xk, xl)dr, and Ui,p(x, v) = Ui,p(x, 0, v)
Uj,q(x2, u, v) := 2
∑
i+1≤k<l≤i+j
λ
(q)
k λ
(q)
l
∫ v
u
Qr(xk, xl)dr, and Uj,q(x, v) = Uj,q(x, 0, v).
(4.17)
Expanding all products, our task is reduced to the study of the bracket of martingales of the following type
Ns =
∫ t
0
∫
Ii
F (x1, u, t)e
−β22 Ui,p(x1,u)
(
cos (βYp(x1, u ∧ s)) e
β2
2 Vp(x1,u∧s) − 1
)
µ(dx1)du,
Rs =
∫ t
0
∫
Ij
G(x2, u, t)e
−β22 Uj,q(x2,u)
(
cos (βYq(x2, u ∧ s)) e
β2
2 Vq(x2,u∧s) − 1
)
µ(dx2)du,
(4.18)
where i, j ≥ 2 and functions F and G both satisfy (4.6)-(4.8) for i and j respectively. Note that, to cover
the case j = 1, we also need to study the bracket 〈N,M (1)〉t, but this is comparatively simpler (the case is
treated starting from Equation (4.37)). The bracket can be computed using (4.1)
(4.19) d〈N,R〉s =
∫
Ii+j
β2
(
i∑
k=1
i+j∑
l=i+1
λ
(p)
k λ
(q)
l Qs(xk, xl)
)(∫ t
s
F (x1, u, t)e
−β22 Ui,p(x1,s,u)du
)
(∫ t
s
G(x2, v, t)e
− β22 Uj,q(x1,s,v)dv
)
e
β2
2
∑i+j
k=1 Ks(xk,xk)
× sin
(
βYp(x1, s)
)
sin
(
βYq(x2, s)
)
µ(dx1)µ(dx2)ds.
Now we use trigonometry to change the product of sin into a sum which, after permutation of the coordinates,
can be rewritten as the sum of two terms of the form cos(βYr(x, s)), one term with r = p+ q and the other
with r = min(p + j − q, q + i − p). It remains to show that the function obtained in front of those terms,
namely (we omit sign and a factor β2/2 for obvious reasons)
(4.20) H(x1,x2, s, t) :=
(
i∑
k=1
i+j∑
l=i+1
λ
(p)
k λ
(q)
l Qs(xk, xl)
)(∫ t
s
F (x1, u, t)e
−β22 Ui,p(x1,s,u)du
)
×
(∫ t
s
G(x2, v, t)e
− β22 Ui,q(x2,s,v)dv
)
,
satisfies (4.6)-(4.8). We start with (4.6) and (4.7) which are easier to prove.
Proof of Item (1). It is sufficient to prove that
(4.21)
∫ t
s
|F (x1, u, t)|e−
β2
2 Ui,p(x1,s,u)du ≤ C(x1)e−s
and converges (because this also implies convergence without | · | ) when t tends to infinity (and the same for
the term containing G). This is obtained by observing that for x1 fixed Ui,p(x1, s, u) is uniformly bounded
in u and s (e.g. by 2
∑
1≤k<l≤r
∫∞
0 |Qr(xk, xl)|dr). Hence using Assumption (4.6) for F and dominated
convergence, we prove both convergence and (4.21).
Proof of Item (2). Now let us move to (4.8). For this statement we are going to need estimates on Ui,p(x, s, u)
(which depend on whether p = i/2). Our starting point is the observation that appart from the missing
diagonal terms Ui,p(x, s, u) corresponds to the variance of Yp(x, u)− Yp(x, s), and thus that
Ui,p(x, s, u) ≥ −
i∑
k=1
∫ s
u
Qu(xk, xk).
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To obtain a better bound, we need to obtain a better estimate of Var(Yp(x, u)− Yp(x, s)) instead of simply
relying on positivity. This is the spirit of Onsager’s electrostatic inequality (also known as Onsager’s Lemma
[17, 20], see also [18, Proposition 3.9]). The main upgrade w.r.t. to the previously mentionned inequality,
is that we provide a lower bound, not in terms of the minimal interparticle distance, but in terms of a
transport distance between the + and − charges.
In the case i = 2p, we let m(x1) denote the 1-Wasserstein distance between
∑p
k=1 δxk and
∑2p
l=p+1 δxl
given by
(4.22) m(x1) = min
σ∈Sp
p∑
k=1
|xk − xp+σ(k)|.
where Sp is the symmetric group on p elements. We state the following inequalities, whose proof is postponed
to the next section.
Lemma 4.4. For any choice of integers i ≥ 2 and p ≤ i/2 there exists a constant C only depending on i
such that for every x ∈ Ii:
(1) If i is even and p = i/2
(4.23) Ui,p(x, s, u) ≥ −(i− 1)(u− s)− (− logm(x)− s)+ − C
(2) In all other cases
(4.24) Ui,p(x, s, u) ≥ −(i− 1)(u− s)− C.
Now, we replace F (x1, u, t) andG(x2, v, t) respectively by F (x1, u) := supt:t > u |F (x1, u, t)| andG(x2, v) :=
supt:t > v |G(x2, v, t)| and replace t by ∞ in the integral bounds in (4.20). Of course, if we can prove appro-
priate bounds for the resulting quantity, this is enough for our claim. We start with (4.8), and the easier
case, when p 6= i/2 nor q 6= j/2. In that case, using (4.24), we can conclude if we show that there exists a
constant such that for any k ∈ J1, iK and l ∈ Ji+1, i+ jK and m ∈ J1, i+ jK (not necessarily distinct of k or
l) and any xm ∈ I
(4.25)∫
Ii+j−1
|Qs(xk, xl)|
[∫ ∞
s
F (x1, u)e
β2
2 (i−1)(u−s)du
] [∫ ∞
s
G(x2, v)e
β2
2 (i−1)(v−s)dv
]
µ(dx(m)) ≤ Ce−(i+j−1)s.
Now assume without loss of generality that m ≥ (i + 1) (the two integrals have symmetric roles). Then we
have from our induction hypothesis (for the first and last inequality) and Assumption (2.1) (for the second
inequality) for every xk, xl and xm respectively∫
Ii−1
F (x1, u)µ(dx
(k)
1 ) ≤ C1e−(i−1)u,∫
I
|Qs(xk, xl)|µ(dxk) ≤ C2e−s,∫
Ij−1
G(x2, v)µ(dx
(m)
2 ) ≤ C3e−(j−1)v.
(4.26)
Combining the three inequalities, we get (4.25) by using using Fubini and integrating with respect to
x
(k)
1 , xk,x
(m)
2 (in that order). Therefore, we obtain that the l.h.s. of (4.20) is smaller than
(4.27) C4e
−s
∫ ∞
s
∫ ∞
s
e−(i−1)ue−(j−1)vdudv ≤ C5e−(i+j−1)s.
We can now move to the proof of (4.8) when i = 2p or j = 2q (or both). Let us start with the case where
i = 2p, j 6= 2q first. We have
(4.28)
(
i∑
k=1
i+j∑
l=i+1
λ
(p)
k λ
(q)
l Qs(xk, xl)
)
= −
i+j∑
l=i+1
p∑
k=1
λ
(q)
l
(
Qs(xk, xl)−Qs(xσ(k)+p, xl)
)
,
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where σ can be chosen as the permutation for which the minimum in (4.22) is attained. By symmetry we can
assume that σ is the identity, meaning that all our integrals will be restricted to the set AId := {x1 : σ = Id}.
This implies in particular that
(4.29) ∀k ∈ J1, pK, |xk − xk+p| ≤ m(x1).
Using the triangle inequality and Lemma 4.4 we can conclude provided we prove a uniform bound
(4.30)
∫
Ii+j−1
|Qs(xk, xl)−Qs(xk+p, xl)|
min (m(x1)es, 1)
β2
2
1{x1∈AId}
×
[∫ ∞
s
F (x1, u)e
β2
2 (i−1)(u−s)du
] [∫ ∞
s
G(x2, v)e
β2
2 (i−1)(v−s)dv
]
µ(dx(m)) ≤ Ce−(i+j−1)s.
valid uniformly in the choice of k, l and m. Now we claim that
(4.31) |Qs(xk, xl)−Qs(xk+p, xl)| ≤
{
C[(1 + es|xk − xl|)−2 + (1 + es|xk+p − xl|)−2] if m(x1) ≥ e−s,
Cm(x1)e
s(1 + es|xk − xl|)−2 if m(x1) ≤ e−s.
Both inequalities comes from our assumption (2.9), the first line coming from the control on Q and the
second from the control on its derivative
|Qs(xk, xl)−Qs(xk+p, xl)| ≤ m(x1) max
a∈[xk,xk+p]
|∂xQs(a, xl)| ≤ Cm(x1)es(1 + es|xk − xl|)−2
and noticing that if m(x1) ≤ e−s then maxa∈[xk,xk+p] es(1 + es|a − xl|)−2 is of the same order as es(1 +
es|xk − xl|)−2. Because β2 ≤ 2 and for m(x1) ≤ e−s, the contribution of the term m(x1)es coming from
(4.31) cancels out the one appearing in (4.30). As a consequence of the above considerations, (4.30) is proved
if we can show that
(4.32)
∫
Ii+j−1
(1 + es|xk − xl|)−2
[∫ ∞
s
F (x1, u)e
β2
2 (i−1)(u−s)du
]
×
[∫ ∞
s
G(x2, v)e
β2
2 (i−1)(v−s)dv
]
µ(dx(m)) ≤ Ce−(i+j−1)s,
which can be done exactly like (4.25) by observing that
∫
I
(1 + es|xk − xl|)−2µ(dxk) ≤ Ce−s.
Finally let us consider the case i = 2p, j = 2q. Again by symmetry, we can assume that both permutations
involved in the definition of m(x1) and m(x2) are the identity, which ensures that
(4.33) ∀k, l, |xk − xk+p| ≤ m(x1), |xl − xl+q| ≤ m(x2).
In that case similarly to (4.28)
(4.34)(
i∑
k=1
i+j∑
l=i+1
λ
(p)
k λ
(q)
l Qs(xk, xl)
)
=
i+q∑
l=i+1
p∑
k=1
(Qs(xk, xl)−Qs(xk+p, xl)−Qs(xk, xl+q) +Qs(xk+p, xl+q)) .
Hence the inequality we have to prove becomes
(4.35)
∫
Ii+j−1
|Qs(xk, xl)−Qs(xk+p, xl)−Qs(xk, xl+q) +Qs(xk+p, xl+q)|
(min (m(x1)es, 1)min (m(x2)es, 1))
β2/2
1{x1∈AId ; x2∈BId}
×
(∫ ∞
s
F (x1, u)e
−β2(i−1)(u−s)2 du
)(∫ ∞
s
G(x2, v)e
− β2(j−1)(v−s)2 dv
)
µ(dx(m)) ≤ Ce−(i+j−1)s
and has to be valid for every choice of k, l, and m. Here again we can conclude provided that we can replace
the fraction by C(1 + es|xk − xl|)−2. Hence we need to show that the numerator in the fraction is smaller
than Cm(x1)m(x2)(1+e
s|xk−xl|)−2 when both m(x1) ≤ e−s and m(x2) ≤ e−s (other cases are similar but
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simpler). In this case, elementary differential calculus and our bound on the second derivative (2.9) show
that the numerator in the fraction above is smaller than
(4.36) |Qs(xk, xl)−Qs(xk+p, xl)−Qs(xk, xl+q) +Qs(xk+p, xl+q)|
≤ Cm(x1)m(x2)e2s max
a∈[xk,xk+p]
b∈[xl,xl+q]
C(1 + e2s|b− a|)−2 ≤ Cm(x1)m(x2)(1 + es|xk − xl|)−2,
where the last inequality uses our assumption on m(x1) and m(x2) as well as (4.34). This concludes our
proof of (4.8) except from the case j = 1 left aside.
In the case j = 1 we need to compute a bracket of the type 〈N,M (1)〉t where N is as above and M (1)t is
our original martingale (minus its mean). We have
(4.37) d〈N,M (1)〉s =
∫
Ii+1
β2
(
i∑
k=1
λ
(p)
k Qs(xk, xi+1)
)(∫ t
s
F (x1, u, t)e
−β22 Ui,p(x1,s,u)du
)
e
β2
2
∑i+1
k=1 Ks(xk,xk) sin (βYp(x1, s)) sin (βXs(xi+1))µ(dx1)µ(dxi+1)ds.
Using the notation x = (x1, xi+1), the function for which convergence and domination have to be proved is
(4.38) H(x, s, t) :=
(
i∑
k=1
λ
(p)
k Qs(xk, xi+1)
)(∫ t
s
F (x1, u, t)e
−β2
2
Ui,p(x1,s,u)du
)
.
The proof of (4.6) and (4.7) for this H works as previously. Now concerning (4.8), we prove the bound for
(4.39) H(x, s) =
∣∣∣∣∣
i∑
k=1
λ
(p)
k Qs(xk, xi+1)
∣∣∣∣∣
(∫ ∞
s
F (x1, u)e
−β22 Ui,p(x1,s,u)du
)
.
with F (x1, u) := supt≥u F (x1, u, t). The proof is the same as for the j ≥ 2 case.
Proof of Item (3). For this, the starting point is again to observe that the validity of (4.4) entails that each
martingale M (i,t) takes the form (4.16), and thus and thus the candidate limit is the martingale
(4.40) M¯ (i)s :=
⌊(i)/2⌋∑
p=0
∫ ∞
0
∫
Ii
F¯ (i,p)(x, u)e−
β2
2 Ui,p(x,u)
(
cos (βYp(x, u ∧ s)) e
β2
2 Vp(x,u∧s) − 1
)
µ(dx)du.
The bracket derivative ∂s〈M¯ (i) − M¯ (i,t)〉 is given by a sum of terms of the form (recall (4.19), we adopt the
convention F (i,p)(x, u, t) = 0 for u > t)
(4.41)
∫
I2i
(
i∑
k=1
2i∑
l=i+1
λ
(p)
k λ
(q)
l Qs(xk, xl)
)(∫ ∞
s
(F¯ (i,p)(x1, u)− F (i,p)(x1, u, t))e−
β2
2 Ui,p(x1,s,u)du
)
(∫ ∞
s
(F¯ (i,q)(x2, u)− F (i,q)(x2, u, t))e−
β2
2 Ui,q(x2,s,u)du
)
e
β2
2
∑i+j
k=1 Ks(xk,xk)
× sin
(
βYp(x1, s)
)
sin
(
βYq(x2, s)
)
µ(dx1)µ(dx2).
We show that each term converges to zero and remains uniformly bounded for s ∈ [0,K]. By dominated
convergence it is sufficient to show that (recall F (i,p)(x, u) := supt>u |F (i,p)(x, u, t)|)
(4.42)
∫
I2i
(
i∑
k=1
2i∑
l=i+1
λ
(p)
k λ
(q)
l Qs(xk, xl)
)(∫ ∞
s
F (i,p)(x, u)e−
β2
2 Ui,p(x1,s,u)du
)
(∫ ∞
s
F (i,q)(x, u)e−
β2
2 Ui,p(x1,s,u)du
)
µ(dx1)µ(dx2) <∞.
This can be performed by repeating the compution of the induction step in the proof of Item (2). 
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4.3. Proof of Lemma 4.4. Let us first show that we can reduce the proof to the case where Qu(x, y) =
Q(eu|x− y|) with Q a C2 positive definite function support in the segment [−1, 1]. Indeed we have
(4.43) sup
t > 0
sup
x,y∈I
∣∣ ∫ t
0
Q(eu|x− y|) du− ln(|x− y| ∨ e−t)| < +∞.
Therefore, Assumption 2.1 Item (3) entails that
(4.44) sup
s,t > 0
sup
x,y∈I
∣∣∣ ∫ t
s
(
Qu(x, y)−Q(eu|x− y|)
)
du
∣∣∣ < +∞,
and hence that for some constant C > 0 we have
(4.45)
∑
1≤k<l≤i
εkεl
∫ u
s
Qr(xk, xl)dr >
∑
1≤k<l≤i
εkεl
∫ u
s
Q(er|xk − xl|)dr − i(i− 1)C.
Then considering Z(r) a centered field of covariance Q(er|x− y|) and Yr :=
∑i
k=1 εkZ
(r)(xk) we have
Var(Y (r)) = i+ 2
∑
1≤k<l≤i
εkεlQ(e
r|xk − xl|).
Thus we have in any case
(4.46) 2
∑
1≤k<l≤i
εkεlQ(e
r|xk − xl|) ≥ −i.
In order to obtain a better estimate, we need a good lower bound on the variance of Y (r). We need to show
that there exists C > 0 such that
(4.47)
∫ u
s
Var(Y (r)) dr ≥
{
(u− s)− C when∑ εk 6= 0,
(u− s)− (− logm(x)− s)+ − C when
∑
εk = 0.
Let us partition J1, iK in disjoint groups of indices (Un)n≥1 where the mutual distance within group is
smaller than e−r and the distance between groups is larger than e−r
min
n6=q
min
k∈Un,l∈Uq
|xk − xl| ≥ e−r,
∀n, max
k,l∈Un
|xk − xl| < e−r.
(4.48)
+
+
+
+
−
−
−
− e−t
e−t
U1
U2
U3
(a) Configuration with existing partition
+
+
+
+
−
−
−
−
e−t
(b) Configuration with no possible partition
Figure 1. Partition into clusters
Such subdivision may not exist but is unique when it does, see Figure 1. A sufficient condition for existence
is that e−r is not an approximation of any of the distances between points
(4.49) ∀k, l ∈ J1, iK, er|xk − xl| ∈ R+ \
[
1
i− 1 , 1
)
.
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Thus in particular the set of r for which the partition is not defined has Lebesgue measure bounded above
by i(i−1)2 log(i− 1). We let A be the set of r ∈ R for which the partition exists. We write
(4.50) Y (r) :=
∑
n≥1
Y (r)n where Y
(r)
n :=
∑
k∈Un
εkZ
(r)(xk).
As Q is supported on [−1, 1], Cov(Y (r)n1 , Y (r)n2 ) = 0 for n1 6= n2 and using the fact that Q is Lipschitz on the
unit ball, we have
Var(Y (r)n ) =
∑
k,l∈Un
εkεlQ(e
r|xk − xl|)
=
( ∑
k∈Un
εk
)2
+
∑
k,l∈Un
εkεl
(
Q(er|xk − xl|)− 1
)
≥
( ∑
k∈Un
εk
)2
− C
∑
k,l∈Un
er|xk − xl|.
The term
∑
k,l∈Un e
r|xk − xl| can be neglected. More precisely we have
(4.51)
∫
A
(∑
n
∑
k,l∈Un
er|xk − xl|dr ≤
∫
R+
∑
1≤k,l≤i
er|xk − xl|1{|xk−xl|<e−r}dr ≤ Ci(i− 1).
Thus for any value of u and s we have (with a constant that depends on i)
(4.52)
∫ u
s
Var(Y (r)) dr ≥
∫
[s,u]∩A
∑
n≥1
(∑
k∈Un
εk
)2
dr − C.
Now if
∑
εk 6= 0 we have necessarily a group with non-cancelling signs and thus
∑
n≥1
(∑
k∈Un εk
)2 ≥ 1,
for all r ∈ A. This is sufficient to prove the first line of (4.47) using the fact that the measure of [u, s] \ A
is bounded by a constant. If
∑
εk = 0, r ∈ A and e−r < 2m(x)/i then necessarily there must be a group
with non zero sign (
∑
k∈Un εk 6= 0). Indeed, if not, each group Un contains the same number of xk’s with
positive εk or negative εk. We can then pair these xk inside each Un so as to obtain σ ∈ Sp (where i = 2p)
such that
p∑
k=1
|xk − xp+σ(k)| 6 pe−r.
Thus, if all groups have zero sign thenm(x) 6 ie−r/2. On the complement of this event,
∑
n≥1
(∑
k∈Un εk
)2 ≥
1, from which we deduce the second line of (4.47). 
4.4. Convergence of the partition function. Fix n and β2 < 2 − 1n . Let us consider some bounded
measurable functional F which we further assume to be measurable with respect to Fs0 for some s0 > 0.
Using Lemma 3.1 we have
Zβt (F ) := E[FeαMt ]e−
∑2n−1
i=1
αi
i! Ci(Mt) = E
[
FeN
(2n−1,α,t)
t − 12 〈N(2n−1,α,t)〉teQ
(2n−1,α)
t
]
where N
(2n−1,α,t)
t and Q
(2n−1,α)
t are defined by (3.6) and (3.8). Let us define for s 6 t
(4.53) Q
(2n−1,α)
s,t :=
1
2
4n−2∑
k=2n
αk
2n−1∑
l=k−2n+1
〈M (l,t),M (k−l,t)〉s.
where Q
(2n−1,α)
t,t = Q
(2n−1,α)
t . We can assume that F > 1 by adding a large constant to it. Now, because
of our assumption on F of Fs0-measurability and the martingale property of (N (2n−1,α,t)s )s 6 t, we have for
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s0 6 s 6 t
(4.54) ln
∣∣∣∣∣∣
E
[
FeN
(2n−1,α,t)
t − 12 〈N(2n−1,α,t)〉teQ
(2n−1,α)
t,t
]
E
[
FeN
(2n−1,α,t)
s − 12 〈N(2n−1,α,t)〉seQ
(2n−1,α)
s,t
]
∣∣∣∣∣∣ ≤ ‖Q(2n−1,α)t,t −Q(2n−1,α)s,t ‖∞.
Hence we can rewrite
(4.55) lnE[FeαMt ]−
2n−1∑
i=1
αi
i!
Ci(Mt) = lnE
[
FeN
(2n−1,α,t)
s − 12 〈N(2n−1,α,t)〉seQ
(2n−1,α)
s,t
]
+A2(s, t).
with |A2(s, t)| ≤ ‖Q(2n−1,α)t,t −Q(2n−1,α)s,t ‖∞. We are going to show that
(4.56) lim
t→∞
A1(s, t) := lim
t→∞
lnE
[
FeN
(2n−1,α,t)
s − 12 〈N(2n−1,α,t)〉seQ
(2n−1,α)
s,t
]
=: A1(s)
exists for every s and that
(4.57) lim
s→∞ supt≥s
‖Q(2n−1,α)t,t −Q(2n−1,α)s,t ‖∞ = 0.
This is sufficient to conclude because repeating the argument in (4.54) we have
(4.58) |A1(s1, t)−A1(s2, t)| ≤ ‖Q(2n−1,α)s1,t −Q
(2n−1,α)
s2,t ‖∞.
As a consequence of (4.57) the sequence A1(s) is Cauchy and from (4.55) and elementary calculus we deduce
that
(4.59) lim
t→∞
log(E[F (X)eαMt ])−
2n−1∑
i=1
αi
i!
Ci(Mt) = lim
s→∞
A1(s).
The convergence (4.56) follows from the fact that for fixed s, the martingale N (2n−1,α,t) can be written
as a sum N (2n−1,α,t) =
∑2n−1
i=1 α
iM (i,t) (see (3.6)). Proposition 4.1 Item (3) then ensures the convergence
towards some limit denoted Ns as well as almost sure convergence of its quadratic variations. Furthermore
the quadratic variations of Ns are essentially bounded, which ensures that Ns has exponential moments of
all orders. Proposition 4.1 item 3 also asserts almost sure convergence (as t tends to infinity) of Q
(2n−1,α)
s,t
towards an essentially bounded random variable.
Finally we show (4.57). From (4.53), it is enough to prove the claim for 〈M (l,t),M (k−l,t)〉s with k ∈
J2n, 4n− 2K and l ∈ Jk − 2n+ 1, 2n− 1K. Similarly to (4.4), such a bracket takes the form of a sum
(4.60)
〈M (l,t),M (k−l,t)〉s =
⌊k/2⌋∑
p=0
∫ s
0
∫
Ik
F (k,p)(x, u, t)e
β2
2
∑k
l=1Ku(xl,xl) cos
[
β
(
k∑
l=1
λ
(p)
l Xu(xl)
)]
µ(dx)du.
in such a way that Proposition 4.1 item 2 provides the bound
‖〈M (l,t),M (k−l,t)〉t − 〈M (l,t),M (k−l,t)〉s‖∞ 6 C
∫ ∞
s
e
β2
2 ku−(k−1)u du.
This is enough for our claim because k > 2n and β2 < 2− 1n . 
5. Convergence of the charge distribution: Proof of Theorem 2.7
To implement this proof, let us move back to (2.8). We need to prove the convergence and continuity in θ of
E[eαM
(β,θ)
t ]/E[eαM
(β)
t ]. The proof presented in the previous section ensures that E[eαM
(β,θ)
t ]e−
∑n−1
i=1
α2i
2i! C
(θ,β)
2i (t)
converges. In order to ensure convergence and continuity of our quotient, we need to show for i ≤ n− 1, the
different of the diverging cumulants converges
(5.1) lim
t→∞
[C(θ,β)2i (t)− C(β)2i (t)]
We are going to prove in fact that the convergence holds for all cumulants and that the corresponding limit
are continuous in θ.
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Using our reprentation (4.4) for both cumulants (the computation leading to the expression of F (i,p) is
unchanged when a function θ is added), we obtain that for A
(i,θ)
t being defined as (3.4) for the martingale
M (θ,β) (recall Yp(x) :=
∑n
k=1 λ
(p)
k X(xk))
(5.2) i!(C(θ,β)i (t)− C(β)i (t)) = E[A(i,θ)t −A(i,θ)t ]
:=
⌊i/2⌋∑
p=0
∫ t
0
∫
Ii
F (i,p)(x, u, t)e
β2
2
∑i
k=1 Ku(xk,xk)E
[
cos
[
β
(
Yp(x) +
i∑
k=1
λ
(p)
k θ(xk)
)]
− cos(βYp(x))
]
µ(dx)du.
By using that
E
[
cos
[
β
(
Yp(x) +
i∑
k=1
λ
(p)
k θ(xk)
)]
− cos(βYp(x))
]
=
[
cos
(
β
i∑
k=1
λ
(p)
k θ(xk)
)
− 1
]
e−
β2
2 Var(Yp(x)),
we can reduce our problem to studying the convergence and continuity of
(5.3)
∫ t
0
∫
Ii
F (i,p)(x, u, t)e−
β2
2 Ui,p(x)
[
cos
(
i∑
k=1
λ
(p)
k θ(xk)
)
− 1
]
µ(dx)du.
As we have convergence of F (i,p)(x, u, t) towards a limit, we want to use dominated convergence. Let us
observe that
(5.4)
∣∣∣∣∣cos
(
i∑
k=1
λ
(p)
k θ(xk)
)
− 1
∣∣∣∣∣ ≤ 12
∣∣∣∣∣
i∑
k=1
λ
(p)
k θ(xk)
∣∣∣∣∣
2
≤ i
2
2
‖θ‖21/2.
Hence from the computation of the previous section, we can deduce that we have convergence when p 6= i/2
(continuity in θ can be proved in the same manner). For the case p = i/2, recalling the definition of m(x)
(4.22) and that of the Ho¨lder norm, we observe that for the optimal permutation σ we have
(5.5)
∣∣∣∣∣
p∑
k=1
θ(xk)− θ(xp+σ(k))
∣∣∣∣∣
2
≤ p
p∑
k=1
|θ(xk)− θ(xp+σ(k))|2 ≤ p‖θ‖21/2m(x),
and to conclude we only need to check that (recall F (i,p)(x, u) := supt>u F
(i,p)(x, u, t))
(5.6)
∫ ∞
0
∫
Ii
F (i,p)(x, u)e−
β2
2 Ui,p(x,u)m(x)µ(dx)du <∞.
but this follows immediately from (4.23) and (4.4).
Finally, convergence in the Schwartz space results from [3, Th. 2.3]. 
6. Correlation functions
To prove of Theorem 2.8, let us (for the sake of aligning with the notations of previous sections) denote by
n the number of singularities in order to use the variable k in other context. Then omitting the dependence
in (z, η) in the martingale notation, the quantity defined in (2.15) is the terminal value of the martingale
(M̂
(t)
s )s∈[0,t] defined by
(6.1) M̂ (t)s :=
∫
I
e
β2
2 Ks(x,x) cos
(
βXs(x) + i
n∑
k=1
β2ηkKt(x, zk)
)
dx.
For notational simplicity we set for the rest of this section ((zk, ηk) being fixed)
ψt(x) := β
2
n∑
k=1
ηkKt(x, zk),
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and ψ = limt→∞ ψt. Now we can see that the cumulant of M̂
(t)
s can be obtained using the computation
made for that of M
(β)
t . If Ĉi(t) denote the i-th cumulant of M̂ (t)s , starting with (4.4) and repeating the
computation (5.2)-(5.3), we obtain
(6.2) i!(Ĉi(t)− Ci(t)) =
⌊i/2⌋∑
p=0
∫ t
0
∫
Ii
F (i,p)(x, u, t)e−
β2
2 Ui,p(x,u)
[
cosh
(
i∑
k=1
λ
(p)
k ψt(xk)
)
− 1
]
µ(dx)du.
As the term
[
cosh
(∑i
k=1 λ
(p)
k ψt(xk)
)
− 1
]
is not bounded uniformly in t, we require an extension of Propo-
sition 4.1 to treat it Let us introduce the quantity W on I and its extension to Ii as
W (x) = max
k∈J0,nK
(− log |x− zk|) and W (x) :=
i∑
k=1
W (xk).
Note that it is easy to check that
(6.3) cosh
(
i∑
k=1
λ
(p)
k ψt(xk)
)
≤ Ceβ2‖η‖∞W (x).
Hence we need an adapted version of Proposition 4.1, which allows us for the integration of the bound
above, in order to proceed along the same proof as in Section 4.
Proposition 6.1. Given for every i ≥ 2, p ≤ i/2, then whenever 2α + β2 < 2 there exists a constant
C = C(i, z, α, β) > 0 such that for any fixed k we have
(6.4) sup
xk∈I
∫
Ii−1
eα(W (x)−W (xk)) sup
t > u
|F (i,p)(x, u, t)|µ(dx(k)) ≤ Ce(i−1)(α−1)u.
We wish to use Proposition 6.1 to prove that whenever β2(2‖η‖∞ + 1) < 2 we have for all i (recall
F¯ (i,p)(x, u) = limt→∞ F (i,p)(x, u, t))
(6.5)
lim
t→∞
i!(Ĉi(t)− Ci(t)) =
⌊i/2⌋∑
p=0
∫ ∞
0
∫
Ii
F¯ (i,p)(x, u)e−
β2
2 Ui,p(x,u)
[
cosh
(
i∑
k=1
λ
(p)
k ψ(x)
)
− 1
]
µ(dx)du <∞.
Both the convergence and finiteness of the integrals are proved using dominate convergence starting with
(6.2). We proceed separately for each i and p and start with the easier case i 6= 2p. Setting α = β2‖η‖∞
and as usual F (i,p)(x, u) := supt > u |F (i,p)(x, u, t)| and using (4.24) and (6.3), we obtain that the integrand
in (6.2) is bounded uniformly in t by
CF (i,p)(x, u)e
β2
2 (i−1)ueαW (x).
According to (6.4) the integral of the above is (up to a constant factor) smaller than
(6.6)
(∫
I
eαW (x1)µ(dx1)
)(∫ ∞
0
e(i−1)[α+(β
2/2)−1]udu
)
<∞,
where the finiteness of the above is implied by (2α + β2) < 2. When i = 2p we need to be substantially
more accurate in our approximation. Instead of (6.3) we observe (e.g. considering separately the case of
|∑ik=1 λ(p)k ψt(xk)| ≤ 1 and |∑ik=1 λ(p)k ψt(xk)| ≥ 1) that
(6.7)
[
cosh
(
i∑
k=1
λ
(p)
k ψt(x)
)
− 1
]
≤ CeαW (x)min
[
1,
(
i∑
k=1
λ
(p)
k ψt(xk)
)]2
.
To obtain a bound which is uniform in t we use the fact that there exists C such that for every t ≥ 0
(6.8)
i∑
k=1
λ
(p)
k ψt(xk) ≤ C
m(x)
D(x)
,
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wherem(x) is the Wasserstein distance defined in (4.22) and D(x) = mini∈J1,kK
j∈J1,nK
|xi−zj|.We can also replace
the exponent 2 in (6.7) by β2/2 (which is smaller than 1 in any case) and ignore the min. Using (4.23), the
bound we obtain for the integrand is then
F (i,p)(x, u)e
β2
2 (i−1)ueαW (x)
(
min(m(x)−1, eu)
(
m(x)
D(x)
))β2/2
.
Now observe that the last term (between parentheses) is smaller than
(6.9)
1
D(x)β2/2
≤
i∑
k=1
e
β2
2 W (xk).
To conclude we notice that for each k ∈ J1, iK we have from (6.4)
(6.10)
∫ ∞
0
∫
Ii
F (i,p)(x, u)e
β2
2 (i−1)ueαW (x)+
β2
2 W (xk)µ(dx)du
≤ C
(∫
I
e
(
α+ β
2
2
)
W (xk)µ(dxk)
)(∫ ∞
0
e(i−1)[α+β
2/2−1]udu
)
,
where the finiteness of the first and second integrals are both consequences of our assumption 2α+ β2 < 2.
Proof of Proposition 6.1. The proof goes by induction and follows the step of that of Proposition 4.1. The
key observation is that there exists a constant C1 (depending on α and z) such that for every t ≥ u and
x ∈ I
(6.11)
∫
I
(1 + eu|x− y|)2eαW (y)µ(dy) ≤ C1e−(α−1)u.
We prove (6.4) by induction. Note that (6.11) and Assumption (2.1) allows us to check that the statement
is valid when i = 2. Then the proof of the induction statement follows the steps of Proposition 4.1 item (2)
until (4.26) where we have to figure out how to replace the three inequalities. We assume that p 6= i/2 and
q ≥ j/2 for simplicity (the adaptation needed for the case 2p = i and/or 2q = j are exactly identical to that
in the proof of Proposition 4.1, and the same observation is valid for the case j = 1). Instead of (4.25) we
need to prove
(6.12)
∫
Ii+j−1
eαW (xk)|Qs(xk, xl)|
[∫ ∞
s
F (x1, u)e
αW (x
(k)
1 )+
β2
2 (i−1)(u−s)du
]
×
[∫ ∞
s
G(x2, v)e
αW (x
(k)
2 )+
β2
2 (i−1)(v−s)dv
]
µ(dx(k)) ≤ Ce(i+j−1)(α−1)s
where x
(k)
1 stands for the vector x1 with k-th component removed (in particular it does not change if x1
has no k-th component) and similarly for x
(k)
2 . Now considering u, v > s, we observe (using the induction
hypothesis for the first and last line and (6.11) for the middle one)
∫
Ii−1
F (x1, u)e
αW (x
(k)
1 )µ(dx
(k)
1 ) ≤ C2e(i−1)(α−1)u,∫
I
|Qs(xk, xl)|eαW (xk)µ(dxk) ≤ C3e(α−1)s,∫
Ij−1
G(x2, v)e
αW (x
(m)
2 )µ(dx
(m)
2 ) ≤ C4e(j−1)(α−1)v.
(6.13)
To prove (6.12), we just need to combine these three inequalites in the l.h.s. and integrate over u, v > s
(using that α+ β
2
2 < 1).

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