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Bregman Augmented Lagrangian Method and Its Acceleration
Shen Yan∗ Niao He∗
Abstract
We study the Bregman Augmented Lagrangian method (BALM) for solving convex problems with
linear constraints. For classical Augmented Lagrangian method, the convergence rate and its relation with
the proximal point method is well-understood. However, the convergence rate for BALM has not yet
been thoroughly studied in the literature. In this paper, we analyze the convergence rates of BALM in
terms of the primal objective as well as the feasibility violation. We also develop, for the first time, an
accelerated Bregman proximal point method, that improves the convergence rate from O(1/∑T−1k=0 ηk)
to O(1/(∑T−1k=0 √ηk)2), where {ηk}T−1k=0 is the sequence of proximal parameters. When applied to the
dual of linearly constrained convex programs, this leads to the construction of an accelerated BALM, that
achieves the improved rates for both primal and dual convergences.
1 Introduction
In this paper, we re-examine the general class of convex programs with linear constraints, including equality
constrained problems:
min
x∈X
f(x) s.t. Ax = b, (1)
and inequality constrained problems:
min
x∈X
f(x) s.t. Ax ≤ b, (2)
where f(x) is a closed and convex function, X ⊂ Rn is a closed and convex set, and A ∈ Rm×n, b ∈ Rm are
given matrix and vector. Such problems occur pervasively in machine learning, signal processing, and many
other engineering fields, including basis pursuit, support vector machine, distributed learning, and finding the
optimal policy for Markov decision problems.
The classical augmented Lagrangian method (ALM), originally introduced in [1, 2], has been one of the
most fundamental and popular algorithms for solving problems with linearly constrained convex programs;
see e.g, [3] for a comprehensive overview. Particularly for (1) and (2), the key steps for ALM are as simple as
follows:
xk+1 =
{
arg minx∈X {f(x) + λ>k (Ax− b) + ηk2 ‖Ax− b‖22}, in case of (1)
arg minx∈X {f(x) + 12ηk ‖[λk + ηk(Ax− b)]+‖22}, in case of (2)
(3)
λk+1 =
{
λk + ηk(Axk+1 − b), in case of (1)
[λk + ηk(Axk+1 − b)]+, in case of (2)
(4)
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where ηk is the proximal parameter at step k and [x]+ stands for taking max(x, 0) for each element. It is
well-known that ALM can be interpreted as applying the proximal point method on the Lagrangian dual [4].
Defining the Lagrange function as L(x, λ) = f(x) + λ>(Ax− y), the proximal minimization perspective
allows us to write the ALM for (1) and (2) in a unified way:
(xk+1, λk+1) ∈ argmax
λ∈Λ
min
x∈X
{
L(x, λ)− 1
2ηk
‖λ− λk‖22
}
, (5)
where Λ = Rm for equality-constrained problem (1), and Λ = Rm+ for inequality-constrained prob-
lem (2). Although we focus on linearly constrained problems in this paper, it is worth mentioning that
all the results in this paper can be immediately generalized to convex functional constrained problems:
minx∈X f(x), s.t. G(x) ≤ 0, where G(x) = (g1(x), g2(x), · · · , gm(x)), and {gi(x)}i=1,2,··· ,m are closed
and convex.
The convergence of ALM has been extensively studied in the literature; due to the large volume of
literature on this topic, we only list a few results here. The asymptotic convergence in the convex case was
provided in [4] from the proximal minimization viewpoint. Understanding the non-asymptotic convergence
of ALM and the iteration complexity of its inexact variations has been the main focus in several recent works.
For example, for the linear equality constrained problem (1), [5] analyzed the convergence rate for the primal
problem, assuming the subproblems are only approximately solved through some first-order subroutines. [6]
generalized the results to include both equality and inequality constrained problems (2). There also exist
recent works applying ALM to non-convex problems [7, 8]. Moreover, analysis for other variants of ALM
also exist, e.g., the linearized augmented Lagrangian method [9, 10]. Besides, ALM and its variants are also
widely used in many applications, such as Lasso problems [11], sparse principle component analysis [12],
semidefinite programming[13], etc.
As for the acceleration of the ALM, there currently exist two such schemes, which can be derived from
applying Güler’s 1st and 2nd accelerated proximal point methods [14, 15] to the dual problem, respectively.
See [16, 17, 18, 19] and [20, 21, 22] for more details on each scheme. Most of these works only proved
an accelerated convergence rate of the dual problem, instead of the primal convergence. For example,
[20, 21, 22] applied the Güler’s 2nd accelerated scheme to the dual problem, and showed that the Lagrangian
residual satisfies L(x∗, λ∗) − L(xT , λT ) ≤ O(1/T 2), where (x∗, λ∗) corresponds to the optimal solution
and Lagrange multiplier. Notice that this only implies an accelerated rate for the dual convergence. In fact,
generally speaking, this algorithm could fail to attain the same accelerated O(1/T 2) rate in terms primal
convergence. We provide one such example in the Appendix1. As far as we know, [19] first demonstrated
the O(1/T 2) rate of primal convergence for linear equality constrained problem, by applying Nesterov’s
accelerated dual average method [23, 24] to the augmented Lagrangian dual problem. Indeed, this algorithm
is equivalent to using Güler’s 1st accelerated proximal point method to the dual problem2.
On the other hand, the formulation (5) naturally leads to the generalization of Bregman Augmented
Lagrangian Method (we refer to BALM for short), where the Euclidean distance is replaced with a general
Bregman divergence. This can also be seen as a direct application of the Bregman proximal point algorithm
(BPP) to the dual problem, which was originally introduced in [25, 26]. Let h(λ) : int(Λ)→ R be a strictly
convex, continuously differential function on the interior set int(Λ). The Bregman divergence induced by h
is given by Dh(λ, λ′) = h(λ)− h(λ′)− 〈∇h(λ′), λ− λ′〉, which is nonnegative and strictly convex. Thus,
1We show that for simple linear programs, while the dual objective is proved to converge in the rate of O(1/T 2), the primal
objective and constraint violation converges in the rate of O(1/T ).
2This equivalence was not explicitly mentioned in the original paper, and we prove it in the Appendix.
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the key steps of BALM can be viewed as follows:
(xk+1, λk+1) ∈ argmax
λ∈Λ
min
x∈X
{
L(x, λ)− 1
ηk
Dh(λ, λk)
}
. (6)
One of the most important advantages of using a Bregman divergence as opposed to the Euclidean distance is
that the objective of the subproblems becomes twice-differentiable [27]. The use of Bregman divergence
also allows more flexibility to exploit the geometry of dual domain Λ, especially for the linear inequality
constrained case. The advantages of BALM have also been observed empirically in practice; see e.g. [28] for
image segmentation applications.
However, on the theoretical side, the convergence of BALM has only been studied in few works. The
asymptotic convergence is proven in [29, 30] and [31] when considering generalized Bregman functions.
To the authors’ knowledge, the non-asymptotic convergence rate of BALM is still absent in the literature,
especially in terms of the original objective and constraint violation of the primal sequences. Moreover, while
accelerated BALM and accelerated proximal point algorithm [14] has been established in the Euclidean
setting, it remains unclear whether such acceleration schemes can be extended to BALM with general
Bregman divergences and whether faster convergence rates can be achieved, especially in terms of the primal
convergence.
Our contributions In this paper, we aim to close these theoretical gaps and make the following key
contributions.
1. Firstly, we establish the ergodic convergence rate of BALM both in terms of the primal optimality and
feasibility violation, when solving the linearly constrained convex problems (1) and (2). Specifically,
we show that |f(x˜T )− f(x∗)| ≤ O(1/
∑T−1
k=0 ηk) and ‖Ax˜T − b‖, ‖[Ax˜T − b]+‖ ≤ O(1/
∑T−1
k=0 ηk)
for (1) and (2), respectively, where {ηk}T−1k=0 are arbitrary positive proximal parameters. Our proof
technique is much simpler than existing ones for classical ALM.
2. Secondly, we develop, for the first time, a general accelerated scheme for Bregman proximal point
algorithm (acc-BPP) for convex minimization problems. This acceleration scheme is largely inspired
from Güler [14] with new treatments and leverages Bregman divergences that satisfy the triangle-
scaling property [32]. Comparing to the BPP [25, 26], acc-BPP improves the convergence rate from
O(1/∑T−1k=0 ηk) to O(1/(∑T−1k=0 √ηk)2), where {ηk}T−1k=0 is the sequence of proximal parameters. We
also derive several simple variants of acc-BPP based on the general accelerated scheme, some of which
benefit from a different proof of convergence.
3. Lastly, we apply the acc-BPP algorithm to the duals of the linearly constrained convex optimization
problems (1) and (2), leading to the accelerated Bregman augmented Lagrangian method (acc-BALM).
We demonstrate that acc-BALM achieves a faster convergence rate than BALM. In particular, when
choosing constant proximal parameters, the primal convergence rate of acc-BALM is O (ln(T )/T 2)
while the rate of BALM is O (1/T ). Moreover, our result generalizes current accelerated ALM
schemes, and can be applied to both equality and inequality constrained problems. We believe this is
the first primal convergence analysis with acceleration for problems under inequality constraints.
Related work We point out that there exist several other extensions of ALM that also exploit Bregman
divergences, which are completely different from BALM. For example, the Bregman ADMM algorithm
introduced in [33] simply replaces the Euclidean distance in the primal update with Bregman divergence while
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keeping the same update for the dual variable. [34] instead directly adds an adaptive Bregman divergence to
the linearized augmented Lagrangian function at each iteration as a regularization. Our accelerated Bregman
proximal point algorithm (acc-BPP) appears to be related to the accelerated Bregman proximal gradient
methods (acc-BPG) [31, 35, 32, 36] designed for minimizing the sum of a (relatively) smooth convex function
and a non-differential convex function. The latter can be viewed as an extension of Nesterov’s accelerated
gradient method [37] with Bregman proximal mappings. However, there are notable differences. First of
all, the acceleration schemes used in these two algorithms are quite distinct from each other. Secondly, the
parameter used in the proximal mappings are different, acc-BPG uses fixed parameters (depending on the
relative smoothness) while acc-BPP allows arbitrary parameter values, leading to different characterizations
of the convergence rates.
The rest of the paper is organized as follows. In Section 2, we provide some preliminaries on BALM and
BPP, as well as existing convergence results. In Section 3, we establish the first ergodic convergence rate of
BALM of the primal sequences. In Section 4, we develop a generic accelerated scheme for BPP and provide
its convergence analysis. In Section 5, we introduce two simple variants of the acc-BPP algorithm and present
a different convergence proof from dual averaging perspective. In Section 6, we derive the accelerated BALM
algorithm and prove its improved primal convergence rate. Finally, in Section 7, we conduct some numerical
experiments to compare the performance of BPP vs. acc-BPP, and BALM vs. acc-BALM, which further
validate our theoretical findings.
2 Preliminaries: augmented Lagrangian and proximal point methods
In this section, we review some basics of (Bregman) ALM and (Bregman) proximal point algorithms.
The connection of these two algorithms has been well established in the literature; see e.g., [4] and [29],
respectively for the original ALM and BALM. For simplicity of exposition, we will focus mainly on linearly
constrained convex programs, described in (1) and (2).
The Lagrangian dual of linearly constrained convex programs can be written in the form of
max
λ∈Λ
d(λ), where d(λ) = min
x∈X
{L(x, λ) := f(x) + λ>(Ax− b)}, (7)
where Λ = Rm for (1) or Λ = Rm+ for (2). It has been shown in [4] and [29] that the (Bregman) ALM can be
viewed as applying the (Bregman) proximal point algorithm to the Lagrangian dual problem (7).
Let h be a proper, continuously differentiable, and strictly convex function on Λ ⊆ Rm. The Bregman
divergence induced by function h is given as follows:
Dh(λ, λ˜) := h(λ)− h(λ˜)−∇h(λ˜)>(λ− λ˜) ∀λ ∈ Λ, λ˜ ∈ Λ.
By strict convexity, Dh(λ, λ˜) ≥ 0, and Dh(λ, λ˜) = 0 only when λ = λ˜. For example, when Λ = Rm, the
simplest choice of Bregman divergence is Dh(λ, λ˜) = 12‖λ − λ˜‖22, where h(λ) = 12‖λ‖22; when Λ = Rm+ ,
a common choice of Bregman divergence is Dh(λ, λ˜) =
∑
i
(
λ(i) log λ(i) − λ(i) log λ˜(i) − λ(i) + λ˜(i)
)
,
where h(λ) =
∑
i λ
(i) log λ(i). We also list the well-known three-point identity property [30] of Bregman
divergence, which will be heavily used in the analysis: ∀λ1, λ2, λ3 ∈ Λ,
Dh(λ1, λ2) +Dh(λ2, λ3)−Dh(λ1, λ3) = 〈∇h(λ2)−∇h(λ3), λ2 − λ1〉. (8)
See [25, 30, 31] for a more detailed discussion on Bregman divergences.
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Algorithm 1: Bregman Augmented Lagrangian Method (BALM)
Input: λ0 ∈ Λ, {ηk}k≥0
1 for k ≥ 0 do
2 xk+1 ∈ arg minx∈X {f(x) + maxλ∈Λ{λ>(Ax− b)− 1ηkDh(λ, λk)}}
3 λk+1 = arg maxλ∈Λ{λ>(Axk+1 − b)− 1ηkDh(λ, λk)}
Specifically, the Bregman proximal point (BPP) method [25, 30] for solving the Lagrange dual problem
follows the recursion:
λk+1 := arg max
λ∈Λ
{
d(λ)− 1
ηk
Dh(λ, λk)
}
. (9)
The operation defined in (9) is also known as the Bregman proximal operator. Recall that d(λ) =
minx∈X {f(x) + λ>(Ax − b)} is the Lagrange dual function. Solving (9) reduces to solving the convex-
concave saddle point problem
max
λ∈Λ
min
x∈X
{
Φηk(x, λ;λk) := f(x) + λ
>(Ax− b)− 1
ηk
Dh(λ, λk)
}
. (10)
Assuming that both f and h are coercive, based on convex analysis theory [38, 39], problem (10) possesses a
saddle point, denoted as (xk+1, λk+1), such that
Φηk(xk+1, λ;λk) ≤ Φηk(xk+1, λk+1;λk) ≤ Φηk(x, λk+1;λk),
for any x ∈ X , λ ∈ Λ. Thus, λk+1 = argmaxλ∈Λ Φηk(xk+1, λ;λk). The Bregman ALM (BALM), described
in Algorithm 1, can be interpreted as iteratively computing the saddle point of the sequence of subproblems
(10), or consequently, computing the Bregman proximal operator (9).
In particular, when Λ = Rm and the image of the gradient of h satisfies that Im(∇h) = Rm, the updates
in BALM can be simplified as follows [29]:
xk+1 ∈ argmin
x∈X
{
f(x) +
1
ηk
h∗(∇h(λk) + ηk(Ax− b)
}
;
λk+1 = ∇h∗(∇h(λk) + ηk(Axk+1 − b)),
where h∗ is the convex conjugate of the function h. Particularly, when setting h(λ) = 12‖λ‖22, this leads
to the classical ALM; when h(λ) =
∑m
i=i λi log(λi) leads to the exponential multiplier method [40]. For
various other examples of BALM, please see [26, 41] and references therein. Finally, we point out that
the convergence analysis of BPP in (9) has been well-studied [25, 30]. We list some results below for
completeness.
Lemma 2.1 ([30]). Let {λk}k≥0 be a sequence generated from (9) with positive parameters {ηk}k≥0. Let
λ∗ ∈ Λ be an optimal solution to (7). The following holds:
(a) ηk(d(λ)− d(λk+1)) ≤ Dh(λ, λk)−Dh(λ, λk+1)−Dh(λk+1, λk), ∀λ ∈ Λ;
(b) d(λk) is non-decreasing;
(c) Dh(λ∗, λk) is non-increasing;
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(d) d(λ∗)− d(λT ) ≤ Dh(λ
∗, λ0)∑T−1
k=0 ηk
; if
∑∞
k=0 ηk =∞, then d(λk)→ d(λ∗) as k →∞.
The result (a) can be obtained directly from the optimality condition of (9) and the three-point identity
of the Bregman divergence; (b) follows from (a) by setting λ = λk; (c) follows from (a) by setting λ = λ∗;
and (d) can be obtained by taking the telescoping sum over (a). Moreover, it can be shown that the sequence
{λk}k≥0 converges to some optimal solution λ∗. Note that the above results hold true for general convex
problems in the form of maxλ∈Λ d(λ).
Lemma (2.1) immediately implies the convergence of the dual sequence of BALM for solving the linear
constrained convex programs. However, establishing the convergence of the primal sequence, both in terms
of the optimality and feasibility, still remains elusive.
3 Ergodic convergence of BALM
In this section, we provide the ergodic convergence rate analysis of BALM when subproblems are solved
exactly. Throughout, we make the following regularity assumptions:
Assumption 3.1. We assume that
1. The objective function f(x) is closed, convex, and coercive. The set X is also closed and convex.
The primal problem (1) (or (2) resp. for inequality constrained case) and its dual (7) are solvable, and
strong duality holds.
2. The function h is a proper, coercive, continuously differentiable, and strictly convex function on
Λ ⊆ Rm, where Λ = Rm for (1) or Λ = Rm+ for (2).
Denote (x∗, λ∗) ∈ X×Λ as a pair of optimal solution and Lagrange multiplier that satisfies the underlying
KKT condition. Thus, (x∗, λ∗) is also a saddle point to the Lagrange function L(x, λ) on X ×Λ, and satisfies
that L(x, λ∗)− L(x∗, λ) ≥ 0,∀x ∈ X , λ ∈ Λ. Note that since Λ = Rm or Λ = Rm+ , one can choose λ = 0,
and the above inequality implies that
f(x)− f(x∗) + λ∗>(Ax− b) ≥ 0, ∀x ∈ X . (11)
This inequality will be used later in the convergence analysis. The next lemma characterizes the one-step
behavior of the algorithm,
Lemma 3.1. We have for any x ∈ X , λ ∈ Λ,
L(xk+1, λ)− L(x, λk+1) ≤ 1
ηk
(∇h(λk+1)−∇h(yk))>(λ− λk+1). (12)
Moreover,
L(xk+1, λ)− L(x, λk+1) ≤ 1
ηk
(Dh(λ, λk)−Dh(λ, λk+1)). (13)
Proof. As discussed earlier in Section 2, BALM is equivalent to solving a convex-concave saddle point
problem (10) each step, thus we have the following optimality conditions
(x− xk+1)>(gk+1 +A>λk+1) ≥ 0, ∀x ∈ X , gk+1 ∈ ∂f(xk+1) (14)
(λk+1 − λ)>
(
Axk+1 − b− 1
ηk
(∇h(λk+1)−∇h(λk))
)
≥ 0, ∀λ ∈ Λ. (15)
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Therefore, we have
L(xk+1, λ)− L(x, λk+1)
=f(xk+1)− f(x) + λ>(Axk+1 − b) + λk+1>(b−Ax)
=f(xk+1)− f(x) + (xk+1 − x)>A>λk+1 − (λk+1 − λ)>(Axk+1 − b).
Invoking the convexity of f(x) and (14), it follows that
f(xk+1)− f(x) + (xk+1 − x)>A>λk+1 ≤ (xk+1 − x)>gk+1 + (xk+1 − x)>A>λk+1
= (xk+1 − x)>(gk+1 +A>λk+1) ≤ 0.
For the second part, we have
−(λk+1 − λ)>(Axk+1 − b) ≤ 1
ηk
(λ− λk+1)>(∇h(λk+1)−∇h(λk))
=
1
ηk
(Dh(λ, λk)−Dh(λ, λk+1)−Dh(λk+1, λk))
≤ 1
ηk
(Dh(λ, λk)−Dh(λ, λk+1)).
where the first inequality uses (15), and the second equality uses the three-point identity of Bregman
divergence. Summing up the above two inequalities leads to the desired result.
Denote the candidate solution
x˜T =
∑T−1
k=0 ηkxk+1∑T−1
k=0 ηk
, λ˜T =
∑T−1
k=0 ηkλk+1∑T−1
k=0 ηk
.
From Lemma 3.1, we can immediately obtain the following result.
Lemma 3.2. We have
L(x˜T , λ)− L(x, λ˜T ) ≤ Dh(λ, λ0)∑T−1
k=0 ηk
, ∀x ∈ X , λ ∈ Λ. (16)
Moreover, by setting x = x∗, we further have
f(x˜T )− f(x∗) + λ>(Ax˜T − b) ≤ Dh(λ, λ0)∑T−1
k=0 ηk
, ∀λ ∈ Λ. (17)
Proof. To obtain (16), we see that
L(x˜T , λ)− L(x, λ˜T ) ≤ 1∑T−1
k=0 ηk
T−1∑
k=0
ηk (L(xk+1, λ)− L(x, λk+1))
≤ 1∑T−1
k=0 ηk
T−1∑
k=0
(Dh(λ, λk)−Dh(λ, λk+1))
=
1∑T−1
k=0 ηk
(Dh(λ, λ0)−Dh(λ, λT ))
The first step uses the fact that L(x, λ) is convex in x and linear in λ, and the second step uses Lemma 3.1.
Combining the fact that Dh(λ, λT ) ≥ 0, we end up with (16). Setting x = x∗, the result in (17) follows
based on the fact that λ˜>T (Ax
∗ − b) ≤ 0.
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The following theorem describes the primal convergence rate of BALM applied to the linearly constrained
problems (1) an (2), both in terms of the optimality and the constraint violation.
Theorem 3.1. Define ρ∗ = 2‖λ∗‖+ 1. Algorithm 1 satisfies that
(a) For the equality constrained problem (1),
max {|f(x˜T )− f(x∗)|, ‖Ax˜T − b‖?} ≤
maxλ∈Bρ∗ Dh(λ, λ0)∑T−1
k=0 ηk
, (18)
where Bρ = {λ ∈ Rm : ‖λ‖ ≤ ρ} and ‖ · ‖? is the dual norm of ‖ · ‖.
(b) For the inequality constrained problem (2),
max {|f(x˜T )− f(x∗)|, ‖[Ax˜T − b]+‖?} ≤
maxλ∈B+ρ∗ Dh(λ, λ0)∑T−1
k=0 ηk
, (19)
where B+ρ = {λ ∈ Rm : λ ≥ 0, ‖λ‖ ≤ ρ} and [x]+ = max(x, 0).
Proof. We only focus on the proof for the inequality constrained case. The equality constrained case follows
similarly. Setting λ = 0 in (17) implies
f(x˜T )− f(x∗) ≤ Dh(0, λ0)∑T−1
k=0 ηk
.
Taking maximum over λ ∈ B+ρ leads to
f(x˜T )− f(x∗) + ρ‖[Ax˜T − b]+‖? ≤
maxλ∈B+ρ Dh(λ, λ0)∑T−1
k=0 ηk
, ∀ρ > 0. (20)
Plugging in x = x˜T into the equation (11), we have
f(x∗)− f(x˜T )− ‖λ∗‖‖[Ax˜T − b]+‖? ≤ f(x∗)− f(x˜T )− λ∗>(Ax˜T − b) ≤ 0. (21)
Now summing together (20) and (21), we obtain
(ρ− ‖λ∗‖)‖[Ax˜T − b]+‖? ≤
maxλ∈B+ρ Dh(λ, λ0)∑T−1
k=0 ηk
. (22)
Setting ρ = 2‖λ∗‖+ 1 in (22) and combining with the fact that f(x˜T )− f(x∗) ≥ −‖λ∗‖ · ‖[Ax˜T − b]+‖?
leads to the desired result in (19).
The above result generalizes the existing ergodic convergence result for classical ALM, e.g., in [6],
which can be viewed as a special case when the Bregman divergence is set to the Euclidean distance. From
the analysis, we see that the convergence of the primal objective and constraint violation heavily depends
on the chosen norm used to measure the constraint violation. Note that the rate of primal convergence is
essentially in the same order as that of the dual convergence discussed in previous section. When the proximal
parameters {ηk}k≥0 are fixed to a constant, this implies the O(1/T ) convergence rate of both primal and
dual sequences.
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4 A generic acceleration scheme of Bregman Proximal Point method
In the seminal work [14], Güler proposed the first accelerations of the proximal point algorithm based
on Nesterov’s acceleration scheme [37]. Inexact versions of the accelerated PPA have been later studied
in [42, 43] and recent work [18]. While it seems rather natural to extend the accelerated PPA to the non-
Euclidean setting, there exists only few attempts in this direction [44, 45]. It came to our attention that these
existing works contain fatal flaws, both algorithmically and theoretically.
Motivated by [31, 14], we propose the first theoretically-sound acceleration scheme for Bregman proximal
point method, which will later applied to accelerate BALM. Without loss of generality, we consider solving
the convex problem
max
λ∈Λ
d(λ), (23)
where d(λ) and Λ are closed and convex. The objective d(λ) does not have to be the Lagrange dual of the
linearly constrained convex program. Let Dh(λ, λ′) : Λ × Λ → ∞ be a Bregman divergence induced by
some function h that is continuously differentiable and strictly convex on Λ. In addition, we assume that
the Bregman divergence satisfies the so-called triangle scaling property, which turns out to be a crucial
assumption to achieve faster rates. The triangle scaling property was introduced recently in [36, 32] for
analyzing the convergence of Bregman proximal gradient methods for relatively smooth objective functions.
To be specific,
Assumption 4.1. There exists some constant G > 0 such that the Bregman divergence Dh has the triangle
scaling property: for all λ, λ1, λ2 ∈ int(Λ),
Dh((1− θ)λ+ θλ1, (1− θ)λ+ θλ2) ≤ Gθ2Dh(λ1, λ2), ∀θ ∈ [0, 1]. (24)
For detailed discussions about this property, see [32]. For ease of exposition, here we simply adopt G as a
uniform constant, which is closely related to the Hessian of the Bregman function. In particular, if the Bregman
divergence is both Lh-Lipschitz smooth and σh-strongly convex, then σh2 ‖x−y‖2 ≤ Dh(x, y) ≤ Lh2 ‖x−y‖2,
thus Assumption 4.1 is satisfied with G = Lh/σh.
The general idea for constructing the acceleration scheme is to first define the following sequence of
functions recursively:{
φ0(λ) = d(λ0)−ADh(λ, λ0)
φk+1(λ) = (1− θk)φk(λ) + θk(d(Jyk) + 1ηk (∇h(Jyk)−∇h(yk))>(λ− Jyk)),
(25)
where yk is any point (to be specified later) and Jyk := arg maxλ∈Λ
{
d(λ)− Dh(λ,yk)ηk
}
. These functions
satisfy the following relation,
Lemma 4.1. For any k and λ ∈ Λ, it holds that
d(λ)− φk+1(λ) ≤ (1− θk)(d(λ)− φk(λ)). (26)
Proof. By concavity and optimality condition from the definition of Jyk, we have
d(λ) ≤ d(Jyk) + 1
ηk
(∇h(Jyk)−∇h(yk))>(λ− Jyk). (27)
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Hence, it immediately implies that
d(λ)− φk+1(λ) = (1− θk)(d(λ)− φk(λ)) + θk(d(λ)− d(Jyk) (28)
− 1
ηk
(∇h(Jyk)−∇h(yk))>(λ− Jyk))
≤ (1− θk)(d(λ)− φk(λ)). (29)
Our goal is to obtain λk such that d(λk) ≥ maxλ∈Λ φk(λ). From the construction of φk(λ), we can see
that
φk(λ) = lk(λ)−AkDh(λ, λ0), (30)
where lk(λ) is an affine function, and Ak =
∏k−1
i=0 (1− θk)A. Using the three-point identity of the Bregman
divergence, it can be easily shown that
φk(λ) = φk(λ
′) +∇φk(λ′)>(λ− λ′)−AkDh(λ, λ′), ∀λ, λ′ ∈ Λ. (31)
This means that if we let vk := arg maxλ∈Λ φk(λ), we have
φk(λ) ≤ φk(vk)−AkDh(λ, vk), ∀λ ∈ Λ. (32)
The following lemma shows how to construct the desired λk+1, given that we already have d(λk) ≥ φk(vk).
Lemma 4.2. Suppose we already have λk such that φk(vk) ≤ d(λk), then choosing
Gθ2k
ηk
= (1− θk)Ak, yk = θkvk + (1− θk)λk, λk+1 = Jyk
would ensure φk(vk+1) ≤ d(λk+1).
Proof. Denote ∆k = 1ηk [∇h(Jyk)−∇h(yk)]. We can show that
φk+1(vk+1) = max
λ∈Λ
{(1− θk)φk(λ) + θk(d(Jyk) + ∆>k (λ− Jyk))}
≤ max
λ∈Λ
{(1− θk)(φk(vk)−AkDh(λ, vk)) + θk(d(Jyk) + ∆>k (λ− Jyk))}
≤ max
λ∈Λ
{(1− θk)(d(λk)−AkDh(λ, vk)) + θk(d(Jyk) + ∆>k (λ− Jyk))}
≤ d(Jyk) + max
λ∈Λ
{−(1− θk)AkDh(λ, vk) + ∆>k (θkλ+ (1− θk)λk − Jyk)}
≤ d(Jyk) + max
λ∈Λ
{−(1− θk)AkDh(λ, vk) + 1
ηk
Dh(θkλ+ (1− θk)λk, yk)}.
Here the first inequality uses (32); the second inequality uses the induction hypothesis; the third inequality
applies (27) with λ = λk; and the last inequality uses the three-point identity (8). Next, based on assumption
(4.1) and the fact that yk = θkvk + (1− θk)λk, we can further obtain:
φk+1(vk+1) ≤ d(Jyk) + max
λ∈Λ
{
− (1− θk)AkDh(λ, vk) (33)
+
1
ηk
Dh(θkλ+ (1− θk)λk, θkvk + (1− θk)λk)
}
≤ d(Jyk) + max
λ∈Λ
{−(1− θk)AkDh(λ, vk) + Gθ
2
k
ηk
Dh(λ, vk)}
If we choose λk+1 = Jyk, and
Gθ2k
ηk
= (1− θk)Ak, by induction, we have d(λk+1) ≥ φk+1(vk+1).
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Now we are in the position to present the generic accelerated scheme of Bregman proximal point algorithm
(acc-BPP) in Algorithm 2. The computation of vk can be carried out in a closed form in most cases, since
φk(λ) composes an affine term and a Bregman divergence term as expressed in (30).
Algorithm 2: Accelerated Bregman Proximal Point Algorithm (acc-BPP)
Input: λ0 ∈ Λ, v0 = λ0, A0 = A ∈ (0,+∞), φ0(λ) = d(λ0)−ADh(λ, λ0), {ηk}k≥0, G
1 for k ≥ 0 do
2 Choose θk such that
ηkAk(1−θk)
G = θ
2
k, i.e. θk =
√
(Akηk/G)2+4Akηk/G−Akηk/G
2
3 yk = θkvk + (1− θk)λk
4 λk+1 ∈ arg maxλ∈Λ{d(λ)− 1ηkDh(λ, yk)}
5 Ak+1 = (1− θk)Ak
6 φk+1(λ) = (1− θk)φk(λ) + θk(d(λk+1) + 1ηk (∇h(λk+1)−∇h(yk))>(λ− λk+1))
7 vk+1 = arg maxλ∈Λ φk+1(λ)
The following theorem characterizes the convergence rate of Algorithm 2.
Theorem 4.1. Under Assumption 4.1, Algorithm 2 satisfies that
d(λ∗)− d(λT ) ≤
[
T−1∏
k=0
(1− θi)
]
(d(λ∗)− d(λ0) +ADh(λ∗, λ0)) , (34)
and
1(
1 +
√
A/G
∑T−1
k=0
√
ηk
)2 ≤ T−1∏
k=0
(1− θi) ≤ 1(
1 + (
√
A/G/2)
∑T−1
k=0
√
ηk
)2 . (35)
Proof. By the construction of {φk(λ)}k, we have
d(λ)− φk(λ) ≤
k−1∏
i=0
(1− θi)(d(λ)− φ0(λ)), ∀λ ∈ Λ.
And the inductive construction of λk guarantees that d(λk) ≥ maxλ∈Λ φk(λ), which proves (34). The
inequality (35) is proved in [14].
The above theorem indicates that acc-BPP improves the convergence rate of BPP from O
(
1/
∑T−1
j=0 ηj
)
to O(1/(∑T−1j=0 √ηj)2). This recovers the result in [14] as a special case. In particular, if we choose
ηk = η, k = 0, 1, · · · , T − 1 to be a constant, this automatically leads to the O(1/T 2) convergence rate.
Note however, ηk can be arbitrarily chosen in practice.
Note that the triangle scaling property of Bregman divergences naturally arises when designing the
generic acceleration scheme. While this condition may not be satisfied by some Bregman divergences, it
should be noticed from the proof that the condition only needs to hold true at θk, k = 0, 1, · · · . When θk’s
are bounded away from 0, which is almost always the case in practice, there exists a constant G such that the
property is satisfied, albeit possibly being large and difficult to estimate. In the numerical experiments, we
find that setting G to be any positive constant provides accelerated performance.
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Remark Recall that existing accelerated Bregman proximal gradient methods (ABPG) [32, 36] attain the
O(1/T 2) rate of convergence when solving the composite optimization, i.e., maxλ∈Λ g(λ) + d(λ), where
g(λ) is (relatively) Lipschitz smooth and d(λ) is a simple concave function admitting easy-to-compute
Bregman operators. One may be tempted to think that ABPG reveals an “accelerated" version of Bregman
proximal point method when setting g(λ) = 0. Take the Algorithm 1 in [32] for an example. Setting g(λ) = 0
leads to the following “accelerated" algorithm
yk = (1− θk)µk + θkλk
λk+1 = arg maxλ∈Λ{d(λ)− θkLDh(λ, λk)}
µk+1 = (1− θk)µk + θkλk+1
1−θk+1
θ2k+1
= 1
θ2k
(36)
The choice of L is arbitrary, but it is fixed once chosen. Based on the convergence analysis in [36], the above
algorithm inherits the convergence rate of d(λ∗)− d(µT ) ≤ 4LDh(λ
∗, µ0)
T 2
. However, it is also shown in [36]
that θk ≤ 2k+1 , or equivalently, the proximal parameters ηk ≥ k+12L in the proximal point scheme. Notably, if
we choose ηk ≥ k+12L in the vanilla BPP, the achievable convergence rate would beO
(
1∑T−1
k=0 ηk
)
= O(1/T 2),
which already attains the same rate as the above “accelerated" algorithm. In contrast, the proposed acc-BPP
would achieve the rate O
(
1
(
∑T−1
k=0
√
ηk)2
)
= O(1/T 3) with such proximal parameters, which is much faster
than O(1/T 2) rate. Therefore, we emphasize that the freedom in choosing arbitrary {ηk}k≥0 is crucial here,
and also distinct our acceleration with the one above.
5 Two variations of the accelerated Bregman Proximal Point method
In this section, we introduce two variations (or special cases) of acc-BPP that enjoy much more compact
forms as well as simpler convergence analysis.
5.1 Memoryless form
In the previous generic acceleration scheme, vk is defined as vk := arg maxλ∈Λ φk(λ). This requires keeping
track of the explicit form of functions {φk}k≥0 and computing its maximizer, which may not necessarily
admit a closed form. This issue can be alleviated by setting vk := arg maxλ φk(λ), instead. In fact, it can be
easily seen that the proof still remains valid by doing so, if additional relaxing Assumption 4.1 to hold on the
entire domain of h instead of Λ. In this case, we can obtain a closed-form for vk.
Lemma 5.1 ([31]). Let φk(λ) be recursively defined as (25) with Jyk = λk+1, then vk = arg maxλ φk(λ)
satisfies the following recursion relation
vk+1 = arg max
λ
{
θk
ηk
(∇h(λk+1)−∇h(yk))>λ−Ak+1Dh(λ, vk)
}
,
= arg max
λ
{
1
Gθk
(∇h(λk+1)−∇h(yk))>λ−Dh(λ, vk)
}
. (37)
This implies an explicit v-update: vk+1 = ∇h∗
(∇h(vk) + 1Gθk (∇h(λk+1)−∇h(yk))).
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Algorithm 3: acc-BPP2
Input: λ0 ∈ Λ, v0 = λ0, θ0 = 1, {ηk}k≥0, G
1 for k ≥ 0 do
2 yk = θkvk + (1− θk)λk
3 λk+1 ∈ arg maxλ∈Λ{d(λ)− 1ηkDh(λ, yk)}
4 vk+1 = ∇h∗
(
∇h(vk) + 1Gθk (∇h(λk+1)−∇h(yk))
)
5 Update θk+1 such that
ηk
θ2k
=
ηk+1
θ2k+1
− ηk+1θk+1 .
As a result, acc-BPP simply reduces to Algorithm 3, which no longer requires to store the representation
of {φk} an has much cheaper memory cost. The proof for the convergence rate of acc-BPP2 follows exactly
that of acc-BPP. Note that choosing θ0 = 13 amounts to setting A = +∞ in acc-BPP, thus acc-BPP2 satisfies
d(λ∗)− d(λT ) ≤ lim
A→+∞
d(λ∗)− d(λ0) +ADh(λ∗, λ0)
(1 + (
√
A/G/2)
∑T−1
j=0
√
ηj)2
=
4GDh(λ
∗, λ0)(∑T−1
k=0
√
ηk
)2 (38)
5.2 Dual averaging form
Below, we show that the above special case of acc-BPP admits another form that resembles the Nesterov’s
accelerated dual average method [24, 23, 35]. Recall the definition of {φk}k≥0 and {Ak}k≥0, the computation
of vk+1 is also equivalent to
vk+1 = arg max
λ∈Λ
{∑k
j=0
θj
Aj+1ηj
(∇h(λj+1)−∇h(yj))> λ−Dh(λ, λ0)
}
,
= arg max
λ∈Λ
{∑k
j=0
1
Gθj
(∇h(λj+1)−∇h(yj))> λ−Dh(λ, λ0)
}
. (39)
Hence, acc-BPP can also be rewritten as Algorithm 4. Based on the dual averaging interpretation, we
show that Algorithm 4 admits a simpler convergence proof, which will be further used to prove the primal
convergence of accelerated BALM in the next section.
Algorithm 4: acc-BPP3
Input: λ0 ∈ Λ, v0 = λ0, G, θ0 = 1, {ηk}k≥0
1 for k ≥ 0 do
2 yk = θkvk + (1− θk)λk
3 λk+1 ∈ arg maxλ∈Λ{d(λ)− 1ηkDh(λ, yk)}
4 vk+1 =
arg maxλ∈Λ
{
−GDh(λ, λ0) +
∑k
j=0
ηj
θj
(
d(λj+1) +
1
ηj
(∇h(λj+1)−∇h(yj))>(λ− λj+1)
)}
5 Update θk+1 such that
∑k+1
j=0
ηj
θj
=
ηk+1
θ2k+1
, satisfied by ηk
θ2k
=
ηk+1
θ2k+1
− ηk+1θk+1 .
3Notice that θ0 can also be any real number in (0, 1], accordingly A =
Gθ20
η0(1−θ0) .
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Theorem 5.1. Let Sk =
∑k
j=0
ηj
θj
. Under Assumption 4.1, Algorithm 4 satisfies the relation:
Skd(λk+1) ≥ max
λ∈Λ
φ˜k(λ), (40)
where φ˜k(λ) := −GDh(λ, λ0) +
∑k
j=0
ηj
θj
(
d(λj+1) +
1
ηj
(∇h(λj+1)−∇h(yj))>(λ− λj+1)
)
.
Proof. We prove the claim by induction. When k = 0,∀λ ∈ Λ,
φ˜0(λ) =−GDh(λ, λ0) + η0
θ0
d(λ1) +
1
θ0
(∇h(λ1)−∇h(y0))>(λ− λ1)
=−GDh(λ, λ0) + η0
θ0
d(λ1) +
1
θ0
(Dh(λ, y0)−Dh(λ, λ1)−Dh(λ1, y0))
≤−GDh(λ, λ0) + η0
θ0
d(λ1) +
1
θ0
Dh(λ, λ0)
≤η0
θ0
d(λ1).
Denote ∆k = 1ηk [∇h(λk+1) − ∇h(yk)]. Suppose now the relation is satisfied for k, namely, φ˜k(λ) ≤
Skd(λk+1), ∀λ ∈ Λ. Then we have,
φ˜k+1(λ)
〈1〉
= φ˜k(λ) +
ηk+1
θk+1
(
d(λk+2) + ∆
>
k+1(λ− λk+2)
)
〈2〉
≤ φ˜k(vk+1)−GDh(λ, vk+1) + ηk+1
θk+1
(
d(λk+2) + ∆
>
k+1(λ− λk+2)
)
〈3〉
≤Skd(λk+1) + ηk+1
θk+1
(
d(λk+2) + ∆
>
k+1(λ− λk+2)
)
−GDh(λ, vk+1)
〈4〉
≤Sk
(
d(λk+2) + ∆
>
k+1(λk+1 − λk+2)
)
+
ηk+1
θk+1
(
d(λk+2) + ∆
>
k+1(λ− λk+2)
)
−GDh(λ, vk+1)
where step 〈1〉 is a trivial identity based on the definition of φ˜k+1, step 〈2〉 uses the strong convexity of φ˜k,
step 〈3〉 uses the induction hypothesis, step 〈4〉 uses (27). Now since
Sk
ηk+1(1− θk+1) =
ηk+1(1− θk+1)/θ2k+1
ηk+1(1− θk+1) =
1
θ2k+1
,
we have
Sk∆
>
k+1(λk+1 − λk+2) +
ηk+1
θk+1
∆>k+1(λ− λk+2)
=
1
θ2k+1
(∇h(λk+2)−∇h(yk+1))>((1− θk+1)λk+1 + θk+1λ− λk+2)
〈5〉
≤ 1
θ2k+1
Dh((1− θk+1)λk+1 + θk+1λ, yk+1)
〈6〉
≤GDh(λ, vk+1).
Here step 〈5〉 applies the three-point identity (8), and step 〈6〉 uses the triangle-scaling property (24). As a
result, it follows that φ˜k+1(λ) ≤ Sk+1d(λk+2),∀λ ∈ Λ.
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Recall the optimality condition (27) for the λ-update, we have ∀λ ∈ Λ,
k∑
j=0
ηj
θj
(
d(λj+1) +
1
ηj
(∇h(λj+1)−∇h(yj))>(λ− λj+1)
)
≥ Skd(λ).
Combining with the above theorem, this implies that Skd(λk+1) ≥ −GDh(λ, λ0) + Skd(λ). Therefore, we
immediately obtain the convergence result:
Corollary 5.1. For any λ ∈ Λ,
d(λ)− d(λk+1) ≤ GDh(λ, λ0)
Sk
=
θ2kGDh(λ, λ0)
ηk
. (41)
Next, we establish a bound on θk.
Proposition 5.1.
√
ηk∑k
i=0
√
ηi
≤ θk ≤
2
√
ηk∑k
i=0
√
ηi
(42)
Proof. Let ti = 1θi , then the update
ηi
θ2i
= ηi+1
θ2i+1
− ηi+1θi+1 is equivalent to
t2i+1 − ti+1 −
ηi
ηi+1
t2i = 0, i.e., ti+1 =
1 +
√
1 + 4 ηiηi+1 t
2
i
2
.
Therefore,
1
2
+
1
2
(
1 + 2
√
ηi
ηi+1
ti
)
≥ ti+1 ≥ 1
2
+
√
ηi
ηi+1
ti.
which further implies
√
ηi+1 ≥ √ηi+1ti+1 −√ηiti ≥ 12
√
ηi+1. Taking summation over i = 0, . . . , k − 1,
this leads to
k−1∑
i=0
√
ηi+1 ≥ √ηktk −√η0t0 ≥ 1
2
k−1∑
i=0
√
ηi+1.
Therefore, ∑k
i=0
√
ηi√
ηk
≥ tk ≥
∑k
i=0
√
ηi
2
√
ηk
and we obtain the desired result.
From this result, we can conclude that,
d(λ)− d(λT ) ≤ 4GDh(λ, λ0)(∑T−1
k=0
√
ηk
)2 , ∀λ ∈ Λ,
which is the same as the previous case when A→ +∞ (namely θ0 = 1).
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6 Accelerated Bregman Augmented Lagrangian Method
Applying the acc-BPP algorithms to the dual problem associated with the linearly constrained convex
programs would then lead to accelerated versions of BALM. We present in Algorithm 5, an accelerated
BALM algorithm based on Algorithm 4, denoted as acc-BALM. As an immediate result, the dual sequence
from acc-BALM converges in the rate of O(1/(∑T−1k=0 √ηk)2), which improves over the O(1/∑T−1k=0 ηk) of
BALM. However, as discussed in the introduction, algorithms with an accelerated rate of dual convergence
does not necessarily exhibit accelerated primal convergence. For example, the accelerated algorithm of
ALM established in [20, 21, 22] with constant proximal parameters only ensures a O(1/T 2) rate for the dual
convergence, namely, L(x∗, λ∗)− L(xT , λT ) ≤ O(1/T 2), whereas the primal sequence converges only in
the rate of O(1/T ).
Below we show that the proposed acc-BALM algorithm based on the previous acceleration scheme
also ensures acceleration on the primal convergence. From Section 3, we know that the key to prove
primal convergence is to bound L(x˜T , λ)− L(x, λ˜T ), which further implies bounds for the primal objective
|f(x˜T )− f(x∗)| and feasibility violation ‖Ax˜T − b‖. The next theorem establishes the primal convergence
rate for Algorithm 5.
Algorithm 5: acc-BALM
Input: λ0 ∈ Λ, v0 = λ0, G, θ0 = 1, {ηk}k≥0
1 for k ≥ 0 do
2 yk = θkvk + (1− θk)λk
3 xk+1 ∈ arg min
{
f(x) + maxλ∈Λ{λ>(Ax− b)− 1ηkDh(λ, yk)}
}
4 λk+1 = arg maxλ∈Λ{λ>(Ak+1 − b)− 1ηkDh(λ, yk)}
5 vk+1 =
arg maxλ∈Λ
{
−GDh(λ, λ0) +
∑k
j=0
ηj
θj
(
d(λj+1) +
1
ηj
(∇h(λj+1)−∇h(yj))>(λ− λj+1)
)}
6 Update θk+1 such that
∑k+1
j=0
ηj
θj
=
ηk+1
θ2k+1
, satisfied by ηk
θ2k
=
ηk+1
θ2k+1
− ηk+1θk+1 .
Theorem 6.1. Denote
x˜T =
∑T−1
k=0 (ηk/θk)xk+1∑T−1
k=0 ηk/θk
, λ˜T =
∑T−1
k=0 (ηk/θk)λk+1∑T−1
k=0 ηk/θk
.
Then for any x ∈ X , λ ∈ Λ, we have
L(x˜T , λ)− L(x, λ˜T ) ≤ GDh(λ, λ0) +GDh(λ
∗, λ0)
∑T−1
k=0 θk
ST−1
, (43)
where ST−1 =
∑T−1
k=0 ηk/θk.
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Proof. Using Theorem 5.1 and Lemma 3.1, we have ∀x ∈ X , λ ∈ Λ,
L(x˜T , λ)− L(x, λ˜T )
≤ 1
ST−1
∑T−1
k=0
(ηk/θk) (L(xk+1, λ)− L(x, λk+1))
≤ 1
ST−1
(∑T−1
k=0
(ηk/θk)
( 1
ηk
(∇h(λk+1)−∇h(yk))>(λ− λk+1)
))
≤ 1
ST−1
(
GDh(λ, λ0) +
∑T−1
k=0
(ηk/θk)(d(λT )− d(λk+1))
)
where the first inequality uses the fact that L(x, λ) is convex in x and linear in λ, the second inequality
applies Lemma 3.1, and the third inequality comes from Theorem 5.1. From Corollary 5.1, we have
d(λT )− d(λk+1) ≤ d(λ∗)− d(λk+1) ≤ θ
2
kGDh(λ
∗,λ0)
ηk
,∀k. It then leads to the desired result.
The following result can be obtained following the same proof as Theorem 3.1.
Corollary 6.1. Define ρ∗ = 2‖λ∗‖+ 1. Algorithm 5 satisfies that
(a) For the equality constrained problem (1),
max {|f(x˜T )− f(x∗)|, ‖Ax˜T − b‖?} ≤
max
λ∈Bρ∗
GDh(λ, λ0)(1 +
∑T−1
k=0 θk)
ST−1
,
where Bρ = {λ ∈ Rm : ‖λ‖ ≤ ρ} and ‖ · ‖? is the dual norm of ‖ · ‖.
(b) For the inequality constrained problem (2),
max {|f(x˜T )− f(x∗)|, ‖[Ax˜T − b]+‖?} ≤
max
λ∈B+ρ∗
GDh(λ, λ0)(1 +
∑T−1
k=0 θk)
ST−1
,
where B+ρ = {λ ∈ Rm : λ ≥ 0, ‖λ‖ ≤ ρ}.
Discussions From Proposition 5.1, it is clear that ST−1 ≥
(∑T−1
k=0
√
ηk
2
)2
, and
∑T−1
k=0 θk ≤
∑T−1
k=0
2
√
ηk∑k
i=0
√
ηi
.
We now discuss the consequences of special choices of {ηk}k≥0. In particular, we consider choosing
ηk = η(k + 1)
p, k = 0, 1, · · · , where p ≥ 0. First observe that
T−1∑
k=0
√
ηk ≥
T−1∑
k=0
√
ηkp/2 ≥ √η
∫ T
0
xp/2dx ≥
√
ηT p/2+1
p/2 + 1
,
thus ST−1 ≥ ηT p+2(p+2)2 . In addition, we have
T−1∑
k=0
θk ≤
T−1∑
k=0
(p+ 2)(k + 1)p/2
(k + 1)p/2+1
≤
T−1∑
k=0
p+ 2
k + 1
≤ (p+ 2) ln(T ).
Therefore, when the proximal parameters are set to ηk = η(k+1)p, the primal convergence rate of acc-BALM
becomes O ( lnT
T p+2
)
, whereas the primal convergence rate of BALM is O ( 1
T p+1
)
. In particular, when the
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proximal parameters are fixed to a constant, namely p = 0, acc-BALM improves the primal convergence from
O( 1T ) to O
(
ln(T )
T 2
)
. When the Bregman divergence is set to the Euclidean distance, and the constraints are
linear equality constraints, our result recovers the existing result in [19] as a special case. However, it is worth
mentioning that our acceleration scheme and proof techniques are fairly general, whereas the accelerated
algorithm and the convergence proof in [19] heavily rely on the structure of linear equality constraints and
only apply to classical ALM. We believe our result gives the first primal convergence analysis of accelerated
ALM for problems with inequality constraints.
7 Numerical Experiments
In this section, we test the numerical performance of the proposed algorithms, particularly, acc-BPP in Algo-
rithm 3 and acc-BALM in Algorithm 5, and compare to their non-accelerated counterparts.
We first consider two different convex problems:
min
x∈∆n
f1(x) := max{c>1 x, · · · , c>mx}, (44)
min
x∈∆n
f2(x) :=
∑m
j=1
exp(a>j x), (45)
where ∆n := {x ∈ Rn :
∑n
i=1xi = 1, x ≥ 0} is the simplex set. These two examples represent nonsmooth
and smooth convex objectives, respectively. For both problems, we consider m = 15, n = 20. For
problem (44), each cj is randomly generated from U [−1, 1]n. For problem (45), each aj is also uniformly
generated from U [−1, 1]n.
We run BPP and acc-BPP to solve the above two problems. We choose the Bregman function h(x) =∑n
i=1 xi ln(xi) : ∆n → R, and the Bregman divergence is Dh(x, y) =
∑n
i=1(xi ln(xi/yi)−xi+ yi), which
is also known as the generalized KL-divergence. The Bregman operators (i.e., the optimal solutions to the
proximal minimization steps) are obtained using ECOS conic programming solver version 2.0.7 [46]. Even
though Dh(x, y) here does not strictly satisfy the triangle-scaling property (24), we simply setting G = 1 in
the experiment and consider two different choices of proximal parameters: ηk = 1 and ηk = k + 1. Results
are summarized in Figure 1, which indicates that acc-BPP achieves faster convergences than BPP under both
settings.
Next, we consider another two convex minimization problems with linear inequality constraints for
evaluating the performance of BALM and acc-BALM:
min
x
{c>x : Ax ≤ b}, (46)
min
x
{
1
2
x>Wx : Ax ≤ b
}
(47)
where A ∈ Rm×n. For both problems, we set m = 150, n = 30. For problem (46), we first generate an
instance of Markov decision problem [47], where each entry of transition probability is randomly generated
from U [0, 1] with normalization, and rewards are also uniformly generated from U [0, 1]. We then consider
the linear program formulation associated with this finite MDP. For problem (47), we set W = ω>ω, where
ω ∼ U [0, 2]n, and A ∼ U [0, 1]m×n, b ∼ U [−1, 1]m. We set the Bregman divergence to be the generalized
KL-divergence for both BALM and acc-BALM. The optimal solutions to the subproblems are obtained using
ECOS solver version 2.0.7 [46]. Again, we simply setting G = 1 in the experiment and consider two different
choices of proximal parameters: ηk = 1 and ηk = k + 1. Results are summarized in Figure 2, which clearly
indicates that acc-BALM achieves faster convergences than BALM under both settings.
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Figure 1: Comparison of BPP and acc-BPP on convex problems (44) and (45)
8 Conclusions
We have established the first non-asymptotic primal convergence rate for BALM, which generalizes the
classical ALM method. A generic accelerated scheme of the Bregman proximal point method is proposed,
which is further used to construct the first accelerated BALM with both improved dual and primal convergence
rates. Numerical experiments demonstrate that these accelerated algorithms achieve superior performance in
practice. For future work, it remains interesting to explore the total iteration complexity of these accelerated
algorithms and when subproblems are solved inexactly through some (stochastic) first-order subroutines.
Appendix
A Existing accelerated ALM methods
Below, we summarize several existing accelerated ALM schemes for solving linear equality problem (1).
1. Applying Güler’s 1st accelerated proximal point method to the Lagrangian dual [14, 15, 16, 35, 18]:
xk+1 = arg minx∈X {f(x) + y>k (Ax− b) + η2‖Ax− b‖2}
λk+1 = yk + η(Axk+1 − b)
tk+1 =
1+
√
1+4t2k
2
yk+1 = λk+1 +
tk−1
tk+1
(λk+1 − λk)
(48)
2. Applying Güler’s 2nd accelerated proximal point method to the Lagrangian dual [14, 15, 20, 21, 22]:
xk+1 = arg minx∈X {f(x) + y>k (Ax− b) + η2‖Ax− b‖2}
λk+1 = yk + η(Axk+1 − b)
tk+1 =
1+
√
1+4t2k
2
yk+1 = λk+1 +
tk−1
tk+1
(λk+1 − λk) + tktk+1 (λk+1 − yk)
(49)
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Figure 2: Comparison of BALM and acc-BALM on convex problems (46) and (47)
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3. Applying Nesterov’s accelerated dual average method to the augmented Lagrangian dual problem
[24, 23, 19]: 
xk+1 = arg minx∈X {f(x) + y>k (Ax− b) + η2‖Ax− b‖2}
λk+1 = yk + η(Axk+1 − b)
tk+1 =
1+
√
1+4t2k
2
yk+1 =
(
1− 1tk+1
)
λk+1 +
1
tk+1
(
λ0 + η
∑k
j=0 tj(Axj+1 − b)
) (50)
B Equivalence of (48) and (50)
The last step of (50) can be rewritten as the following (with v0 = y0){
vk+1 = vk + tk(λk+1 − yk)
yk+1 =
(
1− 1tk+1
)
λk+1 +
1
tk+1
vk+1
Eliminate vk and using the fact that vk = tkyk − (tk − 1)λk, we have vk+1 = vk + tk(λk+1 − yk). This
implies that
tk+1yk+1 − (tk+1 − 1)λk+1 = tkyk − (tk − 1)λk + tk(λk+1 − yk).
Equivalent, yk+1 = λk+1 + tk−1tk+1 (λk+1 − λk), which recovers last step of (48).
C Primal convergence rate of (49)
Existing proofs only indicate an accelerated rate of dual convergence, yet it remains unclear whether this
method could guarantee an improved rate of primal acceleration at the same time. Here we provide a simple
counter-example showing that the algorithm described in (49) could fail to improve the primal convergence.
The example we consider is a simple linear program:
min
x∈Rn
{c>x : Ax = b},
where we assume A ∈ Rm×n, m > n, and rank(A) = n. The corresponding dual problem is
max
λ∈Rm
{−λ>b : A>λ+ c = 0}.
Assume that the problem is feasible, i.e., b ∈ range(A). This implies that there is only one feasible solution,
which we shall call x∗. Clearly, x∗ = (A>A)−1A>b, and c>x∗ = c>(A>A)−1A>b. Now (49) for this
specific problem can be written as (with t0 = 1, y0 = 0)

xk+1 = (A
>A)−1(A>b− 1η (A>yk + c))
λk+1 = yk + η(Axk+1 − b)
tk+1 =
1+
√
1+4t2k
2
yk+1 = λk+1 +
tk−1
tk+1
(λk+1 − λk) + tktk+1 (λk+1 − yk)
.
By substituting xk+1, we get
λk+1 = (I −A(A>A)−1A>)yk −A(A>A)−1c,
21
from this expression we can see that the dual variable λ1 already recovers the optimal solution, since
A>λ1 + c = 0, and −b>λ1 = c>(A>A)−1A>b. We further obtain the update for yk+1:
yk+1 = (I −A(A>A)−1A>)
(
yk +
tk − 1
tk+1
(yk − yk−1)
)
−A(A>A)−1c
− tk
tk+1
(
A(A>A)−1A>yk +A(A>A)−1c
)
.
To simplify notations, let zk = A>yk + c, we therefore have
zk+1 = − tk
tk+1
zk = (−1)k+1 t0
tk+1
c.
We can then obtain the following update for xk+1,
xk+1 = (A
>A)−1(A>b− 1
η
(A>yk + c))
= x∗ − 1
η
(A>A)−1zk
= x∗ − (−1)
k(A>A)−1c
η
t0
tk
.
This leads to the primal optimality and feasibility gap,
|c>(x∗ − xT )| = c
>(A>A)−1c
η
t0
tT−1
,
‖AxT − b‖ = ‖A(A
>A)−1c‖
η
t0
tT−1
.
Since T+12 ≤ tT ≤ T + 1, for this problem, (49) only achieves O(1/T ) primal convergence rate.
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