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Abstract
We study quantum Uq(ĝlN ) integrable models solvable by the nested algebraic Bethe
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1 Introduction
The nested algebraic Bethe ansatz [1, 2, 3] in its original formulation allows one to get the Bethe
equations as conditions that the Bethe vectors (BV) are eigenstates of the transfer matrix.
Nevertheless, even when the Bethe parameters are free and do not satisfy any restriction, the
structure of the BV (sometimes such BV are called off-shell) is rather complicated. In the
theory of solutions of the quantum Knizhnik–Zamolodchikov equation [4] the universal off-shell
BV were given by certain trace over auxiliary spaces of the products of the monodromy matrices
and R-matrices. This presentation allows one to investigate the structure of the nested off-shell
BV. It also leads to the explicit formulas for the nested BV when the quantum space of the
integrable model becomes the tensor product of evaluation representations of the Yangian or of
the Borel subalgebra of the quantum affine algebra Uq(ĝlN ) [5].
The explicit formulas for the off-shell BV in terms of the matrix elements of the monodromy
matrix were obtained in the papers [6, 7] in the framework of the so-called current approach. In
this method the off-shell BV are identified with projections of the product of Uq(ĝlN ) currents
onto intersections of the standard and current Borel subalgebras in the quantum affine algebra
Uq(ĝlN ). The theory of these projections was elaborated in the pioneering paper [8] and then
fully developed in [9].
The main results of the paper [6] is a development of the method firstly discovered in
[10] to calculate the projections of the product of the currents in the case of quantum affine
algebra Uq(ĝlN ). It was shown in [7] that in order to obtain different presentations of the BV
associated with two different embeddings Uq(ĝlN−1) into Uq(ĝlN ), one needs to explore two
different current realizations of the quantum affine algebra Uq(ĝlN ). It becomes clear now that
these two different current realizations are related by certain morphisms. In the present paper
we show, in particular, how these maps allow us to obtain the dual (or left) off-shell BV from
the right ones.
It was shown in [1, 2, 3] that the spectrum of the transfer matrix can be obtained without
the use of explicit formulas for BV. Such explicit formulas, however, are very important for
the calculation of scalar products of BV, which, in turn, are the main tools for the analysis of
correlation functions and form factors of local operators in the Bethe ansatz solvable models. To
address this very complicated problem in the case of integrable models with Uq(ĝlN ) symmetry,
one has to get convenient formulas for the off-shell BV. Such type of presentations were obtained
in [11] for the BV in the models with gl3-invariant R-matrix. There the explicit formulas for
off-shell BV were given in terms of sums over partitions of the sets of Bethe parameters. These
expressions also include the Izergin determinant [12], which is the partition function of the
six-vertex model with domain wall boundary conditions [13]. The properties of the Izergin
determinant allow one to obtain compact formulas for the scalar products of BV in several
important particular cases. Using these formulas and the solution of the inverse scattering
problem [14, 15] we succeeded to calculate form factors of some local operators in the SU(3)-
invariant XXX Heisenberg chain [16].
The main goal of this paper is to extend the results of [11] for the models with Uq(ĝlN )
symmetry. Our starting point is the explicit formulas for the off-shell nested BV obtained
in [6, 7] in terms of the summation over permutations of the whole set of Bethe parameters.
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First we observe that partial summations over permutations give the Izergin determinants. The
remaining symmetrization then leads to explicit formulas for the right and left off-shell BV
in terms of sums over partitions of the sets of Bethe parameters. We will obtain two different
presentations for the same right BV corresponding to the different ways of embedding Uq(ĝlN−1)
into Uq(ĝlN ).
Then using special properties of the trigonometric R-matrix, we will define the special
morphism of Uq(ĝlN ) to Uq−1(ĝlN ) and prove that different presentations for the right off-shell
BV can be related by this morphism. Further we will define one more antimorphism of Uq(ĝlN )
to Uq−1(ĝlN ) which allows us to obtain the formulas in terms of sums over partitions for the left
(or dual) off-shell BV.
1.1 Notations
In this paper we consider the quantum integrable models defined by the N × N monodromy
matrix Tij(z) satisfying the commutation relation
R(u, v; q) · (T (u)⊗ 1) · (1⊗ T (v)) = (1⊗ T (v)) · (T (u)⊗ 1) ·R(u, v; q) , (1.1)
where R(u, v; q) ∈ End(CN ⊗ CN) ⊗ C[[v/u]], is a trigonometric R-matrix associated with
the vector representation of Uq(ĝlN ). Here q is a complex parameter neither equal to zero
nor root of unity. The algebra (1.1) describes also the commutation relation in the standard
Borel subalgebra of the quantum affine algebra Uq(ĝlN ). In what follows we will describe the
morphisms of this subalgebra of Uq(ĝlN ) into the analogous subalgebra of Uq−1(ĝlN ) and this is
a reason why we are writing the explicit dependence of the R-matrix on the parameter q.
More explicitly this R-matrix can be written in the form
R(u, v; q) = fq(u, v)
∑
1≤i≤N
Eii ⊗ Eii +
∑
1≤i<j≤N
(Eii ⊗ Ejj + Ejj ⊗ Eii)
+
∑
1≤i<j≤N
(
g(l)q (u, v)Eij ⊗ Eji + g
(r)
q (u, v)Eji ⊗ Eij
)
,
(1.2)
where (Eij)lk = δilδjk, i, j, l, k = 1, ..., N are N ×N matrices with unit in the intersection of ith
row and jth column and zero elsewhere, and the coefficient functions are defined as follows1
fq(u, v) =
qu− q−1v
u− v
, gq(u, v) =
(q − q−1)
u− v
, (1.3)
and
g(l)q (u, v) = ugq(u, v) , g
(r)
q (u, v) = vgq(u, v) . (1.4)
A concrete quantum integrable model is defined usually by a certain representation space V
(or quantum space of the integrable models) where the entries of the monodromy matrix Ti,j(u)
1When there is no ambiguity, we will omit the subscript q in the rational functions (1.3) to simplify the
formulas.
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act. The space of states for this model is identified with a representation space of the Borel
subalgebra of Uq(ĝlN ) generated by the vector |0〉 satisfying the following conditions
Tj,i(z)|0〉 = 0, j > i, Ti,i(z)|0〉 = λi(z)|0〉, i = 1, . . . , N . (1.5)
The functions λi(z) characterize the concrete integrable model and the vector |0〉 is a common
eigenvector of the diagonal entries of the monodromy matrix. Although the diagonal matrix
elements do not commute, such a vector exists because the commutators [Ti,i(z), Tj,j(z
′)], ∀i, j,
annihilate the vacuum vector |0〉, due to the commutation relations and (1.5).
The off-shell BV are constructed as special polynomials of the monodromy matrix elements
Ti,j(z), i ≤ j, depending on sets of parameters (the Bethe parameters) and acting on |0〉.
These parameters are supposed to be generic complex numbers. If they satisfy the system of
the nested Bethe ansatz equations, then the corresponding BV becomes an eigenvector of the
transfer matrix2.
We will also consider the dual (or left) off-shell BV, which belong to the dual space V ∗.
They are generated by the matrix elements Ti,j(z) acting on a vector 〈0|, which satisfies the
conditions
〈0|Ti,j(z) = 0, j > i, 〈0|Ti,i(z) = λi(z)〈0|, i = 1, . . . , N . (1.6)
2 Formulas for BV from the current approach
The goal of this section is to remind the formulas for the right off-shell BV formulated by the
Theorem 2 of the paper [7] in the form of sums over all permutations of the Bethe parameters
of the same sort.
Let n¯ = {n1, n2, . . . , nN−1} be a collection of positive integers and let t¯n¯ be a set of variables
t¯n¯ =
{
t11, . . . , t
1
n1
; t21, . . . , t
2
n2
; . . . . . . ; tN−21 , . . . , t
N−2
nN−2
; tN−11 , . . . , t
N−1
nN−1
}
. (2.1)
Here superscripts indicate the type of Bethe parameter and correspond to the simple roots of
the algebra glN . There are N − 1 different sorts of Bethe parameters in the generic BV for
Uq(ĝlN )-integrable model. The subscript counts the number of the Bethe parameters of the
same type. For a generic BV, we denote by ni the total number of type i Bethe parameters.
Let us consider a direct product of the symmetric groups: Sn¯ = Sn1 × · · · × SnN−1 . For any
function G(t¯n¯) we denote by
Sym t¯n¯ G(t¯n¯) =
∑
σ∈Sn¯
G(σ t¯n¯) , σ = {σ
1, σ2, . . . , σN−1} (2.2)
a symmetrization over groups of variables of same type k, {tk1 , . . . , t
k
nk
}, where
σ t¯n¯ = {t
1
σ1(1), . . . , t
1
σ1(n1)
; . . . ; tN−1
σN−1(1)
, . . . , tN−1
σN−1(nN−1)
}. (2.3)
Let
β(t¯n¯) =
N−1∏
k=1
∏
1≤ℓ<ℓ′≤nk
f(tkℓ′ , t
k
ℓ )
2Sometimes such vectors are called on-shell BV.
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be a function of the formal variables tkℓ , ℓ = 1, .., nk, k = 1, ..., N − 1.
In order to describe formulas for the off-shell BV we need the following combinatorial data.
Let [m¯] = {mij} and [s¯] = {s
j
i} for 1 ≤ i ≤ j ≤ N − 1 be two collections of the nonnegative
integers. We say that collections [m¯] and [s¯] are n¯ upper or lower (resp.) permissible, if they
satisfy the following conditions
mii ≥ m
i
i+1 ≥ · · · ≥ m
i
N−1 ≥ m
i
N = 0 , ni =
i∑
j=1
mji , i = 1, . . . , N − 1 , (2.4)
and
0 = si0 ≤ s
i
1 ≤ · · · ≤ s
i−1
i−1 ≤ s
i
i , ni =
N−1∑
j=i
sji , i = 1, . . . , N − 1 , (2.5)
respectively. We also follow the convention mjN = s
j
0 = 0 for j = 1, ..., N − 1.
The collections of upper or lower permissible integers [m¯] and [s¯] can be visualized as upper
or lower triangular matrices
[m¯] =

m11 m
1
2 . . . m
1
N−2 m
1
N−1
0 m22 . . . m
2
N−2 m
2
N−1
. . .
...
...
0 mN−2N−2 m
N−2
N−1
mN−1N−1

0 = m1N≤ m
1
N−1 ≤ . . . ≤ m
1
1 ,
0 = m2N≤ m
2
N−1 ≤ . . .≤ m
2
2 ,
...
0 = mN−2N ≤ m
N−2
N−1 ≤ m
N−2
N−2 ,
0 = mN−1N ≤ m
N−1
N−1 ,
(2.6)
and
[s¯] =

s11
s21 s
2
2 0
...
...
. . .
sN−21 s
N−2
2 . . . s
N−2
N−2
sN−11 s
N−1
2 . . . s
N−1
N−2 s
N−1
N−1

0 = s10 ≤ s
1
1 ,
0 = s20 ≤ s
2
1 ≤ s
2
2 ,
...
0 = sN−20 ≤ s
N−2
1 ≤ . . .≤ s
N−2
N−2 ,
0 = sN−10 ≤ s
N−1
1 ≤ . . . ≤ s
N−1
N−1 .
(2.7)
In words, [m¯] is an upper triangular matrix with integer entries, ordered on each lines, and such
that the sum of its ith column gives back ni. In what follows, [m¯] (resp. [s¯]) will denote upper
(resp. lower) permissible collections of integers.
Let m¯j and s¯j, j = 1, . . . , N − 1 be the j-th rows of the permissible matrices [m¯] and [s¯].
Define a collection of vectors
m¯j = m¯1 + m¯2 + · · ·+ m¯j−1 + m¯j , j = 1, . . . , N − 1 , (2.8)
s¯j = s¯j + s¯j+1 + · · ·+ s¯N−2 + s¯N−1 , j = 1, . . . , N − 1 , (2.9)
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with non-negative integer components. Set m¯0 = 0¯ and s¯N = 0¯. Denote by mja and s
j
a the
components of the vectors m¯j and s¯j :
m¯j = {n1, n2, . . . , nj,m
1
j+1 + · · ·+m
j
j+1, . . . ,m
1
N−1 + · · ·+m
j
N−1} ,
s¯j = {sj1 + · · ·+ s
N−1
1 , . . . , s
j
j−1 + · · · + s
N−1
j−1 , nj, . . . , nN−2, nN−1} .
According to the conditions (2.5) and (2.4), m¯N−1 = s¯1 = n¯.
We introduce the following combinations of the Uq(ĝlN ) monodromy matrix elements, that
we call pre-BV:
Bn¯(t¯n¯) =
∑
[m¯]
Sym t¯n¯
(
β(t¯n¯)
∏
1≤j≤i<N
(
[(mji −m
j
i+1)!]
−1
∏
nj−m
j
i<ℓ
′<ℓ≤nj−m
j
i+1
f(tjℓ, t
j
ℓ′)
−1
)
×
N−1∏
i=2
( i−1∏
j=1
(mji−1∏
ℓ=0
g(l)(ti
m
j
i−ℓ
, ti−1
m
j
i−1−ℓ
)
ni−1∏
ℓ′=mji−1−ℓ+1
f(ti
m
j
i−ℓ
, ti−1ℓ′ )
))
×
−→∏
1≤j≤N−1
(
←−∏
N−1≥i≥j
( nj−mji+1∏
ℓ=nj−m
j
i+1
Tj,i+1(t
j
ℓ)
))
N−1∏
j=1
nj−m
j
j∏
ℓ=1
Tj,j(t
j
ℓ)
)
,
(2.10)
and
B̂n¯(t¯n¯) =
∑
[s¯]
Sym t¯n¯
(
β(t¯n¯)
∏
1≤i≤j<N
(
[(sji − s
j
i−1)!]
−1
∏
s
j
i−1<ℓ
′<ℓ≤s
j
i
f(tjℓ , t
j
ℓ′)
−1
)
×
N−1∏
j=2
( j−1∏
i=1
( sji∏
ℓ=1
g(r)(ti+1
ni+1−s
j
i+1+ℓ
, ti
ni−s
j
i+ℓ
)
ni+1−s
j
i+1+ℓ−1∏
ℓ′=1
f(ti+1ℓ′ , t
i
ni−s
j
i+ℓ
)
))
×
←−∏
N−1≥j≥1
(
−→∏
1≤i≤j
( sji∏
ℓ=sji−1+1
Ti,j+1(t
j
ℓ)
))
N−1∏
j=1
nj∏
ℓ=sjj
Tj+1,j+1(t
j
ℓ)
)
,
(2.11)
where the ordered products of the non-commuting entries Ai are defined as follows
←−∏
i
Ai = AnAn−1 · · ·A2A1 and
−→∏
i
Ai = A1A2 · · ·An−1An.
Theorem 2 in [7] states that the two pre-BVs produce two different presentations of the same
off-shell BV:
B
n¯(t¯n¯) = B
n¯(t¯n¯)|0〉 = B̂
n¯(t¯n¯)|0〉 . (2.12)
The ordering in the products over ℓ in the formulas (2.10) and (2.11) is not important, because
of the commutativity of the entries of T -operators with equal matrix indices. Moreover, the
order in the products of the noncommuting diagonal monodromy matrix elements in (2.10)
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and (2.11) is also non-important, since these combinations will eventually act onto the highest
weight vector |0〉 and produce products of scalar functions, due to (1.5).
The formulas (2.10) and (2.11) contain summations over permutations of the symmetric
functions and these summations can be calculated. This will be done in the following section
and formulas for the pre-BV will be presented as sums over different partitions of the set of
Bethe parameters (2.1).
3 Off-shell BV as sums over partitions
To save space and simplify formulas, we will use following convention for the products of the
commuting entries of the monodromy matrix Tij , vacuum eigenvalues λi and functions f(u, v).
Namely, whenever such an operator or a function depends on a set of variables, say t¯, this means
that we deal with the product of these commuting operators or functions with respect to the
corresponding set:
Ti,j(t¯) =
∏
tk∈t¯
Ti,j(tk) , λi(t¯) =
∏
tk∈t¯
λi(tk) , f(t¯, t¯
′) =
∏
tj∈t¯
∏
tk∈t¯
′
f(tj, tk) . (3.1)
In various formulas the Izergin determinant Kn(x¯|y¯) appears [12]. It is defined for two sets
x¯ and y¯ of the same cardinality #x¯ = #y¯ = n:
Kn(x¯|y¯) =
∏
1≤i,j≤k(qxi − q
−1yj)∏
1≤i<j≤k(xi − xj)(yj − yi)
· det
[
q − q−1
(xi − yj)(qxi − q−1yj)
]
. (3.2)
Below we also use two modifications of the Izergin determinant
K(l)n (x¯|y¯) =
n∏
i=1
xi · Kn(x¯|y¯) , K
(r)
n (x¯|y¯) =
n∏
i=1
yi · Kn(x¯|y¯) , (3.3)
which we call left and right Izergin determinants respectively.
3.1 Combinatorial description of the partitions
The main goal of this section is to transform the equations (2.10) and (2.11) for pre-BV into
new representations involving sums with respect to partitions of the Bethe parameters. Let us
first describe the general strategy of these transforms.
Consider for definiteness (2.10). This representation contains sums of different types. One
sum runs over all possible permissible sets [m¯]. Each individual term in this sum includes
summations over permutations of the Bethe parameters of the same type. For example, the
extreme permissible set in (2.10) such that mji = δ
j
ini corresponds to the term
1
n1!n2! · · · nN−1!
Sym t¯n¯
(
T1,2(t¯
1)T2,3(t¯
2) · · · TN−1,N (t¯
N−1)
)
, (3.4)
and the summation over permutations of the Bethe parameters can be easily performed due to
the commutativity of the entries of the monodromy matrix with the same matrix indices. It is
clear that this summation removes the combinatorial factors in (3.4).
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Other terms in the sum over permissible sets in (2.10) can be treated similarly. For any
permissible set [m¯] one can consider the sum over permutations of the Bethe parameters of
the same type as the sum over special partitions of these parameters into subsets and further
permutations within every subset. The partitions of the Bethe parameters into subsets are
determined by the permissible set [m¯]. They correspond to Bethe parameters that enter the
products in (2.10) through the same monodromy matrix entry. Due to the commutativity of
such matrix elements the sums over permutations inside these subsets can be calculated via
the identities (3.13) and (3.14). They also remove the combinatorial factors. Details of this
calculation will be presented below in the proof of the Proposition 3.1.
The presentation (2.11) can be transformed in the similar manner. As a result we will be
left with summations over all possible partitions of the sets of Bethe parameters dictated by
the permissible set [m¯] and [s¯]. It is convenient to parameterize the subsets of every set t¯k by
two positive integers i and j satisfying the conditions
1 ≤ i ≤ k ≤ j ≤ N − 1 , t¯k =
k⋃
i=1
N−1⋃
j=k
t¯ki,j , (3.5)
and
#t¯ki,j = m
i
j −m
i
j+1 for i = 1, ..., k and j = k, ...,N − 1 , ∀k (3.6)
for the upper permissible matrix [m¯]. For the lower permissible matrix [s¯], we introduce analo-
gous partitions of the same sets (3.5) with similar conditions:
#t¯ki,j = s
j
i − s
j
i−1 for i = 1, ..., k and j = k, ...,N − 1 , ∀k . (3.7)
Note that for any given pair (i, j), we have #t¯ki,j = #t¯
k′
i,j, ∀k, k
′. Remark also that, because
of the conditions (2.4) and (2.5), we have indeed #t¯k =
∑k
i=1
∑N−1
j=k #t¯
k
i,j.
We introduce ordering rules ’≺’ and ’≺t ’ of these pairs according to the following conventions
i, j ≺ i′, j′ if i < i′, ∀j, j′ or if i = i′, j < j′ , (3.8)
and
i, j ≺t i′, j′ if j < j′, ∀i, i′ or if j = j′, i < i′ . (3.9)
Example 3.1. To illustrate how combinatorial data encoded into permissible matrices (2.6)
and (2.7) is transferred into description of partitions (3.5) we write explicitly the partitions
associated with this data in case of the Uq(ĝl5) off-shell BV.
In that case, we have 4 types of Bethe parameters t¯1, ..., t¯4, and the permissible collections
lead to 4× 4 triangular matrices of types (2.6) and (2.7). The rules (3.5) show that the sets of
Bethe parameters t¯1 and t¯4 (resp. t¯2 and t¯3) are divided into 4 (resp. 6) subsets. We get the
subsets
t¯1 = t¯11,1 ∪ t¯
1
1,2 ∪ t¯
1
1,3 ∪ t¯
1
1,4
t¯2 = t¯21,2 ∪ t¯
2
1,3 ∪ t¯
2
1,4 ∪ t¯
2
2,2 ∪ t¯
2
2,3 ∪ t¯
2
2,4
t¯3 = t¯31,3 ∪ t¯
3
1,4 ∪ ∪ t¯
3
2,3 ∪ t¯
3
2,4 ∪ t¯
3
3,3 ∪ t¯
3
3,4
t¯4 = t¯41,4 ∪ ∪ t¯
4
2,4 ∪ ∪ t¯
4
3,4 ∪ t¯
4
4,4
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for (2.6) and the subsets
t¯4 = t¯44,4 ∪ t¯
4
3,4 ∪ t¯
4
2,4 ∪ t¯
4
1,4
t¯3 = t¯33,4 ∪ t¯
3
2,4 ∪ t¯
3
1,4 ∪ t¯
3
3,3 ∪ t¯
3
2,3 ∪ t¯
3
2,4
t¯2 = t¯22,4 ∪ t¯
2
1,4 ∪ ∪ t¯
3
2,3 ∪ t¯
3
1,3 ∪ t¯
3
2,2 ∪ t¯
2
1,2
t¯1 = t¯11,4 ∪ ∪ t¯
1
1,3 ∪ ∪ t¯
1
1,2 ∪ t¯
1
1,1
for (2.7). The subsets in the same column have the same cardinality, that is defined by the
formulas (3.6) and (3.7).
Now we can formulate the following
Proposition 3.1. The formulas (2.10) and (2.11) for the universal pre-BV can be written as
sums over partitions of the Bethe parameters (3.5), (3.6) and (3.7) as follows
Bn¯(t¯n¯) =
∑
part
N−1∏
k=1
∏
i,j≺i′,j′
f(t¯ki′,j′ , t¯
k
i,j)
N−1∏
k=2
( ∏
i,j≺i′,j′
f(t¯ki,j, t¯
k−1
i′,j′ )
∏
i<j
K(l)(t¯ki,j|t¯
k−1
i,j )
)
×
−→∏
1≤k≤N−1
(
←−∏
N≥j>k
Tk,j(t¯
k
k,j−1)
)
N−1∏
k=2
∏
i,j≺k,k
Tk,k(t¯
k
i,j) ,
(3.10)
and
B̂n¯(t¯n¯) =
∑
part
N−1∏
k=1
∏
i,j≺t i′,j′
f(t¯ki′,j′ , t¯
k
i,j)
N−1∏
k=2
( ∏
i,j≺t i′,j′
f(t¯ki,j , t¯
k−1
i′,j′ )
∏
i<j
K(r)(t¯ki,j |t¯
k−1
i,j )
)
×
←−∏
N−1≥k≥1
(
−→∏
1≤j≤k
Tj,k+1(t¯
k
j,k)
)
N−2∏
k=1
∏
k,k≺t i,j
Tk+1,k+1(t¯
k
i,j) .
(3.11)
Proof. The basic idea is to replace the summations over permutations of the Bethe parameters
and permissible matrices [m¯], [s¯] in (2.10) and (2.11) by the summations over partitions of the
sets of the Bethe parameters. Once it is done, the sum over permutations within any fixed
subset can be calculated using certain identities of the rational functions (3.13) and (3.14). To
formulate these identities we introduce the following notations. For any sets x¯ and y¯ with equal
cardinalities #x¯ = #y¯ = n, we introduce rational functions
B(y¯) =
∏
ℓ<ℓ′
f(yℓ′ , yℓ), G(y¯|x¯) =
n∏
ℓ=1
g(yℓ, xℓ), F(y¯|x¯) =
∏
ℓ<ℓ′
f(yℓ, xℓ′). (3.12)
Then the following identities of the rational functions are valid:
Symy¯
(
B(y¯)G(y¯|x¯)F(y¯|x¯)
)
= Kn(y¯|x¯) , (3.13)
Symx¯
(
B(x¯)G(y¯|x¯)F(y¯|x¯)
)
= Kn(y¯|x¯) . (3.14)
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The proof of these identities in the case of quantum integrable models associated with rational
R-matrix is given in Appendix A of the paper [19]. The proof in the trigonometric case is
completely analogous.
According to the partitions defined by the permissible matrices [m¯] and [s¯] the rational
function β(t¯n¯) can be rewritten as
β(t¯n¯) =
N−1∏
k=1
∏
1≤ℓ<ℓ′≤nk
f(tkℓ′ , t
k
ℓ ) =
N−1∏
k=1
B(t¯k) =
∏
i≤k≤j
B(t¯ki,j), (3.15)
where t¯ki,j are defined either by (3.6) or by (3.7).
We show the equivalence of (2.10) and (3.10) first, using partitions (3.6). We will decompose
the proof in the series of steps.
1. The product of rational functions
∏N−1
i≤j B(t¯
i
i,j) entering the function β(t¯n¯) will be canceled
out by the product of the rational functions in the first row of (2.10). This allows to cancel
some of the factorial factors. At this step the expression in (2.10) is symmetric with respect
to permutations in the set t¯N−1N−1,N−1 and the factorial factor
(
mN−1N−1!
)−1
disappear.
2. At this step, for k = 1, . . . , N−2, we can select the following product of rational functions
in the r.h.s. of (2.10)
B(t¯N−1k,N−1)G(t¯
N−1
k,N−1|t¯
N−2
k,N−1)F(t¯
N−1
k,N−1|t¯
N−2
k,N−1).
Since all the other factors in the r.h.s. of (2.10) are symmetric with respect to the permu-
tations in the set t¯N−1k,N−1, we can perform the symmetrization over these sets and apply the
identity (3.13) to obtain the product over k of the Izergin determinants K(t¯N−1k,N−1|t¯
N−2
k,N−1)
which are symmetric with respect to permutations in the sets t¯N−2k,N−1. Moreover the facto-
rial factors
(
(mN−2N−2 −m
N−2
N−1)!m
N−2
N−1!
)−1
will disappear since the expression under sum-
mation is symmetric with respect to permutations in the sets t¯N−2N−2,N−2 and t¯
N−2
N−2,N−1.
3. Next we perform an analogous procedure to obtain the product of the Izergin determinants
over k = 1, . . . , N − 3
K(t¯N−2k,N−2|t¯
N−3
k,N−2)K(t¯
N−2
k,N−1|t¯
N−3
k,N−1) ,
which is symmetric with respect to permutations in the sets t¯N−3k,N−1 and t¯
N−3
k,N−2. Now
the combinatorial factors
(
(mN−3N−3 − m
N−3
N−2)! (m
N−3
N−2 − m
N−3
N−1)!m
N−3
N−1!
)−1
will disappear
due to the symmetry of the summand with respect to permutations in the sets t¯N−3N−3,N−3,
t¯N−3N−3,N−2 and t¯
N−3
N−3,N−1.
4. We iterate these symmetrizations over the sets up to the final step, that corresponds
to the symmetrizations over the sets t¯21,k, k = 2, . . . , N − 1. We obtain in this way
the product of Izergin determinants
∏N−1
k=2 K(t¯
2
1,k|t¯
1
1,k) and the last combinatorial factor∏N−1
k=1 ((m
1
k −m
1
k+1)!)
−1 disappears, due to symmetry arguments.
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Besides the product of Izergin determinants described above, we are also left with the
product of rational functions, which can we written as in the first line of (3.10) using the
ordering of the sets introduced by (3.8).
The proof of equivalence between (2.11) and (3.11) is analogous. The only difference is that
we have to start the whole procedure with the partitions (3.7), and begin with the symmetriza-
tions over sets t¯11,1, t¯
1
1,2 and so on. Then, we use the identity (3.14) to produce the product of
the Izergin determinants.
4 Morphisms
The aim of this section is to describe certain morphisms which relate the algebras Uq(ĝlN ) and
Uq−1(ĝlN ) [20]. It will be shown that one of these morphisms relate pre-BV (3.10) and (3.11).
Using second morphism one can obtain dual or left pre-BV in the form of sums over partitions
of the Bethe parameters from the formulas for the right pre-BV (3.10) and (3.11).
4.1 Properties of the R-matrix
Note that the functions (1.3) introduced above, and the modified Izergin determinants (3.3)
obey the following relations
g
(l)
q−1
(v, u) = g(r)q (u, v), g
(l)
q−1
(u−1, v−1) = g(r)q (u, v),
fq−1(v, u) = fq(u, v), fq−1(u
−1, v−1) = fq(u, v),
K
(l)
q−1
(v¯|u¯) = K(r)q (u¯|v¯), K
(l)
q−1
(u¯−1|v¯−1) = K(r)q (u¯|v¯).
(4.1)
We also have the following properties, that can be proved by direct calculation:
R12(u, v)R21(v, u) = fq(u, v )fq(v, u) I ⊗ I, R12(u, v)
t1t2 = R21(u, v),
U1 U2R12(u, v)U
−1
1 U
−1
2 = R21(u, v), U =
N∑
i=1
Ei,N+1−i,
R21(v, u; q) = R21(u
−1, v−1; q) = R12(u, v; q
−1), R12(v
−1, u−1) = R12(u, v),
(4.2)
where t denotes the transposition (Eij)
t = Eji, ∀i, j. We have used auxiliary space notations,
where the indices on an operator indicate in which space(s) it acts non trivially, and R21(u, v) =
P12R12(u, v)P12 with P12 the permutation of the two spaces 1 and 2.
4.2 Iso- and anti- morphisms
As one can easily deduce from the properties of the R-matrix (4.2), there exist the following
morphisms from Uq(ĝlN ) to Uq−1(ĝlN ).
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Proposition 4.1. (i) The map ϕ defined by
ϕ
(
T (u)
)
= U T˜ t(u)U−1, (4.3)
where U is given in (4.2), defines an isomorphism from Uq(ĝlN ) to Uq−1(ĝlN ).
(ii) The map ψ given by
ψ
(
T (u)
)
= T˜ t(u−1), (4.4)
defines an anti-isomorphism from Uq(ĝlN ) to Uq−1(ĝlN ). In (4.3) and (4.4) T (u) ∈
Uq(ĝlN ) and T˜ (u) ∈ Uq−1(ĝlN ), respectively.
Proof. We start with the defining relation of Uq(ĝlN )
R12(u, v; q) · T1(u) · T2(v) = T2(v) · T1(u) ·R12(u, v; q), (4.5)
apply the transpositions in space 1 and then in space 2, and conjugation by U1U2 to get
U1T
t
1(u)U
−1
1 · U2T
t
2(v)U
−1
2 ·R12(u, v; q) = R12(u, v; q) · U2T
t
2(v)U
−1
2 · U1T
t
1(u)U
−1
1 , (4.6)
where we have used (4.2). Using again (4.2), we can rewrite (4.6) as
ϕ
(
T1(u)
)
· ϕ
(
T2(v)
)
·R21(v, u; q
−1) = R21(v, u; q
−1) · ϕ
(
T2(v)
)
· ϕ
(
T1(u)
)
. (4.7)
After relabeling 1 ↔ 2 and u↔ v, one recognizes in (4.7) the defining relations for Uq−1(ĝlN ).
This proves (i).
Now, starting again from (4.5), and applying transpositions in space 1 and then in space 2,
and the transformation (u, v)→ (u−1, v−1), we get
T t1(u
−1) · T t2(v
−1) ·R21(u
−1, v−1) = R21(u
−1, v−1) · T t2(v
−1) · T t1(u
−1). (4.8)
Using once more (4.2), it can be rewritten as
ψ
(
T1(u)
)
· ψ
(
T2(v)
)
·R12(u, v; q
−1) = R12(u, v; q
−1) · ψ
(
T2(v)
)
· ψ
(
T1(u)
)
. (4.9)
One recognizes in (4.9) the image of defining relations for Uq−1(ĝlN ) under an anti-morphism,
i.e. ψ
(
T1(u) · T2(v)
)
= ψ
(
T2(v)
)
· ψ
(
T1(u)
)
. This proves (ii).
5 Closed formulas for dual off-shell BV
Define the following combinations of the monodromy matrix elements
Cn¯(t¯n¯) =
∑
part
N−1∏
k=1
∏
i,j≺i′,j′
f(t¯ki′,j′ , t¯
k
i,j)
N−1∏
k=2
( ∏
i,j≺i′,j′
f(t¯ki,j, t¯
k−1
i′,j′ )
∏
i<j
K(r)(t¯ki,j|t¯
k−1
i,j )
)
×
N−1∏
k=2
∏
i,j≺k,k
Tk,k(t¯
k
i,j)
←−∏
N−1≥k≥1
(
−→∏
k<j≤N
Tj,k(t¯
k
k,j−1)
)
,
(5.1)
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Ĉn¯(t¯n¯) =
∑
part
N−1∏
k=1
∏
i,j≺t i′,j′
f(t¯ki′,j′ , t¯
k
i,j)
N−1∏
k=2
( ∏
i,j≺t i′,j′
f(t¯ki,j , t¯
k−1
i′,j′ )
∏
i<j
K(l)(t¯ki,j|t¯
k−1
i,j )
)
×
N−2∏
k=1
∏
k,k≺t i,j
Tk+1,k+1(t¯
k
i,j)
−→∏
1≤k≤N−1
(
←−∏
1≤j≤k
Tk+1,j(t¯
k
j,k)
)
.
(5.2)
We have the following
Proposition 5.1.
• The morphism ϕ relates the universal off-shell pre-BV
ϕ
(
B̂n¯q (t¯n¯)
)
= B
ωn¯
q−1(
ω t¯n¯) , (5.3)
where ω maps the sets of Bethe parameters into the fully permuted sets:
ω : t¯n¯ →
ω t¯n¯ =
{
tN−11 , . . . , t
N−1
nN−1
; tN−21 , . . . , t
N−2
nN−2
; . . . . . . ; t21, . . . , t
2
n2
; t11, . . . , t
1
n1
}
,
and accordingly for the sets of cardinalities:
ω : n¯→ ωn¯ = {nN−1, nN−2, . . . , n2, n1} .
• The combinations (5.1) and (5.2) are related to the pre-BV (3.10) and (3.11) by the
antimorphism ψ
ψ
(
Bn¯q (t¯n¯)
)
= Cn¯q−1(t¯
−1
n¯ ) and ψ
(
B̂n¯q (t¯n¯)
)
= Ĉn¯q−1(t¯
−1
n¯ ) , (5.4)
where
t¯−1n¯ =
{(
t11
)−1
, . . . ,
(
t1n1
)−1
;
(
t21
)−1
, . . . ,
(
t2n2
)−1
; . . . . . . ;
(
tN−11
)−1
, . . . ,
(
tN−1nN−1
)−1}
is the set of the inverses of Bethe parameters.
Proof. We start with the first item. We write expression for pre-BV (3.10) for the algebra
Uq−1(ĝlN ) and using the sets n¯↔
ωn¯, t¯n¯ ↔
ω t¯n¯:
B
ωn¯
q−1(
ω t¯n¯) =
∑
part
N−1∏
k=1
∏
i,j≺i′,j′
fq−1(t¯
N−k
i′,j′ , t¯
N−k
i,j )
N−1∏
k=2
∏
i,j≺i′,j′
fq−1(t¯
N−k
i,j , t¯
N−k+1
i′,j′ )
×
N−1∏
k=2
∏
i<j
K
(l)
q−1
(t¯N−ki,j |t¯
N−k+1
i,j )
−→∏
1≤k≤N−1
(
←−∏
N≥j>k
T˜k,j(t¯
N−k
k,j−1)
)
N−1∏
k=2
∏
i,j≺k,k
T˜k,k(t¯
N−k
i,j ).
(5.5)
Here, T˜i,j(t) are the matrix elements of the Uq−1(ĝlN ) monodromy matrix.
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The next step is to use the formulas (4.1) to change the rational functions fq−1 → fq and
K
(l)
q−1
→ K
(r)
q , and apply the morphism ϕ−1 to obtain, starting from (5.5):
ϕ−1
(
B
ωn¯
q−1(
ω t¯n¯)
)
=
∑
part
N−1∏
k=1
∏
i,j≺i′,j′
fq(t¯
N−k
i,j , t¯
N−k
i′,j′ )
×
N−1∏
k=2
∏
i,j≺i′,j′
fq(t¯
N−k+1
i′,j′ , t¯
N−k
i,j )
×
N−1∏
k=2
∏
i<j
K(r)q (t¯
N−k+1
i,j |t¯
N−k
i,j )
×
−→∏
1≤k≤N−1
(
←−∏
N≥j>k
TN+1−j,N+1−k(t¯
N−k
k,j−1)
)
×
N−1∏
k=2
∏
i,j≺k,k
TN+1−k,N+1−k(t¯
N−k
i,j ) .
(5.6)
Let us consider the products in each line of (5.6) separately.
• In the product of the first line we renumber the partition (3.5) of the set t¯n¯. We introduce
new pairs of integers ˆ = N − i and ıˆ = N − j which can be also used to numerate the
partition (3.5) since it is clear that for any given k which defines the pair i, j the new
integers ıˆ, ˆ will also satisfy the condition 1 ≤ ıˆ ≤ N − k ≤ ˆ ≤ N − 1. One can verify
that the condition i, j ≺ i′, j′ will be reformulated as ıˆ′, ˆ′≺t ıˆ, ˆ. Then, after renaming the
integers: k → N − k, ıˆ′ → i, ˆ′ → j, ıˆ→ i′ and ˆ→ j′, one can see that the first product
in (5.6) coincides literally with the first product in (3.11)
N−1∏
k=1
∏
i,j≺t i′,j′
f(t¯ki′,j′, t¯
k
i,j) .
• Using the same arguments, the same change of dumb integers and renaming k → N−k+1,
ıˆ′ → i, ˆ′ → j, ıˆ→ i′ and ˆ→ j′, we can prove that the second product in (5.6) is equal to
N−1∏
k=2
∏
i,j≺t i′,j′
f(t¯ki,j, t¯
k−1
i′,j′ ).
• In the third product of (5.6) we change numeration of the partition of the set t¯N−k+1 in
such a way to obtain the product
N−1∏
k=2
∏
i<j
K(r)(t¯ki,j|t¯
k−1
i,j ).
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• Renaming the partitions {t¯N−kk,j−1} → {t¯
N−k
N−j+1,N−k} and changing the dumb integers k →
N − k and j → N − j + 1, we obtain for the forth product in (5.6)
←−∏
N−1≥k≥1
(
−→∏
1≤j≤k
Tj,k+1(t¯
k
j,k)
)
.
• Finally in the fifth product of (5.6), we renumber the partition {t¯N−ki,j } → {t¯
N−k
N−j,N−i} and
rename the dumb variables k → N − k, N − j → i and N − i→ j. It leads to the product
N−2∏
k=1
∏
k,k≺t i,j
Tk+1,k+1(t¯
k
i,j) .
This proves the relation (5.3) of the first item of the Proposition.
For the proof of the second item we consider the first relation in (5.4). The second one can
be proved analogously. We rewrite again the expression of the pre-BV (3.10) for Uq−1(ĝlN ) and
t¯n¯ ↔ (t¯n¯)
−1
Bn¯q−1
(
(t¯n¯)
−1
)
=
∑
part
N−1∏
k=1
∏
i,j≺i′,j′
fq−1((t¯
k
i′,j′)
−1, (t¯ki,j)
−1)
N−1∏
k=2
∏
i,j≺i′,j′
fq−1((t¯
k
i,j)
−1, (t¯k−1i′,j′ )
−1)
×
N−1∏
k=2
∏
i<j
K
(l)
q−1
((t¯ki,j)
−1|(t¯k−1i,j )
−1)
−→∏
1≤k≤N−1
(
←−∏
N≥j>k
T˜k,j((t¯
k
k,j−1)
−1)
)
N−1∏
k=2
∏
i,j≺k,k
T˜k,k((t¯
k
i,j)
−1) .
(5.7)
Here again T˜i,j(t) are the matrix elements of the Uq−1(ĝlN ) monodromy matrix. Now we apply
the antimorphism ψ to (5.7), using once more the relation (4.1) to obtain
ψ
(
Bn¯q−1
(
(t¯n¯)
−1
))
=
∑
part
N−1∏
k=1
∏
i,j≺i′,j′
fq(t¯
k
i′,j′ , t¯
k
i,j)
N−1∏
k=2
∏
i,j≺i′,j′
fq(t¯
k
i,j), t¯
k−1
i′,j′ )
×
N−1∏
k=2
∏
i<j
K(r)q (t¯
k
i,j|t¯
k−1
i,j )
N−1∏
k=2
∏
i,j≺k,k
Tk,k(t¯
k
i,j)
←−∏
N−1≥k≥1
(
−→∏
k<j≤N
Tj,k(t¯
k
k,j−1)
)
.
(5.8)
In (5.8) the property of the antimorphism ψ is used to reverse the order in the product of the
non-commuting operators. The r.h.s. of (5.8) coincides with the combination (5.1). Thus, the
second item of the Proposition is proved.
Repeating arguments used for the proof of the Proposition 5.1, we can deduce from properties
of Bn¯(t¯n¯), similar properties for B̂
n¯
q (t¯n¯) and C
n¯
q (t¯n¯). As an illustration, we prove the following.
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Proposition 5.2. The combinations of the monodromy matrix elements (5.1) and (5.2) are
the dual pre-BV because their left action onto vacuum vector defined by (1.6) produces the dual
off-shell BV
C
n¯(t¯n¯) = 〈0|C
n¯(t¯n¯) = 〈0|Ĉ
n¯(t¯n¯) , (5.9)
which are eigenvectors under the left action of the transfer matrix T (t) =
∑N
i=1 Ti,i(t):
C
n¯(t¯n¯)τ(t; t¯n¯) = C
n¯(t¯n¯)T (t) , (5.10)
with eigenvalue
τ(t; t¯n¯) =
N∑
i=1
λ+i (t)
ni−1∏
j=1
f(t, ti−1j )
ni∏
j=1
f(tij , t) , (5.11)
provided the Bethe equations
λi(t
i
j)
λi+1(tij)
= (−1)ni−1
ni∏
m=1
m6=j
f(tij, t
i
m)
f(tim, t
i
j)
ni−1∏
m=1
f(tij , t
i−1
m )
−1
ni+1∏
m=1
f(ti+1m , t
i
j) (5.12)
are satisfied.
Proof. We start with the relation (2.12), written in the algebra Uq−1(ĝlN ) and for the set of
parameters t¯−1n¯ . Then, we apply ψ
−1 to get (5.9).
For the remaining part of the proposition, we use a result proved in the paper [17]. It states
that in Uq(ĝlN ), we have
T (t)Bn¯(t¯n¯) = τ(t; t¯n¯)B
n¯(t¯n¯) , (5.13)
if the Bethe equations (5.12) are satisfied. We reformulate this result for Uq−1(ĝlN ), in the
following form:
Tq−1(t)B
n¯
q−1(t¯n¯) = τq−1(t; t¯n¯)B
n¯
q−1(t¯n¯)
+
N−1∑
i=1
ni∑
j=1
Oij
{ ni∏
m=1
m6=j
fq−1(t
i
m, t
i
j)
ni−1∏
m=1
fq−1(t
i
j , t
i−1
m ) T˜i,i(t
i
j)
− (−1)ni−1
ni∏
m=1
m6=j
fq−1(t
i
j, t
i
m)
ni+1∏
m=1
fq−1(t
i+1
m , t
i
j) T˜i+1,i+1(t
i
j)
}
|0〉 , (5.14)
where Tq−1(t) =
∑N
i=1 T˜ii(t) is the transfer matrix in Uq−1(ĝlN ), and Oij are some operators,
whose explicit form is not needed for our proof.
A direct calculation, using properties (4.1), shows that τq−1(t
−1; t¯−1n¯ ) = τq(t; t¯n¯). It is also
clear that ψ−1(Tq−1(t
−1)) = Tq(t). Then, applying ψ
−1 to (5.14) written using a spectral
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parameter t−1 and the sets t¯−1n¯ , we get in Uq(ĝlN )
C
n¯(t¯n¯)T (t) = C
n¯(t¯n¯)τ(t; t¯n¯)
+
N−1∑
i=1
ni∑
j=1
〈0|
{ ni∏
m=1
m6=j
fq(t
i
m, t
i
j)
ni−1∏
m=1
fq(t
i
j, t
i−1
m ) Ti,i(t
i
j)
−(−1)ni−1
ni∏
m=1
m6=j
fq(t
i
j, t
i
m)
ni+1∏
m=1
fq(t
i+1
m , t
i
j) Ti+1,i+1(t
i
j)
}
ψ−1(Oij) , (5.15)
where we have used once more the relations (4.1). This ends the proofs.
5.1 BV for Uq(ĝl3)-symmetric integrable models
In the paper [18] the action of the monodromy matrix elements onto right off-shell Bethe vectors
was calculated in the framework of the current approach and the formulas for the dual off-shell
BV were announced. Let us verify that the formulas used in [18] can be obtained from the
generic formulas proved in the present paper.
In order to rewrite the Uq(ĝl3) off-shell BV in the form used in our previous papers we
rename the sets of Bethe parameters
t¯1, t¯2 → u¯, v¯ .
We rename as follows the subsets of these sets
t¯1 = t¯11,1 ∪ t¯
1
1,2 → u¯II ∪ u¯I = u¯ ,
t¯2 = t¯21,2 ∪ t¯
2
2,2 → v¯I ∪ v¯II = v¯ .
(5.16)
With this renaming of the parameters and the partitions formulas (3.10) and (3.11) yield the
following expressions for the off-shell BV:
B(u¯, v¯) =
∑
part
K(l)(v¯I|u¯I)f(u¯I, u¯II)f(v¯II, v¯I)T13(u¯I)T12(u¯II)T23(v¯II)λ2(v¯I)|0〉 ,
B(u¯, v¯) =
∑
part
K(r)(v¯I|u¯I)f(u¯I, u¯II)f(v¯II, v¯I)T13(v¯I)T23(v¯II)T12(u¯II)λ2(u¯I)|0〉 ,
(5.17)
respectively. The second formula in (5.17) coincides literally with the formula (5.1) in [18] after
changing overall normalization of the BV
B(u¯, v¯)→
B(u¯, v¯)
f(v¯, u¯)λ2(u¯)λ2(v¯)
. (5.18)
This change of normalization of the BV is useful for the calculation of the action of the mon-
odromy matrix elements onto them because it remove certain poles in the BV and makes
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formulas for this action quite effective (see details in [18]). The first formula in (5.17) yields
an alternative expression for the off-shell BV and their equivalence can be proved directly from
the RTT commutation relations (1.1) and certain identities for the Izergin determinants.
Analogously, formulas (5.1) and (5.2) yield the following expressions for the dual or left
off-shell BV
C(u¯, v¯) =
∑
part
K(r)(v¯I|u¯I)f(u¯I, u¯II)f(v¯II, v¯I)λ2(v¯I)〈0|T32(v¯II)T21(u¯II)T31(u¯I) ,
C(u¯, v¯) =
∑
part
K(l)(v¯I|u¯I)f(u¯I, u¯II)f(v¯II, v¯I)λ2(u¯I)〈0|T21(u¯II)T32(v¯II)T31(v¯I) ,
(5.19)
and after the same change of the normalization as in (5.18), the second formula in (5.19)
coincides literally with formula (5.2) in the paper [18].
Conclusion
In this paper we have obtained explicit formulas for the right and left (dual) off-shell BV
in the form of sums over partitions of the sets of Bethe parameters using morphisms of the
algebra Uq(ĝlN ). Our starting formulas were presentations of the off-shell BV in terms of sums
over permutations in the sets of Bethe parameters obtained previously in [6, 7] by the current
approach. Formulas for left or dual off-shell Bethe vectors are necessary to address the problem
of calculation of the scalar products of the BV.
In a previous paper [18], we computed the action of the monodromy matrix elements onto
nested off-shell BV in integrable models with GL(3) trigonometric R-matrix. The morphisms
(4.3) and antimorphism (4.4) introduced in this paper allows one to relate easily different
formulas of these actions. For example, one can obtain using antimorphism ψ the left action of
the monodromy matrix elements onto dual off-shell BV from the corresponding formulas of the
right action onto right off-shell BV and many other useful relations.
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