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Resumo
Neste trabalho estudamos curvas planas projetivas singulares de grau quatro e seus pontos
de Galois. Para isto, fixamos k, um corpo algebricamente fechado de caracter´ıstica zero, como
o corpo de base de nossa discussa˜o. Para entender a estrutura dos corpos de func¸o˜es dessas
curvas, usamos projec¸o˜es: escolhemos um ponto P ∈ P2 e projetamos uma curva C ⊂ P2
sobre uma reta a partir de P, que e´ o centro da projec¸a˜o. Esta projec¸a˜o induz a extensa˜o de
corpos k(C) | k(P1), onde k(C) e´ o corpo de func¸o˜es racionais de C. Queremos saber se existem
corpos intermedia´rios nesta extensa˜o. Analisamos duas situac¸o˜es: P pertence a` curva C e P na˜o
pertence a C.
Abstract
In this work we study singular plane projective curves of degree four and its Galois points.
For this, we fix k, an algebraically closed field of characteristic zero, as the ground field of our
discussion. To understand the structure of the function fields of these curves, we use projections:
we choose a point P ∈ P2 and we project a curve C ⊂ P2 to a line from P, that is the center of
projection. This projection induces an extension field k(C) | k(P1), where k(C) is the rational
function field of C. We want to know if there exist intermediate fields in this extension. We
analyse two situations: P belongs to the curve C and P doesn’t belong to C.
Introduc¸a˜o
O objetivo principal desta monografia e´ estudar pontos de Galois, internos e externos,
de uma curva qua´rtica plana projetiva singular sobre um corpo algebricamente fechado de
caracter´ıstica zero. Ela e´ uma continuac¸a˜o natural das dissertac¸o˜es de G. S. Souza [11] e de P.
M. Silva [10] sobre o mesmo assunto, no entanto, em qua´rticas na˜o singulares. No caso singular,
o estudo torna-se mais minucioso e exige mais ferramentas para tratar os pontos singulares.
A noc¸a˜o de pontos de Galois associados a uma curva projetiva plana C ⊂ P2 surge quando
consideramos uma projec¸a˜o central de C sobre uma reta L ⊂ P2 a partir de um ponto P 6∈ L, que
denominamos centro de projec¸a˜o. Esta projec¸a˜o induz uma extensa˜o finita de corpos, a saber,
o corpo de func¸o˜es racionais de L pode ser visto como um subcorpo do corpo de func¸o˜es de C.
Este corpo de func¸o˜es racionais de L na verdade na˜o depende da escolha de L, mas depende do
centro de projec¸o˜es P. Assim, vamos utilizar as notac¸o˜es seguintes: K = k(C) sera´ o corpo de
func¸o˜es da curva C e KP = k(L) sera´ o corpo de func¸o˜es da reta L.
Seguindo a nomenclatura de Yoshihara [8], o ponto P sera´ chamado ponto de Galois asso-
ciado a C se a extensa˜o de corpos K | KP for galoisiana. Ale´m disso, no caso em que P 6∈ C,
diremos que ele e´ um ponto de Galois externo e, no caso em que P ∈ C, diremos que ele e´ um
ponto de Galois interno.
Por outro lado, se a extensa˜o K | KP na˜o for galoisiana (enta˜o P na˜o e´ um ponto de Galois),
consideramos o fecho galoisiano (fecho normal) LP de K e estudamos a estrutura de subcorpos
da extensa˜o LP | KP.
Organizamos a dissertac¸a˜o da forma seguinte. No primeiro cap´ıtulo apresentamos alguns
conceitos e resultados ba´sicos sobre curvas alge´bricas planas afins e projetivas necessa´rios para
o desenvolvimento dos assuntos a serem tratados. Ale´m disso, estabelecemos as principais
notac¸o˜es. Para este cap´ıtulo a principal refereˆncia e´ o livro de W. Fulton [1].
No segundo cap´ıtulo apresentamos alguns resultados sobre singularidades de curvas alge´bricas
planas com o objetivo de compreender os pontos singulares que podem ocorrer numa qua´rtica
plana. Conclu´ımos o cap´ıtulo dando todas as poss´ıveis singularidades de uma tal qua´rtica
destacando a sua multiplicidade e o seu nu´mero de ramos. Tambe´m apresentamos exemplos
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xilustrativos em cada situac¸a˜o. As refereˆncias principais para este cap´ıtulo sa˜o W. Fulton [1],
M. Namba [9] e A. Garcia [2].
No terceiro e u´ltimo cap´ıtulo tratamos dos resultados mais importantes do trabalho. Os
primeiros teoremas, que determinam os geˆneros das curvas, permitem-nos calcular o geˆnero
de qualquer qua´rtica plana singular. Um dos principais resultados deste cap´ıtulo e tambe´m
da dissertac¸a˜o e´ o Teorema 3.5 da sessa˜o 3.2, que descreve os poss´ıveis grupos de Galois da
extensa˜o LP | KP. A refereˆncia para o cap´ıtulo e´ o artigo de K. Miura [7].
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Cap´ıtulo 1
Preliminares
O objetivo deste cap´ıtulo e´ apresentar alguns conceitos e resultados ba´sicos sobre curvas
alge´bricas necessa´rios para o desenvolvimento do assunto tratado na dissertac¸a˜o. Ale´m disso,
utilizamos o cap´ıtulo para estabelecer notac¸o˜es. A refereˆncia ba´sica para isto e´ o livro ”Algebraic
Curves: An Introduction to algebraic Geometry”de W. Fulton ([1]). Estaremos admitindo que
o corpo de base k e´ algebricamente fechado e de caracter´ıstica zero; por exemplo, podemos
pensar em k = C.
1.1 Espac¸os afins e conjuntos alge´bricos
Vamos denotar por An(k) o produto cartesiano (k × . . . × k), (n vezes) que sera´ chamado
n-espac¸o afim sobre k. Se F ∈ k[X1, . . . ,Xn] for um polinoˆmio nas indeterminadas X1, . . . ,Xn
sobre k, um ponto P = (a1, . . . ,an) ∈ An(k) e´ um zero de F quando F(P) = F(a1, . . . ,an) = 0.
Quando F na˜o for constante, o conjunto dos zeros de F e´ chamado de hipersuperf´ıcie definida
por F. Uma hipersuperf´ıcie em A2(k) e´ chamada curva alge´brica plana afim. De uma forma
mais geral, se S for um conjunto qualquer de polinoˆmios em k[X1, . . . ,Xn], vamos denotar por
V(S) = {P ∈ An | F(P) = 0 ∀ F ∈ S}
o conjunto dos zeros comuns dos polinoˆmios de S. Claramente vemos que
V(S) =
⋂
F∈S
V(F).
Um subconjunto X ⊂ An(k) e´ um conjunto alge´brico afim, ou simplesmente conjunto
alge´brico, quando X = V(S) para algum subconjunto S de k[X1, . . . ,Xn]. Por outro lado,
para um subconjunto qualquer X de An(k), consideremos o conjunto dos polinoˆmios que se
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anulam em X. E´ imediato verificar que este conjunto forma um ideal do anel k[X1, . . . ,Xn], que
e´ chamado ideal de X e sera´ denotado por I(X), isto e´,
I(X) = {F ∈ k[X1, . . . ,Xn] | F(a1, . . . ,an) = 0 ∀ (a1, . . . ,an) ∈ X}.
Se um conjunto alge´brico afim for irredut´ıvel enta˜o ele e´ chamado uma variedade afim. Isto
significa que ele na˜o pode ser obtido como unia˜o de dois subconjuntos alge´bricos pro´prios.
Quando V ⊂ An for uma variedade afim temos que I(V) e´ um ideal primo em k[X1, . . . ,Xn].
Segue que o anel quociente
Γ(V) =
k[X1, . . . ,Xn]
I(V)
e´ um domı´nio de integridade. Este anel e´ chamado anel de coordenadas de V. Esta nomenclatura
vem do fato que Γ(V) pode ser visto como um anel de func¸o˜es de V em k, onde as classes
xi = Xi + I(V) representam func¸o˜es que geram este anel e, portanto, podem ser vistas como
func¸o˜es coordenadas. Podemos verificar isto da maneira seguinte. Seja F(V) o conjunto de
todas as func¸o˜es de V em k. F(V) tem naturalmente uma estrutura de anel com as operac¸o˜es
usuais de soma e produto de func¸o˜es (pois k e´ um corpo). Uma func¸a˜o ϕ ∈ F(V) e´ chamada
func¸a˜o polinomial quando existe um polinoˆmio g ∈ k[X1, . . . ,Xn] tal que ϕ(P) = g(P) ∀P ∈ V.
Naturalmente o conjunto P(V) dessas func¸o˜es polinomiais e´ um subanel de F(V). Ale´m
disso, pela pro´pria definic¸a˜o, existe um homomorfismo sobrejetivo natural de k[X1, . . . ,Xn] em
P(V) cujo nu´cleo e´ I(V). Portanto, temos que P(V) ≃ Γ(V).
Sejam V ⊂ An e W ⊂ Am duas variedades afins. Uma func¸a˜o ϕ : V → W e´ chamada
aplicac¸a˜o polinomial quando existem polinoˆmios T1, . . . , Tm ∈ k[X1, . . . ,Xn] tais que
ϕ(a1, . . . ,an) = (T1(a1, . . . ,an), . . . , Tm(a1, . . . ,an)) ∀ (a1, . . . ,an) ∈ V.
Exemplo 1.1.
A aplicac¸a˜o
ϕ : A1(k) → V(Y2 − X3) ⊂ A2(k)
a 7→ (a2,a3)
e´ uma aplicac¸a˜o polinomial.
Observe que toda func¸a˜o ϕ : V →W induz um homomorfismo de ane´is ϕ˜ : F(W) → F(V),
dado por ϕ˜(f) = f ◦ ϕ. Ale´m disso, se ϕ for uma aplicac¸a˜o polinomial ϕ = (T1, . . . , Tm),
enta˜o ϕ˜(Γ(W)) ⊂ Γ(V). Logo, ϕ˜ restringe-se a um homomorfismo de Γ(W) em Γ(V). Assim,
se f ∈ Γ(W) for o I(W)-res´ıduo de um polinoˆmio F, enta˜o ϕ˜(f) = f ◦ ϕ e´ o I(V)-res´ıduo do
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polinoˆmio F(T1, . . . , Tm). Se V = A
n e W = Am, enta˜o T1, . . . , Tm ∈ k[X1, . . . ,Xn] determinam,
de maneira u´nica, uma aplicac¸a˜o polinomial T : An → Am, que denotamos por T = (T1, . . . , Tm).
Por outro lado, dada uma aplicac¸a˜o polinomial T = (T1, . . . , Tm) de A
n em Am e F ∈
k[X1, . . . ,Xm], podemos colocar T˜(F) = F
T = F(T1, . . . , Tm). As aplicac¸o˜es ϕ → ϕ˜ e T → T˜
determinam uma correspondeˆncia entre a categoria das variedades e seus morfismos e a categoria
das k-a´lgebras finitas e seus homomorfismos.
Para ideais I de k[X1, . . . ,Xn] e conjuntos alge´bricos V de A
m, denotaremos por IT o ideal em
k[X1, . . . ,Xn] gerado pelo conjunto {F
T | F ∈ I} e por VT o conjunto alge´brico T−1(V) = V(IT ),
onde I = I(V). Se V for a hipersuperf´ıcie definida por F, enta˜o VT e´ a hipersuperf´ıcie definida
por FT (no caso em que FT na˜o e´ constante).
Uma mudanc¸a afim de coordenadas em An e´ uma aplicac¸a˜o polinomial
T = (T1, . . . , Tn) : A
n → An
tal que cada Ti e´ um polinoˆmio de grau um e T e´ uma aplicac¸a˜o bijetiva. Se Ti =
∑
aijXj+ai0,
enta˜o T = T ′′ ◦ T ′, onde T ′ e´ uma aplicac¸a˜o linear (T ′i =
∑
aijXj) e T
′′ e´ uma translac¸a˜o
(T ′′i = Xi + ai0). Como toda translac¸a˜o possui inversa (que tambe´m e´ uma translac¸a˜o), segue
que T sera´ injetiva (e sobrejetiva) se, e somente se, T ′ for invert´ıvel.
1.2 Propriedades locais das curvas alge´bricas planas
Sejam V uma variedade afim em An e Γ(V) o seu anel de coordenadas. Como Γ(V) e´ um
domı´nio de integridade, podemos considerar o seu corpo de frac¸o˜es. Este corpo e´ chamado o
corpo de func¸o˜es racionais de V, e e´ denotado por k(V). Assim, um elemento de k(V) e´ uma
func¸a˜o racional sobre V. Na verdade, rigidamente falando, um elemento de k(V) na˜o e´ uma
func¸a˜o, pois pode haver pontos de V onde ela pode na˜o estar definida. No entanto, por razo˜es
de tradic¸a˜o, continuamos a chamar tais elementos de func¸o˜es. Se f for uma tal func¸a˜o racional
sobre V, e P ∈ V, dizemos que uma func¸a˜o racional f de V esta´ definida em P se existirem
a,b ∈ Γ(V), tais que f = a
b
e b(P) 6= 0.
Seja P ∈ V. Definimos OP(V) como sendo o conjunto das func¸o˜es racionais sobre V que
esta˜o definidas em P. Assim, OP(V) forma um subanel de k(V) contendo Γ(V). Enta˜o temos
as seguintes incluso˜es:
k ⊂ Γ(V) ⊂ OP(V) ⊂ k(V).
O anel OP(V) e´ denominado anel local de V em P.
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Um ponto P ∈ V onde uma func¸a˜o racional f de V na˜o esta´ definida e´ chamado po´lo de
f. Uma func¸a˜o racional f de V que esta´ definida em todos os pontos de V e´ chamada func¸a˜o
regular em V.
Proposic¸a˜o 1.1. 1. O conjunto dos po´los de uma func¸a˜o racional sobre V e´ um subconjunto
alge´brico de V.
2. O subconjunto de k(V) formado pelas func¸o˜es regulares de V e´ exatamente o anel de
coordenadas de V, a saber, Γ(V) =
⋂
P∈V OP(V).
Demonstrac¸a˜o: Veja [1], pa´gina 43. 
Suponha que f ∈ OP(V). Podemos definir o valor de f em P, isto e´, f(P), como se segue:
existem a,b ∈ Γ(V), com b(P) 6= 0, tais que f = a
b
. Enta˜o coloque f(P) =
a(P)
b(P)
. Esta definic¸a˜o
independe das func¸o˜es polinomiais a e b utilizadas.
Observe que OP(V) e´ de fato um anel local no sentido da A´lgebra Comutativa. Para isto,
observe que MP(V) = {f ∈ Γ(V) | f(P) = 0} e´ um ideal maximal em Γ(V). Assim, OP(V) e´ o
anel obtido pela localizac¸a˜o de Γ(V) em MP(V), a saber,
OP(V) = Γ(V)MP(V) =
{a
b
| b 6∈MP(V)
}
.
Vamos denotar o (u´nico) ideal maximal de OP(V) por MP(V). Ele e´ o nu´cleo do homo-
morfismo sobrejetivo f → f(P) de OP(V) sobre k; logo OP(V)
MP(V)
e´ isomorfo a k. Um elemento
f ∈ OP(V) e´ invert´ıvel em OP(V) se, e somente se, f(P) 6= 0. Portanto, MP(V) e´ exatamente o
conjunto dos elementos de OP(V) que na˜o teˆm inverso multiplicativo. Mais geralmente temos
o lema seguinte.
Lema 1.1. As condic¸o˜es abaixo sobre um anel R sa˜o equivalentes:
1. O conjunto dos elementos na˜o invert´ıveis em R forma um ideal de R.
2. R possui um u´nico ideal maximal que conte´m todo ideal pro´prio de R.
Demonstrac¸a˜o: Veja [1], pa´gina 44. 
Um anel R e´ chamado no¨etheriano quando todo ideal de R for finitamente gerado. O
Teorema da base de Hilbert nos diz que se R for um anel no¨eteriano enta˜o o anel de polinoˆmios
R[X] tambe´m e´ no¨eteriano (veja [1], pa´gina 13).
Proposic¸a˜o 1.2. OP(V) e´ um domı´nio no¨etheriano local.
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Demonstrac¸a˜o: Veja [1], pa´gina 44. 
Proposic¸a˜o 1.3. Seja R um domı´nio de integridade que na˜o e´ corpo. Enta˜o as afirmac¸o˜es
abaixo sa˜o equivalentes:
1. R e´ no¨etheriano, local, e seu ideal maximal e´ principal.
2. Existe um elemento irredut´ıvel t ∈ R tal que todo elemento z ∈ R na˜o nulo pode ser escrito
de maneira u´nica como z = utn, onde u e´ invert´ıvel em R e n e´ um inteiro na˜o negativo.
Demonstrac¸a˜o: Veja [1], pa´gina 46. 
Um anel R satisfazendo as condic¸o˜es da Proposic¸a˜o 1.3 e´ denominado anel de valorizac¸a˜o
discreta. Um elemento t ∈ R como na Proposic¸a˜o 1.3 item 2, e´ chamado um paraˆmetro uni-
formizante local ou simplesmente um paraˆmetro local. O paraˆmetro local na˜o e´ u´nico. No
entanto, se s ∈ R for outro paraˆmetro local enta˜o existe um elemento invert´ıvel u ∈ R tal que
s = ut.
Seja K o corpo das frac¸o˜es de R. Assim, quando o paraˆmetro t esta´ fixado, todo elemento
na˜o nulo z ∈ K possui uma expressa˜o u´nica z = utn, com u invert´ıvel em R e n ∈ Z. O
expoente n e´ chamado a ordem de z, e escrevemos n = ord(z). Definimos ord(0) = ∞. O
conjunto M = {z ∈ K | ord(z) > 0} e´ o ideal maximal do anel local R = {z ∈ K | ord(z) > 0}.
Seja C uma curva alge´brica plana afim. Como estamos supondo k algebricamente fechado,
segue do Teorema dos Zeros de Hilbert que C e´ definida por um polinoˆmio (na˜o constante) a
menos de multiplicac¸a˜o por um fator constante na˜o nulo. O grau de C e´ o grau de qualquer
um dos polinoˆmios que a define. Suponha que F ∈ k[X, Y] seja um tal polinoˆmio. Considere a
decomposic¸a˜o de F em fatores irredut´ıveis, digamos, F = ΠFe1i . Dizemos que cada curva definida
por Fi e´ uma componente de F e ei e´ a multiplicidade desta componente.
Seja P = (a,b) ∈ C. Dizemos que P e´ um ponto simples (ou ponto regular, ou ainda, ponto
na˜o singular) de C quando
∂F
∂X
(P) 6= 0 ou ∂F
∂Y
(P) 6= 0.
Neste caso a reta
∂F
∂X
(P)(X−a)+
∂F
∂Y
(P)(Y−b) = 0 e´ chamada reta tangente a C em P. Quando
um ponto na˜o e´ simples ele e´ chamado de ponto singular. Uma curva que possui somente pontos
simples e´ chamada de curva na˜o singular.
Suponha que P = (0, 0) e escreva F = Fm + Fm+1 + · · · + Fn, onde Fi e´ um polinoˆmio
homogeˆneo em k[X, Y] de grau i, e Fm 6= 0. Definimos m como sendo a multiplicidade de C em
P = (0, 0). Veremos mais adiante que, na verdade, esta multiplicidade na˜o depende do sistema
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de coordenadas e escrevemos m = mP(C). P e´ um ponto simples se, e somente se, m = 1. Se
m = 2, enta˜o P e´ chamado um ponto duplo; se m = 3 ele e´ chamado um ponto triplo.
Como Fm e´ um polinoˆmio homogeˆneo em duas varia´veis, ele se fatora como um produto de
fatores lineares, digamos, Fm = ΠL
ri
i , onde as retas Li sa˜o distintas. Neste caso estas retas sa˜o
chamadas de retas tangentes a C em P = (0, 0), e cada ri e´ a multiplicidade de Li como reta
tangente em P. Quando C possui m > 2 tangentes (simples e distintas) em P, dizemos que P e´
um ponto mu´ltiplo ordina´rio (ou ponto singular ordina´rio) de C. Um ponto duplo ordina´rio e´
chamado de no´.
Para extender essas definic¸o˜es a um ponto P ∈ C qualquer, basta considerar uma mudanc¸a
afim de coordenadas e mover P para a origem. (Para mais detalhes, veja [1], pa´gina 40).
O teorema seguinte caracteriza implicitamente os pontos simples de curvas alge´bricas.
Teorema 1.1. Seja C uma curva alge´brica plana e P ∈ C. Enta˜o P e´ um ponto simples de C
se, e somente se, OP(C) for um anel de valorizac¸a˜o discreta. Neste caso, se L = aX+bY+c for
uma reta na˜o tangente a C por P, enta˜o a imagem de L em OP(C) e´ um paraˆmetro uniformizante
local para OP(C).
Demonstrac¸a˜o: Veja [1], pa´gina 70. 
O teorema seguinte garante que a multiplicidade de um ponto numa curva alge´brica plana
e´ um objeto intr´ınseco, isto e´, independe do sistema de coordenadas.
Teorema 1.2. Seja C uma curva alge´brica plana irredut´ıvel e seja P ∈ C. Se n for um inteiro
suficientemente grande, enta˜o
mP(C) = dimK
MP(C)
n
MP(C)n+1
Em particular, a multiplicidade de C em P depende somente do anel local OP(C).
Demonstrac¸a˜o: Veja [1], pa´gina 71. 
1.3 Curvas alge´bricas planas projetivas
Algumas propriedades globais de curvas alge´bricas sa˜o melhor entendidas no contexto da
geometria projetiva. Um exemplo t´ıpico disto e´ Teorema de Be´zout, que enunciaremos em
seguida. O espac¸o projetivo Pn(k) sobre o corpo k e´ o conjunto de todas as retas de kn+1
que passam pela origem. Representaremos um elemento do espac¸o projetivo como um ponto
qualquer de uma tal reta. Assim, dois pontos de kn+1 − {0} representam o mesmo elemento em
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Pn(k) quando um e´ obtido do outro pela multiplicac¸a˜o por um elemento na˜o nulo de k. Falando
de forma mais rigorosa, Pn(k) e´ o espac¸o quociente de kn+1 − {0} pela relac¸a˜o de equivaleˆncia
seguinte: dados P = (x0, x1, . . . , xn) e Q = (y0,y1, . . . ,yn) em k
n+1 − {0}, temos que
P ∼ Q⇔ Q = λP, para algum λ 6= 0 em k.
Denotaremos um ponto de Pn(k) por suas coordenadas homogeˆneas, a saber,
P = (x0 : x1 : . . . : xn).
Um conjunto alge´brico projetivo em Pn(k) e´ o conjunto de zeros de um conjunto de polinoˆmios
homogeˆneos em n+ 1 varia´veis sobre k. Todos os conceitos introduzidos relativos a conjuntos
alge´bricos afins podem ser extendidos a conjuntos alge´bricos projetivos. Podemos ver o espac¸o
afim n-dimensional An imerso em Pn pela aplicac¸a˜o:
ϕ : An → Pn(k)
(x1, x2, . . . , xn) 7→ (1 : x1 : x2 : . . . : xn)
Neste caso diremos que a imagem de An(k) por esta aplicac¸a˜o em Pn(k) sa˜o os pontos finitos
ou pontos afins de Pn(k). O conjunto dos pontos de Pn(k) que teˆm x0 = 0 sa˜o chamados pontos
do infinito.
Uma curva alge´brica plana projetiva e´ o conjunto alge´brico projetivo de P2(k) definida por
um polinoˆmio homogeˆneo na˜o constante em treˆs varia´veis, que denotaremos neste caso por
X, Y,Z. Ale´m disso, vamos considerar os pontos do infinito de P2(k) como sendo os pontos
P = (x : y : z) tais que z = 0 e os pontos finitos sa˜o tais que z 6= 0. Dois polinoˆmios definem
a mesma curva quando diferem apenas pela multiplicac¸a˜o por uma constante na˜o nula de k.
Para um tratamento sistema´tico dessa teoria , veja, por exemplo, [1], cap´ıtulo 5.
O grau de uma curva projetiva e´ o grau de um polinoˆmio homogeˆneo que a define. Seja C
uma curva plana projetiva definida pelo polinoˆmio homogeˆneo F = F(X, Y,Z). A parte afim
de C e´ a curva alge´brica afim definida pela desomogeneizac¸a˜o de F em relac¸a˜o a` varia´vel Z, a
saber, F∗(X, Y) = F(X, Y, 1). A escolha da varia´vel Z e´ completamente arbitra´ria.
A teoria local de uma curva projetiva e´ ana´loga a` teoria local das curvas afins, tomando
uma desomogeneizac¸a˜o conveniente da equac¸a˜o homogeˆnea que define a curva projetiva dada.
Seja P ∈ P2. O anel local de P e´ o conjunto OP(P2), definido por:{
G
H
| G,H ∈ k[X, Y,Z], gr(G) = gr(H),G(P) 6= 0
}
,
onde G e H sa˜o homogeˆneos. Assim, OP(P
2) e´ um anel local e e´ isomorfo ao anel OP(A
2), onde
A2 e´ um dos planos afins que conteˆm P.
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Para simplificar a redac¸a˜o, usaremos o polinoˆmio que define uma curva no lugar da pro´pria
curva. Sejam F, G, curvas planas projetivas e P ∈ P2. Definimos o ı´ndice de intersec¸a˜o ou
multiplicidade de intersec¸a˜o de F e G no ponto P, que denotaremos por IP(F,G), por
IP(F,G) = dimk
OP(P
2)
(F∗,G∗)
.
Dadas duas curvas planas projetivas F e G, dizemos que elas se intesectam propriamente
num ponto P quando F e G na˜o possuem componente comum passando por P. Dizemos que
elas se intersectam transversalmente em P quando P for um ponto simples de F e de G, e a reta
tangente a F em P for diferenre da reta tangente a G em P.
A multiplicidade de intersec¸a˜o satisfaz as propriedades seguintes:
1. IP(F,G) ∈ N para quaisquer curvas projetivas F, G e um ponto P ∈ P2 tais que F e
G intersectam-se propriamente em P. Ale´m disso, IP(F,G) = ∞ quando F e G na˜o se
intersectam propriamente em P.
2. IP(F,G) = 0 se, e somente se, P 6∈ F∩G. Ale´m disso, IP(F,G) so´ depende das componentes
F e G que passam por P.
3. Se T for uma mudanc¸a projetiva de coordenadas em P2, e T(Q) = P, enta˜o
IQ(F
T ,GT ) = IP(F,G).
4. IP(F,G) = IP(G, F) ∀ F,G.
5. IP(F,G) > mP(F) ·mP(G). Ale´m disso, a igualdade ocorre quando F e G na˜o possuem
tangente comum em P.
6. Se F = ΠFrii e G = ΠG
sj
j , enta˜o IP(F,G) =
∑
i,j risjIP(Fi,Gj).
7. IP(F,G) = IP(F,G + AF), para qualquer polinoˆmio homogeˆneo A em k[X, Y,Z] tal que
gr(G) = gr(A) + gr(F).
E´ poss´ıvel mostrar que estas sete propriedades caracterizam completamente IP(F,G). Ale´m
disso, a definic¸a˜o feita anteriormente, a saber,
IP(F,G) = dimk
OP(P
2)
(F∗,G∗)
,
satisfaz estas propriedades e e´, portanto, unicamente determinado por elas. (Veja [1], pa´gina
75).
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Teorema 1.3 (Teorema de Be´zout). Sejam F e G curvas planas projetivas de graus m e n,
respectivamente, sem componentes comuns. Enta˜o
∑
P∈P2
IP(F,G) = m · n.
Demonstrac¸a˜o: Veja [1], pa´gina 112. 
1.4 Fo´rmula de Riemann-Hurwitz
Sejam X e Y curvas alge´bricas projetivas na˜o singulares, na˜o necessariamente planas. Seja
ainda f : X→ Y um morfismo regular sobrejetivo. Considere o homomorfismo f˜ : k(Y) → k(X),
que e´ naturalmente injetivo. O grau da extensa˜o [k(X) : k(Y)] e´ chamado de grau do morfismo
f e sera´ denotado por gr(f). Sejam P ∈ X e Q = f(P) ∈ Y e os seus respectivos ane´is locais
OP e OQ. Naturalmente estes sa˜o ane´is de valorizac¸a˜o discreta, uma vez que as curvas na˜o sa˜o
singulares. Seja t ∈ OQ um paraˆmetro uniformizante. O inteiro eP = ordP(t) e´ chamado ı´ndice
de ramificac¸a˜o de f em P. Temos enta˜o os seguintes fatos:
Lema 1.2. Para cada Q ∈ Y temos que ∑f(P)=Q eP = gr(f) = [k(X) : k(Y)].
Demonstrac¸a˜o: Veja [9], pa´gina 271. 
Se eP > 2, dizemos que P (respectivamente f(P)) e´ um ponto de ramificac¸a˜o (respectiva-
mente ponto ramificado) de f . O conjunto de todos os pontos de ramificac¸a˜o (respectivamente
pontos ramificados) e´ um conjunto finito em X (respectivamente em Y). Dizemos tambe´m que
f e´ um recobrimento ramificado. Enta˜o
f : X − f−1(B) → Y− B
e´ um recobrimento usual (na˜o ramificado), onde B e´ o conjunto de todos os pontos ramificados
de f, chamado de lugar de ramificac¸a˜o de f. O teorema seguinte e´ um resultado cla´ssico que
nos sera´ bastante u´til.
Teorema 1.4 (Fo´rmula de Riemann-Hurwitz). Sejam X e Y curvas alge´bricas projetivas na˜o
singulares, na˜o necessariamente planas, de geˆneros gX e gY. Seja ainda f : X→ Y um morfismo
regular sobrejetivo. Enta˜o
2gX − 2 = gr(f)(2gY − 2) +
∑
P∈X
(eP − 1).
Demonstrac¸a˜o: Veja [9], pa´gina 271. 
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Cap´ıtulo 2
Singularidades de qua´rticas planas
Neste cap´ıtulo estamos interessados em estudar os tipos de singularidades que podem ocorrer
numa qua´rtica plana. Para isto vamos investigar sucintamente pontos singulares de curvas
alge´bricas planas.
Seja C uma curva alge´brica plana irredut´ıvel e P ∈ C. Apo´s uma mudanc¸a conveniente de
coordenadas podemos supor P = (0, 0). Seja f(X, Y) ∈ k[X, Y] um polinoˆmio irredut´ıvel que
define C.
Sabemos que Γ(C) =
k[X, Y]
(f)
= k[x,y] e´ o anel de coordenadas de C, onde x = X + (f) e
y = Y + (f) e (f) denota o ideal gerado por f em k[X, Y].
Como f e´ irredut´ıvel, Γ(C) e´ um domı´nio. Seja k(C) o corpo de func¸o˜es de C e vamos denotar
por OP o anel local de C em P. Como ja´ observamos anteriormente, temos as incluso˜es:
k ⊂ Γ(C) ⊂ OP ⊂ k(C).
Ale´m disso,
Γ(C)
MP
≃ k
onde MP e´ o ideal maximal de Γ(C) formado pelas func¸o˜es que se anulam em P.
Como ja´ observamos anteriormente, o anel OP e´ um domı´nio no¨etheriano local unidimen-
sional. O fecho inteiro de OP em k(C) e´ o subanel OP de k(C) formado pelos elementos que
satisfazem uma equac¸a˜o polinomial moˆnica com coeficientes em OP, isto e´, ϕ ∈ OP se, e somente
se, existirem n ∈ N e h0,h1, . . . ,hn−1 ∈ OP tais que
ϕn + hn−1ϕ
n−1 + · · ·+ h1ϕ + h0 = 0.
Mais geralmente, se R for um domı´nio, podemos definir, copiando a definic¸a˜o acima, o fecho
inteiro de R em seu corpo de frac¸o˜es. Quando R = R dizemos que R e´ integralmente fechado
(em seu corpo de frac¸o˜es).
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Exemplo 2.1. O fecho inteiro de Z em Q e´ o pro´prio Z. Assim, Z e´ integralmente fechado.
Seja α =
p
q
, tal que (p,q) = 1 e p,q ∈ Z. Queremos mostrar que se α satisfaz uma equac¸a˜o
com coeficientes em Z da forma
αn + an−1α
n−1 + · · ·+ a1α+ a0 = 0,
enta˜o α ∈ Z.
Substituindo α =
p
q
, obtemos:
(
p
q
)n
+ an−1
(
p
q
)n−1
+ · · ·+ a1p
q
+ a0 = 0
Multiplicando por qn, temos:
pn + an−1p
n−1q + · · ·+ a1pqn−1 + a0qn = 0.
Logo,
pn = (−an−1p
n−1 − · · ·− a0qn−1)q.
Como (p,q) = 1, enta˜o q = 1 ou q = −1. Da´ı α = p ou α = −p.
Portanto, α ∈ Z.
Tambe´m pode-se mostrar que esta operac¸a˜o de se tomar o fecho inteiro e´ de fato uma
operac¸a˜o de fecho. Assim, OP e´ um domı´nio no¨etheriano local, unidimensional e integralmente
fechado. No caso em que seu ideal maximal e´ um ideal principal, segue da Proposic¸a˜o 1.3
que ele e´ um domı´nio de valorizac¸a˜o discreta. Portanto, OP ≃ k[[t]], onde t e´ um paraˆmetro
uniformizante local. Segue do Teorema 1.1 que P e´ um ponto regular em C se, e somente se,
OP = OP ≃ k[[t]].
2.1 Singularidades com um ramo
Para estudar melhor as singularidades de C precisamos considerar o completamento de
seu anel local OP = k[x,y] (em relac¸a˜o a` topologia MP-a´dica, onde MP e´ o seu ideal maxi-
mal). Supondo P = (0, 0), e´ poss´ıvel verificar que este completamento e´ exatamente k[[x,y]] =
k[[X, Y]]
(f)
, onde f e´ um polinoˆmio que define C (considerado como uma se´rie). (Veja [1], pa´gina
49). k[[X, Y]] e´ o anel das se´ries formais em X, Y com coeficientes em k.
Vamos denotar por OP o anel k[[x,y]] =
k[[X, Y]]
(f)
.
Pode-se verificar que k[[X, Y]] e´ um anel local cujo ideal maximal e´ gerado por X e Y. O
mesmo vale para k[[x,y]]; a saber, ele e´ um anel local cujo ideal maximal e´ gerado por x e y.
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Segue da´ı que, em ambos os casos, os invert´ıveis sa˜o exatamente as se´ries de ordem zero, isto
e´, as se´ries que teˆm o termo constante na˜o nulo.
O anel k[[X, Y]] e´ um domı´nio de fatorac¸a˜o u´nica, (veja [2]). Portanto podemos considerar
a fatorac¸a˜o de f neste anel. Se f continuar irredut´ıvel em k[[X, Y]] enta˜o OP e´ um domı´nio. Por
outro lado, f pode ser redut´ıvel em k[[X, Y]], digamos,
f = f1f2 · · · fs,
onde os fj sa˜o irredut´ıveis em k[X, Y]. E´ conhecido que, nesta situac¸a˜o, os fj sa˜o distintos. Em
outras palavras, o anel OP na˜o possui elementos nilpotentes. Cada fj e´ chamado de ramo de C
em P.
Nesta sec¸a˜o vamos supor que s = 1, isto e´, C tem um u´nico ramo em P. Neste caso, OP e´
um domı´nio e podemos considerar o seu corpo de frac¸o˜es. Seja OP o fecho inteiro de OP em seu
corpo de frac¸o˜es. Enta˜o OP e´ tambe´m um anel local. (Para mais detalhes, veja [1], cap´ıtulo 2,
sec¸a˜o 4).
Teorema 2.1. Se C tem apenas um ramo em P enta˜o o anel OP e´ um anel de valorizac¸a˜o
discreta.
Demonstrac¸a˜o: Como OP e´ um domı´nio no¨etheriano local cujo ideal maximal e´ principal,
segue da Proposic¸a˜o 4, pa´gina 46 de [1], que OP e´ um anel de valorizac¸a˜o discreta. 
Seja ν : OP − {0}→ N, a valorizac¸a˜o discreta de OP.
Definic¸a˜o 2.1. O semigrupo de C em P e´ o sub-semigrupo SP de N definido por SP = ν(OP −
{0}).
O semigrupo SP tem complementar (N − SP) finito, (veja [5]). Este e´ chamado conjunto
das lacunas de SP. Se l for a maior destas lacunas, define-se o condutor de SP como sendo o
nu´mero natural cP = l+ 1. Assim, cP e´ o menor elemento de S tal que, a partir dele, todos os
elementos de N pertencem a SP, isto e´, cP e´ caracterizado pelas condic¸o˜es seguintes:
1. cP − 1 6∈ S;
2. se n ∈ N e n > cP enta˜o n ∈ S.
Este condutor (nume´rico) esta´ relacionado com o ideal condutor que definiremos a seguir.
Considere o conjunto
CP = {α ∈ OP | α · OP ⊂ OP}.
Podemos verificar que CP e´ um ideal de OP e tambe´m de OP. Na verdade CP e´ maximal em
OP em relac¸a˜o a esta propriedade.
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Definic¸a˜o 2.2. CP e´ chamado ideal condutor de OP em OP.
Tambe´m pode-se verificar que CP e´ gerado por t
c
P em OP ou em OP. Considerando OP ≃
k[[t]], podemos ver que CP = t
c
P · OP = tc · OP, que e´ o conjunto das se´ries de poteˆncias de
ordem > cP.
Exemplo 2.2. Seja C a curva definida pela equac¸a˜o f(X, Y) = Y2 − X3 e P = (0, 0). Enta˜o
cP = 2.
De fato, o semigrupo SP neste caso e´ gerado por 2 e 3 em N, isto e´,
SP = 2N + 3N = [2, 3] = {2r+ 3s | r, s ∈ N} = {0, 2, 3, 4, 5, 6, . . .}.
Logo, N − SP = {1}, e portanto cP = 2.
O resultado seguinte faz uma ligac¸a˜o entre a valorizac¸a˜o e a multiplicidade de intersec¸a˜o.
Teorema 2.2. Seja C uma curva definida por f ∈ k[X, Y] com um u´nico ramo em P ∈ C. Se
g ∈ k[[X, Y]] − fk[[X, Y]], escreva g = g+ fk[[X, Y]] ∈ OP. Enta˜o
ν(g) = IP(g, f).
Demonstrac¸a˜o: Veja [5], pa´gina 65. 
Exemplo 2.3. Se P = (0, 0) ∈ C for um ponto regular enta˜o SP = N e cP = 0.
De fato, se P for regular enta˜o mP(C) = 1, isto e´, f = f1 + f2 + · · · . Tome C ′ tal que
mP(C
′) = 1 e que tenha tangente distinta de f. Seja g o polinoˆmio que define C ′. Enta˜o
1 = IP(f,g) ∈ SP. Logo SP = N, e portanto, cP = 0.
Exemplo 2.4. Seja C uma qua´rtica definida por f = Y3 − X4 e P = (0, 0). Enta˜o
SP = 3N + 4N = [3, 4] = {3r+ 4s | r, s ∈ N} = {0, 3, 4, 6, 7, 8, . . .}.
Logo, N − SP = {1, 2, 5}. E portanto, cP = 6.
2.2 Singularidades com va´rios ramos
Suponhamos agora s > 2 e P = (0, 0). Enta˜o C possui va´rios ramos em P, isto e´, f fatora-se
no anel das se´ries formais k[[X, Y]], em s fatores irredut´ıveis (distintos), digamos, f = f1f2 · · · fs.
O anel OP =
k[[X, Y]]
(f)
=
k[[X, Y]]
(f1 · f2 · . . . · fs) = k[[x,y]] na˜o e´ mais um domı´nio. No entanto
ainda podemos considerar o fecho inteiro de OP em seu anel total de frac¸o˜es. Vamos continuar
denotando este fecho inteiro por OP.
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Para simplificar a notac¸a˜o, daqui por diante, vamos abolir o ı´ndice P nos objetos.
Para cada j = 1, 2, . . . , s vamos denotar, como no caso anterior, Oj =
k[[X, Y]]
(fj)
, que e´ um
domı´nio, pois fj e´ irredut´ıvel. Ainda vamos denotar por Sj o semigrupo associado a fj, cj o seu
condutor (nume´rico), Cj o seu ideal condutor, kj o corpo de frac¸o˜es de Oj e Oj o fecho inteiro
de Oj em kj. Cada Oj e´ um domı´nio de valorizac¸a˜o discreta, e portanto, para cada j temos que
Oj ≃ k[[tj]]. Seja νj : k[[tj]] − {0} → N a valorizac¸a˜o associada ao ramo fj. Naturalmente o
condutor de O em O e´
C = {ϕ ∈ O | ϕ · O ⊂ O}.
Valem os resultados seguintes para esta situac¸a˜o, que podem ser encontrados em [9], cap´ıtulo
2.
O anel O pode ser identificado com um subanel de O1 × O2 × . . . × Os, via o seguinte
monomorfismo, que em geral, na˜o e´ isomorfismo:
ξ : O→ O1 × O2 × . . .× Os
g+ fR 7→ (g+ f1R,g+ f2R, . . . ,g+ fsR)
onde estamos denotando k[[X, Y]] por R.
Assim, temos o seguinte diagrama, onde O e´ o fecho inteiro de O no seu anel total de frac¸o˜es:
O1 × · · ·× Os
O
O1 × · · ·× Os
O
 
 
Proposic¸a˜o 2.1. O anel total de frac¸o˜es de O e´ naturalmente identificado com o anel total de
frac¸o˜es de O1 × O2 × . . .× Os, que pode ser identificado com k1 × k2 × . . .× ks.
Demonstrac¸a˜o: Veja [2]. 
Temos ainda as seguintes observac¸o˜es, a respeito do anel O1 × O2 × . . .× Os.
1. O1 × O2 × . . .× Os e´ integralmente fechado em k1 × k2 × . . .× ks.
2. O1 × O2 × . . . × Os e´ uma extensa˜o finita de O1 × O2 × . . . × Os, ja´ que cada extensa˜o
[Oj : Oj] e´ finita.
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Para entender melhor os ane´is e os ideais condutores relacionados com O, e´ conveniente ter
em mente o seguinte diagrama, onde as linhas verticais significam incluso˜es.
O
C
O1 × · · · × Os
C˜
O1
C1
× · · ·× Os
Cs
O1 × · · · × Os
Ĉ
O1 × · · ·× Os
O O
Como e´ ilustrado no diagrama, C e´ o condutor de O em O, Cˆ e´ o condutor de O1×O2×. . .×Os
em O, C˜ e´ o condutor de O1 × O2 × . . . × Os em O1 × O2 × . . . × Os e cada um dos Cj e´ o
condutor de Oj em Oj para cada j = 1, . . . , s. Ale´m disso, O ≃ O1 × O2 × . . .× Os.
Para cada j = 1, . . . , s vamos usar a notac¸a˜o hj =
f
fj
. Podemos identificar o ideal
(h1, . . . ,hs) mod (f) em O, via inclusa˜o de O em O1 × O2 × . . . × Os explicitada anterior-
mente, com o ideal h1O1×h2O2× . . .×hsOs em O1×O2× . . .×Os. Apo´s identificac¸o˜es temos
as seguintes igualdades:
1. Cˆ = h1O1 × h2O2 × . . .× hsOs.
2. C˜ = C1 × . . .× Cs.
3. C = h1C1 × . . .× hsCs.
Teorema 2.3 (Gorenstein). Sejam O o completamento do anel local de um ponto singular, com
s ramos, de uma curva alge´brica projetiva plana irredut´ıvel, O o fecho inteiro de O em seu anel
total de frac¸o˜es e C o condutor de O em O. Enta˜o
δP := dimk
O
O
= dimk
O
C
=
s∑
j=1
cj
2
+
1
2
∑
16i<j6s
IP(fi, fj).
Demonstrac¸a˜o: Veja [4]. 
E´ conveniente ter em mente o diagrama seguinte:
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O1 × · · · × Os
O1 × · · · × Os
O
Ĉ = h1O1 × · · · × hsOs
C = h1C1 × · · · × hsC
O Teorema de Gorenstein nos diz que ha´ uma simetria nas dimenso˜es dos quocientes dados
por este diagrama.
Proposic¸a˜o 2.2. δP >
1
2
mP(C)(mP(C) − 1). A igualdade vale se, e somente se,
1. cada ramo irredut´ıvel de C em P e´ na˜o singular ou e´ uma cu´spide simples (de multiplici-
dade mj com
∑
jmj = mP(C)) e
2. as retas tangentes a estes ramos sa˜o mutuamente distintas.
Demonstrac¸a˜o: Veja pa´gina 120 de [9]. 
Corola´rio 2.1. 1. δP = 0 se, e somente, se P for um ponto regular de C.
2. δP = 1 se, e somente, se P for uma singularidade do tipo no´ duplo ou do tipo cu´spide
simples de multiplicidade dois.
Demonstrac¸a˜o: 1. P e´ um ponto regular de C se, e somente, se mP(C) = 1, o que e´
equivalente a δP = 0.
2. Quando P for um no´ ou uma cu´spide simples de multiplicidade dois, mP(C) = 2. O
resultado segue imediatamente.

Teorema 2.4 (Fo´rmula do geˆnero). Sejam C uma curva plana irredut´ıvel de grau d, ε : X→ C
o morfismo do modelo na˜o-singular X de C em C, e g(X) o geˆnero de X. Enta˜o
g(X) =
(d− 1)(d− 2)
2
−
∑
δP,
onde
∑
extende-se sobre os pontos singulares de C.
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Demonstrac¸a˜o: Veja pa´gina 126 de [9]. 
2.3 As singularidades de uma qua´rtica plana
Vamos agora descrever os tipos e as quantidades de singularidades que podem ocorrer numa
qua´rtica plana. Seja C uma qua´rtica projetiva plana, isto e´, C tem grau d = 4. Pela fo´rmula
do geˆnero dada pelo Teorema 2.4, o geˆnero de C (ou do modelo na˜o singular de C) satisfaz
g(C) = 3 −
∑
δP,
onde P e´ ponto singular de C. Portanto, g(C) 6 3 e vale:
g(C) = 3 se, e somente se, C e´ na˜o singular.
Assim, se C for uma qua´rtica singular enta˜o g(C) 6 2. Ale´m disso, segue tambe´m da fo´rmula
do geˆnero que C pode ter no ma´ximo treˆs singularidades.
Proposic¸a˜o 2.3. Se C e´ uma qua´rtica plana e P ∈ C, um ponto triplo de C (isto e´, mP(C) = 3),
enta˜o P e´ a u´nica singularidade de C.
Demonstrac¸a˜o: Suponha que Q 6= P seja um ponto singular de C. Enta˜o mQ(C) > 2.
Considere a reta l por P e Q.
Enta˜o
IP(C, l) > mP(C) ·mP(l) = 3 · 1 = 3
IQ(C, l) > mQ(C) ·mQ(l) = 2 · 1 = 2.
Logo,
∑
R∈P2 IR(C, l) > 3 + 2 = 5.
Mas pelo Teorema de Be´zout,
∑
R∈P2 IR(C, l) = gr(C) · gr(l) = 4 · 1 = 4,
Chegamos assim a uma contradic¸a˜o. Portanto P e´ a u´nica singularidade de C. 
Para as qua´rticas planas com um ponto triplo que, neste caso, sa˜o curvas racionais, podemos
enunciar o teorema seguinte:
Teorema 2.5. Suponha que C seja uma qua´rtica plana singular com um ponto triplo P. Enta˜o
uma das treˆs situac¸o˜es ocorre:
1. Ha´ treˆs ramos na˜o singulares de C em P. Neste caso, as tangentes a estes ramos sa˜o
mutuamente distintas e, portanto, P e´ uma singularidade ordina´ria. Eis um ponto triplo
ordina´rio:
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2. Ha´ dois ramos de C em P: um na˜o singular e outro singular de multiplicidade dois. Neste
caso, as tangentes a estes ramos sa˜o distintas e o ramo singular e´ uma cu´spide simples
de multiplicidade dois. Veja na figura:
3. Ha´ apenas um ramo de C em P. Neste caso o ramo em P e´ uma cu´spide simples de
multiplicidade treˆs. O gra´fico seguinte ilustra este caso:
Demonstrac¸a˜o: Para eliminar os demais casos basta aplicar o Teorema de Be´zout a C e a`s
retas tangentes convenientes por P. 
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Suponhamos agora que C seja uma qua´rtica plana singular que na˜o possui ponto triplo.
Enta˜o todas as singularidades de C sa˜o pontos duplos. Ale´m disso, como ja´ observamos anteri-
ormente, ha´ no ma´ximo treˆs tais pontos. Passamos a descrever os tipos de pontos duplos que
podem ocorrer em C.
1. No´
Um no´ e´ um ponto duplo ordina´rio, isto e´, uma singularidade P tal que mP(C) = 2 e C
possui dois ramos em P e duas tangentes distintas em P. Assim, sP = 2. Pelo Corola´rio
2.1, δP = 1. A figura seguinte exibe um no´:
2. Cu´spide simples de multiplicidade dois
Em geral, uma cu´spide e´ uma singularidade P tal que mP(C) > 2 e ha´ um u´nico ramo de
C em P. Em particular, ha´ apenas uma tangente a C em P. No nosso caso mP(C) = 2
e sP = 1. Pelo Corola´rio 2.1, δP = 1. O gra´fico abaixo ilustra uma singularidade como
esta:
3. Tacno´
Uma tacno´ e´ uma singularidade P de multiplicidade mP(C) = 2 e δP = 2, que possui dois
ramos com a mesma tangente, isto e´, sP = 2, e TPC1 = TPC2, onde Ci sa˜o os ramos da
curva C e cada TP(Ci) e´ a reta tangente a Ci em P. Observe o gra´fico:
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4. No´ bi-inflexional
Uma singularidade P deste tipo e´ um no´ tal que cada ramo que passa por P possui uma
tangente distinta da do outro ramo. A Lemniscata de Bernoulli e´ um exemplo desta
singularidade:
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Cap´ıtulo 3
Pontos de Galois em qua´rticas
singulares
Sejam k um corpo algebricamente fechado de caracter´ıstica zero, C uma curva alge´brica
plana irredut´ıvel de grau d (d > 1) e K = k(C) o seu corpo de func¸o˜es. Seja C singular, isto e´,
C possui pelo menos um ponto singular.
Seja X o modelo na˜o singular de C, que em geral na˜o e´ mais uma curva plana. Assim,
K = k(C) = k(X). Considere o morfismo birracional canoˆnico ε : X→ C tal que :
1. Se S for o conjunto dos pontos singulares de C, enta˜o ε e´ um isomorfismo entre os abertos
X − ε−1(S) e C− S.
2. Se Q ∈ S enta˜o o conjunto ε−1(Q) e´ finito, digamos
ε−1(Q) = {Q˜1, Q˜2, . . . , Q˜s},
onde s e´ o nu´mero de ramos em Q.
Fixe um ponto P ∈ P2, que vamos considerar como centro de projec¸a˜o. Considere o conjunto
das retas de P2 que passam por P, que pode ser identificado com a reta projetiva P1. O morfismo
piP : X→ P1 e´ a aplicac¸a˜o racional definida por piP : X ∋ R 7→ Pε(R) ∈ P1, onde Pε(R) e´ a reta
passando por P e por ε(R).
Observac¸a˜o 3.1. O grau de piP e´ d−mP, onde mP(C) e´ a multiplicidade de P em C.
De fato, seja r uma reta qualquer de P2 passando por P. Pelo Teorema de Be´zout,
∑
Q∈P2
IQ(r,C) = gr(r)gr(C) = 1 · d = d.
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Isto e´, uma reta qualquer r ∈ P2 por P intersecta a curva C em d pontos, contando as multipli-
cidades. Logo, uma reta gene´rica de P2 intersecta C em d−mP(C) pontos distintos.
Enta˜o temos uma extensa˜o de corpos dada pela inclusa˜o pi∗P : k(P
1) →֒ k(C), que depende
apenas do centro de projec¸o˜es P. Por isso denotamos o corpo de func¸o˜es k(P1) por KP, isto e´,
KP = pi
∗
P(k(P
1)). Seja n o grau da extensa˜o K | KP.
Naturalmente, pelo Teorema de Lu¨roth (veja [13], pa´gina 107), todo corpo intermedia´rio
entre K e KP e´ tambe´m um corpo racional. Estamos interessados na estrutura da extensa˜o de
corpos K | KP. Mais especificamente, nas seguintes questo˜es:
1. Quando esta extensa˜o e´ galoisiana?
2. No caso em que K | KP na˜o for galoisiana, denote por LP seu fecho galoisiano. O que
podemos dizer sobre LP?
3. Qual e´ o grupo de Galois da extensa˜o LP | KP?
4. O que podemos dizer sobre os subcorpos intermedia´rios da extensa˜o K e KP?
Definic¸a˜o 3.1. O ponto P ∈ P2 e´ chamado ponto de Galois associado a` curva C quando K | KP
for uma extensa˜o galoisiana. Ale´m disso, quando P ∈ C ele e´ chamado ponto de Galois interno,
e quando P 6∈ C, ponto de Galois externo.
Observe que LP | KP e´ uma extensa˜o finita e KP ⊂ K ⊂ LP. Seja C˜P a curva alge´brica
projetiva suave (na˜o necessariamente plana) que tem LP como corpo de func¸o˜es e considere
a aplicac¸a˜o de recobrimento piP : C˜P → X induzida pela extensa˜o LP | K. Denotamos a
composic¸a˜o piP ◦ piP por θP. E´ claro que θP e´ galoisiana, pois o corpo de func¸o˜es de C˜P e´ LP, o
fecho galoisiano de K | KP.
E´ conveniente ter em mente o diagrama abaixo:
R ∈ C˜P LP
X ∋ Q˜ Q ∈ C K
α ∈ P1 KP
p
p
p
p
p
p
p
p
p
p
p
p
p
p
p
p
p
p?
θP
Q
Q
QQs
p˜ip



+
piP
-ε
Observac¸a˜o 3.2. Se o centro de projec¸o˜es P for um ponto singular de uma qua´rtica C, enta˜o
n = gr(piP) = 1 ou 2.
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Com efeito, se P for singular, enta˜o mP(C) > 2. Ale´m disso, gr(piP) = d − mP(C) =
4−mP(C). Observamos enta˜o que todo ponto singular de C e´ ponto de Galois. Ele e´ chamado
de ponto de Galois singular interno associado a C. Em particular, chamamos o ponto de Galois
P ∈ P2 com mP(C) = 0 ou 1 de ponto de Galois regular associado a C. Denotamos o nu´mero
de pontos de Galois regulares associados a C por δ(C).
Seja θP : C˜P → P1 o recobrimento galoisiano considerado acima. O tipo de ramificac¸a˜o de
θP e´ definido como se segue.
Seja BθP = m1Q1 +m2Q2 + . . .+mrQr, 2 6 m1 6 m2 6 . . . 6 mr, o lugar de ramificac¸a˜o
de θP. Aqui mi e´ o ı´ndice de ramificac¸a˜o de θP em Qi. Isto significa que, se R ∈ θ−1P (Qi),
enta˜o existem sistemas de coordenadas locais ξ e η em torno de R e Qi, respectivamente, tais
que ξ(R) = 0 e η(Qi) = 0 e θP e´ dado localmente da seguinte forma: η = ξ
mi. Dizemos enta˜o
que θP tem tipo de ramificac¸a˜o (m1,m2, . . . ,mr).
3.1 Pontos de Galois internos
Nesta sec¸a˜o vamos considerar uma qua´rtica singular C e vamos estudar o caso em que o
centro de projec¸a˜o e´ o ponto P ∈ C.
Teorema 3.1. Seja C uma qua´rtica plana projetiva. Suponha que C contenha uma singularidade
com multiplicidade treˆs. Enta˜o o geˆnero de C˜P e´ g(C˜P) = 0 ou 1. Em outras palavras, C˜P e´
uma curva racional ou uma curva el´ıptica.
Demonstrac¸a˜o: Sejam Q um ponto triplo de C e f um polinoˆmio que define C. Apo´s uma
poss´ıvel mudanc¸a de coordenadas, podemos supor Q = (0, 0). Enta˜o temos treˆs casos:
1. Q e´ um ponto triplo ordina´rio.
Segue da Proposic¸a˜o 2.2 que δQ = 3. Pela Fo´rmula do geˆnero (Teorema 2.4), g(C˜P) = 0.
2. Q e´ um ponto triplo com dois ramos.
Neste caso f se fatora em k[X, Y] sob a forma f = f1 · f2, com f1 regular e f2 uma cu´spide.
Assim, mQ(f1) = 1, mQ(f2) = 2. Pelos Exemplos 2.2 e 2.3, c1 = 0 e c2 = 2.
Como f1 e f2 possuem tangentes distintas em Q, IQ(f1, f2) = mQ(f1) ·mQ(f2) = 1 ·2 = 2.
Pelo Teorema de Gorenstein, δQ =
1
2
(c1 + c2 + IQ(f1, f2)) =
1
2
(0+ 2 + 2) = 2.
Assim, g(C˜P) = 3 − δQ = 1.
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3. Q e´ uma singularidade com apenas um ramo e multiplicidade treˆs.
Como a multiplicidade do u´nico ramo da singularidade e´ treˆs, a forma de menor grau da
equac¸a˜o que define C e´ de grau treˆs. Podemos escrever f = f3 + f4.
Pelo Exemplo 2.4, c = 6. Segue do Teorema de Gorenstein que δQ = 3. Logo, g(C˜P) = 0.

Vamos estudar os pontos de ramificac¸a˜o do morfismo piP : X → P1 (veja o diagrama da
pa´gina 22). Seguem da definic¸a˜o de piP as seguintes afirmac¸o˜es:
Afirmac¸a˜o 3.1. Se Q for um ponto suave de C, enta˜o existe um u´nico ponto Q˜ ∈ X tal que
ε(Q˜) = Q. Neste caso, o ı´ndice de ramificac¸a˜o de piP em Q˜ (denotado por eQ˜) e´ igual ao ı´ndice
de intersec¸a˜o entre C e a reta por P e Q (em Q), a saber, IQ(C,PQ). Assim, se PQ e´ a reta
tangente na˜o inflexional a C em Q, enta˜o e
Q˜
= 2. Se Q for um ponto de inflexa˜o de C enta˜o
e
Q˜
> 3.
Afirmac¸a˜o 3.2. Se Q for um ponto singular de C, denote por s = sQ(C) o nu´mero de ramos
anal´ıticos de C em Q. Sejam γ1,γ2, . . . ,γs estes ramos e Q˜1, Q˜2, . . . , Q˜s os pontos correspon-
dentes no modelo na˜o singular X. Enta˜o ε−1(Q) = {Q˜1, Q˜2, . . . , Q˜s}.
Se PQ na˜o for a reta tangente ao ramo γj, enta˜o eQ˜j = IQ(γj,PQ) = mQ(γj).
No entanto, se PQ for a reta tangente ao ramo γj, enta˜o eQ˜j = IQ(γj,PQ) > mQ(γj).
Observac¸a˜o 3.3.
Da fo´rmula de Riemann-Hurwitz aplicada ao morfismo piP : X→ P1, segue que
∑
R∈X
(eR − 1) + (d−mP(C))(2g(P
1) − 2) = 2g(X) − 2.
Assim, ∑
R∈X
(eR − 1) = 2g(X) − 2+ 2(4−mP(C)) = 2g(X) + 6 − 2mP(C).
Para um ponto singular P ∈ C, as questo˜es (1) a (4) sa˜o triviais. De fato, se P e´ singular
enta˜o mP(C) > 2; logo, o grau de K | KP e´ d−mP(C) 6 4−2 = 2. Como toda extensa˜o de grau
menor ou igual a dois e´ normal, segue que a extensa˜o e´ galoisiana. Se K 6= KP, enta˜o LP = K,
Gal(LP | KP) ≃ Z2 e na˜o existem corpos entre K e KP.
Enta˜o, supondo que P seja um ponto suave de C, ou seja, mP(C) = 1, segue da Observac¸a˜o
acima que ∑
R∈X
(eR − 1) = 2g(X) + 6 − 2 · 1 = 2g(X) + 4.
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Ale´m disso, n = gr(piP) = gr(C) − 1 = 4 − 1 = 3. Isto e´, o grau da extensa˜o K | KP e´ treˆs.
Portanto o grau da extensa˜o LP | KP e´ no ma´ximo seis. E o grau da extensa˜o LP | KP e´ no
ma´ximo dois.
Apo´s uma poss´ıvel mudanc¸a projetiva de coordenadas, podemos supor que:
(i) O centro de projec¸a˜o P em questa˜o e´ P = (0 : 0 : 1),
(ii) Y = 0 e´ a reta tangente a C em P,
(iii) Os pontos singulares de C esta˜o fora da reta X = 0,
(iv) A reta X = 0 e C intersectam-se somente transversalmente, isto e´, sempre que Q ∈ C∩(X),
tem-se IQ(C,X) = 1.
(v) se l e´ uma reta passando por P e por um ponto de C no infinito, enta˜o l na˜o e´ tangente
a C e na˜o passa por pontos singulares de C.
Aqui X, Y,Z sa˜o as coordenadas projetivas de P2. Ao passar das coordenadas projetivas para
as coordenadas afins, onde estamos supondo que a reta do infinito e´ dada por Z = 0, vamos
usar x =
X
Z
e y =
Y
Z
, ou seja, o plano afim e´ dado por Z = 1.
Seja t ∈ k e considere a reta (afim) lt dada por y = tx. Assim, podemos assumir que a
projec¸a˜o piP, definida na parte regular de C, e´ dada por piP(C∩ lt) = t. No plano afim A2 com
coordenadas (x, t), seja Cˆ definida pela equac¸a˜o (afim):
fˆ(x, t) =
f(x, tx)
x
= ϕ4(t)x
3 +ϕ3(t)x
2 +ϕ2(t)x+ϕ1(t),
onde ϕi(t) = fi(1, t) e fi(x,y) e´ a parte homogeˆnea de grau i de f(x,y), (1 6 i 6 4). Assim,
KP = k(t) e K = k(x,y) = k(x, t), pois pela definic¸a˜o de Cˆ, temos k(Cˆ) = k(C). Isto significa
que a extensa˜o K | KP tambe´m e´ obtida da equac¸a˜o fˆ(x, t) = 0, considerando fˆ(x, t) ∈ k(t)[x].
Logo, podemos estudar piP : X→ P1 considerando a projec¸a˜o de Cˆ no eixo t.
Observe tambe´m que, na verdade fˆ e´ a equac¸a˜o que fornece a explosa˜o de C na origem, isto
e´, Cˆ nada mais e´ do que a explosa˜o de C em P = (0, 0). Assim, quando t =∞ ou (t = (1 : 0)),
podemos considerar x = sy, onde st = 1. Logo podemos estudar o morfismo pi : X → P1
considerando a projec¸a˜o de Cˆ no eixo t.
Podemos encontrar os pontos de ramificac¸a˜o de piP usando o discriminante de fˆ(x, t). Seja
Ψ(t) o discriminante de fˆ(x, t) ∈ k[t][x], isto e´,
Ψ(t) = (ϕ4(t))
4Πi<j(xi − xj)
2,
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onde xi sa˜o as ra´ızes de fˆ(x, t) = 0 no fecho alge´brico de k(t). Ou
Ψ(t) = ϕ22ϕ
2
3 + 18ϕ1ϕ2ϕ3ϕ4 − 4ϕ
3
2ϕ4 − 4ϕ1ϕ
3
3 − 27ϕ
2
1ϕ
2
4,
segundo a refereˆncia [3], cap´ıtulo 3, sec¸a˜o III-3.
Definic¸a˜o 3.2. Seja Q um ponto na˜o singular de C e TQ a reta tangente a C em Q.
• Se IQ(C, TQ) = 3 dizemos que Q ∈ C e´ um ponto de inflexa˜o de ordem 1 de C e neste
caso TQ e´ chamada uma tangente 1-inflexional de C.
• De forma geral, se IQ(C, TQ) = r+ 2, dizemos que Q e´ um ponto de inflexa˜o de ordem r
de C e, neste caso, TQ e´ chamada uma tangente r-inflexional de C.
Observando que fˆ e´ a equac¸a˜o de Cˆ, que e´ a explosa˜o de C em (0, 0), e que mP(C) = 1,
obtemos a seguinte relac¸a˜o entre os ı´ndices de intersec¸a˜o fornecida pela Relac¸a˜o de No¨ether (veja
[2], proposic¸a˜o 19, pa´gina 175): IP(C, TP) = IPˆ(Cˆ, TPˆ) + 1, onde TP e TPˆ sa˜o respectivamente as
retas tangentes de C e Cˆ em P e Pˆ.
Lema 3.1. O discriminante Ψ(t) pode ser expresso como um produto: Ψ(t) = Ψ0(t)Ψ1(t), onde
Ψ0(t) e´ a parte suave de Ψ(t) e Ψ1(t) e´ a singular. Se (t− α)
nα for um fator de Ψ0(t), enta˜o
nα = 1 ou 2.
Se α 6= 0, enta˜o
1. nα = 2 se, e somente, se a reta lα for uma tangente 1-inflexional de C.
2. nα = 1 se, e somente se, a reta lα for uma tangente na˜o inflexional de C.
Se α = 0, enta˜o
1. nα = 2 se, e somente, se a reta l0 for uma tangente 2-inflexional de C. (Isto e´, P e´ um
ponto de inflexa˜o de ordem 2 de C).
2. nα = 1 se, e somente, se a reta l0 for uma tangnete 1-inflexional de C ou l0 for uma reta
bitangente.
Demonstrac¸a˜o: Veja [8], pa´gina 287. 
Lema 3.2. Se (t − β)m for um fator de Ψ1(t), enta˜o a reta y = βx passa por algum ponto
singular de C .
Em particular, o lema acima afirma que o discriminante Ψ(t) detecta os pontos de inflexa˜o
e os pontos singulares de C.
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Observac¸a˜o 3.4.
Sabe-se que −ϕ4(t)Ψ(t) = res(fˆ, ∂fˆ/∂x), onde res(fˆ, ∂fˆ/∂x) e´ a resultante de fˆ e ∂fˆ/∂x, em
relac¸a˜o a x. Se ϕ4(α) = 0 enta˜o a condic¸a˜o (v) (pa´gina 25), implica que lα na˜o e´ tangente a
C. Logo, α na˜o e´ um ponto ramificado.
Agora suponha que P ∈ C na˜o seja um ponto de Galois de C. Isto significa que LP 6= K.
Segue que o grau da extensa˜o LP | K e´ igual a dois, uma vez que ja´ sabemos que no caso presente
[LP : KP] 6 6 e [K : KP] = 3. Consideremos enta˜o os pontos ramificados do recobrimento duplo
piP : C˜P → X.
Proposic¸a˜o 3.1. Sejam ∆(X/P1) e ∆(C˜P/P
1) os lugares de ramificac¸a˜o de piP e θP, respecti-
vamente. Enta˜o ∆(X/P1) = ∆(C˜P/P
1).
Demonstrac¸a˜o: Veja Lema 1.4 de [12]. 
Lema 3.3. Um ponto Q ∈ X e´ um ponto ramificado de piP se, e somente se, as condic¸o˜es
abaixo sa˜o satisfeitas:
1. Se piP(Q) = α enta˜o pi
−1
P (α) = {Q,Q
′}.
2. piP tem ı´ndice de ramificac¸a˜o um em Q, dois em Q
′.
Demonstrac¸a˜o: Seja Q ∈ X um ponto ramificado qualquer de piP e suponha que piP(Q) = α.
Se a cardinalidade de pi−1P (α) fosse treˆs, Q na˜o seria ramificado. E como estamos supondo
que P na˜o e´ galoisiano, a cardinalidade de pi−1P (α) na˜o pode ser um. Logo, a cardinalidade de
pi−1P (α) e´ dois, isto e´, existe X ∋ Q ′ 6= Q tal que pi−1P (α) = {Q,Q ′}.
Segue da Proposic¸a˜o 3.1 que o recobrimento de Galois tem o mesmo ı´ndice de ramificac¸a˜o
em cada ponto de ramificac¸a˜o. Suponha que R seja um ponto ramificado de piP tal que o ı´ndice
de ramificac¸a˜o de piP em R seja treˆs. Seja piP(R) = β. Enta˜o θP = piP ◦ piP teria ı´ndice de
ramificac¸a˜o seis em t = β. Portanto AutKP(LP) deve conter um subgrupo c´ıclico de ordem seis.
Como gr(piP) = [K : KP] = 3, segue que Gal(LP | KP) ≃ S3. Mas S3 na˜o possui subgrupo c´ıclico
de ordem seis, logo, o ı´ndice de ramificac¸a˜o de piP em R na˜o pode ser treˆs.
Agora suponha que R ′ seja um ponto ramificado de piP tal que o ı´ndice de ramificac¸a˜o de piP
em R ′ seja dois. Seja piP(R
′) = γ. Enta˜o θP tem ı´ndice de ramificac¸a˜o quatro em t = γ. Como
o grau de θP e´ seis e um grupo de ordem seis na˜o pode ter um subgrupo de ordem quatro,
chegamos novamente a uma contradic¸a˜o.
Portanto, se Q ∈ X for um ponto ramificado de piP, enta˜o o ı´ndice de ramificac¸a˜o de piP
em Q e´ um. Fixando α ∈ P1, temos ∑piP(T)=α eT = gr(piP), segue que eQ + eQ ′ = 3, isto e´,
1 + eQ ′ = 3. Logo, eQ ′ = 2. A implicac¸a˜o rec´ıproca e´ imediata. 
29
Lema 3.4. Se P na˜o e´ um ponto de Galois, enta˜o g(C˜P) = 3g(X)+1−aP, (0 6 aP 6 g(X)+1).
Demonstrac¸a˜o: Sejam aP e bP os nu´meros de pontos de ramificac¸a˜o de piP cujos ı´ndices de
ramificac¸a˜o sejam treˆs e dois, respectivamente. Pelo Lema 3.3, o nu´mero de pontos ramificados
de piP : C˜P → X e´ bP. Pelo Teorema de Riemann-Hurwitz aplicado ao morfismo piP, temos
2g(C˜P) − 2 = (gr(piP))(2g(X) − 2) + bP.
Pela Observac¸a˜o 3.3, ((3−1)aP+(2−1)bP) = 2g(X)+6−2mP(C). Substituindo bP na equac¸a˜o
acima, obtemos
2g(C˜P) − 2 = (gr(piP))(2g(X) − 2) + 2g(X) + 6 − 2mP(C) − 2aP
Como mP(C) = 1 e gr(piP) = 2,
g(C˜P) = 3g(X) − aP + 1.
Entretanto, se bP = 0, enta˜o todos os pontos de ramificac¸a˜o de piP teˆm ı´ndice de ramificac¸a˜o
treˆs. Pela Proposic¸a˜o 3.1 de [12], piP e´ c´ıclico. Enta˜o piP e´ um recobrimento galoisiano. Con-
tradic¸a˜o. Portanto, bP 6= 0. Como bP ∈ N, bP > 0. Como 2aP + bP = 2g(X) + 4, segue que
aP < g(X) + 2.
Assim, g(C˜P) = 3g(X) + 1 − aP, (0 6 aP 6 g(X) + 1). 
Teorema 3.2. Suponha que todas as singularidades da qua´rtica plana projetiva C tenham mul-
tiplicidade igual a dois. Enta˜o o geˆnero de C˜P e´ dado por g(C˜P) = g(X) ou 3g(X) + 1 − aP,
(0 6 aP 6 g(X) + 1), onde P e´ o centro de projec¸a˜o.
Demonstrac¸a˜o: Se P na˜o for um ponto de Galois, basta usar o Lema 3.4. Se P for um ponto
de Galois, enta˜o θP e´ c´ıclico. Logo, podemos concluir que C˜P ≃ X; e da´ı g(C˜P) = g(X). 
Observac¸a˜o 3.5.
Ainda de acordo com [12], bP = 0 se, e somente se, piP e´ galoisiano, o que neste caso e´
equivalente a dizer que P e´ um ponto de Galois suave, uma vez que mP(C) = 1. Assim, bP 6= 0
se, e somente se, Gal(K | KP) na˜o for c´ıclico. Como o grau de θP e´ seis, podemos concluir que
Gal(K | KP) ≃ S3 se, e somente se, bP 6= 0.
Teorema 3.3. Se C tiver uma tacno´ cuspidal, enta˜o C na˜o tem ponto de Galois regular.
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Demonstrac¸a˜o: Suponha que C tenha uma singularidade Q do tipo tacno´ cuspidal. Enta˜o
mQ(C) = 3 e sQ(C) = 2. Considere S ∈ C um ponto qualquer. Como a reta SQ na˜o e´ tangente
em Q, temos ∑
R∈ε−1(Q)
(eR − 1) = (2 − 1) + (1 − 1) = 1
Logo, Q e´ um ponto de ramificac¸a˜o de piP com ı´ndice de ramificac¸a˜o dois para todo S ∈ C.
Portanto, bP 6= 0. Pela Observac¸a˜o 3.5, S na˜o e´ ponto de Galois suave. Como S e´ gene´rico,
podemos afirmar que C na˜o possui ponto de Galois suave. 
Lema 3.5. Suponha que C na˜o tenha uma singularidade do tipo cuspidal simples de multipli-
cidade treˆs. Enta˜o a = 0 para qualquer ponto P ∈ C.
Demonstrac¸a˜o: Suponhamos que aP 6= 0 para algum P ∈ C. Enta˜o piP possui algum ponto
de ramificac¸a˜o com ı´ndice de ramificac¸a˜o treˆs. Logo, existe uma reta r passando por P que
intersecta C em um ponto P ′, tal que IP ′(r,C) = 3. Ou seja, C tem uma singularidade do tipo
cuspidal simples de multiplicidade treˆs. 
Teorema 3.4. Se P for um ponto qualquer de C, enta˜o GP e´ isomorfo a S3, o grupo sime´trico
de treˆs objetos, e g(C˜P) = 3g(X) + 1.
Demonstrac¸a˜o: Se P for um ponto qualquer de C, enta˜o segue do Lema 3.5 que
g(C˜P) = 3g(X) + 1.
Como b 6= 0, segue da Observac¸a˜o 3.5 que GP ≃ S3. 
Observac¸a˜o 3.6.
Suponha que C tenha um ponto triplo ordina´rio Q e que a reta lα passe por P e Q. Enta˜o
a reta lα passa por Q com nu´mero de intersec¸a˜o treˆs, ou seja, IQ(C, lα)=3 e ε
−1(Q) consiste
em treˆs pontos em X. Logo, pela Afirmac¸a˜o 3.2, lα na˜o e´ tangente a C. Portanto piP na˜o e´
ramificado sobre t = α.
Exemplos
Considere a qua´rtica projetiva plana C definida pela equac¸a˜o afim y + g(x,y) = 0, onde
g(x,y) e´ um polinoˆmio homogeˆneo de grau quatro e g(x, 0) 6= 0. Esta condic¸a˜o nos diz que y
na˜o e´ um divisor de g(x,y).
Afirmac¸a˜o 1: P = (0, 0) e´ um ponto de Galois suave da curva C.
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Prova: Escrevendo f(x,y) = y + g(x,y), temos fˆ(x, t) = g(1, t)x3 + t. Como a extensa˜o
de corpos K | KP e´ dada por fˆ(x, t) = 0, ou seja, x
3 =
−t
g(1, t)
, segue que gr(piP) = 3. Logo,
mP(C) = 1, isto e´, P = (0, 0) e´ ponto de Galois suave.
Homogeneizando f(x,y) em relac¸a˜o a z, temos F(x,y, z) = yz3 +g(x,y), onde x, y, z sa˜o as
coordenadas homogeˆneas de P2.
Afirmac¸a˜o 2: Os pontos singulares de C esta˜o todos no infinito (ou seja, sobre a reta z = 0),
e satisfazem
∂g
∂x
=
∂g
∂y
= 0.
Prova: Os pontos singulares de C sa˜o aqueles onde
∂F
∂x
=
∂F
∂y
=
∂F
∂z
= 0. Resolvendo,
obtemos
∂g
∂x
= z3 +
∂g
∂y
= 3yz2 = 0⇒ z = 0
Logo, os pontos singulares de C esta˜o sobre a reta z = 0. Substituindo z = 0 na equac¸a˜o acima,
vemos que os pontos singulares de C satifazem
∂g
∂x
=
∂g
∂y
= 0.
Podemos enta˜o supor que g(x,y) e´ um dos seguintes polinoˆmios:
(i) g(x,y) = (y − αx)2(y− βx)(y− γx),
(ii) g(x,y) = (y − αx)2(y− βx)2,
(iii) g(x,y) = (y − αx)3(y− βx),
(iv) g(x,y) = (y − αx)4,
onde α, β, γ sa˜o elementos mutuamente distintos e diferentes de zero.
Usando a Afirmac¸a˜o 2, vamos encontrar os pontos singulares de C em cada caso:
(i) g(x,y) = (y − αx)2(y− βx)(y− γx)
∂g
∂x
= −(y − αx)(2α(y− βx)(y− γx) + β(y− αx)(y− γx) + γ(y− αx)(y− βx));
∂g
∂y
= (y− αx)(2(y− βx)(y − γx) + (y − αx)(2y− (β+ γ)x);
Logo,
∂g
∂x
=
∂g
∂y
= 0⇔ y− αx = 0.
Portanto, o u´nico ponto singular de C e´ (1 : α : 0).
Desomogeneizando F(x,y, z) em relac¸a˜o a x, temos
G(i)(y, z) = yz
3 + (y− α)2(y− β)(y− γ).
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Fazendo a mudanc¸a de coordenadas u = y− α, temos
G(i)(u, z) = (u+ α)z
3 + u2(u+ α− β)(u+ α− γ)
= (α− β)(α− γ)u2 + αz3 + (2α− β − γ)u3 + uz3 + u4.
Portanto, (1 : α : 0) e´ uma cu´spide simples de multiplicidade dois.
(ii) g(x,y) = (y − αx)2(y− βx)2
∂g
∂x
= −2(y− αx)(y− βx)(α(y− βx) + β(y− αx);
∂g
∂y
= 2(y− αx)(y− βx)(2y− (α+ β)x).
Logo,
∂g
∂x
=
∂g
∂y
= 0⇔ (y− αx)(y− βx) = 0, isto e´, y − αx = 0 ou y− βx = 0.
Portanto, os u´nicos pontos singulares de C sa˜o (1 : α : 0) e (1 : β : 0).
Desomogeneizando F(x,y, z) em relac¸a˜o a x, temos
G(ii)(y, z) = yz
3 + (y− α)2(y− β)2.
Fazendo a mudanc¸a de coordenadas u = y− α, temos
G(ii)(u, z) = (u+ α)z
3 + u2(u+ α− β)2
= (α− β)2u2 + αz3 + 2(α− β)u3 + uz3 + u4.
Portanto, (1 : α : 0) e´ uma cu´spide simples de multiplicidade dois. Analogamente,
(1 : β : 0) tambe´m o e´.
(iii) g(x,y) = (y − αx)3(y− βx)
∂g
∂x
= −(y− αx)2(3α(y− βx) + β(y− αx));
∂g
∂y
= (y− αx)2(4y− (α+ 3β)x).
Logo,
∂g
∂x
=
∂g
∂y
= 0⇔ y− αx = 0.
Portanto, o u´nico ponto singular de C e´ (1 : α : 0).
Desomogeneizando F(x,y, z) em relac¸a˜o a x, temos
G(iii)(y, z) = yz
3 + (y+ α)3(y− β).
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Fazendo a mudanc¸a de coordenadas u = y− α, temos
G(iii)(u, z) = (u+ α)z
3 + u3(u+ α− β)
= αz3 + (α− β)u3 + uz3 + u4.
Portanto, (1 : α : 0) e´ um ponto triplo ordina´rio.
(iv) g(x,y) = (y − αx)4
∂g
∂x
= −4α(y− αx)3;
∂g
∂y
= 4(y− αx)3.
Logo,
∂g
∂x
=
∂g
∂y
= 0⇔ y− αx = 0.
Portanto, o u´nico ponto singular de C e´ (1 : α : 0).
Desomogeneizando F(x,y, z) em relac¸a˜o a x, temos
G(iv)(y, z) = yz
3 + (y+ α)4.
Fazendo a mudanc¸a de coordenadas u = y− α, temos
G(iv)(u, z) = (u+ α)z
3 + u4
= αz3 + uz3 + u4.
Portanto, (1 : α : 0) e´ uma cu´spide simples de multiplicidade treˆs.
Agora vamos descrever a ramificac¸a˜o de piP.
Para o caso (i), a equac¸a˜o da parte afim de C, ou seja, a equac¸a˜o de Cˆ, e´ dada por
fˆ(x, t) = t+ (t− α)2(t− β)(t− γ)x3.
Assim, ϕ4 = (t− α)
2(t− β)(t− γ); ϕ3 = ϕ2 = 0 e ϕ1 = t.
Logo, o discriminante de fˆ(x, t) e´ dado por Ψ(t) = −27t2(t− α)4(t− β)2(t− γ)2.
Como t2, (t − β)2 e (t − γ)2 sa˜o fatores da parte suave de Ψ(t), segue do Lema 3.1 que o
ponto P = (0, 0) e´ um ponto de infexa˜o de ordem dois e (1 : β : 0) e (1 : γ : 0) sa˜o pontos de
inflexa˜o de ordem um. Como (t−α)4 e´ um fator da parte singular de Ψ(t), segue do Lema 3.2
que a reta y = αx passa pelo ponto (1 : α : 0). Observando a equac¸a˜o do discriminante Ψ(t),
conclui-se que o ı´ndice de ramificac¸a˜o de piP em t = β, t = γ e t = 0 e´ treˆs.
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Agora vamos calcular o ı´ndice de ramificac¸a˜o de piP em t = α, de acordo com a Afirmac¸a˜o
3.2. Para isto, considere F a equac¸a˜o de C, L a da reta tangente a C em t = α e Q = (1 : α : 0).
IQ(F, L) = IQ(yz
3 + g(x,y),y− αx)
= IQ(yz
3 + (y− αx)2(y− βx)(y − γx),y− αx)
= IQ(yz
3,y− αx)
= IQ(y,y− αx) + IQ(z
3,y− αx)
= 0+ 3 · IQ(z,y− αx) = 3 · 1 = 3.
Portanto, o tipo de ramificac¸a˜o de piP e´ (3, 3, 3, 3).
No caso (ii), a equac¸a˜o da parte afim de C e´ dada por fˆ(x, t) = t+ (t− α)2(t− β)2x3.
Assim, ϕ4 = (t− α)
2(t− β)2; ϕ3 = ϕ2 = 0 e ϕ1 = t. Logo, Ψ(t) = −27t
2(t− α)4(t− β)4.
Pelo lema 3.1, o ponto P = (0, 0) e´ de inflexa˜o de ordem dois. Basta olhar a equac¸a˜o de Ψ(t)
para concluir que o ı´ndice de ramificac¸a˜o de piP em t = 0 e´ treˆs.
Analogamente ao caso (i), o ı´ndice de ramificac¸a˜o de piP em t = α e em t = β e´ treˆs.
Portanto, o tipo de ramificac¸a˜o de piP e´ (3, 3, 3).
Em particular, nos casos (i) e (ii), na˜o ha´ outros pontos suaves de Galois. De fato, dados
qualquer outro ponto Q ∈ C, tal que (Q 6= P) e uma reta lλ passando por Q e (1 : α : 0), vemos
que lλ encontra C em (1 : α : 0) com nu´mero de intersec¸a˜o dois, isto e´, I(1:α:0)(C, lλ) = 2, pois
m(1:α:0) = 2. Pelo Teorema de Be´zout, existe apenas mais um ponto, digamos Q
′, em C ∩ lλ.
E lλ interscecta C transversalmente em Q
′. Enta˜o pi−1Q (λ) = {(1 : α : 0),Q
′}, ou seja, Q e´ um
ponto duplo. Pela Observac¸a˜o 3.5, Q na˜o e´ ponto de Galois.
No caso (iii), a equac¸a˜o de Cˆ e´ dada por fˆ(x,y) = t+ (t− α)3(t− β)x3.
Enta˜o ϕ4 = (y− α)
3(t− β); ϕ3 = ϕ2 = 0 e ϕ1 = t.
Assim, Ψ(t) = −27t2(t− α)6(t− β)2. Pelo Lema 3.1, o ponto P e´ um ponto de inflexa˜o de
ordem dois e o ponto (1 : β : 0) e´ um ponto de inflexa˜o de ordem um. O ı´ndice de ramificac¸a˜o
de piP em t = 0 e´ treˆs. Analogamente ao item (i), o ı´ndice de ramificac¸a˜o de piP em t = α e´
treˆs. Portanto, o tipo de ramificac¸a˜o de piP e´ (3, 3).
Definic¸a˜o 3.3. Denotamos por W(C) a quantidade de pontos de inflexa˜o de uma curva plana
projetiva C, contando as multiplicidades. Este nu´mero pode ser calculado da seguinte maneira:
W(C) :=
∑
Q∈C{IQ(C, TQ) − 2}, onde TQ e´ a reta tangente a C em Q.
No caso (iv), fˆ(x,y) = t+ (t− α)4x3.
Logo, ϕ4 = (t − α)
4; ϕ3 = ϕ2 = 0 e ϕ1 = t. Enta˜o Ψ(t) = −27t
2(t − α)8. Pelo lema
3.1, P e´ um ponto de inflexa˜o de ordem dois. O ı´ndice de ramificac¸a˜o de piP em t = 0 e´ treˆs.
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Analogamente ao item (i), o ı´ndice de ramificac¸a˜o de piP em t = α e´ treˆs. Portanto, o tipo de
ramificac¸a˜o de piP e´ (3, 3).
A quantidade de pontos de inflexa˜o de C e´ dada por
W(C) = IP(C, TP) − 2 = 4 − 2 = 2.
Como P = (0, 0) e´ um ponto de inflexa˜o de ordem dois, na˜o ha´ mais pontos de inflexa˜o. Para
cada ponto P de Galois de C, temos 2 = W(C) = δ(C)(IP(C, Y) − 2) = 2δ(C). Portanto,
δ(C) = 1, isto e´, P e´ o u´nico ponto de Galois suave de C.
Portanto, δ(C) = 1 nos casos (i), (ii) e (iv).
3.2 Pontos de Galois externos
Nesta sec¸a˜o vamos considerar uma qua´rtica singular C e vamos estudar o caso em que o
centro de projec¸a˜o e´ o ponto P 6∈ C.
Denotaremos por GP o grupo de Galois Gal(LP | KP).
Teorema 3.5. Sejam C uma curva qua´rtica plana qualquer e P ∈ P2, o centro de projec¸a˜o.
Enta˜o GP e´ isomorfo a um dos seguintes grupos:
1. O grupo sime´trico de quatro letras, S4;
2. O subgrupo A4 de S4 das permutac¸o˜es pares;
3. O grupo diedral D4 de ordem oito;
4. O grupo c´ıclico Z4 de ordem quatro;
5. O grupo V4 de Klein.
Ale´m disso, se C na˜o tem cu´spide simples de multiplicidade treˆs, enta˜o GP ≃ S4 e
g(C˜P) = 12g(X) + 13.
Demonstrac¸a˜o: Fazendo uma mudanc¸a projetiva de coordenadas, se necessa´rio, podemos
supor que:
1. P = (0, 0) 6∈ C;
2. os pontos singulares de C na˜o esta˜o sobre a reta X = 0.
3. a curva C intercecta o eixo X = 0 transversalmente.
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Para cada t ∈ k considere a reta afim lt : y = tx. Podemos enta˜o supor que a projec¸a˜o piP esta´
sendo feita sobre A1 e e´ definida por piP(C ∩ lt) = t.
No plano afim (x, t) ∈ A2, seja Cˇ a curva definida por
fˇ(x, t) = f(x, tx) = ϕ4(t)x
4 +ϕ3(t)x
3 +ϕ2(t)x
2 +ϕ1(t)x+ c,
onde ϕi(t) = fi(1, t), (1 6 i 6 4) e c ∈ k − {0}. Enta˜o K = k(x, t), KP = k(t) e a extensa˜o
K | KP e´ obtida atrave´s de fˇ(x, t) = 0.
Lema 3.6. Suponha que C na˜o tenha cu´spide simples de multiplicidade treˆs. Se P for um ponto
qualquer, enta˜o piP tem 2g(X)+6 pontos de ramificac¸a˜o, e seus ı´ndices de ramificac¸a˜o sa˜o dois.
Demonstrac¸a˜o: Seja P um ponto qualquer e l uma reta passando por P. Enta˜o vale uma
das seguintes afirmac¸o˜es:
1. A reta l intersecta a curva C transversalmente em todos os pontos de intersec¸a˜o, isto e´,
se Q for um ponto de intersec¸a˜o entre l e C, enta˜o IQ(l,C) = 1.
2. A reta l tangencia C em um pontoQ1, tal que IQ1(l,C) = 2 e intersecta C transversalmente
nos outros pontos.
3. A reta l na˜o e´ tangente a C em pontos singulares.
Pelo Lema 2 de [11], pa´gina 39, o discriminante Ψ(t) possui apenas fatores simples. Logo, os
ı´ndices de ramificac¸a˜o dos pontos de ramificac¸a˜o sa˜o dois.
Aplicando a fo´rmula de Riemann-Hurwitz para piP : X→ P1, temos
2g(X) − 2 = gr(piP)(2g(l) − 2) +
∑
P∈X
(eP − 1).
Como l e´ uma reta, g(l) = 0 e como P 6∈ C, gr(piP) = 4.
Substituindo esses valores na fo´rmula obtemos que o nu´mero de pontos de ramificac¸a˜o de
piP e´ 2g(X) + 6. 
Considere θP : C˜P → P1 o recobrimento de Galois. Se R ∈ C˜P for um ponto de ramificac¸a˜o,
enta˜o podemos concluir pelo Lema 3.6 que o ı´ndice de ramificac¸a˜o de θP em R e´ dois. Como
θP na˜o e´ ramificado em t = ∞ e o grupo inercial no ponto de ramificac¸a˜o e´ gerado por uma
transposic¸a˜o, segue das Proposic¸o˜es 1 e 2 de [11], pa´gina 24, que GP ≃ S4.
Como [LP : KP] = gr(θP) = 24 e [K(C) : KP] = gr(piP) = 4, segue que [LP : K(C)] = 6. Enta˜o,
pelo Lema 3.6, o nu´mero de pontos de ramificac¸a˜o com ı´ndice de ramificac¸a˜o dois e´ igual a
2[LP : K(C)](2g(X) + 6). Usando agora a fo´rmula de Riemann-Hurwitz para θP, obtemos:
2g(C˜P) − 2 = [C˜P : P
1](2 · 0 − 2) + 2 · [LP : K(C)] · (2g(X) + 6).
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Substituindo os valores encontrados, temos
2g(C˜P) − 2 = 24(−2) + 2 · 6 · (2g(X) + 6).
Resolvendo, chegamos a` expressa˜o g(C˜P) = 12g(X) + 13.
Segundo o artigo [6], pa´gina 134, definimos a cu´bica resolvente g˜(z) de fˇ(x, t) = 0:
g˜(z) = z3 −
ϕ2
ϕ4
z2 +
ϕ1ϕ3 − 4cϕ4
ϕ42
z+
4cϕ2ϕ4 − cϕ3
2 −ϕ1
2ϕ4
ϕ43
,
onde ϕi(t), (1 6 i 6 4).
Segue de [6], pa´gina 134, que as expresso˜es das ra´ızes de g˜(z) sa˜o dadas por:
t1 = α1α2 + α3α4, t2 = α1α− 3 + α2α4 e t3 = α1α4 + α2α3,
onde os α ′is geram LP sobre K. Logo, o corpo de fatorac¸a˜o de g˜(z) esta´ contido em LP. Assim,
claramente, g˜(z) ∈ k(t)[z]. Seja M o corpo de fatorac¸a˜o de g˜(z) = 0 sobre k(t). Aplicando o
Teorema 1 de [6], obtemos:
1. GP ≃ S4 ⇔ g˜(z) e´ irredut´ıvel sobre k(t) e
√
Ψ(t) 6∈ k(t).
2. GP ≃ A4 ⇔ g˜(z) e´ irredut´ıvel sobre k(t) e
√
Ψ(t) ∈ k(t).
3. GP ≃ V4 ⇔ g˜(z) decompo˜e-se em fatores lineares sobre k(t).
4. GP ≃ Z4 ⇔ g˜(z) possui exatamente uma raiz α em k(t) e
h(x) :=
(
x2 − αx+
c
ϕ4
)(
x2 +
ϕ3
ϕ4
x +
ϕ2
ϕ4
− α
)
fatora-se sobre M.
5. GP ≃ D4 ⇔ g˜(z) possui exatamente um raiz α em k(t) e h(x) na˜o se fatora em M.

Corola´rio 3.1. Se P ∈ P2 for um ponto qualquer, enta˜o na˜o existe corpo intermedia´rio entre
K e KP.
Demonstrac¸a˜o: Se C tiver cu´spide simples de multiplicidade treˆs, enta˜o seu geˆnero e´ zero, e
o caso e´ trivial. Se na˜o tiver, segue do Teorema 3.5 que GP e´ isomorfo a S4. Suponhamos que
exista um corpo intermedia´rio entre K e KP, digamos, M. Como a extensa˜o K | KP tem grau
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quatro, as extenso˜es M | KP e K |M teriam grau dois. Como o u´nico subgrupo de S4 de ordem
doze e´ A4, ter´ıamos o seguinte diagrama da correspondeˆncia de Galois:
LP {e}
K H
M A4
KP S4 ≃ GP
-ﬀ
-ﬀ
-ﬀ
-ﬀ
Logo, o ı´ndice do subgrupo H em A4 seria dois. Mas A4 na˜o possui subgrupo de ordem seis.
Portanto, na˜o existe corpo intermedia´rio entre K e KP. 
Agora vamos caracterizar as equac¸o˜es que definem uma curva C atrave´s da estrutura de GP.
Mas antes disso, precisamos enunciar alguns resultados da teoria de corpos.
Resultado 3.1. Se GP for isomorfo a A4, enta˜o na˜o existe corpo intermedia´rio entre K e KP.
Para justificar esse resultado, basta usar o mesmo argumento da demonstrac¸a˜o do Corola´rio
3.1.
Nos casos em que GP ≃ V4, Z4 ou D4, pode-se encontrar subcorpos entre K e KP con-
siderando os subgrupos de GP.
Lema 3.7. As afirmac¸o˜es abaixo sa˜o equivalentes:
1. K conte´m um corpo intermedia´rio K ′ com [K ′ : KP] = 2.
2. K e´ expresso como K = KP(ξ), onde ξ e´ raiz de um polinoˆmio irredut´ıvel X
4 + aX2 + b ∈
KP[x].
Demonstrac¸a˜o: Veja [11], pa´gina 43. 
Proposic¸a˜o 3.2. O grupo GP e´ isomorfo a V4, Z4 ou D4 se, e somente se, uma equac¸a˜o que
define C puder ser escrita como
f(x,y) = f4(x,y) + f2(x,y) = c,
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sendo f4(x,y) e f2(x,y) polinoˆmios homogeˆneos de graus quatro e dois, respectivamente, e
c ∈ k− {0}.
Demonstrac¸a˜o: Veja [8], pa´gina 292. 
Observac¸a˜o 3.7.
No caso da Proposic¸a˜o 3.2, temos fˇ(x, t) = ϕ4(t)x
4 +ϕ2(t)x
2 + c. Logo,
g˜(z) = z3 −
ϕ2
ϕ4
z2 −
4c
ϕ4
z+
4cϕ2
ϕ24
=
(
z−
ϕ2
ϕ4
)(
z2 −
4c
ϕ4
)
.
E aplicando o Teorema 1 de [6], pa´gina 134, obtemos o seguinte:
1. GP ≃ V4 ⇔
√
c
ϕ4
∈ k(t);
2. GP ≃ Z4 ⇔
√
c
ϕ4
(
ϕ22
ϕ24
−
4c
ϕ4
)
∈ k(t);
3. GP ≃ D4 ⇔ os dois casos anteriores na˜o acontecem.
Observac¸a˜o 3.8. Toda curva plana projetiva redut´ıvel tem um ponto singular.
Demonstrac¸a˜o: Sejam C uma curva plana projetiva redut´ıvel e F um polinoˆmio que a define.
Enta˜o podemos escrever
F = F1 · F2,
onde F1 e F2 sa˜o os fatores de F.
Pelo Teorema de Be´zout, F1 ∩ F2 6= ∅, isto e´, existe P ∈ F1 ∩ F2.
Seja l uma reta que passa por P. Assim,
IP(F, l) = IP(F1 · F2, l)
= IP(F1, l) + IP(F2, l) > 1+ 1 = 2.
Portanto P e´ ponto singular de C. 
Exemplos
Exemplo 3.1. Sejam C a curva definida por f(x,y) = x4 − 2x2y2 + y4 + x2 + y2 + 1 = 0 e
P = (0, 0). Enta˜o GP ≃ V4 e g(X) = 1.
De fato, temos:
fˇ(x, t) = f(x, tx) = (t4 − 2t2 + 1)x4 + (t2 + 1)x2 + 1;
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Como
√
1
t4 − 2t2 + 1
=
1
t2 − 1
∈ k(t), segue da Observac¸a˜o 3.7 que GP ≃ V4. Ale´m disso,
temos
g˜(z) =
(
z−
t2 + 1
t4 − 2t2 + 1
)(
z2 −
4
t4 − 2t2 + 1
)
=
(
z−
t2 + 1
(t2 − 1)2
)(
z−
2
t2 − 1
)(
z+
2
t2 − 1
)
;
Para obter Ψ(t), precisamos calcular a resultante entre fˇ(x, t) e
∂fˇ
∂x
, que, segundo a refereˆncia
[3], pa´gina 75, e´ dada pelo determinante da matriz D(t):
ϕ4(t) ϕ3(t) ϕ2(t) ϕ1(t) c 0 0
0 ϕ4(t) ϕ3(t) ϕ2(t) ϕ1(t) c 0
0 0 ϕ4(t) ϕ3(t) ϕ2(t) ϕ1(t) c
4ϕ4(t) 3ϕ3(t) 2ϕ2(t) ϕ1(t) 0 0 0
0 4ϕ4(t) 3ϕ3(t) 2ϕ2(t) ϕ1(t) 0 0
0 0 4ϕ4(t) 3ϕ3(t) 2ϕ2(t) ϕ1(t) 0
0 0 0 4ϕ4(t) 3ϕ3(t) 2ϕ2(t) ϕ1(t)

.
Calculando-o, obtemos
det D(t) =
−ϕ4(t)(4ϕ1(t)
2ϕ2(t)
3ϕ4(t) + 128c
2ϕ2(t)
2ϕ4(t)
2 + 27ϕ1(t)
4ϕ4(t)
2 + 4ϕ1(t)
3ϕ3(t)
3
+ 80cϕ1(t)ϕ2(t)
2ϕ3(t)ϕ4(t) − 18cϕ1(t)ϕ2(t)ϕ3(t)
3 − 144cϕ1(t)
2ϕ2(t)ϕ4(t)
2
+ 6cϕ1(t)
2ϕ3(t)
2ϕ4(t) − 18ϕ1(t)
3ϕ2(t)ϕ3(t)ϕ4(t) + 192c
2ϕ1(t)ϕ3(t)ϕ4(t)
2
−ϕ1(t)
2ϕ2(t)
2ϕ3(t)
2 + 4cϕ2(t)
3ϕ3(t)
2 − 144c2ϕ2(t)ϕ3(t)
2ϕ4(t) + 27c
2ϕ3(t)
4
− 16cϕ2(t)
4ϕ4(t) − 256c
3ϕ4(t)
3).
Logo, o discriminante de fˇ(x, t) e´ Ψ(t) =
D(t)
−ϕ4(t)
.
Neste exemplo,
Ψ(t) = 128(t2 + 1)2(t2 − 1)4 − 16(t2 + 1)4(t2 − 1)2 − 256(t2 − 1)6
= 16(t2 − 1)2(8(t2 + 1)2(t2 − 1)2 − (t2 + 1)4 − 16(t2 − 1)4)
= 16(t+ 1)2(t− 1)2(t2 − 3)2(3t2 − 1)2.
A equac¸a˜o homogeˆnea de C e´ dada por F(x,y, z) = x4 − 2x2y2 +y4 +x2z2 +y2z2 + z4 = 0, onde
x,y, z sa˜o as coordenadas homogeˆnaes de P2.
41
Vamos agora encontrar os pontos singulares de C. Temos
∂F
∂x
= 0⇔ x = 0 ou 2x2 − 2y2 + z2 = 0,
∂F
∂y
= 0⇔ y = 0 ou − 2x2 + 2y2 + z2 = 0,
∂F
∂z
= 0⇔ z = 0 ou x2 + y2 + 2z2 = 0.
Assim,
∂F
∂x
=
∂F
∂y
=
∂F
∂z
= 0⇔ z = 0 e y = ±x, com y 6= 0, pois P = (0, 0) 6∈ C.
Portanto os pontos singulares de C sa˜o (1 : −1 : 0) e (1 : 1 : 0).
Desomogeneizando a equac¸a˜o F(x,y, z) em relac¸a˜o a x, temos
F(y, z) = 1 − 2y2 + y4 + z2 + y2z2 + z4.
Queremos analisar o ponto singular Q = (1 : −1 : 0). Enta˜o faremos uma mudanc¸a de
coordenadas para trabalharmos na origem.
Seja u = y+ 1.
Assim,
F(u, z) = 1 − 2(u− 1)2 + (u− 1)4 + z2 + (u− 1)2z2 + z4
= 4u2 + 2z2 − 4u3 − 2uz2 + u4 + u2z2 + z4.
Como o grau da forma de menor grau e´ dois e C tem duas tangentes distintas em Q, este ponto
e´ um no´. De maneira similar, conclu´ımos que o ponto singular R = (1 : 1 : 0) tambe´m e´ um no´.
Pela Proposic¸a˜o 2.2, δP = δR =
2(2 − 1)
2
= 1. Pela fo´rmula do geˆnero (Teorema 2.4),
g(X) = 3 − (1+ 1) = 1.
Como as retas y = ±x na˜o sa˜o tangentes nestes no´s, piP na˜o e´ ramificado em t = ±1.
De fato, considere Q = (1 : 1 : 0) e L a reta tangente a F em Q. Enta˜o
IQ(F, L) = IQ(x
4 − 2x2y2 + y4 + x2z2 + y2z2 + z4,y− x)
= IQ((y
3 + xy2 + (z2 − x2)(y+ x))(y− x) + z2(2x2 + z2),y− x)
= IQ(z
2(2x2 + z2),y− x)
= IQ(z
2,y− x) + IQ(2x
2 + z2,y− x)
= 2 · IQ(z,y− x) + IQ((
√
2x+ iz)(
√
2x− iz),y− x)
= 2 · 1 + IQ(
√
2x+ iz,y− x) + IQ(
√
2x− iz,y− x)
= 2 + 0 + 0 = 2 = mQ(F).
Segue da Afirmac¸a˜o 3.2 que L na˜o e´ tangente a F em Q. Logo, piP na˜o e´ ramificado em t = 1.
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Analogamente, piP na˜o e´ ramificado em t = −1.
Ale´m disso, a reta r : y = ±αx, onde α satisfaz (α2 − 3)2(3α2 − 1)2 = 0, e´ uma reta
bitangente de C. Isto segue do Lema 4.1 de [8], pa´gina 290.
Sejam R ∈ r ∩ C e G = y − αx.
IR(C, r) = IR(F,G)
= IR(F
′G + z4 + (α2 + 1)x2z2 + (α2 − 1)2x4,G)
= IR(z
4 + (α2 + 1)x2z2 + (α2 − 1)2x4,G).
Procuramos escrever z4 + (α2 + 1)x2z2 + (α2 − 1)2x4 como produto de fatores lineares. Para
isto resolveremos a equac¸a˜o biquadrada z4 + (α2 + 1)x2z2 + (α2 − 1)2x4 = 0. Assim,
z4
x4
+ (α2 + 1)
z2
x2
+ (α2 − 1)2 = 0⇔ z
2
x2
=
−(α2 + 1)±√−3α4 + 10α2 − 3
2
.
Para obtermos fatores lineares basta tomar α satisfazendo a equac¸a˜o −3α4 + 10α2 − 3 = 0.
Logo,
z2
x2
=
−(α2 + 1)
2
.
Sejam F1 e F2 os fatores lineares encontrados. Enta˜o
IR(z
4 + (α2 + 1)x2z2 + (α2 − 1)2x4,G) = IR(F1 · F2,G) = IR(F1,G) + IR(F2,G).
Como F1 ∩ F2 = ∅, quando R ∈ F1, temos IR(F1,G) = 1 e quando R ∈ F2, IR(F2,G) = 1.
Segue enta˜o da Relac¸a˜o de No¨ether que o tipo de ramificac¸a˜o de piP e´ (2, 2, 2, 2).
Resolvendo a equac¸a˜o fˇ(x, t) = 0, obtemos
x2 =
−(t2 + 1)±√(3t2 − 1)(−t2 + 3)
2(t2 − 1)2
.
Logo, K = k(x, t) = k(t,
√
t2 − 3,
√
1 − 3t2).
Assim, obtemos treˆs corpos intermedia´rios entre K e KP, considerando os subgrupos de V4.
De fato, temos:
K1 = k(t,
√
1 − 3t2);K2 = k(t,
√
t2 − 3);K3 = k(t,
√
1 − 3t2
√
t2 − 3) = k(t,
√
−3 + 10t2 − 3t4).
Seja Ci a curva definida por Ki (1 6 i 6 3).
Enta˜o K1 e´ o corpo de func¸o˜es da curva plana suave C1, cuja equac¸a˜o afim e´ y
2 = 1 − 3t2.
Como C1 na˜o tem ponto singular, seu geˆnero e´ dado por
g(C1) =
(2 − 1)(2 − 2)
2
= 0.
Analogamente, g(C2) = 0.
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Para encontrar o geˆnero de C3, vamos aplicar a fo´rmula de Riemann-Hurwitz a`s curvas C3
e a curva que define KP, digamos C
′:
2g(C3) − 2 = (2g(C
′) − 2) · gr(K3 | KP) +
∑
P∈C3
(eP − 1)
2g(C3) − 2 = (2 · 0 − 2) · 2 + 4 = 0
Logo, g(C3) = 1.
Exemplo 3.2. Sejam C a curva definida pela equac¸a˜o y4 −xy3 +x2 +1 = 0 e P = (0, 0). Enta˜o
GP ≃ D4 e g(X) = 2.
De fato, temos
fˇ(x, t) = (t4 − t3)x4 + x2 + 1;
Usando a Observac¸a˜o 3.7, vamos verificar que GP ≃ D4.
Com efeito,
√
1
t4 − t3
=
1
t
√
1
t(t− 1)
6∈ k(t) e
√
1
t4 − t3
·
(
1
(t4 − t3)2
−
4
t4 − t3
)
=
1
t4 − t3
√
1 − 4t4 + 4t3
t4 − t3
6∈ k(t).
Ale´m disso, g˜(z) =
(
z−
1
t4 − t3
)(
z2 −
4
t4 − t3
)
e
Ψ(t) = 128(t4 − t3)2 − 16(t4 − t3) − 256(t4 − t3)3 = 16(t4 − t3)(8(t4 − t3) − 1 − 16(t4 − t3)2)
= 16t3(t− 1)(−16t8 + 32t7 − 16t6 + 8t4 − 8t3 − 1) = 16t3(t− 1)(4t4 − 4t3 − 1)2.
A fim de encontrar os pontos singulares de C, cuja equac¸a˜o homogeˆnea e´ dada por
F(x,y, z) = y4 − xy3 + x2z2 + z4,
resolveremos as seguintes equac¸o˜es:
∂F
∂x
= 0⇔ −y3 + 2xz2 = 0;
∂F
∂y
= 0⇔ y2(4y− 3x) = 0;
∂F
∂z
= 0⇔ 2z(x2 + 2z2) = 0.
Assim, o u´nico ponto singular de C e´ (1 : 0 : 0).
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Desomogeneizando F(x,y, z) em relac¸a˜o a x, obtemos F(y, z) = z2 − y3 + y4 + z4. Logo, o
ponto singular Q = (1 : 0 : 0) e´ uma cu´spide simples de multiplicidade dois. Pelo Corola´rio 2.1,
δQ = 1. Logo, g(X) = 3 − 1 = 2.
Observe que a reta r : y = αx, e´ uma reta bitangente de C, onde α satisfaz
4α4 − 4α3 − 1 = 0.
Isto segue novamente do Lema 4.1 de [8], pa´gina 290.
Resolvendo a equac¸a˜o fˇ(x,y) = 0, temos que
x2 =
−1±√1 − 4t4 + 4t3
2t4 − 2t3
.
Ale´m disso, sendo xi (1 6 i 6 4) as ra´ızes da equac¸a˜o fˇ(x,y) = 0, temos o seguinte diagrama
da correspondeˆncia de Galois:
LP (1)
K = k(t, x1) 〈(34)〉 = {(1), (34)}
k(t, x21) 〈(12), (34)〉 = {(1), (12), (34), (12)(34)}
KP = k(t) D4 = 〈(1324), (12)〉
-ﬀ
-ﬀ
-ﬀ
-ﬀ
Seja C ′ a curva suave definida por k(t, x21). Enta˜o o recobrimento duplo C
′ → P1 ramifica-se
em quatro pontos satisfazendo 4t4 − 4t3 − 1 = 0, onde o ı´ndice de ramificac¸a˜o de θP e´ dois.
Aplicando a fo´rmula de Riemann-Hurwitz a` curva C ′ e a` curva que define KP, digamos C
′′,
temos:
2g(C ′) − 2 = (2g(C ′′) − 2) · gr(k(t, x21) | KP) +
∑
P∈C ′
(eP − 1)
2g(C ′) − 2 = (2 · 0 − 2) · 2+ 4 = 0
Logo, g(C ′) = 1.
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Agora vamos calcular o ı´ndice de ramificac¸a˜o de θP em t = 0 e em t = 1. Para isto, sejam
Q = (1 : 0 : 0), R = (1 : 1 : 0) e r (respectivamente s) a reta tangente a F em Q (respectivamente
em R), passando por P = (0 : 0 : 1) 6∈ C. Assim,
IQ(F, r) = IQ(y
4 − xy3 + x2z2 + z4,y)
= IQ(x
2z2 + z4,y)
= 2 · 1 + IQ(x+ iz,y) + IQ(x− iz,y)
= 2 + 0 + 0 = 2.
IR(F, s) = IR(y
4 − xy3 + x2z2 + z4,y− x)
= IR(y
3(y− x) + x2z2 + z4,y− x)
= IR(z
2,y− x) + IR(x
2 + z2,y− x)
= 2 · 1 + IR(x+ iz,y− x) + IR(x− iz,y− x)
= 2 + 0 + 0 = 2.
Como o corpo de func¸o˜es LP e´ isomorfo a k(t, x1,
√
Ψ(t)), vemos que θP : C˜P → P1 possui tipo
de ramificac¸a˜o (2, 2, 2, 2, 2, 2). Ale´m disso, aplicando a Fo´rmula de Riemann-Hurwitz a C˜P e a
X (veja o diagrama), temos:
2g(C˜P) − 2 = [LP : K](2g(X) − 2) + 6 = 2(2 · 2 − 2) + 6.
Logo, g(C˜P) = 6.
Agora apresentaremos um exemplo de uma curva C satisfazendo GP ≃ A4 para algum P 6∈ C.
Observac¸a˜o 3.9. O grupo GP e´ isomorfo a A4 se, e somente se, a extensa˜o de corpos M | k(t)
for uma extensa˜o cu´bica de Galois.
De fato, pelo Teorema 1 de [6], GP e´ isomorfo a A4 se, e somente se, g˜(z) e´ irredut´ıvel sobre
k(t) e
√
Ψ(t) ∈ k(t). Como g˜(z) tem grau treˆs, a extensa˜o M | k(t) e´ cu´bica. E como esta
extensa˜o e´ normal, ela e´ galoisiana.
Exemplo 3.3. Sejam C a curva definida pela equac¸a˜o
x4 + x3y + xy3 + y4 + 2x3 + 2y3 + 2x+ 2y+ 1 = 0
e P = (0, 0). Enta˜o GP ≃ A4 e g(X) = 2.
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De fato, fˇ(x, t) = (t4 + t3 + t+ 1)x4 + (2t3 + 2)x3 + (2+ 2t)x+ 1;
g˜(z) = z3 +
(2 + 2t)(2t3 + 2) − 4(t4 + t3 + t+ 1)
(t4 + t3 + t+ 1)2
z−
(2t3 + 2)2 + (2 + 2t)2(t4 + t3 + t+ 1)
(t4 + t3 + t+ 1)3
= z3 −
4(2t2 + t+ 2)
(t4 + t3 + t+ 1)2
;
Ψ(t) = 27(2+ 2t)4(t4 + t3 + t+ 1)2 + 4(2+ 2t)3(2t3 + 2)3
+ 6(2 + 2t)2(2+ 2t3)2(t4 + t3 + t+ 1) + 192(2+ 2t)(2+ 2t3)(t4 + t3 + t+ 1)2
+ 27(2 + 2t3)4 − 256(t4 + t3 + t+ 1)3
= −432(t+ 1)4(4t8 − 4t7 + 13t6 − 10t5 + 19t4 − 10t3 + 13t2 − 4t+ 4)
= −432(t+ 1)4(t2 − t+ 1)2(2t2 + t+ 2)2.
A equac¸a˜o homogeˆnea da curva C e´ dada por
F(x,y, z) = x4 + x3y+ xy3 + y4 + 2x3z+ 2y3z+ 2xz3 + 2yz3 + z4 = 0.
Para encontrar os pontos singulares de C, vamos resolver as seguintes equac¸o˜es:
∂F
∂x
= 0⇔ 4x3 + 3x2y+ y3 + 6x2z+ 2z3 = 0;
∂F
∂y
= 0⇔ x3 + 3xy2 + 4y3 + 6y2z + 2z3 = 0;
∂F
∂z
= 0⇔ 2x3 + 2y3 + 6xz2 + 6yz2 + 4z3 = 0.
O ponto (1 : −1 : 0) e´ o u´nico ponto singular.
Desomogeneizando F(x,y, z) em relac¸a˜o a x, obtemos
F(y, z) = 1 + y+ y3 + y4 + 2z+ 2y3z+ 2z3 + 2yz3 + z4.
Fazendo a mudanc¸a de coordenadas u = y+ 1⇒ y = u− 1, temos:
F(u, z) = 3u2 + 6uz− 3u3 − 6u2z+ u4 + 2uz3 + z4 + 2u3z
= 3u(u+ 2z) − 3u2(u+ 2z) + u4 + 2uz3 + z4 + 2u3z
Como a forma de menor grau tem grau dois e C tem duas tangentes distintas no ponto singular,
a saber, u e u + 2z, segue que ele e´ um no´. Logo, δQ = 1, onde Q e´ o ponto singular. Segue
da fo´rmula do geˆnero que g(X) = 3 − δP = 2.
Seja P = (0, 0). Enta˜o
IP(C,u) = IP(3u(u+ 2z) − 3u
2(u+ 2z) + u4 + 2uz3 + z4 + 2u3z,u)
= IP(z
4,u) = 4.
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IP(C,u+ 2z) = IP(3u(u+ 2z) − 3u
2(u+ 2z) + u4 + 2uz3 + z4 + 2u3z,u+ 2z)
= IP((u+ 2z)(3u− 3u
2 + u3) + 2uz3 + z4,u+ 2z)
= IP(2uz
3 + z4,u+ 2z) = IP(z
3(2u+ z),u+ 2z).
Como as tangentes de z3(2u+ z) em P sa˜o distintas das de u+ 2z em P, vale
IP(z
3(2u+ z),u+ 2z) > mP(z
3(2u+ z)) ·mP(u+ 2z) = 4.
Portanto o no´ (1 : −1 : 0) e´ bi-inflexional.
Pelo Lema 3.1, a reta y = αx que satisfaz
(α2 − α+ 1)2(2α2 + α+ 2)2 = 0,
e´ uma tangente 1-inflexional de C. E pelo Lema 3.2, a reta y = −x passa pelo ponto singular.
Ale´m disso, e´ tangente a` curva nele. De fato, sejam Q = (1 : −1 : 0) e r a reta definida pela
equac¸a˜o y = −x. Enta˜o
IQ(F, r) = IQ(y
4 + (x+ 2z)y3 + (x3 + 2z3)y+ z4 + 2xz3 + 2x3z+ x4,y+ x)
= IQ((y
3 + 2zy2 − 2xzy + x3 + 2z3 + 2x2z)(y+ x) + z4,y+ x)
= IQ(z
4,y+ x) = 4 > mQ(F).
Assim, o nu´mero de pontos de ramificac¸a˜o de piP e´ cinco, e seus ı´ndices de ramificac¸a˜o sa˜o treˆs.
Ale´m disso, a extensa˜o de corpos M | k(t) e´ uma extensa˜o galoisiana dada por
z3 =
4(2t2 + t+ 2)
(t4 + t3 + t+ 1)2
.
Pela Observac¸a˜o 3.9, GP ≃ A4.
Obtemos um recobrimento triplo RP → P1, cujo tipo de ramificac¸a˜o e´ (3, 3, 3, 3, 3). Da
considerac¸a˜o acima, vemos que θP : C˜ → P1 possui tipo de ramificac¸a˜o (3, 3, 3, 3, 3), enta˜o
g(C˜P) = 9. De fato, observe o seguinte diagrama:
LP
K
KP
Aplicando a Fo´rmula de Riemann-Hurwitz a C˜P e a` curva suave definida por K, temos:
2g(C˜P) − 2 = [LP : K](2g(X) − 2) + 5(3 − 1) = 3(2 · 2 − 2) + 10.
Logo, g(C˜P) = 9.
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3.3 O caso das qua´rticas de geˆnero dois
Encerramos este cap´ıtulo estudando as qua´rticas de geˆnero dois. Vamos mostrar que, neste
caso, na˜o ha´ pontos de Galois associados a ela.
Precisaremos do seguinte resultado:
Observac¸a˜o 3.10. Se o recobrimento piP : X→ P1 for galoisiano com GP ≃ Z4, enta˜o a curva
qua´rtica C e´ birracionalmente equivalente a` curva definida por
g(x,y) + c = 0,
onde g(x,y) e´ um polinoˆmio homogeˆneo de grau quatro e c e´ um elemento na˜o nulo de k.
Demonstrac¸a˜o: Como K | KP e´ uma extensa˜o galoisiana, seu grupo de Galois e´ isomorfo ao
grupo c´ıclico de ordem quatro, isto e´, Z4. Assim, K pode ser expresso como K(x, t), onde
x4 =
a(t)
b(t)
∈ k(t) = KP.
Fazendo y = tx, temos
b
(y
x
)
x4 = a
(y
x
)
.
Para obter uma equac¸a˜o qua´rtica, o grau de a(t) deve ser zero.
Portanto, a equac¸a˜o de C pode ser escrita como g(x,y)+c = 0, onde g(x,y) e´ um polinoˆmio
homogeˆneo de grau quatro e c ∈ k\0. 
Teorema 3.6. Se C for uma curva qua´rtica plana de geˆnero dois, enta˜o na˜o existe ponto
P ∈ P2\C que satisfaz GP ≃ Z4.
Demonstrac¸a˜o: Suponhamos que exista algum ponto P ∈ P2\C tal que GP ≃ Z4. Pela
Observac¸a˜o 3.10, a curva C e´ definida por g(x,y) + c = 0, onde g(x,y) e´ um polinoˆmio
homogeˆneo de grau quatro e c ∈ k− {0}. A equac¸a˜o homogeˆnea da curva e´
F(x,y, z) = cz4 + g(x,y) = 0,
onde x, y, z, sa˜o as coordenadas homogeˆneas de P2. Enta˜o g(x,y) e´ de uma das formas:
(i) g(x,y) = (y − αx)2(y− βx)(y− γx),
(ii) g(x,y) = (y − αx)2(y− βx)2,
(iii) g(x,y) = (y − αx)3(y− βx),
(iv) g(x,y) = (y − αx)4,
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onde α, β e γ sa˜o elementos mutuamente distintos de k. Assim, os pontos singulares de C
sa˜o os mesmos do caso P ∈ C. Como F(x,y, z) na˜o e´ irredut´ıvel nos casos (ii) e (iv), basta
considerar os casos (i) e (iii).
No caso (i), a equac¸a˜o homogeˆnea de C e´
F(x,y, z) = cz4 + (y− αx)2(y− βx)(y − γx).
Vamos olhar C no plano afim X = 1. Assim,
F(1,y, z) = cz4 + (y− α)2(y− β)(y− γ).
Para transladar o ponto singular Q = (1 : α : 0) para a origem, fac¸amos a seguinte mudanc¸a
de coordenadas:
u = y− α.
Assim, a nova equac¸a˜o de C e´ dada por h(u, z) = cz4 + u2(u− α− β)(u− α− γ).
Como (u − α − β) e (u − α − γ) sa˜o invers´ıveis em
(
k[u, z]
(h(u, z))
)
(u,z)
, segue que o ponto
singular e´ localmente definido por u2 = z4. Logo, o ı´ndice de ramificac¸a˜o de piP em t = α e´
dois. Agora vamos calcular o geˆnero de X.
Primeiramente observamos que a curva possui dois ramos, a saber, f1 = u−z
2 e f2 = u+z
2.
Enta˜o fˆ1(u, z) =
f1(uz, z)
z
=
uz − z2
z
= u− z. Analogamente, fˆ2(u, z) = u+ z.
Pela Fo´rmula de No¨ether (veja [2], pa´gina 175), IQ(f1, f2) = IQ(fˆ1, fˆ2)+mQ(f1) ·mQ(f2) =
1 + 1 = 2.
Logo, δQ = 2 e g(X) = 3 − δQ = 1.
Pelo Lema 3.2, a reta r : y = αx passa por Q. Ale´m disso, ela e´ tangente a C neste ponto,
pois temos
IQ(F, r) = IQ(cz
4 + (y− αx)2(y− βx)(y− γx),y− αx) = 4 > mQ(C) = 2.
Observe que fˇ(x, t) = c+ x4(t− α)2(t− β)(t− γ).
Assim, o discriminante e´ dado por Ψ(t) = −256c3(t− α)6(t− β)3(t− γ)3.
Pelo Lema 4.1 de [8], vemos que (1 : β : 0) e (1 : γ : 0) sa˜o pontos de inflexa˜o de ordem dois.
O ı´ndice de ramificac¸a˜o de piP : X → P1 e´ quatro em t = β e em t = γ. Logo, o tipo de
ramificac¸a˜o de piP e´ (2, 4, 4).
No caso (iii), a equac¸a˜o homogeˆnea de C e´ dada por
F(x,y, z) = cz4 + (y− αx)3(y− βx).
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Vamos olhar C no plano afim X = 1. Assim,
F(1,y, z) = cz4 + (y− α)3(y− β).
Para transladar o ponto singular Q = (1 : α : 0) para a origem, fac¸amos a seguinte mudanc¸a
de coordenadas:
u = y− α.
Assim, a nova equac¸a˜o de C e´ dada por h(u, z) = cz4 + u3(u− α− β).
Como (u−α−β) e´ invers´ıvel em
(
k[u, z]
(h(u, z))
)
(u,z)
, segue que o ponto singular e´ localmente
definido por u3 = z4. Enta˜o ele e´ uma cu´spide simples de multiplicidade treˆs. Pelo Teorema
3.1, g(X) = 0.
Pelo Lema 3.2, a reta r : y = αx passa por Q. Ale´m disso, ela e´ tangente a` curva neste
ponto, pois IQ(F, r) = 4 > mQ(C).
Observe que fˇ(x, t) = c+ x4(t− α)3(t− β).
Assim, o discriminante e´ dado por Ψ(t) = −256c3(t− α)9(t− β)3.
Pelo Lema 4.1 de [8], vemos que (1 : β : 0) e´ um ponto de inflexa˜o de ordem dois.
Portanto, o tipo de ramificac¸a˜o de piP e´ (4, 4).
Assim, em qualquer caso, o geˆnero de C e´ diferente de 2. 
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