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Chapter 0
Introduction
This thesis deals with the description of consistent interactions involving multiple spin-2 fields,
and with their generalization to couplings among spin-2 supermultiplets [1]. The gravitational
force can be viewed as a manifestation of the universal interaction of a massless spin-2 field
with all forms of matter (including itself), and any attempts to date aiming to modify General
Relativity by the inclusion of additional spin-2 massless carriers have stumbled upon very
strong obstructions [2]. Along an alternative path started in [3] there have been insisted efforts
to explore infrared modifications of Gravity as due to a possible graviton mass. In recent
times, as we shall review below, cosmological observations injected additional motivations
into these searches that eventually culminated in the construction of consistent self- and
cross- interactions among a single spin−2 massless mode and a number of massive graviton-
like fields. The resulting theoretical framework extends General Relativity in novel directions
whose technical aspects and conceptual meaning are yet to be explored in their full import.
The present work is meant as a contribution along this route.
0.1 Historical and conceptual overview of massive gravity
To the goal of putting our work into context, we shall provide a brief historical description of
theories describing massive spin-2 fields, trying to highlight the conceptual developments that
eventually led to the multimetric theories of gravity that will be our main object of interest.
The history of theories describing massive spin-2 fields is a very old and rather complicated
one, spanning almost eighty years of history. It starts with Fierz and Pauli [3], who were the
first to formulate a Lagrangian theory of a free massive spin-2 field propagating in a flat,
four-dimensional spacetime. The corresponding equations of motion manage to give the Fierz
system [4] 
(−m2)hµν = 0,
∂νhνµ ≡ ∂ · hµ = 0,
hµνη
µν ≡ h = 0.
(1)
thus ensuring that the theory describes the five degrees of freedom of a massive spin-2 field. At
the Lagrangian level, while the “massless sector” coincides with the linearised Einstein-Hilbert
Lagrangian, one finds that a very specific fine-tuning of the mass potential is needed,
Lm = −1
4
m2
(
h · h+ ah2) , a = −1, (2)
so as to grant in particular the absence of propagation for the trace of the symmetric tensor
field, which would represent an additional, ghost-like, degree of freedom that would destabilize
the theory.
The issue of adding interactions to this theory, however, was not brought forward until
the late ’60s, when improvements in experimental techniques for studying General Relativity
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made viable the question of giving upper bounds to a possible mass of the graviton. At
first, the most obvious route to take in order to study such a problem, was to couple the
well-known Fierz-Pauli theory to the energy-momentum tensor of matter so as to study the
corresponding weak-field regime, in the same way as one does in linearized gravity. However,
when this was done, a first unexpected obstacle to face when dealing with massive gravitons
was encountered, the van Dam Veltman Zakharov (vDVZ) discontinuity [5, 6]. In broad terms,
it was found that the linear Fierz-Pauli theory does not have a smooth massless limit, and that
it cannot reproduce, even for m→ 0, the predictions of General Relativity. In particular, the
discontinuity was so pronounced that the prediction for the bending of light-rays was already
outside of the observationally allowed values in the seventies: as m→ 0, the bending angle of
a light ray results 3/4 of the one predicted by General Relativity. However, massive gravitons
have a remarkable attitude towards evading in nontrivial way apparently insormountable no-
go results: a couple of years later Veinshtein [7] argued that the vDVZ discontinuity could
very well be due to the fact that for massive gravity the linear approximation is not reliable
below a characteristic length scale, the so-called “Veinshtein radius”,
rV ∼
(
M
m4M2PL
)1
5
, (3)
where M is the mass of the source and m the putative mass of the graviton, while MPL
denotes the Planck mass, essentially because of the dominance of non-linear effects as the
mass of the graviton shrinks. Since rV −→∞ as m goes to zero, there is no actual scale where
the predictions of the massive linear theory can be meaningfully compared to those of the
massless one. Of course, this was not a proof that the discontinuity was really avoided in the
nonlinear theory, because the nonlinear theory was in fact not available. Thus the search for
a nonlinear completion of massive gravity began. Additional momentum was gained through
alternative motivations: being missing at the time the correct theory of strong interactions,
there were models which tried to address the problem through the implementation of nonlinear
interactions between gravity and a spin-2 “f-meson” [8]: these were, to our knowledge, the first
concrete models of bimetric gravity.
However, soon another obstacle arose: in two famous articles [9, 10], Boulware and Deser
claimed that any nonlinear theory of massive gravity would reintroduce the ghost mode re-
moved at the linear level by the Fierz-Pauli choice of potential, effectively proclaiming the
field of research on massive gravity officially dead. However, as we already mentioned above,
massive gravity is a hard beast to kill: the proof by Boulware and Deser was actually flawed,
and held only for a specific, altough quite general, class of possible nonlinear Fierz-Pauli
extensions.
At the time, however, their result effectively stopped any research in this field for decades,
and in fact the full nonlinear theory of massive gravity had to wait almost forty years to be
formulated. For long time indeed it appeared that there were actually not so many motivations
to give momentum to an apparently hopeless search. Besides the (apparent) strength of the
negative arguments put forward by Boulware and Deser, General Relativity in its conventional
formulation was confirmed more and more as an extremely successful theory, while also from
the particle physics side inputs to pursue the search effectively faded, after the achievements
of QCD and then of the Standard Model in describing in an extremely precise manner the
accessible sector of high-energy physics.
A drastic change came about after the discovery of the accelerated expansion of our Uni-
verse [11, 12]. In fact a general feature of massive gravitational theories is that they often pref-
erentially display self-accelerating solution. After the first seminal work of Dvali, Gabadadze
and Porrati [13], who tried to explain the acceleration without recurring to a small, non-zero
cosmological constant by considering a higher-dimensional scenario, much work has been done
towards the exploration of IR modifications of General Relativity. Brane-models in particular
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(as the DGP model) usually exhibited a massive spin-2 resonance, that fueled a new interest in
massive gravity. Meanwhile, new results on Effective Field Theories breaking diffeomorphism
invariance from Arkhani-Hamed, Georgi and Schwartz [14], about the possibility to break
diffeomorphism invariance in analogy with symmetry breaking in the spin-1 case, gave new
tools for trying to build nonlinear theories for massive spin-2 particles in the framework of
Effective Field Theories. Using these results, Creminelli, Nicolis, Papucci and Trincherini [15]
attempted new explorations of possible models for Lorentz-invariant massive gravity, reaching
the conclusion that a ghost would be ultimately unavoidable. In retrospect one can appreci-
ate that they got very close to the correct consistent formulation yet to be discovered at the
time,had they not made a mistake in a sign factor by copying a wrong equation from [14].
A few years later de Rham and Gabadadze further pursued a formulation of massive gravity
starting from higher-dimensional brane models [16], proving the absence of the Boulware-
Deser ghost in the decoupling limit to cubic order. Even though the full nonlinear theory was
proven to be inconsistent [17], this model renewed interest in the problem, as it suggested in
particular possible limitations in the analysis of Boulware and Deser. Eventually, the apex of
the long-standing quest was reached by de Rham, Gabadadze and Tolley (dRGT) in [18] who
proposed a theory of massive gravity described by the action
S = M2g
∫
d4x
√
gR[g] + 2m2
∫
d4x
√
g
4∑
n=0
βnen(
√
g−1f), (4)
where, in addition to the symmetric tensor field gµν , an auxiliary field fµν had to be intro-
duced. In particular, the potential which gives mass to gµν is described thorugh particular
invariant combinations of the square-root matrix g−1f , the “symmetric polynomials” en(g−1f).
Mg is the Planck mass, m a parameter with the dimensions of mass related to the mass of
the graviton, and βn arbitrary dimensionless parameters.
This theory was proven to propagate the correct number of degrees of freedom at all orders
in the decoupling limit [19], and then with a Hamiltonian analysis for the full nonlinear theory
above Minkowski [20] and on a general background [21] by means of a Hamiltonian analysis.
Although the theory described by the dRGT action (4) can be regarded as a breakthrough
in the history of massive spin-2 theories, still it does not come without its own problems: in
particular, it has issues of superluminarity [22] (though the matter is still open to debate [23]),
and it cannot give rise to homogeneous and isotropic solutions, i.e. to a viable cosmology [24,
25].
A characteristic feature of dRGT massive gravity is that the fiducial metric fµν is com-
pletely arbitrary and devoid of any dynamical meaning.
While this feature may be regarded as being a bit unsatisfactory in itself, since it is clear
that the physical property of the solutions to (4) would crucially depend on something fixed a
priori and not influenced by the dynamics, the question also arose naturally whether at least
some of the problems of massive gravity may be cured if we instead consider both fields gµν
and fµν as dynamical. As a matter of fact, it turned out that by simply adding to (4) the
Einstein-Hilbert term for the tensor fµν leads to a consistent, now fully dynamical theory,
propagating the seven degrees of freedom pertaining to one massive and one massles spin-2
particles. The resulting theory was first formulated by Hassan and Rosen and is conventionally
referred to as bimetric gravity [26, 27].
Let us observe that our discussion so far concerned generalized gravitational models for-
mulated in terms of metric-like variables, and have an interaction term which depends on the
square-root of a combination of the two fields. This fact suggests that the vielbein formulation
of the theory may have a simpler form: such a formulation has been promoted by Hinterbichler
and Rosen [28] (see also [29] for an early proposal) , and is described by the action
S = M2g
∫
Rab[ω] ∧ ec ∧ edabcd +M2f
∫
Rab[Φ] ∧ f c ∧ fdabcd + Sm, (5)
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Sm = −m2
∫ (
β0e
a ∧ eb ∧ ec ∧ ed + β1ea ∧ eb ∧ ec ∧ fd + β2ea ∧ eb ∧ f c ∧ fd
)
abcd
−m2
∫ (
β3e
a ∧ f b ∧ f c ∧ fd + β4fa ∧ f b ∧ f c ∧ fd
)
abcd, (6)
where Sm is the potential of (4) in terms of vielbeins. Here, Mg, m and βi are the same
parameters as in (4), while Mf is the Planck mass of fµν . ea = dxµeaµ and fa = dxµfaµ are
the vielbeins respectively of gµν and fµν , defined in the usual way:
gµν = e
a
µe
b
νηab, fµν = f
a
µf
b
νηab. (7)
In their paper Hinterbichler and Rosen also suggested for the first time that these bimetric
models could be extended to multimetric ones, thus pushing forward a further generalization
of the theory. The action (5), toghether with its multimetric extensions, will provide the main
object under scrutiny in this work. Let us mention a few points of the vielbein formulation
that we shall deal with in our exploration of these models.
Even though the Hamiltonian analysis of [28] was not fully conclusive, rigorous arguments
have been given which show that the resulting theory, in the case of two fields, is indeed
consistent just as the one in the metric formulation [30] (and in fact is equivalent to it).
This result is less trivial than it may seem at first sight, because it turns out that the two
formulations are equivalent only if the vielbeins satisfy a technical requirement, whose meaning
is not really intuitive: the so-called “symmetricity condition” [31]
eaµf
b
νηab = e
a
νf
b
µηab. (8)
As for what concerns possible multimetric extensions, it again would seem that only those
couplings which can be written also in the metric formulation, and not even all of them,
can give rise to consistent theories [32–34]. Another important open issue is that of the
coupling to matter, which is a nontrivial question since we have two possible metrics. It
would seem, however, that if we restrict our attention to minimal coupling, matter can be
consistently coupled to only one metric at a time without reintroducing the Boulware-Deser
ghost at some energy-scale [35, 36]. This kind of coupling, however, is more problematic than
it could seem at first sight. In fact, it means that matter does not couple to the massless
mode, but rather to a superposition of the massless and massive mode. Apart from the severe
constraints we have on the mass of the graviton (see e.g. [37, 38]), this could be problematic
because of Weinberg’s Theorem on soft gravitons [39], which states that the coupling of any
field to a massless graviton must be universal in the soft limit. In General Relativity, this is
accomplished by a minimal coupling to the massless mode, but here this is rather obscure,
since not only matter couples to a combination of the massless and massive modes, but these
modes display themselves a highly nonlinear mixing.
Now that a number of important issues concerning the fundations of these theories have
been at least partly settled, the attention of the community has shifted to trying to extract
some viable phenomenology, in particular of cosmological nature in the context of bimetric
gravity1, even though recently there has been some work in the case of three fields [40]. This
is because bimetric gravity could provide an interesting, technically natural solution to the
cosmological constant problem: the “cosmological constant” would be proportional to the
small mass of the graviton, which is protected from quantum corrections due to the fact that
them→ 0 limit restores a gauge symmetry. In fact bimetric gravity, contrary to dRGT theory,
has viable cosmological solutions [41, 42] which are fully consistent with observational data
[43]. When studying structure formation and perturbation theory in these models, however,
there is the risk of encountering other instabilities [44, 45]. On the other hand, these results
are based on linear structure formation, which is argued not to be sufficient in the same
1Recently there has been some activity in this sense also for the case of three fields [40].
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way as studying Fierz-Pauli theory does not capture all the features of massive gravity even
in the weak-field regime, because of the Veinshtein mechanism [46]. Maybe the single most
enthralling aspect of bimetric gravity from a cosmological point of view is that not only it
can reproduce the effect of Dark Energy, but also it gives a natural dark matter candidate,
thanks to the presence of a second massive spin-2 field. Even more so since only one of the two
fields can couple to matter without spoiling the consistency of the theory. In fact, the massive
mode has been recently shown to behave as dust (i.e. as dark matter, in the common jargon
of cosmology) for the region of the parameter space of the theory which gives consistency with
General Relativity results [47].
0.2 Original results
In multimetric gravities with two, or more, metrics/vielbeins, one question that concerned us
from the beginning was: “is it possible to endow the spacetime, as described by these multiple
interacting vielbeins, with the same geometric structure as that of General Relativity?” In our
opinion this question is very important: in the case of an affirmative answer, we may regard
this theory as General Relativity with a new kind of matter fields coupled in a completely
novel way to gravity; if this was not the case, we would be dealing with a completely different
theory. As we thought this question was best answered by employing the formulation in terms
of vielbein variables by Hinterbichler and Rosen, and seeing it in the context of the Cartan
formulation of gravitational theories (which we recall in Appendix C).
As a first step in this direction, we proceeded in Section 3.1 with a fully covariant analysis
of the constraints of bimetric gravity in terms of differential forms. Our approach generalizes
the one given by Deser in [22], which considered only the restricted case of massive gravity.
Our constraint analysis also shows without any shadow of doubt how the aforementioned
symmetricity condition
ea ∧ f bηab = 0, (9)
crucial for the consistency of the vielbein formulation [34], actually arises from the field
equations. This constraint analysis paves the way to what we think is a clearer understanding
of the geometric structure of the theory, and thus to at least a preliminary answer to the
question that we brought up above.
First, in Section 3.2 we put the constraints in relation with the gauge symmetries of our
theory, observing that the mysterious symmetricity condition is nothing more than the sym-
metricity of the energy-momentum tensor arising from the interaction, due to local Lorentz
invariance, and that we can in fact identify infinitesimal diffeomorphisms with local transla-
tions, exactly in the same way as in the Einstein-Cartan formulation of General Relativity.
This allows us to achieve, in Section 3.3, the group manifold formulation of bimetric gravity,
which imposes the structure of Poincaré bundle through its field equations: in this setting it is
possible to appreciate that our constraints are completely analogous to the torsion constraint
in pure Einstein-Cartan gravity.
Another question that we addressed regarding bimetric gravity is which is the “best”
nonlinear generalization of the massless and massive modes of the linearized theory. As we
already mentioned, this issue is related to a deeper understanding of the matter couplings of
these models, but in fact also to the specific form of the interaction potential in the metric-
like formulation. In Section 3.5, pursuing this line of investigation, we argue that the vielbein
formulation seems to suggest there could be a preferred nonlinear extension of the massless
mode, and using this result we proceed to rewrite bimetric gravity in the metric formulation
in terms of a new set of variables, which make the action, somehow unexpectedly, devoid of
any square-root tensor.
The main results of this work concern the supersymmetrization of the multimetric La-
grangians of [28]. Indeed, even though in the early days of bimetric gravities there have been
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attempts at building a super bimetric gravity [48], no results –to our best knowledge– existed
so far regarding a possible supersymmetrization of these recent models of bimetric gravity,
and of their multimetric extensions. We thus tackled the problem, and were actually able
to construct actions in spacetime dimensions up to four, which generalize Hinterbichler and
Rosen’s multimetric gravity while displaying manifest local supersymmetry: these results are
shown in section 6.1, and led to the article [1]. We were able to achieve this result thanks to
recent significant progress in the understanding of the theory of integration over a superman-
ifold [49–52], using instead of a density measure the so-called integral forms, which generalize
the integration theory of forms on a differentiable manifold to the graded case. Concretely,
we built along the same lines the theory of multiple interacting spin-1 fields, whose spectrum
comprises one massless spin-1 field nonminimally interacting (in the nonabelian case, while
in the abelian case we have decoupling of the modes) with one or more massive spin-1 field.
We propose and analyse these theories in section 5.1, considering both the case of interacting
spin-1 fields and spin-1 supermultiplets.
In addition, a new proof of the uniqueness of the Fierz-Pauli mass term is given in section
1.1.2, where we show by an explicit computation for the case of an arbitrary mass term that
any choice other than the Fierz-Pauli one would result in a Hamiltonian unbounded from
below.
Finally, in Appendix D we find the unconstrained superfields which solve the conventional
constraints in D = 2, N = 1 superspace supergravity model of Howe [53], which, as far as we
know, were not explicitly computed before in the literature.
0.3 Outline of the thesis
We now give a brief outline of the thesis with the contents of each chapter.
In Chapter One, we start with a detailed analysis of the case of a free massive spin-2 field
propagating over a flat spacetime. We argue about the necessity of the Fierz-Pauli mass term
both from a Lagrangian and from a Hamiltonian point of view. We then describe the vDVZ
discontinuity of the linear theory, and the Boulware-Deser argument for the presence of the
ghost. In the second section, we discuss the construction of dRGT massive gravity, providing
the corresponding constraint analysis in the Hamiltonian formulation.
In Chapter Two, we describe bimetric gravity and its multimetric extensions. In the first
section we study the metric formulation of bimetric gravity, and generalize the Hamiltonian
analysis of dRGT massive gravity to the bimetric case. We then discuss the problem of the
matter couplings of the theory and its mass spectrum. In the second section, we discuss the
vielbein formulation: we derive it from the one expressed in metric-like variables, and discuss
the multimetric extensions of bimetric gravity.
In Chapter Three are collected our original results for the non-supersymmetric side: first
we perform a fully covariant constraints analysis of bimetric gravity in terms of differential
forms; this analysis allows us to put in relation some of the constraints with the gauge sym-
metries of our theory. Using these results, we show that bimetric gravity admits a description
through the Poincaré bundle of the Einstein-Cartan approach to gravity, and then we show
that the theory admits a soft group manifold formulation. Finally, we propose a new nonlin-
ear extension of the massless mode, and use this to obtain a formulation of metric bigravity
devoid of square-root tensors in its interaction potential.
In Chapter Four, we give an introduction to N = 1 supersymmetry and supergravity in
the superspace approach. In the first section, we discuss global supersymmetry and flat su-
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perspace, showing the covariant superspace approach to supersymmetric gauge theory with
the example of N = 1 super Yang-Mills in three spacetime dimensions. In the second section,
we discuss supergravity: first we give an introduction to the geometry of supermanifolds, and
in particular to the calculus of integral forms. We then proceed with the supercovariant treat-
ment of supergravity, dealing in particular with the two-dimensional and three-dimensional
cases.
In Chapter Five, we report our results in the description of theories with multiple in-
teracting spin-1 gauge fields. To this end, we discuss the case of multi Yang-Mills and its
supersymmetrization in three and four spacetime dimensions.
In Chapter Six we discuss multimetric supergravities in spacetime dimensions up to four,
providing fully supercovariant actions for all these cases. We start from the simple case of
a one-dimensional “spacetime”, which serves as a useful gym to get acquainted with the for-
malism, and climbing our way up, and discuss the problem of the possible presence of a
Boulware-Deser ghost, providing arguments for its absence.
In the appendices we collect a few topics that provide relevant complements to the main
subjects of this work:
• Appendix A: we give a brief review of Dirac’s method for dealing with constrained
Hamiltonian systems, and as an example we apply it to electromagnetism.
• Appendix B: we derive the ADM formulation of General Relativity.
• Appendix C: We review Cartan’s formulation of gravity, and discuss the construction
of the Poincaré bundle starting from the soldering condition.
• Appendix D: We include our explicit solution of the conventional constraints for D = 2,
N = 1 supergravity in terms of unconstrained super fields.
Chapter 1
Towards a nonlinear massive gravity
In this chapter we will describe the problems that one encounters when trying to build a
nonlinear theory of massive gravity, which propagates the right number of degrees of freedom.
In order to do this, we will start with a detailed analysis of the linear theory of a massive
spin-2 field in flat spacetime [3, 4], and then we will describe the obstacles that one has to
face when one trying to interpret it as the linearization of a massive theory of gravity: the
vDVZ discontinuity [5] and the Boulware-Deser ghost [9, 10]. Finally, we will show how these
problems are solved by the recently formulated dRGT theory of gravity [18].
1.1 Linear massive spin-2 fields
1.1.1 Fierz-Pauli theory and the Fierz system
The first theory of a massive spin-2 field was the linear theory in flat space of Fierz and Pauli
[3]. Their objective was to obtain an action which, upon variation of the fields, yielded the
system 
(−m2)hµν = 0,
∂νhνµ ≡ ∂ · hµ = 0,
hµνη
µν ≡ h = 0.
(1.1)
This is known as the Fierz system, which has been previously proven in [4] to be the correct
system of equations in order to describe a massive spin-2 field , i.e. 2s+1=5 propagating
degrees of freedoms in flat space for the four-dimensional case. In fact, just by counting
degrees of freedom, we can see that the system reduces the D(D + 1)/2 components of the
symmetric tensor hµν to
D(D + 1)
2
−D − 1 = D(D − 1)
2
− 1 (1.2)
independent components, which is the right number of degrees of freedom for a massive
spin-2 field in arbitrary dimension. In their discussion they actually assumed ab initio the
tracelessness of the field hµν , which simplify greatly its kinetic operator. Let us instead start
with the Lagrangian of linearized gravity, describing a free massless spin-2 field in Minkowski
spacetime:
LLG = −1
2
[
(∂µh
µν)(∂νh)− (∂µhρσ)(∂ρhµσ) + 1
2
(∂µhρσ)(∂µhρσ)− 1
2
(∂µh)(∂µh)
]
≡ 1
4
hµνEµνρσhρσ. (1.3)
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Eµνρσ is the kinetic operator of a spin-2 field in flat space, which can be obtained from the
Lagrangian above via an integration by parts:
Eµνρσ = ∂σ∂(µην)ρ − ∂µ∂νηρσ − ηµρηνσ+ ηµν(ηρσ− ∂ρ∂σ). (1.4)
Since our objective is to describe a massive spin-2 field, let us add to this same kinetic structure
a non-derivative quadratic deformation. The only scalar terms that one can build using hµν
are hµνhµν and (ηµνhµν)2, so that the most general Lagrangian is
L = LLG − 1
4
m2
(
h · h+ ah2) , (1.5)
Where we have defined h · h ≡ hµνhµν and h = hµνηµν . More generaly, in the following, a
dot between two objects will denote contracted indices with the spacetime metric, so that for
example ∂µhµν = ∂ · hν . The equations of motion are straightforwardly calculated: using
∂L
∂(∂ρhµν)
= −1
2
[
1
2
ηρ(µ∂ν)h+ ηµν∂
σhσρ − ∂(µhν)ρ + ∂ρhµν − ηµν∂ρh
]
,
∂ρ
∂L
∂(∂ρhµν)
= −1
2
[
∂µ∂νh+ ηµν∂
ρ∂σhρσ − ∂ρ∂(µhν)ρ +hµν − ηµνh
]
= Gµν(h), (1.6)
∂L
∂hµν
= −m
2
2
(hµν + aηµνh),
we find that
− 1
2
[
∂µ∂νh+ ηµν∂ · ∂ · h− ∂(µ∂ · hν) +hµν − ηµνh
]
+
m2
2
(hµν + aηµνh) = 0. (1.7)
Our goal now is to recover from these equations of motion the Fierz system (1.1) and fix a.
As a first step, let us take their double divergence:
−1
2
[
2h+∂ · ∂ · h− 2∂ · ∂ · h+∂ · ∂ · h−2h]+ m2
2
(∂ · ∂h+ ah)
=
m2
2
(∂ · ∂h+ ah) = 0, (1.8)
Which implies
∂ · ∂ · h = −ah. (1.9)
Then, we take the trace of the equations of motion, obtaining
−1
2
[h+D∂ · ∂ · h− 2∂ · ∂ · h+h−Dh] +m2(1 + aD)h
= −1
2
(D − 2)(1 + a)h+m2(1 + aD)h = 0. (1.10)
Having in mind the third condition in (1.1), we don’t want the trace to propagate. Indeed,
this would introduce an undesired scalar mode in our theory, and later we will see that in fact
the presence of such a scalar would have catastrophic consequences. In order to avoid this
eventuality, the unique solution is to fix a = −1. Then the trace of the equations of motion
gives
h = 0, (1.11)
which in turn implies, because of (1.9)
∂ · ∂ · h = 0. (1.12)
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Using these relations into the equations of motion, they become
− 1
2
[
hµν − ∂(µ∂ · hν)
]
+
m2
2
hµν = 0, (1.13)
Of which we can now take the divergence, finding
− 1
2
[∂ · hµ +∂ · hµ − ∂µ∂ · ∂ · h] + m
2
2
∂ · hµ = m
2
2
∂ · hµ = 0. (1.14)
This is the last relation needed: the Fierz system (1.1) has been fully recovered from the
equations of motion of the Fierz-Pauli Lagrangian
LFP = −1
2
[
(∂µh
µν)(∂νh)− (∂µhρσ)(∂ρhµσ) + 1
2
(∂µhρσ)(∂µhρσ)− 1
2
(∂µh)(∂µh)
]
−1
4
m2
(
h · h− h2) . (1.15)
1.1.2 Uniqueness of the Fierz-Pauli mass term from a Hamiltonian per-
spective
The Fierz-Pauli Hamiltonian
In the previous discussion we arrived at the correct form for the Fierz-Pauli mass term by
requiring the absence of propagation for the trace of hµν . We could ask ourself, though, if
we can arrive at a consistent theory while still keeping a general a, allowing for the presence
of a scalar mode in our theory. Put differently, we may ask whether a different choice for
a may give rise to a consistent description of a unitary, though reducible representation of
the Poincaré group propagating both a massive spin-2 field and a massive scalar. It turns
out that this is not possible: more precisely, for any other choice of a different from a = −1,
the massless mode developed by our theory would be a ghost, spoiling the positivity of the
classical energy for our theory, and thus its tree-level unitarity1. We shall now show this by
an explicit calculation of the Fierz-Pauli Hamiltonian for a generic mass term: to our present
knowledge, no such direct calculation is present in the literature, apart from a recent one by
Deser [54], which however is restricted to the healthy Fierz-Pauli theory. For our analysis, we
will employ Dirac’s theory of constrained hamiltonian systems: a brief discussion is presented
in Appendix A; a still valid introduction can be found in [55], while for a more detailed and
up to date discussion see for example [56]. Our starting point is the ADM Hamiltonian for
linearized gravity, which is derived in Appendix B:
H0 = piijpiij − 1
2
pi2 −R+ 1
2
h00(∂i∂jh
ij −∆h)− 2Ni∂jpiij . (1.16)
Here piij is the canonical momentum of hij , Ni = h0i is the linearized shift vector and ∆ is
the Laplace operator. In this section, and from now on every time we will work within a
Hamiltonian formulation, h will indicate the spatial trace of hij , rather than the trace of hµν .
To this, we must add a mass term: let us for now take the correct Fierz-Pauli mass term of
(1.15):
Hm = −Lm = m
2
4
[
(h00)
2 − 2h0ih0i + hijhij − (−h00 + h)2
]
=
m2
4
[
hijh
ij − h2 + 2h00h− 2NiN i
]
. (1.17)
1This kind of ghost must not be confused with the Fadeev-Popov ghosts, with whom it shares absolutely
nothing except the name.
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The full Hamiltonian is then
HFP = piijpiij − 1
2
pi2 −R+ 1
2
h00(∂i∂jh
ij −∆h+m2h)
−2Ni
(
∂jpi
ij +
m2
4
N i
)
+
m2
4
(hijh
ij − h2),
(1.18)
with
R = 1
2
∂khki∂
lhli − 1
4
∂khij∂
khij − 1
2
∂lhli∂
ih+
1
4
∂ih∂
ih. (1.19)
Ni has no momentum conjugate to it, and can be eliminated through its equations of motion,
giving
HFP = piijpiij− 1
2
pi2−R+ 2
m2
(∂ipi
ij)2 +
m2
4
(hijh
ij−h2)+ 1
2
h00(∂i∂jh
ij−∆h+m2h). (1.20)
Since h00 appears linearly in the Hamiltonian, it acts as a Lagrange multiplier, i.e. its equa-
tions of motions are constraints on the other variables. These determine our primary con-
straint
C1 = 1
2
(∆h− ∂i∂jhij −m2h) ≈ 0. (1.21)
We recall that within the framework of constrained hamiltonian systems, the wavy lines denote
a weak equality2. The time evolution of the constraint is given by
[C1,H] = 1
2
[
∆h− ∂i∂jhij −m2h, piijpiij − 1
2
pi2 +
2
m2
(∂jpi
ij)2
]
=
1
2
(
2piijδki δkj∆− 2piijδki δlj∂k∂l − 2m2piijδki δkj − piδikδki ∆ + piδikδkj∂i∂j +m2piδikδki
)
+
1
2
(
4
m2
∂jpi
ijδliδkl∂
k∆− 4
m2
∂jpi
ijδliδ
k
j ∂
i∂j∂k − 4∂jpiij∂i
)
δ(x− y)
=
(
∂i∂jpi
ij +
1
2
m2pi
)
δ(x− y), (1.22)
where we have denoted the Poisson brackets by [ , ]. The requirement that the primary
constraint be conserved on the constraint surface then implies the emergence of a secondary
constraint, given by
C2 = ∂i∂jpiij + m
2
2
pi ≈ 0. (1.23)
No tertiary constraints are generated. Also, calculating the Poisson bracket between the two
constraints, which we find to be
[C1, C2] = m2∆δ(x− y)− 3
4
m4δ(x− y), (1.24)
we see that the constraints are second class, and in the calculation of the Hamiltonian they can
be considered as strong relations between the dynamical variables, keeping in mind that the
Poisson bracked will have to be traded for the Dirac brackets, which is simply a redefinition
of the canonical bracket structure which makes the relation between velocities and momenta
invertible in the presence of second-class constraints. The Hamiltonian is then
H = piijpiij − 1
2
pi2 −R+ m
2
4
(hijhij − h2) + 2
m2
∂kpiki∂jpi
ji, (1.25)
2We recall that weak equalities are relations that hold only on the constraint surface, i.e. once the con-
straints are imposed; strong equalities are relations that hold in the whole phase space.
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where the dynamical variables must be considered with the constraints imposed. Since the
two second-class constraints are independent, they reduce the 12 canonical degrees of freedom
of the original system down to the 2s + 1 = 10 of a massive spin-2 field. Also, note that as
m → 0 the Poisson bracket of the two constraints vanishes, giving a first class instead of a
second class system, and thus restoring the gauge symmetry.
Let us now turn to the proof that this Hamiltonian is positive definite. In order to
show this, we will use the general decomposition of a symmetric tensor sij into its traceless-
transverse sTTij , vector transverse s
T
i , and scalar component, the latter being also decomposed
into its transverse and longitudinal part sT/L. Explicitly, the decomposition reads
sij = s
TT
ij + ∂(is
T
j) +
1
2
(
δij − ∂i∂j
∆
)
sT +
∂i∂j
∆
sL. (1.26)
These are orthogonal in the sense of weak product in a functional space, i.e. integration
of the product of two different components gives zero. Also note that the trace, in this
decomposition, is given by
s = sT + sL. (1.27)
Another important property concerns the square of the tensor in this decomposition, which
does not contain mixed terms:
sijs
ij = (sTTij )
2 + (∂(is
T
j))
2 +
1
2
(sT )2 + (sL)2. (1.28)
We now split the Hamiltonian in its “kinetic” term (the one containing the momenta), and
the potential term, containing the field hij . The kinetic term of the Hamiltonian is
T = piijpi
ij − 1
2
pi2 +
2
m2
∂kpiki∂jpi
ij
= piTTij pi
ij
TT + ∂(ipi
T
j)∂
(ipi
j)
T +
1
2
(piT )2 + (piL)2 − 1
2
(piT + piL)2 +
2
m2
∂ipi
L∂ipiL. (1.29)
The tensor and vector parts are manifestly positive definite, since they are a sum of squares.
For the scalar part the secondary constraint C2 must be imposed. In terms of the orthogonal
variables it reads
C2 = ∆piL + m
2
2
(piL + piT ). (1.30)
This can be used to express piT in terms of piL. Inserting the result in the Hamiltonian we
obtain
T = piTTij pi
ij
TT + ∂(ipi
T
j)∂
(ipi
j)
T + (pi
L)2, (1.31)
so that the scalar sector is now manifestly positive definite. For the potential term in the
Hamiltonian, let us consider separately the tensor, vector and scalar perturbations:
Vt =
1
4
(
∂kh
TT
ij ∂
khijTT +m
2hTTij h
ij
TT
)
(1.32)
Vv =
1
4
(
∂k∂(ih
T
j)∂
k∂(ih
j)
T +m
2∂(ih
T
j)∂
(ih
j)
T
)
(1.33)
Again, the tensor and vector sectors of the Hamiltonian are sum of squares and thus positive.
The scalar contribution is
Vs = −1
8
(∂ih
T )2 +
m2
4
[
(hT )2
2
− 2hThL
]
(1.34)
In this case, the constrain C1 has to be used in order to express hL in terms of hT . Writing
the primary constraint in terms of our decomposition,
C1 ∝ ∆hT −m2hT −m2hL, (1.35)
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we see that the potential energy associated with the scalar perturbation can be written, once
the constraint is imposed, as
Vs =
3
8
{
(∂ih
T )2 +m2(hT )2
}
, (1.36)
which again is positive definite. Note how the constraints have been crucial in allowing to
write the energy of the scalar sector of the theory as a sum of squares: without these, the
positivity of the energy for this theory would have been indeed far from apparent.
The (linear) Boulware-Deser ghost
We have explicitly shown the healthiness of the Fierz-Pauli theory, i.e. its tree-level unitarity.
Now, let us try to see what would go wrong if we chose a different mass term, reintroducing
the general a which had been fixed during the Lagrangian analysis of the theory. In this case,
our Hamiltonian becomes
H = piijpiij − 1
2
pi2 −R+ 1
2
h00(∂i∂jh
ij −∆h)− 2Ni∂jpiij
+
m2
4
[
(h00)
2(1 + a)− 2ah00h+ hijhij − 2NiN i + ah2
]
.
(1.37)
We see now that the fact that h00 was a Lagrange multiplyer, which originated our constraints,
was due to our specific choice of the mass term. Now this is no longer so: instead h00 is an
auxiliary field like Ni, which is fixed by its equations of motion but doesn’t act as a constraint
for other variables. Its equations of motion are
∂i∂jh
ij −∆h+m2h00(1 + a)−m2ah = 0, (1.38)
from which we get
h00 =
∆h− ∂i∂jhij +m2ah
m2(1 + a)
. (1.39)
Then the Hamiltonian, with the auxiliary fields integrated out, is
H = piijpiij − 1
2
pi2 −R+ m
2
4
(hijh
ij + ah2) +
2
m2
∂kpiki∂jpi
ij
− 1
4m2(1 + a)
(
∂i∂jh
ij −∆h−m2ah)2 . (1.40)
We are now ready to discuss why the Fierz-Pauli mass term is the only one consistent with
tree unitarity. We can already note that, since for the positivity of energy of the Fierz-Pauli
theory the presence of two constraints has been fundamental, it will be very hard in the
general case to obtain positive energy, unless something magical happens. Let us nonetheless
proceed, first of all noting that the tensor and vector sectors are unaffected by the change in
the mass term, and thus we can concentrate on the two scalar modes. The kinetic term is
now
Ts =
1
2
(piL)2 − piTpiL + 2
m
∂ipi
L∂ipiL, (1.41)
while the potential is
Vs = − 1
4m2(1 + a)
(∆hT )2 +
4 + 3a
8(1 + a)
hT∆hT − a
2(1 + a)
hL∆hT
+
m2
4
{
1
2
(hT )2 + (hL)2 +
a2
1 + a
(hT + hL)2
}
. (1.42)
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No constraints are here to help us now, so there are two independent scalar modes. Further,
both the kinetic term and the potential term are quadratic forms, so that the spectrum of the
Hamiltonian can be read in a rather straightforward way. The Hamiltonian is block diagonal
in the phase space variables (piL, piT , hL, hT ), so that
H = ( piL piT hL hT )( Ts 0
0 Vs
)
piL
piT
hL
hT
 . (1.43)
In order to see that the spectrum is unbounded from below, so that we do not have tree level
unitarity, it suffices to consider the spectrum of
Ts =
(
1
2 +
2
mp
2 −12
−12 0
)
, (1.44)
whose eigenvalues are
E± = ±1
4
−4p2 +
√
16p4 + 8mp2 + 5m2 ∓m
m
. (1.45)
In particular, the eigenvalue E− is negative for every choice of m and for every value of p2,
and goes to −∞ for p2 →∞, thus proving that our Hamiltonian has a spectrum unbounded
from below.
1.1.3 The vDVZ discontinuity and its solution
An interesting feature of the massive theory which we mentioned before is that its predictions
don’t reduce smoothly to the ones of the massless theory as m→ 0. This is called vDVZ (van
Dam, Veltman, Zakharov) discontinuity after its discoverers, which in [5] and [6] showed, using
the propagator of a linearized massive graviton and Feynman diagram methods, that the angle
of deflection of light in the massive theory is different from that of the massless one, and the
former does not reduce smoothly to the latter as m → 0. We will instead provide a general
argument which shows that the Ricci scalar of the theory coupled to matter is necessarily
discontinuous in this limit, and so the theory itself necessarily has a discontinuous limit; then,
following [10], we will show explicitly that the Newtonian potential has a discontinuity in the
massless limit. Let us consider the coupling between a linear massive spin-2 field and matter,
given by the Lagrangian
L = LFP + Lm. (1.46)
Here LFP stands for the Fierz-Pauli Lagrangian (1.15) , and
Lm = κhµνTµν (1.47)
is the standard gravitational coupling to the symmetric energy-momentum tensor of matter,
which we take to be conserved in order to be able to discuss the m→ 0 limit. This coupling
is taken to be the sum of that of a possible fixed source term for hµν and the free energy-
momentum tensor of the field coupled to gravity. This interaction, which strictly speaking
goes beyond linear order, between the linearized metric and the matter field is equivalent to
linear order – for a conserved Tµν – to the motion of the coupled matter along the geodesics
of hµν . The equations of motion now read
Gµν +
m2
2
(hµν − ηµνh) = κTµν (1.48)
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Taking the divergence of the equations of motion we find
∂µhµν = ∂νh (1.49)
which implies a vanishing linear scalar curvature. Thus in the massive theory, even in the
presence of matter, we always have R = 0, while in the massless theory R = T : we cannot have
a smooth massless limit, since a scalar (which is a gauge-invariant quantity) is discontinuous.
Also, taking the trace of the equations of motion, we find
h = − 2κ
(D − 1)m2T, (1.50)
which is singular as m → 0. Both these observations are pointing towards a discontinuity
between the massless limit of Fierz-Pauli theory and linearized GR.
We can insert the last two relations in the equations of motion, to get the usual wave equation
with an effective coupling to matter:
(−+m2)hµν = 2κ
[
Tµν +
1
(D − 1)m2∂µ∂νT −
1
(D − 1)ηµνT
]
. (1.51)
Let us turn to the study of the “Newtonian potential” for a massive spin-2 field, i.e. let us
find the spherically symmetric solution of the Fierz-Pauli theory. For linearized GR, these
have the form
h00 =
2GM
r
, h0i = ∂iξ0, hij =
2GM
r
δij − ∂i∂jξ (1.52)
in a general gauge ξµ = (ξ0,∇ξ). We now look for a (asymptotically flat) spherically sym-
metric solution of the massive theory. We write
h00 = η(r), h0i = ∂ip(r), hij = (δij∇2 − ∂i∂j)f(r) + δijk(r) (1.53)
and start by solving the field equation for h00 with a point source centered at the origin (or
in general for the field outside a source with spherical symmetry),
T00 = Mδ
3(x). (1.54)
The equation of motion reads
(∇2 +m2)η(r) = 2κM
[
1− 1
(D − 1)m2
]
δ3(x) (1.55)
Which is solved by
η(r) =
2GM
r
e−mr (1.56)
Where the constants have been fixed to reproduce the “massive Newton potential”. The
next thing to do is to check what the transverse and traceless Fierz conditions imply for our
solution. They give the system 
3k(r) + 2∇2f(r) = η(r)
∂ik(r) = 0
∇2p(r) = 0
, (1.57)
in which the last two equations imply k(r) = p(r) = 0. As a consequence f satisfies
2∇2f(r) = η(r) (1.58)
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Which can be easily solved:
1
r2
∂r
(
r2∂rf(r)
)
=
GM
r
e−mr =⇒ r2∂rf = −GM
m2
(r − 1)e−mr (1.59)
To solve for f , I make the ansatz
f =
AGM
m2
rke−mr, k ∈ Z (1.60)
By direct substitution into the equation we find
f(r) =
GM
m2r
e−mr. (1.61)
We have now the complete spherical solution for Fierz-Pauli:
h00 =
2GM
r
e−mr, (1.62)
h0i = 0, (1.63)
hij =
GM
r
e−mrδij − GM
m2
∂i∂j
(
e−mr
r
)
(1.64)
Note that while the second term in the spatial perturbation, once the gauge symmetry is
restored in the massless limit, will be gauge-dependent, the first one is gauge-invariant. Then
we see from here explicitly that, even if we take the limit m → 0, we don’t recover the lin-
earized Schwartzschild solution, because the spatial non-gauge part of the perturbation is half
of that of the GR solution. If we calculated the bending angle of light, for example, we would
find that here it is 3/4 of the GR prediction, even for m→ 0 [10].
This feature of the Fierz-Pauli theory would seem to make hopeless any attempt for a
massive gravitational theory to describe the real world: the predictions of General Relativity
– especially in the linear regime – are observationally verified with a high degree of accuracy
(for a review, see for example [57]): the absence of a smooth massless limit, and discontinuous
predictions from the massive to the massless theory, put the predictions of the former one
outside experimental bounds. However we must always keep in mind that a gravitational
theory, in order to be background independent, must go beyond the linear order. Also and
more importantly, while in the massless theory the only dimensionful quantity associated with
the gravitational theory was Newton’s constant (or, equivalently, Planck’s mass), here we have
also the Fierz-Pauli mass among the dimensionful parameters of the theory. This means that
in the coupled theory we will have two characteristic length scales: the usual Schwarzschild
radius (or similar concepts for non-spherically symmetric solutions), and a new length scale
called the Veinshtein radius rV from the proposer of the mechanism which we are describing
[7]. Veinshtein argued that the theory becomes strongly coupled beyond this radius, giving
the possibility of recovering the predictions of General Relativity with a massive theory of
gravity. This mechanism, called the Veinshtein mechanism, has been proven to exist both
in the dRGT theory of massive gravity, that we will describe later in this chapter, and in
the bimetric theory of gravity which we will describe in Chapter 2 [58]. For a review on the
Veinshtein mechanism, see [59].
1.1.4 The Boulware-Deser argument
In the previous sections we saw that if we want to describe a massive spin-2 field using a
Lagrangian, the choice of the mass term is essentially unique, apart from an overall constant
which is identified with the mass, since the only other arbitrary parameter must be fixed
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in order not to propagate other, unphysical, degrees of freedom. If one wants to probe the
possibility of the field describing gravity having a small mass, putting to test the conjecture
by Veinshtein and recovering consistency with observations from the pitfall of the vDVZ
discontinuity, then one needs a nonlinear completion of the Fierz-Pauli theory. This is the
framework of nonlinear massive gravity. We will see later that, even though this is how the
theory developed historically, another possibility is to study the mass term as a nonminimal,
nonderivative coupling between the gravitational field and the massive one. In this chapter, we
will employ the first point of view. During the ’60s and the ’70s, following the advancements
in the field of experimental tests of General Relativity, a new interest arose in probing the
possibility of a small mass of the graviton. Even as the research field of massive gravity was
recovering from the discovery – and possible resolution – of the vDVZ discontinuity, it was
brought abruptly to an early end by two articles by Boulware and Deser ([9, 10]), which
showed that any nonlinear extension of the linear Fierz-Pauli theory would have reintroduced
the scalar ghost removed in the definition of the linear theory: this no go “theorem” (which
we will see is wrong, thus the quotation marks), crushed any hope of trying to construct a
massive theory of gravity, and to avoid the vDVZ discontinuity via a Veinshtein mechanism.
Let us follow Deser’s argument acritically, leaving for the end of this section comments
about any loophole that may make this argument incomplete. We take an action of the form
S =
∫
d4x
√
g
{
R[g]− 1
4
m2M[g]
}
, (1.65)
where M is a generic function of the metric which nonlinearly generalizes the Fierz-Pauli
mass term. First, let us note thatM cannot depend on g alone: this is because, due to the
fact that
gµρgρν = δ
µ
ν , (1.66)
the only nontrivial (i.e. not proportional to the identity) scalar quantity we can construct out
of a single metric tensor field is its determinant, but this cannot represent a good candidate
mass term, since, when we consider fluctuations over flat spacetime, we have
M[g] = √g = 1 + 1
2
h− 1
2
(
h · h− 1
2
h2
)
+O(h3), (1.67)
which is not of the Fierz-Pauli form. If we consider the theory from the perspective of a
Lorentzian field theory, this would amount to the introduction of a ghost mode. Moreover,
if we use properly the background field method for the study of perturbations, we must use
as a background a metric which is a solution to the Einstein equations. The introduction of
this term in the action would change the background solution, which cannot anymore be flat
(it will AdS or dS, depending on the sign of the coefficient of the determinant). From our
perspective it will suffice to say that this is not a good mass term, a consideration that also
applies to the case of a general function of the determinant, since its expansion would read
M(−g) =M(1) +
(
h− 1
2
h · h
)
M′(1) + 1
2
h2
[M′(1) +M′′(1)]+O(h3). (1.68)
In order to construct other scalar functions, we must introduce an auxiliary metric fµν , so
that we can construct scalars with the combination gµνfνρ. In general fµν would be a generic
auxiliary field, but, following Deser, we will choose it to be the background metric of our
spacetime, so that
hµν = gµν − fµν . (1.69)
In particular, this means that
Gµν(f) +m
2 δM
δgµν
(f) = 0. (1.70)
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Restricting ourselves to fµν = ηµν , we must have that M does not contain linear terms, in
order to avoid tadpoles. Also, its quadratic part must have the Fierz-Pauli form: generally,
it will be a power series with no linear term, Fierz-Pauli quadratic term and higher powers.
The crucial step in the approach of Boulware and Deser is that they consider the additional
contributions to be always powers of the Fierz-Pauli term: then
M[g] =M [h · h− h2] . (1.71)
We could, for example, consider the action to be the nonlinear action of General Relativity
with the addition of the Fierz-Pauli mass term: the Hamiltonian will then be the ADM
Hamiltonian
H = NC0 +NiCi, S =
∫
d4x
(
piij q˙ij −NµCµ
)
, (1.72)
plus the mass term. Neither the lapse N nor the shift N i are now Lagrange multipliers, but
instead their equations of motion fix them to be
N = m2hC0, m2(δij − hgij)Nj = Ri. (1.73)
Inserting these into the Hamiltonian, we find
H =
1
2m2
∫
d3x
[
(N0)2h−1 +N i
(
δij − hgij)−1N j]
+
1
2
m2
∫
d3x
[
(hij)
2 − h2 + 2h] (1.74)
Note how, apart from the mass term, the unconstrained Hamiltonian is proportional to 1/m2,
which indicates a singular m → 0 limit. This is essentially due to the fact that the massless
action is proportional to NC0, which is related to the arbitrariness of the choice of slicing in
defining the 3+1 decomposition. This, according to Deser, is a general feature of any mass
term, which spoils the linearity in the lapse. We can also show that the energy is not bounded
from below: let us consider as initial condition Ci = 0, and fluctuations characterized by
h < 0, |h|  1 (1.75)
This means that the mass term is negligible, and then
H ∼ − 1
m2
∫
d3x(C0)2 1|h| , (1.76)
which can take arbitrarily negative values for fixed m. Boulware and Deser go further to show
that any mass term which is a power series of the type described above gives rise to an energy
unbounded from below or other inconsistencies.
There are two problematic points in this argument, and in fact the solution to the problem
of finding a nonlinear extension of the linear massive theory will make use of both of them.
First, the identification of the second metric with the background for hµν . This was already
pointed out by Deser, but in fact is crucial, since the theories which we will discuss are of
the bimetric kind, i.e. the two metrics are independent objects. The second, and probably
most important loophole is that once we introduce a second metric, the choice made by Deser
of a mass term constituted by a power series of the Fierz-Pauli combination is an extremely
particular one, and in fact the Massive Gravity potential will not have this form. In particular,
we will see that contrary to Deser’s statement, we will be able to construct a nonderivative
interaction term which is linear in the Lapse.
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1.2 Nonlinear massive gravity
Now that we have a grasp of how the linear theory of a massive graviton works and of its
shortcomings, and we have seen the difficulties that arise when trying to extend the theory to
nonlinear order in a naive way, we are ready to discuss how the nonlinear theory is obtained.
After the article [10] of Boulware and Deser, not much work has been done in the field of
massive gravity for almost forty years, since it was believed that their argument put the
end word on the possibility of obtaining a nonlinear theory, and also there was not a strong
phenomenological motivation to pursue the search any longer: the search for massive gravity
seemed to be an improbable, and purely academic, quest. In the late ’90s, however, after
the discovery of the accelerated expansion of our Universe [11, 12] there has been a renewed
interest in this pursuit, since theories of massive gravity usually have naturally self-accelerating
solutions. Further, we saw that the argument of Boulware and Deser had some weak links,
and these can be used in order to obtain a consistent (i.e. free of a scalar ghost) theory. In
particular, we will show through a Hamiltonian discussion how it is possible to construct a
potential which gives the correct number of constraints in order to propagate 5 degrees of
freedom in four dimensions. This field theory is known as dRGT massive gravity, after its
discoverers [18], but our Hamiltonian discussion uses a different form of the action from the
original one, derived by Hassan and Rosen in [60], who also provided in [27] the rigorous proof
of the existence of the last needed constraint, which allows the theory to propagate the correct
number of degrees of freedom at the nonlinear level.
1.2.1 The dRGT potential
As we already observed in the previous section, since gµρgρν = δ
µ
ν , at the nonlinear level
we cannot construct a mass-term (i.e. a nonderivative self-interaction) for the Lagrangian
without introducing another tensor field. This means that we must introduce another (0,2)
tensor, which we take to be symmetric in order to contain a spin-2 representation, once we
make the inclusion SO(D−1, 1) ⊂ GL(D). This second tensor field, at least for this section, is
completely arbitrary and non-dynamical; later we will consider a modification of this theory
in which also the second tensor field is made dynamical. These will be properly bimetric
theories, while the ones we discuss in this section fall under the classification of massive
gravity theories. Let us write down explicitly the ADM decomposition of the metric and its
inverse, which is derived in Appendix A:
g = (−N2 +N iNi)dt⊗ dt+Ni(dt⊗ dxi + dxi ⊗ dt) + qijdxi ⊗ dxj (1.77)
g−1 =
1
N2
{
− ∂
∂t
⊗ ∂
∂t
+N i
(
∂
∂t
⊗ ∂
∂xi
+
∂
∂xi
⊗ ∂
∂t
)}
+
1
N2
(
N2qij −N iN j) ∂
∂xi
⊗ ∂
∂xj
(1.78)
We derived this decomposition in the context of the theory of General Relativity, but being
just a change of variables, it holds for any symmetric tensor field defined on a (pseudo-
Riemannian) manifold. Note that we have some degree of arbitrariness here, since having two
distinct tensor fields we can choose which one to use in order to raise and lower the indices.
The convention used here is to raise and lower the coordinate indices on the space slice Σ
by using the 3-metric q: this means that we are regarding gµν as the spacetime metric. Let
us recall the explicit expressions of the General Relativity constraints (for more details see
Appendix A) together with the corresponding algebra:
C0 = −√q
[
R− 1
q
(
piijpiij − 1
2
pi2
)]
, Ci = −2∇¯kpiik, (1.79)
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{C0(x), C0(x)} = −Ci(y) ∂
∂yi
δ3(x− y) + Ci(x) ∂
∂xi
δ3(x− y) ≈ 0 (1.80)
{Ci(x), Cj(y)} = −Ci(y) ∂
∂yj
δ3(x− y) + Cj ∂
∂xi
δ3(x− y) ≈ 0 (1.81){C0(x), Ci(y)} = C0 ∂
∂xi
δ3(x− y) ≈ 0 (1.82)
Here we denoted by an overline the three-dimensional covariant derivative on Σ. The system is
first class, and the constraints are the four generators of the gauge transformations of General
Relativity (diffeomorphisms, or local translations generated by vector fields). We will also
operate the ADM change of variables for f, calling the lapse L, the shift Li and the “3-metric”
φ.
Since the potential we are going to introduce will break diffeomorphism invariance, on
general grounds we won’t have the four constraints that arise because of the shift and lapse’s
linearity in the action. This means that we are propagating all the modes of q, i.e. 12
canonical degrees of freedom (recall that two canonical degrees of freedom correspond to one
degree of freedom in configuration space). We need two constraints in order to reduce the
number of canonical degrees of freedom down to ten, and we expect them to be of second
class, since we have no manifest residual gauge symmetry. The “mass term” in the action will
have the general form √
|g|V (g−1f) = N√qV (q, N,N;φ, L,L) (1.83)
In order to have a primary constraint, we would like the right-hand side of (1.83) to be linear
in the lapse N . This in general is not true, but we may be able to make a field redefinition
that makes the action satisfy this requirement, and thus we will try to search for a new lapse
ni that will do the job. We also must require that the change of variables N i → ni be such
that N does not appear in the equations of motion for ni: if it were not so, the constraint
would cease to be linear in the lapse after integrating out the auxiliary fields. Because of the
form of equation (1.83), in order for it to be linear in the lapse, the potential must, after the
field redefinition, take the form
V =
1
N
V1 + V2 (1.84)
Where V1, V2 are independent of the lapse. From the ADM decomposition (1.87) we see that
g−1 is at most quadratic in 1/N . On this basis it was argued in [19] that the potential should
have a square-root structure. We then define the square root matrix
S ≡
√
g−1f, (1.85)
which was first introduced in [60] for the Hamiltonian study of this theory. Later, in Section
3.5, we will propose a new field redefinition which may be able to avoid the necessity of dealing
with a square root tensor.
Of course, the ADM decomposition of this object will in general be highly nonlinear,
however what we are going to do is to show that making just a linear redefinition of the shift
vector it will actually be linear in 1/N . We then make for S the ansatz
S =
1
N
A + B (1.86)
And find the proper redefinition of the shift by imposing that its square be equal to g−1f.
Using the ADM decomposition
g00 = − 1
N2
, g0i =
N i
N2
, gij = qij − N
iN j
N2
, (1.87)
f00 = −L2 + LiφijLj , f0i = Li, fij = φij (1.88)
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and the linear redefinition N i = ci +Ndi, where ci and di are real constants, we have
(g−1f)00 = g0µfµ0 =
L2
N2
− 1
N2
Liφ
ijLj +
N iLi
N2
=
1
N2
(L2 + ciLi − LiφijLj) + 1
N
diLi,
(1.89)
(g−1f)0i = g0µfµi =
−Li +Nkφki
N2
=
1
N2
(−Li + ckφki) + 1
N
dkφki, (1.90)
(g−1f)i0 = giµfµ0 = − L
2
N2
N i +
1
N2
Lkφ
klLlN
i + qijLj − 1
N2
N iN jLj
= − 1
N2
(L2ci + cicjLj − LkφklLlci)
− 1
N
(L2di + d(icj)Lj − LkφklLldi) + qijLj − didjLj ,
(1.91)
(g−1f)ij = giµfµj =
1
N2
N iLj + q
ikφkj − 1
N2
N iNkφkj
=
1
N2
(ciLj − cickφkj)− 1
N
(diLj + d
(ick))φkj − didkφkj + qikφkj .
(1.92)
Now we equate S2 and g−1f order by order in 1/N : defining the three matrices Ei, i = 0, 1, 2
as
S2 =
1
N2
E2 +
1
N
E1 + E0, (1.93)
we find
E2 =
(
a0 aj
−a0ci ciaj
)
, (1.94)
E1 =
(
diLi d
iφij
−(dkLkci + a0di) −(cidkφkj + diaj)
)
, (1.95)
E0 =
(
0 0
(qik − didk)Lk (γik − didk)φkj
)
, (1.96)
where we have defined
a0 ≡ L2 − LiφijLj + ciLi, ai ≡ −Li + cjφji. (1.97)
Comparing this result with the square of equation (1.86), we see that
A2 = E0, B2 = E2, {A,B} = E1. (1.98)
Then, it can be directly verified, by squaring both sides of the equations below, that
A =
√
E0 =
1
L
√
x
(
a0 aj
−a0ci −ciaj
)
, B =
√
E2 =
√
x
(
0 0
DikL
k Dij
)
, (1.99)
where
x ≡ 1
L2
(a0 − ciai), Dij =
√
(qil − didl)φlj
x
. (1.100)
The equation {A,B} = E1 has to be used as a consistency condition on the whole construc-
tion. First we have to prove the relation
φikD
k
j = φjkD
k
i. (1.101)
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Following [21], in order to do this, let us first note that, in matrix notation, we haveD =
√
Xφ,
where X and φ are symmetric matrices. Then, let us write
D =
√
1 + (Sφ− 1) =
∑
n
An(Sφ− 1)n. (1.102)
Assuming the series converges, it is clear that (φD)T = φD, which is the identity that we
wanted to prove. Using this into the equation for the anticommutator {A,B}, we have
di =
1
L
Dik(c
k − φklLl) ≡ Diknk. (1.103)
The last equality in (1.103) is the definition of the new shift ni. We have finally found the
redefinition of the shift we were looking for: it is
N i = Li + Lni +NDikn
k (1.104)
x = 1− nlφlknk, D =
√
(qil −DiknkDlmnm)φlj
x
. (1.105)
In particular, the last equation is an implicit equation for the matrix D, which is solved by
D =
√
q−1φQQ−1, (1.106)
where we have defined yet another matrix Q as
Qij = xδ
i
j + n
inkφkj . (1.107)
We can now note that it is possible to define the two vectors
u =
(
1
−ci
)
, v =
1√
x
(
a0
ai
)
, (1.108)
so that Aij = uivj . Also, theA-terms in the potential carry its only dependence in 1/N , so we
should require that no powers of A higher than the first be present in V (S), once we express
S in terms of A and B. But because A is essentially a dyadic of vectors, any antisymmetric
combination of powers of S will be only linear in A. Then any potential of the form
V (S) =
4∑
n=0
bn
µ1...µnλ1...λ4ν1...νnλ1...λ4S
ν1
µ1 . . . S
νn
µn (1.109)
will be linear in the lapse, as desired. We could verify explicitly the independence from the
lapse of the equations of motion for the new shift, but let’s instead note that
δS
δni(x)
=
∫
dy
δN j(y)
δni(x)
δS
δN j(y)
. (1.110)
The right-hand side does in fact depend on the lapse, but only through the invertible Jacobian
δN j(y)
δni(x)
. (1.111)
This means that the equations of motion forN i and ni are equivalent, and thus the dependence
on N of the latter can be factored out, and they are in fact independent from the lapse, which
is the second condition we required in order for a primary constraint to arise in our theory.
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We have thus verified that this form for the potential gives rise to a constraint which
reduces to 11 the number of canonical degrees of freedom. In order to show that we are actually
propagating ten canonical degrees of freedom (the right number for a massive graviton) we still
have to show that there is another constraint arising from the requirement of consistency of
this one. It would actually be strange if this were absent, since second-class constraints always
“come in pairs” (see e.g. [55]) for bosonic systems, and we don’t expect this primary constraint
to be first-class, since we don’t have any manifest gauge freedom left. Still, this observation
cannot be ragarded as a proof, but at best as an heuristic argument: for example, we could
have in fact a hidden residual gauge symmetry, not manifest because of the involved form of
the self-interaction. This could be generated by the single constraint that we obtained, which
being the only one we have would have to be first-class, and the theory would be different
from what we are expecting. In order to show that this is not the case, in the next section we
turn to a detailed Hamiltonian analysis of the theory, in which we shall show that actually
the argument illustrated in this section goes in the right direction.
1.2.2 Full Hamiltonian analysis of metric massive gravity
Having obtained the general form that the potential must have in order for our theory to
have a chance to be consistent, in order to actually check that we are propagating five degrees
of freedom we should perform a more detailed analysis of its constraints. In particular we
should calculate explicitly the primary constraint, and see that from the requirement of its
consistency with time evolution a secondary constraint arises. Since the calculations in this
case are extremely long, but also very trivial from the conceptual point of view, we will follow
them step by step, still skipping some of the algebra. First we note that the potential can be
rewritten in terms of the so-called elementary symmetric polynomials en(S) as
V (
√
g−1f) = 2m2
3∑
n=0
βnen(
√
g−1f) (1.112)
Where
e0(S) = 1, e1(S) = tr(S), e2(S) =
1
2
[
tr(S)2 − tr(S2)] (1.113)
e3(S) =
1
3!
[
tr(S)3 − 3tr(S)tr(S2) + 2tr(S3)] (1.114)
e4(S) =
1
4!
[
tr(S)4 − 6tr(S)2tr(S2) + 3tr(S2)2 + 8tr(S)tr(S3)− 6tr(S4)] ,
ek≥4 = 0. (1.115)
The general formula for these polynomials in an arbitrary dimensional spacetime is
en(S) =
1
n!(4− n)!
µ1...µnλn+1...λDν1...νnλn+1...λDS
ν1
µ1 . . . S
νn
µn , (1.116)
so that in general the last equation of (1.115) would be ek≥D = 0. The Hamiltonian density
is
H = NC0 +NiCi + 2m2√qN
3∑
n=0
βnen(
√
g−1f). (1.117)
In this expression, we now change variables to the new shift vector ni using the redefinition
(1.104), and calculate explicitly the potential in terms of our variables. Note that the pri-
mary (or Hamiltonian) constraint arises from the fact that the equations of motion for Nµ
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depend only on their combinations ni: three of the equations of motion serve to determine
these combinations in terms of the canonical variables, while the fourth is the Hamiltonian
constraint. As a matter of fact, this is true, even though absolutely not obvious due to the
nonlinear nature of the potential, also in the the Hamiltonian (1.117) expressed in the old
variables. To make this manifest, finding explicitly the primary constraint, we have to make
the field redefinition discussed in the previous section:
N i − Li = (Lδij +NDij)nj . (1.118)
Here we are using the 3-metric q to raise and lower the indices of the quantities relative to g,
while φ for the quantities relative to f. The matrix D is determined by the equation
√
xD =
√
(q−1 −DnnTDT )φ, (1.119)
x ≡ 1− niφijnj . (1.120)
From the discussion of the previous section, we expect the potential to have a term propor-
tional to 1/N which simplifies with the prefactor in (1.117), and one term of order zero in
1/N , which will enter in the primary constraint. The Hamiltonian and the Lagrangian then
become
H = H0 +Nψ(1), L = piij q˙ij −H0 −Nψ(1), (1.121)
where we have defined
H0 ≡ (Lni + Li)Ci − 2m2L√qU, ψ(1) ≡ C0 + CiDijnj − 2m2√qV, (1.122)
U = β1
√
x+ β2
[
xDii + n
iφijD
j
kn
k
]
+β3
[√
x
(
Dlln
iφijD
j
kn
k −DiknkφijDj lnl
)
+
1
2
x3/2
(
DiiD
j
j −DijDj i
)]
, (1.123)
V = β0 + β1
√
xDii +
1
2
β2x
[
DiiD
j
j −DijDj i
]
+
1
6
β3x
3/2
[
DiiD
j
jD
k
k − 3DiiDjkDkj + 2DijDjkDki
]
. (1.124)
Note that we have V2 = V2(
√
xD). In order to get the explicit form of the primary constraint,
we must first find the equations of motion for the new shift. Let us first observe that from
the equation (1.119) defining the matrix D we have the following identities:
δ
δnk
tr(
√
xD) = − 1√
x
nTφ
δ(Dn)
δnk
,
δ
δnk
tr(
√
xD)2 = −2nTφDδ(Dn)
δnk
, (1.125)
δ
δnk
tr(
√
xD)3 = −3√xnTφD2 δ(Dn)
δnk
, (1.126)
using which we get
δH0
δnk
= −Lψk, δψ
(1)
δnk
= ψi
δ(Dijn
j)
δnk
, (1.127)
where we have defined
ψi = −Ci − 2m2
√
q
x
nlφlj
{
β1δ
j
i + β2
√
x(δjiD
m
m −Dj i)
}
−2m2
√
q
x
nlφljβ3x
[
1
2
δji (D
m
mD
n
n −DmnDnm) +DjmDmi −Dj iDmm
]
(1.128)
1.2 Nonlinear massive gravity 28
Then the equations of motion for the new shift are
δS
δnk
= −δH0
δnk
+N
δψ(1)
δnk
= 0, (1.129)
which, upon substituting the identities above, become
ψi
[
Lδik +N
δ(Dijn
j)
δnk
]
= 0. (1.130)
Since the matrix in square brackets is the Jacobian of the transformation between the old
and the new shift, it is invertible, so that the equations of motion for ni can be written in the
equivalent form
ψi(q, pi, n) = 0. (1.131)
We have thus verified explicitly what we stated in the previous section, getting also the explicit
form of the equations of motion for the redefined shift. In principle these should be used to
solve the new shift in terms of the canonical variables. The explicit solution for a generic
choice of the potential is still not known, but for our analysis it will suffice to keep the shift ni
in our expressions, keeping in mind that ni = ni(q, pi). The equation of motion for the lapse
is
ψ(1)(γ, pi, n) = 0, (1.132)
which is our primary constraint. Now we ask for the consistency of this constraint. This
means that we must impose
[ψ(1)(x), H] = [ψ(1)(x), H0] +
∫
dyN(y)[ψ(1)(x), ψ(1)(y)] ≈ 0 (1.133)
If we didn’t have [ψ(1)(x), ψ(1)(y)] ≈ 0, this would simply be an equation determining the
lapse in terms of the other variables, and we would end up with an odd number of canonical
degrees of freedom since this would not be a first-class constraint, a situation which would be
impossible in the absence of fermions. Indeed, we would have a single second-class constraint
in a bosonic system, a situation ruled out by a general theorem we state in Appendix A. The
explicit calculation, however, is useful in its own regard, and with it we can be completely
sure we are not missing some subtlety.
In order to explicitly prove the existence of a secondary constraint, we must then prove
that
[ψ(1)(x), ψ(1)(y)] ≈ 0. (1.134)
In order to calculate the Poisson brackets involving ψ, we now note that having imposed the
equations of motion for ni we would have
δψ(1) =
(
δψ(1)
δqij
+
δψ(1)
δnk
· δn
k
δqij
)
δqij +
(
δψ(1)
δpiij
+
δψ(1)
δnk
· δn
k
δpiij
)
δpiij , (1.135)
since the shift is now a function of q, pi. This equation is greatly simplified by using the fact
that
δψ(1)
δnk
∝ ψi ≈ 0, (1.136)
which follows from equation (1.127). Then the general variation of the primary constraint is
δψ(1) =
(
δψ(1)
δqij
)
nk
δqij +
(
δψ(1)
δpiij
)
nk
δpiij . (1.137)
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We can then evaluate the Poisson brackets at fixed ni, ignoring the specific dependence of the
new shift on the canonical variables. Note that since V depends on q but not on pi,
[
√
qV,
√
qV ] = 0. (1.138)
Then we have
[ψ(1)(x), ψ(1)(y)] = [C0(x), C0(y)] + [Ci(x), Cj(y)]Diknk(x)Dj lnl(y)
+[C0(x), Ci(y)]Diknk(y)− [C0(y), Ci(x)]Diknk(x)
+Smn(x) δCi(y)
δpimn(x)
Dikn
k(y)− Smn(y) δCi(x)
δpimn(y)
Dikn
k(x),
(1.139)
Where
Smn = Cj δ(D
j
rn
r)
δqmn
+ 2m2
δ
(√
qV2(
√
xD)
)
δqmn
. (1.140)
Using the constraint algebra of GR (1.80) and the definition of Ci (1.79), we arrive at
[ψ(1)(x), ψ(1)(y)] = −Ci(y) ∂
∂yi
δ(x− y) + Ci(x) ∂
∂xi
δ(x− y)
+(Dn)i(x)(Dn)j(y)
[
Cj(x) ∂
∂xi
δ(x− y)− Ci(y) ∂
∂yj
δ(x− y)
]
+(Dn)i(y)C0(y) ∂
∂xi
δ(x− y)− (Dn)i(x)C0(x) ∂
∂yi
δ(x− y)
−Smn(x)(Dn)i(y)qi(n∇(x)m)δ(x− y) + Smn(y)(Dn)i(x)qi(n∇(y)m δ(x− y)
(1.141)
Noting that S is symmetric in its indices, we can replace the symmetrization in the lower
indices with a multiplication by 2. Then the covariant derivative can be replaced by an
ordinary derivative, since the terms including the connections are the same in the last two
terms and they cancel. Also, we use
∂
∂xi
δ(x− y) = − ∂
∂yi
δ(x− y) (1.142)
to write
[ψ(1)(x), ψ(1)(y)] =
[
P i(x)
∂
∂xi
δ3(x− y)− P i(y) ∂
∂yi
δ3(x− y)
]
, (1.143)
where
P i = (C0 + CjDjknk)Dilnl + Ci − 2SilqljDjknk. (1.144)
Now by an explicit calculation of the derivatives with respect to qmn we find
Smn = ψi∂(D
i
jn
j)
∂γmn
+m2
√
q(V qmn − V¯ mn) = m2√q(V qmn − V¯ mn), (1.145)
where the first term has been set to zero because of the shift equations of motion, while V¯ mn
is given by
V¯ mn ≡ qmi
[
β1
φik√
x
(D−1)kj + β2
(
φij(D
−1)kjDll − φij
)]
+β3q
mi√x
(
φikD
k
j − φijDkk + 1
2
φik(D
−1)kj(DllDhh −DlhDhl)
)
.
(1.146)
Putting all this together in the expression for P i, and using equation (1.101) to simplify the
expressions, we get
P i =
(
C0 + CjDjknk − 2m2√qV2
)
Diln
l + Ci − 2m2√qV¯ ilqljDjknk
= −ψ(1)Dilnl + ψlqli ≈ 0.
(1.147)
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Thus, we have shown that the Poisson Bracket [ψ(1)(x), ψ(1)(y)] is proportional to the primary
constraint and vanishes weakly, thus proving the existence of a secondary constraint. This
constraint could now be explicitly calculated by taking the Poisson bracket [ψ(1), H0], but
we don’t actually need to do this, since we were interested in proving the existence of two
second-class constraints in order to show that the theory propagates five degrees of freedom,
and not in actually solving the constraints. What we should do, is to prove that[
ψ(2)(x),H0(y)
]
6≈ 0,
[
ψ(2)(x), ψ(1)(y)
]
6≈ 0, (1.148)
which means that the consistency condition for our secondary constraint determines N as a
functions of the canonical variables, not generating new constraints, and that our system is
second-class. But this is true in the linear theory, which is Fierz-Pauli by construction, so it
must be true also in the full nonlinear one.
1.2.3 Conclusions
We have shown, through a detailed Hamiltonian analysis, that the dRGT theory is a correct
nonlinear extension of Fierz-Pauli, in that it adds nonlinear, nonderivative, self-interacting
terms to the Lagrangian while still propagating the same number of degrees of freedom as
those of the linear theory without ghosts.
However, while there are many arguments for the absence of a ghost mode in the dRGT
nonlinear theory, this fact has not yet been proven beyond the shadow of doubt: in order
to do this one would have to show that the energy is positive, under certain requirement of
well-behaviour of the considered solution (presumably similar to those which has to be made
in order to prove the positivity of the energy in General Relativity [61, 62]). For particular
solutions, it has been shown [63] that the energy is actually not bounded from below. However,
as it is argued in the same article, this would seem to happen only for non-asymptotically flat
or highly nonregular solutions, separated by the “physical” ones by an infinite energy barrier.
We stress that this type of solutions would not even satisfy the hypotheses of the positive
energy theorem in General Relativity.
Other serious problems displayed by this theory have been shown in [22, 64], where it
is argued that massive gravity displays superluminal and acausal propagation. Further, as
shown in [65], this theory does not admit stable homogeneous and isotropic solutions.
Does this mean that everything we’ve done is rubbish? Not necessarily. The negative
energy solutions arise basically because of the arbitrariness of the fiducial metric fµν , the
interpretation of which within this framework is far from clear, but which is utterly necessary
for the formulation of the theory. This fiducial metric is completely arbitrary and not fixed
by any equation whatsoever, and this seems to give rise to unphysical solutions.
Also, the presence of two symmetric tensor fields (“metrics”) makes it unclear which is the
one that determine the light-cone structure of the theory, and again the arbitrariness of fµν
seems to be a huge drawback in this respect, not giving us any chance of having a reasonable
interpretation of what we should look for when we talk about causality. This seems to point
us towards an incompleteness of the theory: we should modify it in such a way that fµν is no
longer arbitrary, but without spoiling the counting of degrees of freedom for the theory. This
is what we will do in the next chapter.
Chapter 2
Bimetric gravity and its multimetric
extensions
In the previous chapter we have built the dRGT theory of massive gravity. This theory
solves the most obvious problem that one encounters when trying to build a nonlinear theory
of massive gravity, the so-called Boulware-Deser ghost, by a specific choice of the class of
potentials which introduces two second-class constraints into the theory. However, this is not
the end of the story: as we have said, this theory has other kinds of problems, and their
most probable cause (or at least one of them) is the arbitrariness of the auxiliary metric in
the massive gravity framework. As this auxiliary metric can take any configuration without
having to obey to a field equation, it seems to be completely devoid of physical significance.
One way to solve at least some of the problems of massive gravity (actually, according
to [22], the only possible one) is to drop this arbitrariness by introducing a kinetic term also
for the fiducial metric. A natural ansatz for this second kinetic term would be to consider a
second Einstein-Hilbert term. As we will see this again yields the correct number of degrees
of freedom, adding to the counting the two degrees of freedom of a massless spin-2 field.
We will first make a brief outline of the metric formulation of bimetric gravity: in Section
2.1 we extend the counting of degrees of freedom of the massive gravity case to the bimetric
theory, then we discuss the coupling to matter of the theory and its mass spectrum. We
then switch to the framework which we think is the most natural one for these theories,
i.e. their vielbein formulation, in Section 2.2. As we will see, the interaction potential in
this formulation takes a very simple form. First we derive the vielbein formulation from the
metric one, and then we discuss possible multimetric extensions of bimetric gravity.
2.1 Hassan-Rosen’s metric formulation
2.1.1 From massive to bimetric gravity
The action of bimetric gravity in the metric formulation is given by
S = M2g
∫
d4x
√
gR(g) +M2f
∫
d4x
√
fR(f) + 2m2
∫
d4x
√
g
4∑
n=0
βnen(
√
g−1f). (2.1)
There is a new addend in the mass term, given by
β4
√
ge4(
√
g−1f) = β4
√
f, (2.2)
an equality which is evident from the definition of the symmetric polynomials, equation
(1.116). Now we want to show that this theory propagates the right number of degrees
of freedom for a massive and a massless spin-2 field, through a modification of the proof we
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presented for the case of massive gravity, which is easily extended to the present one. While
the argument was proposed for the first time in [27] together with the one concerning the ex-
istence of the secondary constraint in massive gravity, the complete analysis of the constraint
algebra in the metric formulation, verifying the actual presence of four primary constraints,
was done only later, in [35]. In terms of the ADM variables for the two metrics, the Lagrangian
takes the form
L = M2g piij∂tqij +M2f pij∂tφij −H0 +NC, (2.3)
where pij are the momenta canonically conjugate to φ, and
C = −M2g
(C0[g] + Ci[g]Dijnj)+ 2m2√qV [√xD] (2.4)
is the same function that we encountered in the previous section, properly rescaled. Also,
H0 = Li
(
M2g Ci[g] +M2f Ci[f ]
)
+ L
(
M2f C0[f ] +M2gniRi[g]− 2m2
√
qU ′
)
, (2.5)
√
qU ′ ≡ √qU + β4
√
φ. (2.6)
U and V are given by the expressions (1.123) and (1.124). Our canonical variables are now
(q, piij) and (φ, pij), so that we have a priori 24 canonical degrees of freedom. Even tough
C formally has the same expression as in the massive gravity case, now we must take into
account its dependence on φ, both explicit and through the redefined shift ni. Let us observe
that the equations of motion for ni with the new action read
M2g Ci[g] + 2m2
√
q
nlφlj√
x
[
β1δ
j
i + β2
√
x
(
δjiD
m
m −Dj i
)]
+β3x
(
2m2
√
q
nlφlj√
x
)(
1
2
δji (D
m
mD
n
n −DmnDnm) +DjmDmi −Dj iDmm
)
= 0. (2.7)
In particular, note that they depend on q, pi, φ but not on p. Then we have n = n(q, pi, φ),
and the constraint C is independent of p. This means that the proof of the existence of the
secondary constraint generated by C is exactly the same as the one we gave in Section 1.2.2,
since the derivation of
{C(x), C(y)} ≈ 0 (2.8)
is unmodified by the dynamics we added to the formerly fiducial metric φ. For these reasons
we recover the two constraints we found before. In addition, the Hamiltonian is already
linear in the lapse and shift L,Li, which implies the existence of four more constrants, raising
the count to six. The theory is invariant under the diagonal group of diffeomorphisms, under
which both gµν and fµν transform in the same way. This is easily verified, as the two Einstein-
Hilbert terms in (2.1) are invariant under two separate diffeomorphism groups, but the traces
constructed from g−1f are really invariant only under those diffeomorphisms under which g
and f transform in the same way. We then expect four of these constraints to be first class:
under the assumption that all other constraints are second class, this would mean that our
theory propagates
N = 24− 2Nf.c. −Ns.c. = 14 (2.9)
canonical degrees of freedom, which correspond to the ten of a massive spin-2 field, plus the
five of a massless one.
Actually, this line of reasoning (which is the one presented in [27]) is incomplete: the
presence of the four gauge symmetries given by the diagonal group of diffeomorphisms indeed
ensures us that in this set of six constraints (counting also the secondary constraint which
arises from the consistency requirement for C) there must be at least a first-class subset
consisting of four constraints. Since the constraints are six and the theory is bosonic (i.e. the
second-class constraints must come in pairs, as we already mentioned while studying Massive
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Gravity), we have only two possibilities: we have a set of six first-class constraints (this would
correspond to a “nonlinear partially massless” case 1 ), or we have a set of four first-class
constraints with a pair of second-class constraints (which is massive bimetric gravity). In
order to prove that we are really in the latter case, it suffices to prove that there are two
constraints with nonvanishing Poisson Bracket, i.e. that the Poisson bracket matrix has at
least rank one. This is actually extremely easy to prove: our primary constraints are
C = −M2g
(C0[g] + Ci[g]Dijnj)+ 2m2√qV, (2.10)
C˜ = −
(
M2f C0[f ] +M2gnkCk[g]
)
+ 2m2
√
qU, (2.11)
Ci = −
(
M2g Ci[g] +M2f Ci[f ]
)
. (2.12)
Note also from equation (2.5) that H0, while having additional terms with respect to those we
encountered in Massive Graivity, still depends on φ but not on p. Since, as we have argued,
this happens also for C, not only the secondary constraint exists, but is given by the same
expression as in the Massive Gravity case. This means also that[
ψ(1), ψ(2)
]
6≈ 0 (2.13)
exactly for the same reasons we discussed in Section 1.2.2. This completes the proof that we
are propagating exactly seven physical degrees of freedom, the five of a massive spin-2 field
and the two of a massless one.
2.1.2 Matter couplings
An interesting point raised by the presence of two symmetric tensor fields, each of which could
possibly play the role of a spacetime metric, is: what should the coupling of matter to gravity
be in this theory? In General Relativity this issue is easily solved: matter “flows along the
geodesics” of the unique spacetime metric, and this is achieved by the minimal coupling of the
matter field through the covariant derivative defined with the Levi-Civita connection. This
minimal coupling ensures the Equivalence Principle and, through Weinberg’s Theorem [39],
the Lorentz invariance of the corresponding field theory. In this case, though, we have two
metrics and two Levi-Civita connections, so in principle we could couple matter minimally
with one of them, with both, or with some particular combination of the two.
We will now illustrate an important feature displayed by Bimetric Gravity:
• One can, in general, couple matter minimally with only one of the two metrics in a
consistent way;
• The minimal coupling of the same matter field to both metrics will inevitably reintroduce
the Boulware-Deser ghost.
In order to show this last statement, we will consider a specific example, namely a scalar field
on a FLRW background (of course, it is possible that for certain particular backgrounds the
1While the study of irreducible representations of the Poincaré group, which is used in the very definition
of the concept of particle (see e.g. [66]) allows only for massive and massless representations, the theory
of representations of the (a)dS group allows for “partially massless representations”. A massless particle in
a maximally symmetric spacetime is a particle which carries the same number of degrees of freedom as a
massless particle in flat spacetime, and analogously for the massive case. The possibility of a representation
intermediate between the two, which is the partially massless case, arises essentially from the fact that in
a non-flat maximally symmetric space the mass we have, in addition to the mass, an intrinsic dimensionful
quantity, which is the radius/cosmological constant, allowing for representations describing a number of degrees
of freedom intermediate between a massive and massless one. When representing the particles as fields, these
representations have a reduced gauge symmetry with respect to the massless case.
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ghost will not be there, but in order to show that it generically reappears it suffices to show
this for a particular background). Finally, we will show that a coupling with both metrics is
possible, if we extend our search to nonminimal couplings.
The statement that the minimal coupling of a field to just one of the two metrics gives
consistent results is actually almost a trivial one [26]: this coupling is the consistent one in
General Relativity, and thus it cannot spoil the linearity in the lapse, which is required for
the removal of the ghost. In fact, the minimal coupling of a generic field Φ from this respect
still allows us to write the Hamiltonian in the form
H = H0 +NC +HΦ, (2.14)
where HΦ is an hamiltonian density depending only on the matter field, just by a suitable
redefinition of the Cµ’s relative to the metric to which the field is coupled. Let us see how
this works in the simple case of a massless scalar field minimally coupled to the metric gµν .
Its action is
Sφ = −
∫
d4x
√
ggµν∂µφ∂νφ. (2.15)
We now make a 3+1 splitting and use the ADM decomposition (1.87) for the inverse metric,
finding
Sφ = −
∫
dtd3xN
√
q
{
g00φ˙2 + 2g0iφ˙∂iφ+ g
ij∂iφ∂jφ
}
=
∫
dtd3xN
√
q
{
1
N2
φ˙2 − 2N
i
N2
∂iφφ˙− qij∂iφ∂jφ+ N
iN j
N2
∂iφ∂jφ
}
.
(2.16)
The canonical momentum for φ and the equation inverted for the velocity are given by
piφ =
δS
δφ˙
=
2
√
q
N
(
φ˙−N · ∇φ
)
, φ˙ =
N
2
√
q
piφ + N · ∇φ, (2.17)
from which we can derive the Lagrangian
L = N
{
1
4
√
q
pi2φ + q
ij∂iφ∂jφ
}
(2.18)
and the Hamiltonian
H = piφφ˙− L = N
{
1
2
√
q
pi2φ +
√
qqij∂iφ∂jφ
}
+N ipiφ∂iφ. (2.19)
We see that the matter Hamiltonian is linear in both lapse and shift, thus ensuring that our
additional constraint is kept, as of course was to be expected. This ceases to be true if the
scalar field is coupled to both metrics, since in this case its conjugated momentum will be a
function of both lapses. In fact, let us consider a free massless scalar field minimally coupled
to both metrics. Its action is
Sφ =
∫
d4x
√
ggµν∂µφ∂νφ+
∫
d4x
√
ffµν∂µφ∂νφ. (2.20)
The momentum conjugate to φ would be (changing the name of the 3-metric of f to 3f in
order to avoid confusion with the scalar field)
piφ = 2φ˙
(√
q
N
+
√
3f
L
)
− 2∇φ ·
(√
q
N
N +
√
3f
L
L
)
, (2.21)
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and we would clearly lose linearity in the lapses and the second shift in the Hamiltonian. For
example, the term quadratic in φ˙ would give us a contribution
N
√
qL2 + L
√
3fN2
4(
√
qL+
√
3fN)2
pi2φ, (2.22)
which cannot be canceled by any other contribution.
One may argue that this is a very specific example of minimal coupling to both metrics,
and we should consider a more general one, which could be ghost-free. It has been shown
[35] that this is not the case. We shall not redo all the calculations of the general case, but
rather we shall illustrate the steps needed in order to arrive at this result. To begin with, let
us define the quantities
X ≡ −1
2
gµν∂µφ∂νφ, X˜ ≡ −1
2
fµν∂µφ∂νφ. (2.23)
A generic doubly coupled scalar field theory will have a Lagrangian
L = √gP (X,φ) +
√
fP˜ (X˜, φ), (2.24)
Where P, P˜ are local polynomial functionals of their arguments (since we start from a local
field theory, and couple it to gravity through the minimal coupling procedure). Let us consider
a FLRW background: we can decompose gµν and fµν into SO(3) irreducible representations
(see for example [67]), and fix the gauge for a single metric so that we have
ds2 = −a2(1 + 2α)dt2 − 2∂iχdtdxi + a2δijdxidxj , (2.25)
ds˜2 = −c˜2a˜2(1 + 2α˜)dt2 − 2∂iχ˜dtdxi + a˜2 [δij(1 + 2Φ) + 2∂i∂j γ˜] dxidxj . (2.26)
Here ds2 is the line element of gµν , while ds˜2 is the line element of fµν . The scalar modes
are the six modes a, α, c˜, a˜, α˜,Φ of the two metrics, and the scalar field φ = φ¯ + ϕ. We can
eliminate four of these, the lapses α, α˜ and the shifts χ, χ˜, using the first-class constraints
of the diagonal diffeomorphism group, which are surely there since we did not spoil our
diffeomorphism invariance. This leaves us with three scalar modes: if all three are propagating,
it means that there is no linearity in the second lapse to generate another constraint, and so
we have reintroduced the Boulware-Deser ghost. This is checked by finding the kinetic kernel
for the scalar sector and calculating its determinant. This was done in [35], where they found
det(Aij) ∝ a˙2 ˙¯φ2
(
6ξ2β3 + 4ξβ2 + β1
)
(∂XP + 2X∂X∂XP )
(
∂X˜ P˜ + 2X˜∂X˜∂X˜ P˜
)
(2.27)
This means that, in order not to propagate the Boulware-Deser ghost, we must choose the
scalar field action so that one of the last two factors is zero, for example
∂XP + 2X∂X∂XP = 0. (2.28)
We look for solutions of the type P (X,φ) = XαP (φ), which include all the possible derivative
terms we can generate with the minimal coupling to a metric, and we find
P (φ) = f0(φ) +
√
Xf1(φ). (2.29)
Since the second term cannot come from the minimal coupling procedure of a local field theory,
we will not consider it: this means that the only minimal coupling of two scalar field, with
generic actions, that doesn’t reintroduce the ghost is the one in which the field is coupled to
only one of the two metrics. The results of [35] are actually stronger than this: by studying
also an anisotropic background, they exclude also the term
√
Xf1(φ), so that the second
coupling can really only be achieved through the tensor density in a nonderivative term.
We want to stress that in all this discussion we have only considered minimal coupling to
one of the two metrics. Thus two possibilities still remain:
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1. We could have minimal coupling of a field to some nonlinear combination of the two
metrics, or
2. We could have nonminimal coupling of a field to both metrics.
No consistent nontrivial example which is able to exploit one of these two possibilities is
known, as it is very easy to reintroduce the ghost.
For example, one seemingly consistent nonminimal coupling is given by the following
action:
S =
∫
d4x
√
g
{
M2g
2
R(g) + 2m2
∑
n
βnen(Y )
}
+
∫
d4x
√
f
{
M2f
2
R(f)− 1
2
fµν∂µφ∂νφ
}
,
(2.30)
where now
Y = gµν(fµν + α∂µφ∂νφ). (2.31)
However, this nonminimal coupling is trivial, though not in a manifest way, since by making
the redefinition
f˜µν = fµν + α∂µφ∂νφ. (2.32)
The model results to be equivalent to one in which the scalar field is coupled only to one
metric, since by inserting this field redefinition in the action above we see that the additional
terms coming from the Ricci scalar R(f) are total derivatives.
2.1.3 Mass spectrum of the linear theory and its possible nonlinear exten-
sions
One interesting point about this theory is that, even though we know that we are propagating
the right number of degrees of freedom for a massive and a massless spin-2 field, the two
metrics with respect to which the theory is formulated are not the modes which diagonalize
the quadratic kernel, once we go to the linearized theory. Together with the remark coming
from the previous section that only one metric can be minimally coupled in a consistent way
to matter, this means that the metric which would describe the gravitational interaction in
these theories is not strictly massless, but it is rather in a superposition of mass eigenstates
(in Chapter 6 we will see how this can be considered a particular, although very significant,
example of a more general mechanism that gives mass to gauge fields in classical field theories).
Let us see what are the modes which do diagonalize the quadratic kernel in the linearized
theory. The action from which we start is
S = m2g
∫
d4x
[√
gR[g] + α2
√
fR[f ]− 2m2√gV (S;βn)
]
, (2.33)
with
V (S, βn) =
4∑
k=0
βnen(S), S
µ
ρS
ρ
ν = g
µρfρν (2.34)
Note that without matter couplings, the theory is symmetric under the exchange of the two
metrics
α−1gµν ↔ αfµν , α4−nβn ↔ αnβ4−n; (2.35)
However, this symmetry is spoiled when we couple matter to only one of them, . As a first
thing, let us turn to the calculation of the vacuum field equations. In order to arrive at
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this result, we must vary the square-root matrix with respect to the two metrics. The most
convenient way to do this is illustrated in [60]: we define
X ≡ (g−1f)n/2 (2.36)
and then we use the matrix chain rule
2
δf(X)
δg−1
=
δX
δg−1
δf(X)
δX
+
δf(X)
δX
δX
δg−1
(2.37)
to find
δ(g−1f)n/2
δg−1
=
n
4
f(g−1f)
n
2
−1 +
n
4
(g−1f)
n
2
−1f. (2.38)
Taking the trace of both sides of the equation, we find
δ
δg−1
tr(g−1f)n/2 =
n
2
tr
[
f(g−1f)
n
2
−1
]
=
n
2
tr
[
g(g−1f)n/2
]
. (2.39)
This identity allows us to calculate the variations with respect to the two metrics of the mass
term, and thus the equations of motion. In particular, the variation of a single symmetric
polynomial with respect to one tensor field, say g, is given by
2√
g
δ
[√
gen(
√
g−1f)
]
=
n∑
m=0
(−)m+1tr
[
g(
√
g−1f)mδg−1
]
en−m(
√
g−1f). (2.40)
Then, using this identity in the action (2.33), we find the vacuum field equations{
Eµν ≡ Gµν [g] +m2Vµν [g, f ] = 0,
E˜µν ≡ G˜µν [f ] + m2α2 V˜µν [g, f ] = 0,
(2.41)
Where Gµν is the Einstein tensor, the tilde denotes quantities referred to fµν , and
Vµν = − 2√
g
δ(
√
gV )
δgµν
= gµρ
{
β0δ
ρ
ν − β1 (Sρν − p1δρν) + β2
[
(S2)ρν − p1Sρν + p2δρν
]}
−β3gµρ
[
(S3)ρν − p1(S2)ρν + p2Sρν − p3δρν
]
(2.42)
And similarly for V˜µν .
We now consider fluctuations for the two tensor fields around some background,
fµν = f¯µν + ϕµν , gµν ≡ g¯µν + hµν . (2.43)
Since our interest will be to recognize the spectrum of the theory, i.e. which are the mass-
less and massive mode at the linearized level, we will restrict ourself to locally proportional
backgrounds, defined by
f¯µν = c
2(x)g¯µν . (2.44)
This means that the background value of the square root matrix S will be proportional to
the identity, so that from the field equations we see that for c(x) = const. these backgrounds
will correspond to maximally symmetric solutions, the only ones over which it makes sense to
talk about the “mass” of a mode (see footnote in Section 2.1.1). In principle, there could be a
wider class of maximally symmetric solutions than the proportional ones, but we don’t expect
to be able to easily diagonalize the quadratic kernel in those cases. We then first consider the
equations of motion for the proportional backgrounds:
G¯µν + Λg g¯µν = 0, G¯µν + Λf g¯µν = 0, (2.45)
2.1 Hassan-Rosen’s metric formulation 38
where
Λg = m
2(β0 + 3cβ1 + 3c
2β2 + c
3β3), Λf =
m2
α2c2
(
cβ1 + 3c
2β2 + 3c
3β3 + c
4β4
)
(2.46)
First, taking the background covariant divergence of any of the two equations, and using
∇¯µG¯µν = 0, (2.47)
we find that necessarily it must be ∂µc = 0, i.e. c is a constant, and these are maximally
symmetric backgrounds. Also, in order for the system of equations to be consistent c must
be solution of
Λg = Λf . (2.48)
This is a quartic equations that can be used to solve c as a function of the parameters of the
theory. As a side remark, we note that one possible solution to these equations is
c = α = 1, βn = β4−n (2.49)
Which makes the theory completely symmetric between fµν and gµν . The equations of motion
for the fluctuation variables are{
Gµν [h] + Vµν [f, g] = 0
G˜µν [ϕ] + m2α2 V˜µν [f, g] = 0.
(2.50)
The Gµν ’s are the linearized Einstein tensors, which around a general backgrounds are given
by
Gµν = Eµνρσδgµν + 1
2
[
g¯µνR
ρσ − δρµδσν
]
δgρσ, (2.51)
Eµνρσ = −1
2
[
δρµδ
σ
ν∇2 + g¯ρσ∇µ∇ν + g¯µν∇ρ∇σ − δρ(µ∇σ∇ν) − g¯µν g¯ρσ∇2
]
. (2.52)
We see here that neither f nor g are mass eigenstates. To find what the eigenstates are, we
consider instead the linear combinations
H˜µν = hµν + α
2δϕµν , M˜µν = g¯µνδS
ρ
ν =
1
2c
δϕµν − 1
2
chµν , (2.53)
for which the equations of motion become
EµνρσH˜ρσ − Λ
(
H˜µν − 1
2
g¯µν g¯
ρσH˜ρσ
)
= 0, (2.54)
EµνρσM˜µν − Λ
(
M˜µν − 1
2
g¯µν g¯
ρσM˜µν
)
+
m2FP
2
(
M˜µν − g¯µν g¯ρσM˜ρσ
)
= 0. (2.55)
These are the equations of motion for a massive and a massless spin-2 field on a maximally
symmetric background g¯µν . These modes diagonalize the quadratic part of the lagrangian,
constituting the mass spectrum of the linear theory.
Two problems immediately arise: there is an infinity of ways to extend these modes at
nonlinear level: which is the natural one? Also, we previously cited Weinberg’s theorem, which
states that in order to have a Lorentz invariant S-matrix any massless spin-2 particle must (in
the soft limit) couple universally to every kind of charged matter [39]. Since this charge in the
case of gravitons is the energy, this can be considered as a proof of the Equivalence Principle.
Comparison with our conclusions about the nature of the massless mode lead to a number of
observations: we saw that generally coupling a linear combination of both metrics to matter
will reintroduce the ghost. This means that any extension of the massless mode given by a
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linear combination of the two metrics cannot couple to matter: by Weinberg theorem, this
could mean that our S-matrix may not be Lorentz invariant, and that the field which we
call the graviton would not be massless, but instead be a superposition of mass eigenstates.
This would also severely constrain our theory, because of the strict experimental bounds on
a mass of the graviton (see for example [57]). The nonlinear extensions of the linear modes
considered so far in the literature [68] are
Mµν = gµρS
ρ
σ − cgµν , Hµν =
[
1 + (αc)d−2
] 4−d
d−2
(
gµν + c
d−4αd−2fµν
)
, (2.56)
whereM is the massive mode and H the massless one. We already see that this choice for the
massless mode is a linear combination of the two metrics and thus, as we have seen, cannot
be the gravitational metric since it cannot couple minimally to matter. We then think that it
should be a priority to identify other possible nonlinear extension of the linear modes, using
different criteria than those of simplicity invoked in the one mentioned above. In section
3.5, using additional informations on the geometrical structure of the theory obtained in the
vielbein formulation, we will identify a class of such modes, and rewrite the metric action in
terms of one of them.
2.2 Hinterbichler-Rosen’s vielbein formulation
In the previous sections we went from the linear theory of a massive spin-2 field to the dRGT
theory of massive gravity, finally arriving at the full bimetric gravity action. In this section
we will provide the vielbein formulation of bimetric gravity, and discuss possible multimetric
extensions.
The potential term of the action in bimetric and massive gravity in the metric formulation
assumes the form2
V (X) =
D∑
n=0
βnµ1...µD
ν1...νnµn+1...µDXµ1ν1 . . . X
µn
νn =
D∑
n=0
βnpn(X). (2.57)
This potential can be considered as a deformed determinant [60], since the polynomials from
which it is constructed can be defined through
det(I+ λX) =
D∑
n=0
λnpn(X). (2.58)
In our case, X is the square-root matrix
√
g−1f : this should already indicate us that a vielbein
formulation of the theory should be more natural than a metric one, since the vielbeins are,
in a very rough sense, “square roots” of the metric. Also, the fact that the potential seems a
deformation of a cosmological constant (which would be simply a -not deformed- determinant),
indicates that the potential in the vielbein formulation should be somehow a deformation of
a term like ∫
ea ∧ eb ∧ ec ∧ edabcd, (2.59)
which is the cosmological constant term in the vielbein formulation. Both these expectations
will turn out to be true, and we will find an action simpler and more elegant in the vielbein
variables than in the metric ones.
2from now on we will denote by pn(X) the elementary symmetric polynomials, in order not to generate
confusion with the vielbeins, which are denoted by the letter e
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2.2.1 From the metric to the vielbein formulation
We now go from the action (2.1) to the one expressed in the vielbein variables, appeared for
the first time in [29] for a particular case. The general action in the form we will present here
was given in [28], and its derivation from the metric one is actually almost straightforward,
once one has in mind the identification of the frame field with the square root of the metric.
Let us introduce the vielbein variables (which are 1-forms) for both metrics through the usual
relations
eaµe
b
νηab = gµν , f
a
µf
b
νηab = fµν (2.60)
or, equivalently, in form notation
ea = eaµdx
µ, fa = faµdx
µ (2.61)
we can write (2.60) also in the abstract tensor product notation
ea ⊗ ebηab = gµν , fa ⊗ f bηab = fµν . (2.62)
The inverse vielbeins are vector fields, and will be denoted respectively by eµa , fµa . The obvious
candidate for the square-root matrix expressed in the vielbein variables would be
(
√
g−1f)µν −→ eµafaν . (2.63)
This identification, though, is not quite so straightforward: in fact the equality
eµaf
a
ν e
ν
bf
b
ρ = g
µνfνρ = (e
µ
ae
νa)(f bνfρb) (2.64)
Holds only provided the so-called “symmetricity condition”
eνaf bν = e
νbfaν (2.65)
is realized by the vielbeins. In [28] it was argued that this condition is actually imposed
dynamically by the equations of motion of the theory: in order to prove this result, a “polar
decomposition” was used: they decomposed one of the vielbeins into a symmetric object plus
an x-dependent Lorentz matrix by choosing
ea = e¯a exp(ω), (2.66)
where ω is an antisymmetric element of so(3, 1). Then they computed the field equations for
the vielbeins, and found that they imply ω = 0. The problem with this line of reasononing,
as pointed out in [31], is that the generality of this decomposition, while correct in a Rie-
mannian context, ceases to be valid in a pseudo-Riemannian one. What they found, through
a careful algebraic analysis of the properties of symmetric and square-root matrices, is that
this constraint is equivalent, at least up to D = 4, to the existence of the square-root matrix
in terms of which the metric formulation of the theory is expressed. The conclusion one can
infer from this analysis is then that the vielbein theory is consistent only when it is equivalent
to the metric one, so that the vielbein formulation, while being simpler, is not more general
than the metric one of Section 2.1.
Further, even though this argument for the statement that the symmetricity condition
(2.65) arises from the field equations turns out to be wrong, we will give a proof of this fact,
which is far less trivial, in section 3.1. In order to do this, we will generalize an analysis made
in [22] for the case of Massive Gravity. In section 3.2 we will link this constraint to the gauge
invariance of the theory.
We will now introduce a notation which will be widely exploited in the following. Let
us observe that the object we are imposing to be symmetric is the change of basis matrix
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between the two vielbeins, each viewed as basis of the cotangent space of our manifold at
each point, T ∗p (M) (or, more formally, as sections of our frame bundle). In fact we have
fa = F abe
b, F ab ≡ eµafµb. (2.67)
This is nothing but the square root matrix in the anholonomic coordinates {ea}: in fact
eµaF
a
be
b
ν = e
µaF baeνb = e
µa(eρbfρa)ebν = (e
µafρa)(e
ρbebν) = e
µafνa = (
√
g−1f)µν . (2.68)
Note that in order for this to be true, the symmetricity condition, which we used in the first
equality of (2.68). This means, using the ciclicity property of the trace, that (in a condensed
matrix notation)
tr(Sn) = tr(e−1Fee−1Fe . . . e−1Fe) = tr(e−1Fne) = tr(Fn), (2.69)
and the bimetric potential assumes the form
V (X) =
√
g
D∑
n=0
βnpn(S) = e
D∑
n=0
βnpn(F ). (2.70)
Finally, the generic term in this sum can be recast in a form which involves only wedge
products:
Vn(F ) = epn(F ) = ea1...aD
b1...bnan+1...aDF a1b1 . . . F
an
bn
= a1...aDF
a1
b1e
b1 ∧ · · · ∧ F anbnebn
= a1...aDf
a1 ∧ · · · ∧ fan ∧ ean+1 ∧ eaD . (2.71)
This is the potential in the vielbein variables, which has a more natural form than in the
metric ones: it is constructed taking all the possible combinations of wedge products of the
two frame fields.
Note how the revived interest in these kind of theories was to give a natural explanation
to the dark energy problem, and the mass term results to be the most general deformation of
the cosmological constant term, given two frame fields. In fact, the action in four-dimensions
results to be (for a derivation of the Einstein-Hilbert terms in the vielbein language, see
Appendix C).
S = g1
∫
Rab[ω] ∧ ec ∧ edabcd + g2
∫
Rab[Φ] ∧ f c ∧ fdabcd + Sm, (2.72)
Sm = −m2
∫ (
β0e
a ∧ eb ∧ ec ∧ ed + β1ea ∧ eb ∧ ec ∧ fd + β2ea ∧ eb ∧ f c ∧ fd
)
abcd
−m2
∫ (
β3e
a ∧ f b ∧ f c ∧ fd + β4fa ∧ f b ∧ f c ∧ fd
)
abcd. (2.73)
Since the action is written in terms of top forms (i.e. forms of maximum degree) we have
manifest invariance under the diagonal group of diffeomorphisms, and since the action is
written in terms of Lorentz scalars we have a manifest diagonal local Lorentz invariance.
2.2.2 Multimetric extensions
Until now we restricted ourselves to considering only the case of two interacting spin-2 fields.
Once we consider more than one spin-2 field, however, the question arises whether we can
indeed build a theory comprising multiple spin-2 fields, which would then be a “multimetric
gravity”. The answer is affirmative, but with some caveats, which we will discuss in this
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(a) Chain interaction (b) Center interaction
Figure 2.1: Graphs of the prototypical multimetric interactions
section. The first necessary requirement for a theory of multimetric gravity to be still viable
is the absence of the Boulware-Deser ghost: if a multimetric extension of our healthy bimetric
theory reintroduces the ghost mode, then we may rightly discard it. This means that our
multimetric potential must still preserve the linearity in the shift variables, so as to give rise
to our secondary hamiltonian constraints. The minimal multimetric extension of the theory
is constructed by adding multiple copies of the bimetric potential. The kinetic sector will
be composed of a sum of Einstein-Hilbert terms, while for the potential we can have two
prototypical possibilities: the first is the “chain” potential
S(chain)m =
N−1∑
I=1
Sm[eI , eI+1], (2.74)
where Sm is the previously considered Hinterbichler-Rosen mass term, and we have indexed
with I = 1, . . . , N the vielbeins which our theory describes. The second possibility is the
center potential, where we have N − 1 vielbeins, all interacting with a single one through the
bimetric potential:
S(center)m =
N−1∑
I=1
Sm[eI , eJ ]. (2.75)
A nice graphical description is used in the literature to denote the different multimetric
potentials [28]. Theories described by (2.74) or (2.75) can be represented by a graph, in which
the nodes are the different spin-2 fields, while the links between the nodes indicate which
gravitons are directly interacting. The graphs corresponding to the potentials introduced
above are shown in Figure 2.1. It is easy to see that these two potentials do not spoil the
linearity of the lapses: for the center potential (2.75), this is because for any eI with I 6= J
we can make the redefinition of the shift we discussed in Section 1.2.2 when we showed the
Hamiltonian analysis of dRGT massive gravity, so that the Hamiltonian will be linear in the
shift of eJ and in all the lapses. For the chain potential (2.74), we can redefine the shift of e1
so that the Hamiltonian becomes linear in the lapse and shift of e2, but only in the shift of
e1. Then we redefine the shift of e3: this will not affect the sector of the theory involving e1,
and the Hamiltonian will become linear in the lapse and shift of e3, while losing linearity in
the shift of e2. Iteratively repeating this procedure, we obtain a Hamiltonian which is linear
in the shift of eN , while being linear in all the lapses.
Of course this does not show the existence of the secondary constraint, which really re-
moves the ghost: this is not stressed in the literature, but we feel it should be of the utmost
importance, especially in the case of multimetric gravity. In fact, while for the bimetric
case, e.g. in the metric formulation, once we have a set of four first-class constraints and a
second-class one the existence of another second-class constraint is guaranteed (second-class
constraints always come in pairs for systems without fermions), and so is the propagation of
the correct number of degrees of freedom, for more than two metrics the situation is more
involved.
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Let us consider, for example, the case of trimetric gravity. We have four first-class con-
straints arising from the invariance under diffeomorphisms of our theory, to which we must
add two second-class (hamiltonian) constraints coming from the linearity in the lapses. The
problem now is that with three interacting spin-2 fields we have to make sure that our theory
is devoid not of one, but of two Boulware-Deser ghosts: the presence of two hamiltonian con-
straints ensures that one of the two modes is removed, but tells us nothing about the other,
since it is not obvious at all that we should generate the other secondary constraints. The
current state of the matter, then, is that one must proceed on a case-by-case basis. When
combining the potential described above to obtain theories of mixed type, however, not even
the presence of the hamiltonian constraint is guaranteed, so that some classes of models are
already excluded at this level.
In particular, any theory represented by a “loop” graph (Figure 2.2) will fail to be linear
in the lapses, and thus must be discarded. This can be seen as follows: the interaction term
corresponding to this graph would take the form
S(loop)m = Sm[e1, e2] + Sm[e2, e3] + Sm[e3, e1]. (2.76)
After redefining the shift of e1, the first term in the action becomes linear in the lapse of
e1, e2 and in the shift of e2; then, when we redefine the shift of e2, the first two terms in
the action are linear in all the lapses and in the shift of e3. However, if we make the shift
redefinition that has worked so far for e3, in the action will reappear the original shift of
e1, which cannot be expressed in terms of the redefined variables. We see that we cannot
conclude so easily that an action of this type is still ghost-free, even if constructed solely from
the healthy bimetric interactions, which actually would require some extremely ingenious new
redefinition of the shift variables. A more accurate Hamiltonian analysis in a mini-superspace
approximation [32] rules out this possibility, showing explicity that theories represented by a
loop graph reintroduce the Boulware-Deser ghost.
All the multimetric actions that we discussed up to now can be written in terms of metric
variables as well as in terms of vielbeins; however, as it has been pointed out already in [28],
the vielbein formulation allows one to construct couplings that are impossible to write in the
metric formulation, since in terms of the vielbeins we are able to construct also vertices, for
example of the type ∫
ea1 ∧ eb2 ∧ ec3 ∧ ed4abcd. (2.77)
Any vertex containing more than two different vielbeins is a completely new feature of the
vielbein formulation, which cannot be reproduced in terms of metric variables. However,
in this respect, the situation is less interesting than it might seem: a detailed study of the
three-dimensional theory [33] showed that no more than two vielbeins can be present in the
same vertex. This, together with the result that (contrary to what was suggested in [28]) no
interaction represented by a loop is allowed even in the vielbein formulation [34], shows that
the multivielbein theories are ghost-free only when they are equivalent to the metric ones.
The vielbein formulation is very powerful, but it does not introduce new interactions with
respect to the metric one.
Figure 2.2: The simplest “loop” interaction
Chapter 3
Exploring new paths in bimetric
gravity
In this chapter we present the first set of original results of this thesis: to begin with, in Section
3.1 we provide a fully covariant constraint analysis of the theory in terms of differential forms,
extending the one found in [22] for the case of massive gravity to the present case. This allows
us to identify the nature of the so called “symmetricity condition” that we already encountered
in Chapter 2. It is the condition that the vielbeins have to satisfy for the consistency of the
vielbein formulation and we will see that it is essentially due to the local Lorentz symmetry
we have in this case. Then, using this same constraint analysis, in Section 3.3 we will be able
to give a full group manifold formulation of bimetric gravity, clearly identifying the Poincaré
gauge content of the theory. Finally, using the geometric insight obtained from the vielbein
formulation, in Section 3.5 we propose a choice of variables which stems from a new proposal
for the nonlinear extension of the massless mode, and allows us to rewrite the action in the
metric formulation without having to deal with any matrix square root.
3.1 Covariant constraint analysis and the symmetricity condi-
tion
Among the advantages of having a much simpler formulation in terms solely of differential
forms, devoid of the possible complications associated with square roots of tensors, it should be
mentioned we can make a completely covariant analysis of the constraints at the Lagrangian
level. This is possible because we have a first order formulation, i.e. first order equations
of motion in our dynamical variables, and we can make a constraint analysis without the
necessity of turning to the Hamiltonian (the Hamiltonian analysis is much more involved, and
was done in [30] for the first-order and in [69] for the second order formulation). Such an
analysis has been worked out for the first time, for a generic parameter choice, only recently in
[22] for the case of massive gravity, i.e. the second frame field being considered not dynamical.
Before that, an attempt at a covariant analysis of the constraints had been done in [70], but
only for specific choices of the parameters appearing in the mass term (in particular, only for
β3 6= 0). We will extend now the analysis of [22] to the bimetric case, and we will see how
this gives us the right number of degrees of freedom for a massless and a massive spin-2 field,
in a much simpler way than for the metric formulation. Later we will see also how this sheds
light on the gauge content of the vielbein theory, where there is the problem of identifying the
vector bundle associated to the principal bundle which defines the theory with the tangent
bundle of the spacetime manifold.
Let us now see what we should look for in order to have a healthy theory. We have a pair
of vielbeins, each of which has 16 components, and a pair of spin connections, each of which
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has 24 components, for a total of 80 variables in the phase space of our theory1. We have a
diagonal diffeomorphism group, and a diagonal local Lorentz invariance, which make up for
10 gauge parameters: each gauge parameter subtracts 2 degrees of freedom, so we are left
with 60 phase space degrees of freedom. A massless graviton has four phase space degrees of
freedom, while a massive one has ten: this means we are looking for 46 constraints. How do
we identify these constraints? First of all, we make the usual foliation of spacetime into spatial
slices and a time-like vector field. The underlyng assumption that we make, as we implicitly
did when we decomposed both metrics into ADM variables, is that there exist a vector field
which is time-like with respect to both metrics, allowing us to make such an operation. Once
we have done this, we can decompose any p-form θ as the sum
θ = θ + θt, θt ∧ dt = 0. (3.1)
Then, θ is the purely spatial part of θ. The assumption of the existence of the same vector
field ∂∂t for both vielbeins allows us to say that this decomposition also holds for both of them.
Then, any equation
C ≈ 0 (3.2)
will induce a purely spatial equation
C = 0, (3.3)
which is a constraint since it cannot contain time derivatives. Now that we have described
how we will search for the constraints, let us turn to their calculation.
The equations of motion for the spin-connection ωab and the frame field ea are
Tm = dem + ωmn ∧ en = Dem ≈ 0, Gm = Gm −m2tm ≈ 0 (3.4)
Here we have defined the covariant exterior derivative D, the Einstein 3-form
Gm ≡ 1
2
mnrse
n ∧Rrs, (3.5)
so called because its hodge dual is a one-form which has the Einstein tensor in the anholonomic
basis as its components, and the mass stress tensor
tm ≡ mnrs (4β0en ∧ er ∧ es + 3β1en ∧ er ∧ fs)
+mnrs (2β2e
n ∧ f r ∧ fs + β3fn ∧ f r ∧ fs) .
(3.6)
The equations of motion for Φab and fa give us
T˜m = dfm + Φmn ∧ fn ≡ D˜fm ≈ 0, Gm = G˜m −m2t˜m ≈ 0. (3.7)
Here we have denoted with a tilde the quantities with respect to fa, as we did in the metric
case. The mass stress tensor t˜m is given by
t˜m ≡ mnrs (β1en ∧ er ∧ es + 2β2en ∧ er ∧ fs)
+mnrs (3β3e
n ∧ f r ∧ fs + 4β4fn ∧ f r ∧ fs) .
(3.8)
The purely spatial parts of these equations of motion give us 16 primary constraints for each
frame field:
T m ≈ Gm ≈ 0, T˜ m ≈ G˜m ≈ 0, (3.9)
1We want to stress, to avoid confusion, that this is not a Hamiltonian phase space. Since we are working
in a first-order formulation, the dimensionality of our phase space is equal to the number of our variables, and
not twice that, as would have been the case if our equations of motions were second order.
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12 for each 2-form and four for the 3-forms. These have the form
Dem ≈ 0 (3.10)
1
2
mnrse
n ∧ (dωrs + ωnt ∧ ωts)
≈ m2mnrs (4β0en ∧ eres + 3β1en ∧ erf s + 2β2en ∧ f rf s + β3fn ∧ f rf s) , (3.11)
and similarly for the other frame field. Instead of obtaining the secondary constraints by
taking time derivatives of these primary constraints, we will use specific properties of our
action in order to obtain them more easily. First, let us note that
Gm ∧ ea = 1
2
nrsmR
rs
bce
b ∧ ec ∧ en ∧ ea = 1
2
nrsm
bcnaRrsbce ≈ Gnae. (3.12)
This means that this object must be symmetric on-shell under the exchange m ↔ a. We
use the same symbol for on-shell equality here as we did for a weak equality when dealing
with a Hamiltonian formulation, because in a Lagrangian framework we have the concept of
stationary surface (which is the surface in phase space minimizing the action) rather than
that of constraint surface. By explicit calculation, we find
G[m ∧ ea] =
1
2
mnrse
r ∧DT s ≈ 0. (3.13)
Then, from the equations of motion, we must have
t[m ∧ ea] =
1
m2
(
1
2
marse
r ∧DT s − G[m ∧ ea]
)
≈ 0. (3.14)
This expression should thus generate new constraints. Explicitly, we have
t[m ∧ ea] = nrs[m [4β0en ∧ er ∧ es + 3β1en ∧ er ∧ es] ∧ ea]
+nrs[m [2β2e
n ∧ f r ∧ fs + β3fn ∧ f r ∧ fs] ∧ ea]
(3.15)
Now we use the Schouten identity, which states that
eamnrs = emnrsa + enmars + ermnas + esmnra, (3.16)
which gives
t[m ∧ ea] = t[a ∧ em] + 2amrsM rs ∧ F , (3.17)
M rs = 3β1e
r ∧ es + 4β2e[m ∧ fn] + 3β3fm ∧ fn, F = em ∧ fm. (3.18)
This in turn implies that
t[m ∧ ea] = amrsM rs ∧ F ≈ 0. (3.19)
Now note that M rs, if β1 6= 0 or β3 6= 0, maps two-forms to antisymmetric Lorentz tensor
densities: in these cases, it must be invertible, and we get the secondary constraint
F ≈ 0, (3.20)
which is nothing but the symmetricity condition which we considered in the previous para-
graph, which provides six constraints.
In particular, this means that this condition is actually enforced by the equations of
motion. Since, as we argued in Section 2.2.1, this was the condition under which bimetric
gravity in the vielbein formulation is equivalent to that in the metric formulation, we find this
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to hold if β1 6= 0 or β3 6= 0. Only if we consider both of them to be zero this argument, while
still providing the correct number of constraints, does not necessarily enforce the symmetricity
condition, since in that case M rs is not invertible.
If we were to do this same calculation with the other vielbein, we would again get F ≈ 0:
this because once we calculate it, we find M rs = M˜ rs, because the factors coming from
the equations of motion are always compensated by those due to the Schouten identity: for
example, the term with a factor 3 in tm will give only one contribution when applying the
Schouten identity, while the term with a factor 1 will give contribution in all three terms.
The next step is to observe that from the Bianchi identity
DRab = 0, (3.21)
we get
DGm =
1
2
mnrsT
n ∧Rrs ≈ 0. (3.22)
Again, this implies, through the equations of motion, that
Dtm =
1
m2
(mnrsT
n ∧Rrs −DGm) ≈ 0. (3.23)
I now use the torsion constraint of the two frame fields, in order to get
Dfm = (−Φmn + ωmn) ∧ fm ≡ Kmn ∧ fn, D˜em = −Kmn ∧ en, (3.24)
where we have defined the contorsion one-form
Kmn ≡ ωmn − Φmn. (3.25)
This allows us to write
Dtm = mnrsT
n ∧ (12β0er ∧ es + 6β1er ∧ fs + 2β2f r ∧ fs) + mnrsMnr ∧Kst ∧ ft
= mnrs [T
n ∧ (12β0er ∧ es + 6β1er ∧ fs + 2β2f r ∧ f s) + F (3β1en + 2β2fn) ∧Krs]
−1
2
nrstM
nr ∧Kst ∧ fm, (3.26)
where in order to obtain the last equality we have used again the Schouten identity forKst∧ft.
The term in the square bracket is zero because of the constraints we already found, so that
we obtain the vector constraint
V = nrstMnr ∧Kst, (3.27)
which gives us, using the invertibility of the vielbein, four additional constraints (remember
that V is a 3-form). Again, we find that these relations give us no additional constraints if we
consider the other vielbein: if we considered, instead of Dtm, D˜t˜m, the terms proportional to
Tn and F would be different, but they are zero on the constraint surface and we find
D˜t˜m ≈ 1
2
nrstM
nr ∧Kst ∧ em, (3.28)
which gives us no new constraint. The trick to get the tertiary constraints is to let the
secondary constraints evolve using covariant derivatives instead of ordinary ones. Note that
since we are evolving a single constraint, it really does not matter if we get another one
by taking the exterior derivative D or D˜: the additional constraints we get are necessarily
equivalent (even if some manipulations may be necessary in order to explicitly show this).
From the symmetry constraint, we have
DF = Dem ∧ fm − em ∧Dfm = Tm ∧ fm − em ∧Kmn ∧ fn. (3.29)
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This gives the curled symmetry constraint
K = Kmn ∧ em ∧ fn ≈ 0 (3.30)
These are only three new constraints, because the purely spatial part of this expression is the
spatial derivative of the symmetry constraint, which is identically zero. Then we have
K = Kmnt ∧ em ∧ fn +Kmn ∧ etm ∧ fn +Kmn ∧ em ∧ ftn ≈ 0 (3.31)
which gives three constraints. Finally, let us take the exterior covariant derivative of the
vector constraint V:
DV = mnrsD(Mmn ∧Krs) = mnrs [2Tm ∧ (3β1en + 2β2fn) ∧Krs]
+mnrs
[−2(2β2em + 3β3fm) ∧Knr ∧Kst ∧ f t +MmnDKrs] . (3.32)
This expression apparently has a problem: in principle DKrs could contain time derivatives,
and thus not be a constraint. These, however, can arise only through the Riemann tensors,
since
DKmn = dωmn + [ω, ω]mn − dΦ− [ω,Φ]mn
= Rmn − R˜mn + 1
2
[ω, ω]mn +
1
2
[Φ,Φ]mn − [ω,Φ]mn
= Rmn − R˜mn + 1
2
[ω − Φ, ω − Φ]mn.
(3.33)
Here we have used Rab = dωab + 12 [ω, ω]
ab. Further, on the constraint surface, we are dealing
with a Riemannian geometry, so that we can relate (weakly) the divergence of the Riemann
tensor to the curl of the Einstein tensor:
∇µRµνρσ ≈ 2∇[ρ
(
Gσ]ν −
1
2
gσ]νG
µ
µ
)
. (3.34)
This means that on the contraint surface ∂tRoνρσ has at most one time derivative, since
the Einstein tensor is weakly proportional to the mass stress tensor, which involves no time
derivative, and thus the Riemann tensor doesn’t involve any time derivative on the constraint
surface: then we have obtained the final, scalar constraint
S = mnrs
[
Mmn ∧DKrs − 2 (2β2em + 3β3fm) ∧Knr ∧Kst ∧ f t
] ≈ 0. (3.35)
Let us now massage a bit this expression to make it more transparent: first, using equation
(3.33), we get
mnrs
[
(3β1e
m ∧ en + 4β2e[m ∧ fn] + 3β3fm ∧ fn) ∧ (Rrs + R˜rs +Krt ∧Kts)
]
−mnrs
[
(4β2e
m + 6β3f
m) ∧Knr ∧Kst ∧ f t
]
= 2(3β1e
m + 4β2f
m) ∧Gm − 2(3β3fm + 4β2em) ∧ G˜m + 3mnrsβ3fm ∧ fn ∧Rrs
−3mnrsβ1em ∧ en ∧ R˜rs + mnrs
(
3β1e
m ∧ en + 4β2e[m ∧ fn]
)
∧Krt ∧Kts
−mnrs (4β2em + 6β3fm) ∧Knr ∧Kst ∧ f t. (3.36)
Finaly, using the Schouten identity in the last line, I find the scalar constraint to be
S = 2(3β1em + 4β2fm) ∧Gm − 2(3β3fm + 4β2em) ∧ G˜m
+mnrs
[
3β3f
m ∧ fn ∧Rrs − 3β1mnrsem ∧ en ∧ R˜rs
]
+mnrs
[(
3β1e
m ∧ et − 4β2em ∧ f t − 3β3fm ∧ f t
) ∧Knr ∧Kst] . (3.37)
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Let’s recap what we have done: we had 80 phase space degrees of freedom, which were reduced
to 60 after taking account of the gauge freedoms. Then we found 32 primary constraints, which
reduced them to 28, and 10 secondary constraints, which brought our count to 18 phase space
degrees of freedom. Now we found other 4 constraints arising from the conservation of the
secondary constraints, so that we end up with 14 phase space degrees of freedom, which is
exactly what we needed in order to describe one massive and one massless spin-2 field.
We have seen in this analysis how the symmetricity condition, necessary for the equivalence
with the metric formulation (and actually for the absence of the Boulware-Deser ghost, as it
has been proven in [34]) arises as a covariant constraint of the theory in its vielbein first order
formulation, i.e. as a consequence of the equations of motion, even if not in the naive way
proposed in [28]. We want to briefly discuss the significance of this condition and attempt an
interpretation of its meaning, using the change of basis matrix F ab introduced in the previous
paragraph. This because we can rephrase the symmetricity condition in two equivalent forms:
ea[µf
b
ν]ηab = 0 ⇐⇒ eµ[af b]ν = 0 (3.38)
The second form of the symmetricity condition is then the statement that the change of basis
matrix between the two frame fields must be symmetric. This means that, when we give them
dynamics separately, we are not setting as dynamical any gauge degree of freedom, since F ab
is a matrix living in the orthogonal complement of so(3, 1) in gl(n,R). This also allows us to
identify F with the square-root matrix in the ea basis, or equivalently wit its inverse in the
fa basis. We will see below how this will allow us to rewrite the metric action without the
need of any square-root.
3.2 Gauge invariances of the bimetric action
In Appendix C we show how the vielbein formulation of General Relativity has a deep geo-
metrical meaning as the gauge theory of the Poincaré group. We also give there some basic
terminology from the theory of fibre bundles, which we will employ in the remainder of the
chapter.
Due to the equations of motion of the connection, stating the vanishing of torsion
T a = 0, (3.39)
we have gauge invariance of the action both with respect to local Lorentz transformations
as well as local translations. Equation (3.39) is called the soldering condition, as it “solders”
together the Poincaré bundle, on which the vielbein theory is defined, to the tangent bundle of
our spacetime manifold (the base space of the Poincaré bundle), allowing us to identify them,
by identifying local translations with infinitesimal diffeomorphisms. In bimetric gravity, we
inherit from the kinetic sector two distinct, well defined Poincaré bundles, with their spin
connections and vielbeins, both torsionless. However, we have a single diffeomorphism group
on the base manifold, and a single Local Lorentz invariance: we want thus to see under what
conditions it is possible to identify the geometric structure of our theory with a Poincaré
bundle as in General Relativity.
In this section we will show that the constraints we found in the previous one are tightly
linked to the local invariances of our theory, and can be derived directly from their infinitesimal
transformations. We analyse separately Local Lorentz transformations and diffeomorphisms,
finally showing that thanks to our constraints the latter can be identified with local transla-
tions. We are thus in the same situation as in General Relativity, only now just the torsion
constraint is not alone sufficient. In the next section, we will study bimetric gravity using the
group manifold approach, making even more precise this analogy and determining without
any shadow of doubt the gauge content of the theory.
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3.2.1 Local Lorentz Transformations
The action of bimetric gravity is manifestly invariant under local Lorentz transformations,
since the mass term is a Lorentz scalar constructed from nonderivative local terms. However,
let us recall what this gauge invariance implies in General Relativity coupled to matter in the
Cartan formulation. We then consider gravity coupled to a matter action which is invariant
under Local Lorentz Transformations, so that the action takes the form
S = SEH [e, ω] + Sm[e, φ], (3.40)
where φ is a generic collection of matter fields, Sm the matter action and SEH the Einstein-
Hilbert term, possibly with cosmological constant. The energy-momentum 3-form is defined
as
Sm[e+ χ]− Sm[e] = −χc ∧ Tc +O(χ2). (3.41)
In particular, local Lorentz invariance for the matter action means that, if we take χc = mcbeb
and put the matter fields on-shell, the right-hand side of the equation must yield zero, since
any variation with respect to the matter field will not contribute. Then we have
mcbe
b ∧ T acamnrem ∧ en ∧ er = 0. (3.42)
Applying the Hodge duality operation, we then find
mcbT
a
camnr
cmnr = −6mabTab = 0, (3.43)
which in turn implies the symmetricity of the energy-momentum tensor on the shell of the
matter fields.
In bimetric gravity, however, we do not have a matter field, but rather two gauge fields:
let us see what does Local Lorentz Invariance of the bimetric action mean for our fields, by
doing an infinitesimal transformation on the mixing sector of the action
δea = mabe
b, δωab = Dmab, δfa = mabf
b, δΦab = D˜mab, (3.44)
with mab = −mba. Under such a transformation, the mixing terms in the potential transform
as
δ
(
ea ∧ eb ∧ ec ∧ fdabcd
)
= 3make
k ∧ eb ∧ ec ∧ fdabcd +makfk ∧ eb ∧ ec ∧ edabcd, (3.45)
δ
(
ea ∧ eb ∧ f c ∧ fdabcd
)
= 2make
k ∧ eb ∧ f c ∧ fdabcd + 2makfk ∧ eb ∧ f c ∧ edabcd, (3.46)
δ
(
ea ∧ f b ∧ f c ∧ fdabcd
)
= make
k ∧ f b ∧ f c ∧ fdabcd + 3makfk ∧ f b ∧ f c ∧ edabcd. (3.47)
Of course, even if not manifestly so, these variation should all yield zero. This is seen explicitly
using the Schouten identity
ekabcd = eakbcd + ebakcd + ecabkd + edabck (3.48)
and the analogous one for fa. However, we can put ourselves on the partial shell of the
equations of motion just of one vielbein, e.g. of fa. Doing so we find
3makek ∧ eb ∧ ec ∧ fdabcd = 3
2
makkabce
b ∧ ec ∧ F ,
2makek ∧ eb ∧ f c ∧ fdabcd = makkabceb ∧ f c ∧ F ,
makek ∧ f b ∧ f c ∧ fdabcd = 3
2
makkabcf
b ∧ f c ∧ F .
(3.49)
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The result would be identical if we considered the partial shell of ea instead of that of fa. We
then see that local Lorentz symmetry implies that
abcdM
cd ∧ F = 0 (3.50)
must be true on the partial shell of one of the two vielbeins, explaining what was the source of
this constraint in the analysis of Section 3.1. We have thus seen what is the real nature of the
symmetricity constraint, and why giving dynamics to the second vielbein does not introduce
a different constrant: it all stems from the Local Lorentz invariance maintained by our theory.
Further, there has been some debate on the consistency of the vielbein formulation, which is
spoiled when the symmetricity condition is not satisfied: we see that not only this condition
is imposed by the equations of motion, but it suffices to consider a partial-shell of a subset of
the field equations.
An interesting outlook for this kind of discussion would be to study the situation where
we have more than one vielbein and the theory seems not to be consistent.
3.2.2 Diffeomorphism invariance and local translations
The action of bimetric gravity, being constructed from top-forms, is invariant under diffeo-
morphisms. Indeed, applying a Lie derivative to the Lagrangian one obtains∫
M
£vL =
∫
M
(ιvd + dιv)L =
∫
M
dιvL =
∫
∂M
ιvL = 0 (3.51)
Where we used the fact that dL = 0 since L is a top form, and required that the gauge
parameters be, for example, functions of rapid decrease. In General Relativity, the invariance
under infinitesimal diffeomorphisms of the matter action implies the covariant conservation
of the energy-momentum 3-form, when the matter is on-shell . This can be seen as follows:
we put χ = £ve in equation (3.41), so that for an infinitesimal diffeomorphism we must have
0 = −
∫
(£ve
c) ∧ tc = −
∫
(dιve
c) ∧ tc −
∫
(ιvde
c) ∧ tc
=
∫
ιve
c ∧ dtc +
∫
ιv(ω
c
a ∧ ea) ∧ tc
=
∫
ιve
c ∧ dtc +
∫
(ιvω
c
a) ∧ ea ∧ ta −
∫
ωca ∧ (ιvea) ∧ tc
=
∫
(ιve
c)(dtc + ωc
a ∧ ta) +
∫
(ιvωca)e
a ∧ tcddrster ∧ es ∧ et =
∫
(ιve
c)Dtc, (3.52)
where we have used the torsion constraint and the symmetricity of the energy-momentum
tensor, and the fact that we can neglect variations of the matter fields on-shell. The situ-
ation in bimetric theory is completely analogous, only now the variation under infinitesimal
diffeomorsphism will be given by
δSm = −
∫
(£ve
c) ∧ tc −
∫
(£vf
c) ∧ t˜c. (3.53)
The same steps as above give then
Dtc = D˜t˜c = 0, (3.54)
which in the previous section we saw to imply the vector constraint (3.27). Let us briefly
recap how the secondary constraints of the previous section are linked to the local symmetries
of our theory:
Local Lorentz =⇒ F ≈ 0, t[ab] = t˜[ab] = 0, F[ab] = (F−1)[ab] = 0; (3.55)
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Diff. Invariance =⇒ V ≈ 0, Dta = D˜t˜a = 0. (3.56)
Note that again, the vector constraint needs only the partial shell of one of the two vielbeins.
Finally, note that under these conditions, the action is invariant under the local translations
δea = Dλa, δωab = 0, δfa = D¯λa, δΦab = 0, (3.57)
so that we have the soldering of the two Poincaré bundles to the tangent bundle of our
spacetime manifold and between themselves: we really have two gauge fields for a single
gauge group, consistently linked one to another. In particular, the symmetricity constraints
have exactly the same role as the torsion constraint in the Einstein-Cartan formulation of
General Relativity, in allowing us to talk about a Poincaré bundle.
We now use these results to give a group manifold formulation of bimetric gravity, showing
how we can derive this Poincaré bundle structure formally and from a general perspective, in
which the gauge content of the theory is even more manifest.
3.3 The group manifold approach to gravity and bigravity
A generalization of the Cartan approach to gravity is the group manifold approach, developed
in the ’80s in Turin for gravity and supergravity and thoroughly explained in [71], in which
the fibre bundle structure of the theory, instead of being the starting point, follows as a
consequence of the field equations. Usually when we deal with gravity as a gauge theory we
consider it to be defined on the spacetime manifoldM ≈ R4, thought from the onset as the
base manifold of a fibre bundle. In the group manifold approach, we instead think the theory
as defined on a larger manifold P which we are now going to define, the Poincaré soft-group
manifold, locally diffeomorphic to the Poincaré group ISO(3, 1). For this discussion we will
need more mathematical jargon than in the previous sections, which we define at the end of
Appendix C.
As a first thing, note that locally we have the following isomorphism for the Poincaré
group:
ISO(3, 1) = R4 × SO(3, 1), (3.58)
so that we can think of it as a trivial principal bundle, and describe flat spacetime as the
coset manifold which is the base space of this bundle:
R4 = ISO(3, 1)/SO(3, 1). (3.59)
Any Lie algebra can be described alternatively by the commutation relations between its
generators or by its Maurer-Cartan structure equations, expressed in terms of a set of one-
forms µ ≡ µATA with values in the algebra. These are
dµ+ µ ∧ µ = 0, (3.60)
and when expanding in the generators TA they give the usual commutation relations with
structure constants CABC . The identity d2µ = 0 is the Jacobi identity. In the soft group
manifold approach, we introduce the soft group manifold P, which is a deformation of the
Poincaré group where the bundle (3.58) not trivial anymore. This is achieved by relaxing
the Cartan-Maurer equations, which we do not require be vanishing anymore, by introducing
curvatures R ≡ RATA:
dµ+ µ ∧ µ ≡ R 6= 0. (3.61)
We want to identify the curved spacetime of general relativity as the curved coset manifold
M≈ P/SO(3, 1). (3.62)
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The (soft) one-forms µA constitute the field content of the theory, which is defined starting
from the usual spacetime formulation by an inclusion mapping
i :M−→ P. (3.63)
The field content of our theory is a set of Poincaré Lie algebra-valued soft 1-forms {µA} =
{V a, ωab}, which spans a basis of the cotangent space Ω∗(P) and which we want to identify
with the vielbein and the spin-connection. Note that in principle, the curvature will have
components along all the components of µ. For example, we shall have
Rab = RabcdV
c ∧ V d +Rabc,deV c ∧ ωde +Rabcd,efωcd ∧ ωef . (3.64)
However, since we want to recover the principal bundle structure along the Lorentz directions,
we shall have at the end
RAB,cd = 0, (3.65)
so that local Lorentz transformations can be truly gauge transformations. Our action is the
same as in the case of General Relativity: however, now our spacetime is embedded into a
larger manifold, so that the action will be defined on P rather than onM. In order to extend
the action fromM to P, we will use the Poincaré dual ofM. For our purposes, we can simply
define the Poincaré dual of a submanifoldM of a manifold P, with the embedding (3.63), as
the closed but not exact form ηM such that∫
M
i∗L =
∫
P
L ∧ ηM, (3.66)
where i∗ is the pullback of the inclusion2 . Using this, the action on the soft group manifold
is defined by
SEH =
∫
M
i∗L =
∫
M
i∗
(
Rab ∧ V c ∧ V dabcd
)
=
∫
P
Rab ∧ V c ∧ V dabcd ∧ ηM. (3.67)
Even though the action is formally the same, in order to get to the field equations we must
vary not only µA, but also the manifoldM: the vanishing of the variation with respect toM
means that the field equations must be independent of how we decide to embed our spacetime
in the soft group manifold, a natural requirement. In particular, varying M is equivalent
to varying its Poincaré dual. As a matter of fact, the variation of the Poincaré dual under
smooth deformations of M is an exact form. Due to this fact, varying the action will in
general give
δS =
∫
P
(δL ∧ ηM + L ∧ δηS) =
∫
P
(δL ∧ ηM + (−)degLdL ∧ ξM) = 0. (3.68)
In the larger group manifold, the closeness of the Lagrangian arises as a new field equation.
In the case of pure gravity, we have
Rab ∧ V cabcd = 0, Ra ∧ V babcd = 0, dL = 0. (3.69)
These seem exactly the same equations we had in Appendix C for Einstein-Cartan gravity;
however they are so only formally, because now we must expand on the whole basis {ea, ωab} of
Ω∗(P), and not only on the vielbeins. Doing such a component expansion for the curvatures,
we find
RA = RABCµ
B ∧ µC = RAabV a ∧ V b + 2RAa,bcV a ∧ ωbc +RAab,cdωab ∧ ωcd. (3.70)
2For this particular applications of Poincaré duals, which extends this also to the case of a supermanifold,
see [51]
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Inserting this in the field equations impose the vanishing of the curvatures along the Lorentz
direction
RAB,cd = 0, (3.71)
which gives us the Lorentz principal bundle structure; the vanishing of torsion
T aBC = 0, (3.72)
which allows us to solve ωab in terms of ea, and the Einstein equations, completing the
description of General Relativity. The third equation is identically satisfied once the others
are, since
dL = DL = d
(
Rab ∧ V c ∧ V dabcd
)
= 0 (3.73)
is implied by the equations of motion. We want to stress that for the independence fromM,
however, we do not need to use the fully dynamical part of the equations of motion, but only
the vanishing of the torsion.
Let us now consider the case of bimetric gravity: our fields will now be
µATA ≡ eaPa + ωabJab, νA ≡ faPa + ΦabJab, (3.74)
while the equations of motion will take the form
Rab ∧ ecabcd + td = 0, Ra ∧ ebabcd = 0, (3.75)
R˜ab ∧ f cabcd + t˜d = 0, R˜a ∧ f babcd = 0, (3.76)
dL = 0 (3.77)
The equations of motion will again impose vanishing of the curvatures along the Lorentz
directions, due to the fact that the interaction potential does not contain the connection (i.e.
is non-derivative), and the constraint analysis we have found in Section 3.1 will hold. Notably,
the last equation is satisfied on the partial shell given not only by the torsion constraint,
but also by the other constraints we found above, which act then as additional “soldering”
conditions. Note how this shows clearly and univocably the gauge content of bimetric gravity,
which is the same as that of General Relativity, because we can formulate the theory starting
from a single Poincaré soft group manifold.
3.4 Equations of motions for the connections and the change
of basis matrix
When we first introduced the vielbein formulation of bimetric gravity, we used the change of
basis matrix
F ab = e
µafµb, (3.78)
in terms of which the symmetricity constraint is simply stated as F ab = F ba. We then see that,
while in the vielbein variables it is not so straightforward to explicitly solve this constraint,
we can impose it right from the beginning if we say that the two vielbeins are linked by a
symmetric matrix F , and take as our dynamical variables one of the two vielbeins, say ea,
and the change of basis matrix, which is a Lorentz tensor, as well as the two connections.
Further, we observe that morally we should have only one independent spin connection in our
theory, since there is only one Lorentz gauge symmetry: this choice of variables will allow us
to see explicitly this fact. Let us consider the equations of motion for the connections: they
are
T a = dea + ωab ∧ eb = 0, T˜ a = dfa + Φab ∧ f b = 0. (3.79)
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If we write fa = F abeb in the field equation for Φ, we find (using a condensed matrix notation)
D˜f = d(Fe) + Φ ∧ Fe = dF ∧ e+ Fde+ Φ ∧ Fe = (dF − Fω + ΦF ) ∧ e (3.80)
due to the invertibility of the vielbein, this equation allows us to solve Φ in terms of ω, leaving
us explicitly with only one connection on our principal bundle:
Φ = FωF−1 − dFF−1 (3.81)
The contorsion one-form K, i.e. the difference between the two original connections, can also
be written in a very simple form
K = Φ− ω = FωF−1 − ω − dFF−1 = −DFF−1. (3.82)
Finally, this allows us to express the curvature R˜ in terms of the curvature R and the Lorentz
tensor F in a very simple way, by simply inserting our solution in the definition of the
curvature:
R˜ = dΦ + Φ ∧ Φ = FRF−1. (3.83)
Note that equation (3.81) and (3.83) would be the laws of transformations of connection and
curvature on a principal bundle, if F were a matrix with values in the structure group. This
can be considered as a relic of the fact that, before introducing the vielbeins as an orthonormal
basis, our spacetime was a GL(n,R) bundle, so that these laws of transformations must be
the same as those of gauge transformations on a bundle. These variables have also the
advantage of dropping the necessity of considering the symmetricity and curled symmetricity
constraints, so that our counting of degrees of freedom is clearer and closer to that of the
Fierz-Pauli theory in flat space: in a second order formulation, our variables are a vielbein
eaµ (16 components) and a symmetric Lorentz tensor field Fab (10 components). The gauge
symmetries subtract 10 (diffeomorphisms)+6 (local Lorentz) degrees of freedom, while the
vector and scalar constraints are the generalization to a general background of the Fierz
system.
Finally, note that applying these results we could write the bimetric action in the metric
formulation in terms of just one connection. In fact, the Riemann tensors in the anholonomic
bases are defined as the components of the curvature two-forms in their respective bases:
Rab ≡ Rabmnem ∧ en, R˜ab ≡ R˜abmnfm ∧ fn. (3.84)
This, together with equation (3.83), means that the two Riemann tensors are related as
R˜abcd = F
a
mR
mn
rs(F
−1)nb(F−1)rc(F−1)sd, (3.85)
and so the relation between the Ricci scalar will be
R˜ = (F−2)snRmnms. (3.86)
I now write Rmnms = eµneνsRµν , where Rµν is the Ricci tensor, and note that
(F−2)sneµneνs = (f
αserα)(f
β
r eβn)e
µneνs = δ
µ
β(f
αresα)e
ν
sf
β
r = δ
µ
βδ
ν
αf
αβ = fµν , (3.87)
where the symmetricity condition has been used to go from the second to the third equality,
in order to rewrite the kinetic part of the action as
Sk = M
2
p
∫ √
gd4x
(
gµν + α2
√
Xfµν
)
Rµν [Γ]. (3.88)
While we have now only one connection, this new form is still not really improving anything,
since not only we still have the square-root matrix in the potential, but we have also introduced
it into the kinetic term of the action. However this procedure, with some additional inputs,
will actually allow us to obtain an action for the metric formulation without any mention to
a square-root tensor.
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3.5 The nonlinear massless mode and a new action in metric
variables
Recall that we have seen in section 2.1.3 that the two metrics are not mass eigenstates, once
we go to the linear theory. While this should be expected due to the presence of the nonlinear
mixing term in the action, it makes us face some problems, both from an experimental and
from a theoretical point of view. We know that the only known coupling which does not spoil
the consistency of our theory is the minimal one with just one of our fields, so that the field to
which all the known matter minimally couples is not the massless mode of our theory. This
puts tight constraints on the mass parameter, because there are tight experimental constraints
on the mass of the graviton. Further, the already cited Weinberg’s Theorem [39] states that
any massless spin-2 particle must couple to all the matter in the same way (in the soft limit),
in order to have a Lorentz invariant S-matrix. From a Quantum Field theoretical point of
view, the absence of this property would have tremendous consequences, for example the
hypotheses of the spin-statistic and CPT theorems would not be true. However, as we have
already stressed before, there is a huge degree of arbitrariness in choosing a combination of
the fields in the nonlinear theory, which gives the massless mode upon linearization.
We argue that the vielbein formulation can be useful in this matter, because there is a clear
question we can ask ourself and answer in a systematic way, which reduces the arbitrariness
in this search:
• Is there one single vielbein, which is the transformed of both ea and fa with some
symmetric linear transformation, giving the massless mode around proportional back-
grounds as its linearized fluctuations, such that both Φ and ω are transformed of its
torsionless connection?
The first condition asks if a vielbein ha = Eabeb = Habf b exist, such that its connection is
given by
Ω = EωE−1 − dEE−1 = HΦH−1 − dHH−1. (3.89)
Using the solution for Φ, we can write
EωE−1 − dEE−1 = HFωF−1H−1 −HdFF−1H−1 − dHH−1
= (HF )ω(HF )−1 − d(HF )(HF )−1 (3.90)
So that the solution is given by
ha = (HF )abe
b = F abf
b (3.91)
In order to fix the matrix H, we will require that its linearizations around proportional
backgrounds be given by the massless mode
Hµν = fµν + α
2gµν , (3.92)
which from the metric formulation we know to satisfy the equations of a massless spin-2 field
over a maximally symmetric background. Let us make the choice
ha = (F p)abe
b = (F p−1)abf b, (3.93)
so as not to introduce new fields other than those we already had. This can be done, since F
is real and symmetric by hypothesis so that its real powers exist. The linearization of these
matrices are given by
F ab = c
2δab + ϕ
a
b − c2eab, =⇒ (F p)ab = c2pδab + pc2p−2ϕab − pc2peab, (3.94)
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So that the linearized vielbein is
haµ = (c
2pδab + pc
2p−2ϕab − pc2peab)(δbµ + ebµ) = c2pδaµ + pc2p−2ϕaµ + (1− p)c2peaµ. (3.95)
Requiring this to be equal to the massless mode gives me the system{
pc2p−2 = α2
(1− p)c2p = 1 (3.96)
This means that for any proportional background, we can find a vielbein which defines a metric
providing a nonlinear extension of the massless mode, if we choose properly the proportionality
constant of the backgrounds. The case c = 1 is degenerate, since it implies α = 0, and so
it returns to GR. We can in general solve for p in terms of α,c but let us consider an easily
tractable case, which is p = α = 1/2, c = 2 to get some insight into the problem. This is also
an interesting choice, since the new vielbein is related in a symmetric way to ea and fa. We
have
ha = (F 1/2)abe
b = (F−1/2)abf b. (3.97)
At the linear level
F ab = 4δ
a
b + ϕ
a
b − 4eab, (F−1)ab = 1
4
δab − 1
16
ϕab +
1
4
eab, (3.98)
(F 1/2)ab = 2δ
a
b +
1
4
ϕab − eab, (F−1/2)ab = 1
2
δab − 1
16
ϕab +
1
4
eab, (3.99)
so that
haµ = 2δ
a
µ +
1
4
ϕaµ + e
a
µ, Hµν ≡ haµhbνηab = 4ηµν +
1
2
ϕµν + 2eµν = 4ηµν + δHµν , (3.100)
and the vielbein ha effectively describes the massless fluctuation at the linearized level. I now
want to write in terms of the connection associated to the massless mode the kinetic term of
the action, which I can write as
Sk =
∫
d4x(R[ω]e+R[Φ]f). (3.101)
R[ω] is the Ricci scalar associated with the connection of ea, given by Rabab[ω], where the
components of the curvature are defined by
Rab[ω] = Rabmn[ω]e
m ∧ en. (3.102)
Under the change of variables ea → ha = (F−1/2)abhb, these transform as
Rabmn[ω]→ (F 1/2)ap(F−1/2)bqRpqrs[Ω](F−1/2)rm(F−1/2)sn (3.103)
So that the Ricci scalar transforms as
R[ω]→ (F−1)abRcbca[Ω] = (F−1ab )haµhbνRµν [Ω] = gµνRµν [Ω] (3.104)
Here we have used the fact that
(F 1)abhµ
ahν
b = eσaf
σ
bhµ
ahν
b = eσbf
σ
ahµ
ahν
b = eσb(F
−1)aceσc(F 1/2)adeµdF 1/2bmeνm
= (eσbe
σ
c)
[
(F (1/2))ad(F
−1)ac
]
(F 1/2))bmeµ
deν
m = ηbc(F
−1/2)cd(F 1/2)bmeµdeνm
=
[
(F−1/2)cd(F 1/2)cm
]
eµ
deν
m = gµν . (3.105)
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We have assumed that Fab is a positive semidefinite matrix (a justified assumption since it is
itself related to a square root matrix), so that its square root is also symmetric (a semipositive
definite symmetric matrix has a square root which is itself symmetric). An analogous formula
holds for fµν , with the matrix F instead of F−1. Then I can write the kinetic part of the
action as
Sk =
1
M2pl
∫
d4x
(√
ggµνR
µν + α2
√
ffµνR
µν
)
, (3.106)
where Rµν is the Ricci tensor of the Levi-Civita connection associated to the massless mode.
We are now able to rewrite the action of the metric formalism in a way that does not contain
any square root besides the determinant. In order to do this we have to write the two original
metrics as function of Hµν and the square root matrix:
gµν = e
a
µe
b
νηab = e
a
µfρaf
ρ
b e
b
ν = Hµρ(S
−1)ρν , fµν = faµf
b
νηab = f
a
µeρae
ρ
bf
b
ν = HµρS
ρ
ν . (3.107)
An interesting identity is also
Hµρg
ρσHσν = fµν , H
µρfρσH
σν = gµν (3.108)
For the determinants, I have
√
g =
√
H
S
,
√
f =
√
HS (3.109)
This means the kinetic action becomes
Sk =
1
M2pl
∫
d4x
(
1√
S
Hµρ(S
−1)ρν + α2
√
SHµρS
ρ
ν
)
Rµν (3.110)
Note that it makes sense to raise and lower indices using H: in fact, since
Sµν = e
µ
af
a
ν = F
a
bh
µ
ah
b
ν , (S
−1)µν = (F−1)abhµah
b
ν (3.111)
we have
Hµρ(S
−1)ρν = haµh
b
ρηabh
ρ
ch
d
ν(F
−1)cd = haµηabδ
b
ch
d
ν(F
−1)cd = haµh
b
νF
−1
ab ≡ (S−1)µν (3.112)
(which is nothing but fµν), so that, making also the field redefinition Sµν →
√
SSµν , the
kinetic action becomes
Sk =
1
M2pl
∫ √
Hd4x
[
(S−1)µν + α2Sµν
]
Rµν . (3.113)
In remains to write the mass term in the new variables. This is easy, since it was just a
sum of polynomials of the square root matrix Sµν . Since the symmetric polynomial pk is a
homogeneous function of degree k in its argument, under the rescaling above we have
pk(S)→ 1
det(S)k/2
pk(S), (3.114)
So that the full action is
S =
1
M2pl
∫ √
Hd4x
[
(S−1)µν + α2Sµν
]
Rµν [Ω]
+
∑
n
βn
∫
1
det(S)
n+1
2
pn(S)
√
Hd4x.
(3.115)
All the spacetime indices are raised and lowered using H, so that the contraction of space-
time indices is indeed invariant (i.e. one can raise and lower repeated indices consistently).
To conclude, we have completely removed the presence of any square-root tensor from the
potential, and rewritten the action in terms of only one connection, exploiting what could be
called a nonlinear diagonalization procedure. An interesting outlook for this analysis would
be to investigate whether we can couple minimally matter to Hµν and its connection without
changing the counting of degrees of freedom for the gauge sector of the theory.
Chapter 4
Supersymmetry and supergravity in
superspace
4.1 Global supersymmetry
Our aim in this chapter is to pose the foundations for the supersymmetrization of the multi-
metric theories we discussed so far, to be described in Chapter 6. Thus, we now only provide
an extremely short introduction to supersymmetric theories, limiting ourselves to summarize
those notion of simple (N = 1) supersymmetry which we will need for our task: in particular,
after a brief discussion of the super-Poincaré algebra, we discuss flat superspace, superfields,
and the Super Yang-Mills theory in three spacetime dimensions, which illustrate in a simpler
context how constraints arise when discussing gauge theories in superspace. For a complete
and pedagogical discussion of these topics, we refer to [72], [73], [74]. In the second part of
the chapter, we discuss the theory of integration on supermanifolds from the point of view of
integral forms (see [51], [52]) and superspace supergravity in two and three spacetime dimen-
sions [53], [75], [72], [74]. In particular, we shall follow mostly the derivations of [53] for the
two-dimensional case, and of [74] for the three-dimensional one.
4.1.1 The supersymmetry algebra
The Coleman-Mandula theorem [76] states that if a field theory is such that:
• the S-matrix is based on a local, relativistic quantum field theory in four-dimensional
spacetime;
• there are only a finite number of different particles associated with one-particle states
of a given mass;
• there is an energy gap between the vacuum and the one particle states,
then the most general Lie algebra of symmetries of the S-matrix is given by the Poincaré
algebra, with the possible addition of compact Lie algebras whose generators behave as Lorentz
scalars.
It is possible, however, to escape this theorem by extending the Poincaré algebra by means
of “fermionic” generators, i.e. generators obeying anticommutation, rather than commuta-
tion, rules. The object which describes the symmetries of our theories is then not anymore
a Lie algebra, but a graded Lie algebra, or superalgebra. The anticommuting generators
are called “supersymmetry generators”, since they are the generators of the supersymmetry
transformations, i.e. transformations that link bosons to fermions. There are many kinds of
supersymmetries, depending on the number of generators (the minimal number corresponding
to simple, or N = 1 supersymmetry), on the spacetime symmetry group from which we start
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(Poincaré or (a)dS), and the failure to anticommute of the supersymmetry generators (pres-
ence of absence of central charge), which is a possibility emerging in the context of extended
(N > 1) supersymmetry. We will restrict ourself to the minimal supersymmetry algebra, i.e.
the N = 1 algebra of super-Poincaré. In four spacetime dimensions, this is characterized
by the presence of four fermionic charges, Qα and Q¯α˙, α, α˙ = 1, 2. They are two for each
chirality, and we will adopt the dotted index notation1, so that, in the conventions of [73],
the Supersymmetry algebra takes the form
[Pm, Qα] = [Pm, Q¯α˙] = {Qα, Qβ} = {Q¯α˙, Q¯β˙} = 0, (4.1)
{Qα, Q¯α˙} = 2σmαα˙Pm, [Qα, Jmn] =
1
2
(σmn)α
βQβ, (4.2)
plus the usual Poincaré algebra. The σm are Pauli matrices, and σmn is the antisymmetric
combination [σm, σn]. The last equation in (4.2) is just the statement that the supersymmetry
charges behaves as spinors under Lorentz transformations. Here, as in the following, we
denoted with greek letters the spinor indices, while with latin letters the vector ones. In two
and three spacetime dimensions we will also use the notation which denotes a vector index
by a couple of spinor indices, where the change of basis is given by the gamma matrices:
Vαβ ≡ Vm(γm)αβ. (4.3)
In these cases, the spinor indices will represent Majorana, rather than Weyl, spinors. In four
dimensions, the Pauli σ matrices, rather than the γ matrices, are used.
An important and characteristic feature of (unbroken) supersymmetric theories is that
their degrees of freedom must be organized in multiplets of the supersymmetry algebra. In
these multiplets, the number of fermionic degrees of freedom must be equal to that of the
bosonic degrees of freedom. One can describe these multiplets as in usual quantum field
theory by means of fields defined over spacetime. This is called the “component description”.
For example, the scalar (or Wess-Zumino) multiplet consists of a scalar field φ, one spinor
ψ and one auxiliary field F . The latter is needed to close the susy-algebra off-shell: if it
was not present in our description, then the off-shell bosonic degrees of freedom of our theory
would not be equal to those of the fermionic sector, and the susy transformations on our fields
would close only on-shell. The supersymmetry transformations for these fields, with spinor
parameter ξ, are
δξφ ∼ ξψ, δξψ ∼ iσmξ¯∂mφ+ ξF, δξF ∼ iξ¯σ¯m∂mψ. (4.4)
As a general rule, a component field under a supersymmetry transformation, transform into a
component field of mass dimension 1/2 higher, plus eventually derivatives of the component
with mass dimension 1/2 lower. The description of supersymmetry multiplets can get very
involved in this language, and a much simpler description is that in terms of superfields over
superspace, which we will describe in the next paragraph. It is to be noted, however, that
such a description is fully available only for simple supersymmetry in D ≤ 4: it is a hard task
to find the proper superfield constraints in higher dimensions or for extended supersymmetry,
a task which is made even harder from the fact that in many cases we don’t know the auxiliary
fields which allow us to close the algebra off-shell2. With this proviso in mind, let us go on
to the superspace description of supersymmetric field theories which, with the due amount of
work, will allow us to build the supersymmetric generalization of our multimetric gravitational
theories.
1A Dirac spinor in general does not represent an irreducible representation of the Lorentz group. In D = 4
we have a well-defined concept of chirality and thus use Weyl spinors for our description, which have two
components. The undotted spinorial indices thus represent left-handed Weyl spinors, while dotted spinorial
indices represent right-handed ones.
2See however [77] for superspace formulations of extended supersymmetric theories.
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4.1.2 Flat superspace
The case of D = 3
The most natural framework in which to study supersymmetric field theories, whenever avail-
able, is that of superspace. Global supersymmetry corresponds to the case of flat superspace,
while local supersymmetry, i.e. supergravity, is the theory of curved superspace. Superspace
is obtained from ordinary spacetime by adding to the set of the usual, commuting, local coor-
dinates xm a set of anticommuting fermionic coordinates θµ, transforming as spinors under the
Lorentz group. In particular, one adds an anticommuting coordinate for every supersymmetry
generator of the algebra that we are considering. In two and three spacetime dimensions, this
means we must add two anticommuting coordinates θµ, which are Majorana spinors under
our Lorentz group. Fields in superspace are called superfields, and the coefficients of their
expansion in the fermionic coordinates (which is necessarily a finite sum, due to their an-
ticommutativity) are called their component fields. For example, for a scalar superfield we
have
Φ(x, θ) = φ(x) + iθαψα(x) +
i
2
θ2F (x). (4.5)
Here we have defined θ2 = θαθββα: spinor indices are contracted with the “northwest-
southeast” convention, and raised and lowered with the two-dimensional Levi-Civita symbol
αβ , defined by 01 = +1. Note that a supersymmetry transformation should be such that
δx ∼ θ, (4.6)
 being a fermionic parameter, so that [θ] = [] = −1/2. This means that the component
of a superfield corresponding to θ = 0 will be its component of lower dimension, and that
for each power of θ we will have a component field of mass-dimension 1/2 higher. Super-
symmetry transformations act as translations in superspace, and as such are represented on
superfields by suitable differential operators. The requirement for these operators to satisfy
the supersymmetry algebra3
{Qα, Qβ} = −2i∂αβ (4.7)
gives the supercharge
Qα = ∂α − iθβ∂βα, (4.8)
so that a supersymmetry transformation on a superfield will be implemented as follows:
δΦ(x, θ) = αQαΦ(x, θ). (4.9)
For instance, on the scalar superfield (4.5), the transformation (4.9) implies the component
transformations
δφ = iαψα = ¯ψ, δψβ = 
α∂αβφ+ Fβ, δF = −iα∂αβψβ = ¯/∂ψ. (4.10)
It is useful to introduce the supersymmetric covariant derivative DM = (Dm, Dα), by
Dα ≡ ∂α + iθβ∂βα, Dm = ∂m. (4.11)
It has the property of anticommuting with the supercharge, so that the supersymmetry trans-
formation laws of the covariant derivative of a superfield are the same as those of a superfield.
We note that we have
{Dα, Dβ} = 2i∂αβ, (4.12)
3The minus sign with respect to (4.2) arises because in general translations are represented by minus the
Lie derivative along a vector field.
4.1 Global supersymmetry 62
and we recall that torsion and curvature of a (super)manifold can be defined from
[DA, DB} = TABCDC +RABmnMmn. (4.13)
[ , } is the graded commutator, being an anticommutator for two fermionic objects and a
commutator otherwise, Mmn are the Lorentz generators. We thus see that flat superspace has
nonvanishing torsion along the fermionic direction:
Tαβ
c = 2i(γc)αβ. (4.14)
Finally, a generic action in superspace can be written as
S =
∫
(x|θ)
L[Φ, DΦ, . . . ] (4.15)
where L is a scalar superfield, not depending explicitly on coordinates. The integration is
given by a Berezin integral over the fermionic coordinates θ, and an ordinary integral in the
bosonic coordinates x. Starting from an action written in terms of superfields guarantees that
the theory is supersymmetric; indeed
δL = αQαL =
(
∂α − iθβ∂βα
)
L. (4.16)
The term involving a fermionic derivative will have no components of O(θ2), so that it will
give zero upon Berezin integration, while the other term is a total spacetime derivative, so
that the action is invariant (up to boundary terms).
The case of D=4
In four spacetime dimensions, the construction is very similar, except for the fact that we
may use Weyl instead of Majorana spinors. We have then two types of spinor indices, which
in our notation are dotted and undotted ones, corresponding to the two possible chiralities.
Correspondingly, the fermionic coordinates will be four instead of two. The supercharges will
be
Qα = ∂α − i
2
θ¯α˙∂α˙α, Q¯α˙ = ∂α˙ − i
2
θα∂αα˙, (4.17)
satisfying
{Qα, Qα˙} = −i∂αα˙, (4.18)
where the conventions for switching from a bispinorial notation to a vectorial one are the
following:
V αα˙ =
1√
2
(σb)
αα˙V b, V b =
1√
2
(σb)αα˙V
αα˙, (4.19)
∂αα˙ = (σ
b)αα˙∂b, ∂b =
1
2
(σb)
αα˙∂αα˙, (4.20)
xαα˙ =
1
2
(σb)
αα˙xb, xb = (σb)αα˙x
αα˙. (4.21)
The supersymmetry transformations will involve charges of both chiralities:
δΦ(x, θ, θ¯) = QΦ + ¯Q¯Φ. (4.22)
The covariant derivatives are constructed as in the three-dimensional case. Here the only
torsion component different from zero is
Tαα˙
c = 2i(σc)αα˙. (4.23)
4.1 Global supersymmetry 63
At this point, we could discuss scalar superfields and their constraints (linear constraints,
chiral/antichiral constraints in D = 4), together with the possible actions describing scalar
multiplets. However, we would go too far off the main point of our discussion, so we will
refer to the literature cited at the beginning of the chapter for an illustration of these aspects.
Instead, we will discuss the covariant formulation of Super Yang-Mills in three spacetime
dimensions, since it is the first example in which we see the necessity of the so-called “conven-
tional constraints”, with which we will confront ourselves at great length in the next chapter.
Thus, we will focus mainly on this point, exhibiting also the superfield and component action,
without further illustration of its properties, or of the issue concerning matter couplings.
4.1.3 Covariant approach to Super Yang-Mills in three dimensions
If we want a superspace description of super Yang-Mills theory (SYM), we should work with
a superfield which contains as a component a spin-1 field. While in four dimension we also
have the possibility of using the so-called “vector superfield” V , which is a scalar superfield
subject to the reality condition V † = V , in three dimensions the simpler superfield which we
can use is the spinor superfield
Aα(x, θ) = χα + θαH + θ
βVβα + iθ
2
[
1
2
∂αβχ
β − Λα
]
, (4.24)
shich must be real in order for the vector component to be real. We also want that the
superspace formulation of SYM be a gauge theory in superspace: thus we require that the
superfield Aα be the spinorial component of the Lie algebra-valued vector superconnection
A = Amdx
m +Aαdθ
α, A = AaT
a, [T a, T b] = fabcT
c. (4.25)
The supercovariant derivatives are defined as
∇α ≡ Dα + iAα, ∇αβ ≡ ∂αβ +Aαβ. (4.26)
If we chose hermitian, instead of antihermitian, generators, the i factor would have been in the
vector covariant derivative (it arises from the requirement that ∇†α = ∇α, just as D†α = Dα).
Note that with these conventions, Aαβ is imaginary. Having defined the covariant derivatives,
we can turn to the calculation of the field strengths. Due to the nonzero torsion of superspace,
we have to use the more general formula
[∇M ,∇N} = TMNP∇P + FMN . (4.27)
For the ab and αb components everything goes as usual:
[∇a,∇b] = ∂[aAb] + [Aa, Ab] ≡ Fab, [∇α,∇b] = DαAb − i∂bAα + i[Aα, Ab] ≡ Fαb, (4.28)
while in the case of the spinorial field strength we also have an inhomogeneous term due to
the torsion of superspace:
{∇α,∇β} = 2i∇αβ + iD(αAβ) − {Aα, Aβ} − 2iAαβ ≡ 2i∇αβ + Fαβ. (4.29)
At this point we note that in the definition of a connection there is always the freedom of
adding a tensor which transforms covariantly under the gauge group. Thus we can make the
redefinition
A′αβ = Aαβ +
1
2i
Fαβ, (4.30)
so that the new covariant derivatives will satisfy
{∇α,∇β} = 2i∇αβ. (4.31)
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This is equivalent to imposing the so-called conventional constraint
Fαβ = 0, (4.32)
which is “conventional” in the sense that it can always be imposed simply through a redefinition
of the gauge connection. This constraint has the advantage of allowing us to express the
vectorial part of the gauge field in terms of the spinorial one (which was the one that we
started from):
Aαβ =
1
2
[
D(αAβ) + i{Aα, Aβ}
]
. (4.33)
Note that while the original Aαβ was imaginary, the redefined one is real. However, even if this
constraint can always be imposed by redefining the connection, in order for our description
to be consistent we should make sure that the Bianchi identities for the curvature be still
satisfied. If they are not satisfied identically, we will have to impose additional constraints,
which are said to be generated from the conventional ones through the Bianchi identities. The
Bianchi identities, for a graded differential algebra, take the form
[∇M , [∇N ,∇L}}+ c.p. = 0, (4.34)
where c.p. stands for cyclic permutations (taken with the proper sign due to the graded
symmetry). Let us first study the Bianchi identity
[∇α, {∇β,∇γ}] + c.p. = 0. (4.35)
Using the conventional constraint and the definition of field strength, we find
[∇α, {∇β,∇γ}] + c.p. = 2i[∇α,∇βγ ] + c.p. = 2i(Fα,βγ + Fβ,γα + Fγ,αβ) = 0. (4.36)
Then we use the (tautological) identity
F(α,βγ) =
1
3
[(Fα,βγ + Fβ,γα + Fγ,αβ) + (Fα,βγ − Fβ,γα) + (Fα,βγ − Fγ,αβ)] , (4.37)
as well as the fact that, since the greek indices can take only two values, any antisymmetric
combination thereof must be proportional to the -tensor. In particular,
Fα,βγ − Fβ,γα = αβστFσ,τγ . (4.38)
These two relations together implpy
Fα,βγ = −1
3
[αβF
τ,
τγ + αγF
τ,
τβ ] . (4.39)
For later convenience, let us define
[∇α,∇αβ] = Fα,αβ ≡ −3
2
Wβ, (4.40)
so that
[∇α,∇βγ ] = Fα,βγ = 1
2
αβWγ +
1
2
αγWβ. (4.41)
Wβ will turn out to be the fundamental field strength of our theory. Is is real because ∇α
is real and ∇αβ imaginary, so that W aα is imaginary. We can relate it to the fundamental
unconstrained fields of our theory by using the definition of Wβ together with the solution
(4.33) to the conventional constraints, obtaining
Wβ = −DαDβAα − i[Aα, DαAβ] + 1
3
[Aα, {Aα, Aβ}]. (4.42)
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Next, we consider the Bianchi identity
{∇α, [∇β,∇γδ]}+ [∇γδ, {∇α,∇β}]− {∇β, [∇γδ,∇α]} = 0. (4.43)
Now we use the conventional constraint to write
[{∇α,∇β},∇γδ] = 2iFαβ,γδ = 2i(γm)αβ(γn)γδ
(
∂[mAn] + [Am, An]
)
. (4.44)
Due to the symmetry properties of the right-hand side, I can also write
Fαβ,γδ = βγfαδ + αδfβγ , (4.45)
where fαβ is symmetric. Then, tracing the Bianchi identity (4.43) with γβ , and using the
equation above, we find
{∇α, [∇γ ,∇γδ]} − {∇γ , [∇γδ,∇α]} = −2∇αWδ + 1
2
αδ∇γWγ = −4ifαδ. (4.46)
I can now equate separately the symmetric and antisymmetric parts of this equation, finding
∇αWα = 0, fαβ = 1
2i
∇(αWβ). (4.47)
Because of these relations, it turns out that the Bianchi identities
[∇α, [∇βγ ,∇δ]] + c.p. = 0, [∇αβ, [∇γδ,∇ζ ]] + c.p. = 0 (4.48)
are automatically fulfilled. The full solution to the conventional contraint for D = 3, N = 1
SYM is then given by
Fαβ = 0, Fα,βγ =
1
2
αβWγ +
1
2
αγWβ, (4.49)
∇αWα = 0, Fαβ,γδ = 1
2i
[
βγ∇(αWβ) + αδ∇(βWγ)
]
. (4.50)
This discussion is all we need in order to better understand the case of supergravity. For the
sake of completeness, we give also the action of this theory, which is
SYM =
c
g2
∫
d3xd2θW aαWaα, (4.51)
where c is a dimensionless constant. The component expansion is recovered using∫
d3xd2θL =
∫
d3xD2L| =
∫
d3x∇2L|, (4.52)
where the right | means the evaluation at θ = 0, and ∇2 ≡ ∇α∇α. The last equality in
particular follows from the gauge invariance of the action. In order to calculate the first term,
I use ∇αWα = 0, together with the Schouten identity:
βγ∇γ∇βWα = βγ∇α∇βWγ + βγ∇γ∇αWβ
= βγ{∇γ ,∇α}Wβ − βγ∇α,∇γWβ = 2iβγ∇γαWβ = −2i∇αβW β,
(4.53)
so that the action takes the form
SYM = 2c
∫
d3x
(
−2iW aα∇αβW βa + 4faαβfaαβ
)
|. (4.54)
Explicit evaluation of the θ = 0 component of this expression, together with the choice
c = −1/32g2, gives the component action
SYM = − 1
mg2
∫
d3x
[
1
4
F aµνF
µν
a +
1
2
λ¯a /Dλa
]
, (4.55)
which is indeed the action of a gluino minimally coupled to a nonabelian gauge field (we set
λaα =
i
2W
a
α |).
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4.2 Supergravity
In the same way as General Relativity can be regarded as the theory of local Poincaré sym-
metry, Supergravity is the theory of local supersymmetry [73] [78] [72] [74]. In fact, if we start
from a theory which exibits global supersymmetry, we cannot introduce gravitational inter-
action only through General Relativity. Because the anticommutator of two supersymmetry
charges closes on a translation generator, if we consider supersymmetry in a theory which
exhibits local translation invariance, the theory will also have to be locally supersymmetric.
The theory describes fundamentally General Relativity coupled to a massless spin 3/2 field,
the gravitino, constrained however by the presence of this extra local symmetry. One can ap-
proach the problem of supergravity in many different ways: the most general, direct method
is that of studying the theory through its component fields. This direct approach works al-
ways, whether or not we know the structure of the auxiliary fields which close supersymmetry
transformations off-shell, but it can become very cumbersome. For an illustration, see [79].
Another option is to take a more geometrical point of view: in the same way as in General
Relativity we consider spacetime as being a Riemannian (curved) manifold, in the superspace
formulation of supergravity we consider it to be describing the geometry of a supermanifold,
curved superspace. In order to be sure of describing only local supersymmetry, and not the
whole superdiffeomorphism group which is much larger, we must impose conventional con-
straints, which are the generalization of what we saw in the case of Super Yang-Mills. This
method has the advantage of making trivial the invariance under local supersymmetry of the
theory, which is very hard to prove in the component approach. This is the method we will
use to describe supergravity, and to later supersymmetrize multimetric gravity [1].
We cannot finish this overview without at least citing another important approach to su-
pergravitational theories, which is the extension of the Cartan approach to gravity and gauge
theories in general, reviewed in appendix C, and in a sense is a hybrid approach between
the ones described above. This is the rheonomic framework [71], [80], closely related to the
group manifold approach described in section 3.3. In this context, the gravitino is the “con-
nection” associated with local supersymmetry transformations, as in Einstein-Cartan gravity
the vielbein is the “connection” associated with local translations. It turns out, in fact, that
for supersymmetry groups we cannot impose horizontality of the curvatures, so that we must
impose a weaker statement: the vertical components of the curvatures are not zero as in
General Relativity, but we must be able to express them as functions of the horizontal ones.
This requirement determines the so-called rheonomic conditions.
After this introduction, let us turn to a review of the superspace formulation of super-
gravity, studying in detail the cases D = 2, 3.
4.2.1 Curved superspace
Until now we have dealt only with flat superspace, in which only one component of the torsion
is nonvanishing and all the curvatures are zero. In order to deal with supergravity, we will
have to deal with proper generalizations of the concepts we have seen until now. We denote
with zM ≡ {xm, θµ} the local coordinates parametrizing our supermanifold SM . Latin and
greek letters from the middle of the alphabet will denote world indices, the latin letters being
associated to commuting objects, the greek to anticommuting ones. To each coordinate we
can associate a vector field
∂M ≡ ∂
∂zM
. (4.56)
In principle, due to the presence of anticommuting variables, we should distinguish between
left- and right-acting vector fields, but we will always use the convention that the derivatives
act from the left. These vector fields are a holonomic basis of the tangent bundle of our
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manifold, so that any vector field can be written as
V = VM∂M (4.57)
as in the Riemannian case. However, here we must always be careful with the summed indices,
wince in general VMWM can differ from VMWM by a sign factor. The transformation law
for a tensor field is the usual one:
VM
′
1...M
′
n = VM1...Mn
∂zM
′
1
∂zM1
. . .
∂zM
′
n
∂zMn
. (4.58)
Also, we can define the duals dzM to the vector fields ∂M , such that
dzM
(
∂
∂zN
)
= δMN . (4.59)
They form a basis of the cotangent bundle of our supermanifold, using which we can define a
(graded) wedge product, s.t.
dzM ∧ dzN = −(−)εMεNdzN ∧ dzM , (4.60)
where εM is the Grassmann Z2 grading, which is equal to 1 for anticommuting variables, and
to 0 for commuting variables. With these differentials and the wedge product we can define
a superform of arbitrary degree p
Φ = dzMp ∧ · · · ∧ dzM1ΦM1...Mp (4.61)
and its exterior derivative
dΦ = dzMp ∧ · · · ∧ dzM1 ∧ dzN∂NΦM1...Mp (4.62)
With these definitions, we find that, if Φ,Ψ are superforms of degree respectively p, q, then
the exterior derivative of their wedge product will be
d(Ψ ∧ Φ) = Ψ ∧ dΦ + (−)pdΨ ∧ Φ, (4.63)
so that, while the partial derivative acts from the left, the exterior derivative acts from the
right. We could define a metric in the supermanifold, by using a graded-symmetric tensor
GMN . However in supergravity, since fermions require a vielbein formulation, the supermetric
GMN does not represent a useful dynamical variable. We then introduce a local reference
frame, the super-vielbein
EA ≡ dzMEMA, (4.64)
together with a Lorentz superconnection
ΩA
B ≡ dzMΩMAB, (4.65)
where uppercase latin letters from the beginning of the alphabet denote Lorentz bundle indices
in SM. The supervielbein is related to the supermetric by
GMN = EM
AEN
BηBA(−)εNεA , (4.66)
where ηab is the usual Minkowski metric, ηαβ = αβ , while ηaα = ηαa = 0. We also introduce
as usual the inverse supervielbein EAM , such that
EA
MEM
B = δA
B, EM
AEA
N = δM
N . (4.67)
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The Lorentz superconnection is a one-form with value in the super-Lorentz algebra. Its
fermionic indices are related to the bosonic ones through the spin-soldering condition
Ωαβ = Ωab(γab)
αβ, (4.68)
which links the spin(n) algebra to the Lorentz one through the antisymmetric fermionic
bilinear γab. The supervielbein can be used to change world indices to Lorentz ones, so that
we can work exclusively with Lorentz tensors, for which the covariant derivatives act simply.
In the case of a supervector, for example, they take the form
∇MV A = ∂MV A + (−)BMV BΩMBA, ∇MVA = ∂MVA − ΩMABVB. (4.69)
We can define supercurvature and supertorsion through the usual structure equations
TA = dEA + EB ∧ ΩBA ≡ DEA, RAB = dΩAB + ΩAC ∧ ΩCB, (4.70)
or through the graded commutator of covariant derivatives
[∇M ,∇N}VA = −RMNABVB − TMNP∇PVA. (4.71)
They satisfy the Bianchi identities
DTA = TB ∧RBA, DRAB = 0. (4.72)
4.2.2 Integration on a supermanifold
Up to now, all the concepts we considered generalized in a straightforward way from the
usual geometry of differentiable manifolds to the case of a supermanifold. A problem arises,
however, when we try to generalize Berezin integration to the curved case in the usual way:
this is essentially due to the fact that, while bosonic differential forms anticommute, so that
we can construct a top form which acts as a density, fermionic differential forms commute,
so that there is no limit to the number of powers of dθ that one can have in a superform. A
more sophisticated discussion is thus needed for the integration on a supermanifold.
The Berezinian
The usual Berezin integral on R(p|q), with cartesian coordinates {x1, . . . , xp|θ1, . . . , θq} ≡ {x|θ}
is defined by ∫
Rp|q
g(x|θ)[dpx|dqθ] ≡
∫
Rp
gq(x)d
px, (4.73)
where gq is the term of order q in the fermionic coordinate expansion of g
g(x|, θ) = g0(x) + · · ·+ θq . . . θ1gq(x), (4.74)
and [dpx|dqθ] is a formal measure symbol. Note that the measure symbol cannot be interpreted
as a top form, as for example under θα → λθα, we have [dx|dθ]→ λ−1[dx|dθ] due to the well-
known rules of Berezin integration. In order to generalize to a supermanifold the concept of
Grassman integration, we have to introduce the the Berezinian ([81] and references therein).
Let V be a super vector space, of bosonic dimension p and fermionic dimension q. Let
{e1, . . . , ep|ρ1, . . . , ρq} (4.75)
be a basis of V , with {ea} bosonic vectors and {ρα} fermionic vectors. To every such basis
of V , one can associate an element [e1, . . . , ep|ρ1, . . . , ρq] in a one-dimensional vector space
Ber(V ), called the Berezinian of V , which is a vector space of integration densities on V . If
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two bases {e1 . . . ρq} and {e′1 . . . ρ′q} are related by a linear transformation W , then the two
corresponding elements of Ber(V ) will be related by
[e′|ρ′] = Sdet(W )[e|ρ]. (4.76)
Sdet(W ) is too called the Berezinian, or super determinant of W , and is the generalization
of the determinant to linear maps in spaces with anticommuting coordinates. Choosing a
decomposition of V = Veven ⊕ Vodd, so that
W =
(
A B
C D
)
, (4.77)
I have
Sdet(W ) =
det(A−BD−1C)
det(B)
(4.78)
Which reduces to Sdet(W ) = det(A)/ det(B) for the cases in which W is a triangular matrix.
In the case of a supermanifold M , Ber(M) is defined as the line bundle s.t. any coordinate
system {x|θ} onM determines a local trivialization4 [dx|dθ] on Ber(M), and s.t. the transition
between two local trivializations is
[dx|dθ] = Sdet
(
∂X
∂X˜
)
[dx˜|dθ˜]. (4.79)
The integral of a function g(x|θ) onM is defined as the integral of the section σ = [dx|dθ]g(x|θ)
of Ber(M): ∫
M
σ =
∫
Rp|q
g(x|θ)[dx|dθ] (4.80)
Where the right hand side is the usual Berezinian integration on Rp|q. The invariance of the
integral follows from the transformation properties of the elements of the Berezinian.
Integration on supermanifolds and integral forms
Let us consider, for now, a purely bosonic manifold M , of dimension p. We define ΠTM as
the tangent bundle of M , endowed with anticommuting, rather than commuting, coordinates
on the fibres (the tangent spaces). If {xi} is a coordinate system onM , I call {xi, dxi} a basis
of ΠTM . In this case, ΠTM = Ω∗(M), the space of differential forms on M . If instead we
consider a purely fermionic manifoldW , with coordinates {θα}, then the space ΠTM will have
coordinates {θα|dθα}, where dθα are commuting variables, and the exterior differentiation for
fermionic variables is defined s.t.
d(θ1θ2) = dθ1 · θ2 − θ1 · dθ2. (4.81)
In a general supermanifold, we obtain ΠTM by a doubling of the coordinates
{x1, . . . , xp|θ1, . . . , θq} → {x1, . . . , xp, dθ1, . . . , dθq|θ1, . . . , θq, dx1, . . . , dxp}. (4.82)
The differential forms on M are functions on ΠTM which have polynomial dependence on
the commuting coordinates {dθα}. They can be multiplied but not integrated, since there is
no top form, i.e. a form of maximum degree; they admit though a bottom form, i.e. a form
of minimum degree, since 1 is a 0-form annihilated by any vector field on M . The space of
differential forms on M is denoted by Ω∗(M).
The Integral forms on M are functions on ΠTM which are distributions with support in
4A line bundle is a fibre bundle with a one-dimensional fibre. A local trivialization is a set of local
coordinates for a fibre bundle, see Appendix C.
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the origin with respect to the coordinates {dθα}. Since multiplication of distributions is not
a well-defined operation, they cannot in general be multiplied, i.e. we cannot define a wedge
product between them. On the other hand, they admit top forms: in fact, ∀ function f on
M , the object
f(x|θ)dx1 ∧ · · · ∧ dxpδ(q)(dθ1 . . . dθq) (4.83)
is a top form, since it is annihilated by multiplication with any dxi, dθα. Note that integral
forms do not admit a bottom form, since one can differentiate delta functions an arbitrary
number of times. To define the integral of a top integral form, note that on ΠTM there is a
natural measure, i.e. a natural section of the Berezinian, since for each coordinate x there is
a coordinate dx of opposite statistics, and analogously for the pair θ, dθ. Then the object[
dx1, . . . , dxp, d(dθ1), . . . , d(dθq)|dθ1, . . . , dθq, d(dx1), . . . , d(dxp)] (4.84)
is independent from the choice of coordinates, and so is a natural section of the Berezinian.
The integral of a top integral form ω over M is then defined as a Berezin integral on ΠTM∫
M
ω ≡
∫
ΠTM
D(ξ, dξ)ω(ξ, dξ), (4.85)
where D is the section of the Berezinian and ξ, dξ are the coordinates of ΠTM . Note that
since we want ∫
[d(dθ)d(dθ′)]δ(dθ)δ(dθ′) = 1 (4.86)
we must have
δ(dθ)δ(dθ′) = −δ(dθ′)δ(dθ). (4.87)
This means that we can also consider the restricted class of integral forms constructed from
the delta functions of the fermionic differentials[49],[50],[52]. These have the nice feature of
having formal properties similar to those of usual differential forms on a manifold, arising
from the anticommutative structure. In particular we can consider multiplication of two delta
functions with two different fermionic differentials as arguments, which is well defined, and
expand an integral form on ΠTM as
ω(Z, dZ) =
n∑
q=0
p∑
s=0
ω[ν1...νq ][µ1...µs](x, θ)dx
ν1 ∧ · · · ∧ dxνqδ(dθµ1) ∧ · · · ∧ δ(dθµs), (4.88)
and we can define the integration in the supermanifold equivalently by picking the highest
power in the Dirac delta functions and dx differentials, in analogy with the Berezin integral
for conventional forms∫
Ω•(SM)
ω(Z, dZ) =
∫
(x|θ)
[m1...mn][µ1...µp]ω[m1...mn][µ1...µp](x, θ) (4.89)
where the integral over SM is the usual Riemann-Lebesgue integral over the coordinates
xm and Berezin integral over the coordinates θµ. The equivalence of the two definitions of
integration over a supermanifold – the one using sections of the Berezinian and the one with
integral forms – can be easily seen from the law of transformations of delta functions, for
which, given a linear transformation M on some variables X, we have
δ(n)(MX) =
1
detM
δ(n)(X), (4.90)
which reproduces the transformation law of the Berezinian.
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4.2.3 Two-dimensional supergravity in Superspace
The superspace of N = 1 supersymmetry in a two-dimensional spacetime has two bosonic
coordinates xm m = 1, 2 and two fermionic coordinates θµ, µ = 1, 2, which are Majorana
spinors under the Lorentz group SO(1, 1) (in two dimensions, we could consider Majorana-
Weyl spinors, so that we would have θ, θ¯ instead of θµ, but this is impractical for the covariance
of our description). The Lorentz group is abelian, so that any element of so(1, 1) must be
proportional to the matrix
LA
B =
(
a
b 0
0 −12(γ3)αβ
)
. (4.91)
Here we have used the fact that γ[ab] ∝ γ3 in two dimensions, and fixed the normalization of
Lα
β so that gamma matrices are invariant under simultaneous rotations of their vector and
spinor indices. This fact also allows to write the spin superconnection and the supercurvature
2-form in the very simple form
ΩMA
B = ΩMLA
B, RA
B = FLA
B (4.92)
The supergravity model we will discuss is that of Howe [53] (See also [82],[75]), which considers
the constraints
Tαβ
a = 2i(γa)αβ, Tαβ
γ = T ab
c = 0. (4.93)
When studying the three-dimensional case, we will see that these are equivalent to the natural
generalization of the single conventional constraint that we imposed in the nonabelian spin-1
case.
Bianchi identities and the superspace actions
As for the case of super Yang-Mills, we have to check the consistency of our constraints with
the Bianchi identities that curvature and torsion have to satisfy:
DTA = EB ∧RBA, DRAB = 0. (4.94)
The second identity here is trivially satisfied, because of the abelian nature of the Lorentz
group, since we can write, using (4.92) and (4.70)
F = dΩ, (4.95)
and the Bianchi identity dF = 0 is identically satisfied. We need then only to check the
Bianchi identity for the torsion, which written in components takes the form
R[ABC)
D = ∇[ATDBC) + T [ABFT |F |C)D, (4.96)
where the inclusion of an index between vertical lines means its exclusion from the graded
symmetrization procedure. Explicitly, this yields
R[ABC)
D = FABLC
D + (−)A(B+C)FBCLAD + (−)B(C+A)FCALBD (4.97)
and similarly for the right-hand side of the Bianchi identity. The first one we will consider is
0 = R[αβγ)
d = ∇[αT βγ)d + T [αβδT |δ|γ)d + T [αβcT |c|γ)d = 2i(γc)[αβT γ)cd = 0, (4.98)
from which we deduce
T γc
d = 0. (4.99)
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All the other Bianchi identities can be manipulated in this same way: from
R[αβc)
d = Fαβc
d = 0, R[αβγ)
δ = −1
2
F [αβ(γ3)γ)
δ = 0 (4.100)
we find
Fαβ = 2S(γ3)αβ, T aβ
γ = − i
2
S(γa)β
γ , (4.101)
where S is a scalar superfield. From
R[abc)
d = Fabc
d + Fbca
d + Fcab
d = 0, R[aβγ)
δ = −1
2
Fαβ(γ3)γ
δ − 1
2
Faγ(γ3)β
δ = 0 (4.102)
we find
T ab
γ =
1
2
ab(γ3)
γδ∇δS, Faβ = −i(γaγ3)βγ∇γS. (4.103)
Finally, from
R[abγ)
δ = −1
2
Fab(γ3)γ
δ = 0 (4.104)
We find
Fab = ab
(
S2 − 1
2
∇α∇αS
)
. (4.105)
Thus, using the Bianchi identities, we were able to express al the (super) torsions and cur-
vatures in terms of a single scalar superfield S. This can be used to write actions for two-
dimensional supergravity: in fact it will turn out, as we will see in the following, that the
correct action describing pure supergravity in superspace in this case is simply
I =
∫
SM
Ber(EMA)S. (4.106)
In [53], as well as in [82], the solution to the conventional constraints in terms of the viel-
beins and the spin connections is written in a Wess-Zumino gauge. However in general the
conventional constraints can be solved in terms of unconstrained superfields, which are then
the dynamical variables of our superspace action. We found this solution, but since we will
not use it in the following, we refer the interested reader to Appendix D.
WZ gauge and the component actions
The physical degrees of freedom of gauge theories in superspace are explicitly seen in the so
called Wess-Zumino gauges, in which one uses the higher θ components of the gauge parameter
in order to set to zero gauge degrees of freedom contained in the covariant variables. The
Wess-Zumino gauge for our supervielbein reads
θαEα
m = 0, θαEα
µ = θα, θαΩα = 0, (4.107)
and is achieved by using the transformation laws
δEA
M = ξN∂NEA
M − EAN∂NξM −WLABEBM ,
δΩA = ξ
N∂NΩA −WLABΩB − EAM∂MW. (4.108)
Let us outline how to derive the solution to the conventional constraints in this gauge. In order
to do this, let us write the components of the inverse supervielbein and of the superconnection,
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once the WZ gauge has been imposed, as
Ea
m = ea
m + θνfνa
m +
1
2
θ2ga
m, Ea
µ = −ψaµ + θνfνaµ + 1
2
θ2ga
µ, (4.109)
Eα
m = θνf (να)
m +
1
2
θ2gα
m, Eα
µ = δα
µ + θνf (να)
µ +
1
2
θ2gα
µ, (4.110)
Ωa = ωa + θ
νuνa +
1
2
θ2va, Ωα = θ
νρ(να) +
1
2
θ2vα. (4.111)
Now let us note that, in two dimensions, a basis of the symmetric matrices is given by γa, γ3.
This means that the following decomposition for the components can be used:
ρνα = A(γ
3)να + iρa(γ
a)να,
f (να)
m = fm(γ3)να + fa
m(γa)να,
f (να)
µ = fµ(γ3)να + fa
µ(γa)να.
(4.112)
Also, one can decompose the vector-spinor as
ψa = ψγa + λa, /λ = 0. (4.113)
The constraint T abc = 0 has the only role of constraining the bosonic spin-connection to the
Riemannian one. As for what concerns the constraints on the fermionic components of the
supertorsion, one can rewrite them in the compact form
Tαβ
M = 2i(γa)αβEa
M , (4.114)
which can also be projected along the gamma matrices, as
Tαβ
M (γ3)αβ = 0, Tαβ
M (γa)
βα = −4iEaM . (4.115)
Now it is a matter of expanding the equations above in components by calculating explicitly
the torsion via
TAB
M =
[
CAB
C + ΩALB
C − (−)ABΩBLAC
]
EC
M , (4.116)
where CABC are the anholonomicity coefficients
CAB
C =
[
EA
N∂NEB
M − (−)ABEBN∂NEAM
]
EM
C . (4.117)
For example, the θ = 0 components yield
fm = fµ = 0, fa
m = −ieam, faµ = iψaµ. (4.118)
The calculations proceed in a tedious but straightforward manner. One has to equate com-
ponents to all orders in θ, and then find the vielbein from its inverse, again order by order
in the anticommuting variables. After all the calculations, the solution to the conventional
constraints reads
Em
a = em
a + 2i(θγaψm) +
1
2
θ2Aem
a, (4.119)
Em
α = ψm
α − 1
2
ωˇm(θγ
3)α +
i
2
A(θγm)
α − 1
2
θ2
[
3
2
Aψm
α + i(σˇγmγ
3)α
]
, (4.120)
Eµ
a = i(θγa)µ, (4.121)
Eµ
α = δµ
α
[
1− 1
4
θ2A
]
, (4.122)
Ωm = ωˇm + 2A(θγ
3ψm) + 2i(θγmσˇ) +
1
2
θ2 [Aωˇm − 4(λmσˇ) + mn∂nA] , (4.123)
4.2 Supergravity 74
Ωµ = A(θγ
3)µ, (4.124)
where ema is the vielbein describing the graviton, ψmα is the gravitino and A is the auxiliary
field needed to close the supersymmetry transformations off-shell. Also, we have defined
ωˇa ≡ ω˜a − ibc(ψcγaψb) ≡ nm(∂mean)− 4i(ψγ3λc) (4.125)
σˇµ = 
nmDˇmψnµ + iA(γ
3ψ)µ, λ =
1
2
/λ, (4.126)
where Dˇ is the covariant derivative with respect to ωˇ. The Wess-Zumino gauge, while letting
us explicitly read off the physical components of our multiplet, breaks global supersymmetry,
in the sense that it restricts the form of the gauge parameters. In fact, these are ξM (x, θ)
for the diffeomorphisms and W (x, θ) for the Lorentz transformations, which correspond to
16+4 = 20 x-space transformation parameters. The gauge-fixing conditions, however, reduce
the number of free gauge parameter by 10 + 5 = 15, so that we are left with a parameter ηm
(diffeomorphisms), a parameter α (local supersymmetry transformations), and a parameter
l(x) (local Lorentz transformations). This is achieved using the law of transformation of the
inverse supervielbein and of the connection (4.108), with which we must fix the θ and θ2
components of the gauge parameters to be such that the Wess-Zumino gauge is preserved.
First, we must impose the preservation of the gauge conditions on the θ = 0 components:
δE(0)α
m = δE(0)α
µ = δΩ(0)α = 0. (4.127)
This determines the order θ components of the gauge parameters:
ξ(1)ν
m = −i(γm)ν , ξ(1)νµ = i(γb)νψbµ, W (1)ν = −A(γ3)ν + i(γb)ν ωˇb. (4.128)
The procedure is identical for the components of higher order in θ, but much more tedious.
As before, we will give the result of the calculation:
ξm = ηm (4.129)
is in fact identified with the parameter associated to diffeomorphisms. Local Lorentz trans-
formations are characterized by
L = l, ξµ = −1
2
l(θγ3)µ. (4.130)
The fact that a Lorentz rotation has ξµ 6= 0 allows us to identify the fermionic coordinates
with spinors, since they rotate in the right way. The parameters of local supersymmetry are
instead
ξm = −i(γmθ) + θ2(λm), (4.131)
ξµ = µ + i(γbθ)ψb
µ +
1
2
θ2
[
−2(λb)ψbµ + i
2
ωˇb(γ
bγ3)µ
]
, (4.132)
L = i(γbθ)ωˇb −A(γ3θ) + 1
2
θ2
[
−2(λb)ωˇb − 2iA(γ3ψ) + 2(σˇ)
]
. (4.133)
These allow us to read off the local supersymmetry transformations of the vielbein ema and
of the vector-spinor ψmµ, which are the lower components of Ema and Eµa respectively, as
the θ = 0 components of a supergauge transformation with the parameters written above:
δem
a = −2i(γaψm), δψmµ = −
(
∂m
µ − 1
2
ωˇm(γ
3)µ +
i
2
A(γm)
µ
)
. (4.134)
Also, from the variation of the order θ term of Ωµ, we can read off the transformation law of
the auxiliary field A:
δA = −2(γ3σˇ). (4.135)
These are exactly the supersymmetry transformation laws we would expect for a massless
spin-2 multiplet.
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4.2.4 Three-dimensional supergravity in superspace
The discussion of the three-dimensional theory is very similar to that of the two-dimensional
one, since our supermanifold has the same number of fermionic coordinates in both cases. In
three-dimensions we do not have to worry about chirality, which is not a well-defined concept
in odd spacetime dimensions, as we cannot have Weyl spinors. The constraint that we will
impose is the conventional constraint
{∇α,∇β} = 2i∇αβ, (4.136)
which implies
Tα,β
γδ = iδα
(γδβ
δ), Rα,β
rs = Tα,β
γ = 0. (4.137)
This could seem a different set of constraints than the ones we chose in the two-dimensional
case, given by equation (4.93), closer to what we imposed in the treatment of super Yang-
Mills. However the two sets of constraints are completely equivalent, since they are related
by a covariant shift of the spin superconnection: we will see how this can be achieved after
solving the Bianchi identities. At the level of the fields, this means
{∇α,∇β} =
[
Eα
MDM +
1
2
φα
rsMrs, Eβ
NDN +
1
2
φβ
tuMtu
]
= E(α
M
(
DMEβ)
N
)
DN + Eα
MEβ
N [DM , DN ]
+
1
2
φ(α
rs[Mrs, Eβ)
N ]DN +
1
4
φα
rsφβ
rs[Mrs,Mtu]
= E(α
M
(
DMEβ
N
)(
EN
C∇C − 1
2
EN
CφC
rsMrs
)
+Eα
MEβ
NT
(0)
MN
S
(
ES
C∇C − 1
2
ES
CφC
rsMrs
)
+
1
2
φ(a
rs(γrs)b)
cEc
N
(
EN
C∇C − 1
2
EN
CφC
rsMrs
)
+
1
2
E(α
N
(
DNφβ)
rs
)
Mrs +
1
2
φ(α
r
tφβ)
tsMrs, (4.138)
From which we find the equations
Tα,β
C = E(α
M
(
DMEβ)
N
)
EN
C + φ(αβ)
C + T (0)αβ
C (4.139)
Rα,β
rs = E(α
M
(
DMφβ)
rs
)
+ φ(α
r
tφβ)
ts − Tα,βCφCrs, (4.140)
which allow us to express EαβM and φαβrs in terms of EαM and φαrs.
Bianchi Identities
I now consider the Bianchi identity
[∇α, {∇β,∇γ}] + c.p. = 0 (4.141)
(recall that c.p. stands for cyclic permutation). Note that since the constraint is the same that
we imposed in the Yang-Mills case, the solution will be analogous. Using the conventional
constraint, this becomes
Rα,βγ + c.p. = 0. (4.142)
By using the two identities
Rα,βγ =
1
3
[(Rα,βγ + c.p.) + (Rα,βγ −Rβ,γα) + (Rα,βγ −Rγ,αβ)] , (4.143)
Rα,βγ −Rβ,γα = αβδεRδ,εγ (4.144)
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and defining
[∇α,∇αβ] = Rααβ ≡ −3
2
Wβ, (4.145)
We get
Rα,βγ =
1
2
αβWγ +
1
2
αγWβ, (4.146)
where Wα is Lie-algebra valued, so that it can be expanded as
Wα = Wα
ITI ≡Wαβ∇β + Wˆαβγ∇βγ + 1
2
Wα
rsMrs (4.147)
Because of the conventional constraint, we have
[∇αβ,∇γδ] = 1
2i
[{∇α,∇β},∇γδ] (4.148)
This expression is symmetric in α ↔ β, and antisymmetric in αβ ↔ γδ, so that, again as in
the case of super Yang-Mills,
[∇αβ,∇γδ] = βγfαδ + αδfβγ , (4.149)
where the f ’s are symmetric in their indices. Using the Bianchi identity
{∇α, [∇β,∇γδ]}+ [∇γδ, {∇α,∇β}]− {∇β, [∇γδ,∇α]} = 0 (4.150)
and contracting with an -tensor we get
fαδ =
i
4
({∇α, [∇γ ,∇γδ]} − {∇γ , [∇γδ,∇α]}) = 1
4i
∇(αWδ) +
i
8
αδ∇γWγ . (4.151)
Since f is symmetric, the second term must vanish, so that
fαδ =
1
4i
∇(αWδ), ∇γWγ = 0. (4.152)
Imposing the conventional constraints allowed us to solve the bosonic connections in terms
of the fermionic ones. This leaves us with EαM and φmnα as unconstrained superfields. For
a gravitational theory, however, we want that the spin-superconnection be completely deter-
mined in terms of the supervielbein: in order to express φαrs in terms of the supervielbeins,
we have to impose another constraint:
Tα,βγ
δε = 0. (4.153)
In order to impose this, we will have to consider the coefficients of ∇δε in the expression
[∇α,∇βγ ] = Tα,βγA∇A +Rα,βγrsMrs. (4.154)
Using again the conventional constraint, and defining Eα ≡ EαMDM , φα ≡ 12φαrsMrs, we
must calculate
1
2i
[∇α,∇βγ ] = [∇α, {∇β,∇γ}] = [Eα + φα, {Eβ + φβ, Eγ + φγ}]. (4.155)
In order to get this result, let us first calculate
{Eα, φγ} = 1
2
[
Eα
MDM , φγ
rsMrs
]
=
1
2
Eα
M [DM , φγ
rs]Mrs − 1
2
φγ
rs
[
Eα
M ,Mrs
]
DM
=
1
2
Eα
M (DMφγ
rs)Mrs +
1
2
φγ
rs(γrs)α
βEβ
MDM = Eα(φγ) + φγ,α
βEβ, (4.156)
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and then turn to
{φβ, φγ} = 1
4
[
φβ
rsMrs, φγ
tuMtu
]
=
1
4
φβ
rsφγ
tu[Mrs,Mtu] +
1
4
φβ
rs[Mrs, φγ
tu]Mtu
=
1
2
φrt(βφγ)t
sMrs +
1
2
φ(βγ)
δφδ
tuMtu =
1
2
φ(β
rtφγ)t
sMrs + φ(βγ)
δφδ. (4.157)
Using these results, we find
[∇α, {∇β,∇γ}] = [Eα, {Eβ, Eγ}] +
[
Eα, E(β
(
φγ)
)]
+
1
2
[
Eα, φ(β,γ)
δEδ
]
+
1
2
[
Eα, φ(β
rtφγ)t
sMrs
]
+ [Eα, φ(β,γ)
δφδ] + [φα, {Eβ, Eγ}] +
[
φα, E(β
(
φγ)
)]
+
1
2
[
φα, φ
δ
(β,γ)Eδ
]
+
1
2
[
φα, φ(β
rtφγ)t
sMrs
]
+
[
φα, φ(β,γ)
δφδ
]
= [Eα, {Eβ, Eγ}] + E(β
(
φγ),α
δ
)
Eδ + Eα
(
φ(β,γ)
δ
)
Eδ − φ(β,γ)δ{Eα, Eδ}+ φ(β,|α|εφγ)εδEδ
+φ(β,γ)
δφδ,ε
E
+φα,β
δ{Eδ, Eγ}+ φδα,γ{Eβ, Eδ}+ φαδεφβ,γδEε +M -terms, (4.158)
Now, the terms proportional to Eδ are included in Tα,βγδ, while the ones proportional to Mrs
are part of the supercurvature, so we omitted them. Taking the δε component and defining
Cα,βγ
δε∂δε ≡ [Eα{Eβ, Eγ}], (4.159)
we find
0 = Tα,βγ
δε = Cα,βγ
δε +
1
2
φα,(β
(δδγ)
ε) − 1
2
φ(β,γ)
(δδα
ε) = Cα,βγ
δε − 1
2
α(βφ
(ε
γ)
δ). (4.160)
I now contract with βα, and find the equation
Cββγ
δε +
3
2
φ(εγ
δ) = 0, (4.161)
which brings to
φα,βγ =
1
3
[
Cδδα,βγ − Cδδ(β,γ)α
]
, (4.162)
So that the connections are completely determined by the vielbeins.
From the fact that [∇α,∇βγ ] = α(βWγ) and from Tα,βγδε = 0, we also find Wˆαβγ = 0.
Then
0 = ∇αWα = {∇α,Wα}
= (∇αWαβ)∇β +Wαβ{∇α,∇β}+ 1
2
(∇αWαrs)Mrs −Wα,αγ∇γ
(4.163)
Then, using the fact that {∇a,∇ab,Mrs} is a basis, we find
∇αWαβ +Wααβ = 0, (4.164)
W(αβ) = 0, (4.165)
∇αWαrs = 0. (4.166)
The second equation implies that we can write Wαβ = αβR, with R a bosonic superfield.
The first equation becomes
∇βR+Wααβ = 0. (4.167)
We then define a new field,
Gαβγ ≡W(α,βγ), (4.168)
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and by using the decomposition
Wα,βγ = Gαβγ +
1
3
α(βW δ
δ
γ), (4.169)
we find that the third of the above equations leads to
∇αGαβγ = 1
3
{∇β,∇γ}R = 2
3
i∇βγR. (4.170)
In conclusion, all the components of Wα can be expressed in terms of two superfields R and
Gαβγ .
Note that we could, by a redefinition of the connection, replace the constraint Rα,βrs = 0
with Tαβ,γδε = 0 – the vanishing of bosonic torsion – as is done in two and four dimensions,
but we shall not do this, as in three dimensions the choice we made for the constraints is more
convenient. Now all the curvatures and torsions are expressed in terms of Gαβγ and R, which
in turn are expressed only in terms of EαM . They are [74] :
Tα,β
γδ = iδα
(γδβ
δ), T γα,β = 0, (4.171)
Tα,βγ
δε = 0, Tα,βγ
δ =
1
2
α(βδγ)
δR, (4.172)
Tαβ,γδ
ε =
R
2
[
βγδα
(εδδ
) + αδδβ
(εδγ
)
]
, (4.173)
Tαβ,γδ
ε =
1
2i
{
βγ
[
Gαδ
ε +
1
3
∇(αRδδ)ε
]
+
1
3
αδ
[
2Gβγ
ε +∇(βRδεγ)
]}
, (4.174)
Rα,β
rs = 0, Rα,βγ
δε =
1
2
α(βW γ)
δε, (4.175)
Rαβ,γδ
ε =
1
4i
[
βγ∇(αW δ)ε + αδ∇(βW γ)ε
]
, Wα
ε = Gα
ε − 1
3
δα
(ε∇)R (4.176)
Field equations
Our task is now to identify supercovariant field equations, together with an action in super-
space that can reproduce them. In the component approach, we do not have nonvanishing
covariant objects of mass dimensions less than two, so in order to reproduce the field equa-
tions, the only nonvanishing supertorsions and supercurvatures must be those that contain
a vielbein curvature or a gravitino curl. Thus along with the off-shell constraints that we
imposed above, we must have, on-shell,
Tαm
β = Tmn
r = Tmn
α = Rαm
rs = 0 (4.177)
In particular, Tαmβ = 0 implies R = 0, while Rαmrs = 0 implies Wαβγ = 0, which in turn
implies Gαβγ = 0. Our field equations are then
R = Gαβγ = 0, (4.178)
i.e. no gravitational dynamics, since all supercurvatures and supertorsions are expressed in
terms of these two objects. With a cosmological constant Λ with mass dimensions [Λ] = 1,
the supertorsions and supercurvatures with mass dimension 1 can be nonvanishing:
Tmn
r = Λmn
r, Tαm
β = Λ(γm)α
β, Rαβ
rs = Λ(γrs)αβ. (4.179)
Which means that we have R = Λ instead of R = 0, but still Gαβγ = 0. The only action that
one can construct, requiring that after θ integration one recovers the Einstein-Hilbert one, is
S =
1
κ2
∫
d3xd2θ Sdet(EMA) (c1R+ c2Λ) . (4.180)
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That this gives the right action can be easily seen as follows: integration of R over the
fermionic coordinates yields∫
SM
Sdet(EMA)R =
∫
M
d3xe∇α∇αR|. (4.181)
In order to evaluate the integrand, we use (4.176) so that
∇α∇αR = −
(
iRmn
mn + 4∇αGβαβ
)
. (4.182)
Thus, by taking the θ = 0 component we get the Ricci scalar, and then the Einstein-Hilbert
action, plus another term ∇αGβαβ which will give us the gravitino action, as expected due to
the manifest supersymmetry of our construction.
Chapter 5
Interacting spin-1 supermultiplets
In this chapter and in the following we shall present the main result of this thesis. In particular,
in the next chapter we will give the formulation of manifestly supercovariant actions which
provide a supersymmetric generalization of the multimetric gravity action (5.1). In order to
do this, it will be crucial to employ the tool of integral forms we introduced in section 4.2.2.
As a first step in this direction, however, in this chapter we consider the simpler case of multi-
gauge fields: while already interesting in itself, this example will also show us how the class
of potentials we encountered for multi-gravitational theories are just specific, though relevant
instances of more general mechanisms, allowing to give mass to gauge fields through explicit
breaking of a gauge symmetry, tailored so as not to introduce additional, spurious degrees of
freedom.
In this chapter and in the next one we shall follow closely the paper [1], where the corre-
sponding results have been first presented.
5.1 The case of multi-gauge fields
As a first step, let us rewrite the action for vielbein multimetric gravity in D spacetime
dimensions:
S[e1, . . . , eN ] =
N∑
I=1
gI
∫
εa1...aDe
a1
I ∧ . . . ∧ eaD−2IRaD−1aDI
+
N∑
I1...ID=1
T (I1...ID)
∫
εa1...aDe
a1
I1 ∧ . . . ∧ eaD ID ,
(5.1)
where the label I = 1, . . . ,N labels the different vielbeins which enter the theory; gI denotes
the appropriate powers of Planck’s mass for the given spacetime dimension, while T (I1...ID)
is an object completely symmetric in its indices, which collects all the coupling constants of
our theory, properly defined so as not to reintroduce the Boulware-Deser ghost (for example
because of “loop” interactions, see section 2.2.2). Let us look for a moment at this action,
and try to see the general idea which lies behind it. We start from N copies of a gauge
theory, in this case gravity in the Einstein-Cartan formulation, and consider the sum of
the corresponding actions. At this stage we have N gauge symmetries, one for each gauge
field. Then, we explicitly brake these symmetries by adding the most general nonderivative
term which mixes our fields leaving only the diagonal gauge symmetry, under which they all
transform in the same way, intact. This explicit breaking of N − 1 gauge symmetries gives
mass to an equal number of gauge fields, leaving only one of them massless. The main issue
at stake is to implement this symmetry breaking in such a way as to keep the theory unitary.
Let us see this mechanism at work in the case of multiple spin-1 fields.
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5.1.1 Multi Yang-Mills
Using the criteria mentioned above, we can construct an action for two interacting Yang-Mills
fields: we introduce two SU(N) connections
Ai = A
a
i Ta, i = 1, 2, (5.2)
and deform the sum of their respective Yang-Mills actions through a nonderivative term which
preserves the diagonal gauge symmetry:
S =
∫
F1 ∧ ∗F1 + α2
∫
F2 ∧ ∗F2 −m2
∫
(A1 −A2) ∧ ∗(A1 −A2). (5.3)
Here we have defined α2 in analogy to the gravitational case, representing the ratio between
the two coupling constant. Each field strength satisfies the Bianchi identities with respect to
its connection:
D1F1 = 0, D2F2 = 0, (5.4)
where Di ≡ dxµ∇iµ denotes the usual exterior covariant derivative with respect to the gauge
field Ai. The field equations are obtained varying with respect to the two gauge fields:
D1 ∗ F1 = m2 ∗ (A1 −A2) ≡ J, D2 ∗ F2 = m
2
α2
∗ (A2 −A1) ≡ − 1
α2
J. (5.5)
As in the usual Yang-Mills theory, the right-hand side of (5.5) must be conserved:
D ∗ J = D˜ ∗ J = 0. (5.6)
However, exactly as in the gravitational case, these two equations are not independent: in
fact, writing them down in the usual tensorial language, we have
∇µ1Jaµ = ∂µ(Aa1µ−Aa2µ)+fabcAµb1 (Ac1µ−Ac2µ) = ∂µ(Aa1µ−Aa2µ)−fabcAµb1 Ac2µ = ∇µ2Jaµ . (5.7)
We can see, from a Lagrangian counting of the degrees of freedom, that we have (putting the
number of colors to one for simplicity) eight off-shell degrees of freedom coming from the gauge
fields, to which we must subtract two degrees of freedom because of the gauge symmetry, and
one because of the single independent constraint on the covariant conservation of the “mass
current”. We end up with five on-shell degrees of freedom, which is the right number of degrees
of freedom for one massive and one massless spin-1 field.
The elementary gauge fields entering (5.3), on the other hand, do not have an immediate
interpretation in terms of particles, since they do not diagonalize the quadratic part of the
Lagrangian, and thus are not eigenstates of the mass operator. In order to read off the carriers
of the particle degrees of freedom, we can linearize the equations of motion (or, equivalently,
keep only the quadratic part of the Lagrangian): in the U(1) case of electrodynamics, it
is even simpler, since the gauge action does not contain self-interactions. The equations of
motion then take the form
d ∗ dA1 = m2 ∗ (A1 −A2), α2d ∗ dA2 = −m2(A1 −A2), (5.8)
which are diagonalized by taking the sum and the difference of the two, obtaining
∗d ∗ (A1 + α2A2) = 0, ∗d ∗ (A1 −A2) = m
2(α2 + 1)
α2
(A1 −A2), (5.9)
which are the equation of motion for a massless and a massive spin-1 fields, respectively given
by
H = A1 + α
2A2, M = A1 −A2 (5.10)
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We have thus recovered the main features seen in studied bimetric gravity, by building an
action using the same criteria met in that case: we have one diagonal gauge symmetry and
one set of constraints following from the breaking of another gauge symmetry due to the
mass term; we would have two sets of constraints in principle, but they are not independent.
Further, in the presence of nonlinear self-interactions of the gauge fields, we have two possible
choices of mutually exclusive field variables: those in which the mass kernel is diagonal, or
those in which the interactions are diagonal, the latters being those in which we originally
formulated the theory. In Yang-Mills, for example, if we diagonalized the mass kernel through
a change of field variables, we would introduce cubic and quartic interactions mixing the new
fields.
We are thus in the presence of a new kind of mechanism that gives mass to gauge fields
by keeping gauge-invariant interactions. Note, however, that all this discussion is at the clas-
sical level, and we are not saying anything about quantum corrections and renormalizability.
Having studied the case of multiple spin-1 gauge fields, let us go to the supersymmetric theory.
5.1.2 Supersymmetric multi-electrodynamics
The three-dimensional case
We want now to build a supersymmetric gauge theory describing several interacting spin-1
supermultiplets, one being massless and the other being massive. Again, for concreteness
and simplicity we analyze the case of two gauge fields, and we start doing so in the three-
dimensional case. As we discussed in 4.1.3, a gauge supermultiplet is described by a superform,
i.e. by a superfield of the following form
A = Aαβ(x, θ)dx
αβ +Aα(x, θ)dθ
α , (5.11)
where Aαβ(x, θ), Aα(x, θ) are themselves superfields. We recall here what we have done pre-
viously for super Yang-Mills, considering the restricted case of an abelian U(1) gauge group.
The relation between spinorial indices and vectorial ones is the usual one: Aαβ = γaαβAa. By
computing the field strength, which in the abelian case is given by
F = dA, (5.12)
we get
F = ∂[aAb]Π
a ∧Πb + (DαAb − ∂bAα)ψα ∧Πa + (DαAβ − γaαβAa)ψα ∧ ψβ , (5.13)
where we used the covariant expressions EA = (Πa, ψα) = (dxa + i2θγ
adθ, dθα) and the
covariant derivatives (∂a, Dα). The field strength F satisfies the Bianchi identity
dF = 0. (5.14)
Imposing the conventional constraints we reduce the number of independent components in
the superconnection. In this case these constraints take the form
Fαβ = (DαAβ − γaαβAa) = 0, (5.15)
and relate the vectorial part of the connection to its spinorial part. The superconnection is
defined up to the gauge transformations
δAα = DαΦ(x, θ) =⇒ δAa = ∂aΦ(x, θ) . (5.16)
The Bianchi identities are gauge invariant (in the abelian case, and gauge covariant in the
non-abelian case), and imposing the conventional constraint (5.15), they lead to
Faα = γaαβW
β , DαW
α = 0 ,
Fab =
1
4
(γab)
α
βDαW
β , DαFab = (γ[a∂b]W )α , (5.17)
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where Wα is the spinorial field strength (whose first component is the gluino field), that can
be written in terms of the spinorial connection Aα as Wα = DβDαAβ . Gauge invariance
follows from the identity DβDαDβ = 0. One can impose the WZ gauge:
θαAα(x, θ) = 0 . (5.18)
By decomposing the spinorial connection Aα = ωα(x) + aαβ(x)θβ + λα(x) θ
2
2 (which amounts
to (4|4) components) and by also decomposing the gauge parameter Φ(x, θ) = φ+ηαθα+σ θ22 ,
the gauge transformations for the component fields are
δωα = ηα , δaαβ = γ
a
αβ∂aφ+ αβσ , δλα = −
1
2
γaαβ∂aη
β , (5.19)
which can be used to impose (5.18) leading to
ωα = 0 , 
αβaαβ = 0 , (5.20)
with the bosonic gauge symmetry parametrized by φ. The remaining physical degrees of
freedom are a(αβ) and λα. In terms of gauge invariant quantities, the action for a single gauge
supermultiplet is
S = f
∫
Wα
αβWβ (5.21)
where f is the coupling constant and the integral is performed over superspace.
To the purpose of describing the supersymmetric extension of the multi-gauge field theory
of the previous paragraph, let us consider the specific case of two gauge multiplets, with field
strengths W Iα, I = (1, 2). In order to be sure that we are propagating the right multiplets, we
impose the conventional constraints F Iαβ = 0 for each of them. The solution of the Bianchi
identities leads toW Iα = DβDαAIβ which are gauge invariant under separate gauge symmetries
δAIα = DαΦ
I . We consider the following action:
S =
2∑
I=1
fI
∫
W Iα
αβW Iβ +m
2
∫
(A1 −A2)α αβ (A1 −A2)β , (5.22)
where to the gauge invariant kinetic terms we added a non-derivative mass term for the
combination (A1 − A2)α. The latter explicitly breaks the gauge symmetry to the diagonal
combination Φ = Φ1 = Φ2. The equations of motion are
DαDβW
1
α +m
2(A1 −A2)β = 0 , DαDβW 2α −m2(A1 −A2)β = 0 . (5.23)
Since these equations are linear in the gauge fields, it is easy to construct the massive and
massless combinations. Let us stress that in the case of non-abelian fields there is no way
to have a basis where both the mass term and the interactions are diagonal. Morevoer, it is
clear that we can impose only one WZ condition, e.g.
θα(A1 +A2)α = 0 . (5.24)
Let us make some comments. In the multiplets AIα we have several components, namely
AIα = ω
I
α(x) + a
I
αβ(x)θ
β + λIα(x)
θ2
2
, (5.25)
with (4|4)× 2 overall components. In the following, we will use the notation
f+ ≡ f1 + f2, f− ≡ f1 − f2, (5.26)
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for any quantity f relative to our gauge fields. The WZ condition (5.24) deletes the compo-
nents ω+α and a
+
αβ
αβ . Then, we are left with λ−α and a
−
αβ
αβ and with the other components
αI(αβ) and λ
I
α. The counting of degrees of freedom goes as follows: we have (2|2) dof’s (recall-
ing that the WZ gauge for the “+” combination does not constrain the conventional Maxwell
gauge symmetry) and (4|4) dof’s for the “−” combination. This implies that we have the cor-
rect off-shell degrees of freedom for a massless and a massive multiplet. Indeed by analyzing
in detail the mass term we see that for the bosonic component we have only the two terms
Smass/bos = m
2
∫
d3x
(
a−(αβ)a
−(αβ) + a−[αβ]a
−[αβ]
)
. (5.27)
The first one is responsible for giving a mass to the combination a−(αβ), while the second
term implies an algebraic equation of motion (the kinetic terms, being gauge invariant, do
not have any term depending on the antisymmetric part of aαβ) and it yields a−[αβ] = 0.
So, the additional degrees of freedom for the massive combination come from the symmetric
components of a−(αβ) since the gauge symmetry is absent, and the mass term implies that the
connection is divergenceless. Therefore, on-shell we have one degree of freedom coming from
the massless gauge field a+(αβ) and two degrees of freedom from the massive one.
In order to respect supersymmetry we must have the corresponding fermions. Indeed, we
have one degree of freedom from λ+α (on-shell) and two degrees of freedom from ω−α and λ−α for
the massive multiplet. It is instructive to show how the action describes them. By computing
the Lagrangian we have
Lferm = 1
2
(λ1+ 6∂ω1)T 6∂(λ1+ 6∂ω1)
+
1
2
(λ2+ 6∂ω2)T 6∂(λ2+ 6∂ω2) +m2(ω1 − ω2)T (λ1 − λ2), (5.28)
where λT denotes the transposed spinor. It would at first sight seem that we have higher-
derivative equations for the fermions, since it involves their second derivatives. However, by
using the gauge symmetry we can set ω1α = 0, and also we can make the field redefinition
λˆ2 = (λ2+ 6∂ω2). (5.29)
This operation leads to the first-order Lagrangian
Lferm = 1
2
(λ1)T /∂(λ1) +
1
2
(λˆ2)T /∂(λˆ2)−m2(ω2)T (λ1 − λˆ2) +m2(ω2)T 6∂ω2 (5.30)
By computing the equations of motion, we get
6∂λ1 −m2ω2 = 0 , 6∂λˆ2 +m2ω2 = 0 , 6∂ω2 − 1
2
(λ1 − λˆ2) = 0 . (5.31)
and finally by diagonalizing the mass eigenstates, we get
6∂(λ1 + λˆ2) = 0 , 1
2
6∂(λ1 − λˆ2)−m2ω2 = 0 , 6∂ω2 − 1
2
(λ1 − λˆ2) = 0 . (5.32)
We see here that, starting with three Majorana spinors λ1, λˆ2, ω2, we end up with one massless
Majorana spinor λ1 + λˆ2, while λ1− λˆ2 and ω2 combine themselves in order to give one single
massive Dirac fermion. This confirms that at the level of equations of motion we have the
correct mass spectrum.
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The four-dimensional case
In four spacetime dimensions our gauge connection is now decomposed into the following
pieces
A = AaΠ
a +Aαψ
α +Aα˙ψ¯
α˙ , (5.33)
where Aa, Aα, Aα˙ are superfields. Computing the field strength we have several terms
F = FabΠ
a ∧Πb + FaβΠa ∧ ψβ + Faβ˙Πa ∧ ψ¯β˙
+ Fαβψ
α ∧ ψβ + Fαβ˙ψα ∧ ψ¯β˙ + Fα˙βψ¯α˙ ∧ ψβ + Fα˙β˙ψ¯α˙ ∧ ψ¯β˙ (5.34)
and, of course, they satisfy the Bianchi identities dF = 0. Here, the conventional constraint
takes the form
Fαβ˙ = 0; (5.35)
however, in order to couple the spin-1 multiplet to matter, represented by (covariantly) chiral
superfields, we must also impose representation preserving constraints
Fαβ = Fα˙β˙ = 0. (5.36)
This is because if one defines a chiral superfield by
∇¯α˙Φ = 0, (5.37)
consistency would also require that
0 = {∇¯α˙, ∇¯β˙}Φ = −iFα˙β˙ = 0, (5.38)
and analogously for antichiral superfields. The solution to the bianchi identities reads as
follows:
Faβ = γaββ˙W¯
β˙ , Faβ˙ = γaββ˙W
β , (5.39)
with the constraints
D¯α˙W
β = 0 , DαW¯
β˙ = 0 , DαW
α + D¯α˙W¯
α˙ = 0 . (5.40)
The superfields Wα and W¯ α˙ are chiral and anti-chiral, respectively. The constraints (5.40)
are solved by the equations
Wα = D¯2DαV , W¯ α˙ = D2D¯α˙V , (5.41)
where V is a real unconstrained superfield. The components of V are
V (x, θ, θ¯) = C + χαθ
α + χ¯α˙θ¯
α˙ + (M + iN)θ2 + (M − iN)θ¯2 + aαα˙θαθ¯α˙+
λαθ
αθ¯2 + λ¯α˙θ¯
α˙θ2 + (D +C)θ2θ¯2 . (5.42)
The prepotential V is defined up to gauge symmetries δV = Λ + Λ¯, where Λ and Λ¯ are
a chiral and an antichiral superfields. Using the gauge symmetries, one can remove the
lowest components (C,χα, χ¯α˙,M,N), putting the superfield in the Wess-Zumino gauge. The
remaining components (aαα˙, λα, λ¯α˙, D) are the physical fields. Again, we consider two gauge
prepotentials V I with I = 1, 2 and we write the following action
S4D =
∑
I
fI
∫
d4xd2θd2θ¯(DαV ID¯2DαV
I + D¯α˙V ID2D¯α˙V
I)
+m2
∫
d4xd2θd2θ¯(V 1 − V 2)2.
(5.43)
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The first line is gauge invariant under both gauge symmetries δV I = ΛI + Λ¯I while the mass
term is invariant only under the diagonal subgroup. The action simulates the multigravity
action where the mass term contains no derivative couplings. Again, by studying the mass
term we can show how the additional degrees of freedom enter the game, exactly as we did
in the simpler three-dimensional context. We can choose the WZ gauge for the combination
V + since we are left with only the diagonal subgroup, and from the mass term one gets
the additional propagating degrees of freedoms (namely, C,χα, χ¯α˙). On-shell, the degrees of
freedom coincide with a massless supermultiplet and a massive supermultiplet. It is interesting
to note that in D = 3 there are no derivatives in the mass term, simply from dimensional
analysis, because we do not have enough anticommunting coordinates. In fact, in three
dimensions we do not wish the additional scalar field a−[αβ] to propagate, because the massive
and massless multiplets have the same field content. The missing degree of freedom for the
massive multiplet is contained in the symmetric part a−(αβ). On the other hand, in D = 4, we
do need the additional scalar propagating degree of freedom in order to complete the massive
multiplet, and indeed the mass term contains its kinetic term.
Chapter 6
Multimetric supergravities
In this section we derive actions for multimetric supergravity in spacetime dimensions up to
four. The formulation will be fully in superspace, and thus will be manifestly supersymmetric
at all stages, thanks to the use of the integral forms introduced in section 4.2.2.
6.1 Multimetric supergravity in various dimensions
Having studied the case of multiple gauge fields, and after having seen how in the supersym-
metric case the multiplets nicely reassemble themselves, we are ready to study the case of
multimetric supergravity. In order to do this, we will use the superspace techniques of section
4.2, and in particular the technical tool of integral forms on a supermanifold. In fact, the
general procedure to go from multimetric gravity to multimetric supergravity is the same as
for the spin-1 case:
• we introduce N supervielbeins with their superconnections;
• we build the kinetic sector of the action as a sum of the usual supergravity actions,
so that each vielbein would have its associated superdiffeomorphism and local Lorentz
supergroups;
• we deform the action through a nonderivative term in the vielbeins, which will make
N − 1 of our supermultiplets massive.
However, in this respect there is an important difference between spin-1 and spin-2 fields,
namely the Boulware-Deser ghost, which was the main problem solved by the massive gravity
of de Rham, Gabadadze and Tolley. In order not to propagate an entire ghost multiplet, we
need first of all to ensure that our action reproduces the vielbeins interactions of (5.1). In this
sense, it may appear natural to try a sum of all the possible combinations of wedge products
among our vielbeins. However, this cannot be done, since the fermionic vielbeins commute:
Eα ∧ Eβ = Eβ ∧ Eα. (6.1)
In fact, in order to write down our action, the natural formalism is provided by integral
forms on a supermanifold described in section section 4.2.2 ([49], [50], [52]). As we have seen,
in a supermanifold the object that can act as a density to define the integration is not a
top differential form, but a top integral form. In particular, we defined a generalized wedge
product which involved delta functions of the fermionic superforms, so that, for example,
considering a supermanifold SM of dimension (n|p), we have∫
Ω∗(SM)
Ea1 ∧ · · · ∧ Eana1...anδ(Eα1) . . . δ(Eαp)α1...αp =
∫
SM
Sdet
(
EM
A
)
. (6.2)
This geometric object will be at the heart of our construction.
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6.1.1 “Supergravity” in one dimension: the superline
In order to get acquainted with the formalism in a simple context, we start by considering
the one-dimensional case, meant to be an illustrative exercise. In D = 1 there is no physical
gravity and the only invariant action that can be constructed is of the form
S1D [e] = g
∫
M1
e (6.3)
where e is the einbein times a constant g (which might be viewed as a cosmological constant).
The generalization to multi-einbein is straighforward, but rather trivial since we can have
only
S1D [{eI}] =
∑
I
gI
∫
M1
eI . (6.4)
Here we have introduced multiple einbeins each with its own coupling constant gI in the same
spirit as for multigravity. However, there is no possibile interaction term without derivatives
that can be added. So, there is no generalization along the lines of the multigravity. On the
contrary, one-dimensional supergravity requires an integral over a supermanifold which has
one bosonic coordinate and one fermionic coordinate and that allows us to construct non-
trivial interaction terms. First we discuss pure supergravity, then we discuss its multimetric
extension.
The supergravity is described by means of a supervielbein EA decomposed into
Et = Etx(x, θ)dx+ E
t
θ(x, θ)dθ , E
η = Eηx(x, θ)dx+ E
η
θ (x, θ)dθ , (6.5)
where Etx(x, θ), Etθ(x, θ), E
η
x(x, θ) and Eηθ (x, θ) are superfields in the coordinates (x, θ). We
denote by t, η the flat indices. The superfields can be cast into a supermatrix of the form
E =
(
Etx(x, θ) E
t
θ(x, θ)
Eηx(x, θ) E
η
θ (x, θ)
)
. (6.6)
As is well-known, one-dimensional gravity has no propagating degrees of freedom, and forms
with degree higher than one vanish. In the case of supergravity, due to the presence of
fermionic one-forms, there are non-vanishing two-forms, such as dθ∧ dθ. In addition, we note
that there are too many superfields to describe the “physical” degrees of freedom for one-
dimensional supergravity. The latter are the einbein and the gravitino and can be described
by a single superfield E˜ = e(x) + iθψ(x). To reduce the number of independent superfields
we impose some constraints. They are the usual torsionless constraints of the form
dEt = −iEη ∧ Eη , dEη = 0 . (6.7)
Solving these constraints one gets
Et = (Eηθ )
2(dx− iθdθ) , Eη = Eηθ dθ + iDEηθ (dx− iθdθ) , (6.8)
where Π = (dx− iθdθ) is the super-line element (a.k.a. flat super-vielbein) and D = ∂θ + iθ∂x
satisfies D2 = 12{D,D} = i∂x. Note that the supervielbeins Et and Eη depend upon a single
superfield Eηθ whose components are to be identified with the einbein and with the gravitino.
To better achieve such identification, one might set E˜ = (Eηθ )
2 and change the coefficients of
Eη accordingly. (For further details see [83] and references therein.)
In terms of these ingredients, we can easily construct a quantity which is invariant under
super-diffeomorphisms on the superline (parametrized by (x, θ)) by using the integral forms.
Being the supermanifold a (1|1)-manifold, we consider the integral
S1D [E] =
∫
M(1|1)
Etδ(Eη) . (6.9)
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The (1|1)-integral form Etδ(Eη) is closed, since d(Etδ(Eη)) = −iEη ∧Eηδ(Eη) = 0 (because
of the distributional law xδ(x) = 0). It is not exact and it is gauge invariant. This can be
checked by performing a variation with the transformation law
δEA = ∇AΛ + LABEB , (6.10)
where Λ(x, θ) is a superfield which has the following expansion Λ = ξ(x) + iθ(x) where ξ(x)
is the local reparametrization parameter and (x) is the local supersymmetry parameter. The
parameters LAB are the local Lorentz transformation parameters L ∈ SL(1|1) (subgroup of
GL(1|1) which preserves the Berezinian).
By computing the integral of Etδ(Eη) we get∫
M(1|1)
Etδ(Eη) =
∫
M(1|1)
(
Etxdx+ E
t
θdθ
)
δ
(
Eηxdx+ E
η
θ dθ
)
=
∫
M(1|1)
(
Etxdx+ E
t
θdθ
) 1
Eηθ
δ
(
dθ +
Eηx
Eηθ
dx
)
=
∫
(x|θ)
(
Etx − Etθ
Eηx
Eηθ
)
(Eηθ )
−1
=
∫
(x|θ)
Sdet(E) , (6.11)
where Sdet(E) =
(
EtxE
η
θ −EtθEηx
)
/(Eηθ )
2 is the Berezinian (super-determinant). The integral∫
(x|θ) denotes the usual Lebesgue integral over the coordinate x and the Berezin integral over
θ.
Using the superfield transformation (6.10), one can arrange EA to be triangular, setting
Eηx to zero. This simplifies the computation to∫
M(1|1)
Etδ(Eη) =
∫
(x|θ)
Etx(E
η
θ )
−1 =
∫
x
(
Eηθ,0E
t
x,1 − Etx,0Eηθ,1
)
(Eηθ,0)
−2 , (6.12)
where the integration on θ has been performed. The expressions Etx,0, Etx,1 are the first and
the second component of the superfield Etx(x, θ) and equivalently E
η
θ,0, E
η
θ,1 for E
η
θ . The final
expression turns out to be fermionic because of the peculiarity of the one-dimensonal case.
Since we do not assign any physical interpretation to the action (6.9) we do not worry about
this fact. We use it just for matter of illustration.
Going to the multimetric case, we introduce multiple supervielbeins EAI where I =
1, . . . , N :
EtI = (EI)
t
x(x, θ)dx+ (EI)
t
θ(x, θ)dθ, E
η
I = (EI)
η
x(x, θ)dx+ (EI)
η
θ(x, θ)dθ. (6.13)
For each of them we can derive the Berezinian Ber(EI) satisfying all required properties.
We will build the action in such a way that there is only one supergroup of diffeomorphisms
leaving it invariant, which is the diagonal one under which all the supervielbeins transform in
the same way:
δEAI = ∇AΛ + LABEBI , (6.14)
where the parameters Λ and LAB are in common to all E
A
I . We thus consider an invariant
expression of the form
S1D [{EI}] =
∑
I
gI
∫
M(1|1)
EtIδ(E
η
I ) +
∑
I 6=J
λ IJ
∫
M(1|1)
EtIδ(E
η
J) . (6.15)
The first term is the sum of N terms of the form (6.12). The couplings gI are constant and
they can be chosen independently. The second term mixes the different types of supervielbeins
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and the constants λ IJ are taken to be generic. They parametrize the mixing of the different
supervielbeins. The computation of the first term gives the superdeterminant as above, while
the second term produces a new type of contribution:
S1D [{EI}] =
∑
I
gI
∫
(x|θ)
Sdet(EI)
+
∑
I 6=J
λ IJ
∫
(x|θ)
(
(EI)
t
x(EJ)
η
θ − (EI)tθ(EJ)ηx
)
((EJ)
η
θ)
−2 . (6.16)
Using local Lorentz symmetry LAB one can set a single superfield to a diagonal form, which
slightly simplifies the computation. The second term is a generalization of the superde-
terminant of the first term, in a completely analogous way to how the Hinterbichler-Rosen
interaction term is a generalization of the determinant. It is just a matter of patience to
compute the superfield expansion of the second term to display all couplings between the
vielbeins and the gravitinos with different flavours.
In order to bring all computations to the final step, we analyze the case of two super-
vielbeins, EA and FA, in some detail. With these superfields we can construct the following
action
S1D [E,F ] = g1
∫
Etδ(Eη) + g2
∫
F tδ(F η) + λ(1|0)
∫
F tδEη + λ(0|1)
∫
Etδ(F η). (6.17)
We impose on both supervielbeins the conventional constraints, for which we computed the
explicit solution{
Et = E2(dx− iθdθ) ,
Eη = Edθ + iDE(dx− iθdθ) = (E − θ∂θE)dθ + (i∂θE − θ∂xE)dx ,{
F t = F 2(dx− idθθ) ,
F η = (F − θ∂θF )dθ + (i∂θF − θ∂xF )dx . , (6.18)
where D is the supersymmetric derivative D = ∂θ + iθ∂x, E and F are superfields. We now
write
E(x, θ) = e(x) + iθψ(x), F (x, θ) = f(x) + iθφ(x). (6.19)
In terms of these component fields, the supervielbeins are given by
Etx = e
2 + 2iθeψ, Etθ = −iθe2, Eηx = −ψ − θ∂xe, Eηθ = e , (6.20)
and analogously for F , with e ↔ f , ψ ↔ φ. There are only two independent terms in the
action that we must calculate, since the others can be obtained by the substitution above:
Etδ(Eη) =
EtxE
η
θ − EtθEηx
(Eηθ )
2
=
e3 + iθe2ψ
e2
, (6.21)
Etδ(F η) =
EtxF
η
θ − F ηxEtθ
(F ηθ )
2
=
e2f + iθ(2eψf − e2φ)
f2
. (6.22)
Berezin integration gives us the action on the line in terms of component fields:
−iS [E,F ] = g1
∫
ψdx+ g2
∫
φdx+ λ(0|1)
∫ (
2eψ
f
− e
2φ
f2
)
dx
+λ(1|0)
∫ (
2fφ
e
− f
2ψ
e2
)
dx .
(6.23)
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The equations of motion for ψ, φ are respectively{
g1 + 2β(0|1) ef − β(1|0) f
2
e2
= 0,
g2 − β(0|1) e2f2 + 2β(1|0) fe = 0.
(6.24)
Defining x = f/e, we find { −β(1|0)x3 + g1x+ 2β(0|1) = 0,
2β(1|0)x3 + g2x2 − β(0|1) = 0. (6.25)
This is a system of nonlinear algebraic equations, and it admits a unique real solution. Con-
sistency of the system imposes a relation between the parameters of our theory, which can be
used to express one parameter in terms of the others. From now on, when we will write x, we
will mean the solution of the system. The equations of motion for e, f are
2β(0|1)
(
ψ
f
− eφ
f2
)
− β(1|0)
(
fφ
e2
− f
2ψ
e3
)
= 0, (6.26)
−β(0|1)
(
eψ
f2
+
e2φ
f3
)
+ 2β(1|0)
(
φ
e
− fψ
e2
)
= 0. (6.27)
Writing these equations in terms of x, we find that the solution is
φ = xψ, (6.28)
i.e. we have, as solution to the field equations,
F t = x2Et, F η = xEη. (6.29)
In particular, it should be noted the fact that, even though we started with arbitrary coupling
constant, the requirement for the equations of motion to be solvable imposes relations among
them, a feature we might expect also in more interesting examples than the superline.
6.1.2 D = 2: multimetric supergravity on the worldsheet
The first non-trivial example from the bosonic point of view is two-dimensional multigravity,
whose action is
S 2D [{eI}] =
∑
I
gI
∫
M2
abR
ab
I +
∑
IJ
T IJ
∫
M2
ab e
a
I ∧ ebJ . (6.30)
Formally, the spectrum comprises a single massless graviton and N − 1 massive gravitons;
however, in D = 2 none of them carries propagating degrees of freedom (without coupling to
matter). The present model is anyway instructive for us since its supersymmetric extension
displays in nuce several features of its higher-dimensional counterparts. We assume that the
vielbeins respect the symmetricity condition
eaI ∧ ebJηab = 0 , (6.31)
and that the coupling constants T IJ satisfy the constraints required to ensure the absence of
the BD ghost [34].
In order to construct an action for N = (1, 1) supergravity, we have to promote again
the vielbeins to super-vielbeins, according to the general procedure given in section 4.2. The
supergravity multiplet comprises the fields (e am , ψ αm , A) which correspond to the graviton, the
gravitino and an auxiliary field. To express the vielbeins in terms of the physical fields, we
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have to impose the conventional constraints. We will consider the supergravity model of Howe
[53] , for which one finds, in the Wess-Zumino gauge [75] defined by
θαEmα = 0, θ
αEµα = θ
µ , (6.32)
the following component expansion:
E am = e
a
m + 2i(θγ
aψm) + (Ae
a
m)
θ2
2
,
E αm = ψ
α
m −
1
2
ωˆm(θγ
3)α +
i
2
A(θγm)
α −
(
3
2
Aψαm + i(σˆγmγ
3)α
)
θ2
2
,
E aµ = i(θγ
a)µ ,
E αµ = δ
α
µ
(
1− 1
2
A
)
θ2
2
, (6.33)
where ωˆa = ωa− ibc(ψcγaψb) is the covariant form of the spin connection and ωa = mn∂mean,
while σˆµ = nmDmψn,µ + iA(γ3ψ)µ.
To perform the extension to multi-supergravity, we consider again multiple supervielbeins
and write the corresponding interaction potential as follows
Sλ [{EI}] =
∑
(IJ)(KL)
λ (IJ) (KL)
∫
M(2|2)
abE
a
I ∧ EbJ αβ δ(EαK)δ(EβL) . (6.34)
The integral is performed on the supermanifold and the combination appearing in the integral
is a (2|2)-integral form.
We want to stress that, as for the bosonic setting, additional conditions on the coefficients
λ (IJ)(KL) may be required to ensure consistency of the theory. We leave a closer scrutiny of
this point to future work.
To compute the integral over the dθ’s one needs in general the following expansion of the
fermionic vielbein:
αβδ(E
α
K)δ(E
β
L) = αβδ
(
EαK,mdx
m + EαK,µdθ
µ
)
δ
(
EβL,ndx
n + EβL,νdθ
ν
)
= αβδ
(
EαK,µ
(
dθµ + (EK)
−1,µ
α E
α
K,mdx
m
))
δ
(
EβL,ν
(
dθν + (EL)
−1,ν
β E
β
L,ndx
n
))
=
µνδ
(
dθµ + (EK)
−1,µ
α EαK,mdx
m
)
δ
(
dθν + (EL)
−1,ν
β E
β
L,ndx
n
)
αβµνE
α
K,µE
β
L,ν
.
(6.35)
For the sake of simplicity, we shall restrict ourselves again to the case of two supervielbeins
denoted as
EA1 ≡ EA, EA2 ≡ FA. (6.36)
By simple inspection, we see that there are 9 independent couplings of the form
L1 = λ (11)(11)abEa ∧ Eb αβδ(Eα)δ(Eβ) ,
L2 = λ (11)(12)abEa ∧ Eb αβδ(Eα)δ(F β) ,
L3 = λ (11)(22)abEa ∧ Eb αβδ(Fα)δ(F β) , (6.37)
L4 = λ (12)(11)abEa ∧ F b αβδ(Eα)δ(Eβ) ,
L5 = λ (12)(12)abEa ∧ F b αβδ(Eα)δ(F β) .
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(All other couplings obtain by exchanging E ↔ F .) It is useful to highlight a few fundamental
building blocks
(M1)
a
m =
(
Eam − Eaµ
1
Eµα
Eαm
)
, (M3)
a
m =
(
Eam − Eaµ
1
Fµα
Fαm
)
, (6.38)
(M2)
a
m =
(
F am − F aµ
1
Fµα
Fαm
)
, (M4)
a
m =
(
F am − F aµ
1
Eµα
Eαm
)
, (6.39)
in terms of which the generic vertex will have the form
V ∼ ab
mn(Mi)m
a(Mj)n
b
αβµνEIµαEJνβ
. (6.40)
It is important to stress that in our context we cannot impose the WZ gauge on both vielbeins,
since the interaction term explicitly breaks the two separate superdiffeomorphism and local
Lorentz invariances of the kinetic sector to the single diagonal one. As a consequence, one
can impose the WZ gauge only on one of the two supervielbeins. (This is actually crucial in
4D, since in that case the massive multiplets have a different field content than the massless
ones, as we discussed in section 5.1). However, it may still be of interest to consider a partial
component expansion of the two vielbeins, as if the WZ gauge could be imposed on both.
In this fashion it will be possible to write explicitly at least part of the couplings among the
component fields of the resulting theory, with the proviso that the corresponding Lagrangian
would not be the complete one and that additional contributions should be also included, to
be determined by the explicit solution of the conventional constraints.
Keeping this caveat in mind, we can resort to (6.32) and see that it fixes the θ = 0
component of Eαµ . We must then in this partial analysis consider the vertices which have
in the denominator only the first vielbein: the others will not admit such an easy splitting
into a WZ part plus a correction term. We will denote the multiplet described by EMA by
(em
a, ψm
α, A) and the one described by FMA by (fma, φma, B). Let us now turn to the
explicit evaluation of the vertices in terms of (part of the) component fields: after integrating
out the δ(dθ) they take the form
V(11|11) =
ab
mn(M1)m
a(M1)n
b
αβµνEαµE
β
ν
, V(11|12) =
ab
mn(M1)m
a(M3)n
b
αβµνEαµE
β
ν
, (6.41)
V(22|11) =
ab
mn(M4)m
a(M4)n
b
αβµνEαµE
β
ν
, V(12|11) =
ab
mn(M1)m
a(M4)n
b
αβµνEαµE
β
ν
. (6.42)
Then, using the expansion in components (6.33) and integrating out the θ-coordinates, we
arrive at the x-space Lagrangian density terms
L(11|11) =
[
eA+ mn(ψmγ
3ψn)
]
, (6.43)
L(11|12) =
[
e
2
(3A+B)− 1
2
B∆ + 2mn(ψmγ
3ψn)− mn(ψmγ3φn)
]
, (6.44)
L(22|11) = [f(2B +A)−A∆] + mn(ψmγ3ψn + 4φmγ3φn − 4ψmγ3φn), (6.45)
L(12|11) =
1
2
(A−B)∆ +Ae+ 2mn(ψmγ3φn)− mn(ψmγ3ψn), (6.46)
where we have defined ∆ ≡ eamf bnabmn. We can also introduce the gravitino one-form
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ψ ≡ ψmdxm, and write this part of the action in a more compact notation:
S
(WZ)
λ =
∫
M
β(11|11)
[
ea ∧ ebab + ψ ∧ γ3ψ
]
+ β(11|22)
{
1
2
[
(3A+B)ea ∧ eb −Bea ∧ f b
]
ab + 2ψ ∧ γ3ψ − ψ ∧ γ3φ
}
+ β(22|11)
{[
fa ∧ f b(2B +A)−Afa ∧ eb
]
ab + ψ ∧ γ3ψ + 4φ ∧ γ3φ− 4ψ ∧ γ3φ
}
+ β(12|11)
{[
1
2
(A−B)ea ∧ f b +Aea ∧ eb
]
ab + 2ψ ∧ γ3φ− ψ ∧ γ3ψ
}
. (6.47)
To reiterate, let us stress again that this is not the full potential, but only the part which
can be evaluated from the component expansion of the superfields in a would-be double WZ
gauge, which one is not actually allowed to impose in this context.
6.2 The three-dimensional case
Spectrum and Superfields
Before discussing the action and the interaction terms it is convenient to discuss the struc-
ture of the D = 3, N = 1 supergravity in superspace, since here, differently from the two-
dimensional case, the massive multiplet propagates. It is then meaningful, before displaying
the action in this case, to proceed with a counting of the degrees of freedom, so as to have
an idea of how they are organized. The counting goes as follows: the indices A and M run
over 5 values each (3 for the bosonic indices and 2 for the fermionic ones), and we have to
multiply them by the number of component fields:
EAM (x, θ) = E
A
M (x) + E
A
Mµ(x)θ
µ + EˆAM (x)
θ2
2
. (6.48)
Then we have 25×(2|2) = (50|50) total components, where (50|50) denotes 50 bosonic and 50
fermionic degrees of freedom encoded in EAM (x), Eˆ
A
M (x) and E
A
Mµ(x), respectively. In addition,
we have to recall that we have to consider also the spin connection ωab of SO(1, 2) which is
a superfield with 3 × (2|2) = (6|6) dof’s. In terms of these superfields, we construct the
supertorsion TA and the curvature of the spin-connection Rab, whose component expansions
look
T a = T abcE
b ∧ Ec + T aβcEβ ∧ Ec + T aβγEβ ∧ Eγ ,
Tα = TαbcE
b ∧ Ec + TαβcEβ ∧ Ec + TαβγEβ ∧ Eγ , (6.49)
Rab = R
a
b,cdE
c ∧ Ed +Rab,γdEγ ∧ Ed +Rab,γδEγ ∧ Eδ ,
while in terms of the supervielbeins they can be written as follows:
T a = dEa + ωab ∧ Eb , Tα = dEα + ωab(γab)αβ ∧ Eβ , Rab = dωab + ωac ∧ ωcb . (6.50)
Imposing the constraints one obtains
T aαβ = 2iγ
a
αβ , T
α
βγ = 0 , R
a
b,γδ = 0 , (6.51)
where we have set to a constant (the last two are set to zero) all torsion components along
the fermionic directions. The last condition can be substituted by T abc = 0.
The above conditions imply that the anticommutator of the superderivatives ∇α equals
the flat case {∇α,∇β} = 2iγaαβ∇a. As a consequence of these constraints the inverse vielbein
EMa and ωabc are expressed in terms of EMα and ωabα. As in the purely bosonic setting, we
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would like to fix completely the spin-connection ωabα in terms of the remaining vielbeins EMα .
This can be achieved by imposing the further constraint
T aβc = 0 . (6.52)
Thus, we are left with the uncostrained superfield EMα , which has 5×2× (2|2) = (20|20) total
components. This superfield is subject to gauge transformations and Lorentz transformations
δEMα = E
N
α DNK
M −KNDNENα − ENα KPTMNP −K βα EMβ , (6.53)
where KM and K βα are superfields. They remove 5 × (2|2) = (10|10) and 3 × (2|2) = (6|6)
off-shell degrees of freedom. This means that using these gauge symmetries we can remove
(16|16) degrees of freedom from the uncostrained EMα , leaving (4|4) unfixed parameters. These
are indeed the off-shell degress of freedom for a massless gravity multiplet: 3 for the graviton,
1 for an auxiliary field and 4 fermions of the gravitino. On-shell, the auxiliary field is set to
zero, the graviton is gauged away as well as the gravitinos. (See [72].)
As we discussed, when moving to multigravity, with supervielbeins EMI,α, one cannot use
the gauge symmetries as above since they are broken to the diagonal subgroup. This means
that we can use the unbroken gauge symmetry for one of the supervielbeins, while for the
remaining ones we have to deal with all the components. Let us analyze in detail how the
degrees of freedom are organized for the other supervielbeins, for which we cannot employ
any gauge symmetries.
After imposing the conventional constraints, they have (20|20) unconstrained components
each. However, the breaking of one local Lorentz symmetry gives us 3×(2|2) constraints, while
the breaking of one superdiffeomorphism group give us 5× (2|2) constraints. (In the bosonic
case, these would follow respectively from the symmetricity of the Einstein tensor in the
anholonomic basis and from its associated Bianchi identity.) Thus we end up as before with
(4|4) off-shell degrees of freedom, but these cannot be gauged away. In fact,they are organized
differently with respect to the massless case, since the bosonic dofs are 2+1+1 where the first
2 are the physical polarizations of the massive graviton, one is the auxiliary field and the last
one is the Boulware-Deser ghost. On the other side, the massive Rarita-Schwinger equation
does not halve the fermionic components which are organized into a massive gravitino (2)
and the two degrees of freedom of a scalar massive superfields. Note how it is crucial to
have proper interaction potential for the vielbeins: the off-shell degrees of freedom for the
supervielbeins are the same, so that we do not propagate any additional unwanted component
present in our superfields; however, the gravitational multiplet already contains in itself the
Boulware-Deser ghost, which gets supersymmetrized together with everything else. Because
our construction is manifestly supersymmetric at all stages, however, if the graviton is unitary,
its complete supermultiplet will be. For two vielbeins, this means having the structure (5.1)
for the vielbeins, each gravitino being coupled to a single vielbein. For the case of multiple
vielbeins, one should look also for further restrictions on the possible couplings λ(I1I2I3)(I4I5)
as we did for the case of multimetric gravity in Section 2.2.2.
Action
The action for multigravity in three dimensions is given by (5.1), with D = 3. The spectrum
comprises one massless graviton (which in D = 3 has no propagating degrees of freedom) and
N − 1 massive gravitons (which describe two degrees of freedom each).
Besides the kinetic ones, the relevant terms after supersymmetrization are contained in
the couplings among the different sectors encoded in the potential
Sλ [{EI}] =
N∑
I1I2I3I4I5=1
λ (I1I2I3) (I4I5)
∫
εabcE
a
I1 ∧ EbI2 ∧ EcI3εαβδ(EαI4) ∧ δ(EβI5) . (6.54)
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As already mentioned for the two-dimensional case, let us stress that additional couplings
enter the description, T I1I2I3 → λ (I1I2I3) (I4I5), since also the gravitinos might have different
couplings between different sectors.
We can simplify our expressions by observing that
εαβδ(E
α
I ) ∧ δ(EβJ ) = εαβδ(EαI,mdxm + EαI,µdθµ) ∧ δ(EβJ,ndxn + EαJ,νdθν)
=
1
εαβεµνE
α
IµE
β
Jν
εµνδ
(
dθµ + (E−1I )
µ
αE
α
I,mdx
m
) ∧ δ (dθν + (E−1J )ναEαJ,ndxn) , (6.55)
so that inserting (6.55) into the action we get the following result (here we display only the
case when I4 = I5, for simplicity):
Sλ [{EI}] =
N∑
I1I2I3I4=1
λ (I1I2I3) (I4I4)
∫
εabcε
mnp(EaI1m − EaI1,µ(E−1I4 )µαEαI4,m)
× (EaI2m − EaI2,ν(E−1I4 )νβE
β
I4,m
)(EaI3m − EaI3,ρ(E−1I4 )ργE
γ
I4,m
)
× det
(
(E−1I4 )
µ
α
)
d3xεαβδ(dθ
α)δ(dθβ) . (6.56)
This formula is the correct generalization of the bosonic formulas for the coupling between
the vielbeins. It remains to compute the Berezin integral by expanding the integrand to θ2.
For I4 6= I5, on the other hand, the expression must be symmetrized under the exchange
of I4 and I5 and it is convenient to introduce the following formulae
GaI,m(J,K) = (E
a
I,1(E
−1
J )
1
αE
α
J,m + E
a
I,2(E
−1
K )
2
αE
α
K,m) ,
H(J,K) = εαβε
µνEαJµE
β
Kν , (6.57)
then we have
Sλ [{EI}] =
N∑
I1I2I3I4I5=1
λ (I1I2I3) (I4I5)
∫
εabcε
mnp(EaI1m −GaI1,m(I4, I5))
× (EbI2n −GbI2,n(I4, I5))(EcI3p −GcI3,p(I4, I5))
× 1
H(I4, I5)
d3xεαβδ(dθ
α)δ(dθβ) . (6.58)
It reduces to the above expression when I4 = I5. The integral over the Grassman coordinates
θµ can be performed by expanding the integrand to the power θ2. The integral of δ(dθ) can
be straightforwardly done.
6.3 A proposal for the four-dimensional case
In four dimensional supergravity a new problem arises: chirality. We employ the dotted
spinor notation, so that he supervielbeins are decomposed into the vectorial and the spinorial
components as follows
EA = (Eαα˙, Eα, E¯α˙) , (6.59)
where the indices α and α˙ run over 1, 2. The three types of integral forms which are relevant
in the present context are the (4|2, 2)-integral form (where (2, 2) stands for the non-chiral
representation) and the two chiral integral forms (4|2, 0) and (4|0, 2). In terms of these
ingredients we have
S(4|2,2) =
∫
Ω(SM)
abcdE
a ∧ Eb ∧ Ec ∧ Ed αβδ(Eα) ∧ δ(Eβ)α˙β˙δ(E¯α˙) ∧ δ(E¯β˙)
=
∫
SM
Sdet(E) . (6.60)
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After a very lengthy computation [84] [85] it can be shown that S(4|2,2) contains the Hilbert-
Einstein term, the Rarita-Schwinger term and the auxiliary fields. Integrating over the Grass-
mann variables leads to second derivatives of the Lagrangian. On the other side to construct
the cosmological terms we need the chiral volume forms
S(4|2,0) =
∫
Ω(SM)c
abcdE
a ∧ Eb ∧ Ec ∧ Ed αβδ(Eα) ∧ δ(Eβ) ,
S(4|0,2) =
∫
Ω(SM)c
abcdE
a ∧ Eb ∧ Ec ∧ Ed α˙β˙δ(E¯α˙) ∧ δ(E¯β˙) . (6.61)
The bosonic vielbiens Ea, which, in principle, are not chiral, are taken as Ea(xm, θµ, 0) for the
chiral measure and Ea(xm, 0, θ¯µ˙) for the anti-chiral. The notation Ω(SM)c indicates that we
consider the supermanifold with θµ = 0 or θ¯µ˙ = 0. This can also be achieved, in the language
of integral forms, by integrating over the full supermanifold with the following integral forms
S(4|2,0) =
∫
Ω(SM)
abcdE
a ∧ Eb ∧ Ec ∧ Ed αβδ(Eα) ∧ δ(Eβ) ∧ Y(0|0,2) ,
S(4|0,2) =
∫
Ω(SM)
abcdE
a ∧ Eb ∧ Ec ∧ Ed α˙β˙δ(E¯α˙) ∧ δ(E¯β˙) ∧ Y(0|2,0) , (6.62)
where the operators
Y(0|0,2) = µ˙ν˙ θ¯µ˙θ¯ν˙ρ˙σ˙δ(dθ¯ρ˙)δ(dθ¯σ˙) , Y(0|2,0) = µνθµθνρσδ(dθρ)δ(dθσ) , (6.63)
are known as PCO (Picture Changing Operators) and they project the volume form on the
chiral subspace. For more details about picture changing operators in this context see [51]
[52]: their effect is, roughly, to allow for the invariant integration of a form of lower degree
defined on a submanifold ofM(4|4), in this case the submanifolds defined by θ = 0 or θ¯ = 0.
The functionals (6.62) are not separately real, but only a combination of them is. Integrat-
ing only on the chiral subspace, at the bosonic level leads to cosmological terms. Therefore,
the generalization to multi-supervielbeins is straightforward. We promote EA → EAI with
I = 1, . . . , N and therefore the new interactions terms are given by
S(4|2,0) =
∑
H,I,J,K,L,M
λ(HIJK)(LM)
×
∫
Ω(SM)c
abcdE
a
H ∧ EbI ∧ EcJ ∧ EdKαβδ(EαL) ∧ δ(EβM ),
(6.64)
together with the corresponding expression for S(4|0,2). As already mentioned, the couplings
λ (IJLK) (LM) are to satisfy (at least) the conditions ensuring consistency of the corresponding
bosonic theory [34].
Reading off the couplings among physical fields from the full action,
S 4D [{EI}] = S(4|2,2) + S(4|2,0) + S(4|0,2) , (6.65)
is rather cumbersome, but in principle it can be done by the usual means, fixing the Wess-
Zumino gauge for a single combination of supervielbeins and expanding the rest in com-
ponents. We would like to mention that in the four-dimensional case, one can solve the
supergravity constraints selecting a single prepotential (see for example [72])
Hαα˙ = Aαα˙ + χαα˙βθ
β + χ¯αα˙β˙ θ¯
β +Bαα˙θ
2 + B¯αα˙θ¯
2 + gαα˙ββ˙θ
β θ¯β˙ + . . . , (6.66)
where the lower components are absent in the Wess-Zumino gauge, but they play a funda-
mental role in completing the supermultiplets of the massive gravitons and gravitinos. The
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higher components provide the usual gravitinos together with some auxiliary fields.
This completes our presentation of actions which provide superspace generalizations of
multimetric gravity. The component analysis is extremely cumbersome, so that we were able
to do it only in a very simplified context. However, we could gave some general arguments to
advocate the consistency of our construction, while the framework we chose for our discussion
makes manifest its supersymmetry. Among the next steps which we are planning to pursue
in future works, there is the detailed component analysis of these models.
Chapter 7
Conclusions and outlook
The main result of this thesis is to provide the supersymmetric extension of multimetric
gravities in the vielbein formulation for space-time dimensions up to D = 4. These classes of
supergravity models were not explored so far.
Apart from their intrinsic interest, multimetric supergravities may be relevant for a number
of reasons. For instance, they may shed light on the positive energy branch of the non-
supersymmetric theory, in the same way as the proof of the positive energy theorem for
General Relativity was greatly simplified by Witten, using results coming from Supergravity.
Further, taking into account the presence of massive supermultiplets, there may be room for
the implementation of new types of supersymmetry breaking scenarios. In the present work
we focused on the general construction, leaving to future investigation the analysis of possible
applications. Our description has the advantage of being completely supercovariant, and thus
manifestly supersymmetric. This also mean, however, that in order to see the interaction
terms one must perform the component expansion of the superfields.
We observed that multimetric gravity theories incarnate particular instances of a more
general mechanism that gives mass to gauge fields. We implemented this mechanism both
in the Yang-Mills case and in the case of a supersymmetric spin-1 multiplet: for the latter,
interestingly enough, we could see explicitly how the supermultiplets recombine in the right
way giving full massive multiplets together with a single massless one. Also, the massless and
massive combinations are the same in this case and in gravity, again showing the generality
of the underlying mechanism. While our description holds at the classical level, it would be
interesting to study the quantum theory of the vector case.
We also investigated some aspects of multimetric theories in the non-supersymmetric con-
text. Indeed, one of conceptual conundrums of multimetric gravity is that the underlying
geometry maybe is not yet fully transparent. In this thesis we tried to shed some additional
light in this respect: we generalized a covariant constraint analysis made by Deser et al. for
the case of dRGT massive gravity to that of bimetric gravity, in which we have one diffeomor-
phism and one local Lorentz invariance. This allowed us to give a clear direct interpretation
in terms of gauge symmetries of some of the constraints arising from the equations of motion.
With this information we were able to give a group manifold formulation of bimetric gravity:
in this type of treatment, one sees the fibre bundle structure of the theory, which is usually
taken as the starting point, emerging from its field equations. This allows to see clearly that
the geometric structure underlying bimetric gravity is exactly the same as that of General
Relativity: a “Poincaré bundle” in which the diffeomorphisms can be interpreted as a “gaug-
ing” of the translation sector of the Poincaré group. An interesting perspective would be to
see if one can interpret the limitations to the possible interaction terms one can consider in
the case of more than two vielbeins in light of these new results.
Finally, we tried to develop an alternative view on the geometry of the vielbein formulation.
In particular, we proposed a new set of variables providing a nonlinear extension of the linear
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massless mode of bimetric gravity. In our opinion this nonlinear extension looks more natural
than those previously considered in the context of the metric formulation. Further, in these
new variables, for a specific choice of the parameters, it appears that the action of bimetric
gravity in the metric formulation may be rewritten without any square-root tensor. An
interesting outlook for this result would be to see if it could lead to new consistent coupling
of the theory. In particular, it would be interesting to see if it is possible to couple matter
minimally to the new fields without reintroducing the ghost.
Appendix A
Hamiltonian formulation of a theory
A.1 The general framework
In this appendix we will give an overview of Dirac’s treatment of constrained Hamiltonian sys-
tems. It will not be, by all means, a thorough discussion, but more an operational description
of Dirac’s method, for which we will follow [55].
Why, one could ask, we should bother with a manifestly noncovariant description of a
system, when a Lagrangian description is manifestly covariant? There are many possible
answers for this question, the one which concerns us being that in order to address problems
of unitarity in a nonlinear theory, are typically better addressed in a Hamiltonian formulation.
It should be mentioned that in many cases, the BRST construction does implement unitarity
in a covariant framework. However, up to now, no scheme has proven to be as general as
the Hamiltonian one. Very often, also, the physical content of a classical field theory is more
manifest in its Hamiltonian formulation. As an (extreme) example one can keep in mind
nonlinear sigma models, for which the Feynman rules built directly from the Lagrangian
would bring to a nonunitary S-matrix [86].
The starting point of the construction is an invariant action built from a Lagrangian,
S =
∫
dtL[q, q˙], (A.1)
having the advantage of allowing to implement symmetries in a simple fashion. The variables,
that we denote collectively by q can be a finite or infinite set, in particular they can be fields
describing an infinite number of degrees of freedom1. After defining an action, we define the
canonical momenta
p =
δL
δq˙
. (A.2)
If these are not independent function of the velocities, i.e. if the Hessian of this transformation
is not invertible, we get constraints. The constraints which arise from the very definition of
the canonical momenta are called primary constraints, and consists of M relations
φm(q, p) = 0, m = 1, . . .M. (A.3)
Having defined the canonical momenta, we get the Hamiltonian as the Legendre transforma-
tion of the Lagrangian
H = p · q − L[q, q˙] = H(p, q), (A.4)
which does not depend on the “velocities” q˙. Of course, this is a very rough definition of the
Hamiltonian, since in the presence of constraints we cannot really distinguish between the
1recall that when we say that a field theory has k degrees of freedom, it is always to be intended per
spacetime point.
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Hamiltonians H and H + cmφm, where the cm’s are arbitrary coefficient, which may also have
a dependence on the canonical variables. In fact, when calculating the equations of motion, we
should also not ignore the fact that the time evolution of the canonical variables must be such
that the constraints are preserved. This is ensured by considering the total Hamiltonian
HT = H + umφm, (A.5)
with respect to which the equations of motion of a generic function g(q, p) are
g˙ = [g,H] + [g, um]φm + um[g, φm] ≈ [g,H] + um[g, φm], (A.6)
Where the wavy lines denote a weak equality, i.e. an equality which holds once the constraints
are imposed; we will refer to this also as an equality “on the constraint surface”, rwith reference
to the symplectic geometry of Hamiltonian dynamics. Note that the constraints should be
put to zero only after working out all the Poisson bracket algebra, in order to get sensible
results. In particular, for our treatment to be consistent, it is necessary that the constraints
be conserved by the time evolution, so that we must impose
[φm, H] + um′ [φm, φm′ ] ≈ 0 (A.7)
This equation can bring to an inconsistency, meaning that our theory was ill-defined from
the start, or to an identity, so that we do not have to consider new conditions. It is possible,
though, that new constraints are generated from the equations above. If we get new equations
independent from the coefficients um, we say that we have secondary constraints χn, for
which we must again impose χ˙ ≈ 0 and iterate the same procedure. There is also the possibility
that the conditions we get depend on the parameters um. In this case equation (A.7) is a
linear inhomogeneous system of equations for the um’s: in order to solve it we have to isolate
a particular solution um = Um(p, q), and add the general solution of the homogeneous system,
which we will call Vm. The new total Hamiltonian will be
HT = H + Umφm + vaVamφm ≡ H ′ + vaφa, (A.8)
where H ′ = H + Umφm, φa = Vamφm. H ′, as well as the constraints φa (which are linear
combinations of primary constraints), are examples of first class functions, i.e. quanti-
ties which close the Poisson brackets with the constraints on the constraints surface. More
explicitly, the quantity R is first class if
[R,φj ] = rjj′φj′ ≈ 0. (A.9)
Otherwise, the quantity R is called second class. The total Hamiltonian is then the sum of a
first-class Hamiltonian with a linear combination of primary, first-class constraints. Carrying
on the procedure outlined above, we get also secondary, possibly tertiary etc. constraints:
these must all be considered and classified as first or second class. When we are finished with
our quest for constraints, we get to define the extended Hamiltonian
HE ≡ H˜ ′ + vaφa, (A.10)
Which will be a sum of the first class function H ′ and of all the first-class constraints (primary,
secondary and so on). Note that, when solving the equations of motion for a constrained
system, we get a number of arbitrary function of time. The evolution of the system, then, is
not completely determined by the initial conditions: this is what, in a Lagrangian field theory,
we are used to call a gauge symmetry.
Actually, we have a precise relation between first-class constraints and gauge transforma-
tions: let us first consider the time evolution of a function (or state, in the quantum theory)
with an initial physical condition g0 (i.e. an initial condition which depends on the canonical
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variables but not on the arbitrary parameters va), given by the total Hamiltonian (A.8). We
have
g(δt) = g0 + δt
{
[g,H ′] + va[g, φa]
}
(A.11)
I could change the arbitrary parameters in the total Hamiltonian without changing the physics,
and the time evolution given by the two Hamiltonians should be equivalent. In other words,
the difference between the two
∆g(δt) = δt(va − v′a)[g, φa] ≡ εa[g, φa] (A.12)
is a gauge transformation. This means that the primary, first-class constraints must be re-
garded as the infinitesimal generators of gauge transformations, i.e. of those infinitesimal
contact transformations that change the canonical variables but not the physical state. It
would seem then natural for this to be true for all the first-class constraints, not just the
primary ones. This is known as the Dirac’s conjecture, and has counterexamples. However,
they are all unphysical ones, so following [56] we will define gauge transformations to be those
generated by first-class constraints.
Even if this does not concern us directly in this thesis, let us briefly illustrate what happens
when we try to quantize the theory. Let us start with the case of first class constraints. When
we go to the quantum theory, we have to impose on the physical states the condition
φj |ψ〉 = 0, (A.13)
which needs for consistency that
[φi, φj ]|ψ〉 = 0. (A.14)
Having in mind the classical case, (A.14) might seem obvious, since the fact that φj are first
class constraints implies that they close an algebra. However, in general the constraint algebra
is a “soft” algebra, i.e. an algebra in which we have structure functions instead of structure
constants: in the quantum case, this can bring problems or ambiguities due to the ordering
of these functions in the expression for the algebra. Completely analogous is the discussion
of consistency with the dynamics, for which we must have
[φj , H] = bjkφk. (A.15)
If we have second-class constraints, since they do not commute, we cannot impose all of
them directly as constraints on the states. Then we take our full list of constraints (first- and
second-class) and then we take linear combinations of them in order to have a maximal set
of first-class constraints {φj}, and the remaining ones which are second-class, {χj}. The first
ones we can impose on the states, while in order to treat the second ones we consider the
determinant
∆ ≡
∣∣∣∣∣∣∣∣∣∣
0 [χ1, χ2] . . . [χ1, χN ]
[χ2, χ1]
. . . [χ2, χN ]
...
. . .
...
[χN , χ1] . . . . . . 0
∣∣∣∣∣∣∣∣∣∣
. (A.16)
Due to
Theorem 1. The Determinant ∆ does not vanish, not even weakly,
which we will state without proof, we can invert this matrix. let us call this inverse D,
and let us redefine the Poisson brackets as Dirac brackets:
[ξ, η]D = [ξ, η]P − [ξ, χn]PDnm[χm, η]P (A.17)
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Note that the theorem also implies that the second-class constraints are necessarily an even
number, because any antisymmetric determinant with an odd number of rows and columns
vanishes2. Now, since HT is first-class, we have [χn, HT ] ≈ 0, which in turn imples that for
any quantity g:
g˙ = [g,HT ]P ≈ [g,HT ]D, (A.18)
so that these new brackets can be used instead of the Poisson brackets to describe the classical
dynamics of the system. Further, since for any function ξ one has
[ξ, χn]D = [ξ, χn]P − [ξ, χm]PDmk[χk, χn] = [ξ, χn]− [ξ, χm]δmn = 0, (A.19)
We can work with the new brackets imposing strongly χn = 0. Finally, we give the formula for
the number of degrees of freedom described by a constrained theory. Let Nf.c. be the number
of first class constraints, Ns.c. be the number of secondary constraints, N be the number of
canonical variables and Nd.o.f. be the number of dynamical phase space degrees of freedom of
the theory. Then we have
Nd.o.f. = N −Ns.c. − 2Nf.c.. (A.20)
After this brief review of the Hamiltonian description of a theory, let us work out a simple
example to show how all this works in practice.
A.2 Hamiltonian formulation for spin-1 fields
Let us start with the classical action for electromagnetism, which is the action for a field
describing a massless spin-1 field in Minkowski spacetime:
S = −1
4
∫
d4xFµνF
µν , (A.21)
where as usual Fµν = ∂[µAν] is the field strength for an abelian gauge field. The canonical
momenta are
piµ =
∂L
∂A˙µ
= Fµ0. (A.22)
From the fact that Fµν is an antisymmetric tensor, we get the primary constraint
pi0 = F 00 = 0. (A.23)
We now define the total Hamiltonian
HT = −
∫
d3x
{
1
4
FklF
kl +
1
2
pikpi
k −A0∂kpik + β1pi0
}
, (A.24)
using which we impose the consistency of the primary constraint:
[pi0, HT ] = ∂kpi
k ≡ C ≈ 0, (A.25)
thus getting a secondary constraint. Having found a secondary constraint, it is easily verified
that now
[pi0, HT ] = [C, HT ] ≈ 0, (A.26)
so that we don’t generate new constraints. Also,
[pi0, C] ≈ 0, (A.27)
2This is strictly true for purely bosonic theories. When functions are present it is possible to have an odd
number of second class constraints.
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so that this is a first-class system. The number of canonical degrees of freedom of our theory
is
(# of canonical variables)− 2(# of first-class constraints) = 8− 4 = 4, (A.28)
so that or theory correctly describes the two polarizations of the photon, corresponding to
four degrees of freedom in phase space. The extended Hamiltonian reads
HE =
∫
d3x
(
1
4
FklF
kl +
1
2
pikpi
k −A0∂kpik + β1pi0 + β2∂kpik
)
. (A.29)
Having obtained a first-class system of constraints, we can find the gauge transformations of
our fields
δA0 = ε
1, δpi0 = 0, δAi = ∂iε
2, (A.30)
δpii = 0, δβ1 = ε˙1, δ(A0 − β2) = ε˙2 − ε1 (A.31)
by taking the Poisson bracket with the generator
G ≡
∫
d3x(ε1pi0 + ε2C). (A.32)
The gauge transformations (A.30) involve both the gauge parameter and its first time deriva-
tive, which are additional initial data to be specified to describe the time evolution of the
system. Let us see this explicitly: if we want to calculate the energy of our theory to verify
its positivity, we have to use a gauge-fixing. In order to do this, first let us note that since
pi0 = 0, and A˙0 = β1 which is arbitrary, these canonical fields don’t represent physical degrees
of freedom and we can remove them from the total Hamiltonian, which then becomes
H =
∫
d4x
{
FklF
kl +
1
2
pikpi
k + β∂kpi
k
}
(A.33)
Our only constraint on the remaining variables is C2: the “matrix” of the Poisson brackets is
then only its bracket with itself, which is zero, so that our constraint is first class, which is
consistent with the fact that we are in the presence of a gauge symmetry. The equations of
motion read {
A˙k = [Ak, H] = pik − ∂kβ
p˙ik = [pik, H] = ∂lF
lk
(A.34)
The equations of motion for Ak contain a redundancy due to the gauge symmetry of the theory.
To find the Hamiltonian and the physical degrees of freedom, we must fix the gauge: the gauge
fixing will be another constraint, which must make the constraint matrix non-singular. This
is accomplished by choosing Coulomb gauge:
C3 ≡ ∂kAk ≈ 0. (A.35)
Then, with an appropriately modified Hamiltonian,
[C3, C2] = −∆δ(x− y), (A.36)
the constraint matrix is invertible, since the Laplacian is: we made the constraints second
class so that we can enforce them in the Hamiltonian, which becomes
HEM =
∫
d4x
{
1
4
FklF
kl +
1
2
pikpi
k
}
. (A.37)
Where the A’s and the pi’s are solutions of ∂kAk = 0, ∂kpik = 0. For example, we can express
A3, pi3 in terms of the other two components: we have the two degrees of freedom of the
photon, and the Hamiltonian is manifestly positive definite.
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We could consider with the same techinques as applied to the Proca theory of a massive
spin-1 field, with action functional
S =
∫
d4x
{
−1
4
FµνF
µν − m
2
2
AµA
µ
}
, (A.38)
which is a massive deformation of Maxwell’s theory. The primary constraint arising from the
antisymmetry of the field strenght is the same as before, but now the total Hamiltonian is
HT =
∫
d3x
{
1
4
FklF
kl +
1
2
pikpi
k −A0∂kpik − m
2
2
(A0)
2 +
m2
2
AkA
k + β1pi
0
}
(A.39)
From which we find the modified version of Maxwell’s theory’s secondary constraint:
[pi0, HT ] = ∂kpi
k +m2A0 ≈ 0. (A.40)
In this case, differently from what happened before, the consistency equation for the secondary
constraint is not an identity, but neither it generates a tertiary constraint. Instead, it fixes
the value of the parameter β1, which is no longer arbitrary:{
[∂kpi
k, H] = m2∂kA
k
[A0, H] = β1
=⇒ β1 = −m2∂kAk (A.41)
With this choice of β1, the secondary constraint is conserved on the constraint surface. Plug-
ging this value into the total Hamiltonian we found, we get
HT =
∫
d3x
{
1
4
FklF
kl +
1
2
pikpi
k −A0∂kpik
}
+
∫
d3x
{
−m
2
2
(A0)
2 +
m2
2
AkA
k −m2∂kAkpi0
} (A.42)
Now that we have found all the constraint, we calculate their Poisson bracket:{
C1 = pi0
C2 = ∂kpik +m2A0
=⇒ [C1(x), C2(y)] = m2δ(x− y) (A.43)
The matrix of the constraints’ Poisson brackets is nonvanishing and invertible: they are then
of second class and we can just impose them in the Hamiltonian (we don’t calculate the
Dirac bracket, since we are not interested in studying the dynamics of the theory). The
unconstrained Hamiltonian for a massive spin-1 field is then
Hproca =
∫
d4x
{
FklF
kl +
1
2
pikpi
k +
m2
2
AkA
k
}
(A.44)
Which manifestly propagates the appropriate 3 degrees of freedom and is positive definite.
Appendix B
ADM formulation of General
Relativity
B.1 ADM variables for General Relativity
B.1.1 Towards a Hamiltonian formulation of General Relativity
The Hamiltonian analysis of General Relativity is, predictably, much more involved. One
could, in principle, perform all the steps following Dirac’s method, and actually it was exactly
what Dirac did in [87]. A shortcut is available by doing some work on the Einstein-Hilbert
action before defining the Hamiltonian: this is what Arnowitt, Deser and Misner did [88], and
the variables in which the Einstein-Hilbert action will be written are called ADM variables,
after them. What they did was to exploit the geometrical content of the theory of gravitation
to write the action in such a way that it is already in canonical form, i.e. with “velocities”
multiplying their conjugate momenta.
Let us then consider the Einstein-Hilbert action
S =
1
16piG
∫
d4x
√−gR. (B.1)
The first thing that we should do in order to be able to construct a Hamiltonian, or even the
conjugate momenta, is to identify what is, in our description, “time”, i.e. rewrite the action
into a 3+1-dimensional form. This is not so straightforward as in the electromagnetic case,
as general covariance makes this separation completely arbitrary. Instead of simply inserting
in the action the ADM definition of the variables, we will motivate it geometrically from the
necessity of isolating a time variable in order to define a Hamiltonian, following partially the
treatment of [89]. Let us foliate our spacetime, i.e. suppose that there exists a diffeomorphism
that brings it locally to the form
M ≈ R× Σ, (B.2)
where Σ is a spacelike surface, and the “R” direction is that of a timelike vector field ∂t. We
will see that the dynamics of the gravitational field will be described by the restriction of the
metric to these spacelike surfaces and by the extrinsic curvature induced by the 4-geometry
of our spacetime on them.
B.1.2 The Gauss-Codazzi equations
Using an abstract tensor notation, let us indicate by g the metric tensor of our spacetime
manifold. We define (3)g ≡ g|Σ, which is Riemannian (we are adopting the signature -+++).
For any vector v of our spacetime’s tangent bundle, we can make the orthogonal decomposition
v = −g(v,n)n + [v + g(v,n)n], (B.3)
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where g(v,u) is just the action of the metric tensor g on two vectors v,u. The first term is
orthogonal to Σ, while the second lies in TΣ. First of all, considering this decomposition for
our time-flow ∂0, we have
∂0 = Nn + N. (B.4)
The scalar N is called the lapse function, while N is known as the shift vector. Using as
coordinates ∂0 and the holonomic coordinates {∂i} on Σ, we have
g00 = g(t, t) = −N2 + N2, g0i = g(t, ∂i) = Ni, gij = g(∂i, ∂j) ≡ qij . (B.5)
We can also write down the components of the inverse metric tensor:
g0i =
N i
N2
, g00 = − 1
N2
gij = qij − N
iN j
N2
(B.6)
Given an arbitrary vector u, by using the same decomposition on∇uv (the covariant derivative
of v along u) , I can define the extrinsic curvature K and the 3-dimensional connection (3)∇,
both relative to Σ, as
∇uv = −g(∇uv,n)n + [∇uv + g(∇uv,n)n] ≡ K(u, v)n +(3)∇uv (B.7)
It easily seen that K is a symmetric tensor of rank 2. In particular, it’s symmetricity fol-
lows from the fact that our connection is torsion-free, so that its coefficients (the Christoffel
symbols) are symmetric. In fact,
Kij = K(∂i, ∂j) = −g(∇i∂j , n) = −g(Γkij∂k, n) = −g(Γkji∂k, n) = Kji (B.8)
In order to relate Einstein Equations and the Einstein-Hilbert action to these new variables,
we need some equations to relate the spacetime curvature to the intrinsic 3-curvature on the
spacelike slices and to their extrinsic curvature. These are called the Gauss-Codazzi equations.
Let us start from the definition of the Riemann tensor as
R(∂i, ∂j)∂k = ∇[i∇j]∂k. (B.9)
Note that because of this definition, the Riemann tensor used in this section is different from
that used in the other parts of this thesis, in which we adopt the convention more familiar
from the Cartan viewpoint that the first two indices are algebra indices, while the second pair
of indices are form indices. This has as a consequence, for what concerns us in this appendix,
that the object to which we refer here as Rµνρσ would be Rσµνρ in the other parts of the
thesis. By using the two equations
∇j∂k = Kjkn +(3)Γmjk∂m, ∇in = Kim∂m (B.10)
We find
∇i∇j∂k = ∇i
[
Kjkn +(3)Γmjk∂m
]
= ∂iKjkn +KjkKim∂m + ∂
(3)
i Γ
m
jk∂m +
(3)Γmjk
(
Kimn +(3)Γlim∂l
)
=
(
∂iKjk +
(3) ΓmjkKim
)
n +
(
KjkKi
m + ∂
(3)
i Γ
m
jk +
(3)Γljk
(3)
Γmil
)
∂m (B.11)
Antisymmetrizing we obtain
∇[i∇j]∂k =
(
∂[iKj]k +
(3) Γmk[jKi]m
)
n +
(
Kk[jKi]
m + ∂
(3)
[i Γ
m
j]k +
(3) Γlk[j
(3)
Γmi]l
)
∂m (B.12)
Which is the Gauss-Codazzi equation
R(∂i, ∂j)∂k =
(3) ∇[iKj]kn +
(
(3)Rmijk +Kk[jKi]
m
)
∂m. (B.13)
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In order to express this equation in a way that is useful for actual calculations, it helps to go
from the intrinsic coordinates of the surface Σ to the holonomic spacetime coordinates. In
order to do this, let us write the metric as
gµν = hµν − nµnν , (B.14)
where hµν acts as a projector on Σ, and for vectors in TΣ it actually represent the surface
metric. This can be formalized defining a vielbein eiµe
j
νqij = hµν , which is the (non-invertible)
matrix that converts holonomic spacetime basis indices to intrinsic ones to Σ. Then projecting
onto Σ one gets Codazzi’s Equation
Rαβγδe
α
ae
β
b e
γ
c e
δ
d = Rabcd −Ka[dKc]b, (B.15)
while the projection onto n gives Gauss’ Equation
Rµαβγn
µeαae
β
b e
γ
c =
(3) ∇[cKb]a. (B.16)
B.1.3 The canonical variables
We now turn to the calculation of the Einstein-Hilbert Lagrangian in terms of the new 3+1-
splitted variables (q, N,N,K). First, let us consider the Ricci scalar. We have
Rµν = g
ρσRµρνσ =
(
qijeρi e
σ
j − nρnσ
)
Rµρνσ = −nρnσRµρνσ + 2hijRµρνσeρi eσj , (B.17)
From which the curvature scalar is easily calculated:
R = gµνRµν = −2qijRµρνσnµeρinνeσj + qijqklRµρνσeµi eρjeνkeσl
= −2Rµνnµnν + qijqklRikjl.
(B.18)
For the first contribution, we can use the very definition of curvature tensor and of extrinsic
curvature, to get
Rαβn
αnβ = nβRµαµβn
α = nβ∇[α∇β]nα = (∇ · n)2 − (∇αnβ)2 +∇[α
(
nβ∇β]nα
)
= tr(K)2 − tr(K2) + total divergence (B.19)
The second piece is taken care of by Codazzi’s equation:
qijqklRikjl =
(3) R+
(
tr(K)2 − tr(K2)) . (B.20)
Summing the two pieces, I finally get the expression for the Ricci scalar:
R =(3) R+ tr(K2)− tr(K)2. (B.21)
From this, noting that √
g = N
√
q, (B.22)
one can finally write the Einstein-Hilbert Lagrangian in terms of extrinsic and three-dimensional
curvatures:
L = √−gR = √qN
[
(3)R+ tr(K2)− tr(K)2
]
(B.23)
Now we have to express the extrinsic curvature in terms of the ADM variables. In order to
do this, we consider the velocity
˙qij = £t(gµν)e
µ
i e
ν
j , (B.24)
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where£t denotes the Lie derivative along the vector ∂t, and we used the fact that the “vielbein”
eµi , being the definition of the spatial coordinates, has vanishing Lie derivative along the time-
flow. Then, using the general expression for the Lie derivative of the metric and the explicit
expression for ∂t,
Ltgµν = ∇(α[∂t]β) = N∇(αnβ) + n(β∇α)N +∇(αNβ), (B.25)
which upon projection to Σ gives
q˙ij = 2NKij +
(3) ∇(iNj) =⇒ Kij =
1
2N
[
q˙ij −(3) ∇(iNj)
]
(B.26)
We are now ready to bring the Lagrangian in canonical form. First let us calculate the
canonical momentum of q:
piij =
∂L
∂q˙ij
=
∂L
∂Kkl
∂Kkl
∂q˙ij
=
1
2N
∂L
∂Kij
=
√
q(Kij −Kqij), (B.27)
from which we get, upon inverting and tracing
Kij =
1√
q
(
piij − 1
2
qijpi
)
, K =
pi
2
√
q
. (B.28)
Inserting these relations in the Lagrangian we obtain
L = √qN (3)R+ N√
q
(
piij − 1
2
qijpi
)(
piij − 1
2
qijpi
)
− N
4
√
q
pi2
=
√
qN
[
(3)R+
1
q
(
piijpi
ij − 1
2
pi2
)]
. (B.29)
Now we add and subtract q˙ijpiij , using
q˙ij = 2NKij +
(3) ∇(iNj) =
2N√
q
(
piij − 1
2
qijpi
)
+(3) ∇(iNj), (B.30)
obtaining
L = q˙ijpiij +√qN
[
(3)R+
1
q
(
piijpi
ij − 1
2
pi2
)]
− 2N√
q
(
piijpi
ij − 1
2
pi2
)
− 2piij(3)∇iNj
= q˙ijpi
ij +
√
qN
[
(3)R− 1
q
(
piijpi
ij − 1
2
pi2
)]
+ 2N
(3)
i ∇jpiij ≡ q˙ijpiij −NµCµ (B.31)
Where we defined
N0 ≡ N, C0 = −√q
[
(3)R− 1
q
(
piijpi
ij − 1
2
pi2
)]
, Ci = −2(3)∇jpiij . (B.32)
In conclusion, the Hamiltonian and the action in canonical form are
H = NC0 +NiCi, S =
∫
d4x
(
piij q˙ij −NµCµ
)
. (B.33)
We see that the Hamiltonian is pure constraint: in fact, varying with respect to Nµ, we find
the equations of motion
Cµ = 0, (B.34)
so that H ≈ 0. This is a general feature of the Hamiltonian of a reparametrization invariant
theory: the Hamiltonian generates the evolution of the system parametrized with a “time”,
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which in these kind of theories is pure gauge. As we have seen before in the general case,
the generators of gauge transformations are exactly the constraints, so that the Hamiltonian
must be sum of constraints.
Finally, let us derive from the full nonlinear Hamiltonian the one for the linearized theory on
Minkowski spacetime. The shift is already linear in the metric, so it does not change upon
linearization:
Ni = g0i = η0i + h0i = h0i. (B.35)
The linearized lapse is given by
N =
√
−g00 =
√
−η00 − h00 +NiN i = 1− 1
2
h00 +O(h
2), (B.36)
where we used equation (B.6) for the components of the inverse metric. While for the lapse
and the shift we must keep terms at most linear in h, since they parametrize the original
metric which we are now linearizing, in the constraints we must keep terms up to quadratic
order, since they are functions of our dynamical variables appearing in the action. Then we
have
C0 = −
[
R−
(
piijpi
ij − 1
2
pi2
)]
+O(h3), Ci = −2∂jpiij , (B.37)
where
R = 1
2
∂khki∂
lhli − 1
4
∂khij∂
khij − 1
2
∂lhli∂
ih+
1
4
∂ih∂
ih (B.38)
is the quadratic Ricci scalar of the 3-curvature. These variables can be directly substituted
into the ADM Hamiltonian, giving
Hlin = piijpiij − 1
2
pi2 −R+ 1
2
h00(∂i∂jh
ij −∆h)− 2Ni∂jpiij . (B.39)
Appendix C
Cartan’s viewpoint: gravity as a
gauge theory
In this appendix we want to outline the construction of gravity as a gauge theory of the
Poincaré group. It is in this framework that it is better understood what distinguishes grav-
ity from the other gauge theories, and by converse what are their common features. The
mathematical framework in which gauge theories are properly defined is that of principal fibre
bundles. We will not try to delve into the theory of principal bundles and of the corresponding
connections, since this would be far beyond the scope of this thesis. For mathematical details
with a physical flavour we refer to [90] and [91]; for the very mathematically oriented reader,
we refer to the classic text [92]. For the sake of clarity, however, we will now give at least the
definition of a principal fibre bundle.
Definition 1. (Fibre Bundle) A differentiable fibre bundle (E, pi,M,F,G) consists of the
following elements:
• A differentiable manifold E called the total space;
• A differentiable manifold M called the base space;
• A differentiable manifold F called the fibre;
• A surjection pi : E →M called the projection. The inverse image pi−1(p) = Fp ≈ F is
called the fibre at p ∈M ;
• A Lie group G called the structure group, which acts on F on the left;
• An open coverings {Ui} of M with a set of diffeomorphisms φi : Ui × F → pi−1(Ui),
such that pi ◦ φi(p, f) = p, which are called local trivializations;
• When Ui ∩ Uj 6= ∅, we require that the transition functions tij(p) ≡ φ−1i,p ◦ φj,p : F → F
be elements of the structure group G. The local trivializations of Ui and Uj are then
related via the transition functions as
φj(p, f) = φi(p, tij(p)f). (C.1)
A Principal fibre bundle is one in which the structural group G coincides with the fibre
F . This is the main object one deals with in the case of gauge theories.
While the definition of a fibre bundle may appear rather involved, the underlying idea
should be clear. We may think a manifold as a generalization of the concept of Rn , since
it is an objects which locally looks like Rn, to which is locally diffeomorphic through its
coordinates. In the same way, a fibre bundle generalizes the rigid concept of direct product
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of two manifolds: the local trivializations of the fibre bundle are just the same as the local
coordinates of a manifold. From a physical point of view, the fibre represents the gauge
direction, and the structural group the gauge group.
For the construction of gravity as the gauge theory of Poincaré group, we will follow closely
[80]. The starting point of the theory of General Relativity is the Equivalence Principle. It
is a deeply physical principle, whose meaning is that locally the physics must be that of flat
space to which we are used to in “everyday life” (to the extent that something happening in
a particle collider can be considered everyday life!). Mathematically it is the statement that
our spacetime admits a local frame in which it appears as flat Minkowski Spacetime. This is
ensured if our spacetime is a pseudo-Riemannian manifold, because of the following theorem:
Theorem 2. Let (M, g) be a (pseudo)-Riemannian manifold of dimension N and let p be
an arbitrary point of M. Let Up be an open neighborhood of p, whose points are labeled
by coordinates xµ. Then, in the same neighborhood it is always possible to construct a new
coordinate system x¯µ with the following properties:
1. The coordinates x¯µ of the point p vanish: x¯µ(p) = 0;
2. The value of the metric tensor at p in the x¯-coordinates is just equal to the signature
of the metric;
3. The coefficients of the Levi-Civita connection vanish at p in the x¯-system.
Such a coordinate system is called a Locally Intertial Frame.
We will denote the coordinates in the local inertial frame by lower-case latin indices. These
are realized by m bi-local functions ξa(x, y): xµ is the coordinate of p in the old frame, while
yµ those of a generic point in Up. The frame field is defined as
eaµ(x) =
(
∂ξa(y, x)
∂yµ
)
y=x
, (C.2)
and by construction satisfies
gµν(x) = e
a
µ(x)e
b
ν(x)ηab. (C.3)
From this point of view, the metric is a derived quantity, and the fundamental variable is the
vielbein. By defining the set of D one-forms
ea ≡ eaµdxµ, (C.4)
we see that this description amounts to defining the spacetime metric, instead of using a sym-
metric tensor field, by using the basis in which the metric itself is orthonormal. The choice of
this frame field has some arbitrariness, because at each point we have the freedom of applying
linear transformations which leave the flat metric invariant, i.e. Lorentz transformations
ea → Λab(x)eb. (C.5)
This means that our spacetime is endowed with the structure of a Lorentz principal bundle
P(M, SO(D − 1, 1)) (C.6)
The vielbein is a one-form with values in a section of the associated vector bundle V to the
fundamental representation of the structure group, i.e. a section of the bundle T ∗(M)⊗V. In
general, given a principal bundle, we can construct an (Ehressman) connection, with values
in the Lie algebra of the structure group and which locally can be represented by a one-form
with a non-homogeneous transformation law. We then define the spin connection
ωabµ dx
µ ≡ ωab ∈ so(D − 1, 1), ω → ΛωΛ−1 + dΛΛ−1. (C.7)
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To a principal connection we can associate a curvature satisfying the Bianchi identities. We
then get the curvature two-form
Rab = dωab + ωac ∧ ωcb. (C.8)
Having introduced a connection, we can define a covariant derivative. This allows us to define
also the torsion two-form
T a = dea + ωab ∧ eb. (C.9)
We now make an observation: the Lorentz group is just a subgroup of the isometry group of
flat space, which is the full Poincaré group ISO(D − 1, 1). Let us denote the generators of
the Poincaré group collectively as TI , i.e. {TI} ≡ {Pa, Jbc}, and the structure constants of
its algebra by f IJK . We would like then to introduce a principal connection for a Poincaré
bundle, which collects both the vielbein and the spin-connection into a single object
Ω = ΩITI ≡ eaPa + ωabJab. (C.10)
The curvature associated to this connection is
Θ = dΩ + Ω ∧ Ω =
(
dΩK +
1
2
f IJ
KΩI ∧ ΩJ
)
= T aPa +R
abJab, (C.11)
so we see that the torsion and the curvature defined above are just the components of the
curvature of the would-be connection of the Poincaré bundle. We say would-be because the
equation above does not define, in general, a proper principal connection, and the Poincaré
bundle is not really a principal fibre bundle: this is because while local Lorentz transformations
are vertical on vector fields, i.e. they move them along the fibres (i.e. they are proper gauge
transformations), the local translations are horizontal, since they act on the spacetime points:
we would want to identify them with the diffeomorphisms under which our theory is invariant.
There is, however, a nice property of the above defined Poincaré curvature: it nicely splits
in components along the vertical generators Jab and the horizontal ones Pa (this does not
happen, for example, in supergravity). This means that we can recover the fiber bundle
structure by imposing the soldering condition
T a = 0, (C.12)
so that we have no curvature along the horizontal generators, i.e. the curvatures themselves are
horizontal (this terminology may seem confusing, but it stems from the fact that to horizontal
vector fields correspond vertical one-forms and vice versa). Further, only if this condition is
satisfied we can identify our Poincaré bundle with the tangent bundle of spacetime, which is
a necessary requirement for a theory of gravity, and all the relations in the vielbein basis are
the ones we would find in Minkowski space.
Let us summarize the requirements that we should ask an action for the gravitational field
to have:
1. The action should be the integral of a Lagrangean, which should be a D-form, con-
structed from ea, ωab and their exterior differentials; we should not include the Hodge
star in the action, since the metric should be determined solely by the vielbein and not
be present in the action itself;
2. The action should be invariant under local Lorentz transformations
e→ Λe, ω → ΛωΛ−1 + dΛΛ−1, (C.13)
3. The field equations for the spin connection should yield the soldering condition;
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4. The action must be at most linear in the curvature two-form, since the connection
contains already one derivative of the vielbein through the equation T a = 0;
5. The field equations for the vielbein should result in the vanishing of the Einstein tensor
Gab = 0.
These conditions are satisfied uniquely by the action
S =
1
κ
∫
Ra1a2 ∧ ea3 ∧ · · · ∧ eaDa1...aD + Λ
∫
ea1 ∧ · · · ∧ eaDa1...aD . (C.14)
Finally, we note that once the soldering condition has been imposed, the action is invariant
not only under local Lorentz transformations, but also under local translations: the full
infinitesimal transformations of the action are
δea = Dλa +mabe
b, δωab = Dmab, mab ∈ so(D − 1, 1), (C.15)
where λa and mab are respectively the gague parameters associated to local translations and
those associated to local Lorentz transformations. Thus we see that the soldering condition
allows us to identify local translations with infinitesimal diffeomorphisms.
Appendix D
Unconstrained superfields for N = 1,
D = 2 supergravity
In this appendix, we compute the explicit solution of the conventional constraints in terms
of unconstrained superfields for N = 1, D = 2 supergravity. As discussed at length in
Chapter 4, in order to describe the spin-2 multiplet in superspace, we use a set of one-forms
EA = dZMEAM , the supervielbein, or equivalently their dual vector fields, denoted by EA
M∂M .
As usually happens in the case of superfields, even though the components of the supervielbein
describe a representation of supersymmetry, it is a highly reducible one, often including a lot
of additional, unphysical component fields. In order to describe an irreducible supermultiplet,
we must then impose covariant constraints, in order to reduce the representation as much as
we can. The constraints we impose are the conventional constraints for 2D supergravity:
Tαβ
γ = T ab
c = 0, Tαβ
c = 2i(γc)αβ, (D.1)
where TABC are the components of the supertorsion in the tangent space of our supermanifold,
defined by the anticommutator of covariant derivatives. In the supervielbein basis this is
TAB
C = −CABC + ΩALBC − (−)ABΩBLAC , (D.2)
the C’s being the anholonomicity coefficients
CAB
C =
(
EA
N∂NEB
M − (−)ABEBN∂NEAM
)
EM
C . (D.3)
These constraints are those of the model proposed by Howe, who solved them in the WZ gauge
[53] [82]; they have also been solved in a partial WZ gauge by Gates [93] and without a gauge
fixing but in light-cone coordinates by Roček [94]. A set of relaxed constraints have been
explicitly solved in a covariant way [75], arriving at a generalized supergravity with a torsion
multiplet. We will follow the latter procedure, but for the original supergravity constraints of
Howe. First we recall, from the discussion in section 4.2.3, that through the Bianchi identities
the constraints D.1 also imply Tαbc = 0. In terms of the anholonomicity coefficients, they
read
Tαβ
γ = −Cαβγ − 1
2
Ωα(γ
3)β
γ − 1
2
Ωβ(γ
3)α
γ = 0, (D.4)
T ab
c = −Cabc + Ωabc − Ωbac = 0, (D.5)
Tαβ
c = −Cαβc = 2i(γc)αβ, (D.6)
Tαb
c = Cαb
c + Ωαb
c = 0 (D.7)
We will use Ertl’s parametrization of the supervielbein [75] as
EM
A =
(
Bm
a Ψm
νBν
α
Φµ
nBn
a Bµ
α + Φµ
nΨn
νBν
α
)
, (D.8)
D Unconstrained superfields for N = 1, D = 2 supergravity 117
EA
M =
(
Ba
m +Ba
nΨn
νΦν
m −BanΨnµ
−BανΦνm, Bαµ
)
(D.9)
This parametrization has the advantage thatBam, Bαµ are the inverses respectively ofBma, Bµα,
so that the B’s can be used as a change of basis matrices for spinor and tensor indices from flat
to curved superspace and vice versa. The first constraint we consider is (D.6). Multiplication
by (γa)βα gives us
(γa)
βαTαβ
c = −4iδca. (D.10)
Using Tαβc = −Cαβc, and
Cαβ
c = (Bα
µBβ
ν +Bβ
µBα
ν)
(
Φµ
l∂lΦν
n − ∂µΦνn
)
Bn
c (D.11)
we find
− (γa)βα (BαµBβν +BβµBαν)
(
Φµ
l∂lΦν
n − ∂µΦνn
)
Bn
c = −4iδca (D.12)
Then, multiplying by Bcd, we find
Ba
n = − i
2
(γa)
βαBα
µBβ
ν
(
Φµ
l∂lΦν
n − ∂µΦνn
)
(D.13)
which explicitly solves Ban in terms of Bαµ and Φµn. Let us now multiply (D.6) by (γ3)βα,
finding
(γ3)
βαBα
µBβ
ν
(
Φµ
l∂lΦν
n − ∂µΦνn
)
= 0, (D.14)
an equation that we will use later on, when considering the other constraints. We now turn
to the constraint (D.4). Multiplication by (γ3)βα gives
− (γ3)βαCαβγ + Ωγ = 0. (D.15)
Using now
Cαβ
γ = (Bα
µBβ
ν +Bβ
µBα
ν)
(
Φµ
l∂lΦν
n − ∂µΦνn
)
Ψν
γ
+ (Bα
µBβ
ν +Bβ
µBα
ν)
(
Φµ
l∂lBν
γ − ∂µBνγ
) (D.16)
together with (D.14), one finds
Ωγ = 2(γ3)βαBβ
νBα
ν
(
Φµ
l∂lBν
γ − ∂µBνγ
)
. (D.17)
Multiplying instead the constraint (D.4) by (γa)βα, one gets
− (γa)βαCαβγ + Ωα(γaγ3)αγ = −(γa)βαCαβγ + (γ3)βδCδβα(γaγ3)αγ = 0. (D.18)
Using again the explicit form of the anholonomicity coefficient, we find
Ψa
ν = − i
2
(γa)
βαBα
µ
(
Φµ
l∂lBβ
ν − ∂µBβν
)
− i
4
Ωα(γaγ
3)α
βBβ
ν , (D.19)
which fixes Ψaν in terms of Bαµ and Φµn (through Ω). The constraint of zero bosonic torsion
can be stated in the equivalent form
(γa)
βαFαβ = 0, (D.20)
where FAB is the superfield determining the curvature: in fact in 2D we have
RMNA
B =
(
∂MΩN − (−)MN∂NΩM
)
LA
B ≡ FMNLAB, (D.21)
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LA
B ≡
(
a
b, 0
0 −12(γ3)αβ
)
. (D.22)
In the anholonomic basis, we have
FAB = ∂AΩB − (−)AB∂BΩA − CABCΩC = ∇AΩB − (−)AB∇BΩA + TABCΩC . (D.23)
Then, the constraint (D.6) reads
2(γa)
βα(∇αΩβ) + (γa)βαΩγ + (γa)βαTαβcΩc = 2(γa)βα(∇αΩβ)− 4iΩa, (D.24)
from which also the bosonic part of the connection is fully determined:
Ωa = − i
2
(γa)
βα(∇αΩβ) = i
2
(γa)
βαBα
µ
(
Φµ
l∂lΩβ − ∂µΩβ
)
. (D.25)
To recapitulate, we have a parametrization of the inverse supervielbein in terms of four su-
perfields: Bam, Bαµ, Φµn,Ψmν , plus we have the two superfields describing the connection,
Ωa,Ωα. Exploiting the conventional constraints, we are able to express everything solely in
terms of the two unconstrained, independent superfields Bαµ and Φµn. This approach has
allowed to derive a general solution to the conventional constraints, without using any kind of
gauge fixing, and without going to light-cone coordinates, keeping the description covariant.
The price to pay is that now the identification of the physical fields is harder, since they are
the θ = 0 components of the original vielbein, in particular of the components which have
been eliminated.
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