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Abstract 
Ab initio electronic structure calculations within the density functional formal-
ism have been performed to study the behaviour of various types of bonding 
under pressure. Primarily covalent bonding is studied in the ITT-V semiconductor 
materials GaAs and InSb by studying their sequence of phase transitions under 
pressure. The stability of a new phase of GaAs is reported. Calculations on the 
more ionic copper halides have also been performed. The effect of directional 
bonding on the lowest energy structures can then be studied by comparison of 
the two systems. Simulations of the layered material Ti5 2 under pressure show 
good agreement with experiment and the calculated band structures show a semi-
conductor to semi-metal transition at approximately the same pressure as exper-
iment. Some of the motivation for studying materials under pressure comes from 
effects caused by lattice mis-match in semiconductor heterojunctions. The last 
chapter concerns whether the macroscopic theory of elasticity can be applied to 
heterojunctions where there are just a few inserted layers. While theory holds 
for the stoichiometric InAs in GaAs it is shown to fail in the case of AlAs in Si. 
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Quantum mechanics can give all the information necessary to predict how a 
material will behave under any circumstance. However the equations can only 
be solved analytically for the simplest of cases. 
In the last twenty years the revolution in computing (both machines and 
techniques) has led to a huge increase in the sorts of systems that can be studied 
by numerical solution of the quantum mechanical equations, up to 1000 atoms. 
At the same time the advent of new uses for semiconductors and possibilities 
opened up by new techniques have led to a rapid increase in the amount of 
experimental data available. It is now possible, in some cases, to get data from 
systems comprising only around 100 atoms. 
The reliability of the computational methods is such that simulations are 
now predicting new effects before they are observed rather than just explaining 
experimental results. 
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by experiment, and how the individual parts affect the total potential can be 
studied. 
As the degree of confidence in these fully quantum mechanical calculations 
increases they become increasingly versatile and useful. Already they are be-
ing used to model interactions at surfaces a very important field for the entire 
chemical and catalyst industry. 
Pressure induced phase transitions 
Pressure induced phase transitions have been an area of interest for around 35 
years. The high-pressure x-ray diffraction experiments of Yu et al [3] in 1972 
showed many of the trends that were to become important in future years. The 
theoretical ab initio total-energy calculations of Froyen and Cohen [4] in 1983 and 
Zhang and Cohen [5] in 1987 started the close relationship that exists between 
experiment and theory to this day. Advances in experimental techniques such 
as image plate detector [6] have allowed far more detail to be obtained on how 
materials behave under pressure. The advent of better computational methods 
and faster machines allowed theory to keep up with these experimental advances. 
The work in chapters 3 & 4 of this thesis describe ab initio calculations car-
ried out by two different methods on GaAs, InSb, CuC1, CuBr and CuT. The 
work on GaAs and InSb was motivated by the experiments of Nelmes, McMa-
hon and co-workers [7, 8, 9, 10] who have found previously undiscovered detail 
in the phase diagram of these two ITT-V semiconductors. For the first time the 
experimental and theoretical results on GaAs agree. The original experiments 
predicted the high pressure phase to be 6-Sn, predicted from poor quality data. 
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This phase is now found to actually be a more complicated distortion of the rock-
salt structure known by it's spacegroup as Cmcm. The semiconducting cinnabar 
phase of GaAs is only found experimentally on depressurisation and this can be 
explained theoretically by its very small region of stability and an easier kinetic 
path from zincblende to Cmcm. The simple cubic sixteen atom unit cell (SC16) 
phase is still found to be stable, and has not been reliably identified on either 
the up or down stroke in an experiment involving only pressure. However more 
recent results involving the combination of pressure and temperature have found 
the SC16 phase on the down stroke [11]. The reason it is not observed without 
heating is the large kinetic barrier presented by the considerable amount of bond 
breaking that needs to be done to form the SC16 structure from either the Cmcm 
or zincblende phases. 
The phase diagram of InSb has undergone a lot of reconstruction in the last 
three years but there now does seem to be considerable agreement between theory 
and experiment. The work on InSb investigates these new phases suggested by 
experiment. 
The copper halides provide an interesting contrast to the ITT-Vs. Like the 
ITT-Vs they have the zincblende structure at ambient pressure and transform to 
structures with higher coordination numbers as pressure is increased. However 
the paths differ both between the halides and from the Ill-Vs. The SCI6 structure 
is found in both CuCl and CuBr. The bonding in the copper halides is far more 
ionic than the primarily covalent bonding found in the ITT-Vs. This seems to 
allow far easier transitions to the lowest energy structure. Bond breaking does 
not seem to play a major part in the series of phase transitions in the copper 
halides. The lack of metastability is further shown in that no copper halide has 
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been reported as forming an amorphous structure, unlike the ITT-Vs. 
Chapter 5 of this thesis reports results of calculations on the layered dichalco-
genide TiS 2 . This is an important material because of its potential as an interca-
lation compound for holding lithium in lithium batteries. Despite its importance 
the exact nature of its conducting behaviour has not been settled. Measurements 
by Klipstein and Friend [12] suggested that TiS 2 is a semiconductor but undergoes 
a transition to a semi-metal when put under pressure. Recent calculations and 
experiments by Wu et al suggest that TiS 2 is a semi-metal at ambient pressure 
and undergoes a indirect to direct band gap transition which explains its drop 
in resistivity under pressure. The behaviour of TiS 2 depends sensitively on the 
purity of the sample, so calculations were performed to try to establish whether 
it is metallic. They show that, in keeping with the findings of Klipstein and 
Friend, TiS 2 is a semiconductor at ambient pressure and undergoes a transition 
to a semi-metallic phase at around 5 GPa. 
Heteroj unct ions 
Besides the fundamental interest in the behaviour of materials under pressure, 
there is a technological reason for studying semiconductors under pressure. Lat-
tice mis-match occurs in heterojunctions when two semiconductors are grown 
one on top of the other. This kind of system is used in many electronic appli-
cations (semiconductor chips to lasers). If a material is grown on a substrate 
with a different lattice parameter then the epitaxial layer will be strained. This 
has a similar effect to putting the material under an external pressure. Chapter 
6 compares the prediction of macroscopic elasticity theory with the results of 
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first-principles calculations. It is found that while elasticity theory holds well for 
a stoichiometric sample such as InAs grown on GaAs, it breaks down for AlAs 
grown on Si. 
Bonding 
The chapters of this thesis show how the various different types of bonding behave 
under pressure. The covalent bonding found in GaAs and InAs plays a large part 
in dictating the sequence of structures that are observed in the phase diagram. 
In the copper halides the ionic bonding is more isotropic and the ions pack more 
like hard spheres. In TiS 2 there are the covalent Ti-S bonds and the weaker 
Van de Waals bonding between the Ti-S layers. When put under pressure this 
leads to the c axis compressing far more than the a axis. In the heterojunctions 
there are a number of different varieties of covalent bonds between the different 
constituent ions. There are three regions present, the two regions of pure bonds 
(bulk and layer) and the surface bonding. All behave slightly differently to the 




In principle, a solution of the many-body Schrödinger equation would give all the 
information necessary to obtain the ground state properties of a system, such as 
the structure, bulk modulus and binding energies. However in a real system the 
nature of the electronic interaction and the electron-nuclear interaction means 
there is no way to solve the Schrödinger equation exactly. 
The approximations needed to surmount this problem are described in the 
rest of this chapter. This chapter is a summary of established theory and gives a 
foundation upon which to build the rest of this thesis. 
There have been a number of good review articles about density functional 
theory and its uses by Payne et al [13], Jones and Cunnarsson [14] and Schlüter 
and Sham [15]. 
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2.1 The Schrödinger Equation - Many-body prob-
lem 
The Born-Oppenheimer approximation assumes that the nuclei are instanta-
neously at rest with respect to the electrons, ie. the electrons react to a static 
nuclear potential, this is justified since the nuclei are so much heavier than the 
electrons, this approximation is used throughout this thesis. 
The problem of solving the Schrödinger equation is thus just the problem of 
finding the eigenfunctions, 'I', and eigenvalues , of (2.1). 
(2.1) 
where H is the Hamiltonian for the system. 
The Coulomb interaction between electrons means that the wave function 
must depend on all the electrons in the system ie. a many-body wave function 
'J!(r i , r2 ......, rN), for a N electron system. For electrons in a static, external 
potential eg. the Coulombic electron-nuclear potential the Hamiltonian is: 
= V2 + Vext + 	
e 	
(2.2) 
2m 	 47rqr2 - r3 1 
The first two terms are the kinetic energy and the external potential terms re-
spectively. The final term is the coulomb interaction between pairs of electrons. 
This form of the Schrödinger equation is not solvable, there are a number of 
approximations that can be made to find 1' and E. 
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2.2 Hartree and Hartree-Fock 
The Hartree approximation involves treating the electrons as independent parti-
cles. Their wave functions are then solutions of one-electron Schrödinger equa-
tions, one for each electron. The electron-electron interaction is approximated 
by the interaction between the electron and the charge density of the remaining 
electrons 
Vei(r) = eJp(r')dr' 
	
(2.3) 
47rE01r' - ri 
Replacing the external potential Vet with the electron-ion interaction gives: 
Z e2 
V0(r) 	
47r0R - rI 	
(2.4) 
Where R is the ionic position. The Hartree approximation reduces the N-
dimensional Schrödinger equation to N one-electron equations where the equation 
for the th  electron is: 
h 2 V20, (r)+ (V1 + V 0 )01(r) = E(r). 	 (2.5) 
2m 
(2.5) can then be solved iteratively by guessing a form for V I , solving the equa-
tions, using the new /'(r) to compute Vei through (2.3) and (2.6) and repeating 
until the desired convergence is reached. 
The charge density needed in (2.3) is obtained by summing over all the wave 
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functions (2.6) 
p(r) = e(r)(r). 	 (2.6) 
It can be shown that the Hartree approximation of non-interacting electrons is 
equivalent to having wave-functions of the form: 
,rN) = 1(r1)2(r2) ... 'N(rN). 	 (2.7) 
ie. the Hartree equations approximate the N-electron wave function by a product 
of single electron wave functions. However the Pauli principle states that since 
electrons are fermions they must be anti-symmetric under exchange of any two 
particles. ie:  
W(ri,r2. ...... rN) = -IF (r2,ri . ...... rN). 	 (2.8) 
This can only be satisfied by a product of single particle wave functions if 'I' is 
identically zero. 
The simplest method of introducing this anti-symmetry requirement is by 
the Slater determinant. This is a linear combination of all possible products of 
the single electron wave functions which are obtainable by permutation of the r 
amongst themselves, added together with weights of ± 1 so as to enforce (2.8). 
The resultant ground state wave functions are found variationally by using this 
trial wave function and minimising < ?-/ > with respect to the Ii to give the 
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Hartree-Fock equations. For the ith electron this is: 
h2 V20, (r) + (Ve 
2m 	
i + V 0 )1,2 (r) - 	 ( 2.9) 
>Jdr 
e2 = 
j 	Ir - r'I 
The Hartree-Fock equations now include exchange effects between electrons of the 
same spin, the last term on the left-hand side. They do not include any correlation 
effects. The complexity of the problem has also increased considerably due to 
the fact that it involves an integral operator. ie:  f V(r, r')çb(r')dr' rather than 
V(r)(r). This makes the problem much harder to solve. There is a better way 
of solving the Schrödinger equation though, one that includes all the electron 
interaction terms but is no harder to solve than the Hartree theory. 
2.3 Density Functional Theory 
Hohenberg and Kohn [1] proved that the total energy of a electron gas, including 
the many-body effects (exchange and correlation), in the presence of a static 
external potential is a unique functional of only the charge density. The minimum 
value of the total energy functional is the ground state energy of the system. The 
electronic charge density that gives this minimum is then the exact single particle 
ground state energy. 
The electron charge density thus becomes the central characteristic in the 
variational solution of the Schrödinger equation. 
Hohenberg and Kohn gave an exact expression for the energy as a functional 
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of the charge density in an external potential Vt: 
E[n(r)] = J Vn(r)dr + e I f  n (r) n (r) drdr' + G[n(r)]. 	(2.10) 4rEoIr - r'I 
Where G[n(r)] is a functional of the electron density containing the electronic 
kinetic energy as well as all the exchange and correlation effects due to the electron 
interactions. This reformulates the problem but makes it no easier to solve as it 
still requires a many-body wave function. 
The solution to this came from Kohn and Sham [2] who showed that it is 
possible to replace the many electron problem by an exactly equivalent set of self 
consistent single electron equations, the Kohn-Sham equations. 
This is accomplished by splitting the functional G[n(r )] in (2.10) into two 
G[n(r)] = T[n(r)] + E[n(r)] 	 (2.11) 
where T[n(r )] is the kinetic energy of a system of non-interacting electrons and 
E[(r)] is the exchange and correlation energy of the interacting system ie. all 
the electron-electron interaction effects. 
If n(r) is slowly varying then Hohenberg and Kohn [1] showed that, despite 
there being no exact expression for E[(r)]  it may be written as: 
E[(r)] = I n(r)c,,,(n(r))dr. 	 (2.12) 
where c(n(r)) is the exchange and correlation energy per electron of a uniform 
electron gas of density n. From the Hohenberg-Kohn theory it is known that the 
total energy functional given by (2.10) is stationary with respect to variations in 
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the ground state charge density ie. it is subject to: 
f 6n(r) 	






(n(r))} dr = 0. 	(2.13) 




- 	 an(r) 
To ensure that particle number is conserved with respect to variations in the 
charge density the condition, 
f 6n(r)dr = 0 
	
(2.15) 
must also be observed. 
They defined the charge density as: 
N 
n(r) = 	 (2.16) 
The kinetic energy operator can now be expressed in terms of single particle 
states as: 
N_h 2 
T = 	 (2.17) 
i=1 
This leads to the Kohn-Sham equations one for each electron in the system: 




+[ Vext(r) + j ire
n(r')  
oIr - r'I 
+ xc(n(r))] } (r) = cj(r). 	(2.18) 
The Kohn-Sham equations are in principle exact but since there is no analytic 
expression for the exchange-correlation operator only an approximate solution 
can be found. This approximation to exchange and correlation is discussed in 
the next chapter. 
An important point is that the Kohn-Sham equations, despite including the 
full exchange and correlation effects, are no harder to solve than the Hartree 
equations. This can be seen by writing, 
	
J 	n(r') dr' + IL xc (n(r)). 	 (2.19) Veff = Vext (r) + 47rc01r - r'I 
The only difference between this effective potential and the potential appearing 
in the Hartree equations is the Itxc(n(r)) term. If this potential term is local 
then the Density Functional version is no harder to solve, but now correctly 
incorporates the effects of electron interaction. 
So the solution for the non-interacting electrons in an effective potential Vejj 
is is then a solution of: 
" 
12m V
2  + 	(r) = c(r) 
	
(2.20) 
The eigenvalue solutions of the Kohn-Sham equation are not strictly speaking 
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the true electron band energies but are the Kohn-Sham eigenvalues, since we are 
now solving for pseudo-electrons in an effective potential. It is also important to 
note at this point that since DFT is a variational theory it only correctly gives 
the ground state of a giben symmetry. 
2.4 Local Density Approximation 
As the Kohn-Sham equations stand they still can not be solved, because we do 
not know the form of the exchange-correlation potential. The simplest method to 
get around this problem is to use the local density approximation (LDA) [2]. In 
the LDA the exchange-correlation energy of an electronic system is constructed 
by assuming that the exchange-correlation energy per electron at a point r in the 
electron gas, 6(r), is equal to the exchange-correlation energy per electron in a 
homogeneous electron gas of the same density as the electron gas at the point r 
We have 
E[n(r)] = I n (r) ex , ( r) dr 	 (2.21) 
where: 
= hom 
cxc (n (r)) 	 (2.22) 
The LDA assumes that the exchange-correlation functional is purely a function 
of n(r ). As mentioned in the last section this makes the Kohn-Sham equations 
no more costly to solve than the Hartree equations. 
The LDA despite its simplicity has been to shown to work surprisingly well. 
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This is attributed to the fact that it correctly excludes one electron's worth of 
charge from the immediate vicinity of an electron. This is the so called sum rule. 
Figure (2.1) shows how different schemes cope with the electron-electron in-
teraction: 
Hartree: electrons move independently of each other. 
Hartree-Fock: includes the exchange hole but neglects any effects on an 
electron of opposite spin. 
LDA: Includes both exchange exactly and correlation via an approximation 
for electrons of both spins. 
LSDA: Shows the local spin density approximation, the LDA treats both 
spins the same and is a spin average of the LSDA. However using the LSDA 
requires explicit calculation of all electrons in the system so doubling the com-
putational effort. 
There are now further additions to the LDA such as the generalised gradient 
correction [16]. This effectively include the next term in the expansion (2.23). 
= CTC (n(r), Vn(r)) 	 (2.23) 
The LDA is implemented by a pararneterisation for (n)  from an exact quantum 
Monte-Carlo result by Ceperley and Alder, [17]. There are a number of parame-
terisations by Wigner [18], Gunnarson and Lundqvist [19],Vosko,Wilk and Nusair 
[20] and Perdew and Zunger [21]. The pseudopotential work presented in this 
thesis used the Perdew and Zunger parameterisation and the FLAPW code used 
the Vosko,Wilk and Nusair version. 
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Figure 2.1. How exchange and correlation are treated at differing levels of 
approximation. The probability distribution of N-i electrons at a distance r from 
an electron of fixed spin at the origin.(After Schliiter and Sham, [15]) 




We now have the Kohn-Sham equations, one for each electron, in a form that can 
be solved, but a real sample of material contains of the order of 1027  electrons 
and this is not a feasible number to solve. 
The fact that crystals possess translational symmetry provides a simple way 
around this though. A crystal can be thought of as made up of an infinite number 
of cells with periodic boundary conditions. These cells may only contain a few 
hundred electrons, this is of a size that can be solved. The translational symmetry 
of the crystalline potential is easily expressed as V(r ) =V(r +a) where a is just 
one of the lattice parameters of the unit cell. This is the sufficient condition for 
Bloch's theorem. 
Bloch's theorem states that if the potential is periodic then the wave function 
can be written as the product of a plane wave and a function with the periodicity 
of the crystal: 
	
(r) = eik.rf(r). 	 (2.24) 
The first term is the wavelike part and the second is the cell periodic part. It is 
possible to expand the periodic function in a number of plane waves whose wave 
vectors are reciprocal lattice vectors of the crystal. 




where G are the reciprocal lattice vectors which are defined by a.G = 27rn for 
all a where a is a lattice vector and n is an integer. So each wave function can 
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be written entirely as a sum of plane waves. 
(k) = E CG&(G)r. 	 (2.26) 
The use of periodicity and Bloch's theorem has then reduced the simulation of 
an infinite number of electrons to a finite number, at the expense of having to 
expand the wave functions in a infinite number of reciprocal lattice vectors within 
the first Brillouin zone. 
The problem of the infinite number of basis vectors to represent our wave 
functions is solved by looking at the kinetic energy. A plane wave with coefficient 
ck+G has kinetic energy: 
h 2 
- 1k + G1 2 2m (2.27) 
In the binding region, where the wavefunctions are slowly varying, the lower 
energy plane waves are more important for the representation of the wave function 
allowing the wave function representation to be truncated at a particular energy, 
chosen for the specific problem. This converges the wave functions to the desired 
accuracy for the problem at hand. This reduces the number of basis plane waves 
to a manageable size. 
The problem of an infinite number of electrons has then been reduced by 
periodicity to a finite manageable number. The use of a plane wave basis set 
and Bloch's theorem then introduces an infinite number of basis vectors and an 
infinite number of points in reciprocal space. The pseudopotential approximation 
(described in detail later) of freezing in the inner core electrons with the nucleus 
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into an effective core region and using the cut-off energy reduces the basis vectors 
to a number that can be handled. The problem of reducing the number of k-points 
is discussed in the next section. 
The choice of cut-off energy depends on the nature of the problem. For 
instance the 2p electrons in oxygen oscillate significantly since they have some 
probability of being inside the core region. Therefore they would require a high 
plane wave cut-off to ensure they are fully described. Silicon can be described by 
a much lower cut-off since the valence 3p electrons are kept away from the core 
region by orthogonalisation to the lower lying 2p level. 
The other advantage of the plane wave expansion of the wave functions is that 
the Kohn-Sham equations become simpler to solve. Substituting equation (2.26) 
into the Kohn-Sham equations (2.18) gives: 
i + GSGGF + Vi ,,. ( G - G') + Vh(G - G') + VXC(G - G I)} x (2.28) 
G 2m 
Ci,k+Gl = ejCj,k+Gl 
where Vh is the Hartree contribution. The kinetic energy is then diagonal and 
the local potentials depend only on G - G' . This can then be solved by matrix 
diagonalisation and iteration until the eigenvalues converge to their ground state. 
However this turns out not to be the most efficient scheme as will be explained 
later in section 2.11. The other advantage of plane waves is that forces become 
very simple to calculate see (2.12.2). Though the use of Bloch's theorem and a 
plane wave basis has been derived here for use in a crystal environment it has 
been shown that it can also give a good description of an isolated molecule, [22]. 
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2.6 Sampling reciprocal space 
The problem of an infinite number of electrons expanded as an infinite number of 
basis vectors in the first Brillouin zone has now been reduced to that of a finite 
number of electrons described by a finite number of terms in a Fourier expansion. 
However there is still a problem. All occupied states in the Brillouin zone con-
tribute to the electronic potential so the calculation of the electron density n(k ) 
should be integrated over the entire Brillouin zone: 
n(k) 
= (27) I Eki,k(k)k 	 (2.29) zone 
where 1 is the volume of the unit cell. This leads to an infinite number of wave 
vectors k. However usually the wave functions vary slowly and smoothly with k 
so we can replace integration over all k with a weighted sum of discrete points in 
reciprocal space. 
The obvious error incurred by approximating a continuous function by a dis-
crete set of points can be made as small as is desired by increasing the number 
of points that reciprocal space is sampled at. For an insulator where the wave 
functions vary slowly over the Brillouin zone and there exists a band gap (so 
accurate mapping of the Fermi surface is not required) perhaps only a few tens 
of k-points will be needed for convergence of the integrals. In the case of metallic 
systems where a band crosses the Fermi surface an accurate description of this is 
required and a few thousand k-points may be needed. 
Choosing the set of k-points to use now becomes important and there are 
a number of schemes that are available, [23],[24],[25]. All of them rely on using 
the inherent symmetry of the system to reduce the number of k-points that need 
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to be sampled. This is done by using the symmetry elements of the crystal to 
find points that are the same and then only calculating them once but with a 
weighting factor proportional to how often they occur. This is important since 
the calculation time scales as the number of k-points actually calculated. 
The Chadi-Cohen method [24] is perhaps the most intuitive. Starting with 
two k-points k 1 and k2 , satisfying certain conditions, with point group symmetry 
operations {T} then a new set of points can be generated by: 
{k1 } = k 1 + { T}k 2 . 	 (2.30) 
This process can then be repeated on the new points to generate more. This 
doesn't generate unique points but by using the symmetry operations to fold 
back the generated k-points into the irreducible wedge uniqueness can be guar-
anteed. This process can be used to generate as many k-points as is required. 
The Monkhort-Pack scheme [23], described below, uses a different approach but 
generates the same set of k-points. 
In the Monkhorst-Pack method the Brillouin zone is discretised in three di-
mensions allowing any wave vector in the set to be expressed as: 
kpr s = ub i + tt rb2 + u3b3 	 (2.31) 
where the b's are the primitive reciprocal lattice vectors and the ui's are defined 
by: 
(2r - q - 1) 
where r = 1) 2,3.....q 	 (2.32) U. = 	2q 
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where q is an integer that determines the number of special points in the set. For 
a cubic case this would give q 3 distinct points uniformly spread throughout the 
Brillioun zone. These can be folded back into the irreducible wedge to give a set 
of special k-points. 
The Monkhorst-Pack method of approximating the function relies on expand-
ing the function to be approximated with an orthonormal set of basis functions. 
The orthonormal functions themselves are just combinations of plane waves with 
R related by the lattice point group symmetries. The orthonormal set of func-
tions A m (k) are then: 
	
A. (k)= N,"2 E  e 
ik.R 	 (2.33) 
IRI=Cm 
where the sum is over all R vectors related by the operations of the lattice point 
group, usually referred to as the star. N n is the order of the rn1  star of R, 
the number of terms in the sum of (2.33). The Cm are in ascending order with 
C1 =0. It can be shown that by imposing the restriction JR1 < q/2 the A m (k) 
are orthonormal on the discrete set kp r3 . So if we have a function f(k) that is 
periodic in k space then it can be expanded in A m (k), 
f(k) = 	fm A m (k) 	 (2.34) 
M=1 
and because the A m (k) are orthogonal, 
f. = 	I
one 
A(k)f(k)dk. 	 (2.35) 
8 7r3 
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Therefore the integral of 1(k) over the entire Brillouin zone is: 
J f(k)dk - 87r zone 	 .--- f1. 	 (2.36) 
Approximations to the fm  can be obtained by summing over the set of k points 
P(q) 
m l = 	Wjf(kj)Am(ki) 	 (2.37) q3 
j=1 
where P(q) is the symmetry-dependent number of points k 3 from the set of points 
kprs in the irreducible wedge of the Brillioun zone. w3 is the weight associated 
with each k3 and is simply the ratio of the order of the entire point group to the 
order of the group of the wave vector. 
The error in this approximation of the integral of f(k) can then be made 
as small as is desired by increasing the number of points that the sampling is 
performed at. 
2.6.1 Symmetry 
Symmetry has already been shown to be useful in reducing the number of k-points 
that the Brillioun zone needs to be sampled at. The other effect of symmetry 
is to allow the charge density to be calculated at only the special k-points in 
the Monkhorst-Pack set. By using the point group operations the charge density 
calculated for k-points in the irreducible zone can be used to obtain the charge 
density at the other symmetrically equivalent k-points. The total charge density 
then reflects the symmetry of the structure. The reciprocal charge density at any 
point in the irreducible wedge is 
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n(k3 ) = 1'(k) 1 (k) 	 (2.38) 
where 1' 1 (k) is the wave function for the 2 th  band at special k-point k 2 . The 
symmetrised charge density is then: 
1 1:n(k) = 	 n(T,k) 	 (2.39) 
NT j 	T,eT 
where NT is the order of the point group T and w3 is the weight of the special 
k-point as described previously. The full symmetrised real space charge density 
is then simply found by Fourier transforming n(k). The symmetrisation is per-
formed in reciprocal space to avoid having to calculate the charge at points Tk, 
[26]. 
2.7 Pseudopotentials 
To expand the wave functions of the tightly bound core electrons requires a large 
number of plane waves, similarly the valence electrons have very rapid oscillations 
in the core regions which require a large number of plane waves to expand. This 
would lead to a unfeasibly large plane wave basis set and a long computational 
time to perform an all electron calculation. 
Fortunately most physical properties of solids depend mainly on the valence 
electrons. The pseudopotential approximation exploits this by forming an effec-
tive potential of the nuclear charge screened by the core states. This means that 
the number of plane waves needed will be reduced since the core electron wave 
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functions need not be included. The new weaker pseudopotential acts on a set 
of pseudo wave functions rather than the true valence ones. The true valence 
wave functions oscillate rapidly in the core region due to the strong potential. 
These oscillations keep the valence wave functions orthogonal to the core ones. 
The pseudopotential is constructed so that the scattering properties are exactly 
the same as the ion core electrons but in such a way that the valence electron 
wave functions have no nodes inside the core region, this means that they can be 
expanded in much fewer plane waves. Outside the core region the potentials and 
wave functions are identical, see figure (2.2) 
The scattering from the potential depends on the angular momentum com-
ponent of the wave function, so the pseudopotential should really have different 
components for different angular momenta though this is not always necessary. 
A pseudopotential that uses the same potential for all components of angular 
momentum is called a local potential, it is a function only of the distance from 
the nucleus. 
The most general form of non-local pseudopotential is 
VNL = E urn> VI < lml 	 (2.40) 
im 
where I lm > are the spherical harmonics and VI is the pseudopotential for angular 
momentum 1. This operator acting on the wave function decomposes it into 
spherical harmonics which are then multiplied by the relevant pseudopotential 
vi. 
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Figure 2.2. The pseudo wave function and potential match the real ones exactly 
outside a core radius r. Inside the pseudo wave function is nodeless and the 
pseudopotential is much shallower than the real potential. 
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2.7.1 Pseudopotential Generation 
Pseudopotentials are generated by first performing an all electron calculation for 
the atom to obtain the eigenvalues from the Schrödinger equation. These valence 
eigenvalues are then substituted back into the Schrödinger equation but with a 
parameterised pseudo wave function. The pseudopotential can then be found by 
inverting the Kohn-Sham equation. When a pseudopotential is generated there 
are a number of criteria that must be met to ensure an accurate potential is 
produced. 
1) The pseudo wave functions and the first and second derivatives must be 
continuous at the core radius. The pseudo wave function must also be non-
oscillatory. 
2)The core charge produced by the pseudo wave functions must be the same 
as that of the true atomic wave functions. This makes sure that the pseudo atom 
and the ionic core have the same scattering properties. 
3)The atomic eigenvalues from the all-electron calculation must be the same 
as the pseudopotential eigenvalues. 
It is also important that outside the core radius the true potential and the 
pseudopotential are identical and the pseudo wave function and the all-electron 
wave function are identical. 
Care is also needed to ensure that the wavefunction inside the core has only 
one maxima otherwise so called ghost states are formed, which are non-physical 
bound states. 
With these criteria Kerker [27] showed that it is possible to make a non-local 
pseudopotential which is energy independent over a wide energy range, smooth 
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and non-singular. The other advantage of the Kerker method is that it can mainly 
be performed analytically and is very simple. 
2.7.2 Norm Conservation 
To obtain accurate simulation of the real system it is important that the charge 
density generated by the pseudo wave function be identical to the all-electron 





;8(rhb8(r)dr 	 (2.41) 
where /' is the all-electron wave function and Op, is the pseudo wave function, 
ensures that the all-electron and pseudo wave functions are equal outside the core 
[13] which implies that the charge densities will be identical. Hamann, Schluter 
and Chiang [28] showed that this matching outside the core assures that the first 
order energy dependence of the scattering is correct. In practice this is achieved 
by the use of a non-local pseudopotential, ie. one that has a different potential for 
each angular momentum component. Pseudopotentials of this type are known as 
non-local norm-conserving pseudopotentials. They have the important additional 
benefit of being more transferable than non-local non-norm conserving potentials 
since they describe the scattering correctly over a wide range of energies. 
2.7.3 Kerker and Kleinmann-Bylander 
The pseudopotentials used in the work described in the next few chapters are all 
of the Kleinmann-Bylander [29] type. They have been generated either by the 
Kerker [27] method or by Q tuning [30]. 
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Given the general form of the pseudopotential (2.40) then for each angular 
momentum component I there are NNk(N + 1)/2 integrals to be evaluated 
[29], where N and Nk are the number of plane-waves and the number of k-
points respectively. Kleinmann and Bylander managed to reduce this number by 
splitting the pseudopotential into the sum of two parts. 
VNL = Vioc + 	kI'im8Vi) (8V
i bim I 	
(2.42) 
Im 
where V1 is an arbitrary local potential, bim are the pseudo wave functions 
and JVI is defined by: 
JVI = V1,NL - Vioc 
	 (2.43) 
where V1,NL  is the 1 angular component of the non-local pseudopotential. The 
effect of this is to reduce the number of integrals that need to be calculated to 
NNk. 
The Q tuning method gives a way of optimising a pseudopotential. A pseudo-
wavefunction with lower curvature requires fewer plane waves to expand it accu-
rately, so by minimising the kinetic energy ( and therefore the curvature) of the 
pseudo-wavefunction a pseudopotential which allows faster computation should 
be generated. To obtain a good transferable pseudopotential ( one suitable for 
all environments) the logarithmic derivative of the pseudowavefunctions must 
match those of the all-electron calculation ( this ensures the potential and it's 
first derivative are continuous at re ). The b7 inside the core region is expressed 
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as a linear combination of three spherical Bessel functions j(qi r). Using the 
conditions that the logarithmic derivatives of the j(qjr) match the all-electron 
wavefunctions at r and that the wave functions be identical beyond r ensures 
a good pseudopotential is generated. By minimising the kinetic energy of the 
pseudo wave function for q > Q, the three coefficients of the Bessel functions 
can then be found. By adjusting ( or tuning ) Q then the transferability of 
the potential can be improved or the potential can be optimised for a particular 
environment. This allows a smooth and norm-conserving pseudopotential to be 
constructed that can be varied to suit the requirements of the maker. 
2.8 Basis sets and the FLAPW method 
As noted previously expansion of the wave functions by plane waves gives a 
particularly efficient method of writing the Kohn-Sham equations and allows 
easy calculation of forces (see section 2.12.1). However it is not the only way 
of solving the Kohn-Sham equations, indeed since we know that the solution 
of the Schrödinger equation for an isolated atom involves spherical harmonics, 
expanding in plane waves would not seem a very efficient approach. To accurately 
represent the wave function by a plane wave expansion requires a few thousand 
plane waves. 
One alternative approach is to split the problem into two distinct regionss and 
use two basis sets, one in each region. We know that in the core region the angular 
part of the wave functions will be close to spherical harmonics so in a sphere 
centred on each atom the wave functions are expanded as linear combinations 
of the spherical harmonics. In the interstitial regions the best expansion is in 
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terms of plane waves. There is of course the added complexity of requiring the 
wave function to vary smoothly across the boundary of the muffin-tin, the region 
inside which the expansion is by spherical harmonics. A very short review of the 
FLAPW method was published by Blaha, Schwarz, Sorantin and Trickey [31]. 
The first generation of method of this type was the augmented plane wave 
(APW), [32] approach. If we introduce orbitals Xik  such that the charge density 
is just the sum of the squared orbitals: 
n(r) = E f1kIXk(r)l 2 	 (2.44) 
i,k 
where the flk  are just the occupation numbers such that, 
o :!~ fk < 	 (2.45) 
Wk 
with wk the symmetry required weight of the k point. 
Then the Kohn-Sham equations becomes 
1V2 + Vion + Vee + v] Xik(r) = fikXik(r). 	 (2.46) 
The two distinct basis sets q  in the different regions are then: 
1) Inside the muffin-tin of radius Rt each 0 is a linear combination of radial 
functions UI times spherical harmonics 1" m (r) 
r) = 	A ' ul (r, E)Yi m (r) 	 (2.47) 
I,m 
where the u1(r, E) are the regular solutions of the radial Schrödinger equation for 
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energy E in the spherical potential inside the sphere. The A are functions of 
= k + G, where k is a wave vector in the first Brillouin zone and the Gn  are 
the reciprocal lattice vectors. 
2) In the interstitial regions each 0 is just a plane wave 
0(k, r) = Il_1/2eikn.r 	 (2.48) 
where Q is the unit-cell volume. 
This basis set as defined is energy dependent since the E in (2.47) must be 
equal to €jk in (2.46) for each band i at each k . This energy dependence makes 
this a difficult problem to solve because the APW equation is now a non-linear 
function of the energy. The other major drawback of the APW method is that 
it has singularities at the sphere boundary arising from the vanishing denomi-
nator when a node of ul(r,  E) falls on the boundary. The boundary condition 
is enforced by using the Rayleigh expansion (expanding plane waves in terms of 
Bessel functions and spherical harmonics) of the plane waves at that boundary 
and then by requiring that each angular momentum term be continuous with con-
tinuous derivative obtaining an expression for Ai m . There are also complications 
with expressing the total potential; in the interstitial region the plane wave basis 
allows matrix elements to be expanded in a Fourier expansion, however within 
the spherical regions there is no simple method of obtaining the entire potential. 
The advantage that the APW method has over plane waves is in the rapid con-
vergence to a ground state. At each iteration of the self-consistent cycle a new 
set of u,(r, E) are calculated with respect to the input potential, this speeds up 
convergence. 
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The disadvantages of the APW method are got around by application of un-
earisation, first suggested by Anderson in 1973,[33]. The linearised augmented 
plane wave method (LAPW) and the APW method differ only in their handling 
of the spherical region. The LAPW method introduces a second expansion coef-
ficient so that inside the spheres the basis functions look like,[34] 
q(k, r) = E [A l m (kn ) i (, E1) + Bim(kn)u(r, E1)] 1' m (r) 	(2.49) 
I 'm 
where ul(r,  E1) is still the regular solution of the radial Schrödinger equation for 
the spherical part of the potential in the sphere, but now for a fixed energy E1. 
The second part of the expansion has a coefficient that depends on the energy 






The coefficients Ai m , Bim are determined by using the Rayleigh expansion 
and requiring that this basis function matches the interstitial basis function at 
the sphere boundary in both value and first derivative. As with the APW basis 
the radial functions ui(r, E1) and iij(r, E1) are obtained by numerical integration 
on a mesh inside each sphere. The important difference is that now the LAPW 
equations are not energy dependent since the basis is not. Thus E1 is not required 
to be equal to the Kohn-Sham eigenvalue Eik  it is sufficient instead to make it equal 
to an expected value roughly in the middle of the occupied eigenvalues of angular 
momentum 1. This loss of variational flexibility is compensated by including 
in the basis an estimator of the energy dependence ie. ñ 1 . The remaining two 
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problems from the APW method are also removed. By using the new definition of 
the basis there is no denominator in the basis functions at the boundary that can 
vanish therefore eliminating the possibility of a singularity. Also with an energy 
independent basis the full potential can be used straightforwardly. In general the 





 insi  sphere 
(2.51) 
>Ik V(k)e', 	outside sphere. 
There is still the question of introducing an error by solving the radial functions 
at an energy E1 that is not the Kohn-Sham eigenvalue c2k , in fact this error turns 
out to be proportional to (E'k - E1) 4 [31]. 
When implemented in this fashion these methods normally go under the 
nomenclature of F-LAPW (Full potential Linearised Augmented Plane Wave) 
Within the WIEN-FLAPW formalism the core electrons are treated fully 
relativistically by solving the Dirac equation for the spherical part of the potential. 
The valence electrons are treated scalar-relativistically,[35] that is the spin-orbit 
term is omitted. 
2.9 Ewald Sum 
So far only electron-ion interactions have been considered, there is obviously also 
a Coulomb interaction between the ion cores that is important. The Coulomb 
interaction is long ranged therefore trying to compute the Coulomb energy of the 
whole system is difficult. Ewald [36] found a way around this by splitting the 




that appears in the calculation of the electron-ion interaction, into two parts. 
The 1 appearing in equation (2.52) are lattice vectors and this represents the 
interaction between an atom R 2 and an array of atoms at R 1 + 1. Ewald's method 
relies on splitting a real-space sum into a summation over lattice vectors and one 
over reciprocal-lattice vectors. Both are rapidly convergent in their respective 
spaces and need only to be computed with a few lattice or reciprocal-lattice 
vectors. There also needs to be a term added to Ewald's construction of the 
Coulomb sum to makes sure that the G = 0 contribution is not calculated, [37], 
since in a charge-neutral system there is no Coulomb potential at G = 0. The 
G = 0 component of the Coulomb sum is omitted since at small wave vectors 
the total ionic potential diverges as l/G 2 leading to the ionic potential being 
infinite. However there are similar divergencies at G = 0 for the electron-electron 
interaction and the ion-electron interaction together these three contributions 
cancel each other exactly. 
However the pseudopotential is not a pure Coulomb potential so there is a 
contribution to the total energy due to this non-Coulomb part. This is found by 
integrating inside the core radius the difference between the pseudopotential and 
the Coulomb potential. 




Until 1985 when Car and Parrinello introduced a new method the Kohn-Sham 
equations as we now have them were solved by matrix diagonalisation. This 
proceeded by guessing the initial charge density, constructing the Hamiltonian at 
each k-point, as in (2.29) and then diagonalising it. The eigen states obtained 
from this would give a new charge density which would then give a new set of 
Hamiltonian matrices. This process can be repeated to self-consistency. However 
this method does not scale well with system size. 
The Car-Parrinello method works by treating the electronic wave functions 
as dynamical variables. The Kohn-Sham energy functional E[{c 2 }] is a function 
of the coefficients of the plane wave basis set used to expand the wave functions. 
Each coefficient ci can be thought of a coordinate of a classical particle, the 
minimisation of the Kohn-Sham energy functional is then equivalent to giving 
each particle some kinetic energy and cooling the system until the coordinates 
reach the values {c 2 } o that minimise the functional. The Kohn-Sham energy 
functional only has any physical meaning at the point where the coefficients take 
on there minimum values {cj}0. 
2.10.1 Car-Parrinello Lagrangian 
The Car-Parrinello Lagrangian is defined as: 
£ = 	 - E[{ Oi l, {R i},{a}] 	 (2.53) 
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where ji is a fictitious mass associated with the electronic wave functions, E is 
the Kohn-Sham energy functional, R1 is the position of the ion I and the a 
define the size and shape of the unit cell. 
To obtain the correct physical behaviour it is necessary to impose the con-
straint of orthonormality on the wave functions. This can easily be done by 
adding another term to the Lagrangian. 
£ = 	/1 	 - E[{ 1 }, {R1}, {a}] 	
(2.54) 
+ Ejj A 3  [{f 	 - 
The Lagrange multipliers Aij ensure that the orthonormal condition 
J (r)(r)d3r = ~jj (2.55) 
is met. The Lagrange multipliers can be thought of as an extra force acting on 
the wave functions to maintain orthonormality throughout the calculation. From 
the Lagrange equations of motion 
d 1ôJ 1 	at: 
	
[;j = (2.56) dt 
the equations of motion for the electronic states are founf to be: 
j4, = --t/', + 	A 	 (2.57) 
where 9- is the Kohn-Sham Hamiltonian. The effect of the Lagrange multipliers 
has been to add forces Ajj0j to the force —(7-I01) (the gradient of the Kohn- 
Sham energy functional) to ensure that the electronic wave functions remain 
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orthonormal. 
2.10.2 Orthonormality 
The constraint of orthogonality is very important to get the correct behaviour. If 
this constraint is removed then the evolution of the wave functions either becomes 
oscillatory or all the electronic states converge to the lowest energy eigenstate. 
To maintain orthogonality throughout the calculation requires that the Lagrange 
multipliers be allowed to vary continuously, this is obviously impossible. To make 
the calculation tractable the Lagrange multipliers are kept constant at each time 
step which means that the wave functions will not be orthonormal at the end of 
each time step. To re-establish orthonormality at the end of a time step requires 
a separate orthogonality step. This is performed by the Gram-Schmidt process. 
A set of orthogonal wave functions {b} can be generated from a set {b1} to 
give a final orthonormal set {} by: 
	
= Oi - 	('; i) 1 	 (2.58) 
j<i 




Since the wave functions are being re-orthogonalised at the end of each time 
step the constraints on orthogonality can be relaxed and a partially constrained 
scheme used. Here the constraint of orthogonality is enforced after the equations 
of motion have been integrated and the Lagrange multipliers for the constraints 
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of normalisation A 2 can be approximated by Ai = (& I9-(I). The equations of 
motion are then 
= —[fl — 	 (2.60) 
The acceleration of the electron state is then zero when the wave function is an 
exact eigenstate. 
The Kohn-Sham functional is minimised by any set of wave functions that 
are linear combinations of the lowest Kohn-Sham energy eigenstates. For systems 
with a band gap this degeneracy is not a problem, for metals where the occupancy 
depends on the eigenvalue it is. The Gram-Schmidt orthogonalisation process 
forces successive wave functions to be orthogonal to the lower ones. This in 
turn forces each state to converge to the lowest possible energy whilst remaining 
orthogonal to all lower states. The set of levels obtained are in fact the Kohn-
Sham states which means that the energy levels can be found correctly and allows 
determination of the Fermi level. 
2.10.3 Charge-sloshing 
Since the Hartree and exchange-correlation potentials depend on the electronic 
density they must change after each time step. If the changes are too large then 
the problem becomes unstable and the atomic time step must be reduced. These 
instabilities are commonly referred to as charge sloshing. A related problem can 
occur with metallic systems where states close to the Fermi level can give rise to 
large differences in charge density but only small changes in total energy. These 
large differences in charge density can cause large changes in atomic forces so 
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metallic systems must be converged very carefully to ensure that the ground 
state is reached. 
The Car-Parrinello method described above is better than conventional matrix 
diagonalisation but is still not the best way to solve the Kohn-Sham equations. 
There have been some improvements to the method described here such as us-
ing analytic integration of the equations of motion rather than just applying an 
algorithm . Williams and Soler [38] proposed altering the first order equations 
of motion which whilst not giving a direct speed up the calculation only requires 
half the memory so decreasing the amount of input/output and giving a speed 
up. 
Whilst these were improvements they still ran into problems with charge 
sloshing as the system size increased. This comes about since they all perform 
an indirect search for the Kohn-Sham energy minimum which is unstable as the 
time step is increased. Direct minimisation of the energy functional gets around 
these instabilities. This assumes that the energy functional has a well defined 
minimum for a fixed set of ions but this is usually the case. 
2.11 Direct Minimisation 
This section discusses two methods that can be used for directly minimising the 
Kohn-Sham energy functional. The first steepest-descents is the simpler but turns 
out not to be as efficient as the conjugate gradients technique. 
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2.11.1 Steepest Descents 
Given a function that requires minimising the most obvious thing to do in the 
absence of any other information is to move in the direction of the steepest 
gradient. One then moves along this direction until a local minimum is found. 
This procedure can then be repeated until the global minimum is found. The 
steepest descents method is not particularly efficient, to minimise a function in a 
n-dimensional space where n is of the order of 106  can be very computationally 
expensive. Since successive steepest descent vectors lie at right angles to each 
other you can find yourself going across the energy valley to the minimum rather 
than down the valley to it. A better method is to use the information calculated 
in previous steps when calculating the new search direction. 
2.11.2 Conjugate Gradients & Preconditioning 
The conjugate gradient method [39] finds the minimum by using information 
from previous searches to pick a new direction that is independent of all the 
previous ones. This reduces the dimensionality of the energy phase space to be 
searched by one each time. Unlike the steepest descents it guarantees that when 
n searches have been done the remaining space has dimension zero so you must 
be at the minimum. However if the dimension of the initial space is 106  then 
this is not very useful since this is far too many operations. This is solved by 
preconditioning. What this does is to get close to the minimum very quickly 
by multiplying the steepest-descents vector by a diagonal matrix K. The reason 
that the conjugate-gradients method doesn't converge very rapidly is because of 
the wide range of eigenvalues possessed by the Kohn-Sham Hamiltonian. The 
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Figure 2.3. The top diagram illustrates how the conjugate gradients method 
finds the minimum of a two dimensional function. The lower one shows steepest 
descents. The search direction is constrained to be perpendicular to the previous 
one so the minimum is not found efficiently. 
large diagonal terms in the Hamiltonian are dominated by the kinetic energy of 
the high energy plane waves from the basis set. The total energy is reduced a 
lot by going in the direction that minimises the largest eigenvalue. So if all the 
eigenvalues are nearly the same then the direction is not so important and the 
minimum should be found more quickly. 
Suppose the energy functional is quadratic of the form 
E[x] = xTH( x )x 
	
(2.61) 
where H is the Hamiltonian and x is the search direction. Then preconditioning 
the search direction with the matrix K gives 
E[Kx] = xTKTH(x)Kx. 	 (2.62) 
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If K"H(x)K has eigenvalues that are all of similar size then conjugate gradi-
ents will find the minimum faster. Since we know the high energy plane waves 
dominate H then the H22 will approximate the large eigenvalues of H. So if we 
choose K such that it is diagonal with terms 11/i then the matrix KTH( x )K 
has a smaller spectrum of eigenvalues and the energy minimisation should be far 
quicker. 
In most of the pseudopotential work presented in this thesis the energy min-
imisation has been performed by a preconditioned conjugate gradients method. 
2.12 Ionic Relaxation 
Once the electrons are relaxed onto the Born-Oppenheimer surface for a static set 
of ionic positions all the information necessary to calculate the forces on the ions 
is known. If the forces are known then the ions can be moved and the electrons 
relaxed again. In this way a new energy minimum can be found at a new set of 
ionic coordinates. The scope of this relaxation can also be increased to include 
the size and shape of the unit cell. 
2.12.1 Forces 
The forces on the ions are found by the Hellmann-Feynman theorem [40, 41] this 
states that the force on an ion is equal to a partial derivative of the energy. If 
) is any parameter which specifies the nuclear position then the force associated 
with displacing the ion by altering the parameter is fx. The force can be defined 






where Uav is the average energy, Uav = f *ffi/, or as the average of —öH/ô) 
namely 
= 	 (2.64) 
aA 
Given H'çb = U'çb and f cbb*dv = 1 then these two definitions are equal since 
U = 	 (2.65) 
so 
DH 1 0. 	 + J --Hbdv  + J b*HôbdV 	(2.66)  aA c9 A 
The final two terms cancel since Ho = U0 so the final two terms become: 
U 
 &çb* + U  00  b*dv 	 (2.67) 
OA 	TA 
which equals 
uf 	 (2.68) 
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which is equal to 0. So 
5LJ 
= J 	 (2.69) 
Forces calculated by the Hellmann-Feynman theorem are very sensitive to 
errors in the wave functions. The error in the force is first order with respect 
to errors in the wave functions, whereas the error in the total energy is second 
order. This means that after each update of the ionic positions it is important 
to ensure that the electrons are allowed to completely relax to the new ground 
state to ensure the error is sufficiently small. 
Now that the forces have been calculated the system must be allowed to find 
its minimum energy. The Car-Parrinello Lagrangian allows for this easily by 
simply adding in a term of the form >,to the Lagrangian. This just adds 
in more effective dynamical coordinates into the minimisation. Similarly a term 
with a fictitious box mass can be added to allow unit cell relaxation , > 1/àv 
where 3 is the fictitious mass associated with the coordinates that define the unit 
cell. 
As discussed previously (section 2.10.3) the Car-Parrinello Lagrangian is more 
efficient than matrix diagonalisation methods but does suffer from some problems 
especially as the system size increases. In exactly the same way as for the elec-
trons, conjugate gradients can be applied to the ionic degrees of freedom to per-
form a direct search for the minimum. This is superior to the indirect method of 
the Car-Parrinello Lagrangian since it finds the minimum in fewer steps provided 
care is taken over unconverged forces which can destroy the conjugate gradients 
convergence far quicker than steepest descents. 
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2.12.2 Pulay Forces 
When the Hellmann-Feynman theorem is applied the parameter .A is the position 
of each ion I, R1 . In the expansion of the total derivative of the energy with 
respect to the ionic coordinates 
roE ô&, OE &br 
(2.70) 
1  
there should be an additional term due to the derivative of the basis set with 
respect to the position of the ions. This contribution to the force on the ion is 
called the Pulay force [42]. This can be seen by using the expansion of the wave 




= Dc dR 1 i;; ii 	
(2.71) 
If the wave functions are eigenstates of the Kohn-Sham Hamiltonian then the 
first term is zero since - C'3  - = 0 since the Kohn-Sham functional is at a minimum 
at the ground state. It can be shown that the Pulay force vanishes if all the 
derivatives of all the basis states 5018A are spanned by the basis set q  [43]. 
However if a plane wave basis set is used then the derivatives of each basis set 
with respect to the position of an ion is always zero since the basis is independent 
of the ionic positions. If a basis set that is atom dependent is used this term can 
be complicated to calculate so, plane wave basis sets have a large advantage over 
other methods of calculation. 
In the work presented in this thesis ionic relaxation was not implemented in 
the FLAPW code because of this difficulty with finding the Pulay correction. 
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Whilst a plane wave basis set removes the Pulay force it does not remove the 
Pulay stress on the unit cell. To accurately relax the unit cell this correction 
needs to be calculated. The effect of stress can be simply incorporated into 
the Car-Parrinello Lagrangian. However the effect of changing the box size is to 
change the number of plane waves that are needed in the basis set. To get around 
this problem the number of plane waves is kept constant throughout a simulation 
and a correction is added to the stress tensor and to the total energy to take this 
into account. If this correction is not included then the minimum of energy does 
not occur when the stress is zero [44]. An approximation to this correction may 
be found by first noting that only changes to the volume affect the number of 
plane waves needed, since shear distortions do not change the volume we need 
only consider isotropic stresses. This leads to 
00N+Up 	 (2.72) 
where 5N  is the calculated stress 
OEI 
UN = 	 (2.73) 
'9 c13 
and o is the Pulay correction 
2 öE 
ap = 31ô(1ne) 	
(2.74) 
where c is the cut-off. The öE/3(1ne) term is found by performing a number 
of relaxations at different cut-off energies and then fitting a curve to the results 
to get the gradient. 
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With the methods discussed in this chapter it is possible to converge the 
electrons, ions and the cell to a self-consistent ground state. 
2.13 Metals 
Within the Kohn-Sham formalism it has been assumed that each eigenstate is 
fully occupied with associated charge 0(k)b 1 (k). This is true for insulators and 
semi-conductors but not for metals. In metallic systems there does not exist 
a band gap, all states below the Fermi level are filled but the Fermi level cuts 
through some bands. This leads to a picture where the occupancy of a state 
depends on its position in k-space, irrespective of which band it is in. At a given 
k-point the calculated states represent many states with similar k-values of these 
some will be occupied, some not. This can lead to numerical instabilities as the 
occupation numbers change discontinuously across the Fermi level. It has been 
shown [45, 46, 47] that this discontinuity can be got around by smearing out the 
energy of each state in a Gaussian, see figure (2.4). 
The more obvious choice of using the Fermi-Dirac distribution to smear the 
levels turns out to not be as effective since the occupation numbers W,k approach 
their asymptotic values of 0 or 1 rather slowly ,[48]. The Fermi level can then be 
placed so as to give the correct amount of charge under it. The occupation w2 ,k 
of a state can be determined by the volume of the Gaussian smearing function 
f,k that lies under the Fermi level. 
Ef 
W2,k = J fi,k(E)dE. 	 (2.75) 
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E F 
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a) semiconductor 	b) metal 
Figure 2.4. In a semiconductor the Fermi level lies between energy levels and 
this gives rise to a band gap. In a simulation of a metal each energy level is 
'smeared' by a Gaussian, the occupancy is then the area of the Gaussian below 
the Fermi energy. The occupation is given beside each level. 
To conserve charge the needs to be a normalisation: 
2 E Wi ,k = Number of electrons. 	 (2.76) 
i,k 
The effect of this is to add a temperature to the energy functional,[49, 50] so it 
is now a free energy functional of the form: 
F(,w,k) = E(02,w1,k) - TS(w 2 ,k) 	 (2.77) 
The energy minimisation now refers to this functional so there needs to be an 
entropy correction added to take account of this. This can be obtained by con- 
sidering the number of ways n electrons go into m states and then applying to a 
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single band (ie. m=1) with an occupancy W1,k (=n). This gives: 
S = 2 :: (w,kln(w,k) + ( 1 - W,k)lTl(1 - W,k)) 	 (2.78) 
i,k 
Clearly this term goes to zero if there are no partial occupancies. The procedure 
for finding the ground state is exactly as before but now an initial width L for 
the Gaussian is specified which is reduced as the wave functions converge closer 
to the eigenvalues. 
It is worth noting that calculations on metallic systems are therefore rather 
slow partly because the convergence of the occupancy numbers requires more 
iterations and partly because of the large amounts of k-points that are needed. 
Brillouin zone sampling for a metal has to be more accurate since the Fermi level 
needs to be located accurately to converge the total energy. 
2.14 Computer Code 
All the work in this thesis was done using three already written computer codes: 
CASTEP(Cambridge Serial Total Energy Package), CETEP (Cambridge Edin-
burgh Total Energy Package) and the Wien-FLAPW code. The CASTEP code 
is a serial implementation of the plane wave pseudopotential method, CETEP 
is the parrallel equivalent. The Wien-FLAPW code is a linear augmented plane 
wave method. 
Chapter 3 
Phase transitions in GaAs and 
InSb 
3.1 Introduction 
Solid-solid pressure-driven structural phase transitions have been a widely studied 
field for the last 25 years or so. Pressure has been used as the driving force, rather 
than temperature, as pressure gives a far larger effect on the inter-atomic forces. 
Also increasing temperature has the effect of changing the occupancy of excited 
electronic levels. 
The general trend observed over the years by both experimental and theo-
retical studies is that of a series of phase transitions to structures of increasing 
coordination. Most group IV and Ill-V materials start from zinc-blende which 
is four-fold coordinated structure to a six-fold 1@-Sn or NaC1 type structure then 
to simple hexagonal which is eight-fold coordinated. It is also found that whilst 
these phases start out as semiconductors the effect of pressure is to force the 
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Figure 3.1. A summary of the phase diagrams of the Ill-V materials showing 
the series of structures they adopt as pressure is increased. The black, unlabeled 
phase is /3-Sn. 
closure of the band gap and turn them into semi-metals. 
However whilst this trend is broadly correct more recent experiments have 
shown that the picture is a lot more complicated than previously suspected. Fig-
ure (3.1) shows the behaviour of the various group IV and Ill-V semiconductors 
under pressure. The compounds are arranged in order of their electronegativity 
differences. 
The work set out in this chapter was all performed within the ab initio pseu-
dopotential framework using the CASTEP code which is described in chapter 2. 
The materials studied were Gallium Arsenide (GaAs) and Indium Antimonide 
(InSb). 
There have been a number of reviews of experiment and theory connected 
with pressure-driven phase transitions not least [51, 52]. 




To calculate the relative structural stability of two phases of a semiconductor the 
total energies per atom of the two infinite, perfect crystals are compared. The 
energies of both structures are calculated at a number of different volumes and 
then an energy versus volume relation can be plotted for both structures (see 
figure 3.2). The transition pressure between the two phases is calculated by the 
common tangent method. Pressure is simply the negative of the partial derivative 
of the energy with respect to the volume P = -. So the pressure that the av 
phase transition occurs at is the pressure defined by the common-tangent to both 
curves. This ignores any kinetic effects and hysteresis. The kinetic effects are 
due to the energy barrier created by trying to deform one structure into another. 
For most semiconductor phase transitions the transition is accompanied by a 
reduction in volume. This discontinuous change in a quantity defined as the first 
derivative of the Gibbs free energy makes this a first order phase transition. 
Other properties of the solid such as its bulk modulus can be obtained by 
fitting the calculated energy curve to an equation of state such as the Murnaghan 
one below 
V BV 	 \ B' 
E(V) = B'(B' —1) (B' (1— ) +( ) _1) + E
0 	(3.1) 
where B is the bulk modulus, B' is it's pressure derivative and V0 is the equi-
librium volume. All the energy curves in this and subsequent chapters show the 
energies fitted to the Murnaghan equation of state. 





Figure 3.2. The transition occurs at the pressure where the tangents to the two 
energy-volume curves match. The pressure is the derivative of the energy with 
respect to the volume P = -. LW is the size of the accompanying volume av 
decrease. 
3.3 GaAs 
3.3.1 Experimental summary 
At ambient pressure GaAs has the zincblende structure, this is the binary equiva-
lent of the diamond structure found in silicon. Until 1995 the accepted transition 
sequence in GaAs was (see figure 3.3) zincblende to an orthorhombic Pmm2 struc-
ture then to an orthorhombic .Imm2 crystal before ending up as simple hexagonal 
[53]. This sequence of structures was supported by pseudopotential calculations 
performed by S.B.Zhang and Marvin L. Cohen [54]. Their results were consis-
tent with the identification of the GaAs phase II by Weir et al [53] as Pmm2. 
Zhang and Cohen examined the orthorhombic Pmm2 structure and found that 
it was energetically favoured over the structurally similar NaCl, ,@-Sn and NiAs 
structures. 
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Figure 3.3. The phase diagram pre-1995. GaAs I (zincblende) transforms to 
GaAs II (orthorhombic Pmm2) starting at around 17 GPa then to an orthorhom-
bic Imm2 structure, GaAs III at around 24 GPa before adopting a simple hexag-
onal structure, GaAs IV above 60 GPa. The steps correspond to transitions to 
new structures. 
The pressure for the GaAs I -4 GaAs II transition is slightly difficult to 
establish exactly due to large hysteresis effects. Besson,Itié,Polian and Weill [55] 
used extended x-ray-absorption fine-structure spectra to look at how the Ga-
As bond length changes with pressure. They found a constant decrease with 
increasing pressure until around 17 GPa when the bond length jumped from 2.35 
A to 2.5 A. However on the downstroke the jump back to the smaller bond length 
did not occur until just below 10 GPa. 
More recent experiments by Nelmes and McMahon have substantially changed 
this established picture [10, 9]. They reported that phases II and III previously 
identified as possessing the Pmm2 and Imm2 structures respectively were in fact 
the same phase and had Cmcm symmetry. This observation was supported by 
pseudopotential calculations performed by Mujica and Needs [56, 57]. 
Experiments by Nelmes and McMahon [9] reported in 1997 found that on pres-
sure decrease there was another phase present between the Cmcm and zincblende 
phases (see figure 3.4). They identified this phase as having a hexagonal structure 
and being four-fold coordinated. The structure was in fact very similar to the 
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Figure 3.4. The phase diagram in 1997. Zincblende transforms straight to 
Cmcm as the pressure is increased. On depressurisation the cinnabar phase is 
formed before the sample returns to the zincblende structure. On increasing 
pressure in the cinnabar phase the cinnabar phase persists for a few GPa before 
returning to the Cmcm structure. On pressurisation the Cmcm phase transforms 
to simple hexagonal around 60 CPa. 
cinnabar phase previously reported for ZnTe. The work detailed in this chapter 
was done to investigate the relative stability of these different structures. 
3.3.2 Ab initio simulations 
All the work on GaAs was done using the pseudopotential method discussed 
in chapter 2. For all the structures considered electronic and ionic degrees of 
freedom were relaxed as well as the size of the unit cell. 
All calculations were performed at a cut-off of 250 eV this was found to be 
sufficient to converge the total energy to 1 meV per atom. For all structures the 
sampling of k-space was very important, especially so as to assess the relative 
stability of the Cmcm and 3-Sn phases which were found to be very close in 
energy. Sets of k-points were generated by the Monkhorst-Pack (MP) method 
and were as follows. For the semiconducting zincblende and cinnabar structures 
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6 x 6 x 6 and 7 x 7 x 3 sets were used, for the semi-metallic SC16 phase a 4 x 4 x 4 
set was found to be sufficient. To converge differences between the metallic /3-Sn 
and Cmcm phases it was found necessary to use 14 x 14 x 14 and 12 x 12 x 12 
sets which gave 196 and 250 k-points respectively. For the worst sampled case 
(cinnabar) this was found to converge the energy differences to 1 meV per atom. 
All phases, except zincblende, were treated as metals i.e. with Gaussian 
smearing to allow fractional occupation of the levels and the entropy correction, 
as described in chapter 2. 
3.3.3 Structural Results 
The zincblende structure is composed of two interpenetrating face-centred cubic 
lattices, one for each species. The lattice for the As ions is by (1/4,1/4,1/4) 
relative to the Ga lattice. The relaxed zincblende structure was found to have a 
lattice parameter of 5.50 A this is about 2% smaller than the experimental value 
[55]. The Ga-As bond length is then 2.38 A. 
The SC16 structure is a cubic sixteen atom cell which is the binary equivalent 
of the BC8 structure found in silicon [58, 59]. When the ions are arranged on 
the BC8 lattice so as to obtain a structure with no like-species bonding the 
centre of inversion present in Si BC8 is lost. This structure then possesses P21 3 
symmetry and has three free parameters (lattice constant a and a free parameter 
for each species) This is a four-fold coordinated structure (see fig. 3.5) with three 
bonds the same length and the fourth ion at a slightly reduced distance. For 
the calculated equilibrium structure which has a=6.70 A, XGa = 0.0946 and xA3 
= 0.1073 the bond lengths are then 2.34 A and 2.41 A. The SC16 phase has a 
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Figure 3.5. The SC16 structure, numbers in the circles are the elevations above 
the bottom plane in units of c110. The two different bonds are marked A and B, 
both free parameters = 0.1. In R16 the bond marked A is broken and a bond C 
is formed along one of the four body diagonals. 
higher density than the zincblende structure despite only one in four bonds being 
shorter than those found in the zincblende structure. The bonds are distorted 
away from the perfect tetrahedral angle of 109.5°, in the equilibrium case the two 
angles marked c and 0 in figure (3.5) are 100.10  and 117.0° respectively. The 
SC16 structure has been found on depressurisation in silicon, the route into it is 
via an intermediate rhombohedral structure with eight atoms in the unit cell, R8. 
The R16 structure is the SC16 structure but distorted along the (111) axis, giving 
arise to rebonding along one of the body diagonals. The path into SC16 for a 
binary compound is almost certainly different since the R16 structure, the binary 
equivalent of R8, would have to contain like species bonds. This would make it 
very unfavourable in energy. To test this the R16 structure was simulated by a 
CHAPTER 3. Ill-V PHASE TRANSITIONS 
	
61 




6.60 	6.70 	6.80 	6.90 
lattice parameter (1 
Figure 3.6. The variation of the free parameters of R16 at varying lattice 
parameters. Circles represent Ga, squares As ( the free parameter for As is 
actually 0.5 plus the value on the graph). 
cubic structure that would be very close in energy to the proper R16 phase. It is 
the R16 atomic positions without the rhombohedral distortion. Since in silicon 
this distortion is very small the difference in energy between this structure and 
the correct R16 one is likely to be very small. The cubic R16 structure was found 
to have a relaxed lattice parameter of 6.80 A this makes it around 4 % larger 
in volume than the SC16 structure. The relaxed free parameters are shown in 
figure 3.6. The energy of this model R16 phase can be seen in figure (3.10). As 
expected it is significantly higher than any of the other structures studied. 
The cinnabar structure has hexagonal symmetry and like zincblende and SC16 
is four-fold coordinated (see figure (3.7)). Again there are two free parameters 











free parameters can be seen in table (3.1). The energy versus volume relation 





Figure 3.7. The hexagonal cinnabar structure, a four-fold co-ordinated structure 








Table 3.1. Free parameters (experimental and calculated) for the cinnabar 
phase. 
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shown goes from zero pressure to about 24 GPa for the cinnabar structure and 
over that pressure range it is found that the free parameters are independent 
of pressure. At 8.3 GPa the reported lattice parameters [9] are a=3.883 A and 
c=8.657 A giving a volume of 37.680 A3 , the calculated volume at approximately 
the same pressure was -.'7% too small compared to experiment. At this volume 
the bondlengths are 2.291 A. The density is slightly higher than the zincblende 
of SC16 phases. Again this increase in density is accompanied by a distortion of 
the bond angles. In the relaxed cinnabar structure the bond angles are found to 
be 107.4° and 91.5 0 . 
It is worth noting that when the free parameters for each species are equal to 
2/3 and the c/a ratio becomes \/6 then the cinnabar structure becomes equivalent 
to the rocksalt (Fm3m) structure. 
The Cmcm structure is a distorted NaCl structure. The distortions correspond 
to an orthorhombic shifting of the lattice parameters followed by a shearing of the 
alternate (010) planes in the [001] direction and then a puckering of the atomic 
rows in the [100] direction. This can be seen in figure (3.8). The Cmcm struc-
ture is then described by three lattice parameters and two internal parameters. 
To simplify the calculations the structure can be described by three translation 
vectors a 1 , a2 and a3 defined below and a free parameter for each species. 
a 1 = (a,0,0), a2 = (0,b,0), a3 = (a/2,0,c/2) 	 (3.2) 
The positions of the four atoms in the unit cell are then: 
abc 
Gal : (- i, 	UQa) 	 (3.3) 
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Figure 3.8. The Cmcm structure. 
a b c 
	
Ga2: (,,UGa) 	 (3.4) 
As 1 : 
(•,  
--, 	 UA 3 ) 	 (3.5) 
a b c 
As2 : (- i, ' UA3) 	 (3.6) 
The Cmcm structure was found to be at equilibrium when a=5.1167, b=4.8762, 
c=5.3671. At this volume the structural free parameters were UGa = 0.375 and 
uA 8 = 0.312. The instability of the rocksalt phase to Cmcm like distortions was 
reported by Mujica and Needs [60]. They found that the rocksalt phase was 
unstable to shearing of the (010) planes but stable to both the orthorhombic 
cell distortion and the puckering of the planes. However the shearing introduces 
anisotropic components of the stress and forces which result in the puckering and 
the cell distortion. 
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Figure 3.9. The 6-fold coordinated 13-Sn structure. The darker spheres are Ga 
the lighter ones are As. 
The 3-Sn-like structure is a body-centred, tetragonal four-atom unit cell (see 
fig 3.9). The Ga ions sit at the corners of the unit cell and at the body-centre 
site. The As ions sit at (1/2,0,1/4) and (0,1/2,3/4). The relaxed /3-Sn structure 
was found to have a4.92678 and c=2.7797, giving c/a= 0.5642. 
The last phase calculated was the rocksalt structure, this is a simple face 
centred cubic arrangement with a two atom basis. 
The relaxed equilibrium parameters for all the GaAs phases studied can be 
seen in table (3.2). 
3.3.4 Discussion 
The energy versus volume relations can be seen in figure 3.10. The points are the 
ab initio results and the lines are fits to the Murnaghan equation of state. Figure 




a (A) b (A) 	C (A) XGa XAs 
Zincblende 5.50 - 	 - - - 
SC16 6.70 - 	 - 0.0946 0.6073 
Cinnabar 3.883 - 	 8.551 0.50 0.50 
Cmcm 5.117 4.876 	5.367 0.375 0.312 
/3-Sn 4.927 - 	 2.780 - - 
NaCl 5.10 - 	 - - - 
R16 6.80 - 	 - 0.1003 0.6047 
Table 3.2. GaAs. 
(3.11) shows the enthalpy difference between zincblende and the other phases 
against pressure. From the curves the predicted sequence of structures would be 
zincblende to SC16 at around 12.6 GPa then to Cmcm at the increased pressure 
of 15.7 GPa. Previous calculations [56] reported the stability of the /3-Sn phase 
however the graph shows that there is a small region of Cmcm stability, before 
/3-Sn becomes stable at higher pressures. 
SC16 has never been seen on the upstroke in experiment. Despite it being 
energetically favourable over cinnabar it is thought not to exist since the route 
into the structure would be barred by the kinetics of the transition [61]. In silicon 
BC8 is seen on depressurisation but the route into it is through an intermedi-
ate structure known as R8. R8 possesses odd-fold bonded rings, in the binary 
equivalent there would have to be like species bonds, these are energetically Un-
favourable and this would bar the route into SC16 for GaAs. The strong covalent 
bonds present in the Ill-V materials means that to break the bonds requires a 
lot of energy and methods of re-ordering that do not require bond breaking are 
more likely. It may be possible to form 5C16 by the combined effects of pressure 
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Figure 3.11. Enthalpy differences relative to zincblende for the phases consid-
ered (except R16) versus pressure of GaAs. 
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and temperature. 
If SC16 is ignored in the graph then the sequence of structures is obviously 
changed. Now cinnabar becomes stable against the zincblende. To within the 
accuracy of the calculation the common tangent that joins zincblende and Cmcm 
is the same as the one that joins zincblende and cinnabar. The enthalpy curve 
shows a small region of stability for the cinnabar structure. The transition from 
zincblende would be decided by the size of the kinetic barrier between the two 
competing structures (cinnabar and Cmcm). If the zincblende to cinnabar pos-
sessed a larger kinetic barrier than zincblende to Cmcm then the cinnabar would 
probably not be seen. In the experiments of McMahon and Nelmes [9] cinnabar 
is not seen on the transition from zincblende. The calculated transition pressure 
from the ab initio results is 16.4 GPa, experimentally this transformation starts 
at around 17 GPa and is completed by 23.4 GPa [9]. The slight underestimate 
of the transition pressure is because density functional theory takes no account 
of any kinetic barrier between the structures. 
Once cinnabar is formed on the downstroke it then has a region of stability as 
the pressure is increased. Experimentally this transition starts at 15.1 GPa and 
is complete by 19.4 GPa the calculated pressure is 17.2 GPa. 
The cinnabar to zincblende transition is reported as starting at 8.1 GPa and 
not being complete until 3.9 CPa. The calculated value is 16.6 GPa again because 
there is no account of the barrier it would be expected that this value would be 
higher than the experimentally observed value. 
McMahon and Nelmes [9] also report that they believe the cinnabar struc-
ture to be semiconducting. This is based on what they believe were previous, 
unrecognised observations of this phase [62, 63, 55, 64]. Tsuji et al [63] observed 
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two lines in a diffraction pattern that they could not identify, these are consistent 
with the identification of a cinnabar phase. Besson[55] et at initially attributed 
some features in the Raman spectra of GaAs on pressure decrease to a new phase, 
but later offered the alternative interpretation that these features were due to As 
vacancies in the sample. Diffraction patterns obtained by Vohra et at [62] which 
they identified as a mixed phase can be indexed as belonging to the cinnabar 
pattern. 
It does look like the cinnabar phase was seen previously but never identified 
if this is the case then reflectivity measurements by Vohra et a! [62] and opac-
ity observations by Venkateswaran et at [64] would indicate that this phase is 
semiconducting. The phase Venkateswaran et at observed persisted to ambient 
pressure, unlike the cinnabar phase was found to do in Nelmes and McMahon's 
experiments. This raises the possibility that the phase they actually had, though 
couldn't identify, was in fact SC16. 
To establish the true nature of the cinnabar phase the band structure has been 
plotted along a number of lines of high symmetry. The band structure has been 
plotted at the equilibrium structure and for the pressured crystal corresponding 
to about 16 GPa see figures (3.12) and (3.13) Both band structures show clear 
band gaps. The equilibrium structure has a direct band gap of 0.09 eV at the 
F point. At around 16 GPa the band gap has become indirect, between the F 
point in the valence band and the M point in the conduction band. The band 
gap has also increased to 0.262 eV. If, as looks likely, Venkateswaran did have 
the cinnabar phase present then their measurements indicate that the band gap 
is below 1.5 eV at ambient pressure [64, 9]. This is consistent with the band gap 
measured in these calculations. 








r 	A 	 L 	 M 	 r 
Figure 3.12. The band structure for the equilibrium structure. 
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Figure 3.13. The band structure at 16 GPa. 
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There are no significant differences between the two band structures other 
than the widening of the band gap. 
3.3.5 Conclusion 
The equation of state of the cinnabar phase in GaAs has been calculated. It 
is found to be extremely close to being a stable phase at 16.4 GPa. This is 
consistent with recent experimental observation, in which it was observed on 
depressurization from the Cmcm phase but not on increasing pressure from the 
diamond phase. 
This behaviour is consistent with easy phase transition kinetics between Cmcm 
and cinnabar, but slow kinetics between zincblende and either phase. 
Also the band structures show that the cinnabar phase is a semiconductor. 
This is unique among observed high pressure phases in Ill-V compounds which 
are otherwise metallic. 
One discrepancy with experiment remains, the prediction that SC16 should 
have a region of stability and hence that cinnabar is not an equilibrium phase. 
This can be understood if formation of SC16 is kinetically hindered which is 
extremely likely given the high energy of the intermediate R16 structure. In this 
case, as is suggested by [61, 65], SC16 may be formed under conditions of high 
pressure and temperature and could then persist as a metastable state to ambient 
pressure. 
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3.4 InSb 
3.4.1 Experimental summary 
InSb has been the source of a lot of experimental interest in recent years. Devel-
opments in x-ray diffraction technology (such as the image plate technology) have 
allowed much finer detail to be resolved. This is particularly important for InSb. 
Since the intensity of the radiation scattered by an atom depends primarily on 
the number of electrons, compounds where both elements have similar numbers 
of electrons can prove difficult to obtain accurate information from. In particular 
to tell if a material is ordered or disordered depends on the difference reflections 
between the two elements. In the case of In and Sb both scatter very similarly 
so the difference peaks can be very small compared to the main reflections. 
InSb like GaAs has the zincblende structure at ambient pressure. Like GaAs it 
also changes from tetrahedral coordination in zincblende to a six-fold coordinated 
metallic structure. There is no experimental evidence for an intermediate four-
fold structure in the phase transitions of InSb. 
Over the past few years the accepted picture of phase transitions in InSb, 
like GaAs, has undergone extensive reconstruction. The accepted phase diagram 
until recently can be seen in figure (3.14). 
The only discrepancy with this picture was the work of Vanderborgh,Vohra 
and Ruoff [66] who reported observation of a new phase, InSb V, appearing at 
around 6 GPa and the transition to phase III not being complete until 17 GPa. 
However in 1993 more detailed image plate analysis [7] concluded that this 
accepted picture of the phase diagram, summarised in (3.15), even with InSb V, 
was substantially incorrect. With a new labelling P14 they found that the P1 
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Figure 3.14. The accepted phase diagram of InSb until 1993.Phase I has the 
zincblende structure, phase II has the tetragonal /3-Sn structure, phase IV has the 
orthorhombic Pmm2 structure with atoms at (0,0,0) and (0,1/2,a), with a=0.5. 
Phase III is either hexagonal or orthorhombic. 
structure transformed to a mixture of P2 and P3 before transforming to a single-
phase of P3. This phase then went through a transition to a new P4 structure. 
They also found an alternative path of going directly from the mixed phase to 
P4 at around 3 GPa. 
The P1 structure was just the cubic zincblende structure. P2 was found to be 
a tetragonal /3-Sn structure, this was not InSb II since the absence of difference 
peaks in the diffraction pattern would indicate that it was not long-range site 
ordered. The InSb II pattern was the same as the P3 pattern, but the correct 
designation of P3 appeared to be an orthorhombic structure rather than the 
previously attributed /3-Sn structure. Besides the orthorhombic distortion of the 
unit cell this new structure differed from /3-Sn by a displacement of the Sb ions 
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Figure 3.15. The current pressure phase diagram from x-ray diffraction at room 
temperature. P1 is the cubic zincblende structure. P2 is not the same as InSb II, 
but is a tetragonal phase with a JO-Sn structure. P3 is the previously described 
InSb II phase, however it is orthorhombic rather than tetragonal as previously 
supposed. P4 is an orthorhombic phase which is basically InSb IV, however there 
were present superlattice reflections indicating that the unit cell is 12 times larger 
than the originally proposed Pmm2 cell. 
ordered. The orthorhombic P4 cell was similar to the InSb IV phase but the unit 
cell was shown to be 12 times larger than the Pmm2 cell originally proposed [8] 
and to possess the Cmcm symmetry. This Cmcm structure is not the same as 
that found in GaAs. Nelmes et al [7] also claimed that the InSb V structure 
found by Vanderborgh et al [66] could be indexed by a mixed phase of P2-P3-P4. 
There have been still further corrections to this picture of the phase diagram 
of InSb. Work at higher pressure by Nelmes and McMahon have shown that the 
two previously identified phases InSb II and InSb III are in fact the same phase. 
They also found that the P4 structure transformed to P3 at pressures above 10 
GPa via an intermediate structure they (rather unsurprisingly) called P5. 
The finalised picture as it now stands is then: P1 (zincblende) to a mixed 
phase of P2+P3 (P2 is a disordered /3-Sn structure, P3 the Imm2 phase) at ". 2.1 
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GPa before this recrystallises to P3 over a couple of hours. The P3 is the phase 
previously denoted InSb II and InSb III. Either this mixed phase transforms to 
P4 or there is a suppressed transition where the mixed phase goes directly to P4 
at around 4 GPa. P4 is a superstructure of the previously denoted InSb IV and 
possesses Cmcm symmetry. At around 10 GPa P4 goes to P3 through an as yet 
unidentified P5 phase. At even higher pressures 
( '
s.' 17 GPa) P3 again becomes 
unstable to an intermediate structure which then transforms to a BCC phase. 
The behaviour of the P3 phase is then particularly strange with it being stable 
in the range '-i  7 to ".' 17 GPa as well as appearing as an intermediary in the P1 
-+ P4 transition. 
3.4.2 Ab initio simulations 
All the work described in this section was performed using the CASTEP pseu-
dopotential code described in chapter 2. For all the structures considered all 
degrees of freedom were relaxed (electrons, ionic coordinates and the size of the 
cell) following the methods described in chapter2. 
The plane wave expansion was truncated at terms with a kinetic energy of 
300 eV. This was found to converge the total energies to better than 0.1 meV 
per atom. The reciprocal space sampling was again performed using the selection 
process of Monkhorst and Pack [23] the sets used were as follows. The semicon-
ducting zincblende phase was sampled with a 6 x 6 x 6 set. A metallic Inversion 
Domain Boundary (1DB) structure (comprising of an 1DB in every cell which is 
described in detail in the next section), the /3-Sn phase, the Imm2 phase and the 
Pmm2 phase used 10 x 10 x 8, 10 x 10x 14, 12 x 12 x 20, and 10x 10 x 16 sets 
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respectively. For the NaCl phase a 11 x 11 x 11 set was found to be sufficient 
to converge the total energy to better than 0.1 meV per atom. The numbers 
of special k-points used was then 300 for the Imm2 phase, 200 for the Pmm2 
phase, 296 for the /3-Sn phase and 100 for the 1DB sucture. The semimetallic 
SC16 phase and the super-Cmcm phase both only required 4 special k points, 
from a 4 x 4 x 4 grid and a 4 x 4 x 2 grid respectively, to give a similar level of 
convergence. For all the structures studied the convergence was at least 1 meV 
per atom, with the metallic phases being converged to around 0.3 meV per atom. 
All phases except the zincblende phase were run with Gaussian smearing and 
the entropy correction as described in Chapter 2. 
The 1DB cell was studied as a possible transition phase from the zincblende 
to the /3-Sn like phases. The structure is two /3-Sn cells stacked in the z-direction 
but ordered so as to have like species bonding along this axis, see figure (3.17) it 
is described in more detail in the next section. This structure can be formed by 
distortions of the zincblende cell [67]. 
3.4.3 Structural details 
The zincblende,SC16, /3-Sn and NaCl structures were described in the previous 
section for the equivalent phases in GaAs. The relevant points of the structures 
are discussed here but without detailed description of the structures. 
The eight-atom zincblende unit cell was found to have a lattice parameter of 
6.284 A as compared to the experimentally observed value of 6.47 A. 
The cubic SC16 structure was found to have a relaxed lattice parameter of 
7.64 A. The free parameters were found to reduce as the lattice parameter was 
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Figure 3.16. The body-centred orthorhombic Imm2 structure, setting the free 
parameter z= 0.5 turns it into Immm, in /3-Sn a=b and z=0.25. 
reduced, for In from 0.108 to 0.101 and from 0.114 to 0.100 for Sb. 
The relaxed /3-Sn structure had a=5.561 A and c=3.0651 A. The /3-Sn struc-
ture can be distorted very simply by altering the position along the z-axis of 
the Sb ion. This changes the space group to Imm2 or Immm depending on the 
value of the free parameter. The Immm structure is simply the Imm2 structure 
with the free parameter set to 1/2 (see figure (3.16)), so the In and Sb ions lie 
in NaCl-like planes. It was found that the /3-Sn structure was stable to simply 
moving the Sb ion along the z-axis. The 3-Sn structure only becomes unstable to 
the Imm2 structure if the orthorhombic distortion and the movement of the ion 
along the z-axis are considered together. The 1DB cell is formed by doubling the 
size of the /3-Sn unit cell in the z-direction, the species are then swapped around 
to ensure that there is no like-species bonding along the z-axis. The effect of 
this is to cause like-species bonds along one of the previously degenerate a or b 
directions (see figure (3.17)). This also removes the body-centring that is present 
in the /3-Sn cell. Like /3-Sn this 1DB cell is six-fold coordinated and metallic. The 
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relaxed unit cell distorted from the initial tetragonal symmetry to an orthorhom-
bic one with a=5.571, b=5.565 and c=6.046 AA11 ions were allowed to relax to 
see whether this doubled unit cell was stable against the same distortions that 
take /3-Sn to Imm2. 
The ionic relaxation occurred for both species of ions: the Sb ion originally 
at 0.375c moved to 0.338c while the In ion originally at 0.875c relaxed to 0.855c 
(see figure (3.18)). There is no ionic movement in the a or b directions, since the 
ions are constrained by symmetry. The effect of this is to increase the length of 
the like-species bond, (relative to the unrelaxed structure), despite the reduction 
in the b lattice parameter which is the direction along which the like psecies bond 
lies. The In-Sb bondlengths in /3-Sn are 2.886 A and the like-species separation 
is 3.065 A. In the 1DB cell the like-species bondlength is 2.984 A, bond A in 
(3.18). This is an increase in the length of the same bond in /3-Sn structure, but 
a decrease of the like-species separation distance. The In and Sb ions do not move 
by the same amount so the bond labelled C in figure (3.18) changes with respect 
to the same bond in the /3-Sn structure. The equivalent bond in /3-Sn would be 
a like-species bond, in the 1DB cell it is between differing species.The movement 
of the ions in the c-direction also changes the angles between the atoms, in /3-Sn 
all the In-Sb-In angles are 149.6°, in the 1DB cell the angle of the bond between 
like species (eg. In-In-In) is 137.7°. The In-Sb-In bond in the 1DB cell has an 
angle of 157.7°. 
To decide whether the Imm2 phase was stable against 3-Sn full structural 
relaxation of an orthorhombic Irnm2 phase with the free parameter initially set 
to 0.3 was performed. Guo et al, [68] used the FLAPW method to examine 
whether 3-Sn was stable against the orthorhombic distortions that take it to 
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Figure 3.17. The 1DB structure formed by stacking two 3-Sn cells on top of 
each other then swapping the species up the :-axis. 
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Figure 3.18. Plan views of two of the face planes of the 1DB cell. The arrows 
show the direction of the relaxation of the ions, numbers to the upper right of 
spheres indicate heights above the plane. 
Imm2. They found that 3-Sn was only unstable if the a/b ratio and the free 
parameter were varied simultaneously. Either distortion on its own still gave 3-
Sn as the stable structure. Their equilibrium free parameter for the Sb ion was 
0.47 but this was not allowed to vary with pressure. 
Full structural relaxation of all free parameters simultaneuously is then im-
portant to ensure that the global minimum is found. The relaxed Imm2 structure 
was found to have a=5.6058, b=5.476 and c=3.046 A the free parameter (u) was 
found to be 0.30. There was found to be very strong coupling between the relax-
ation of the ionic and cell free parameters. Experimentally c/a and b/a are 0.5420 
and 1.0838 respectively, from calculation these values are 0.5562 and 1.0809 
The pseudopotential relaxed free parameter is significantly different from that 
found by FLAPW calculation. Guo et al. [68] calculated their value for the 
free parameter by finding the volume that the minimum energy occurred at and 
then calculating the variation of the energy with respect -to variation of the free 
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parameter. Taking the value of u that minimised the energy they then calculated 
a/c and alb ratios at this minimum volume. Given the close relationship between 
the ionic and cellular degrees of freedom this is not as accurate a method as 
performing a full-self consistent simultaneous relaxation of all degrees of freedom. 
Experimentally u is around 0.5, so the agreement with experiment is not good. 
Experimental studies originally found that the Pmm2 phase (InSb IV) had 
atoms at (0,0,0) and (0,1/2,a) with a between 0.25 and 0.5, Vanderborgh et 
al. found a best-fitting value of 0.38. They could not be sure however of the 
ordering since the difference peaks were so hard to detect. The Pmm2 structure 
was studied initially by looking at the experimentally found cell and placing In 
at the corners and the Sb ion at the (0,1/2,a) site. As expected this was very 
high in energy. A more realistic model of this structure was found to be to make 
a supercell doubled along the a-direction. The ordering can be seen in figure 
3.19. The full relaxed parameters can be seen in table (3.3). Experimentally 
c/a and b/a are 1.0485 and 1.9203, using the values from the calculations and 
dividing the a lattice parameter of the doubled cell into two gives c/a= 1.0870 
and b/a=1.8168. 
The final phase considered was the super- Cmcm phase constructed from a 
supercell of Pmrn2 cells (this Pmm2 sub-cell is not the same as the Pmrn2 cell 
described above). Nelmes and McMahon [8] found that there were a number of 
weak superlattice reflections in the x-ray diffraction data not accounted for by 
the a x b x c Pmm2 cell and found that a 2a x 3b x 2c cell was required to index 
all the reflections. They proposed a superstructure possessing Cmcm symmetry 
composed of Pmm-like subcells. This is an orthorhombic unit cell containing 24 
atoms (see figure (3.20)). Experimentally the best fit to the diffraction pattern 
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Figure 3.19. The doubled Pmm2 structure. The original cell (parameter a') 
was doubled in the a (horizontal) direction and then re-ordered to preserve stoi-
chiometry. 
was obtained by having In and Sb atoms at the 4(a) and 8(f) sites , this structure 
then has four free parameters associated with it, two for each species. These free 
parameters were found to be 0.120(1) and 0.410(1) for In in the 4(a) and 8(f) 
positions respectively and 0.089(1) and 0.081(1) for Sb in the 4(a) and 8(f) sites 
respectively. After relaxation of all degrees of freedom the free parameters were 
0.0833 and 0.4189 for the In ions and 0.0806 and 0.8355. The relaxed lattice 
parameters can be seen in table (3.3). Experimentally c/a and b/a are 2.872 and 
1.050 respectively, from calculation these values are 2.819 and 1.034. 
3.4.4 Discussion 
Figure (3.21) shows the variation of total energy with pressure for all of the phases 
considered. The inset is a magnification of the curves for the /9-Sn, Imm2, Pmm2 
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and 1DB cell structures. The difference in energies between all these phases is 
very small. The 1DB cell is found to be higher in energy than the /3-Sn phase at all 
pressures considered. The energy difference is small enough that it could be seen 
in experiment as a meta-stable phase. The Prnm2 structure is shown to be stable 
in comparison to the Imm2, 1DB cell and /3-Sn structures at pressures where any 
of these phases become stable relative to zincblende. The Cmcm phase which is 
a small distortion of rocksalt is found to be only marginally lower in energy than 
the rocksalt phase. This phase is unstable compared to the Prnm2, Irnm2, /3-Sn 
and 1DB cells. The Pmm2 and Cmcm phases have been calculated at higher 
pressures than those shown on the graph, they cross at a volume of - 35A 3 . 
The transition pressure between the Pmm2 structure and the Cmcm phase is 
30 GPa. Unlike almost all the other Ill-V semiconductors [65, 56, 57] the SC16 
phase is not predicted to be stable at any pressures. 
The sequence of stable structures is then simply zincblende to Pmm2 to 
Cmcm. Experimentally the first transition is from zincblende to a mixed phase 
of a randomly ordered 3-Sn structure and an Irnrn2 (or Immm) phase. The 
curves for Imm2 and Prnm2 are very close in energy, it is possible that an easier 
kinetic path to Imm2 would favour the transition to it before Prnm2. The Imm2 
phase (P3) would then be seen as a meta-stable phase since it would initially be 
formed before the Prnm2 phase, but the sample woulde eventually change to 
Pmm2 since it does possess a lower total energy. The randomly ordered /3-Sn 
structure (P2) is very difficult to study by any method with periodic boundary 
conditions. Both the /3-Sn and 1DB cell were studied to try and get some idea 
of where a disordered /3-Sn phase might lie. Both were found to be unstable to 
the Pmrn2 and Imm2 phases. However the energy differences are small, '-' 0.03 
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Figure 3.21. Energy versus volume for all the InSb phases considered. The 
inset shows the curves for the Prnm2, Imm2, /3-Sn and 1DB cells in more detail. 
eV. It is conceivable that a disordered /3-Sn phase could have a small region of 
stability. 
The SC16 phase is not found to be stable at any pressures.The Cmcm struc-
ture is not found to be stable over any of the phases bar rocksalt. This is at odds 
with the experimental findings which find this Cmcm phase to be the stable high 
pressure phase. 
3.5 Inversion Domain Boundaries 
The 1DB cell studied in the previous section as a possible candidate in the transi- 
tion from the zincblende structure to the Pmrn2 phase can also be used as a very 
simple model for an 1DB defect in a perfect crystal. The 1DB cell is a /3-Sn cell 
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with an inversion layer that swaps the sepcies over, this provides a basic model 
of a /3-Sn phase with an 1DB. By comparing energies between this cell and the 
/3-Sn cell the energy of an 1DB can be found. 
The reason for wanting to model an 1DB in a /3-Sn like InSb phase is that the 
diffraction pattern of the /3-Sn phase differs in character from that of the other 
phases in InSb. The diffraction peaks are broader and the strongest "difference" 
peak (from In-Sb out-of-phase scattering) is absent [69]. The traditional inter-
pretation of this absence is that the phase is disordered. However both these 
effects (peak broadening and the lack of the difference peak) can be explained by 
the presence of Inversion Domain Boundaries (1DB) 
An 1DB does not disrupt the arrangement of sites but swaps the atomic 
species, see figure 3.22. The (110) 1DB in zincblende InSb was studied by Cram 
et al.[69] by simulating a zincblende cell with an 1DB, they found an energy of 
0.285 eV per wrong bond. This is the energy of a wrong bond in the zincblende 
structure which turns out to be considerably higher than the energy of the wrong 
bond in the /3-Sn phase (the phase where the disordering is observed). By taking 
the difference between the total energies of the 1DB cell and the /3-Sn phase the 
energy per wrong bond can be calculated for the 3-Sn phase. This turns out to 
be 0.004 eV significantly lower than the energy of a wrong bond in the zincblende 
phase. It is also worth noting that the energy of the wrong bond drops by about 20 
% between the relaxed and unrelaxed structures showing that, as in the zincblende 
case, ionic and cell relaxation are important in obtaining accurate energetics. On 
going from zincblende to 3-Sn there is a 20% volume collapse giving around 
0.08 eV/atom (PLV). The percolation threshold for a crystal is the point at 
which there are enough like specied bonds to traverse across the sample only by 
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Figure 3.22. 1DB in zincblende. To the left and the right of the boundary the 
crystal is perfect zincblende at the boundary the ordering is swapped giving a 
plane of wrong bonds. 
following like species bonds. A sample with a higher percentage of like species 
bonds would then be disordered this allows the energy of a disordered sample to 
be calculated. The percolation threshold for a zincblende structure is 0.39 (ie. 
39% of bonds are like-species bonds). The energy necessary to form a disordered 
phase is then 0.006 eV/atom. To form an inversion boundary requires any atom 
at the boundary to have two wrong bonds, requiring 0.008 eV/atom. A phase 
with an 1DB every 50 A (approximately every 8 cells) would then require 0.0008 
eV/atom. The energy available from the compression at the phase transition is 
ample to either form IDB's or disorder the structure. 
Crain et at [69] found that by obtaining the wrong bond energy from zincblende 
there was not sufficient energy released in the transition to form a disordered 
sample. The wrong bond energy they obtained was from the wrong phase, the 
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disordering occurs in the fl-Sn phase where the wrong bond energy is consider-
ably smaller than the zincblende phase. The sampling for zincblende structure 
was also probably not sufficient with only four special k-points being used. An 
1DB will disrupt the bonding considerably and the presence of dangling bonds 
could cause metallisation in which case four k-points would not be sufficient. By 
using the wrong bond energy obtained from the correct /3-Sn phase it is found 
that the energy made available from the compression at the phase transition is 
ample to form either IDB's or to disorder the structure in contrast to the findings 
of Crain et al[69]. 
3.6 Conclusion 
Although GaAs and InSb both follow the same general trend of starting from 
zincblende and proceeding to an orthorhombic, 6-fold coordinated, metallic phase 
the details of how they get there are quite distinct. 
If the 5C16 structure is discounted because of a prohibitively large inetic 
barrier, GaAs is found to have a very small region of stability for a four-fold 
coordinated, semi-conducting cinnabar phase. This is the first time that a four-
fold structure has been found to be stable at high pressure in GaAs. Given 
that the kinetics bars formation of SC16 and the combination of heating and 
pressure is the only way to get around this kinetic barrier, then the theoretical 
and experimental phase diagrams of GaAs have far more agreement than has 
been seen previously. 
For InSb the situation is not as clear. The Prnm2 phase is predicted to be 
stable against all its competitors, except at very high pressure. The proposed 
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superstructure possessing Cmcm symmetry, composed of Prnrn2 sub-cells is not 
found to be stable until around 30 GPa. Experimentally this phase is seen at 
around 4GPa. The phases labeled P2 and P3 (the disordered /3-Sn structure and 
the Imm2 phase) are not stable at any pressures therefore they must be observed 
because of temperature effects and simpler kinetics. The SC16 phase is not stable 
at any pressures. There is then substantial agreement between experiment and 
theory but also considerable differences. 
The energy to disorder a sample of InSb or to form a network of Inversion 
Domain Boundaries (IDB's) was calculated from the wrong bond energy of the 
/3-Sn phase. Unlike previous calculations which used the wrong bond energy from 
the zincblende phase it was found that the energy available from the collapse of 
volume on going through the phase transition was sufficient to form IDB's or to 
disorder the sample. 
Chapter 4 
Pressure induced phase 
transitions in the Copper Halides 
4.1 Introduction 
The three copper halides (CuC1, CuBr and Cul) form an interesting contrast to 
the family of 111-V materials. Like the Ill-Vs the ambient pressure structure is 
zincblende, however the bonding in the copper halides is very different. In the III-
Vs the bonding is predominantly covalent with distinct tetrahedral bonds between 
ions (see figure (4.1)). The copper halides are far more ionic on the Philips scale 
[70] they have ionicities of ''.' 0.7. This is very close to the critical value of 0.785 
where the four-fold coordinated structures become unstable with respect to the 
six-fold ones (eg. rocksalt). Phase transitions in the copper halides provide an 
interesting comparison to the transformations undergone by the Ill-Vs. Recent 
interest in the copper halides has also been driven by claims that CuC1 may be 
a high-temperature superconductor as well as observation of a superionic phase 
KE 
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Figure 4.1. Both pictures show the same plane of identical atomic positions for 
GaAs on the left. a.iicl CuBi on the right ((001) plane of Na( - !] structure). There 
are anions at the corners of the square and the cation is placed a.t (0.5,0.5.0.5) 
ie. above the plane. The GaAs view shows directional covalent bonding, the 
charge is more de-localised witli the interstitial region in the centre of the picture 
having 7 times less charge than the regions of highest charge in the corners. The 
(2uBr picture shows a far more ionic material with the interstitia.l region having 
12 times less charge than the legions of highest charge. 
of CuCI at pressures above 2 kba.r and temperatures above 700 K [71]. 
[row a computational point of view calculation of the copper halides is made 
more difficult by the h brichisa.tion of the copper 3d elections with the halogen p 
levels. This mea.iis that the number of valence electrons rises to 18 per formula. 
unit (ii from copper and 7 from the halide) from the 8 that were needed to 
describe tlie behaviour of the III-V' materials. Since (lb mi/ic calculations tend to 
scale as N 3  (where N is time number of electrons) this represents a large increase 
in computational effort. 
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4.2 Experimental summary 
Since the early 1970s the behaviour of the copper halides' under pressure has 
been studied by a number of means: resistivity measurements, Raman scattering, 
x-ray absorption fine structure (EXAFS) and diffraction techniques. These all 
indicate that the transition from the four-fold coordinated zincblende structure 
to a six-fold coordinated phase occur through a number of intermediate phases. 
More recent experiments by Hull and Keen [72] using neutron diffraction have 
provided some of the most accurate information on these intermediate phases. 
The experimental findings of Hull and Keen are summarised below. 
CuC1 
The sequence of transitions in CuC1 was found to be: 
4.9 CPa 	 10.3 GPa 
zincblende 	==> 	cubic(Pa) 	== 	rocksalt 
The cubic Paj structure is the same as the phase denoted SC16 in the previous 
chapter. 
CuBr 






zincblende = tetragonal(P4/nmm) ==:>cubic(Pa) = rocksalt 
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p I IIs(s itI( 0I)se1v((I at. I1()\V('\('r 1 I wre IS a large aIIIoIiiiI iii (O(X1SIeIRe viI Ii I lie 
I(t tkI10I1dl and /'(l3 j)lIitS(S existing together and the JU3 and iotksalt )lIaSes 
Ifl)I Ii l)('i hg I)1('S(tiI hum am'ohili(l 7 ( Pd \11 ('X)eIi iiiemil dl J)resshiI(s a me Imoiii 
Ilpsil-okc Ii i(asiliemm lent s. 
Ilie P I/iiiiu phase is it four-foI(I (•ool'(IihIated StIIi(l iII(' it 1)1(1 Ili( of \Vlli(li 
call he seen ill hgute (•I.2. - I'll(- 	alums are at (U.U.U) and (112.112MM) 
will) the I)lUhl1ihir alumiis heiiit., at (0.0.112.:) and (112.0.0.7). 
CHAPTER 4. COPPER HALIDES 	 94 
Cul 
The sequence of transitions in Cul was found to be: 
1.6 GPa 	 4.5 GPa 	 17.3 GPa 
zincblende 	rhombohedral( Ram) 	tetragonal ( P4/nmm) == orthorhombic( Crncm) 
The last high-pressure phase was originally mis-identified by Meisalo and Kalliomäki 
[73] as rocksalt. A more detailed x-ray diffraction study [74] showed that the cor-
rect identification of this phase was an orthorhombic eight atom cell possessing 
Cmcm symmetry. This Cmcm structure is a distortion of the rocksalt structure 
formed by buckling planes of atoms, this alters the coordination from the perfect 
six-fold rocksalt coordination to closer to a five-fold coordination. 
The Rm phase is a complicated rhombohedral cell with six ions of each 
species in the unit cell, no calculations have been performed on the ,01m structure. 
In this phase the regular tetrahedral coordination of the Cu ions found in the 
zincblende phase is distorted with one of the Cu-I bonds being stretched. 
4.3 Ab initio simulations 
All the initial copper halide simulations were performed using the Full-potential 
Linear Augmented Planes Wave method described in chapter 2. In this method 
the core electrons are treated fully relativistically, by solving the Dirac equation, 
while the valence electrons are treated scalar relativistically. 
Brillouin zone sampling was performed as follows: for zincblende CuC1, CuBr 
and Cul, 10 special k-points were used; for Paz, 4 special k-points were used for 
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all three materials, the tetragonal P4/nmrn cell required 30 special k-points for 
all three materials, in CuCl the rocksalt structure required 47 special k-points 
to converge the total energy however CuBr rocksalt only required 29 special k-
points. 
The muffin-tin radii used were 1.06 A for the copper ion, and 1.06 A, 1.22 A 
and 1.32 A for the Cl, Br and lions respectively. 
Inside the muffin-tins the wave functions, charge densities and potentials were 
expanded in spherical harmonics up to the l2 ° angular momentum component. 
In the FLAPW code all free parameters and lattice parameters must be re-
laxed by starting a new simulation with the new values , the Paj calculations are 
particularly long so the atomic relaxation was only performed at the equilibrium 
volume. This does introduce an error into the energies at higher pressures but 
this should not be enough to influence the relative stability of the structures stud-
ied. For the tetragonal structure to obtain the c/a ratio and the free parameters 
the total energy was calculated at a number of different values and then contour 
plots were drawn to find the minimum values. 
The FLAPW code has a number of parameters that must be checked to make 
sure that the results are physically meaningful. It is important that the muffin-
tin radius, number of angular momentum components, number of plane waves 
in the interstitial region and number of k-points are all checked to ensure the 
calculations are fully converged. 
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Figure 4.3. Energy versus volume for CuC1. 
4.4 Results 
4.4.1 CuC1 
For CuC1 four structures were considered zincblende, Paz, the tetragonal P4/nmm 
and the rocksalt structure. The energy versus volume relations can be seen in fig-
ure (4.3). The relaxed lattice parameters and free parameters for the zincblende, 
Paz, P4/nmm and rocksalt phases can be seen in table (4.1). Figure (4.4) shows 
the contour plot of a against c for the tetragonal phase, energies are in eVs. 
Where experimental results are available the agreement is good. 
Previous ab initio studies of CuCl have been published [75], however they 
only considered the three phases that Hull and Keen [72] found experimentally. 
There have also been a number of other calculations done to look at the electronic 
structure of CuC1 [76, 77, 78]. The P4/rimm phase was not seen in the neutron 
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theory experiment 
a (A) 	c (A) 	zc,, 	zCl a (A) 	c (A) 	zc,, 	zcj 
zincblende 5.262 - 	 - 	 - 5.420 - 	 - 	 - 
CuC1 Pa3 6.348 	- 	 0.632 	0.1525 6.4162 	- 	 0.6297 	0.1527 
P4/nmm 3.782 	4.794 - 	 0.29 --- 	 - 	 - 	 - 
rocksalt I 4.929 - 	 - 	 - 4.9290 - 	 - 	 - 
Table 4.1. Relaxed parameters for CuC1. Experimental values are from [72]. 
Theoretical values are for zero pressure minimum structure. 
diffraction experiments on CuC1 but was found in CuBr. The energy versus 
volume graph (figure (4.3)) shows that on total energy considerations this phase 
should be seen. The transition from the zincblende to the P4/nmm is calculated 
to be 3.5 GPa. The common tangent between the zincblende and Paa phases is 
calculated to be 3.7 GPa. There is a small region of stability for the tetragonal 
phase. Experimentally the zincblende to Paj transition is observed to occur at 
4.9 GPa ( this is an upstroke measurement and the downstroke value would 
probably be lower). The underestimate of this transition is probably because the 
common tangent method of calculating the transition pressure takes no account of 
any kinetic barrier between the two materials. The transition from the Pa phase 
to the rocksalt phase is calculated as occurring at 6.76 GPa this is significantly 
lower than the experimentally observed pressure of 10.3 GPa. 
The calculated bulk moduli are listed in table (4.2) and are in fairly good 
agreement with the available experimental data 
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CuC1 zincblende 	P4/nmm 	Paa 	rocksalt 
bulk 
modulus (GPa) 
I 	calculated 37.5 48.2 58.0 41.9 
I experiment 38.6(8) 	- 	66(1) 	- 
Table 4.2. Bulk moduli of the phases of CuC1. 
:: 
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Figure 4.4. Contour plot of the lattice parameters vs. energy for the tetragonal 
P4/nmm phase of CuC1, energies are in eV. 
4.4.2 CuBr 
The same four structures were considered for CuBr. The calculated values can 
be seen in table (4.3). Figure (4.5) shows a graph of energy against volume. 
The calculated bulk modulus for the zincblende phase is 42.9 GPa compared to 
a value of 36.6(8) GPa as measured by neutron diffraction. The rocksalt phase 
measured bulk modulus is 84(1) GPa and the calculated value was 78.5 GPa. The 
agreement between theory and experiment on the size of the lattice parameters 
was also reasonable with both phases being underestimated by about 2%. The 
agreement with the relaxed lattice parameters of the tetragonal phase was poor, 
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theory experiment 
a (A) 	C (A) 	ZJ? 	ZBr a (A) 	c (A) 	zc,, 	ZBr 
zincblende 5.554 - 	 - 	 - 5.6955 - 	 - 	 - 
CuBr Pa3 6.639 	- 	 0.6270 0.1540 6.7378 	- 	 0.6291 0.1525 
P4/nrnm 3.835 5.316 - 	 0.30 3.9411 5.005 - 	 0.2927 
rocksalt 1 5.1842 	- 	 - 	 - 5.1701 	- 	 - 	 - 
Table 4.3. Relaxed parameters for CuBr minimum energy structures. Experi-
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Figure 4.5. Energy versus volume for CuBr. 
the reason for this will be addressed later. Experimentally the c/a ratio was 
1.2701, the calculated value was 1.386. The effect of this larger c/a ratio is to 
push the bromine ions apart more than the copper ions, since the copper ions 
lie on the (001) faces of the unit cell. The relaxed Paj structure had a lattice 
parameter of 12.55 A compared to the experimental value of 12.7326 A, ie. a 
difference of 1.5 %. The two free parameters of the Paj structure were found 
to be 0.627 and 0.154, very close to the experimental values. Despite this close 
agreement with experiment the Paj structure was not found to be energetically 
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favourable. Figure (4.5) shows that the P0 structure is considerably higher in 
energy than the rocksalt phase. 
The calculated transitions are then: zincblende to the tetragonal P4/nmrn 
phase at '-' 0.4 GPa (experimentally '.d  4.8 GPa) then onto rocksalt at 9.6 GPa 
(experimentally rocksalt is observed at around 9.3 GPa). 
Experimentally the Paj phase of CuBr never appears as a single phase but 
is always present with the tetragonal P4/nmm and/or the rocksalt structures. 
Refinement of the CuC1 PaT structure allowed this phase to be identified un-
ambiguously. Given then that the Pa3 phase definitely exists it is necessary to 
explain why it is not found to be stable in the calculation. 
The most obvious answer would be that the calculations were not properly 
converged. The number of angular momentum components were checked for the 
zincblende structure by running at various calculations at different numbers of 
momentum components. The energy was not found to vary by more than 0.001 
eV per atom if more than 11 components were used. The number of plane waves 
in the interstitial region was initially checked for the zincblende structure again 
the energy did not vary by more than 0.001 eV per atom as long as the radius 
of the muffin-tin times the largest allowed k vector was greater or equal to 10. 
This was subsequently checked for the tetragonal structure to ensure that there 
were still enough plane waves. The variation of the total energy as the number 
of plane waves was increased was 0.004 eV. The variation of the total energy 
with the number of k-points was checked for each structure and also converged 
to 0.001 eV. 
The other important thing is to check that the muffin-tins do not overlap 
each other, in the case of CuBr the shortest bond is 2.36 A. The muffin-tin radii 
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are 1.06 A and 1.22 A respectively so the cores are not touching. So all the 
parameters were converged sufficiently to ensure that the resulting energies are 
meaningful. 
Given then that both the CuC1 and CuBr simulations were converged to sim-
ilar tolerances it would seem instructive to compare the two sets of calculations. 
The difference between the CuBr and CuC1 was the presence of the Br 3d elec-
trons. Only eighteen electrons per formula unit were treated as valence electrons 
in these simulations. That is the Cu 3d'°4s 1 and the Br 43 2  4p'. It may well be 
necessary to treat the Br 3d level as valence to accurately describe the bonding 
in CuBr. 
As the atoms get closer the lack of the Br 3d'° electrons would become more 
important since it would become more likely that they would take some part 
in the bonding. The Paj structure has the shortest bondlength of any of the 
structures so it is perhaps not surprising it is the one that is affected the most. 
4.4.3 CuBr-Pseudopotential 
Since the agreement between the experimental results and the results from the 
FLAPW calculations was not good the pseudopotential method was used to see 
if it could succeed in describing the bonding in CuBr. 
The k-point sets used in the FLAPW calculations should converge the pseu-
dopotential calculations to exactly the same convergence. To ensure the conver-
gence all four phases were tested against a number of different sized k-point sets. 
For the zincblende phase a 6 x 6 x 6 set was used which gave 28 k-points. The 
FLAPW calculations were run with 10 k-points ( a 5 x 5 x 5 set), the difference 
	
















35.0 	 45.0 	 55.0 
Volume (Angstroms cubed) 
Figure 4.6. Energy versus volume for the four experimentally observed phases 
in CuBr from pseudopotential calculation. 
with the pseudopotential method on going from 10 to 28 k-points was found to be 
1.8 meV per atom. This would not be enough to significantly change the FLAPW 
results but the more accurate set was used for the pseudopotential calculations 
anyway. The PZ and tetragonal phases were found to be converged to within 1 
meV with 4 and 30 k-point sets respectively. The rocksalt phase was run with 35 
k-points from a 9 x 9 x 9 Monkhorst-Pack set, this converged the energy of the 
two atom cell to better than 1 meV per atom. 
Figure(4.6) shows the energy versus volume curves for the four phases. The 
relaxed parameters for all four phases can be seen in table (4.4). The equilibrium 
tetragonal phase was found by performing a number of calculations at different 
lattice parameters and then interpolating between them to find the minimum 
energy structure at each volume. 
The transition pressures between the various structures are: zincblende to 
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theory experiment 
a (A) 	C (A) 	zc,, 	ZBr a (A) 	c (A) 	zc 	ZBr 
zincblende 5.646 - 	 - 	 - 5.6955 - 	 - 	 - 
CuBr Pa3 6.8 	- 	 0.6292 	0.1530 6.7378 	- 	 0.6291 0.1525 
P4/nmm 3.90 5.30 - 	 0.288 3.9411 	5.005 - 	 0.2927 
rocksalt 5.20 	- 	 - 	 - 5.1701 - 	 - 	 - 
Table 4.4. Relaxed parameters for CuBr minimum energy structures from pseu-
dopotential calculation. Experimental values are from [72]. 
P4/nmm at 2.5 GPa then P4/nmm to Paa at 4.2 GPa which then transforms to 
rocksalt at 4.9 GPa. Experimentally [72] the P4/nmrn phase appears at around 
4.95 GPa, the PZ at around 6 GPa and the rocksalt phase at around 7 GPa. 
The two methods of calculation gave very similar results for the zincblende and 
rocksalt phases. Both the FLAPW and pseudopotential methods overestimated 
the c/a ratio compared to experiment: FLAPW 1.388, pseudopotential 1.359 and 
experiment 1.270. The real difference came in the energy of the Paj phase which 
the pseudopotential method found far lower in energy and therefore correctly 
predicted the observed sequence of transition structures. 
The pseudopotential method gives far better agreement with experiment than 
the FLAPW method. The failure of the FLAPW method was attributed to the 
failure to treat the Br 3d'° level as valence. In the pseudopotential calculations 
this level was again not treated in the valence electrons. However the Br pseu-
dopotential was created for a charged ion, this may have led to a better treatment 
of the higher core states, such as the 3d. 
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Figure 4.7. Energy as a function of volume for the three CuT phases that were 
considered. 
4.4.4 CuT 
The attempt to study CuT was hampered by the inability of the FLAPW method 
to deal with the rhombohedral Ram. The FLAPW code was used to study three 
of the phases that occur in CuBr, zincblende, the tetragonal P4/nmm phase and 
the cubic Paa structure to see how similar there behaviour was in CuT. 
Figure (4.7) shows the energy versus volume relations for the phases consid-
ered. The relaxed structural and free parameters can be seen in table (4.5). The 
agreement between theory and experiment for the calculations on CuT is similar 
to CuBr. The lattice parameter for the zincblende phase is underestimated by 
2.5%. The c/a ratio of the tetragonal P4/nmm phase is overestimated by around 
4 % at all pressures. The Paj phase has not been seen experimentally, so there 
is no data available to compare it to. The large energy gap between it and the 
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theory experiment 
a (A) 	c (A) 	z 	ZB,. a (A) 	c (A) 	z 	ZBr 
zincblende 5.925 - 	 - 	 - 6.0545 - 	 - 	 - 
Cul Pa3 7.036 	- 	 0.6290 	0.1527 - 	 - 	 - 	 - 
P4/nrnm 1 4.020 5.861 - 	 0.30 4.023 5.651 - 	 0.2913 
Table 4.5. Relaxed parameters for CuT minimum energy structures. Experi-
mental values are from [72]. 
other two phases is very similar to the situation in CuBr. 
If the assumption that the discrepancy between theory and experiment in the 
case of CuBr was due to not treating the Br 3d levels as valence is correct then 
CuT could easily be worse since it has a 4d level present. The energy curves for 
the two materials look very similar: with the c/a ratio being overestimated and 
the Pa3 phase being considerably higher in energy. 
4.5 Conclusion 
The results for CuC1 show good agreement with experiment with both the cal-
culated structural parameters and bulk moduli. The results also indicate a small 
region of stability for the tetragonal P4/nmm phase which is found experimen-
tally in CuBr but has not been seen by experiment in CuCl. It would appear 
that the kinetics of the transition from the zincblende phase give a large enough 
barrier to the zincblende -+ P4/nmm transition to prefer the zincblende -+ PaTh 
The calculated transition pressure for the zincblende to Pa3 phase is in good 
agreement with experiment, the Paj to rocksalt transition pressure is signifi-
cantly lower than the experimental. This last transition involves the two densest 
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structures and the effect of not allowing the core electrons to spread out of the 
muffin-tin might become important at the higher densities. Despite the 'more 
ionic bonding allowing freer movement of the ions transition kinetics still play a 
significant part in dictating which structures are observed. 
For CuBr the agreement between the FLAPW results and experiment is not 
as good as CuC1. The sequence of transition structures is not predicted correctly 
with the Paj structure being found much higher in energy than the NaCl phase 
in contrast with experiment where the PZ is found to be stable. The structural 
agreement is not good particularly for the tetragonal phase where the c/a ratio 
is significantly higher than experiment. The larger c/a ratio has the effect of 
preferentially separating the Br ions considerably more than is found in experi-
ment. This is consistent with treating the Br 3d level as a core level and hence 
not allowing it to behave as it would if treated as a valence level. 
The FLAPW method does not handle the CuT structure at all well. The 
energy curves for CuBr and Cul look remarkably similar. In both materials 
the FLAPW method finds the Paj structure to be very high in energy. The 
agreement with experiment is good for the ambient pressure structure but results 
for the high-pressure phases are not good and no reliable predictions can be made 
from those results. 
The pseudopotential method does a much better job of handling CuBr. The 
PaJ phase is much lower in energy which means the predicted sequence of struc-
tures and experiment are in agreement despite the calculated transition pressures 
all being lower than experiment by about 2.5 GPa. 
Chapter 5 
Semiconductor to semi-metal 
transition in titanium disulphide 
The dichalcogenides TX 2 , where T is one of the first-row transition elements 
Ti,V or Cr and X is S or Se, have been studied in some detail in recent years [79, 
80 7  81 7 12]. Much of this interest has been provoked by the report of superionic 
conducting behaviour in TiS 2 as this makes it a possible solid cathode material 
for battery systems [82, 83]. 
In these studies there is some controversy over the nature of TiS 2 , Wu et al 
[80] report X-ray absorption spectroscopy and electron-energy-loss spectroscopy 
results as well as Atomic Sphere Approximation-linear muffin-tin orbital results 
that indicate that TiS 2 is a metal or semi-metal. However this contrasts with the 
experiments of Klipstein and Friend [12] who found that TiS 2 is a semiconductor 
at ambient pressure and possibly undergoes a pressure driven phase change to a 
semi-metallic state. 
107 
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Measurements of the pressure dependence of the Hall coefficient and the resis-
tivity of both TiS 2 and the structurally similar TiSe 2 have shown some interesting 
effects,[12, 81]. In particular the Hall coefficient in TiS 2 shows a dramatic drop 
at around 5 GPa. By comparison with the semi-metallic TiSe 2 Klipstein and 
Friend managed to interpret this as showing a transition from semiconductor to 
semi-metallic behaviour. 
This chapter contains the results of first-principles studies of the TiS 2 system 
under pressure. The structure at a number of different pressures is determined 
and compared with the results of x-ray diffraction experiments. At each pressure 
studied the bandstructure was plotted to determine the conducting nature of 
TiS 2 . These show that there is a semiconductor to semi-metal transition occurring 
at around 6GPa in fairly good agreement with the experiments of [12]. 
5.1 Structure 
At room pressure TiS 2 has a trigonal structure, space group Pm1, with 3 atoms 
in the unit cell, see figure (5.1). The titanium ions are contained inside octahedra 
formed by the sulphurs. These octahedra then form layers stacked along the c-
axis. 
The unit cell has titaniums at the corners of the cell and sulphurs at interior 
positions given by (1/3,2/3,z) and (2/3,1/3,). From x-ray crystallography [79, 
84] z is found to be 0.2488 and the a and c lattice parameters are 3.4075 A and 
5.6969 A, this gives a c/a ratio of 1.6719, slightly larger than the ideal hexagonal 
ratio of 1.633 which one would obtain for packing hard spheres of the appropriate 
ionic radius, ie. sulphur much larger than titanium. 
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Figure 5.1. TiS2 , the atoms at the corners are titaniums the larger spheres are 
the sulphurs 
5.2 Computational details 
Calculations were performed at five different pressures (0,2,4,6 and 8 GPa) the 
pressure was incorporated by the simple addition of an extra term to the Car-
Parrinello Lagrangian (see 2.12.2). This allows far more efficient relaxation of the 
unit cell than performing a number of calculations at different volumes. At each 
pressure full structural, ionic and electronic relaxation was performed. Forces on 
the ions were relaxed until less than 0.05 eV/A and until the total stress was less 
than 10% of the Pulay correction to the stress due to not varying the number of 
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plane waves as the cell volume changed. 
The pseudopotentials used were of the Kleinmann-Bylander [29] type with 
the plane wave cut-off set at 400 eV, this was found to converge the total energy 
differences to better than 0.1 meV per atom. To perform the Brillouin zone 
integrations a 6x6x5 Monkhorst-Pack [23] set was used to obtain 56 special k-
points. This was found sufficient to converge the total energy to within 3 meV 
per atom. 
5.3 Structural results 
The results for the a and c lattice parameters can be seen in the figures 5.2,5.3,5.4. 
The two sets of results displayed are the ab initio results (circles) and results of 
x-ray diffraction experiments (squares) performed by Dr David Allan, [84]. The 
theoretical results are also in table (5.1). The agreement with experiment is 
good with the a lattice parameter being consistently underestimated by about 
1%. Given that the LDA tends to overestimate the electron binding leading 
to an underestimate of lattice parameters this is a tolerable discrepancy. At 
low pressures the agreement with the c direction is very good, but at higher 
pressures the discrepancy increases to about 1%. Also plotted is the variation 
of the sulphur free parameter with pressure. For the zero pressure case the free 
parameter is slightly overestimated and this persists at all pressures. The c/a 
ratio is also overestimated by just under 1% compared to the experimental data. 
It is clear that the compression is highly anisotropic with the c axis decreasing 
by 8.7% over the pressure range studied (experimentally the decrease is 7.1%). 
From simulation the a axis decreases by 3.0% compared to 2.7% experimentally. 






• 	 . 
• 
• 
"0.0 	 2.0 	 4.0 	 6.0 	 8.0 
Pressure (GPa) 
Figure 5.2. Variation of the a lattice parameter. The circles are ab initio results, 
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Figure 5.3. Variation of the c lattice parameter. The circles are ab initio results, 
the diamonds are experimental. 
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Figure 5.4. Variation of the free parameter with pressure. The circles are ab 
initio results, the diamonds are experimental. 
pressure (GPa) a(A) c(A) z 
0 3.382 5.699 0.251 
2 3.3395 5.513 0.2607 
4 3.3159 5.4117 0.2669 
6 3.2856 5.2787 0.2734 
8 3.2798 5.2024 0.2781 
Table 5.1. Simulation results. 
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Figure 5.5. Variation of the slab (Ti-S) distance (top two data sets) and inter-
slab (S-S) thicknesses (lower two data sets) with pressure. Circles are the results 
of simulation , triangles the x-ray diffraction results. 
This can obviously be attributed to the ease with which the volume between the 
octahedra, where there is little charge, can be reduced compared to distorting 
the octahedra which would require a lot more energy. 
The x-ray diffraction measurements of Allan also allowed the thickness of the 
layers to be measured. Once the structural relaxation was performed obtaining 
the inter and intra layer thicknesses was not difficult. The layers are defined as 
the distance along the c axis from a sulphur ion at z to the sulphur ion in the 
neighbouring cell at 7 , 2zc. Similarly the inter layer thickness is the distance 
along the c axis from the plane of sulphur ions at z to the plane of sulphurs 
at 1 - z,i.e. (1-2z)c. The theoretical and experimental results are plotted in 
figure(5.5). 
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As can be clearly seen from the graph the inter-slab distance undergoes the 
greatest compression (18.6% theoretically and 14.7% experimentally) , this cor-
responds to decreasing the distance between the sulphur ions in the same cell. 
The thickness of the Ti-S layer actually undergoes a slight increase ( 0.5% ex-
perimentally and 1.1% from the calculation). This increase of the slab thickness 
is unexpected but can probably be understood by considering the movement of 
charge. In figure (5.7) it can be seen that the charge increases in the region be-
tween the sulphurs, a similar decrease in the charge from Ti-S bond would cause 
it to weaken and subsequently stretch slightly. 
5.4 Insulator-Semi-metal transition 
Band structures have been plotted for the structures at the five different pressures 
studied (figure 5.6). The zero pressure structure is clearly an insulator with an 
indirect band gap of 1.9 eV with the valence maximum occurring along the F to 
M line and the conduction minimum at the M-point. The M-point is (0,0,1/2) in 
reciprocal space and the F-M line is the shortest distance between two reciprocal 
lattice points. As the pressure is increased the maximum of the valence band 
moves to the F point and the gap is reduced. The gap remains indirect with the 
conduction minimum at the M-point. At a calculated pressure of 6 GPa there 
is no band gap. Now the M and L points are degenerate in energy and slightly 
lower than the highest point (F) in the valence band. The band structure for 8 
CPa shows that the lowest point in the conduction band is now the L-point and 
has dropped below the F point in the valence band. The conduction band at 
L would now be occupied and the valence band in the neighbourhood of the F 
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point would be empty. 
It is worth noting that this is exactly the behaviour that is found in TiSe 2 
which is found as a semi-metal at ambient pressure with holes at the F-point and 
electrons at the L-point. TiSe 2 is the second of the TiX 2 dichalcogenides and 
possesses the same structure as TiS 2 . 
The band structures show that there is an semiconductor to semi-metal tran-
sition at around 6 GPa. By 8GPa the band structure has become metallic rather 
than semi-metallic. Experimentally Klipstein and Friend [12] found a large drop 
in the Hall coefficient at around 5 GPa which they interpreted as a semiconductor 
to semi-metal transition. The structural x-ray diffraction data of Allan et aL[84] 
rules out the possibility of there being a structural phase transition. 
Given that there is a transition of this type it is interesting to see how the 
charge has moved as the pressure is increased. This can be seen in figure (5.7). 
Going along the x-axis of the figure corresponds to the c-direction of the unit cell, 
starting from a titanium ion on the left hand side and ending up at the plane of 
titaniums at the other end of the cell. Along the y-axis of the figure is plotted 
the charge density averaged over the plane. The two obvious peaks correspond 
to planes of sulphur ions sitting at z and 7. The five different lines are the five 
different pressures that the simulations have been performed at. 
As can be clearly seen as the pressure increases there is an increase of charge in 
the interstitial region between the sulphur atoms. This increase is compensated 
for by a decrease of the charge situated in the planes containing the sulphur 
atoms. The charge in the planes containing the titanium ions does not change 
by as much. 
The contour plots in figure (5.8) show the charge density in the a - c plane 
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Figure 5.6. At zero pressure the top two bands are unoccupied as the pressure 
increases the lowest conduction band crosses below the highest valence band at 
the L point. 
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Figure 5.7. Charge density averaged perpendicular to the c axis for the five 
different pressures studied. 
half-way along the b axis for two different pressures. The sulphur cores have 
been removed for ease of comparison but would be placed in the centre of the 
large empty sections (top left and bottom right corners). Comparison of the 
two contour plots shows that there has been an increase in the amount of charge 
between the sulphurs as the pressure is increased and that the sulphur ions have 
been pushed closer together. 
5.5 Conclusion 
The calculations described in this chapter show that TiS 2 undergoes a semicon-
ductor to semimetal transition in the region of 5 GPa. This agrees well with the 
findings of Klipstein and Friend [12], however it is in direct contrast with the ex-
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Figure 5.8. Charge density in the a - c plane halfway along the b axis. The 
sulphur core have been removed. The increase in charge density in the interstitial 
region between the sulphurs can be clearly seen between the left hand picture 
(OGPa) and the right hand one (6GPa). 
is semimetallic at ambient pressure. The LMTO-ASA method expands the wave 
functions in atomic orbitals centred on the atomic sites, the interstitial regions 
are not dealt with at all. This will not give good treatment of a material that 
involves charge transfer. 
The structural results of the calculations presented here are in good agreement 




Heteroj unct ions 
6.1 Introduction 
Semiconductor heterojunctions are formed by the juxtaposition of two differing 
materials and are widely used in modern electronic devices. Accurate studies 
of these materials at the atomic level are therefore of great interest to both 
the physics and electronics communities. Quantum wells exhibiting electronic 
confinement and gap levels can be formed when multiple layers of different semi-
conductors are stacked together, forming a regular array of heterojunctions. 
Layers of quantum wells formed by such 111-V heterojunctions have been used 
to build quantum cascade lasers [85] which offer the possibility of being tunable 
to the desired frequency. 
The potential within a quantum well is often assumed similar to that of the 
material in its bulk state, however the electronic structure can be significantly 
modified by strain, especially for very thin layers. Van de Walle and Martin 
[86, 87] showed how, by using macroscopic elasticity considerations, the stress on 
119 
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an epilayer could be calculated. The stress increases with the number of inserted 
layers until the material forms misfit dislocations at the boundary see figure 6.1. 
Van de Walle's theory is therefore only expected to hold whilst the thickness 
. . . . 
• • . . 
. . . • 	
relaxed B 
S 0  . .- •... 





Figure 6.1. Material B is grown on material A, forming a region of strained 
material B, When the strain gets too large a plane of misfit dislocations forms 
allowing material B to relax to its bulk lattice parameter above this plane. 
of the inserted material is low, however, it is also questionable whether elastic 
constants determined from bulk measurements can be transferred to a layer only 
a few atoms thick. 
Simulations of these materials at the atomistic level also gives useful infor-
mation on the structure. Experimentally it is not easy to get information about 
buried layers, bondlengths can be obtained by x-ray diffraction but these can be 
radically altered by the doping and growing conditions. Atomistic simulations 
also allow the relaxation at the interface to be studied. This is important since 
the strain at the interface can be reduced by allowing recombination and ionic 
relaxation. Simple one-dimensional models of wells can be solved fairly easily 
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[88], but they take no account of surface effects or changes in structure at the 
atomic level. 
This chapter is organised as follows; the first section discusses calculations per-
formed on a system comprising of layers of InAs buried in a GaAs host and com-
pares the results to recent experiments. The second describes calculations on a 
similar system with AlAs layers in Si. These allow the effect of non-stoichiometry 
of the interface to be studied. The validity of the macroscopic theory of elastic-
ity as a method of predicting the bondlengths and strains in a heteroj unction is 
then considered from these two sets of simulations. The final part of the chapter 
concerns the ability of the Si/AlAs system to act as a quantum well. 
6.2 InAs in GaAs 
The lattice mis-matched system of InAs layers in a GaAs host has been widely 
studied both experimentally and theoretically [89, 90, 91, 92, 93, 94, 95] 
High-resolution electron microscopy (HREM) experiments, by Brandt [91] et 
al. showed that whilst the Macroscopic Theory of Elasticity (MTE) (see section 
6.2.2) held in the case of an inserted slab of thickness three layers, it broke down 
if the slab was only one layer thick. Specifically, the In-As bond length of a 
system comprising of a single inserted layer is predicted by elasticity as 2.57 A 
but was measured to be 2.62 A, which is almost exactly the InAs bulk value. 
They concluded that whilst a three layer film could be considered as an elastic 
continuum, a single layer could not. Instead they proposed that the In-As bonds 
are stretched so as to preserve their bulk bond length. 
More recent experimental studies [96] using x-ray absorption fine structure 
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spectroscopy (XAFS) disagree with the HREM result. They find a bond length 
of 2.57 + 0.01 A in agreement with elasticity theory and report no reduction as 
the layer number is increased. 
Ab initio plane-wave, pseudopotential calculations within the local density 
approximation, have been performed on GaAs/InAs heterojunctions to examine 
the structural features of the relaxed layers. Comparing continuum elasticity and 
computational results for the bond length in these relaxed layers with the two 
different experiments, shows that continuum elasticity holds down to the scale of 
a single inserted layer. 
Systems with up to three layers of inserted semiconductor have been simulated 
to study the effect of the interface on the structure and electronic confinement 
and to attempt to resolve the discrepancies between the theory and experiment. 
6.2.1 Computational details 
Norm-conserving pseudopotentials [29] within the Kleinman-Bylander formalism, 
which have previously been shown to give accurate results [65, 61] were used. The 
force components in all three directions were converged to better than 0.01 eV/A 
for all atoms. Relaxation of the unit cell was done by performing full electronic 
and ionic relaxation at a number of different volumes. The lattice parameters 
parallel to the interface were held constant at the equilibrium value of bulk GaAs. 
To perform the Brillouin zone integrations a 3x3x3 Monkhorst-Pack set [23] 
was used to obtain 6 special k-points. The plane wave cut-off was set at 300 eV, 
this was found to converge the total energy differences to better than 1 meV for 
both GaAs and InAs zinc-blende structures, per cell. The combined effect of the 
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basis set and Brillouin zone integration approximations is that the uncertainty 
in the total energies is around 5 meV per atom. 
A known deficiency in the LDA method is the systematic underestimate of 
bondlengths therefore comparing experimental and theoretical bondlengths di-
rectly would be of little use. Consequently experimental results are compared 
with the predictions of elasticity based on calculated elastic constants and lattice 
parameters. 
6.2.2 Elasticity Theory 
The macroscopic theory of elasticity (MTE) can be used to calculate the lattice 
distortions that occur in a superlattice due to the differing lattice constants. 
MTE uses properties of the bulk crystals to predict the strain in the different 
materials; the strains are calculated by minimising the macroscopic elastic energy, 
whilst keeping the in-plane lattice constant the same throughout the structure, 
ie. assuming no misfit dislocations. Following the method of Van de Walle 
and Martin [86, 87], denoting ah as the lattice constant of the host (unstrained) 
material and ae  as the bulk lattice constant of the unstrained layer material allows 
the lattice constants parallel and perpendicular, all and a1 , to the interface to be 
calculated (Figure 6.2). 
Growth of a thin layer in a large (effectively infinite) host fixes all = ah, The 
strain perpendicular to the boundary is then 
= a1 -1  =D(1—.' 	 (6.1) -
ae 	\ 	ae) 





bulk materials 	 heterojunction 
Figure 6.2. The bulk materials have lattice constants ah and ae , when the 
epitaxial layer is grown on the host substrate the in-plane lattice constant is 
constrained to be that of the host ah.  The lattice constant perpendicular to the 
interface can relax to a1 . 
since 
aj = ag [1 - .D 
( 	
- 1)] 	 (6.2) 
where D depends on the elastic constants c 11 , c12 and c44 of the inserted layer and 
on the orientation of the interface[87]. In the present case of a growth direction 
of (001) the value of D°°' is: 
= 2-- 	 (6.3) 
Cl' 
where the elastic constants are those of the layer material. From the values in 
[87] this works out as 1.088. 
The MTE predicted strain in the inserted layer depends on the bulk lattice 
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parameter mismatch. This is different in the calculation from the experiment. 
To test the applicability of MTE in the calculation, the MTE strain (shown 
in table 6.1) is calculated from the calculated bulk parameters (in table 6.2). 
Errors on the calculated bond lengths come from estimating the precision of the 
Layers calculated 	MTE HREM XAFS MTE 
1 -1.4%+0.2 	-1.5% -0.5% 	-2.5% 	-2.4% 
2 -1.3%+0.2 	-1.5% - 	 -2.5% -2.4% 
3 -1.5%±0.2 	-1.5% -2.4% -2.5% 	-2.4% 
Table 6.1. Percentage change in mean InAs bondlengths. The two left hand 
columns are the calculated change and the change predicted by MTE using the 
calculated lattice parameters. The three right hand columns are the two sets of 
experimental data and the calculated MTE result using the experimental lattice 
parameters. 
calculation given how accurately the box size was originally calculated and from 
how the atomic positions have relaxed as the forces have converged. For the two 
and three layer calculations the bondlengths were averaged over all In-As bonds 
present in the simulation. Based on the convergence of the forces, the box size 
and k-point sampling the precision of the bondlengths is ±0.005A. 
From the experimental bulk properties for InAs on GaAs (Table 6.2) this 
gives a 1 = 6.44 A, which corresponds to a bond length for the In-As bond of 2.57 
A. The respective strains according to MTE are q = — 7.07% and cj = 7.69%. 
However using the calculated bulk properties (Table 6.2) MTE gives q j = —5.17% 
and cj = 5.63%. These are the values to test whether MTE is valid in the 
simulation. Table (6.1) clearly shows that the calculation is consistent with MTE 
for all slab thicknesses. 
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experimental (A) calculated (A) 
GaAs 5.65 (2.45) 5.50 (2.38) 
InAs 6.08 (2.63) 5.80 (2.51) 
AlAs 5.65 (2.45) 5.58 (2.42) 
Si 5.43 (2.35) 5.38 (2.33) 
Table 6.2. Calculated and experimental lattice constants (and bondlengths). 
6.2.3 Structural Details 
The simulation box lengths parallel to the interface (a and b) were held at the 
calculated equilibrium bulk values for the host material (GaAs) and not allowed 
to relax. These values can be found in Table 6.2. 
This is standard procedure for planar defects and simulates the effect that the 
strain on an infinite bulk due to a single layer is negligible. 
For growth of an epitaxial layer in an infinite host the in-plane lattice constants 
are constrained by the infinite substrate to the host values. This causes a stress in 
the inserted slab that eventually is released by the formation of misfit dislocations. 
In both sets of calculations the system is allowed to relax in the third direction, 
perpendicular to the interface. Full ionic relaxation was performed and the unit 
cell constant perpendicular to the boundary (the c-axis) was optimised. For one 
and three inserted layers, seven layers of the bulk were included, while for two 
inserted layers, six bulk layers were used. The lattice parameters of the final 
relaxed supercells can be found in Table 6.3. 
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system a and b (A) c (A) 
GaAs/(InAs) i /CaAs 5.50 16.0 
GaA.s1(IriAs) 2 1GaAs 5.50 16.5 
GaAs1(IriAs) 31GaAs 5.50 22.3 
Si/(AIAs) i /Si 5.38 16.1 
Si1(AIAs) 21Si 5.38 16.1 
Si/(AIAs) 2 1Si 5.38 21.9 
Table 6.3. Lattice parameters for the systems studied - relaxed in z-direction. 
6.2.4 Simulation Results 
For the GaAs/InAs/GaAs system calculations were performed on single, double 
and triple buried layers of InAs in GaAs. The percentage change in the In-As 
bondlengths are in Table 6.1 compared with experimental and MTE results. The 
computational results support the elasticity theory result in each case, including 
the single layer. For example, the In-As bond length for a single layer of InAs 
in GaAs of 2.48 A compared with the calculated bulk value of 2.511 A. The 
distance between the planes of In atoms and the nearest plane of As atoms is 
1.53 A compared to the bulk InAs value of 1.45 A, this corresponds to cj = 5.52%. 
The bond lengths for the double and triple layers are averages over all the In-
As bonds in the systems. For the triple layer calculation there is some relaxation 
inside the InAs slab (Figure 6.3). In both the two and three layer systems the in-
terfacial In-As bonds are more strained than the inner In-As bonds. There is also 
significant strain on the GaAs bonds near the interface. For each case the GaAs 
bonds nearest to the inserted plane were found to be compressed by about 2% 
compared to the undoped crystal (Figure 6.4). This strain decreases rapidly as we 
move into the bulk. The simulations are effectively at zero Kelvin. Since GaAs 
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Figure 6.3. Bond lengths in a four cell calculation of a (GaA.$) 131(InAs) 3 
system. 
and InAs have similar thermal expansion coefficients of around 5x10 6 then tem-
perature will tend to increase the overall volume rather than affecting the strain. 
However temperature will affect the elastic constants differently. Temperature 
effects have not been considered but are probably negligible. 
6.3 AlAs in Si 
Calculations have also been carried out on a Si/AlAs system investigating how the 
strain is absorbed in a system with a smaller lattice mismatch and a dipolar layer. 
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Figure 6.4. Bond lengths in a three cell calculation of a (GaAs) ii /(InAs) i 
system. 
Calculating the strain is important as it affects both the physical structure (as 
the number of layers is increased it eventually leads to the formation of defects) 
and electronic structure. For Si/AlAs we also show the formation of a localised 
excited state. 
The Si/AlAs system has not been as extensively studied as GaAs/InAs. There 
have been pseudopotential calculations published on Si/GaAs superlattices rather 
than on buried layers [97, 98]. There have been no experiments that have reported 
measurements of the bond lengths in such a system. 
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system 	a and b (A) I c(A) 
Si/(AIAs) i /Si 5.38 	16.1 
Si1(AIAs) 2 1Si 	5.38 16.3 
Table 6.4. Lattice parameters for the systems studied. 
6.3.1 Computational Details 
For the Si/AlAs system a 3x3x3 Monkhorst-Pack set was used which gave eight 
special k-points. Calculations were performed for single and double layer sys-
tems. The pseudopotentials used were again of the Kleinmann-Bylander [29] 
form. Forces on the atoms were relaxed by the Hellmann-Feynman [40] theorem 
till the forces were below 0.01 eV/A, the relaxation of the unit cell was dealt with 
by performing a number of calculations at different volumes whilst keeping the 
lattice parameters parallel to the plane of the interface constant at the relaxed 
Si bulk value (see table 6.4). In this case the MTE prediction [87] based on the 
calculated bulk values is an Al-As bondlength of 2.385 A. This corresponds to 
= —3.72% and j = 3.17%. We find bond lengths of 2.38 A for the monolayer 
and 2.37 A for the double layer. The calculated strains are j = 2.51% for a sin-
gle layer and the averaged j = 1.47% for the double-layer case. The percentage 
change in the Al-As bond lengths compared to AlAs bulk value are in Table 6.5. 
The compression of the host is similar to the GaAs/InAs case with the nearest 
layers undergoing a compression of about 1.5%, see Figures (6.5), (6.6). 
For the system with a dipole layer MTE is no longer valid, presumably because 
of the significant charge transfer across the AlAs layer induced by the field. 
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Table 6.5. Percentage change in mean Al-As bondlengths - elasticity results are 
based on calculated bulk properties 
6.3.2 Electronic states 
Most models of heteroj unction devices assume that the conduction band poten-
tial, and hence the charge density, change discontinuously at the interface. For 
large systems this approximation should hold but for systems containing only a 
few layers of atoms the interface may play an important effect. Using the Si/AlAs 
system the effect of the interface is investigated by looking at the charge density 
of the lowest excited state. The physical system being directly studied here is 
that of a semiconductor heterojunction with one extra electron. 
Since density functional theory is strictly only reliable for calculating ground 
state properties of a system one must be careful when examining properties that 
depend on excited states. As is well known DFT usually underestimates the band 
gap, sometimes by a much as 50 % [99, 371, since in the calculation of the excited 
states the occupation numbers are not correct. In all the simulations a band 
gap does exist so all the materials in question can be treated as semiconductors 
under the DFT/LDA formalism. Despite the fact that the quantitative picture 
of the band gap is wrong the qualitative picture is reasonably accurate. For 
the materials (Si and AlAs) considered here the shape of the DFT/LDA band 
structure is good with the position of both the valence band maxima and the 
conduction band minima agreeing with experiment. 
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Figure 6.5. Bond lengths for a single layer of AlAs in Si. 
Since part of the reason for DFT/LDA underestimating the band gap is the 
lack of an occupied conduction state two different calculations were performed: 
the first was a standard calculation of the ground state, the second involved 
adding an extra electron to the system and allowing the system to relax to its 
ground state. This simulates a 1 - charged defect. By explicitly setting the G=O 
terms in the Ewald sum to zero there is an effective positive charge smeared out 
across the cell to retain charge neutrality. Both electrons and ions were relaxed 
such that the forces were of the order of 0.01 eV/A, and then the band structures 
were calculated. 
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Figure 6.6. Bond lengths for a double layer of AlAs in Si. 
The effect of this extra electron on the valence band structure was negligible 
apart from a rigid shift of all the bands. The shape of the excited levels was altered 
slightly in the 1 configuration, but by a very small amount and the main effect 
was to pull the conduction band down, so closing the band gap further. In each 
case the lowest band was nearly dispersionless. 
In a supercell calculation a dispersionless band implies a localised state but 
the band structure can not give any information about where the localised state 
is. To determine this the charge density distribution of the electron in this band 
in real space is examined. The charge density of this first excited state integrated 
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parallel to the interface and plotted along the direction perpendicular to the 
interface is shown in Figure 6.7 for both a three cell and a four cell calculation. 
Both graphs show similar behaviour: the electron in this excited band is trapped 
in the silicon region of the system adjacent to the As-Si interface. The lowest 




















distance in angstroms 
Figure 6.7. Charge density versus position, (a) three cell calculation, (b) four 
cell calculation of two layers of AlAs in Si. Both graphs are scaled so the area 
under each adds to two electrons. 
Clearly the composition of the interface does play an important part in the 
confinement of the electron, with the localised state being preferentially confined 
near to the As-Si interface rather than the Al-Si one. 
After the addition of an extra electron to the system bond lengths were re-
calculated to determine how the doping affected the bonding. The extra electron 
caused a significant increase in the charge in the bonding region of the Si-As 
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bond. This caused a reduction of this bondlength by about 2%. This decrease 
is compensated for by the rest of the bonds in the system, which all increase by 
the same small amount leaving them effectively unchanged. 
From our calculations it is possible to look at the energy of the localised state, 
this energy can be compared with the DFT silicon band structure. It was found 
that the localised state had an energy 0.2 eV above the valence band maximum. 
Our DFT calculated band gap for silicon is 0.6 eV, so assuming that the two 
maxima are concurrent the localised level lies in the gap, forming a localised gap 
state a third of the way across the gap. 
6.4 Conclusions 
In the (GaIn)As system elasticity theory is obeyed even in the limit of a single 
layer for the inserted material, but the host material is also strained close to 
the interface. There is no evidence to support the previously reported anoma-
lous bond lengths in GaInAs heterojunctions, however the results are in good 
agreement with those of more recent EXAFS experiments and the calculations of 
Bernard and Zunger [92]. 
For the asymmetric boundary, Si/AlAs there is some charge transfer between 
bonds and macroscopic elasticity theory no longer holds. The fact that there are 
two different interfaces probably causes this breakdown. The failure of elasticity 
theory may also be because the heterojunction contains Si-Al and As-Si bonds 
which do not occur in the bulk systems from which the neccessary values were 
derived. 
The formation of a localised excited state in the Si/(A1As) 2 /Si system is also 
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observed. The asymmetry of the interfaces causes the confinement to differ from 
that expected by an electron trapped in a quantum well. While two layers of 
AlAs is not enough to form a quantum well with properties determined by the 
bulk, it does allow for the formation of localised states at the boundary. 
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