Abstract. The advent of Linked Open Data has seen a large number of structured datasets from various domains made available to the public. These datasets are seen as a key enabler for the Semantic Web, where applications can consume and combine this data in powerful and meaningful ways. However, the uptake of Linked Data during this 'introductory phase' is hampered in ways similar to the uptake of any new technology -until the technology has found widespread use, the range of opportunities for exploiting it is limited and until the opportunities are fully explored, the uptake of the technology is restricted. FactForge is a free, publicly available service that provides an easy point of entry for would-be consumers of Linked Data. This Web application is based on OWLIM, a high performance semantic repository that offers outstanding RDF data management and reasoning capabilities based on OWL. The data-exploration functionality provided by FactForge exploits the advanced features of OWLIM to allow users to combine SPARQL with various full-text search and ranking functions for powerful, user-guided data-mining over a number of the most popular LOD datasets. This paper gives an overview of FactForge, its many unique capabilities and its role within the emerging trend for the exploitation of Linked Open Data using OWL-based inference.
Introduction
'Linked Data' is defined by Tim Berners-Lee [4] , as a number of RDF graphs, published so that they can be navigated across servers by following the links in the graph in a manner similar to the way the HTML Web is navigated. Therefore, the publishers of Linked Data should comply with four simple design principles:
1. Use URIs as identifiers for things; 2. Use HTTP URIs, so that these identifiers can be looked up; 3. Provide useful information when a URI is looked up; 4. Include links to URIs from other datasets. Although not related to semantics, the Linked Data concept turns into an enabling factor for the realization of the Semantic Web [3] as a global web of structured data around the Linking Open Data initiative introduced in section 1.1. There are various obstacles for reasoning with Linked Data and these are related to the scale and nature of such data. In order to provide context for the experiment presented in this paper, section 1.2 gives a brief overview of the state of the art in scalable reasoning. Section 2 makes a proposal for a 'reason-able' view as a practical approach for reasoning with Linked Data.
The major contribution of this paper is a 'reasonable' view called FactForge [13] , presented in section 3, which allows mining and navigation of largescale general knowledge datasets. This builds upon previous work under the name 'Linked Data Semantic Repository' [23] . Sections 4 and 5 give details about the process of materialization of the deductive closure of the selected datasets within FactForge, performed by the BigOWLIM [22] semantic repository. Finally, an analysis of the results is provided in section 6 and a discussion on future work is given in section 7.
The results reported here are based on work performed within the European research projects RAS-CALLI [36] and LarKC [25] , in which FactForge is designed and used as a test-bed for scalable reasoning [24] and for the modelling of incomplete contextaware reasoning based on spreading activation and priming [41] . The latter experiments were extended to use 'priming' for pre-selection of relevant subsets of data for Web-scale reasoning [43] .
Linking Open Data
Linking Open Data (LOD) [28] is a W3C Semantic Web Education and Outreach community project aiming to extend the Web by publishing open datasets as RDF [31] and by creating RDF links between data items from different data sources. The central dataset of LOD is DBPedia -an RDF extract of the Wikipedia open encyclopaedia -which serves as a 'hub' in the LOD graph, because of the many mappings between it and the other LOD datasets. Currently LOD contains more than 200 datasets 1 
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, totalling nearly 30 billion statements, joined together with many millions of link statements.
For most of the popular knowledge representation (KR) formalisms and ontology languages, the worst case complexity of the algorithms for basic reasoning tasks indicates that they are intractable. Such algorithms can not therefore be applied to very large scale knowledge bases and datasets.
RDFS [19] is a schema definition language, much of which is used to define OWL [11] an ontology language for the Semantic Web. RDFS and OWL standardize the epistemology, vocabulary and syntax of the ontologies and the data encoded with respect to them. Yet, the semantics of RDFS and the various dialects of OWL are still quite diverse.
OWL DL [11] is a description logic that is well established in the semantic Web community, however many reasoning activities associated with this representation formalism have exponential worst case complexity and are considered intractable for large 1 http://www4.wiwiss.fu-berlin.de/lodcloud/state/ datasets. The most scalable experiments with sound and complete OWL DL reasoning are in the range of 5 million statements, under the UOBM [30] benchmark as reported in [21] . Inconsistency checking with respect to OWL DL has been performed, under specific constraints, against 60 million statements, as presented in [38] .
OWL Horst is a partial-axiomatisation of OWL RDF-based semantics defined in [40] as an extension of RDFS semantics [19] towards supporting some, but not all, OWL primitives. Ter Horst defines a rule language called R-entailment in which both the body and the head of the rule are RDF graph patterns, described via statements, which can contain URIs, blank nodes, and variables in any position, as well as literals in the object position; blank nodes are not allowed in the body; all variables in the head of the rule should also appear in its body. This OWL dialect is defined as a set of R-entailment rules, named pD* entailment. OWL Horst is representative for a class of OWL dialects defined by systems of rules similar to R-entailment, of which the OWL2 RL rule language [32] is an example. Such OWL dialects place stringent requirements on the range of possible rules in order to bound the reasoning complexity.
As presented in [24] , there are plenty of systems (AllegroGraph [1] , BigDATA [5], BigOWLIM [22] , DAML DB [8] , ORACLE 11g [34]) which can perform reasoning with languages/fragments of a similar complexity to OWL Horst over datasets with a maximum size of between one and ten billion explicit statements. However, there are no systems that scale an order of magnitude greater than this or add significantly more expressivity at this scale, except for highly specialised, massively parallel systems, such as WebPIE [43] . From this we make the assumption that a current practical bound for expressivity and scalability, is a language/fragment as complex as OWL Horst up to some billions of RDF statements.
Reasoning with Linked Data
There are various problems related to reasoning with Linked Data. Some of the major issues include:
-Most of the traditional reasoning setups implement sound and complete inference under the socalled "closed-world assumption": the knowledge is considered complete, so if a specific fact is not known or inferable, it is not true. Such setups are irrelevant in an environment where the knowledge is incomplete by design and logical consistency is not guaranteed; -Some of the datasets of LOD, or at least some parts of them, are not suitable for reasoning. It seems that many data publishers use OWL and RDFS vocabulary without properly understanding their formal semantics leading to modelling errors that cause problems during inference, such as providing multiple values for functional properties or using properties with the wrong type of individual (and hence infer the wrong class membership due to the domain of the property); -Some of the datasets are derived by the means of text-mining and, due to the intrinsic limitations in the accuracy of the extraction techniques, include incorrect information. For instance, the YAGO module of DBPedia contains plenty of faulty classifications of Wikipedia articles. Such inaccuracies are of a relatively small number and probably not a serious problem for human readers exploring DBPedia. However, they can lead to significant noise and inconsistencies after reasoning; -Although reasoning with data distributed across different World-Wide-Web servers is possible, it is nearly always much slower than reasoning with local data.
Reason-able views represent an approach for reasoning with the Web of Linked Data, introduced in [43] . We call a reason-able view (RAV) an assembly of independent datasets that can be used as a single body of knowledge (referred to as an integrated dataset) with respect to reasoning and query evaluation. The integrated dataset represents the union of the independent datasets or versions of those, where parts of the original datasets could be excluded or refined in order to meet reasonability or some other criterion.
The notion of "reasonability" above means that the integrated dataset has certain specific qualities with respect to a specific reasoning task and language. Examples for reasonability criteria could be "consistent with respect to OWL Lite" or "to allow RDFS entailment within O(n) time and space" -note that due to the materialization approach of BigOWLIM, the semantics used is fixed at load time.
We define a Linked Data reason-able view (RAV) as a reason-able view where:
• All the datasets in the view represent Linked Data -see section 1; • A single reasoning strategy is applied to all datasets; • There are entities in each dataset that are connected to entities in at least one of the other datasets.
Considering the size of the LOD datasets (see section 1.1), in order to make query evaluation and reasoning practically feasible, the integrated dataset of a linked RAV should be loaded in a single repository (even if it employs some sort of distribution internally). Such a linked RAV can be considered as an index, which caches parts of the LOD cloud and provides access to the datasets included in a manner similar to the one in which Web search engines index Web pages and facilitate their usage.
As a final practical consideration, an RAV may hold datasets that are updated frequently. If this is the case then the database used to store it should be capable of being updated at least as frequently and the appropriate mechanisms put in place to ensure that updates from sources are propagated in a timely fashion. For datasets of a general knowledge nature, this is unlikely to be necessary, but for data sets that hold continuously changing data, such as news streams, then this must be taken in to account.
FactForge
FactForge (known in previous versions as the Linked Data Semantic Repository) is a reason-able view to the Web of Linked Data, made up of eight of the central LOD datasets, which have been selected and refined in order to serve as a useful index and entry point to the LOD cloud and to present a good use-case for large-scale reasoning and data integration. The design objectives for FactForge are as follows:
1. Consistency with respect to the formal semantics; 2. Generality -no specific domain knowledge should be required to comprehend most of the semantics; 3. Heterogeneity -data from multiple data sources should be included; 4. Reasonability with respect to OWL2 RL (see section 4 for details).
Datasets
FactForge includes the following LOD datasets:
• DBPedia [2] is an RDF dataset derived from Wikipedia, designed to provide as full as possible coverage of the factual knowledge that can be extracted from [26] provides descriptions of the most popular human languages; currently it contains information about more than 500 languages; • MusicBrainz [33] (RDF from Zitgist) contains comprehensive music information suitable for browsing or useful for tagging.
Ontologies
The connectivity in FactForge is facilitated by DBPedia (which provides linksets to GeoNames, lingvoj, and Wordnet) and by UMBEL (which is linked to DBPedia). These link sets are also loaded in to FactForge along with the following ontologies and schemata:
• DCMI Metadata Terms [12] (Dublin Core -DC) is a relatively small, but very popular metadata schema. It defines attributes (e.g. author/contributor, date of publication, language, etc.) that can be used to describe information resources; • SKOS [39] (Simple Knowledge Organization System) represents a relatively simple RDF schema that allows describing taxonomies of concepts linked to each other by any sort of subsumption hierarchy. The most important properties defined by SKOS are skos:broader and skos:narrower, defined as inverses of each other. The subsumption semantics of these relationships is more appropriate for the encoding of "topic ontologies" and subject classifiers as compared to rdfs:subClassOf
] is an RDF schema designed to enable syndication of machine-readable information about updates from Web sites;
• FOAF [15] is a project aimed at creating a network of machine-readable personal profiles published on the Web. In essence, the FOAF ontology defines the attributes of these personal profiles, which, in turn, allows for publication of contact information and links to other profiles.
Data Access Methods
FactForge provides several methods to explore the combined dataset that exploit some of the advanced features of BigOWLIM.
Firstly, 'RDF Search and Explore' allows entities to be searched by keyword (treating them as text strings) with a real-time auto-suggest feature ordered by 'RDF Rank' (a feature similar to Google's Page Rank [6] that calculates a node's relative importance based on the number of ways it is related to other nodes). The results page shows all triples where the selected node appears as the subject, predicate or object, together with the preferred label, RDF Rank indicator, image, etc.
Secondly XML, JSON, etc) .
Lastly, a graphical search facility called 'RelFinder ' [20] that discovers paths between selected nodes. This is a computationally intensive activity and the results are displayed and updated dynamically during each iteration. The resulting graph can be reshaped by the user with simple click and drag operations. Entities within the emerging graph can be selected and a properties box provides links to the sources of information about the entity.
Reasoning Setup
The 'reasonability criteria' (see section 2) for FactForge were defined with respect to the OWL2 RL rule language [32] . Formally, FactForge should be correct using forward-chaining reasoning, which includes entailment and consistency checking with respect to OWL2 RL.
Furthermore, the results of the inference should be consistent with 'common sense' without specific assumptions about the context of interpretation. In other words, the deductive closure should not include statements which go against 'common sense', under the style and level of consensus similar to that of Wikipedia. We define 'common sense' to mean some information that is clearly wrong when interpreted by a person. For example, it is logically consistent to say that a 'hotel' is a subclass of 'whale', but most people will immediately declare this as false. It follows that the 'common sense' property of a dataset is very hard to determine without surveying a number of people with all explicit and entailed knowledge. The conclusion in section 7 hints that so far this has only been attempted in a very ad hoc manner.
The BigOWLIM semantic repository is used to load the datasets and perform forward-chaining and materialization. This repository uses a rule language that supports R-entailment (see section 1.2) and can be configured to perform forward-chaining using predetermined rule-sets.
For improved loading performance, FactForge uses BigOWLIM's optimized rule-set for OWL Horst [40] which is an extension of RDFS entailment. However, the optimized rule-set excludes the trivial inferences of rdf1, 4a, 4b that have no equivalent in OWL2 RL. The remaining semantics are entirely captured in OWL2 RL, except for rdfs12 (which is not relevant to the FactForge dataset) and rdfs13 (which is captured in OWL2 RL by axiomatic triples for the XSD data types). The remaining inferences that rdfs13 would produce when applied to the FactForge dataset are in fact already present. Hence we conclude that using the optimized OWL Horst rule-set with the FactForge dataset leads to a model that is entirely consistent with the application of the OWL2 RL ruleset to the same data. The use of this rule-set allows the entire dataset to be loaded and forwarding chaining reasoning to be performed in approximately four days.
In order to determine that the OWL Horst rule set is not only consistent with OWL2 RL applied to the same dataset, but also sufficient we conducted a loading experiment using the OWL2 RL rule-set. The loading time was considerably longer, approximately four-fold, but the total number of statements was only slightly larger (less than 1%). It was not possible to determine what further inferences the OWL2 RL rule-set produced, but we conclude that the OWL Horst rule-set is sufficient to capture the semantics of the FactForge dataset to a satisfactory accuracy.
owl:sameAs optimization
The loading speed and query performance of FactForge benefit from a specific feature of BigOWLIM that allows for the efficient handling of owl:sameAs statements. owl:sameAs is an OWL predicate used to declare that two different URIs denote one and the same thing. It is often used to align identifiers from different datasets that refer to the same thing.
BigOWLIM combines identifiers for the same things in to equivalence classes that dramatically reduce the indexing space required and yet still allow all correct query solutions to be enumerated. As can be seen from Table 3 , this approach reduces the number of statements to be indexed by some 78%.
In addition to an 'Include inferred' check box on the SPARQL query page, FactForge also has an 'Expand results over equivalent URIs' checkbox that exploits the BigOWLIM option to enumerate over equivalent URI's or not. When this option is deselected, only one URI is used for a particular resource, selected from the resource's equivalence class. This can make a dramatic difference to the number of query results returned, where statements that differ only by the substitution of equivalent URIs are removed from the result set.
Logical consistency
A knowledge base may be inconsistent with respect to the semantics of OWL2 RL (rule language) in a number of ways, e.g. when an individual is a member of two disjoint classes or when two individuals are both the same as each other and different from each other. The entailment rules [32] include many consistency checks that derive 'false' when an inconsistency is detected.
BigOWLIM includes a consistency checking mechanism that uses rule-like expressions and can detect inconsistencies whenever statements are committed to the repository. However this incurs additional overhead during loading, when all inferred statements are computed. After loading, the repository will be used in a read-only manner to answer the queries passed to it from the FactForge user interface. Therefore, the approach chosen is to turn off inconsistency checking at load time and check for inconsistencies after loading is completed. This is achieved by executing SPARQL queries that have the same form as the premises of the OWL2 RL consistency checking rules. If future incarnations of FactForge are updated more frequently, for example if the underlying datasets change rapidly, then consistency checking can be switched on in order to catch inconsistencies as the conflicting statements are committed. 
Loading and Materialization Statistics
Dataset loading and inference statistics are presented in Table 1 . The first column lists the datasets (or parts of them) in the order in which they were loaded into the repository. The number of triples listed in the Explicit Indexed Triples column indicates the increase in the number of statements in the BigOWLIM indices after the dataset has been loaded. Note that some data providers claim that their datasets contain an amount of statements slightly different from the one presented in the table. Table 2 provides a summary of loading and inference statistics for all the datasets. This collection includes 283 million entities (nodes in the RDF graph). Further processing then computes the RDF rank, text snippet and preferred label for each node. The final dataset statistics after this post-processing are shown in Table 3 . At this point, the dataset includes 404,796,665 entities. The larger number of retrievable statements in Table 3 is a result of the owl:sameAs 4 optimization discussed in section , where the optimization has 'compressed' more than 7.7 billion statements, reducing the size of the indices by 78%. 
Analysis of the Results
The most important outcome of this experiment is that it has shown that it is possible to build a reasonable view that matches the requirements set forth in section 3:
• FactForge successfully integrates several of the central LOD datasets into a single body of general knowledge; • FactForge contains heterogeneous datasets.
The nature of the knowledge encoded in them varies from encyclopaedic (DBPedia), through geographic (Geonames), to linguistic (Wordnet and lingvoj) and taxonomical (UMBEL); • The facts inferred from the knowledge in FactForge look reasonable; this conclusion is drawn from intensive exploration and querying of FactForge over many months. The only exceptions discovered are the SKOS categories in DBPedia; • The integrated dataset of FactForge is logically consistent apart from one type of inconsistency that is described in section 6.4. In most cases, the high ratio of expansion in the deductive closure is due to long chains of statements over transitive properties that are used to construct hierarchies. This is the case with the nesting of locations over the gno:parentFeature
Fixing the category hierarchy in DBPedia
in Geonames, the class hierarchy in UMBEL, and the category hierarchy in DBPedia.
The most difficult problem with respect to ensuring "reason-ability" for FactForge is related to the category hierarchy in DBpedia. This hierarchy includes around half a million categories linked with almost one million relations. The hierarchy is defined via skos:broader relations and in many cases the actual relationship is either too weak and insignificant or simply inaccurate. Often concepts with overlapping meanings are incorrectly encoded as a pair of broader-narrower categories, instead of just related categories, which combined with the extensive use of auxiliary categories and multiple-inheritance, results in an extremely tangled hierarchy that contains many cycles related through transitive subsumption relationships. The result of such cycles is that after materialization all categories in a cycle become equivalent to one another. During this experiment just over two thousand simple cycles were detected, over half of which were trivial (a category being marked as broader to itself) and these were easily discarded. The remainder were analyzed manually, which resulted in nearly one thousand relations being changed from skos:broader to skos:related. The resulting graph contains skos:broader
Differences between FactForge and LUBM with respect to inference
paths with lengths ranging from 1 to nearly two hundred.
Generally, one can observe that reasoning with real-world data appears to be much more challenging, compared to synthetic tests like LUBM [18] . The differences between FactForge's integrated dataset and the datasets generated and used in LUBM can be summarized as follows:
• The RDF graph in LUBM has a star-like topology: the sub-graph for each university is connected only to the sub-graphs of the LUBM ontology and the first university which stands in the centre of the 'star'. This allows for easy partitioning and caching in the process of loading. In contrast, the FactForge combined dataset is highly irregular and it is possible that there is no easy way to isolate and cache only the most used parts.
• The full deductive closure of LUBM expands the number of statements by 70%, while in FactForge the expansion is 834%. The major reason for this being the long chains of predicates related over transitive properties and the intensive use of owl:sameAs • In FactForge more than 100,000 different predicates are used, mostly due to the encoding style of DBPedia. On the other hand, in LUBM there are just a handful of predicates used, which allows for efficient loading and querying of LUBM in a repository configuration where indices with predicates as the primary sorting criteria are not maintained.
.
New data access opportunities
The integration of so many of the central LOD datasets combined with reasoning and the advanced data access features of BigOWLIM brings exciting new opportunities to discover previously hidden knowledge, specifically, the ability to formulate expressive SPARQL queries and integrate full-text search and ranking.
Consider the query in Fig. 1 This query makes use of the datasets DPPedia, Geonames, UMBEL and MusicBrainz, requiring inference over types, sub-classes, and transitive relationships. Before FactForge, answering this kind of query in real-time was not possible. Curiously, the first result is F.W.Nietzsche, due to the little known fact that Nietzsche was a musician and composer as well as a philosopher. Knowing this, it is no surprise that the answer to the question "who are the most interconnected individuals from Germany who are also entertainers" should return Nietzsche first.
Another interesting query example is The Modigliani Test 2 Fig.  3 . Richard McManus wrote that "the tipping point for the Semantic Web may be when one can deliver -using Linked Data -a comprehensive list of locations of original Modigliani art works". Although there is still some way to go before a 'comprehensive' list can be discovered using Linked Data, it seems that FactForge can at least be used to get some answers to this question -see the query in , where the prefixes are omitted for brevity. At the current time, eight painting titles and locations are returned. Again, this query is given as an example on the SPARQL page of FactForge.
Logical consistency
An examination of the predicates used in the FactForge datasets shows that there are many consistency checking rules that are made redundant due to the fact that some of the predicates and classes in their premises are simply not used. The absence of the any of the following classes: Furthermore, even though owl:maxCardinality However, there are twenty occurrences of appears often, it is never associated with a value of zero and so none of the cardinality checking rules can be triggered.
owl:disjointWith in the merged dataset and these lead to some difficulties. The rule cax-dw, which can be emulated using the SPARQL query shown in Fig. 2 
Conclusion and Future Work
Several of the central LOD datasets were selected (approximately 1.117 billion statements), modelling errors were fixed (apart from some disjoint classes that have some common members) and the result was loaded in to a BigOWLIM semantic repository with nearly 180 million additional annotation statements.
Forward-chaining inference was performed to materialize a further 881 million statements meaning that a total of 2.237 billion statements are indexed. Enumeration of owl:sameAs equivalence classes is performed at query time leading to some 9.8 billion retrievable statements.
Many months of ad hoc use has shown that the vast majority of the inferred statements match common sense expectations.
A reduced rule-set (optimized OWL Horst) was used for inference and an analysis of the rules and a comparison of the number of inferred statements shows that the chosen rule-set is sufficient to capture the semantics of OWL2 RL to within 1%. In other words, reasoning with respect to a more expressive dialect will not entail a significantly larger number of additional implicit statements. Future optimisations in the BigOWLIM semantic repository platform and a steady improvement in hardware will allow more datasets to be included. Depending on the frequency of updates of these new datasets, a more rigorous update cycle can by implemented that minimises the latency between updates in the original data source and these changes being manifest in the FactForge repository. Alternatively, if an update stream is available for rapidly changing data then these updates can be applied directly to the underlying BigOWLIM repository.
Other work involves experimenting with some applications of FactForge, e.g. semantic annotation of text with respect to the entities in FactForge or using it for query expansion for services like Flickr [14] .
FactForge is one of the largest publicly available bodies of general knowledge (not specific to a particular scientific domain) against which inference has been performed. Visitors to the Website [13] can query and explore the data using the methods described in section 3.3. Other large, combined knowledge bases made available to the public include the LOD Cloud Cache [29] containing some 15.4 billion explicit statements including the entire data.gov catalogue [9] and Linked Life Data (LLD) [27] (also from Ontotext) that assembles a large fraction of the life-science-related datasets from LOD. LLD includes over 5 billion explicit triples from over 28 data sources plus additional link datasets.
Ontotext maintains a public demonstration service [13] that allows one to explore FactForge and evaluate queries against it through a Web interface. Applications can access FactForge via a SPARQL end-point. Such a setup would make a useful 'backend' for a lightweight client that browses Linked Data or annotates/enriches application data, e.g. a mobile application like DBPedia Mobile [10] that could use GPS position data to find nearby points of interest or provide information about the current region. Should FactForge become a useful asset for application developers, then Ontotext will make a cloud-based version available. This will allow applications to operate with their own dedicated BigOWLIM instance, datasets and bandwidth. Furthermore, it will permit applications to modify the bundled FactForge datasets or add their own data.
