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The aim of this paper is to introduce two new elimination procedures for algebraic sys-
tems of equations. The flrst one eliminates one variable from a flnite set of polynomials
with complex or real coe–cients and it is based on a parametric version of Barnett’s
Method for computing the greatest common divisor of a flnite family of univariate poly-
nomials. The second one, based on Hermite’s Method, deals with the global elimination
of a block of variables from a flnite set of multivariate polynomials with a particular
structure (containing a Pham system). A common feature of both procedures is that the
flnal step relies on a speciflc property of a real-valued inner product on vector spaces
over the coe–cient fleld: Gram’s Criterion.
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1. Introduction
The elimination of one or several variables from a set of algebraic equations is one of the
main problems in Computational Algebraic Geometry. This problem can be easily for-
mulated in the following terms: if F1; : : : ; Fs are polynomials in Q[T1; : : : ; Tm; x1; : : : ; xn],
which are the conditions that the parameters T1; : : : ; Tm should verify in order for the
polynomial system of equations
F1(T ; x1; : : : ; xn) = 0; : : : ; Fn(T ; x1; : : : ; xn) = 0
to have a solution in Cn.
This problem is not only important in Algebraic Geometry, many real-life problems
dealing with mathematical objects can be formulated in that way. If the elimination of
one or several variables can be used as one of the usual steps performed in polynomial
system solving, it is important in its own right: the implicitness of a parametric curve (in
the plane) or surface (in the space), which is a key problem in Computer Aided Geometric
Design, is no more than the elimination of one variable from two polynomial equations
or the elimination of two variables from three polynomial equations. Computer Algebra
provides several tools to deal with these elimination problems: Gro˜bner bases, resultants,
Ritt-characteristic sets, etc. (see Cox et al., 1992, 1997, for example).
The main purpose of this paper is to present two new elimination procedures for two
particular problems: the simultaneous elimination of one variable in several equations
(n = 1) and the simultaneous elimination of several variables in several equations con-
taining a Pham system (a polynomial system with very good parameter specialization
properties).
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The flrst one is based on a parametric version of Barnett’s Method (see Gonzalez-
Vega, 1996) for computing the greatest common divisor of a flnite family of univariate
polynomials and provides exactly one polynomial condition involving only the parameters
if these are real numbers, or involving also the conjugate of the parameters if these can
be specialized to complex numbers. The second one is based on Hermite’s method which
characterizes the number of difierent complex or real solutions of a zero-dimensional ideal
through the rank or the signature of a symmetric matrix: if a Pham system is involved,
then this matrix (the Trace matrix) is easily parametrized.
What both procedures have in common is that the flnal step relies on a speciflc prop-
erty of a real-valued inner product on vector spaces over the coe–cient fleld, Gram’s
Criterion. This characterizes the dimension of a linear subspace through a single de-
terminant of a matrix whose entries are the scalar products of the generators for the
considered subspace.
It is very important to note at this point that most of the elimination conditions are
obtained as determinants or characteristic polynomials of polynomial matrices and that
these determinants, even for moderate dimensions, can be very e–ciently manipulated
by the methods based on the Berkowitz algorithm (see Jounaidi, 1997).
2. Simultaneous Elimination of One Variable in Several Equations
The elimination of one variable from a set of polynomial equations can be done by a
Gro˜bner basis computation, or by computing the so-called system of resultants through
the introduction of a new variable (see van der Waerden, 1950). In this section, a new
method for performing this elimination task is presented.
2.1. Barnett’s method
Barnett’s method is a Linear Algebra-based method to compute the degree of the gcd
of several univariate polynomials over an integral domain. It will be used, in particular,
to parametrize deg(gcdT (P1; : : : ; Pr)) for Pi 2 Q[x1; : : : ; xn; T ] when considering the
x1; : : : ; xn as parameters.
Let D be an integral domain, P;Q1; : : : ; Qr 2 D[T ] with deg(P ) = p, deg(Qi) < p
(i 2 f1; : : : ; rg). If deg(Qi) ‚ p, for some i, the corresponding Qi will be replaced by the
remainder rem(Qi; P ) without altering gcdT (P;Q1; : : : ; Qr).
If P = xp + ap¡1xp¡1 + ¢ ¢ ¢+ a1x+ a0, the companion matrix of P is:
¢P :=
0BBB@
0 ¡a0
1
. . .
...
. . . 0 ¡ap¡2
0 1 ¡ap¡1
1CCCA :
Next, the matrices Qi(¢P ) (i 2 f1; : : : ; rg) are considered together with the rp£p matrix
QP :=
0B@Q1(¢P )...
Qr(¢P )
1CA : (2.1)
The main property of this matrix is summarized in the next theorem.
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Theorem 2.1.
deg(gcd(P;Q1; : : : ; Qr)) = p¡ rank(QP ):
The proof of this fact can be found in Gonzalez-Vega (1996). In order to compute this
matrix easily, it is better to explain its meaning in terms of linear mappings. Let
Qp[T ] = fU(T ) 2 Q[T ] : deg(U) < pg
be considered as Q-vector space endowed with the basis f1; T; : : : ; T p¡1g. By identifying
the polynomial U(T ) = u0 + u1T + ¢ ¢ ¢+ up¡1T p¡1 with its coe–cient vector0@ u0...
up¡1
1A ;
and the matrix ¢P with the linear mapping
¢P : Qp[T ] ¡! Qp[T ]
U(T ) =
0@ u0...
up¡1
1A ; ¢PU(T ) = ¢P ¢
0@ u0...
up¡1
1A = rem(TU; P );
the linear mappings Q(¢P ), for any Q 2 Q[T ], verify the equality:
Q(¢P )U(x) = rem(QU;P )
that will be very useful to compute the matrix QP . The computation of the degree of
gcd(P;Q1; : : : ; Qr) is easier than expected due to the following two facts:
(1) The computation of each matrix Qi(¢P ) is carried out by merely computing one
Euclidean remainder: the k column of Qi(¢P ) (k 2 f1; : : : pg) can be written as
Qi(¢P )
0BBBBB@
0
...
1
...
0
1CCCCCA = rem(QiT k¡1; P );
and the difierent steps in the computation of rem(QiT p¡1; P ) give the desired ma-
trix.
(2) In Gonzalez-Vega (1996), it is also shown that if rank(QP ) = d, then the flrst d
columns of QP are linearly independent (and, therefore, the rest are linearly de-
pendent on them): the degree of gcd(P;Q1; : : : ; Qr) is h ifi the flrst p¡ h columns
are linearly independent and the flrst p¡ h+ 1 are not.
In order to check, in the parametric case, the linear independence of the columns of
QP , the next theorem, which can be found in Lancaster and Tismenetsky (1985), will be
very useful.
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Theorem 2.2. (Gram’s Criterion) Let V be a real vector space provided with a
scalar product h ; i. Then, for any v1; : : : ; vs 2 V , v1; : : : ; vs are linearly independent
ifi their Gram determinant
Gram(v1; : : : ; vs) =
flflflflflflfl
hv1; v1i ¢ ¢ ¢ hv1; vsi
...
...
hvs; v1i ¢ ¢ ¢ hvs; vsi
flflflflflflfl
is non-zero (note that Gram(v1; : : : ; vs) ‚ 0 always).
Thus, the characterization of the rank of QP can be done by computing the Gram
determinants for the columns of the matrix QP .
An explicit expression of gcd(P;Q1; : : : ; Qr) was also derived in Gonzalez-Vega (1996).
If rank(QP ) = d and if ‰1; : : : ; ‰p are the columns of this matrix, due to its special
structure and as quoted before, the columns ‰d+1; : : : ; ‰p can be expressed as a linear
combination of ‰1; : : : ; ‰d:
‰d+i =
dX
j=1
–ji ‰j ; i ‚ 1:
Then the coe–cients g0; : : : ; gh (h = p¡ d) of
H = gcd(P;Q1; : : : ; Qr) =
hX
i=0
giT
i
are given by (H is chosen monic, gh = 1):0BBBB@
1
gh¡1
...
g1
g0
1CCCCA =
0BBBB@
1
ap¡1 1
ap¡2 ap¡1 1
...
. . . . . .
ap¡h ¢ ¢ ¢ ¢ ¢ ¢ ap¡1 1
1CCCCA
0BBBB@
1
–d1
–d2
...
–dh
1CCCCA : (2.2)
2.2. simultaneous elimination of one variable from several polynomials
Let D be an integral domain contained in C. Let P;Q1; : : : ; Qr be polynomials in
D[X1; : : : ; Xm; T ] such that P is T -monic and the degree of P with respect to T is
strictly larger than the degrees of every Qi (also with respect to T ). Barnett’s method
is especially suitable for eliminating the variable T from P;Q1; : : : ; Qr: i.e. to compute a
polynomial G 2 D[X1; : : : ; Xm] such that, for ¢ 2 Rm
9fi 2 C P (¢; fi) = 0; Q1(¢; fi) = 0; : : : ; Qr(¢; fi) = 0() G(¢) = 0:
Let p be the degree of P with respect to the variable T and QP the matrix (with entries
in D[X1; : : : ; Xm]) deflned in (2.1). Then, by Theorem 2.1, for every ¢ 2 Rm
9fi 2 C P (¢; fi) = 0; Q1(¢; fi) = 0; : : : ; Qr(¢; fi) = 0() rank(QP (¢)) < p:
The problem has been reduced to characterizing the rank of the matrix QP and this
will be accomplished by using Gram’s Criterion (see Theorem 2.2): if D µ R and
Gi 2 D[X1; : : : ; Xm] is the Gram determinant of the flrst i columns in the matrix QP ,
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then
rank(QP (¢)) < p() Gp(¢) = 0:
If D is an integral domain contained in C (and not in R) and every Xi is to be specialized
to complex, non-real numbers, then the previous argument produces a polynomial Gp 2
D[X1; X1; : : : ; Xm; Xm] providing the desired condition.
Therefore, in any of the two previous cases (D contained in R or C), the polynomials Gi
provide an easy description of the difierent possibilities for the greatest common divisor
of the considered polynomials:
G2 = 0 and G1 6= 0 () deg(gcd(P;Q1; : : : ; Qr)) = p¡ 1
G3 = 0 and G2 6= 0 () deg(gcd(P;Q1; : : : ; Qr)) = p¡ 2
G4 = 0 and G3 6= 0 () deg(gcd(P;Q1; : : : ; Qr)) = p¡ 3
...
...
...
Gp = 0 and Gp¡1 6= 0 () deg(gcd(P;Q1; : : : ; Qr)) = 1:
The explicit description of the gcd of P;Q1; : : : ; Qr with respect to the variable T , in
either of the two previous cases, can be easily derived from the formulae shown in equa-
tion (2.2).
The condition Gp(X1; : : : ; Xm) = 0 provides an explicit description of the projection
on Cm or Rm, forgetting the flrst variable T , of the algebraic set in Cm+1 deflned by the
vanishing of the polynomials P;Q1; : : : ; Qr. It is essential to note, from the theoretical
point of view, that this is not clear since:
(1) in the case of Rm, the Tarski Principle assures that such a projection is a semialge-
braic set (probably involving sign conditions on polynomials) but our result shows
that it is an algebraic set;
(2) in the case of Cm, the projection is a constructible set (allowing also 6= values) but
our result shows that when allowing conjugates, only one equation is necessary.
If q is the maximum total degree of the coe–cients (in D[X1; : : : ; Xm]) of the poly-
nomials P;Q1; : : : ; Qr, then the computation of the matrix QP requires rp2 arithmetic
operations in D[X1; : : : ; Xm] (see Gonzalez-Vega, 1995): i.e. rp2qm+1 arithmetic opera-
tions in D with the total degree of each entry in QP bounded by pq. The total degree of
the polynomial Gp (and of every polynomial Gi) is bounded by 2pq2. The computation of
the polynomial Gp, according to Jounaidi (1997), amounts to p4 arithmetic operations in
D[X1; : : : ; Xm] (or in D[X1; X1; : : : ; Xm; Xm]) with polynomials of total degree bounded
by 2pq: i.e. p4(2pq)m+1 arithmetic operations in D.
We indicate flnally that the previous bounds depend linearly on r (the number of
the Qi polynomials). The introduction of the conjugates in case of complex non-real
parameters does not complicate the computation of the polynomial Gp but it makes
its further use more di–cult: there are no direct methods in Computer Algebra to deal
with these kinds of polynomials apart from the computation of the real and imaginary
parts.
With respect to other methods, it is important to indicate that this method computes
directly more accurate information than a Gro˜bner basis, since we are looking for only one
polynomial condition giving information (over the reals or the complex parameters) about
when the system under consideration has a complex solution. This also explains that the
polynomial Gp has a more complicated structure than those coming from, for example,
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Gro˜bner bases or resultant computations. For some applications it is not necessary to
compute Gp, but can be left as Gram(QP ) in matrix form. This matrix is known to be
always positive semideflnite as a symmetric matrix.
The search for \one polynomial condition" comes as a result of typical problems in
Computer Aided Geometric Design since, when available or easy to compute, the implicit
equation of a rational surface is very useful: for example, to compute the intersection of
a rational surface with a rational curve, it is easier to solve the univariate equation
arising from the replacement of the curve parametrization into the implicit equation of
the rational surface than to solve the non-linear system appearing after equating the two
parametrizations.
Example 2.1. The following polynomials in Q[x; y; z] are considered:
P = x3 + yx2 + x+ z; Q1 = x2y + 3x+ 2; Q2 = x2 ¡ yx+ z:
The goal in this example is the elimination of the variable x: i.e. the computation of
the conditions that y and z must verify such that P , Q1 and Q2 have a common root
(considering x as variable and y and z as parameters taking values in R).
Since P is monic in x, we consider the matrix
QP =
0@Q1(¢P )
Q2(¢P )
1A =
0BBBBB@
2 ¡yz zy2 ¡ 3z
3 2¡ y y2 ¡ 3¡ yz
y ¡y2 + 3 2¡ 4y + y3
z ¡z 2yz
¡y z ¡ 1 2y ¡ z
1 ¡2y z ¡ 1 + 2y2
1CCCCCA :
We have degx(P ) = 3, then we must compute
G3 = Gram(‰1; ‰2; ‰3);
where ‰1; ‰2; ‰3 are the columns of the matrix QP . Then,
G3 = 4y8 ¡ 200y3z3 + 7y6z4 ¡ 42y5z2 ¡ 8y4z3 + 2y8z2 + 150y2z3 ¡ 312y3z + 10z6
¡2y7z2 + 103y2z2 ¡ 106z4y + 20y5z ¡ 44y6z + 8y7z + 50y3z4 ¡ 28z5y
+2z6y4 ¡ 32z5 ¡ 2z6y3 + 6z6y + 2z5y4 + 62z5y2 ¡ 20z5y3 + 2268z2 ¡ 16y5
¡4y8z ¡ 18y5z4 ¡ 20y6z3 ¡ 44y4 + 212y4z + 412yz3 + 537z4 + 16y6 ¡ 486z3
+50y5z3 + 25y4z4 + 45y6z2 ¡ 1136y ¡ 2032z + 2y7z3 + 2y5z5 ¡ 3z6y2 + 64y3
¡114y4z2 + 15z4y2 ¡ 1434z2y + 598y3z2 ¡ 852zy2 + 560y2 + 2476yz + 840:
With this, for every y and z in R,
9x 2 C P (x; y; z) = 0; Q1(x; y; z) = 0; Q2(x; y; z) = 0() G3(y; z) = 0:
In case y and z belong to C, then G3 must be computed with respect to the usual inner
product in C2 and, thus, G3 would be a polynomial in Q[y; y; z; z].
If P is not monic, then the elimination of T may proceed by assuming that the leading
coe–cient of P is difierent from 0 and then repeating the procedure previously shown
taking the reductum of P . To avoid rational functions in the matrix QP , instead of ¢P ,
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the generalized companion matrix of P
¢P =
0BBBB@
0 0 : : : 0 ¡a0
ap 0 : : : 0 ¡a1
0 ap : : : 0 ¡a2
...
...
...
...
0 0 : : : ap ¡ap¡1
1CCCCA
must be used and every Qi must be replaced by
fQi(T ) = adeg(Qi)p Qiµ Tap
¶
:
The proof that this provides the same results as Barnett’s method can be found in
Gonzalez-Vega (1996).
3. Simultaneous Elimination of Several Variables in Several Equations
Containing a Pham System
In this section, we intend to eliminate several variables in only one step. For that,
Hermite’s method is to be used. Given a zero-dimensional ideal in Q[x1; : : : ; xn], the
number of difierent complex roots of the ideal, with respect to x1; : : : ; xs, is, under certain
conditions, the rank of a matrix whose entries are polynomials in xs+1; : : : ; xn considered
as parameters: thus it is possible to eliminate the variables x1; : : : ; xs by parameterizing
the rank of such matrix. The method will prove specially useful for dealing with certain
kinds of zero-dimensional systems, called Pham systems.
First, Hermite’s method is shown and then the way it is to be applied is presented.
3.1. Hermite’s method
If J is a zero-dimensional ideal in K[x] = K[x1; : : : ; xn], then B = K[x]=J is a flnite-
dimensional K-vector space. This allows us to deflne, for every f 2 B, the K-linear
mapping:
Pf :B ¡! B
g + J 7¡! fg + J
whose geometric meaning is provided by the Stickelberger Theorem (see Yokoyama et
al., 1992; Becker and Wo˜rmann, 1996).
Theorem 3.1. (Stickelberger Theorem) Let K µ L be a fleld extension with L
algebraically closed, h 2 K[x1; : : : ; xn] and J be a zero-dimensional ideal in K[x1; : : : ; xn].
If ¢1; : : : ;¢s are the zeroes in Ln of J , then there exists a basis of L[x1; : : : ; xn]=J , as
L-vector space, such that the matrix of Ph, with respect to this basis, has the following
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structure:0BBBBBBBBBBBBBBBB@
0BB@
h(¢1) ? : : : ?
0 h(¢1) : : : ?
...
. . .
...
0 0 : : : h(¢1)
1CCA
. . .
. . . 0BB@
h(¢s) ? : : : ?
0 h(¢s) : : : ?
...
. . .
...
0 0 : : : h(¢s)
1CCA
1CCCCCCCCCCCCCCCCA
:
The dimension of the ith submatrix is equal to the multiplicity of ¢i as a zero of the
ideal J .
Next, for every h 2 B, we deflne the h-trace symmetric bilinear mapping (or simply
trace if h = 1) as:
Bh:B£ B ¡! K
(f; g) 7¡! Trace(Pfgh):
The corresponding quadratic form associated to Bh will be denoted by:
Qh:B ¡! K
f 7¡! Trace(Pf2h):
The next theorem characterizes the number of difierent complex or real zeroes of J by
means of the computation of the rank or the signature of a matrix with entries in Q
(see Yokoyama et al. (1992), Pedersen et al. (1993) and Becker and Wo˜rmann (1996), for
a proof). If J is an ideal in Q[x], then VR(J) (resp. VC(J)) will denote the algebraic set
in Rn (resp. Cn) deflned by J .
Theorem 3.2. Let D be an integral domain contained in C, h; f1; : : : ; fm 2 D[x] such
that the ideal deflned by f1; : : : ; fm into C[x] is zero-dimensional and Jac, the jacobian
determinant of f1; : : : ; fm in the case of n = m. Then:
Complex solutions:
rank(Qh) = rank(Ph¢Jac) = #ffi 2 VC(J) : h(fi) 6= 0g
rank(Q1) = rank(PJac) = #VC(J)
Real solutions (if D µ R):
signature(Qh) = #ffi 2 VR(J) : h(fi) > 0g ¡#ffi 2 VR(J) : h(fi) < 0g
signature(Q1) = #VR(J):
So, if !1; : : : ; !t is a monomial basis for the C-vector space C[x1; : : : ; xn]=J , which can
be computed from a Gro˜bner basis of J with respect to any monomial ordering, then the
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number of zeroes of J in Cn is equal to the rank of the matrix (whose entries are in D)
associated to the quadratic form Q1:0B@Trace(P!1!1) : : : Trace(P!1!t)... ...
Trace(P!t!1) : : : Trace(P!t!t)
1CA :
Every Trace(P!i!j ) can be determined by computing the normal form of !i!j!k
(1 • k • t) with respect to the Gro˜bner basis of J under consideration.
3.2. algebraic structure of a Pham system
We will study a particular type of zero-dimensional system. Let J be the ideal generated
by the polynomials
F1 = xd11 + U1(x1; : : : ; xn)
F2 = xd22 + U2(x1; : : : ; xn)
...
...
Fn = xdnn + Un(x1; : : : ; xn);
where every Ui(x1; : : : ; xn) is a polynomial in D[x1; : : : ; xn] with total degree smaller than
di. The restriction on the structure (and number) of the polynomials in the system is due
to the need to control the algebraic structure of the quotient ring B = C[x1; : : : ; xn]=J
with J = hF1; : : : ; Fni. In a Pham system, for any choice of polynomials Uj , B is a
C-vector space of dimension d1 ¢ ¢ ¢ dn, and
B = fx°11 ¢ ¢ ¢x°nn + J : 0 • °i < di8ig
is a basis of this vector space (this particular basis is due to Hermite). In this case it is
very easy to prove that the entries of the matrix associated to Q1 (with respect to the
previous basis) are polynomials in the coe–cients of the polynomials Uj .
Next, we assume that polynomials Uj depend on several parameters t = (t1; : : : ; tm):
Uj = Uj(t; x1; : : : ; xn)
and thus the entries of the matrix of Q1 (with respect to the natural monomial basis)
are elements of D[t]. Besides, the basis B of B as C-vector space does not depend on the
parameters. Thus, the dependence of the number of complex (resp. real) solutions on
the parameters is derived from the characterization of the rank (resp. signature) of the
matrix of Q1 (with respect to the natural monomial basis). Moreover, in Aizenberg and
Kytmanov (1981) or Gonzalez-Lopez and Gonzalez-Vega (1998), a very e–cient way of
computing the entries of the matrices Qh has been developed.
Pham systems are the most natural generalization of one univariate polynomial equa-
tion to the multivariate setting. As shown before there is a universal (depending only on
the degrees of the considered polynomials) basis of the associated quotient ring and, for
example, it is possible to generalize, for this kind of system, the classical Newton identities
relating roots and coe–cients (see Gonzalez-Lopez and Gonzalez-Vega, 1998). It is im-
portant to quote here that Pham systems appear quite often in practice: for example, see
Example 3.1 where a bicubic spline is given by a Pham system and (Gonzalez-Vega, 1998)
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where Pham systems appear linked to the analysis of implicit flnite-difierence methods for
an initial value problem in ordinary difierential equations. Moreover Pham systems are
the only kind of system to solve in the low-complexity algorithms to deal with algorithmic
problems in Real Algebraic Geometry (see Roy, 1996; Basu et al., 1996): hypersurface
emptiness, existential theory over the reals, connected components computations, etc.
3.3. simultaneous elimination of several variables from a Pham system
Let F1; : : : ; Fs; H be polynomials in D[x1; : : : ; xn]. It is assumed that these polynomials
verify the next two conditions:
† s • n,
† for i 2 f1; : : : ; sg, the polynomial Fi has the following structure:
Fi(x1; : : : ; xs;xs+1; : : : ; xn) = xdii + Ui(x1; : : : ; xn)
with Ui a polynomial with total degree smaller than di in the variables x1; : : : ; xs.
Under these assumptions, the trace matrix Q1 is a polynomial matrix whose entries are
elements in D[xs+1; : : : ; xn]. It is enough to describe the rank of this matrix as a function
of the parameters, to determine the number of difierent complex roots of the system with
respect to the variables x1; : : : ; xs. Thus, the desired condition for H 6= 0 is given by (see
Theorem 3.2):
rank(QH) > 0() 9¢ 2 VC(J)such that H(¢) 6= 0
rank(PJac¢H) > 0() 9¢ 2 VC(J)such that H(¢) 6= 0:
The conditions we are looking for are obtained by stating that the rank of a matrix is
larger than zero ifi one of the entries is difierent from zero.
For computing the elimination condition for H = 0, it is enough to apply the Stickel-
berger Theorem (see Theorem 3.1): since the eigenvalues of PH are the evaluations of H
over the difierent elements in VC(J), if
⁄H = det(PH) 2 D[xs+1; : : : ; xn]
denotes the determinant of PH , then
⁄H = 0() 9¢ 2 VC(J) such that H(¢) = 0:
In fact, ⁄H is the multivariate resultant of the considered polynomials.
It is important to remark at this point that the key allowing us to compute all these
conditions is the \Pham structure" of the polynomials F1; : : : ; Fs: the entries of the matri-
ces of PH , PJac¢H and QH (with respect to the natural monomial basis) are independent
of the values of the parameters (i.e. the xs+1; : : : ; xn). This step eliminates simultane-
ously the variables x1; : : : ; xs from the condition H 6= 0 or H = 0 modulo a Pham system
on the variables x1; : : : ; xs.
The purpose of next example is two-fold: flrst, to show how the previous elimina-
tion technique works for a non-trivial example and, second, to present a Pham system
arising from practice in Computer Aided Geometric Design (it has been extracted from
Hofimann, 1990).
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Example 3.1. The parametric equations of the bicubic surface B are:
x = 3v(v ¡ 1)2 + (u¡ 1)3 + 3u
y = 3u(u¡ 1)2 + v3 + 3v
z = v(6u3 + 9u2 ¡ 18u+ 3)¡ 3u(u2 ¡ 5u+ 5)v3 ¡ 3(u3 + 6u2 ¡ 9u+ 1)v2 ¡ 3u(u¡ 1):
An easy linear combination of the flrst two equations (denoted by G1 and G2; G3 being
the third one)
F1 =
¡G1 + 3G2
8
= u3 +
3v2
4
¡ 15u
2
8
+
3v
4
¡ 3y
8
+
x
8
+
3u
8
+
1
8
F2 =
3G1 ¡G2
8
= v3 ¡ 9v
2
4
¡ 3u
2
8
+
3v
4
+
y
8
¡ 3x
8
+
15u
8
¡ 3
8
G3 = v(6u3 + 9u2¡ 18u+ 3)¡ 3u(u2¡ 5u+ 5)v3¡ 3(u3 + 6u2¡ 9u+ 1)v2¡ 3u(u¡ 1)¡ z
gives a good shape for the polynomial system to deal with: F1 and F2 are a Pham system.
In this particular case, if we want to compute the implicit equation of B, i.e. the relation
the parameters should verify in order for the system F1 = 0; F2 = 0; G3 = 0 to have a
solution, then it is enough to compute the determinant, ⁄G3 , of the matrix PG3 whose
initial elements are:
PG3 [1; 1] : = ¡
35787
4096
y ¡ z + 9
64
x2 +
36441
4096
x+
9
64
y2 +
35865
4096
¡ 15
32
xy
PG3 [1; 2] : = ¡
117
256
x2 ¡ 125817
32768
x¡ 153
256
y2 +
60843
32768
y ¡ 110841
32768
+
201
128
xy
PG3 [2; 1] : = ¡
123837
4096
¡ 3249
512
x+
2643
512
y
PG3 [2; 2] : =
9
64
y2 +
9
64
x2 +
30825
4096
x¡ 15
32
xy +
789021
32768
¡ 33339
4096
y ¡ z:
This approach appears in Laurent (1900) referred to as the Bezout method: in its general
form it is not correct but applied to a Pham system it is. The entries in the matrix of
PG3 are polynomials in Q[x; y; z] of total degree bounded by 2 and quite sparse: they
have at most seven terms with three the mean of the term’s number in this matrix. The
implicit equation of B, HB, is determined through the computation of the determinant
of the matrix of PG3 :
HB(x; y; z) = z9 +
9X
i=1
ri(x; y)z9¡i
r1 =
188595y
2048
¡ 233469x
2048
¡ 112832595
262144
¡ 81x
2
64
+
135xy
32
¡ 81y
2
64
r2 = ¡20972672709381x536870912 +
17975329363179y
536870912
¡ 729y
4
8192
¡ 729x
4
8192
+
1215x3y
2048
¡4779x
2y2
4096
+
1215xy3
2048
¡ 4105971x
3
65536
+
3129597y3
65536
+
14456151x2y
65536
¡13181049xy
2
65536
¡ 54187594407x
2
16777216
+
48101467761xy
8388608
¡ 38812918311y
2
16777216
¡22656991982391171
137438953472
¡ 1
2
µ
233469x
2048
¡ 188595y
2048
+
112832595
262144
+
81x2
64
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¡135xy
32
+
81y2
64
¶µ
¡ 233469x
2048
+
188595y
2048
¡ 112832595
262144
¡81x
2
64
+
135xy
32
¡ 81y
2
64
¶
:
The computing time was 100 seconds by using release 5 of Maple V on a Sparc-15 Work-
station. The size of the flle containing the full implicit equation of B is around 60 kb
and it is available upon request. No computer algebra was capable of substituting the
parametric equations of B inside its implicit equation and obtaining 0 as a result. It has
therefore been verifled that several hundreds of points randomly chosen on B verify the
implicit equation obtained.
If H1; : : : ; Hq are polynomials in D[x1; : : : ; xn], it is shown next how to eliminate
x1; : : : ; xs from F1 = 0; : : : ; Fs = 0; H1 = 0; : : : ; Hq = 0. First, the characteristic polyno-
mials of every PHi are computed
¡Hi(‚) = det(‚ ¢ ID ¡ PHi) = ‚D + a(i)1 ‚D¡1 + : : :+ a(i)D¡1‚+ a(i)D
(D = d1 ¢ : : : ¢ ds, a(i)j 2 D[xs+1; : : : ; xn]) and, according to the Stickelberger Theorem
(Theorem 3.1), it is clear that, for any specialization of xs+1; : : : ; xn
¡Hi(‚) =
Y
¢2VC(J)
(‚¡Hi(¢))e¢
with e¢ denoting the multiplicity of ¢. Thus, it is clear that the formulae we are look-
ing for (the elimination condition) is equivalent to the fact that the ‚-degree of the
‚-greatest common divisor of the polynomials ¡Hi(‚) is strictly larger than one. This
is exactly the kind of problem solved in Section 2.1 and the reduction of ¡H2 ; : : : ;¡Hq
modulo ¡H1 , the computation of the matrix Q¡H1 and the determination of its Gram
determinant GD of order D provides the desired condition. Depending on the fleld where
xs+1; : : : ; xn belong, the polynomial GD, which we are looking for, is in D[xs+1; : : : ; xn]
or in D[xs+1; xs+1; : : : ; xn; xn].
The extension of this technique to more general systems is, at this moment, di–cult
to achieve since it depends strongly on the existence of the universal basis for the quo-
tient ring: if some advances were obtained in Briand and Gonzalez-Vega (1998) for more
complicated systems, the general case can, at this moment, be only considered through
inflnitesimal deformations which, as expected, make the involved computations much
more complicated. In some sense, the algorithm presented in this section follows closely
the Quantifler Elimination method in Weispfenning (1998) where, through the using of
the so-called Comprehensive Gro˜bner bases, a partition of the parameter space is per-
formed in such a way that a flxed monomial basis of the quotient ring is known when
the parameters belong to every set in the partition.
The rest of this section is devoted to the case of a single parameter. For that, let
s = n¡ 1: the variables to be eliminated are x1; : : : ; xn¡1 and the only parameter is xn.
If the matrix of Q1 is computed then it is important to quote that
| the entries of Q1 are polynomials in one variable, xn, and if the determinant of Q1
is not identically zero, it is also a polynomial in xn;
| the points where det(Q1) does not vanish are points where rank(Q1) = D and
where the considered Pham system deflnes a radical ideal;
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| in a similar way, the zeroes of det(Q1) correspond to points where rank(Q1) < D.
For these reasons, det(Q1) gives a decomposition of R in cells where rank(Q1) is constant,
and therefore (see Gonzalez-Campos and Gonzalez-Vega, 1997), the number of real roots
of the system is constant.
Example 3.2. The polynomials in Q[x; y; z; t]:
P1 = x2 + tx+ y ¡ z; P2 = y2 + x+ ty ¡ tz + 1; P3 = z2 ¡ x+ ty + z + t
are a Pham system with respect to the variables x; y; z with t as a parameter. For all
values t 2 R, f1; x; y; z; xy; xz; yz; xyzg is a basis of Q[x; y; z]=hP1; P2; P3i as a Q-vector
space. The matrix Q1, whose entries are polynomials in t, is the following (we only show
the flrst three columns):
266666664
8 ¡4t 2t2 + 6 ¢ ¢ ¢
¡4t 4t2 + 4t¡ 4 ¡2t3 ¡ 10t2 ¡ 4t+ 8 ¢ ¢ ¢
2t2 + 6 ¡2t3 ¡ 10t2 ¡ 4t+ 8 2(t¡ 1)(t3 + 12t2 + 5t¡ 2) ¢ ¢ ¢
¡4t 2t2 + 6 ¡2(t¡ 1)(t2 + 2t+ 2) ¢ ¢ ¢
¡2(3t¡ 1)t 3t3 ¡ t2 ¡ 3t¡ 3 ¡5t4 + 9t3 ¡ 9t2 + 11t¡ 10 ¢ ¢ ¢
3t3 ¡ t2 ¡ 3t¡ 3 ¡3t4 ¡ 13t3 + 29t2 + 7t+ 8 5t5 + 15t4 ¡ 30t3 ¡ 22t2 + 13t+ 3 ¢ ¢ ¢
2t+ 6 8t2 ¡ 20t+ 4 ¡3t4 ¡ 13t3 + 29t2 + 7t+ 8 ¢ ¢ ¢
¡4 2t+ 6 3t3 ¡ t2 ¡ 3t¡ 3 ¢ ¢ ¢
377777775
:
Its determinant is:
det(Q1) = 529t24 ¡ 2944t23 ¡ 20492t22 + 698520t21 ¡ 5370854t20 + 24214896t19
¡78870204t18 + 161347416t17 ¡ 124784313t16 ¡ 307794112t15
+1429084648t14 ¡ 3148502608t13 + 4728549644t12 ¡ 5651252576t11
+5547238184t10 ¡ 4653232400t9 + 3676101935t8 ¡ 3354373952t7
+3302274852t6 ¡ 2589119304t5 + 2947769466t4 ¡ 1109634192t3
+1187189396t2 ¡ 170034504t+ 164629977
which is squarefree and has four real roots, say a, b, c, and d with a < b < c < d.
So the decomposition of R is:
(¡1; a) [ fag [ (a; b) [ fbg [ (b; c) [ fcg [ (c; d) [ fdg [ (d;+1)
and for t belonging to one of these cells of R, the number of real roots of the system with
respect to x; y; z can be obtained (by using Theorem 3.2 again), the results being:
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a b c d
4 roots 2 roots 0 roots 2 roots 4 roots
3 roots 1 root 1 root 3 roots
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