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Abstract
In this work the self-sustaining processes are investigated within a Couette flow de-
veloping a method able to apply directly the stress jumps predicted by the vortex
wave interaction theory. The challenge of the approach is to implement a technique
able to directly implement the stress jumps and to implement a procedure able to
deform the mesh to the flow variations. The derivation of the vortex wave interaction
theory is also discussed and the numerical formulations of the governing equations
are discretized through a spectral/hp element method. The method turns out to
agree with the other approaches already utilised in literature and the results repro-
duce a constraint of the mathematically inviscid flow suggesting that the flow is
weakly dependent on the viscosity. The characteristics of the obtained flow are then
discussed.
These Navier-Stokes solutions are then perturbed by a sinusoidal wall forcing to
study the robustness of the self-sustained mechanism by varying the amplitude of
the forcing. The results show the possibility to control the behaviour of the flow and
the effectiveness of the considered forcing to induce a drag reduction. Overcoming
a certain amplitude threshold, a breakdown of the flow occurs in which the vortex
core splits into multiple cores. Also after the breakdown the vortex wave interaction
theory has been able to generate a self-sustained multiple core flow.
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Chapter 1
Introduction
A parallel flow, for particular values of the Reynolds number R, often referred to
as Rc, may go through different ’unstable states of motion’ (called bifurcations in
dynamical systems ) before it shows a turbulent motion. This transition phase can
occur due to different transition mechanisms which have been understood only in
few cases. Stability analysis tried to cast light on this problem. Since the turbulence
appears at large R, the transition process needs to be studied at large R as well. A
flow begins a transition process whenever a perturbation can generate an unstable
flow which may subsequently lead to turbulence (see figure 1.1).
Parallel flow experiments suggest that the instability can be found only for large
values of R, which allows to find the appropriate solutions to the unstable state in
the (inviscid) limit: R→∞.
There are many kinds of perturbations in terms of wave number, propagation
direction and amplitude function.
In principle the wave and the flow can propagate in different directions, but since
the flow wave interaction can occur only if the flow and the wave share a direction
of motion, is it likely that at least the first bifurcation at R = Rc is generated by
an interaction between a disturbance (a two dimensional wave) propagating in the
same direction of the flow and the flow itself. The Taylor vortices in a Couette flow
are an example of this phenomenon (see figure 1.1 (A) ).
Whenever the flow for R > Rc changes state of motion reaching another particular
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Figure 1.1: Transition to turbulence in Couette flow: (A) Taylor vortices. (B)
Modulated wavy vortices and wavy turbulence (C).
value of R, this transition phenomenon is called secondary instability.
For instance, the Taylor vortices suffer a secondary bifurcation to a wavy vortex
flow. Successive bifurcations usually follow one another after smaller and smaller
increments in the Reynolds number. The motion complexity increases as well as
the number of length scales involved until a statistically stationary turbulent flow
independent of the initial conditions is reached (see figure 1.1 (B) ).
In general, the flow’s symmetries are broken as R increases, enabling even three-
dimensional waves to propagate. This is the reason why the secondary instability is
generally related to three-dimensional disturbances. Whenever the R is sufficiently
large to generate a turbulent flow, the mean turbulent motion may recover the sym-
metries statistically (King & Stewart 1992). For instance, the flip symmetry (whose
mirror-plane is the interface between a pair of adjacent vortices) is broken due to the
secondary instability process but, whenever a turbulent motion occurs, it possesses
a mirror plane on which the statistically averaged axial velocity is flip-symmetric
again.
An intense work has been done on the interaction of a wave and a flow for various
reasons and classical examples are the Taylor vortices and the Gortler vortices. An-
other remarkable example of vortical flows in nature is what in geophysical research
are called street clouds (figure 1.2), counter-rotating streamwise vortices orientated
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(a)
(b)
Figure 1.2: Street clouds phenomeon observed near the japanese coast (a). Sketch of
the flow velocity components U, V,W with respect to the coordinates system (x, y, z):
U represents the streaky flow and the components (V,W ) represent the roll field.
parallel to the ground in the planetary boundary layer. These coherent structures
can last for days so they are persistent in time enough to be considered theoretically
as a steady flow.
In the studies of streamwise vortices, it is usual to define the roll as the rotational
motion associated with the velocity field (V ,W ) on the plane [yz] perpendicular to
the axial direction x and the streaky field the motion along the axial direction itself
(see figure 1.2). A coherent steady flow (as the street clouds) is generally referred to
as an example of self-sustained process in which the wave and the vortical motion
interact in a certain manner to generate a self-sustained flow.
Although the street clouds are poorly understood, one of the assumption that
3
explain the interaction phenomenon is the shear instability of the streak field which
lead to drive the roll field and it has been hypotethized for instance by Mason (1983),
Brown (1980) and Lemone (1975). This is also one the mean physical assumption
that is formulated in the vortex wave interaction theory (VWI theory) in Hall &
Sherwin (2010) and Hall & Smith (1990).
The purpose of this thesis is to further investigate the self-sustained process
generated by the VWI theory in which the vortical field (U ,V ,W ) interacts with a
wave u travelling along the axial direction x of the form:
u = (u, v, w)eiα(x−ct). (1.1)
The relevance of this work is mainly due to two reasons. The investigation of a
possible mechanism that may help to explain the street clouds phenomenon within
the planetary boundary layer structure which can be observed directly in nature. The
other reason concerns the transitional nature of the considered streamwise vortices
that can be seen as transitional states which are considered to be the key element
on the transition to turbulence. In this context, this work improves the knowledge
about these coherent structures and their stability so that can be relevant to further
study of the transition to turbulence process.
Due to a number of difficulties (both computational and theoretical) arising when
the stability of a full 3D flow is directly studied, only particular flows (which can be
reduced to 2D flows) have been studied with a certain level of mathematical detail.
Although the work focuses on the stability of 3D Couette flow (in which one velocity
component is decoupled from the others), it reflects the legacy of successful stability
analysis for 2D cases. A large branch of the literature concerns with the stability of
plane flows using different kind of waves.
Therefore the following section presents a literature review of the fundamental
results and concepts developed studying the 2D parallel flows (taken from Gallavotti
2000, Rosenhead 1988, Drazin 2002, Maslowe (1986) and Lin 1955). The next section
discusses the main achievements obtained on the self-sustained process mechanisms
to date. The objectives of this thesis and its structure are given at the end of the
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chapter.
Literature review of the 2D parallel flows instability
in the inviscid limit
Consider a parallel flow U = (U(y), 0) in the [xy] plane with 0 < y < y2 where one
of the walls can be at infinity or at y2 = ∞, 1 in order to describe either a channel
flow or a boundary layer, see figure 1.3. In order to investigate the stability of the
flow, a perturbation field u is added to the mean flow U such as the velocity of the
flow has the form:
Figure 1.3: Sketch of a channel (y2=1) or a boundary flow (y2=∞).
u˜ = U + u = (U(y) + u(x, y, t), v(x, y, t), 0) (1.2)
(remark: if the flow is parallel v = w = 0). The motion is described by the incom-
pressible Navier-Stokes equations:
∂tu˜ + u˜ · ∇u˜ = −∇p˜+ 1
R
∇2u˜
∇ · u˜ = 0
(1.3)
where p˜ is the pressure.
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Substituting (1.2) into the Navier-Stokes equations (1.3) and neglecting the terms
proportional to u2 the linearised equations for the disturbance are obtained:
[∂t + U · ∇+ (∇U)T − 1
R
∇2]u = −∇p,
∇ · u = 0,
(1.4)
where p is the pressure associated with the disturbance.
The temporal disturbance solution has the form:
u = u∗(y)eiα(x−ct) = ∂yψ, v = v∗(y)eiα(x−ct) = −∂xψ, α ∈ R, c ∈ C, (1.5)
where amplitudes u∗, v∗ can be expressed through a stream function ψ(y) since the
flow is divergence free ∇ · u = 0:
u∗ =
dφ
dy
, v∗ = −iαφ, ψ(x, y, t) = φ(y)eiα(x−ct) (1.6)
Then the Orr-Sommerfeld equation can be obtained:
(
d2
dy2
− α2
)2
φ = iαR[(U − c)
(
d2
dy2
− α2
)
φ−
(
d2U
dy2
)
φ],
φ =
dφ
dy
= 0, y = 0, y2.
(1.7)
Equation (1.7) gives the perturbation field for a parallel flow of class (1.2) if the linear
approximation is correct (φ << 1). The linear theory is therefore able to determine
the stability (and instability) of a wave with an infinitesimal amplitude. For a given
base flow, the neutral solution (ci=0) can be numerically evaluated (from (1.7))
obtaining the so-called marginal curve in the plane [α;R] (figure 1.4). The region
inside the curve corresponds to the unstable waves (ci > 0) and everywhere outside
lie the decaying perturbations (ci < 0). The critical Reynolds number corresponds
to the minimum value of the neutral curve. The point (Rc,αc) divides the curve into
a lower and upper branch.
Remarkable results for the physics of the unstable flows are obtained mathe-
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Figure 1.4: Sketch of the marginal curve.
matically by solving equation (1.7). Since Squire’s theorem shows that the two
dimensional waves are more unstable than their three-dimensional counterparts, it
is common to consider only waves of the type given by equation (1.6) for stability
analysis purpose.
The Orr-Sommerfeld is a 4th order linear equation so the solution is the linear
combinations of four basic solutions:
φ = A1φ1 + A2φ2 + A3φ3 + A4φ4 (1.8)
The solutions φ1,2 are the inviscid solutions because they are approximately similar
to the solutions of equation (1.7) when R→ ∞ (Rayleigh equation). The Rayleigh
equation has a singularity if U(yc) = c so that it is not a valid approximation of the
Orr-Sommerfeld equation in this region. The layer where U = c is called the ’critical
layer’ and is affected by viscosity. φ3,4 are the viscous solutions in the viscous regions
of the considered flow (boundaries and critical layers).
In the boundary layer case (y2 =∞), a Blasius flow occurs whenever the viscous
term is balanced by the convective term, ν∇2u ∼ u · ∇u, so that the order of
magnitude of the layer thickness δ is
δ ∼ LR−1/2,
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where L is the characteristic length along the x direction. A classical example of the
viscous solutions representing the perturbation equation of the boundary layer were
found by Heisenberg (1924):
φ3,4 ' (U − c)−5/4e±(αR)1/2Q(y) +O(αR)−1/2, Q =
∫ z
zc
(i(U − c)dy (1.9)
To obtain the scaling of the critical layer, note that in the limits R → ∞, y → yc
the terms d
4φ
dy4
, iαR(U − c)d2φ
dy2
balance each other. It is possible to define:
ζ = (y − yc)/δ, δ = [iαRdU
dy
|yc ]−1/3 ∼ (αR)−1/3. (1.10)
The Orr-Sommerfeld equation can be rewritten as:
d4φ
dζ4
= ζ
d2φ
dζ2
(1.11)
The same result can be obtained using the linearised equation (1.4) along the y
direction:
iα[(U − c)v∗] = −∂yp∗ + 1
R
(−α2 + d
2v∗
dy2
), p = p∗(y)eiα(x−ct)
and imposing the balance between the viscous and the convective term in the neigh-
bourhood of the critical layer where (U − c) = ∂y U |yc (δζ) +O((y − yc)2) :
α(∂yU |yc)v∗δζ ∼ R−1(−α−2 +
d2v∗
dy2
) ' R−1δ−2d
2v∗
dζ2
It is important to note that this relation is valid only if (U − c)→ 0. This means
that c must be real and the critical layer thickness δ ∼ (αR)−1/3 is valid only for
neutral perturbations. The solutions of (1.11) can be expressed in terms of Airy
functions, Ai and Bi, and their integrals. The explicit expression of the solution
depends on the particular flow considered. Thus for a very large Reynolds number,
a wave can behave differently in the various regions:
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• Except in the boundary and critical layers, the perturbation is inviscid such
that:
φ = A1φ1 + A2φ2
If the base flow is uniform at infinity U → U∞ as y → y2 =∞, then the pertur-
bation is irrotational and vanishes. The inviscid solutions φ1,2 are proportional
to e±αy of which only e−αy is physically relevant.
• The critical layer occurs near yc where U(yc) = c and has thickness of order
O(αR)−1/3. The perturbation is affected by the viscosity for every value of R.
• The boundary layers occur near the walls 0, y2 and have thickness of order
O(αR)−1/2 . The perturbation is affected by the viscosity for every value of R.
Figure 1.5: Sketches of the regions for a wave perturbation of the Blasius’s boundary
layer. The layer of irrotational flow at infinity is not depicted. (a) Quintuple deck
for the upper branch of the marginal curve as αR → ∞. (b) Triple deck for the
lower branch of the marginal curve. The figure is adapted from Drazin (2002).
The appearance of these regions, called decks in the triple-decks theory, depends
on the base flow and the values of R and α ( upper or lower branch of the marginal
curve) . For instance, the Blasius base flow has five decks on the upper branch (an
irrotational inviscid flow at infinity, a critical layer, which is bound by two regions
of inviscid flow and a boundary layer near the wall) but three decks on the lower
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branch. This is because c is so small that the critical layer is close enough to the wall
(y = 0) to absorb the thinner boundary layer region (see figure 1.5 for a sketch of the
different regions for the Blasius flow). It can be inferred from the above discussion
that the leading effect of the viscosity for large R occurs at the critical layer where the
Orr-Sommerfeld solutions are different from the solutions of the Rayleigh’s equation.
Furthermore, in the neighbourhood of y = yc the phases of u,v are modified and
the Reynolds stress τ = ρuv (where ρ is the density) may transfer energy from the
base flow to the wave. It is possible to justify this statement as follows. Multiplying
the Rayleigh equation by the complex conjugate of φ, φ∗ and then subtracting the
resultant equation its complex conjugate:
d
dy
(∂yφφ
∗ − ∂yφ∗φ) = (c− c
∗)
|U − c|2
d2U
dy2
|φ|2
Defining the quantity W (y) = i
2
(φ∂yφ
∗−φ∗∂yφ) the following relation can be found:
dW
dy
=
ci
d2U
dy2
|U − c|2 |φ|
2,
τ(y) = ρuv = ρe2αcit
α
2pi
∫ 2pi/α
0
Re{∂yφeiα(x−crt)}Re{iαφeiα(x−crt)} = 1
2
ραWe2αcit
v2 = (∂xψ)(∂xψ∗) = α2|φ|2e2αcit
where the bar denotes averaging with respect to x, Re{} the real part and ∂ the
partial derivative. The boundary conditions φ(y = 0, y2) = 0 and
dφ
dy
(y = 0, y2) = 0
imply that τ(y = 0, y2)=0. The rate of the change of τ across the flow is given by:
dτ
dy
=
ρv2
2α
ci
d2U
dy2
|yc
|U − c|2 . (1.12)
If ci → 0, the Reynolds stress τ remains equal to 0 (the value at the boundaries) apart
from the interval around yc. It is also possible to show that cr have to lie between
the maximum and the minimum of U which assures that equation (1.12) is singular
when ci vanishes. The integration of equation (1.12) in the interval [yc − δ;yc + δ] in
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the limit ci → 0 gives:
τ(yc + δ)− τ(yc − δ) = 1
2
ραe2αcit
∫ U(yc+δ)
U(yc−δ)
d2U
dy2
dU
dy
|φ|2cidU
(U − cr)2 + c2i
=
1
2
ραpi
d2U
dy2
|yc
dU
dy
|yc
|φc|2.
(1.13)
Therefore, in the critical layer the Reynolds stress may be different from 0 which
means that a transfer of energy between the wave and the flow is possible in this
viscous region (writing down the energy equation of the disturbance energy rate
∂tE
′, the energy transfer term is given by
∫
τ∂yUdxdy). There are cases in which,
according to the value of c, the critical layer is internal to the flow or it absorbs the
boundary layer.
In the case of the Couette flow, U = (U(y), 0) = (y, 0), the y coordinate is define in
the range [-1;1] and a set of the four linearly independent solutions of equation (1.7)
are (Miensen & Boersma 1995 or Feldman 1956) :
φ1 = sinh(αy),
φ2 = cosh(αy),
φ3 =
1
α
∫ y
∞
sinh[α(y − ζ)]Ai[eipi/6(αR)1/3(ζ − c− iα
R
)]dζ,
φ4 =
1
α
∫ y
∞
sinh[α(y − ζ)]Ai[e5ipi/6(αR)1/3(ζ − c− iα
R
)]dζ
(1.14)
where Ai is the Airy function of the first kind. It also known that Couette flow
is stable to infinitesimal waves for all wavelengths and all values of R (Romanov
1973). Since the Couette base flow has boundary conditions for the perturbation
U(y = ±1) = ±1, then the amplitude of the perturbation should be 0 at these
boundaries:
φ(y = ±1) = 0, dφ
dy
(y = ±1) = 0.
Imposing these boundary conditions on the general solution (1.8), four homogeneous
equations are obtained with the constants Ai as variables. In order to obtain non
zero values for the constants Ai, the determinant of the system must vanish:
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F (α, c) =
∣∣∣∣∣∣∣∣∣∣∣∣
φ11 φ21 φ31 φ41
dφ11
dy
φ21
dy
φ31
dy
φ41
dy
φ12 φ22 φ32 φ42
dφ12
dy
φ22
dy
φ32
dy
φ42
dy
∣∣∣∣∣∣∣∣∣∣∣∣
= 0
where :
φia = φi(ya),
dφia
dy
=
dφi(ya)
dy
(i = 1, 2, 3, 4; a = 1, 2)
are used to denote the solutions and their derivatives at the boundary points (y1,2 =
1,−1 for the Couette flow). According to the chosen flow, the evaluation of this
determinant can lead to an eigenvalue relation which gives the equation between α
and c for a given R (see Lin 1955).
1.1 Literature review of three-dimensional
self-sustained processes
Although the instability of a three dimensional flow cannot be derived from the
generalization of the corresponding two-dimensional case, many concepts developed
for the study of two-dimensional flow remain fundamental for understanding the
three dimensional flow stability over the years. In this section is presented a review
of the major achievements obtained in this field with a particular attention on the
self-sustained phenomena and the proposed mechanism.
Since the work of Swearigen & Blackwelder (1987) it has been known that the
turbulence near the wall region is produced by the instability of inflectional low-speed
streaks. Therefore, many authors have proposed and investigated a configuration in
which the wave has the sufficient magnitude to drive a vortex. This problem has
been studied in shear flows by Hall & Smith (1988, 1989, 1990, 1991), Bassom &
Hall (1989), Bennett et al. (1991), Blackaby (1991) and Walton & Smith (1992).
In all these papers the streaks have been considered of order O(1) and the rolls
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of order O(R−1). In Hall & Smith (1991) and Hall & Horseman (1991), applying
the asymptotic limit R → ∞, they further found that tiny inviscid waves interact
preferentially with a roll that then drives the streak. The interaction occurs in a
viscous boundary layer in which the wave is described following the triple deck theory
and it is instantaneously neutral to the streak field U . Hall & Smith (1991) have
derived equations to assure that the vortex wave interaction occurs. They found that
the roll system has to be subjected to stress jumps across the region where U = c = 0
derived from the non-linear term of the Navier-Stokes equations of the wave field
(u · ∇u). Waleffe and coworkers (1995, 1997, 1998, 2001, 2003) have developed a
similar theory in which the coherent structures are called self−sustained processes
without the asymptotic limit hypothesis. They found that there is a relation between
the turbulence and the instabilities of this coherent self-sustained structures. This
is in agreement with Jeong et al. (1997) and Schoppa & Hussain (2007), that have
shown a link between the dominant longitudinal coherent structures extracted from
fully developed near-wall turbulence and the sinuous instability vortex-free streaks
near a single wall.
More recently, these coherent structures and their relation with the transition to
turbulence have been studied intensively also in the pipe flow, for instance Wedin &
Kerswell (2004) and Kerswell & Tutty (2007).
In 2007, Wang and coworkers, working on these self-sustained transitional states
in a Couette flow, have found that subharmonic wave of the form (1.1) are negligible
to drive the rolls.
Then Hall & Sherwin (2010) have been able to solve the equations of Hall &
Smith (1991) adapted for a Couette flow and they show that the VWI theory is
well in agreement with the results of Wang et al. (2007). Their study demontrates
that the self-sustained processes and the vortex wave interaction theory are strictly
related. The stress jumps have been transformed into a body force term to be
added into the roll equations of motion. The key part of this transformation has
been inspired by the work of Peskin (1995,2002) about the immersed boundary (IB)
method generally used in studying problems of fluid-structure interactions.
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Very recently Blackburn et al. (2013) have shown that the VWI theory in the
Couette flow can be easily implemented just considering directly the non-linear wave
terms u · ∇u as the body force in the roll equations of motion. They also show
that the wave energy follows a scaling law similar to Kolmogorovs −5/3 law for
turbulent flows (Kolmogorov 1941) further demonstrating the relation with these
coherent structures and the transition to turbulence.
In this thesis the approach applied by Hall & Sherwin (2010) has been referred to
as regularised approach while the method employed by Blackburn et al. (2013) has
been called hybrid approach. Therefore, the last challenge is to directly impose the
jump conditions calculated in Hall & Smith (1991) to show how well this asymptotic
approach agrees with the other approaches implemented in Hall & Sherwin (2010)
and Blackburn et al. (2013) and so further investigate the asymptotic behaviour of
these solutions. The study of the effect of a forcing imposed on the other viscous
layers of the Couette flow, that is near the walls, it has never been explored and
it has been a problem addressed in this work. In fact, it has been shown in the
channel flow, that the sinusoidal wave can generate a drag reduction effect that can
be relevant to many applications (for instance, Viotti et al. 2008 and Quadrio et al.
2007).
1.2 Objectives of this thesis
The main objectives of this work are:
-implementation and setting of an IB method (interface boundary) based on spectral/hp
element method suitable for the explicit asymptotic investigation of the VWI prob-
lem.
-further investigation of the VWI numerical solutions and their properties.
-investigation of the effects of a sinusoidal wall forcing on the coherent structures
resulting from the VWI theory.
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1.3 Structure of this thesis
The thesis is organized as follows. In chapter 2 details the mathematical formulation
of the vortex wave interaction theory are given together with the reference to the
approaches already employed in Hall & Sherwin (2010) and Blackburn et al. (2013).
In the third chapter is given a brief introduction of the fundamental concepts of the
spectral /hp element discretization scheme and its implementation followed by the
numerical techniques employed to implement the VWI equations (chapter 4). The
obtained solutions resulting from the vortex wave interaction are then presented and
discussed in chapter 5 and the effects of the sinusoidal wall forcing are discussed in
chapter 6. Final remarks and comments as well as a summary of the achievements
of this work are given in the conclusion (chapter 7).
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Chapter 2
Vortex wave interaction theory
In this chapter the theory that generates the steady self-sustained vortices within
Couette flow boundary conditions is discussed. In the first section the general mech-
anism of vortex self-sustention process is presented while in the second part the
derivation of the jump conditions P |+−, ∂nW s|+− is delineated.
2.1 Vortex wave interaction in a Couette flow
Consider a vortical flow velocity field u˜(x, y, z, t) = (u˜, v˜, w˜) in the domain [-Lx
2
;Lx
2
]×[-
1;1]×[0,Lz
2
] which obeys to the Navier Stokes equations:
∂tu˜ + u˜ · ∇u˜ = −∇p˜+ 1
R
∇2u˜,
∇ · u˜ = 0,
(2.1)
where R is the Reynolds number and the Couette boundary conditions along the
transverse direction y are:
u˜(x,±1, z) = (±1, 0, 0),
so the three-dimensional Couette flow u˜ = (y, 0, 0) is a possible solution.
In this case, it has been considered a vortical transitional state of the Couette
flow in which a roll (vortical flow due to the velocity components in the plane per-
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Figure 2.1: Sketch of the critical layer intersecting rolls. Note that the location
of layer varies with z and the Reynolds stresses associated with wave trapped in
the critical layer generate a mean motion leading to jumps in the roll normal shear
and pressure across critical layer with all other components of shear and velocity
continuous. Adapted from Hall & Sherwin (2010).
pendicular to the Couette flow V ,W ) interacts with the streak (streamwise velocity
component U = y + u′0(y, z, t)) and the roll components are scaled by the Reynolds
number as the velocity in the boundary layer limit firstly identified by Taylor (1923).
In this context, the combination of roll and streak is called a vortex (see figure 2.1)
and the unperturbed solution of Navier-Stokes equations has the form:
u˜ = U = (U(y, z, t/R), V (y, z, t/R)/R,W (y, z, t/R)/R)
p˜ = −Gx/R + P (y, z, t/R)/R2
(2.2)
where G is a constant and the time variable is rescaled to obtain a slow diffusive
time. As a consequence of the form of the unperturbed solution (2.2) and imposing
the G = 0, the equations of motion on the plane [yz] decouple from the streamwise
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momentum equation and the system is independent of the Reynolds number:
∂2yU + ∂
2
zU = V ∂yU +W∂zU + ∂TU,
∂2yV + ∂
2
zV = V ∂yV +W∂zV + ∂TV + ∂yP,
∂2yW + ∂
2
zW = V ∂yW +W∂zW + ∂TW + ∂zP,
∂yV + ∂zW = 0,
(2.3)
where T = t/R. The Reynolds number independency is the major difference with the
theory of Waleffe and also of particular importance in numerical simulations. Since
the direct simulations of transitional flows require a huge computational effort due to
the large value of R involved, this property allows the flow to be simulated assuming
R=1. This property needs to be valid whenever the solution U is perturbed by a
wave and so the vortex-wave interaction will generate a self -sustained process. The
self-sustaining process has been outlined by Waleffe as follows. The streamwise rolls,
redistribute the streamwise momentum to create large spanwise fluctuations in the
streamwise velocity U(y) → U(y, z). A three-dimensional disturbance of the form
u = (u, v, w)eiαx develops from the instability of the streak U(y) and energizes the
streamwise rolls (V (y, z),W (y, z)).
The dynamics of the flow can be naively described as the wave drives the roll
which itself drives the streak. In order to generate a self-sustained streamwise vortex,
the interaction between the wave and the roll field has to satisfy certain conditions
determined by the vortex wave interaction theory, hereafter VWI theory. This mech-
anism and the calculations to determine the interaction conditions are delineated in
Hall & Sherwin (2010) and Hall & Smith (1990). This steady self-sustained state is
obtained imposing a series of conditions on the wave form such as the perturbation
has to travel along the x direction with wavenumber α and wavespeed c. Further-
more, the wave has the same form as equation (1.7) with a slowly varying in time
amplitude ρ(T ) and a spatial amplitude δ relative to the thickness of the internal
critical layer located at y = f(z). (see figure 2.1). The spatial amplitude δ represents
the size of the wave needed to make the vortex-wave interaction occurs : δ ∼ Rd
where d is a parameter to be determinated by the theory. The entire solution field
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of the streak/roll system perturbed by the wave can be expressed as u˜ = U + u (a
perturbation is also added to the pressure field):
U =

U(y, z, T )
R−1V (y, z, T )
R−1W (y, z, T )
 =

y + u0(y, z, T )
R−1V (y, z, T )
R−1W (y, z, T )
 ,
u = δρ(T )R−1/3

u(y, z, T )
v(y, z, T )
w(y, z, T )
 eiα(x−R ∫ T c(T )dT ) + c.c.+ ...,
p˜ = R−2P (y, z, T ) + ...+ δR−1/3p(y, z, T )eiα(x−R
∫ T c(T )dT ) + c.c.+ ...
(2.4)
where T = t/R and c.c. indicates complex conjugate. Since the equilibrium
solutions are interested, the eigenvalue c has to vanish.
The independence of R of the (U ,V ,W ) components part of the perturbated
solution form (2.4), it can be demonstrated by substituting (2.4) into (2.1) and
balancing order of R. Substituting the expansions (2.4) into (2.1), the roll veloc-
ity terms continue to satisfy (2.3) and all the additional terms are proportional to
R−1/3δeiα(x−R
∫ T c(T )dT ) and satisfy the inviscid linearised Navier-Stokes equations:
O(R−1/3ρδ) : iα(U − c)u + u · ∇U + U · ∇u +∇p+ iαpex = 0,
⇓
iα(U − c)u+ v∂yU + w∂zU = −iαp,
iα(U − c)v + ∂yp = 0,
iα(U − c)w + ∂zp = 0,
iαu+ ∂yv + ∂zw = 0.
(2.5)
In other words, the perturbed roll solution continues to be decoupled from the
perturbed streak because also the wave velocity components (v,w) are decoupled
from u component. Note that from (2.10) is possible to obtain the equation for the
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wave pressure p:
∂yyp+ ∂zzp− α2p− 2∂yU∂yp
U − c −
2∂zU∂zp
U − c = 0, (2.6)
this equation has been derived by Hall & Horseman (1991) and it is the generaliza-
tion of (1.7) in the inviscid limit (Raylegh equation) that governs the instability of a
unidirectional flow (such as the Couette) depending on a single variable. In fact, the
wave pressure field is one of the key quantities that governs the wave-roll interaction
in the VWI theory.
The vortex wave interaction method to generate steady self-sustained streamwise
vortices can be summarized as follows. The steady roll solution (V ,W ) satisfies the
two-dimensional Navier-Stokes equations forced by an appropriate condition which
depends on the wave field:
∂2yV + ∂
2
zV = V ∂yV +W∂zV + ∂TV + ∂yP,
∂2yW + ∂
2
zW = V ∂yW +W∂zW + ∂TW + ∂zP,
∂yV + ∂zW = 0,
(2.7)
with boundary conditions:
V (±1, z) = W (±1, z) = 0 ∂zV (y, 0) = W (y, 0) = 0, ∂zV (y, Lz/2) = W (y, Lz/2) = 0,
and jump conditions along the critical layer (U(f(z), z) = c):
∂W s
∂n
|+− = n0ρ2α−5/3∂s(µ−5/3|∂sp|2),
P |+− = −n0k˜ρ2(αµ)−5/3|∂sp|2,
(2.8)
these conditions are responsable for the non-linear interaction between the wave and
the roll structure and they come from an asymptotic balance between the viscous
and the pressure terms of the roll equations and the non-linear terms of the mean
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wave field (see section 2.2). Note that in Hall & Sherwin (2010) and Blackburn
et al. (2013) these conditions are transformed into forcing fields (Fy, Fz) easier to
implement.
Whenever a new steady roll solution (V ,W ) is obtained, a steady derived streak
should exist (∂tU = 0). It is therefore possible to determine the streak field U solving
a steady advection diffusion problem:
∂2yU + ∂
2
zU = V ∂yU +W∂zU, (2.9)
with boundary conditions:
U(±1, z) = ±1, ∂zU(y, 0) = 0, ∂zU(y, Lz/2) = 0,
where U is the combination of the Couette flow and the perturbed streak: U = y+u0.
The streak linearly interacts with a wave of the form (2.4) which is obtained solving
the system:
iα(U − c)u+ v∂yU + w∂zU = −iαp+ [ 1
R
(∂yyu+ ∂zzu− α2u)],
iα(U − c)v + ∂yp = +[ 1
R
(∂yyv + ∂zzv − α2v)],
iα(U − c)w + ∂zp = +[ 1
R
(∂yyw + ∂zzw − α2w)],
(2.10)
where the viscous terms [ 1
R
∇2u] are added into the equations so that the system has
to be solved in the inviscid limit R → ∞. Since the streamwise vortex has to be
steady, the wave solution has to be associated with the neutral case c = 0. Note that
the system (2.10) is an eigenvalue problem so the wave solutions are the eigenmodes
associated with c = 0. These modes can have various symmetries but the preferred
mode is the solution with the property (Hall & Horseman 1991):
p(y, z) = −p(−y, z + Lz
2
).
Two types of boundary conditions have beem imposed to solve these equations re-
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sulting in two different type of equilibrium solutions. The ’sinuous mode’ is obtained
imposing the following conditions:
u(±1, z) = v(±1, z) = w(±1, z) = 0,
u(y, 0) = v(y, 0) = ∂zw(y, 0) = 0,
u(y, Lz/2) = v(y, Lz/2) = ∂zw(y, Lz/2) = 0,
while the ’varicose eigenmode’ is associated with:
u(±1, z) = v(±1, z) = w(±1, z) = 0,
∂zu(y, 0) = ∂zv(y, 0) = w(y, 0) = 0,
∂zu(y, Lz/2) = ∂zv(y, Lz/2) = w(y, Lz/2) = 0.
To close the self-sustained process, the streak component and the wave pressure
field then sustain the roll field generating a forcing that is expressed by the jump
conditions (2.8). A further explanation of the interaction mechanism and a derivation
of the jump conditions are addressed in the next section.
2.2 Vortex-wave interaction conditions in the asymp-
totic limit R→ ∞
The major mathematical challenge is to determine the roll forcing which can be
asymptotically expressed as the velocity and pressure jump conditions given by equa-
tion 2.8 and they have been obtained by Hall & Smith (1990). The Navier Stokes
equations are derived again starting from its dimensional expression given by:
ρd(∂tu˜ + u˜ · ∇u˜) = −∇p˜+ µ∇2u˜,
where ρd is density and µ is the dynamic viscosity. Since the flow is considered
in the inviscid limit, it has been shown in the introduction that the transfer of
energy is possible in the viscous layers so that the interaction occurs in the viscous
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region defined as U(y = f(z), z) = c. This region is called critical layer and it
is characterized by a thickness ∼ O(R−1/3) (see figure 2.1). The critical layer is
prescribed to be symmetric with respect to the domain centre located at (y, z)(0, Lz
4
)
(see figure 2.2):
f(z) = −f(z + Lz
2
),
and it means that the vortical flow has the rotational symmetry:
U(y, z) = −U(−y, z + Lz
2
),
V (y, z) = −V (−y, z + Lz
2
),
W (y, z) = W (−y, z + Lz
2
).
In order to study the interaction within the critical layer, it is convenient to
write down the Navier-Stokes equations in a coordinates system which follows the
geometry of the layer itself. Due to the symmetry shown in figure 2.2, it is possible
to obtain the whole system behaviour focusing on a quarter of the period length in
which the local critical layer can be represented as the three-dimensional curve:
γ = (x′, y = rc(s′) sin θ(s′), z = rc(s′) cos θ(s′)) (2.11)
where:
• s′ is the arc length of the curve and x′ is the axial (streamwise) coordinate
variable
• r is the distance of a generic point P from a chosen origin O
• rc(s′) is the distance of the critical layer from a chosen origin O
• θ is the angle between the z axis and the r direction and it defines the local
curvature radius: ρc(s
′) = ds
′
dθ
(see figure 2.3). The curvature radius is roughly
equal to the distance of the critical layer from the origin rc(s
′) : |ρc(s′)| ∼ rc(s′)
and also the radial critical layer positions rc(s
′) do not significantly vary from
the critical layer distance at s′=0: rc(0) = r0 ∼ rc(s′)
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Figure 2.2: The entire critical layer has a Lz periodicity (a). The half of the critical
layer period can be generated combining the quarter of the critical layer with its pi
rotation (Rpi) (b).
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Figure 2.3: Two quarters of the critical layer in which the local coordinate system is
depicted.
In the new orthogonal coordinates system (q1 = x
′, q2 = r, q3 = s′) it is possible
to define the square of the infinitesimal line element ds2 as :
ds2 = Σ3i=1h
2
i (dqi)
2 = h2x′(dx
′)2 + h2r(dr)
2 + h2s′(ds
′)2 (2.12)
where hi =
∣∣∣ drdqi ∣∣∣ are the scale factors of the coordinates system:
hx′ = hr = 1
hs′ =
∣∣∣∣ drds′
∣∣∣∣ = (dx′ds′ )2 + (d(r sin θ(s′))ds′ )2 + (d(r cos θ(s′))ds′ )2 =(
r
ρc
) (2.13)
Using the scaling factors, the expression of the vector Laplacian, the material
derivative and the gradient can be expressed in an orthogonal curvilinear coordi-
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nates system and the Navier-Stokes equations can be written along (r, s′) in local
coordinates as (see Appendix A for further details):
ρd(∂tus′ + ur∂rus′ +
us′
hs′
∂s′us′ + ux′∂x′us′ + urus′
k2r
h2s′
) =
− 1
hs′
∂s′p
′ + µ[
1
hs′
∂r(hs′∂rus′) +
1
hs′
∂s′(
∂s′us′
hs′
) + ∂2x′us′
+ 2
(
k2r
h3s′
)
∂s′ur − k
2us′
h2s′
],
(2.14)
ρd(∂tur + ur∂rur +
us′
hs′
∂s′ur + ux′∂x′ur − k
2ru2s′
h2s′
) =
− ∂rp′ + µ[ 1
hs′
∂r(hs′∂rur) +
1
hs′
∂s′(
∂s′ur
hs′
) + ∂2x′ur
+
k2ur
h2s′
− 2
(
k2r
h3s′
)
∂s′us′ ],
(2.15)
∂x′ux′ +
1
hs′
∂r(hs′ur) +
1
hs′
∂s′us′ = 0, (2.16)
where ρd is the density, µ is the dynamic viscosity and (ux′ , ur, us′) are the velocity
components along (x′, r, s′) respectively. The scaling factor alons s′ can be rewritten
as:
hs′ =
r
ρc
= kr (r ∼ ρc), (2.17)
where k(s′) = 1/ρc(s′). Since the system is studied in the local Lz/4 scale in which
the variable rc is weakly dependent on s
′, it is also possible to assume:
(
drc
ds′
)2
<<
(
r
ρc
)2
, (2.18)
Note that if θ(s′) = s′ the dependence on the curvature is lost (ρc = 1) and
the coordinates system is purely cylindrical. Therefore the adopted system (x′, r, s′)
can be considered as a generalization of the cylindrical coordinates system in which
a relatively small curvature k is taken into account. Since r ∼ rc ∼ |ρc(s′)| and
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(drc
ds′ )
2 ' 0, the investigation is around the critical layer positions rc(s′) and only
small distances around the values rc ∼ |ρc| are permitted. The r coordinate can be
replaced by the new variable n as the distance from the layer rc(s
′): n = r − rc(s′).
This variable is perfectly suitable to locate every point near the interface curve γ
which is the definition of the critical layer itself (see figure 2.3). The variable n
can be nondimensionalised with the thickness of the layer  = r0R
−1/3. In order to
nondimensionalise the above equations the following transformations and parameters
are also introduced:
• the variables are rescaled using the curvature radius and the typical arc length
l:
N = n/ = (r − r0)/,  = r0R−1/3, s = s′/l x = x′/r0 (2.19)
• the velocity and pressure fields are rescaled with U0:
p0 = U
2
0ρd, p˜ = p
′/p0, v˜ = ur/U0, w˜ = us′/U0, u˜ = ux′/U0 (2.20)
• R=(ρdU0r0)/µ
• T = tU0/(r0R)
• hs′ = N+rcρc = rcρc + k(Nr0R−1/3) = krc + kN. Since rc ∼ |ρc|, we further
assume that at any point inside the critical layer :
hs′ ' 1 + kN.
• Since krc ∼ 1 the term 1r can be expressed as: 1r =
(
1
rc+n
)
' ( k
1+kn
)
= k
(1+kN)
.
Equations (2.14)-(2.15) become:
1
R
(r0
∂N((1 + kN)
1

∂N w˜)
(1 + kN)
+ r0
∂2s w˜
(1 + kN)2l2
+
∂2xw˜
r0
+
+
2∂sv˜
(1 + kN)2l
− kw˜
(1 + kN)2
− ∂T w˜
r0
)− ∂sp˜
(1 + kN)l
=
v˜∂N w˜

+
w˜∂sw˜
(1 + kN)l
+
kv˜w˜
(1 + kN)
+
u˜∂xw˜
r0
,
(2.21)
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1R
(r0
∂N((1 + kN)
1

∂N v˜)
(1 + kN)
+ r0
∂2s v˜
(1 + kN)2l2
− kv˜
(1 + kN)2
+
∂2xv˜
r0
− 2∂sw˜
(1 + kN)2l
− ∂T v˜
r0
)− ∂N p˜

=
v˜∂N v˜

+
w˜∂sv˜
(1 + kN)l
− kw˜
2
(1 + kN)
+
u˜∂xv˜
r0
.
(2.22)
∂N((1 + kN)v˜)
(1 + kN)
+
∂sw˜
(1 + kN)l
+
1
r0
∂xu˜ = 0 (2.23)
Now the expansion solutions (2.4) can be introduced but in the local coordinates:
U =

U(N, s, T )
R−1V n(N, s, T )
R−1W s(N, s, T )
 ,
u = δρ(T )R−1/3uveiασ + c.c.+ ...
= δρ(T )R−1/3

u(y, z, T )
vn(y, z, T )
ws(y, z, T )
 eiασ + c.c.+ ...,
p˜ = R−2P (N, s, T ) + ...+ δR−1/3p(N, s, T )eiσ + c.c.+ ...,
(2.24)
where:
σ = α(x−R
∫ T
c(T )dT ) (α = r0α
′ c = c′/U0), (2.25)
the vortex components (U, V n,W s) and the wave compontents uv=(u, v
n, ws) corre-
spond to the coordinates (x,N, s) respectively.
At each x location the wave leads to a time-periodic motion concentrated within
the critical layer y = f(z). As it has been discussed in the introduction, the Reynolds
stresses associated to this motion can vary inside the critical layer (see equation
(1.13)) and so a forcing able to sustain the rolls can be produced as a result of the
interaction between the waves and the streamwise vortex itself.
In order to impose the interaction, the balance between the sum of the viscous
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term and the pressure term of the rolls (V ni ,W
s
i ) and the non-linear advective term
of the mean pertubation wave field component u1 = ρδR
−1/3uveiσ + c.c. (terms of
the order δR−1/3 in the expansions (2.24)) has to be satisfied:
R−2(∇2(V ni ,W si )−∇P ) =
ρ2δ2R−2/3(uv · ∇uv),
(2.26)
where the i subscript refers to a quantity calculated within the critical layer.
This balance is then enforced along the s and n directions:
R−2(∂2sW
s
i − ∂sPi) = ρ2δ2R−2/3(uv · ∇)ws, (2.27)
R−2(∂2NV
n
i − ∂NPi) = ρ2δ2R−2/3(uv · ∇)vn. (2.28)
A scaling assumption has been employed to obtain the contribution of the wave
field in the approximated equations and it is discussed in the next section (2.2.1).
The leading-order approximations to the momentum equations along the normal
N and the arch length s directions can be therefore determined across the critical
layer (sections 2.2.2-2.2.3) as well as the magnitude of δ. Then the wave momentum
equations in the critical layer along the s and N axis (sections 2.2.4-2.3) have been
manipulated to calculate the expressions of the jump conditions (section 2.3.1). Note
that in Blackburn et al. (2013) the relations (2.27)-(2.28) have been considered
directly as a forcing term in Cartesian coordinates:
(Fy, Fz) = ρ
2δ2u · ∇u,
to study the self-sustained process. This method has been referred to as hybrid
approach in the literature review.
30
2.2.1 Scaling assumption of the wave fields within the criti-
cal layer
The chosen rescaled coordinates system (x,N = nR1/3, s) (figure 2.4) has only the
normal variable rescaled with the Reynolds number. Therefore, the wave components
and the associated Reynolds stresses have to be rescaled accordingly in order to lead
the same behaviour on the vortex structure: within the critical layer, the wave
component vn has to be multiplied by R−1/3 to spread the same non-dimensional
Reynolds stress τsn = wsvn over a larger area:
D
∫
wsvndnds = D
∫
wsvnR−1/3dsdN,
where D is an average scale constant.
Figure 2.4: Sketch of the rescaled local coordinates system (x,N, s) within the critical
layer.
31
The same effect on the vortical flow can be obtained multiplying the other com-
ponents, u,ws, by R1/3. In fact, considering the linearised inviscid wave system in
the critical layer in which vn has been rescaled (u, vnR−1/3, ws) (and consequently
the pressure p→ pR−1/3):
(U − c)u+ (vnR−1/3)∂NU = iα(pR−1/3),
(U − c)(vnR−1/3) = ∂N(pR−1/3),
(U − c)ws = ∂s(pR−1/3),
multiplying by R1/3 the equivalent wave velocity field is obtained (uR1/3, vn, wsR1/3).
In a novel way, the wave components cannot be of the same order because they would
likely lead to a growing vortex instead of a steady flow. In order to assure that the
normal wave component would not exert a forcing that may lead to a growing vortex
the stresses (and so the forcing) along the x and s directions have to be always of a
larger magnitude (in this case, an order R1/3 is assumed). This physical hypothesis
translates to the scaling assumption (uR1/3, vn, wsR1/3) and it is the reason why the
roll is characterized by an elonged compact structure around the critical layer.
2.2.2 Leading-order approximation to the momentum equa-
tion along the s direction
Substituting (2.24) into (2.21) and considering only the terms concerning the balance
(2.27):
1
R2
(
r0
∂N((1 + kN)
1

∂NW
s
i )
(1 + kN)
+ r0
∂2sW
s
i
(1 + kN)2l2
+
2∂sV
n
i
(1 + kN)2l
− kW
s
i
(1 + kN)2
− ∂sPi
(1 + kN)l
)
=
ρ2δ2R−2/3
(
vn∂N(w
s)∗

+
ws∂s(w
s)∗
(1 + kN)l
+
kvn(ws)∗
(1 + kN)
− iαu(w
s)∗
r0
)
+ c.c.,
(2.29)
where the * indicates the complex conjugate. Considering the inviscid limit R→∞
(→ 0) and that approaching the critical layer the wave velocity has to be rescaled
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: u → uR1/3 vn → vn, ws → wsR1/3 (since the critical layer is thicker using the
variable N , the Reynolds stresses τs′n = ρdwsvn have to increase accordingly in order
to produce the same amount of forcing on the roll. See section 2.2.1 for further
details) :
1
R2
(
R2/3∂2NW
s
i
r0
)
' ρ2δ2R−2/3
(
R2/3
vn∂N(w
s)∗
r0
+R2/3
ws∂s(w
s)∗
l
−R2/3 iαu(w
s)∗
r0
)
+ c.c.,
(2.30)
in order to determine the equation of ∂nW
s
i , the pressure jump across the layer
has to be obtained. Consider (2.30) assuming r0 = l:
1
R2
(R2/3∂2NW
s
i ) = ρ
2δ2(vn∂N(w
s)∗ + ws∂s(ws)∗ − (iαu(ws)∗)) + c.c. =
δ2ρ2(uv · ∇(ws)∗ + u∗v · ∇ws).
(2.31)
Using the continuity equation∇·uv = 0 and the vector calculus identity∇(Af) =
∇f ·A + f∇ ·A:
1
R2
(R2/3∂2NW
s
i ) =
= δ2ρ2(∇ · (uvws∗) +∇ · (u∗vws))
= δ2ρ2((∂N(v
nws
∗
) + ∂N(w
svn
∗
) + 2∂s(w
s∗ws)).
(2.32)
The equation above can be integrated over −∞ < N <∞:
1
R2
(R2/3∂NW
s
i ) =
= δ2ρ2((vnws
∗
) + (wsvn
∗
) + 2
∫ ∞
−∞
∂s(w
s∗ws)dN)
(2.33)
where (vnws
∗
)
∣∣+∞
−∞ = (w
svn
∗
)
∣∣+∞
−∞ = (w
s∗vn)
∣∣+∞
−∞=0 because v
n → 0 for R → ∞
(see appendix C). The i index can be dropped because this equation is integrated
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across the critical layer so the result is to be considered as the jump of the outer
velocity due to the critical layer crossing. The normal derivative of the tangential
component of the roll W s must satisfy (with N = nR1/3):
∂nW
s|+− =
= 2δ2ρ2R5/3
∫ +∞
−∞
∂s|ws|2dN
(2.34)
outside the critical layer.
2.2.3 Leading-order approximation to the momentum equa-
tion along the N direction
Substituting (2.24) into (2.22) and considering only the terms according to the bal-
ance (2.28):
1
R2
(
r0
∂N((1 + kN)
1

∂NV
n
i )
(1 + kN)
+ r0
∂2sV
n
i
(1 + kN)2l2
− kV
n
i
(1 + kN)2
− 2∂sW
s
i
(1 + kN)2l
− ∂NPi

)
=
ρ2δ2R−2/3
(
v∂N(v
n)∗

+
ws∂s(v
n)∗
(1 + kN)l
− kw
s(ws)∗
(1 + kN)
+
u∂x(v
n)∗
r0
)
+ c.c.
(2.35)
where * indicates the complex conjugate.
Considering the inviscid limit R→∞ (→ 0) and that approaching the critical
layer the wave velocity has to be rescaled : u→ uR1/3 vn → vn, ws → wsR1/3 (since
the critical layer is thicker using the variable N , the Reynolds stresses τs′n = ρdwsvn
have to increase accordingly in order to produce the same amount of forcing on the
roll. See section 2.2.1 for further details) :
1
R2
(
R2/3
∂2NV
n
i
r0
+R1/3
k∂NV
n
i
(1 + kN)
+R1/3
∂NPi
r0
)
' ρ2δ2kws(ws)∗ + c.c. (2.36)
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If ∂2NV
n
i and also ∂NV
n
i can be neglected (see Appendix C):
1
R2
R1/3∂NPi ' ρ2δ2k˜ws(ws)∗ + c.c., (2.37)
where k˜ = r0k =
r0
ρc
∼ 1 is the dimensionless curvature. Again, this equation is
integrated across the critical layer so the index i is dropped and the result is to be
considered as the jump of the outer pressure field due to the critical layer crossing:
P |+− = 2ρ2δ2k˜R5/3
∫ +∞
−∞
|ws|2dN. (2.38)
Note that in the equations (2.28)-(2.27) the wave and the roll terms scale with
a different order of R so that it would be physically impossible for the wave to
drive the roll as the vortex wave interaction theory predicts. Choosing δ = R−5/6
as the scaling of the wave in the critical layer allows the roll to be driven by the
perturbation and consequently it exerts a force to the roll velocity and pressure to
have a finite jump across the critical layer y = f(z, T ) independent of the Reynolds
number. Substintuting δ = R−5/6 the expansions become:
U =

U(N, s, T )
V n(N, s, T )R−1
W s(N, s, T )R−1
+ ρ(T )R−7/6

u(N, s, T )
vn(N, s, T )
ws(N, s, T )
 eiασ + c.c.+ ...
p˜ = R−7/6p(N, s, T )eiσ + c.c.+ ...R−2P (N, s, T ) + ...
(2.39)
The velocity field (u, vn, ws) is still a perturbation field but the pressure p is now the
dominant part of the expansion.
2.2.4 Critical layer wave s- momentum equation solution
Starting to substitute the expansions (2.24) into (2.21):
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1R2
(
− ∂sP
(1 + kN)l
+ r0
∂N(1 + kN)
1

∂NW
s)
(1 + kN)
+ r0
∂2sW
s
(1 + kN)2l2
+
2∂sV
n
(1 + kN)2l
− kW
s
(1 + kN)2
−∂TW
s
r0
)
+R−4/3ρδ
(
r0
∂N(1 + kN)
1

∂Nw
seiσ)
(1 + kN)
+r0
∂2sw
seiσ
(1 + kN)2l2
+
2∂sv
neiσ
(1 + kN)2l
− kwe
iσ
(1 + kN)2
− ∂Tw
seiσ
r0
)
− δρR−1/3 ∂sp
(1 + kN)l
+ ...c.c. =
1
R2
(
V ∂NW
s

+
W s∂sW
s
(1 + kN)l
+
kV nW s
(1 + kN)
)
+R−4/3ρδ
(
V ∂Nw
seiσ

+
W s∂sw
seiσ
(1 + kN)l
+
kV nwseiσ
(1 + kN)
+
kvnW seiσ
(1 + kN)
+
eiσu∂zW
s
r0
)
+ δρR−1/3
U∂xw
seiσ
r0
+ ...c.c.,
(2.40)
approaching the critical layer, the wave velocity has to be rescaled : u → uR1/3
vn → vn, ws → wsR1/3 (see section 2.2.1 for further details) and collecting the terms
of order R−1/3ρδ (remember that we chose δ = R−5/6 which has to be considered to
correctly balance the forcing terms ):
∂2Nw
s
r0
− ∂sp
(1 + kN)l
+
iαc(wsR1/3)
r0
+ c.c. =
iαUwsR1/3
r0
+ c.c., (2.41)
with (U(s,N) − c) = ∂N U |N(y=f(z))N + O((N)2) = µ r0R1/3N + O((N)2) and
∂nU |y=f(z) = µ the equation becomes:
∂2Nw
s
r0
− iαµr0Nw
s
r0
=
∂sp
(1 + kN)l
(2.42)
Introducing the non-dimensional variable K = (iαµr0)
1/3N and l = r0 into (2.42)
the following equation is obtained:
∂2Kw
s −Kws = (iαµ)−2/3 ∂sp
(1 + kN)
, (2.43)
and considering the inviscid limit (R → ∞,  → 0), the solution of (2.43) can
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be expressed in Scorer functions. Note that the Scorer functions can be defined
in terms of the Airy functions which have been used in many of the mathematical
result showed in the two-dimensional flow literature review (see the Introduction).
For further details the articles of Hall & Sherwin (2010) and Hall & Smith (1990)
are recommended.
2.3 N-component momentum equation along the
critical layer
The substitution of expansions (2.24) into (2.22) leads to the equation:
1
R2
(
r0
∂N(1 + kN)
1

∂NV
n
(1 + kN)
+ r0
∂2sV
n
(1 + kN)2l2
− kV
n
(1 + kN)
+
∂2zV
n
r0
− 2∂sW
s
(1 + kN)2l
− ∂TW
s
r0
−∂NP

)
+R−4/3ρδ
(
r0
∂N(1 + kN)
1

∂Nv
neiσ
(1 + kN)
+ r0
∂2sv
neiσ
(1 + kN)2l2
+
kvneiσ
(1 + kN)2
+
∂2zv
neiσ
r0
− 2∂sw
seiσ
(1 + kN)2l
− ∂Tv
neiσ
r0
)
−R−1/3ρδeiσ ∂Np

+ ...c.c. =
1
R2
(
V ∂NV
n

+
W∂sV
n
(1 + kN)l
− k(W
s)2
(1 + kN)
)
+R−1
U∂zW
s
r0
+
R−4/3ρδ
(
V ∂Nv
neiσ

+
vneiσ∂NV
n

+
W s∂sv
neiσ
(1 + kN)l
+
wseiσ∂sW
s
(1 + kN)l
+
ueiσ∂zV
n
r0
)
+R−2/3ρ2δ2
(
vn∂Nv
n

+
ws∂sv
n
(1 + kN)l
+
k|ws|2
(1 + kN)
+
u∂zv
n
r0
)
+R−1/3ρδ
U∂xe
iσv
r0
+ ...c.c.
(2.44)
Considering that approaching the critical layer the wave velocity has to be rescaled
: u → uR1/3 vn → vn, ws → wsR1/3 (see section 2.2.1 for further details) and col-
lecting the terms of order (ρδ) the following remarkable property can be obtained:
∂Np = 0 (2.45)
The equation ∂Np = 0 implies that the wave pressure is independent of N in
the critical layer and this relation semplifies significantly the final expressions of the
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jump conditions.
2.3.1 Pressure and normal velocity jump conditions
Substituting the wave velocity component ws expressed in Scorer functions
into (2.38)-(2.34) it is possible to show that (see Hall & Smith 1990 and Hall &
Sherwin 2010 for further details):
∂W s
∂n
|+− = n0ρ2α−5/3∂s(µ−5/3|∂sp|2) = J,
P |+− = −n0k˜ρ2(αµ)−5/3|∂sp|2 = K,
(2.46)
where: n0=2pi(2/3)
2/3(−2
3
)! and µ = ∂nU |y=f(z). Note that only the pressure jump
condition depends on the curvature k˜ and therefore the roll pressure is the only
quantity affected by the shape of the critical layer. If y = f(z) significantly varies
along the z direction, the pressure field will be subject to a major jump. It is
numerically convenient to transform the tangential velocity component W s into the
(V,W ) Cartesian components. Defining the Cartesian tangent in the plane [y, z]
of the critical layer y = f(z) as: t = (tyey, tzez) (where ty,tz are the cartesian
projections of y = f(z) along the y,z axis respectively), the above equation can be
projected:
∂V
∂n
= Jty
∂W
∂n
= Jtz
(2.47)
These interface conditions represent the crucial essence of the VWI theory because
they allow the self-sustained process to exist. The development of a method able to
directly impose (2.46) is one of the objectives of this work and the approach has been
called asymptotic approach. Note that these jumps conditions can be transformed
into a Cartesian forcing field (Fy, Fz) to be added in the roll equations (2.7) and this
approach has been referred to as regularised approach (see Hall & Sherwin 2010).
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Chapter 3
Numerical Discretization
In order to numerically solve the partial differential equations described in the pre-
vious chapter, a discretization scheme is necessary. The 1D and 2D equations are
spatially discretized using a Spectral/hp Element method and also the 3D problem
is reduced to a set of 2D equations through a Fourier decomposition along the axial
direction.
The essential techniques: the Spectral/hp Element method, the Fourier decom-
position and the structure of the code Nektar+ + in which these methodologies are
efficiently implemented are summarized in this chapter. Detalis on the numerical
algorithms used to compute each equation are given in the following chapter. For an
extensive reference, the book of Karniadakis & Sherwin (2005) is recommended.
In section 3.1 a general introduction of the fundamental concepts of the used dis-
cretization techniques and a brief review of the most utilised methods is presented.
Then the spectral /hp element method together with some details of the Nektar++
implementation are discussed in section 3.2. The last section (3.3) presents the
approach used to discretize the 3-dimensional problems.
39
3.1 Discretization method review: general con-
cepts
This section presents an overview of the methods currently used in fluid mechanics
to discuss the advantages of a Spectral/hp Element approach and an introduction of
the weighted residual framework commonly used to define an approximated solution
expansion.
3.1.1 Method of the weighted residuals and the Galerkin
formulation
The idea of solving numerically a partial differential equations in a spatial domain
Ω consists of finding an approximated solution that satisfies a finite number of con-
ditions. Consider a linear differential equation in a domain Ω denoted by:
L(u) = 0, (3.1)
subject to appropriate initial and boundary conditions.
A residual error function is introduced if the solution u is replaced by an approx-
imated solution uδ :
L(uδ) = R(uδ) (3.2)
The equation above is solved in its weak form obtained multiplying (3.2) by a
test function vδ and integrating the result over the entire domain:
∫
Ω
vδL(uδ)dx = (R, vδ) ⇒ (vδ, L(uδ)) = (R, vδ) (3.3)
where the inner product notation (v, L(u)) is introduced.
The approximated solution uδ and the test (or weight) function vδ are then
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constructed as a linear combination of basis functions ΦGn , Ψi:
uδ =
∑
nN
ΦGn uˆn
vδ =
∑
iN
Ψivˆi
(3.4)
where each function ΦGn ,Ψi is defined all over the domain Ω or in a portion of it
depending on the discretization method. Substituting into (3.2) :
∑
in
vˆiuˆn(Ψi, L(Φ
G
n )) =
∑
in
vˆi(Ψi, R(u
δ)) (3.5)
Since vˆi are arbitrary, we can now obtain a set of N algebraic equations for the
unknown coefficients uˆn which is independent of the coefficients vˆi:
∑
n
uˆn(Ψi, L(Φ
G
n )) =
∑
n
(Ψi, R(u
δ)) ∀i ∈ N (3.6)
The methods of weighted residual consists in forcing the terms (Ψi, R(u
δ)) to zero
by choosing an appropriate form for the test basis functions Ψi.
The set of equations can be rewritten in the matrix form:
Muˆ = fˆ (3.7)
where uˆ is the vector of the coefficients uˆn and M,fˆ are given by:
Mni =
∫
Ω
ΨiL(Φ
G
n )dx
fˆi = (Ψi, L(uˆ0)) =
∫
Ω
ΨiL(uˆ0)dx
(3.8)
where the vector fˆ contains the first expansion coefficient uˆ0 selected to satisfy the
non zero Dirichlet boundary conditions (this procedure is known as lifting and it
has been introduced by Lions (1996) ).
The method of the weighted residual is further restricted to the Galerkin formu-
lation which choses the set of test basis functions Ψi to be identical to the set of the
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solution expansion, i.e:
Mni =
∫
Ω
ΦGi L(Φ
G
n )dx
fˆi = (Φ
G
i , L(uˆ0)) =
∫
Ω
ΦGi L(uˆ0)dx
(3.9)
Applying this approach, the differential equation (3.1) for the unknown field solution
u(x) has been reduced to a linear system for the coefficients uˆ. Therefore, the solution
in the physical space uδ(x) is obtained firstly solving (3.7) in the coefficient space
(in which the vector uˆ is computed) and then using the expansion (3.4).
3.1.1.1 Properties of the Galerkin method
The Galerkin method has some remarkable properties such as the uniqueness of
the solution, the error in terms of the energy norm of the difference  = u − uδ is
orthogonal to all functions in the finite test space V δ:
(, vδ) = 0, ∀vδ ∈ V δ, (3.10)
and the solution uδ is the solution that mimimizes the energy norm error:
‖u− uδ‖ = min |u− wδ‖ wδ ∈ V δ (3.11)
The test space V δ is chosen to be a subset of the Hilbert space H1 in which the
fuctions satisfy the condition that the integral of the square of the function plus
the square of its derivative is bounded. For more details the book Karniadakis &
Sherwin (2005) is recommended.
3.1.2 Finite element method (FEM)
The finite element method typically uses a Galerkin formulation and it is certainly
one of most utilised numerical discretization schemes within the fluid mechanics
research field. The main idea is to divide the domain Ω into smaller subdomains
Ωe in which a local expansion is defined to approximate the solution. The classic
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finite element method utilised linear or quadratic polynomials as expansion basis so
the accuracy of the approach depends on the refinement of the domain into smaller
subdomains which has the advantages (Reddy, 2005):
• Accurate reproduction of a complex geometry
• Straithforward representation of the total solution
• Capture of local effects
3.1.3 High-order finite element method
This class of numerical discretization methods employs high-order polynomials to
expand the solution in each subdomain. This methods usually are divided into p and
h-types FEM. The version of the finite element method in which the desired accuracy
is reached by p-adapvitity, that is, fixing the mesh refinement and increasing the local
polynomial degree P , is called p-type FEM. In contrast with the p-type FEM, the h-
type FEM is employed the h-adaptivity: the error of the numerical solution decays
by means of a mesh refinement while the polynomial order is fixed. Also the hp-
type FEM exists (introduced by Babuska) and the solution is found to converge
exponentially when an appropriate h and p refinement are employed. However, the
corresponding hp-adaptivity is not exactly the combination of the two adaptivities
because the allowed number of ways in which the desired accuracy can be obtained
increased and it is not easy to predict in general. For instance, each element can
be recursively splitted into others and there are many possible expansions degree P
choices on the subelements that lead to the same accuracy.
3.1.4 The spectral method
The spectral method class constructs the approximated solution by an expansion of
global basis functions. Modern versions of the Spectral methods imply the use of
orthogonal expansions which require the use of Fourier, Chebyshev or Legendre series.
The residual is usually minimized using either the Galerkin methods mentioned above
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or the collocation method. This approach obtains the unknown coefficients uˆn forcing
the residual to be exactly zero in a set of grid nodes, called collocation nodes. The
desired solution accuracy is obtained increasing the order of the expansion and the
numerical error is found to decrease exponentially for infinitely smooth solutions.
3.1.5 The spectral/hp element method
The spectral element method combines the multi-domains framework of the finite
element method with the high order expansion solution representation of the classi-
cal spectral method. This category is conceptually related to the high-order finite
element method so that the spectral/hp element scheme allows to employ both the
h-adaptivity and the p-adaptivity to obtain the desired accuracy. In the following
section the main concepts of its implementation as well as some details concerning the
used algorithms to perform the differentiation and integration operations discussed.
3.2 Spectral/hp element discretisation:
the Nektar + + implementation
The discretisation begins with the decomposition of the entire domain Ω, defined with
respect to the global Cartesian coordinates (x1, x2), into not overlapping subdomains
Ωe which can have either a triangular or a quadrilateral shape:
Ω = ∪eΩe
each element Ωe is transformed into a standard element Ωst defined by standard
coordinates (ξ1,ξ2)∈ [−1; 1]. Therefore a mapping between the Cartesian coordinates
of the element Ωe and its equivalent Ωst is defined as:
x1 = χ
e
1(ξ1, ξ2), x2 = χ
e
2(ξ1, ξ2) (3.12)
The procedure to build the global system (3.7) through a spectral/hp discretiza-
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tion method is as follows. The integration and differentiation operations are executed
in the standard domain Ωst then mapped into the local domain Ωe in which the local
matrix Me and the local vector coefficient uˆe are built.
The global matrix M is assembled by using a local-to-global mapping and the
global vector coefficient uˆ is generated from the concatenation of uˆe. A series of
techniques (static and multi-level condensation) are then used to solve the entire
system. The figure 3.1 gives a schematic representation of the described procedure.
In these sections some details about the algorithms used to implement each oper-
ation mentioned above are given. In the next section the mapping used to transform
the global Cartesian coordinates in standard coordinates (ξ1,ξ2) are introduced, then
in section 3.2.2 the operations performed in the Ωst domain are discussed and the
local operations are given in section 3.2.3. The local contributions are then globally
assembled using the methodologies described in sections 3.2.4-3.2.6.
3.2.1 Mapping χ
In order to define a mapping between the general Cartesian coordinates of a straight
sided element e and the standard coordinates (ξ1,ξ2) the position of its vertices
are necessary. A quadrilateral element with vertices {A,B,C,D} is mapped into a
standard square element Ωst = Qst = {−1 ≤ ξ1, ξ2 ≤ 1} by applying the bi-linear
transformation (see figure 3.2):
x = χe1(ξ1, ξ2) = x
A1− ξ1
2
1− ξ2
2
+ xB
1 + ξ1
2
1− ξ2
2
+ xC
1 + ξ1
2
1 + ξ2
2
+ xD
1− ξ1
2
1 + ξ2
2
y = χe2(ξ1, ξ2) = y
A1− ξ1
2
1− ξ2
2
+ yB
1 + ξ1
2
1− ξ2
2
+ yC
1 + ξ1
2
1 + ξ2
2
+ yD
1− ξ1
2
1 + ξ2
2
,
(3.13)
In a similar manner, a triangle with vertices at {(xA, yA), (xB, yB), (xC , yC)} is
transformed into a standard triangle Ωst = Tst = {−1 ≤ ξT1 , ξT2 ; ξT1 + ξT2 ≤ 0} by
applying the mapping (see figure 3.2):
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Figure 3.1: Implementation scheme of the spectral /hp element method on the Nek-
tar++ framework. From top left to bottom left: each shadowed element corresponds
to a local element Ωe and it is firstly transformed into a standard triangle Tst and the
a standard quadrilateral Qst. Then, from bottom right to top right: the standard
operation (φp, L(φp))Qst is performed and then mapped to (φp, L(φp))Tst by applying
χT . The local operation (φp, L(φp))Ωe is obtained using the mappings χ
e
1, χ
e
2. The
final linear system Muˆ = f is assembled by applying the matrix A.
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Figure 3.2: Quadrilateral (a) and triangular (b) standard elements with the corre-
sponding Cartesian coordinates systems.
x = χe1(ξ
T
1 , ξ
T
2 ) = x
A−ξT2 − ξT1
2
+ xB
1 + ξT1
2
+ xC
1 + ξT2
2
,
y = χe2(ξ
T
1 , ξ
T
2 ) = y
A−ξT2 − ξT1
2
+ yB
1 + ξT1
2
+ yC
1 + ξT2
2
,
(3.14)
In contrast with the bilinear transformation of a quadrilateral region, this map-
ping has the two coordinate variables ξT1 ,ξ
T
2 coupled so the advantages of the un-
coupled coordinates system such as the possibility to define a tensorial expansion
basis, are prohibited. In order to avoid these issues, the variables ξT1 ,ξ
T
2 are trans-
formed into a standard quadrilateral coordinate system (ξ1,ξ2) again by applying the
mapping χTi :
ξ1(ξ
T
1 , ξ
T
2 ) = χ
T
1 (ξ
T
1 , ξ
T
2 ) = 2
1 + ξT1
1− ξT2
− 1, ξ2(ξT1 , ξT2 ) = χT2 (ξT1 , ξT2 ) = ξT2 (3.15)
The following sections refer to the standard Cartesian coordinates system Ωst =
Qst = {−1 ≤ ξ1, ξ2 ≤ 1} knowing that also a triangular element can be mapped into
a quadrilateral standard element by applying 3.15.
In case of elements with curvilinear edges, the transformations above have to be
generalized into an iso-parametric mapping which transforms the curved edges into
a straight edge employing a Lagrange expansion basis in a similar way the solution
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uδ is expanded (see the next section):
x = χe1(ξ1, ξ2) =
P1∑
p=0
P2∑
q=0
xˆ1pqφp(ξ1)φq(ξ2)
y = χe2(ξ1, ξ2) =
P1∑
p=0
P2∑
q=0
yˆ2pqφp(ξ1)φq(ξ2)
(3.16)
where P1, P2 represent the number of points used to define the curved edges along
each direction so that the coefficients xˆpq, yˆpq are exactly the coordinates values that
define the edges.
3.2.2 Operations in the standard domain Ωst
3.2.2.1 Expansion basis
The solution ue within each element e is represented by a two-dimensional expansion
basis defined within the standard element as a tensorial product of one-dimensional
expansion basis functions or modes:
ue(ξ1, ξ2) =
N∑
n=0
Φn(ξ1, ξ2)uˆ
e
n =
P∑
p=0
Q∑
q=0
φp(ξ1)φq(ξ2)uˆ
e
pq, (3.17)
where the polynomial order may be different in each coordinate direction (P may
differ from Q) and the total number of expansion modes is N = P × Q such as
Φn = φpφq. It is important to note that each mode n is independent of the particular
shape of the considered element e so that the local solution ue is expanded into a
standard basis Φn(ξ1, ξ2) (the same for all the subdomains) with local coefficients
uˆen (different for all the subdomains).
This two-dimensional tensorial basis decouples the modes in each direction so
that the sum − factorisation technique can be applied to evaluate integrals of a
product of basis functions (Karniadakis and Sherwin 2005). The expansion basis
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φp(ξ) used in this thesis is expressed by:
φp(ξ) =

(1−ξ
2
), p = 0,
(1−ξ
2
)(1+ξ
2
)J1,1p−1(ξ), 0 < p < P,
(1+ξ
2
), p = P,
ξ ∈ [−1 : 1] (3.18)
where J1,1p−1(ξ) is a Jacobi polynomial of order p and it has the property of being
pseudo-orthogonal to all the polynomials of order less than p with respect to the
term (1− ξ)(1 + ξ):
∫ 1
−1
(1− ξ)(1 + ξ)J1,1i (ξ)J1,1j (ξ)dξ =
8
2i+ 3
Γ(i+ 2)2
Γ(i+ 3)i!
δij
where Γ is the gamma function and δ is the Kronecher delta. In the case of triangular
elements, the expansion basis assumes a similar form:
ue(ξT1 , ξ
T
2 ) =
N∑
n=0
Φn(ξ
T
1 , ξ
T
2 )uˆ
e
n =
P∑
p=0
Q∑
q=0
φp(ξ
T
1 )φ
T
pq(ξ
T
2 )uˆ
e
pq, (3.19)
where φTpq(ξ
T
2 ) = (
(1−ξT2
2
)pJ2q+1,0p (ξ
T
2 ).
Figure 3.3 shows an example of this triangular two-dimensional basis for P =
Q = 4.
The advantage of this basis choice is that the continuous global modes can be
easily assembled because (3.18) is characterized by the typical boundary/interior
decomposition property: the boundary modes (p = 0, P ) are the basis functions
which are not zero on the boundary of the standard region (ξ = −1, 1) whereas
the interior modes are zero on all boundaries (p 6= 0, P ). Therefore the global
two-dimensional continuous expansions are generated by merging the corresponding
vertex modes that have a unit magnitude at one vertex and zero at all other vertices,
and by merging the corresponding edge modes, which are different from zero only
along an edge. Note that the lowest order of the spectral/hp element, given by
P = Q = 1 in (3.18), has only linear basis functions that corresponds to a finite
element expansion.
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Figure 3.3: Two dimensional tensorial basis of order P = Q =4 on a triangular
element. On the left the behaviour of the singular basis functions φp and φ
T
pq while
on the right the multiplication φpφ
T
pq for p, q =0,1,2,3 is shown (adapted from Kar-
niadakis and Sherwin (2005)).
3.2.2.2 Integration
The integration operation is widely necessary in order to evaluate the matrix M.
In the spectral/hp element framework the Gaussian quadrature method is usually
implemented to evaluate integrals because it is particularly accurate for smooth
integrands. The general integral in a one-dimensional standard domain of a function
f can be expressed as: ∫ 1
−1
f(ξ)dξ '
Q−1∑
i=0
ωif(ξi), (3.20)
is approximated by a summation of Q values of the function f multiplied by ap-
propriated weight values ωi. The choice of the set of positions {ξi} determines the
number of quadrature points Q required to integrate exactly polynomials of degree
larger than Q. It has been shown that the first Q points a particular subset of the
zeros of Jacobi polynomials Jα,βQ , ξ
α,β
i , called Gauss-Lobatto-Legendre points and
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their corresponding weights:
(ξ)glli =

−1 i = 0
ξ1,1i−1,Q−2 i = 1, ..., Q− 2
1 i = Q− 1
wglli =
2
Q(Q− 1)J0,0Q−1(ξi)2
i = 0, ...., Q− 1
(3.21)
allow to exactly evaluate (3.20) if f is a polynomial of order 2Q− 3:
∫ 1
−1
f(ξ)dξ =
Q−1∑
i=0
ωglli f((ξ)
gll
i ) f ∈ P2Q−3 (3.22)
The zeros of the Jacobi polynomials and the weights do not have an analytic
expression and determined by a numerical algorithm as illustrated in Karniadakis
and Sherwin (2005). The generalization to a two-dimensional integral has the form:
∫
Ωst
f(ξ1, ξ2)dξ1dξ2 =
∫ 1
−1
[∫ 1
−1
f(ξ1, ξ2)|ξ2dξ1
]
dξ2 (3.23)
where the right-hand side can be replaced by the formula (3.20):
∫
Ωst
f(ξ1, ξ2)dξ1dξ2 '
Q−1∑
j=0
ωj
[
Q−1∑
i=0
ωif(ξ1i, ξ2j)
]
(3.24)
an analogous procedure with respect to the one-dimensional algorithm is then
applied. In case of a triangular element, the integral has to be transformed using the
Jacobian of the mapping (3.15):
∫
Ωst
f(ξT1 , ξ
T
2 )dξ
T
1 dξ
T
2 =
∫ 1
−1
[∫ 1
−1
f(ξ1, ξ2)|ξ2
∣∣∣∣∂(ξT1 , ξT2 )∂(ξ1, ξ2)
∣∣∣∣ dξ1] dξ2
'
Q−1∑
j=0
ωj
[
Q−1∑
i=0
ωi
1− ξ2i
2
f(ξ1i, ξ2j)
] (3.25)
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3.2.2.3 Differentiation
Since the evaluation of a derivative is often required to calculate the linear operator
in (3.7), a numerical algorithm to compute this operation is required. In addition, the
integration method requires the value of the considered function at the quadrature
points so that the differentiation technique has to provide the value of the derivatives
at those points.
The collocation differentiation technique is employed to calculate the desired
values at the quadrature points. Assuming a one-dimensional function f that can
be approximated by:
f(ξ) '
Q−1∑
j=0
hj(ξ)f(ξj) (3.26)
where hp are the Lagrange polynomials:
hj(ξ) =
ΠQ−1i=0,i 6=j(ξ − ξj)
ΠQ−1i=0,i 6=j(ξj − ξi)
(3.27)
the approximation is exact if f is at maximum a polynomial of order Q − 1.
Therefore the derivative can be represented as:
df
dξ
'
Q−1∑
i=0
f(ξi)
dhi(ξ)
dξ
(3.28)
and the derivative at the quadrature point ξi is:
df
dξ
|ξi '
Q−1∑
i=0
dijf(ξi) dij =
dhj(ξ)
dξ
|ξi (3.29)
In this thesis the Gauss-Lobatto-Legendre quadrature points (3.21) have been used
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so that the differentiation matrix dij can be numerically evaluated as:
dij =

−Q(Q−1)
4
i = j = 0
J0,0Q−1(ξi)
(ξi−ξj)J0,0Q−1
i 6= j, 0 ≤ i, j ≤ Q− 1
0 1 ≤ i = j ≤ Q− 2
Q(Q−1)
4
i = j = Q− 1
(3.30)
Details about the construction of the differentiation matrix dij can be found in
Karniadakins and Sherwin (2005).
This one-dimensional formula can be extended to the two dimension standard
element considering an expansion of the form:
f(ξ1, ξ2) =
P−1∑
i=0
Q−1∑
j=0
hi(ξ1)hj(ξ2)f(ξ1i, ξ2j) (3.31)
Consequently the partial derivative with respect ξ1 at the quadrature points is:
∂ξ1f(ξ1r, ξ2s) =
P−1∑
i=0
Q−1∑
j=0
∂ξ1(hi(ξ1r))hj(ξ2s)f(ξ1i, ξ2j) (3.32)
The collocation property of the Lagrange polynomials, hj(ξs) = δjs, allows to
semplify the expression above to:
∂ξ1f(ξ1r, ξ2s) =
P−1∑
i=0
drif(ξ1r, ξ2s) (3.33)
where dri is defined as (3.30) for Gauss-Lobatto-Legendre quadrature points. In the
same manner the partial derivative with respect to ξ2 can be evaluated.
For a triangular region Tst, the partial derivatives of the function f with respect
to the coordinate system (ξT1 ,ξ
T
2 ):
f(ξT1 , ξ
T
2 ) =
P−1∑
i=0
Q−1∑
j=0
hi(ξ
T
1 )hj(ξ
T
2 )f(ξ
T
1i, ξ
T
2j), (3.34)
can be evaluated throughout the chain rule:
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 ∂ξT1 f
∂ξT2 f
 =
 ∂ξT1 ξ1 ∂ξT1 ξ2
∂ξT2 ξ1 ∂ξT2 ξ2
 ∂ξ1f
∂ξ2f
 =
 21−ξ2 0
1+ξ1
1−ξ1 1
 ∂ξ1f
∂ξ2f
 (3.35)
3.2.3 Operations in the local domain Ωe
In order to construct the equation 3.7, the matrix M has to be generated by the
assembly of each elemental matrix Me defined in the element Ωe.
The local matrix Me is then built applying the mapping χ
e to the standard
operations defined in sections 3.2.2.2-3.2.2.3.
3.2.3.1 Local integration
Considering the iso-parametric mapping defined in 3.2.1, the integration within an
element Ωe can be expressed as:∫
Ωe
f(x1, x2)dx1dx2 =
∫
Ωst
f(ξ1, ξ2)|J |dξ1dξ2 (3.36)
where |J | is the Jacobian of the transformations defined in section 3.2.1 between the
standard coordinate system (ξ1,ξ2) and the local coordinate system (x1,x2):
J =
∣∣∣∣∣∣ ∂ξ1x1 ∂ξ2x1∂ξ1x2 ∂ξ2x2
∣∣∣∣∣∣ = ∂ξ1x1∂ξ2x2 − ∂ξ2x1∂ξ1x2. (3.37)
3.2.3.2 Local differentiation
Like the local integration, the partial derivative of a function f with respect to a
variable coordinate x1,x2 can be obtained applying the chain rule:
∂x1f = ∂ξ1f∂x1ξ1 + ∂ξ2f∂x1ξ2 ∂x2f = ∂ξ1f∂x2ξ1 + ∂ξ2f∂x2ξ2 (3.38)
applying again the chain rule on the mapping χe the following relationships can be
found:
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∂x1ξ1 =
1
J
∂ξ2x2, ∂x2ξ1 = −
1
J
∂ξ2x1, ∂x1ξ2 = −
1
J
∂ξ1x2, ∂x2ξ2 =
1
J
∂ξ1x1 (3.39)
3.2.3.3 Backward and forward transformations
Since the integration requires the use of the coefficient space (uˆen) and the differen-
tiation is evaluated in the physical space (using the nodal values un), it is necessary
to transform the coefficients uˆn into the physical values un and vice-versa. The
backward transformation simply evaluate the approximated solution at the physical
values x1, x2:
uδ(x1, x2) =
∑
n
uˆenφpφq(x1, x2) (3.40)
In order to perform the reverse operation, called forward transformation, the
weighted residuals framework is employed. Considering a residual error R(u) between
the solution and the expansion such as:
∑
n
uˆnφn(x1, x2)− u(x1, x2) = R(u), (3.41)
then the inner product of the residual multiplied by a Galerkin test function is given
by: ∑
n
(φm, φn)uˆn = (φm, u) (3.42)
where the term (R, φm) = 0. This is a linear system for the unknown coefficients uˆn
that has a numerical error of the same order of the approximation error.
3.2.3.4 Local border integral (Neumann boundary conditions evaluation)
The Dirichlet boundary conditions are satisfied by the lifting procedure as it has
been previously mentioned but the Neumann boundary conditions consist in another
contribution that has to be evaluated. A border integral along the domain a portion
of the border ∂Ω arises whenever a Neumann boundary conditions is imposed. In
two dimensional domains, the border ∂Ω can be splitted into edge contributions ∂Ωe
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: ∫
∂Ωe
f(x1, x2)ds, (3.43)
where the differential arc lenght ds =
√
dx21 + dx
2
2 is introduced. Due to the
standard Cartesian coordinate system definition (ξ1, ξ2), a point on an edge depends
only on one of the coordinate ξ1,ξ2 and the other is constant (±1). Therefore, the
differential length of an edge at ξ2 = 1 depends on the change along the ξ1 variable:
ds =
√
dx21 + dx
2
2 =
√
∂x1
∂ξ1
|2ξ2=−1(dξ1)2 +
∂x2
∂ξ1
|2ξ2=−1(dξ1)2 (3.44)
The border integral along this edge can be expressed as:
∫
∂Ωe
f(x1, x2)ds =
∫ 1
−1
f(ξ1, ξ2)
√
∂x1
∂ξ1
|2ξ2=−1 +
∂x2
∂ξ1
|2ξ2=−1dξ1 (3.45)
an equivalent formula can be derived if the considered edge depends on ξ2 with
ξ1 = ±1.
3.2.4 Operations in the global domain Ω
In order to obtain the global solution on the domain Ω, the elemental contributions
have to be assembled imposing the continuity across the elemtent boundary to assure
that the global approximated solution is continuous. Therefore, the global solution
expansion can be expressed as:
u(x1, x2) =
∑
m∈Ng
ΦGm(x1, x2)uˆm =
Nel∑
e=0
N∑
n=0
Φn((χ
−1
1 )
e(x1, x2), (χ
−1
2 )
e(x1, x2))uˆ
e
n
(3.46)
where Nel is the number of elements and N g = N ×Nel in the number of global
coeffcients (degree of freedom) uˆ which are associated with the global expansions
basis ΦGm. Matching the local coefficients uˆ
e that share a border (an edge for two-
dimensional domains) a local-to-global mapping m(e, n) can be generated. Each
degree of freeedom m corresponds to one or more local degrees of freedom depending
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on how many neighbour elements e share the same edge or vertex. The global assem-
bly operation consists in summing the equations genereted for the local coefficients
uˆen into a global system with N
g degrees of freedom.
In order to perfom this procedure, a matrix notation can be introduced to repre-
sent the mapping:
uˆl = Auˆ, uˆl =

uˆ1
uˆ2
.
.
.
uˆN

(3.47)
the matrix A has 0 and 1 entries and it scatters the global degrees of freedom
upon the local vectors coefficients uˆl. The same matrix A can be utilised to build
the global matrix M upon the elemental matrices Me:
M = ATMeA, (3.48)
where AT is the transpose of A and the underline notation Me denotes the block-
diagonal concatenation of elemental matrices Me:
Me =

M1 0 0 ... 0
0 M2 0 ... 0
0 0 M3 ... 0
. . . . .
0 0 0 0 MN

(3.49)
Now the system (3.7) can be constructed using the spectral /hp element approach
and it necessary an efficient technique to solve the linear system:
Muˆ = f (3.50)
It is important to note that the matrix ATMeA is usually sparse so that for a
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problem with N ∼ 100 or more is very inefficient to store the entire matrix M.
The static condensation approaches is tipically introduced to solve the global system
taking advantage of the boundary-interior modes decomposition characteristic of the
spectral /hp element implementation.
3.2.5 Static level condensation
The procedure consists in splitting each matrix Me into components containing the
boundary and the interior modes, i.e.:
Me =
 Mbe Mbie
(Mbie )
T Mie
 (3.51)
where Mbe represents the interactions between the boundary-boundary modes,
the matrix Mie contains the interior-interior modes terms and the matrix M
bi
e is
associated with the coupling between the boundary and interior modes. The global
to local mapping operator A is arranged such as the global boundary degrees of
freedom are enlisted first followed by the interior coefficients. Consequently the
global system (3.48) can be rearranged to form the submatrices:
Mb = ATb M
b
eAb, M
c = ATb M
bi
e , M
i = Mie (3.52)
where Ab represents the boundary mapping mb(e, n) to denote the global bound-
ary mode mb corresponding to the element e and local coeefficient n. A schematic
representation of the structure of the rearranged global matrix M is given in figure
3.4.
In the same manner, the coefficients uˆ and f can be reordered and then the system
(3.7) can be rewritten:
 Mb Mbi
(Mbi)T Mi
 uˆb
uˆi
 =
 fˆb
fˆi
 (3.53)
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Figure 3.4: Structure of the global matrix M when the static condensation technique
is applied. Adapted from Karniadakis and Sherwin (2005).
The system can be pre-multiplied by the matrix: I −Mbi(Mi)−1
0 I
 , (3.54)
to uncouple the boundary degrees of freedom from the interior degrees of freedom: Mb −Mbi(Mi)−1(Mc)T 0
(Mbi)T Mi
 uˆb
uˆi
 =
 fˆb −Mbi(Mi)−1fi
fˆi
 (3.55)
The unknown boundary coefficients uˆb can be found from the system:
(Mb −Mbi(Mi)−1(Mbi)T )uˆb = fˆb −Mbi(Mi)−1fi (3.56)
The interior coefficients uˆi are then obtained from the second row of 3.55:
uˆi = (M
i)−1(fi − (Mbi)T uˆb (3.57)
Note that this operation can be performed at elemental level and so only a mapping
operation of the interior local coefficients uˆil is required at global level. Since the
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interior modes are orthonormal, the submatrix Mi is very sparse and easyly invertible
making the static condensation approach efficient to solve large linear system such
as (3.7).
3.2.6 Multilevel static condensation
If the static condensation method exploits the orthonormality of the interior modes
of different elements, the multilevel static condensation takes advantage of the or-
thornormality between boundary modes of not adjacent elements.
Figure 3.5: Example of 2 level static condensation applied on a mesh with four
elements.
For instance, consider a mesh given by four quadrilateral elements ( figure 3.5 ),
the boundary interacting modes are only along the edges highlighted with a black
line so that the degrees of freedom can be reordered such as the coefficients along the
black line are enlisted first and followed by remaining boundary degrees of freedom
on each element and lastly the other coefficients. If the subscript b1 denotes the
boundary modes along the black line and b2 the boundary modes on each element,
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the system (3.58) can be rewritten as:

Mb1b1 Mb1b2 Mb1i
(Mb1b2)T Mb2b2 Mb2i
(Mb1)T (Mb2i)T Mii


uˆb1
uˆb2
uˆi
 =

fˆb1
fˆb2
fˆi
 (3.58)
A 2-level static condensation can then be applied to solve the global system.
Firstly, the coefficients uˆb1 can be decoupled from the others:
(Mb1b1 −Mb1I(MI)−1(Mb1i)T )uˆb1 = fˆb1 −Mb1I(MI)−1fI (3.59)
where:
Mb1I = (Mb1b2 Mb1i), MI =
 Mb2b2 Mb2i
(Mb2i)T Mi
 (3.60)
and then the system for the unknown coefficients (uˆb2,uˆi) can be rewritten as: Mb2b1 Mb2I
(Mb2I)T Mi
 uˆb2
uˆi
 =
 fˆb2
fˆi
 (3.61)
where :
Mb2I = (Mb2b2 Mb2i), (3.62)
The system (3.61) is then pre-multiplied by :
 I −Mb2I(Mi)−1
0 I
 , (3.63)
so that uˆb2 are now decoupled from the interior degrees of freedom uˆi:
Mb2b1 −Mb2I(Mi)−1(Mb2I)T )uˆb2 = fˆb2 −Mb2I(MI)−1fi
uˆi = (M
i)−1(fi − (Mb2I)T uˆb2
(3.64)
This technique is independent of the shape of the elements and for large meshes
it is extremely helpful in reducing the time-cost of a simulation.
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3.3 3D discretization approach: Fourier expan-
sion in homogeneous domains
The 1D and 2D Navier-Stokes equations are spatially discretized using the method
described above denoting the Cartesian coordinates x1 = y and x2 = z. In the same
manner each 2D solution field is approximated by a series of basis functions ΦG(y, z),
the 3D approximated solution uδ(x, y, z) is formally given by the expansion:
u(x, y, z) ' uδ(x, y, z) =
Ng∑
n=0
L∑
l=0
uˆn,lΦ
G
n,l(x, y, z) =
Ng∑
n=0
L∑
l=0
uˆnuˆlΦ
G
n (y, z)Φl(x)
(3.65)
where L is the number of modes along the axial direction x and the entire basis
function ΦGn,l is given by the tensorial product of the two-dimensinal basis Φ
G
n (y, z)
with the expansion Φl(x). Since the wave fields u,p are periodic function with respect
to x the choice of a Fourier expansion along the axial direction is certainly convenient:
Φl(x) = e
ilαx
where α = 2pi/Lx is the periodic length along the x direction.
This approach has been introduced by Karniadakis (1990) and has remarkable
properties whenever a linear differential operation is required:
∇ΦGn,l =

ilα
∂y
∂z
ΦGn,l
∇2ΦGn,l = (−l2α2 + ∂2y + ∂2z )ΦGn,l
(3.66)
As a consequence, any three-dimensional problem can be reduced to a l sets of two-
dimensional equations over a plane mesh and the simulations of any linear system
is computationally more time-efficient because the generation of a 3D grid is not
necessary.
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Chapter 4
VWI theory, asymptotic approach:
methodology
The VWI theory in this work has been implemented by imposing directly the jumps
conditions P |+−, ∂W s|+− (see chapter 2 for details) and this methodology has been
referred to as the asymptotic approach. The iterative scheme used to obtain the
neutral solution fields U ,V ,W ,p together with the neutral curve ρ(α) is outlined in
the following section. The algorithms employed to implement the equations upon the
spectral/hp element discretization scheme are then described in details. Section 4.2
discussed the implementation of the roll equations and the way the interface bound-
ary conditions are imposed. Then section 4.3 describes how the smallest eigenvalue
c (and the corresponding wave fields) is obtained from the linearised Navier-Stokes
equations. The procedures to extract the new critical layer positions and how to
realign the mesh accordingly are explained in sections 4.4-4.5. The last section gives
general considerations about the employed parameters to perform the simulations.
4.1 Iterative scheme for the solutions of the VWI
equations
The iterative process to determine the neutral solution of the VWI equations is
presented herein within the considered domain (x, y, z) ∈ [0;Lx]×[-1;1]×[0,Lz2 ]. Sup-
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posed at iteration k− 1 the solution fields are Uk−1,V k−1,W k−1,pk−1 associated with
a critical layer fk−1(z) a wavelength αt, a fixed ρ (i.e. ρ=const) and a eigenvalue
ck−1. The new fields are obtained following the steps:
• step 1
Solve the roll equations for the fields (V k,W k):
∂2y + V
k∂2zV
k = V k∂yV
k +W k∂zV
k + ∂tV
k + ∂yP
k,
∂2y +W
k∂2zW
k = V k∂yW
k +W k∂zW
k + ∂tW
k + ∂zP
k,
∂yV
k + ∂zW
k = 0,
with boundary conditions:
V k(±1, z) = W k(±1, z) = 0, ∂zV k(y, 0) = W k(y, 0) = 0
∂zV
k(y, Lz/2) = W
k(y, Lz/2) = 0
P k|+− = Jk−1, ∂nV k|+− = tk−1y Kk−1, ∂nW k|+− = tk−1z Kk−1 at y = fk−1(z)
(4.1)
the algorithms employed to implement these equations are detailed in section
4.2. Once again, notice that the equations are independent of Reynolds number
(R = 1) which is the major difference with the theory developed by Waleffe
mentioned in the previous chapters.
• step 2
Solve the advection-diffusion equation to determine the streak field Uk from
(V k,W k):
∂2zU
k + ∂2yU
k = V k∂yU
k +W k∂zU
k,
with boundary conditions:
Uk(±1, z) = 0, ∂zUk(y, 0) = 0, ∂zUk(y, Lz, 2) = 0.
(4.2)
Using the test function φ the equation can be written in weak form as:
(φ,∇2Uk) + (φ, L(Uk)) = (∇φ,∇Uk)|∂Ω, L(Uk) = (V k,W k)∇ · Uk (4.3)
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where the linear term L(Uk) has been explicitly discretized and (∇φ,∇Uk)|∂Ω
are the Neumann boundary conditions along the border ∂Ω. The streak field
Uk is computed solving the weak form of this 1D advection-diffusion equation
through the spectral /hp element method.
• step 3
The wave field uk=(uk, vk, wk) and the wave pressure pk associated with the
eigenvalue ck is obtained solving the linearised Navier-Stokes system using the
Uk as a base flow:
L(uk) =
 − 1R∇2 + Uk · ∇+ (∇Uk)T ∇
∇· 0
 uk
pk
 = iαtckuk, (4.4)
details of how to determine ck, pk are given in section 4.3. Once again recall
that linear Navier-Stokes system can be solved subjected to two different sets
of boundary conditions resulting in a different symmetry of the wave field
obtained. The wave eigenmode referred to as ’sinuous mode’ is associated with
the boundary conditions:
u(±1, z) = v(±1, z) = w(±1, z) = 0,
u(y, 0) = v(y, 0) = ∂zw(y, 0) = 0,
u(y, Lz/2) = v(y, Lz/2) = ∂zw(y, Lz/2) = 0,
while the ’varicose mode’ is obtained imposing:
u(±1, z) = v(±1, z) = w(±1, z) = 0,
∂zu(y, 0) = ∂zv(y, 0) = w(y, 0) = 0,
∂zu(y, Lz/2) = ∂zv(y, Lz/2) = w(y, Lz/2) = 0.
• step 4
Extraction of the new critical layer fk(z) from Uk and regeneration of the mesh
around it (see section 4.4 for the procedure utilised).
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• step 5
Evaluation of the quantities pk, ∂nU
k at the new positions fk(z) to calculate
the new jump conditions Jk, Kk (section 4.5).
The iteration continues until the following convergence criterion is reached:
|cki − ck−1i | < , (4.5)
and the wavenumber αt is associated with the immaginary part of the converged
eigenvalue: αt(cki ). Then, new series of iterations are perfomed to obtain other
converged values αt+1(ck+ji ), α
t+2(ck+pi ), .... Typically after few series it is possible to
interpolate the gathered data (α, ci) to interpolate the wavenumber α
n associated
with ci = 0. A solution (α, ρ) is obtained if iterating the scheme above the following
critetia are satisfied:
|ck+qi | < n, |ck+qi − ck+q−1i | < , at α = αn(ck+qi < n) (4.6)
4.2 2D Navier-Stokes equations to determine the
roll field V k,W k (step 1)
In order to implement the VWI theory described in chapter 2, we need to implement
the Navier-Stokes equations in a way that an interface boundary condition can be im-
posed. The immersed boundary condition method (IBM) has been already addressed
by many authors among which Peskin (1995,2002),Lee & Leveque (2003), Carpenter
et al. (1998), and Li (1994) using both finite volume and high finite difference nu-
merical schemes. These numerical techniques, developed to study the behaviour of
the biological membrane, are similar to what it has been called regularised approach
in which the jump conditions are spread to nearby grid points using a delta function.
In this work, an IB method that allows to directly impose the jump conditions along
an interface is presented. The asymptotic method is based on the flexibiliy of the
spectral/hp element numerical framework already discussed in the previous chapter.
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In section 4.2.1 the method to impose the jump conditions into the roll equations
(4.1) is outlined then in 4.2.2 the algorithm to implement a matrix system suitable
to be solved with the spectral/hp element scheme is discussed. The section 4.2.3
presents a test case to validate the method.
4.2.1 Direct immersed interface method for the 2D Navier-
Stokes equations to determine the roll field V k,W k from
the jump conditions Jk−1, Kk−1
In order to solve the 2D Navier-Stokes equations (4.2) the definition of a weak form of
the steady incompressible Navier Stokes operator is necessary. Consider the general
velocity field u and the related pressure field p, the weak form of the steady Navier-
Stokes equations is :∫
Ω
N(u)Φdx = −
∫
Ω
∇pΦdx + 1
R
∫
Ω
∇2uΦdx∫
Ω
q∇ · u = 0
(4.7)
where : Ω is a domain, R is the Reynolds number,Φ(x), q(x) are the test functions
and N(u(x)) = u · ∇u are the non linear terms. Integrating by parts the following
relation can be obtained:
−
∫
Ω
p∇Φdx + 1
R
∫
Ω
∇u∇Φdx = −
∫
Ω
N(u)Φdx + (−p+ 1
R
∇u)Φ
∣∣∣∣
boundaries∫
Ω
q∇ · udx = 0
(4.8)
The last term in the right hand side contains the jump conditions P k−1|+−, ∂nV k−1|+−:
(−p+ 1
R
∇u)Φ
∣∣∣∣
boundaries
= (−p+ 1
R
∇u)Φ
∣∣∣∣
walls
+ (−p+ 1
R
∇u)Φ
∣∣∣∣+
−
,∫
Ω
q∇ · udx = 0,
(4.9)
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that is, the terms (−p+ 1
R
∇u)Φ∣∣+− are equivalent to P k−1|+−, ∂nV k−1|+− in equa-
tions (4.1). This implementation allows the jump conditions to be directly imposed
throughout an algebraic summation so that the accuracy of this direct IB method
concides with the general accuracy of the spectral/hp element method.
The weak form of the steady Navier-Stokes equations with an interface boundary
become:
−
∫
Ω
p∇Φdx + 1
R
∫
Ω
∇u∇Φdx = −
∫
Ω
N(u)Φdx
+ (−p+ 1
Re
∇u)Φ
∣∣∣∣
walls
+ (−p+ 1
R
∇u)Φ
∣∣∣∣+
−∫
Ω
q∇ · udx = 0
(4.10)
The nonlinear terms are explicitly discretized using a technique also used in the so
called splitting scheme methods (see Karniadakis and Sherwin (2005), Karniadakis
and al. (1991)) and the term is introduced as a forcing term f . The left hand side is
then rearranged following a direct Stokes formulation explained in the next section.
4.2.2 Direct Stokes operator formulation
Consider the right hand side of (4.10) as a projected forcing term f :
(f ,Φ) =
∫
Ω
fΦdx = (−p+ 1
R
∇u)Φ|walls + (−p+ 1
R
∇u)Φ|+− −
∫
Ω
N(u)dx, (4.11)
the Navier-Stokes equations become:
−
∫
Ω
p∇Φdx + 1
R
∫
Ω
∇u∇Φdx =
∫
Ω
fΦdx∫
Ω
q∇ · udx = 0
(4.12)
The weak form of the Stokes operator can be numerically computed assuming
the global test functions Φ and q as polynomial expansions of order P and P − 2
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respectively:
Φ =
∑
m
Φmuˆ =
N∑
e
P∑
p1=0
P∑
p2=0
uˆep1p2φ
e
p1
φep2
q =
∑
m
Ψmpˆ =
N∑
e
P−2∑
p1=0
P−2∑
p2=0
cˆep1p2ψ
e
p1
ψep2
(4.13)
where N is the number of elements, φep1,p2 ,ψ
e
p1,p2
are a polynomial of order p1, p2 of
the form (3.18) (see previous chapter). Within the spectral/hp element framework,
the problem (4.12) can be rewritten using a matrix notation:

A −DTb B
−Db 0 −DTi
B˜T −DTi C


uˆb
pˆ
uˆi
 =

fˆb
0
fˆi

where fˆ is the vector coefficients resulting from the forward transformation of the
inner product (f , φ) and the indices b and i refer to the degree of freedom on the
elemental boundary or interior respectively. The contributions from each component
of the velocity field are lumped into the matrices A,B, B˜T , C,Di, Db :
A[n,m] = (∇Φin,
1
R
∇Φbm)
B[n,m] = (∇Φbi ,
1
R
∇Φim)
B˜T [n,m] = (∇Φin,
1
R
∇Φbm)
C[n,m] = (∇Φin,
1
R
∇Φim)
Db[n,m] = (Ψn,∇Φbm)
Di[n,m] = (Ψn,∇Φim)
(4.14)
Notice that the matrix C is invertible and block diagonal so that it is possible to
premultiply by C−1:
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
I 0 −BC−1
0 I DiC
−1
0 0 I



A −DTb B
−Db 0 −Di
B˜T −DTi C


uˆb
pˆ
uˆi
 =

fˆb
0
fˆi

 (4.15)
rearranging the following matrix system is obtained:
A−BC−1B˜T −DTb +BC−1DTi 0
−Db +DiC−1B˜T −DiC−1DTi 0
B˜T −DTi C


uˆb
pˆ
uˆi
 =

fˆb −BC−1fˆi
fˆp = DiC
−1fˆi
fˆi
 (4.16)
In the above equation the uˆi degrees of freedom are decoupled from uˆb, pˆ and
so that it is possible to solve the uˆb and pˆ degrees of freedom. The next step is to
perform a second level static condensation in which the vector bˆ = [uˆb, pˆ0] lumps
the mean pressure mode pˆ0 with the velocity boundary degrees of freedom uˆb and
consequently the other pressure modes pˆ have been decoupled.
Now repartitioning the top 2 × 2 block of matrices of previous matrix equation
as:
 Aˆ Bˆ
Cˆ Dˆ
 bˆ
pˆ
 =
 fˆb
fˆp
 (4.17)
where :
Aˆij =
 A−BC−1B˜T [−DTbnd +BC−1DTint]i0
[−Dbnd +DintC−1B˜T ]0j −[DintC−1DTint]00
 (4.18)
Bˆij =
 [−DTbnd +BC−1DTint]i,j+1
[−DintC−1DTint]0j
 (4.19)
Cˆij =
[
−Dbnd +DintC−1B˜T , [−DintC−1DTint]i+1,0
]
(4.20)
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Dˆij =
[
[−DintC−1DTint]i+1,j+1
]
(4.21)
and :
fˆb =
 fˆb −BC−1fˆi
[DiC
−1fˆi]0
 fˆpi = [ [DiC−1fˆi]i+1 ] (4.22)
The matrix Dˆ is decoupled and invertible so that (4.17) can be rearranged mul-
tiplying by Dˆ−1:
 Aˆ− BˆDˆ−1Cˆ 0
Cˆ Dˆ
 bˆ
pˆ
 =
 fˆb − BˆDˆ−1fˆp
fˆp
 (4.23)
The matrix Aˆ− BˆDˆ−1Cˆ has to be globally assembled. The solution bˆ is obtained
from the first row of the matrix equation (4.23) and the second row of (4.23) is used
to solve pˆ. Then, the remaining degrees of freedom uˆi are solved from the third row of
the matrix equation (4.16). This procedure is known as ’coupled algorithm’ since the
pressure and velocity boundary conditions are coupled (see Ainsworth et al. (1998)).
The equation (4.1) rearranged in the matrix forms (4.16)-(4.23) is computed using
the spectral /hp element method to obtain the roll fields (V k,W k) and then time-
marched using a second order implicit-explicit method (see Ascher et al. (1997), Vos
et al. (2013) and LeTallec & Patra (1997) for further details).
4.2.3 Test example of the direct IB method
Consider a square domain x  [0, 1], y  [0, 1] in which a 2D flow (U(x, y),V (x, y) is
subjected to the following boundary and interface conditions (see figure 4.2.3 ):
U(x, y) = V (x, y) = 0 at y = 0, 1
Uy|+− = C at y = f(x) = 0.5
The analytical solution of the Navier-Stokes equations (R=1) is:
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V (x, y) = 0 at ∀ x, y
U(x, y) =
 C2 y y ∈ [0; 0.5]C
2
(1− y) y ∈ (0.5; 1]
The result of the simulation agrees with the analytical solution with an error
around 10−16 (machine precision) for all the tested values: C = 5, 6, 10, 15.
Figure 4.1: Sketch of the channel flow subjected to the jump condition Uy|+− = C
(see text for details).
4.3 Linearised Navier-Stokes equations to deter-
mine the wave pressure field pk associated with
the smallest eigenvalue ck (step 3)
Recalling the 3D linearized Navier-Stokes equations (4.4) for the wave field velocity
uk=(uk, vk, wk):
L(uk) =
 − 1R∇2 + Uk · ∇+ (∇Uk)T ∇
∇· 0
 uk
pk
 = iαtckuk
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in order to obtain the smallest eigenvalue ck, the equation above is inverted:
(L)−1uk = λuk αtckr = λi/|λ|2, αtcki = −λr/|λ|2 (4.24)
The resulting linear operator L is constructed applying the discretization tech-
nique discussed in the section 3.2-3.3 (where l=1) and the direct Stokes operator
formulation given in 4.2.2. The only difference from the formulation discussed in
4.2.2 is the expression of the matrices A,B, B˜T , C that now involve also the base
flow Uk:
A[n,m] = (∇Φin,
1
R
∇Φbm) + (Φbn, (Uk, 0, 0) · ∇Φbm) + (Φin,∇T (Uk, 0, 0)Φbm)
B[n,m] = (∇Φbi ,
1
R
∇Φim) + (Φbn, (Uk, 0, 0) · ∇Φim) + (Φbn,∇T (Uk, 0, 0)Φim)
B˜T [n,m] = (∇Φin,
1
R
∇Φbm) + (Φin, (Uk, 0, 0) · ∇Φim) + (Φin,∇T (Uk, 0, 0)Φim)
C[n,m] = (∇Φin,
1
R
∇Φim) + (Φin, (Uk, 0, 0) · ∇Φim) + (Φin,∇T (Uk, 0, 0)Φim)
(4.25)
The Arnoldi method is then applied to obtain the largest eigenvalue of the inverse
Navier-Stokes operator (L)−1 (smallest ck) and its associated leading eigenvector φ0.
The method is briefly discussed in the appendix B.
The computed leading eigenvector φ0 corresponds to the wave velocity fields (u
k,vk,wk)
and iαtck = 1
λ0
. The wave pressure field pk is then computed performing a steady
Navier-Stokes simulation with the field (uk,vk,wk) as initial solution.
4.4 Extraction of the new critical layer f k(z) and
regeneration of the mesh (step 4)
In order to impose the jumps conditions a line of the mesh along the critical layer is
required. The extraction of the new fk(z) from the new streak field Uk is performed
using a Newton iteration (section 4.4.1) and the mesh is shifted each iteration around
the new critical layer positions {(xci)k} = {(yci , zci )k} using a series of algorithms
discussed in section 4.4.2 (see figure 4.2).
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4.4.1 Extraction of fk(z) by Newton iteration method
The critical layer at iteration k is by definition the set of points in which Uk(y =
fk(z), z)=0, then the Newton iteration can be applied to find the set of roots
{(xci)k} = {(yci , zci )k}. Since the critical layer may become vertical at certain α
values, each new node position at iterations k, (xci)
k = (yci , z
c
i )
k, has to be calculated
using a Newton iteration based on the local normal derivative ∂nU
k and the radius
R from the initial guess point (xcj)
g = (yci , z
c
i )
g and R=0 (see figure 4.2):
Until U=0, ∀ i:
Rs+1 = Rs − (U)/∂nU |yi,c,zci
(yci )
k = ygi +R
s+1ny
(zci )
k = zgi +R
s+1nz
(4.26)
Each initial guess xgi is chosen performing a search on the positions where U(x
g
i )=10
−2
using a Lagrange interpolation routine to obtain the value of the U(y, z) field at each
desired position.
4.4.2 Strategies to reframe the mesh around fk(z)
The new critical layer positions, {(xci)k}, are used to reframe the grid node posi-
tions {(xj)k} following different methods depending on how much the shape fk(z)
is expected to change from the critical layer at the previous iteration fk−1(z).
4.4.2.1 y-shift algorithm
In the case fk(z) differs slightly from fk−1(z), then an update only of the yj coor-
dinates is usually sufficient to have a well structured mesh. Defining the i = close,
(xcclose)
k the closer critical layer position to the node j at the iteration k, the utilised
algorithm is:
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(a) (b)
Figure 4.2: The modulus of Uk, |Uk| is shown on the mesh at iteration k − 1 (a)
and on the mesh at iteration k (b). On figure (a) the point (xci)
k−1 on the critical
layer fk−1(z) (black line) has to be shifted into (xci)
k on the new critical layer fk(z)
(dotted black line). Figure (b) shows the result of the Newton iteration and the
mesh alignment procedures.
ykj = (y
c
close)
k + (yk−1j − (ycclose)k)
(1− |(ycclose)k|)
(1− |(ycclose)k−1|)
zkj = z
k−1
j
(4.27)
4.4.2.2 Spring analogy algorithm
In the case fk(z) differs significantly from fk−1(z), it is necessary to move both
coordinates yk,zk of each node j to generate a well shaped mesh. The algorithm
used is called ’spring analogy’ and it has been introduced by Batina (1990) in the
context of Arbitrary-Lagrangian-Eulerian simulations (ALE). The iterative formula
on the index p to reposition the node j is:
xk−1,p+1j = x
k−1,p
j +
∑Ej
l Kjl(x
k−1,p
l − xk−1,pj )∑
Ej
Kjl
, (4.28)
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where {Ej} is a group of edges that share a node j, Kjl = 1((xk−1j −xk−1l )2+(yk−1j −yk−1l )2)1/2
is the stiffness value between the vertex j and l. The new node position xkj is con-
sidered found if the following relation is satisfied:
p ≤ m :
m∑
p=1
√
(xk−1,p+1j − xk−1,pj )2 + (yk−1,p+1j − yk−1,pj )2)
p
< 0.001 ⇒ xk−1,mj = xkj .
(4.29)
This condition is equivalent to claim that the total force exerted on the node j by
the springs klj vanishes: FT =
∑Ej
l kjl(x
k,p
l − xk,pj ) ' 0 so that the node is on a
equilibrium position.
4.4.2.3 gmsh
If Uk generates a critical layer shape that totally differs from the previous iteration
k − 1, a strategy to regenerate the mesh around the new fk(z) is required. In this
case the software gmsh is used to generate the new mesh nodes.
4.5 Evaluation of the jump conditions Jk, Kk on
the new critical layer f k(z) (step 5)
Recalling the expressions of the jump conditions at iteration k:
Jk = −n0ρ2k˜k(αµk)−5/3|∂spk|2
Kk = n0ρ
2α−5/3∂s((µk)−5/3|∂spk|2)
(4.30)
where µk = ∂nU
k, the quantities ∂sp
k and ∂nU
k need to be evaluated along the new
critical layer fk(z). Since the standard coordinate system (ξ1, ξ2) has one variable
ξ1 (ξ2=constant) along each edge of the critical layer the tangential derivative ∂sp
k
is calculated as:
∂s(p
r)k|y=fk(z) = ∇(pr)k|y=fk(z) · tk = ∂ξ1(pr)k|y=fk(z)
1
|tk| ,
∂s(p
i)k|y=fk(z) = ∇(pi)k|y=fk(z) · tk = ∂ξ1(pi)k|y=fk(z)
1
|tk| ,
(4.31)
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where |tk| = √(∂ξ1x1)2 + (∂ξ1x2)2 is the modulus of the tangent vector and the
Cartesian coordinates correspond to x1 = z and x2 = y (see appendix D for further
details) and pr, pi are the real and imaginary pressure components.
To calculate the derivative ∂nU
k, the directional derivative along the normal
direction nk is applied again:
∂nU
k|y=fk(z) = ∇Uk|y=fk(z) · nk = ∂zUk|y=fk(z)nkz + ∂yUk|y=fk(z)nky, (4.32)
where the normal components at each position (xci)
k along the critical layer are:
nkz = ∂x1ξ2, n
k
y = ∂x2ξ1, (4.33)
where again the Cartesian coordinates correspond to x1 = z and x2 = y in this case.
The curvature of the critical layer curve γ = (y(s), z(s)), k˜ = ∂sz∂ssy−∂sy∂ssz
(∂sy+∂sy)3/2
, and the
term ∂s((µ
k)−5/3|∂spk|2) is obtained applying the same operation ∂s = 1|t|∂ξ1 .
The rotational symmetry imposed in the VWI theory has been discussed in chapter
2, it has to be directly imposed in the jump conditions in order to generate the
equilibrium solutions:
Jk(fk(z), z) =
1
2
(Jk(fk(z), z)− Jk(−fk(z), z + Lz/2)),
Kk(fk(z), z) =
1
2
(Kk(fk(z), z)−Kk(−fk(z), z + Lz/2)),
(4.34)
as a consequence of this enforcement, the eigenvalue ck has zero real part. Since
the linear Navier-Stokes system may return the wave pressure with an arbitrary
multiplicative constant, the wave pressure is normalized at each iteration k.
4.6 General considerations
In order to perform the simulations, triangular meshes of roughly 300 elements have
been used with a particular refinement around the critical layer along which 18 edges
have been displaced (see figure 4.2). The boundaries of the domains have been set
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to Lz = pi and Lx =
2pi
α
. The roll equations have been simulated with a timestep
of 0.001 and with a convergence criterion (∂t(V + W ))
2 ≤ 10−6. The simulations
have been performed using a polynomial expansion order on each element equal to
8, Krylov sequence dimension has been set to '100 and the critical layer f(z) has
been obtained setting a tolerance on the Newton iteration of 10−9.
The convergence criteria , n have been set to 10−3 and 10−5 respectively.
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Chapter 5
VWI results: asymptotic method
In this chapter the results obtained using the asymptotic method are presented. Two
symmetries of the wave eigenmode corresponding to two different sets of boundary
conditions have been investigated as it has been announced in the previous chapters.
The sinuous mode has the following wave boundary conditions:
u(±1, z) = v(±1, z) = w(±1, z) = 0,
u(y, 0) = v(y, 0) = ∂zw(y, 0) = 0,
u(y, Lz/2) = v(y, Lz/2) = ∂zw(y, Lz/2) = 0,
while the varicose mode corresponds to the following wave boundary conditions:
u(±1, z) = v(±1, z) = w(±1, z) = 0,
∂zu(y, 0) = ∂zv(y, 0) = w(y, 0) = 0,
∂zu(y, Lz/2) = ∂zv(y, Lz/2) = w(y, Lz/2) = 0,
where Lz = pi.
The solutions ρ(α) associated with the sinuous mode have been compared with
the approaches presented in Hall & Sherwin 2010 (HS) and Blackburn , Hall &
Sherwin 2013 (BHS). The structure of the flow is described for each solution ρ(α)
associated with both sinuous mode or varicose mode. Asymptotic features of the
flow and a mathematical validation are also discussed referring to the sinuous mode.
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5.1 Sinuos mode solutions
5.1.1 Comparison of ρ(α) for the different approaches
As it has already mentioned, the vortex wave interaction theory has been investigated
in the present work using a different method from the regularised approach (HS) and
the hybrid approach (BHS).
Figure 5.1 shows the ρ(α) curve obtained using the three methods. All the results
are scaled applying the wave pressure normalization (
∫ |p|2dA
pi
)1/2 = 1.
Notice that all three approaches describe the same behaviour of ρ(α): the shape
of the curve can be considered the same and also a possible asymptote is reached
at α ∼ 1.4. Theoretically, the data of the asymptotic approach and the regular-
ized approach should match perfectly because they come from the same theoretical
derivation. One of the reason why the methods do not perfectly agree may be be-
cause the asymptotic method is technically less affected by the viscosity. In fact, if
the Reynolds number is low (R=500), the asymptotic curve seems to get closer to the
regularized curve. Another possible explanation may lay on the delta function ap-
proximation. The asymptotic method solutions should be matched exacly inposing
that δ(y, z)|y=f(z) = ∞ instead of the approximation used to obtain the regularized
curve δ(y, z)|y=f(z) = 1/(χpi)1/2 ' 50. At about R=10000, the asymptotic method is
independent of the R (as the curve at R=15000 demonstrates) and also the hybrid
method seems to approach the asymptotic method increasing R (inset plot figure
5.1). It is possible to claim that the VWI theory, regardless of the method used,
is weakly dependent of R even though the linearised problem contains the diffusion
term. There is still an open question about the end of the curve at α ∼1.4. Although
ρ(α) becomes vertical approaching α ∼1.4, the very top end curve data suggest that
an upper branch curve exists (in that case α should decrease again) but it does not
seem reachable by using these methods.
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Figure 5.1: Comparison of ρ(α) for the different methods. On the inset plot hybrid
solutions are plotted against the asymptotic solutions for different values of R.
5.1.2 Flow features
Figures 5.3(a),(b),(c) and (d) show how the roll velocity field |V|2 = V 2+W 2 changes
with the curve ρ(α) for the values α = 0.382, 1.179, 1.294, 1.336. The magnitude of
the roll velocity |V|2 increases from 24 at α=0.382 to 65 at α=1.336 (especially
around f(z) and the borders z = 0, pi
2
) which means that the vortex needs a stronger
forcing to be sustained.
The streak does not change magnitude with α but its contours are rearranged
differently as the critical layer variation shows clearly (compare figure 5.2(a),(b) with
figure 5.4). Note that the critical layer shape f(z) is changing with α leading to an
almost vertical layer around z=pi
4
at α=αmax that is also the location of the vortex
centre. The critical layer expands along y until it reaches the value y ∼0.6 and
then, increasing α, only its central part seems to turn further due to the changed
orientation of the roll structure.
The streamlines behaviour in figures 5.3(a),(b),(c) and (d) associated with the
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(a) (b)
Figure 5.2: Streak field U at R=5000 for α=0.382 (a) and α=1.336 (b). The critical
layer is shown with symbols + (a) and  (b).
modulus of the roll field at the f(z) positions, i.e. :|Vc|2 = (V 2 + W 2)|y=f(z)=5,10
show that the vortex appears to be orientated differently for different α solutions:
the major axis of the vortical structure changes orientation from almost aligned with
the zˆ axis (α= 0.382) to oblique (α=1.336).
There is the possibility that an upper branch of the ρ(α) curve exists correspond-
ing to higher ρ values (and lower α values) and with the associated critical layer
inflected (last curve in figure 5.4 at α=1.368). It is certain that an inflected critical
layer can only be observed using the asymptotic approach because the roll forcing
function used in the regularised method is calculated relying on the Cartesian co-
ordinates system which fails if the critical layer is vertical (fz → ∞). For similar
reasons, the hybrid approach may not catch the precise structure of the flow making
it impossible to obtain solutions associated with inflected critical layer. An evidence
that another branch of the curve ρ(α) may exist and so the structure of the velocity
field may vary, it is indicated by the jump conditions that change significanlty their
shapes reaching α ∼ αmax (compare the line with  symbols with the others in figure
5.5(a),(b)).
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(a) (b)
(c) (d)
Figure 5.3: Comparison of the roll velocity field |V|2 = V 2 +W 2 for different values
of α: α=0.382 (a), α=1.179 (b), α=1.294 (c) and α=1.336 (d) at R=5000. The
streamlines for both figures correspond to the values |Vc|2 = (V 2 +W 2)|y=f(z)=5,10.
The black line with square points corresponds to the critical layer positions f(z).
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Figure 5.4: Critical layer f(z) for different values of α at R=5000 (a). The critical
layer is approximately vertical at α=1.388 around the vortex centre (z ∼ pi
4
) and
then it becomes slightly inflected at higher ρ values but the corresponding α value
decreases. This is an evidence that an upper branch of the ρ(α) curve exists.
Notice that ∂nW
s|+− starts to be slightly noisy at the very end of ρ(α). This is
due to the second derivative of the wave pressure, ∂2sp, and any possible attempt
to increase the resolution around the critical layer does not succeed to solve the
problem. However, it is unlikely that this light noise can be the main reason why the
curve ρ(α) stops at αmax '1.4 but it can be one of the cause why the simulations
need a longer time to converge to an eigenvalue cr of order 10
−5 or lower. Another
reason why cr is of order 10
−5 can be related to the difficulty to symmetrize effectively
the fields at large α due to the increased precision required to compute the neutral
solutions.
All the features shown in 5.3-5.4 are consistent with HS, BHS and therefore they
are in agreement with the coherent structures investigated by Wang et al (2007).
5.1.3 Asymptotic validation: an insight on VWI theory
In this section are given characteristic relations derived from the VWI theory involv-
ing the wave field. The behaviour of the wave field itself is also discussed. The data
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(a)
(b)
Figure 5.5: P |+− (a) and ∂nW s|+− (b) along the critical layer local coordinate s for
different values of α at R=5000. Comparing the curve at α=1.388 with the others,
the shape is noticeably different indicating a possible change in the flow structure.
This behaviour is related to the assumed existence of the upper branch solution curve
ρ(α) associated with inflected critical layers.
well satisfies these relations so that the asymptotic approach is validated theoreti-
cally.
As already described in the previous chapter, the wave pressure p is computed
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solving the linearized Navier-Stokes system:
iα(U − c)u+ ∂yUv + ∂zUw = −αp+ 1
R
(∂yyu+ ∂zzu− α2u)
iα(U − c)v = −∂yp+ 1
R
(∂yyv + ∂zzv − α2v)
iα(U − c)w = −∂zp+ 1
R
(∂yyw + ∂zzw − α2w)
iαu+ ∂yv + ∂zw = 0
(5.1)
It is possible to derive an equation for the wave pressure p = pr+ ipi from the system
above in analogy of the equation given by Hall & Horseman (1991) in the asymptotic
limit R→ ∞:
∂yy(p) + ∂zz(p)− 2∂yU∂y(p) + 2∂zU∂z(p)
U − c = −α
2p (5.2)
Starting from the continuity equation and applying two times the derivatives on
z and y and sum the two resulting equations:
u = − 1
iα
(∂yv + ∂zw); ⇒
∂zzu = − 1
iα
(∂yzzv + ∂zzzw) ∂yyu = − 1
iα
(∂yyyv + ∂zyyw)
(5.3)
∂zzu+ ∂yyu = − 1
iα
(∂y(∂yyv + ∂zzv) + ∂z(∂yyw + ∂zzw)) (5.4)
Then applying the y derivative on the second equation of (5.1) and the z derivative
on the third equation of (5.1) :
∂y(∂yyv + ∂zzv) = R(iα∂y((U − c)v) + ∂yyp) + α2∂yv
∂z(∂yyw + ∂zzw) = R(iα∂z((U − c)w) + ∂zzp) + α2∂zw
(5.5)
After summation of the above equations and substitution into (5.4):
∂zzu+ ∂yyu =
− 1
iα
(R(iα∂y((U − c)v) + ∂yyp+ iα∂z((U − c)w) + ∂zzp) + α2(∂yv + ∂zw))
(5.6)
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substituting (5.6) into the first equation of (5.1), multiplying for iα and rearranging,
the viscid pressure equation can be obtained:
−2iα(∂yUv + ∂zUw) = (∂yyp+ ∂zzp− α2p). (5.7)
This equation can be considered as the generalized form of the equation (5.2)
obtained in the limit assumption R → ∞. In fact, substituting the inviscid form of
the second and third equation of the system (5.1) into (5.7):
iα(U − c)v = −∂yp
iα(U − c)w = −∂zp,
(5.8)
the inviscid wave pressure equation (5.2) is obtained again. Observe that (5.7) is
remarkably independent of R although it comes from a viscid linear system and the
asymptotic assumption is not being used. This feature confirms the weak dependency
of the implemented VWI on the Reynolds number as it has been already pointed out
above in this chapter. In other words, p is implicitly dependent on R (not explicitly)
if the components v,w are known. It is important to notice that it is exacly the
reason why solving this viscous linear system is compatible with solving the inviscid
linear system as stricly prescribed by the VWI theory. Unlike the inviscid equation
(5.2), this equation is also independent of the phase velocity c and it is not singular
but (5.7) depends on the wave components v,w which turn the equation to not be
solvable singularly. However, it is still interesting to observe its behaviour on the
viscour layers of the flow (the walls and the critical layer) and evaluate the code
precision.
Given the boundary conditions along the walls :
u = v = w = 0, at y = ±1,
87
the equation (5.7) is simply the Laplace equation:
(∂yyp+ ∂zzp− α2p) = 0, y = ±1 (5.9)
In these layers there is no interaction between the streak and the wave as it turns to
be around the critical layer f(z). In fact, the viscid wave pressure equation around
the critical layer in curvilinear coordinates reduces to:
− 2iα(∂yUv + ∂zUw) =
− 2iα∂nUvn = ∇p = ∂nnp+ ∂ssp+ k∂np− α2p at y = f(z),
(5.10)
so it possible to claim that only the velocity components u,v,w are directly depen-
dent on R (not the wave pressure p) in a way that the wave components concentrate
spatially around the critical layer for high Reynolds numbers but the wave pres-
sure p remains distributed uniformly around the domain centre (z=pi/2) (see figures
5.6(a),(b),(c), and compare with 5.6(d) ).
The wave interacts with the streak along the critical layer as it has been prescribed
by the VWI theory but also it exists only around the f(z). Therefore, introducing
a delta function δ(y− f(z)), the viscid wave pressure equation can be approximated
as:
−2iα∂nUvnδ(y − f(z)) ' ∇2p (5.11)
An equation of such a form is called forced membrane equation or reduced wave
equation and clearly highlights that the wave pressure depends explicitly only on the
normal wave field vn and not on the other velocity wave components. Furthermore,
recalling that vn is rescaled of a factor O(R
−1/3) with respect to the other compo-
nents, the elongated structure of the roll velocity field around the critical layer (figure
5.3) can be justified as a direct consequence of this rescaling assumption: since the
normal wave velocity component is lower than the others is then reasonable that
the roll motion tends to remain concentrated around of the critical layer instead of
expanding in a more rounded vortical shape.
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The figures 5.7(a),(b)-5.8(a),(b) show the viscid wave pressure equation at the
wall y=1 and at the critical layer f(z) and the relative error ∇2p + 2iα(∂yUv +
∂zUw)/(∇2p) for the solution associated with the sinuous mode. The maximum
relative error for all the wave pressure components is of order 10−3 confirming the
right construction of the code.
Now that the intrinsic relationship between the viscid pressure equation (5.7) and
the inviscid wave pressure equation has been shown, an important flow costraint can
be derived from the equation (5.2).
Starting again from the inviscid wave pressure equation (5.2) and considering the
real part multiplied be (pr − ipi):
(U − cr)[pr∂zzpr + pr∂yypr + pi∂zzpi + pi∂yypi − α2((pr)2 + (pi)2)]
− ci[−pr∂zzpi − pr∂yypi + pi∂zzpr + pi∂yypr]
− 2∂yU(pr∂ypr + pi∂ypi)− 2∂zU(pr∂zpr + pi∂zpi) = 0,
(5.12)
assuming (U − cr)→ 0, ci → 0 the following relation can be obtained:
fz = −∂zU
∂yU
=
pr∂yp
r + pi∂yp
i
pr∂zpr + pi∂zpi
=
∂y((p
r)2 + (pi)2)
∂z((pr)2 + (pi)2)
=
∂y|p|2
∂z|p|2 , (5.13)
or (U˜ = (∂zU, ∂yU)),
(U˜ · ∇)|p|2 = 0 at y = f(z). (5.14)
The equation 5.13 shows that the wave pressure depends directly on the geometry
of the flow throurgh the shape of the critical layer (fz). This conclusion agrees with
equation (5.11) because also the term ∂nU can be seen as a term that takes into
account the geometry of f(z).
Figures 5.9(a),(b) show fz in comparison with the quantity
∂y |p|2
∂z |p|2 for the solutions
of the sinuous mode indicating that the equation (5.13) is well satisfied from the
asymptotic method data. Note that only a slight difference is suggesting that the
effect of the viscosity is delimited around the centre of the vortex structure. It is
very important to note that the relation (5.13) is the reason why the wave pres-
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sure is independent of n (as it has been shown in chapter 2 throughout asymptotic
calculations). In fact, the derivative or the critical layer, fz , is equal to:
fz = −nz
ny
,
so that 5.13 can be rewritten as:
∂y|p|2ny + ∂z|p|2nz = ∂n|p|2 = 0.
This condition is therefore already embedded in the inviscid wave pressure equation
(5.2) and the asymptotic calculations are a consequence of that.
(a) (b)
Figure 5.9: Comparison of fz (white squares) with
∂y |p|2
∂z |p|2 (black squares) for the
solutions α=0.382 (a) and α=1.336 (b) associated with the sinuous mode at R=5000.
A good agreement between the two curves can be observed and the slight difference
occurs only around the centre z ∼ pi
4
representing the effect of the viscosity.
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(a)
(b)
(c)
(d)
Figure 5.6: Comparison of the wave components u(a),v(b),w(c) and p(d) for the
solution α=1.382 associated with the sinuous mode at R=5000. The real components
are shown on the left column and the right column shows the imaginary part. The
black line and squares dots represent the critical layer positions.
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(a)
Figure 5.7: Comparison of ∂yyp+ ∂zzp with α
2p for the solution α=1.104 associated
with the sinuous mode at y = 1 real part (a) and imaginary part (b) . On the inset
the relative error ∇2p+ 2iα(∂yUv + ∂zUw)/(∇2p).
(a)
Figure 5.8: Comparison of ∇2p with −2iα(∂yUv + ∂zUw) for the solution α=1.104
associated with the sinuous mode at y = f(z) real part (a) and imaginary part (b).
On the inset the relative error ∇2p+ 2iα(∂yUv + ∂zUw)/(∇2p).
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5.2 Varicose mode solutions
Figure 5.10 shows the comparison of the solutions ρ(α) associated with the sinuous
mode and the varicose mode at Reynolds 5000 (the values are rescaled applying the
wave pressure normalization: (
∫ |p|2dA
pi
)1/2 = 1). It can be noticed that the shape of
the curves is similar as well as the largest observed α value: α=1.265 for the varicose
mode while α=1.388 for the sinuous mode. Due to this similarity, at large α for the
varicose curve, an asymptote can be anticipated when comparing what observed for
sinuous case.
Furthermore, for α >1.265 there are no observed solutions but the reason why the
curve stops is still unknown. An hypothesis why ρ(α) associated with the varicose
wave does not continue beyond α=1.265 can be deduced from the jump conditions
behaviour (figure 5.13(a),(b) ). The quantity ∂nW
s|+− grows with α reaching the value
∼ 500 so that the asymptotic method begins to be noisy and the approach employed
has difficulties to obtain a solution associated with these large jump magnitudes be-
cause the two-dimensional time dependent Navier-Stokes equations algorithm tends
to explode.
Figure 5.10: Comparison of the curve ρ(α) associated with the varicose mode and
the sinuous mode at R=5000.
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5.2.1 Flow features
The roll field |V|2 = V 2 + W 2 and the roll streamlines shown in figures 5.11(a),(b)
indicate that the flow is divided in four cells that circle around the critical layer in
contrast with the behaviour of the solutions associated with the sinuous mode. The
centre of the domain (z=pi/4,y =0) becomes the ’saddle point’ in which all the four
vortices turn around in constrast with the sinuous mode solutions where the point
(z=pi/4, y =0) is the centre of the single observed vortex. The maximum magnitude
of the roll field |V|2 = V 2 +W 2 increases from ∼50 at α=0.330 to ∼360 at α=1.265
and it is concetrated around the critical layer. In fact, in order to sustain an higher
roll velocity magnitude associated with high values of α, the jumps conditions have
to increase accordingly: the jump conditions (figures 5.13(a),(b) ) force the roll to
flow along f(z) enhancing the velocity of the vortical motion.
(a) (b)
Figure 5.11: Roll velocity field |V|2 = V 2 + W 2 for the solutions α=0.330 (a) and
α=1.265 (b) associated with the varicose mode at R=5000. The streamlines asso-
ciated with the roll field show a multiple cores flow around the flat critical layer in
contrast with the observed flow associated with sinuous perturbations.
All the solutions have roughly the same critical layer of order ∼ 10−6 so that the
streak field does not change significanlty increasing α (see figure 5.12(a) ). However,
the quantity ∂nU |y=f(z) changes with α (figure 5.12(b) ) giving a contribution to the
jump conditions with respect to α (figures 5.13(a),(b) ).
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Notice that due to the flatness of the critical layer (f(z) ∼ 10−6), the curvature
is negligible so that the jump ∂nW
s|+− gives the dominant contribution to sustain
the roll field and the pressure jump P |+− remains of order ∼ 10−3 or lower (figures
5.13(a),(b)). The normal derivative of the component W s increases with respect to
α until the jump reached the maximum magnitude of ∼500. This is the reason why
it is hard to find solutions for α >1.265: after that value, the jumps become noisy
resulting in a non stationary roll field leading to the break of the solution procedure
after some iterations. Note that the jump conditions peaks are concentrated near the
roll ’saddle point’ in contrast with the jump conditions associated with the sinuous
mode in which the peaks are closer to the borders z=0,pi
2
(compare figures 5.13(a),(b)
with 5.5). Apart from the term ∂nU |y=f(z), the wave pressure is the other important
quantity that determines the jump conditions and an example of the wave fields at
α =0.727 is shown in figure 5.14(a),(b),(c) and (d). Also the solutions associated
with the varicose mode have the wave velocity fields u, v, w concentrated around the
critical layer while the wave pressure field is spread all over the domain.
(a) (b)
Figure 5.12: Streak field for the solution α=0.727 associated with the varicose mode
at R=5000 (a) (the black square dots represent the critical layer position). Variation
of the quantity ∂nU |y=f(z) for different values of α (b).
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(a)
(b)
Figure 5.13: P |+− (a) and ∂nW s|+− (b) along the critical layer local coordinate s for
different values of α at R=5000. The jump conditions peaks are localized around
the centre z=pi
4
and the pressure jump is negligible with respect to ∂nW
s|+−. This is
because the critical layer is flat (f(z) ∼ 10−6) and the associated curvature term in
the pressure jump tends to vanish.
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(a)
(b)
(c)
(d)
Figure 5.14: Comparison of the wave components u(a),v(b),w(c) and p(d) at α=0.727
for R=5000 associated with the varicose mode. The real components are shown on
the left column and the right column shows the imaginary part. The black line and
squares dots represent the critical layer positions.
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Chapter 6
Effects of a sinusoidal wall forcing
on VWI vortex structure
In literature, the effect of different kind of wall forcing on different flows such as the
turbulent channel flow, turbulent boundary layers and Couette flow has been widely
investigated to obtain a drag reduction technique applicable on real scale problems.
For instance, Quadrio et al. (2007,2009) and Viotti et al. (2008) have investigated
the effect a spanwise velocity at the wall of the form Asin(kz) on a channel flow
showing the effectiveness in reducing the skin drag. Choi et al (1994) employed
an active control at the wall of a boundary layer to achieve the suppression of the
coherent structures: the wall velocity has been imposed to be in opposite direction
of the instant flow velocity resulting in a significant skin drag reduction.
In this chapter the VWI solutions associated with the sinuous eigenmode pre-
sented in chapter 5 are perturbated by introducing a wall sinusoidal forcing on the
self-sustained vortical flow generated by the VWI theory by applying the asymptotic
method.
The effects on the new perturbated solutions ρ(α) have been investigated with
particular attention on the skin drag variations. A physical mechanism has been pro-
posed to explain the behaviour of the observed flow. Hereinafter, the vortex structure
associated with the solutions of the vortex wave interaction shown in chapter 5 are
denoted with VWS (vortex wave structure).
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6.1 Problem formulation
A Couette flow has three viscous layers: two at the walls y = ±1 and the critical layer
defined as the region in which U(f(z), z)=0. Applying the vortex wave interaction
theory, a wave along the viscous critical layer has been imposed to sustain the initial
vortex. Therefore, in order to apply another perturbation at the walls, the whole
system can be described as a vortex structure (U, V,W ) in which two kinds of forcing
are superimposed on the three viscous layers:
• P |+−,∂nW s|+− at y = f(z),
• Vw= Acos(2z) at y=±1,
where P |+−,∂nW s|+− are the jump conditions and A is a constant that represents the
amplitude of the wall forcing Vw. A representation of the problem under investigation
is given in figure 6.1. The VWS is subjected to simultaneus blowing and sucking
forcing: depending on the sign of A, a blowing acts on half of the vortex while the
other half is subjected to a suction forcing.
The particular choice of the forcing function allows to satisfy the VWI rotational
symmetry: Vw(y, z) = −Vw(−y, z + pi/2). Half of the vortex is forced by a wall
pertubation in a direction and the other half is forced in the opposite direction. In
this configuration, the vortex structure is perturbated by a forcing that enhances the
vortical motion (A > 0) or a forcing that attempts to suppress the flow structure
(A < 0) which somehow recalls the study of Choi et al (2008).
Since the streak field component is decoupled from the roll field, the streak in-
teracts directly with the wave u′ and the forcing Vw interacts directly with the roll
field. In fact, recalling the streak equation:
(∂yy + ∂zz)U = V ∂yU +W∂zU,
U(±1, z) = ±1 ∂zU(y, 0) = ∂zU(y, Lz/2) = 0,
the streak derivatives along the yˆ direction at the walls (y = ±1) depend directly
on Vw : ∂yyU/∂yU =Acos(2z). In order to investigate how the forcing acting on the
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Figure 6.1: Schematic representation of the vortex structure sustained by the jump
condition forcing along the critical layer and perturbed by the wall sinusoidal forcing
at y = ±1.
walls perturbates VWS, it is necessary to analyze the effect of the forcing on the roll
field V = (V,W ) and how it consequently affects the streak. In order to describe the
effect of Vw two quantities have been defined: the modulus of the roll field |V|2 =
(V 2 +W 2) and its value at the critical layer positions, |Vc|2 = (V 2 +W 2)|y=f(z). Any
value of |Vc|2 is associated with a roll field streamline CR. The behaviour of each
solution ρ(α) when forced by Vw at different values A is expected to be similar so the
analysis has been performed on the chosen solutions at α = 0.55. All the simulations
have been carried out at R=5000 and roughly 7-8 elements have been concentrated
on each wall to properly catch the effect of the forcing Vw.
6.2 Results for A > 0
The figure 6.3 shows the action of Vw on the the roll field and consequently on the
critical layer for the solution of VWS corresponding with α=0.55. The maximum
amplitude Amax sustained by the vortex structures is Amax(α = 0.55) ' 4.0 after
which the forcing seems to be unable to generate another ρ(α) solution. The dis-
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tribution of the modulus of the roll velocity field |V|2 changes with A because the
region of the flow near the borders z = 0, pi/2 are characterized by a larger |V|2 at
Amax in comparison with the unperturbed case (see figures 6.3(a),(c) ). The max-
imum of the |V|2 does not vary significantly (from |V|2 ∼28 to |V|2 ∼20) so that
Amax '4 can be still considered a perturbation of the flow velocity.
The major effects of the wall sinusoidal forcing on the vortex wave structure can
be enlisted as follow:
• dimension of the vortex through suction of the external vortex contours
• vortex shape deformation
• control of the vortex orientation
Notice that the wall sinusoidal forcing imposes a component V that is always
favourable to the rotation direction of the vortex. Therefore, with respect to the vor-
tex centre (z=pi/4), the concentric contour of V are attracted by the suction/blowing
effect of Vw reducing the dimension of the vortex. At A=0, for both cases, the roll fills
all the spanwise direction z but at Amax only a concetrated roll structure appears.
All around the vortex a deformed parallel motion is restored because the streamlines
go from the wall at y=-1 to the wall at y=1. Also the shape is varying with the
amplitude A: each contour can be represented with an ellisoid shape that is contin-
uosly elonged and stretched towards the direction of the wall sinusoidal forcing until
it may break into two separate streamlines that go from a wall to the other. Only
the core of the vortex remains but the shape at Amax is elonged and stretched along
the yˆ direction. The remaining streamlines seem to concentrate at larger values of
A (observe the behaviour of CR for CR for |Vc|2=5 at α=0.55). Also the orientation
varies with the parameter A so that, if we define θ as the angle between the axis zˆ
and the longer axis of the ellisoid (column (b) of figures 6.3) of every contour, it is
clear that the action of the wall forcing is to turn the vortex towards the direction of
the Vw itself. The angle θ depends on the parameter A which controls the orientation
of the vortex wave structure. The deformation of CR at V
2
c=5 for ρ=0.55 is shown
in the column (b) of figures 6.3. Figure 6.4 also show that f(z) stretches with the
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amplitude A, probably due to the stretching of the roll streamlines along yˆ so that
also the positions (f(z),z) are stretched along the yˆ direction. Therefore, the critical
layer moves increasing A but the shape remains the same as the figure 6.4(b) shows.
This self-similarity effect may be due to the particular action of Vw on the streak
which essentially rescales the ratio ∂yyU/∂yU with respect to the parameter A.
(a) (b)
Figure 6.2: Critical layer shape f(z) (a) and f(z)/f(0) (b) at α=0.55 for different
values of the amplitude A > 0.
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(a)
(b)
(c)
Figure 6.3: Comparison of the roll velocity field |V|2 for different values of the
amplitude A= 0.0 (a),2.0(b),4.0(c). Left Column shows different roll velocity field
|V|2 at α=0.55 for different values of the amplitude A. The concentric contours refer
to roll streamlines CR associated with different values of |Vc|2. From the the vortex
centre (z=pi/4) to the walls the V2c values are : 3,5,10,15. On the right column the
the contour at |Vc|2=5 is superimposed on the critical layer shape for different values
of the amplitude A. On the walls y = ±1, the action of Vw is indicated.
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Comparing the figures 6.4(a) and 5.4 (figure on the previous chapter) the be-
haviour of f(z) with respect to A seems to be the same as the behaviour of f(z)
with respect to ρ. Therefore, it may be that increasing the wall forcing amplitude
may lead to inflected solutions in the same way the parameter ρ may lead to these
new solutions. However, the figures of the rescaled critical layers f(z)/f(0) for differ-
ent A (6.4(b) ) and the same quantity for the different unperturbed solution (figure
6.5) clearly demonstrate that the solutions associated with an inflected critical layer
are impossible to reach at any large wall forcing amplitude A. The critical layer
shows a self-similarity at different values of A that it is not compatible with the con-
tinuous change of shape of the critical layer at A = 0 that can lead to an inflected
critical layer.
Furthermore, reaching A ∼ Amax the wall forcing seems to not affect the vortex
structure but the flow around it because the roll and the streak (only the f(z) are
shown) clearly seem to converge at a certain configuration and only the velocity
field magnitude |V|2 outside the vortex location continues to slightly increase and
to spatially expand because the maximum of |V|2c is still ∼ 12 (compare 6.3(b) with
6.3(c) ).
(a) (b)
Figure 6.4: Critical layer shape f(z) (a) and f(z)/f(0) (b) at α=0.55 for different
values of the amplitude A > 0.
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Figure 6.5: Rescaled critical layer shape f(z)/f(0) at A = 0 for different values of α.
The figure clearly shows a continuous change in shape of the critical layer in contrast
with the effect of the wall forcing (figure 6.4(b) ).
(a) (b)
Figure 6.6: P |+− (a) and ∂W s|+− (b)at α=0.55 for different values of the amplitude
A. The jump conditions decrease because the wall forcing contributes to sustain the
rotational motion.
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6.3 Results for A < 0
In this section the results are prensented in two separated paragraphs due to the
occurence of a transition from a single core flow (section 6.3.1) to a multiple cores
flow (section 6.3.2) generated from further lowering the value of the amplitude A.
6.3.1 Single core solutions
Figure 6.7: Inner contour CR at α=0.55 for A=-0.35 almost brushes itself indicating
the forthcoming transition of the single core vortex into multiple core votices.
Tho roll field |V2| perturbed by the wall forcing for negative amplitudes is shown
in figures 6.10(a),(b) and (c) for α=0.55. Also in this case the major effects enlisted
for A > 0 are observed. The blowing/sucking forcing acts in the reverse direction
of the VWS rotational motion so that there are streamlines circulating around each
wall and the CR contours shown in figure 6.10 seem to concentrate around the centre
decreasing A. Therefore, the vortical region tends to concentrate around the zˆ axis
for the negative amplitude values.
The effect of the wall forcing for negative amplitude on the roll and on the critical
layer is shown in figure 6.10 for α=0.55.
The distribution of |V|2 does not vary significantly with A but the observed
maximum, |V|2max, increases from ∼ 28 to ∼ 40 along the critical layer conferming
that the jumps conditions (figures 6.9(a),(b) ) increase with negative amplitudes.
106
The deformation of the contours CR instead is the cause why this kind of solution
ceased to exist at Amin ' −0.35. From figure 6.10(c) the CR associated with |Vc|2=5
at A=-0.35 is clearly narrower around the centre position z = pi/4 than its equivalent
at A=0 (see figure 6.10) so that the inner contour almost brushes itself at the vortex
centre (see figure 6.3.1). This phenomenon leads to the breakdown transition of
the vortex for A <-0.35 in which the single core contours CR breaks into multiple
vortices and the flow does not seem to have ρ(α) solutions until a certain value of A
is reached (A=-0.5 see next section).
(a) (b)
Figure 6.8: Critical layer shape f(z) (a) and f(z)/f(0) (b) at α=0.55 for different
values of the amplitude A < 0.
At contrast with the A > 0 case, in order too preserve the rotational symmetry
of the VWS, the critical layer shape slightly becomes flatter decreasing A (see figure
6.8(a) ) because the contours CR turn towards the horizontal axis. Therefore, for
A < 0 there is a vortex orientation along the horizontal axis instead of the vertical
axis but the effect is less evindent than the case A > 0 because the VWS roll field is
initially almost aligned along zˆ.
Furthermore, even in this range 0 > A > −0.35 f(z) is self-similar (see figure
6.8(b) ) confirming that the wall forcing has to rescaling effect on the f(z) shape.
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Note that in the range −0.35 > A > −0.5 the perturbed VWS solutions have
not been found either because they do not exhist or because the stresses ∂nW
s|+− are
higher during the transition than the values shown until the Amin =-0.35 is reached
(figure 6.9(b) ) so the implemented direct IB scheme utilised to solve the roll equa-
tions may explode.
(a)
(b)
Figure 6.9: P |+− (a) and ∂nW s|+− (b)at α=0.55 for different values of the amplitude
A < 0. The jump conditions increase to oppose to the destroying action of the wall
forcing.
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(a)
(b)
(c)
Figure 6.10: Comparison of the roll velocity field V2 for different values of the
amplitude A= 0.0 (a),-0.1(b),-0.35(c). Left Column shows different roll velocity field
V2 at α=0.55 for different values of the amplitude A < 0. The concentric contours
refer to roll streamlines CR associated with different values of |Vc|2. From the the
vortex centre (z=pi/4) to the walls the |Vc|2 values are : 3,5,10,15. On the right
column the the contour at |Vc|2=5 is superimposed on the critical layer shape for
different values of the amplitude A. On the walls y = ±1, the action of Vw is
indicated.
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6.3.2 Vortex breakdown: multiple cores solutions
At A '-0.5 a new branch of ρ(α) solutions appears as it has been shown in figure
6.12-6.11 for α=0.55 at A = −0.5,−2.0,−5.5. Note that the distribution of |V|2 for
all the amplitudes is similar to the single core solutions associated with A < 0 (apart
from the inverted vertical simmetry) and |V|2max decreases from ∼95 at A=-0.5 to
∼70 at A =-5.5 due to the reduction of the jump conditions magnitude (figures
6.13(a),(b) ).
The roll streamlines (displayed in figure 6.12) are organized in a multiple cores
structure in which each core is attached to the critical layer (line with black square
symbols). Around the cores the external streamlines rotate in the same direction of
the wall forcing (anticlockwise) so that now the flow vortical strcuture is attracted
by the walls decreasing the amplitude A: comparing figures 6.12(a),(b),(c) and (d)
the number of cores decreases with A from 6 to 2 and the external stremlines break
sucked by wall forcing. At the minimum A ' -5.5, the two remaining cores are
closer and confined around the centre while the external streamlines not connected
to the walls are instead still circulating in the opposite direction of the natural VWS
(A=0 case). At contrast with the A > 0 solutions but similarly with the single core
solutions, part of the broken streamlines circulate around the same wall and the
sides of the domain are still travelled by streamlines moving from a wall to the other
according to the direction of Vw.
In this regime, the |V|2 is low in the cores region (|V|2 ∼10-15) as in the other
single core flows and decreasing A this zone becomes narrower and localized around
the centre in which the two main lasting cores come closer (compare the central cores
in 6.12(b) with 6.12(d) ). This may be the reason why solutions ceased to exist after
Amin ∼-5.5 : in a similar way the inner streamline at A=-0.35 almost touch itself
generating the transition, at A ∼-5.5 the counter-rotating vortices may brush against
each other destroying themselves. The critical layer shape in this regime changes en-
tirely with respect to the A=0 case (figure 6.11(a) ): due to the opposite rotational
sign of Vw in comparison with the A=0 VWS structure (anticlockwise instead of
clockwise), f(z) associated with multiple cores inverted horizontally and it becomes
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(a) (b)
Figure 6.11: Critical layer shape f(z) (a) and f(z)/f(0) (b) associated with the
multiple cores flow at α=0.55 for different values of the amplitude A.
a wavy S-shape until 4 out of 6 cores are replaced by broken streamlines (until A ∼-
4.5). For A ≤-4.5 the external vortical structure (figure 6.12(d) ) has a resemblance
with the unperturbed VWS solution A=0 so that the critical layer shape recovers a
shape similar to the original A=0 case (but vertically inverted). Therefore, in this
regime the self-similarity of f(z) is only observed near to the minimum amplitude
Amin ∼-5.5.
111
(a)
(b)
(c)
Figure 6.12: Comparison of the roll velocity field V2 for different values of the
amplitude A= -0.5 (a),-2.0(b),-5.5(c). The line with black square symbols represents
the critical layer f(z). The number of cores decreases from 6 at A=-0.5 to 2 at
A=-5.5 resembling the vortical flow for low positive amplitudes.
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(a)
(b)
Figure 6.13: P |+− (a) and ∂nW s|+− associated with the multiple cores flow at α=0.55
for different values of the amplitude A. The jump conditions decrease because the
flow is partially sustained by the wall forcing.
6.4 Physical explanation
The phenomenology of the perturbed VWS flow has been described in sections 6.2-6.3
in which three regimes have been identified: A >0, A <0 (single core flow) and A <0
(multiple cores flow). An interpretation to explain the mechanism behind the flow
behaviour in presence of the wall forcing Vw is discussed in this section. As it has been
shown in figure 6.1, there are two forces acting on the flow which are somehow coupled
to generate the observed vortical structures. If the jumps conditions P |+− and ∂nW s|+−
are interpreted as the internal forcing in order to sustain the rotational motion and
the wall forcing Vw is the external pertubation, then the internal jumps have to react
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to any external force to mantain a vortical field. Considering the case A >0, since
Vw exerts a force in the same clockwise rotational direction of the VWS, the jumps
in figures 6.6(a),(b) drop while A increases leading to a perturbed vortex almost
sustained by the external forcing. The single core solutions for negative amplitudes
are instead characterized by a higher jumps conditions (figures 6.9(a),(b) ) because
the wall perturbation acts in the opposite direction of the VWS spinning motion so
that the internal forcing has to compensate to sustain the rotational motion. In the
multiple cores regime, the external forcing succeeds to partially reverse the rotational
direction of the flow and a decrease of the jumps P |+−, ∂nW s|+− is observed (figures
6.13(a),(b) ) because the vortical structures are partially mantained by Vw.
Therefore a general mechanism for all three regimes can be highlighted. The
blowing/sucking conditions Vw orientate the VWS depending on the sign of the am-
plitude A so that also the critical layer shape has to reposition to satisfy the imposed
symmetry. The internal forcing represented by P |+− and ∂nW s|+− then adjusts to the
external conditions Vw in order to sustain a vortical structure.
6.5 Effect on skin friction drag
The behaviour of the shear stress and how it has been affected by the presence of
the forcing walls is investigated. Due to the symmetry of streak field U(y, z), the
shear ∂yU near each wall (y = ±1) is equivalent (∂yU(1, z) = ∂yU(−1, Lz/2− z)) so
the analysis can be conducted on the upper boundary. The shear rate on the upper
wall is defined as:
∂yU |y=1 = 1
Lz/2
∫ Lz/2
0
∂yU(1, z)dz, (6.1)
and figure 6.14 shows the results at α=0.55 for different values of the amplitude
A (Lz = pi in this study). Since R =1 in the present work, note that the share rate
is also equivalent (apart from a constant factor) to the so-called skin friction drag at
each wall.
Firstly, within the range−0.5 . A . −0.35 there is a gap that separate the values
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Figure 6.14: Comparison of ∂yU |y=1 at α=0.55 for different values of the amplitude
A. The dashed line is a linear fit on the data around A=0.
of ∂yU |y=1 in two branches due to the transition occurred to pass from a single core
solutions to a multiple cores solutions. Starting from the minimum value on both
single core and multiple cores curve, respectively at A=-0.5 and A=-0.35, to the
maximum value on each branch (A=-5.5 and A=4.0 respectevely), an augmentation
of the shear stress is observed, from 1.197 to 2.022 for the multiple cores case and from
1.118 to 2.11 for the single core case. However, the value of the skin drag associated
with each multiple cores solution (A < −0.5) is lower than the corresponding value
for single core solution for A > 0.
Therefore, the shear rate ∂yU |y=1 seems to show a similar behaviour for both
branches even because in both cases the larger region of the flow circulates in the
same direction of the external forcing Vw except from the range −0.35 . A . 0 in
which the opposite phenomenon occurs. In that range, although the wall forcing
attempts to invert the clockwise rotation of the single vortex, the jump conditions
reacts to mantain the direction of rotation resulting in a drag reduction region from
the unperturbed case A=0. For α=0.55, it has been observed that the maximum
drag reduction from the case A=0, is ∼ 5% at the threshold of the multiple cores
branch transition A=-0.35. Furthermore, the shear stress with respect to the wall
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forcing amplitude around the unpertubed solution A=0 exhibits a linear behaviour
probably because Vw acts as a small perturbation of the flow for small values of A.
In figure 6.14, the dashed line represents the linear fit ∂yU |y=1 = 0.180 A + 1.181
that clearly well agrees with the data in the range −0.35 . A . 1.
These findings are consistent with the numerical study of Choi et al. (1994) on
active turbulence control on a vortex structure. In this article, a maximum friction
reduction of ∼25% is achieved by imposing a blowing whenever the velocity compo-
nent V is orientated towards the wall and applying a suction if V is directed away
from the wall.
6.6 Discussion
As it has been shown in this chapter, the employed sinusoidal forcing interacts sig-
nificantly on the behaviour of the vortical flow generated by the VWI theory. Some
of the effects can be seen as consequences of a control method applied on the flow. In
the last decades, different methods to generate and control coherent structures have
been proposed and investigated and in this study the VWI theory can be seen as a
method to generate steady streamwise vortices that may be controlled in different
ways. The control techniques are usually classified in active or passive depending on
whether or not an external energy is fed into the system (Gad-el Hak 2000). Active
control devices are then grouped in closed-loop strategies (requiring feedback law)
and open-loop techniques. The proposed boundary conditions Vw = A cos(2z) fits in
the open-loop active control group and it is certainly being able to control some of
the key desirable features of the single vortex generated by the VWI theory:
-orientation of the vortex: changing the value of the amplitude A, the major-axis of
the vortical structure is orientated in the plane [yz]
-skin friction drag reduction: for any given steady vortex associated with a ρ(α) so-
lution, employing small negative amplitude A a linear reduction of the shear stress
rate is observed (a ∼5% maximum reduction has been observed at α=0.55). This
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result demonstrates that also in this flow a sinusoidal forcing succeeds in reducing
the drag as it has been already shown for the channel flow by Viotti et al. (2008) and
Quadrio et al. (2007,2009). However, note that the mechanism of drag reduction is
conceptually more similar to the work of Choi et al. (1994) in which the maximum
reduction is about ∼25%. The higher reduction is due to the closed loop strategy
used to determine the amount of suction and blowing to fed from flow wall.
Furthermore, for A smaller than a certain threshold, the existence of a new mul-
tiple cores steady flow has been found due to the interaction of the wall forcing with
the VWS. These solutions are characterized by a number of cores that reduces further
decreasing A and each of them has a lower skin drag with respect the corresponding
A > 0 solution.
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Chapter 7
Conclusion
In this thesis the behaviour of the self-sustained flow resulting from the vortex wave
interaction theory has been investigated numerically. A derivation of the vortex wave
interaction theory has been provided and its crucial elements have been discussed.
The Navier-Stokes equations have been implemented on a spectral/hp element dis-
cretization and an iterative procedure has been developed to obtain the steady solu-
tion corresponding to the self-sustained vortex structure. The procedure comprises
also a method to extract the f(z) positions and to deform the mesh to follow the
movement of the critical layer. The employed approach, called asymptotic approach,
imposes directly the jump conditions along the critical layer in contrast with the other
approaches already used in literature. The asymptotic approach can be considered
as a new IB method potentially appliable to other fields in fluid mechanics. The re-
sults obtained with this method associated with the sinuous eigenmode agrees with
the hybrid method (Blackburn et al. 2013) and regularised method (Hall & Sherwin
2010) suggesting that there is a weak dependence on Reynolds on the solutions for
R ≥ 5000.
The critical layer associated with the solutions at the end of the curve ρ(α)
becomes vertical and it is possible that a new branch of solutions is associated with
an inflected critical layer and lower α. To assure that the flow is self-sustained the
theory hypothesizes that the wave component vn has to be rescaled of a factor R
−1/3
with respect to the other components u,ws and the resulted vortex is an elonged
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structure along the critical layer. An analysis on the wave behaviour is also been
presented. The obtained wave pressure satisfies an equation that is remarkably
inviscid but it depends on the normal component of the wave vn. The wave is found
to exist only around the critical layer and the component vn acts as a forcing on
the viscid wave pressure equation. The wave pressure field is found to satisfy a very
strict asymptotic condition costraint fz =
∂z |p|2
∂y |p|2 confirming that the solutions are not
affected significantly by the viscosity.
Furthermore, ρ(α) solutions associated with a varicose eigenmode have been
found and the structure of the resulting flow is significantly different from the flow as-
sociated with the sinuous mode. In fact, the roll is composed of four vortices around
a flat critical layer. As a consequence, only the velocity jump condition ∂nW
s|+−
sustains the vortical motion.
A sinusoidal wall perturbation of the form Vw = A sin(2z) has been also investi-
gated to understand the robustness of the VWI theory. The effects can be categorized
in terms of the sign of the amplitude A. Three regimes have been identified in terms
of the roll behaviour: A > 0,0 > A < Amin single core and A < Amin multiple
cores. In the first two cases the roll tends to be orientated along the yˆ and the
zˆ axiss for A > 0 and 0 > A < Amin single core respectively. In the third case,
the effect of the amplitude is to decrease the number of cores and to confine the
flow around the centre. All the three regimes confirm the robustness of the VWI
theory to produce self-sustained processes because the jump conditions self-adjust
according to the value of the external perturbation in order to keep sustained the
vortical motion. The drag has been observed to reduce linearly in a range around
the unperturbed case (A = 0) due to the suppression of the vortical motion by the
wall forcing (the natural rotation of the vortex is clockwise while the wall forcing
acts counter-clockwise). The transition to multiple cores is due to the deformation of
the single core streamlines that break because they brush themself reachina certain
forcing amplitude. Therefore, it has been shown that the orientation of the steady
vortex (generated by the VWI theory) and its drag value can be controlled by the
wall forcing amplitude.
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Appendix A
In an orthogonal curvilinear coordinates system (q1, q2, q3) the operators can be writ-
ten as:
• The gradient of a scalar field p:
∇p = ( 1
h1
∂q1p,
1
h2
∂q2p,
1
h3
∂q3p) (1)
• Vector Laplacian:
∇2u = ∇(∇ · u)−∇× (∇× u)
∇(∇ · u) = ∇2scalaru =
1
h1h2h3
(∂q1(
h2h3
h1
∂q1u) + ∂q2(
h1h3
h2
∂q2u) + ∂q3(
h1h2
h3
∂q3u))
∇× u = 1
h1h2h3
∣∣∣∣∣∣∣∣∣
h1qˆ1 h2qˆ2 h3qˆ3
∂q1 ∂q2 ∂q3
h1u1 h2u2 h3u3
∣∣∣∣∣∣∣∣∣
(2)
• The divergence of a vector u:
∇ · u = 1
h1h2h3
(∂q1(h2h3u1) + ∂q2(h1h3u2) + ∂q3(h1h2u3)) (3)
• The material derivative of a vector u is:
Du
Dt
= ∂tu + (u · ∇)u
[(u · ∇)u]j = Σ3i=1
uqi
hi
∂qiuqj +
uqi
hihj
(uqj∂qihj − uqi∂qjhi)
(4)
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In the coordinates system (x′, r, s′), the associated scale factors are: h1 = h2 =
hx′ = hr = 1, h3 = hs′ and using the hypotheses:
dr
ds
∼ dρc
ds
,
d2r
ds′2
∼ 0
the derivatives of hs′ are:
∂rhs′ =
1
2hs′
(
2(
dr
ds′
)
d
dr
(
dr
ds′
) + 2
r
ρ2c
)
=
k2r
hs′
∂r(
1
hs′
) = − 1
2h3s′
(
2(
dr
ds′
)
d
dr
(
dr
ds′
) + 2
r
ρ2c
)
= −k
2r
h3s′
∂s′hs′ =
1
hs′
(
2
dr
ds′
d2r
ds′2
+ 2
r
ρc
(
1
ρc
dr
ds′
− r
ρ2c
dρc
ds′
)
)
' 0
∂s′
1
hs′
= − 1
2h3s′
(
2
dr
ds′
d2r
ds′2
+ 2
r
ρc
(
1
ρc
dr
ds′
− r
ρ2c
dρc
ds′
)
)
' 0
(remark:∂s′∂rr = 0). Using the continuity equation ∇ · u = 0:
[∇2ur] = −[∇× (∇× u)]r = ∂2x′ur +
∂r(hs′∂rur)
hs′
+
∂s′(
1
hs′
ur)
hs′
− k
2ur
h2s′
− 2(k
2r
h3s′
)∂s′us′
[∇2us′ ] = −[∇× (∇× u)]s′ = ∂2x′us′ +
∂r(hs′∂rus′)
hs′
+
∂s′(
1
hs′
us′)
hs′
− k
2us′
h2s′
+ 2(
k2r
h3s′
)∂s′ur
[(u · ∇)u]r =
(ux′∂x′ + ur∂r +
us′
hs′
∂s′)ur − u
2
s′
hs′
∂r(hs′) = (ux′∂x′ + ur∂r +
us′
hs′
∂s′)ur − u2s′(
k2r
h2s′
)
[(u · ∇)u]s′ =
(ux′∂x′ + ur∂r +
us′
hs′
∂s′)us′ +
urus′
hs′
∂r(hs′) = (ux′∂x′ + ur∂r +
us′
hs′
∂s′)us′ + urus′(
k2r
h2s′
)
∇p = (∂x′p, ∂rp, ∂s′p
hs′
)
(5)
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Appendix B
The Arnoldi method is used to compute the largest eigenvalues of L−1 which corre-
sponds to the smallest value of ck of the matrix L. The method used in this work
follows the method proposed by Barkeley et al. (2008) and it is briefly described
herein.
Considering the eigenvalue u it is possible to define the Krylov sequence as :
[u0,L
−1u0, (L−1)2u0, ..., (L−1)nu0] (6)
starting from an initial vector u0 , which is assumed to be of unit norm: | u0 | = 1.
This is a set of n + 1 vectors obtained from n repeated actions of the operator L−1
. A sequence of normalized vectors can be defined as:
Sn+1 = [u0,u1,u2, ...,un] = [
u0
b0
,
L−1u0
b1
,
L−1u1
b2
, ...,
L−1un−1
bn1
], (7)
where the bi are defined so that | ui | = 1 . Algebraically, Sn+1 is a N × (n + 1)
matrix, where the column dimension N is the number of values in the discretized
field. The action of L−1 on Sn is:
L−1Sn = Sn+1F n+1n (8)
where F n+1n in (8) is a (n + 1) × n matrix with elements Fij = qj δj,i+1 (δj,i+1 is
the Kronecker delta). Equation (8) is the fundamental relationship of a Krylov
sequence. In order to obtain an Arnoldi method, the terms of this equation have to
be manipulated in a way that they can be easily computed. The matrices Sn and
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Sn+1 can be factorized using the so called QR decomposition:
L−1QnRn = Qn+1Rn+1F n+1n , (9)
where Qn = [q0,q1,q2, ...,qn1] is a N × n orthogonal matrix , Rn is n × n upper
triangular matrix and similarly for Qn+1 and Rn+1 . Defining the (n+ 1)×n matrix
M :
Mn+1n = Rn+1F
n+1
n R
−1
n , (10)
then re-express the above equation as:
L−1Qn = Qn+1Mn+1n , (11)
Mn+1n is an upper Hessenberg matrix and the last row has only one non-zero n
element which is denoted as m∗ . The last row of Mn+1n and the last column of Qn+1
can be explicitly separated from the last equation to obtain:
L−1Qn = QnMn +m∗qneTn , (12)
where eT = [0, 0, ..., 1] is a 1×n unit vector. The matrix L−1 has been projected onto
the orthonormal basis Qn and the term m
∗qneTn represents the error of approximation
of L−1 by the matrix Mn. We define gn = [0, 1, 2, ..., n1] be the n × n matrix whose
columns are the normalized eigenvectors of Mn , with corresponding eigenvalues
(λ0, λ1, λ2, ..., λn−1) so that the diagonalized L−1 is:
L−1Qngn = Qngng−1n Mngn +m
∗qneTgn, (13)
L−1φn = φnWn +m∗qneTgn, (14)
where Wn is the n × n block diagonal eigenvalue matrix of Mn and φn = Qngn =
[φ0, φ1, φ2, ..., φn−1] is the N × n matrix of normalized approximate eigenvectors of
L−1 . The residual error j can expressed in terms of the last component of the
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eigenvector vj, vj[n− 1]:
j = |L−1φj − λjφj| = |m∗qneT j| = |m∗||vj[n− 1]|, (15)
Rearraging equation (8) as : Mn+1n Rn = Rn+1F
n+1
n the elements mij of the matrix
Mn+1n can be expressed as:
j∑
l=0
milrlj =
j∑
l=0
rilFlj =
j∑
l=0
rilblδl, j + 1 = ri,j+1bj+1, (16)
from which the elements mij can be recursively computed as:
mij =
1
rjj
(bj+1ri,j+1
j−1∑
l=0
milrlj) (17)
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Appendix C
Consider the continuity equation in local coordinates:
∇ · u = 0⇒ 1
hs′
∂r(hs′ur) +
1
hs′
∂s′us′ + ∂x′ux′ = 0 (18)
Substituting : N = r−rc

,  = r0R
−1/3, s = s′/l x = x′/r0, u˜ = ux/U0, v˜ = ur/U0
and w˜ = us′/U0 into the equation above:
∂N((1 + kN)v˜)
(1 + kN)
+
∂sw˜
(1 + kN)l
+
1
r0
∂xu˜ = 0
⇒ kv˜
(1 + kN)
+
∂N v˜

+
∂sw˜
(1 + kN)l
+
∂xu˜
r0
= 0
(19)
Assuming the expansions (2.24), the equation becomes:
R−1(
kV n
(1 + kN)
+
∂NV
n

+
∂sW
s
(1 + kN)l
)
+eiσρδR−1/3(
kvn
(1 + kN)
+
∂Nv
n

+
∂sw
s
(1 + kN)l
+
iαu
r0
) = 0
(20)
Considering that approaching the critical layer the wave velocity has to be rescaled
: u→ uR1/3 v → v, w → wR1/3 (see 2.2.1 for further details) :
R0eiσρδ(
∂Nv
n
r0
+
∂sw
s
(1 + kN)l
+
iαu
r0
) + eiσρδR−1/3
kvn
(1 + kN)
+R−2/3(
∂NV
n
r0
) +R−1(
kV n
(1 + kN)
+
∂sW
s
(1 + kN)l
) = 0
(21)
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Collecting the results for different powers of R (∂xU(N, s) = 0):
ρδ :
∂Nv
n
r0
+
∂sw
s
(1 + kN)l
+
iαu
r0
= 0
ρδR−1/3 :
kvn
(1 + kN)
= 0
R−4/3 :
∂NV
n
r0
= 0
R−1 :
kV n
(1 + kN)
+
∂sW
s
(1 + kN)l
= 0
(22)
For → 0 (R→∞):
ρδ :
∂Nv
n
r0
+
∂sw
s
l
+
iαu
r0
= 0
ρδR−1/3 : kvn = 0
R−4/3 :
∂NV
n
r0
= 0
R−1 : kV n +
∂sW
s
l
= 0
(23)
Notice that the condition ∂NV
n = 0 is satisfied for every value of  which leads
to the final result (2.37).
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Appendix D
Figure 1: Sketch of the coordinate systems on a triangular element e.
The tangential derivative of a function f(x1, x2) along an edge S belonging to
the element e (see figure 1) can be calculated as:
fs(x1, x2) = ∇f · t, (24)
where t is the tangent unity vector of components: tx1 = ∂ξ1x1
1
|t| , tx2 = ∂ξ1x2
1
|t| and
|t| = √(∂ξ1x1)2 + (∂ξ1x2)2 is the modulus of the tangent vector. Using the chain rule
24 can be expressed as:
∇f · t = (∂ξ1f∂x1ξ1 + ∂ξ2f∂x1ξ2)tx1 + (∂ξ1f∂x2ξ1 + ∂ξ2f∂x2ξ2)tx2
= ∂ξ1f (∂x1ξ1tx1 + ∂x2ξ1tx2)︸ ︷︷ ︸
a
+∂ξ2f (∂x1ξ2tx1 + ∂x2ξ2tx2)︸ ︷︷ ︸
b
(25)
Considering the relatioships already obtained in chapter 3:
∂x1ξ2 = −
1
J
∂ξ1x2, ∂x2ξ2 =
1
J
∂ξ1x1,
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the terms become:
a) =
1
|t| , (26)
b) = 0 (27)
so that the tangential derivative is given by:
fs(x1, x2) = ∇f · t = 1|t|∂ξ1f (28)
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