We perform a nonperturbative determination of the Oa-improvement coefficient c SW and the critical hopping parameter c for N f 3, 2, and 0 flavor QCD with the (RG) renormalization-group-improved gauge action using the Schrödinger functional method. In order to interpolate c SW and c as a function of the bare coupling, a wide range of from the weak coupling region to the moderately strong coupling points used in large-scale simulations is studied. Corrections at finite lattice size of Oa=L turned out to be large for the RG-improved gauge action, and hence we make the determination at a size fixed in physical units using a modified improvement condition. This enables us to avoid Oa scaling violations which would remain in physical observables if c SW determined for a fixed lattice size L=a is used in numerical simulations.
I. INTRODUCTION
Fully unquenched simulations of QCD with dynamical up, down, and strange quarks have become feasible [1] thanks to the recent development of algorithms [2] and computational facilities. However, it is still very demanding to control discretization errors below a few percent level in dynamical QCD simulations. Thus highly improved lattice actions are desirable to accelerate the approach to the continuum limit.
The on-shell improvement of the Wilson quark action through Oa requires only a single additional term, i.e. the Sheikholeslami-Wohlert (SW) term [3] . In Ref. [4] , we determined c SW in three-flavor QCD for the plaquette gauge action, using the Schrödinger functional (SF) method [5] [6] [7] [8] . Applications of the resulting Oa improved Wilson-clover quark action in combination with the plaquette gauge action suffer from a serious problem, however, since it was found in Ref. [9] that this action combination exhibits an unphysical first-order phase transition at zero temperature in the strong coupling regime ( 5:0).
We also found in Ref. [9] that such a phase transition weakens, and possibly disappears, when the gauge action is improved. In this work, motivated by this observation, we extend the determination of c SW for the case of the (RG) renormalization-group-improved action [10] for gluons for N f 3, 2, and 0 flavor QCD.
We explore a wide range of to work out the interpolation formula as a function of the bare coupling. The critical hopping parameter c in the Oa-improved theory is also obtained.
In the Schrödinger functional method, c SW is determined such that the axial Ward-Takahashi identity is satisfied for a given finite volume. Since the linear extent L of a finite lattice provides an energy scale 1=L, a determination of c SW generally involves corrections of order a=L. We find that this correction is sizable for the RG-improved gauge action. If the determination of c SW is made for a fixed value of L=a, observables calculated in subsequent simulations using such c SW would suffer from Oa scaling violations. To avoid this problem, we modify the standard improvement condition and determine c SW at a fixed physical size L. Similar considerations have been made in the determinations of some other Oa improvement coefficients in Refs. [11, 12] . This paper is organized as follows. In Sec. II, we briefly recall the Schrödinger functional method, mainly to fix notations. In Sec. III, corrections at the finite lattice size of Oa=L that affect c SW are discussed, and our modified method and one-loop calculations relevant for the subsequent analyses are given. Section IV is devoted to describing our numerical results, and Sec. V to systematic uncertainties in them. Our conclusions are given in Sec. VI. A preliminary report of this work was made in Ref. [13] .
II. SCHRÖ DINGER FUNCTIONAL METHOD FOR THE DETERMINATION OF c SW
We briefly introduce the setup of the SF method and the improvement condition developed in Refs. [5] [6] [7] [8] .
A. SF setup
Consider the SF defined on a four dimensional hypercubic lattice with a volume L 3 T and the cylindrical geometry, i.e., the periodic boundary condition is imposed in the spatial directions and the Dirichlet one in the temporal direction for both gauge and quark fields. At the temporal boundaries x 0 0 and T, the following conditions are imposed on the link variables and the quark fields: the spatial link variables on the boundaries are fixed to the diagonal, constant SU3 matrices given by
(1) (2) while all quark fields on the boundaries are set to zero. We use the RG-improved gauge action [10] given by
where P ; x denotes a 1 1 Wilson loop on theplane starting and ending at x, and R 12 ; x a 1 2 rectangular loop with the side of length 2 in the direction. These terms are added up with proper weights, w P x 0 and w R x 0 , respectively. In ordinary simulations with the periodic boundary condition in the temporal direction, the weights are given by w P 3:648 and w R ÿ0:331 independently of x 0 . In the SF, these weights are modified. Among several possible choices, we select choice B defined in Ref. [14] in this work, 
The Oa-improved Wilson quark action [3] is given by S q X
x;y q x D xy q y ; (6) D xy xy ÿ X f1 ÿ U x; x;y 1 U y xÿ; xÿ;y g i 2 c SW F x; xy ; (7) with the field strength tensor F x; defined by F x; 1 8 fP ; x P ;ÿ x P ÿ;ÿ x P ÿ; x ÿ H:c:g; (8) and i=2 ; . The last term in Eq. (7) is the only counterterm to get rid of Oa errors present for onshell quantities on the lattice. At tree level, c SW 1. For the Oa improvement of the SF, we need to add extra terms made of the gauge and quark fields at boundaries to the lattice action. However, since these counterterms affect the PCAC relation used in the following calculations only at Oa 2 or higher, they are not necessary for the determination of c SW .
B. PCAC relation
We determine c SW by imposing the PCAC relation 1 2 @ @ A a imp; 2m q P a ; (9) up to Oa 2 corrections. The pseudoscalar density operator, axial vector current, and its Oa-improved version are given by P a 5 a ;
A a 5 a ;
A a imp; A a c A 1 2 @ @ P a ; (12) where @ and @ are the forward and backward lattice derivatives, and a denotes the generator of SUN f flavor symmetry acting on the flavor indices of the quark fields and .
We measure two correlation functions,
where x x 0 ; x, and h i represents the expectation value after taking trace over color and spinor indices and summing over spatial coordinate x. The source operator is given by O a a 6 X y;z y 5 a z;
where x is the quark field at x 0 0 and is set to zero in the calculation of f A and f P . The bare PCAC quark mass is then calculated using f A and f P through the PCAC relation Eq. (9) as
Using the source operator on the other boundary O 0;a a 6 X y;z 0 y 5 a 0 z;
where 0 is the boundary field at x 0 T, we can calculate another set of quantities m 0 x 0 , r 0 x 0 , and s 0 x 0 from the correlation functions defined by
A naive improvement condition would be mx 0 m 0 x 0 . However, this condition requires a nonperturbative tuning of c A as well as of c SW . To eliminate c A from the determination, it was proposed in Ref. [7] to use an alternative definition of the quark mass given by
with which c SW is obtained at the point where the mass difference
vanishes. In principle, we can take an arbitrary choice for x 0 ; y 0 , since different choices result only in Oa 2 differences in physical observables. We follow the ALPHA Collaboration and use x 0 ; y 0 3T=4; T=4 for M, and T=2; T=4 for M. In the following, M and M without arguments denote MT=2; T=4 and M3T=4; T=4, respectively.
In previous studies, c SW has been determined through the conditions (26) at a given g 2 0 and L=a. M0; L=a on the right-hand side, which is the tree-level value of Mg 2 0 ; L=a at the massless point, is necessary in order that the resulting c SW reproduces its tree-level value (c SW 1) in the weak coupling limit. In the next section, we address the issue of corrections at finite lattice size and propose a new condition to avoid the problem.
III. CORRECTIONS AT FINITE LATTICE SIZE AND MODIFIED IMPROVEMENT CONDITIONS

A. Corrections at finite lattice size
In the standard approach, we first calculate Mg 2 0 ; L=a and Mg 2 0 ; L=a for a set of values of c SW and . The results are fitted as a function of c SW and to find c SW g 2 0 ; L=a and c g 2 0 ; L=a satisfying Eq. (26) at a given value of g 2 0 and L=a. The asymptotic a dependence of c SW g 2 0 ; L=a and c g 2 0 ; L=a obtained in such a way is expected to be
where c L , c , k L , and k are unknown coefficients. (In practice, a logarithmic dependence on a=L also appears, but it does not alter the following discussion, and hence is not written explicitly.) Consider an on-shell physical quantity Q, and let Q latt a be the value obtained on a lattice with lattice spacing a using the SW quark action with a choice of the improvement coefficient c sim SW . We expect the discrepancy between Q and Q latt a in the measured value to be
where q is an unknown constant assumed to be O1. Hence, if one uses c sim SW c SW g 2 0 ; 1 in the simulation, the Oa error is absent, while if one uses c SW g 2 0 ; L=a in Eq. (27), the above expression results in Q ÿ Q latt a q c L a=L a QCD Oa 2 2 QCD Oa QCD a=L 2 :
While the scaling violation appears to start from Oa 2 , it is actually linear in the lattice spacing if one determines c SW g 2 0 ; L=a with a fixed value of a=L. Indeed, previous studies determining c SW have used certain fixed values of L=a, e.g. 8, independently of . In Ref. [4] , we studied the magnitude of the corrections at finite lattice size in c SW for the plaquette gauge action. The coefficient c L defined in Eq. (27) was evaluated in oneloop perturbation theory in the same SF setup, and it was found that the effect on c SW does not exceed 3% when L=a 8 for 5:2. We have repeated the same perturbative analysis with the RG-improved action, and observed a sizable effect of about 15% at 1:9, around which large-scale simulations are carried out. This enhancement of the one-loop correction for the RG-improved action is mainly due to the larger value of the bare coupling compared to that for the plaquette gauge action for realizing the same value of the lattice spacing.
B. Modified improvement condition
We propose to resolve the problem due to the sizable corrections explained above by introducing a fixed physical length L , and determining c SW at the fixed physical volume L 3 T (T 2L ). If one uses c SW thus determined, L in (30) is replaced by L and scaling violations are Oa 2 .
The actual procedure we use runs as follows. Instead of Eq. (26), we impose a modified improvement condition given by
Mg 2 0 ; L=a 0;
(31) to calculate c SW g 2 0 ; L=a and c g 2 0 ; L=a. The results are converted to c SW g 2 0 ; L =a and c g 2 0 ; L =a. To do so, we must know the value of L =a or 1=a at that value of g 2 0 , which we obtain through the two-loop function,
The transformation from c SW g 2 0 ; L=a and c g 2 0 ; L=a to those at L =a are made through
and c PT SW g 2 0 ; L=a and PT c g 2 0 ; L=a are calculated at the one-loop level for the same SF setup at the given value of L=a.
It turned out that the tree and the one-loop coefficients for c SW and c have a significant a=L dependence. To describe this dependence precisely we fit them to a Padé or a polynomial-like function of a=L as c 0 SW L=a 1 a 1 a=L a 2 a=L 2 a 3 a=L 3 1 b 1 a=L ; 
k 1 0:260 982 10 ÿ6 l 1 0:101 302 10 ÿ2 ÿ0:224 650 10 ÿ2 ÿ0:387 626 10 ÿ2 k 2 ÿ0:845 333 10 ÿ5 l 2 0:162 496 10 ÿ1 0:862 878 10 ÿ2 0:481 835 10 ÿ2 k 3 ÿ0:103 610 10 ÿ1 m 1 0:547 826 10 ÿ3 ÿ0:507 665 10 ÿ3 ÿ0:155 835 10 ÿ3 k 4 0:751 742 10 ÿ2 m 2 0:882 220 10 ÿ2 ÿ0:136 413 10 ÿ2 ÿ0:645 729 10 ÿ2
1 c L=a 0:002 760 894 l 1 ÿ m 1 lnL=aa=L l 2 ÿ m 2 lnL=aa=L 2 :
The coefficients are given in Table I . We note that the oneloop coefficients have an N f dependence due to the tadpole diagram, although it vanishes in the large volume limit. In our actual determination, we define L by L =a 6 at 1:9, L =a 6 at 2:0, and L =a 6 at 2:6 for N f 3, 2, and 0 flavor QCD, respectively. In Tables II, III, and IV numerical values of 6=g 2 0 , L=a, and L =a in our simulations for N f 3, 2, and 0 cases are summarized. In these tables, we also show the numerical values of c SW g 2 0 ; L=a; L =a and c g 2 0 ; L=a; L =a. For large values of , the perturbative corrections are small and hence reliable. On the other hand, if L=a are close to L =a, the corrections needed for the conversion from L to L should again be small. Since we fix L at strong coupling, the corrections, Eqs. (37) and (38), are small at both ends of our range of as one can see in the tables.
IV. NUMERICAL SIMULATIONS
A. Parameters and algorithm
The numerical simulations are performed with N f 3, 2, and 0 degenerate dynamical quarks on a L=a 3 2L=a (L=a 8 or 6) lattice for a wide range of . The simulation parameters are summarized in Tables II, III, and IV for N f 3, 2, and 0, respectively.
We employ the symmetric even-odd preconditioning introduced in Refs. [15, 16] for the quark matrix D. Calculation of D ÿ1 is made with the BiCGStab algorithm with the tolerance parameter kR i k=kBk < 10 ÿ14 , where R i DX i ÿ B is the residual vector and X i is an estimate for the solution X in the ith BiCGStab iteration.
We adopt the standard hybrid Monte Carlo (HMC) algorithm [17] for the N f 2 and 0 flavor cases. For the three-flavor case, the polynomial HMC (PHMC) algorithm [16, 18] is applied to describe the third flavor, employing the Chebyshev polynomial PD to approximate D ÿ1 . In order to make the PHMC algorithm exact, the correction factor P corr detWD with WD PDD is taken into account by the noisy Metropolis method [19] . The square root of WD, which is required in the Metropolis test, is evaluated with an accuracy of 10 ÿ14 using a Taylor expansion of WD [16] . The order of the polynomial N poly is chosen so that an acceptance rate of about 70% or higher is achieved for the Metropolis test.
In the calculations of aM and aM, f X and f 0 X (X A or P) are first evaluated at every trajectory, and they are combined to produce aM and aM. The bin size dependence of the jackknife error of aM is investigated in the range N bin 1-N traj =20. We adopt N bin giving the maximum error in this range in the error analyses in the following.
B. Results
The trial values of c SW and at which simulations are made are summarized in Tables V, VI, and VII for N f 3, 2, and 0, respectively, together with the results for aM and TABLE II. Inverse coupling and lattice size L=a chosen for the three-flavor QCD simulation. L =a is estimated by the twoloop function assuming L =a 6 at 1:9. Finite-size corrections c SW and c calculated with Eqs. (37) and (38) are also shown.
L=a L =a c SW g 2 0 ; L=a; L =a c g 2 0 ; L=a; L =a 12.00 8 7:51 10 6 5:51 10 ÿ3 6:35 10 ÿ5 8.85 8 8:46 10 4 1:42 10 ÿ2 7:95 10 ÿ5 5.00 8 3:81 10 2 5:14 10 ÿ2 1:23 10 ÿ4 3.00 8 2:50 10 1 1:14 10 ÿ1 6:80 10 ÿ5 2.60 8 1:48 10 1 1:08 10 ÿ1 1:34 10 ÿ5 2.40 8 1: 14 034501 (2006) aM and the number of trajectories accumulated. In order
The results for c SW g 2 0 ; L=a and c g 2 0 ; L=a obtained with the fits, and the adopted functional form are tabulated in Tables VIII, IX, and X. The details of the fit procedure are as follows. In Figs. 1-3 we plot data on the aM; aM plane for N f 3, 2, and 0, respectively. For those data for which the origin 0; 0 is contained in or close to the data region, we make a fit leaving only the constant and linear terms in Eqs. (43) and (44). This applies to all cases except for the three-flavor simulations at 2:2, and the dotted lines in the figures show the fit results.
In the three-flavor simulations at 2:2, the region of negative aM is not covered, and the origin is missed by the data. This happens because the PHMC algorithm tends to fail at vanishing or negative PCAC quark masses at low due to large quantum fluctuations. Thus, at 2:2, we are forced to extrapolate the data. In the extrapolation, three functional forms are examined: (i) linear, (ii) quadratic without the cross terms, and (iii) quadratic with the cross terms. At 2:20 and 2.10, a linear function well fits the data, and we take this in the following analysis. The data at 2:00 and 1.90 require the quadratic term, but it turns out that including the cross terms does not reduce 2 =d:o:f: significantly from that without the cross terms, and leads to c SW g 2 0 ; L=a and c g 2 0 ; L=a consistent within 1 standard deviation. Thus, we adopt the quadratic function without the cross terms at these , and d M and d M are always set to zero throughout this analysis.
Next, c SW g 2 0 ; L=a and c g 2 0 ; L=a are transformed into those for the desired lattice volume, L =a 3 2L =a, along the line presented in Sec. III B. Using Tables II,  III , and IV, we obtain c SW g 2 0 ; L =a and c g 2 0 ; L =a shown in Tables XI, XII, and XIII. Notice that in Table XI there are three results for 2:0. The first and second ones are obtained by transforming the data with 8 3 16 and 6 3 12 to those for L =a 6:805, respectively, and the third one is obtained by simply interpolating the two raw values at L=a 8 and 6 in Table VIII to L =a 6:805, for which the corrections at finite lattice size are essentially corrected nonperturbatively. The two raw values, 1.670(56) at L=a 8 and 1.632(45) at L=a 6, are very close to each other and consistent within the error, and hence the linear interpolation to L =a 6:805 is more reliable than the perturbative procedure. Similar observations are made at the second smallest in each N f flavor simulation, namely, at 2:10 for N f 2 and at 2:70 for N f 0. Thus, at these the result interpolated to L =a is adopted as our final result, and used in the following analysis. At the same time, it is worth noting that in all three cases the one-loop corrections have the right sign, which indicates that the one-loop correction dominates over higher loop corrections. Furthermore, the discrepancy between the results corrected perturbatively and nonperturbatively is found to be 5%, 3%, and less than 1% for the N f 3, 2, and 0 cases, respectively, while the size of the one-loop correction itself at these is 6%-7%, 5%, and 2%-3%. From this observation, we expect that the size of the one-loop correction gives a conservative estimate for the unknown higher loop corrections for all .
C. Interpolation formula
Our final results for c SW g 2 0 ; L as a function of g 2 0 are shown in Fig. 4 for N f 3, 2, and 0 flavor QCD. When we interpolate c SW , not all available data are used in the fit. As mentioned in Sec. III B, the corrections at finite lattice size estimated perturbatively are small only around the high and low ends of due to our choice of L , while in the middle range corrections may be significant. Therefore, we use data only if the correction is less than 5%. In the threeflavor case, the data at 12:0, 8.85, 2.2, 2.1, 2.0, and 1.9 are employed. As a consequence, we obtain the following interpolation formula: c SW g 2 0 ; L 1 0:113g 2 0 0:020972g 2 0 2 0:004727g 2 0 3 ; 2 =d:o:f: 0:58:
For c shown in Fig. 5 , the corrections are smaller than 5% for all values of . Including all data in the fit we obtain c g 2 0 ; L 1=8 0:003 681 192g 2 0 0:000 21143g 2 0 2 0:000 06766g 2 0 3 ÿ 0:000 03821g 2 0 4 ; 2 =d:o:f: 1:1:
When performing the above fits, the tree and one-loop coefficients are fixed to the perturbative values at infinite volume. This is justified since, as seen in Table II , L =a grows very rapidly with , and hence a=L corrections in Eqs. (39)-(42) are all negligibly small near the continuum limit. We also note that the tree and one-loop coefficients in the infinite volume limit do not depend on N f , and hence the same values are used in the analysis for the N f 2 and 0 cases given below. The interpolation formula for c SW in two-flavor QCD is calculated in the same fashion as in the three-flavor case. In this case, the sizes of the corrections at finite lattice size are acceptable ( 5%) at 12:0, 8.85, 5,0, 2.2, 2.1, and 2.0. We first try a polynomial form as before, and obtain c SW g 2 0 ; L 1 0:113g 2 0 0:015863g 2 0 2 0:008824g 2 0 3 ; 2 =d:o:f: 4:68;
(47) which is denoted by a dashed line in Fig. 4 . A sharp rise of the data points near g 2 0 3:0 is not described well by this polynomial form, while in the three-flavor case the polynomial worked well over the whole range of we studied. An alternative is a Padé function, with which we obtain c SW g 2 0 ;L 1 ÿ 0:2129g 2 0 ÿ 0:010838g 2 0 2 ÿ 0:008319g 2 0 3 1 ÿ 0:3259g 2 0 ; 2 =d:o:f: 2:11:
This fit, denoted by a solid line in the middle panel of Fig. 4 , interpolates our data very well. Since this formula has a pole at g 2 0 3:088, its use is restricted to g 2 0 & 3:0. For c , we use all available data to obtain for a Padé function. These results appear in the middle panel of Fig. 5 as a dashed and a solid line, respectively. It is interesting that the pole positions for c SW and c are consistent with each other. This seems to indicate that above g 2 0 3:0 the Wilson quark action cannot be improved in this fashion consistently for the N f 2 case. All in all the Padé fits provide a more satisfactory interpolation of the N f 2 data, and we take them as the main result for the N f 2 case. We have also applied a Padé function for c SW in the N f 3 case. However, in this case the resulting fit lies on top of that for a polynomial over the range of we used, and the position of the pole can be determined only poorly. Hence there seems no reason to favor the Padé fit over the polynomial for interpolating the data. The differences between the N f 2 and 3 cases probably arise from the fact, empirically known, that the N f 2 lattice is coarser than the N f 3 lattice at the same value of g 2 0 . Indeed, a sharp rise of improvement coefficients was previously seen for the plaquette gauge action toward coarse lattices [7, 8] .
In quenched QCD, the size of the correction is smaller than 5% for all available data, and we use all data to obtain c SW g 2 0 ; L 1 0:113g 2 0 0:037154g 2 0 2 ÿ 0:003626g 2 0 3 ; 2 =d:o:f: 4:09;
(51) c g 2 0 ; L 1=8 0:003 681 192g 2 0 0:000 29337g 2 0 2 ÿ 0:000 05365g 2 0 3 0:000 00824g 2 0 4 ; 2 =d:o:f: 0:46:
In Ref. [20] , the authors performed a one-loop determination of c 1 SW with conventional perturbation theory, and reported a very precise value c 1 SW 0:113 005 911 in the infinite volume limit. Changes in our results due to the use of this value in the above analyses are expected to be negligibly small.
V. SYSTEMATIC ERRORS
There are two sources of systematic errors in our analysis, both related to the conversion to a fixed physical length scale L , one being the use of the two-loop function to estimate L as a function of g 2 0 , and the second being the use of the one-loop perturbation theory for correcting the value of c SW from L to L .
In order to examine the magnitude of uncertainties from the first error, we go through the analysis using the threeloop function. Since the three-loop term of the lattice function is not available for the RG-improved gauge action, we take the value for the plaquette gauge action. Thus the following argument is only semiquantitatively valid. In this case, Eq. (32) is replaced with a L exp ÿ 1 2b 0 g 2 0 b 0 g 2 0 ÿb 1 =2b 2 0 1 qg 2 0 ; (53) where q 0:189 603 501, 0.4529(1), and 0.6138(2) for N f 0, 2, and 3 [21] , respectively. With this function, we estimate L =a, c SW , and c with N f 3, which are tabulated in Table XIV. Comparing with Table II , it is found that L =a changes significantly while the changes in c SW and c are at most a few percent and hence small. Thus we conclude that the uncertainty from the scaling violation in the lattice spacing is negligible. In order to discuss the uncertainty of one-loop corrections, we write c SW g 2 0 ; L determined through our procedure as c SW g 2 0 ; L c SW g 2 0 ; 1 c 0 a=L g 2 0 c 1 a=L g 4 0 c 2 a=L g 4 0 c 2 a=L ÿ c 2 a=L Og 6 0 :
In other words, Eq. (54) represents the difference between c SW g 2 0 ; L and c SW g 2 0 ; 1 in terms of the perturbative series with coefficients c i a=L, where c i a=L vanishes as L ! 1. Since we have corrected the mismatch between c SW g 2 0 ; L=a and c SW g 2 0 ; L =a only at the tree and oneloop level, the unwanted a=L dependence remains at twoloop and higher. Replacing c sim SW in Eq. (29) with Eq. (54), we obtain Q ÿ Q latt a c 0 a=L g 2 0 c 1 a=L g 4 0 c 2 a=L a QCD g 4 0 c 2 a=L ÿ c 2 a=L a QCD Og 6 0 a QCD a=L Oa 2 2 QCD ; (55) where we omit an unknown O1 overall coefficient q, because it is not relevant in the following discussion. If you expand c i a=L around a=L 0, the first term in Eq. (55) behaves a 2 QCD =L Oa 2 because L is fixed. The second term behaves like g 4 0 a=L ÿ a=L a QCD , which gives Oa scaling violation because a=L is fixed. As a result, the leading scaling violation could be Oa rather than Oa 2 . However it should be emphasized that when we obtain the interpolation formula we used only the weak coupling and the strong coupling regions because in these regions the perturbative errors are expected to be under control for the following reasons. In the weak coupling region, L=a and L =a are different by several orders of magnitude, but the coupling is very small, and hence the size of Og 4 a=L ÿ a=L a QCD is expected to be as small as the size of the one-loop corrections. On the other hand, in the strong coupling region, L=a and L =a are close to each other, and again the remaining Oa scaling violation, Og 4 a=L ÿ a=L a QCD , should be small. We also saw in Sec. IV B that the size of the perturbative errors is roughly the same as that of the one-loop correction itself.
Most importantly, at our strongest and the second strongest couplings around which large-scale simulations are performed, there are no perturbative errors in c SW due to our choice of L and interpolation to L at the second strongest couplings. Thus we believe Oa scaling violations are well below Oa 2 , though we need to check this in future work.
VI. CONCLUSION
In this work, we have performed a nonperturbative determination of the Oa-improvement coefficient c SW of the Wilson quark action with the RG-improved gauge action for N f 3, 2, and 0 flavor QCD. The corrections at the finite lattice size turn out to be sizable and are taken into account by modifying the improvement condition and carrying out the determination at a fixed physical length scale of L . While we have to resort to perturbation theory to incorporate the corrections, we have attempted to choose L at a moderately strong coupling, close to the range of lattice sizes of order a ÿ1 2 GeV where physics simulations are practically made, so that their magnitudes are reasonably under control.
Using the data for c SW thus obtained over a wide range of , we have determined the interpolation formulas, given in Eqs. (45), (48), and (51), which represent the main results of this work. These results do depend on L chosen, but the removal of Oa scaling violations in physical observables holds independent of the value of L .
As a by-product, we have also obtained the interpolation formula for c , Eqs. (46), (50), and (52), which may be useful to locate simulation points.
The three-flavor results reported here are already being used in a large-scale simulation aiming to carry out a systematic evaluation of hadronic observables for the realistic quark spectrum incorporating the dynamical up, down, and strange quarks. The preliminary results have been reported in Ref. [22] . 
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