Real social networks are often compared to random graphs in order to assess whether their typological structure could be the result of random processes. However, an Erdős-Rényi random graph in large scale is often lack of local structure beyond the dyadic level and as a result we need to generate the clustered random graph instead of the simple random graph to compare the local structure at the triadic level. In this paper a generalized version of Gleeson's algorithm is advanced to generate a clustered random graph in large-scale which persists the number of nodes |V|, the number of edges |E|, and the global clustering coefficient CΔ as in the real network.
Introduction
Random graph models are usually being used to compare with real networks. The random graph preserves the number of nodes |V| and the number of edges |E| of the real network, and it does work for a small network with hundreds of or thousands of nodes and thousands of or tens of thousands of edges. However, as the network size grows larger and larger, an Erdős-Rényi random graph fails to reproduce the local structure beyond dyadic level which is correlated with non-zero clustering coefficient, "small world" phenomenon, and other important network characteristics.
There are at least four algorithms advanced to generate a random graph with clustering since 2009. However, none of these algorithms has been tested for large-scale networks. In this paper I will go over these algorithms, examine their feasibility, advantages, and disadvantages, and make some revisions if necessary for constructing a clustered random graph in large scale.
Network/graph notations and some basic properties
A graph -usually denoted as G (V, E) or G = (V, E) -consists of a set of vertices, nodes, egos, agents, or objects V, and a set of edges, links, ties, arcs, or adjacency relations E. Edges are often represented by eij or e = (i, j) where i and j denote the ends of e. If each edge eij in a graph G(V, E) is defined by the unordered pairs of nodes i and j, G is regarded as an undirected graph, which means the relationship between its end points i and j is symmetric eij == eji. If each edge eij in a graph G(V, E) is defined by the ordered pairs of nodes i and j, G is regarded as a directed graph, which means the relationship between its end points i and j is asymmetric eij ≠ eji.
The local/individual clustering coefficient of an undirected graph gives an indication of the embeddedness or cohesiveness of a single node. Based on Watts and Strogatz's work (1998) Triangle refers to a network structure of three nodes which connect with one another. 2-path refers to a network structure that an ego has two alters. If these two alters are connected, it is a triangle; and if not, it is a structural hole.
The difference between the average clustering coefficient C(G) and the global/overall clustering coefficient CΔ or transitivity measure T(G) is that the former is the mean of the sum of mean -the local clustering coefficient C(i) is a mean measure and it is summed up for all the nodes i in the graph G and divided by the number of nodes |V| in the graph -while the latter is a mean measure of sum -it is calculated by the sum of the closed 2-paths over the total number of 2-paths. And according to mathematical logic we know that the sum of mean is not equal to the mean of sum
and thus the average clustering coefficient C(G) and the global/overall clustering coefficient CΔ or transitivity measure T(G) are not identical to each other. Usually both clustering coefficients are measured at the same time in network study.
Data and network properties
The data I use in this paper come from a mobile phone network of over 10 million subscribers of one unnamed mobile phone company 3 , and the raw data provide details of time, 
Random graph models
The random graph model is usually applied to compare with the property of real network.
It is generated by adding edges between a set of n nodes at random. The first random graph model is proposed by Erdős and Rényi (1959), denoted as G(n, p) , which has n nodes (identical to |E|) and each possible edge comes into being independently with the probability p ∈ (0, 1).
Several characteristics of Erdős-Rényi model can be extracted. For example, when the network grows larger and larger, the average nodal degree in the network is constant as 4
The total number of customers is about 10 million and about 6.7 million of them have at least one communication behavior during the four weeks.
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In the undirected graph the relationship between any two nodes i and j is symmetric e ij == e ji , and as a result I can use either double counting -both the e ij and e ji are included in the edge list -or single counting -only one of e ij and eji is included in the edge list -and the number of edges |E| in the former strategy is twice as that of the latter one. In this study I adopt single counting and all the formulas are adjusted for this situation
Random graph models with clustering
Random graph models are supposed to reproduce several properties of real networks, including the number of nodes |V| and the number of edges |E|, and if it is a small network with hundreds of or thousands of nodes and thousands of or tens of thousands of edges, we can compare other network properties at all levels between the random graph and the real network to see how non-random the real network is.
However, by preserving the number of nodes |V| and the number of edges |E| of the real network, the random graph models only successfully reproduce the characteristic of skewed degree distribution -most nodes have low degrees but a small number, known as "hubs", have high degrees. When the network size grows as large as in Facebook, Twitter, or in a mobile phone network, the situation is quite different. In earlier section we mention that as the network size grows larger and larger, the average clustering coefficient in a random graph approaches zero, which means in a large-scale simple random graph the existence of triangles or higherorder local structures is really rare by chance. And thus it is meaningless to compare the local structure beyond dyadic level since there is no such a thing in a random network in large scale with zero clustering coefficient. What's more, there is a "small world" (Travers & Milgram 1969) or "six degree of separation" (Watts & Strogatz 1998) phenomenon in the real world, in other words, the nodes in the real network have limited geodesic distance. However, in the large-scale simple random graph the edges are scattered by chance and the geodesic distance will be infinity.
That is why we need to generate the random graph with clustering. Not only do we fix the number of nodes |V| at the nodal level and the number of edges |E| at the dyadic level, but we try to fix the average clustering coefficient C(G) or global clustering coefficient CΔ at the triadic level. In this way we can reproduce the characteristics of non-zero clustering coefficient and limited geodesic distance as in the real network. And the characteristics of non-zero clustering coefficient and limited geodesic distance are also correlated with other important network properties such as the component sizes, the existence and size of a giant component, and the percolation properties. And it will also enable us to study the network robustness, percolation, and cascading failure, the diffusion process, and the effect of network topology on the dynamical systems. There are at least four algorithms to generate random graph with clustering advanced in recent years and we will go over each one of them in the following paragraphs.
Algorithm of Guo and Kraines
One of the models used to generate random graph with clustering is presented by Guo and Kraines in 2009. The algorithm is composed of three steps. First, a random graph G with a set of nodes V and a set of edges E is constructed following the given power-law degree distribution 7
. Second, five nodes in the random graph are randomly selected and two edges among them are partly rewired to add one triangle. Third, the process will be repeated until either the average clustering coefficient of the rewired graph is greater than or equal to the target average clustering coefficient C(G), or it reaches a certain predefined number of trials.
As Figure 1 shows, in the second step the five nodes randomly picked from the random graph should meet the following conditions:
1) x and w are alters of v;
2) y and z are not alters of v;
3) ewy and exz do exist.
4)
ewx and eyz do NOT exist. Power-law degree distribution is one of the skewed degree distribution modes. Barabási and Albert (1999) argue that a common property of many large networks is that the vertex connectivities follow a scale-free power-law distribution and this feature was found to be a consequence of two generic mechanisms: (1) networks expand continuously by the addition of new vertices, and (2) new vertices attach preferentially to sites that are already well connected.
As Figure 1 shows the two edges are rewired from ewy and exz to ewx and eyz and one triangle among v, w, and x is added.
All the rewiring processes start from a random graph G (V, E) with zero clustering coefficient. The average clustering coefficient C(G) will be updated each time when the two pairs of randomly-selected edges are rewired until it reach 0.24 -the average clustering coefficient C(G) in the real network. And to update the average clustering coefficient C(G) we need to refresh both the numerator Δ(i) -the number of triangles each node i involves in and the denominator τ(i) -the number of possible triangles each node i could involve in. We have mentioned before that the average clustering coefficient C(G) is the mean of sum of mean. It works fine for a small network with hundreds or thousands of nodes (i.e., Guo and Kraines generated a test network of 1000 nodes and 3000 edges) but is not feasible for a large-scale network with millions of nodes and tens of millions of edges since it will take unacceptable long time to update the triangle list and 2-path list millions of times.
An alternative plan is to substitute the average clustering coefficient C(G) with the global clustering coefficient CΔ or transitivity measure T(G) -the mean of sum. In this case it is 0.13 in the real network.
We should notice that in step 1 the initiated random graph G has fixed number of nodes |V| and edges |E| as in the real network but not the fixed nodal degree di for each node i, and as a result the number of 2-paths in the random graph, ' '
, is not the same as in the real network. But in step 2 the rewiring process keeps the nodal degree d'i for each node i as in the initiated random graph G, as a result the same number of 2-paths in the graph τ'(G) be persisted after that.
There are two advantages for adopting the global clustering coefficient CΔ or transitivity measure T(G). First, since the number of 2-paths τ'(G) is consistent as in the initiated random graph G and we know the global clustering coefficient CΔ or transitivity measure T(G) in the real network is 0.13, the expected global clustering coefficient CΔ or transitivity measure T(G) is simplified as the expected number of triangles Δ(G) = τ'(G) ×0.13/3 and we know each rewiring process adds one triangle to the graph and we just need to do Δ(G) times of rewiring. Second, the rewiring processes can be done in batch and that will save a lot of computation time.
In the first step we generate a random graph 
But the total number of actual 2-paths in the initiated random graph G is ' ' '( ) ( 1) / 2 72, 017, 211
And thus the expected number of triangles in the initiated random graph G is 5,597,411×3/126,175,382) / 3 = 3,194,838. There are 54 triangles in the initiated random graph G, which is very close to the number of 2-paths times the tie formation probability p in the random graph, the value of which is equal to that of the network density Δ 2 15,913, 611 72, 017, 211 51 6, 719,330(6, 719,330 1)
After rewiring 3,194,784 = 3,194,838 (the expected number of triangles ) -54 (the number of triangles in the initiated random graph G) times, we get a clustered random graph with 3,195,086 triangles. And the global clustering coefficient CΔ or transitivity measure T(G) is 3 × 3,195,086/72,017,211 = 0.13, which is the same as in the real network.
The average clustering coefficient of the clustered random graph is 0.22, which is a little bit smaller than that in the real network 0.24.
The rewiring processes are performed in 5 batches and it takes about 490 hours to get the expected clustered random graph on a server with Linux 2.6.18-274.12.1.e15 operating system, two Intel Xeon X5450 3.00GHz 4-core CPUs, 64GB DDR2 667MHz PC2-5300 RAM, and twelve Western Digital WD1001FALS-0 hard drives (7200 RPM, 1TB, 32MB cache) in a RAID 60 array. 2) eil, eik, ejk, and ejl do NOT exist;
The edges eij and ekl are rewired to the edge eil and eik and the process will be repeated until the global clustering coefficient CΔ or transitivity measure T(G) is equal to the density, which means the closing off of the 2-paths in the graph is totally a random process and its probability is just equal to the independent probability of an edge formation.
Second, as showed in Figure 3 , we can pick a chain of five nodes k, j, i, l, and m and add one triangle at a time by rewiring ejk and elm to ejl and ekm. Or we can pick a ring of six nodes i, j, k, n, m, and l and add two triangles at one time by rewiring ejk and elm to ejl and ekm. Kraines and just try to fit the transitivity measure T(G),which is identical to fit the expected number of triangles Δ(G) . In this way we can rewire the edges in batch and save a lot of time.
We should notice that after the real network is rewired to be totally random in step 1, the expect number of triangles in the rewired network is equal to the number of 2-paths times the tie formation probability p in the random graph, the value of which is equal to that of the network density Δ is 3 ×5,597,632/ 126,175,382= 0.13, which is the same as in the real network.
The average clustering coefficient of the clustered random graph is 0.41, which is much larger than that in the real network 0.24.
The rewiring processes are performed in 27 batches and it takes about 3,150 hours to get the expected clustered random graph on the same server we work for the algorithm of Guo and Kraines. where pst is the probability that a node involves in s single edges and t triangles. Based on Newman's algorithm, as showed in Figure 4 each node i can be viewed as connecting to si stubs and ti corners. Then a triangle is added by joining three corners of nodes i, j, and k at random and this process is repeated until all the corners are parts of some unique triangles. And a single edge is added by joining two stubs of nodes i and j at random and this process is repeated until all the stubs are parts of some unique single edges.
Residual single edge vector rsi and residual triangle vector rti are used to track the unconnected number of single edges and triangles for each node i. They start with the values of si and ti and will minus one when one single edge or triangle is added respectively. At the end of the process, the residual single edge vector rsi and residual triangle vector rti should both be equal to 0 for each node i.
Newman suggests that by persisting the number of nodes |V|, the number of edges |E|, the number of triangles T, and the number of single edges S, we will get a random graph with the same global clustering coefficient CΔ or transitivity measure T(G) as in the real network.
To complete step 1of randomly connecting three corners to fit the expect number of triangles is much faster on the same server than the first two algorithms. The computation time is only about 3.5 hours. However, the problem is that in the real network the 5,597,411 triangles only use up 8,474,226 edges (about 53.25% of all edges), but by adopting Newman's algorithm the 5,597,411triangles use 15,171,585 edges (about 95.34% of all edges) in the first step and there are only 742,026 edges left for single edges, which means there will not be enough structural holes generated and thus Newman's algorithm fails to fit the global clustering coefficient CΔ or transitivity measure T(G) in the real network.
The problem of Newman's algorithm lies in the fact that it over-uses the edges to produce the same number of triangles as in the real network. In the first two algorithms, the numbers of edges |E| incident to a node i and 2-paths τ(G) are fixed in the rewiring processes and each time when we rewire 2 edges to add a triangle we know it is one step to get closer to the expected global clustering coefficient CΔ. However in Newman's algorithm we only focus on adding triangles in step 1 but lose control of the number of edges |E| incident to a node i and the number of 2-paths τ(G), and as a result the triangles are spreading all over the network space. After the 742,026 edges are added to link the 5,597,411triangles, we only get 91,406,099 2-paths, the global clustering coefficient CΔ goes up to 0.18 and the average clustering coefficient C(G) goes up to 0.44.
Gleeson's algorithm
Gleeson (2009) argues that in Newman's algorithm, if a node i has nodal degree di, then it could be a member of up to di/2 disjointed triangles and the upper limit of the local clustering
, and as a result the constraint inhibits its fit to most real networks in the world. Gleeson's algorithm seems to be really promising. And when we apply Newman's algorithm to generate clustered random graph, the triangles over-use the edges and as a result both the global clustering coefficient CΔ and the average clustering coefficient C(G) go up. If
Gleeson's idea works, one edge will help to generate more triangles in a k-clique (k > 3) than in a 3-clique -a triangle.
Let's suppose that the expected clustered random graph is composed of three kinds of kcliques -3-clique, 4-clique, and 5-clique. As showed in Table 1 , the 3-clique has three nodes, three edges, and one triangle. The 4-clique has four nodes, six edges, and four triangles. And the 5-clique has five nodes, ten edges, and ten triangles. The expected number of triangles is 5,597,411, the number of edges evolving in the triangles is 8,474,226, and the number of nodes whose nodal degrees are greater than 2 is 5,358,175. And we get Gleeson's algorithm is that it over-produces triangles with the same number of edges when working on the large-scale network.
A generalized version of Gleeson's algorithm
The only way out is that we should not constrain ourselves on k-clique. We can seek the combination of other motifs which have the following structures: i) there are three or more nodes in the motif; ii) edges are not completely connected between nodes in the motif as in a k-clique; and iii) therefore there are both triangles and structural holes in the motif.
For example, we can suppose the expected clustered random graph is composed of three motifs as showed in Figure 6 : two triangles sharing a common edge, three triangles in a pentagon (a ring of 5 nodes) sharing a common node, and two 4-cliques sharing a common edge. And based on the numbers of nodes, edges, and triangles for each motif as showed in Table 1 we get   triangles: 4 8 5, 597, 411 edges: 3 6 11 8, 474, 226 nodes: 3 4 6 5, 358,175 And after randomly adding the 6,758,807 external links among motifs as in Figure 6 and also generating the edges incident to nodes of single degree, we get a clustered random graph with 6,719,330 nodes, 5,597,414 triangles, and 15,913,611 edges among which 8,474,226 are used for triangles and 6,758,807 are external links. However, we get only 81,181,872 2-paths which is much smaller than that in the real network, and the global clustering coefficient CΔ is 0.21 and the average clustering coefficient C(G) is 0.33.
The problem of the combination of three motifs as showed in Figure 6 -two triangles sharing a common edge, three triangles in a pentagon sharing a common node, and two 4-cliques sharing a common edge -is that we don't get enough 2-paths, which is identical to that we don't get enough structural holes since the number of triangles is fixed. However, for the three motifs we use above, the maximum nodal degree is 5 which belong to the node involving in the sharing edge of two 4-cliques, and therefore the sum of nodal degrees of each pair of nodes is at most 10, which is much less than 15.26.
A combination of 7-clique, 8-clique, and 9-clique will help to make the range of sum of nodal degrees of each pair of nodes rise up to between 14 and 18 and 15.26 is just in this range.
However, as we point out earlier, we cannot get all positive numbers of 7-clique, 8-clique, and 9-clique for generating the required number of triangles since the triangles are over-produced. Now I am looking for a solution that can make the best of both worlds -to find some motifs consisting of both greater-nodal-degree nodes and greater number of structural holes. It turns out one of the methods is a combination of four motifs as showed in Figure 7 -a) two triangles sharing a common edge, b) three triangles in a pentagon sharing a common node, c)
three 5-cliques sharing a common node, and d) two 6-cliques sharing a common edge, and both 23 motif a motif b motif c motif d Figure 7 . A clustered random graph formed by linking four motifs: a) two triangles sharing a common edge, b) three triangles in a pentagon sharing a common node, c) three 5-cliques sharing a common node, and d) two 6-cliques sharing a common edge
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The algorithm takes about 9 hours to get the expected clustered random graph on the same server we use for the former three algorithms.
7. Randomness evaluation of the algorithms for generating clustered random graphs I have mentioned that in a large-scale Erdős-Rényi random graph where the number of nodes |V| at the nodal level and the number of edges |E| at the dyadic level are kept, the tie formation probability p is equal to the network density Δ as the network grows larger and larger.
Therefore we can use the density value to evaluate the independence of an edge from the existence of any other ones.
For the clustered random graph we add one more constraint at the triadic level: the global clustering coefficient CΔ or transitivity measure T(G). We have got three kinds of clustered random graphs in which the global clustering coefficient CΔ or transitivity measure T(G) is the same as in the real network based on the algorithm of Guo and Kraines, the algorithm of Bansal et al., and the generalized version of Gleeson's algorithm. The network density Δ is 7.05e-7 in the real network. And as a result to evaluate the randomness of the clustered random graphs I need to look at the probabilities of edge existence of even higher-order configurations at the tetradic, pentadic, and/or hexadic levels and expect them to be close to the independent probability p of tie formation which is equal to the network density Δ = 7.05e-7. Due to the limited RAM of the server (64GB) I only check the probabilities at the tetradic and pentadic levels and stop at the hexadic level.
As showed in Table 2 , in the initiated random graph G I generate for the rewiring processes by the algorithm of Guo and Kraines, at the triadic level the global clustering coefficient CΔ or transitivity measure T(G) is 7.50e-7 which is very close to the network density 7.05e-7, and at the tetradic and the pentadic levels the ratios of numbers of closed 4-/5-paths over numbers of both open and closed 4-/5-paths are both at the e-7 level, which confirms that at higher-order configuration levels the graph is random. level which much closer to the network density than 27 those generated by the other two algorithms. Therefore the graph generated by the generalized version of Gleeson's algorithm is more random than the other two.
Conclusions
Random graph is commonly used to compare with the real network. However, a Erdős-Rényi random graph in large-scale often lacks of the local structure beyond the dyadic level and as a result we need to generate the clustered random graph instead of the Erdős-Rényi random graph to compare the local structure at the triadic level. To preserve the nodal degree of each node in the real network is necessary for the algorithm of Bansal et al. since only in this way the number of 2-paths can be fixed and we can just keep rewiring until we get the expected number of closed 2-paths -triangles. But it is not necessary for the Newman's algorithm and the generalized version of Gleeson's algorithm which use generating function to reproduce the expected numbers of triangles and structural holes.
Newman's algorithm doesn't work because it over-uses edges to generate the same number of triangles in the real network and as a result it does not persist the number of 2-paths/structural holes and the global clustering coefficient is not kept.
And by comparing the probability of edge existence at the tetradic and pentadic levels, the clustered random graph generated by the generalized version of Gleeson's algorithm seems to be more random than those generated by the algorithm of Guo and Kraines and the algorithm of One criticism to Gleeson's algorithm is that it might not be a random process that nodes are set to be clustered in k-cliques to generate triangles. This critique could also be applied to the generalized version of Gleeson's algorithm -it might not be a random process that nodes are set to be clustered in motifs to generated triangles, and of course also applied to the specific version of Gleeson's algorithm -Newman's algorithm. However, from this perspective both the algorithm of Guo and Kraines and that of Bansal et al. do not have any advantage since the rewiring process might not be random either.
From my point of view, as long as we fix the global clustering coefficient as in the real network at the triadic level, the generation process is no longer as random as supposed in the critique. What we can assure is that each node has the same opportunity to be assigned to a configuration -a triangle as in Newman's algorithm, a k-clique as in Gleeson's algorithm, and a motif as in the generalized version of Gleeson's algorithm -or to a rewiring process as in the 29 algorithm of Guo and Kraines and that of Bansal et al. And at the even higher tetradic and pentadic levels, the tie formation process is inclined to be random.
