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Introdução 
Alguns modelos matemáticos determinísticos, contínuos no tempo, foram considera-
dos em Bonazza et al. (1986:a,b ); Bonazza et al. (1987); Vendite (1988), para o 
estudo da evolução de um tumor (população de células tumor ais) e em particular 
para o estudo da resistência celular à um tratamento quimioterápico com o emprego 
de fármacos anti-blásticos, seja com a aplicação de um único fármaco, seja com a 
associação de dois fármacos "non-cross resistants", em intervalos de tempo alterna-
dos. Estes modelos levaram em consideração o fenômeno intrínseco e frequente de 
mutação genética espontânea de células sensíveis em células resistentes, fenômeno 
este análogo ao observado por "Luria e Delbruck" em bacteriologia [Delbruck et al. 
(1943)]. As taxas de mutação celular foram consideradas constantes e considerou-se 
também que uma fração constante de células da população, as quais sejam sensíveis 
a uma certa droga utilizada, é destruída por uma dada dose da mesma, e não um 
número constante de tais células: "Lei cinética de primeira ordem" [Skipper (1983)]. 
Esses modelos, os quais se constituem de sistemas não lineares de equações ordinárias, 
foram considerados para descrever o comportamento assintótico para tempos grandes, 
em tratamentos onde supõe-se que: 
(i) uma fração das células tumorais sensíveis é destruída pela droga, continuamente 
no tempo, 
(ii) uma fração das células tumorais sensíveis é destruída instantaneamente pela 
droga, em instantes pré-fixados e, 
(iii) duas drogas "non-cross resistants", são associadas alternadamente, cada uma 
agindo continuamente ou instantaneamente, de acordo com uma sequência de 
intervalos de tempo ou instantes considerados. 
Na análise do comportamento assintótico para tempos grandes das soluções nesses 
modelos usou-se técnicas de linearização em torno de pontos de equilíbrio e resulta-
dos da teoria de estabilidade para sistemas de equações envolvendo ou não impulsos, 
conforme o caso. Algumas experiências "in vitro" com populações de células tumo-
rais expostas a algumas drogas anti-blásticas foram realizadas e foram feitas algumas 
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comparações de seus resultados com predições do modelo correspondente [Bonazza et 
al. (1987)]. Uma conclusão importante a que chegaram foi que sob certas condições 
envolvendo as taxas de mutação das células e as taxas de destruição das drogas 
usadas, para tempos grandes, a população tumoral se torna quase completamente 
constituída de células tumorais resistentes no caso de tratamento com uma única 
droga e de células tumorais duplamente resistentes no caso de tratamento alternado 
com duas drogas "non-cross resistants". 
O fato de algumas drogas anti-blásticas serem fase-específicas, isto é: "agirem so-
mente durante uma determinada fase no desenvolvimento das células", como por 
exemplo no caso da Vinblastina e do Metotrexato, levou Vendite (1988), a consi-
derar tamanho como estrutura para descrever o problema da resistência celular em 
populações de células tumorais. Por tamanho de uma célula, entendemos qualquer 
quantidade fisicamente conservada como por exemplo volume, massa, etc. Em An-
derson et ai. (1967); Sinko et ai. (1971), foram apresentados modelos matemáticos 
com estrutura de tamanho ou estrutura de idade-tamanho para o crescimento de 
populações de indivíduos se reproduzindo por fissão. Em Diekmann et ai. (1984); 
Heijmans (1985); Diekmann et al. (1986); Diekmann et ai. (1993) um modelo para o 
ciclo celular com estrutura de tamanho onde os indivíduos se reproduzem por fissão 
é analisado. Tal modelo é uma variante linear dos modelos de Anderson et al. (1967) 
e supondo satisfeita uma condição técnica sobre a taxa de crescimento individual na 
população, eles provaram um Teorema de Estabilidade (Existência de Distribuição 
de Tamanho Estável) o qual mostra que para tempos arbitrariamente grandes, a 
quantidade células da população, em qualquer intervalo de tamanho, em relação á 
quantidade total de células da população, é independente do tempo. Em Diekmann 
et al. (1993), temos uma mais completa lista de referências e das diversas técnicas 
empregadas na análise desse modelo. Como extensão desse modelo, alguns modelos 
matemáticos com estrutura de tamanho, onde as células da população estão sujeitas 
á reprodução por fissão binária em duas partes iguais, para o crescimento tumoral 
e para o controle da resistência celular a fármacos anti-blásticos, foram introduzidos 
em Vendite (1988) onde, adaptando técnicas e resultados desenvolvidos em Diekmann 
et al. (1984), procurou-se estudar o comportamento da distribuição de tamanho das 
células tumorais, para tempos arbitráriamente grandes, em algumas sugestões de tra-
tamento quimioterápicos, mostrando-se assim, a existência de uma distribuição de 
tamanho estável para a sub-população das células resistentes, no caso (i), onde um 
único fármaco age continuamente sobre a sub-população de células sensíveis [Vendite 
(1988)] e, em regime de pré-terapia ( i.é. com as taxas de destruição devidas aos 
fármacos consideradas nulas ) para a sub-população das células duplamente resis-
tentes no caso ( iii) , onde propõe-se tratamento com a aplicação de dois fármacos 
"non-cross resistants" agindo continuamente e alternadamente ao longo de uma dada 
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sequência de intervalos de tempo [ Vendite (1988)]. As técnicas empregadas usaram 
argumentos da teoria de perturbação de semi-grupos fortemente contínuos e de teoria 
espectral para semi-grupos eventualmente compactos, isto é, compactos após algum 
tempo finito não nulo. 
Nosso plano inicial nesta tese foi o de estudar o comportamento assintótico para tem-
pos arbitrariamente grandes das soluçê .. es das versões dependentes de tamanho dos 
problemas (i i), onde um único fármaco age instantaneamente sobre a sub-população 
de células sensíveis em cada instante de uma dada sequência de tempos que cresce 
indefinidamente e ( iii) onde propõe-se tratamento com a aplicação de dois fármacos 
"non-cross resistants" agindo continuamente e alternadamente ao longo de uma dada 
sequência de intervalos de tempo, em regime de tratamento efetivo. Resolvemos estes 
problemas e observamos em cada caso que cada sub-população possui um comporta-
mento assintótico independente, ou seja, sua própria taxa de crescimento malthusiana 
e correspondente distribuição de tamanho estável, nos casos em que: 
• Um único fármaco age instantaneamente, 
• Dois fármacos .agem alternadamente, 
conforme a Definição 1.1 da página 22. Mostramos a existência de uma distribuição 
de tamanho estável para cada sub-população de células sensíveis e resistentes nesses 
casos. 
Esta tese é constituída basicamente de três capítulos. No primeiro capítulo estuda-
mos o comportamento assintótico da distribuição de tamanho para tempos arbitra-
riamente grandes para os modelos antes de aplicação de fárrnacos (pré-tratamento) 
e nos demais capítulos estudamos casos com aplicação de fármacos (tratamento). O 
seu desenvolvimento foi o seguinte: 
1. No Capítulo 1, recordamos parte dos resultados encontrados em Diekmann et 
al. (1984); Vendi te (1988), com o intuito de fixar notações que serão empregadas 
posteriormente. Algumas notações são introduzidas com o objetivo de ajudar 
a explorar o fato de que os modelos considerados para o crescimento turnoral 
são constituídos de sistemas de equações diferenciais parciais lineares de forma 
particularmente simples: triangular. 
Corno nossa contribuição neste capítulo, mostramos no seu quarto parágrafo, a 
existência de uma distribuição de tamanho estável (conforme a Definição 1.1) 
para 
(a) a sub-população sensível, no caso de pré-tratamento, para o modelo em 
que um único fármaco age continuamente sobre a sub-população de células 
sensíveis (fórmula (1.33) ). 
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(b) as sub-populações sensíveis, resistentes ao primeiro fármaco e resistentes 
ao segundo fármaco, no pré-tratamento, para o modelo com a aplicação 
de dois fármacos "non-cross resistants", agindo continuamente e alterna-
damente ao longo de uma dada sequência de intervalos de tempo, podendo 
ser distintas as taxas de mutação (Teorema 1.5). 
2. No Capítulo 2, obtivemos um teorema de distribuição de tamanho estável no 
caso do modelo para o crescimento tumoral no qual a sub-população sensível 
sofre variação instantânea com taxa de destruição J.LF constante: "A densidade, 
tamanho dependente, da sub-população de células sensíveis se comporta para 
instantes kr arbitrariamente grandes como 
S(kr; U0 ) = eh(~ln(I-JLp)+-Xdci (Uf)S.x
1 
enquanto que para a sub-população resistente, 
R(kr; U0 ) = ekr.x2 C2(U0 )R_x2 
sendo ÀI, À2 reais, CI(Uf), C2 (U0 ) constantes dependendo apenas da condição 
inicial não negativa U0 e S_x1 , R_x2 funções não negativas dependentes apenas do 
tamanho" (Teorema 2.1 ). 
3. No Capítulo 3, estudamos o comportamento assintótico para tempos arbitrari-
amente grandes das soluções dos modelos de crescimento tumoral submetidos a 
tratamento efetivo. Na seção 3.1 obtemos uma distribuição de tamanho estável 
para a sub-população sensível, para o modelo em que um único fármaco age 
continuamente no tempo sobre a sub-população de células sensíveis: Teorema 
3.2 da página 63, completando os resultados de Vendite (1988) para este pro-
blema. 
Na seção 3.2 analisamos o modelo do crescimento tumoral considerado sob tra-
tamento com alternância de fármacos e obtemos um teorema de distribuição de 
tamanho estável para este modelo, onde a noção de distribuição de tamanho 
estável segundo a Definição 1.1 é efetivamente usada: "As densidades, tamanho 
dependentes, das sub-populações de células sensíveis e resistentes, se compor-
tam para tempos nr arbitrariamente grandes, sob condições apropriadas sobre 
r, como 
S(nr;cf>) = enT(À~+-XDS(r,c/>), 
RI(nr;cf>) = enT(-Xg+-XDR1 (r,c/>), 
R2(nr; 4>) = enT(-Xg+-X~) R2( r, 4> ), 
Rd(nr;c/>) = e2nTÀ4Rd(r,c/>) 
onde 4> é condição inicial, S = S( r,·), RI =RI( r,·), R 2 = R 2( r,·), Rd = Rd( r,·) 
são operadores lineares não negativos " (Teorema 3. 7, pág. 90). 
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Capítulo 1 
Distribuição de Tamanho Estável. 
O Estudo do Modelo sem a 
Presença de Fármaco 
Neste capítulo recordamos resultados de Diekmann et al. (1984) para o modelo do 
ciclo celular governado pela equação (1.1): Problema 1, e de Vendite (1988) para 
os modelos de crescimento tumoral governados pelo sistema (1.2)(1.3): Problema 2 
e pelo sistema (1.4)-(1.7): Problema 3. 
O operador A(p)l p > O dado em (1.12) corresponde ao operador A de Diekmann et 
al.(1984) no caso p = 1, o operador A(a)l O ::; a < 1 dado em (1.14) corresponde ao 
operador A de Vendite (1988, Cap. III (3.2.14) - (3.2.15)), enquanto que o operador 
Aa1 ,a2 dado em (1.16) corresponde (com a 1 = a 2 ) ao operador A de Vendite (1988, 
Cap. III (3.5.31)). 
Observamos que Vendite (1988) descreve o comportamento assintótico da sub-
população resistente R para o operador A(a) (Cap. III, Corolário 3.4.4) e o com-
portamento assintótico da sub-população duplamente resistente Rd para o caso do 
operador Aa,a (página 152). 
Neste capítulo nós obtivemos o comportamento assintótico da sub-população S para 
o operador A(a)( fórmula (1.33)) e para as sub-populações S, R1 e R2 no caso de 
Aa1 ,a2 (Teorema 1.5). Fomos levados á Definição 1.1 de distribuição de tamanho 
estável, a qual nos parece natural no caso de tais sistemas, e que generaliza a noção 
usual de distribuição de tamanho estável dada em Heijmans (1985, pág. 22), Arino 
(1992). Veja também, por exemplo, em Webb (1985); Gurtin et al. (1974); Hoppens-
teadt (1976), para o caso de distribuição de idades estável. 
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1.1 Considerações Iniciais. 
Supomos que cada célula da população é caracterizada por uma certa quantidade 
fisiológica e física, conservada, a qual pode ser medida. Tal quantidade será denomi-
nada tamanho e numericamente, a denotaremos por x. Por exemplo, x pode repre-
sentar volume, massa, quantidade de DNA de uma célula, etc. O tamanho x deve 
ser tal que, numa sub-população com mesmas características genéticas, células com 
mesmo tamanho sejam idênticas e, distintas, caso contrário. Assim, se numa massa 
tumoral, isto é, numa população de células tumorais, houver duas sub-populações 
geneticamente diferentes, uma denominada sensível e outra de resistente, em ambas, 
suas células caracterizadas fisiológica e fisicamente por uma mesma quantidade de 
tamanho x, podemos dizer que células sensíveis são distintas se seus tamanhos são 
diferentes, o mesmo ocorrendo com as resistentes. No entanto, um mesmo valor x 
pode representar células distintas, sendo uma sensível e outra resistente. 
O crescimento de cada célula sensível ou resistente da população é suposto deter-
minado como função unicamente de seu tamanho, em cada instante t, pela equação 
diferencial 
dx 
dt = g(x) 
sendo a taxa de crescimento g( x) a mesma para uma célula qualquer de tamanho x 
sensível ou resistente. A reprodução das células da população se dá por fissão binária 
em duas partes iguais. Isto significa que quando uma célula de tamanho x sofre fissão, 
ela dá origem a duas células filhas de tamanho x/2. A taxa de fissão das células da 
população, de tamanho x, em cada instante t, é dada por uma função não negativa, 
b( x). Esta é uma taxa per cápita, por unidade de tempo. 
A taxa com que as células da população de tamanho x, morrem, em cada instante t, 
é dada por uma função não negativa p(x). 
Com isto estamos considerando que todos os fatores importantes que interferem direta 
ou indiretamente no desenvolvimento de cada célula da população, pode ser resumido 
como função unicamente de seu tamanho x, e os demais, deprezados. 
0 tamanho X é suposto limitado e variando num intervalo 0 de nÚmeros reais não 
negativos. 
A distribuição de células da população em um intervalo de tamanho Ô' c O, num 
dado instante t, é dada por ~ n(t, x )dx onde n(t, x) representa a densidade de células 
lõ• 
da população de tamanho x em t. Esta integral representa o número de células da 
população com tamanho em 0', no instante t. A função n(t, x) deve ser integrável em 
n e Ô' uma parte mensurável de Ô. Das considerações acima, aplicando a lei geral 
de conservação da "massa" para uma população de células em questão, supondo 
regularidade suficiente das funções envolvidas, chega-se à equação de balanço. 
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• Equação para uma população de células se reproduzindo por fissão em duas 
partes iguais em que mães e filhas possuem a mesma constituição genética [Di-
ekmann et al. ( 1984)]: 
an a 
at (t,x) =- ax(.q(x)n(t,x))- Jl(x)n(t,x) 
(1.1) 
-b(x )n(t, x) + 4b(2x )n(t, 2x) 
onde g(x)n(t,x),Jl(x)n(t,x) e b(x)n(t,x) representam, respectivamente, o fluxo de 
crescimento, de morte e de fissão, de células da população com tamanho x no tempo 
t. O termo 2 .2b(2x )n( t, 2x) representam o fluxo de fissão de células de tamanho 2x 
no tempo t, originando cada uma, duas filhas de tamanho x. O outro fator 2, surge 
do fato de que o nascimento de células num intervalo [x, x + dx] por fissão, deve ser 
oriundo de um intervalo de tamanho [2x, 2x + 2dx]. 
• Sistema de equações para uma população de células tumorais constituída por 
duas sub-populações de células geneticamente distintas, sensíveis e resistentes 
[Vendite (1988)]: 
Vejamos o sistema no caso em que há uma certa proporção de células da sub-
população sensível, que no momento da reprodução, dá nascimento a duas filhas 
idênticas de característica genética resistente. Supondo que a taxa de mutação de 
células sensíveis em resistentes é um número a, O s; a< 1, a lei de balanço correspon-
dente para as sub-populações de células sensíveis e resistentes é dada pelo seguinte 
sistema: 
as a 
at (t, x) =-ax (g(x)s(t, x))- Jl(x)s(t, x)- b(x)s(t, x) 
(1.2) 
+4b(2x )s(t, 2x) -a· 4b(2x )s( t, 2x) 
a 
=-ax(g(x)r(t,x))- Jl(x)r(t,x)- b(x)r(t,x) 
(1.3) 
+4b(2x)r(t,2x) +a· 4b(2x)s(t,2x) 
onde s( t, x) e r( t, x) denotam respectivamente, as densidades de células sensíveis e 
de células resistentes da população tumoral de tamanho x, no tempo t. 
• Sistema de equações para uma população de células tumorais constituída 
por quatro sub-populações de células geneticamente distintas: sub-população 
sensível e a sub-população de resistentes se constitui de três sub-populações 
resistentes distintas (Vendite (1988)]: 
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Neste caso, a sub-população de células sensíveis possui células que podem se repro-
duzir dando nascimento a células de duas características genéticas distintas de células 
resistentes, digamos resistentes (ri) ou resistentes (r2). Assim, há uma proporção de 
células sensíveis mutando em resistentes (ri) com taxa de mutação a~, O ~ ai < 1, 
e há uma proporção de células sensíveis mutando em resistentes (r2), com taxa de 
mutação a 2 , O ~ a 2 < 1. Além disso, uma proporção da sub-população de células 
resistentes (ri) como de células resistentes (r2) se reproduz dando origem a células 
filhas resistentes, de características genéticas distintas de suas células-mãe, ditas du-
plamente resistentes (rd)· 
As taxas de mutação de células resistentes (ri) em (rd) e de resistentes (r2) em (rd) 
são supostas, respectivamente, a 2 e ai. 
Temos o seguinte esquema: 
s 
a1 ,/ "'-, G\'2 
ri r2 
G\'2 "'-, ,/ 0'1 
rd 
Destas notações, a lei de balanço correspondente para a população tumoral, em ter-
mos das sub-populações de células sensíveis e resistentes, pode ser escrita como o 
sistema de equações seguinte: 
as a 
at(t,x) =- ax(g(x)s(t,x)) -jt(x)s(t,x)- b(x)s(t,x) 
(1.4) 
+4b(2x)s(t, 2x)- ai· 4b(2x)s(t, 2x)- a2 · 4b(2x)s(t, 2x) 
a ri a 
at(t, X) = - ax(g(x)ri(t,x)) -jt(x)ri(t,x)- b(x)ri(t,x) 
(1.5) 
+4b(2x )ri (t, 2x) +ai · 4b(2x )s( t, 2x) - a 2 · 4b(2x )ri ( t, 2x) 
ar2 a 
at (t,x) = - ax(g(x)r2(t,x)) -jt(x)r2(t,x)- b(x)r2(t,x) 
(1.6) 
+4b(2x)r2(t, 2x) + a2 · 4b(2x)s(t, 2x)- ai· 4b(2x)r2(t, 2x) 
ard a 
at(t, x) = - ax(g(x)rd(t,x)) -jt(x)rd(t,x)- b(x)rd(t,x) 
(1. 7) 
+4b(2x)rd(t,2x) +ai· 4b(2x)r2(t,2x) + a 2 • 4b(2x)ri(t,2x) 
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onde s(t,x),r1(t,x),r2(t,x) e rd(t,x) denotam, respectivamente, a densidade de 
células sensíveis, resistentes (rt), (r2 ) e (rd) da população de células tumorais, de 
tamanho x, no tempo t. 
1.2 Os Modelos Considerados e sua Inter-
pretação 
Na descrição dos modelos relativos às leis de balanço do parágrafo anterior foram 
feitas as considerações seguintes: 
O tamanho normalizado máximo que uma célula da população pode atingir é x = 
1. Nenhuma célula da população poderá se reproduzir enquanto seu tamanho não 
ultrapassar um tamanho mínimo fixado a, a > O. Daípoder-se considerar que não 
haja na população, células com tamanho igual ou inferior à ~- Além disso, toda 
2 
célula, necessariamente se reproduz antes de alcançar o tamanho máximo. Assim, 
considera-se que a densidade de células de qualquer sub-população de tamanho ~ é 
nula, em qualquer tempo t, bem como não há fluxo de reprodução de células com 
tamanho 2x em qualquer tempo t, para células com tamanho x superior ou igual a~-
0 caso a ~ ~ impede que uma filha recém nascida possa se reproduzir nesse mesmo 
instante. Isto significa que o tamanho máximo de qualquer célula filha é inferior ao 
tamanho mínimo de qualquer célula mãe. Caso contrário, poderá existir reprodução 
em cadeia, em que uma das células filhas se reproduza no exato instante em que 
nasça, neste caso, poderíamos considerar que na verdade, sua mãe se reproduziu em 
4 células filhas. 
As leis de balanço do parágrafo precedente juntamente com as considerações acima, 
constituem os modelos propostos em Diekmann et al.(1984) e Vendite(1988), que 
passamos a descrever. 
Usaremos a notação: 
• Modelo para o crescimento de uma população de células se reproduzindo por 
fissão binária em duas partes iguais, em que mães e filhas são idênticas geneti-
camente (Diekmann et ai. (1984)]: 
Este modelo é dado, formalmente, pelo seguinte problema de valor inicial e de con-
torno 
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Problema 1: Achar n(t,x),t 2::: O,x E n tal que: 
â 
- âx(g(x)n(t,x)) 
-(J.L(x) + b(x))n(t, x) + 4b(2x)n(t, 2x) (t >O) (x E f2) 





(x E f2) 
A função b(x) deve ser nula sobre [i,a], positiva sobre o interior de (a,1), e deve 
tender ao infinito a uma certa taxa quando x j 1, dado que toda célula da po-
pulação necessariamente se reproduz antes de alcançar o tamanho x = 1. Além 
disso, 4b(2x)n(t, 2x) é identicamente nulo X E nl. 
• Modelo para o crescimento de uma população de células tumorais constituída 
por duas sub-populações de células, sensíveis e resistentes [Vendite (1988)]: 
Este modelo é dado, formalmente, pelo seguinte problema de valor inicial e de con-
torno 




- âx(g(x)s(t,x))- (J.L(x) + b(x))s(t,x) 
+ 4(1- a)b(2x)s(t,2x) (t > O) (x E f2) 
âr 
Ôt (t, X) 
â 
- âx(g(x)r(t,x))- (J.L(x) + b(x))r(t,x) 




r(t, 2)=0 (t >O) 
s(O,x) s0 (x) (x E f2) 
r(O,x) r 0 (x) (x E f2) 
Os termos envolvendo argumento 2x são nulos se x E f21 . 
• modelo para o crescimento de uma população de células tumorais constituída das 
sub-populações de células sensíveis, resistentes (r1 ), (r2 ) e (rd),[Vendite (1988)]: 
Este modelo é dado, formalmente, pelo seguinte 
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Problema 3: Achar s(t,x),r1(t,x),r2(t,x) e rd(t,x);t 2: O,x E n tais que: 
as a 
at(t,x) = - ax(g(x)s(t,x))- (u(x) + b(x))s(t,x) 
+4(1- a 1 - a 2)b(x)s(t,2x) (t > O)(x E O) 
art 
at (t,x) = 
a 
- ax(g(x)rt(t,x))- (JL(x) + b(x))rt(t,x) 




- ax(g(x)r2(t,x))- (JL(x) + b(x))r2(t,x) 
+4(1 - a 1 )b(2x )r2(t, 2x) + 4a2b(2x )s(t, 2x) (t > O) (x E O) 
ard 
at(t, x) = 
a 
- ax(g(x)rd(t,x))- (JL(x) + b(x))rd(t,x) 
+4b(2x )rd(t, 2x) + 4a1 b(2x )r2( t, 2x) 
+4a2b(2x)rt(t, 2x) (t > O) (x E O) 
s(t,~)= r 1 (t, ~) = r2 (t, ~) = rd (t, ~) =O (t >O) 
s(O,x)= s0 (x),r1(0,x) = r~(x),r2 (0,x) = rg(x) (x E O) 
rd(O,x)= r~(x) (x E 0) 
Os termos envolvendo o argumento 2x são nulos, se x E 0 1 . 
As funções g, JL e b nos modelos considerados anteriormente, são supostas dadas. Com 
vista a interpretação do desenvolvimento das células das populações em cada modelo, 
são feitas algumas hipóteses sobre elas. 
(H9 ) : g é contínua e estritamente positiva sobre O; 
(HJ.L) : JL é integrável e essencialmente não negativa sobre O; 
(Hb) : b é contínua sobre n \ {1}, identicamente nula sobre [~,a], estritamente 
positiva em (a, 1) e 
1
1-e-
lim b(x)dx = +oo. 
dO a 
• Função Desenvolvimento das Células. 
Da equação diferencial de crescimento de células em função do tamanho ~: = g(x), 
dx 
vem dt = g(x)" 
Seja G(x) a primitiva de g(
1
x) com G (~)=O. 
Então, 
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t = fx d(~) = G(x)- G(x(O)) 
lx(O) g <, 
pode ser interpretado como o tempo gasto para uma célula crescer do tamanho inicial 
x(O) em t =O até atingir o tamanho x = x(t); 
rtJ.(x(s))ds= rx f.t((~))de 
lo lx(O) g ., 
representa a proporção de células da população, de tamanho x(O) em t 
morrem antes de alcançar o tamanho x = x(t). 
Analogamente, 
r b(x(s))ds = r b((~))de, (x 2: x(O) 2: a) 
lo lx(O) g ., 
O que 
representa a proporção de células da população, de tamanho x(O) 2: a que sofrem 
fissão antes de alcançar o tamanho x = x(t). 
Podemos interpretar, respectivamente, 
( l x tJ.(Ç) ) f3(x) := exp - a g(e)de (1.8) 
e, 
( lx b( e) ) ( lx b( e) ) !(x):=exp- af2g(e)de =exp- a g(Ç)de (1.9) 
como a probabilidade de uma célula qualquer da população, crescer até o tamanho x 
sem morrer e, sem sofrer fissão. Daí, E(x) := f3(x)!(x) pode ser interpretada como 
a probabilidade de qualquer célula da população alcançar o tamanho x, sem morrer 
ou sofrer fissão. Temos E(~)= 1 e E(1) =O. Mais explicitamente 
E(x) = exp (-lx ~t(e) + b(e) de) . 
a/2 g(e) 
(1.10) 
A função, G : n ---+- [0, G(1 )] é continuamente diferenciável, estritamente crescente e 
a 
G(x) >o se X> 2" Sua inversa, G-1 : [O,G(1)]---+- n é continuamente diferenciável 
sobre [0, G(1)], é estritamente crescente e positiva. Usamos G-1 extendida à ( -oo, O) 
definindo 
G-1 (t) = ~' se t <O. 
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De t = G(x)- G(x(O)), vem X= c-1 (G(x(O)) + t), que é o tamanho de uma célula 
no tempo t em função de seu tamanho inicial. 
• Redução da Singularidade da Função de Fissão b. 
Embora, seja possível o estudo dos problemas nas formulações apresentadas, é natu-
ral se fazer uma mudança de variáveis formal, eliminando-se os termos lineares nas 
funções incógnitas com argumento x e, ao mesmo tempo tempo reduzindo a singula-
ridade de b. 
No Problema 1, fazendo a mudança de variáveis 
g(x) 
m(t,x) = E(x)n(t,x) 




m (t, ~) 
a 




mo(x) = E(x)4>(x) 
com E(x) dada em (1.10), 
g(x) b(2x) {1} 
k(x)=4E(x) g(2x)E(2x), xE!1o\ 2" 
e o termo k(x)m(t, 2x) é nulo se x E !11. 
Para o Problema 2, fazemos a mudança 
S(t,x) = g(x)s(t,x)/E(x) 
R( t, x) = g ( x) r ( t, x) /E ( x) 
conforme Vendite (1988), e somos levados ao 
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(t >O) 




(t > O)(x E O) Ft(t,x) - -g(x) fJxS(t,x) + (1- a)k(x)S(t,2x) 
fJR f) 
at(t,x) - -g(x) fJxR(t,x)) + k(x)R(t,2x) 
+ak(x)S(t,2x) (t > O) (x E O) 
s (t,i) =o ' R (t, i)= O (t >O) 
S(O,x) - S0 (x) = g(x) s0 (x) (x E 0) 
~ ~~~~ o R( O, X) (x E 0) - (x) = E(x{ (x) 
g(x) b(2x) {1} 
onde k(x) = 4E(x) g(2x)E(2x), X E no\ 2 e os termos k(x)S(t,2x) 
e k(x)R(t,2x) são nulos se X E nl. 
No Problema 3, fazendo a mudança de variáveis 
S(t,x) = g(x)s(t,x)/E(x) 
R1(t,x) = g(x)r1(t,x)jE(x) 
R2(t,x) = g(x)r2 (t,x)/E(x) 
Rd(t,x) = g(x)rd(t,x)/E(x), 










-g(x) axRt(t,x)) + (1- a 2)k(x)R1 (t,2x) 
+a1k(x)S(t,2x) (t > O)(x E n) 
aR2 a 
fjt(t,x) - -g(x) ax R2(t, x )) + (1 - a 1 )k(x )R2(t, 2x) 




-g(x) ax Rd(t, x)) + a2k(x)R1(t, 2x) 
+a1k(x)R2(t,2x) + k(x)Rd(t,2x) (t > O)(x E n) 
s (t,~) - Rt (t,~) = R2 (t,~) = Rd (t,~) =O (t >O) 
S(O, x) S0 (x) = g(x) s0 (x) 
E(x) 
(x E n) 
R1 (0,x) -
R!! g(x) o 
t(x) = E(x{t(x) (x E n) 
R2(0, x) - R!!. g(x) o 2(x) = E(x/2(x) (x E n) 
Rd (0, x) m g(x) o d(x) = E(x{d(x) (x E n) 
g(x) b(2x) {1} _ 
onde k(x) = 4 E(x) g(2x) E(2x ), X E no\ 2 e os termos com argumento 2x sao 
nulos se X E nl. 
Concluímos esta discussão fazendo algumas observações sobre a função k( x): 
i) k é uma função contínua, não negativa sobre no\ { ~} = [~, ~) e k ( ~) =O; 
1
1/2 
ii) k(x )dx < oo; 
a/2 
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iii) k (~) = lim k( x) pode ser nulo, um real positivo ou infinito. 
2 xft 
Verificação de ii): Com as notações de (1.8)-(1.10), E(x) = ,B(x )i(x) e podemos 
escrever 




1/2 b(2x) J:2"' !JfSlde 11/2 [ d l ( a) ( 1) = 2--e- a/2 9R! dx =- -!(2x) dx = 1 2 ·- -1 2 ·- =!(a)= 1. 
a/2 g(2x) a/2 dx 2 2 
Assim, 
11/2 ( g(x) ) a/2 k(x)dx~ máxn0 2E(x),B(2x) <oo. 
1.3 Problema de Cauchy Abstrato - Existência e 
Unicidade 
Nesta seção descrevemos as formulações como problemas de Cauchy abstratos so-
bre espaços de Banach de funções contínuas sobre n e os resultados de existência 
e unicidade obtidos em Diekmann et al.(1984) para o Problema 1' e em Vendite 
(1988) para os Problemas 2' e 3', usando a técnica de perturbação de semigrupos 
fortemente contínuos de operadores lineares limitados sobre espaços de Banach. 
• Caso do Ciclo Celular. 
Fixado um número real p > O definamos o operador linear não limitado 
(1.12) 
onde X denota o espaço das funções contínuas sobre n que se anulam em i' com a 
norma do supremo, com domínio D(P) = D(A(p)) dado por 
{ u E X: u E C1 (O\ { ~}), ~: (i) =O, 
limxrt ( -g( x) ~: ( x) + pk( x )u(2x)) e limx!t ( -g( x) ~: ( x)) existem e são iguais} 
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e tal que para todo u E D(P)' 
{ 
du 
-g(x)d(x) + pk(x)u(2x) 




Lema 1.1 ([Diekmann et al. (1984)}): A(P) é um operador fechado e D(p) é denso em 
X. 
O Problema 1' é formulado como o seguinte 
(PCA)t :Dada</> E D(p), achar m: [0, +oo)---+ X tal que: 
(i) m é contínua e m(t) E D(p) (t 2:: O). 
(ii) m : (0, +oo) ---+ X é diferenciável e 
com p = 1. 
{ 
dd~ (t) = A(p)m(t) (t >O) 
m(O) = </>. 
Teorema 1.1 ([Diekmann et a/.(1984)}): A(p) gera um semigrupo fortemente 
contínuo de operadores lineares limitados { etA(p) }t;::o de X, para cada p > O fixado. 
Assim, a função m(t; </>) := etA(Pl</> , t 2:: O define a solução de (PCAh no caso de 
</> E D(p)· No caso em que </> E X\ D(P)' a função m(·; </>) é a solução fraca ou 
generalizada de (PCA h. 
Dada </> E X, a solução m(·; </>) pode ser caracterizada como a única solução da 
equação integral 
m(t) = eBt<P + p fot eB(t-r)Cm(r)dr, t 2:: O 
onde, {eBt}t;::o, é o semigrupo de operadores lineares limitados de L1 (f2) dado por 
(1.13) 
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o qual preserva a imersão de X em L1 (f2) e C : X -+ L1 (f2) é o operador linear 
limitado, definido por 
(C</>)(x) = { ~(x)</>(2x) 
notando-se que a integral pertence à X e que o segundo membro define para T > O 
suficientemente pequeno, uma contração em C([O, T]; X). 
A equação integral é obtida escrevendo-se formalmente o (PCA h como 
{ 
dm 
- = (B+C)m 
dt 
m(O) = </> 
e usando-se a fórmula de variação de parâmetros. 
Denotando ainda eBt = T0(t),t ~O e Ti+I(t) = pf~T0(t- T)Ti(T)dT (i~ O, t ~ 0), 
podemos escrever 
00 
T(p)(t) := etA(p) = LTi(t) 
i=O 
onde esta série é convergente na norma de .C(X), uniformemente sobre intervalos da 
forma [0, T], para T > O. 
Lema 1.2 ([Diekmann et al. {1984)]): Para cada t > O, a série para T(p)(t) contém 
apenas um número finito de parcelas. 
A representação da solução pela série T(p)(t)</> = "'Lf::o Ti(t)</> é denominada, expansão 
em gerações posto que cada parcela Ti(t)</> representa a densidade das células da 
população, resultantes de exatamente i reproduções até o instante t. 
De éB = O se t ~ G(1) conclui-se que: 
Corolário 1.1 ({Diekmann et al.(1984)]}: Se g(2x) < 2g(x),x E f20 , e se t ~ G(1), 
então T(p)(t) é compacto. 
• Caso de duas Sub-Populações: Sensíveis e Resistentes. 
Consideremos para O ~a < 1, o operador linear não limitado 
A(a): X 2 -+ X 2 (1.14) 
com domínio D (A(a))dado por 
{u =(~)E X 2 : SE D(t-a),R E C1 (n \{~}),R'(~)= O,limx!t[-g(x)R'(x)] 
elimxrt[ak(x)S(2x)- g(x)R'(x) + k(x)R(2x)] existem e são iguais} 
14 
( 
-g(x)S'(x) + (1- a)k(x)S(2x) ) 
ak(x)S(2x) -- g(x)R'(x) + k(x)R(2x) (x E f!o) 
( 
-g(x) S'(x) ) (x E r!t). 
-g(x) R'(x) 
O Problema de Cauchy abstrato é (PCA)2: Dado U0 
U : (0, +oo) --+ X 2 contínua tal que 
(i) U(t) E D(A(a)), Vt ~ O. 
(ii) u : (0, +oo) --+ X 2 é diferenciável e 
{ 
d~ = A(a)U (t > O) 
U(O) = U0 • 
(~) E D(A(a)), achar 
Lema 1.3 ( [Vendite (1988)}): A(a)(O :S a< 1) é fechado e densamente definido em 
X2. 
Teorema 1.2 ([Vendite (1988)}): A(a)(O :S a < 1) é o gerador infinitesimal do 
semi-grupo fortemente contínuo { etÂ(a) h?:o de operadores lineares limitados de X 2 J 
dado por 
A solução U(t; U 0 ) = etAca>U0 onde U = (~), U 0 = (~) E X 2 é dada como a única 
solução da equação integral 
( 
etB o ) 
onde etB = O etB , t ~O ( etB de (1.13)), é um semi-grupo de operadores 
lineares limitados de L1 (f!) 2 que preserva a imersão de X 2 em L1 (f!)2 , 
é limitado. Aqui, A(a) foi formalmente pensado como B +C. 
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Explicitamente, esta equação integral é, em termos de suas componentes, 
S(t) = etBso + JJ e(t-r)B(1- a)C S(r)dr 
= etBS0 +(1-a)JJe(t-r)BC S(r)dr, (t 2 0). 
Já sabemos que, conforme o Teorema 1.1, 
A segunda componente é, 
R(t) = etB ~ + fot e(t-r)BC(R(r) + aS(r))dr, t 2 O. 
Temos que S: [O, T]--+ X, para T >O é bem definida e a aplicação .C: C([O, T]; X)--+ 
C([O, T]; X) dada por 
m(·) r-+ (.Cm)(t) = etB R0 + fot e(t-r)BC(m(r) + aS(r))dr 
é para T > O suficientemente pequeno, uma contração. De fato, se m 1 , m 2 E 
C([O, T]; X), 
Os argumentos da prova do Teorema 1.1, nos garante a afirmação. 
Assim, com S(t) = S(t; S0 ), temos que a única solução R(t; ~; S(·)) da equação 
integral existe. 
Podemos escrever ainda, 
e daí 
S(t) + R(t) = etBso + (1- a) f~ e<t-r)BC S(r)dr 
+ etB ~ + JJ e(t-r)BC R( r )dr + a JJ e(t-r)BC S( T )dr 
= etB(S0 +~)+f~ e(t-r)BC(S(r) + R(r))dr 
e como (S + R)(O) = S0 + R0 , pela unicidade da solução temos S(t) + R(t) 
etA(ll(S0 + ~) e portanto R(t) = etA{ll(S0 + ~)- etA(l-alS0 e obtemos assim, a 
solução para o (PCA)2. 
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Note que, de ( ~ ) E D(A(a)), vem que S +R E D(t)· Como os operadores etA(p) E 
.C( X), p > O, temos 
(1.15) 
' 
E imediato o seguinte: 
Corolário 1.2 ({Vendite (1988)}): Fixe a, O < a < 1. Se g(2x) < 2g(x ), para 
X E no, então etÁ(o) é compacto, se t ~ G(1). 
De fato: 
Basta considerar et.A(o) escrito na forma 
( etA~-o) ~ ) + ( etA(1) _ 0etA(l-o) ~ ) + ( ~ et~(l) ) · 
Dado que etB =O se t 2: G(1) e, com p = 1, p = 1- a respectivamente, usa-se o 
Corolário 1.1. 
Vejamos a expansão em gerações neste caso: 
Sejam para t ~O, To(t) = et8 U0 e 7i+I(t) = fot e(t-r)BC Ti(T)dT (i~ O). Então, para 
cada t ~ O, temos 
00 
et.AcalUo = L 7i(t), 
i=O 
com apenas um número finito de parcelas sendo To(t) =O e as demais parcelas 7i(t) 
compactas, se t ~ G(1). 
Mais explicitamente, 
onde To(t) = et8 U0 
Si+I(t) = (1- a) lot e(t-r)BCSi(T)dT 
~+t(t) = fot e(t-r)~CRi(T)dT +a fot e(t-r)BCSi(T)dT 
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e Si(t) (respectivamente: Ri(t)) representa a sub-população das células sensíveis (res-
pectivamente: resistentes) resultantes de exatamente i reproduções até o tempo t. 
• Caso de quatro sub-populações: Sensíveis (s) e Resistentes (r1 ), (r2 ) e 
(rd)· 
Consideramos: 
O S O::t < 1, O S 0::2 < 1 com O S O::t + 0::2 < 1. 
Considere operador linear não limitado 
Aal ,a2 : X4 -----+ X4 
de domínio D ( Aa1 ,a2 ) dado por 
e 
{ U = ( ~ ) E X': SE D<•-••-•'1' 
R1,R2,Rd E C1 (n \{H), 
~ (~) = ~ (~) =R~(~) =O, 
limxlt[a::tk(x)S(2x)- g(x)R~(x) + (1- a::2)k(x)R1 (2x)] 
e limx!t[-g(x)Ri(x)] existem e são iguais, 
limxlt[a::2k(x)S(2x)- g(x)R~(x) + (1- O::t)k(x)R2(2x)] 
e limx!t[-g(x)R~(x)] existem e são iguais, 
limxrt[a::2k(x)Rt(2x) + a1k(x)R2(2x)- g(x)R~(x) + k(x)Rd(2x)] } 
e limx!t[-g(x)R~(x)] existem e são iguais 
(1.16) 
a1 k(x)S(2x) g(x)Ri(x) + (1- a2)k(x)Rt(2x) ( n ) 
( 
-g(x)S'(x) + (1- a::1 - a2)k(x)S(2x) ) 
a2k(x)S(2x) g(x)R~(x) + (1- a1 )k(x)R2(2x) x E 0 
a2k(x)Rt(2x) + O::tk(x)R2(2x)- g(x)R~(x) + k(x)Rd(2x) 
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O problema de Cauchy abstrato é 
(PCA)3: Dado U0 = (~)E D(A. ,.,),achar U: [O,+oo)---+ X' contínua tal 
que 
(ii) u: (0, +oo) ~ X 4 é diferenciável e 
Teorema 1.3 ({Vendite (1988}}) Sejam O ~ O:t, 0:2 < 1 com 0:1 + a2 < l.Aa1 ,a2 é o 
gerador infinitesimal de um semi-grupo { é.Aa1oa2 }t;:::o fortemente contínuo de opera-
dores lineares limitados, que pode ser representado para cada t :2: O por 
etA(l-a1 -a2 ) o o o 
etA(l-a2) - etA(l-ai-a2) etA(l-a2) o o 
et.Aal ,a2 
etA(l-ai) - etA(l-al-a2) o etA(l-ai) o 
etA(l) _ etA(l-a2) etA(l) _ etA(l-a2) etA(l) _ etA(l-a1 ) e tA( I) -etA(l-ai) - etA(l-ai-a2) 
et.Aa1oa2 U0 = U(t) é a solução de (PCA) 3 . 
Os operadores et.Aai,a2 são definidos para U0 E X 4 por et.Aa1.a2 UO = U(t), t ~ O onde 
U(t) é a solução da equação integral 










Analizando a equação integral componente a componente, temos 
S(t) = éBso +f~ e(t--r)B(1- a1- a2)CS(T)dT 
= etBso + (1- a1- a2)f~ e(t--r)BCS(T)dT. 
Sabemos que a solução desta equação é 
As demais componetes são 
Rt(t) = etB J{f +f~ e(t--r)B((1- a2)CRt(T) + a1CS(T))dT 
= etB J{f + fJ e(t--r)BC((1- a 2)R1(T) + a1S(T))dT 
R2(t) = etB ~ + fJ e(t--r)B((1- at)CR2(T) + a2CS(T))dT 
= etB ~+f~ e(t--r)BC((1- a1)R2(T) + a2S(T))dT 
Rd(t) = etB m +f~ e(t--r)B(CRd(T) + a2CRt(T) + atCR2(T))dT 






Do mesmo modo que em (PCA )2 vemos que estas equações possuem soluções únicas 
em C([O, +oo ); X). 
Somando-se (1.17) e (1.19) temos 
S(t) + Rt(t) = etB(S0 + Jti) + (1- a 2 ) Jot e<t--r)BC(S(T) + Rt(T))dT 
e como no caso do (PCA h vemos que 
S(t) + Rt(t) = etA(1-a2)(S0 + Jti). (1.22) 
Somando-se (1.17) e (1.20) temos 




Finalmente, somando-se (1.17), (1.19)-(1.21) temos 
S(t) + R1(t) + R2(t) + Rd(t) = éB(S0 + 1tf + ~ + ~) 
+ Jd e(t--r)BC(S(r) + R1(r) + R2(r) + Rd(r))dr 
logo 
S(t) + R1(t) + R2(t) + Rd(t) = etA(l>(S0 + Jtt + ~ + ~). (1.24) 
Assim, a solução do (PCA h é 
Como os operadores etA(p) E .C(X), a solução fraca de (PCA)3 para U0 E X 4 é 
e tA" I ·"2 U0 dada por 
( é'<>-o,-o,) o o o 
etA(1-a2) - etA(l-al-<>2) etA(l-<>2) o o 
etA(1-a1 ) _ etA(l-a1-a2 ) o etA(l-a!) o 
etA(l) _ etA(1-a1 ) _ etA(1-a2) _ etA(1-a1-a2 ) etA(l) - etA(l-<>2) etA(l) _ etA(l-ai) etA(l) 
que se obtem distribuindo-se as fórmulas acima. 
Corolário 1.3 ({Vendite {1988)}): Fixe O :::; a~, a 2 < 1, a1 + a 2 < 1. 
Se g(2x) < 2g(x) para X E no, temos que etA"l>"2 é compacto se t ~ G(l). 
1.4 Distribuição de Tamanho Estável 
Na análise do comportamento assintótico da solução, é usada a teoria espectral do 
semi-grupo correspondente, ao invés da expansão em gerações (conforme Lema 1.2 
ou comentário após o Corolário 1.2) posto que o número de parcelas, embora finito, 
cresce com o crescimento do tempo. 
Por outro lado, sabemos da seção anterior que sob a condição g(2x) < 2g(x ), x E 
no= [~,~],os semi-grupos envolvidos são compactos para t ~ G(1) ( isto é, even-
tualmente compactos, segundo por exemplo Arino (1992); Diekmann et al.(1995) ). 
Além disso, como veremos doravante, com a suposição a 2: ~' o espectro de cada 
gerador infinitesimal é puramente pontual e discreto, daí, o espectro do semigrupo 
correspondente unido à O é igual a união de O e o conjunto exponencial do espectro do 
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) U" 
seu gerador infintesimal. Por sua vez, o gerador infinitesimal possui um auto-valor 
real estritamente maior do que a parte real de todos os seus demais auto-valores 
(auto-valor estritamente dominante) e o qual é simples (uma singularidade isolada 
do seu operador resolvente). Daí, existe uma decomposição do espaço, segundo a qual 
o semi-grupo é invariante, o que torna fácil estudar o comportamento assintótico do 
semi-grupo em questão, para tempos arbitrariamente grandes. Usamos neste capítulo 
básicamente os argumentos de Diekmann et al.(1984) e de Vendite (1988). Como re-
ferências complementares podemos citar também Diekmann et al. (1995, cap IV.2), 
Pazy (1983), Dautray et al. (1985), Schappacher (1983). Para a 2: O veja Heijmans 
(1985). 
Assim, como veremos, para o (PCA)I existe um auto-valor dominante de A(I) o 
qual é simples, nos permitindo decompor o espaço X em subespaços invariantes por 
T(t)( t) := etA(l), um de dimensão finita que nos dará uma distribuição estável e outro 
no qual T(l)(t) tem taxa de crescimento inferior a este auto-valor. Para os problemas 
(PCAh e (PCAh mostramos que existe uma distribuição de tamanho estável no 
sentido da definição seguinte: 
Definição 1.1 Seja A: yN -+ YN, N 2: 1 um operador linear de domínio D(A) C 
yN fechado com D(A) denso em yN. Consideremos o problema de Cauchy abstrato 
(PCA) { ~~ = Ay,t >O 
y(O) = </>o E yN 
onde A é um operador descrevendo a dinâmica de N sub-populações de uma população 
de células dependentes de tamanho. Existe uma distribuição de tamanho estável para 
o operador A se existe uma N - upla de números complexos ). = (Àt, · · ·, ÀN) e 
uma N- upla ps = (Pt, · · ·, Pfv) E .C(YN), tais que 'tl</>0 E YN, a solução y(t; </>0 ) de 
(PCA) se escreve como y(t, </>0 ) = ( Yt(t; 1>
0
) ) em que para cada i, temos Yi(t; </>0 ) = 
. YN(t, </>0 ) 
e>.;t Pt ( </>0 ) + zi( t, </>0 ) com limt-+oo e->.;t Zi( t; y0 ) = O. 
Neste caso, ps é dita uma distribuição de tamanho estável para o operador A. 
Observação 1.1 Um caso particular muito freqüente é aquele onde existe uma 
N -upla (yf, · · ·, yJ.v) E yN tais que para cada </>0 E YN, existe uma N - upla 
de constantes C = C ( </>0 ) dependendo apenas de </>0 , tal que para cada i, temos 
Yi(t; y0 ) = e>.'tCi( </>0 )yi + zi(t, y0 ). Neste caso, P/ ( ·) = C ( ·) Yi (i = 1, · · ·, N). 
Neste parágrafo é descrito o Corolário 7.2 de Diekmann et al. (1984) e é completado 
o Corolário 4.4 e os resultados das páginas 152-153 em Vendite (1988), segundo esta 
definição. 
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• Caso do Ciclo Celular. 
Espectro de A(p), O < p 
Por simplicidade, consideraremos a ?: ~-. 
i· 
O problema que vamos estudar, é o seguinte: 
Dada uma função f E X, queremos saber se existe À E ( eu E D(P) \{O} tal que 
Devemos achar u E D(p) tal que 
-g(x)u'(x) + pk(x)u(2x)- Àu(x) = f(x) (x E Oo) 
-g(x)u'(x)- Àu(x) = f(x) (x E Ot) 
Para X E n~, temos 
u(x) = e-'(G(t)-G(x))U (~) - r e-'(G(e)-G(x)) f(f.) df. . (1.25) 
2 lt g(Ç) 
De a ?: ~ temos que para Ç E 0 0, 2Ç 2: a 2: ~ logo 2Ç E f!1 e assim, desta fórmula 
u(2x) = e-'(G(t)-G(2x))U (~) _ rx e-'(G(e)-G(2x)) f( f.) df. 
2 }~ g(f.) 
logo, para x E 0 0 , a primeira equação pode ser escrita como 
-g(x)u'(x)- Àu(x) = J(x)- pk(x)u(2x) 
com o segundo membro conhecido. Sua solução é 
u( X) = p r e-'(G(e)-G(x)) k( Ç)u(2Ç) df. -1x e-'(G(e)-G(x)) f( Ç) df. 
} a/2 g( Ç) a/2 d( Ç) 
= _ {x e-'(G(e)-G(x)) f( f.) df. 
la/2 g(Ç) 
+p r e-'(G(e)-G(x))k(Ç) [e-'(G(t)-G(2e))u(~) _ { 2e e-'(G(77)-G(2e)) f(TJ) d'rj l df. 
Ja/2 2 Jl/2 g(TJ) g(Ç) 
=- fx e-'(G(e)-G(x)) [f( f.)+ pk(f.) {2e e-'(G(77)-G(2e)) f(TJ) dTj l _!}{_ 
la/2 Jl/2 g(TJ) g(Ç) 
+pu(~) e-'(G(t)-G(x)) {x e-'(G(2e)-G(e))k(Ç) df. ' 
2 la/2 g(Ç) 
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onde a expressão u(2Ç) foi usada. 
usando a notação, para X E no 
7r(À, X) = {x e,\(G{e)-G(2Ç))k(Ç) dÇ 
la/2 g(Ç) 
e 
(p(À, f, X) 
= {x e,\(G(Ç)-G(x)) [f(Ç) + pk(Ç) {2Ç e,\(G(7J)-G(2Ç)) f(rJ )-.!!!!__] _!}{_ 
la/2 Jl/2 g(ry) g(Ç) 
temos 
u(x) =pu(~) e,\(G(~)-G(x))7r(_\,x)- (p(À,f,x) (x E no) . (1.26) 
Da continuidade de u em x = ~' vem de (1.25) e (1.26), 





pu(~) 7l' (À,~) - (p (À, f,~) 
lim u(x) 
xrt 
(p7r (À,~) -1) u (~) = (p (À,f,~). 
Ainda, com 7l' (À,~) := 7r(À) e (p (À, f,~) := (p(À, f) 
temos 
onde, explicitamente 
7r(À) = {1/2 e,\(G(Ç)-G(2Ç)) k(Ç) dÇ 
la/2 g(Ç) 
e 
((À, f)= r/2 e,\(G(Ç)-G(t)) [f(Ç) + pk(Ç) {2Ç e,\(G(7J)-G(2Ç))f(7J) dry] !!L 
P la/2 Jl/2 g(ry) g(Ç) 
Em (1.27) temos dois casos a considerar: 
1 1 




No primeiro caso, u (~) = (p(À,f)j(p1r(À) -1) = u>. (~) é univocamente determi-
nado e portanto, existe u E D(P) \{O} solução do nosso problema: 
{ 
u;.. 0) e>.(G(t)-G(x))- Jt/2 e>.(G(Ç)-G(x)) f(Ç) 91~) (x E n1) 
u;..(x) = 
pu;.. 0) e>.(G(t)-G(x))7r(À, X)- (p(À, f, X) (x E no) 
Como u;.. depende continuamente de f, temos que À pertence ao conjunto resolvente 
de A(p) e u;.. = ( A(P) - À/)-1 f. 
Vemos explicitamente que (A(p) - À/)-1 é compacto. 
No segundo caso, como (p(À, f) =O se f= O, a equação (1.27) é satisfeita para u (~) 
qualquer, logo se 1r(À) = ~' com u (~) qualquer, por exemplo u;.. (~) = e->.a(t), 
temos que 
satisfaz 
daí, À é um auto-valor de A(p)· 
Como C é a reunião disjunta do espectro de A(p) e seu conjunto resolvente, temos 
que o espectro de A(p) é pontual: 
A equação 
é denominada equação característica de A(p)· 
Sendo 1r(À) analítica, temos que ap(A(p)) é um conjunto discreto. Além desse fato, 
segue-se da compacidade de T(p)(t) no caso g(2x) < 2g(x) para 
x E no=[~,~], para t 2: G(l), que em cada faixa vertical no plano complexo, existe 
apenas um número finito de auto-valores de A(p)· 
A posição dos auto-valores de A(p) é importante para análise do comportamento 
assintótico de T(p)(t). Com este fim, observa-se que, a restrição de 1r(À) ao eixo real 
é uma função estritamente decrescente, posto que a função Ç 1--t G(Ç) - G(2Ç) é 
estritamente negativa, lim 1r(À) = +oo e lim 1r(À) =O. 
>.--oo >.-+oo 
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Assim, existe um único real À1 satisfazendo 7r(ÀI) = ~· Além disso, À1 > O se 7r(O) < 
1 1 
- e À 1 ::::; O se 7r (O) 2 -. 
p p 
Lema 1.4 ({Diekmann et al. (1984)} ): Se g(2x) < 2g(x ), X E no então 
VÀ E ap(A(p)), À= À1 ou Re(À) < À1 • 
Como, em cada faixa vertical, por exemplo, À1 - 1 ::::; Re(À) ::::; À1 , existe apenas um 
número finito de À E ap(A(p)), nas hipóteses do Lema 1.4, temos: 
Corolário 1.4 ([Diekmann et al.(1984)]): "Existe é > O tal que para todo À E 
ap(A(p)), se À =f À1 , então Re(..x) ::::; À1 - é. " Além disso, À1 é uma raíz de 7r(À) = ~ 
p 
de multiplicidade 1 posto que 7r1(À1 ) < O. 
Distribuição de Tamanho Estável para (PCAh 
Suponhamos que g(2x) < 2g(x) para X E no. Sendo U.:\1 E D(p) a auto-função de 
A(p) correspondente a Àll temos que u.:\1 é também auto-função de T(p)(t) relativa ao 
auto-valor e.:\ 1t de T(P)(t). Então, de T(p)(t) compacto para t 2 G(1) temos que o 
espectro de T(p)(t) é discreto e na verdade a(T(P)(t)) = ap(T(p)(t)) ={O} U etu(A(p)) = 
{O} U {e.:\t: À E a(A(p))}, para t >O. Fixe t0 2 G(1). Então, de I Re(e.:\to) I 
=I eRe(.:\)tocos(Ima(À)t0 ) 1::::; eRe(.:\)to e do Lema 1.4 temos que a(T(p)(to)) é uma reunião 
disjunta dos conjuntos 
a~.:\1) = {J.L E a(T(p)(t0 )) :1 Re(p) I< e.:\ 1 t 0 } 
e 
ai.:\1) = {J.L E a(T(p)(to)) :I Re(p) 12 e.:\lto} = {e.:\lto}. 
Então, existe uma decomposição de X em soma direta X = X 1 E9 X 2 com X 1 = P X, 
onde Pé a projeção espectral associada ao conjunto {e.:\1 t0 }, 
xl = Nucl(A(p)- Àlld) = Nucl(T(p)(to)- etoÀl Id) =R. UÀ1 e, T(p)(to) lx2 
é tal que IIT(P)(to) lx2 11 < K e.:\1t0 , (K 2 1) e daí limt_.00 e-.:\1tiiT(p)(t) lx2 11 =O. 






Observação 1.3 : 
(i) Na discussão acima, fizemos uso da técnica empregada na prova do Teorema 
12 em {Schappacher(1983)}. 
(íí) Pu = ~ f ().I d- A(p))-1udÀ (resíduo no desenvolvimento de Laurent do ope-
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rador resolvente de A(p)l ( Àl d- A(p)) -l = - ( A(p) - À! d)-1 em torno de À = À1 ) 
(1.30) 
Aqui, r = fJB onde B = {À E ( :I À - Àl I::; r} intersepta o espectro de A(p) apenas 
em À1 , orientada no sentido anti-horário. 
Teorema 1.4 ([Diekmann et al.(1984, Corolário 7.4 )}): Suponha g(2x) < 2g(x), 
para X E no. Então, o (PCAh possui uma distribuição de tamanho estável. Para 
À= À1 , u = u,x 1 temos 
onde e--"1 to( e-"1t) -+ O quando t -+ oo, sendo C1 ( u0 ) = 
o(e-"1t) = T(p)(t)(I- P)uo. 
• Caso de Duas Sub-Populações Sensíveis e Resistentes. 
Espectro de A(a)' O < o: < 1. 
Supomos a::::: ~' neste parágrafo. 
Vamos estudar o problema seguinte: Dada f = ( j: ) E X 2 , para qua1s À E (, 
existem funções U = (~) E D(A(a)) satisfazendo A(a)U- ÀU =f? 
Mais explicitamente, vamos resolver o problema 
dU 
g(x) dx - ÀU(x) = f(x) 
g(x) ~~- ÀU(x) = f(x)- ( (l :~~~(x) 
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(x E ni) 
k~x) ) U(2x) (x E no). 
A solução em n1 é dada por 
daí, usando esta expressão) e do fato de X E no :::} 2x E n~, temos U(2x) conhecida 
para X E no, logo a soluç~cO U(x) em no é 
e.\(G(~)-G(x))u (~) --lx e.\(G(Ç)-G(x)) [!(f.)_ ( (1- a)k(f.)O) U(2Ç)l _!!{_ 
2 a/2 ak(f.)k(f.) g(Ç) 
ou ainda, deU(~) =O, 
e de 
se Ç E no, temos 
U(x) = e.\(G(t)-G(x)) lx e.\(G(Ç)-G(2Ç)) ( (1- a)k(f.) O ) U (~) _!!{_ 
a/2 ak(Ç) k(Ç) 2 g(Ç) 
-lx e.\(G(Ç)-G(x)) [J(Ç) + ( (1- a)k(f.) O ) { 2ç e.\(G(ry)-G(2Ç)) f(rt) dry ] dÇ 
a/2 ak( Ç) k( Ç) Jl/2 g( 'f/) g( Ç) · 
Ainda, podemos escrever U ( x) como 
-lx e.\(G(Ç)-G(x)) [f(Ç) + ( (1-a)k(Ç) 0 ) re e.\(G(ry)-G(20)f(rt)_!!j_l -.!!L. 
a/2 ak(Ç) k(Ç) A;2 g(ry) g (f.) 
De forma mais simplificada, temos 
U(x) = e.\(G(t)-G(x))K(À,x)U (~)- ((À,J,x) para X E no 
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onde 
?f- (À X) = ( ( l - a) 7r (À' X) ,.,. ( ?, X) ) (X E !1o) · 
· ' a1r(À,x) " "' 
A continuidade de U em x = ~ requer 
2 
lim U(x) = U (~) = 7T- (À,~) U (~)- ((À, f,~)= lim U(x) 
xen1 2 2 2 2 xen0 
x!t xrt 
ou seJa, 
temos dois casos a considerar: 
(a) 7T- (À,~) -Id não singular. 
(b) 7T- (À,~) -Id singular. 
Em (a), temos que 
e a função U>.(x) := U(x) correspondente é, 
U>.(X) = 2 lt/2 g(Ç) 
{ 
e>.(G(t)-G(x))U>. (~) - rx e>.(G(e)-G(x)) f(Ç) de (x E OI) 
e>.(G(t)-G(x))?f-(À,x)U>. (~)- ((À,f,x) (x E !1o) 
Note que, para cada À E C para o qual existe ( ?T-(À,!)- I d) -\ a correspondência 
f E X 2 ---t U;.. E D(A(a)) depende continuamente de f e define o operador resolvente 
(Àid- A(a))-1de A(a)· Assim, À E p(A(a)) {::} (?T-(À, !) - I)-l existe, onde p(A(a)) é 
o conjunto resolvente de A(a)· 
Em (b ), det ( ?T-(À, ~)-I d) =O. Notando que f = O implica ((À, f, x) = O, vemos 
que com U;.. (!) qualquer no núcleo de ?T-(À, !) - Id, a função 
U;..(x) = 2 
{ 
e>.(G(t)-G(x))U>. (~) (x E !11) 
e>.(G(t)-G(x))?f-(À, x )U>. (~) (x E !1o) 




>.E a(A(a)) {::} ((1- a)1r(>.) -1)(1r(>.) -1) =O (equação característica de A(a)) 
Temos 
Como 1r(>.) restrita ao eixo real é estritamente decrescente, existem únicos reais >. 1 e 
À2 tais que 1r(À1 ) = -
1
- e 1r(>.2) = 1 e além disso, de -
1
- > 1, temos >.1 < >.2. 1-a 1-a 
Mas, se g(2x) < 2g(x) (x E 0 0 ) temos etA(a) é compacto se t ~ G(1). Logo, 
1 -(a) Se 1r(>.) = --e>.=/= >.1 , entao Re (>.) < Àt. 1-a 
Distribuição de Tamanho Estável para (PCA h 
Existe uma decomposição de X 2 na forma, 
X 2 = Nucl(A(a)- >.2Id)(Blm(A(a)- >.2Id) 
= R· {U,\2 } EB Im(A(a)- À2ld) = P X 2 ffi(Id- P)X2, 
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onde Pu = ~ (f (>.Jd- A(a)t1d>.) u, sendo que r = aB com B = 
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{). E C : I). - >.21 ~ r} (r > O) , é orientada no sentido anti-horário, e intercepta 
(]" (A(a))apenas em À2. 
Assim, dado U0 E X 2 , podemos escrever etA<a>U0 = etA<a>PU0 + etA<a>(Jd- P)U0 = 
e>..2tftU0 + etA<a>(Jd- P)U0 com lim e->..2 t(etA<a>(Jd- P)U0 ) =O. 
t-+oo 
Observamos que para). E r, 
. ('1) (f1) onde ( = (
2 
, f = f
2 
, 
(1 (>.,f,~) = 11/2 e>..(G(Ç)-G(t)) [f1(Ç) + (1- a)k(Ç) {2Ç e>..(G(ry)-G(2Ç)) f1(T/) dry l dÇ 
2 a/2 }1/2 g(ry) g(f.) 
( (). f ~) - r/2 >..(G(Ç)-G(t)) [ f2(Ç) + ak(Ç) f12f2 e>..(G(ry)-G(2Ç)) f1(Tl)-!f!J l !!i_ 
2 
' '2 - la/2 e +k(Ç)J1j2 e>..(G(ry)-G( 2Ç))f2(T/) 91~) g(Ç)' 
Do desenvolvimento de Laurent para (>.Id- A(a))-1 em torno de >.2, temos 
Pu= {-;,~':\ti [(I(À,, u, ~)+(,(À,, u, ~l]} (R~,) 
ou ainda denotando o coeficiente por C2 (U), temos Pu = ( 
0 
) e daí, 
C2(U)R;..2 
• ( U1 ) (Id- P)U = U2- C2(U)R;..
2 
' 
logo de (1.15) 
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( 
O ) ( etA(l-alUo ) 
e>..2tC2(Uo)R>..2 + O t 
+ ( (etA(ll -eA(1-al)Uf+~tA(1l(U~-C2(Uo)R>..2)) 
onde em particular, 
e->..2t {(etA(l)- etA(l·-al)Uf + etA(ll(U~- C2(UO)R>..J}--+ O(t--+ oo). (1.31) 
Mas, de (1.28)-(1.30), com p = 1 -a, 




Logo, de (1.31) e (1.32) 
S(t; U0 ) = e>.. 1tC1(U0 )S>..1 +o( e>.. 1t) quando t--+ oo (1.33) 
(1.34) 
Neste caso vemos que as taxas de crescimento são distintas para cada sub-população, 
e isto completa o Corolário 4.4 em Vendite(1988), no caso pré-tratamento. 
• Caso de Quatro Sub-Populações: Sensíveis ( s) e Resistentes ( rt), ( r2 ) 
e (rd)· 
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Supomos O < O:t :::; 0:2 < O:t + o:2 < 1. 
O operador A,,,,, pode ser escrito para U = ( ~ ) em D(A,,,.,) na forma 
(AC> C> U)(x) = { -g(x)U'(x) + M(x)U(2x) (x E 0 0 ) 1
' 
2 -g(x)U'(x) (x E 0 1 ) 
onde para x E Oo, 
o 
(1 - a2 )k(x) 
o 
a 2 k(x) 
o 
o 
(1- a 1 )k(x) 
O:tk(x) 
o ) o o . 
k(x) 
Vamos estudar o problema: Dada f E X\ para quais À E ( , existe U = U>. E 
D( AC> 1 ,C> 2 ) tal que AC>l,C>2 U - .\U = f? 
Consideramos o caso a 2: ~'neste parágrafo. Resolvemos então em Ot, -g(x)U'(x)-
.\U(x) = f(x) cuja solução é 
U(x) = e>.(G(t)-G(x))U (!) - rx e>.(G(Ç)-G(x)) f(Ç) dÇ (x E Ot). 
2 lt/2 g(Ç) 
Em 0 0 , temos que resolver -g(x)U'(x)- .\U(x) = f(x)- M(x)U(2x) onde U(2x) é 
conhecida para X E Oo, pois sendo a 2: ~' 2x E nl. Usando u (i)= o, temos 
U(x) = -1x e>.(G(Ç)-G(x))(f(Ç)- M(Ç)U(2Ç)) dÇ ' 
a/2 g(Ç) 
para x E Oo. 
Usando nesta fórmula a expressão para U(2Ç), 2Ç E 0 1 , temos 
onde 
o 






(1- O:t)7r(À, X) 
O:t7r(.\,x) 
com 
11"(>,, X) = lx eÀ(G(Ç)-G(2Ç)) k( Ç) ~ ' 
a/2 g(Ç) 
Notação 1.2 Usaremos por simplicidade: 
Da continuidade de U(x) em x =~'vem 
Temos dois casos a considerar: 
(a) (71-M(À)- Id)- 1 existe. 
(b) (J!-M(À)- Id)- 1 não existe. 
Explicitamente, 71-M(À) -I d se escreve como 




(1- at)1r(À)- 1 
Q17r(À) 
UÀ(x) = [(Aa1 ,a2 - Àld)-
1!] (x) 
o ) o o . 
7r(À)- 1 
eÀ(G0)-G(x))uÀ (~)- r eÀ(G(Ç)-G(x))f(Ç) dÇ (x E nt) 
2 }1/2 g(Ç) 
eÀ(a(t)-G(x))J!-M(À,x)UÀ (~)- CM(À,f,x) (x E !1o) 
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No caso (b), vemos que com f= O, (M(À, f)= O e a equação (n-M(À)- Id)U (~) =O 
possui solução U>. ( ~) não trivial, isto é, se det( n-M(À)- I d) = O, ou equivalentemente, 
1 1 1 
7r(À) = ' 7r(À) = ' 7r(À) = ou 7r(À) = 1 
1 - O:t - 0:2 1 - O:t 1 - 0:2 
temos que, a função 
e>.(G(t)-G(x))U>. (~) 
e>.(G(t)-G(x))n-M(À, X )U>. (~) 
(x E nt) 
(x E no) 
é uma auto-função de Aa1 ,a2 relativa ao auto-valor À. O espectro de Aai.a2 é então 
uma reunião finita de zeros de funções analíticas, portanto, é um conjunto discreto, 
além disso, seu espectro é puramente pontual: 
É imediato se verificar que o resolvente de Aa1 ,a2 é compacto para cada À E p(Aa1 ,a2 ) 
o qual é constituído pelos À E (tais que det(n-M(À)-Id) #O. Como 1r(À) restrita à R 
é estritamente decrescente, lim 1r(À) = +oo e lim 1r(À) =O, existem reais únicos 
>.--= >.-+= 
1 1 
Àt, À2, À3, À4 satisfazendo 1r(À4) = 1, 1r(À3) = , 1r(À2) = e 7r(Àt) = 
1- O:t 1-0:2 
1 1 1 1 
-----.Como 1 < < < temos À1 < À2 ~ À3 < À4. 
1 - O:t - 0:2 1 - O:t - 1 - 0:2 1 - O:t - 0:2 
Lema 1.5 ([Vendite (1988)}): Seja Ào E R. Então, 
(i) Se À E (e 1r(À) = 1r(,\0), então Re(À) ~ À0 • 
(ii) Se g(2x) < 2g(x )(x E no), então se À E ( e 1r(À) = 1r(À0 ), 
tem-se À= Ào ou Re(À) < À0 • 
Suponha O < a1 < a2 < a1 + a2 < 1. 
Distribuição de Tamanho Estável para (PCA) 3 
Teorema 1.5 Se g(2x) < 2g(x) para X E no, existem S>.uRt>.2,R2>.3,Rd>.4 E X tais 
que, para toda U0 E X 4, podemos escrever 
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onde Ci(U0 ) é uma constante que depende apenas de U0 e, limt--.cx) e->.;tzi(t, U0 ) =O, 
para i=1,2,3,4. 
Este teorema completa os resultados das páginas 152 e 153 de Vendite (1988). 
Do Lema 1.5, temos que para todo À E a(Aa1 ,az}, se À -=/:- À4, então Re(,\) < À4. Daí, 
como etA,l•"2 é compacto e À4 é um pólo de ordem 1 do resolvente (Àld- Aa:-1 , 012 )-1 , 












->.4Id) 11 < Ke(>.4-S)t (t 2:: O) 
para algum 8 > O e algum K 2:: 1. 
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Assim, dado U0 E X 4 , U0 é decomposto na forma 
onde P denota a projeção sobre Nucl(Acq,a2 - )q] d). 
Daí, 
com 
lim e->..•t(etA,t•"2(Id- P)U0) =O. 
t-+oo 
Observamos que 
Em particular, a quarta componente de etAa1,a2 (I d- P)U0 também satisfaz 
lim e->..4 t([etA,t,<>2 (I d- P)U0 ]4 ) =O. 
t-+oo 
Denotemos por etA~},a2 o operador linear limitado de X 3 dado pela submatriz prin-
cipal de terceira ordem de etA,l •0 2. Então, 
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Assim, podemos escrever etAcr1.cr2 U0 igual a 
(3) 
{ etACI1•"2 t > O} é gerado pelo operador A(3 ) : X 3 ~ X 3 
' - 0!1 ,0!2 
onde 
-g(x) ( ~: r (x) (x E fl,) 
-g(x) ( ~: )' (x) + M(31(x) ( ~: ) (2x) (x E flo) 
M(3 ) é a sub-matriz principal de M de ordem 3. 
Desprezando a quarta componente nas fórmulas obtidas para o espectro de Aa1.a2 




onde A~~),a2 é a submatriz principal de Aa1 ,a2 de ordem 2, e { etAW,a2 }t~o é o semigrupo 






terceira coordenada de /Aa1 ,a2 ~~ 


















{2) ( uo ) 







Como no caso anterior, temos com 1r(.\2 ) = 
1 
e 1r(.\1 ) = 
1 





) é a auto-função de A~2 ) o relativa ao seu auto-valor estritamente dominante 1 1' 1 
,\2· 
Com isto podemos escrever, 
= e'''C,(U")Rn, (~) + ( 
onde 
lim e-.\2t ([etA~2},a2 ( Uf )] ) 0 
t-= U~- C2(U0 )Rt,.\2 2 = . 
A . A(t) -A qui, o 1,o2 - (l-o1-o2)· 




(x E Dt) 




Observação 1.4 : Ci(U0 ),zi(t,U0 ) para i= 1,· · · ,4 dependem somente das i pri-
meiras componentes de U0 . 
1 
Caso O :::; o:1 = 0:2 =o: < 2· 
Neste caso A(3 ) := A(3) é dado por 
' a1 ,o2 a,a 
( 
(3 ) ( U
1 
) ) ( _ (A(3) ) ) _ { -g(x)U'(x) (x E OI) 




Mi3l(x)= ak(x) (1-o:)k(x) 
ak(x) O 




(1- 2o:)7r(,\,x) O O ) 
71-M~a)(À,x)= a1r(À,x) (1-o:)7r(À,x) O , 
0:1r(À, X) 0 (1 - o:)7r(À, X) 
det(11-M<a>(À)- ld) = 0 {::} 1r(.\) = 
1 
ou 1r(À) = -
1
-. 
OI • 1 - 2o: 1 - (}: 
Sejam À1 < À2 com 1r(ÀI) = 
1 
, 1r(.\2) = -
1
-. 
1 - 2o: 1- 0: 
Ainda supondo g(2x) < 2g(x) (x E !10 ), temos que o núcleo Nucl(A~~~- .\2 Id) é 
gerado pelas auto-funções ut)' ui~) dadas por 
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(x E OI) 
(x E Oo). 
Assim, com .\3 = .\2 temos a distribuição de tamanho estável 
Temos, 
-e.x2an) A A 
C2(U
0
) = (1- a) 11"'(.\2) ([(M~3J(À2, U0)h + [(M~3)(À2, U0)h) 
-e.X2G(t) A A 
C3(U
0) = (1 -a) 71"'(.\2) ([(Mi3)(À2, U
0
)h + [(M~3)(À2, U0 )h) 
onde [(M~3J]i é a coordenada i de (M~3J· 
De fato, um cálculo direto mostra que ( 1r M~3J (À) - I d) - 1 
1 o 
(1 - 2a)7r(À)- 1 
-a1r( À) 1 
((1- 2a)7r(À)- 1)((1- a)1r(.\)- 1) (1- a)1r(.\)- 1 




U.x (~) = (7i-Mi3J(.\)- ld)-1(Mi3J(À,J) 






-mr(>.) ( ) . 
Em>. = >. 2 , ( ) ( ) vale 1 e para>. E p(AC: cJ, o desenvolvimento de Laurent 1 - 2a: 71" ), - 1 ' 
de (>..! d- A(3 ) )-1 onde 
a,o ' 
={ 




R( X) = (e1 )2 ->.2(G( l )-G(x)) (' ) -a e 2 7r ,..2,x 
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(x E OI) 
(x E Oo) 
(x E !11) 
(x E !1o). 
Capítulo 2 
Distribuição de Tamanho Estável 
em casos de Fármaco-Destruição 
Instantânea. O Efeito Impulso. 
Neste capítulo estamos supondo que a população tumoral está submetida a um tra-
tamento quimioterápico, o qual destrói instantaneamente uma fração constante da 
população sensível, no momento da aplicação da droga. 
Matematicamente, trata-se de estudar o comportamento assintótico das soluções de 
um sistema linear de equações diferenciais parciais sujeito a impulso em tempos fixa-
dos, como veremos em seguida. As considerações que fazemos neste capítulo não nos 
parece corrente na literatura. 
2.1 O Modelo Sujeito a Impulso 
Sejam Y um espaço de Banach, A: Y-+ Y um operador linear fechado de domínio 
D(A) denso em Y e seja H: Y-+ Yum operador linear limitado com D(A) invariante 
por H: H(D(A)) c D(A). 
Fixe uma seqüência t0 =O< t1 < · · · < tk < ···com lim tk = oo. 
k-+= 
Podemos colocar o seguinte problema: Dado y0 E D(A), achar y [0, +oo) -+ Y 
satisfazendo 
{ 
~y (t) = Ay(t) (O< t # tk) (k = 1,2· · ·) 
(PCI) y(o) = Yo 
(.6-y)(tk) = y(tk +O)- y(tk- O)= Hy(tk- O) (k = 1, 2 · · ·) 
Na verdade, devemos ter y: [tk-I, tk)-+ Y contínua, y(t) E D(A) para t # tk, limy(t) 
tftk 
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existe, y : (tk-b tk) --+ Y diferenciável e satisfazendo (PCI). Denotando y(tk +O) por 
y(tk), a condição sobre (~y)(tk) pode ser escrita como y(tk) = (Id + H)y(tk- 0). 
Estudaremos este problema nos seguintes casos : 
a) Y =X, A= A(P) (p > 0), tk = kr , Hm = -flpm. 
b) Y=XxX,A=A(a)(O<a<1),tk=kr,H(!) = ( -t;F ~) (!)· 
Em ambos os casos, T é um número real positivo fixado e /lF é constante, O < flF < 1. 
2.2 Caso do Ciclo Celular 
Fixado T > O, denotemos tk = kr, k = 1, 2, ···e seja /lF constante, O < flF < 1. O 
problema: 
{ 
d;: (t) = A(p)m(t) (O< t # tk, k = 1, 2, · · ·) 
m(O) =mo E X 
(~m )(tk) = -flpm(tk- O) (k = 1, 2, · · ·) 
pode ser resolvi do do seguinte modo: 
(i) Para O :::; t < t 1 podemos considerar m(t; m0 ) = etA(PJm0 e então, 
m(t1; mo) := m(t1 +O; mo) = (1- flF )et1A(Plm0 • 
(ii) Para t1:::; t < t2 temos m(t; m 0 ) = e(t-t1 )A(pJ(1- f1F)et1 A(PJm0 e daí 
m(t2; mo)= (1- flF )e(t2 -t1 )A(pJ(1- flF )et1A(Plm0 = (1- flF )
2et2 A<Plmo. 
Em geral, para todo k > 1, 
m(tk; mo):= m(tk +O; m 0 ) = (1- f1F)ket"A(PJm0 , se tk:::; t < tk+l· 
Se g(2x) < 2g(x) (x E !10 ), do Teorema 1.4 com m,x1 = u,xll podemos escrever 
logo, 
m(tk; mo) = (1 - /lF )k { cl (mo)et".\1 m,xl + et"A(p) (I d- P)mo} 
= ekln(l-J.Lp)+t~ç>.lCl(mo)m,xl + et"(~ln(l-J.Lp))et"A(pJ(!d- P)mo 
= et"(~ln(l-J.Lp)+>.l)Cl(mo)m,xl + et"(~ln(l-J.Lp))et"A(P!(Id- P)mo 
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onde limt-+oo e-t>..1 etA(p) (I d- P)m0 = O. 
Assim, 
lim e-t"(~~n(l-J.<F)+>..l) [et"(~ln(l-~-LF))et"A(Pl(Id- P)mo] = lim e-t">..1 et"A(Pl(Id-P)m0 =O. 
tk--+00 tk--+00 
Temos então, um teorema de distribuição de tamanho estável para o problema: m>.,1 
é a distribuição de tamanho estável e .!_fn(l - J.LF) + >.1 é o parâmetro malthusiano 
T 
da população. 
2.3 Caso de duas Sub-Populações: Sensíveis e 
Resistentes. 
Consideremos o operador A(a-) (O< a< 1), r > O fixado, tk = kr, k = 1, 2, · · · e J.LF 
constante, O < J.LF < 1. 
Considerando então um tratamento quimioterápico para uma população de células 
tumorais onde uma fração das células sensíveis existentes num determinado instante 
tk é destruída à uma taxa constante J.LF devida a aplicação de um fármaco "F", temos 
uma distribuição de tamanho estável para as sub-populações Se R dado no seguinte 
teorema. 
Teorema 2.1 Suponhag(2x) < 2g(x) paratodox E f20 • DadoU0 E X 2 comU0 ~O, 
podemos escrever para todo k ~ 1, 
onde a primeira e a segunda componente da segunda parcela do membro da direita 
desta igualdade são respectivamente o( e(~ In(l-JLF )+>..1 )kr) e o( e>..2 kr), quando k tende a 
+oo. 
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Prova. Na prova do teorema fazemos uso dos resultados que conduziram a existência 
das distribuições de tamanho estáveis para o operador A(a) dadas pelas fórmulas 
(1.33) (1.34) e explorando também o fato de ser etA(a) ( veja (1.15) ) um semi-
grupo fortemente contínuo de operadores lineares positivos :etA(al<jJ 2: O se <P 2: O. O 
problema: 
{ 
~~ (t) = A(a)U(t) (O < t f. tk, k = 1, 2, · · ·) 
U(O) = U0 E X 2 
(ó.U)(tk) = HU(tk- O) (k = 1, 2, · · ·) 
onde U = (~), U0 = (~~) e H = ( -bF ~ ) , pode ser resolvido do seguinte 
modo: 
(i) Para O::; t < t 1 consideramos U(t; U0 ) = etA<alU0 e então, 
(ii) Para t1::; t < t2 temos U(t; U0 ) = e(t-tl)A(al(ld + H)etlA(alU0 , e daí, podemos 
escrever 
(iii) Para todo k > 1 temos 
Daí, 
1 
U(tk- O; uo) = e(tk-tk_l)A(a) II (Id + H)e(t;-t;-dA(a)uo, 
j=k-1 
onde t0 =O, U(tk; U0 ) = U(tk +O; U0 ) = IJ~=k(I d + H)e(t;-tj-dA<alU0 • 
Usando tk = kT, ti = jT temos, 
De 
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onde L(t) denota o operador etA(l) - etA(l-a) para t ~O, vem: 
e, 
e2-rA(llL(r) + (1- f..lp)e-rA(llL(r)e-rA(l-a) 
+(1- f.l.F)2L(r)e2-rA(l-aJ 
( 
(1 _ f.l.F )4é-rA(l-a) 
= e3-rA(llL(r) + (1- f..lp)e2-rA(llL(r)e-rA(l-a) 
+(1 _ f..lF)2eTA(l-aJL(r)e2-rA(l-a) + (1 _ f..lF)3L(r)e3-rA(l-a) 
Em geral, para k ~ 1 
( 
(1 _ f.l.F )kéTA(l-a) 
[(I d + H)eTA(a)]k = 
L:j=l (1 - f.l.F )j-le(k-j)-rA(l) L( T )e(j-1)-rA(l-a) 
A Distribuição de Tamanho Estável 
Segundo a decomposição de X 2 descrita no estudo da distribuição estável para o 
operador A(a) na seção 1.4, temos: 
= (I d +H) (erA( a) [C2(U0 )R>.2 (~)]) +(I d + H)e-rA<aJ ( ug _ c~[uo)R>.2 ) 
= (I d +H) ( e-r>.2 C2(U0 )R>.2 (~)) +(I d + H)e-rA<aJ ( ug _ c~[uo)R>.2 ) • 
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Como (Id +H)(~) = (~) temos 
(Id + H)eTÂ(a)uo = e;À2C2(Uo)R>.2 (~) + (Id + H)eTÂ(a) ( u~- c~fuo)R>.2 ) ' 
onde usamos que e r A( a) R>.2 ( ~) = e r >.2 R>.2 ( ~) . Em particular, de 
vem 
[(I+ H)erA(a)]kUo 





lim e-h>.1 ehA(l-a)(Jd- P)Uf =O. 
k->oo 
Por outro lado, sendo Uf :2: O e (1 - JlF )8 ~ 1, temos para j = 1, · · ·, k 
0 ~ ((1- JlF)j-le(k-j)rA(l)L(r)e(j-l)rA(l-a))Uf ~ (e(k-j)rA(l>L(r)e(j-l)rA(l-a))Uf. 
Além disso, usando propriedades de semi-grupo, temos 
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Já sabemos também que limk_,.00 e-kr,\2 [L(kr)Uf + ekrA(ll(U~- C2 (U0 )R,\2 )] =O. Daí, 
e da desigualdade acima temos 
Finalmente, podemos escrever: 
onde a primeira e a segunda componente da última parcela são respectivamente 
o (e(~In(l-1-'F)+Àt)kr) e o(e,\2kr) quando k tende ao infinito. O 
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Capítulo 3 
Distribuição de Tamanho Estável 
em casos de Fármaco-Destruição 
Contínua. 
Neste capítulo estudaremos os modelos matemáticos para o crescimento tumoral e 
a resistência celular supondo que a população tumoral está sob tratamento quimio-
terápico contínuo, o qual destroi uma fração constante de cada população sensível ao 
longo do tempo. 
" 3.1 Tratamento com um Unico Fármaco. 
O modelo descrito neste parágrafo é uma variação do modelo sujeito a mutação de 
sensíveis em resistentes, onde na freqüência de mutação a, é incorporada também 
a mutação devida ao uso do fármaco, descrito em Vendite(1988, Cap. III) onde foi 
obtida uma distribuição de tamanho estável para a sub-população resistente. 
Obtemos um Teorema de Distribuição de Tamanho Estável (conforme as fórmulas 
(3.3)-(3.5) ) para o modelo, onde cada sub-população possui um comportamento 
assintótico próprio, que motivou a Definição 1.1, de distribuição de tamanho estável, 
a qual nos parece natural quando estão envolvidas mais de uma sub-população. 
Consideremos que a taxa de destruição devida a terapia com o uso de um fármaco 
F, em função do tamanho x de uma célula, seja uma função 1-LF(x),x E n, com 
Ü :::; /lF( X) :::; 1. 
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O modelo pode ser escrito como: 
as a 
at (t, x) =- ax (g(x)s(t, x))- (Jl(x) + b(x) + JlF(x))s(t, x) + 4(1- a)b(2x)s(t, 2x) 
ar a 
at (t, x) =- ax (g(x)r(t, x))- (Jl(x) + b(x))r(t, x) + 4b(2x)r(t, 2x) + 4ab(2x)s(t, 2x) 
s(O,x) = s0 (x),r(O,x) = r0 (x) (x E D) 
(t >O) 
onde os termos possuindo argumento 2x são nulos se X E nl. 
Além das hipóteses (H9 ), (Hf.L), (Hb), faremos a seguinte hipótese sobre JlF: 
(Hf.LF): JlF é integrável sobre n e essencialmente, o:::; Jl(x):::; 1 para X E n. 
Fazendo a mudança de variáveis 
g(x) g(x) 
s ( t' X) = E (X) 8 (X) s ( t' X)' R( t' X) = E (X { ( t' X) 
onde -1x Jlp(Ç)j{_ -1x Jl(Ç) + b(Ç) dÇ 
8(x) := e a/2 g(Ç) e E(x) =e a/2 g(Ç) , 
obtemos o seguinte problema transformado: 
as as 8(2x) 
Bt(t, x) = -g(x) âx (t, x) + (1- a)k(x) 8(x) S(t, 2x) 
aR aR 
at(t, x) = -g(x)~(t, x) + k(x )R(t, 2x) + ak(x)8(2x )S(t, 2x) 
S (t, ~) =R (t, ~) =O 
S(O,x) = s<'(x) = ~~li(x)s0(x) 
R(O,x) = ~(x) = E(x{0 (x) 
onde os termos com argumento 2x são nulos se X E nl. 
Podemos interpretar 
1x dÇ - (Jl(Ç) + b(Ç) + Jlp(Ç))-F(x) := (E8)(x) =e a/2 g(Ç) 
(t > 0, X E f2) 
(t > 0, X E f2) 
(t >O) 
(x E !1) 
(x E D) 
como a probabilidade de uma célula da população atingir o tamanho x, sem morrer, 
se reproduzir ou ser destruída pelo fármaco. 
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• Problema de Cauchy Abstrato 
Podemos reescrever o problema acima O)m U = (~), U0 = (~) na forma 
onde 
l 
:t U(t, x) = -g(x) :x U(t, x) + Mo:,F(x)U(t, 2x) 
u(t,~)=o 




(1 - a)k(x) 8(x) 
ak( x )8(2x) 
e o termo Mo:,F(x )U(t, 2x) _O se x E fh. 
Consideraremos este problema formulado em X 2 na forma: 
{ 
~~ (t) = Ao:,FU(t) (t > O) 
U(O) = U0 E X 2 
sendo o operador Ao:,F : X 2 ---+ X 2 dado por 
(t > 0, x E n) 
(t >O) 
(x E n) 
D(Ao:,F) = { U = (~) E X2 : S,R E C1 ( n \ {~}), S' (~)=R'(~)= O, 
limxlt [- g(x)U'(x) + Mo:,F(x)U(2x)] e limx!t [- g(x)U'(x)] existem e são iguais}, 
(Ao:,FU)(x) = -g(x)U'(x) + Mo:,F(x)U(2x) (x E n), para todo U E D(Ao:,F)· 
Teorema 3.1 ({Vendite(1988)}): O operador Ao:,F é o gerador infinitesimal de um 
semi-grupo fortemente contínuo { éAa,F}t>o de operadores lineares limitados de X 2 • 
Se g(2x) < 2g(x), para X E no, então et.Aa~F é compacto para t 2: G(l). 
Prova. De fato, para cada U0 E X 2 , para cada T > O, t ---+ ( efAa,F)U0 , para t E [0, T] 
é a única solução em C([O, T]; X 2 ) da equação integral 
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M . 1" . tB ( etB 0 ) , . d d 1" ais exp Icltamente, e = 
0 
etB e um semi-grupo e opera ores meares 
limitados de X\ dado no Teorema 1.2. Além disso et8 E .C(LI(0)2 ). O operador 
Cc.,F: X 2 ~ LI(0) 2 é linear contínuo, dado para U E X 2 , por 
(3.1) 
Então, faz sentido considerar para cada s ~ O, e88Cc.,FU como elemento de L1(0) 2 • 
De fato, dado U E C([O, T]; X 2), temos verdadeiramente, para cada t E [0, T], uma 
função T I-+ e(t-r)BCc.,FU( T ), de [0, t] com valores em L1 (0)2 ' definida para cada X E n 
por 
(e(t-r)BCc.,FU(T))(x) = (Cc.,FU(T))(G- 1(G(x)- t + T)) 
= Mc.,F(G- 1(G(x)- t + T))U(T)(2G- 1(G(x)- t + T)). 
Mostra-se que, se U E C([O, T]; X 2), fci e(t-r)BCc.,FU( T )dT E X 2 e que t E [0, T] ~ 
fci e(t-r)BCc.,FU(T)dT é um elemento de C([O, T]; X 2). Além disso, para T >O sufici-
entemente pequeno, a aplicação 
é uma contração. Assim, a equação integral acima possui uma única solução, a qual 
depende continuamente de U0 E X 2 • Denotando-se tal solução por U(t; U0 ), a qual 
pode ser extendida para todo t ~ O usando-se argumentos de continuação, define-se 
Com efeito: A expressão 
(e(t-r)BCc.,FU(T))(x) = Mc.,F(G- 1(G(x)- t + T))U(T)(2G-I(G(x)- t + T)) 
com U(T) = (~~~D' é dada para c-1(G(x)- t + T) <~por 
_ 1 <5(2G-
1(G(x)-t+T)) _1 
(1- a)k(G (G(x)- t + T)) h(G-I(G(x) _ t + T)) S(T)(2G (G(x)- t + T)) 
ak(G-1 (G(x)- t + T))<5(2G-1(G(x)- t + T))S(T)(2G- 1(G(x)- t + T))+ 
+k(G-1(G(x)- t + T))R(T)(2G- 1 (G(x)- t + T)) 
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e é igual a o, se a-l ( G( X) - t + T) 2: ~· A equação integral é 
S(t)(x) = (etBS0 )(x) + (1- a) fot k(Ç) 8i~e; S(r)(2e)dr 
R(t)(x) = (éB ~)(x) + lt k(e)R(r)(2Ç)dr +a lt k(Ç)8(2Ç)S(r)(2Ç)dr 
onde 
e= c- 1 (G(x)- t +r) e TE (0, t] ~e E (G-1 (G(x)- t),x]. (3.2) 
1 
Note que de (3.1), S(t)(x) = (etBS0 )(x) e R(t)(x) = (etB~)(x) se e 2: 2· Em 
particular, S(t)(x) = (etBS0 )(x) e R(t)(x) = (etB ~)(x) se G-1 (G(x)- t) 2_ ~isto é, 
G(x)- G 0) 2: t. Sendo T = G(Ç)- G(x) + t, então dr = g~~), e daí, 
S(t)x = ( etB S 0 )(x ), no caso G(x) - G 0) 2: t ex 2: ~· 
S(t)x = (etBS0 )(x) + [x (1- a)k(Ç)
8!(2f)) S(G(e)- G(x) + t)(2Ç) d(:) no 
la-l(G(x)-t) u ., g ., 
caso G( x) - G ( ~) ~ t e x ~ ~. 
Se G(x)- G (~) ~te x 2: ~então, a integral é sobre [a-1 (G(x)- t), ~],tendo em 
vista (3.2). 
Da integrabilidade de k(e) 
8i~eei, temos que para T > O suficientemente pequeno, a 
expressão acima define uma contração de C((O, T]; X), portanto, esta equação integral 
possui solução única para s e define um semi-grupo etA(l-a),F S0 = S(t; S 0 ), t 2: o. 
Aqui, A(l-a),F : X ~ X é o operador dado por 
D(A(l-a),F) = {SE X: (~) E D(Aa,F)}, 
{ 
1 8(2x) 
(A(l-a),FS)(x) = -g(x)S (x) + (1- a)k(x) c5(x) S(2x) (x E no) 
-g(x)S'(x) (x E nt). 
Para este operador também vale a seguinte 
Observação 3.1 Se g(2x) < 2g(x)(x E no), então eA(l-a),F é compacto se t 2: G(1). 
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Para a segunda equação temos: 
R(t)(x) = (etB Jf)(x) no caso G(x)- G (~) 2: te x 2: ~· 
Para G(x)- G (~) :::; t, 
R(t)(x) = (etB R0 )(x) + f~-l(G(x)-t) k(Ç)R(G(Ç)- G(x) + t)(2Ç) g~:) 
+af~-l(G(x)-t) k(Ç)8(2Ç)S(G(Ç)- G(x) + t)(2Ç) g~:). 
A integral é sobre [a-1(G(x)- t), ~] se x 2: ~· 
Isto mostra que para T > O suficientemente pequeno, dado que S( T) é conhecida, 
existe uma única solução: 
R(t; U0 ) = etB ~ + lat e(t-r)Bc R(r)dr +a lat e(t-r)BCtS(r)dr 
d S X (c S)( ) 
_ { k(x )8(2x )S(2x) (x E no) 
on e para E ' 1 X - o (X E nt) 
Podemos ainda escrever 
R(t) = etA(l)jf +a kt e(t-r)BC1S(r)dr 
S(t) = etA(l-a),F S0 = etB S0 + (1 -a) fot e(t-r)BCFS( T )dr 
d S X (c S)( ) _ k(x)~( ) S(2x) (x E no) 
{ 
8(2x) 
on e para E , F x - u x . 
O (x E nt) 
Assim, denotando para t 2: O, Lt : X --t X tal que para todo S0 E X, associa 
LtS0 = fot e(t-r)BCtS(r)dr = kt e(t-r)BC1(erA(l-a),FS0 )dr, 
temos de [Vendite(1988)], que no caso g(2x) < 2g(x) (x E no), Lt é compacta se 
t 2: G(l). Então, neste caso, também 
é compacto se t 2: G(l). O 
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• O Espectro de Aa,F ( O<a<l). 
Supomos neste parágrafo a~ ~· 
Vamos estudar o seguinte problema par2, o operador Aa,F: 
Dada f E X 2, para quais À E C, existe U E D(Aa,F) satisfazendo Aa,FU- ÀU =f? 
Esta equação se escreve: 
{ 
-g(x)U'(x)- ÀU(x) = f(x) (x E nt) 
-g(x)U'(x)- ÀU(x) = f(x)- Ma,F(x)U(2x) (x E no) 
A solução em n1 é dada por 
U(x) = e>.(G(t)-G(x))ij (~)- rx e>.(G(Ç)-G(x))f(Ç) dE, (x E nt). 
2 lt/2 g(Ç) 
Daí, para f, E no, 2f, E n 1 e neste caso 
U(2f,) = e>.(G(t)-G(2Ç))ij (~)- [2Ç e>.(G(ry)-G(2Ç))f(ry)dry(Ç E no). 
2 lt;2 g(ry) 
Por outro lado, a solução da segunda equação em no é 
U(x) = - r e>.(G(Ç)-G(x)) f(f,) df, + r e>.(G(Ç)-G(x)) Ma,F(f,)U(2f,) df, 
Ja/2 g(f,) Ja/2 g(f,) 
= _ r e>.(G(Ç)-G(x))f(f,) df, + e>.G(~)-G(x)) {x e>.(G(Ç)-G(2Ç))MaF(f,)U (~) _!}{_ 
Ja/2 g(f,) Ja/2 ' 2 g(f,) 
- rx e>.(G(Ç)-G(x)) Ma,F( f,) ( [2Ç e>.(G(ry)-G(2Ç)) f("') dry ) df, 
Ja/2 Jl/2 g( T/) g( Ç) 
= e>.(G(t)-G(x)),r a,F(À, X )U (~) - Ca,F(À, f, X), 
onde 
(1- a)lx e>.(G(Ç)-G(2Ç))k(f,) ó(2f,) df, O 
a/2 ó(f,) g(f,) 
1f et,F( À, X) = 




Ca,F( À, f, X) = 1x e>.(G(Ç)-G(x)) [f( f,) + Ma,F( f,) ( re e>.(G(ry)-G(2Ç)) f("') dry) l _!}{_. 
a/2 Jl/2 g( T/) g( f,) 
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Usaremos a notação seguinte: 
A continuidade de U em x = ~ nos conduz a equação de compatibilidade seguinte: 
daí, 
Denotando, 
7rF(À x) ·= fx e.\(G(e)-G(2e))k(t)b(2f,) df, 7rF(À) ·= 7rF (À ~) 
' . la/2 <, b(Ç) g(f,)' • '2 ' 
temos 
A (' ) _ ( (1- o:)7rF(.\,x) O ) A (') ( (1- o:)7rF(À) O ) 
7r a,F A, X - 0:7rl (À, X) 1r(.\, X) e 7r a,F A = 0:7rl( .\) 1r(.\) · 
Na equação de compatibilidade, temos 
det( K a,F(À) - I d) =f- O OU det( -R-a,F( À) - I d) = O. 
Se À E { e verifica a primeira condição, temos com 
onde 
1 o 
-0:7rl (.\) 1 
((1- o:)7rF(À)- 1){7r(À)- 1) 7r(À)- 1 
60 
que a solução do problema é 
e,\G(t)-G(x))ij,\ (~) - [X e,\(G(e)-G(x)) f(Ç) df. (x E nt) 
2 lt/2 g(Ç) 
e,\G(t)-G(x)),n·a,F(À,x)U,\ (~)- Ca,F(J..,f,x) (x E no) 
sendo 
(1 - a)1rp(>.) - 1 
-a?rt(>.)[Ca,F(À, J)]t + [Ca,F(>., !)]2 
((1- a)1rp(J..)- l)(1r(À) -1) 1r(>.) -1 
Assim, ). E p(Aa,F) : (,\I d- Aa,F t 1 existe e depende continuamente de f. No caso, 
det(ira,F(J..)- Id) =O, isto é, 1r(J..) = 1 ou 7rp(J..) = -
1
- temos que com f= O, a 
1-a 
equação de compatibilidade é satisfeita com U,\ (~) no núcleo de fra,F(J..)- Id. 
1 
Para 1r(>.) = 1 ou 1rF(À) = --temos, com f= O que 
1-a 
(x E no) 
é auto-função de Aa,F relativa ao auto valor À: 
a(Aa,F) = ap(Aa,F) = {À E { : 7r(À) = 1 ou 7rp(À) = l ~a}· 
A restrição de 1r(J..) e de 7rp(À) à reta real são funções estritamente decrescentes 
1rp( -oo) = +oo e 1r ( -oo) = +oo. Também segue-se de 
8(2Ç) ( {2e JlF( 'f]) ) 
O~ JlF(x) ~ 1 que O< ó(Ç) = exp - le g(TJ) d'fJ ~ 1 e portanto, 1rp(J..) ~ 1r(J..). 








Prova. Sendo 7rF(À) decrescente e 7rF(À) :::; 1r(À) vem 
1 
_a = 7rF(Àt) :::; 1r(Àt). Mas, 
1r(À2) = 1 < -
1
- :::; 1r(Àt), ou seja, 1r(À2) < 1r(Àt) e portanto À1 < À2. O 1-a 
Lema 3.2 Se g(2x) < 2g(x), para X E no, então: 
(i} Se À E C satisfaz 1r(À) = 1, então À = À2 ou Re(À) < À2. 
(ii) se À E C satisfaz 7rF(À) = -
1
-, então À= À1 ou Re(À) < À1 . 
1-a 




Temos 7rF(À2) :::; 1r(À2) = 1 < 
1 
~a .".(1 - a)7rF(À2) - 1 < O daí, U{2 (~) =O e 
portanto U>.2 (~) = (~)·Tomando c= e->.2 G(t) temos U>.2(x) = R>.2 (x)(~) onde 
- { e->.2G(x) (x E !11) 
R>.2 (x)- e->.2G(x)1r(À2,x) (xEOo) · 
Para o operador A(1-a),F, cuja equação de compatibilidade é ((1 - a)7rF(À) -




[Ca,F(À, f, X )]1 
= J:/2 e>.(G(Ç)-G(x)) [ft(f.) + (1- a)7rF(À,Ç) {2Ç e>.(G(ry)-G(2Ç)) ft(TJ) d7] l _5_ 
Jl/2 g(1J) g(f.) 
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e 
S;.. (~) = [Ca,F(\ J)]1/((1-a)1r(>.)-1)· 
Daí, com f= O,os zeros de 7rF(>.) = 1 ~,; definem as auto-funções de A(l-a),F· em 
particular, para>.= >.1 temos com S;..1 (~) = e->.1G(t) ,2 
{ 
e>.tG(x) (x E f!t) 
S;..Jx) = (1- a)e_;,tG(x)1rF(Àt,x) (x E no) 
• Distribuição Estável para Aa,F 
1 
Teorema 3.2 Sejam fixadas as constantes reais a e a, sendo O < a< 1 e 2 ::; a < 1. 
Suponhamos g(2x) < 2g( x )( x E no). Então, existem constantes reais >.1 < >. 2 e 
a , 
funções reais não negativas S;..P R;..2 com S;..1 (x) > O, R;..2 (x) > O para x > 2, tazs 
que, para cada U0 = (gD E X 2 , temos para todo t ~O, 
com 
Prova. 
Para U0 = (~~) E X 2 , podemos escrever 
com 







Por outro lado, 
onde 







Este resultado completa o Corolário 4.4 de Vendite(1988). 
3.2 Tratamento com Associação Alternada de 
Dois Fármacos "Non-Cross Resistants". 
Suponhamos uma terapia alternada com dois fármacos distintos (!0 ) e (!I) com taxas 
de destruição em função do tamanho, dadas por J.Lo(x) e J.L1 (x) respectivamente, O~ 
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f.lo(x), f.l 1 (x) ~ 1, os quais não são empregados simultaneamente, devido ao problema 
de toxicidade. Supomos que o fármaco (!0 ), quando aplicado num intervalo de tempo, 
atua somente sobre as sub-populações (s) e (r2) enquanto que o fármaco (h) atua 
somente sobre as sub-populações (s) e (r1 ). Cada fármaco é igualmente ativo sobre 
as sub-populações em que o mesmo atua. Consideramos que haja uma proporção 
da sub-população de células sensíveis ( s) mutando em células resistentes (ri) com 
taxa de mutação a 1 (O~ a 1 < 1) e haja uma proporção da sub-população de células 
sensíveis que muta em células resistentes (r2) com taxa de mutação a 2 (O~ a2 < 1). 
Além disso, uma proporção de células resistentes (ri) muta em células resistentes (rd) 
e uma proporção de células resistentes (r2 ) muta em células resistentes (rd) com taxas 
de mutação respectivamente a 2 e a 1 . 
Sejamln = (nT,(n+1)T),n = 0,1,2,··· osintervalosdetemponT < t < (n+1)T,T > 
O, sobre os quais, a terapia será aplicada. 















- ax(g(x)s(t,x))- (f.l(x) + b(x) + f.lo(x))s(t,x) 
4(1 - a 1 - a 2)b(2x )s( t, 2x) 
a 
- ox(g(x)r!(t,x))- (f.l(x) + b(x))r!(t,x) 
4(1- a 2)b(2x)r1(t,2x) +4a1 b(2x)s(t,2x) 
a 
- ox(g(x)r2(t,x))- (f.l(x) + b(x) + f.lo(x))r2(t,x) 
4(1 - a 1 )b(2x )r2( t, 2x) + 4a2b(2x )s( t, 2x) 
a 
- ox(g(x)rd(t,x))- (f.l(x) + b(x))rd(t,x) 
4b(2x)rd(t, 2x) + 4a2b(2x)r1(t, 2x) + 4a1 b(2x)r2(t, 2x) 
Em regime de terapia com (fi) no intervalo de tempo Jn, n Ímpar, a população 
tumoral evolui da seguinte forma: 
os 












- ox(g(x)s(t,x))- (f.l(x) + b(x) + f.li(x))s(t,x) 
4(1- a 1 - a 2)b(2x)s(t,2x) a 
- ox(g(x)ri(t,x))- (f.l(x) + b(x)) + f.lt(x))rt(t,x) 
4(1- a 2)b(2x)r1(t, 2x) + 4a1b(2x)s(t, 2x) 
a 
- OX(g(x)r2(t,x))- (f.l(X) + b(x))r2(t,x) 
4(1 - a1 )b(2x )r2( t, 2x) + 4a2b(2x )s( t, 2x) a 
- ax(g(x)rd(t,x))- (f.l(x) + b(x))rd(t,x) 
4b(2x )rd(t, 2x) + 4a2b(2x )rt (t, 2x) + 4at b(2x )r2(t, 2x) 
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Definamos para t 2:: o e X E n: 
J.L(J)(t, X)= J.L{fo)(t, X)+ J.l(ft)(t, X) 
onde para k =O, 1, 2, · · ·, 
{ 
J.Lo(x) 
J.L{fo)(t, X) = O 
(t E J2k) { O (tE J2k) 
( J ) eJ.L(h)(t,x)= ~~l(x) ( J ) t E 2k+t ,., t E zk+t 
Em resumo, 
para k = 0,1,2,···. 
Assim, com alternância de fármacos nos intervalos de tempo: (!0 ) em J2k e (!1 ) em 
J2k+1 ( k = O, 1, 2, · · ·) , podemos escrever a evolução da seguinte maneira: 
as a 
at(t,x) = - ax(g(x)s(t,x))- (p(x) + b(x) + J.L(f)(t,x))s(t,x) 




- ax(g(x)ri(t,x))- (p(x) + b(x)) + J.l(ft)(t,x))ri(t,x) 
+ 4(1- a2)b(2x)r1(t, 2x) + 4a1b(2x)s(t, 2x) 
ar2 a 
at(t,x) - - ax(g(x)r2(t,x))- (p(x) + b(x) + J.L(fo)(t,x))r2(t,x) 




- ax (g(x)rd(t, x))- (p(x) + b(x))rd(t, x) + 4b(2x)rd(t, 2x) 
+ 4a2b(2x )r1 ( t, 2x) + 4a1 b(2x )r2( t, 2x) 
Os termos envolvendo argumento 2x são nulos para X E nl. 
De forma mais simplificada, podemos escrever o sistema, para u = ( ~: ) , na forma 
a a 
atu(t,x) =-ax(g(x)u(t,x))- N<n(t,x)u(t,x) + M(x)u(t,2x) (t 2:: O,x E !1) 
com 
o 






(1 - at)b(2x) 
a 1 b(2x) 
e 
( 








onde M(x)u(t,2x) =O para t ~O se x ~ 2· 
o 
o 
(p + b) + Jl(fo) 
o 
Vamos estudar o problema de evolução para este sistema na forma transformada, 
como um problema de Cauchy abstrato no espaço X 4 • Como o nosso interesse é 
no comportamento das soluções para tempos arbitrariamente grandes, vamos em 
primeiro lugar estudar separadamente cada operador constante para t em J2k e t em 
J2k+I, respectivamente. 
Seja N(n(x) a matriz Nu)(t,x) para tE J2k, e Nln(x) a correspondente matriz para 
t E J2k+I, ou seja, 
( 
JL(x) + b(x) + Jlo(x) 




p(x) + b(x) + f.li(x) 
Nln(x) = ~ 
o 
O problema geral é o seguinte 
o 






p(x) + b(x) + Jlo(x) 
o 




p(x) + b(x) 
o o 
8t u(t, x) = - ax (g(x )u(t, x)- Nu)(t, x )u(t, x) + M(x )u(t, 2x) 
l 
a a 
(P) u (t, ~) =O 
u(O,x) = u0 (x) 
e os problemas parciais são 
(t > O,x E O) 
(t >O) 
(x E 0) 
l 
:tu(t,x) =- :x(g(x)u(t,x))- N(n(x)u(t,x) + M(x)u(t,2x) (t > O,x E O) 
(Po) u (t, ~) =O (t > O) 





ât u(t, x) =- âx (g(x)u(t, x))- N(1f)(x)u(t, x) + M(x)u(t, 2x) 
(Pt) u (t, ~) =O 
u(O,x) = u1(x) 
(t>O,xEO) 
(t >O) 
(x E f!) 
O problema (Po) descreve a evolução nos intervalos J2k e (P1 ) nos intervalos J2k+I· 
Vamos considerar a solução de (P) do seguinte modo: Para ug E X 4 dado, denotemos 
por u0 (t, x; ug) a solução de (Po) para t 2::_ O (com u0 = ug), e por u1(t, x; ug) a solução 
de (P1 ) para t 2::. O (com u1 = ug). Então a solução de (P), u (t, x, ug) é dada por 
u(t,x;ug) = u0 (t,x;ug) (tE lo) 
u(t,x;ug) = u1(t- r,x;u0 (r,·;u8)) (tE J1) 
u(t, x; ug) = u0(t- 2r, x; u(2r, ·; u8)) (tE J2) 
e assim por diante. 
• Redução de Singularidade nos Problemas (Po) e (P1 ) 
Sejam para X E n,i =o, 1, .. ·, Fi(x) = exp ( -1~2 :i(~! dÇ) e Fi(x) = E(x)Fi(x) = 
exp ( -1;, !'({) + ~~~) + p;(Ç) dÇ) . Para o problema (P0 ) fazendo a substituiçiW 
g(x) 
S ( t, x) = F o ( x) s ( t, x), 
g(x) 
Rt(t,x) = E(x{t(t,x), 
g(x) 
R2(t,x) = -(-)r2(t,x), 
Fo x 
g(x) 
Rd(t,x) = E(x{d(t,x) 
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obtemos o seguinte problema transformado: 
as as 
at(t,x) = -g(x) ax(t,x) + (1- a 1 - a 2)k0 (x)S(t,2x) 
com 
k ( ) = ( )b(2x) F 0 (2x) = k( )F0 (2x) ko( ) = ( )b(2x) Fo(2x) = k( ) D ( 2 ) o x 4g x g(2x) Fo(x) x Fo(x) e 0 x 4g x g(2x) E(x) x ro x . 
Assim, com U = ( i: ) , obtemos o seguinte problema transformado 
onde 





(1 - a2)k(x) 
o 
(t > 0, X E n) 
(t >O) 
(x E n) 
o 
o 




o a2k(x) a 1kg(x) k(x) 
o termo Mo(x )U(t, 2x) -o, para todo t 2: o, se X E nl. 
A condição inicial é 
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R2(t,x) = ~1~t(t,x), 
Rd(t,x) = E(x{d(t,x) 
temos 
as as 
Bt(t,x) = -g(x) ax(t,x) + (1- a 1 - a 2 )k1(x)S(t,2x) 
aRd aRd o 
at(t,x) = -g(x) ax (t,x) + k(x)Rd(t,2x) + a2k1(x)R1(t,2x) + a 1k(x)R2(t,2x) 
com 
k ( ) = ( )b(2x) F 1(2x) = k( )F1(2x) ko( ) = 4 ( )b(2x) F1(2x) = k( )F (2 ) 1 x 4g .x g(2x) F1(x) x F!(x) e 1 x g x g(2x) E(x) x 1 x . 
Mais simplificadamente podemos escrever o problema transformado: 
Com U = ( i: ) , temos o problema transformado 
onde 
(t > 0, X E f!) 
(t >O) 
(x E f!) 
o .fi!i o g o g o g o g o o r~ 
( 
so ) ( 80 ) 
U = ~ , S = F/ , R'/ = .F/ 1 , R'/ = E r 2 e R'.: = E r,, supondo u = ~~ , 
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( 1 - Ql - Q2) k1 (X) o o o 
a1ki(x) ( 1 - a2) k1 (X) o o 
M1(x) = 
a2k~(x) o (1 - a1)k(x) o 
o a2k~(x) aik(x) k(x) 
o termo MI(x)U(t,2x) =o para todo t 2:: o se X E nl. 
• Problemas de Cauchy Abstratos Associados- Existência e Unicidade 
Suponhamos O < at, a2 < ai + a2 < 1. 
Sejam Ao, AI : X 4 --+ X 4 os operadores lineares não limitados de X 4 dados para 
i= O, 1 por: 
D(A;)= {U= ( ~~) EX4 :UEC'(n\G})', 
dU (a) O . _ . . 1. . } dx 2 = e, existem e sao Iguais os Imites: 
' 
limxlt [- g(x)U'(x) + Mi(x)U(2x)] e limx!t [- g(x)U'(x)] 
(AiU)(x) = -g(x)U'(x) + Mi(x)U(2x) (x E n, U E D(Ai)). 
Teorema 3.3 Os operadores Ao, A1 são fechados, densamente definidos sobre 
X 4 e geram semi-grupos fortemente contínuos de operadores lineares limitados 
{ etAo }t~o, { etAt }t~O respectivamente, sobre X 4 . 
Teorema 3.4 Se g(2x) < 2g(x) para X E no, então { etAo }t~O e { etAt }t~o são com-
pactos se t 2:: G(1). 
Estes Teoremas podem ser provados usando-se argumentos análogos aos utilizados 
respectivamente na prova do Teorema 3.1 e da Observação 3.1 . 
Observação 3.2 Abstratamente, os problemas não transformados (Po) e (P1) podem 
ser colocados sobre o espaço Xó onde X 0 = { <P E X : <P/ E é limitada}, 11 <Pilo = 





0 ) ( 1/ F1 o g o 







o o )   
1 o 
o 1 
as quais são lineares contínuas de X6 em X 4 , portanto, isomorfismos. As soluções 
u(t,·;u0 ) de (Po) e u(t,·;u1) de (Pt) podem ser dadas abstratamente poru(t,·;u0 ) = 
Hõ1etAoH0 u0 , u(t, ·; u 1 ) = H}1etA1 H 1u1(t ~ 0). Daí, a solução u(t, ·; u 0 ) do problema 
(P) toma a forma seguinte: 
(a) tE [O, r): u(t,·;u0 ) = Hõ1etAoH0 u0 
(b) tE [r,2r): u(t,·;u0 ) = H} 1e(t-r)A1 H1Hõ 1erAoH0 u0 
(c) tE [2r,3r): u(t,·;u0 ) = Hõ 1e<t-2r)AoH0 (H}1erA1 H1Hõ 1erAoH0 u0 ) 
( d) t E [3r, 4r) : 
u(t, ·; uo) = H}l e(t-r)Al Hl(HõlerAo HoH}lerAl HlHõl e r Ao Houo) 
u( 4r, ·; uo) = (H}lerAl HlHõlerAo Ho)2uO 
(e) Se n ~ 4, temos 
u(2nr, ·; uo) = (H}lerAl HlHõlerAo Ho)nuo 
u((2n + l)r, ·; uo) = HõlerAo Ho(H!lerAl HlHõlerAo Ho)nuo. 
Com as devidas adaptações na prova do Teorema 3. 7 da página 90, fazendo uso do 
fato de que o operador H1Hõ1 é diagonal, podemos mostrar que o comportamento 
assintótico para n arbitrariamente grande das soluções do problema (P) é equiva-
lente ao comportamento assintótico dado no Teorema 3. 7 para (erA1 erAo)n, de forma 
análoga ao que ocorre em termos de similaridade, com o comportamento assintótico 
das soluções dos problemas ( P;) e (e r A; )n. 
• O Espectro de A; (i= 0,1) a~~ 
Estudaremos o seguinte problema: i =O ou i = 1. 
Para quais À E C, a equação A;U- ÀU =f possui solução U E D(A;), dada f E X 4? 
Assim, devemos resolver para U E D(Ai) o sistema 
{ 
-g(x)U'(x)- ÀU(x) = f(x) (x E n1 ) 
-g(x)U'(x) + Mi(x)U(2x)- ÀU(x) = f(x) (x E no) 
Em n1 temos 
U(x) = e>.(G(~)-G(x))u (~)- rx e>.(G(Ç)-G(x))f(Ç) dÇ . 
2 11/2 g(Ç) 
De a~~ vem que Ç E no implica 2Ç E n1 daí a expressão M;(x)U(2x) é conhecida 
para X E no. Mais explicitamente, 
U(2Ç) = e>.(G(t)-G(2Ç))U (!) - [2Ç e>.(G(77)-G(2Ç)) f(1J) d1J . 
2 11/2 9(1]) 
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Assim, podemos escrever a segunda equação na forma: 
-g(x)U(x)- >.U(x) = f(x)- Mi(x)U(2x) 
cuja solução é 
U(x) =- r e.\(G(Ç)-G(x))[J(Ç)- Mi(Ç)U(2Ç)]~ 
la/2 g(Ç) 
onde foi usado o fato de ser U (~)=O. 
Mas, 
Mi(Ç)U(2Ç) = e-'(G(t)-G(2Ç))Mi(Ç)U (~)- Mi(Ç) ( f 2ç e-'(G(7J)-G(2Ç))f(TJ) dTJ ) . 
2 }1/2 g( TJ) 
Assim, 
U(x) = - J.x e-'(G(Ç)-G(x)) f(Ç) dÇ + rx e-'(G(Ç)-G(x))e.\(G(t)-G(2Ç)) Mi(Ç)U (~) dÇ 
a/2 g(Ç) la/2 2 g(Ç) 
_ J.x e.\(G(Ç)-G(x)) M·(t) (J2Ç e,\(G(7J)-G(2Ç))J(n) dTj ) dÇ 
a/2 t <, 1/2 'I g( TJ) g( Ç) 
= e.\(G(t)-G(x)) rx e.\(G(Ç)-G(2Ç))M·(t)U (~) dÇ 
Ja/2 t <, 2 g(Ç) 
- {f:/2 e.\(G(Ç)-G(x)) [J(Ç) + Mi(Ç) (J{f2 e.\(G(7J)-G(2Ç)) f(TJ) g~~)) l g~~)}. 
Temos 
Usando a notação 
e 
CM, ( >., J, X) = rx e,\(G(Ç)-G(x)) [!( Ç) + Mi( Ç) ( [2Ç e,\(G(7J)-G(2Ç)) f( TJ) dTj ) l ~ 
la/2 }1/2 g(TJ) g(Ç) 
podemos escrever em no, 
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Note que 
(1 - a1 - n2)1ro(À, x) o o o 
a11rg(,\,x) (1 - a2)1r(,\, x) o o 
1i-M0 (À, X) = 
a21ro( À, x) o (1 - at)7r0(À, x) o 
o a21r(À, x) a11rg(À,x) 1r(À,x) 
onde 7ro(À, X) = {x e.\(G(Ç)-G(2e))ko(Ç)~, 1rg(À, X) = {x e.\(G(Ç)-G(2Ç))kg(Ç) d(, 
la/2 g(Ç) la/2 g(Ç) 
e 7r(À,x) = r e.\(G(Ç)-G(2Ç))k(Ç) d(, . 
la/2 g(Ç) 
Por outro lado, 
(1 - a1 - a2)7rt(À, x) o o o 
at7rt(À,x) (1 - a2)7rt(À, x) o o 
1i-M1 (À,x) = 
a21r~(À,x) o (1 - a 1)1r(À, x) o 
o a21rr(À, X) a11r(À,x) 1r(À,x) 
onde 7rt(À,x) = 1x e.\(G(Ç)-G(2Ç))k1(Ç) dÇ , 1rr(À,x) = 1x e.\(G(Ç)-G(2ç))kr(Ç)~ e a/2 g( Ç) a/2 g( Ç) 
7r( À, X) = 1x e.\(G(Ç)-G(2Ç)) k( Ç) dÇ . 
a/2 g(Ç) 
Notação 3.1 Para i= O, 1, 
( 1) o( 1) o A ( 1) A A ( 1) A 11"i À, 2 := 1ri(À), 1ri À, 2 := 1ri (À), 1l"M; À, 2 := 1l"M;(À), (M; À, f, 2 := (M;(À, f). 
Para que as expressões para U( x) definam uma função de D( Ai) devemos ter satisfeita 
a seguinte condição de compatibilidade, ou de continuidade de U ( x) em x = ~: 
lim U(x) = lim U(x) 
xenl zeno 
z!! zt! 
que das expressões para U(x),x E flt, e X E no vem 
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ou seJa 
(11-M, (À)- Id)U (~) = CM,(À, f) (i= o, 1). 
Se det(11-M;(À)- Id) f. O então, À E p(Ai) pois podemos resolver de modo único para 
U (~),e assim, para cada f E X 4 existe uma única U _ U;.. E D(Ai), i= O, 1. 
Neste caso, 
para todo À E p(A;) e vemos que o operador resolvente de Ai é compacto (i= O, 1). 
Caso contrário, isto é, det( 11-M; (À) - I d) = O então, com f - O a equação de compa-
tibilidade é 
(11-M,(À) -I d)U;.. (~) =O 
pois (M,(À,O) =O, e podemos achar U;.. E D(Ai) não trivial, com AiU>. = ÀU;.. ou 
seja, À E a-( Ai) = a-p(A;), i = O, 1. O espectro de Ao é constituído dos À E C tais que 
ou seJa, 
1 1 1 
1r0(À) = ( ) , 1r(À) = , 7ro(À) = ou 1r(À) = 1. 
1 - O:t + 0:2 1 - 0:2 1 - O:t 
O espectro de A 1 é dado analogamente pelas raízes de 
Se À E a-(Ai) temos com U;.. (~)E Nuc/(11-M,(À)- Id) que a auto-função correspon-
dente é 
para i= O, 1. 
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• Localização dos Auto-Valores de Ai (i= O, 1) 
Observamos que as funções 
são analíticas sobre ( e estritamente decrescentes quando restritas à reta real. 
De fato: Se À1, À2 E R, então >. 1 < >. 2 ::::} e,\1 (G(Ç)-G(2Ç)) > e,\2 (G(Ç)-G(2Ç)) para todo 
Ç E no, posto que G é estritamente crescente. Além disso, k(Ç) > O, k;(Ç) > O se 
Ç E(~,~). 
Lema 3.3 Se p; (i= O, 1) é contínua, não identicamente nula sobre n, então 1r;(-\) < 
1r(À) se À E IR, i= O, 1. 
Como 1r( -oo) = +oo, 1r( +oo) = O; 1r;( -oo) = +oo, 1r;( +oo) = O; i = O, 1; existe uma 
única raíz real das equações seguintes: 
Caso do Espectro de Ao 
Suponha O< a1, a2 < a 1 + a2 < 1. Sejam À~, Àg, Àg, >.4 reais tais que 
Temos de 7ro(>.~) > 7ro(Àg) que À~< >.g e de 1r(-\g) > 1r(À4 ), que Àg < À4 • 
Se a2 :::; a1 então 
1 ~ 1 daí, 7ro(>.g) = 1 > 1 = 1r(,\g) > 7ro(Àg) 
1 - a1 1 - a2 1 - a1 1 - a2 
e portanto, >.g < >.g. 
Em resumo: 
Corolário 3.1 Suponhamos O < a 2 :::; a 1 < a 1 + a 2 < 1 e que f-to é contínua, não 
identicamente nula sobre n. Então, 
Lema 3.4 Se, além das hipóteses do Corolário 3.1, g(2x) < 2g(x), para todo X E no 
então 
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(i) Se À E ( e ?ro(>.) = 7ro(>.Z), então À= >.Z ou Re(>.) < >.Z(k = 1,2). 
(ii) Se À E ( e 1r(>.) = 1r(>.g), então À = >.g ou Re(>.) < >.g. 
(iii) Se À E ( e 1r(>.) = 1r(Ã4) = 1, então À= À4 ou Re(>.) < À4. 
Em cada caso, existe em cada faixa vertical do plano complexo, apenas um número 
finito de tais À. 
Em particular temos o: 
Corolário 3.2 Se além das hipóteses do Corolário 3.1, g(2x) < 2g(x) para X E no, 
então existe ê >O tal que V>. E(, se 1r(>.) = 1 então, >. = >.4 ou Re(>.) s; >.4 - ê. 
Caso do Espectro de A 1 
Sejam >.L À~, >.j, À4 os reais tais que 1r1(>.D 
1 1 
1 
1r(>.~) = e 1r(À4) = 1. 
1 -a1 
É imediato que À~ < À~ e À~ < >.4. Se a 1 s; a 2 então À~ < À~. De fato, neste caso, 
1r1(>.D = 
1 ~ 1 = 1r(>.~) > 1r1(>.~) donde À~ <À~. 
1- a2 1- a1 
Corolário 3.3 Suponhamos O < a 1 s; a 2 < a 1 + a 2 < 1 e 111 contínua não identica-
mente nula sobre n. Então,>.~ < >.~ < >.j < À4. 
Lema 3.5 Se além das hipóteses do Corolário 3.3, temos g(2x) < 2g(x) para X E no, 
então 
(i) V>. E(, 7rt(À) = 1r1(>.l)(k = 1, 2) => >. = Àk ou Re(>.) < >.l. 
(ii) V>. E (, 1r(>.) = 1r(>.j) => >. = >.~ ou Re(>.) < >.~·. 
(iii) V À E (, 1r(>.) = 1r(>.4) = 1 =>À= À4 ou Re(>.) < >.4. 
Em cada caso, em cada faixa vertical do plano complexo, existe apenas um número 
finito de tais À,s. 
Em particular temos o seguinte: 
Corolário 3.4 Nas hipóteses do Lema 3.5, existe ê > O tal que 
V>. E a( AI), Re(>.) s; À4- ê. 
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1 
Corolário 3.5 Se O< o:1 == o:2 =o:< 21 Jli (i= 1,2L é contínua1 não identicamente 
nula1 então 
Se além disso 1 JLo = JL1 temos 7ro = 1l"1 1 1rg = 1r~, À~= >..L >..g = >..1 e >..g = >..1. 
• Comportamento Assintótico de etAo 
1 
Consideraremos nesta seção: O < o:2 ~ o:1 < 2, p,0 contínua, não identicamente nula 
1 
sobre n, g(2x) < 2g(x), para X E no e a~ 2• 
Então, dos resultados da sub-seção 3.2.4, temos À~ < >..g < >..g < >.. 4 e existe co > O 
tal que, se À E { e 1r(>..) = 1, então Re(>..) ~ À4 - c0 . 
Dada ~ = ( ~~ ) E X 4 , ~(') denota a coluna ( ~: ) e ~(>) a coluna ( i: ) 
Teorema 3.5 Existem funções S ,xo, R1 ,xo, R 2,xo e Rd.x. tais que para toda c/J E X 4 1 exis-1 3 2 
tem constantes reais Cá1) ( cP1) 'cá2) ( cjJ( 2)) ' cá3 ) ( cfJ(3)) e Co ( cP) para as quais podemos 
escrever para t ~ O 
+ 
onde os Zi (i = 1, · · ·, 4) verificam 
lim e-t.\~z (t "" ) =O 
t->+oo 1 ' '1'1 
lim e-t.X8z2 (t, cfJ(3)) =O 
t->+oo 
lim e-t.xgz3 (t, cjJ(2)) =O 
t->+oo 
lim e-t.\4 z (t "") = O. 
t->+oo 4 ' 'f' 
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4 e>.4(G(~)-G(x))?t-Mo(À4, X )U>.4 (~) 
(x E f!t) 
(x E !1o) 
com U>.4 (~) E Nucl( ?!-MoP·4)- I d). 
Como 
-( 0:1 + o:2) o o 
0:17rg(,\.4) -0:2 o 
?!-Mo (À4) - I d = 
o:21ro(À4) o (1- o:1)1ro(À4) - 1 
o 0:2 0:11rg( À4) 





(1 - o:1)1r0(-\g)- 1 = O e Àg < À4 , segue-se (1 - o:1)1r0(-\4)- 1 =1- O. Daí, tomando 
U>.4 (~) = ( ~ ] teremos 
e->.4G(~) 
Denotando por P0 a projeção de X 4 sobre R · { U>.J relativa a decomposição de X\ 
temos P0 </> := Co(</> )U>.4 e podemos escrever 
( 





</>4 - Co(</> )Rd>.4 
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Assim, com <P na forma: <P = Co(<P)U>., + (Id- P0 )</J temos 
etAo</J = e>."tCo(</J)U>., + etAo(Id- Po)</J = e>."tCo(</J)U>., + etAo ( </J4- z:;~)Rd>., ) . 
Denotemos a sub-matriz principal 3 x 3 de etAo por etA~3 >, correspondente ao sub-
operador principal ~3) cujo problema correspondente é 
dS dS 
dt =- g(x) dx + (1- (ai+ a2))ko(x)S(2x) 
dR2 dR2 dl = -g(x) dx + (1- a1)ko(x)R2(2x) + a2k0 (x)S(2x) 
S(O) = S0 ,R1(0) = Jtf,R2(0) = Jt4. 
Então, 
Já sabemos que existe é o > O tal que, para todo </J E X 4 e t 2:: O 
(3.6) 
onde K 0 2:: 1, é independente de </J. Além disso, etA
3
> é um semigrupo fortemente 
contínuo e compacto se t ~ G(1), gerador infinitesimal de ~3). O problema de 
auto-valores para A~3), em analogia com aquele para A0 , nos leva à 
(3) 1 1 1 
À E O"(A0 ) {:} 7ro(.\) = ( ) , 1r(.\) = ou 7ro(-X) = 1 - a1 + a2 1 - a2 1 - a1 




De fato, o problema: "Para quais ). E C, dada J(3 ) E X\ existe U(3) E D(A~3)) tal 
que, A~3)U(3) - ).U(3 ) = J(3)? " possui a seguinte solução única 
O, que 
(x E Dt) 
é uma auto-função de A&3) relativa à). se, e somente se, ( 1f M~3J(>.)- I d)U13) (~) =O. 
Mas, det(ir M(3J(>.)- Id) =O se, e somente se, 
o 
1 1 1 
7ro(>.) = ( ) , 1r(>.) = ou 7ro(>.) = 
1 - ai + a2 1 - a2 1 - ai 
A auto-função correspondente a >.g é determinada por (7T-M~3J(>.g)- Id)U>..g 0) =O. 
Mas, 
e como)..~<)..~< )..g, temos u1g> m = ( i ) (c constante). Tomando c= e->M~l, 
temos 
(3) ( O ) { e->..gG(x) (X E !1t) 
U>..o(x)= Rug(x) ondeRv.o(x)= _).oG(x)(1 ) ('o ) ( 0 ) · 3 
0 
3 e 3 - a 2 7r "'3 , x x E ~ ,0 
Sendo >.g auto-valor estritamente dominante para 4 3), denotando por PJ3 ) a projeção 
de X 3 sobre Nucl(A~3)- >.gid) =IR. {U~~)}, onde PJ3)<f>(3) := C~3)(<f>(3))U~~)' temos 
3 3 
X 3 = PJ3 ) X 3 EB (Id- PJ3))X3 
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Daí, 
e a ação de etA
3
> sobre <P(::) é 
(2) 




t.A(2) o o e o = 
( 
t.A(3)) o 
e 0 31 ( 
,.},,) ) 
e o 33 
obtido de etA
3
> zerando-se sua segunda linha e segunda coluna, 
.A(2) ' (2) 
Notamos que et o e gerado sobre X x {O} x X pelo operador A 0 , do problema de 
Cauchy seguinte: 
dS dS 
di= -g(x) dx + (1- (a1 + a2))ko(x)S(2x) 
d8 =0 
dt 
com condição inicial ( !, ) em t = O. 
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Sabemos que existe c~3) > O tal que para toda <fy(3) E X 3 , e todo t ~ O, 
(3.7) 
onde Kd3 ) ~ 1 é independente de <fy(3 ). 
1 
Por sua vez, os auto-valores de A~2) são as raízes ,\ E C de 1r0 (-\) = 
1- (ai+ a2) 
ou 1r0 (-\) = 
1 
. Temos, <7(A~2)) n R = {-\~, -\g} onde 1r0 (-\~) = ( 1 ) e 
1 - a2 1 - a1 + a2 
7ro(-\g) = 
1 
com ,\~ < -\g. A auto-função de A~2) correspondente à -\g pode ser 
1 -a1 
( 2 ) ( O ) { e-ÀgG(x) 
tomadacomoUÀo = O ,ondeR2Ào(x)= -ÀoG(x)(1 ) ('o ) 2 R 2 e 2 -a 1ro A 2 , x 
2Àg 




(x E f!I) 
(x E f!o) 
A(l) A(2) A(l) ' . . . 
Denotando por et o o elemento ( et o ) 11 temos que, et o e o gerador mfimtes1mal 
do operador A~1 ) do problema 
{ 
dS dS 
dt =- g(x) dx + (1- (a1 + a2))ko(x)S(2x) 
S(O) = S 0 
A componente [etA
2
> (I d - PJ2>h&(2)] 1 é igual a etA
1





) e o espectro de A~1 ) dado pelas raízes desta equação, e >..~ 
- al + a2 
estritamente dominante, podemos decompor X como 
onde 
Assim, 
Sabemos que existem é~2 ) > O, é~l) > O e Kd2) ~ 1, Kd1) ~ 1 tais que 
(3.8) 
para toda </> E X 4 , 
(3.9) 
para toda </>1 E X. 
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Em resumo, podemos escrever: 
Mais explicitamente, 
com 
quando t -+ oo. O 
+ 
etA1> (I d- PJ1))</>1 
[éA~3) (I d- pJ3))<f>(3))2 
[etA~2) (I d- pJ2))<f>(2))3 
[etAo(Id- Po)</>]4 
e-À~t[etAo</>]1,....., C~1)(</>1)SÀ~ 
e-Àgt[etAo</>]2 ,....., C~3)( <f>(3))RDg 
e-Àgt[etAo</>b ,....., C~2)( <f>(2))R2À2 
e-À•t[ etAo 4>]4 ,....., Co(</> )RdÀ4 
• Comportamento Assintótico de etA1 
Nesta seção, consideraremos: O < a 1 :::; a 2 < ~'f-LI contínua, não identicamente nula 
1 
sobre n,g(2x) < 2g(x) para X E no e a 2: 2" 
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Da subseção 3.2.4, temos À~ < À~ < À1 < À4 sendo a(At) n R= PL À~, À1, À4 } onde 
a(A1) é constituído pelas raízes À E { de 1r1 (À) = ( 
1 
) , 1r1 (À) = 
1 
1 - 0:1 + 0:2 1 - 0:2 ' 
1 
7r(À) = ou 7r(À) = 1. 
1 - 0:1 
Sendo~= ( ~t ) usrunos as notações ~(3 1 = ( ~: ) e ~(2) = ( ~: ) . 
Neste caso temos o seguinte: 
Teorema 3.6 Existem funções S v, Rv.1, R2>..1 e Rd>.4 tais que para toda </> E X
4
, 
1 2 3 
existem constantes cJil(</>1 ),C~2)(</>( 2l),C~3)(</>(3l),C1 (</>) para as quais podemos escre-
ver 
tais que 
1. v o ( ) 1" ).. t 1m e- ; Zi = i= 1, 2, 3 e 1m e- 4 z4 =O. 
t->oo t->oo 
Explicitamente 
Prova. O teorema se obtém, através da decomposição do espaço X 4 em várias 
etapas. Em primeiro lugar, temos 
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Além disso, existe ê 1 > O e K1 2: 1 tais que para toda <P E X 4 , 
(3.10) 
Denotando por AP) o operador do sub-problema 
dS dS 
dt =- g(x) dx + (1- (a1 + a2))k1(x)S(2x) 
dR2 dR2 o dt =- g(x) dx + (1- ai)k(x)R2(2x) + a2k1 (x)S(2x) 
S(O) = S 0 , R1(0) = Jti, R2(0) = R2(0) 
b . . . 1 d . d d tAl . "d tA(3) . temos que a su -matnz pnnCipa e terceira or em e e comc1 e com e 1 , semi-
grupo fortemente contínuo gerado por AP), o qual é compacto se t 2: G( 1). Assim, 
( etA1 (I d - PI)<P )(3) = etA~3 > <fy(3). De forma análoga fazemos a seguinte decomposição 
de X 3 (ou X 3 X {O}) correspondente ao auto-valor dominante).~ de AP): 
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ef-A~3 ) <jJ(3) 
= etA3\PP)<P(3) + (Id- pp))</J(3)) = e>.~tc~3)(</J(3))Ui~) + etA~3>(Id- pp))<fJ<3) 
3 
= e>.~tcf)(<jJ(3))Ui~) + ( ~ ) + ( (etA~3>(Id- pp))<fJ(3))(2) ) . 
3 [ etA~3) (I d- pp) )<jJ(3)]3 O 
Notamos que existem cP) > O e K~3) ~ 1 tais que 
(3.11) 
para toda <jJ(3) E X 3. Denotando por A~2) o operador do sub-problema 
dS dS dt =- g(x) dx + (1- (ai+ a2))ki(x)S(2x) 
dRI dRI 
----;[t =- g(x) dx + (1- a2)ki(x)RI(2x) + aiki(x)S(2x) 
S(O) = S0 ,RI(O) =R!?. 
temos que a sub-matriz principal de ordem dois de etAl
3
> coincide com o semigrupo 
etA
2
> gerado por A~2 ) sobre X 2 • Além disso, ( etAl3> (I d- pp))<jJ<3))<2) = etA~2 > <fJ< 2). 
Sendo À~ o auto-valor estritamente dominate de A~2) cujo auto-vetor correspon-
, (2) O (2) (2) I (2) Ru~ 
dente e u>.l = ( R ) temos AI u>.l = À2U>.l . Escrevendo Uv = o ' 
( 
o ) 
2 I>.~ 2 2 2 
o 
temos também AI U>.1 = À~Uv. A decomposição de X 2 relativa a À~ é X 2 = 
2 2 
Nucl(A~2 ) -ÀVd)EBim(A~2)- ÀVd) onde Nucl(A~2) -ÀVd) = R· {Ui~)} e a projeção 
2 
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correspondente sobre u~~) denotamos por P12) com PF) <f>(2) := Cl2)( <f>( 2))U~~). Daí, 
2 2 
Sendo AP) o operador relativo ao sub-problema para aprimeira equação, temos 
[ etAl2J (I d- PF))</>(2)]1 = etAl1) </>I 
= etA1)(PP)<t>l + (Id- pp))</>t) = e.\~tcp)(<f>(l))SÀ~ + etA~1)(1- pp))<l>l 
onde AP)sv = À~Sv e, sendo Uv = ( so~~ ) 'temos também A1U,v = ÀtU,v. pp) 
1 1 1 1 1 
o 
é a projeção relativa à decomposição X = R · { S.\1} EB Jm(A~1 ) - .-\if d) e pp) </>1 = 
1 
cP) ( </>t)S V· 
1 
Os Zi,s no enunciado do Teorema 3.6 correpondem a z 4 = [etA1 (I d- Pt)</>]4 , z 3 
[etAl3l(Jd- P?))<f>(3 )b,z2 = [etA
2
l(Jd- p}2))</>(2)] 2 e z1 = etAPl(Id- PP))</>1 • O 
• Comportamento Assintótico de ( e'TA1 e'TAo r. 
Consideramos nesta seção que as taxas de mutação são iguais a a, ou seja, O < a 1 = 
1 
a2 = a < 2, que as funções {lo e {ll são contínuas, não identicamente nulas sobre n, 
a~ ~e além disso, que g(2x) < 2g(x), para todo X E no. 
Consideremos as seguintes 
Notação 3.2 Sejam 
K ' {K K K(3) K(3 ) K(1 ) K(1)} = max o, 1, o , 1 , o , 1 
e 
- , { (3) (3) (1) (1)} ê- mzn êo,êt,êo ,ê1 ,ê0 ,ê1 , 
conforme (3.6)-(3.11). 
Para T > O e </> E X\ o comportamento assintótico de (e'TA1 e'TAo)n</> para todo n 
arbitrariamente grande é dado pelo seguinte teorema: 
89 
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Teorema 3.7 Suponha g(2x) < 2g(x),parax E no. Se T > --, existem em 
é 
C(X4;X), operadores não negativos S = S(T,·),R1 = R1(T,·),R2 = R2(T,·),Rd = 
Rd( T, ·) tais que para todo <P E X 4, 




[(erA 1 erAo)n<P]2 ---+ R 1(T,<jJ), 
[(erAreAo)n<P]3 ---+ R2(T,</J), 
[(erArerAo)n<P]4 ---+ Rd(T, <jJ). 
Prova. Temos do Corolário 3.5 que: .>..~ < .>..g < .>..g < .>..4 e .>..~ < .>..~ < .>..~ < .>..4 onde, 
1r(.>..4) = 1, 1r(.>..g) = - 1- = 7r(.>..1). Daí, .>..g = .>..j. Além disso, 
1-a 
o 1 o) 1 1 1 1 1 7ro(.>..2) = --, 7ro(.>..1 = , 1r1(.>..2) = --, 1r1(.>..1) = 
2 
' 
1 - a 1 - 2a 1 - a 1 - a 
a(Ao) n R= {.>..~,.>..g,.>..g,.>..4} e a(A1) n R= {.>..~,.>..~,.>..~,.>..4}· 
O auto-valor .>..4 é estritamente dominante para Ao e para A1 e a função 
U>.4 = ( ~ ) satisfaz AoU>.4 = .>..4U>. 4 , A1 U>.4 = .>..4U>.4. Temos além disso, 
Rd>.4 
Nucl(Ao- À4ld) = Nucl(A1 - .>..4Id) = R · {U>.J daí, as decomposições de X\ 
correspondentes à .>..4 são: 
X 4 =R· {U>.J EB Im(Ao- .>..4/d) e X 4 =R· {U>.4 } EB Jm(A1- .>..4Jd) 
as quais são respectivamente devidas à Ao e à A1 . 
Convém observar, no entanto, que às projeções P0 , P1 : X 4 ---+ R· {U>.J são distintas: 
para <P E X 4 qualquer, Po<P = Co(<P)U>.4 e P1<P = C1(</J)U>.4 com Co(<P) # C1(</J). 
Além disso, obviamente, P0 </J e P1 <P são auto-funções de ambos os operadores Ao e 
A1 relativas ao auto-valor .>..4. Podemos então, escrever para <P E X\ 






erA1erAo</> = er>.•erA1 Po</> + erA18o</> = e2r>.4Po</> + erA18o<f>. 
Daí, com 80</> = P180</> + (I d- P1 )80</> temos 
e rA1 e r Ao</> = e27'>.4 P0</> +e r>.4 P180</> +e r A1 (I d- P1 )8o</> = e2r >.4 Po</> +e r >.4 P18o</> + 818o</>-
Assim procedendo, temos para n = 2: 
(erA1erAo)2</> = e4r>.4 P0</> + e2r>. 4 Po818o</> + e3r>.4 P18o</> + er>.4 P18o818o</> + (818o)2</>, 
e para n = 3: 
(e r A1 e r Ao )3 </> = e6r >. 4 P0</> + e4r >.4 Po818o</> + e2r >.4 Po ( 8180 )2 </> 
+ér>.4 P18o</> + e3r>. 4 P18o818o</> + er>.4 P18o(818o)2</> + (818o)3</>. 
Assim, a fórmula(3.12) pode ser provada por indução finita. Da fórmula (3.12) usando 
as desigualdades (3.6)(3.10) temos 
11 e-2nr Àt (e r A1 e r Ao) n li 
< '"'~- {(K K e-r(eo+e1))j-1 + K e-r>.4 (K K e-r(eo+e1))i-1} 
- L....;-1 1 o o 1 o 
+ ( K1Koe-r(eo+ed r (3.14) 
= { 1 + Koe-r>.4} 2:']=1 (K1Koe-r(eo+q)y-
1 
+ (K1Koe-r(eo+e!)r 
Denotamos por simplicidade, 
d3) - 7' A(3) (Id P.(3)) d3) - 7' A(3) (Id p(3)) vo - e o - o ' v1 - e 1 - 1 ' 
d2)- rAC2l(Id P.(2)) d2)- rA(2)(Id- p(2)) vo - e o - o ' v1 - e 1 1 ' 
d1) _ rAC1l(Id P.(1)) d1) _ rA<1l(Id p(1)) v0 - e o - 0 e v 1 - e 1 - 1 . 
Temos com estas notações, 
e rA3l </>(3) = e r >.g pJ3) </>(3) + e r A 3l (I d _ pJ3) )</>(3) = e r >.g pJ3) </>(3) + 8~3) </>(3). 
Observamos que p,"> PJ'> = PJ'> P{'> _ O. De fato: Dado .P E X3 , .p = ( ~: ) temos 




Cálculo direto mostra que Ci3> (1jJ) em pp> 1jJ depende apenas de 1j1<2> enquanto que 
cá' l ( .p) em PJ'l .p depende apenas de .p (2), isto é, PJ'l .p = Cá 3 l ( .p(2l) R1,g ( ! ) e 
P/'l.p = cfl(.p(2l)Rnj ( ~ ) , logo a afirmação decorre do fato de que (Pj'l.p)(2l =O 
e ((PJ3>1j1)(2>)"' =O. Em particular, 
c(3)P.(3) __ c(3)p(3) __ O 
0 0 0 -- 0 1 1 -- . 
Assim, podemos escrever 
erA~3 ) erA~3 ) A-.(3) __ {er.xgé3) P.(3) + er.X~p(3) 8(3) + 8 (3)8(3)} A-.(3) '!-'-- 1 o 1 o 10 '!-' 
Podemos ainda escrever, 






) A.. ) 
erA1 erA0 </>(3) = ~ 
Daí, temos 
[ 
rA(3 ) rA(3 ) A-.(3)] rA( 1) rA(1 ) A.. 





11 [erA3) erA~3) q)(3)LII ~ er(À~+ÀO llq)(3)11 
11 [erA3) erA~3) q)(3)LII ~ er(Ã~+ÃD (1 + Ká3)e-re~3)) llq)(3)11 
11 [erA~3) erA~3) q)(3)]J ~ er(Ã!i+Ãg) (1 + Kl3)e-rel3)) llq)(3)11· 
Por outro lado, ternos 
e 
onde 
A(l) er o o o 
A(3) 
er o H(r) erA(l-o) o 
rAo A(l) e (l-o) - eT O o rA0 e (l-o) 
A(!) eT I o o 
A(3) rA1 A(!) rA1 er 1 e (l-o) - eT 1 e (l-o) o 
W(r) o erA(!-<>) 
H(r)'l/J = aJ; e(r-~)A(l-aJCg (erA1l'l/J) df.l, com cg(~.p) (x) = kg(x)t.p(2x) 
W(r)'l/J = aJ; e(r-~)A(l-o)cr (erA~l)'lj;) df.l, com cr(t.p)(x) = k~(x)t.p(2x) 
sendo Ah-o) (i= O, 1) o operador A(l-o), F da Observação 3.1 com f.lF = /-li e 
A(l-o) = A(P) de (1.12) com p = 1 -a. Com isto, ternos 




Observamos porém que é válida a seguinte fórmula 
Daí, podemos calcular 
( T Â(l) T Â(l)) 2 4> o \ 
e t e o t 
( (3) (3)) 2 [erA2) (erA3)) (2) ( er.Ait) e;At) 4>t )], eTÂl eTÂO 4>(3) = o + 





































~ e2T(-'ã+-'g) (e2T(-'~+-\~-,\ã--'g) + 1 + KP)e-uia)) II<P(3)JJ. 
Finalmente podemos escrever 









rA(l) rA(I)) { rÀ0 r.A(l)P.(l) ( rA(l) rA(I)) rÀ0 rA(I) c(l) rA(l)P.(l)} = e I e o e I e I o e I e o + e I e I uo e I o 
+ ( rA(I) rA(I)) ( rA(t) .c(1))
2 
e 1 e o e 1 u0 
rÀ
0 





e 1 e o 
(3.19) 
~ er(Ã~+ÃO (e r AI) e r AI)) 2 
:o; e3r{Ã1+Ãl) {I+ KJll_-u~'l + ( KJlle-u~'')'} 
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ou ainda de (3.19) 
11 ( e"A'' e"-4'') 
3
11 :<; e"'"('1+Al) { 1 + K~1 >e-"'~'' + ( K~1>e-"'~'') 
2 
+ ( K~'>e-"'~'' r} . 
Continuando assim, ternos de (3.18) 
( 
TA(1 ) TA( 1))
4 
e 1 e o 
+ er 1 erAo er-\1er 1 P0 er 1 b0 + er 1 er o u ( A(1) (1)) { o A(1) (1) ( A(1) (1)) 2} ( A(l) A(1)) (erA(11) cà1))3 
+ r,\
0 rA(1)P.(1) ( rA( 1) c(1))
3 + ( rA( 1 ) c(1)) 4 e 1 e 1 0 e 1 u0 e 1 u0 
e daí 
11 (e"A\'1 e"A~'') '11 :<; e4"("1+>l) t. ( K~1)e-n~'')' 
Destes cálculos podemos facilmente provar por indução finita que 
11 ( erA1l erA1l) n 11 ::s; enr( ,x~+,xD t ( Kà1) e-re~l) r ( n 2 1). 
J=O 
lnK 
Finalmente de (3.14),(3.16) (3.17) e (3.20) juntamente com T > 




• O Problema (P). 
As considerações da Observação 3.2, onde foi colocada para o Problema (P), a 
questão de determinar o comportamento assintótico para tempos arbitrariamente 
grandes, das distribuições de tamanho das sub-populações sensíveis e resistentes, 
no modelo para o crescimento de uma população de células tumorais submetida 
a uma terapia alternada mediante a ação de duas drogas anti-blásticas "non-cross 
resistants", e com taxas de destruição respectivamente f-to e f-tb são confirmadas 
nesta seção, desde que façamos algumas modificações convenientes devidas às si-
milaridades determinadas por H0 , H 1 : X~ ---+ X 4 • Considerando as notações 
introduzidas nesta seção, o nosso problema é o de conhecer o comportamento de 
( erA1 e r Ao) n <P = (H}1 e7 A1 H1H01erAo Ho)n<P para n arbitrariamente grande. Pode-
mos enunciar um resultado análogo ao Teorema 3.7 para o Problema (P). 
Seja k := IIHü1IIIIHoiiiiH11IIIIH111 K, onde K é definido na Notação 3.2. 
S 
lnk 
Teorema 3.8 Suponha g(2x) < 2g(x),parax E no. e T > -- existem em 
ê ' 
L:(X~;X0 ), operadores não negativos S = S(T,·),R1 = R1(T,·),R2 = R2(T,·),Rd = 
Rd( T, ·) tais que para todo <P E X\ 
-nr(>.0+).1) e 1 1 [(H}1erA1 H1Ho1erAo Ho)n<P]l 
e -nr(>.g+>.~) [(H}1erA1 HIHo1erAo Ho)n<P]2 
e-nr(>.g+>.~) [(H11erA1 H1Ho1erAo Ho)n<P]3 
e -2nr ).4 [(H11erA1 H1Ho1erAo Ho)n<P]4 
Prova. Sejam as seguintes notações:(i = 0,1) (j = 1,2,3) 
) 
- -1 - -1 (a Pi := Hi PiHi e bi := Hi biHi 
(b) (Hi-1)U) := Hi(-j)' P}J) := Hi(-i)p}J)Hi(i)' 
Hi(-j)erA;]> Hi(j)· 
--+ S(T, <P), 
--+ R1(T, <P), 
--+ R2( T, <P ), 
--+ Rd(T, <P). 
e 
Explorando a particular forma diagonal dos operadores Hi, e usando procedimento 
análogo ao da prova do Teorema 3. 7, as seguintes observações são verdadeiras: 
(c) HiPj = Hi-1Pj = Pj, Pi = PiHi; bi = biHi, [b1boL = [b1bo] 4 . 
(d) Neste caso, obtemos uma fórmula análoga à (3.12) substituindo na mesma, P0 
por PoHo, P1bo por P1H1b0 e b1b0 por b1b0 , outra análoga à (3.13) substituindo 
A (3) A(3) ( ) A(3) A(3) ( ) , , na mesma ( e7 1 e7 o )n<P 3 por ( e7 1 e7 o )n<P 3 • Dai, temos uma formula 
análoga à (3.14) onde aparece o fator IIHü1IIIIHoiiiiH11IIIIH111 multiplicando 
K1Ko. 
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Procedendo desta maneira obtemos a prova do teorema. D 
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Conclusão 
A importância do estudo da fármaco-resistência devida a mutações genéticas es-
pontâneas como propriedade intrínseca de uma população de células tumorais, foi 
mostrada em Vendite (1988) quando da consideração de modelos para o cresci-
mento de populações de células tumorais sujeitas a mutação genética espontânea de 
células sensíveis em células resistentes, submetidos a tratamentos quimioterápicos. 
Ver tamberú Bonazza et al. (1986:a,b ); Bonazza et al. (1987). 
Ainda em Vendite (1988) foram considerados alguns modelos matemáticos com estru-
tura de tamanho para o crescimento tumoral e para o controle da resistência celular 
a fármacos anti-blásticos, em que as células da população estão sujeitas à reprodução 
por fissão binária em duas partes iguais: um modelo (T) sugerindo tratamento com 
a aplicação de um único fármaco agindo continuamente sobre a sub-população de 
células sensíveis e outro modelo (TA) sugerindo tratamento com associação de dois 
fármacos "non-cross resistants" igualmente ativos agindo alternadamente e de ma-
neira contíinua sobre as sub-populações que lhe são sensíveis em intervalos de tempo 
previamente fixados. Analisando o comportamento das soluções para tempos arbi-
trariamente grandes, mostrou-se a existência de uma distribuição de tamanho estável 
para a sub-população das células resistentes para (T) e para sub-população das células 
resistentes a ambos os fármacos para o período antes de associação de fármacos para 
(TA). Estes resultados são de grande relevância dentro da farmacologia anti-blástica, 
devido a existência de alguns fármacos fase específicos tais como a Vinblastina e o 
Metotrexato. 
Nesta tese, dando continuidade a estes trabalhos, mostramos alguns resultados 
teóricos os quais sugerem terapias alternativas para tratamento de tumores de uma 
maneira mais eficaz, onde esteja envolvida uma estrutura de tamanho, seja com a 
aplicação de apenas um fármaco com poder de destruição instantânea ou contínua 
no tempo, seja com a associação de forma alternada de dois fármacos anti-blásticos 
como no modelo (TA). 
O modelo (T) para tratamento com a aplicação de um único fármaco consiste de 
um sistema de equações diferenciais parciais lineares com duas densidades, tama-
nho dependentes, de células sensíveis ( s) e de células resistentes (r) e o modelo para 
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tratamento com associação de dois fármacos (TA) constitui abstratamente um pro-
blema de Cauchy não autonomo, ou ainda, um problema de evolução nas densidades 
de células sensíveis (s) (a ambos os fármacos), células resistentes (rt) (ao primeiro 
fármaco), células resistentes (r2 ) (ao segundo fármaco) e células resistentes (rd) (a 
ambos os fármacos). 
Nosso objetivo nesta tese foi o de analisar matemáticamente os seguintes modelos 
tamanho dependentes: 
(TI) para o crescimento tumoral no qual se supõe que a sub-população sensível sofre 
destruição instantânea a uma taxa tamanho dependente em cada instante de 
uma sequência fixada, 
(TA) para o crescimento tumoral no qual se supõe uma associação alternada de dois 
fármacos "non-cross resistants", cada qual agindo continuamente em intervalos 
de tempo de uma sequência fixada. 
Na análise de Vendite (1988), adaptando as técnicas de Diekmann et al. (1984), 
utilizou-se argumentos da teoria de perturbação de semi-grupos fortemente contínuos 
e de teoria espectral para semi-grupos eventualmente compactos, isto é, compac-
tos após algum tempo finito não nulo, tendo uma condição técnica sobre a taxa de 
crescimento das células da população em função do tamanho. A compacidade nos 
semi-grupos implica que o espectro dos operadores lineares envolvidos são puramente 
pontuais e discretos e também decorre em cada caso, a existência de um auto-valor 
real o qual é estritamente maior do que a parte real dos demais (estritamente domi-
nante) e além disso, é um auto-valor simples. Daí, através de decomposição espectral 
apropriada, obtem-se para cada modelo, a distribuição de tamanho estável para a 
sub-população resistente como sendo uma auto-função normalizada de tal auto-valor 
dominante, o qual vem a ser o parâmetro malthusiano da sub-população resistente 
em questão. 
Na solução de nossos problemas, também como acima, representamos os operadores 
envolvidos por matrizes triangulares inferiores. Exploramos este fato para garantir 
existência e unicidade de soluções fracas nos problemas e que os semi-grupos forte-
mente contínuos de operadores lineares gerados, podem também ser representados 
por matrizes triangulares inferiores. 
Este fato nos levou de início a considerar em cada modelo anteriormente estudado, um 
procedimento de decomposição do espaço em soma direta, segundo os sub-operadores 
principais e utilizar em cada etapa os resultados de compacidade, obtendo assim um 
resultado de existência de distribuição de tamanho estável para cada sub-população 
no modelo estudado. 
Com isto chegamos à uma definição de distribuição de tamanho estável mais adequada 
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aos modelos para o crescimento de populações de células tumorais sujeitas à mutação 
genética, e que nos parecia desconhecida anteriormente. Os nossos resultados foram 
obtidos no sentido da nossa definição:" cada sub-população possui intrinsecamente 
uma distribuição de tamanho estável e um parâmetro malthusiano". 
Formulamos no capítulo 2, o problema (TI) considerando a taxa de destruição ins-
tantânea constante, como um problema de Cauchy abstrato sujeito a variações ins-
tantâneas ou com impulso e embora não tenhamos neste caso um semi-grupo de 
operadores gerando a solução, consideramos uma noção de solução do mesmo, utili-
zando o semi-grupo fortemente contínuo obtido estudando-se o período anterior ao 
uso de fármacos no modelo para tratamento com a aplicação de um único fármaco. 
Mostramos usando a positividade deste semi-grupo que a sub-população das células 
resistentes possui o mesmo comportamento assintótico para tempos arbitráriamente 
grandes, isto é, mesma distribuição de tamanho estável e mesmo parâmetro malthu-
siano obtidos para o modelo no período anterior a aplicação de fármaco. Por outro 
lado, a sub-população das células sensíveis possui a mesma distribuição de tama-
nho estável obtida para o modelo no período anterior a aplicação de fármaco, porém 
seu parâmetro malthusiano aparece perturbado em função da taxa instantânea de 
destruição f-lF e do parâmetro T usado para representar o intervalo de tempo entre 
uma aplicação e outra seguinte do fármaco. Com isto, pode-se escolher f-lF e T con-
venientes de modo que a sub-população sensível tenda assintoticamente à extinção 
e a população tumoral tenda assintóticamente à ser totalmente resistente, o que se 
assemelha aos resultados obtidos anteriormente para o modelo correspondente, sem 
estrutura de tamanho. 
O estudo do problema (TI) considerando-se variável a taxa de destruição instantânea 
é bem mais complexo. Mesmo o estudo em fase de desenvolvimento que fazemos para 
o problema análogo para o ciclo celular de Diekmann et al. (1984), onde consideramos 
variável a taxa de destruição instantânea já dá uma boa idéia dessa complexidade. 
Para o problema (TA) que é estudado no segundo parágrafo do capítulo 3, a noção 
abstrata de solução é considerada discretamente como uma composição de soluções 
de problemas parciais utilizando-se dos semi-grupos que descrevem tais problemas. 
Neste caso mostramos que se é feita uma escolha apropriada do intervalo de duração 
da aplicação de cada fármaco representado por T, temos que cada sub-população tem 
uma distribuição de tamanho estável: "para tempos arbitrariamente grandes, a razão 
entre a distribuição de tamanho de qualquer sub-população em um dado intervalo de 
tamanho e a distribuição de tamanho total da sub-população de células considerada 
é constante, independente do tempo". 
Gostaríamos de observar que o problema correspondente ao ploblema (TA) onde se 
supõe a associação alternada de dois fármacos igualmente ativos agindo instantane-
amente, pode ser estudado combinando as técnicas empregadas na tese. 
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Para finalizar, convém mencionar que os resultados que obtivemos nesta tese são 
analíticos, de natureza teórica, sendo portanto necessária sua validação com alguns 
experimentos em laboratório, a fim de que os mesmos possam ser utilizados clinica-
mente. 
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Lista de Notações 
























espaços de Banach. 
operador linear densamente definido sobre um espaço de Banach. 
tamanho de uma célula. 
taxa determinística de crescimento individual. 
taxa de mortalidade (per cápita, por unidade de tempo). 
taxa de reprodução (per cápita,por unidade de tempo). 
taxas de mutação. 
tempo necessário para uma célula crescer do tamanho mínimo 
até o tamanho x. 
probabilidade de uma célula atingir o tamanho x sem morrer. 
probabilidade de uma célula atingir o amanho x sem se reproduzir. 
probabilidade de uma célula atingir o tamanho x sem morrer 
ou se reproduzir. 
a 
espaço das funções contínuas sobre n as quais são nulas em 2, 
munido da norma do supremo . 
espaço de operadores lineares limitados sobre X. 
espaço produto de X de potência n ::::: 1. 
componente i-ésima de U E xn. 
espectro do operador A. 
espectro pontual (auto-valores) do operador A. 
conjunto resolvente do operador A. 
domínio de um operador A. 
parte real, parte imaginária do número complexo >... 
núcleo do operador A. 
imagem do operador A. 
operador identidade. 
projeção num auto espaço do operador A(p)· 
projeção num auto espaço do operador A(a)· 
submatriz principal de ordem j da matriz M. 
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operador no caso do ciclo celular . 
operador no caso anterior ao tratamento com um único fármaco . 
operador no caso anterior ao tratamento com associação alternada 
de dois fármacos . 
operador no tratamento com um único fármaco . 
operadores no tratamento com associação alternada de dois fármacos. 
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