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Abstract
Let E be a subset of the complex plane C consisting of a countable set of points tending to ∞ and let
k  1 be an integer. We derive a spacing condition (dependent on k) on the points of E which ensures that,
if f is a function meromorphic in C with sufficiently large Nevanlinna deficiency at the poles, then either
f takes every complex value infinitely often, or the kth derivative f (k) takes every non-zero complex value
infinitely often, in C − E. This improves a previous result of Langley.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Exceptional sets; Value distribution; Hayman’s alternative; Nevanlinna theory
1. Introduction
Our starting point is the following result of Hayman [4, p. 60]:
Theorem A. Suppose that f (z) is a function transcendental and meromorphic in the plane.
Then either f assumes every finite value infinitely often in the complex plane C, or each of its
derivatives f (k), k  1, assumes every finite non-zero value infinitely often in the plane.
We ask what subsets E of the plane exist such that this result continues to hold on C − E,
either for all transcendental meromorphic f or for some subset of such functions.
In this direction, Langley has proved the following two results.
For entire functions, we have [7, Theorem 1]:
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to infinity with
|an − am| > ε|an|
for all n = m, while dn satisfies
log
1
dn
>K(ε)
(
log |an|
)2
then for any polynomials α0(z), . . . , αk(z) (with k  1 and αk(z) ≡ 0) and any transcendental
entire function f (z) such that
ψ(z) =
k∑
j=0
αj (z)f
(j)(z)
is non-constant, either f (z) has infinitely many zeros outside
E =
∞⋃
n=1
B(an, dn) =
∞⋃
n=1
{
z: |z − an| < dn
}
or ψ(z) has infinitely many 1-points outside E.
Langley also shows [7, Theorem 2] that the spacing condition on the an is best possible.
For meromorphic functions, we have [6, p. 57]:
Theorem C. Suppose that E = {am}∞m=1 satisfies
lim inf
m→∞
log |am+1|
log |am| log log |am| > 0.
Suppose that a, b are finite, with b = 0, and that f is meromorphic such that, in C − E, f has
only finitely many poles and a-points, and f ′ has only finitely many b-points. Then f is rational.
Langley also showed that this theorem does not hold if the point set E is replaced by any
countable set of open discs tending to ∞.
We improve Langley’s result for meromorphic functions by removing the restriction on the
position of the poles, and by improving the spacing of the points am, although our result will be
more restricted in the sense that it will only apply to functions which have Nevanlinna deficient
poles. We shall also prove a result for higher derivatives of f . We prove:
Theorem 1. Let k  1 be an integer. Let a and b = 0 be complex numbers. Suppose that δ, ν
satisfy
1 δ > 1 − 1/k, (1)
ν >
1
(1 − k(1 − δ))2  1. (2)
Let E = {am}∞m=1 be a set of points with |a1| > e and
|am+1| > |am|ν (3)
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δ(∞, f ) δ, (4)
then either f (z) = a infinitely often, or f (k)(z) = b infinitely often, for z ∈ C − E.
We recall that the definition of the deficiency δ(∞, f ) is given by
δ(∞, f ) = 1 − lim sup
r→∞
N(r,f )
T (r, f )
,
using the standard notations of Nevanlinna theory given, for example, in Hayman’s book [4,
Chapter 1].
2. Preliminaries
Lemma D. (Barry [2]) Suppose that g, h are positive non-decreasing real functions and suppose
that
r∫
1
h(t)
dt
t

r∫
1
g(t)
dt
t
(5)
for all large r . Let Λ > 1 and let S = {r  1; h(r) > Λg(r)}. Then the set S has upper logarith-
mic density no greater than 1/Λ, i.e.
lim sup
s→∞
(log s)−1
s∫
1
χS(r)
dr
r
 1/Λ,
where χS is the characteristic function of the set S.
Lemma E. (Miles/Rossi—see [8, Lemma A]) Let m(t) be non-decreasing, integer-valued and
continuous from the right, with m(1) = 0 and m(t) = O(t) as t → ∞. Let M > 3 be a constant.
Then there exists a set EM of lower logarithmic density at least 1 − 3/M , i.e.
r∫
1
χ(t)/t dt >
(
1 − 3/M + o(1)) log r
as r → ∞, with χ(t) the characteristic function of EM , such that, for r ∈ EM and t  r , we have
m(t)/m(r) (t/r)4M .
Theorem F. (Anderson/Clunie [1]) Let g be a meromorphic function with δ(∞, g) > d > 0 and
suppose that T (r, g) = O((log r)2). Then log |g(z)| > dT (|z|, g) for all z outside an ε-set (i.e.
a set of discs B(bj , rj ) such that bj → ∞ and ∑∞j=1 rj /|bj | < ∞).
Theorem G. (Valiron [9]) Suppose that g is a meromorphic function and that T (r, g) =
O((log r)2). Then, for any distinct a, b ∈ C ∪ {∞}, we have
T (r, g) = (1 + o(1))max{N(r, a, g),N(r, b, g)}.
The following is an improvement of a lemma of Langley [8, Lemma 1]:
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n(1) = 0 and n(t) = o(log t) as t → ∞. Let L(t) be an increasing function of t and μ(t) a de-
creasing function of t with L(t) → ∞ and μ(t) → 0 as t → ∞ so slowly that
L(t)
μ(t)
n
(
tL(t)
)= o(log t). (6)
Set
h(r) =
L(r)r∫
1
t dn(t).
Then the set E(μ) = {r  1; h(r) μ(r)r} has upper logarithmic density 0.
Proof. Let χ(t) be the characteristic function of E(μ), so that χ(t) = 1 if t  1 and t ∈ E(μ)
and χ(t) = 0 otherwise. Then
r∫
1
χ(t)/t dt 
r∫
1
h(t)
/(
μ(t)t2
)
dt

(
1/μ(r)
) r∫
1
h(t)/t2 dt

(
1/μ(r)
)( r∫
1
dh(t)/t − h(r)
r
+ h(1)
)

(
1/μ(r)
)( r∫
1
L(t) dn
(
tL(t)
)+ O(1)
)
 L(r)
μ(r)
n
(
rL(r)
)= o(log r)
as required. Lemma 2.1 is proved. 
The following is a modification of a lemma of Langley [8, Lemma 2]:
Lemma 2.2. Let f be transcendental and meromorphic in the plane with T (r, f ) = o((log r)2).
Let τ be a small positive constant. Then there is a set W of upper logarithmic density at most τ
such that, for r /∈ W , there exist non-zero b(r) ∈ C, decreasing μ(r) > 0 and increasing L(r) > 0
where μ(r) → 0 and L(r) → ∞ as slowly as we please, as r → ∞, such that
f (z) = b(r)zn(r,1/f )−n(r,f )(1 + o(1)),
for μ(r)1/2r < |z| <L(r)1/2r .
Proof. We write f (z) = U(z)F (z) where U is a rational function and F(0) = 1 and F has no
zeros or poles in |z| 1. Suppose also that μ(r) is a positive decreasing function and that L(r)
is an increasing function with L(1) > 50M3, such that μ(r) → 0 and L(r) → ∞ so slowly
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Lemma E with M > 3/τ and m(t) = 2n(t) − 1 = O(t) and also apply Lemma 2.1. We obtain
that, for r outside a set W of upper logarithmic density at most τ ,
h(r) =
rL(r)∫
1
t dn(t) < rμ(r) (7)
and, for t  r ,
n(t) − n(r)M1 log(t/r), (8)
for M1 = 4M/ log 2 + 1. Since n(t) is integer-valued, (7) implies that f has no zeros or poles in
rμ(r) < |z| < rL(r), (9)
for r /∈ W .
Now suppose that
r /∈ W, rμ(r)1/2 < |z| < rL(r)1/2. (10)
We write F(z) = f1(z)/f2(z) where the fj are entire and
f1(z) =
∞∏
j=1
(1 − z/xj ),
where the xj are the zeros of f in |z| > 1, counting multiplicities. For z as in (10) we have
f1(z) = zn(r,1/F )
∏
1
(−1/xj )
∏
1
(1 − xj /z)
∏
2
(1 − z/xj ),
where
∏
1 denotes the product over all xj with |xj |  r , and
∏
2 denotes the product over the
remaining xj . With
∑
1 defined analogously to
∏
1, we have, using (7),∣∣∣∣∏
1
(1 − xj /z) − 1
∣∣∣∣ exp
(∑
1
|xj /z|
)
− 1
 exp
(
h(r)/|z|)− 1 exp(rμ(r)/|z|)− 1
 exp
(
μ(r)1/2
)− 1. (11)
Further, (8) gives
n(t,1/f ) − n(r,1/f )M1 log(t/r)
for t  r , and using (9) we have
∣∣∣∣∏
2
(1 − z/xj ) − 1
∣∣∣∣ exp
(
|z|
∞∫
r
1
t
dn(t,1/f )
)
− 1
= exp
(
|z|
∞∫
r
(
n(t,1/f ) − n(r,1/f ))dt/t2
)
− 1
= exp
(
|z|
∞∫ (
n(t,1/f ) − n(r,1/f ))dt/t2
)
− 1rL(r)
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(
|z|M1
∞∫
rL(r)
log(t/r) dt/t2
)
− 1
= exp(|z|M1(logL(r) + 1)/(rL(r)))− 1
 exp
(
M1
(
logL(r) + 1)/L(r)1/2)− 1, (12)
which is small by the choice of L(r).
So we may write
f1(z) =
∏
1
(−1/xj )zn(r,1/F )
(
1 + ξ(z)) (13)
for z satisfying (10), with |ξ(z)| = o(1) as r → ∞, using (11) and (12).
Similarly for f2. Now the result follows. Lemma 2.2 is proved. 
3. Proof of Theorem 1
We suppose that there exist f and E satisfying the hypotheses, such that (without loss of
generality) f (z) = 0 only finitely often outside E and f (k)(z) = 1 only finitely often outside E.
By Chen’s improvement [3] to the inequality known as Hayman’s alternative, we have
T (r, f ) <
(
2 + 1
k
)
N(k+2)(r,1/f ) +
(
2 + 2
k
)
N
(
r,
1
f (k) − 1
)
+ S(r, f ), (14)
where N(j)(r,1/f ) is the same as N(r,1/f ) except that zeros of multiplicity greater than j are
counted j times only.
We set
NE(r) =
∑
|am|<r
log
r
|am| ,
where here we only include terms in the summation if either f (am) = 0 or f (k)(am) = 1. If
|an| < r  |an+1| we have NE(r) < n log r . But then, from (3),
r > |an| > |aνn−1| > · · · >
∣∣aνn−11 ∣∣
and so
log log r > (n − 1) logν
and hence
NE(r) = O(log r log log r).
Therefore, (14) becomes
T (r, f ) < (2k + 11)NE(r) + S(r, f ) = o
(
(log r)2
)
, (15)
initially outside a set of r of finite Lebesgue measure. But we observe that (15) implies that f
has finite order, and so S(r, f ) = o(T (r, f )) for all r > 0 and hence (15) holds for all r > 0.
Since f has deficient poles and T (r, f ) = O((log r)2), we deduce from Theorem G that
T (r, f ) = (1 + o(1))N(r,1/f ). (16)
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1 − 1/k < c2 < c1 < δ, (17)
1 − c1
1 − c2 <
c3 − c4
1 − c4 , (18)
1 − c1
1 − c2 <
c6 − c5
1 + c6 , (19)
c3 < c7 
c8
1 + c8 , (20)
c6 < c8, (21)
ν−1 
(
ν
(
1 − k(1 − δ)))−1 < 1 − c7 < 1 − c3 < 1 − c4 < 1
< 1 + c5 < 1 + c6 < 1 + c8 < ν
(
1 − k(1 − δ)) ν. (22)
Proof. From (2), we can choose c7 so that
1 < ν(1 − c7)2 < ν
(
1 − k(1 − δ))2. (23)
So then
1
1 − k(1 − δ) <
ν(1 − c7)2
1 − k(1 − δ) < ν(1 − c7) < ν
(
1 − k(1 − δ))
and we can choose c8 such that
1
1 − k(1 − δ) < 1 + c8 < ν(1 − c7) < ν
(
1 − k(1 − δ)). (24)
Also, (23) implies that
ν(1 − c7) − 1
ν(1 − c7) = 1 −
1
ν(1 − c7) > c7
and so we can choose 1 + c8 in (24) so close to ν(1 − c7) that
c8
1 + c8 =
(1 + c8) − 1
1 + c8 > c7. (25)
So the right-hand inequality of (20) holds.
From (23) and (24) we have necessarily
c7 > k(1 − δ), (26)
c8 >
1
1 − k(1 − δ) − 1 =
k(1 − δ)
1 − k(1 − δ)  k(1 − δ). (27)
For any c1, c2 which satisfy (17) we have
1 − c1
1 − c2 >
1 − δ
1/k
= k(1 − δ)
and so (by taking c1 as close to δ and c2 as close to 1 − 1/k as necessary), we can choose c1, c2
which satisfy (17) and also (using (26)),
k(1 − δ) < 1 − c1 < c7. (28)1 − c2
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1 − c1
1 − c2 < c3 < c7, (29)
1 − c1
1 − c2 <
c6
1 + c6 < c7 
c8
1 + c8 , (30)
using (25) and (28). The left-hand inequality of (20) holds, and (21) holds.
Now, using (29) and (30), we choose
c4 < c3, c5 < c6 (31)
positive but so small that
1 − c1
1 − c2 <
c3 − c4
1 − c4 < c7,
1 − c1
1 − c2 <
c6 − c5
1 + c6 < c7.
So (18) and (19) hold.
Note that, necessarily, from (1), (21), (24), (29) and (31) we have that (22) holds.
Lemma 3.1 is proved. 
Returning to the proof of the theorem, we set
Am =
{
z; |am|1−c7 < |z| < |am|1+c8
}
. (32)
For any m,
|am|1+c8 < |am|ν(1−c7) < |am+1|1−c7 ,
using (3) and (24). So the Am do not intersect.
We denote by pm the number of zeros of f at am and by ym the number of poles of f in Am.
Lemma 3.2. There exist infinitely many m such that
ym <
1
k
pm. (33)
Proof. Suppose the lemma does not hold. Then for all sufficiently large r we have, from (16)
and (32) (using wj to denote poles of f ),
T (r, f ) = (1 + o(1))N(r,1/f )
= (1 + o(1)) ∑
|am|<r
pm log
r
|am| + O(log r)

(
1 + o(1))k ∑
|am|<r
ym log
r
|am| + O(log r)
= (1 + o(1))k ∑
|am|<r
∑
wj∈Am
(
log
r
|wj | + log
|wj |
|am|
)
+ O(log r)

(
1 + o(1))kN(r, f ) + (1 + o(1))k ∑
|am|<r
ymc8 log |am| + O(log r)
 k
(
1 − δ + o(1))T (r, f ) + (1 + o(1))k ∑ ymc8 log |am|. (34)|am|<r
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∑
|am|<rn
ym  n
(|an|1+c8 , f )
(
log
rn
|an|1+c8
)−1
N(rn, f )
 1 − δ + o(1)
(ν − 1 − c8) log |an|T (rn, f ).
So
kc8
∑
|am|<rn
ym log |am| kc8 log |an|
∑
|am|<rn
ym
 k(1 − δ + o(1))c8
ν − 1 − c8 T (rn, f ). (35)
From (24) we have 1 + c8 < ν(1 − k(1 − δ)), and combining this with (34) and (35) gives a
contradiction. Lemma 3.2 is proved. 
Lemma 3.3. Let
Λ = 1 − c2
1 − c1 > 1, (36)
from (17). Then the set
S = {r  1: n(r, f ) > (1 − c2)n(r,1/f )}
has upper logarithmic density at most 1/Λ.
Proof. We set
h(t) = n(t, f ), g(t) = (1 − c1)n(t,1/f ).
We have
r∫
1
h(t)
dt
t
N(r,f )
(
1 − δ + o(1))T (r, f )
< (1 − c1)N(r,1/f ) − 12 (δ − c1)N(r,1/f )
=
r∫
1
g(t)
dt
t
+ O(1) − 1
2
(δ − c1)N(r,1/f )

r∫
1
g(t)
dt
t
using (4), (16) and (17). Now the result is immediate from Lemma D. Lemma 3.3 is proved. 
Lemma 3.4. For m large, there exist R′m and S′m with
|am−1| < |am|1−c7 <R′m < |am|1−c4 < |am|1+c5/2 < S′m < |am|1+c6 < |am+1|, (37)
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|z| = S′m as m → ∞, and
f (j)(z)
f (z)
= 1 + o(1)
zj
α
(|z|)(α(|z|)− 1) · · · (α(|z|)− j + 1),
on |z| = R′m, |z| = S′m, (38)
in which
α(r) = n(r,1/f ) − n(r, f ) (39)
and
α(R′m) → ∞, α(S′m) → ∞ as m → ∞. (40)
Proof. We have, by (18),
(
log
(|am|1−c4))−1
|am|1−c4∫
|am|1−c3
dt
t
= c3 − c4
1 − c4 >
1 − c1
1 − c2 = 1/Λ.
So for sufficiently large m, the set S in Lemma 3.3 cannot contain the whole interval
(|am|1−c3, |am|1−c4). A similar argument, using (19), shows that S cannot contain the whole
of the interval (|am|1+c5 , |am|1+c6). Hence there exist Rm, Sm, with
|am|1−c3 <Rm < |am|1−c4 , |am|1+c5 < Sm < |am|1+c6 , (41)
such that
n(Rm,f ) (1 − c2)n(Rm,1/f ), n(Sm,f ) (1 − c2)n(Sm,1/f ). (42)
By (3) and (22),
|am|1−c3 > |am−1|, |am|1+c6 < |am+1|
and so
|am−1| <Rm < |am| < Sm < |am+1|.
We set
ε = min
{
c7 − c3
1 − c3 ,
c5
2 + 2c5
}
> 0, τ = ε/3. (43)
Using this τ , we apply Lemma 2.2 to obtain (for all sufficiently large m) R′m, S′m which fall
outside the exceptional set W(τ) and which satisfy
R
1−ε/2
m < R
′
m < Rm, S
1−ε/2
m < S
′
m < Sm (44)
and such that
f (z) = b(R′m)zn(R′m,1/f )−n(R′m,f )(1 + o(1)) (45)
on (1 − η)R′m < |z| < (1 + η)R′m, for some constant η > 0.
By the remark at (9), we note that there are no poles of f on |z| = R′m. Then, for such z,
writing M(r,f ) = max{|f (z)|: |z| = r},
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∣∣f (z)∣∣> logM(|z|, f )− o(1)
> m
(|z|, f )− o(1)
>
(
δ − o(1))T (|z|, f ). (46)
An estimate analogous to (45) holds for
S′m(1 − η) < |z| < S′m(1 + η),
and hence f (z) satisfies (46) on this region also.
We claim that R′m, S′m satisfy (37) for all sufficiently large m. It is clear from (41) and (44)
that
R′m < |am|1−c4 , S′m < |am|1+c6 .
We also observe that
R′m > R
1−ε/2
m > |am|(1−c3)(1−ε/2)  |am|(1−c7)
1−ε/2
1−ε > |am|1−c7 (47)
from (41), (43) and (44). Similarly, S′m > |am|1+c5/2. Further, (3) and (22) imply |am−1| <
|am|1−c7 . So (37) holds.
Next, we fix a small γ > 0. For m sufficiently large we can rewrite (45) as
f (z) = b(R′m)zαm(1 + ζ(z)), for R′m(1 − η) < |z| <R′m(1 + η) (48)
where we write
αm = α
(
R′m
)= n(R′m,1/f )− n(R′m,f ) (49)
and where∣∣ζ(z)∣∣< γ. (50)
Recalling that the only large zeros of f are at the am, we have from (37) and (41) that there are
no zeros of f between the circles |z| = R′m and |z| = Rm. So, using (42), we have
n
(
R′m,f
)
 n(Rm,f ) (1 − c2)n(Rm,1/f ) = (1 − c2)n
(
R′m,1/f
)
.
We have n(r,1/f ) → ∞ as r → ∞ from (16) and the fact that f is transcendental, and hence
α(R′m) → ∞ as m → ∞. Similarly for S′m.
For j = 1, . . . , k, we have
f (j)(z) = bαm(αm − 1) · · · (αm − j + 1)zαm−j
×
(
1 + ζ(z) + j
αm − j + 1ζ
′(z)z + · · · + 1
αm · · · (αm − j + 1)ζ
(j)(z)zj
)
(51)
for all R′m(1 − η) < |z| < R′m(1 + η). Using Cauchy’s estimate we have that, for 1 q  j ,∣∣ζ (q)(z)∣∣ q!γ
(ηR′m)q
, |z| = R′m.
So the sum of the terms in ζ and its derivatives in the bracketed term in (51) has modulus which
is O(γ ), and hence
f (j)(z) = bαm(αm − 1) · · · (αm − j + 1)zαm−j
(
1 + O(γ )), |z| = R′m.
Since γ may be chosen arbitrarily small, (38) now follows for |z| = R′m. A similar argument
applies for |z| = S′m.
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poles of f . For such r , we have
(
δ − o(1))T (r, f )m(r,f ) = 1
2π
2π∫
0
log+
∣∣f (reiθ )∣∣dθ  logM(r,f ). (52)
For z satisfying (48), writing r = |z|, we have
λ(r, f ) 1
4
M(r,f ), (53)
and so in particular, from (52) and (53), we have
∣∣f (z)∣∣ 1
4
exp
(
1
2
δT
(
R′m,f
))
, on |z| = R′m. (54)
Now using (38) we obtain
∣∣f (j)(z)∣∣ 1
4
(
αm
R′m
)j ∣∣f (z)∣∣ 1
16
(
αm
R′m
)j
exp
(
1
2
δT
(
R′m,f
))
, on |z| = R′m. (55)
Recalling that, since f is transcendental, there exists a function ψ(r) → ∞ as r → ∞ such that
T (r, f )ψ(r) log r, r > 0 (56)
we have from (55) that∣∣f (j)(z)∣∣ 1
16
α
j
m|z|δψ(r)/2−j , |z| = R′m. (57)
Equations (54) and (57) show that |f (z)| → ∞ and |f (j)(z)| → ∞ uniformly on |z| = R′m as
m → ∞. Similarly for S′m. Lemma 3.4 is proved. 
Lemma 3.5. For all sufficiently large m satisfying (33), we have f (k)(am) = 0, while am is a zero
of f of multiplicity no greater than k, f has no poles in Am, and
n(r, f ) (1 − c2)n(r,1/f ), r ∈
(|am|1−c7, |am|1+c8). (58)
Proof. Suppose that m is large and satisfies (33). We must have pm  1 and so f (am) = 0.
Suppose that f (k)(am) = 0. We consider the annulus
Dm =
{
z: R′m < |z| < S′m
}
,
which contains am.
Since |f (k)(z)| is large on the boundary of Dm, by Lemma 3.4, Rouché’s theorem shows that
f (k) must have the same number of zeros and 1-points in Dm. So f (k) has at least one 1-point
in Dm. But all sufficiently large 1-points of f (k) are at the an, and so f (k)(am) = 1, by (37),
contradicting our assumption that f (k)(am) = 0.
So f (k)(am) = 0 and the zero of f at am has multiplicity no greater than k.
So pm  k and at (33) we have
ym <
1
k
pm  1
and so we conclude that ym = 0, i.e. there are no poles of f in Am.
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r ∈ (|am|1−c7 , |am|) or for no such r . But since (29) and (36) give
1
log |am|
|am|∫
|am|1−c7
dt/t = log |am| − log |am|
1−c7
log |am| = c7 > 1/Λ,
we conclude from Lemma 3.3 that n(r, f ) (1 − c2)n(r,1/f ) holds for all r ∈ (|am|1−c7 , |am|).
Similarly,
1
log |am|1+c8
|am|1+c8∫
|am|
dt/t = log |am|
1+c8 − log |am|
log |am|1+c8 =
c8
1 + c8 > 1/Λ,
using (30) and (36), and so n(r, f ) (1 − c2)n(r,1/f ) holds for all r ∈ (|am|, |am|1+c8). The in-
equality also holds for r = |am|, using the fact that n(r, f ) is continuous from the right. Therefore
(58) holds. Lemma 3.5 is proved. 
For large m satisfying (33) we have, from Lemma 3.5,
α
(|am|)= n(|am|,1/f )− n(|am|, f ) c2n(|am|,1/f )> 0. (59)
Lemma 3.6. Let K be a large positive constant. Given ε1 > 0, we have, for all sufficiently large
m satisfying (33),
f ′(z)
f (z)
= (1 + τ(z))βm
z
+ pm
z − am , for all K
−k|am| < |z| <Kk|am|, (60)
where βm = α(|am|) = α(K−k|am|)(1 + o(1)) → ∞ as m → ∞ and∣∣τ(z)∣∣< ε1,
and where we recall that pm denotes the number of zeros of f at am.
Proof. We observe first that
R′m <K−k|am| < S′m
for all sufficiently large m, from (37). We have, from (22) and (37) that
|am|1−c7 <R′m < |am| < S′m < |am|1+c8
and so, using (32) and Lemma 3.5, we have
α(r) = α(K−k|am|)(1 + o(1))= α(|am|)(1 + o(1)), for all R′m  r  S′m.
Also, α(r) is large, from (40) and (59).
The function
φ(z) = z
βm
(
f ′(z)
f (z)
− pm
z − am
)
is analytic on R′m  |z| S′m, using Lemma 3.5, and satisfies
φ(z) = 1 + o(1)
on the boundary, by (37) and (38) with j = 1 and using βm → ∞ as m → ∞ and pm  k. Hence
(60) follows from the maximum principle. Lemma 3.6 is proved. 
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K−k|am| < |z| <Kk|am|, |z − am| > |am|2k , (61)
with
h′(z)
h(z)
= βm
z
(
1 + τ1(z)
) (62)
in that region, where βm = α(|am|) = n(|am|,1/f ) − n(|am|, f ), and∣∣τ1(z)∣∣ ε.
Then, for j = 1, . . . , k we have
h(j)(z)
h(z)
= β
j
m
zj
(
1 + τj (z)
) (63)
for
Kj−1−k|am| < |z| <Kk−j+1|am|, |z − am| > |am|2k−j+1 , (64)
where∣∣τj (z)∣∣ 4j−1ε.
If, in addition, h is analytic in the whole of the region
K−k|am| < |z| <Kk|am|, (65)
and satisfies (62) there, then (63) holds in
Kj−1−k|am| < |z| <Kk−j+1|am|. (66)
Proof. We prove the first part. The proof is by induction on j . When j = 1, the assertion is
simply a reiteration of the hypotheses of the lemma, so there is nothing to prove.
Now suppose that the result holds for j − 1. We have
h(j)(z)
h(z)
= d
dz
(
h(j−1)
h
)
(z) + h
(j−1)(z)
h(z)
h′(z)
h(z)
. (67)
Using the inductive hypothesis,
h(j−1)(z)
h(z)
h′(z)
h(z)
= β
j
m
zj
(
1 + σ(z)) (68)
in the region
Kj−2−k|am| < |z| <Kk−j+2|am|, |z − am| > |am|2k−j+2 , (69)
where∣∣σ(z)∣∣ ∣∣τj−1(z)∣∣+ 32
∣∣τ1(z)∣∣ 78 · 4j−1ε.
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∣∣∣∣ 2 β
j−1
m
|z|j−1 .
Using Cauchy’s estimate,∣∣∣∣ ddz
(
h(j−1)
h
)
(z)
∣∣∣∣ 2 β
j−1
m
(|z| − ρ)j−1
1
ρ
,
for z satisfying (64), where ρ is the distance from z to the boundary of the region (69).
For z satisfying (64), we have
ρ min
{
Kj−1−k|am| − Kj−2−k|am|,Kk−j+2|am| − Kk−j+1|am|, |am|2k−j+1 −
|am|
2k−j+2
}
 |am|
Kk−j+2
and so, for such z,∣∣∣∣ ddz h
(j−1)(z)
h(z)
∣∣∣∣ 2 β
j−1
m
(|z| − ρ)j−1
Kk−j+2
|am| = o(1)
β
j
m
|z|j (70)
using the fact that βm → ∞ as m → ∞.
So, for m large enough, from (67), (68) and (70), for z satisfying (64),
h(j)(z)
h(z)
= β
j
m
zj
(
1 + τj (z)
)
with ∣∣τj (z)∣∣ 4j−1ε,
as required. The proof of the second part is identical. Lemma 3.7 is proved. 
Lemma 3.8. For m large and satisfying (33), we have
f (k)(z)
f (z)
= β
k
m
zk
(
1 + τk(z)
) (71)
for
K−1|am| < |z| <K|am|, |z − am| > |am|2 , (72)
where∣∣τk(z)∣∣< 12 .
Proof. This follows from Lemma 3.7 with h = f , using Lemmas 3.5 and 3.6. Lemma 3.8 is
proved. 
Lemma 3.9. For large m satisfying (33), we have f (k)(am) = 1.
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By Lemma 3.8 and Rouché’s theorem, f (k)/f has the same number of (zeros minus poles) in
|z − am| < |am|/2 as does βkm/zk , i.e. zero. But f (k)/f has pm poles in |z − am| < |am|/2, all at
am (recalling from Lemma 3.5 that f (k)(am) = 0 and that f has no poles in Am). So f (k)/f has
pm zeros inside |z − am| < |am|/2. These must be zeros of f (k).
But now, using the fact that |f (k)| is large on |z| = R′m and |z| = S′m, from Lemma 3.4, we
can apply Rouché’s theorem to f (k) to conclude that f (k) must have a 1-point in R′m < |z| < S′m,
which must be at am. Lemma 3.9 is proved. 
Lemma 3.10. For all sufficiently large m and for z on the boundary of the annulus Am we have
log
∣∣f (z)∣∣> 1
4
δT
(|am|1−c7 , f ). (73)
Proof. We set g = f in Theorem F. Suppose first that z0 is a point far from the origin satisfying
log |f (z0)|  14δT (|z0|, f ). Then z0 must lie in a B(bj , rj ) which contains a zero of f , by the
minimum modulus principle.
We conclude, for all sufficiently large j , either log |f (z)| > 14δT (|z|, f ) on the whole of
B(bj , rj ) or B(bj , rj ) contains a zero of f , i.e. one of the points am.
But now the fact that rj /|bj | → 0 as j → ∞, together with (32), implies that for all suffi-
ciently large j no B(bj , rj ) can contain an am and also meet the boundary of Am. Lemma 3.10
is proved. 
We are now in a position to obtain a contradiction, which will prove the theorem.
We take a large m which satisfies (33). From Lemma 3.9, we have
f (am) = 0, f (k)(am) = 1. (74)
We set
f (z) = (z − am)pml(z), (75)
where l is analytic, non-zero in Am, using Lemma 3.5 again.
We have
log
∣∣l(z)∣∣= log∣∣f (z)∣∣− pm log |z − am| 14δT
(|am|1−c7 , f )− O(log |am|)
for z on the boundary of Am, using Lemma 3.10, and recalling that pm  k. So, for any positive
integer C, we have
log
∣∣l(z)∣∣>C log |z| (76)
for such z, provided m is large enough, using the fact that f is transcendental.
In the case pm = k we have
f (k)(z) = k!l(z) + B0(z),
where B0 is analytic in Am and B0(am) = 0. But now we have a contradiction immediately in this
case, since |l(am)| is large from (76) and using the minimum modulus principle, but f (k)(am) = 1
from (74).
So we may suppose that pm < k.
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l′(z)
l(z)
= f
′(z)
f (z)
− pm
z − am ,
from (75). Using Lemma 3.6, we have that l satisfies (62) and we may therefore apply Lemma 3.7
using h = l. Since l has no zero at or near am, we use the second part of the lemma to obtain that
l(k−pm)(z)
l(z)
= M
k−pm
zk−pm
(1 + τk−pm), for all K−pm−1|am| < |z| <Kpm+1|am|.
Together with (76), this implies that∣∣l(k−pm)(z)∣∣> 1
2
Mk−pm |z|C−k+pm (77)
in that region.
But, from (75),
f (k)(z) = k!
(k − pm)! l
(k−pm)(z) + B(z), (78)
where B is analytic in Am and B(am) = 0.
But now we have a contradiction since l(k−pm)(z) is large from (77), but also f (k)(am) = 1
from (74).
Theorem 1 is proved.
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