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Abstract
Attributing the output of a neural network to the con-
tribution of given input elements is one way of shedding
light on the black box nature of neural networks. We pro-
pose a novel input feature attribution method that finds
an input perturbation that maximally changes the output
neuron by exclusively perturbing important hidden neurons
(i.e. learned features) on the path to output neuron. Given
an input, this is achieved by 1) pruning unimportant neu-
rons, and subsequently 2) finding a local input perturba-
tion that maximizes the output in the pruned network. Since
our method considers the importance of hidden neurons
(high-level features), it inherently considers interdependen-
cies between multiple input elements, which is vital for in-
put feature attribution. We propose PruneGrad, an efficient
gradient-based solution for the pruning and perturbation
steps of our method. The efficacy of our method is evalu-
ated by quantitatively benchmarking against other attribu-
tion methods using 1) sanity checks, 2) pixel perturbation,
and 3) Remove and Retrain (ROAR). Our results show that
while most of the existing attribution methods are prone to
fail or get mediocre results in at least one benchmark, our
proposed method achieves state of the art results in all three
benchmarks. The results are further supported by compar-
ative visual evaluation.
1. Introduction
The need for understanding the black-box nature of neu-
ral networks has spawned various approaches in interpret-
ing these models. Among them, a family of methods known
as input attribution methods explain neural networks by at-
tributing the output of a neural network to the given in-
put’s individual elements (e.g. pixels of an image). In
other words, they assign an attribution (importance) score
to each input element. Some attribution methods [25, 5] de-
rive these importance scores using the local sensitivity of
the model to the variation of the input’s elements. Another
group of attribution methods [4, 24, 28, 31, 14, 3] adopt
a more global approach by defining importance relative to
Figure 1: Overview of our proposed method: Given an
input, 1) prune unimportant neurons (neurons that their re-
moval minimally affects the output of the target neuron)
and 2) subsequently find input perturbation that maximally
changes the output in the pruned network. The resulting
perturbation serves as an explanation of input features that
contribute the most to the network’s output
a reference (baseline) input. For a given input, the impor-
tance score to each input element is assigned by considering
the relative contribution of the input elements to the out-
put change. Some reference-based methods [4, 24, 28] use
model gradients with custom backpropagation rules. Other
reference-based methods [31, 14, 3] use perturbation of in-
put to the reference value and observe the change of out-
put. This effect is studied either by singly removing one el-
ement [31] or analyzing the effect of that element’s removal
in all possible combinations of the elements (i.e. finding
Shapley values) [14, 3].
However, features in the input are usually composed of
multiple elements and the importance of the feature could
not be properly inferred from the importance of every single
element. For instance, considering a coffee cup in the im-
age, a classifier can still recognize the cup if a single pixel is
missing. A class of methods implicitly consider the group-
effect of input elements by exploiting hidden neurons, be-
cause these hidden neurons each correspond to a collection
of input elements. These methods assign importance val-
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ues to neurons in the last convolutional layers [23, 32] or
hidden biases in all layers [27]. These methods generate at-
tribution maps only for convolutional networks and as a re-
sult of rescaling operations, the maps are not fine-grained.
Another class of methods that consider collection of input
elements are perturbation mask methods [7, 6, 20, 19, 29].
These methods find the minimum set of input elements that
their preservation keeps the output constant, i.e. find the
maximum set of input elements that their removal does not
affect the output. However, the solution to the optimiza-
tion is prone to being an adversarial solution [7, 6]. There-
fore certain priors such as smoothness are adopted to derive
representative masks and therefore the resulting masks are
limited to smooth masks [7, 6, 20].
We propose a method that inherently accounts for inter-
actions between input elements by exploiting hidden neu-
rons. Our method finds an input perturbation that maxi-
mally changes the output by exclusively perturbing impor-
tant neurons on the path to the output. This is achieved by
pruning away unimportant neurons and subsequently find-
ing the input perturbation that maximally perturbs the out-
put of the target neuron in the pruned network. Unimportant
hidden neurons are considered to be the neurons that their
removal minimally affects the output. Our method uses a
first-order approximation of the effect of removing a neu-
ron on the output. Therefore identifying the least important
neurons only requires one gradient computation step. Hav-
ing pruned the unimportant neurons, The remaining pruned
network is solely composed of important neurons, therefore
the pruned network is only sensitive to important features.
In the final step, the local input perturbation that maximizes
the output of the pruned model is computed. The resulting
input perturbation reflects the important features and serves
as a fine-grained explanation for the output of the network.
We find this perturbation using two solutions. The first one
is an accurate iterative solution using the projected gradient
descent (PGD) algorithm. The second solution linearly ap-
proximates the pruned model, and the gradient of the output
of the pruned network serves as the perturbation. We refer
to the latter as PruneGrad, and demonstrate that it yields
similar results as the former solution.
We emphasize on an impartial evaluation of our meth-
ods, as relying on visual evaluations and results that seem
more interpretable to humans leads to confusion about
whether methods indeed reflect model behavior [11, 10, 1,
17]. Therefore, we evaluate our methods against others in
three acclaimed benchmarks: 1) Sanity checks [1] where
the method’s sensitivity to model parameter randomization
is measured, 2) Pixel perturbation [22] and 3) Remove-and-
Retrain (ROAR) [11, 10]. The last two evaluate whether the
highlighted features by the method are in fact highly con-
tributing features for the network. The following are the
main contributions of this paper:
• We propose a novel method for providing fine-grained
explanations of the output of a neural network given
an input. Our method finds an input perturbation that
maximally changes the output neuron by exclusively
perturbing important hidden neurons (i.e. learned fea-
tures) on the path to output neuron via:
1. Pruning unimportant neurons, i.e. neurons that
their removal affects the output of the target neu-
ron the least
2. Finding input perturbation that maximally
changes the output of the target neuron in the
pruned network
• We propose PruneGrad, a gradient-based and efficient
solution for the pruning and perturbation steps
• Our method achieves state of the art results in
three acclaimed benchmarks, 1) sanity checks [1], 2)
pixel perturbation [31] and 3) Remove and Retrain
(ROAR) [11, 10]
2. Related Work
2.1. Evaluation of attribution methods
Early evaluations rely on the human’s perception of what
is interpretable. However, there is the caveat that although
the attributions seem reasonable to humans, they do not nec-
essarily reflect model behavior. [17] Nie et al. showed theo-
retically and experimentally that certain attribution methods
with human interpretable attributions perform partial input
recovery. [1] Adebayo et al. further investigated this issue
and laid out a set of sanity checks for attribution methods
to pass. The sanity checks are experiments that evaluate
the method’s sensitivity to the model’s parameter random-
ization and to label randomization. Several works propose
evaluating the attribution methods by using theoretical ax-
ioms that are desirable for attribution methods to satisfy
[28, 24, 14]. Another group of evaluation methods adopt
the notion of referenced-based importance directly in their
evaluation. In a pioneering work Samek et al. [22] pro-
posed removing pixels in the image based on the scores in
the attribution map, and the effect on output shows whether
the computed scores are reliable. As this effect on output
might be as a result of the network not having seen the per-
turbed input during training. Hooker et al. [11, 10] further
improved on this idea by introducing Remove and Retrain
(ROAR) framework, the network is retrained on the modi-
fied inputs and the drop in accuracy is regarded as the effec-
tiveness of the attribution method.
2.2. Gradient-based attribution methods
Local importance: Simonyan et al. [25] and Baehrens
et a. [5] assume a locally linear behavior of the mode and
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propose the input gradient itself as a means of showing the
importance of each input element
Modified backpropagation conditions: Guided Back-
prop [26] and RectGrad [12] set specific conditions for
backpropagating gradients. Guided Backprop only allows
positive gradients to be propagated at each neuron. It is
shown that GBP performs partial image recovery and is in-
variant to sanity checks[1, 17]. Rectgrad sets a more strict
condition than GBP, and only allows backpropagating gra-
dients when the product of that gradient and its correspond-
ing activation are larger than a threshold.
Reference-based: Another way to look at feature impor-
tance is to see the effect of not just the local change of input
elements, but by changing to a reference value such as zero
(i.e. removing that element). LRP [4] and DeepLift [24]
methods use modified gradient propagation approaches for
backpropagating the difference between output and refer-
ence output. Integrated-Gradients method [28] computes
the contribution of each element, by integrating the gradi-
ents with respect to that element, while the element changes
from reference to the current input.
Using high-level features: These methods leverage hid-
den neurons and their gradients, hence capture high-level
representations. GradCAM [23] and CAM [32] perform
a weighted sum of last convolutional feature maps. Full-
grad [27] incorporates high-level information by using bi-
ases and their corresponding gradients at each layer.
2.3. Perturbation-based attribution methods
Single/patch occlusion: These methods set one or mul-
tiple elements to a specific reference (baseline) value. Zeiler
et al. [31] occlude a patch of pixels and observe the output
change. Using a patch of pixels, as it captures the notion of
multiple pixels as a feature, yields better results than single
pixel occlusion [2]. Observing output change by remov-
ing one single element does not take the interdependence
between elements into account. One solution for this is us-
ing Shapely values method to find the contribution of each
element. Due to the complexity of finding this solution,
several works have proposed approximate solutions namely
SHAP [14] and DASP [3].
Mask perturbation: These methods mask the input with a
certain reference value and aim at finding the smallest mask
that keeps the output constant. Fong et al. [7, 6] propose
finding meaningful perturbation masks, i.e. finding a mask
that maximizes the output and regularizing the optimization
with the size and smoothness of the mask. The smooth-
ness prior avoids irregularly shaped masks. Qi et al. [20]
improve the optimization process of finding the perturba-
tion mask of [7] by using integrated gradients. Wagner
et al. [29] set certain constraints on the optimization of [7]
so that the optimization avoids adversarial perturbations.
Fong et al. [6] further improve on their original proposal
by changing the regularization terms in the optimization to
constraints.
2.4. Identifying important hidden neurons
Oramas et al. [18] assign a relevance weight for the out-
put of each neuron and perform a lasso regression on rel-
evance weights and activations to regress the output. The
resulting values for relevance weights signify the impor-
tance of corresponding neurons. They further use Guided-
Backprop [26] to explain the selected important neurons.
Wang et al. [30] assign control gates to the output of neu-
rons, and using knowledge distillation to learn the value of
these control gates such that the original output could be re-
constructed. L1 regularization is imposed on control gates,
therefore a sparse set of important features are found. In
pruning literature, Lecun et al. [13] exploit both gradient
and Hessian information as gradient alone may not be infor-
mative for saturated neurons. Most relevant to this work is
the work of Molchanov et al. [16] where neurons are pruned
based on the effect of their removal on the output. This ef-
fect is approximated using the first order Taylor approxima-
tion of the network.
3. Method
We study the problem of explaining the output of a neu-
ral network for a given input by attributing that output to
the contribution of each input element. We provide this ex-
planation by finding an input perturbation that maximally
changes the output by exclusively perturbing important hid-
den neurons on the path to the output. As each of these im-
portant hidden neurons corresponds to features in the input,
such perturbation reflects these main features. We achieve
this objective by:
• Pruning unimportant neurons, i.e. neurons that their
removal affects the output of the target neuron the least
• Finding input perturbation that maximally changes the
output of the target neuron in the pruned network
We proceed by explaining each step in detail:
1) Pruning: The objective of this step is pruning neurons
that their removal affects the output the least. The effect of
removing a neuron is formally defined as:∣∣f (X,nli = nli(X))− f (X,nli = 0)∣∣ (1)
where f is the function explaining the target neuron, nli is
the output of the neuron at layer l and index i and nli(X) sig-
nifies the value of that neuron given input X. We are inter-
ested in the magnitude of the effect of removing neurons. If
we do not consider the absolute value, highly negative con-
tributing neurons will be later pruned and this would have
adverse effects on explaining the behavior of the model.
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Computing the effect of removing each hidden neuron re-
quires the computation in Eq. 1 to be done for all hidden
neurons, which is computationally expensive due to exces-
sive number of hidden neurons in the network. Therefore,
similar to [16] we approximate the value of Eq. 1 using first
order Taylor approximation:∣∣f (X,nli(X))− f (X,nli = 0)∣∣ =∣∣∣nli(X))∇nlif(X,nli = 0)∣∣∣ (2)
Hence, the effect of removing each neuron can be approx-
imated with one backpropagation step using Eq. 2. After-
ward, the neurons are scored based on their approximated
effect and the lowest ranking neurons are pruned away ac-
cording to a threshold on output change. (For implementa-
tion details please refer to section 4.1 and for the effect of
threshold value on output change please refer to section 5)
2) Perturbation: The objective of this section is to find
an input perturbation that maximally changes the output
of the pruned network. Each hidden neuron corresponds
to a group of input elements and represents a feature (pat-
tern) in the input. In order to perturb each hidden neuron,
the corresponding group of elements (feature) in the input
should be perturbed, and for perturbing the target neuron,
it is necessary to perturb the hidden neurons. The pruned
network is solely comprised of important hidden neurons,
and these important hidden neurons correspond to impor-
tant input features. Therefore, in the pruned network, an
input perturbation could only perturb the target neuron by
perturbing important input features. Based on this intuition
in order to find important features in the input, we search
for an input perturbation that maximizes the target neuron’s
output in the pruned network:
argmax
δ
fp (X + δ) (3)
where fp is the output of the target neuron in the pruned
network given input X, and δ is the perturbation and |δ|2 <
∆, where ∆ is the upper bound for perturbation.
Finding the solution to Eq. 3 is extensively investigated
in adversarial attacks literature. In our experiments, we opt
for Projected Gradient Descent (PGD), which is an iterative
algorithm that is the strongest attack using the first-order
information of the network [15]. Moreover, assuming a lin-
ear approximation of the function in Eq. 3, the gradient of
the output with respect to the input (∇Xf ) serves as an ap-
proximate solution. Using the input gradient as a solution
is computationally more efficient, and in experiments, we
show that it serves a good solution for the purpose of fea-
ture attribution. We refer to the method that chooses the
input gradient as the solution as ”PruneGrad”.
Though the perturbation of the input is performed lo-
cally, the contributions of hidden neurons are not assigned
locally and are assigned relative to a baseline of having hid-
den neurons removed. Therefore, the local input perturba-
tions computed for the pruned model do not reflect the local
sensitivity of the original model.
Input perturbations on the original unpruned network are
liable to exhibiting adversarial effects [8]. Such perturba-
tions, result in new critical data routing paths [30], i.e., new
hidden neurons becoming important. In this scenario, input
perturbations highlight other features in the input than the
original highly contributing features. Restricting the model
to already existing contributing neurons avoids getting ad-
versarial effects and new evidence in the input [29]. As
we have already pruned the network, and only contribut-
ing neurons remain, generating new features in the input by
perturbation is strictly avoided.
4. Experiments and Results
Baseline methods: We compare our methods with
GradCAM [23], recently proposed RectGrad [12],
Integrated Gradients [28], Guided Backprop [26],
Gradient×input [24] and pure gradient [25] (Vanilla
Gradient). Shrikumar et al. [24] showed that LRP is equiv-
alent to gradient×input (within a scaling factor), therefore
we selected the later due to its simplicity. Ancona et al. [2]
state that DeepLift could be deemed as a fast approximation
to Integrated Gradients, therefore we compare our method
with the latter to indirectly compare it with DeepLift.
4.1. Implementation details
Pruning details: As stated in section 3 we remove the
neurons with the least importance scores. In this section,
we clarify the procedure for removing the neurons. Our
proposed general approach is to iteratively remove a cer-
tain percentage of neurons (e.g., 1%) based on their impor-
tance scores until the output changes more than the allowed
threshold (the effect of the threshold is discussed in section
5). In practice, on ResNet-50 and ImageNet this approach
requires ∼ 10 steps for steps of 1%, hence comparably less
than Integrated Gradients (note that roughly 50% of neu-
rons are already unactivated and can be pruned in one step)
However, instead of following the iterative approach, in our
experiments we find the pruning threshold using a valida-
tion set. The pruning percentage(e.g., 60%) is chosen such
that on average its effect on output change is equal to the al-
lowed threshold. This trick reduces the number of required
iterations of PruneGrad to two iterations, one for identifying
unimportant neurons and the second for perturbation on in-
put. In all our experiments we set the output change thresh-
old to 15% (Results from other thresholds are provided in
supplementary materials). For experiments with ResNet-
50, 1000 images from the ImageNet validation set were
used to specify the pruning threshold. For CIFAR10 exper-
iments, the pruning threshold was chosen based on 10% of
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(a)
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Figure 2: Sanity Checks: (a) The first row shows the explanations provided by various attribution methods for the prediction
of a pre-trained ResNet-50 network given the Panda image. The second row shows explanations of attribution methods when
all parameters in all residual blocks of the ResNet-50 network are randomized. The similarity between explanations before
and after randomization implies that the explanation method is not explaining model behavior. (b), (c), (d) Three similarity
metrics for comparing the original explanations and explanations after randomization (results averaged over 1k images from
ImageNet test set). The x-axis shows the layers/blocks that randomization has been applied up to, while the y-axis shows
Spearman rank correlation, without applying the absolute function to the explanations in (b), and with absolute values in (c).
In (d), the y-axis shows SSIM. In all three metrics, the lower the curve the better.
the training set which was split as the validation set. In all
of our experiments on CIFAR10, we refer to the remaining
90% as the training set.
Perturbation details: The solution to the optimization
problem (Eq. 3) is once computed using Projected Gradient
Descent (PGD) with the following parameters: iteration 20,
a step of 0.01 and L2 bound of 0.1. This solution is rep-
resented as PrunePGD in the experiments. As explained in
section 3, our efficient solution, called PruneGrad, uses the
input gradient as the approximate solution of Eq. 3 in order
to find the perturbation.
4.2. Sanity Checks
In this section, we conduct sanity check [1] experiments
to evaluate the sensitivity of our methods to the network
parameter randomization. In this experiment, all learnable
parameters of the network are randomly initialized, starting
from the last layer to the first layer in a cascading man-
ner. At each randomization step, the similarity between the
generated attribution map from the original network is com-
pared with the one from the new randomized network. It is
expected that attribution methods be sensitive to such ran-
domizations, as the behavior of the network is changed via
these modifications. We use a ResNet-50 [9] network that is
pre-trained on ImageNet [21] and reinitialize its parameters
with a normal distribution with zero mean and a standard
deviation of 0.01. Fig. 2a shows the attribution maps of
our proposed methods in comparison with other methods,
before any reinitialization (first row), and after all residual
blocks have been reinitialized (second row). It is visually
evident that our methods perform well on this test as the
generated attribution map for the randomized model dif-
fers from the attribution map of the original model. On
the contrary, other methods including Guided Backprop,
RectGrad, Integrated Gradients and Gradient×Input are less
sensitive to parameter randomization. Furthermore, we con-
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Figure 3: Visual comparison of different attribution methods: Our methods exclusively highlight the features relevant to
the predicted output, whereas Vanilla Gradient, Gradient×Input, and Integrated Gradients highlight various features in the
images. GradCAM also highlights relevant features however the highlighted regions are not fine-grained, on the contrary,
our proposed methods provide fine-grained explanations
duct quantitative sanity checks. Specifically, we use the
Spearman rank correlation (with and without applying an
absolute function on the attribution maps) as well as the
structural similarity index (SSIM) as in Fig. 2 as simi-
larity metrics to cover different notions of similarity. The
lower similarity value indicates better performance in this
test. We normalize the attribution maps to range [−1, 1]
before calculating similarity scores in order to ignore the
special characteristics of some methods as stated in [1]. A
random subset of 1000 images from ImageNet [21] test set
is used to evaluate attribution methods. As shown in the
figure, our methods’ similarity scores curve is among the
bottom two (the second lowest in SSIM after VanillaGra-
dient and the lowest in the other two). This low similarity
between maps derived from the model before and after ran-
domization shows that our methods pass these checks along
VanillaGradient which reportedly [1] passes the checks.
4.3. Visual Evaluation
We conduct comparative visual experiments against
baseline attribution methods that sufficiently passed sanity
checks. The results are presented in Fig. 3. Input gradients
(Vanilla Gradient) reveals local sensitivity information and
does not demarcate features that are relevant to network’s
prediction. Integrated Gradients and Gradient×Input tend
to generate attributions similar to the input image. This may
be due to the dominating input term in their mathematical
formulation. Note that these methods did not score well
in quantitative sanity checks. GradCAM method tends to
highlight features that are relevant to the predication of the
model. However, the resulting attribution maps are smooth
(due to rescaling and interpolation from feature map scale).
Our methods (PruneGrad and PrunePGD) highlight features
that are relevant to the output of the network and the gener-
ated attributions provide fine-grained explanations.
4.4. Pixel Perturbation
This experiment evaluates attribution methods by ob-
serving the effect of removing pixels based on the scores
provided by the methods and is originally proposed by
Samek et al. [22]. Srinivas et al. [27] posit that removing
the pixels starting from the highest scores in a descending
6
(a) Pixel Perturbation (b) ROAR
Figure 4: (a) The effect of removing the least important pixels in the image (as determined by the attribution methods),
on the absolute output change. The lower the output change the better the attribution method is. Our proposed methods,
PruneGrad and PrunePGD outperform other methods. (b) The top k = [10,30,50,70,90] percent of important pixels of each
image (assigned by the attribution method) in the dataset are replaced with a constant value. The drop in accuracy of the
model after being retrained on perturbed dataset signifies the effectiveness of attribution method (the lower the better).
Figure 5: Three samples of the modified images in ROAR
experiment where top 50% of important pixels are modified
(occluded) according to the importance score assignments
of different attribution methods.
order is more prone to producing artifacts for the network,
therefore the output change is more likely to be a result of
these artifacts than reflecting the importance of pixels. This
claim is further supported in their experiments by showing
that random attribution score assignment performs similar
to other attribution methods if the pixels are removed in a
descending order, since it creates a huge number of unnec-
essary artifacts that confuses the model readily. This leads
to inability of distinguishing a model which provides rea-
sonable attributions with one that creates unnecessary arti-
facts. Therefore in this section, we opt for removing pix-
els in ascending order, i.e., removing least important pixels
first. We use CIFAR10 test set and a ResNet8 (three resid-
ual blocks) network trained on CIFAR10 training data. Fig.
12a shows the absolute fractional change of the output as
we remove the least important pixels based on the meth-
ods explanation map. In Fig. 12a, it is clear that PruneGrad
and PrunePGD outperform others in estimating unimportant
pixels. This fact agrees with the pruning step of our frame-
work in which we discard the unimportant features that con-
tribute the least to the output.
4.5. Remove and Retrain (ROAR)
Pixel perturbation evaluation does not account for the
fact that the change in output might be as a result of the
network not having seen such perturbations during train-
ing. Therefore, Hooker et al. [11, 10] proposed remove-
retrain (ROAR) framework to tackle this problem. Attribu-
tion maps are computed for all images in the dataset, and
for each image, the top k percentage of pixels in terms of
attribution scores are perturbed. The network is then re-
trained on the perturbed dataset. The more the resulting
accuracy drops compared to the original network, the bet-
ter the feature attribution method has highlighted impor-
tant features. The experiment is performed on various ex-
tents of perturbation. We perform the experiments with top
k = [10, 30, 50, 70, 90] percentage of pixels perturbed. The
experiments are carried out on CIFAR10 dataset and using
a ResNet8 architecture (three residual blocks). Fig. 12b
presents the resulting accuracies after the networks are
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Figure 6: The effect of pruning threshold on the generated attribution maps. The extent of pruning is controlled by the output
change threshold. The resulting attribution maps for different output change thresholds [5,10,15,20,30] are visualized.
trained on the modified datasets. The reported accuracies
are on perturbed test sets. In order to better analyze these
charts, we provide visual evidence from the modified im-
ages. In Fig. 5, we present samples of modified images
where the top 50% of the pixels are removed according to
the scores provided by different attribution methods. As
expected, resulting perturbations of Integrated Gradients
method does not conceal the main features in the image.
After retraining, the model can still recognize the images.
This phenomenon is also reflected in the charts in Fig. 12b
as Integrated Gradients performs the worst. As the exam-
ples in Fig. 5 suggest, RectGrad mostly highlights low-level
features (e.g. edges) and the corresponding perturbed im-
ages are still recognizable. As guided backprop is a special
case of RectGrad [12] they are expected to highlight sim-
ilar features and achieve similar results in ROAR bench-
mark, which is also visible in Fig. 12b. Fig. 5 shows that
the modifications resulting from GradCAM and PruneGrad
fully perturb the main features in these images, and this
is also reflected in Fig. 12b where GradCAM, PruneGard,
and PrunePGD unquestionably outperform other methods.
Fig.5 shows that PruneGrad provides more fine-grained per-
turbations than GradCAM, however, on ROAR metric this
does not seem to be of advantage, as the results in Fig. 12b
for GradCAM, PruneGrad and PrunePGD are equally good.
5. Discussion
Output change threshold: As stated in section 4.1, the
pruning is continued until the output changes more than a
specified threshold. We have investigated the effect of set-
ting different thresholds on the resulting attribution maps.
The qualitative results are presented in Fig. 6. The figure
shows that as the threshold on absolute output change in-
creases, the attribution method focuses on more discrimina-
tive features. This results from the fact that during pruning,
low contributing features are removed and as the pruning
continues, only most critical features remain.
In the formulation of our proposed method, there is no
assumption about the architecture of the networks or the
type of activation functions. Though we did not perform
experiments regarding the aforementioned points, it would
be meaningful to investigate the extension to other network
architectures and activations.
6. Conclusion
In this work, we proposed a novel input feature attribu-
tion method. The method finds an input perturbation that
maximally changes the output neuron by exclusively per-
turbing important hidden neurons (i.e. learned features)
on the path to output neuron. This is achieved via prun-
ing unimportant neurons prior to finding input perturbation.
The resulting perturbation serves as an explanation of im-
portant input features. We proposed PruneGrad, a gradient-
based efficient solution for finding such perturbations. Our
proposed solutions achieved state of the art results in three
acclaimed benchmarks, namely 1) sanity checks, 2) pixel
perturbation and 3) Remove and Retrain (ROAR).
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7. Supplementary Figures and Charts:
• Comparative visual evaluations for ResNet50 on Ima-
geNet: Fig. 7 and Fig. 8:
• Comparative visual evaluations for VGG16 on Ima-
geNet: Fig. 9 and Fig. 10
• Sanity Checks (Quantitative) on Prune-
Grad/PrunePGD for various output change thresholds:
Fig. 11
• Pixel Perturbation and ROAR evaluations on Prune-
Grad/PGD for various output change thresholds:
Fig. 12
• More samples from CIFAR modified images dataset in
ROAR experiment: Fig. 13 and Fig. 14
• Effect of output change threshold on generated attribu-
tion maps: Fig. 15
For further visual evaluations on ImageNet dataset (e.g.
entire test set) please refer to the accompanying code (A
Jupyter notebook is also provided for this purpose). The
code also includes all experiments and will be made pub-
licly available.
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Figure 7: Visual comparison of different attribution methods: The attributions are computed for a pre-trained ResNet50
network. Output change threshold for PruneGrad/PrunePGD is set to 15%.
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Figure 8: Visual comparison of different attribution methods: The attributions are computed for a pre-trained ResNet50
network. Output change threshold for PruneGrad/PrunePGD is set to 15%.
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Figure 9: Visual comparison of different attribution methods: The attributions are computed for a pre-trained VGG-16
network. Output change threshold for PruneGrad/PrunePGD is set to 15%.
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Figure 10: Visual comparison of different attribution methods: The attributions are computed for a pre-trained VGG-16
network. Output change threshold for PruneGrad/PrunePGD is set to 15%.
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(a) (b) (c)
Figure 11: Sanity Checks on PruneGrad/PrunePGD for different output change thresholds: The x-axis shows the lay-
ers/blocks that randomization has been applied up to while the y-axis shows (a) Spearman rank correlation without applying
the absolute function, (b) Spearman rank correlation (absolute function applied) (c) SSIM. In all metrics results are averaged
over 1k images from ImageNet test set. In all three metrics, the lower the curve the better.
(a) Pixel Perturbation (b) ROAR
Figure 12: Pixel Perturbation and ROAR evaluations on PruneGrad and PrunePGD for different output change
thresholds: (a) The effect of removing the least important pixels in the image (as determined by the attribution methods) on
the absolute output change. The lower the output change the better the attribution method is. (b) The top k = [10,30,50,70,90]
percent of important pixels of each image (assigned by the attribution method) in the dataset are replaced with a constant
value. The drop in accuracy of the model after being retrained on perturbed dataset signifies the effectiveness of attribution
method (the lower the better).
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Figure 13: More samples of the modified images in ROAR experiment where top 50% of important pixels are modified
(occluded) according to the importance score assignments of different attribution methods.
Figure 14: More samples of the modified images in ROAR experiment where top 50% of important pixels are modified
(occluded) according to the importance score assignments of different attribution methods.
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Figure 15: The effect of pruning threshold on the generated attribution maps. The extent of pruning is controlled by the
output change threshold. The resulting attribution maps for different output change thresholds [5,10,15,20,30] are visualized.
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