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Abstract- -The testability distribution of a VLSI circuit can be used to predict the fault coverage of 
a set of test patterns by restricting the standard test pattern generation process to a sample of faults. 
When testability of a VLSI c l r~t  is modeled as a beta distribution, the random detection counts 
obtained have a beta-binomial distribution. This paper includes: a) three confidence intervaln for the 
parameters of the beta-binomial distribution; b) a determination of the proper sample dze needed 
such that the theoretical confidence intervals agree with the actual ones; and c) a determination 
of the effect of the number of generated tests on confidence interval widths. Restricting the test 
generation process to a sample of faults results in major savings in the overall costs of test generation. 
Experimental results are given on three of the large combinational benchmark circuits (presented at 
the 1985 International Symposium on Circuits and Systems). 
I. INTRODUCTION 
Figure 1 shows a schematic of the testing process of a manufactured chip. An important aspect 
of  this process is to determine the needed set of inputs (test set) to apply to the chip under 
test. For small combinational circuits with a small number of inputs, the test can be exhaustive. 
That  is, the entire set of possible inputs is considered as the test set. The size of the test set, 
however, grows exponential ly in the number of inputs. As a result, exhaustive testing is costly 
and infeasible for large circuits. 
Test Sequence 
•1 Chip Under Test 
Figure 1. Schematic of the testing procedure. 
In practice, a subset of  the input space is selected as a test. A typical procedure for generating 
such a subset is: 
(1) generate the fault population and initialize test set to empty; 
(2) select a target fault, generate a test for it and add the generated test to the test set [1,2]; 
(3) use a fault simulator to remove from the fault list all faults detected by the generated 
test [3]; 
(4) update fault coverage (fraction of faults detected) and go to Step 2 if updated coverage is 
less than desired. 
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In the above procedure generating a test for a target fault (Step 1) is known to be NP- 
complete [4]; simulating the test generated on the remaining nondetected faults (Step 2) is known 
to grow nonlinearly in the size of faults simulated [5]. In fact, the overall cost of test generation is
due to Steps 2 and 3 above with fault simulation dominating these costs for large combinational 
circuits and especially sequential circuits. The advantages of simulating all faults, however, is 
that the fault coverage obtained is an accurate coverage over a fault population that is usually 
reduced by fault collapsing techniques. 
The testability profile of a circuit is a measure of the ease of generating test sets. In [6,7] a 
relationship between fault coverage and probabilistic testability was developed. The relation was 
used to estimate the fault coverage over all faults by restricting fault simulation to a sample of 
faults only. In what is called the "first pass," the standard test generation process (as described 
above) was carried on a sample of faults only. From the sample fault coverage data the testability 
profile distribution was estimated. The estimated testability distribution was then used in the 
coverage testability relation to estimate the population coverage. Since fault simulation was 
restricted to the faults in the sample, the procedure resulted in major savings in the overall costs 
of fault simulation. 
The accuracy of the fault coverage predictions are very dependent on the accuracy of estimating 
the testability profile. In [8] we proposed a beta model for estimating the testability profile of 
a circuit. The beta model was selected since it is among the most flexible tractable models 
(from a statistical point of view). We used the "pass one" procedure to generate tests and to 
estimate the parameters of the beta distribution using two methods of estimates (the moments 
and maximum likelihood estimators). Experimental results on three of the large ISCAS circuits 
reflected the accuracy of the beta model. In this paper, confidence intervals for population 
coverage are obtained from the sample coverage by applying the various asymptotic multivariate 
Central Limit theorems for sample moments. The asymptotic distributions of importance are the 
normal and chi-square distributions. In addition, we numerically investigate the following: 
a) How large should the initial sample of faults be so that the theoretical confidence percent- 
ages agree with actual ones? 
b) What is the effect of the number of generated tests on confidence interval widths given all 
other variables? 
The paper is organized as follows. Section 2 contains brief background material needed in 
the paper. Section 3 contains three confidence intervals for coverage valuation using the beta 
testability distribution. Section 4 is a description section of the ISCAS benchmark circuits. In 
Section 5, an application to three of the large ISCAS benchmark circuits is given. Section 6 
contains imulation studies that answer questions regarding the sample size and the number of 
test patterns generated. The conclusions are given in Section 7. 
2. DEFINITIONS AND COVERAGE RELATIONS 
This section contains a very brief description of results needed in our analysis. The interested 
reader is referred to [6,7]. 
Let a be any modeled fault. Associate with each such fault a detection probability t equal 
to the probability of detecting the fault by a random input. The detection probability distri- 
bution (testability profile), p(t), is the probability density function of detection probabilities. 
Accordingly, 
1 p(t) = (1) dt 1. 
The value p(t) dt corresponds to the fraction of detectable faults with detection probability be- 
tween t and t + tit. The fault coverage of a set of vectors, T, is the fraction of faults detected 
byT .  
A Fault Coverage and Testability Relatwn 
Assume n random vectors are applied to a circuit with some known detection probability 
distribution p(t). The expected coverage by the first vector on faults with detection probability 
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in [t,t -!- dt] is given as tp(t)dt. The expected coverage by the first vector on all faults is 
11 y~ -- t p(  t ) dr. 
The expected coverage by the first two vectors is Y2 = f0 ~ t(1 + (1 - t))p(t)dt. For n vectors we 
obtain 
y~ -- t [(1 - t) ° + (1 - t) + . . .  + (1 - t) ~-~] p(t)  dt 
- 1 - (1 - t) ~ p(t)  d~ 
= 1 - I (n ) .  (2/ 
We call the I(n) function the undetectability profile of the detection probability distribution. 
I(n) is a decreasing function in terms of n, approaching zero for large n. The rate at which I(n) 
approe~es zero is a function of the testability distribution. The more the p(t) distribution is 
skewed towards t = 1, the faster I(n) will drop to zero. 
For deterministic overage we make the assumption that each vector detects at least one new 
fault and may detect other faults at random depending on their detection probabilities. This 
assumption is a direct consequence of how deterministic test generators work [1]. 
Using the same analysis on random coverage, the expected coverage by the first deterministic 
vector is 
v, = ~ + 1 - tp ( t )  dr, (3) 
where Y is the fault population size. For n vectors 
/01 ] y ,= l - I (n )+g l+ I (n ) -  1 - (1 - t )  ~p(t) dt . (4) 
nt 
We use the following approximation 
n 
y, ~ 1 - I(n) + ~ = C,. (5) 
This approximation is valid for large n with n << Y. For small n values, the coverage distribution 
of deterministic vectors is similar to that of random vectors. This is reflected in the above 
approximation since for small n the deterministic coverage reduces to 1 - I(n) (assuming a large 
fault population). 
3. CONFIDENCE INTERVALS 
Let nj denote the number of faults sampled. For the two methods of estimating I(n) presented 
in [8], it was assumed that the testability probability function p(t) had the beta distribution with 
density 
r(a+8) t~-l(1-t)~-l, 0<t<l ,  a>0, 8>0, 
P(')  = r (~)  r (8 )  
where r(.) is the gamma function. This led to very accurate stimates of fault coverage. Let 
tl, t2, . . . ,  t,~a denote the actual detection probabilities (unknown) of the faults in the sample. For 
each such fault, a random detection count Xi is observed which is binomial with parameters N 
and tl, where N is the number of random input vectors applied to each fault. It is well-known 
that the X~'s constitute, approximately, a random sample from the beta-binomial distribution 
with density 
BB(,)  -- P[Xj = z] = (N)  r (a  + z) F(N + 8 - z )F(a  + 8) (6) 
r (~ + 8 + N)~(~)W~(~ ' 
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z = 0, 1 , . . . ,  N, provided n, ,~ Y, where Y is the total fault population size. Several authors have 
applied the bets-binomial distribution to solve "real-life" problems [9,10,11,12]. The estimation 
methods presented in [8] are based on the formulas given in Kleinman [13] and equations for 
the maximum likelihood estimators (henceforth denoted by ~* and/3*) of a and/3 can be found 
there. The method of moments estimators of a and/3 are given by 
NX 2 - X'. rn2 
& = _ ,  (~) 
Nm2 - (N - 1)X "z - NX 
/~ = N2X - Nm2 - NX 2 + X-rnu (8) 
Nm2- (N-1)X  u -NX ' 
and 
where ~ = l /n, E~---'I Xi and rn2 = 1/n, E~-'I X' 2. In [8] the following expression is given for 
the deterministic coverage (Ca) of n input vectors. The value of I(n) is estimated by substituting 
either the maximum likelihood estimates or the method of moments estimated in (2). The value 
of Yn is then approximated by 
n 
C~=l - I (n )+~ for n ~ Y. 
We now present hree confidence intervals for Ca. Note that the value n = N is actually used 
in the sample, but other values for n (and their corresponding deterministic coverages yn) are of 
interest. 
Confidence Interval One 
From [8], I(n) has the forms 
I(n,~,/3) = I(n) = ~ ( n - j . . I -  /3 
j=l n - - j - -+~/3 J '  (9) 
and 
t . (x ( . ) )  = - ~ l .  1 + . (1o) 
~-_1  - -7+/3  
By Serfiing [14, Theorem B, p. 68 and Theorem A, p. 122], C,  = C,(&,/3) is asymptotically nor- 
mal with asymptotic mean C,(~,/3) and asymptotic variance a ,  2, i.e., (V~', (C, -C,(a,/3)))/(¢,) 
converges in distribution to a standard normal distribution as n, --* e¢. Then an approximate, 
large sample 100(1 - ¢)% confidence interval for Cn (and hence for Yr,) for n <7 Y is given by 
Cn 4- Zt/2 • (n,) 1/z • ~rn, where Za/z is the (1 - ¢/2) th percentile of the standard normal distri- 
bution. We now present formulas for ~n 2. Let S 2 n, _ = 1/n, ~"~i=1 (Xi ~)2. Let V1 = S2/n, and 
V~ = 1/n, r~"n" y.4 tz.~i=l "', - (m2)2] • These are consistent approximations to the variances of X" and 
mz, respectively. Let 
- -  x i  4 - (m2)  2 . 
1"14 i=1 
Then COV is a consistent approximation to the covariance of X" and rn2. Let g11, g12, g21 and 
g22 be the partial derivatives (found from (7) and (8)): 
a& 2N 2 ms X - N 2 ~2 _ Nrnz 2 _ (N - 1)X 2 
g l l  = #~ = (~vm2 - (N  - 1 )X  2 - NX---)2 ' 
a& -N(N - 1)~ 2 + (N - 1)X -~ 
gl~ = ~ = (Nm2 - (N - 1 )~ 2 - N~)2 '  
) g21 = ~'~ = & + -- 1 g11, 
g22 = ~ =  - -1  g15, 
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where the relation 8 = & (N / 'X -  1) given by the defining method of moments equations (3) 
and (4) has been used. Let R1 and R2 be the partials 
) Rt -- ~-  -- , i=, n - j+&+8 
R2= ~ (n j+ j+ j :1  - & +%(n-  8) ' 
(11) 
(12) 
found from expression (I0), and let P1 and P2 be the partials 
PI = O(I(n)) and P2 "- O(l(n)) 
where l (n)  = l (n ,  &, 8). Since l (n )  = l (n,  &, 8) is a function of & and /~ and & and 8 are 
functions of X and m2, the chain rule for partial derivatives gives 
Pl = •1911-[- R2921 and P2 = R1912-I- R2922, 
so that one consistent estimator of ~2 is 
0.~ = P12 Vl + P2 2 V2 + 2P1 P2 COV. 
Slutsky's Theorem provides the justification for such a choice. The above formulas can easily be 
written in matrix form if desired. 
Confidence Interval Two 
The second confidence interval for Cn is also based on & and 8, the moments estimates. Since & 
and 8 are totally differentiable functions o f f  and m2, Theorems 2.2.1B and 3.3A of Serfling [14] 
imply that the random vector V/'~;(& - o, 8- /~) converges in distribution with mean vector (0, 0) 
and 2 x 2 covariance matrix estimated by W where 
n, \ 0.21 0.22 } 
0.11 --  g l l  2 Wl Jc g122 V2 -{- 2911 g12 COV,  
o"12 -" 0.21 "- g l l  g21 V1 -{- (g l l  g22 + g21 g12)COV -~- g22 g12 V2, 
0.22 = g212 V1 + g222 V2 + 2g21 g22 COV. 
We now determine the ellipsoid of concentration of this bivariate distribution. A 100(1 - ~)% 
confidence ellipsoid for (0,/~) is given by the set of all ordered pairs (a, 8) satisfying the inequality 
2 2 
E E 0.q[& - "][~ - 8] _< X~, (13) 
i=1 j= l  
where X~ is the (1 -¢)th percentile of the chi-square distribution with one degree of freedom, and 
0.ii is the row i, column j entry of the matrix inverse ~--~-1 of ~-~. Let el = & - a, e2 = 8 - 8. 
Solving for el and e2, we get 
_0.12 e2 + V[(0.12) 2 - 0.11 0.22] e22 + 0.11 X~ 
el = al I , (14) 
and 
_0.12 el ± ¢[(0.12)2 _ 0.11 0.22] el 2 + 0.22 x2 
e 2 ---- o.ll (15) 
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This requires 
_< and _< (18) 
using the formula for ~-~-1 in terries of entries of ~'~. Now ~ can be solved for ~ and vice-versa 
using (10) and (11)1 respectively. Using (11), we can solve for ~ in terms of a and then substitute 
into (5) to get I(n) = I(n, ¢~) as a function of ~ only on the interval & -1- V/'~--~,. To find 
the extreme values of I(nl ~1 ~) within the interior of or on the boundary of the ellipsoid (9), it 
suffices to find the extreme values of I(n, a) on the interval 
for the two choices of ~ given by 
= + • - 0." + 0." x, ) 
(17) 
since I(n, ¢~, ~) is monotonic in each of the parameters a and fl and the ellipsoid (9) is convex. 
These choices of/~ correspond to the two halves of the corresponding elliptical boundary, one 
above and one below the major axis. Let II~N and/MAX denote the extreme values of l (n ,a ,~)  
on the boundary of the ellipsoid (9). Then a 100(1 - e)% approximate large sample confidence 
interval for C. ~ y. is 
n n 
1- /MAX+~ _< C. _< 1 - IMXN+~,  (18) 
Confidence Interval Three 
The third confidence interval procedure is exactly the same as the procedure described above 
for Confidence Interval 2 except ~" and ~'I the maximum likelihood estimators, are used instead. 
Prom Kleinman [13], we have 
-02 In L 0.11 = -021n L 0.2~ = 
#,,2 I O# ~ I 
-a2]nL where these second partials are calculated at ~ - ~* and fl - ~* and L and 0 "12 = 0.21 _. ~ I  
is the joint likelihood L - I ]~' i  BB(Xj), where BB(.) is given by (6). Note that the first two 
partials are calculated as by-products of the iterative procedure to find ,~" and ~*. The only 
extra calculation is the mixed partial. The values of 0.0 can subsequently be found by inverting 
* IO'11 0.121 
E _. 0.21 0.22 , 
with the above definitions of 0.ij. 
4. BENCHMARK CIRCUITS 
The ISCAS benchmark circuits are representations of 10 combinational ~real" circuits with 
gates ranging from 160 to 3512 in number. They were distributed to participants of the 1986 
International Symposium on Circuits and Systems under the title ~A Nemlral Nelli~ o110 Com- 
binational Benchmark C'~reu~s and A Tan~et Faui~ Tmndator in FORTRAN ~ [15] and first ref- 
erenced in [16]. Since then, they have been used by researchers in the field of VLSI testing ssa  
means of comparing results in test generation. Readers interested in obtaining the ISCAS circuits 
in netlist format are referred to [17]. We briefly describe this format using the exarnple shown in 
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lga! lnp 1 0 >sal 
2gat mp 2 0 >saO >sal 
3fan from 2gat >sal 
4fan from 2gat >sal 
5gat mp 1 0 >sal 
6gat nand 1 2 >sal 
3 
7gat nand 1 2 >sal 
5 
8gat nand 0 2 >saO >sal 
(~) 
3 
2 
4 
5 
% 
(b) 
6 
7 
Figure 2. A netlist format and corresponding circuit. 
Figure 2a. In the discussion, the lines in the corresponding gate representation (Figure 2b) are 
also referred to as "nodes." 
The netlist format consists of three types of lines: 1) a node line, 2) a fanin line, and 3) a 
fanout branch line. 
(1) Node lines. Line one of Figure 2a is a node line. A node line consists of six fields where 
• Field one is a unique integer number, z, not assigned to any other node. The number 
serves as an address to the node. 
• Field two is used to identify node z as a gate or as a fanout branch (here, any non- 
fanout branch is considered a gate; this includes the input nodes). 
• Field three contains the type of node z (input, AND gate, OR gate, etc.). 
• Field four is an integer equal to the number offanout branches from z. 
• Field five is an integer equal to the number of fanin nodes to node x. 
• Field six identifies the faults at node x (each node can assume at most two failures, 
stuck-at-zero (>sa0) or stuck-at-one (>sal)). Note that only one fault is assumed on 
some of the lines. This is done to reduce the total size of the fault list by studying 
the relationships among the test sets of faults in a preprocessing step. 
(2) Fanin lines. A fanin line is a list of node numbers. The numbers identify the input nodes 
to the gate in the previous node line (field 3). From Figure 2a, line 7 is a fanin line with 
nodes 1 and 3 as inputs to the NAND gate with label X in Figure 2b (node 7). 
(3) Fanout branch lines. Fanout branch lines identify the fanout branches from the node line 
directly preceding them. From Figure 2a, line 3 is a fanout line where 4 is a fanout node 
("4fan") from node 2 ("2gat') with >sal as a possible fault. 
The experimental results performed in the next section were applied to the circuits C2670, 
C6288, and C7552 with modeled faults of 2747, 7744, and 7550, respectively. Each of the C2670 
and C7552 circuits consists of an Arithmetic Logic Unit (ALU) and a Control Unit (CU). The 
C6288 circuit is a 16-bit Multiplier. We chose the largest wo circuits for the study (C6288 and 
C7552). In addition, we chose the C2670 circuit since this circuit is known to be very resistant 
to random testing. 
5. APPL ICAT ION 
We now compute confidence intervals for the three ISCAS circuits described in the previous 
section. A random sample of n, - 500 faults was drawn from each of three fault populations. The 
standard test generation process was carried on the sample of faults selected. We generated 50 
vectors (N - 50) for the C7552 and C2670 circuits. However, only ten vectors were generated 
for the C6288 circuit. It is well known that the C6288 circuit is more testable than the other 
two ISCAS circuits. In fact, one can obtain a near 100% coverage with only 35 deterministic test 
vectors. We generated ten vectors for such a circuit, since our aim is to estimate the distribution 
of fault coverage from initial fault coverage data on a sample of faults. We then used fault 
simulation to compute the Xi counts (the actual counts are available upon request). From the 
X~ counts we computed for each sample, the estimates of a, ~, C,,  95% confidence limits (L, U) 
24:7-H 
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and the confidence interval ength W = U - L. The computations were performed by employing 
the three procedures presented earlier. In addition, the actual fault coverage (A) of vectors was 
found by using the expensive full fault simulation (expensive, here, is a measure of CPU time 
and memory space requirements). Tables 2-4 include the computed values for Cn, L, U and W 
for the C7552, C2670, and C6288 circuits, respectively. 
ci~-~t p. ~(o*) 
1 .7056 
C7552 2 .7050 
3 .6837 
1 .6141 
(72670 2 .6141 
3 .6615 
1 1.5557 
C6288 2 1.5557 
3 1.5374 
#(~') 
3.8918 
3.8918 
3.7878 
2.4277 
2.4277 
2.5830 
2.9276 
2.9276 
2.9051 
Table 1. 
r.(~.) ~.-;(~.)-] 
.003163 .014646 814.776 -107.671 
.014646 .II0832 -I07.671 23.251 
.002284 .011285 1011.062 -I15.984 
.011285 .098375 -115.984 23.470 
.0019T7 .005996 1001.05 -173.079 
.005996 .035732 -173.079 57.0402 
.001850 .006149 1100.34 -170.7TI 
.006149 .039907 -170.771 51.3706 
.023075 .038015 188.371 -88.035 
.038015 .081341 -88,005 53.437 
.022292 .038100 199.212 -90,313 
.038100 .084040 -90.313 52.643 
T, 
2 
2 
2 
3 
3 
3 
4 
4 
4 
n P, 
1 
1 2 
3 
I 
5 2 
3 
1 
I0  2 
3 
1 
I00 2 
3 
Table 2. 
C.(~,,~) L U W A 
.1536 .1397 .1676 .0279 .1764 
.1536 .1402 .1686 .0283 .1764 
.1530 .1399 .1682 .0283 .1764 
.4505 .4205 .4806 .0601 .4668 
.4505 .4193 .4799 .0606 .4668 
.4470 .4183 .4752 .0569 .4668 
.6014 .5669 .6360 .0591 .6118 
.6014 .5642 .6339 .0697 .6U8 
.5962 .5631 .6262 .0632 .6118 
.9172 .8909 .9435 .0526 .9139 
.9172 .8859 .9397 .0538 .9139 
.9120 .8847 .9327 .0480 .9139 
. P, 
1 
1 2 
3 
1 
5 2 
3 
1 
10 2 
3 
1 
100 2 
3 
Table 3. 
C,(&,~) L U W A 
.2022 .1842 .2203 .0361 .2009 
.2022 .1848 .2214 .0365 .2009 
.2043 .1877 .2230 .0353 .2009 
.5144 .4822 .5466 .0644 .5169 
.5144 .4808 .5456 .0648 .5169 
.5247 .4946 .5536 .0590 .5189 
.6505 .6158 .6853 .0696 .6276 
.6505 .6131 .6832 .0700 .6276 
.6643 .6318 .6934 .0617 .6276 
.9405 .9155 .9655 .0500 .9286 
.9405 .9113 .9621 .0509 .9286 
.9524 .9289 .9701 .0412 .9286 
The computed parameters (a, ]~, etc.) needed by the three procedures are compiled in Table 1. 
ColumnA 3--6 of the table are labeled as X(Y); X is chosen as a label if the column entries 
correspond to either Procedure 1or 2, otherwise, Y is chosen as the label of the column. Column 2 
10 
20 
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Table 4. 
Cn(&,~)  L U W P, A 
1 .3471 .3257 .3686 .0429 .3457 
2 .3471 .3256 .3693 .0436 .3547 
3 .3462 .3250 .3686 .0436 .3547 
1 .7707 .7422 .7992 .0569 .7947 
2 .7707 .7382 .7962 .0581 .7947 
3 .7688 .7372 .7939 .0567 .7947 
1 .8917 .8682 .9153 .0471 .9012 
2 .8917 .8633 .9118 .0485 .9012 
3 .8901 .8623 .9099 .0476 .9012 
1 .9570 .9413 .9728 .0315 .9658 
2 .9570 .9368 .9697 .0329 .9658 
3 .9559 .9360 .9686 .0327 .9658 
contains the procedure number used; Column 7 contains the corresponding table number. Note 
that the E and E -1 values are not needed in the computations of Procedure 1 (this is indicated 
by " - "  in the table). 
From a testing point of view, the tables provide two significant observations: 
(1) for all three circuits, as n increases (n - 50 and n = 100 for the C7552 and C2670 circuits, 
n = 10 and n = 20 for the C6288 circuit), the estimated coverage is well within the (L, U) 
interval in almost all cases (17 out of 18 cases); and 
(2) the width of the confidence interval W increases to a maximum at small values of n 
(n ~-. 20, 10, and 5 for the C7552, C2670 and C6288 circuits, respectively). 
In testing, one is usually interested in the cumulative coverage of n vectors and not by the coverage 
of individual vectors. As the testing process progresses, the estimated coverage provides a more 
accurate measure of actual coverage than early estimates; this is supported by observations one 
and two. The case where the actual coverage is not in (L, U) corresponds tothe C2670 circuit. For 
this circuit, the sample size is approximately 20% of the fault population. Thus, the sequence of 
detection counts (Xi) does not form an ].I.D. (Independent and Identically distributed) collection. 
As a result, the confidence interval formulas do not work as well for such a circuit. 
The numerical results presented above are representative of the results found in many samples 
drawn from each of the three fault populations. From these results, we conclude: 
(i) Procedures 1 and 2 are equally efficient; both methods produce confidence intervals of 
approximately the same width, even though Procedure 2 confidence interval is asymmetric 
and Procedure 1confidence interval is symmetric. 
(ii) As expected, Procedure 3, being based on the asymptotically efficient maximum likelihood 
estimators, is the most efficient in terms of smallest width. However, this procedure 
requires the most computational effort and it is only slightly more efficient han the other 
procedures. 
(iii) Confidence interval widths are increasing for a small number of random inputs (n) and 
decreasing (to zero) for large n. 
(iv) I f~  < (~*, then~_< ~*; and if~* _< &, then~* < ~. This can be seen by the positive 
covariance ntries of ~ and ~-'~f for all these circuits. 
Procedure 1is the easiest to program on a computer. Since it is as efficient as Procedure 2 and 
nearly as efficient as Procedure 3 (and much easier to calculate), it is the focus of the simulation 
studies of the next section. 
6. SIMULATION STUDIES 
In this section, we numerically investigate the following: 
(1) How large should the sample size (n,) be so that theoretical confidence percentages agree 
with actual ones? 
(2) What is the effect of N on confidence interval widths given all other variables? 
Monte Carlo simulation was used to answer both (1) and (2). Because of the very close fit 
between actual testability and the beta testability distributions presented in [8], beta-binomial 
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random samples were generated using the IMSL routines RNBIN (to generate the binomial 
random (Xj) detection counts) and DRNBET (to generate the beta random variables (tj)). 
See IMSL [18]. The values of Cn(~,~) and C,(&,/~) were calculated as were the 100(1 - ~)% 
confidence limits (L, U) of Procedure 1 for various combinations of ~,~, N, n, n, and e. For all 
such combinations, 2000 replication runs were made. The simulated confidence percentage (PR) 
was computed by dividing the number of replication runs in which the actual coverage C,(a, ~) 
satisfied L <. Cn(~,~) <_ U, by 2000. Table 5 presents the relevant statistics. 
Table 5. 
N n a ~ n, I0o(1 - e)% PR% 
10 2 0.5 3.0 500 95.0 94~ 
10 5 2.0 3.0 100 95.0 88.1 
10 10 1.0 1.0 50 98.0 94.2 
I0  50 0.3 0.8 500 90.0 88.7 
20 1 0.8 2.0 ,500 95.0 95.3 
20 I0 4.0 2.0 50 90.0 82.5 
20 300 0.8 0.3 500 98.0 95.7 
50 5 0.2 10.0 500 90.0 90.1 
50 20 2.0 0.5 100 95.0 86.2 
50 50 0.5 2.0 50 80.0 79.0 
50 150 4.0 4.0 200 95.0 99.9 
30 1 2.0 0.8 500 95.0 94.8 
30 10 0,4 2.0 500 98.0 98.1 
30 20 1.5 1.5 200 70.0 72.7 
30 30 10.0 1.0 50 90.0 100.0 
40 5 0.2 .05 100 95.0 94.4 
40 20 3.0 3.0 50 99.0 90.4 
40 500 .05 4.0 500 50.0 45.8 
40 100 0.6 3.0 200 90.0 88.6 
The results given in Table 5 are representative of many other parameter combinations actually 
tried. It is seen that the simulated confidence percentage (PR) is very close to the theoretical, 
desired confidence percentage (100(1-~)) for n, = 200 or n, = 500. This was also seen in a small 
simulation study using the actual random detection counts found from the three fault populations. 
For example, for the C7552 circuit with N = 50, n -- 15, n, = 500, and 100(1 - e) = 95%, 
PR -- 93%. Also, for the C6288 circuit with N = 10, n = 10, n, = 500, and 100(1 - ~) = 
95%, PR = 94%. Consequently, the beta-binomial model also accurately estimates the variance 
of Cn(~,/~) and of Cn(~*,~*) for samples of size several hundred or more. In small samples 
(ns < 200), the confidence interval formulas for all three procedures are not very accurate. In 
the Procedure 1 case, this can be explained by the fact that the statistic m2 = l /n ,  ~'~-'1 Xi ~ 
converges indistribution very slowly to a normal distribution. Also, the partial derivatives Rx and 
R~ of (7) and (8) may be fairly small for large n since lim,_.oo I(n, ~, ~) = 0 and the asymptotic 
distribution theory is not valid in this limiting case. In "real-life" VLSI circuits, fault population 
sizes (Y) may reach several hundred thousand or more so that a sample of size ns ~ 500 can 
sti~ be treated as an Ll.D. (independent and identically distributed) sample. In this case, the 
confidence intervals presented are even more valid than they are for the three benchmark circuits 
of this paper and the approximation y  ~ Cn is excellent for large Y. 
Table 6 presents the average width (over all 2000 replications) and PR values for a desired 95% 
confidence interval. The table is a representative of many parameter combinations considered. 
It is seen that increasing n, has a greater effect on reducing the average confidence interval 
width (hence variability of estimates of coverage) than increasing N. One just needs a large 
enough N so that the testability profile distribution (p(t)) can be reasonably captured, since, 
as N ~ co, Fisher's information matrix of a beta-binomial distribution approaches Fisher's 
information matrix for a beta distribution. 
Finally, it should be mentioned that most of the points discussed above concerning Procedure 1
also hold true for Procedures 2 and 3. 
7. CONCLUSIONS 
The beta-binomial model has been found to give an accurate description of the testability profile 
for the three benchmark VLSI circuits considered. The model allows great savings on computer 
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Table 6. 
N n a [3 n,  PR% Ave. width 
50 20 0.5 2.0 500 95.8 .038 
50 20 0.5 2.0 50 93.4 .118 
10 20 0.5 2.0 500 94.9 .046 
s imulat ion and test generation time. Three confidence intervals for fault coverage were presented. 
Confidence interval one is recommended because of high efficiency and ease of computat ion.  The 
two-stage (pass) procedure discussed in [6] can be modified using the more robust heta-hinondal  
model to compute the needed sample size for any desired coverage. 
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