Abstract-This paper addresses the problem of matching the statistical properties of the distributions of two (or more) multispectral remote sensing images acquired on the same geographical area at different times. An N -D probability density function (pdf) matching technique for the preprocessing of multitemporal images is introduced in the remote sensing domain by defining and analyzing three important application scenarios: 1) supervised classification; 2) partially supervised classification; and 3) change detection. Unlike other methods adopted in remote sensing applications, the procedure considered performs the matching process by properly taking into account the correlation among spectral channels, thus retaining the data correlation structure after the pdf matching. Experimental results obtained on real multitemporal remote sensing data sets confirm the validity of the presented technique in all the considered scenarios.
I. INTRODUCTION
T HE ANALYSIS of multitemporal images (i.e., images acquired on the same geographical area at different times) is related to some of the most important applications of satellite remote sensing data. On the one hand, supervised or partially supervised classification of temporal series of data is crucial for updating land cover maps of extended geographical areas on a regular basis; on the other hand, supervised or unsupervised change detection in multitemporal images is very important for monitoring of the dynamics of the phenomena that may affect the analyzed area and for risk and damage assessment applications related to natural disasters.
An important observation when dealing with multitemporal images is that they show differences in the statistics that characterize the images acquired at different times. These differences are usually associated with different atmospheric and ground conditions at data acquisition times, as well as instabilities in sensor calibration. Concerning atmospheric conditions, differences in atmospheric haze, content of water in the atmosphere, etc., may result in significantly different statistics of the images, which affect various spectral channels differently. With regard to the ground conditions, differences in the soil moisture as well as in the phenologic state of the vegetation may significantly affect the radiances measured by multispectral sensors. These critical issues are even more serious if images acquired in different seasons are to be analyzed and compared.
In order to mitigate problems related to the different statistics of the images, three different strategies can be considered [1] : 1) using atmospheric models for defining radiometric corrections techniques that are capable of reducing the undesired effects of the atmosphere; 2) applying calibration techniques based on regression algorithms and ground reference data; and 3) adopting image processing techniques for matching as much as possible the statistical properties of the images in the preprocessing phase. The first two approaches are more appropriate from a theoretical point of view, as they try to derive the spectral reflectance of the land covers by filtering the undesired effects induced from the atmosphere. However, they require additional information for the correction and calibration of the images. In some applications, this information is not available. For these reasons, although preprocessing techniques based on the physics of the atmosphere and/or on ground reference data should be preferred over pure image processing methods (which may affect the radiometry of the scene), in many practical cases, image analysis techniques represent the only reasonable solution to the problem of image corrections. This can be useful both in classification (e.g., for exploiting a classifier trained on an image for classifying another temporal image of the same area) and in change detection (e.g., for reducing false alarms associated with different acquisition conditions of the images).
From an image processing perspective, different approaches can be used to make the statistical properties of pairs of images similar to each other. Among others, we recall the following: 1) linear regression (which is widely used in change detection for predicting the second image starting from the first one and considering the statistical properties of the second image) [2] , [3] ; 2) nonlinear image normalization (which imposes given values of the mean and of the standard deviation for the corrected image) [4] ; and 3) nonlinear histogram shape matching (which performs a matching between the shape of histograms by means of the use of their cumulative histograms).
This approach is also widely used to solve image mosaicing problems [5] . However, most of these techniques are defined in the context of single-band images and therefore are applied to multispectral images band by band. This represents a critical simplification, as it completely neglects the correlation among bands, which plays an important role in multispectral remote sensing data (images acquired in neighboring portions of the electromagnetic spectrum often have a high correlation that cannot be ignored in the data processing procedures).
To address this problem, in this paper, we introduce, in the remote sensing community, the probability density function (pdf) matching technique proposed in [6] and [7] for multidimensional histogram matching, integrated with the procedure presented in [14] for defining the N -D rotation matrix necessary for matching multidimensional pdf of multispectral images. This method allows one to match the shape of the distributions of two multidimensional images by properly taking into account the correlation among different channels (and, thus, the covariance terms). In particular, we define and analyze three different application scenarios in which the pdf matching procedure can be integrated for generating multispectral images that show statistical distributions as similar as possible to the selected target image. The three scenarios are given as follows: 1) supervised classification of temporal series of images; 2) partially supervised classification of temporal series of images; and 3) unsupervised change detection. All the mentioned scenarios involve the use of algorithms that are associated with the analysis of remote sensing images acquired over the same geographical area at different times. All these algorithms take advantages (in different ways) of the similarity between the statistical properties of the considered multitemporal images.
In the first scenario, the accuracy of a supervised classifier trained on an image and tested on another image (acquired on the same geographical area at a different time) without retraining is analyzed after applying the pdf matching technique. In the second scenario, the pdf matching technique is properly integrated in the partially supervised maximumlikelihood (ML) classifier presented in [8] by modifying the procedure for the initialization of the retraining procedure based on the expectation-maximization (EM) algorithm. In both these scenarios, the rationale of using the probability function transfer technique is related to a typical limitation encountered in the classification of multitemporal images. In particular, since the collection of ground truth is a complex and time-consuming task, often, in the classification of multitemporal images, we have training data for one date but not for the others. In this critical framework, it is important to adopt proper preprocessing algorithms that allow us to transfer the domain knowledge gathered on a particular image (acquired at a given date) to another image (acquired at a different date). Finally, in the third scenario, the effectiveness of the adopted preprocessing technique is analyzed with respect to the solution of an unsupervised change detection problem.
Experimental results obtained on real multitemporal remote sensing images confirm the effectiveness of the considered technique in all the scenarios. In particular, on the selected data set, this technique significantly outperformed the preprocessing capabilities of standard band-by-band histogram shapematching methods. This paper is organized into five sections. Section II presents the methodology for the N -D pdf shape matching. Section III describes the data set used in the experiments and the results of the preprocessing phase. Section IV presents the three different analyzed scenarios, i.e., supervised classification, partially supervised classification, and unsupervised change detection, by describing the system setup and experimental results. Finally, Section V draws the conclusions of this paper.
II. N -D PDF MATCHING

A. Problem Formulation and Notation
Let X 1 and X 2 be two multispectral images made up of N spectral channels and acquired in the area under analysis at times t 1 and t 2 , respectively. Denote the N -D pdf of the source image X 1 as p 1 (X) and that of the target image X 2 as p 2 (X), where X is an N -D random variable associated with the digital numbers of pixels in a multispectral image. The goal is to find a transfer function that can map function p 1 (X) into a new distribution that is as much globally similar as possible to p 2 (X). This is achieved without any assumption on the nature of the statistical distributions of the digital numbers in the spectral bands.
For an image with a single spectral band, this problem is much simplified [5] , [6] and is known as 1-D transfer (in this paper, we synonymously use the terms 1-D transfer, bandwise pdf matching, and band-by-band pdf matching). The solution is obtained by finding a monotone mapping function T (X) such that
where X is, in this particular case, a 1-D random variable, and C 1 and C 2 are the cumulative pdfs of the source and target images, respectively. This problem is solved using discrete lookup tables. For an image with more than one spectral channel, the aforementioned procedure can be independently applied to each band. In this way, it is possible to bring the individual distributions of the bands closer to each other, but the correlations among the spectral bands are neglected. In order to perform a multidimensional pdf transfer, one is required to consider correlations across bands. The special case of N = 3 has received the attention of many researchers in computer graphics. This is widely used when one is required to perform a "touch-up" job on a source image to attain the color shades of a target image. In [9] , a technique for matching the means and variances of the target and source images is presented, in which the matching is individually performed on different color channels. Apart from being unable to handle the correlations among various color channels, the method cannot handle any multimodal distribution of the gray levels. Other researchers have proposed improvements to the popular Reinhard algorithm [10] - [12] , but they fail to yield a good match of the source and target pdfs in the absence of a proper mechanism to handle correlations among the spectral bands. Recently, Pitié et al. have proposed an interesting approach [6] , [7] that exploits the properties of the Radon transfer and matches the pdfs of the source and target images by iteratively matching their projections. An extension of the aforementioned technique to dimensions greater than three is not straightforward, as the Euler-angle-based representation of an N -D rotation matrix adopted in [13] cannot be used. It follows that the generation of an N -D rotation matrix is a nontrivial task [7] . A possible solution would be to randomly draw N × N matrices and apply Gram-Schmidt orthogonalization to generate the desired rotation matrices [7] . However, this procedure does not guarantee the independence between the generated rotations. In Section II-B, we discuss a different but effective way of generating such independent rotation matrices based on the method proposed in [14] .
B. N -D PDF Matching Technique
In this section, we briefly recall the N -D pdf matching algorithm procedure presented in [6] and [7] according to the notation introduced in Section II-A. 1) Initialize source (X 1 ) and target (X 2 ) data sets, both with N components corresponding to the N spectral bands. 2) Pick a randomly generated N × N rotation matrix R.
(See next section on how this is achieved.) 3) At each iteration t, rotate the source image X 1 (t − 1) (note that, for t = 1, the image X 1 (0) corresponds to the original image X 1 ) and the target image 
At the end, the source image is modified, whereas the target one is not. 6) Rotate the source image back into the original spectral feature space:
Begin the next iteration: t ← t + 1, and go to step 2).
The algorithm stops when any further iteration fails to change the pdf of the modified source image in the N -D space. It is possible to prove that the method converges, and at the limit, the pdf of the source image matches that of the target one [6] , [7] .
C. Generation of the N -D Rotation Matrix
Step 2) in the pdf matching algorithm requires that an N -D rotation matrix R be randomly generated at each iteration. This procedure is very easy for N = 2, as there is only one independent parameter θ (called the rotation angle, also known as Euler angle). Thus, one is required to randomly generate a value of θ(θ ∈ [0, 2π)) and to define rotation matrix R as
The same principle is also used for N = 3, where three Euler angles θ 1 , θ 2 , and θ 3 should be randomly generated.
The corresponding rotation matrix R can be constructed by multiplying three separate rotation matrices as
where
It is worth noting that, as the matrix multiplication is not commutative, the overall rotation matrix R can be significantly different if the order of multiplications is changed. In either cases of N = 2 or N = 3, the rotation matrix is associated with a rotation axis about which a point is rotated by an angle θ. When N = 2, the rotation axis is always fixed along the direction perpendicular to the plane of rotation. When N = 3, θ is related to θ 1 , θ 2 , and θ 3 [15] . For N > 3, the concept of rotation of an N -D point is difficult to visualize and mathematically formulate, although the interpretation of a unitary matrix in the vector space is quite simple and elegant [14] . The Euler angles in their popular form have no such equivalence in higher dimensions. However, there have been efforts in the area of graphical visualization to use the aforementioned concept of rotation to transform an N -D pattern and then project it into a lower dimensional space for better visualization [10] - [12] . In the following, we describe the method proposed in [14] and adopted in the application scenarios considered in this paper.
An N × N rotation matrix has degrees of freedom equal to all possible combinations of two that are chosen from a total of N , i.e., N C 2 . Thus, we need to rotate by N C 2 the number of independent angles (θ 1 , θ 2 , . . . , θN C 2 ), with each rotation being about an (N − 2)-D hyperplane. Since there can be only N C 2 linearly independent (N − 2)-D hyperplanes, one requires N C 2 Euler angles to describe the overall N -D rotation. In the analysis of multispectral remote sensing images, N could be quite large as it represents the number of spectral bands used to acquire the images. For example, N = 6 for standard Landsat Thematic Mapper (TM) images (neglecting the lowresolution thermal channel); therefore, one requires 15 Euler angles. It is worth noting that this value can become much larger when dealing with hyperspectral images. Once the N C 2 independent angular values are defined, the overall rotation matrix R is computed by sequentially multiplying each of the corresponding rotation matrices R i , i = 1, 2, . . . , N C 2 [see (5) and (6) ]. In order to guarantee that each of these N C 2 rotation angles is chosen as independent and uniformly distributed in [0, 2π), we adopt the procedure given here for the generation of the random matrix [14] .
1) Pick
N C 2 angles θ 1 , θ 2 , . . . , θN C 2 by random sampling in the uniformly distributed interval of angles [0, 2π).
2) Generate
N C 2 matrices R 1 , R 2 , . . . , RN C 2 of size N × N by considering one angle at a time, each describing a rotation about an (N − 2)-D hyperplane. As an example, for N = 6, the matrices will be constructed as follows: . (5) 3) Generate the final rotation matrix R [to be used in step 2) of the pdf matching procedure] of size N × N as the product of all the preceding N C 2 matrices, i.e.,
Remember that, since the matrix multiplications in (6) does not commute, a change in the order of the hyperplanes about which the Euler rotations are carried out will result in a totally different random rotation matrix R. Although this may be important for certain parameter estimation problems, this has no bearing on our application, as we are interested only in generating a set of random rotation matrices.
It is worth noting that, after derotation of the image [step 6)], it is expected that X 1 (t) should lie in the same range as the original image, i.e., 0-255 (or 0-1 in the normalized case). However, during the transformation, a few spurious values may be observed due to numerical inaccuracies. To take care of these results, we applied saturation logic at range boundaries. This may, in principle, introduce slight radiometric distortions for pixels having values at the limit of the dynamic range of the images.
III. DATA SET DESCRIPTION AND PDF TRANSFORMATION RESULTS
Experiments were carried out on a data set made up of two multispectral images acquired by the TM multispectral sensor of the Landsat-5 satellite. The selected test site was a section (300 × 412) of a scene including Mulargia Lake on the Island of Sardinia, Italy. The two images used in the experiments were acquired in September 1995 (t 1 ) and July 1996 (t 2 ). The images were coregistered in order to make sure that pixels at the same coordinates in the two images correspond to the same area on ground for validation purposes. The spectral bands 1-5 and 7 were considered in the multispectral images. The thermal channel (i.e., channel 6) is disregarded in these experiments, given its low spatial resolution. As an example, Fig. 1 shows channel 5 of both images. As the images were acquired in different periods of the year, the multidimensional pdf matching problem turned out to be rather complex.
In the experiments, for comparison, both the band-by-band and N -D pdf matching techniques were applied to the aforementioned data set. The new images obtained after band-byband and N -D pdf transfer are referred to as X , respectively. In the case of the band-by-band pdf transfer, the pdf of the image X 1 in each spectral band is matched to that of the respective spectral band of image X 2 according to (1) , without the need for any iteration. For the N -D pdf transfer, 60 iterations of rotations were carried out. The trials were performed using a number of different rotation matrices randomly generated at each run. The reported results are the averages of the statistics computed over ten runs.
We analyzed the pdf transfer results by using the Kullback-Leibler distance (KL distance), which is calculated for the distributions in each spectral band b. The KL distance measure between distribution p l (X b ) and distribution p k (X b ) can be computed as follows: where i varies in the dynamic range of the considered spectral channel. The distributions are typically found to be sparse, which results in an unreliable value of the KL distance. This problem of sparseness needs to be handled by smoothing out the distributions. This is achieved by locally interpolating nonzero values over the sparse bins in the histogram. Alternatively, one can use the Epanechnikov kernel, as done in [7] . Since the KL distance is not symmetric, the bidirectional average D avg = (D 12 + D 21 )/2 was considered as the distance between p 2 (X b ) and p 1 (X b ).
The results obtained after the transformation in terms of KL distance are reported in Table I . From an analysis of the table, one can see that, in general, as expected, the matching process strongly reduces the distances between the histograms of each pair of spectral channels.
In spite of the KL distance being measured bandwise, ignoring the correlation among spectral channels (this implicitly penalizes the evaluation of the effectiveness of the proposed N -D transfer procedure in favor of the bandwise matching procedure), the N -D pdf matching achieves slightly better performances (i.e., a lower distance value) than the 1-D histogram matching.
The qualitative evaluation of the goodness of pdf matching results is performed by visually comparing in the multidimensional domain the shapes of the distributions of the following: 1) the source pdf; 2) the target pdf; 3) the source pdf after bandby-band matching; and 4) the source pdf after the N -D transform. In this paper, for visualization purposes, we present the multidimensional contour plots of two different 2-D subspaces. As representative examples, Figs. 2 and 3 show the projection of the aforementioned multidimensional pdfs on three different subspaces, i.e., bands 3 and 4; and bands 4 and 5, respectively. Figs. 2(a) and 3(a) ]. This confirms that the N -D pdf matching technique is useful in obtaining a transformed image having a multidimensional distribution that is very similar to that of the target one. In addition, it proves that the 1-D transform is unable to properly capture the correlation information associated with the multidimensional distributions, leading to poorer matching results. Similar conclusions can be drawn by comparing plots of other subspaces (which are not reported for space constraints).
IV. APPLICATIONS OF THE N -D PDF MATCHING TECHNIQUE
A. Scenario I: Supervised Classification
Supervised classification assumes that training data are available. Although we have a good knowledge of ground truth for both images X 1 and X 2 (based on which training and test sets can be derived for both images), in our experiments, we assume that the training data are available only for image X 1 (i.e., September 1995) and that no training data are available for image X 2 (i.e., July 1996). The test set at t 2 is considered only for validation purposes. The same set Ω = {ω 1 , ω 2 , . . . , ω M } of M land cover classes characterizes the considered geographical area at both t 1 and t 2 . This means that, in our system, only the spatial and spectral distributions of such land cover classes are supposed to vary, and the set of land cover classes that characterize the considered site is fixed over time. The area is characterized by five land cover classes (i.e., pasture, forest, urban area, water body, and vineyard); hence, M = 5 in both images. A detailed description of the training and test set composition is given in Table II. In the experiments reported in this section, it is assumed that the classes have a Gaussian distribution. Thus, each class can be uniquely described by mean vector µ j and covariance matrix Σ j of the considered class ω j . Supervised classification is carried out according to the standard ML technique.
The classifier for the September 1995 image is developed in a supervised way using the available training set. As expected, it gives a high accuracy (90.97%) when applied to the September 1995 test set. We used this supervised classifier trained for the image at t 1 for classifying the image at time t 2 without any additional training (ignoring the availability of the training set at t 2 ). In greater detail, we carried out three experiments. In the first experiment, the classifier for image X 1 was directly applied to the classification of image X 2 . In the second experiment, image X B 1 (obtained after band-by-band pdf matching) was used for training the classifier with the t 1 training set, thus obtaining a classifier matched to the properties of the t 2 image. In the third experiment, image X N −D 1 (obtained after N -D (N = 6) pdf matching) was used, instead of image X B 1 , for training the classifier and then applied to image X 2 .
In order to have a classifier that shows a high classification accuracy for two images acquired on the same area at different times, we need to make sure that land cover classes at the two acquisition dates have as similar as possible distributions. We evaluated the similarity between the distributions of classes (before and after the band-by-band and N -D pdf matching) by computing both the Bhattacharya distance between the distributions of each class at the two dates and the average Bhattacharya distance among all the classes. This procedure allows proper consideration of the correlation information and results in a further tool for better assess of the effectiveness of the probability function transfer technique in matching the distributions of classes. The Bhattacharya distance between the distributions of class ω j at the two acquisition dates t 1 and t 2 (i.e., p 1 (X|ω j )) and p 2 (X|ω j )) is given by
Under the assumption that the classes have a Gaussian distribution, this distance can be calculated as
where µ j,1 , µ j,2 , and Σ j,1 , Σ j,2 are the mean vectors and the covariance matrices for the distributions of ω j at t 1 and t 2 . From these class-based distances, we can compute the average Bhattacharya distance as follows:
where P (ω j ) is the a priori probability of class ω j , and B j is the Bhattacharya distance between distributions of class ω j in X 1 and X 2 . The Bhattacharya distances obtained after applying the different transformation methods are reported in Table III. It can  be clearly seen that the average Bhattacharya distance between   TABLE III  CLASS AND AVERAGE BHATTACHARYA DISTANCES BETWEEN THE  TARGET DISTRIBUTION AND THE DISTRIBUTION ESTIMATED  BY THE CONSIDERED PDF TRANSFORMING STRATEGIES  (SCENARIO I- is significantly smaller than that associated with the class distributions in X B 1 . Hence, we can conclude that the N -D pdf transfer significantly outperforms the bandby-band pdf transfer and results into a distribution that is much closer to the target distribution. Table IV reports the obtained results in terms of classification accuracies. It can be observed that, as expected, after the N -D pdf transfer, the ML classifier trained on X 1 outperforms the other two classifiers with an overall accuracy of 88.98% against the 50.43% and 59.24% yielded in the first and second experiments, respectively. In greater detail, it is interesting to focus the attention on the results obtained on the most critical class. In the case of the band-by-band pdf transfer, it can be seen that the Bhattacharya distance for class 4 (water body) increases. This is an indication that the estimated distribution for that class is much farther away from the target. This can justify the very poor classification accuracy (2.58%) for water body when applying band-by-band transfer. The cause can be attributed to the fact that the band-by-band matching technique neglects the correlation among the spectral bands. This is confirmed by observing that, after applying the N -D pdf transfer to the images, the accuracy for this class is very high (96.81%) and much higher than the one obtained by the band-by-band transfer. The improvement of the classification results obtained after N -D transfer confirms the effectiveness of the proposed matching technique over standard band-by-band histogram matching.
It is worth noting that, considering that, in real applications, ground truth information is typically available only for one or few acquisition dates (and not for all of them), the use of the N -D transform makes it possible to exploit a classifier trained on an image for which the training and test sets are available for classifying another image (of the same area) for which training and test sets are not available).
B. Scenario II: Partially Supervised Classification
In this section, we address the same classification problem described for the previous scenario according to a more sophisticated approach that is based on the use of a partially supervised classification technique. Partially supervised classification allows the automatic analysis of a remote sensing image for which training data are not available, drawing on the information derived from an image acquired in the same area at a previous time. In greater detail, the classifier parameters obtained by supervised learning on the image with available training data are updated at time t 2 in an unsupervised way on the basis of the statistical distribution of the image to be classified. We expect that the retrained classifier will perform better than the nonretrained one (see scenario I) when applied to the second image. In this scenario, we adopt the partially supervised ML classifier based on the EM algorithm presented in [8] and [17] . This algorithm is very well justified in this framework, as we assume multivariate Gaussian distribution for the land cover classes. We expect that including the N -D pdf matching strategy in the context of the partially supervised ML classifier allows to define better seeds for the EM algorithm and, thus, to obtain both better estimations of the class statistical parameters and higher classification accuracy.
According to [8] , the partially supervised ML classifier starts from a supervised ML trained according to the available ground truth at t 1 and applies the EM algorithm to the mean vectors and covariance matrices of the distributions of classes obtained at t 1 . This is done by modeling the distribution of image X 2 as a mixture composed of as many components as the number of classes. The iterative procedure associated with the EM (which converges when a maximum of the pseudolikelihood of the estimates is reached) is initialized with the parameters estimated at t 1 . However, we expect that the reliability and accuracy of the estimation process of the class distributions at t 2 significantly depend on the accuracy of the initialization values of the statistical parameters. If significant differences between the distributions of classes in X 1 and X 2 occur, the process may converge at suboptimal estimates. Taking this observation into account, we carried out two experiments in the partially supervised retraining framework. First, the statistical parameters of classes corresponding to the classifier for image at t 1 are directly used as seeds for retraining the EM and then classifying the image at t 2 (standard initialization proposed in [8] ). Second, the N -D pdf matching was applied to image X 1 with X 2 as the target, and the parameters were extracted using the training set at t 1 as described in the first scenario. These parameters were used as a new initialization for the EM algorithm. According to the results obtained in scenario I, in this experimental setup, we did not consider the 1-D pdf transfer. In addition, in this case, for both experiments, we analyzed the Bhattacharya distances between the statistical distributions of classes at the two acquisition dates under different preprocessing conditions and the classification accuracies obtained. The results are reported in Tables V and VI. The Bhattacharya distances between the estimates of the distributions obtained with the standard initialization of the EM and the proposed initialization based on the N -D pdf transfer are comparable. It can be seen that the average Bhattacharya distance of the classifier with the N -D pdf matching initialization is slightly better than the one obtained at the convergence of the EM algorithm without any pdf transfer. This results in two important observations: 1) The EM algorithm is capable of obtaining good estimates of the class parameters even without any transformation through retraining.
2) The use of the presented N -D pdf transfer decreases the distance between the target and source distributions, reducing the retraining effort. The use of the proposed initialization strategy increased the overall accuracy from 92.76% to 94.93%, with a sharp improvement (from 64.10% to 76.35%) for the vineyard class. Another interesting conclusion concerns the number of iterations required from the EM algorithm for reaching the convergence: the use of a better initialization value decreases by about 20% the number of iterations required to get convergence (17 instead of 23). These results confirm the effectiveness of the N -D pdf transfer technique and that its use is also significantly advantageous in the partially supervised framework as the classification accuracy notably increases, making the definition of the initial seeds of the EM algorithm more robust and accurate.
C. Scenario III: Unsupervised Change Detection
The third scenario we consider is significantly different from the previous ones. In this case, we focus the attention on the problem of unsupervised change detection. If we analyze the images described in Section III, we can see from Fig. 1 that the extension of the Mulargia Lake between the two considered time instants significantly changed. This gives us the opportunity to study the usefulness of the N -D pdf matching technique as a preprocessing tool to unsupervised change detection. The TABLE VII  OVERALL ERROR, FALSE ALARMS, AND MISSED ALARMS (IN NUMBER  OF PIXELS) RESULTING FROM THE CVA TECHNIQUE APPLIED TO THE  ORIGINAL PAIR OF IMAGES, THE PAIR AFTER BAND-BY-BAND  TRANSFORMATION, AND PRESENTED N -D TRANSFORMATION  (SCENARIO III-UNSUPERVISED CHANGE DETECTION) goal of the change detection process in this case is to identify the changes occurred in the extension of the lake surface.
In this experimental setup, we considered a technique for change detection based on the change vector analysis procedure [18] , [19] . This technique compares pixel by pixel the two multispectral images X 1 and X 2 according to a vector difference operator. Then, the magnitude of the spectral change vectors is computed for deriving the so-called difference image. The thresholding of the difference image results in the change detection map. In our experiments, the decision threshold was derived according to a manual trial-and-error procedure in order to avoid any bias due to the possible errors introduced from automatic thresholding algorithms. In our analysis, to properly test the effectiveness of the presented N -D pdf transform in managing the correlations among spectral channels, we considered all the spectral bands that can be useful in identifying the analyzed kind of change (i.e., bands 1, 2, 4 and 5; band 3 is not considered as it does not contain useful information with respect to the considered kind of change).
Three different experiments were carried out: 1) change detection without any preprocessing; 2) change detection after a band-by-band pdf matching between images X 1 and X 2 ; and 3) change detection after the application of the N -D pdf transform. The results obtained in the three experiments are reported in Table VII in terms of overall error, false alarms, and missed alarms. From an analysis of Table VII , we observe that the matching procedures allow the increase of the accuracy of the change detection process (this confirms what was expected from the theory on the effects of the radiometric corrections on the change detection accuracy obtained by thresholding the magnitude of the spectral change vector [18] , [19] ). In greater detail, the proposed N -D technique resulted in the lowest overall change detection error, thus confirming its effectiveness also in this change detection scenario.
It is worth noting that, as in all cases in which nonlinear histogram matching is applied to images before direct comparison, possible local distortion introduced by the transformation procedure may result in artifacts in the change detection map. For this reason, the use of the pdf matching before unsupervised change detection should be carefully evaluated on the basis of the considered operative conditions.
V. DISCUSSION AND CONCLUSION
In this paper, an N -D pdf matching technique originally proposed in [6] and [7] (and implemented with the procedure presented in [14] for defining the N -D rotation matrix) has been introduced in the remote sensing domain for the analysis of multitemporal images. This technique (which adapts the multidimensional histograms of two images by considering correlations among different spectral channels) has been integrated and analyzed in three different scenarios related to the following applications of the analysis of multitemporal images: 1) supervised classification; 2) partially supervised classification; and 3) change detection.
The adopted N -D pdf matching technique exhibits several important properties in relation to multitemporal remote sensing images: 1) It takes into account the correlation among spectral channels in the matching process. 2) It does not assume any parametric model for the multidimensional histograms during the matching process. 3) It is intrinsically suitable for application to any pair of multispectral images, irrespective of the number of spectral channels N . 4) It can also be used for image preprocessing when prior information on atmospheric parameters or ground reference data is not available. The main disadvantages of the method are those common to this kind of procedures: 1) It decreases its effectiveness if the differences in the considered images are not spatially stationary.
2) It cannot address problems related to partial obscurations induced from the presence of clouds.
In all the considered scenarios, the N -D matching technique, due to its capability in properly matching the distributions of the multispectral and multitemporal images, provided very satisfactory results by improving the accuracies of classification and change detection algorithms. From a general viewpoint, we expect that the adopted technique may introduce marginal spectral distortions at range boundaries. Furthermore, it has been demonstrated in [7] that pdf matching may generate unwanted grain noise in transferred images. Both effects may be critical in certain unsupervised change detection problems and classification applications. Thus, the use of the matching procedure as a preprocessing should be carefully evaluated. However, these are drawbacks common to any kind of histogram matching procedure and not peculiar of the specific technique.
