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Abstract—Time-series forecasting is one of the most active research topics in predictive analysis; it is used to answer questions in
many areas, including epidemiological studies, healthcare inference, and climate change. Applications in real-world time series should
consider two factors for achieving effective predictions: modeling dynamic dependencies among multiple variables and adjusting
intrinsic parameters of the model. An open gap in the literature is that statistical and ensemble learning approaches systematically
present lower predictive performance than deep learning methods. The existing applications generally disregard the data sequence
aspect entangled with multivariate data represented in more than one time series. Conversely, this work presents a novel neural
network architecture for time-series forecasting that combines the power of graph evolution with deep recurrent learning on distinct
data distributions; we named our method Recurrent Graph Evolution Neural Network (REGENN). The idea is to infer multiple
multivariate relationships between co-occurring time-series by assuming that the temporal data depends not only on inner variables
and intra-temporal relationships (i.e., observations from itself) but also on outer variables and inter-temporal relationships (i.e.,
observations from other-selves). An extensive set of experiments was conducted comparing REGENN with dozens of ensemble
methods and classical statistical ones. The results outperformed both statistical and ensemble-learning approaches, showing an
improvement of 64.87% over the competing algorithms on the SARS-CoV-2 dataset of the renowned John Hopkins University for 188
countries simultaneously. For further validation, we tested our architecture in two other public datasets of different domains, the
PhysioNet Computing in Cardiology Challenge 2012, and Brazilian Weather datasets. We also analyzed the Evolution Weights arising
from the hidden layers of REGENN to describe how the variables of the dataset interact with each other; and, as a result of looking at
inter and intra-temporal relationships simultaneously, we concluded that time-series forecasting is majorly improved if paying attention
to how multiple multivariate data synchronously evolve.
Index Terms—Time Series, Deep Learning, Artificial Intelligence
F
1 INTRODUCTION
Time series refers to the persistent recording of a phe-
nomenon along time, a continuous and intermittent unfold-
ing of chronological events subdivided into past, present,
and future. In the last decades, time series analysis has
been vital to predict dynamical phenomena on a wide range
of applications, varying from climate change [1]–[3], finan-
cial market [4], [5], land use monitoring [6], [7], anomaly
detection [8], [9], energy consumption, and price forecast-
ing [10], besides epidemiology and healthcare studies [11]–
[15]. On such applications, an effective data-driven deci-
sion frequently requires precise forecasting based on time
series [16]. A prime example is the SARS-CoV-2, COVID-
19, or Coronavirus Pandemic [17], which is known for being
highly contagious and causing increased pressure on health-
care systems worldwide. In this case, time-series modeling
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plays a vital role in planning a safe retake of fundamental
activities by preventing the collapse of economic systems.
According to the literature, time series can be regarded as
univariate or multivariate, respectively, to describe single or
multiple variables that vary over time [18]. Past techniques
used on multivariate problems assume that the relation-
ship between variables improves temporal modeling and,
consequently, the quality of the prediction as they describe
different points of view observed synchronously.
Recent techniques in time series have roots in the use
of Artificial Neural Networks (ANNs) [19], which con-
tain a non-linear functioning that enables it to outperform
classical algorithms [20]. Throughout the years, such tech-
niques evolved into deep learning models applied to clas-
sical modeling; that is, prediction over multivariate time-
series. Among these models, the LSTNet [21] leveraged
from short and long term temporal patterns to enhance
the forecasting performance through a recurrent-skip Gated
Recurrent Unit (GRU) [22] layer. In contrast, DSANet [23]
and DSTP-RNN [24] combined global and local tempo-
ral constraints using a dual self-attention [25] approach.
More recently, the MLCNN [26] proposed the use of short
and long term prediction strategies for modeling temporal
behavior through a multi-layer Convolution Neural Net-
work (CNN) [27] together with Long Short-Term Memory
(LSTM) [28] recurrent units. Further contributions focused
on time series with missing values [29] and spatio-temporal
problems [30], which employed traditional recurrent units,
attention mechanisms, and even Graph Convolution Net-
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2Fig. 1: An example of a multiple multivariate time-series forecasting problem, where each multivariate time-series (i.e.,
sample) share the same domain, timestream, and variables. When stacking the time-series together, we assemble a
tridimensional tensor with the axes describing samples, timestamps, and variables. The multiple samples have the same
variables recorded during the same timestamps, meaning that samples are unique, but every sample is observed in the
same way. By tackling the problem altogether, we leverage from inner and outer variables besides intra-and inter-temporal
relationships to improve the forecasting.
works (GCN) [31], the later with significant applications on
traffic forecasting [32], [33]. Meanwhile, others used unsu-
pervised auto-encoders on time-series forecasting tasks [34],
[35]. Notwithstanding, all former approaches are bounded
to a bidimensional space in which forecasting time-series
can be summarized by a non-linear function between time
and variables.
From a different perspective, we hypothesize that time-
series are not only dependent on their inner variables, which
are observations from themselves, but also from outer variables
provided by different time series that share the same timestream.
For instance, the evolution of a biological species is not
related solely to observations from itself, but also from other
species that share the same environment, as they are all part
of the same food chain. By considering the variables and
the dependency aspect during the analysis, the time series
gains an increased dimensionality. A previously considered
bidimensional problem, in which the forecasting ability of
a model comes from observing relationships of variables
over time, now becomes tridimensional, where forecasting
means understanding the entanglement between variables
of different time-series that co-occur in time. Accordingly,
time-series define an event that is not a consequence of
a single chain of observations, but a set of synchronous
observations of many time-series.
For example, during the Coronavirus Pandemic, it is
paramount to understand the disease’s time-aware behavior
in every country. Despite progressing in different moments
and locations, the underlying mechanisms behind the pan-
demic are supposed to follow similar (and probably inter-
connected) patterns. Along these lines, looking individually
at the development of the pandemic in each country, one can
describe the problem in terms of multiple variables, like the
number of confirmed cases, recovered people, and deaths.
However, when looking at all countries at once, the prob-
lem yields an additional data dimension, and each country
becomes a multivariate sample of a broader problem, such
as depicted in Fig. 1. In linguistic terms, we refer to such a
problem as a multiple multivariate time-series forecasting.
Along with these premises, in this study, we contribute
with an unpreceded neural network that emerges from a
graph-based time-aware auto-encoder with linear and non-
linear components working in parallel to forecast multiple
multivariate time-series simultaneously, named as Recur-
rent Graph Evolution Neural Network (REGENN). We refer
to evolution as the natural progression of a process where
the neural network iteratively optimizes a graph represent-
ing observations from the past until it reaches an evolved
version of itself that generalizes on future data still to be
observed. Accordingly, the underlying network structure
of REGENN is powered by two Graph Soft Evolution
(GSE) layers, a further contribution of this study. The GSE
stands for a graph-based learning-representation layer that
enhances the encoding and decoding processes by learning
a shared graph across different time-series and timestamps.
The results we present are based on an extensive set
of experiments, in which REGENN surpassed a set of 49
competing algorithms from the fields of deep learning,
machine learning, and time-series; among of which are
single-target, multioutput, and multitask regression algo-
rithms in addition to univariate and multivariate time-series
forecasting algorithms. Aside from surpassing the state-of-
the-art, REGENN remained effective after three rounds of
30 ablation tests through distinct hyperparameters. All ex-
periments were carried out over the SARS-CoV-2, Brazilian
Weather, and PhysioNet datasets, detailed in the Methods.
In the task of epidemiology modeling on the SARS-CoV-
2 dataset, we had improvements of, at least, 64.87%. We
outperformed the task of climate forecasting on the Brazilian
Weather dataset by at least 11.96% and patient monitoring
on intensive care units on the PhysioNet dataset by 7.33%.
Furthermore, we analyzed the results by using the cosine
similarity on the Evolution Weights from the GSE layers,
which are the intermediate hidden adjacency matrices that
arise from the graph-evolution process, showing that graphs
shed new light on the understanding of non-linear black-box
3TABLE 1: Summary of notations.
Notation Definition
ω ∈ N+ Sliding window size
w, z ∈ N+ Number of training and testing (i.e., stride) timestamps
s, t, v ∈ N+ Number of samples, timestamps, and variables
T ∈ Rs×t×v Tensor of multiple multivariate time-series
Y ∈ Rs×ω×v Batched input of the first GSE and the Autoregression layers
Yα ∈ Rs×ω×v Output of the first GSE and input of the encoder layers
Yε ∈ Rs×ω×v Output of the encoder and input of the decoder layers
Y˜ε ∈ Rs×z×v Output from the first recurrent unit and input to the second one
Y˜ ∈ Rs×z×v Output of the second recurrent unit and input of the second GSE layer
Yψ ∈ Rs×z×v Non-linear output yielded by the second GSE layer
Yλ ∈ Rs×z×v Linear output provided by the Autoregression layer
Ŷ ∈ Rs×z×v Final result from the merging of the linear and non-linear outputs
G = 〈V, E〉 Graph in which V is the set of nodes and E the set of edges
A ∈ Rv×v Adjacency matrix of co-occurring variables
Aµ ∈ Rv×v Adjacency matrix shared between GSE layers
Aφ ∈ Rv×v Evolved adjacency matrix produced by the second GSE layer
U ◦V Batch-wise Hadamard product between matricesU and V
U ·V Batch-wise scalar product between matricesU and V
‖ · ‖F The Frobenius norm of a given vector or matrix
ϕ(·) Dropout regularization function
σg(·) Sigmoid activation function
σh(·) Hyperbolic tangent activation function
cosθ(·) Cosine matrix-similarity
RELU(·) Rectified exponential linear unit
SOFTMAX(·) Normalized exponential function
models. Since higher dimensional time-series forecasting is
a topic to be further explored, we understand REGENN has
implications in other research areas, like economics, social
sciences, and biology, in which different time-series share
the same timestream and co-occur in time, mutually influ-
encing one another.
In order to present our contributions, this paper is
further divided into four sections. We begin by proposing
a layer and neural network architecture, besides detailing
the methods used along with the study. Subsequently, we
display the experimental results compared to previous lit-
erature. Next, we provide an overall discussion on our
proposal and the achieved results. Finally, we present the
conclusions and final remarks. The supplementary material
exhibits extended results and additional methods.
2 METHOD
2.1 Preliminaries
Hereinafter, we use bold uppercase letters to denote mul-
tidimensional matrices (e.g., X), bold lowercase letters to
vectors (e.g., x), and calligraphic letters to sets (e.g., X ).
Matrices, vectors, and sets can be used with subscripts. For
example, the element in the i-th row and j-th columns of a
matrix is Xij , the i-th element of a vector is xi and the j-th
element of a set is Xj . The transposed matrix of X ∈ Rm×n
is XT ∈ Rn×m, and the transposed vector of x ∈ Rm×1
is xT ∈ R1×m, where m and n are arbitrary dimensions;
further symbols are defined as needed, but Tab. 1 presents a
summary of the notations.
2.2 Graph Soft Evolution
Graph Soft Evolution (GSE) stands for a representation-
learning layer that, given a training dataset, builds a graph
in the form of an adjacency matrix, as in Fig. 2. The GSE
layer receives no graph as input, but a set of multiple
multivariate time-series. The graph is built by tracking pairs
of co-occurring variables, one sample at a time, and merging
the results into a single co-occurrence graph shared among
samples and timestamps. We define co-occurring variables
as two variables, from a multivariate time-series, with a non-
zero value in the same timestamp — in such a case, we say
that one variable influences another and is influenced back.
The co-occurrence graph is the projection of a tridimensional
tensor, T, T ∈ Rs×w×v , into a bidimensional one, A,
A ∈ Rv×v , describing pair-wise time-invariant relationships
among variables.
The co-occurrence graph A = 〈V, E〉 is symmetric and
weighted. It is composed of a set V of |V| nodes equal to the
number of variables, and another set E of |E| non-directed
edges equal to the number of co-occurring variables. A
node v ∈ V corresponds to a variable from the time-series
multivariate domain, and an edge e ∈ E is an ordered
pair 〈u, v〉 ≡ 〈v, u〉 of co-occurring variables u, v ∈ V . The
weight f of the edges corresponds to the summation of the
values of the variables u, v ∈ V whenever they co-occur
in time, such that f(u, v) =
∑s−1
i=0
∑w−1
j=0 Ti,j,u + Ti,j,v .
Notice that the whole graph is bounded to w, the number
of timestamps existing in the training portion of the input
tensor, and if a pair of variables never co-occur in such a
subset of data, no edge will be assigned to the graph, which
means that 〈u, v〉 6∈ E , and f(u, v) = 0.
Given an adjacency matrix A ∈ Rv×v , we formulate a
GSE layer through the following equations:
Aµ = Wµ ·A+ bµ (1.1)
Aη = Wη ◦ cosθ (Aµ) + bη (1.2)
Yα = Wα · ϕ (Y ·Aη) + bα (1.3)
where Wα, Wη, Wµ ∈ Rv×v are the weights and
bα, bη, bµ ∈ Rv the bias to be learned. In further details,
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Fig. 2: Illustration of the Graph Soft Evolution layer’s representation-learning, in which the set of multiple multivariate
time-series is mapped into adjacency matrices of co-occurring variables. The matrices are element-wise summed to generate
a shared graph among samples, which, after a linear transformation, goes through a similarity activation-like function and
is scaled by an element-wise multiplication to produce an intermediate adjacency matrix holding the similarity properties
inherent to the shared graph.
in Eq. 1.1, the layer starts by employing a linear transforma-
tion to the shared adjacency matrix, which, after multiple
iterations, provides a more generic version of the matrix
across the samples. Subsequently, in Eq. 1.2, it uses the
cosine similarity on the output of Eq. 1.1, which works as an
intermediate activation-like function that provides a similar-
ity index for each pair of variables; see the supplementary
material. The resulting matrix goes through an element-wise
matrix multiplication to transform it back into an adjacency
matrix while holding the similarity properties inherent to
the shared graph. Following, in Eq. 1.3, it performs a batch-
wise matrix-by-matrix multiplication between the adjacency
matrix from Eq. 1.2 and the batched input tensor (i.e.,
Y) so to combine the information from the graph, which
generalizes samples and timestamps, with the time-series.
The result will be followed by a dropout regularizer [36]
and batch-wise matrix-by-matrix multiplication, where the
final features from joining both tensors will be produced.
The evolution concept comes from the cooperation be-
tween two GSE layers, one at the beginning (i.e., right after
the input) and the other at the end (i.e., right before the
output) of a neural network, such as in the example shown
in Fig. 3. As evolution arises from sharing hidden weights
between a pair of non-sequential layers, we named this
process after Soft Evolution. Accordingly, the first layer (i.e.,
source) has the aim to learn the weights that will scale
the matrix and produce Aµ. Such a result is the input
of the second GSE layer (i.e., target), and it will be used
for learning the evolved version of the adjacency matrix,
referred to as Aφ and produced as in Eq. 1.1. Notice that in
Fig. 3, the source layer is different from the target one, as
we disregard the regularizer ϕ, trainable weights Wα, and
bias bα from Eq. 1.3. This is because they aim to enhance the
feature-learning processes when multiple layers are stacked
together. As the last layer, GSE provides the output from
already learned features through a scalar product between
the data propagated throughout the network, i.e., Y˜, and
the intermediate evolved adjacency-matrix, i.e., Aψ .
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Fig. 3: Graph Soft Evolution layers assembled for evolution-based learning. In such a case, the output of the first GSE layer
(i.e., source) will feed further layers of the neural network, whose result goes through the second GSE layer (i.e., target).
The GSE, as the last layer, does not use regularizers or linear transformations before the output. Contrarily, it provides the
final predictions by the scalar product between the output of the representation-learning process and the data propagated
throughout the network.
5One can see that the source GSE layer has two constant
inputs, the graph and input tensor. Differently, the target
GSE layer has two dynamic inputs, the shared graph from
the source GSE layer and input propagated throughout
the network. In the scope of this work, we use an auto-
encoder in between GSE layers to learn data codings from
the output of the source layer, which will be decoded
into a representation closest to the expected output and
later re-scaled by the target layer. In this sense, while the
first layer learns a graph from the training data (i.e., past
data) working as a pre-encoding feature-extraction layer, the
second layer re-learns (i.e., evolve) a graph at the end of the
forecasting process based on future data, working as a post-
decoding output-scaling layer. When joining the GSE layers
with the auto-encoder, we assemble the Recurrent Graph
Evolution Neural Network (REGENN), introduced in detail
as follows.
2.3 Recurrent Graph Evolution Neural Network
REGENN is a graph-based time-aware auto-encoder with
linear and non-linear components with parallel data-flows
working together to provide future predictions based on
observations from the past. The linear component is the
autoregression implemented as a feed-forward layer, and
the non-linear component is made of an encoder and a de-
coder module powered by a pair of GSE layers. Fig. 4 shows
how these components communicate from the input to the
output, and, in the following, we detail their operation.
Autoregressive Component
The non-periodical changes and constant progressions of the
series across time usually decrease the performance of the
network. That is because the scale of the output loses signif-
icance compared to the input, which comes from the com-
plexity and non-linear nature of neural networks in tasks of
time series forecasting [21]. Following a systematic strategy
to deal with such a problem [37], [38], REGENN leverages
from an Autoregressive (AR) layer working as a linear feed-
forward shortcut between the input and output, which for a
tridimensional input, is algebraically defined as:
Yλ = W ·Y + b ≡
(
ω∑
i=1
Wi,z ×Ys,i,v
)
+ b (2)
where W ∈ Rω×z are the weights and b ∈ Rz the bias
to be learned. The output of the linear component, i.e.,
Yλ ∈ Rs×z×v as in Eq. 2, is element-wise added to the non-
linear component’s output, i.e., Yψ ∈ Rs×z×v , so to produce
the final predictions of the network Ŷ ∈ Rs×z×v , formally
given as Ŷ = Yλ+Yψ . Subsequently, we describe the auto-
encoder functioning that produces the non-linear output of
REGENN.
Encoder
We use a non-conventional Transformer Encoder [25], which
employs self-attention, to learn an encoding from the fea-
tures forwarded by the GSE layer. The self-attention con-
sists of multiple encoders joined through the scaled dot-
product attention into a single set of encodings through
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6multi-head attention. The number of expected features by
the Transformer Encoder must be a multiple of the number
of heads in the multi-head attention. Our encoder’s non-
conventionality comes from the fact that the first GSE layer’s
output goes through a single scaled dot-product attention
on a single-head attention task. That is because the number
of features produced by the encoder is equal to the length
of the sliding window, and through single-head attention,
the window can assume any length. The encoder module is
defined as follows:
Yε = SELF-ATTENTION (Q : Yα,K : Yα,V : Yα) (3a)
Yε = LAYER-NORMγ,β (Yε + ϕ (Yε)) (3b)
Yε = Wε · ϕ (RELU (Wι ·Yε + bι)) + bε (3c)
Yε = LAYER-NORMγ,β (Yε + ϕ (Yε)) (3d)
where self-attention in Eq. 3a is a particular case of the
multi-head attention, in which the input query Q, key
K, and value V of the scaled dot-product attention, i.e.,
SOFTMAX
(
Q ·KT ÷√dk
) · V, are equal; and dk is the di-
mension of the keys. The attention results are followed by
a dropout regularization [36], a residual connection [39],
and a layer normalization [40] as in Eq. 3b, which ensure
generalization. The first two layers work to avoid overfitting
and gradient vanishing, while the last one normalizes the
output such that the samples among the input have zero
mean and unit variance γ (∆ (Yε + ϕ (Yε))) + β, where ∆
is the normalization function, and γ and β are parameters to
be learned. After, in Eq. 3c, the intermediate encoding goes
through a double linear layer, a point-wise feed-forward
layer, which, in this case, consists of two linear transfor-
mations in sequence with a ReLU activation in between,
having the weights Wε,Wι and bias bε,bι as optimizable
parameters. Finally, the transformed encoding goes through
one last set of generalizing operations, as shown in Eq. 3d.
The resulting encoding Yε ∈ Rs×ω×v is a tensor with the
time-axis length matching the size of the sliding window ω,
the same dimension as it is the input tensor.
Decoder
The previous encoding will be decoded by two sequence-
to-sequence layers, which in this case, are Long Short Term
Memory (LSTM) [28] units. The decoder operates in two
of the tridimensional axes of the encoding, the time axis,
and the variable axis, once at a time. During the time-axis
decoding, the first recurrent unit will translate the window-
sized input into a stride-sized output as in the following:
f (t) (v) = σg
(
W
(t)
f ·
[
h(t) (v − 1) ,Y(t)ε (v)
]
+ b
(t)
f
)
i(t) (v) = σg
(
W
(t)
i ·
[
h(t) (v − 1) ,Y(t)ε (v)
]
+ b
(t)
i
)
o(t) (v) = σg
(
W(t)o ·
[
h(t) (v − 1) ,Y(t)ε (v)
]
+ b(t)o
)
C˜(t) (v) = σh
(
W
(t)
C ·
[
h(t) (v − 1) ,Y(t)ε (v)
]
+ b
(t)
C
)
C(t) (v) = f (t) (v) ◦C(t) (v − 1) + i(t) (v) ◦ C˜(t) (v − 1)
h(t) (v) = ϕ
(
o(t) (v) ◦ σh
(
C(t) (v)
))
(4)
where v is the v-th variable of the t-th time-series group,
and the weights W(t)f ,W
(t)
i ,W
(t)
C ,W
(t)
o ∈ Rω×z and bias
b
(t)
f ,b
(t)
i ,b
(t)
C ,b
(t)
o ∈ Rz are parameters to be learned. Along
with Eq. 4, we refer to f as the forget gate’s activation vector,
i as the input and update gate’s activation vector, o as the
output gate’s activation vector, C˜ as the cell input activation
vector, C as the cell state vector, and h as the hidden state
vector. The last hidden state vector, goes through a dropout
regularization ϕ before the next LSTM in the sequence.
The next recurrent unit decodes the variable axis from
the partially-decoded encoding without changing the input
dimension. The set of variables within the time-series does
not necessarily imply a sequence that does not interfere in
the decoding process as long as the variables are kept in the
same position. The second LSTM in the sequence, in which
t is the t-th timestamp of the v-th variable group, work as
follows:
f (v) (t) = σg
(
W
(v)
f ·
[
h(v) (t− 1) , Y˜(v)ε (t)
]
+ b
(v)
f
)
i(v) (t) = σg
(
W
(v)
i ·
[
h(v) (t− 1) , Y˜(v)ε (t)
]
+ b
(v)
i
)
o(v) (t) = σg
(
W(v)o ·
[
h(v) (t− 1) , Y˜(v)ε (t)
]
+ b(v)o
)
C˜(v) (t) = σh
(
W
(v)
C ·
[
h(v) (t− 1) , Y˜(v)ε (t)
]
+ b
(v)
C
)
C(v) (t) = f (v) (t) ◦C(v) (t− 1) + i(v) (t) ◦ C˜(v) (t− 1)
h(v) (t) = Y˜ε + ϕ
(
o(v) (t) ◦ σh
(
C(v) (t)
))
(5)
where Y˜ε is the partially-decoded encoding, and the
weights W(v)f ,W
(v)
i ,W
(v)
C ,W
(v)
o ∈ Rz×z and bias
b
(v)
f ,b
(v)
i ,b
(v)
C ,b
(v)
o ∈ Rz are parameters to be learned. The
description of the notations within Eq. 4 holds for Eq. 5.
The difference, besides the decoding target, is the residual
connection with the partially-decoded encoding Y˜ε at the
last hidden state vector after the dropout regularization ϕ.
Finally, the output of the last recurrent unit Y˜ goes through
the last GSE layer, so to produce the non-linear output Yψ
of REGENN.
2.4 Optimization Strategy
REGENN operates on a tridimensional space shared be-
tween samples, timestamps, and variables. In such a space,
it carries out a time-based optimization strategy. The train-
ing process iterates over the time-axis of the dataset, show-
ing the network how the variables within a subset of time-
series behave as time goes by, and later repeating the process
through subsets of different samples.
The network’s weights are shared among the entire
dataset and optimized towards best generalization simul-
taneously across samples, timestamps, and variables. In
this work, we used Adam [41], a gradient descent-based
algorithm, to optimize the model. As the optimization cri-
terion, we used the Mean Absolute Error (MAE), which
is a generalization of the Support Vector Regression [42]
with soft-margin criterion where Ω is the set of internal
parameters of REGENN, Ŷ is the network’s output and T̂
the ground truth:
minimize
Ω
s∑
i=1
w∑
j=1
∣∣∣Ŷi,j − T̂i,j∣∣∣ (6)
Due to SARS-CoV-2 behave as a streaming time-series,
we adopted a transfer learning approach to train the net-
7work on that dataset only. Transfer learning shares knowl-
edge across different domains by using pre-trained weights
of another neural network. The approach we adopted, al-
though different, resembles Online Deep Learning [43]. The
main idea is to train the network on incremental slices of the
time-axis, such that the pre-trained weights of a previous
slice are used to initialize the weights of the network in
the next slice. The purpose of this technique is not only to
achieve better forecasting performance but also to show that
REGENN is superior to other algorithms throughout the
pandemic.
3 EXPERIMENTS
3.1 Experimental Setup
Datasets
The results are based on three datasets, all of which are
multi-sample, multivariate, and vary over time. The first
dataset describes the Coronavirus Pandemic, refereed to
as SARS-CoV-2, made available by John Hopkins Univer-
sity [44]. It describes 3 variables through 120 days for 188
countries and varies from the first day of the pandemic to
the day it completed four months of duration. The second
one is the Brazilian Weather1 dataset collected from 253
sensors during 1,095 days regarding 4 variables. The third
dataset is from the 2012 PhysioNet Computing in Cardiol-
ogy Challenge [45], from which we are using 9 variables
across 48 hours recorded from 11,988 ICU patients.
The variables within the datasets are:
• SARS-CoV-2: Number of Recovered, Number of In-
fected, and Number of Deaths;
• Brazilian Weather: Minimum Temperature, Maximum
Temperature, Solar Radiation, and Rainfall; and,
• PhysioNet: Non-Invasive Diastolic Arterial Blood Pres-
sure (mmHg), Non-Invasive Systolic Arterial Blood
Pressure (mmHg), Invasive Diastolic Arterial Blood
Pressure (mmHg), Non-Invasive Mean Arterial Blood
Pressure (mmHg), Invasive Systolic Arterial Blood Pres-
sure (mmHg), Invasive Mean Arterial Blood Pressure
(mmHg), Urine Output (mL), Heart Rate (bpm), and
Weight (Kg).
Data Pre-processing
All datasets were normalized between zero and one along
the variable axis. Such a pre-processing task is conventional
to all types of learning algorithms but crucial to deep
learning. By doing so, we speed up and avoid gradient
spikes during the training phase. However, the neural net-
work output is transformed back to the initial scale before
computing any of the evaluation metrics.
A simplistic yet effective approach to train time-series
algorithms is through the Sliding Window technique [46],
also referred to as Rolling Window. The window size is
well known to be a highly sensitive hyperparameter [47],
[48]. Consequently, we followed a non-tunable approach,
in which we set the window size before the experiments,
just taking into consideration the context and domain of
the datasets. These values were used across all window-
based experiments, including the baselines and ablation
1. Available together with the implementation source-code.
tests. It is noteworthy that most of the machine-learning
algorithms are not meant to handle time-variant data, such
that no sliding window was used in those cases. Conversely,
we considered training timestamps as features and those
reserved for testing as tasks of a multitask regression.
On the deep learning algorithms, we used a window
size of 7 days for training and reserved 7 days for validation
(between the training and test sets) to predict the last 14
days of the SARS-CoV-2 dataset. The 7-7-14 split idea comes
from the disease incubation period, which is of 14 days.
On the other hand, we used a window size of 84 days and
reserved 28 days for validation to predict the last 56 days
in the Brazilian Weather dataset. The 84-28-56 split is based
on the seasonality of the weather data, such that we will
look to the previous 3 months (a weather-season window)
to predict the last 2 months of the upcoming season. Finally,
we used a window size of 12 hours for training and 6 hours
for validation to predict the last 6 hours of the PhysioNet
dataset. The 12-6-6 split comes from the fact that patients in
ICUs are in a critical state, such that predictions within 24
hours are more useful than long-term predictions.
Algorithms & Ensembles.
Many existing algorithms are limited because they nei-
ther support multitask nor multi-output regression, making
these algorithms even more limited to tasks when data
is tridimensional. The most straightforward yet effective
approach we followed to compare them to REGENN was to
create a chain of ensembles2. In such a case, each estimator
makes predictions on order specified by the chain using all
of the available features provided to the model plus the pre-
dictions of models that are earlier in the chain. The number
of estimators in each experiment varies according to the type
of the ensemble and the type of the algorithms, and the final
performance is the average of each estimator’s performance.
For simplicity sake, we grouped the algorithms into five
categories, as follows:
 Corresponds to tridimensional compliant algorithms of
single estimators;
○ Describes multivariate algorithms – s estimators, one
estimator for each sample;
◎ Consists of multi-output and multitask algorithms – v
estimators, one estimator per variable;
C Indicates single-target algorithms – v×z estimators, one
estimator per variable and stride; and,
+ Represents univariate algorithms – s×v estimators, one
estimator for each sample and variable.
Evaluation Metrics
As time-series forecasting poses as a time-aware regres-
sion problem, our goal remains in predicting values that
resemble the ground truth the most. As such, we used
three evaluation metrics, the Mean Squared Logarithmic
Error (MSLE), Mean Absolute Error (MAE), and Root Mean
Squared Error (RMSE), that, despite different, have a com-
plementary meaning. The MSLE uses the logarithmic scale
to assess how good the model can predict values close to
zero. Contrarily, the MAE uses the absolute operator to
explain how the model fared among the median values. In
2. See Regressor Chain at https://bit.ly/3hBfxTA.
8another perspective, the RMSE uses the square root to assess
the model’s ability to predict the larger values, which might
be outliers. The metrics’ formal definition is as follows:
MAE =
1
n
n∑
i=1
∣∣∣Ŷi − T̂i∣∣∣ (7)
RMSE =
√√√√ 1
n
n∑
i=1
(
Ŷi − T̂i
)2
(8)
MSLE =
1
n
n∑
i=1
log
(
Ŷi + 1
T̂i + 1
)2
(9)
Hyperparameter Tuning
Unlike many neural networks, REGENN has only two
hyperparameters able to change the size of the weights’
tensors, which are the window size (i.e., input size) and the
stride size (i.e., output size). As already discussed, both were
set before the experiments, and none of them were tuned
towards any performance improvement. The trade-off of
having fewer hyperparameters is to spend more energy
on training the network towards a better performance. We
are focusing on the network optimizer, gradient clipping,
learning rate scheduler, and dropout regularization when
we refer to tunable hyperparameters. Along these lines,
we followed a controlled and limited exploratory approach
similar to a random grid-search, starting with PYTORCH’s
defaults. The tuning process was on the validation set, inten-
tionally reserved for measuring the network improvement.
The tuning process follows by updating the hyperparame-
ters whenever observing better results on the validation set,
leading us to a set of optimized but no optimum hyperpa-
rameters. We used the set of optimized hyperparameters to
evaluate the network on the test set. We used the default
values for all the other algorithms [49]–[51] unless explicitly
required for working with a particular dataset, as was the
case of LSTNet [21], DSANet [23], and MLCNN [26]. The list
of hyperparameters of REGENN and further deep-learning
algorithms are in the supplementary material.
Computer Environment
The experiments related to machine-learning and time-
series algorithms were carried out on a Linux-based system
with 64 CPUs and 750 GB of RAM for all the datasets. The
experiments related to deep learning on the SARS-CoV-2
dataset were carried out on a Linux-based system with 56
CPUs, 256 GB of RAM, and 8 GPUs (Titan X – Pascal). The
Brazilian Weather and PhysioNet datasets were tested on
a different system with 32 CPUs, 512 GB of RAM, and 8
GPUs (Titan X – Maxwell). While CPU-based experiments
are even across all CPU architectures, the same does not
hold for GPUs, such that the GPU model and architecture
must match to guarantee reproducibility. Aiming at com-
plete reproducibility, we disclose not only the source code
of REGENN on GitHub3, but also the scripts, pre-processed
data, and snapshots of all the networks trained on a public
folder at Google Drive4.
3. Available at https://bit.ly/2YDBrOo.
4. Available at https://bit.ly/31x6CwN.
3.2 Results
Subsequently, we go through the experimental results in
each one of the benchmarking datasets. Due to not all the
algorithms performed evenly across the datasets, we display
the 34 most prominent ones out of the 49 tested algorithms;
for the extended results, see the supplementary material.
Additionally, we also discuss the ablation experiments,
which were carried out with REGENN’s hyperparame-
ters; in the supplementary material, we provide two other
rounds of this same experiment using as hyperparameters
the PYTORCH’s defaults5 and others recurrently employed
on the literature. At the end of each experiment, we draw
explanations about the Evolution Weights, i.e., intermediate
adjacency matrices from the GSE layers, by using the cosine
similarity on pairs of co-occurring variables.
Experiment on SARS-CoV-2 dataset
The SARS-CoV-2 has being updated daily since the begin-
ning of the Coronavirus Pandemic. We used a self-to-self
transfer-learning approach to train the network in slices of
time due to such a dataset’s streaming nature. In short, the
network was re-trained every 15 days with new incoming
data, using as starting weights, the pre-trained weights
from the network trained in the past 15 days. As a result,
we evaluated REGENN’s performance over the pandemic’s
progression compared to the baselines.
In such a case, when the pandemic completed 45 days,
the first time-slice in which REGENN was trained, it outper-
formed the second-placed algorithm, the Orthogonal Match-
ing Pursuit, by 27.27% on the Mean Absolute Error (MAE),
16.50% on the Root Mean Square Error (RMSE), and 38.87%
on the Mean Squared Logarithmic Error (MSLE). For all
subsequent time-slices (i.e., 60, 75, 90, 105, and 120 days), the
second-placed algorithm was the Exponential Smoothing,
which was outperformed with improvement no lower than
47.40% on the MAE, 17.19% on the RMSE, and 37.39% on
the MSLE. We further detail the results on the time-slices
mentioned above in the supplementary material. However,
in Fig. 5, we detail the results on the complete dataset of
120 days, in which REGENN surpassed the Exponential
Smoothing, the second-best algorithm, by 75.21% on the
MAE, 64.87% on the RMSE, and 79.61% on the MSLE.
As a result of the analysis of the dataset in time-slices,
we were able to notice that, as time goes by and more infor-
mation is available on the SARS-CoV-2 dataset, the problem
becomes more challenging to solve by looking individually
at each country, and more natural when looking to all of
them together. Although countries have their particularities,
which make the disease spread in different ways, the main
goal is to decrease the spreading, such that similarities
between the historical data of different countries provide for
finer predictions. Furthermore, we also observed that not all
the estimators within an ensemble perform in the same way
in the face of different countries. Due to the REGENN ca-
pability of observing inter-and intra-relationships between
time-series, it performs better on highly uncertain cases like
this one.
Subsequently, we present the ablation results, in which
we utilized the same data-flow as REGENN but no GSE
5. Available at https://bit.ly/2QuWRsD.
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Fig. 5: Baseline results for the SARS-CoV-2 dataset over the Mean Absolute Error (MAE), Root Mean Square Error (RMSE),
and Mean Squared Logarithmic Error (MSLE). Results presented in descending order of metric MAE (i.e., from worst to
best performance); the algorithms are symbol-encoded according to their number of estimators. We use gray arrows to
describe the standard deviation of the results; the negative deviation, which is equal to the positive one, was suppressed
for better visualization. The results confirmed REGENN’s superior performance as it is the algorithm with the lowest error
and standard deviation compared to the others, such that the improvement in the experiment was no lower than 64.87%.
TABLE 2: Ablation results for the SARS-CoV-2 dataset using ReGENN’s data-flow but no GSE layer. The experiment varies
between Recurrent Unit (RU) and their directional flag, differing between Bidirectional (B) and Unidirectional (U); also, E
designates the Transformer Encoder and AR the Autoregression.
RECURRENT UNIT (RU) Elman RNN GRU LSTM
NETWORK ARCHITECTURE MAE RMSE MSLE MAE RMSE MSLE MAE RMSE MSLE
BRU 424.32 2819.11 0.07 3130.47 28063.07 7.78 1800.23 20264.27 3.95
E→ BRU 4161.35 28755.33 11.08 596.77 3446.67 0.17 704.80 4088.05 0.20
(E→ BRU + BRU) + AR 1624.44 17245.24 3.84 388.93 1888.70 0.09 1598.03 19056.28 3.89
(E→ BRU + URU) + AR 257.15 1438.72 0.09 366.06 2158.32 0.10 4064.52 31196.10 11.30
(E→ BRU) + AR 1471.49 17050.08 3.74 1502.20 16799.96 3.67 211.93 1181.31 0.08
E→ URU 1949.65 16925.69 3.84 968.83 5982.35 0.22 2778.55 12830.03 0.21
(E→ URU + BRU) + AR 372.80 2155.36 0.11 208.88 1141.56 0.08 1380.99 16370.41 3.66
(E→ URU + URU) + AR 1472.05 16491.81 3.72 4052.71 31384.80 11.30 1713.72 18531.68 3.81
(E→ URU) + AR 1350.35 16673.11 3.69 2852.28 25869.18 7.60 260.66 1513.92 0.10
URU 1175.99 6716.42 2.08 1825.66 20400.04 4.95 3723.88 21022.60 2.83
RECURRENT GRAPH EVOLUTION NEURAL NETWORK (REGENN) 165.41 915.92 0.05
PERFORMANCE IMPROVEMENT 20.81% 19.77% 35.72%
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Fig. 6: Set of Evolution Weights extracted from REGENN at the end of the network training phase. The images compare the
cosine similarity between the set of variables within the SARS-CoV-2 dataset.
layer while systematically changing the decoder architec-
ture. We provide results using different Recurrent Units
(RU), which are the Elman RNN [52], LSTM [28], and
GRU [22]. We also varied the directional flag of the recurrent
unit between Unidirectional (U) and Bidirectional (B). That
because a unidirectional recurrent unit tracks only forward
dependencies while a bidirectional one tracks both forward
and backward dependencies. Additionally, the network ar-
chitecture of each test is described by a summarized tag. For
example, given the architecture (E→ URU + BRU)+AR, it
means the model has a Transformer Encoder as the encoder,
a Unidirectional Recurrent Unit as the time-axis decoder,
and a Bidirectional Recurrent Unit as the variable-axis de-
coder. Besides, the output of the decoder is element-wise
added to the Autoregression (AR) output. Furthermore,
the table shows results with and without the encoder and
Autoregression component, as well as cases when using a
single recurrent unit only for time-axis decoding.
According to the ablation results detailed in Tab. 2, one
can observe that the improvement of REGENN is slightly
reduced than previously reported. That is because the per-
formance of it does not only comes from the GSE layer but
also from how the network handles the multiple multivari-
ate time-series data. Consequently, the ablation experiments
reveal that some models without GSE layers are enough to
surpass all the competing algorithms. However, when using
REGENN, we can improve them further and achieve 20.81%
of additional reduction on the MAE, 19.77% on the RMSE,
and 35.72% on the MSLE.
Fig. 6 shows the Evolution Weights originated from apply-
ing the cosine similarity on the hidden adjacency matrices of
REGENN. When comparing the input and evolved graphs,
the number of cases and deaths has a mild similarity. That
might come from the fact that, at the beginning of the
pandemic, diagnosing infected people was already a broad
concern. The problem did not go away, but more infected
people were discovered as more tests were made, and also
because the disease spread worldwide. A similar scenario
can be drawn from the number of recovered and the number
of cases, as infected people with mild or no symptoms were
unaware of being infected. Contrarily, we can see that the
similarity between the recovered and deaths decreases over
time, which comes from the fact that, as more tests are made,
the mortality rate drops to a stable threshold due to the
increased number of recovered people.
Experiment on Brazilian Weather dataset
The Brazilian Weather dataset is a highly seasonal dataset
with a higher number of samples, variables, and timestamps
than the previous one. For simplicity’s sake, in this exper-
iment, REGENN was trained on the whole training set at
once. The results are in Fig. 7, in which REGENN was
the first-placed algorithm, followed by the Elman RNN in
second. REGENN overcame the Elman RNN by 11.95% on
the MAE, 11.96% on the RMSE, and 25.84% on the MSLE.
We noticed that all the algorithms perform quite simi-
larly for this dataset. The major downside for most algo-
rithms comes from predicting small values that are close
to zero, as noted by the MSLE results. In such a case,
the ensembles showed a high variance when compared to
REGENN. We believe this is why the Elman RNN shows
performance closer to REGENN rather than to Exponential
Smoothing, the third-placed algorithm, as REGENN has a
single estimator, while the Exponential Smoothing is an en-
semble of estimators. Another understanding of why some
algorithms underperform on the MSLE might be related
to their difficulty to track temporal dependencies, which
embraces the weather seasonality.
The ablation results are in Tab. 3, in which we observed
again that the network without the GSE layers already
surpasses the baselines. When decommissioning the GSE
layers of REGENN and using GRU instead of LSTM on the
decoder, we observed a 3.86% improvement on the MAE,
10.02% on the RMSE, and 25.34% MSLE when compared
to the Elman RNN results. Using REGENN instead, we
achieve a further performance gain of 8.42% on the MAE
and 2.16% on the RMSE over the ablation experiment.
Fig. 8 depicts the Evolution Weights for the current
dataset, in which we can observe a consistent similarity
between pairs of variables in the input graph, which does
not repeat in the evolved graph, implying different re-
lationships. On the evolved graph, we observe that the
similarity between all pairs of variables increased as the
graph evolved. The pairs Solar Radiation and Rain, Maximum
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Fig. 7: Baselines results for the Brazilian Weather dataset ordered from worst to best MAE performance. Along with the
image, the algorithms are symbol-encoded based on their type and number of estimators, and we use gray arrows to
report the standard deviation of the results; the negative deviation, which is equal to the positive one, was suppressed
for improved readability. In such an experiment, REGENN once more outperformed all the competing algorithms,
demonstrating versatility by performing well even on a highly-seasonal dataset with improvement no lower than 11.95%.
In the face of seasonality, the Elman RNN surpassed the Exponential Smoothing, the previously second-placed algorithm.
TABLE 3: Ablation results from the Brazilian Weather dataset, conducted by varying the Recurrent Unit (RU) and its
directional flag between Bidirectional (B) and Unidirectional (U); and, in which E is used to designate the Transformer
Encoder and AR to the feed-forward Autoregressive linear component.
RECURRENT UNIT (RU) Elman RNN GRU LSTM
NETWORK ARCHITECTURE MAE RMSE MSLE MAE RMSE MSLE MAE RMSE MSLE
BRU 2.56 5.90 0.45 2.19 5.00 0.28 2.20 5.04 0.28
E→ BRU 2.70 5.66 0.37 2.33 5.19 0.28 2.57 5.42 0.29
(E→ BRU + BRU) + AR 2.18 5.52 0.37 2.38 5.72 0.41 2.44 5.75 0.41
(E→ BRU + URU) + AR 2.84 6.47 0.55 2.24 5.05 0.28 3.17 7.42 0.80
(E→ BRU) + AR 3.58 8.13 0.98 3.31 7.57 0.82 3.61 8.19 0.96
E→ URU 3.12 5.86 0.32 2.81 5.69 0.34 2.96 5.54 0.30
(E→ URU + BRU) + AR 2.36 5.69 0.41 2.23 5.11 0.28 2.47 5.77 0.41
(E→ URU + URU) + AR 2.52 5.83 0.42 2.10 4.97 0.28 4.88 10.24 1.61
(E→ URU) + AR 4.30 9.38 1.34 3.25 7.55 0.81 5.25 10.69 1.75
URU 2.40 5.32 0.32 3.26 7.45 0.77 2.83 6.17 0.50
RECURRENT GRAPH EVOLUTION NEURAL NETWORK (REGENN) 1.92 4.86 0.28
PERFORMANCE IMPROVEMENT 8.42% 2.16% 0.00%
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Fig. 8: The Evolution Weights from REGENN for the Brazilian Weather dataset, in which we use the cosine similarity to
compare the relationship between pairs of variables. The image uses “Sol. Rad.” as shortening for Solar Radiation, “Temp”
for Temperature, “Max” for Maximum, and “Min” for Minimum.
Temperature and Rain, and Solar Radiation and Minimum Tem-
perature stood out. Those pairs are mutually related, which
comes from solar radiation interfering in both maximum
and minimum temperature and also in the precipitation
factors, where the opposite relation holds. What can be
extracted from the Evolution Weights, in this case, is the
notion of importance between pairs of variables, so that
the pairs that stood out are more relevant and provide
better information to predict the forthcoming values for the
variables in the dataset.
Experiment on PhysioNet dataset
The PhysioNet dataset presents a large number of samples
and an increased number of variables, but little information
on the time axis, a setting in which ensembles still struggle
to perform accurate predictions, as depicted in Fig. 9. Once
again, REGENN keeps steady as the first-placed algorithm
in performance, showing solid improvement over the Lin-
ear SVR, the second-placed algorithm. The improvement
was 7.33% on the MAE and 35.13% on the MSLE, while
the RMSE achieved by REGENN laid within the standard
deviation of the Linear SVR, pointing out an equivalent
performance between them. The Linear SVR is an ensemble
with multiple estimators, while REGENN uses a single one,
which makes it better accurate and more straightforward for
dealing with the current dataset.
As in Tab. 4, the ablation results reveal that a neural
network architecture without the GSE layers can achieve
a better performance than the baseline algorithms. In this
specific case, we see that by using a bidirectional LSTM in-
stead of unidirectional on the decoder module of the neural
network, we can achieve a performance almost as good as
REGENN, but not enough to surpass it, as REGENN still
shows an improvement of 1.05% on the MAE and 0.98% on
the RMSE over the ablation experiment with bidirectional
LSTM.
In this specific case, REGENN learns by observing mul-
tiple ICU patients. However, one cannot say that an ICU
patient’s state is somehow connected to another patient’s
state. Contrarily, the idea holds as in the first experiment,
where although the samples are different, they have the
same domain, variables, and timestream, such that the
information from one sample might help enhance future
forecasting for another one. That means REGENN learns
both from the past of the patient but also from the past
of other patients. Nevertheless, we must be careful about
drawing any understanding about these results, as the rea-
son each patient is in the ICU is different, and while some
explanations might be suited for a small set of patients, it
tends not to generalize to a significant number of patients.
When analyzing the Evolution Weights in Fig. 10 aided by a
physician, we can say that there is a relationship between
the amount of urine excreted by a patient and the arterial
blood pressure, and also that there is a relation between the
systolic and diastolic blood pressure. However, even aided
by the Evolution Weights, we cannot further describe these
relations once there are variables of the biological domain
that are not being taken into consideration.
4 OVERALL DISCUSSIONS
The Evolution Weights are intermediate weights of the
representation-learning process (see Fig. 4), which are op-
timized throughout the network’s training. Such weights
are time-invariant and are a requirement for the feature-
learning behind the GSE layer. Although time does not flow
through the adjacency matrix, the network is optimized as
a whole, such that every operation influences the gradi-
ents resulting from the backward propagation process. That
means that the optimizer, influenced by the gradients of
both time-variant and invariant data, will optimize all the
weights towards a better forecasting ability. Such a process
depends not only on the network architecture but also on
the reliability of the optimization process.
That increases uncertainty, which is the downside of RE-
GENN, demanding more time to train the neural network,
and causing the improvement not to be strictly uprising.
13
100 101 102 103
MAE
ReGENN 
Linear SVR C
Huber C
XGBoost C
CatBoost C
Extra Trees ◎
Random Forest ◎
Lasso-Lars-IC C
Bayesian Ridge C
Linear ◎
Transformed Target C
Ridge ◎
Elman RNN 
Theil-Sen C
MLCNN ○
Orthogonal Matching Pursuit ◎
Histogram Grad. Boosting C
PLS ◎
Bagging C
KNeighbors ◎
CCA ◎
Exponential Smoothing +
Autoregressive +
LSTM 
Extra Tree ◎
Decision Tree ◎
PLS Canonical ◎
LSTNet ○
Multi-Task Elastic-Net ◎
Multi-Task Lasso ◎
Historical Average ◎
Lasso-Lars ◎
GRU 
Passive Aggressive C
DSANet ○
100 101 102 103
RMSE
100 101 102 103
MSLE
Legend
 : 1 estimator
◎ : 9 estimators
C : 54 estimators
○ : 11,988 estimators
+ : 107,892 estimators
Fig. 9: Baseline results for the PhysioNet dataset arranged from the worst to the best MAE performance, in which,
REGENN was the first-placed algorithm followed by the Linear SVR in the second one. The improvement from one
to another was no lower than 7.33%, but, in this case, REGENN yielded an RMSE compatible with the Linear SVR. Along
with the image, the algorithms are symbol-encoded based on type and number of estimators, and gray arrows depict the
standard deviation of the results; the negative deviation, which is equal to the positive one, was suppressed to provide
better visualization for the results.
TABLE 4: Ablation results over the PhysioNet dataset; in which, the Recurrent Unit (RU) is changed together with its
directional flag, varying between Bidirectional (B) and Unidirectional (U). Besides, E is used as a shortening for the
Transformer Encoder and AR to the Autoregressive linear component.
RECURRENT UNIT (RU) Elman RNN GRU LSTM
NETWORK ARCHITECTURE MAE RMSE MSLE MAE RMSE MSLE MAE RMSE MSLE
BRU 19.95 50.47 1.38 24.80 56.42 3.01 19.49 50.46 1.40
E→ BRU 19.11 49.16 1.41 24.17 54.81 3.00 18.88 48.55 1.40
(E→ BRU + BRU) + AR 18.72 48.60 1.37 18.55 47.86 1.39 18.42 47.78 1.37
(E→ BRU + URU) + AR 18.97 49.59 1.38 18.54 48.90 1.37 18.46 48.33 1.36
(E→ BRU) + AR 18.81 50.20 1.38 18.67 48.59 1.39 18.54 47.35 1.38
E→ URU 19.46 50.24 1.44 19.42 51.03 1.44 19.78 51.29 1.44
(E→ URU + BRU) + AR 18.76 48.81 1.39 18.65 48.64 1.38 18.55 48.28 1.38
(E→ URU + URU) + AR 19.02 49.75 1.43 18.64 48.81 1.38 18.63 48.93 1.37
(E→ URU) + AR 18.98 48.67 1.45 18.82 49.98 1.41 18.88 50.31 1.39
URU 20.58 50.32 1.42 30.85 63.30 4.68 24.85 56.41 2.92
RECURRENT GRAPH EVOLUTION NEURAL NETWORK (REGENN) 18.22 47.31 1.37
PERFORMANCE IMPROVEMENT 1.05% 0.98% 0.0%
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Fig. 10: Evolution Weights extracted from REGENN after training on the PhysioNet dataset, in which we use cosine similarity
to compare the relationship between pairs of variables. We use “ABP” as shortening for Arterial Blood Pressure, “NI” as
Non-Invasive, “Dias” as Diastolic, and “Sys” as Systolic.
Consequently, training might take long sessions, even with
consistently reduced learning rates on plateaus or simulated
annealing techniques; this is influenced by the fact that the
second GSE layer has two dynamic inputs, which arise
from the graph-evolution process. However, we observed
that through the epochs, the Evolution Weights reaches a
stable point with no major updates, and as a result, the
network demonstrates a remarkable improvement in its
last iterations when the remaining weights more intensely
converge to a near-optimal configuration.
Even though REGENNhas a particular drawback, it
shows excellent versatility, which comes from its superior
performance in the task of epidemiology modeling on the
SARS-CoV-2 dataset, climate forecasting on the Brazilian
Weather, and patient monitoring on intensive care units on
the PhysioNet dataset. Consequently, we see REGENN as
a tool to be used in data-driven decision-making tasks,
helping prevent, for instance, natural disaster, or during
the preparation for an upcoming pandemic. As a precur-
sor in multiple multivariate time-series forecasting, there
is still much to be improved. For example, reducing the
uncertainty that harms REGENN without decreasing its
performance should be the first step, followed by extending
the proposal to handle problems in the spatio-temporal field
of great interest to traffic forecasting and environmental
monitoring. Another possibility would be to remove the
recurrent layers within the decoder while tracking the tem-
poral dependencies through multiple graphs, which would
provide a whole new temporal-modeling way.
Notwithstanding, in some cases, where extensive gener-
alization is not required, the analysis of singular multivari-
ate time-series may be preferred to multiple multivariate
time-series. That because, when focusing on a single series
at a time, some but not all samples might yield a lower
forecasting error, as the model will be driven to a single
multivariate sample. However, both approaches for tackling
time-series forecasting can coexist in the state-of-the-art,
and, as a consequence, the decision to work on a higher or
lower dimensionality must relate to which problem is being
solved and how much data is available to solve it.
5 CONCLUSION
This paper tackles multiple multivariate time-series fore-
casting tasks by proposing the Recurrent Graph Evolution
Neural Network (REGENN), a graph-based time-aware
auto-encoder, powered by a pair of Graph Soft Evolution
(GSE) layers, a further contribution of this study that stands
for a graph-based learning-representation layer.
The literature handles multivariate time-series forecast-
ing with outstanding performance, but up to this point,
we lacked a technique with increased generalization over
multiple multivariate time-series with sound performance.
Previous research might have avoided tackling such a prob-
lem as a neural network to that matter is challenging to
train, and usually yield poor results. That because one aims
to achieve good generalization on future observations for
multivariate time-series that do not necessarily hold the
same data distribution.
Because of that, REGENN is a precursor in multiple
multivariate time-series forecasting, and even though this
is a challenging problem, REGENN surpassed all baselines
and remained effective after three rounds of 30 ablation tests
through distinct hyperparameters. The experiments were
carried out over the SARS-CoV-2, Brazilian Weather, and
PhysioNet datasets. Showing improvements, respectively,
of at least 64.87%, 11.96%, and 7.33%. As a consequence
of the results, REGENN shows a new range of possibil-
ities in time-series forecasting, starting by demonstrating
that ensembles perform poorly than a single model that
understands the entanglement between different variables
by looking to how variables interact as the time goes by and
multiple multivariate time-series evolve.
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Notes. Table 1 list the acronym and full name of all algorithms we tested during the baselines computation.
Tables 2 to 6 present detailed information from the experiments discussed along with the main manuscript. The
following tables regard the tests using Transfer Learning on the SARS-CoV-2 dataset, in which a new network
was trained every 15 days starting on 45 days after the pandemic started and up to 120 days of its duration.
Extended Methods
Cosine Similarity. The cosine similarity, which has been widely applied in learning approaches, accounts
for the similarity between two non-zero vectors based on their orientation in an inner product space [1]. The
underlying idea is that the similarity is a function of the cosine angle θ between vectors u = [u1, u2, . . . , uN ] ∈
RN×1 and v = [v1, v2, . . . , vN ] ∈ RN×1. Hence, when θ = 1, the two vectors in the inner product space have
the same orientation, when θ = 0, these vectors are oriented a 90◦ relative to each other, and when θ = −1 the
vectors are diametrically opposed. The cosine similarity between the vectors u and v is defined as it follows:
cosθ(u,v) =
u · v
‖u‖‖v‖ (1)
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where u · v = ∑Ni=1 uivi denotes the dot product between u and v and ‖u‖ represent the norm of the vector
u =
√
u · u, while ui is the i-th variable of the object represented by the vector. In the scope of this work, the
cosine similarity is used to build similarity adjacency matrices, which measures the similarity between all nodes
in a variables’ co-occurrence graph. The similarity between two nodes in the graph describes how likely those
two variables are to co-occur at the same time for a time-series. In this case, the similarity ends up acting as
an intermediate activation function, enabling the graph evolution process by maintaining the similarity of the
relationships between pairs of nodes. In such a particular case, we define the cosine-matrix similarity as follows:
cosθ(A) =
A ·AT
‖A‖ ◦ ‖A‖T (2)
where A ·AT denotes the dot product between the matrix A and the transposed AT, while ‖A‖ represents the
norm of that same matrix with respect to any of its ranks, as we consider A to be a squared adjacency matrix.
Horizon Forecasting. The horizon forecasting stands for an approach used for making non-continuous pre-
dictions by accounting for a future gap in the data. It is useful in a range of applications by considering, for
instance, that recent data is not available or too costly to be collected. Thereby, it is possible to optimize a model
that disregards the near future and focuses on the far-away future. However, such an approach abdicates from
additional information that could be learned from continuous timestamp predictions [2]. By not considering the
near past as a variable that influences the near future, we might result in a non-stochastic view of time, mean-
ing that the algorithm focuses on long-term dependencies rather than both long-and short-term dependencies.
Along these lines, both the LSTNet [3] and DSANet [4] comply with horizon forecasting, and to make our results
comparable, we set the horizon to one on both of them. Thus, we started assessing the test results right after
the algorithms’ last validation step because, as closer to the horizon, the more accurate these models should be.
Time-Series Segmentation. A simplistic yet effective approach to train time-series algorithms is through the
Sliding Window technique [5], which is also referred to as Rolling Window (see Fig. 1). Such a technique fixes a
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Figure 1: Sliding Window technique for training neural networks.
window size, which slides over the time axis, predicting a predefined number of future steps, referred to as stride.
Some studies on time-series have been using a variant technique known as Expanding Sliding Window [6, 7].
This variant starts with a prefixed window size, which grows as it slides, showing more information to the
algorithm as time goes by. ReGENN holds for the traditional technique as it is bounded to the tensor weights
dimension. Those dimensions are of a preset size and cannot be effortlessly changed during training, as it comes
with increased uncertainty by continuously changing the number of internal parameters, such that a conventional
neural network optimizer cannot handle it properly. Nevertheless, the window size of the Sliding Window is well
known to be a highly sensitive hyperparameter [8,9]; to avoid increased number of parameters, we followed a non-
tunable approach, in which we set the window size before the experiments taking into consideration the context
of the datasets; such values were even across all window-based trials, including the baselines and ablation.
Optimization Strategy. ReGENN operates on a three-dimensional space shared between samples, time,
and variables. In such a space, it carries out a time-based optimization strategy. The training process iterates
over the time-axis of the dataset, showing to the network how the variables within a subset of time-series behave
as time goes by, and later repeating the process through subsets of different samples. The network’s weights are
shared among the entire dataset and optimized towards best generalization simultaneously across samples, time,
and variables. The dataset T ∈ Rs×t×v is sliced into training T˜ ∈ Rs×w×v and testing T̂ ∈ Rs×z×v as follows:
T˜ =

T1,1,v T1,2,v T1,2,v . . . T1,w,v
T2,1,v T2,2,v T2,2,v . . . T2,w,v
T3,1,v T3,2,v T3,2,v . . . T3,w,v
...
...
...
. . .
...
Tb,1,v Tb,2,v Tb,2,v . . . Tb,w,v
 T̂ =

T1,1+z,v T1,2+z,v T1,2+z,v . . . T1,w+z,v
T2,1+z,v T2,2+z,v T2,2+z,v . . . T2,w+z,v
T3,1+z,v T3,2+z,v T3,2+z,v . . . T3,w+z,v
...
...
...
. . .
...
Tb,1+z,v Tb,2+z,v Tb,2+z,v . . . Tb,w+z,v

Once the data is sliced, we follow by using a gradient descent-based algorithm to optimize the model. In
the scope of this work, we used Adam [10] as the optimizer, as it is the most common optimizer among time-
series forecasting problems. As the optimization criterion, we used the Mean Absolute Error (MAE), which is a
generalization of the Support Vector Regression [11] with soft-margin criterion formalized as it follows:
minimize
w
(
1
2
‖w‖2F + C
)
×
n∑
i=1
(ξi + ξ
∗
i )
subject to yi − (w · xi)− b ≤ ρ+ ξi,
(w · xi) + b− yi ≤ ρ+ ξ∗i ,
ξi, ξ
∗
i ≥ 0.
where w is the set of optimizable parameters, ‖·‖F is the Frobenius norm, and both C and ρ are hyperparameters.
The idea, then, is to find w that better fit yi,xi∀i ∈ [1, n] so that all values are in [ρ+ ξi, ρ+ ξ∗i ], where ξi and
ξ∗i are the two farther opposite points in the dataset. A similar formulation on the Linear SVR implementation
for horizon forecasting was presented by Lai et al. [3]. Due to the higher-dimensionality among the multiple
multivariate time-series used in this study, in which we consider the time to be continuous, the problem becomes:
minimize
Ω
(
1
2
‖Ω‖2F + C
)
×
s∑
i=1
w∑
j=1
ξi subject to
∣∣∣Ŷi,j − T̂i,j∣∣∣ ≤ ρ+ ξi,j , ξi,j ≥ 0.
where Ω is the set of internal parameters of ReGENN, Ŷ is the output of the network and T̂ the ground truth.
When disregarding C and setting ρ as zero, we can reduce the problem to the MAE loss formulation:
minimize
Ω
s∑
i=1
w∑
j=1
∣∣∣Ŷi,j − T̂i,j∣∣∣
Square-and logarithm-based criteria can also be used with ReGENN. We avoid doing so, as this is a decision
that should be made based on each dataset. Contrarily, we follow the SVR path towards the evaluation of
absolute values, which is less sensitive to outliers and enables ReGENN to be applied on a range of applications.
Transfer-Learning Approach. We adopted a transfer learning approach to train the network on the SARS-
CoV-2 dataset that, although different, resembles Online Deep Learning [12]. The idea is to train the network
on incremental slices of the time-axis, such that the pre-trained weights of a previous slice are used to initialize
the weights of the network in the next slice (see Fig. 2). The purpose of this technique is not only to achieve
better performance towards the network but also to show that ReGENN is useful throughout the pandemic.
Time Axis
Slice 1 Slice 2 Slice 3 Slice 4 Slice N...
Xavier Initialization
Transfer
Learning
Network
Snapshot
 Initializing with pre-trained weights from Slice 1 after a 20% Dropout 
Transfer
Learning
Network
Snapshot
 Initializing with pre-trained weights from Slice 2 after a 20% Dropout 
Transfer
Learning
Network
Snapshot
 Initializing with pre-trained weights from Slice 3 after a 20% Dropout 
Final Prediction
 Initializing with pre-trained weights from Slice N after a 20% Dropout 
Training
on Loop Network
Snapshot
 Using the weights from the previous iteration 
Trained Model
(Final Weights)
...New DataOld Data
...New DataOld Data
...New DataOld Data
...New Data
Figure 2: Transfer Learning used for streaming time-series.
Hyperparameters adjustment is usually required when transferring the weights from one network to another,
mainly the learning rate; for the list of hyperparameters we used, see Tab. 3. Besides, we deliberately applied a
20% Dropout on all tensor weights outside the network architecture and before starting the training. The aim
behind that decision was to insert randomness in the pipeline and avoid local optima. It worth mentioning that
we did not observe any decrease in performance, but in some cases, the optimizer’s convergence was slower.
Baselines Algorithms. Open-source Python libraries provided the time series and machine learning algo-
rithms used along with the experiments. Time series algorithms came from the statsmodels1, while the machine
learning ones majorly from the Scikit-Learn2. Further algorithms, such as XGBoost3, LGBM4, and CatBoost5,
1Available at https://www.statsmodels.org/stable/index.html.
2Available at https://scikit-learn.org/stable/.
3Available at https://xgboost.readthedocs.io/en/latest/.
4Available at https://lightgbm.readthedocs.io/en/latest/.
5Available at https://catboost.ai/.
have a proprietary, open-source implementation, which was preferred over the others. We used the default hyper-
parameters over all the experiments, performing no fine-tuning. However, because all the datasets we tested are
strictly positive, we forced all the negative output to become zero, such as made by a ReLU activation function.
A list with names and algorithms tested along with the experiments is provided in Tab 1, which contains more
algorithms than we reported in the main paper. That because we are listing all algorithms, even the ones that
were removed from the pipeline due to being incapable of working with the input data and yielding exceptions.
Table 1: List of algorithms tested during the baselines computation. The Acronym column presents the short
name of each algorithm and the Name column shows the full name of all algorithms (when applicable).
# Acronym Name
0 AdaBoost Adaptive Boosting
1 ARD Automatic Relevance Determination
2 ARIMA Autoregressive Integrated Moving Average
3 ARMA Autoregressive Moving Average
4 Autoregressive —
5 Bagging —
6 BayesianRidge —
7 CatBoost —
8 CCA Canonical Correlation Analysis
9 Decision Tree —
10 DSANet Dual Self-Attention Network
11 Elman RNN Elman’s Recurrent Neural Network
12 Exponential Smoothing Single Exponential Smoothing
13 Extra Tree Extremely Randomized Tree
14 Extra Trees Extremely Randomized Trees
15 Gaussian Process —
16 Gradient Boosting —
17 GRU Gated Recurrent Unit
18 Histogram Grad. Boosting Histogram Gradient Boosting
19 Historical Average Dummy Regressor
20 Huber —
21 Isotonic —
22 Kernel Ridge —
23 KNeighbors k-Nearest Neighbors
24 Lars Least Angle Regression
25 Lasso-Lars Least Absolute Shrinkage and Selection Operator w/ Lars
26 Lasso-Lars-IC Lasso-Lars w/ Information Criterion
27 LGBM Light Gradient Boosting Machine
28 Linear Regression —
29 Linear SVR Linear Support Vector Regression
30 LSTM Long Short Term Memory
31 LSTNet Long-and Short Term time-series Network
32 MLCNN Multi-Level Construal Neural Network
33 Moving Average —
34 Multi-Task Elastic-Net —
35 Multi-Task Lasso —
36 NuSVR Nu-Support Vector Regression
37 Orthogonal Matching Pursuit —
38 Passive Aggressive —
39 PLS Canonical Partial Least Squares Canonical
40 PLS Partial Least Squares
41 Radius Neighbors —
42 Random Forest —
43 RANSAC Random Sample Consensus Regressor
44 ReGENN Recurrent Graph Evolution Neural Network
45 Ridge —
46 SARIMA Seasonal Autoregressive Integrated Moving Average
47 SGD Stochastic Gradient Descent
48 SVR Support Vector Regression
49 Theil-Sen —
50 Transformed Target —
51 Vector Autoregression —
52 XGBoost Extreme Gradient Boosting
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Hyperparameters
for the
Main Experiments
Table 2: List of hyperparameters used during the main experiments.
—————| ReGENN |—————
SARS-CoV-2 Brazilian Weather PhysioNet
autoregression True True True
batch-size 32 64 256
bias True True True
bidirectional-gate False False False
bidirectional-sequencer False False False
clip-norm 85.0 10.0 25.0
criterion MAE MAE MAE
dropout 0.0 0.0 0.0
early-stop 250 100 10
epochs 2500 1000 100
evolution-function Identity Identity Identity
gate LSTM LSTM LSTM
iterator Time Time Time
learning-rate 0.001 0.0001 0.001
load-weights True False False
no-encoder False False False
no-sequencer False False False
normalization-axis 2 2 2
normalization-type Maximum Maximum Maximum
optimizer Adam Adam Adam
output-function ReLU ReLU ReLU
random-seed 0 0 0
scheduler-factor 0.95 0.95 0.2
scheduler-min-lr 0.0 0.0 0.0
scheduler-patience 25 50 40
scheduler-threshold 0.1 0.1 0.1
sequencer LSTM LSTM LSTM
stride 14 56 6
seed 0 0 0
validation-stride 7 28 6
watch-axis 2 2 2
window 7 84 12
—————| MLCNN |—————
SARS-CoV-2 Brazilian Weather PhysioNet
batch-size 32 64 256
clip-norm 10 10 10
collaborate-span 2 2 2
collaborate-stride 1 1 1
criterion MAE MAE MAE
dropout 0.2 0.2 0.2
epochs 2500 1000 100
hidden-CNN 100 100 100
hidden-RNN 100 100 100
highway-window 1 1 1
input-size 7 84 12
kernel-size 5 5 5
learning-rate 0.001 0.001 0.001
mode Continuous Continuous Continuous
num-CNN 10 10 10
normalization 1 1 1
optimizer Adam Adam Adam
output-function ReLU ReLU ReLU
output-size 14 56 6
seed 0 0 0
Table 2 continued from previous page
—————| DSANet |—————
SARS-CoV-2 Brazilian Weather PhysioNet
batch-size 32 64 256
clip-norm 10 10 10
criterion MAE MAE MAE
dim-inner 2048 2048 2048
dim-k 64 64 64
dim-model 512 512 512
dim-v 64 64 64
dropout 0.1 0.1 0.1
early-stop 250 100 10
epochs 2500 1000 100
horizon 1 1 1
learning-rate 0.001 0.001 0.001
local 3 3 3
num-heads 8 8 8
num-kernels 32 32 32
num-layers 6 6 6
normalization 2 2 2
optimizer Adam Adam Adam
output-function ReLU ReLU ReLU
seed 0 0 0
w-kernel 1 1 1
window 7 84 12
—————| LSTNet |—————
SARS-CoV-2 Brazilian Weather PhysioNet
batch-size 32 64 256
clip-norm 10 10 10
CNN-kernel 6 6 6
criterion MAE MAE MAE
dropout 0.2 0.2 0.2
early-stop 250 100 10
epochs 2500 1000 100
hidden-CNN 100 100 100
hidden-RNN 100 100 100
hidden-Skip 7 84 12
highway-window 7 84 12
horizon 1 1 1
learning-rate 0.001 0.001 0.001
normalization 2 2 2
optimizer Adam Adam Adam
output-function ReLU ReLU ReLU
seed 0 0 0
skip-steps 2 2 2
window 7 84 12
Hyperparameters
for the
Ablation Tests
Table 3: List of hyperparameters used during the ablation experiments.
ReGENN PyTorch’ Deafult Literature’s Default
clip-norm — 0 10
dropout — 0 0.1
learning-rate — 0.001 0.001
scheduler-factor — 0.1 0.95
scheduler-patience — 10 25
scheduler-threshold — 0.001 0.1
Note. The hyperparameters from above are shared across all the datasets; the other ones follow as in Tab. 2.
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Hyperparameters
used for
Transfer Learning
Table 8: List of hyperparameters used during Transfer Learning.
Transfer Learning
45 Days 60 Days 75 Days 90 Days 105 Days 120 Days
autoregression True True True True True True
batch-size 32 32 32 32 32 32
bias True True True True True True
bidirectional-gate False False False False False False
bidirectional-sequencer False False False False False False
clip-norm 15.0 0.0 10.0 0.0 0.0 85.0
criterion MAE MAE MAE MAE MAE MAE
dropout 0.25 0.0 0.35 0.1 0.0 0.0
early-stop 250 250 250 250 250 250
epochs 2500 5000 2500 2500 2500 2500
evolution-function Identity Identity Identity Identity Identity Identity
gate LSTM LSTM LSTM LSTM LSTM LSTM
iterator Time Time Time Time Time time
learning-rate 0.006 0.009 0.001 0.002 0.0002 0.001
load-weights False True True True True True
no-encoder False False False False False False
no-sequencer False False False False False False
normalization-axis 2 2 2 2 2 2
normalization-type Maximum Maximum Maximum Maximum Maximum Maximum
optimizer Adam Adam Adam Adam Adam Adam
output-function ReLU ReLU ReLU ReLU ReLU ReLU
random-seed 0 0 0 0 0 0
scheduler-factor 0.95 0.95 0.95 0.65 0.05 0.95
scheduler-min-lr 0.0 0.0 0.0 0.0 0.0 0.0
scheduler-patience 25 20 25 60 25 25
scheduler-threshold 0.1 0.01 0.1 0.1 0.1 0.1
sequencer LSTM LSTM LSTM LSTM LSTM LSTM
stride 14 14 14 14 14 14
validation-stride 7 7 7 7 7 7
watch-axis 2 2 2 2 2 2
window 7 7 7 7 7 7
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