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Continuous time random Walk model has been versatile analytical formalism for studying and
modeling diffusion processes in heterogeneous structures, such as disordered or porous media. We
are studying the continuous limits of Heterogeneous Continuous Time Random Walk model, when
a random walk is making jumps on a graph within different time-length. We apply the concept of
a generalized master equation to study heterogeneous continuous-time random walks on networks.
Depending on the interpretations of the waiting time distributions the generalized master equation
gives different forms of continuous equations.
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I. INTRODUCTION
The continuous time random walk (CTRW) model has
been widely used for modelling dynamics inside porous
media [52]. However homogeneous random walk models
do not exhaust the whole variety of dynamical phenom-
ena [6, 50]. The effects of heterogeneities on stochas-
tic dynamics have been investigated in random trap and
barrier models [56, 61]. Recently there have been sev-
eral studies, which describe models of random walks in
heterogeneous medium. In particular, in Heterogeneous
Continuous Time Random Walk (HCTRW) model on a
network, introduced in [19], a random walk is moving
from one site x to x′ with the waiting time distribution
ψxx′(t) depending on the link. HCTRW model allows
one to introduce the local heterogeneity encoded through
the distributions of travel times [63], therefore it is of the
general interest to develop a continuous equivalent of HC-
TRW model and explore its potential for description of
diffusion models.
The fractional diffusion equations were recognized as
a useful tool for the description of anomalous diffusion
in disordered medium [8]. In some cases corresponding
fractional differential equations have been investigated
[24, 43]. For homogeneous CTRW, when all waiting time
distributions are fixed, the corresponding continuous dy-
namics is described by fractional diffusion equation with
a Riemann-Liouville fractional derivative [4, 53]. How-
ever for cases when macroscopic behaviour is heteroge-
neous and obeys some local laws, continuous limits de-
scription is a challenging mathematical problem [31].
In this article we are describing random processes
with incorporated heterogeneities, we are studying cor-
responding continuous limits of a discrete model. For
this we first derive discrete equations with continuous
limits for HCTRW framework [19]. In particular, we de-
rive the continuous time limit for the HCTRW on large
graphs. Our results for HCTRW generalize previously
∗Electronic address: liubov.tupikina@cri-paris.org
known equations for lattices and off-lattice walks [32]. In
Section II we first derive the most general form of contin-
uous limits for the Heterogeneous Continuous Time Ran-
dom Walk (HCTRW) model dynamics. Then in Section
III we introduce and derive various types (or interpreta-
tions) of continuous limits of HCTRW. As an outlook, in
Section IV we discuss possible connections between in-
terpretations of HCTRW model and various formalisms
for diffusion equations. Finally in Section V we conclude
and make the overview about future steps.
II. CONTINUOUS LIMITS FOR HCTRW
DYNAMICS
A. HCTRW model
In [19] we introduced the Heterogeneous Continuous
Time Random Walk (HCTRW) model a random walk
moves on a graph (or a network) G in continuous time
jumping from one node to another set by a transition
(stochastic) matrix Q whose element Qxx′ is the proba-
bility of jumping from the node x to x′ via link exx′ and
the travel time needed to move along this link is a ran-
dom variable drawn from the probability density ψxx′(t).
The coupling between spatial and temporal properties of
random walk dynamics is set by the elements of a gener-
alized transition matrix Q(t): Qx¯x′(t) = ψx¯x′(t)Qx¯x′ . A
snapshot of the HCTRW model is schematically shown
on Fig. 1.
B. Derivation of continuous limits for HCTRW
dynamics
There are different ways to derive continuous limits
from a random walk microscopic dynamics [31, 34, 58].
First we start with the heuristic derivation of the gen-
eralized master equation (GME). GME is the integro-
differential equation that describes the evolution of a sys-
tem in time [32], which is often used for derivation of
Fokker-Planck diffusion equations. The generalized mas-
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2FIG. 1: Illustration of the HCTRW model. A random walk
jumps from site x to x′ during time, which is a random vari-
able drawn from the probability density ψxx′(t).
ter equation is based on two balance conditions: (i) the
local balance between the gain and loss fluxes at each
site; (ii) the balance of transitions between any two sites,
representing a particle conservation during jumps, e.g.
the continuity property. These two conditions guarantee
the probability conservation. We denote the probability
to find a particle at time t at site x¯ and initially located
at site x0 by Px0x¯(t). Using the former condition (i) we
represent the balance equation for the HCTRW as the
standard balance equation between loss and gain fluxes
j±x¯ (t) in a site x¯:
dPx0x¯(t)
dt
= j+x¯ (t)− j−x¯ (t). (1)
The probability of a particle leaving x¯ between t and t+dt
is j−x¯ (t)dt. There are two possible scenarious: a particle
leaving site x¯ between t and t + dt either stays at site x¯
from t = 0 and in this case x¯ = x0, or a particle arrives
to site x¯ at the later time t′ such that 0 < t′ < t for a
discrete case. Therefore the loss flux is expressed as
j−x¯ (t) =
∑
x′
Qx¯x′ψx¯x′(t)Px0x¯(0)+ (2)∫ t
0
∑
x′
Qx¯x′ψx¯x′(t− t′)j+x¯ (t′)dt′,
where Px0x¯(0) is the initial probability distribution. In
both sums we consider nodes x′ adjacent to node x¯, since
the contribution to the total flux from each node x′ is
given by the term Qx¯x′ψxx′(t−t′)j+x¯ (t′). For convenience
we put Qx¯(t) =
∑
x′ Qx¯x′ψx¯x′(t). Then the expression
for the loss flux becomes:
j−x¯ (t) = Qx¯(t)Px0x¯(0) +
∫ t
0
Qx¯(t− t′)j+x¯ (t′)dt′. (3)
Then the expression for the flux in Laplace domain is:
j˜−x¯ (s) = Q˜x¯(s)Px0x¯(0)+ (4)
Q˜x¯(s)(sP˜x0x¯(s)− Px0x¯(0) + j˜−x¯ (s)).
From here on the tilde denotes Laplace-transform of the
corresponding function. The expression for j˜−x¯ (s) allows
us to express j−x¯ (t) through Px0x¯(t) and Qx¯(t) in Laplace
domain:
j˜−x¯ (s) = s
Q˜x¯(s)
1− Q˜x¯(s)
P˜x0x¯(s) ≡ Φ˜x¯(s)P˜x0x¯(s), (5)
where the memory kernel Φ˜x¯(s) is expressed through
Q˜x¯(s), which intrinsically depends on travel time distri-
butions ψx¯x′(t) between x¯ and neighboring sites x
′. The
loss flux also intrinsically depends on a local structure of
a network and temporal heterogeneities defined by the
generalized transition matrix Q(t) [19]. For convenience
we introduce function Mx(t), which in Laplace domain
gives:
M˜x¯(s) =
Q˜x¯(s)
1− Q˜x¯(s)
, (6)
which we are using furthermore to dissect various gener-
alized master equations.
The condition (ii) on the probability conservation of
fluxes between sites can be written in the form, where the
gain flux received at x¯ consists from the loss fluxes from
adjacent sites weighted by the transition probabilities:
j+x¯ (t) =
∑
x′
Qx¯x′j
−
x′(t). (7)
Writing Eq. (7) in Laplace domain together with Eq. (1)
gives us the final expression for GME in Laplace domain
sP˜x0x¯(s)− Px0x¯(0) = (8)∑
x′
Qx¯x′
(
sM˜x′(s)P˜x0x′(s)
)
− sM˜x¯(s)P˜x0x¯(s).
While in the real time domain we can write:
P˙x0x¯(t) =
∑
x′
Qx¯x′
( d
dt
∫ t
0
Mx′(t− t′)Px0x′(t′)dt′
)
−
(9)
d
dt
∫ t
0
Mx¯(t− t′)Px0x¯(t′)dt′.
For simplicity, we first consider GME for the HCTRW
on a regular graph and put Qx¯x′ = 1/2, if other value is
not stated explicitly. For any k-regular graph with fixed
degree k for each node we set Qx¯x′ =
1
k . Then from
Eq. (10) we get the GME in a simpler form
P˙x0x¯(t) =
d
dt
∫ t
0
(1
2
∑
x′=x¯±1
Mx′(t− t′)Px0x′(t′)− (10)
−Mx¯(t− t′)Px0x¯(t′)
)
dt′.
Further, in Section III we derive the continuous limits
for various setups (or interpretations) of the HCTRW
model.
3III. INTERPRETATIONS OF HCTRW
Here we introduce various setups (or interpretations)
of the HCTRW model, depending on the definition of
the travel time distributions ψx¯x′(t), Fig. 1. We consider
two phases of a jump of the HCTRW model: (1) when
a random walk decides where to go with the fixed tran-
sition probability; (2) when a random walk decides how
long does it take. All in all, we distinguish three different
HCTRW model interpretations:
• The first (I) continuous HCTRW interpretation a ran-
dom walk stays in node x¯ during the travel time, which
in this case is denoted as ψx¯(t), and then instantaneously
jumps to x′.
• The second (II) continuous HCTRW interpretation: a
random walk arrives to a node x¯ and stays on an edge
between x¯ and x′ during time drawn from the probability
density function ψx¯x′(t).
• The third (III) continuous HCTRW interpretation: a
random walk arrives to x′ from x¯ and waits at x′ during
time driven with the probability density function, in this
case denoted as ψx′(t).
The interpretations defined above also correspond to
different cases of, so-called, up- and down-times of links
activations of stochastic temporal networks [48]. Here
we attempt to rigorously define the continuous limits of
the HCTRW model and the term ”interpretation” (or
”continuous interpretation”) should be understood as a
microscopic level of interpretation. The Langevin equa-
tion can be used to describe the separate characteristics
of a physical system, necessary for homogeneous and het-
erogeneous systems. We note that in the context of the
Langevin equation the term ”interpretation” was used in
order to describe the inverse procedure to the aggregation
[56].
A. First HCTRW interpretation
We start with the first HCTRW interpretation on one
dimensional lattice, when the travel time distribution
depends only on one node x¯ (from where the HCTRW
comes from) and not on x′: ψx¯x′(t) = ψx¯(t). Then Eq. (6)
becomes
M˜x¯(s) =
Qx¯(s)
1−Qx¯(s) =
ψ˜x¯(s)
∑
x′ Qx¯x′
1− ψ˜x¯(s)
∑
x′ Qx¯x′
=
ψ˜x¯(s)
1− ψ˜x¯(s)
.
For the first HCTRW interpretation we consider vari-
ous cases of dependence of ψx¯(t) and x¯: (o) ψx¯(t) = ψ(t)
for all nodes x¯; (i) all travel time distributions are ex-
ponential with parameter depending on the node x¯; (ii)
all travel time distributions have finite moments; (iii) at
least one moment of travel time distribution is infinite.
(o) The simplest case is when all travel time distribu-
tions are the same ψ(t) for all nodes x¯. Then Eq. (10) is
transformed to the form:
P˙x0x¯(t) =
d
dt
∫ t
0
(a2
2
M(t− t′)Px0x¯+1(t′)
a2
− (11)
−2M(t− t′)Px0x¯(t′) +M(t− t′)Px0x¯−1(t′)dt′
a2
)
(12)
and then to the form of differential equation
d
dt
Px0x(t) =
a2
2
d2
dx2
d
dt
∫ t
0
M(t− t′)Px0x(t′)dt′, (13)
where a denotes a distance between two neighboring sites
of one dimensional lattice.
(i) The case when all travel times are exponential with
parameter τx¯ ψ˜x¯(s) = 1/(1 + sτx¯) gives us then
M˜x¯(s) =
1
sτx¯
. (14)
Assuming continuous dependence of τx¯ parameter from
x¯ and putting D(x¯) = a
2
2τx¯
, Eq. (9) can be transformed to
a continuous form of a diffusion equation in the Ito form,
which coincides with the results obtained in [4, 34]
d
dt
Px0x(t) =
d2
dx2
D(x)Px0x(t), (15)
where D(x) = limx¯→x a
2
2τx¯
. We note that this configura-
tion mimics the kinetics of the trap model with exponen-
tial waiting times [56]. The first interpretation is closely
related to continuous limits for Markov jump processes
[60].
(ii) In the case when all mean travel times are finite
but not necessarily exponential, one can write the second
order expansion valid for small s: ψ˜x¯(s) = 1 − s〈τx¯〉 −
s2/2〈τx¯〉2 + o(s2). Then the function M˜x¯(s) is simply
M˜x¯(s) ∝ 1− s〈τx¯〉 − s
2/2〈τx¯〉2
s〈τx¯〉+ s2/2〈τx¯〉2 , (16)
which gives the correction in the real time domain
− 1〈τx¯〉 + e−t/〈τx¯〉 + δ(t), and differs from the terms in
Eq. (14). Then from Eq. (9) we get:
sP˜x0x¯(s)− Px0x¯(0) = (17)∑
x′
Qx¯x′
(
sM˜x′(s)P˜x0x′(s)
)
− sM˜x¯(s)P˜x0x¯(s).
We can transform this to the form of differential equation
with the integro-differential operators
d
dt
Px0x(t) =
a2
2
d2
dx2
d
dt
∫ t
0
Mx(t− t′)Px0x(t′)dt′. (18)
The main difference between differential equations (13)
and (18) is that in case (o) when ψxˆ(t) = ψ(t) the func-
tion Mx(t) is site-independent. Eq. (18) has more general
form than the diffusion equation for homogeneous CTRW
[4].
4(iii) The last case is when at least one mean travel
time is infinite. First we put all travel time distributions
to be power laws with exponents coordinate-dependent
α(x): ψx¯(t) = t
−1−α(x¯), we get
Mx¯(t) ∝ 1〈τx¯〉 t
−1+α(x) − δ(t). (19)
Then the diffusion equation has the integro-differential
operators with parameter α:
dPx(t)
dt
=
d2
dx2
(D(x)D
1−α(x)
t Px(t)), (20)
where D
1−α(x)
t is the generalization of the Riemann-
Liouville derivative of order 1− α(x):
D
1−α(x)
t (Px0x(t)) =
1
Γ(1− α(x))
d
dt
∫ t
0
Px0x(t
′)dt′
(t− t′)α(x) .
(21)
When all ψ˜x¯(s) exhibit power law behaviour with the
same scaling exponent α: ψ˜x¯(s) = 1 − sα〈τx¯〉α + o(sα),
the function M˜x¯(s) is:
M˜x¯(s) ∝ 1− s
α〈ταx¯ 〉
sα〈τx¯〉α , (22)
which gives the differential form of the equation as in [8].
We consider the specific example of the equation with
exponential travel times ψ˜x(s) = 1/(1 + sτ(x)) and tem-
poral heterogeneities introduced τ(x) = sin(x), as it was
considered for the interval in [19]. Then Eq. (15) takes a
form
d
dt
Px0x(t) =
d2
dx2
( a2
2 sin(x)
Px0x(t)
)
(23)
with the space-dependent diffusion coefficient.
B. Second HCTRW interpretation
In the second and third HCTRW interpretations the
waiting time distribution ψ˜x¯(s) depends on neighboring
nodes of x¯, while in the first interpretation ψ˜x¯(s) de-
pends on x¯ only, section III A. For the second and third
interpretations the general form of GME Eq. (9) can be
simplified:
sP˜x0x¯(s)− Px0x¯(0) = (24)
s(M˜x¯+1(s)P˜x0x¯+1(s)− M˜x¯(s)P˜x0x¯(s))+
s(M˜x¯−1(s)P˜x0x¯(s)− M˜x¯(s)P˜x0x¯(s)).
Then after simplifying the right-hand side of the equation
and taking the limit we come to the expression:
lim
a→0
( (M˜x¯+1(s)− M˜x¯(s))P˜x0x¯+1(s)
a2
(25)
− (M˜x¯(s)− M˜x¯−1(s))P˜x0x¯−1(s)
a2
)
=
lim
a→0
M˜x¯+1(s)− M˜x¯(s)
a
lim
a→0
P˜x0x¯+1(s)− P˜x0x¯−1(s)
a
.
Assuming a slow change of M˜x¯(s) from x¯ we can put:
M˜x¯+1(s) − M˜x¯(s) ≈ M˜x¯(s) − M˜x¯−1(s). Then the evolu-
tion equation is:
sP˜x0x(s)− Px0x(0) = (26)
a2sM˜x(s)
d2Px0x(s)
dx2
+ a2s
(dM˜x(s)
dx
)(dPx0x(s)
dx
)
.
Then the right-hand side can be further transformed to
sP˜x0x(s)− Px0x(0) =
d
dx
M˜x(s)
d
dx
P˜x0x(s). (27)
Note that Eq. (27) differs from Eq. (15), obtained using
general assumptions about Mx¯(t) properties and allowing
a waiting time distribution to depend on x¯, x′ nodes.
1. Second continuous HCTRW interpretation in one
dimension
Here we consider the second continuous HCTRW inter-
pretation for one-dimensional case. In this case a random
walk spends in each site x¯ time driven from the distribu-
tion ψx¯x′(t), which depends on both x¯, x
′, hence in this
case we can not use the assumption of locality as in the
first interpretation. When a travel time distribution can
be represented in a form of linear combination of func-
tions ψx¯x′(t) = γ1ψx¯(t) + γ2ψx′(t) for some parameter γ,
this case can be analyzed using the first and third inter-
pretations. For the symmetric case with equal Qx¯x′ for
all x′ and fixed x¯ we simply can write
M˜x¯(s) =
∑
x′=x¯±1 ψ˜x¯x′(s)
2−∑x′x¯±1 ψ˜x¯x′(s) . (28)
Further we use the assumption of smoothness of Mx¯(t).
We refer to calculations for the third interpretation
in Subsection III C and define new functions M x¯+1x¯ (t),
Mx¯(t). Coming to the continuous limit in Laplace do-
main
sP˜x0x(s)− Px0x(0) =
d
dx
sMx(s)
d
dx
P˜x0x(s), (29)
the right-hand side of which gives D(x)P˜ ′′x0x(s) +
D′(x)P˜ ′x0x(s). Comparing Eq. 27 with Eq. (29) we de-
duce some specific properties of the second interpreta-
tion. Now as in the first interpretation we will consider
several different cases for the travel time types.
5(o) We start with the case when all mean travel times of
ψ˜x¯x′(t) are finite 〈τx¯x′〉: ψ˜x¯x′(s) = 1−s〈τx¯x′〉+ s22 〈τx¯x′〉2+
o(s2) for small s. When taking into account only first
order terms we get:
Mx¯(s) =
1− sτˆx¯
sτˆx¯
, (30)
where we call τˆx¯ = (〈τx¯x¯+1〉 + 〈τx¯x¯−1〉)/2. In this case
then we get Mx¯(t) ≈ 1/τˆx¯ − A(τˆx¯)δ(t), where coefficient
A(τˆx¯) is set by higher order terms. Since τˆx¯ depends
on the neighbouring sites, we can use the assumption
of slowly changing Mx¯(s) from x¯. Therefore substituting
these functions to Eq. (9) and using Taylor series we come
to the continuous limit:
sP˜x0x¯(s)− Px0x¯(0) = (31)∑
x′=x¯±1
1
2
(1− sτˆx′
τˆx′
P˜x0x′(s)
)
− 1− sτˆx¯
τˆx¯
P˜x0x¯(s).
This is the ”stepping stone” of the derivation for the
second continuous HCTRW interpretation. We compare
the diffusion coefficient from Eq. 32 with the first inter-
pretation, Eq. (14) with D(x¯) = a
2
2τx¯
.
2. Second interpretation with exponential travel time
distributions
Here we consider particular case of the second inter-
pretation with the exponential travel time distribution.
Similar case was considered in [7], where transition rates
Qx¯x¯+1 have two parameters Dx¯x¯+1 and Fx¯x¯+1 We note
that here we consider ME and calculations for GME will
be done further. When the rate parameters depend on
the starting and end points, then:
Qx¯x¯+1 =
Dx¯x¯+1
a2
exp(− aFx¯x¯+1
2γDx¯x¯+1
), (32)
where Fx¯x¯+1 is microscopic parameter, related to the in-
teraction with the medium, a is the parameter of the
lattice. Using the expansion in powers of a we get:
d
dt
Px0x¯+1 ≈
(33)
1
a
(
Dx¯x¯+1
Px0x¯+1 − Px0x¯
a
−Dx¯−1x¯Px0x¯ − Px0x¯−1
a
)
+
1
a
(Fx¯−1x¯
γ
Px0x¯+1 − Px0x¯
2
− Fx¯x¯+1
γ
Px0x¯ − Px0x¯−1
2
)
+
1
8
( F 2x¯x¯+1
γ2Dx¯x¯+1
(Px0x¯+1 − Px0x¯)
− F
2
x¯−1x¯
γ2Dx¯x¯−1
(Px0x¯ − Px0x¯−1)
)
Then in the limit we get Fokker-Planck in the form
d
dt
Px0x(t) =
d
dx
(−F (x)
γ
P +D(x)
d
dx
P ), (34)
where we D(x) = limx¯→x a
2
τx¯+1+τx¯−1
.
In the case when the rate microscopic parameter D
depends only on one of the microscopic evaluation points,
as in the asymmetric case [7], e.g.:
Qx¯x¯+1 =
Dx¯+1
a2
exp(− aFx¯x¯+1
2γDx¯+1
), (35)
Qx¯+1x¯ =
Dx¯
a2
exp(−aFx¯x¯+1
2γDx¯
). (36)
From this we get
d
dt
Px0x¯+1 ≈
1
a
(
Dx¯+1
Px0x¯+1 − Px0x¯
a
−Dx¯Px0x¯ − Px0x¯−1
a
)
+
(37)
+
1
a
(Fx¯−1x¯
γ
Px0x¯+1 − Px0x¯
2
− Fx¯x¯+1
γ
Px0x¯ − Px0x¯−1
2
)
+
+
1
8
( F 2x¯x¯+1
γ2Dx¯+1
(Px0x¯+1 − Px0x¯)−
F 2x¯−1x¯
γ2Dx¯
(Px0x¯ − Px0x¯−1)
)
.
Then the corresponding Fokker-Planck should give the
form
d
dt
P (x, t) =
d
dx
(−F (x)
γ
P (x, t) +
d
dx
D(x)P (x, t)), (38)
which hence corresponds to another diffusion convention,
the Stratonovich form for diffusion, related to kinetic in-
terpretation, as noted in [56]. Moreover, for different
discrete models, the diffusion term can be written in the
form:
d
dx
(D(x)α
d
dx
D(x)1−αP ), (39)
where parameter α ∈ [0, 1].
C. Third HCTRW interpretation
Finally, we consider the third continuous interpretation
of HCTRW, when each travel time distribution ψx¯x′(t)
depends only on the end point x′, where the random
walk jumps. For convenience, we first consider one-
dimensional case and put the transition matrix Qx¯x′ =
1/2. Then the expression for the function Mx¯(s) is ex-
pressed explicitly as the function of the neighboring sites
of x¯, using the derivations from Subsection II:
Mx¯(s) =
∑
x′=x¯±1 ψ˜x′(s)
2−∑x′=x¯±1 ψ˜x′(s) . (40)
When all travel time distributions are exponentials, we
get:
Mx¯(s) =
s(τx¯+1 + τx¯−1) + 2
s(τx¯+1 + τx¯−1) + 2s2τx¯+1τx¯−1
, (41)
where kernel Mx¯(s) depends on local properties of neigh-
boring nodes of x¯. Inserting the Taylor series expansion
6for Eq. (41) we regroup components to see the difference
with Eq. (14)
Mx¯(s) =
1
sτx¯
(1 + sδφx¯)(1− sδφx¯)(1− a
2φ′′
2φx¯
), (42)
where we denoted τx = δφx so that later we can use the
standard notations D = a
2
2δ . Directly from Eq. (41) we
get
Mx¯(t) =
2
τx¯+1 + τx¯−1
+ (43)
e
−t τx¯+1+τx¯−1τx¯+1τx¯−1 τx¯+1 − τx¯−1
2τx¯+1τx¯−1(τx¯+1 + τx¯−1)
,
where in the limit the second term on the right hand
side vanishes to zero. The expansion of τx gives us:
τx¯+1 ≈ τx¯ + aτ ′x¯ + a2/2τ ′′x¯ . Using the expression for the
function Mx(t) from Eq. (41) we get the equation with
two convolutions in the real time domain:
dPx0x(t)
dt
= Mx(t)P
′′
x0x(t) +M
′
x(t)P
′
x0x(t). (44)
Note that for the first interpretation of continuous HC-
TRW the function Mx = limx¯→x a
2
2τx¯
for the exponential
travel time distributions, Eq. (15). We regroup compo-
nents so that the final expression becomes:
dPx0x(t)
dt
=
dD(x)
dx
dPx0x(t)
dx
, (45)
where the right hand side transforms to D(x)P ′′x0x(t) +
D′(x)P ′x0x(t). For the exponential travel times D(x) =
a2/(2τ(x)). Or in Laplace domain:
sP˜x0x(s)− Px0x(0) =
dD(x)
dx
dP˜x0x(s)
dx
, (46)
the right-hand side of which can be expressed as
D(x)P˜ ′′x0x(s) + D
′(x)P˜ ′x0x(s). Different way to calculate
the continuous limits of GME is using the Taylor series
of functions from Eq. (9):
ψx¯±1(t) = ψx¯(t)± aψx¯(t)′ + a2/2ψx¯(t)′′,
where a is a lattice parameter. Then
P˜x0x¯+1(s) ≈ P˜x0x¯(s) + aP˜ ′x0x¯(s) +
a2
2
P˜ ′′x0x¯(s), (47)
where higher order terms can be neglected. Then we
regroup components in Eq. (9) such that the first and
second derivative in x of P˜x0x(s) from Eq. (47) are sep-
arated. We substitute Taylor expansion for functions in
Eq. (9) to get for the one-dimensional symmetric case
(Qx¯±1 = 1/2):
sP˜x0x¯(s)− P˜x0x¯(0) = (48)
1
2
∑
x′=x¯±1
(
sMx′(s)P˜x0x′(s)
)
− sMx¯(s)P˜x0x¯(s).
FIG. 2: Illustration of connection between the HCTRW model
an the trap model (1) or barrier model (2).
The right-hand side after regrouping components gives
1
2
(
sMx¯+1(s)(Px0x¯(s) + aP
′
x0x¯(s) + a
2/2P ′′x0x¯(s))+ (49)
sMx¯−1(s)(Px0x¯(s)− aP ′x0x¯(s) + a2/2P ′′x0x¯(s))
)
−
−sMx¯(s)Px0x¯(s) =
1
2
(
sMx¯+1(s)(Px0x¯(s) + aP
′
x0x¯(s) + a
2/2P ′′x0x¯(s))−
−sMx¯(s)Px0x¯(s))+
(sMx¯−1(s)(Px0x¯(s)− aP ′x0x¯(s)+
a2/2P ′′x0x¯(s))− sMx¯(s)Px0x¯(s)
)
.
Then we transform Eq. (49) by combining together the
derivatives of the same order:
sP˜x0x¯(s)− P˜x0x¯(0) = (50)
Ax¯(s)Px0x¯(s) +Bx¯(s)P
′
x0x¯(s) + Cx¯(s)P
′′
x0x¯(s),
where each coefficient is expressed as follows:
Ax¯(s) =
a2s
2
M ′′x¯ (s), (51)
Bx¯(s) = a
2sM ′x¯(s), (52)
Cx¯(s) =
a2s
2
(Mx¯(s) +
a2
2
M ′′x¯ (s)), (53)
where from the last equation for C we eliminate later the
component a
2
2 M
′′
x¯ (s).
We also note that the HCTRW with travel times
ψx¯x′(t) = ψx′(t) can be considered as the limiting case
of the second interpretation for α → 0 in ψx¯x′(t) =
ψ(αx¯ + (1 − α)x′, t). Then by making travel times to
be driven from exponential distributions, the HCTRW
can be mapped to the so-called accordion model [56].
IV. DISCUSSIONS
In this paper we derived studied the continuous lim-
its of heterogeneous continuous time random walk model
(notation used in the text is HCTRW). We derived the
7generalized master equation for the HCTRW model and
considered.
Previously, continuous limits of random walk models
were considered for various models of stochastic pro-
cesses. Dynamics of homogeneous CTRW model on a
lattice and continuous limits for homogeneous CTRW on
lattices were considered in [8]. In [2] the Generalized
Master Equation (GME) for discrete time random walk
was considered for various random walk models. In [23]
the framework for continuous limits for CTRW model
was developed. The diffusion coefficient, in general, de-
pends on a combination of two kinetic parameters [56]:
mean free path and correlation time. Using parametri-
sation as in [56] one can encode diffusion in inhomoge-
neous medium. Connection between the Langevin and
Fokker-Planck equations, as well as the interpretations of
Langevin equation, lead to various open questions, dis-
cussed in [28, 31, 46, 56]. As it was found in [54], when
diffusivity is not uniform, overdamped Langevin equa-
tion’s solution depends on the interpretation of stochastic
term that appears in it.
In section III of our manuscript we considered the con-
tinuous HCTRW model starting with special cases of HC-
TRW in 1D. Calculations from Section II were made for
the HCTRW without specification of underlying graph
type. In particular, we studied the GME for HCTRW
on tree graphs (the most straightforward generalisation
of a linear graph), on lattice graphs. If a graph is a reg-
ular lattice with deg(i) = const ∀i, then Eq. (11) can
be continuazed using methods described above. However
for non-regular graphs this procedure should be done dif-
ferently. Another question is setting HCTRW model on
a particular type of graph with temporal structure τ(x)
so that the continuous version would satisfy the diffusion
equation
dPx0x(t)
dt
=
d
dx
DdPx0x(t)
dt
, (54)
where D = diag(D1, ...DN ) is the diffusion tensor, corre-
sponding to the isotropic inhomogeneous N -dimensional
media with Di 6= Dj , i 6= j.
Moreover, in our manuscript we discuss the question
about the relation between macroscopic view encoded in
HCTRW interpretations and microscopic properties of
the HCTRW model. First, we showed that the results
for homogeneous cases of the HCTRW model, when all
travel time distributions are the same, correspond well to
the results from [8]. Then in Section III we derived diffu-
sion equations, which generalize some previous findings
on continuous limits for homogeneous random walk mod-
els [4] and heterogeneous random walk model [19]. More-
over, this allows us to study the influence of microscopic
heterogeneity, encoded through travel time distributions,
on the macroscopic level of diffusion. The GME for ho-
mogeneous and heterogeneous cases of HCTRW, derived
in the manuscript, coincides well with the GME found in
[30]. In subsection III C we considered less general case,
when travel time distributions depend only on one site
ψx¯x′ = ψx′ and derived kernel functions for exponential
travel time distributions. Comparing memory kernels of
integro-differential operators allows us to compare diffu-
sion equations. In particular, we propose HCTRW con-
tinuous limits conjecture about the relation between the
HCTRW interpretations and various formalisms of diffu-
sion equation. The HCTRW continuous limits conjecture
can be formulated as follows: Ito formalism corresponds
to the HCTRW model with travel time distributions ψx¯x′
depending only on nodes, where a random walk starts;
Ha¨nggi-Klimontovich - when ψx¯x′ is evaluated only in
nodes x′, where a random walk ends; Stratonovich - when
ψx¯x′ is evaluated in both nodes, or in function from both
nodes, e.g. (x¯+x′)/2. New travel time distributions can
be set, for instance, as ψx¯x′(t) = ψ(αx + (1 − α)x′, t).
The first interpretation of HCTRW can be mapped to
the CTRW model with ψx¯(t), where travel time distri-
bution depends only on a starting point x¯ and not on a
node x′.
A. Langevin equation and SDE
Another important class of models for studying diffu-
sion formalisms are so-called barrier and accordion mod-
els [56], where often you can use distribution of poten-
tial U(x) and distribution of diffusion coefficients D(x).
When U(x) has local minimums of the same height, we
obtain a stationary distribution with a particle staying on
the same height. Hence for barrier and accordion models
we get completely different behaviour (Stratonovich or
Ha¨nggi), than for a trap model (Ito). Another important
argument about continuous limits of the HCTRW model
is that initially travel time distributions ψxx′(t) do not
depend on a form of matrix entries Qxx′ , although these
entries can be independent, or be interrelated. Transition
matrix entries Qxx′ , in fact, can be related to the form
of transition probability densities ψxx′(t). In Langevin
equation
x˙(t) = f(x) + g(x, t)l(t) (55)
function f(x) and g(x) are two given functions, l(t) is the
rapid fluctuations. As it is pointed out in [28] the proper
physical meaning should be given and we can distinguish
the formalisms as follows. According to stochastic differ-
ential equation (SDE) above, each pulse in l(t) leads to a
jump in x. That has an effect that a value x to be used in
g(x, t) is undetermined (and hence also a size of a jump).
The general form of Fokker-Planck equation (FP) can be
written as:
dPx0x(s)
dt
=
d
dx
[− f(x)Px0x(s)+ (56)
α(
d
dx
D(x))Px0x(s) +D
dPx0x(s)
dx
]
,
where different values of α correspond to: Ha¨nggi for-
malism for α = 0, Stratonovich for α = 1/2, and Ito
8for α = 1. As it was stressed in [56], the fact that α
mathematically defines the position of a sampling point
within the integration interval, is quite secondary and
has essentially to do not with (non)-anticipation but with
spacial symmetries of transition rates. However for now
the question stays, which formalism is more suitable for
which random walk. In relation to this we briefly discuss
below the role of symmetries and random walk transition
rates. It is known that Ito integral is mathematically
convenient to use [14] and that its martingale property
allows to simplify derivation of Fokker-Planck equation
from SDE. However physically this choice is not always
motivated, since in the physical system a term l(t) from
Langevin equation may not necessarily be the white noise
[64] with finite correlation time.
B. Discussions of the HCTRW interpretations
The first interpretation of the HCTRW model was dis-
cussed in detail in Section IV, therefore we start with the
second interpretation. The second interpretation of the
HCTRW model with the exponential travel times can be
mapped to the barrier model [61]. Then the arguments
from [56] for the barrier model help us to show that the
second continuous HCTRW interpretation corresponds
to Stratonovich formalism. In the original barrier model
[7] the transition rates depend on the barrier between
nodes: ω0q
−βUB(xi,x′), where UB(xi, x′) is the barrier en-
ergy between nodes xi and x
′. If the nodes would be ex-
changed, no changes in the equilibrium distribution peq
would take place. This brings the argument that a bar-
rier model urges for Ha¨nggi-Klimontovich interpretation
of the corresponding Langevin equation. The main differ-
ence between the barrier and the trap model, illustrated
on Fig. 2, is that in the barrier model each node has zero
potential. In Fig. 2 we illustrate the one dimensional bar-
rier and trap models, which can be viewed as particular
cases of HCTRW.
The relation between the trap model [56] and the HC-
TRW should be explored in more details elsewhere.
Moreover, it can be used for investigation of correspon-
dence between conventions.
V. CONCLUSIONS
In this manuscript we presented the possible general-
isation of the HCTRW model in continuous space and
time. Moreover, we describe in details possible relations
between continuous and discrete quantities of RW, such
as waiting time (or travel time) distributions Ψx¯(t) [19],
and kernel functions
∑
x′ Qx¯x′ψx¯x′(t) = Qx¯(t). This al-
lows to open discussions on connections between discrete
(in space) random walks with their continuous analogue
of diffusion processes. General analysis of continuous lim-
its of random walk models on graphs deepens connections
between kinetic properties and intrinsic quantities of dif-
fusion equations.
VI. OUTLOOK
As an outlook we plan to work on the derivation for
a general case of second continuous HCTRW interpreta-
tion. In general, the HCTRW model and its continuous
interpretations can be studied in various contexts, for in-
stance on infinite graphs with locally finite properties:
degx¯ < ∞ ∀x¯ of a graph. Another point to consider
is the case of HCTRW with various waiting time dis-
tributions, such as Sibuya distribution [2], which could
lead to interesting specific properties of diffusion equa-
tion. On another hand, following standard derivation of
the Montroll-Weiss equation [42] one can also study the
non-markovian nature on the generalized master equa-
tion [22].
An interesting special case to consider is the HCTRW
model, where Qxx′ transition matrix elements also de-
pend on form of functional matrix entries ψxx′(t), as it
was also considered in a different context in the work on
barrier models. One of the possible applications of the
continuous limits of HCTRW to real-world systems in-
cludes the models with permeable barriers and the model
with the space-dependent diffusion coefficient [35]. As
for other possible applications the fractional equations
for heterogeneous HCTRW can be also applied to the
fractional diffusion of ion channel gating [15]. Studying
spectral properties of infinite graphs [40], on which HC-
TRW takes place, is another way to study continuous
version of HCTRW.
The relation between various formalisms of diffusion
equation and continuous interpretations of HCTRW can
be investigated further. In particular, Ito formalism
in for the HCTRW - when ψx¯x′ depends only on x¯;
Hanggi-Klimontovich - when ψx¯x′ is evaluated only on
x′; Stratonovich - when ψx¯x′ is evaluated in between, i.e.
in (x¯+x′)/2. Other forms of travel time distribution can
be set, for instance, as ψx¯x′(t) = ψ(αx + (1 − α)x′, t).
The first interpretation of HCTRW can be mapped to
the CTRW with ψx¯(t), where the travel time depends
only on the starting point x¯ and not on x′. Note, that
such mapping between HCTRW given by set of ψx¯(t) and
ψx¯x′(t) is not bijective. In order to come from the general
setup of HCTRW to the first interpretation one can also
put ψx¯(t) = nc
∑
x′ ψx¯x′(t), where nc is the normalisation
constant.
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