Abstract. In this paper we present the theory of combinatorial multivector fields in finite topological spaces. It generalizes the analogous theory for Lefschetz complexes recently introduced in [14] . We drop the restrictive assumpion in [14] that every multivector has a unique maximal element. In this setting we define isolated invariant sets, isolating neighborhood and index pairs and we construct the Conley index. We prove its additivity property.
Introduction
The combinatorial approach to dynamics has its origins in two papers of Robin Forman [6, 5] published in the late 90's of the twentieth century. Central to the work of Forman is the concept of a combinatorial vector field. One can think of a combinatorial vector field as a partition of a collection of cells of a CW complex into combinatorial vectors which may be singletons (critical vectors or critical cells) or doubletons such that one element of the doubleton is a face of codimension one of the other (regular vectors). The original motivation of Forman was the presentation of a combinatorial analogue of the classical Morse theory. However, soon the potential of applications for such an approach was discovered in data science. Namely, the concept of combinatorial vector field enables direct applications of the ideas of topological dynamics to data and eliminates the need of the cumbersome construction of a classical vector field from data.
Recently, T. Kaczynski, M. Mrozek and Th. Wanner [9] , in an attempt to build formal ties between the classical and combinatorial Morse theory, extended the combinatorial theory of Forman to Conley theory [2] , a generalization of Morse theory. In particular, they defined the concept of an isolated invariant set and the Conley index in the case of a combinatorial vector field on the collection of simplices of a simplicial complex. Later, M. Mrozek [14] observed that certain dynamical structures, in particular homoclinic connections, cannot have an analogue for combinatorial vector fields and as a remedy proposed an extension of the concept of combinatorial vector field, a combinatorial multivector field. We recall that in the collection of cells of a cellular complex there is a natural partial order induced by the face relation. Every combinatorial vector in the sense of Forman is convex with respect to this partial order. A combinatorial multivector in the sense of [14] is defined as a convex collection of cells with a unique maximal element. A combinatorial multivector field is defined as a partition of cells into multivectors. Results of [14] were presented in the algebraic setting of chain complexes with a distinguished basis (Lefschetz complexes) , an abstraction of the chain complex of a CW complex already studied by S. Lefschetz [11] . The results of Forman were earlier generalized to the setting of Lefschetz complexes in [8, 10, 15] .
The aim of this paper is a threefold extension of the results of [14] . We generalize the concept of combinatorial multivector field by lifting the assumption that a multivector has a unique maximal element. This assumption was introduced in [14] for technical reasons but turned out to be a barrier in adapting the techniques of continuation in topological dynamics to the combinatorial setting. We change the setting from Lefschetz complexes to more general finite topological spaces. The combinatorial Morse theory in such a setting was introduced in [13] . And, following the ideas of [3] , we define the dynamics associated with a combinatorial multivector field in a less restrictive way, better adujsted to persistence theory for combinatorial dynamics.
In this extended and generalized setting we define the concepts of isolated invariant set and Conley index. We also define attractors, repellers, attractor-repeller pairs and Morse decompositions and provide a topological characterization of attractors and repellers. Furthermore, we prove the Morse equation for Morse decompositions. We deduce from it Morse inequalities.
Preliminaries.
2.1. Posets. Let X be a finite set. A reflexive and transitive relation ≤ on elements of X is a preorder and the pair (X, ≤) is called a preordered set. If ≤ is additionally antisymmetric, then it is called a partial order and (X, ≤) is a poset. A partial order which is also connex is a linear (total) order.
A set A ⊂ X is convex with respect to ≤ iff x ≤ y ≤ z with x, z ∈ A, y ∈ X implies y ∈ A. It is an upper set with respect to ≤ if x ≤ y with x ∈ A and y ∈ X implies y ∈ A. Similarly, A is a down set with respect to ≤ if x ≤ y with y ∈ A and x ∈ X implies x ∈ A. A chain is a totally ordered subset of a poset.
For a finite poset (X, ≤) define its order complex, denoted K(X), as the abstract simlicial complex consisting of all nonempty chains of X. By |K(X)| we denote the geometrical realization (a polytope) of a simplicial complex K(X). Every point α ∈ |K(X)| is a convex combination α = t 1 x 1 + t 2 x 2 + ... + t n x n where n i=1 t i = 1 and t i > 0 for every i ∈ {1, 2, ..., n} and x 1 < x 2 < ... < x n is a chain in (X, ≤). That chain is called the support of α and denoted supp(α) = {x 1 , x 2 , ..., x n }.
Given preordered sets (X, ≤) and
Proposition 2.1. Let (X, ≤) be a poset and let A, B ⊂ X.Then
Moreover, if A and B are down sets, then
and supp(α) is a linear chain either in A and B. Thus supp(α) ∈ K(A ∩ B) and α ∈ |K(A ∩ B)|. Reasoning works both ways.
If α ∈ |K(A)| or α ∈ |K(B)|, then obviously supp(α) is a linear chain in A ∪ B. Thus, supp(α) ∈ K(A ∪ B). Now, suppose α ∈ |K(A ∪ B)|. The maximal element q 0 of a chain q = supp(α) is either in A or B. Without loss of generality assume q 0 ∈ A. It follows that q ⊂ A, because A is a down set. Therefore q ∈ K(A) and α ∈ |K(A)|. Corollary 2.2. Let (X, ≤) be a poset and let A, B ⊂ X.Then
For A ⊂ X we write
Proposition 2.3. Let (X, ≤) be a poset and let A ⊂ X be a convex set. The sets A ≤ and A < are down sets.
Proof. The closedness of A ≤ follows directly from the definition of a down set. Now, let a ∈ A < and b ∈ X such that b < a. The definition of A ≤ and A < implies that there exists c ∈ A such that a ≤ c. Since A ≤ is a down set we also have b ∈ A ≤ . If b ∈ A then we get a contradiction, because b < a < c and we assumed that A is convex. Hence, b ∈ A < which proves that A < is a down set.
2.2.
Finite topological spaces. Let (X, T ) be a topological space where T is the topology of the space that is the family of open subsets of X. We denote the interior of A ⊂ X with respect to T by int T A and the closure of A with respect to T by cl T A. Since X is finite, we can also distinguish the minimal open superset (or open hull) as the intersection of all the open sets containg A denoted opn T A. We drop the subscript T if the topology is clear from the context. Also, we often refer to X as a topological space assuming that the topology on X is known from the context. Proposition 2.4. Let (X, T ) be a finite topological space and A ⊂ X. Then
Proof. Let x ∈ A. It is clear that cl x ⊂ cl A. Hence, we get the inclusion a∈A cl a ⊂ cl A. Now, let x ∈ cl A. Suppose, that there is no point a ∈ A such that x ∈ cl a. It follows by the first inclusion that a∈A cl a is a smaller closed set containing A, a contradiction.
We recall that a subset A of a topological space X is locally closed if every x ∈ A admits a neighborhood U in X such that A ∩ U is closed in U . Locally closed sets as well as mo T A := cl T A \ A, which we refer to the mouth of A, are important in the sequel. In particular, we have the following characterization of locally closed sets. (i) A is locally closed, (ii) the mouth of A is closed in X, (iii) A is a difference of two closed subsets of X, (iv) A is an intersection of an open set in X and a closed set in X.
We recall that the topology T is T 2 or Hausdorff if for any two different points x, y ∈ X, there exist disjoint sets U, V ∈ T such that x ∈ U and y ∈ V . It is T 0 or Kolmogorov if for any two different points x, y ∈ X there exists a U ∈ T such that U ∩ {x, y} is a singleton.
We say that X is a finite topological space if X is finite. Finite topological spaces differ from general topological spaces because the only Hausdorff topology on a finite topological space X is the discrete topology consisting of all subsets of X.
A remarkable feature of finite topological spaces is the following theorem. It follows that closed sets correspond to down sets. Moreover, we can translate basic topological notions using poset language. Proposition 2.7. Let (X, T ) be a finite topological space. Then, for A ⊂ X we have
In other words, cl T A is a minimal down set with respect to ≤ T containing A, opn T A is a minimal upper set with respect to ≤ T containing A, while int T A is a maximal upper set with respect to ≤ T contained in A.
Proposition 2.8. Assume X is a T 0 finite topological space and A ⊂ X. Then A is locally closed if and only if A is convex with respect to ≤ T .
Proof. Assume that A is locally closed. Let x, y ∈ A. By 2.5 we can write
where U is open and D is closed. Theorem 2.6 provides that U is an upper set and D is a down set with respect to ≤ T . Let x, z ∈ A and y ∈ X such that x ≤ T y ≤ T z. Since x ∈ U and U is a down set, it follows, that y ∈ U . Since z ∈ D and D is an upper set, it follows y ∈ D. Thus y ∈ U ∩ D = A. Now, conversely assume A is convex with respect to ≤ T . Proposition 2.7 defines cl T A, therefore we can consider set mo T A = cl T A \ A. We claim that mo T A is closed. Suppose the contrary, then there exists x ∈ mo T A and y ∈ mo T A such that y ≤ T x. It follows by Proposition 2.7 that there exists z ∈ A such that x ≤ T z. Moreover, by the transitivity we get y ≤ T z. Consequently we have y, z ∈ A, x ∈ A with y ≤ T x ≤ T z, but we assumed, that A is convex, a contradiction. Thus, mo T A is closed and A can be expressed as a difference of two closed sets. Hence, by 2.5 A is locally closed.
For a T 0 finite topological space (X, T ) we define the associated abstract simplicial complex as the ordered complex of (X, ≤ T ). We denote it K(X) and its geometric realization by |K(X)|.
2.3.
Homology of finite topological spaces. Let (X, T ) be a finite topological space. Define the sMcCord map µ X : |K(X)| → X that maps α ∈ |K(X)| to the maximal element of the chain supp(α). The Theorem of McCord [12] states that µ X is a weak homotopy equivalence. In particular, µ induces an isomorphism µ X * : H(|K(X)|) → H(X) in singular homologies. Moreover there exists a chain map η that induces an isomorphism η * : H(K(X)) → H(|K(X)|) between simplicial and singular homologies [7, Theorem 34.3] . In particular
For computational purposes this allows us to replace the singular homology of finite spaces by the simplicial homology of the associated simplicial complex. Now, let us recall some basic results from homology theory and show how they tranlate to the context of finite topological spaces.
Proposition 2.9. Let A and B be subsets of a finite topological space X such that B ⊂ A. Then K(B) is a subcomplex of K(A) and
Proof. The McCord map µ X naturally induces a homomorphism µ X * (A, B) in relative homology. Consider the following diagrams.
The Five Lemma [7, Lemma 24.3] implies that µ X * (A, B) is also an isomorphism. Similarly, the chain map η induces a homomorphism η * (A, B). Thus again, the diagram
together with the Five Lemma [7, Lemma 24.3] implies that η * (A, B) is an isomorphism, so is µ X * (A, B) • η * (A, B).
In the sequel, we also need the finite counterpart of the excision theorem.
Theorem 2.11. (Excision for finite topological spaces) Let (X, T ) be a finite topological space and let A, B, C, D be closed subsets such that
Proof. We first observe that
. Indeed, consider a chain q in A which is not a chain in B. Let q 0 be the maximal element of q. Then q 0 ∈ B, because otherwise, since B is a closed set, and also a down set with respect to ≤ T , we get q ⊂ B. Hence, q 0 ∈ A \ B = C \ D. Since C is a down set as a closed set, it follows that q ⊂ C and clearly q ⊂ D.
which is clearly open in |K(A)|. We will show thatB ⊂ |K(B)|. Let α ∈B and r := supp (α) and r 0 := max(r). Suppose, that r 0 ∈ B. Then, r 0 ∈ A \ B and r ⊂ cl(A \ B) and consequently α ∈ |r| ⊂ |K(cl(A\B))|, a contradiction. Hence, r ⊂ B and α ∈ |r| ⊂ |K(B)|.
Moreover
and by Proposition 2.1
Analogous properties holds forD :
Therefore, by Theorem 2.10 we have following isomorphisms
Note, that K(cl(A\B)) = K(cl(C \D)) and K(mo(A\B)) = K(mo(C \D)). Finally, applying Proposition 2.9 we get
Theorem 2.12. [7, Chapter 24] Let B ⊂ A ⊂ X be a triple of topological spaces. It gives rise to the following sequence, which is called the exact homology sequence of a triple: 
3. Dynamics of combinatorial multivector fields.
3.1. Combinatorial multivector fields. Combinatorial multivector fields on Lefschetz complexes were introduced in [14, Definition 5.10] . In this paper we generalize this definition as follows. Let (X, T ) be a finite topological space. By a combinatorial multivector in X we mean a locally closed and non-empty subset of X. We define a combinatorial multivector field as a partition V of X into multivectors. Therefore, unlike [14] , we do not assume that a multivector has a unique maximal element with respect to ≤ T .
We say that a multivector V is critical if the relative singular homology H(cl V, mo V ) is non-zero. A multivector V which is not critical is called regular. For each x ∈ X we denote by [x] V the unique multivector in V to which x belongs. If the multivector field V is clear from the context, we write briefly
We say that x ∈ X is critical (respectively regular) with respect to
Note, that given V-compatible set A ⊂ X induces a well defined multivector field V A := {V ∈ V | V ⊂ A} on A.
We associate with every multivector field a multivalued map Π V : X ⊸ X given by
For a set A ⊂ X we extend this notation to Π V (A) := x∈A Π V (x). By the preimage of a set A ⊂ X with respect to a Π V we mean a large preimage of a multivalued map, that is:
In particular we have following Proposition.
. If x ∈ cl y, then by 2.6 we have x ≤ T y. It follows by 2.7 that y ∈ opn x. The case when x ∈ [y] V is trivial. Hence, y ∈ opn x ∪ [x] V and consequently
In order to show the complementary inclusion consider x ∈ A and y ∈ opn
If y ∈ opn x, then by Proposition 2.7 we have x ≤ T y and therefore x ∈ cl y. Thus, x ∈ Π V (y) and Π V (y) ∩ A = ∅. Hence,
3.2. Solutions and paths. By a Z-interval we mean a set of the form Z ∩ I where I is an interval in R. A Z-interval is left bounded if it has a minimum. It is right bounded if it has a maximum. It is bounded if it has both a minimum and a maximum. It is unbounded if it is not bounded.
A solution of a multivector field V in A ⊂ X is a partial map ϕ : Z A whose domain, denoted dom ϕ, is a Z-interval and for any i, i + 1 ∈ dom ϕ the inclusion ϕ(i + 1) ∈ Π V (ϕ(i)
If the maximum of dom ϕ exists, we call the value of ϕ at this maximum the right endpoint of ϕ. If the minimum of dom ϕ exists, we call the value of ϕ at this minimum the left endpoint of ϕ. We denote the left and right enpoints of ϕ respectively by ϕ ⊏ and ϕ ⊐ .
By a shift of a solution ϕ we mean the composition ϕ • τ n , where τ n : Z ∋ m → m + n ∈ Z is the translation map. Given two solutions ϕ and ψ such that ψ ⊏ and ϕ ⊐ exist and ψ ⊏ ∈ Π V (ϕ ⊐ ), there is a unique shift τ n such that ϕ ∪ ψ • τ n is a solution. We call this union of paths the concatenation of ϕ and ψ and denote it ϕ · ψ. We also identify each x ∈ X with the trivial solution ϕ : {0} → {x}. We denote the set of full solutions in A (respectively backward or forward solutions in A) by Sol V (A) (respectively Sol
Note that a constant map from an interval to a point is always a solution. Therefore, every solution can easily be extended to a full solution. For a full solution ϕ we denote the restrictions ϕ |[0,+∞) by ϕ + and ϕ |(−∞,0] by ϕ − .
We say that a subset A ⊂ Z is left-infinite (respectively right-infinite) if for every N ∈ N we have
We say that ϕ is essential if it is both leftand right-essential. We denote the set of all essential solutions in A ⊂ X by eSol V (A), and the set of all essential solutions in a set A ⊂ X passing through a point x by eSol V (x, A) := {ϕ ∈ eSol(A) | ϕ(0) = x}.
We define the invariant part of A ⊂ X by
In particular, if Inv V A = A then we say that A is an invariant set for V.
We drop the subscript V in Sol V , eSol V and Inv V whenever V is clear from the context. 3.3. Isolated invariant sets. In this subsection we introduce the combinatorial counterpart of the concept of an isolated invariant set. In order to emphasize the difference we say that an isolated invariant set is isolated by an isolating set, not by an isolating neighbourhood. In comparison to the classical theory of dynamical systems, the important difference is that we cannot guarantee the existence of disjoint isolating sets for two disjoint isolated invariant sets. This is caused by the tightness of the finite topological space. For example, one isolated invariant set can be contained in a closure of a second, while still be disjoint (but not disconnected). Thus, the isolating neighbourhood becomes a relative notion in multivector fields theory and one should indicate which invariant set is isolated by a given isolating neighbourhood. Consequently, an invariant part of an isolating neighbourhood is not necessarily its entire invariant part. Definition 3.3. We say that a closed set N is an isolating set for an invariant set S ⊂ N if every path in N with endpoints in S is a path in S.
Definition 3.4. We say that an invariant set S ⊂ X is an isolated invariant set if S is V-compatible and admits an isolating set N . We then say that N isolates S or S is isolated by N .
The finiteness of the space allows us to construct the smallest possible isolating set. This will be useful in the sequel. More precisely, we have the following straightforward proposition. Proposition 3.5. Let N be an isolating set for an isolated invariant set S. If M is a closed set such that S ⊂ M ⊂ N , then S is also isolated by M . In particular, cl S is the smallest isolating set for S. Proposition 3.6. Let S ⊂ X. If S is an isolated invariant set then S is locally closed.
Proof. By Proposition 3.5 N := cl S is an isolating set for S. Assume that S is not locally closed. By Proposition 2.8, there exist x, z ∈ S and y ∈ S such that x ≤ T y ≤ T z. Hence, it follows from Theorem 2.6 that x ∈ cl T y and y ∈ cl T z. In particular, x, y, z ∈ cl S. It follows that ϕ := z · y · x is a solution in cl S with endpoints in S. In consequence, y ∈ S, a contradiction. Proposition 3.7. Let S be a locally closed, V-compatible invariant set. Then S is an isolated invariant set.
Proof. Assume that S is a V-compatible and locally closed invariant set. We will show that N := cl S isolates S. Let ϕ := x 0 · x 1 · ...x n be a path in N with endpoints in S. In particular x 0 , x n ∈ S. Suppose that there is an i ∈ {0, 1, ..., n} such that x i ∈ S. Without loss of generality we may assume that i is maximal such that x i ∈ S. Then x i+1 = x i and i < n, because x n ∈ S. We have
Since ϕ is a path in N , we have x i ∈ cl S. Then x i ∈ cl z for a z ∈ S. It follows from Proposition 2.8 that x i ∈ S, because x i+1 , z ∈ S, x i+1 ∈ cl x i , x i ∈ cl z ⊂ cl S and S is locally closed. Thus, we get a contradiction proving that ϕ is a path in S. In consequence, N isolates S. Hence, S is an isolated invariant set.
3.4.
Multivector field as a digraph. Let V be a multivector field in X. The multivalued map Π V may be interpreted as a digraph denoted by
There is a clear bijection between the family of paths in a graph G V and the family Path V (X). Thus we keep notation from section 3.2 to describe paths in graph.
The graph theory is a very useful tool to study multivector fields, especially from the computational point of view. However, we would like to emphasize that the combinatorial dynamics can not be completely reduced to the graph analysis, since full transition would result with a loss of topological information of the original space, which is crucial for our further analysis.
Let G = (X, E) be a digraph. Define an equivelence relation on X
Proposition 3.8. Let V be a multivector field on X and let G V be its corresponding graph. If C ⊂ X is a strongly path connected component of G V , then C is V-compatible and locally closed.
Proof. Let x ∈ C and y ∈ [x] V . It is clear that x · y ∈ Path V (x, y, X) and y · x ∈ Path V (y, x, X). By (4) we have y ∈ C. Hence C is V-compatible.
Let x, z ∈ C, y ∈ X be such that x ≤ T y ≤ T z. Since C is SPCC we can find a paths ρ from x to z. Clearly, by Proposition 2.7 and (1) we have y ∈ Π V (z) and x ∈ Π V (y). Thus y ·ρ ∈ Path V (y, z, X) and z ·y ∈ Path V (z, y, X). It follows that y ∈ C and C is convex. Hence by Proposition 2.8. Theorem 3.9. Let V be a multivector field on X and let G V be a corresponding graph. If C ⊂ X is a strongly path connected component of G V such that eSol(C) = ∅, then C an isolated invariant set.
Proof. Let ϕ ∈ eSol(C) and denote x = ϕ(0). Let y ∈ C. Since C is SPCC we can find paths ρ and ρ ′ from x to y and from y to x respectively. The solution ϕ − · ρ · ρ ′ · ϕ + is a well defined essential solution through y in C. Thus, eSol(y, C) = ∅. It follows that Inv C = C. By Proposition 3.8 the set C is V-compatible and locally closed. Hence by Proposition 3.7 the set C is an isolated invariant set.
Index pair and Conley Index
Definition 4.1. Let S be an isolated invariant set. The pair P = (P 1 , P 2 ) of closed subsets of X such that
). An index pair P is said to be saturated if S = P 1 \ P 2 . Proposition 4.2. Let P be an index pair for an isolated invariant set S. Then P 1 isolates S.
Proof. Clearly S = Inv(P 1 \ P 2 ) ⊂ P 1 \ P 2 ⊂ P 1 .
Suppose there exists a path ψ := x 0 · x 1 · . . . · x n in P 1 such that x 0 , x n ∈ S and x i ∈ P 1 \ S for some i ∈ {1, 2, . . . , n − 1}. First, we will show that ψ ⊂ P 1 \ P 2 . To this end, suppose the contrary. Then, there exists i ∈ {1, 2, . . . , n − 1} such that x i ∈ P 2 and x i+1 ∈ P 1 \ P 2 . Since ψ is a path we have x i+1 ∈ Π V (x i ), but (i) implies x i+1 ∈ P 2 , a contradiction. Now, let ϕ 0 ∈ eSol(x 0 , S) and ϕ n ∈ eSol(x n , S).
is an essential solution in P 1 \ P 2 . Thus, x i ∈ Inv(P 1 \ P 2 ) = S for every i ∈ {0, 1, . . . , n}, but we assumed that there exists i ∈ {1, 2, . . . , n − 1} such that x i ∈ S, a contradiction. This proves that every path in P 1 with endpoints in S is contained in S. Moreover, P 1 is closed by the assumption. Hence P 1 isolates S. Proposition 4.3. Let S be an isolated invariant set. Then (cl S, mo S) is a saturated index pair for S.
Proof. To prove (i) assume that x ∈ mo S and y ∈ Π V (x)∩cl S. Since S is V-
To see that (ii) is true note that V-compatibility of S gives
Condition (iii) follows directly from construction and the invariance of S, that is Inv(cl S \ mo S) = Inv(S) = S. In particular, the pair (cl S, mo S) is a saturated index pair for S.
We write P ⊂ Q for index pairs P , Q meaning P i ⊂ Q i for i = 1, 2. We say that index pairs P , Q of S are semi-equal if P ⊂ Q and either P 1 = Q 1 or P 2 = Q 2 . For semi-equal pairs P , Q, we write
Proposition 4.4. Let P and Q be semi-equal index pairs for S. Then there is no essential solution in the set A(P, Q).
Proof. First note that either
is clearly disjoint with S. Therefore, the existence of an essential solution in A(P, Q) contradicts condition (iii) of the index pair definition, because by (3) all points on this solution must be in S.
Lemma 4.5. Assume S is an isolated invariant set. Let P and Q be saturated index pairs for S. Then H(
Proof. By the definition of a saturated index pair Q 1 \Q 2 = S = P 1 \P 2 . Set R 1 = P 1 ∩ Q 1 and R 2 = P 2 ∩ Q 2 . Clearly, R 1 and R 2 are closed. Moreover,
Hence, using Theorem 2.11 twice we obtain:
Proposition 4.6. Assume S is an isolated invariant set. Let P be an index pair for S. Then the set P 1 \ P 2 is V-compatible and locally closed.
Proof. Assume that P 1 \ P 2 is not V-compatible. This means that for some x ∈ P 1 \ P 2 there exists y ∈ [x] V \ (P 1 \ P 2 ). Then y ∈ P 2 or y ∈ P 1 . Consider the case y ∈ P 2 . Since [x] V = [y] V , we have x ∈ Π V (y). It follows from (i) that x ∈ P 2 , a contradiction. Consider, on the other hand, the case y ∈ P 1 . Then, by (ii), x ∈ P 2 , a contradiction proving that P 1 \ P 2 is V-compatible. Proposition 4.7. Assume S is an isolated invariant set. Let P ⊂ Q be semi-equal index pairs for S. Then A(P, Q) is V-compatible and locally closed.
Proof. First note that assumptions gives P 2 , Q 2 ⊂ P 1 and P 2 , Q 2 ⊂ Q 1 . If
Thus, in both cases, by Proposition 4.6, A(P, Q) can be represented as a difference of V-compatible sets. Therefore, it is also V-compatible.
The local closedness of all those sets is a straightforward consequence of Proposition 2.5. 
where V, W ∈ A. We claim that ≤ A is a partial order in A. Clearly A is reflective and transitive. Hence, we only need to prove that A is antisymmetric. To see this assume the contrary. Suppose that there exists a cycle V n A V n−1 A · · · A V 0 = V n with n > 1 and V i = V j for i, j ∈ {1, 2, . . . n}. Thus, we can construct an essential solution
This contradiction proves that A is a preordered set.
Moreover, since a constant solution in a critical multivector is essential, all multivectors in A have to be regular. Thus, H(cl V, mo V ) = 0 for every multivector V in A.
Now, for convenience, we extend the A to a linear order
Our construction then implies
To see that assume the contrary, that is
This implies mo V 0 ⊂ mo A for the minimal multivector V 0 . Thus, the set cl
By Theorem 2.11 we get
This and the exact sequence of the triple mo A ⊂ V 0 ∪ mo A ⊂ cl A gives the isomorphism
Now, consider general case when k ∈ {1, ..., n}. It follows from (6) that
and therefore
Again, by Theorem 2.11 we get
and consequently the exact sequence of the triple
Finally, by composing isomorphisms (7) and (8) for all k we get
Lemma 4.9. Let P ⊂ Q be semi-equal index pairs of an isolated invariant set S. If P 1 = Q 1 , then H(Q 2 , P 2 ) = 0, and analogously, if P 2 = Q 2 , then H(Q 1 , P 1 ) = 0.
Proof. By the Theorem 4.7 the set A(P, Q) is locally closed and Vcompatible. Hence, the conclusion follows from Proposition 4.4 and Lemma 4.8.
Lemma 4.10. Let P ⊂ Q be semi-equal index pairs of an isolated invariant set S. Then H(P 1 , P 2 ) ∼ = H(Q 1 , Q 2 ).
Proof. Assume P 2 = Q 2 . We get from Lemma 4.9 that H(Q 1 , P 1 ) = 0. The exact homology sequence of the pair P 1 ⊂ Q 1 implies the isomorphism
If P 1 = Q 1 we consider the triple P 2 ⊂ Q 2 ⊂ P 1 = Q 1 and by Theorem 2.12 we get
In order to show that two arbitrary index pairs carry the same homological information, we need to construct auxiliary, intermediate index pairs. To this end, for given sets A ⊂ B ⊂ X we define 
Proposition 4.12. If P is an index pair for an isolated invariant set S, then mo S ⊂P . Moreover, Π V (S) ⊂ S ∪P .
Proof. To prove that mo S ⊂P assume the contrary. Then there exists an x ∈ mo S, such that π + V (x, P 1 ) ∩ S = ∅. It follows that there exists a path ϕ in P 1 from x to S. Since x ∈ mo S ⊂ cl S, we can take a y ∈ S such that x ∈ cl y ⊂ Π V (y). It follows that ψ := y · ϕ is a path in P 1 through x with endpoints in S. But, by Proposition 4.2, P 1 isolates S, a contradiction.
Finally, since S is V-compatible, we have Π V (S) = cl S ⊂ S ∪ mo S ∪P = S ∪P , which proves the remaining assertion.
Proposition 4.13. Let P be an index pair for an isolated invariant set S. Then the setsP andP ∪ S are closed.
Proof. Let x ∈P and let y ∈ cl x. Then y ∈ Π V (x). Moreover, y ∈ P 1 , because P 1 is closed. Clearly, if ϕ ∈ Path V (y, P 1 ), then x · ϕ ∈ Path V (x, P 1 ). Therefore π + V (y, P 1 ) ⊂ π + V (x, P 1 ). Since, by (10) , the latter set is disjoint from S, so is the former one. Therefore, y ∈P . It follows thatP is closed.
Proposition 4.12 implies that cl(S ∪P ) = cl S ∪P = S ∪ mo S ∪P = S ∪P , which proves the closedness of S ∪P . Lemma 4.14. If P is an index pair for an isolated invariant set S, then P * := (S ∪P , P 2 ) is an index pair for S and P * * := (S ∪P ,P ) is a saturated index pair for S.
Proof. First consider P * . By Proposition 4.13 set P * 1 = S ∪P is closed. Let x ∈ P * 2 = P 2 and y ∈ Π V (x) ∩ P * 1 ⊂ Π V (x) ∩ P 1 . It follows directly from (i) for P , that y ∈ P * 2 . Thus, (i) is satisfied for P * . Now, let x ∈ P * 1 and suppose that there exists y ∈ Π V (x) \ P * 1 = ∅. We claim that y ∈ P 1 . Suppose the contrary. Since x ∈ P * 1 , it is either in S or P . If x ∈ S, then by Proposition 4.13 we get Π V (x) ⊂ mo S ∪ S ⊂P ⊂ P * 1 and consequently Π V (x) \ P * 1 = ∅, a contradiction. If x ∈P , then y ∈ π + V (x, P 1 ) ⊂P ⊂ P * 1 , a contradiction. Thus y ∈ P 1 . Since x ∈ P * 1 ⊂ P 1 and Π V (x) \ P 1 = ∅, we get x ∈ P 2 = P * 2 by condition (ii) for P . This proves (ii) for P * .
It is clear that Inv (P * 1 \ P * 2 ) ⊂ Inv (P 1 \ P 2 ) = S. To see the complementary inclusion take x ∈ S. Since S is invariant, there exists an essential solution ϕ ∈ eSol(x, S). We have im ϕ ⊂ S ⊂ (P ∪ S) \ P 2 = P * 1 \ P * 2 , because P 2 ∩ S = ∅. Consequently x ∈ Inv(P * 1 \ P * 2 ). Hence, S = Inv(P * 1 \ P * 2 ). This proves that P * is an index pair for S. Consider P * * . Let x ∈ P * * 2 and y ∈ Π V (x) ∩ P * * 1 = Π V (x) ∩ (P ∪ S). By (10) we get Π V (x) ∩ S = ∅. Thus y ∈ Π V (x) ∩P ⊂ P * * 2 . The condition (i) for P * * is satisfied.
To see (ii) for P * * take x ∈ P * * 1 =P ∪ S. If x ∈P , then x ∈ P * * 2 . If x ∈ S, then by Proposition 4.12 we have
In both cases the implication (ii) for P * * is satisfied.
Clearly, S ∩P = ∅. Therefore, Inv(P * * 1 \ P * * 2 ) = Inv((S ∪P ) \P ) = Inv(S) = S. This implies (iii) for P * * and the saturation of P * * . Theorem 4.15. Let P and Q be two index pairs for an invariant set S.
Proof. Lemma 4.14 provides following sequence of semi-equal index pairs: P ⊃ P * ⊃ P * * and Q * * ⊂ Q * ⊂ Q. In particular, P * 1 ⊂ P 1 , P * 2 = P 2 , P * * 1 = P * 1 and P * * 2 ⊂ P * 2 . Analogously for Q, Q * and Q * * . Lemma 4.10 gives
Pairs P * * and Q * * are saturated. Thus, by Lemma 4.5 we have isomorphism H(P * * 1 , P * * 2 ) ∼ = H(Q * * 1 , Q * * 2 ). Composing all isomorphisms we get
4.1. Conley index. We define the homology Conley index of an isolated invariant set S as H(P 1 , P 2 ) where (P 1 , P 2 ) is an index pair for S. We denote the homology Conley index of S by Con(S). Proposition 4.3 and Theorem 4.15 guarantee that the homology Conley index is well defined.
Given a locally closed set A ⊂ X we define the ith Betti number of A by β i (A) := rank H i (cl A, mo A) and the corresponding Poincaré polynomial by
Corollary 4.16. If (P 1 , P 2 ) is an index pair for an isolated invariant set S, then (11) p S (t) + p P 2 (t) = p P 1 (t) + (1 + t)q(t), where q(t) is a polynomial with non-negative coefficients. Moreover, if H(P 1 ) = H(P 2 ) ⊕ H(cl S, mo S) then q(t) = 0.
Proof. An index pair (P 1 , P 2 ) induces a long exact sequence of homology modules (12) . . . → H n (P 2 ) → H n (P 2 ) → H n (P 1 , P 2 ) → H n−1 (P 2 ) → . . . .
By Proposition 4.3 and Theorem 4.15 we have H(P 1 , P 2 ) ∼ = H(cl S, mo S). Thus, we can replace (12) with . . . → H n (P 2 ) → H n (P 2 ) → H n (cl S, mo S) → H n−1 (P 2 ) → . . . .
By [14, Theorem 4.6] we get
p S (t) + p P 2 (t) = p P 1 (t) + (1 + t)q(t).
for some polynomial q with non-negative coefficients.
The second assertion follows directly from the second part of [14, Theorem 4.6].
We say that an isolated invariant set S decomposes into S 1 and S 2 if cl S 1 ∩ S 2 = ∅ and S 1 ∩ cl S 2 = ∅. Proposition 4.17. Assume an isolated invariant set S decomposes into isolated invariant sets S 1 and S 2 . Then Sol(S) = Sol(S 1 ) ∪ Sol(S 2 ).
Proof. The inclusion Sol(S 1 ) ∪ Sol(S 2 ) ⊂ Sol(S) is trivial. To see the other one consider ϕ ∈ Sol(S). Suppose without loss of generality that there exist i, k ∈ Z such that i < k, ϕ(i) ∈ S 1 and ϕ(k) ∈ S 2 . It follows that there exists j ∈ Z such that i < j < k, ϕ(j) ∈ S 1 and ϕ(j) ∈ S 2 . Since S 1 is V-compatible we have ϕ(j + 1) ∈ cl ϕ(j) and consequently cl S 1 ∩ S 2 ⊃ cl ϕ(j)∩ S 2 = ∅, a contradiction. Thus ϕ is contained in either S 1 or S 2 .
Theorem 4.18. Assume an isolated invariant set S decomposes into the union of two isolated invariant subsets S 1 and S 2 . Then Con(S) = Con(S 1 ) ⊕ Con(S 2 ).
Proof. By Proposition 4.3 the pairs P = (cl S 1 , mo S 1 ) and Q = (cl S 2 , mo S 2 ) are saturated index pairs respectively for S 1 and S 2 . Consider following Mayer-Vietoris sequence given by Theorem 2.13:
→H n (K(P 1 ) ∪ K(Q 1 ), K(P 2 ) ∪ K(Q 2 )) → H n−1 (K(P 1 ) ∩ K(Q 1 ), K(P 2 ) ∩ K(Q 2 )) → . . . .
Corollary 2.2 allows to rewrite it as
. . . →H n (K(P 1 ∩ Q 1 ), K(P 2 ∩ Q 2 )) → H n (K(P 1 ), K(P 2 )) ⊕ H n (K(Q 1 ), K(Q 2 )) →H n (K(P 1 ∪ Q 1 ), K(P 2 ∪ Q 2 )) → H n−1 (K(P 1 ∩ Q 1 ), K(P 2 ∩ Q 2 )) → . . . .
(13)
Note that S 1 ∩ Q 2 ⊂ S 1 ∩ cl S 2 = ∅ and similarly S 2 ∩ P 2 = ∅. Since P and Q are saturated and S 1 ∩ S 2 = ∅ we get
Thus, by Proposition 2.9 H(K(P 1 ∩ Q 1 ), K(P 2 ∩ Q 2 )) ∼ = H(P 1 ∩ Q 1 , P 2 ∩ Q 2 ) = 0.
The exact sequence (13) implies H * (K(P 1 ∪ Q 1 ), K(P 2 ∪ Q 2 )) ∼ = H * (K(P 1 ), K(P 2 )) ⊕ H * (K(Q 1 ), K(Q 2 )). which, by Proposition 2.9, translates back to (14) H * (P 1 ∪ Q 1 , P 2 ∪ Q 2 ) ∼ = H * (P 1 , P 2 ) ⊕ H * (Q 1 , Q 2 ).
Again, by Proposition 2.9 we get H * (P 1 ∪ Q 1 , P 2 ∪ Q 2 ) ∼ = H * (K(P 1 ∪ Q 1 ), K(P 2 ∪ Q 2 )).
Using the facts that S ∩ P 2 = ∅, S ∩ Q 2 = ∅ and S ⊂ P 1 , Q 1 we get
= S ∩ (Q 1 ∪ P 1 ) = S Therefore, by Theorem 2.11 (15) H(cl S, mo S) ∼ = H(P 1 ∪ Q 1 , P 2 ∪ Q 2 ).
Finally, we can compose (14) and (15) to get Con(S) = H(cl S, mo S) ∼ = H(P 1 ∪ Q 1 , P 2 ∪ Q 2 ) ∼ = H(P 1 , P 2 ) ⊕ H(Q 1 , Q 2 ) = Con(S 1 ) ⊕ Con(S 2 ).
