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Kapitel 1
Theoretische Grundlagen
1.1 Schizophrenie
1.1.1 Allgemeines
Die Schizophrenie tritt in sehr unterschiedlichen syndromatischen Erscheinungs-
formen auf und wurde früher der Gruppe der endogenen Psychosen zugeordnet.
Jedoch deuten viele aktuelle Forschungsbefunde auf neurobiologische Korrela-
te der Schizophrenie, wie z. B. hirnfunktionale und neuroanatomische Besonder-
heiten, weshalb die Terminologie der endogenen Psychose nicht länger geeignet
ercheint. Aufgrund der heterogenen Symptomatik, die psychopathologisch be-
schreibbare Auffälligkeiten des Denkens, der Wahrnehmung und der Affektivität
umfassen, spricht man häufig von der Gruppe der Schizophrenien. Der Begriff
der Schizophrenie wurde durch Eugen Bleuler im Jahr 1911 geprägt, mit dem er
die für diese Patienten typische Zersplitterung des Denkens, Fühlens und Wollens
benennen wollte.
Eine aktuelle Übersichtsarbeit charakterisiert die Symptome der Schizophre-
nie durch drei umfassende Typen [124]: 1. psychotische Symptome, 2. negati-
ve Symptome und 3. kognitive Beeinträchtigung. Vielfach werden die psychoti-
schen Symptome auch als positive oder produktive Symptome bezeichnet, die u. a.
Wahnvorstellungen und Halluzinationen, aber auch desorganisiertes Denken und
Sprechen umfassen. Affektverflachung, sozialer Rückzug, Anhedonie und Willen-
losigkeit werden unter die negativen Symptome subsummiert. Kognitive Beein-
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trächtigungen sind in mehreren Domänen festzustellen, wie z. B. in der Aufmerk-
samkeit und Konzentration, beim Lernen und im Gedächtnis sowie bei exekutiven
Funktionen (Planen und Problemlösen). Außerdem gehören auch psychomotori-
sche Symptome – in ihrer Extremform als Katatonie auftretend – zum klinischen
Erscheinungsbild der Schizophrenie, womit z. B. der Verlust der Bewegungsspon-
tanität gemeint ist. So wichtig eine solche Differenzierung für die wissenschaftli-
che Exploration der Schizophrenie sein kann, muss betont werden, dass die Gren-
zen nicht scharf sind und die Symptomatiken nicht selten im Krankheitsverlauf
aufeinander folgen können. So kann sich der Verlauf schizophrener Erkrankun-
gen einerseits durch episodisch auftretende Schübe akuter psychotischer Phasen,
sowie andererseits durch typische chronisch-residuale Zustände auszeichnen. Im
Hinblick auf die Durchführbarkeit von psychologischen Untersuchungen in ei-
ner (quasi-) experimentellen Umgebung muss betont werden, dass schizophrene
Patienten mit florider Positivsymptomatik nur äußerst selten in solche Studien ein-
geschlossen werden können.
Die Jahresinzidenz der Schizophrenie beträgt ca. 0,03–0,06 %, die Punkt-
prävalenz 0,3–0,5 % und die Lebenszeitprävalenz rund 1 %. Die Häufigkeit der
Diagnose unterscheidet sich zwischen Männern und Frauen i. d. R. nicht, aller-
dings erkranken Männer gewöhnlich in jüngeren Jahren und der Verlauf ist häufig
schwerwiegender als bei Frauen. Abgesehen von den immensen psychosozialen
Folgen mit ihren z. T. katastrophalen Auswirkungen auf die betroffenen Familien,
stellt diese psychiatrische Störung eine nicht unerhebliche finanzielle Belastung
für die Gesellschaft dar [124].
1.1.2 Ätiologie und Pathogenese
Zur Erklärung der Pathogenese der Schizophrenie wurden – ähnlich wie bei an-
deren psychischen Störungen – sowohl biologische als auch psychosoziale und
soziokulturelle Faktoren herangezogen welche im Vulnerabilitäts-Stress-Coping-
Modell zusammengefassst werden. Da empirische Befunde darauf hindeuten, dass
eine Schizophrenie bei Personen mit einer entsprechenden biologischen Vulnera-
bilität v. a. unter psychischer Belastung ausbricht, sollen hier einige dieser biolo-
gischen Prädispositonen erörtert werden. Die Evidenz einer genetischen Grund-
lage der Schizophrenie ist gut gesichert und zeigt einen Zusammenhang zwi-
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schen dem Erkrankungsrisiko und dem Verwandschaftsgrad zu einem Betroffe-
nen. Zwillingsstudien zeigen beispielsweise eine Konkordanzrate von ca. 50 %
bei eineiigen Zwillingen im Vergleich zu einer Konkordanzrate von ca. 15 % bei
zweieiigen Zwillingen. Genetische Untersuchungen an schizophrenen und nicht-
schizophrenen Familienmitgliedern, bei denen man einige Gensequenzen vergli-
chen hat, ergaben mögliche Gendefizite an bestimmten Chromosomen, die zur
Pathogenese der Schizophrenie beitragen könnten [81, 180].
Bezüglich des Neurotransmittersystems ist vor allem das dopaminerge Sys-
tem für die Pathophysiologie der Schizophrenie von großer Bedeutung [22]. Am-
phetamine und Kokain, die Dopamin freisetzen bzw. die Wiederaufnahme von
Dopamin verhindern, können auch bei Gesunden Pychosen induzieren. Viele an-
tipsychotische Medikamente erzielen ihre Wirkung an Dopaminrezeptoren. Diese
Beobachtungen führten zur so genannten „Dopaminhypothese der Schizophre-
nie“, die im Kern besagt, dass psychotische Symptome auf eine Hyperaktivität
des dopaminergen Sytems zurückzuführen sind [163]. Aber auch Serotonin und
Noradrenalin wurden in jüngster Zeit zunehmend diskutiert, so dass davon auszu-
gehen ist, dass die Symptome schizophren Erkrankter eher durch eine Dysbalance
in verschiedenen Transmittersystemen zu erklären ist [130, 194]. Dies wird durch
die Wirkweise moderner Neuroleptika unterstrichen.
Strukturelle Abnormitäten des Gehirns schizophrener Patienten konnten in
vielen bildgebenden Studien nachgewiesen werden [188, 193]. Diese Auffällig-
keiten im Vergleich zu Gesunden betrafen hauptsächlich eine Vergrößerung des
dritten Ventrikels und der Seitenventrikel. Allgemein war das corticale Volumen
bei Schizophrenen vermindert, aber besonders ausgeprägt war dieser Effekt im
frontalen Cortex [193, 195] und im Temporallappen, wobei hier speziell der me-
diale Anteil in Mitleidenschaft gezogen war [57, 97, 126]. Häufig wurden auch
Verminderungen des Volumens im frontalen Cortex berichtet [55]. Angehörige
schizophrener Patienten wiesen ebenfalls ein vermindertes corticales Volumen
und vergrößerte Ventrikel auf, was die bereits erwähnte genetische Vulnerabilität
unterstreicht [98, 165, 170]. Desorganisiertes Denken und Schwere von auditori-
schen Halluzinationen wiesen in mehreren Studien einen negativen Zusammen-
hang zu volumetrischen Maßen im Temporallappen auf [10, 116, 164]. Untersu-
chungen mittels Magnet-Resonanz-Spektroskopie konnten strukturelle Auffällig-
keiten in medialen und frontalen Hirnregionen bestätigen [30, 110].
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1.1.3 Funktionelle Auffälligkeiten
Die Beschreibung der vielfältigen funktionellen Beeinträchtigungen schizophre-
ner Patienten wird hier auf jene kognitiven und emotionalen Dysfunktionen be-
schränkt, wie sie häufig auch mit der funktionellen Bildgebung erfasst worden
sind. Der Begriff der Hypofrontalität stammt von Untersuchungen zum regio-
nalen Blutfluss (regional cerebral bloodflow, rCBF) und beschrieb die häufig
berichtete Verminderung des rCBF in frontalen Regionen schizophrener Patien-
ten [183, 188]. Kognitive Beeinträchtigungen der Aufmerksamkeit, des Arbeits-
gedächtnisses und der exekutiven Kontrolle sind im Einklang mit solchen Be-
funden [181], da diese Prozesse mit dem lateralen präfrontalen Cortex (PFC)
bzw. dem anterioren cingulären Cortex (ACC) in Verbindung gebracht wur-
den [31, 168] und bei Patienten Auffälligkeiten zeigten. Auch die oben beschrie-
benen Veränderungen im Frontallappen deuten in eine ähnliche Richtung. Den-
noch müssen diese Befunde zum frontalen Cortex erweitert und differenziert wer-
den, da der Frontallappen anatomisch sehr groß und funktionell sehr heterogen
ist [121]. Außerdem waren bisherige Befunde zu frontalen Funktionen schizo-
phrener Patienten nicht vollkommen einheitlich und zudem von mehreren Fak-
toren abhängig, wie z. B. der untersuchten Aufgaben, der Medikation, der Sym-
ptomatik und der Methode, mit der die Hirnaktivität erfasst wurde [182, 188].
Manoach et al. [112] postulierten beispielsweise eine frontale Hyperfunktion bei
einfachen Aufgaben zum Arbeitsgedächtnis, während schwierige zu einer fronta-
len Hypoaktivierung in dieser kognitiven Domäne führen sollen.
Die anatomischen Veränderungen im Temporallappen decken sich insofern
mit kognitiven Defiziten schizophrener Patienten, als dass Beeinträchtigungen im
episodischen Gedächtnis sehr häufig berichtet wurden [181, 188] und medial tem-
porale Strukturen, vor allem der Hippocampus, eine zentrale Rolle für die Enko-
dierung und den Abruf beim episodischen Gedächtnis spielen [115].
Da die Verarbeitung emotionaler Gesichter in dieser Arbeit eine zentrale Be-
deutung einnimmt, ist diesem Thema im Zusammenhang mit der Schizophrenie
ein eigener Abschnitt gewidmet (s. Abschnitt 1.3). Zunächst werden grundlegen-
de cerebrale Prozesse bei gesunden Probanden bei der Verarbeitung emotionaler
Gesichter erörtert.
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1.2 Die neuronale Verarbeitung von Gesichtern
Die Wahrnehmung von Gesichtern ist eine der am weitesten entwickelten visuel-
len Fertigkeiten des Menschen [65, 176]. Gesichter liefern eine Fülle von Infor-
mationen, die eine zentrale Bedeutung in der täglichen sozialen Interaktion haben.
Das Modell von Bruce und Young [18] betont die Unterscheidung zwischen Pro-
zessen, die entscheidend für die Erkennung der Identiät eines Gesichts sind und
solchen, die den Ausdruck eines Gesichts verarbeiten. Basierend auf dieser Dif-
ferenzierung formulierten Haxby et al. [65] ein umfassenderes Modell, das auch
eine Zuordnung der involvierten Prozesse zu bestimmten Hirnregionen versucht.
Danach wird ein hierarchisches Modell postuliert, in welchem die visuelle Analy-
se im Kernsystem geschieht, worauf sich eine weitere Verarbeitung im erweiterten
System anschließt.
Das Kernsystem besteht aus drei Regionen. Der Gyrus occipitalis inferior ver-
arbeitet die Gesichtszüge zu einem frühen Zeitpunkt und leitet die Informationen
an den Gyrus fusiformis lateralis und zum Sulcus temporalis superior weiter. Im
Gyrus fusiformis werden invariante Aspekte von Gesichtern analysiert, wie z. B.
die Identität einer Person. Die Verarbeitung veränderlicher Merkmale eines Ge-
sichts geschieht nach diesem Modell im Sulcus temporalis, der somit z. B. den
momentanen Ausdruck eines Gesichts, aber auch dessen Blickrichtung prozes-
siert. Es gibt zahlreiche Befunde, die die Beteiligung des Gyrus fusiformis bei
der Wahrnehmung von Gesichtern bestätigen [48, 63, 78, 117], allerdings ist die
Spezifität für Gesichter nicht hinreichend klar, da dieses Areal generell bei der
Erkennung von Objekten involviert ist [42, 43, 142].
Das erweiterte System bezieht sich allgemein auf die Interaktion mit anderen
kognitiven Domänen, die die Informationsverarbeitung des Gesichts erleichtern.
So ist z. B. der Sulcus intraparietalis aktiviert, der vermutlich allgemein räum-
liche Aufmerksamkeit steuert, wenn die Aufmerksamkeit auf die Blickrichtung
des Gesichts gelenkt wird [66]. Auditive Areale werden beim Anblick sich be-
wegender Lippen aktiv, auch wenn keine auditive Stimulation erfolgt [23, 144].
Zahlreiche Studien berichten Signalanstiege in der Amygdala und anderen lim-
bischen Regionen, wie der Insula oder dem anterioren cingulären Cortex, beim
Anblick emotionaler Gesichter [48, 60, 143, 156, 159], weshalb diese Regionen
auch dem erweiterten System zur Verarbeitung emotionaler Aspekte zugeordnet
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Abbildung 1.1: Modell der Verarbeitung von Gesichtern nach Haxby et al. [65].
werden. Eine richtige Einschätzung des emotionalen Erlebens anderer ist für in-
takte soziale Interaktionen von entscheidender Bedeutung und basiert zu einem
großen Teil auf der Interpretation des Gesichtsausdrucks [2, 65]. Die bisher er-
örterten Regionen des erweiterten Systems verarbeiten eher veränderliche, dyna-
mische Aspekte der Wahrnehmung von Gesichtern und interagieren folglich nach
dem Modell eher mit dem Sulcus temporalis. Vermutlich werden Informationen
aus dem Langzeitgedächtnis unter Rekrutierung anteriorer Teile des Temporallap-
pens abgerufen [105, 115]; folglich spielt diese Region eine Rolle bei der Verar-
beitung invarianter Aspekte des Gesichts, wie z. B. der Identität der Person, ihres
Namens und evtl. biographischer Informationen. Abbildung 1.1 fasst dieses Mo-
dell graphisch zusammen.
Dieses Modell wurde von Adolphs [2] aufgegriffen und hinsichtlich seiner
zugrunde liegenden Verarbeitungsprozesse näher spezifiziert. Hierbei bezog sich
Adolphs auf eine Vielzahl von Studien unterschiedlichster Methoden (von Läsi-
onsstudien über Verhaltensstudien zu elektrophysiologischen Experimenten und
funktioneller Bildgebung). Danach ist die Verarbeitung von Gesichtern nicht als
eindimensionaler bottom-up Prozess zu verstehen, sondern bekommt durch top-
down Regulierungen (z. B. durch Interaktion mit dem Wissenssystem) ein ho-
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hes Maß an Komplexität [145]. Vor allem scheinen so unterschiedliche kogniti-
ve Prozesse wie Wahrnehmung, Ausdruck und Erleben einer Emotion untrennbar
miteinander verwoben zu sein. Um die Emotion eines Gesichtsausdrucks korrekt
einordnen zu können, wird der wahrgenommene Affekt vermutlich auf späteren
Verarbeitungsstufen simuliert [72]. Ein solches Verhalten spräche dafür, dass die
Emotionalität nicht nur aus dem Wissenssystem abgerufen wird, sondern zu einem
gewissen Grad auch nachempfunden wird [157]. Nach Adolphs spielt die Amyg-
dala hierbei eine wesentliche Rolle, da sie die Schnittstelle für top-down und
bottom-up Prozesse bilden könnte zwischen den perzeptuellen Repräsentationen
im visuellen Cortex, dem Wissenssystem und simulierten emotionalen Antwor-
ten in den somatosensorischen, motorischen und prämotorischen Cortices. Diese
Vermittlung muss nicht unbedingt auf direktem Wege geschehen, sondern könnte
wiederum mittelbar über andere Strukturen, wie z. B. dem orbitofrontalen Cortex
oder der Insula verlaufen.
Da die Verarbeitung emotionaler Gesichter emotionale Areale des Gehirns in-
volviert, soll kurz auf die funktionelle Neuroanatomie der Emotionen eingegan-
gen werden. Die Schlüsselregion der Emotionen ist die Amygdala, die wiederum
viele Verbindugnen zum medialen präfrontalen Cortex und zum anterioren cin-
gulären Cortex hat [29, 32, 100, 101, 151]. Letzterer ist vor allem mit seinem
anterioren Teil an der Verarbeitung von Emotionen beteiligt, vor allem wenn ko-
gnitive Komponenten, wie Abrufprozesse oder bildliche Vorstellungen involviert
sind [21, 136]. Der mediale präfrontale Cortex hingegen scheint eine generellere
Funktion zu haben, da seine Aktivität in einer Meta-Analyse unabhängig von an-
deren kognitiven Komponenten und auch der emotionalen Valenz war [136]. Der
orbitofrontale Cortex wurde mit unangenehmen Geräuschen [35], aber auch mit
Belohnungslernen in Verbindung gebracht [132, 152]. Dopaminerge Kerngebiete,
wie das Striatum einschließlich des Nucleaus accumbens sind ebenfalls mit posi-
tiver Verstärkung assoziiert worden [161, 162]. Ähnlich wie der anteriore Gyrus
cinguli ist auch die Insula in emotionale Verarbeitung involviert, wenn zusätzlich
Abrufprozesse, bildliche Vorstellungen oder andere kognitive Prozesse gefordert
sind [136].
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1.3 Schizophrenie und die Verarbeitung emotiona-
ler Gesichter
Bezüglich funktioneller Unterschiede zwischen gesunden Probanden und schizo-
phrenen Patienten bei der Diskrimination emotionaler Gesichter gibt es relativ
wenig in der Literatur und die Befunde sind nicht einheitlich. Viele Studien erfas-
sten keine hirnfunktionellen Daten [59, 186] oder emotionale Gesichter wurden
eher als Hilfsmittel verwendet, damit die Versuchspersonen sich besser in eine
bestimmte Stimmung hineinversetzen konnten [160]. In der Studie von Schneider
et al. war der Gruppenunterschied in der Trauer-Bedingung signifikant, ebenso
wie die Interaktion zwischen Gruppe und Bedingung. Ein Lateralitätseffekt war
statistisch nicht bedeutsam, was darauf hindeutet, dass dieser Effekt in der linken
und rechten Hemisphäre ähnlich war.
Gur et al. [56] haben zwar eine Aufgabe zur Emotionsdiskrimination bei
schizophrenen Patienten im Kernspintomographen eingesetzt, allerdings lag der
Schwerpunkt dieser Arbeit nicht auf der differenziellen Verarbeitung unterschied-
licher Emotionen, sondern auf Unterschieden bei der Verarbeitung der Stimuli
während einer Emotionsdiskrimination versus einer Altersdiskriminationsaufga-
be (vgl. auch Gur et al. [54]). Obwohl die beiden Studien von Schneider et al. und
Gur et al. sich hinsichtlich ihrer Instruktionen an die Probanden stark unterschie-
den (Induktion versus Diskrimination), wiesen beide funktionelle Auffälligkeiten
in der Amygdala und im Hippocampus auf. Die Kontrastierung der emotiona-
len Experimentalbedingung gegen eine eher kognitive Kontrollbedingung führte
jeweils bei gesunden Probanden zu einer signifikanten Aktivierung dieser lim-
bischen Regionen, die bei schizophrenen Patienten nicht zu beobachten war. Ein
statistischer Gruppenvergleich ergab einen signifikanten Unterschied in der linken
Amygdala.
Philips et al. [138] berichteten in einer Aufgabe zur Geschlechtsdiskrimina-
tion über Aktivierungen in der linken Amygdala bei gesunden Probanden und
nicht-paranoiden schizophrenen Patienten, wobei dies in der ersten Gruppe bei
ängstlichen Gesichtern der Fall war und in der Patientengruppe bei Gesichtern,
die Ekel ausdrückten. Paranoide Patienten wiesen hingegen bei keiner der dar-
gebotenen Emotionen eine Aktivierung in der Amygdala auf. Gruppenvergleiche
zwischen Gesunden und Patienten zeigten höhere Aktivierungen der Kontrollen
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im superioren temporalen Gyrus für die Emotionen Ärger, Angst und Ekel. In
der Amygdala wurden höhere Aktivierungen bei Gesunden als bei Patienten für
ängstliche Gesichter berichtet und der anteriore cinguläre Cortex der Gesunden
reagierte stärker als der der Patienten bei ärgerlichen Gesichtsausdrücken.
Eine Studie von Hempel et al. [67] verglich Gesunde und Patienten bei zwei
verschiedenen Aufgaben zur Gesichterverarbeitung. Während einer so genannten
Diskriminationsaufgabe sollten die Probanden reagieren, wenn zwei präsentier-
te Gesichter den gleichen emotionalen Ausdruck zeigten, wohingegen in der so
genannten Benennungsaufgabe die Probanden die dargebotenen Emotionen aus-
sprechen sollten. Signifikante Unterschiede zwischen den Gruppen in der Dis-
kriminationsaufgabe wurden nur im anterioren cingulären Cortex berichtet, wo
die Gesunden stärker aktivierten als die Patienten. Während der Benennungsauf-
gabe wurden höhere Aktivierungen bei den Gesunden im posterioren cingulären
Cortex, beiden Amygdalae und im Gyrus frontalis medius berichtet. Im Gyrus
fusiformis waren die Gruppendifferenzen bei beiden Aufgaben nicht signifikant.
Kosaka et al. [91] präsentierten ihren Probanden ebenfalls paarweise positive
oder negative emotionale Gesichter, wobei die Instruktion war, das emotionalere
der beiden Gesichter zu erkennen. Die schizophrenen Patienten wiesen in beiden
Amygdalae und beiden Emotionen tendenziell höhere Aktivität auf als die Ge-
sunden, wobei der Gruppenunterschied nur in der rechten Amygdala während der
positiven Gesichtsausdrücke signifikant war.
Während einer Aufgabe zum inzidentalen Lernen, bei der freudige und ängst-
liche Gesichter von den Probanden passiv betrachtet werden sollten, berichteten
Holt et al. [70] robuste bilaterale Aktvierungen in der Amygdala bei Gesunden
und Patienten auf wiederholt präsentierte ängstliche Stimuli. Diese Aktivierungen
unterschieden sich nicht signifikant zwischen den beiden Gruppen. Eine Habitua-
tion in der rechten Amygdala auf die wiederholten Reize wurde dagegen nur bei
Gesunden berichtet.
Eine Zusammenfassung der bisherigen Ergebnisse fällt angesichts dieser he-
terogenen Befunde sehr schwer. Auch wenn potenzielle Ursachen hierfür vielfäl-
tig sind und sich außerdem gegenseitig beeinflussen können, sollen einige kurz
beschrieben werden. Ein schwerwiegendes Dilemma für die Schizophreniefor-
schung ist die Heterogenität dieses Krankheitsbildes, das nicht nur die Abgren-
zung verschiedener Subtypen zwischen den Patienten umfasst, sondern auch die
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zeitliche Variation der Symptomatik einschließt. Hinzu kommen mögliche Effekte
einer jeweiligen Medikation auf das zentrale Nervensystem. Nicht geklärt ist fer-
ner, welche Auswirkungen auf Aktiverungsmuster der Probanden eine bestimmte
kognitive oder emotionale Aufgabenstellung oder das verwendete Stimulusma-
terial einer spezifischen Studie hat. Außerdem unterscheiden sich nicht nur die
Experimental-, sondern oft auch die benutzte Kontrollbedingung erheblich von-
einander, was die Vergleichbarkeit von Studien stark beeinflussen kann [58].
Eine aktuelle Übersichtsarbeit von Aleman und Kahn [3] beschäftigte sich mit
der Rolle der Amygdala in der Schizophrenie. Die Autoren setzten den reduzierten
Ausdruck von Emotionen und die verminderte Fähigkeit emotionale Hinweisreize
als solche wahrzunehmen mit der Negativ-Symptomatik in Verbindung, während
das Erleben und die Erfahrung von Emotionen auf einem normalen Niveau funk-
tionieren können, oder aber während psychotischer Phasen sogar erhöhte Ängst-
lichkeit und emotionale Erregung erlebt werden können. Nach ihrer Bewertung
von 13 bildgebenden Studien zur Verarbeitung emotionaler Stimuli (also nicht nur
Gesichter) bei Patienten mit Schizophrenie, vermuteten die Autoren eine tonische
Überaktivität und eine phasische Unteraktivität der Amygdala bei Patienten. Ob-
wohl letzteres nur in einer der erwähnten Studien explizit berichtet wurde [175],
stellten Aleman und Kahn [3] die Hypothese auf, dass ein tonisch erhöhter Dopa-
minspiegel bei Patienten zu einer erhöhten Zuweisung emotionaler Salienz zu ei-
gentlich unbedeutenden Stimuli führt und damit zur Positivsymptomatik beiträgt.
Auf der anderen Seite könnte eine damit einhergehende anhaltende Hyperaktivi-
tät der Amygdala aufgrund exzessiver glutamaterger Aktivität zu Exzitotoxizität
– also zu Läsionen – in der Amygdala führen. Die vermutete Volumenminderung
im Mandelkern hat nach dieser Theorie wiederum eine phasische Unteraktivität in
dieser Region zur Folge, womit eine verminderte reiz-assoziierte Aktivität, z. B.
auf emotionale Gesichter, gemeint ist.
1.4 Magnet-Resonanz-Physik
Im Jahre 1973 entwickelten Mansfield und Lauterbur [96, 113] unabhängig von-
einander die Methode der Magnet-Resonanz-Tomographie (MRI, engl.: Magnet-
ic Resonance Imaging). Seit dieser Zeit hat die MRI eine schnelle Entwicklung
genommen und kommt heute in fast jedem größeren Krankenhaus als bildgeben-
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des Verfahren zum Einsatz. Um das Prinzip dieser Messmethode zu verstehen, ist
es erforderlich, einige Grundlagen der Magnetresonanz zu erläutern. Subatoma-
re Teilchen besitzen einen Eigendrehimpuls, den sog. Spin, der ein magnetisches
Wirbelfeld erzeugt, wenn das Teilchen eine elektrische Ladung besitzt. Der Kern
des Wasserstoffatoms besteht aus einem positiv geladenen Proton und besitzt da-
her diese Eigenschaft. Seine Häufigkeit im menschlichen Organismus begründet
das vorrangige Interesse am Wasserstoffatom in der medizinischen Kernspinto-
mographie. Befindet sich ein Proton in einem äußeren Magnetfeld, so dreht sich
(oder präzediert) das magnetische Moment um die Achse der Feldrichtung dieses
äußeren Magnetfelds. Die Stärke eines Magnetfelds wird in Tesla (T) angegeben,
wobei 1 T ca. das zehntausendfache des natürlichen Magnetfelds der Erde beträgt.
Die Frequenz, mit der subatomare Teilchen um das Hauptmagnetfeld B0 präze-
dieren, wird als Lamorfrequenz bezeichnet und beträgt für Protonen 42,52 MHz
bei einem Tesla, d. h. die Lamorfrequenz ist teilchenspezifisch und steigt propor-
tional mit der Stärke des äußeren Magnetfelds B0 an. Alle Spins in einem äußeren
Magnetfeld orientieren sich parallel oder antiparallel zu B0 aus, wobei sich jedoch
ein etwas höherer Anteil der Spins parallel ausrichtet. Dieser Überschuss an par-
allel ausgerichteten Spins führt zu einer messbaren Magnetisierung der Probe ent-
lang der Hauptfeldrichtung B0, die als makroskopische Magnetisierung bezeich-
net wird. Konventionell wird die Raumachse parallel zu B0 als z-Achse definiert,
während die x- und die y-Achsen die Ebene senkrecht zur z-Achse aufspannen.
Die Magnetisierung der Probe parallel zur z-Achse wird auch longitudinale Ma-
gnetisierung (Mz) genannt, während jene in der xy-Ebene als transversale Ma-
gnetisierung (Mxy) bezeichnet wird.
Mittels eines elektromagnetischen Hochfrequenzpulses (HF-Puls) kann er-
reicht werden, dass die makroskopische Magnetisierung der Probe aus ihrer paral-
lelen Lage entlang der z-Achse in die xy-Ebene ausgelenkt wird. Dieser HF-Puls
beeinflusst allerdings nur solche Spins, die die Resonanzbedingung erfüllen, d. h.
nur jene atomaren Teilchen (z. B. Protonen) werden ausgelenkt, die mit einer La-
morfrequenz präzedieren, die identisch zur Frequenz des HF-Pulses ist. Dauer
und Stärke des Pulses determinieren dabei den Kippwinkel α um den die Spins
der Protonen von der z-Achse rotiert werden. Dreht man die Spins beispielsweise
um 90◦ auf die x-Achse, so befindet sich die makroskopische Magnetisierung der
Probe nun komplett in der xy-Ebene. Nach Abschalten des Pulses präzedieren die
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Spins weiter um die z-Achse und werden wieder zurück in ihre Gleichgewichtsla-
ge parallel zum Hauptfeld geführt, was bedeutet, dass die transversale Magnetisie-
rung Mxy abnimmt und die longitudinale Magnetisierung Mz wieder zunimmt. In
einer entsprechend angebrachten Spule erzeugt die transversale Magnetisierung
eine messbare Spannung, die – genau wie die Magnetisierung – exponentiell ab-
fällt und das MR-Signal darstellt, welches auch als „free induction decay“ (FID)
bezeichnet wird.
Die Erholung der Längs- und Quermagnetisierung sind gewebespezifisch, was
bedeutet, dass auch das MR-Signal mit einer gewebespezifischen Exponentialkur-
ve zerfällt. Die sogenannte Längsrelaxationszeit T1 gibt die Zeit nach dem HF-
Puls an, nach der sich der e-te Teil der longitudinalen Magnetisierung neu gebildet
hat. Die Querrelaxationszeit T2 hingegen beschreibt die Zeit, nach der noch der e-
te Teil der transversalen Magnetisierung vorhanden ist. Beide Prozesse geschehen
unabhängig voneinander, da die Querrelaxation durch die Dephasierung der Spins
verursacht wird, die wiederrum auf Wechselwirkungen der Wasserstoffkerne un-
tereinander zurückzuführen ist. Allerdings führen lokale Magnetfeldänderungen
zu einer schnelleren Dephasierung der Spins als es in einem absolut homogenen
Magnetfeld der Fall wäre, so dass neben der Querrelaxationszeit T2 die Querrela-
xationszeit T ∗2 existiert, die in der funktionellen Bildgebung von großem Interesse
ist.
T ∗2 -gewichtete Bilder sind also sensitiv gegenüber Änderungen der magneti-
schen Eigenschaften der Probe. Um zu verstehen, warum solche Bilder sich be-
sonders zur Analyse von Funktionen des Gehirns eignen, ist ein Exkurs in die Phy-
siologie erforderlich. Das Hämoglobin im Blut versorgt den Körper mit Sauerstoff
und kommt daher in zwei verschiedenen Zuständen vor. In seiner oxigenierten
Form hat es Sauerstoffatome an sich gebunden, ist also sauerstoffreich. Wenn das
Hämoglobin den Sauerstoff abgibt, um lokale Regionen damit zu versorgen, kehrt
es in den deoxigenierten oder sauerstoffarmen Zustand zurück. In Abhängigkeit
des Oxigenierungsgrades des Hämoglobins ändern sich seine magnetischen Ei-
genschaften: während oxigeniertes Hämoglobin diamagnetisch ist und daher kei-
nen Einfluss auf Spins im Magnetfeld ausübt, ist sauerstoffarmes Blut paramagne-
tisch und interferiert mit äußeren Magnetfeldern. Aus diesem Grund verkürzt sich
die Querrelaxationszeit T ∗2 , wenn das Blut relativ sauerstoffarm ist und führt zu
einer Abnahme des MR-Signals. Allerdings wird der erhöhte Sauerstoffverbrauch
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Abbildung 1.2: Kanonische hämodynamische Antwortfunktion nach einer Reizdarbietung. Die
Einheiten der y-Achse sind arbiträr, wobei lediglich die Nulllinie (schwarz) mit eingezeichnet ist.
Die Einheiten der x-Achse beziehen sich auf die Zeit nach Stimulus-Onset.
in neuronal aktiven Hirnregionen durch den lokalen Blutfluss überkompensiert,
d. h. dass neuronale Aktivität zu einer Erhöhung des relativen Anteils an oxige-
niertem Blut und auch des MR-Signals führt. Im Ruhezustand einer Hirnregion
befindet sich verhältnismäßig viel paramagnetisches Deoxihämoglobin im Blut,
welches das MR-Signal vermindert. Dieser Effekt wird als BOLD-Effekt bezeich-
net (aus dem Englischen für: blood oxygenation level dependent). Aufgrund der
unterschiedlichen Zeitskalen in denen sich neuronale Aktivitäten und vaskuläre
Reaktionen abspielen, ist die hämodynamische Antwort im Vergleich zur neuro-
nalen Aktivität zeitlich um ca. 5 s nach hinten versetzt und stellt so etwas wie
einen „natürlichen Tiefpassfilter“ der Aktivität dar (vgl. Abbildung 1.2).
Da die räumliche Auflösung von fMRI-Zeitreihen als relativ hoch im Ver-
gleich zur Positronen-Emissions-Tomographie (PET) gilt, soll die Ortskodierung
des MR-Signals kurz beschrieben werden. Die Auswahl einer Schicht entlang des
B0 Feldes geschieht, indem mittels einer Gradientenspule ein räumlich linear vari-
ierendes Feld dem Hauptfeld überlagert wird. Dies hat zur Folge, dass in nur einer
bestimmten Schicht die Protonen die Resonanzbedingung mit dem HF-Puls erfül-
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len, so dass gezielt eine bestimmte Schicht mit einer umschriebenen Dicke ange-
regt wird. Innerhalb einer solchen Schicht wird mit der sogenannten Frequenz-
kodierung in einer der verbleibenden Dimensionen (z. B. entlang der x-Richtung)
während der Signalaufnahme ebenfalls ein Gradient geschaltet. Dadurch präze-
dieren die Protonen entlang der x-Achse mit unterschiedlichen Frequenzen und
erzeugen daher auch in Abhängigkeit ihrer Position entlang der x-Achse elektro-
magnetische Strahlung mit unterschiedlichen Frequenzen. Die Kodierung entlang
der letzten Dimension (der y-Achse) erzielt man durch die sogenannte Phasen-
kodierung. Hierbei wird zeitlich nach der Schichtanregung und vor dem Ausle-
sen des Signals entlang der y-Richtung für einen kurzen Moment ein Gradient
geschaltet. Nach dem Abschalten präzedieren die Protonen zwar wieder in der-
selben Lamor-Frequenz, aber durch das kurze Gradientenfeld rotieren sie entlang
der y-Richtung in unterschiedlichen Phasen. Diese Sequenz der Schichtselekti-
on, Phasenkodierung und Frequenzkodierung muss mehrfach mit unterschiedlich
starkem Gradienten entlang der y-Richtung wiederholt werden, da erst durch die
entstehenden unterschiedlichen Phasendifferenzen die letzte Raumdimension ko-
diert werden kann.
1.5 Qualitätsschätzung von fMRI-Zeitreihen
Viele Faktoren tragen zur Qualität von fMRI-Daten bei und beeinflussen damit
die Validität der statistischen Ergebnisse und damit auch die Gültigkeit der Fol-
gerungen, die auf den Inferenzstatistiken basieren. Allgemein können Faktoren,
die die Qualität von fMRI-Ergebnissen beeinflussen, einer von vier Kategorien
zugeordnet werden:
1. experimentelles Design
2. Kooperation der Versuchsperson
3. MRI Hardware
4. Analysemethoden
Die Darstellung hier beschränkt sich auf Parameter, die in Stöcker et al. [173]
ausführlich beschrieben sind, weil diese unabhängig vom experimentellen Design
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und den Analysemethoden sind. Diese Parameter bieten den Vorteil, dass sie die
(relative) Datenqualität eines Bildes aus einer Zeitreihe oder der gesamten Zeitrei-
he zusammenfassen und aufgrund der Unabhängigkeit von Modellen relativ auto-
matisch, ohne Benutzerinteraktion berechnet werden können. Andere Methoden
liefern eine Vielzahl von Werten und zudem auch voxelweise Statistiken, die zwar
in Bezug auf das Modell informativer sein können (z. B. Luo und Nichols [109]),
aber gerade wegen dieser Informationsvielfalt eine „endgültige“ Evaluation er-
schweren.
Ausgehend von der Prämisse der Normalverteilung unter der Nullhypothese
für alle parametrischen inferenzstatistischen Modelle, kann diese Annahme für
fMRI-Zeitreihen näherungsweise überprüft werden, da nur für die meisten Vo-
xel (auch innerhalb der grauen Substanz) die Nullhypothese gelten sollte. Un-
ter idealen Bedingunen sind der imaginäre und der reelle Teil des MR-Signals
normalverteilt mit gleichem Mittelwert (A) und gleicher Varianz (σ). Das Signal
S des Magnitudenbildes folgt dann einer Riceschen Verteilung, die sich einer
Gaußschen Verteilung nähert, wenn A/σ → ∞. Hingegen nähert sich S einer
Rayleigh-Verteilung für A/σ → 0. In einem typischen in vivo EPI-Bild (Echo
Planar Imaging) überschreiten die meisten Voxelintensitäten innerhalb des Such-
volumens (das Gehirn) das 20fache der Standardabweichung (bei einer Echozeit
von TE=60 ms), so dass i. d. R. eine hinreichende Approximation an die Normal-
verteilung innerhalb einer geeigneten Maske gewährleistet ist. Da davon ausge-
gangen wird, dass das Signal in einem Voxel zu jedem Messzeitpunkt aus dem-
selben Punkt im Raum kommt, sollte die Bewegungskorrektur für die Analyse
bereits durchgeführt worden sein (s. Abschnitt 1.6).
Zur Bestimmung der prozentualen Signalveränderung im Vergleich zum re-
lativen Fehler, muss das Rauschen in einer Region mit möglichst wenig Signal
(außerhalb des Suchvolumens, im Hintergrund) bestimmt werden. Das über die
Voxel und Messzeitpunkte gemittelte Signal in einer solchen Region S¯bg verhält
sich zum Rauschen σ (stationäres Signal angenommen) wie folgt:
S¯bg = σ
√
π
2
⇒ σˆ = S¯bg/
√
π
2
(1.1)
Das um den zeitlichen Mittelwert korrigierte Signal innerhalb der Maske
mit K Voxeln zu einem Messzeitpunkt j in der Zeitreihe beträgt SM =∑K
k=1
√
(Sk − S¯k)2/K und gibt die Standardabweichung des Signals in der Mas-
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ke zum Zeitpunkt j vom temporalen Mittelwert der Maske an. Die prozentuale
Signalabweichung innerhalb der Maske (PSC, percent signal change) kann für
jeden Messzeitpunkt, bzw. für die gesamte Zeitreihe wie folgt berechnet werden:
PSCj = 100
σˆ
SM
bzw. PSC = J−1
J∑
j=1
PSCj (1.2)
Zwischen den Datenquantilen Q˜ – also dem geordneten Datenvektor der Länge
J mit den Werten PSCj – und den Quantilen der Standardnormalverteilung QSN
kann ein Korrelationskoeffizient errechnet werden,
rqq =
〈QSN , Q˜〉
‖QSN‖ ‖Q˜‖
(1.3)
wobei 〈., .〉 das Euklidische Skalarprodukt zweier Vektoren kennzeichnet und ‖.‖
die Norm eines Vektors.
Die beiden Parameter PSC und rqq fassen also die Datenqualität an Hand des
relativen Fehlers der Zeitreihe und des Zusammenhangs des Fehlers mit der Stan-
dardnormalverteilung zusammen. Ferner kann der relative Fehler für jeden Mess-
zeitpunkt bestimmt werden, um so zeitlich bedingte (z. B. bewegungsinduzierte)
Artefakte aufzudecken. Über geeignete Maskierungen der Zeitreihe können auch
bestimmte Regionen von der Analyse ausgeschlossen werden, um beispielswei-
se experimentell induzierte Varianz über eine Maske heraus zu filtern, da auch
BOLD Effekte hier als Fehler interpretiert werden. Geeigneter wären sicher Me-
thoden zum Vorfiltern der Zeitreihe, was allerdings den rechnerischen Aufwand
wiederum enorm erhöht, wobei der BOLD Effekt i. d. R. nur in wenigen Regionen
eine Signaländerung von ca. 0,5 % (bei 1,5 Tesla) bewirkt.
1.6 Vorverarbeitung von fMRI-Zeitreihen
Die Vorverarbeitung von fMRI-Zeitreihen wird hier nur kurz erörtert und be-
schränkt sich auf die wesentlichen Prinzipien der Bewegungskorrektur und der
Normalisierung. Bei der Bewegungskorrektur wird versucht, alle Volumen oder
Bilder der Zeitreihe räumlich so zu transformieren, dass sie möglichst deckungs-
gleich zu einem Referenzbild sind. Hierfür werden lediglich affine Transforma-
tionsparameter benötigt, da das Referenzbild selbst aus der Zeitreihe stammt.
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Meistens wird das erste Volumen der Zeitreihe nach Verwerfung der Prescans
als Referenzbild verwendet, da die ersten Bilder noch relativ stark T1-gewichtet
sind und eine Methode der kleinsten Quadrate (OLS, ordinary least squares) pro-
blematisch für eine optimalen Registrierung wäre. Eine affine Transformation im
dreidimensionalen Raum, bei der die Koordinaten (x1, x2, x3) in einem anderen
Raum (y1, y2, y3) abgebildet werden, kann durch Multiplikation mit einer Matrix
M wie folgt formuliert werden:


y1
y2
y3
1

 =


m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34
0 0 0 1




x1
x2
x3
1

 (1.4)
Um eine Starrkörpertransformation mittels sechs Parametern q zu parametri-
sieren, kann man z. B. M = TR setzen, mit
T =


1 0 0 q1
0 1 0 q2
0 0 1 q3
0 0 0 1

 (1.5)
und
R =


1 0 0 0
0 cos(q4) sin(q4) 0
0 −sin(q4) cos(q4) 0
0 0 0 1




cos(q5) 0 sin(q5) 0
0 1 0 0
−sin(q5) 0 cos(q5) 0
0 0 0 1

 · · ·


cos(q6) sin(q6) 0 0
−sin(q6) cos(q6) 0 0
0 0 1 0
0 0 0 1

 . (1.6)
T enthält drei Translationsparameter entlang der drei Raumdimensionen, wäh-
rend R drei Rotationsparameter im Bogenmaß um die x-, y- und z-Achse bein-
haltet [6].
Wegen z. T. starker anatomischer Unterschiede zwischen Versuchspersonen ist
es für Gruppenstatistiken unentbehrlich, die Zeitreihen der einzelnen Versuchsper-
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sonen zu normalisieren, d. h. wiederum möglichst deckungsgleich zu einem Re-
ferenzgehirn auszurichten und zu transformieren. Allerdings reichen für eine ad-
äquate Anpassung affine Transformationen nicht aus, und die Bilder müssen daher
zusätzlich verformt werden. Die hierfür erforderlichen nicht-linearen Transforma-
tionen können durch Linearkombinationen von niedrig-frequenten periodischen
Basisfunktionen modelliert werden:
y1i = x1i +
J∑
j=1
qj1dj(xi)
y2i = x2i +
J∑
j=1
qj2dj(xi)
y3i = x3i +
J∑
j=1
qj3dj(xi) (1.7)
Hierbei ist qjk der jte Koeffizient für die Dimension k und dj(x) ist die jte Basis-
funktion an der Position x [7].
In einem letzten Schritt vor der statistischen Analyse werden die Bilder der
Zeitreihe i. d. R. räumlich geglättet. Meistens wird hierfür ein isotroper Gauß-
Kernel mit Größen zwischen ca. 6 und 16 mm FWHM (Full Width at half Ma-
ximum) verwendet. Dies bedeutet, dass alle Voxelwerte neu berechnet werden,
wobei für die Bestimmung des neuen Wertes in einem Voxel die Werte der be-
nachbarten Voxel mit berücksichtigt werden. Die Gewichtung dieser Voxel ist um
so höher je kleiner die Euklidische Distanz zum Voxel im Zentrum ist. Diese Pro-
zedur dient zum einen der Berücksichtigung von kleinen Unterschieden zwischen
den Probanden hinsichtlich ihrer funktionellen Anatomie und zum anderen benö-
tigt man eine hinreichende Glätte der Daten, um im Rahmen der Random Field
Theory für multiples Testen korrigieren zu können (s. Abschnitt 1.7.2, Seite 29).
1.7 Statistische Analyse von fMRI-Zeitreihen
In den folgenden Abschnitten wird die Auswertung von fMRI-Zeitreihen be-
schrieben, wie sie standardmäßig durchgeführt wird. Dieser Standard richtet sich
nach dem allgemeinen linearen Modell (GLM), wie es z. B. im Programmpaket
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SPM2 implementiert ist [184] und die Darstellung folgt einer mehrstufigen Ana-
lyse: die Auswertung der Zeitreihe auf der Ebene einzelner Versuchpersonen (Fi-
xed Effects Modell) und die sich anschließende Analyse über Probanden hinweg
auf der zweiten Ebene (Random Effects Analyse). Diese beiden Ebenen unter-
scheiden sich oberflächlich nur hinsichtlich der Daten, die in das jeweilige Modell
eingehen. Allerdings unterscheiden sich die Ebenen beträchtlich in Bezug auf die
Spezifikation der Varianzkomponenten.
1.7.1 Klassische Statistik
Für das Verständnis der Gleichungen des GLMs als Modell für fMRI-Zeitreihen
ist es wichtig, dass sich die abhängige Variable Y auf die beobachtete Variable
in einem Voxel bezieht und daher die beobachteten Werte über Voxel hinweg zu-
nächst als unabhängig voneinander betrachtet werden. Im Gegensatz zu multiva-
riaten Verfahren wird dieser Ansatz mit sehr vielen Beobachtungen als massen-
univariat bezeichnet. Nehmen wir also an, wir haben die Daten in einem Voxel im
Verlauf eines Experiments wiederholt beobachtet und die Daten in einen Vektor
der Länge J geschrieben, wobei J die Anzahl der Beobachtungen in dem Voxel
ist. Außerdem haben wir eine Reihe erklärender oder unabhängiger VariablenXjl,
wobei j den Messzeitpunkt indiziert (j = 1, . . . , J) und l die unabhängige Varia-
ble (l = 1, . . . , L). Mit Hilfe dieser unabhängigen Variablen versuchen wir, die
Variation in der mit Fehler gemessenen abhängigen Variablen Y zu beschreiben.


Y1
.
.
.
Yj
.
.
.
YJ


=


X11 . . . X1l . . . X1L
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
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(1.8)
Die Gleichung (1.8) wird meistens in ihrer kurzen Form geschrieben (vgl.
Gleichung (1.9)), wobei Y der Spaltenvektor der Beobachtungen ist undX die J×
L Designmatrix. Der Spaltenvektor ǫ ist der Fehlerterm, von dem angenommen
wird, er sei unabhängig und normalverteilt mit Mittelwert 0 und Varianz σ2 (ǫj ∈
N (0, σ2)). Der Spaltenvektor β setzt sich aus den unbekannten Parametern (oder
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Regressionskoeffizienten) zusammen, wobei es zu jeder unabhängigen Variablen
X·l einen unbekannten Parameter βl gibt.
Y = Xβ + ǫ (1.9)
Da die Anzahl der Parameter L kleiner ist als die Anzahl der Messzeitpunk-
te J , kann die Gleichung mit ǫ = 0 i. d. R. nicht gelöst werden. Daher werden
die Parameter mit Hilfe der Methode der kleinsten Quadrate geschätzt, um eine
möglichst gute Anpassung (oder einen guten „Fit“) des Modells an die Daten zu
bekommen. Nach Gleichung (1.10) wird βˆ, der minimalvariante lineare erwar-
tungstreue Schätzer von β, errechnet (wenn X von vollem Rang ist), wobei AT
die Transponierte einer Matrix A bedeutet und A−1 die Inverse einer Matrix A1.
βˆ = (XTX)−1XTY (1.10)
Um Linearkombinationen der Parameter zufallskritisch absichern zu können,
werden die Residuen des Modells geschätzt (vgl. Formel (1.11)). p ist dabei der
Rang der Desingmatrix X , d. h. wenn X von vollem Rang ist, entspricht p der
Anzahl der Parameter L.
ǫˆ = Y −Xβˆ
σˆ2 =
ǫˆT ǫˆ
J − p (1.11)
Da die erwartungstreuen Schätzer βˆ normalverteilt sind, können Hypothesen über
Linearkombinationen der Modellparameter nach Gleichung (1.12) inferenzstati-
stisch getestet werden.
T =
cT βˆ − d√
σˆ2cT (XTX)−1c
(1.12)
Hierbei ist c ein Spaltenvektor mit L Gewichten und d ist der erwartete Wert für
cT βˆ unter der Nullhypothese. T ist die t-verteilte Prüfgröße mit J − p Freiheits-
graden.
Die L unabhängigen Variablen X.l ergeben sich aus Deltafunktionen, die das
Vorhandensein bzw. die Abwesenheit (quasi-) experimenteller Manipulationen
während der Messung indizieren. Wie in Kapitel 1.4 dargestellt, ist das erwar-
tete BOLD Signal zeitlich verzögert und kontinuierlich (vgl. Abb. 1.2), weshalb
1Wenn A nicht invertierbar ist, stellt A−1 die Moore-Penrose Pseudoinverse von A dar.
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die Deltafunktionen in Analysen der ersten Ebene mit einer kanonischen hämo-
dynamischen Antwortfunktion gefaltet werden, um das Modell um dieses a priori
Wissen zu ergänzen und die Vorhersage der abhängigen Variablen Y zu präzisie-
ren. Auf höheren Ebenen (vgl. Gleichung (1.19)), wo Linearkombinationen von
Modellparametern aus vorherigen Stufen als „Messzeitpunkte“ bzw. Beobachtun-
gen eingehen (also cT βˆ), sind die unabhängigen Variablen in der Regel nominals-
kaliert und indizieren Gruppen- und/oder Bedingungszugehörigkeit der Beobach-
tungen.
Bei der bisherigen Darstellung des GLMs wurde davon ausgegangen, dass die
Fehlerterme unkorreliert, gleich- und normalverteilt mit Mittelwert 0 sind. Diese
Annahme wird in Analysen der ersten Ebene auf jeden Fall verletzt, aber auch
viele Modelle höherer Ebenen müssen geeignete Varianzkomponenten spezifizie-
ren, um für Verstöße gegen diese Annahme zu korrigieren. In SPM wird die Feh-
lervarianzmatrix unter der Annahme geschätzt, dass die Korrelationsmatrix über
alle K Voxel hinweg dieselbe ist, die Varianzen aber verschieden sein können.
Die Korrelationsmatrix V kann daher durch die zusammengefassten Daten über
alle Voxel geschätzt werden (VY = 1/K
∑K
k=1 Y
kY k
T ). Die zusammengefasste
Varianz-Kovarianz-Matrix ist eine Mischung aus zwei Varianzkomponenten: der
experimentell induzierten Varianz und der Fehlervarianz:
VY =
K∑
k=1
Xβkβk
T
XT + ǫkǫk
T (1.13)
Durch die Restricted Maximum Likelihood Methode (ReML) kann dann die
Varianz-Kovarianz-Matrix des Fehlers geschätzt werden, indem die Matrix als Li-
nearkombination geeigneter Varianzbedingungen oder Varianzkomponenten mo-
delliert wird (s. Gleichung (1.14)),
V =
M∑
m=1
λmQm (1.14)
wobei Qm Matrizen der Größe J × J sind und die Bedingungen für die Fehlerva-
rianz enthalten. λm sind so genannte Hyperparameter mit denen die Bedingungs-
matrizen gewichtet werden und die durch ReML geschätzt werden. Abbildung 1.3
stellt ein Beispiel für die Spezifikation der Varianzkomponenten Q auf der ersten
Ebene dar, wobei Q nach Formel (1.15) spezifiziert wurde. Die erste Komponente
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Q1 Q2
Abbildung 1.3: Varianzkomponenten der ersten Ebene.
beschreibt weißes Rauschen (links mit der Einheitsmatrix, notiert als IJ ), während
die zweite Autokorrelationen in der Zeitreihe modelliert (rechts). Zur Anschauung
ist die Darstellung auf eher untypische 10 Messzeitpunkte beschränkt worden.
Q1 = IJ Q2ij =


e−|i−j| : i 6= j
0 : i = j
(1.15)
Durch die Spezifikation von V kann eine korrigierte t-Statistik berechnet wer-
den [82, 83, 191],
T =
cT βˆ − d√
σˆ2cTX−1V X−1T c
(1.16)
mit
ν =
trace(RV )2
trace(RV RV )
(1.17)
Freiheitsgraden, wobei R die Residualmatrix ist2 und trace(.) die Spur einer Ma-
trix bedeutet. Außerdem kann die Fehlervarianz σ2 in jedem Voxel besser mittels
Gleichung (1.18) geschätzt werden.
σˆ2
k
=
Y k
T
RY k
trace(RV )
(1.18)
2gegeben durch R = I −G(GTG)−1GT mit I als Einheitsmatrix vom Rang p und G = V X
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Die durch die Daten und die Varianzbeschränkungen geschätzte Varianz-
Kovarianz-Matrix des Fehlers kann wiederum benutzt werden, um priore Vertei-
lungen der Parameter (geschätzt über Voxel) als Input für eine Bayessche Schät-
zung zu benutzen [38]. Um besser zu verstehen, woher solche a priori Werte kom-
men, soll die hierarchische Struktur der (üblichen) Analyse von fMRI-Zeitreihen
mit mehreren Beobachtungseinheiten (z. B. Versuchspersonen oder Voxel) skiz-
ziert werden. In der Regel werden zwei Ebenen unterschieden, wobei die erste
Ebene die Analyse von tatsächlichen Zeitreihen einzelner Versuchspersonen be-
zeichnet. Die Beobachtungseinheiten in dieser Darstellung sind um der Konven-
tion in der klassischen Analyse willen die Versuchspersonen. Auf der zweiten
Ebene gehen – wie oben kurz erwähnt – die Parameterschätzer β (oder Linear-
kombinationen) als Daten in das Modell höherer Ordnung ein, so dass sich fol-
gende Hierarchie ergibt:
Yn = X
(1)β(1)n + ǫ
(1)
β
(1)
N = X
(2)β(2) + ǫ(2) (1.19)
Hierbei ist β(1)n ein Vektor der Parameterschätzer der n-ten Versuchsperson und
β
(1)
N der Datenvektor der zweiten Ebene. Die erste Zeile in Gleichung (1.19) be-
schreibt die Analysegleichung der ersten Ebene, auch als Analyse mit festen Ef-
fekten bezeichnet, während die zweite Zeile eine Analyse auf der zweiten Ebe-
ne mit Zufallseffekten spezifiziert, wobei der Zufallsfaktor die Versuchspersonen
sind, d. h. die Ergebnisse sind generalisierbar auf die Population aus der die Ver-
suchspersonen zufällig gezogen wurden.
1.7.2 Statistische Inferenz in der Gegenwart multiplen Testens
Wie zu Beginn des Abschnitts 1.7.1 erwähnt, folgt die konventionelle Analyse von
fMRI-Zeitreihen einem massen-univariaten Ansatz, was bedeutet, dass die vielen
tausend Voxel zunächst als unabhängige Beobachtungen betrachtet werden. Die
Berechnung der Teststatistiken in jedem Voxel (seien es t-, F - oder andere Stati-
stiken), bereitet keine sehr großen Schwierigkeiten und wir können ein Bild des
Gehirns anfertigen, in dem jedem Voxel seine entprechende Teststatistik als Zah-
lenwert zugeordnet wird. Viel problematischer ist in diesem Zusammenhang die
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zufallskritische Absicherung von Effekten, d. h. eine gewählte Irrtumswahrschein-
lichkeit einzuhalten.
In der Regel werden vor einem Experiment zwei konkurrierende Hypothe-
sen formuliert, die sich gegenseitig ausschließen und wovon eine wahr sein muss.
In Worten gefasst handelt es sich hierbei zum einen um die Nullhypothese, d. h.
die Annahme, dass die unabhängige Variable keinen Einfluss auf die abhängi-
ge Variable hat. Zum anderen ist die Aussage der Alternativ-Hypothese, dass die
unabhängige Variable einen Effekt auf die abhängige Variable hat. Nach der Da-
tenerhebung und -auswertung folgt das Testen, wobei hier nur kurz auf die nicht
unwesentliche Unterscheidung zwischen Signifikanz- und Hypothesentests ein-
gegangen wird [104]: Der Fishersche Signifikanztest fasst mit seinem p-Wert die
Distanz zwischen den Daten und der Nullhyphothese zusammen und kann auch
im Einzellfall, verknüpft mit Hintergrundwissen und logischer Argumentation, zu
einer induktiven Inferenz gelangen [34].
Im Gegensatz hierzu kreierten Neyman und Pearson einen Ansatz zum indukti-
ven Verhalten, in welchem der spezielle p-Wert eines Datensatzes von untergeord-
neter Bedeutung ist [128]. Hier spezifiziert der Untersucher vor dem Experiment
die sog. Fehlerwahrscheinlichkeit 1. Art, womit die fehlerhafte Entscheidung des
Untersuchers gemeint ist, aufgrund seiner Daten die Nullhypothese zu verwer-
fen, obwohl sie wahr ist. Diese Fehlerwahrscheinlichkeit wird mit α bezeichnet
und quantifiziert die kritische Schwelle, mit der der empirische p-Wert verglichen
wird. Der Neyman-Pearson Ansatz verlangt ein mechanisches Verhalten bzw. eine
Entscheidung bzgl. der Verwerfung oder des Beibehaltens der Nullhypothese. Ist
der empirische p-Wert kleiner oder gleich der a priori akzeptierten Irrtumswahr-
scheinlichkeit α, dann verwirft der Untersucher die Nullhypothese zugunsten der
Alternativ-Hypothese. Hieraus ergeben sich vier unterschiedliche Kombinationen
zwischen der zugrunde liegenden Wahrheit bezüglich der Gültigkeit der beiden
konkurrierenden Hypothesen und der Entscheidung eines Versuchsleiters vor dem
Hintergrund seiner Daten. Diese vier Kombinationen sind in Tabelle 1.1 zusam-
mengefasst.
Konventionell wird die Fehlerwahrscheinlichkeit 1. Art auf α = 0,05 festge-
legt, was bedeutet, dass 5 % aller statistischen Tests, die diese Fehlerrate akzep-
tieren und die Nullhypothese verwerfen, eine falsch positive Entscheidung zu-
gunsten der Alternativ-Hypothese treffen. Ohne zusätzliche Information außer-
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Tabelle 1.1: Vierfelder-Tafel des Hypothesen-Testens
Wahrheit
H1 H0
Entscheidung richitg positiv falsch positiv
für H1 (RP) (FP)
Entscheidung falsch negativ richtig negativ
für H0 (FN) (RN)
halb des jeweiligen Datensatzes gibt es keinen statistischen Test, der in der Lage
ist, die konkreten falschen Entscheidungen zu identifizieren und zuzuordnen [49].
Angesichts des in der funktionellen Bildgebung prominenten massen-univariaten
Ansatzes bedeutet dies, dass wir bei 100.000 Voxeln 100.000 Hypothesen-Tests
durchführen würden und selbst wenn es in Wirklichkeit in keinem Voxel einen Ef-
fekt gibt, würden wir erwarten, in 5.000 Voxeln einen p-Wert kleiner oder gleich
0,05 zu finden und die Nullhypothese fälschlicherweise zu verwerfen.
Anhand der Vierfelder-Tafel sind die Begriffe Sensitivität und Spezifität in die-
sem Zusammenhang leicht zu erklären. Die Sensitivität ist der Anteil der richtigen
Zurückweisungen der Nullhypothese an der Gesamtzahl der tatsächlich richtigen
Alternativ-Hypothesen, oder:
Sensitivität = RP
RP + FN
(1.20)
Die Spezifität ist das Verhältnis der richtig beibehaltenen Nullhypothesen zur Ge-
samtzahl der tatsächlich richtigen Nullhypothesen, oder:
Spezifität = RN
RN + FP
(1.21)
1.7.2.1 Bonferroni-Korrektur
Um eine gewählte Fehlerwahrscheinlichkeit trotz einer hohen Anzahl unabhän-
giger Hypothesentests einzuhalten, muss die Schwelle einer Teststatistik ange-
passt werden, da die tatsächliche Irrtumswahrscheinlichkeit P FWE (FWE als Kür-
zel für family-wise error) in Abhängigkeit der K unabhängigen Tests wie folgt
steigt [17]:
P FWE = 1− (1− α)K (1.22)
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Abbildung 1.4: Links: Bild mit weißem Rauschen bei einer Auflösung von 100× 100 Pixeln.
Rechts: Dasselbe Bild geglättet mit einem Gauß-Filter von 10× 10 Pixeln FWHM.
Da α sehr klein ist, kann die Irrtumswahrscheinlichkeit durch die Bonferroni
Ungleichung P FWE ≤ Kα angenähert werden und eine Bonferroni-korrigierte
Schwelle αV für die individuellen Tests berechnet werden:
αV = P
FWE/K (1.23)
Die Bonferroni-Korrektur bezieht sich auf die Anzahl unabhängiger Tests und
führt bei Abhängigkeit zwischen Beobachtungen zu einer sehr konservativen Kor-
rektur. Die Beobachtungen in den Voxeln sind u. a. aufgrund der räumlichen Ver-
teilung des zugrunde liegenden BOLD Signals nicht unabhängig voneinander,
aber vor allem durch die räumliche Glättung der Daten (s. Abschnitt 1.6) ist die
Anzahl der unabhängigen Beobachtungen sehr viel kleiner als die Anzahl der Vo-
xel im Suchvolumen. Der Effekt der räumlichen Glättung ist in Abbildung 1.4 für
ein Bild mit weißem Rauschen illustriert.
1.7.2.2 Random Field Theory
Die Korrekturmethode nach der Random Field Theory (RFT) ist i. d. R. weniger
konservativ als Bonferroni, kontrolliert aber dennoch die Wahrscheinlichkeit ei-
nes FWE auf einem spezifizierten Level. Hierbei dient die sogenannte erwarte-
te Euler-Charakteristik des Statistik-Bildes als Schätzung für P FWE. Die Euler-
Charakteristik EC eines Bildes entspricht der Anzahl der „Blobs“ oder Cluster in
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A B
C D
Abbildung 1.5: A: Bild mit Signal (ausschließlich in der Mitte) plus weißem Rauschen (100×
100 Pixel). B: Geglättetes Bild aus A (Gauß-Filter von 10×10 Pixeln FWHM). C: Binär-Bild aus
A mit 708 Pixelwerten größer 1,5 (Anzahl der Cluster EC(1,5)=496). D: Binär-Bild aus B mit 46
Pixelwerten größer 1,5 (Anzahl der Cluster EC(1,5)=1).
dem Bild, nachdem es durch einen beliebigen Schwellenwert z in ein binäres Bild
umgewandelt wurde, ähnlich wie ein Schwellenwert für t in einem t-Statistik-Bild
„aktive“ und „nicht aktive“ Voxel trennt [189]. Abbildung 1.5 verdeutlicht, dass
bei hinreichend glatten Bildern und einem relativ hohen Schwellenwert die EC 0
oder 1 beträgt [190, 192], was für das nicht geglättete Bild bei gleicher Schwelle
jedoch nicht zutrifft. Das weiße Rauschen hat den Mittelwert 0 und Standardab-
weichung 1, d. h. man würde ohne Signal in dem Bild mit 10.000 Pixeln ca. 668
Bildpunkte mit einem Wert größer als 1,5 erwarten (P (z > 1,5) = 0,0668). Das
Signal mit einer Intensität von 1,5 in jedem Pixel besteht aus einem 10× 10 Bild-
punkten großen Quadrat in der Mitte des Bildes.
Zur Berechnung der erwarteten Euler-Charakteristik E[EC] benötigt man eine
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Schätzung der Glätte des Bildes bzw. eine Schätzung der resolution elements (RE-
SELs) im Suchvolumen [1, 84], deren Beschreibung den Rahmen dieser Doktor-
arbeit sprengen würde. Wenn das Suchvolumen mit einem Gauß-Filter geglättet
wurde, kann die Anzahl der RESELs in den D Raumdimensionen einfach ge-
schätzt werden [190]:
RESELD = V/FWHMD (1.24)
Hierbei ist V dasD-dimensionale Volumen der Suchregion und FWHM der Gauß-
Filter, mit dem die Daten geglättet wurden. Bei drei Dimensionen entspricht
RESELd folgenden Kennwerten:
• RESEL0: EC des Suchvolumens beim Schwellenwert z
• RESEL1: Durchmeser des Suchvolumens in RESELs
• RESEL2: Oberfläche des Suchvolumens in RESELs
• RESEL3: Volumen der Suchregion in RESELs
Die erwartete Euler-Charakteristik E[EC] beim Schwellenwert z kann mittels
E[EC] =
3∑
D=0
RESELdECd(z) ≈ P FWE (1.25)
berechnet werden, wobei ECd(z) die Dichte der d-dimensionalen Euler-
Charakteristik angibt und vom Schwellenwert z und der Art des Statistik-Bildes
abhängt. In Worsley et al. [192] werden diese Dichten für Gauß-, t-, χ2- und F -
Felder beschrieben.
1.7.2.3 Monte-Carlo Methode
Die Anwendung der Monte-Carlo Methode (MCM) zur Korrektur multipler Ver-
gleiche bezieht sich auf die Methode von Slotnick, die speziell für Datensätze aus
der funktionellen Bildgebung entwickelt wurde [167]. Das Prinzip von Monte-
Carlo Methoden ist relativ einfach: Danach wird eine große Anzahl von Daten
unter der Nullhypothese generiert, um eine adäquate Schwelle bestimmen zu kön-
nen, die sicherstellt, dass nicht mehr (falsch) positive Ergebnisse geliefert werden,
als durch α spezifiziert. Insofern kann durch MCM, ähnlich wie Bonferroni und
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RFT, die Wahrscheinlichlkeit eines FWE kontrolliert werden. Das Programm von
Slotnick [166] liefert eine Mindestgröße eines aktivierten Clusters, damit die Null-
hypothese in den zu diesem Cluster gehörenden Voxel verworfen werden kann.
Daher kann diese Methode nicht den Family-Wise Error, sondern lediglich den
hier so genannten Cluster-Wise Error (CWE) kontrollieren und die Wahrschein-
lichkeit eines CWE wird hier mit u bezeichnet. Die Prozedur verläuft nach fol-
gendem Schema:
1. wähle die Fehlerwahrscheinlichkeit u für einen CWE,
2. wähle eine Fehlerwahrscheinlichkeit αV für den Test gegen die Nullhypo-
these in einem Voxel, also eine unkorrigierte Schwelle,
3. bestimme die Rahmenbedingungen für die Simulationen,
4. generiere eine große Zahl (≥ 1000) von Daten unter der Nullhypothese und
bestimme alle Voxel größer αV ,
5. bestimme die relative Häufigkeit (f(Ci)), mit der ein Cluster C der Größe i
(i = 1, . . . , K) zusammenhängender Voxel in den Simulationen auftritt,
6. lasse k das kleinste i sein, für das folgende Ungleichung gilt:
f(Ci) ≤ u , (1.26)
7. verwerfe die Nullhypothese in den Clustern, die nach Anwendung der
Schwelle αV mindestens k Voxel umfassen.
Zu den Rahmenbedingungen unter Punkt 3 gehören z. B. das Field of View (FoV)
bzw. die räumliche Abdeckung der EPI-Bilder, die Voxelgröße und Dimensionie-
rung der EPI-Rohdaten und auch der normalisierten Daten sowie der FWHM des
Gauß-Filters, mit dem die Daten geglättet wurden. Entscheidend für jede MCM
ist, wie gut die jeweiligen Rahmenbedingungen in den Simulationen umgesetzt
sind, um eine valide Absicherung gegen falsche Entscheidungen zu gewährlei-
sten.
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1.7.2.4 Falsch-Positiv Rate
Methoden zur Korrektur multipler Vergleiche kontrollieren die Fehlerwahrschein-
lichkeit 1. Art und stellen somit sicher, dass auf lange Sicht die Rate eines falsch
positiven Ergebnisses über alle Experimente hinweg nicht größer als die gewählte
Schwelle α ist. Methoden zur Kontrolle der Falsch-Positiv Rate (False Discovery
Rate, FDR) hingegen kontrollieren auf lange Sicht die Rate der falsch positiven
Entscheidungen unter allen abgelehnten Nullypothesen innerhalb eines Experi-
ments mit multiplen Vergleichen [45, 68]. Bezogen auf die Vierfelder-Tafel aus
Tabelle 1.1 bedeutet das:
FDR =
FP
FP + RP
(1.27)
Nach einem Experiment ist allerdings nur der Term im Nenner bekannt, nicht je-
doch die einzelnen Summanden FP und RP. Auf lange Sicht stellt eine Kontrolle
der FDR sicher, dass der Quotient aus Formel (1.27) im Durchschnitt bei einer
gewählten Schwelle q liegt. Wie hoch die FDR tatsächlich für ein individuelles
Experiment ist, bleibt aufgrund der Unbekannten im Nenner verborgen. Eine Pro-
zedur zur Konrolle der FDR wurde von Benjamini und Hochberg [68] vorgestellt
und von Genovese et al. [45] für die Anwendung in der funktionellen Bildgebung
vorgeschlagen. Danach kann die FDR mit Hilfe folgender vier Schritte kontrolliert
werden:
1. man wähle eine Schwelle q für die FDR-Rate, die man bereit ist zu akzep-
tieren (0 < q < 1),
2. ordne die p-Werte der K Voxel aufsteigend: p(1) < p(2) < . . . < p(K) ,
3. lasse den Index r das größte i sein, für das folgende Ungleichung erfüllt ist:
p(i) ≤ i
K
q
c(K)
, (1.28)
4. verwerfe die Nullhypothese in den Voxeln K(1), . . . , K(r).
Hierbei beschreibt c(K) eine arbiträre Kovarianzstruktur zwischen den Voxeln,
wobei für viele fMRI-Datensätze positive Abhängigkeit angenommen und daher
c(K) = 1 gewählt werden kann [45].
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Tabelle 1.2: Sensitivitäten und Spezifitäten der Kontrollmethoden für die zehn Datensätze aus
Abbildung 1.6. Die Werte der Spezifitäten sind nach unten gerundet worden.
Sensitivität Spezifität
Datensatz keine Bonf. MCM FDR keine Bonf. MCM FDR
1 1,00 0,22 1,00 0,60 0,89 1,00 0,99 0,99
2 0,98 0,20 0,98 0,56 0,90 1,00 0,99 0,99
3 0,99 0,24 0,99 0,55 0,90 1,00 0,99 0,99
4 0,99 0,24 0,99 0,54 0,90 1,00 0,99 0,99
5 0,99 0,31 0,99 0,62 0,90 1,00 0,99 0,99
6 1,00 0,19 1,00 0,65 0,90 1,00 0,99 0,99
7 0,99 0,22 0,99 0,59 0,89 1,00 0,99 0,99
8 0,98 0,31 0,98 0,64 0,90 0,99 0,99 0,99
9 0,98 0,26 0,98 0,62 0,90 1,00 0,99 0,99
10 0,99 0,23 0,99 0,69 0,89 1,00 0,99 0,99
1.7.2.5 Zusammenfassung und Gegenüberstellung
Eine tatsächliche Kontrolle über die Fehlerwahrscheinlichkeit 1. Art liefern die
Korrekturmethoden nach Bonferroni und nach der RFT. Beide Verfahren sind
prinzipiell sehr ähnlich, da sie die Wahrscheinlichkeit eines Fehlers 1. Art über
die Höhe der individuellen Teststatistiken kontrollieren. In SPM wird von den bei-
den Methoden die liberalere als Schwelle angenommen, um den Fehler 1. Art zu
kontrollieren3. Die MCM hingegen kontrolliert die Wahrscheinlichkeit eines Feh-
lers über die Größe eines Clusters, was bedeutet, dass die Nullhypothese nicht in
einzelnen Voxeln zurückgewiesen werden kann, es sei denn αK ist im Vergleich
zu α hinreichend klein. In solchen Fällen ist es evtl. angebracht, eine der ande-
ren beiden Korrektur-Methoden (Bonferroni bzw. RFT) zu wählen. Die Kontrolle
der FDR kann, wie bereits gesagt, die Rate der falsch Positiven nur langfristig,
nicht jedoch für individuelle Experimente sicherstellen, weshalb diese Methode
oft als explorativ bezeichnet wird [178]. In Abbildung 1.6 sind die vorgestellten
Methoden anhand von zehn generierten Datensätzen veranschaulicht und Tabel-
le 1.2 gibt die jeweiligen Kennwerte für Sensitivität und Spezifität an. Alle Da-
3In seltenen Fällen führt die RFT zu konservativeren Schwellen als Bonferroni.
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tensätze bestehen aus zufälligen Werten (µ = 0, σ2 = 1) für jedes der 100×100
Pixel, wobei auf die Werte in einem 10 × 10 Pixel großen Bereich in der Mitte
ein Signal der Größe 3,5 aufaddiert wurde. Für jeden der zehn Datensätze wurde
die Schwelle nach unterschiedlichen Methoden bestimmt und das binäre Bild mit
den Pixeln über der jeweiligen Schwelle dargestellt. Die Fehlerwahrscheinlich-
keit bzw. FDR beträgt nach der jeweiligen Methode 10%, wobei die MCM bei
αV = 0,1 und u = 0,1 eine Clustergröße von k ≥ 12 Pixel lieferte. Für Bon-
ferroni und MCM sind falsch Positive mit „FWE“ bzw. „CWE“ gekennzeichnet.
Es fällt auf, dass MCM viele falsch positive Pixel berichtet, wenn sie räumlich
an das Cluster mit dem tatsächlichen Signal angrenzen. Bei der FDR sind jeweils
die konkreten FDR-Raten angegeben, die bei dieser gewählten Schwelle für q auf
lange Sicht das Mittel von 10% nicht überschreiten darf.
Es sei betont, dass die Gegenüberstellung hier lediglich einen Eindruck der
Methoden vermitteln soll und keineswegs einen quantitativen Vergleich ermög-
licht, da hierfür eine sehr viel größere Zahl von Simulationen und Variationen des
Signals in Raum und Intensität nötig wären. Eine Evaluation der MCM ist beson-
ders schwierig, da ihre Validität davon abhängt, wie gut alle Rahmenbedingungen
erfüllt sind. Die hier vorgestellte Monte-Carlo Methode eignet sich z. B. nicht zur
Entdeckung eines Signals, das räumlich verteilt in einzelnen Pixeln vorhanden
ist, da die statistische Absicherung über die räumliche Ausdehnung eines Clusters
erfolgt. Eine mathematisch elaboriertere Zusammenfassung samt Illustration an
simulierten und realen Daten liefert eine Evaluation von Logan und Rowe [107]
über verschiedene Methoden zur Kontrolle des FWE oder der FDR. Die Darstel-
lung beschränkt sich auf diese Methoden, da sie in der praktischen Forschung rela-
tiv häufig verwendet werden. Auf einen konzeptuell interessanten Ansatz, der die
Anzahl der „wahren“ Nullhypothesen innerhalb der Menge der multiplen schätzt,
sei hier lediglich verwiesen [179].
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1,6 %
18,8 %
6,8 %
CWE 8,5 %
11,4 %
9,7 %
3,3 %
FWE 13,5 %
7,5 %
A: unkontrolliert B: Bonferroni C: Monte−Carlo D: FDR−Kontrolle
11,5 %
Abbildung 1.6: Anwendung vier verschiedener Korrekturmöglichkeiten (α = 0, 10) an zehn
generierten Bildern mit einem Signal in der Mitte (detaillierte Erklärung im Text).
A: Keine Kontrolle. B: Kontrolle des FWE bei α über die Höhe der Teststatistik (hier: Bonferroni).
C: Kontrolle des CWE bei u = α. D: Kontrolle der FDR bei q = α.
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1.7.3 Bayessche Statistik
Bei der Inferenz in der klassischen Statistik wird die Wahrscheinlichkeit errech-
net, dass ein Ereignis unter Gültigkeit der Nullhypothese eintritt, also P ( Y |H0 ),
wobei Y die Daten und H0 die Nullhypothese kennzeichnet. Nach dem Theorem
von Bayes ist die bedingte Wahrscheinlichkeit für H0 gegeben die Daten Y pro-
portional zur Wahrscheinlichkeit der Daten unter Gültigkeit von H0 multipliziert
mit der Wahrscheinlichkeit von H0. Aufgrund des Satzes der totalen Wahrschein-
lichkeit gilt ferner:
P (H0 | Y ) = P ( Y |H0 ) P (H0 )
P ( Y |H0 ) P (H0 ) + P ( Y |H1 ) P (H1 ) (1.29)
Ein empirisches Bayes-Verfahren (PEB, engl.: parametric empirical Bayes) kann
nun errechnet werden, indem die Wahrscheinlichkeit der Gültigkeit von H0 (al-
so P (H0)) hinsichtlich ihres bedingten Erwartungswertes unter Berüchsichtigung
der Kovarianz über alle Voxel hinweg geschätzt wird [40, 134]. Hierbei sind al-
so die Voxel die Beobachtungseinheiten, was nicht zwingend der Fall sein muss,
aber auf die Bayessche Inferenz zutrifft, die im Programmpaket SPM2 enthal-
ten ist. Der Vorteil bzw. die zusätzliche Information eines solchen Bayesschen
Ansatz in der funktionellen Bildgebung liegt zum einen in der Möglichkeit, eine
bestimmte Größe eines Effektes zufallskritisch abzusichern. Zum anderen kann –
im Gegensatz zur klassischen Inferenz – die Abwesenheit eines solchen Effektes
geprüft werden. Eine weitere Anwendung für Bayessche Statistik in der funktion-
ellen Bildgebung könnte in der Berechnung von Bayes-Faktoren als Ergänzung
zu klassischen Teststatistiken liegen. Mit Hilfe des Bayes-Faktors kann unter der
Annahme einer a priori Wahrscheinlichkeit für H0 (und damit auch für H1, da
P (H1) = 1− P (H0)) und der empirisch gefundenen Daten Y das Verhältnis der
a posteriori Wahrscheinlichkeiten für H0 und H1 gegeben Y wie folgt berechnet
werden:
P (H0 | Y )
P (H1 | Y )︸ ︷︷ ︸
posterior Odds
=
P ( Y |H0 )
P ( Y |H1 )︸ ︷︷ ︸
Bayes Faktor
P (H0 )
P (H1 )︸ ︷︷ ︸
prior Odds
(1.30)
Abbildung 1.7 veranschaulicht die Wahrscheinlichkeitsdichte des Effektes Z =
1,5 unter den Hypothesen „der Effekt beträgt Z = 0“ (schwarz), bzw. „der Effekt
beträgt Z = 1,5“ (blau, durchgezogen) oder „der Effekt beträgt Z = 2,5“ (blau,
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Abbildung 1.7: Anschauung von Bayes-Faktoren. Ein Z-Wert von 1,5 hat unter verschiedenen
Hypothesen verschiedene Dichten und daher verändert sich der Bayes-Faktor in Abhängigkeit von
der Wahl der exakten Hypothesen.
gestrichelt). Hierbei gibt Z den Effekt in Einheiten des Standardfehlers vom Null-
effekt an.
Die durch Daten maximal unterstützte (exakte) Alternativ-Hypothese über
einen Effekt ist immer der gefundene Effekt, wie es in Abbildung 1.7 mit ei-
nem Effekt von Z = 1,5 und der blau durchgezogenen Linie veranschaulicht ist.
Der minimale Bayes-Faktor ist der Quotient der Wahrscheinlichkeitsdichten unter
der Nullhypothese und der maximal unterstützten Alternativ-Hypothese und ist
im Falle normalverteilter Daten durch den Term e−Z2/2 mit e als der Eulerschen
Zahl gegeben [51]. Für einen beobachteten Effekt Z in den Daten Y kann un-
ter der Annahme einer a priori Wahrscheinlichkeit für H0 (geschrieben P0(H0))
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die Wahrscheinlichkeit a posteriori für H0 (geschrieben P1(H0)) geschätzt wer-
den [51]:
P1(H0 ) ≈ posterior Odds
1 + posterior Odds
⇒ P1(H0 ) ≈
e−Z
2/2 P0(H0)
1−P0(H0)
1 + e−Z2/2 P0(H0)
1−P0(H0)
(1.31)
Das Näherungszeichen in Formel (1.31) soll verdeutlichen, dass die Schätzung
auf dem minimalen Bayes-Faktor und damit lediglich auf der maximal unterstütz-
ten Alternativ-Hypothese beruht. Die berechnete a posteriori Wahrscheinlichkeit
wäre exakt, wenn die beiden zur Disposition stehenden Hypothesen exakt sind
und man sicher weiß, dass eine der beiden Hypothesen wahr ist (d. h. es gilt:
P (H0) + P (H1) = 1). Letzteres gilt nur, wenn der theoretisch mögliche Parame-
terraum durch beide Hypothesen komplett abgedeckt wird, was bei exakten Hy-
pothesen eigentlich nie der Fall ist. Aus diesen Gründen ist die hier beschriebene
a posteriori Wahrscheinlichkeit für H0 keine exakte Größe, sondern lediglich ihre
untere Grenze unter der Annahme der a priori Wahrscheinlichkeiten und ange-
sichts der Daten.
Obwohl durchaus Prozeduren zur Berechnung des Bayes-Faktors von nicht-
exakten Hypothesen existieren, mit deren Hilfe a posteriori Wahrscheinlichkei-
ten genauer geschätzt werden können, wird die Darstellung auf den minimalen
Bayes-Faktor und exakte Hypothesen beschränkt. Viele dieser Prozeduren sind an
sich sehr rechenintensiv und daher wegen des massen-univariaten Ansatzes in der
funktionellen Bildgebung unpraktikabel. Ferner sind solche Verfahren nicht stan-
dardmäßig in Statistikpaketen enthalten, so dass lediglich die Implementierung
der einfachen Methode, auf der auch die Ergebnisse in Abschnitt 4.2.5 beruhen,
im Rahmen dieser Doktorarbeit näher ausgeführt wird.
Der Zusammenhang zwischen der a posteriori Wahrscheinlichkeit für H0 in
Abhängigkeit der prior Odds bzw. der a priori Wahrscheinlichkeit P (H0) und
eines empirisch ermittelten Effekts Z ist in Abbildung 1.8 graphisch veranschau-
licht. Aus dieser Abbildung geht u. a. hervor, dass die bedingte Wahrscheinlich-
keit der Daten gegeben H0 — also der p-Wert einer Statistik — wenig über das
Verhältnis der Wahrscheinlichkeiten der Null- und Alternativ-Hypothese aussagt,
geschweige denn über die Wahrscheinlichkeit der Nullhypothese [50]. Nehmen
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Abbildung 1.8: Geschätzte a posteriori Wahrscheinlichkeit vonH0 in Abhängigkeit der a priori
Wahrscheinlichkeit und der Abweichung vom Nulleffekt in Standardfehlern.
wir an, ein beliebiges Experiment findet eine Abweichung von Z = 1,645 Stan-
dardfehlern vom Nullwert, dann ist der zugehörige p-Wert für einen gerichteten
Test 0,05 (und eine nicht-exakte Nullhypothese — H0 : Z ≤ 0 — kann bei
einer akzeptierten Irrtumswahrscheinlichkeit von α = 0,05 verworfen werden).
Bei gleichen a priori Wahrscheinlichkeiten der Null- und Alternativ-Hypothese
(P0(H0) = P0(H1) = 0,5) wird nach Formel (1.31) eine posteriore Wahrschein-
lichkeit von 0,205 berechnet (vgl. gestrichelte Linie in Abbildung 1.8), was sehr
viel höher ist, als p = 0,05 suggeriert.
Kapitel 2
Zielsetzung und Hypothesen
Das primäre Ziel dieser Arbeit bestand in der Identifikation von Hirnregionen,
deren Aktivierung sich zwischen schizophrenen Patienten und gesunden Kontrol-
len unterscheidet, wenn sie verschiedene emotionale Gesichter verarbeiten. Da-
her lag die Erfassung solcher Gruppenunterschiede – zunächst unabhänig von
ihrer Lokalisation und Richtung – im Fokus dieser Arbeit. Da die unabhängige
Variable Emotion entscheidenden Einfluss auf Unterschiede zwischen den quasi-
experimentellen Gruppen haben kann, wurde sie als Faktor mit im Design aufge-
nommen.
Der Begriff „Aktivierungsunterschiede“ bezieht sich in dieser Arbeit in der
Regel auf Unterschiede der Aktivierungsstärke innerhalb anatomisch umschrie-
bener Einheiten. Das heißt zum einen wurde in dieser Arbeit Abstand genommen
von einer eher qualitativen Beurteilung von Gruppenunterschieden in „Aktivie-
rungsmustern“, die für alle Gruppen getrennt Einstichprobenstatistiken berech-
nen würde und versucht – nach Anwendung einer Schwelle für die statistischen
Kennwerte – resultierende Unterschiede in den Mustern zwischen den Gruppen
zu interpretieren. Zum anderen ist mit anatomisch umschriebenen Einheiten ge-
meint, dass Interaktionen zwischen Regionen und Gruppen [74] nur sehr einge-
schränkt berücksichtigt werden. Im Rahmen von voxelweisen Vergleichen wer-
den solche Interaktionen gar nicht erfasst (vgl. Abschnitt 3.4.2), während später
vorgestellte regionale Analysen die Hemisphäre als Faktor mit aufnimmt (vgl.
Abschnitt 3.4.3), wobei allerdings lediglich Unterschiede zwischen homologen
Arealen mit erfasst werden können.
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Ausgehend von dem Modell der Verarbeitung von Gesichtern nach Haxby
(vgl. Abschnitt 1.2), ist ein ausgedehntes Netzwerk verschiedener Regionen an
unterschiedlichen Subprozessen bei der Gesichtsverarbeitung beteiligt. Diese Re-
gionen, die in Abbildung 1.1 zusammengefasst sind, bilden die Grundlage für die
Hypothesenbildung dieser Arbeit, wobei in Abhängigkeit der unterstellten Funk-
tion dieser Areale und beeinträchtigten kognitiven und emotionalen Prozessen bei
schizophren Erkrankten, Gruppenunterschiede erwartet werden.
Limbische Regionen, vor allem die Amygdala und der anteriore cinguläre Cor-
tex, spielen eine große Rolle bei der Verarbeitung von emotionalen Stimuli, was
das limbische System ins Zentrum der vorliegenden Arbeit rückte, da emotionale
Gesichter allen Probanden präsentiert wurden und emotionale Defizite ein kenn-
zeichnendes Merkmal der Schizophrenie ist. Die erste Hypothese lautete daher,
dass die Aktivität in der Amygdala bei den Gesunden höher sein würde als bei
schizophrenen Patienten, bei der Darbietung emotionaler Gesichter. Die zweite
Hypothese behauptete ebenfalls eine höhere Antwort der Gesunden im Vergleich
zu den Patienten im anterioren cingulären Cortex bei emotionalen Stimuli. Ferner
wurde in beiden Regionen erwartet, dass die Gesunden eine Aktivierung dieser
beiden Areale aufweisen.
Der präfrontale Cortex wird ebenfalls mit Emotionen in Verbindung gebracht,
wenn auch nicht so spezifisch wie das limbische System. Auch wenn der Begriff
der „Hypofrontalität der Schizophrenie“ geprägt wurde, fällt aufgrund der un-
einheitlichen Befundlage eine gerichtete Vorhersage schwer, zumal diese Region
anatomisch so ausgedehnt ist, dass durchaus Effekte in beide Richtungen in einer
Studie beobachtet werden können. Es bleibt festzuhalten, dass der präfrontale Cor-
tex aufgrund sowohl des verwendeten Stimulusmaterials als auch der untersuchten
Patientengruppe eine hochinteressante Hirnregion darstellt. Dennoch lassen sich
wegen seiner Größe und seiner funktionellen Heterogenität keine gerichteten Hy-
pothesen ableiten.
Da schizophrene Patienten in mehreren Sudien messbare Defizite bei der Ver-
arbeitung von Gesichtern auf der Verhaltensebene aufwiesen, sollten Unterschiede
in der Aktivierung von Regionen des visuellen Kernsystems zwischen den Grup-
pen zugunsten der gesunden Probanden ausfallen. Erwartungsgemäß sollten bei-
de Gruppen jedoch Teile des occipitalen Cortex, den Gyrus fusiformis und den
Sulcus temporalis superior aktivieren. Differenzen zwischen den Gesunden und
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den Patienten sollten in den letzten beiden Regionen positiv ausfallen, wobei für
den Occipitallappen aufgrund seiner Größe ähnliches gilt wie für den präfrontalen
Cortex.
Kapitel 3
Methoden
3.1 Design und experimenteller Aufbau
Das Stimulusmaterial für die Emotionsdiskrimination bestand aus farbigen Bil-
dern, die die Gesichter von insgesamt 96 verschiedenen Schauspielern zeigten.
Diese 48 männlichen und 48 weiblichen Personen gehörten gemäß dem jeweili-
gen relativen Anteil in der amerikanischen Bevölkerung 4 unterschiedlichen ethni-
schen Gruppen an (weiße, schwarze, asiatische und südamerikanische Personen).
Zweiunddreißig der 96 Schauspieler wurden instruiert neutral zu schauen, als sie
sich ablichten ließen. Die anderen 64 Personen wurden sowohl neutral als auch
mit einem emotionalen Gesichtsausdruck fotographiert. Hierbei drückten diese
Schauspieler jeweils eine der folgenden Emotionen aus: Freude, Trauer, Ärger
oder Furcht. Sie sollten die jeweilige Emotion mittels zweier verschiedener Tech-
niken zum Ausdruck bringen: einmal durch bloßes posieren (posiert) und zum
anderen sollten die Schauspieler sich in eine der Emotionen hineinversetzen (evo-
ziert). Eine genaue Darstellung der Konstruktion des Stimulusmaterials ist in Gur
et al. [53] zu finden. Dieses Stimulusmaterial ist auch unter dem Kürzel FEBA
bekannt (Facial Expressions for Brain Activation).
Die Emotionsdiskrimination wurde in vier Durchgänge eingeteilt, in denen die
Probanden jeweils auf eine der vier Emotionen achten sollten, wobei per Tasten-
druck zu entscheiden war, ob das präsentierte Gesicht die jeweilige Zielemotion
ausdrückte oder nicht. Pro Durchgang wurden insgesamt 120 Gesichter dargebo-
ten, von denen 32 die Zielemotion ausdrückten. Allerdings wurden diese von nur
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Tabelle 3.1: Häufigkeiten der Gesichter in den unterschiedlichen Durchgängen. Die Zahlen unter
der Spalte neutral beziehen sich für die Emotionsdiskrimination auf die Anzahl immer neutral
schauender Gesichter (links) bzw. auf Gesichter, die auch emotional gezeigt werden (rechts). In
der Wiedererkennung beziehen die sich Zahlen auf die Anzahl der neutralen Zielreize (links) bzw.
auf die Anzahl der ebenfalls neutralen Distraktoren (rechts). In der Altersdiskrimination ist die
jeweilige Anzahl der Gesichter angegeben, die jünger bzw. älter als 30 Jahre sind.
Durchgang präsentiertes Gesicht
(Zielemotion) freudig traurig ärgerlich ängstlich neutral
H S A F N
Freude Hap 32 11 10 11 40 16
Trauer Sad 11 32 11 10 40 16
Ärger Ang 10 11 32 11 40 16
Furcht Fea 11 10 11 32 40 16
Wiedererkennung Rec 16 16 16 16 32 48
Altersdiskrimination Age 16 16 16 16 28 28
16 Schauspielern dargeboten, nämlich einmal in der posierten und einmal in der
evozierten Version. Weiterhin waren in jedem Durchgang insgesamt 32 emotiona-
le Bilder zu sehen, wobei diese sich jeweils aus zweimal 11 und einmal 10 Bildern
der anderen drei Emotionen zusammensetzten. Ferner wurden in einem Durch-
gang insgesamt 56 neutrale Bilder dargeboten, wovon 16 die Darstellung neutraler
Gesichtsausdrücke von sonst emotional aufgenommenen Personen waren und die
anderen 40 Bilder von den 32 nur neutral schauenden Personen stammten. Diese
Zusammenstellung hatte zur Folge, dass der Proband nach den vier Durchgängen
der Emotionsdiskrimination jede Person genau fünfmal gesehen hat: jede emo-
tional präsentierte Person zweimal posiert emotional, zweimal evoziert emotional
und einmal neutral sowie jede neutral dargestellte Person genau fünfmal.
Jedes Gesicht wurde für 2 s dargeboten, gefolgt von einem leeren Bildschirm
von 1 s. Um einen Plateau-Effekt zu vermeiden und das BOLD-Signal zeitweise
abklingen zu lassen, wurden so genannte Null-Events (leerer Bildschirm) rando-
misiert eingefügt, die insgesamt 60 s pro Durchgang umfassten, während jedes
einzelne Ereignis 1,5 s, 3 s oder 4,5 s lang war. Der Proband war instruiert, wäh-
rend eines Durchgangs auf eine bestimmte Zielemotion zu achten und mit dem
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Abbildung 3.1: Beispielhafte Bilder aus den unterschiedlichen Bedingungen.
linken Zeigefinger eine Taste zu drücken, wenn das präsentierte Gesicht die Ziele-
motion ausdrückte und mit dem rechten Zeigefinger zu drücken, wenn das Gesicht
eine andere Emotion zeigte oder neutral schaute.
An die Emotionsdiskriminationsaufgabe schloss sich eine Wiedererkennungs-
aufgabe an, in der alle 96 Personen der ersten vier Durchgänge wiedererkannt wer-
den sollten (64 während der Enkodierung emotional und 32 neutral präsentierte)
und von 48 Distraktoren, d. h. erstmals dargebotenen Personen zu unterscheiden
waren. Hierbei wurden alle Gesichter in ihrer neutralen Version gezeigt. Der Pro-
band sollte mit dem linken Zeigefinger drücken, wenn die dargebotene Person in
einem der vier Durchgänge zuvor bereits gezeigt worden war und mit dem rechten
Zeigefinger, wenn der Proband der Meinung war, die Person zum ersten Mal zu
sehen. Im sechsten und letzten Durchgang wurden alle evoziert-emotionalen Ge-
sichter präsentiert sowie 28 neutrale Gesichter von den 32 neutralen Personen und
28 neutrale Gesichter, die in der Wiedererkennungsaufgabe erstmals dargeboten
wurden. Der Proband war instruiert, mit dem linken Zeigefinger zu drücken, wenn
er meinte, die Person sei jünger als 30 Jahre und mit dem rechten Zeigefinger,
wenn er glaubte, die Person sei älter. Ähnlich wie bei der Emotionsdiskrimination
wurden auch in den beiden letzten Durchgängen Null-Events randomisiert einge-
fügt, die dieselben zeitlichen Parameter hatten, wie in den Durchgängen zuvor.
Tabelle 3.1 fasst die Anzahl der präsentierten Stimuli pro Durchgang zusammen
und führt die hier benutzten Abkürzungen ein. Wichtig ist die Unterscheidung
zwischen der Emotionalität des präsentierten Gesichts (mit einem Buchstaben ab-
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gekürzt) und der Zielemotion, auf die während eines Durchgangs geachtet werden
musste (abgekürzt mit drei Buchstaben).
Die genaue Stimulusabfolge der unterschiedlichen Ereignistypen (inklusive
Null-Events) sind mit einem dafür vorgesehenen Programm hinsichtlich ihrer Ef-
fizienz und „Zufälligkeit“, d. h. ihrer Entropie, optimiert worden [27]. Die Rand-
bedingungen für die Berechnung der Sequenzen waren neben einiger Messpara-
meter (Anzahl der Messzeitpunkte und Wiederholzeit) und einiger experimentel-
ler Parameter (Anzahl der Events und der Ereignistypen, Interstimulusintervall)
die gewünschte Abtastrate und -weite der kanonischen HRF (jeweils 2/3 Hz und
21 s).
3.2 Stichproben
Generell wurden rechtshändige Probanden im Alter zwischen 18 und 50 Jahren
gesucht, die für funktionelle Messungen im Kernspintomographen in Frage ka-
men. Aus technischen Gründen gibt es eine Reihe an Ausschlusskriterien für funk-
tionelle Messungen wie Platzangst, nicht ablegbare metallische Gegenstände am
oder im Körper (z. B. Herzschrittmacher oder Brücken) oder Tätowierungen ober-
halb des Bauchnabels. Außerdem sind nur Probanden untersucht worden, die im
Scanner die Stimuli ausreichend sehen konnten, weshalb sowohl Menschen, deren
(korrigierte) Sehkraft nicht ausreichte, ausgeschlossen wurden, als auch Leute mit
einem zu großen Körperumfang, da die Stimuli über das Fußende in den Scanner
hinein auf einen Bildschirm projiziert wurden.
Nach einer Messung sind die Kopfbewegungen des Probanden anhand der
Parameter der Bewegungskorrektur kontrolliert worden. Außerdem wurde über-
prüft, ob die funktionellen Aufnahmen des Gehirns das Volumen über die gesam-
te Zeitreihe hinweg ausreichend abdeckte. Die Messungen von 8 schizophrenen
und 11 gesunden Probanden wurden verworfen, weil sie sich um mehr als ei-
ne Voxelgröße (ca. 3 mm) bewegten oder weil – bedingt durch eine mangelhafte
Schichtführung der EPI-Sequenzen – die räumliche Abdeckung des Gehirns ent-
weder dorsal oder rostral nicht ausreichend war. Die folgenden Stichprobenbe-
schreibungen beziehen sich daher auf eine Kernstichprobe von 17 gesunden Kon-
trollprobanden (hier auch kurz als Kontrollen bezeichnet) und 17 schizophrenen
Patienten (jeweils 6 Frauen und 11 Männer), deren Messungen schließlich in die
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Tabelle 3.2: Demographische und neuropsychologische Daten der Kernstichprobe. Die beiden
Werte in den Spalten Mittelwert und Stabdardabweichung beziehen sich jeweils auf die Werte
der Gesunden (links) bzw. der Patienten (rechts). Die letzten drei Spalten geben den t-Wert, die
Freiheitsgrade und den zweiseitigen p-Wert des t-Tests für unabhängige Stichproben an.
Variable Mittelwert Standardabw. T df p
Kon. Pat. Kon. Pat.
Alter 34,24 34,35 7,67 8,79 −0,04 32 0,967
Bildung 13,18 12,18 3,05 3,19 0,94 32 0,357
Bildung der Eltern 10,82 8,82 2,85 3,56 1,65 32 0,111
BFRT 47,88 45,19 2,98 4,15 2,15 31 0,039∗
PERT Treffer 31,88 30,5 3,16 5,08 0,93 29 0,362
PERT Reaktionszeit 2,56 3,37 0,83 2,09 −1,47 29 0,153
Analyse eingingen.
Die beiden Gruppen unterschieden sich nicht signifikant hinsichtlich ihres
Alters, ihrer eigenen Bildung oder der Bildung ihrer Eltern (vgl. Tabelle 3.2).
Zwei neuropsychologische Tests zur Erfassung der Fähigkeit zur Gesichtererken-
nung sind ebenfalls durchgeführt worden. Der Benton Facial Recognition Test
(BFRT) [12] erfasst die Fähigkeit, die Identität einer Person anhand unterschied-
licher Fotos zu erkennen und von anderen zu diskriminieren, während der Penn-
sylvania Emotion Recognition Test (PERT) [52] die Fähigkeit zur Erkennung von
Emotionen in Gesichtsausdrücken testet. Im BFRT erreichten die Gesunden si-
gnifikant höhere Leistungen als die Patienten, während Gruppenunterschiede im
PERT weder hinsichtlich der Trefferrate noch bezüglich der Reaktionszeiten si-
gnifikant wurden (vgl. Tabelle 3.2). Wegen technischer Probleme fehlen die Da-
tensätze des PERT von drei Patienten und bei einem weiteren Patienten lagen
keine Daten des BFRT vor. Keiner der 33 Probanden, die den BFRT durchführ-
ten, hatte laut Manual Defizite in der Erkennung von Gesichtern im Sinne einer
Prosopagnosie, allerdings waren die Werte zweier Patienten grenzwertig.
Alle Patienten sind nach einem strukturierten klinischen Interview nach DSM-
IV [187] als schizophren eingestuft worden, während die Kontrollprobanden we-
der selbst noch familiär psychiatrische Auffälligkeiten aufwiesen. Bei den Pati-
enten wurde außerdem kontrolliert, ob aktuell eine Komorbitität mit einer ande-
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Tabelle 3.3: Mittelwerte und Standardabweichungen der PANSS-Skalen von 13 Patienten und
15 Kontrollen der beiden Stichproben.
Variable Mittelwert Standardabweichung
PANSS Kontollen Patienten Kontrollen Patienten
positiv 7,60 16,62 1,84 6,24
negativ 7,00 20,08 0,00 8,95
allgemein 16,60 38,00 1,59 12,25
ren psychiatrischen oder neurologischen Störung vorlag, was zum Ausschluss aus
der Studie geführt hätte. Von 15 Kontrollen und 13 Patienten lagen zudem Werte
der PANSS (Positive and Negative Syndrome Scale) vor [79], die in Tabelle 3.3
zusammengefasst sind. Die beiden Gruppen unterschieden sich hinsichtlich aller
drei Skalen signifikant voneinander (U-Test nach Mann und Whitney).
Von 14 Patienten konnte die Medikation ermittelt werden, wobei einer davon
nicht mediziert war und ein weiterer ein Atypikum (Haldol) einnahm. Zwei Pati-
enten wurden mit einer Mischung eines Typikums und eines Atypikums mediziert
(Truxal und Zyprexa bzw. Fluanxol und Solian). Die anderen sind zur Zeit der
Datenerhebung mit folgenden Atypika mediziert worden: vier Patienten mit Ris-
perdal, jeweils zwei Patienten mit Zyprexa bzw. Zeldox und jeweils ein Patient
mit Solian bzw. Leponex.
3.3 MR Messungen und Datenverarbeitung
Die Datenerhebung erfolgte im Institut für Medizin des Forschungszentrums Jü-
lich mit einem Siemens Sonata Tomographen mit 1,5 Tesla. Die Probanden ab-
solvierten außer des FEBAs noch ein weiteres Paradigma im Scanner, auf das
nicht näher eingegangen wird. Die Reihenfolge dieser beiden Durchgänge erfolg-
te randomisiert über die Versuchspersonen hinweg. Nach einer kurzen Übersichts-
messung zur Positionierung der folgenden Messungen erfolgte eine anatomische
Messung des Gehirns mit einer MP-RAGE Sequenz (engl.: Magnetization prepa-
red rapid acquisition with gradient echo), die eine T1 gewichtete Aufnahme mit
einer Auflösung von 1× 1× 1 mm3 lieferte.
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Für die Messung der funktionellen Zeitreihen wurde eine BOLD-sensitive
EPI-Sequenz mit einem FoV von 200 × 200 mm2 und einer Auflösung von
64×64 Bildpunkten gemessen. Bei 30 Schichten pro Volumen und 3 mm Schicht-
dicke (0,3 mm Abstand zwischen den Schichten) ergab das eine Voxelgröße von
3,125× 3,125× 3 mm3. Die axialen Schichten wurden parallel zur AC-PC Linie
(anteriore und posteriore Kommissur) orientiert und aufsteigend gemessen. Zur
Optimierung der BOLD-Sensitivität wurde die Echozeit (TE) in den Schichten
variiert, da tiefere Schichten ein niedrigeres Signal-Rausch Verhältnis aufgrund
von Suszeptibilitätsartefakten aufweisen, was durch eine kleinere TE verbessert
werden kann [172]. In den unteren acht Schichten betrug die TE konstant 40 ms
und stieg in den folgenden sechs Schichten linear an, um ab der 15. Schicht mit
einer konstanten TE von 60 ms gemessen zu werden. Bei einer Akquisitionszeit
(TA) von 100 ms pro Schicht betrug die TA für ein Volumen 3000 ms, was gleich-
zeitig der Wiederholzeit (TR) entsprach. Für jeden Durchgang in der Emotionsdis-
krimination sowie für die Altersdiskrimination wurden jeweils 143 EPI-Volumen
gemessen, während in der Rekognitionsbedingung 167 Messzeitpunkte erhoben
wurden.
Die ersten drei Aufnahmen jeder EPI-Zeitreihe wurden verworfen. In den üb-
rigen Volumen wurde zunächst die durch die kürzere TE bedingte, höhere Si-
gnalintensität in den unteren Schichten korrigiert. Aufgrund zeitkritischer Aspek-
te bei ereigniskorreliertem fMRI sind die Schichten eines EPI-Volumens hinsicht-
lich ihrer leicht unterschiedlichen Akquisitionszeiten korrigiert worden. Nachdem
die Zeitreihe auf ihr jeweils viertes Volumen hinsichtlich Bewegungen korrigert
wurde und ein mittleres EPI-Volumen für jede Zeitreihe ermittelt wurde, ist der
3D-Datensatz mit dem mittleren EPI-Volumen koregistriert worden [5]. Darauf-
hin sind Normalisierungsparameter bestimmt worden, die den 3D-Datensatz des
individuellen Gehirns in einen Standardraum transformieren [37]. Dieser Stan-
dardraum ist vom International Consortium for Brain Mapping definiert worden
und wird im Folgenden als „MNI-Raum“ bezeichnet [71]. Diese Normalisierungs-
parameter sind auf die EPI-Volumen angewendet worden, wobei die Daten auf
8 mm3 große, isotrope Voxel interpoliert wurden. Diese Interpolation führte zu
einer Dimensionierung der Bilder von 79 × 95 × 69 Bildpunkten in x-, y- und
z-Richtung. Zentrale Aspekte zur Bewegungskorrektur und Normalisierung sind
im Abschnitt 1.6 zu finden. In einem letzten Schritt vor der statistischen Analyse
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sind die Bilder mit einem 10 mm Gauß-Filter räumlich geglättet worden.
3.4 Statistische Analyse der fMRI-Daten
3.4.1 Erste Ebene
Die vier Durchgänge der Emotionsdiskrimination (Zielemotion Freude, Trauer,
Ärger und Angst) sind gemeinsam modelliert worden. Die fünf interessierenden
Ereignistypen (freudige, traurige, ärgerliche, ängstliche und neutrale Gesichter)
wurden separat durch Deltafunktionen spezifiziert, die den Beginn jedes Stimulus
entlang der Zeitachse über diese vier Durchgänge indizierten. Nach Konvoluti-
on mit der kanonischen hämodynamischen Antwortfunktion (vgl. Abb. 1.2) sind
diese Vektoren als Regressoren in das Modell eingegangen. Die vier Durchgänge
sind zwar in einem gemeinsamen Modell spezifiziert, sind aber dennoch – wegen
der Unterbrechungen der Zeitreihen zwischen den Durchgängen – durch jeweils
fünf getrennte Regressoren und einer Konstanten in das gemeinsame Modell ein-
gegangen. Die Null-Events sind nicht explizit als Regressoren in das Modell mit
aufgenommen worden, so dass schließlich eine 560 × 24 Designmatrix X (vgl.
Formel (1.8) bzw. (1.9)) entstand (140× 4 Messzeitpunkte, (5+ 1)× 4 Regresso-
ren). Abbildung 3.2 gibt die zu Darstellungszwecken skalierte Designmatrix für
die Emotionsdiskrimination als graustufenkodiertes Bild wieder. Zwei Varianz-
komponenten sind für jeden Durchgang spezifiziert worden, um für Autokorrela-
tionen in der Zeitreihe zu korrigieren (vgl. Formel (1.15) und Abbildung 1.3).
Fünf t-Kontraste sind auf der ersten Ebene spezifiziert worden, über die im
Anschluss eine Gruppenstatistik (zweite Ebene) berechnet wurde. Jeweils einer
dieser Kontraste gewichtete die Regressoren eines Ereignistypen mit 1, während
alle anderen mit 0 gewichtet wurden (vgl. Formel (1.12)). Je höher also eine sol-
che Linearkombination oder solcher Kontrast ausfällt, um so höher ist die Akti-
vierung in einem Voxel im Vergleich zu den Null-Events, bzw. um so höher ist das
MR-Signal, was wir auf den BOLD-Effekt aufgrund erhöhter neuronaler Aktivität
in der Nähe dieses Voxels zurückführen (vgl. Abschnitt 1.4). Diese Kontrastbil-
der oder -volumen sind dann als Datenpunkte in die Analyse der zweiten Ebene
eingegangen.
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Abbildung 3.2: Designmatrix der ersten Ebene für die vier Durchgänge der Emotionsdiskrimi-
nation (zu Darstellungszwecken skaliert).
3.4.2 Zweite Ebene
Auf der zweiten Ebene ist eine Varianzanalyse (ANOVA) mit gemischten Effek-
ten berechnet worden (5 innersubjekt × 2 zwischensubjekt Faktoren). Im Fol-
genden werden die 5 innersubjekt Faktoren durch die Initialen der englischen
Begriffe happy, sad, angry, fearful, neutral abgekürzt (H, S, A, F, N) sowie die
Gruppenzugehörigkeit durch C (Controls) bzw. P (Patients). Tabelle 3.4 fasst die
benutzten Abkürzungen für die Effekte zusammen, wobei einfache Kreuzungen
der Faktoren – wie in der Tabelle – nicht ganz korrekt als „Haupteffekte“ be-
zeichnet werden, während auf spaltenweise Differenzen als Gruppenunterschie-
de bzgl. der jeweiligen Emotion Bezug genommen wird. Die Designmatrix der
zweiten Ebene enthält im Gegensatz zum Modell der ersten Ebene nur nominal-
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Tabelle 3.4: Übersicht über die Faktoren und Effekte sowie ihre Benennungen und ihre jeweili-
gen Abkürzungen.
Faktor Emotion freudig traurig ärgerlich ängstlich neutral
Gruppe H S A F N
Kontrollen C C×H C×S C×A C×F C×N
Patienten P P×H P×S P×A P×F P×N
skalierte Zuordnungen (also nur Nullen und Einsen), um die Personen- und/oder
Gruppenzugehörigkeit zu indizieren. Das Modell wurde in der Weise spezifiziert,
dass die ersten fünf Spalten die Kontrastbilder der gesunden Kontrollen beinhalte-
ten und die nächsten fünf jene der schizophrenen Patienten. Die Reihenfolge der
Bedingungen war jeweils freudig, traurig, ärgerlich, ängstlich und neutral. Die
restlichen Regressoren sind personenspezifisch und korrigieren für Mittelwerts-
schwankungen zwischen den Probanden. Die Designmatrix dieser ANOVA ist in
Abbildung 3.3 graphisch veranschaulicht.
Aufgrund möglicher Varianzinhomogenitäten zwischen den Bedingungen sind
Varianzkomponenten zur Korrektur spezifiziert worden. Wegen der Wiederho-
lungsmessungen über den Faktor Emotion (Abhängigkeiten zwischen den Kon-
trastbildern) sind fünf Varianzbedingungen pro Versuchsperson spezifiziert wor-
den. Außerdem sind diese Komponenten unabhängig für beide Stichproben defi-
niert worden, um für mögliche Verstöße gegen die Annahme der Varianzgleichheit
über die Gruppen hinweg zu korrigieren. Nach Formel (1.14) ist mittels der 30 Va-
rianzkomponenten Q und deren Hyperparameter λ die Varianz-Kovarianz-Matrix
(auch Dispersionsmatrix genannt) V berechnet worden.
Bei der Wahl einer kritischen Schwelle für den Hypothesentest ungerichte-
ter Unterschiede zwischen Gesunden und Patienten sind nach der Prozedur von
Hochberg und Benjamini [68] jeweils die beiden Schwellenwerte (positive und
negative) bestimmt worden, die die Falsch-Positiv Rate bei q+= q−=0, 025 kon-
trollieren (vgl. Abschnitt 1.7.2.4). Da diese Methode adaptiv ist, musste sie trotz
der Symmetrie der t-Verteilung für jeden Kontrast unabhängig berechnet werden
und i. d. R. sind die beiden absoluten kritischen T -Werte eines ungerichteten Ver-
gleichs nicht identisch.
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Abbildung 3.3: Designmatrix der zweiten Ebene für die gemischte ANOVA.
3.4.3 Regionale Analysen
In fünf Regionen sind bilateral Daten extrahiert worden, um varianzanalytisch in
diesen Regionen die Faktoren Gruppe, Emotion und Lateralität zu untersuchen.
Im Unterschied zu der oben beschriebenen ANOVA wurden hier in ausgewähl-
ten Regionen die Mittelwerte der Regressionsgewichte untersucht und nicht in je-
dem Voxel einzeln, wobei durch den Faktor Hemisphäre mit den Stufen linke und
rechte Hemisphäre zusätzlich funktionelle Asymmetrien erfasst wurden. Ferner
erfolgte die Analyse möglicher Interaktionseffekte nicht zuletzt wegen der besse-
ren Interpretierbarkeit erst auf dieser Ebene und nicht auf Voxelebene. Die beiden
Amygdalae wurden als einzige Regionen a priori definiert und mit Hilfe der Ana-
tomy Toolbox [33] die Voxel bestimmt, die mit hoher Wahrscheinlichkeit zu den
Amygdalae gehören [4]. Fünf weitere Regionen sind post hoc für die gleiche Va-
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Tabelle 3.5: Definitionen der Regionen für weitere Varianzanalysen. Vergleiche Darstellung im
Text für nähere Beschreibungen.
Region Kürzel Interesse MNI Form Größe
x y z (Voxel)
Amygdala — a priori +/− 24 −4 −20 Maske ≈352
Gyrus fusiformis lGFF H, S, A, +/− 46 −42 −14 Kugel 33
F, N
Gyrus temporalis STG H, S, A +/− 66 −46 10 Kugel 7
superior
anteriores Cingulum ACC H, S, A +/− 6 36 18 Kugel 33
präfrontaler Cortex VLPFC H, S +/− 40 26 −6 Kugel 123
Basalganglien BsGl F, N +/− 24 4 6 Kugel 33
rianzanalyse definiert worden: der laterale Gyrus fusiformis (lGFF), ein Teil des
Gyrus temporalis superior (STG), ein anteriorer Teil des Gyrus cinguli (ACC), ein
Teil des ventrolateralen präfrontalen Cortex (VLPFC) und eine Region aus den
Basalganglien (BsGl). Für diese Regionen sind die Daten in Form einer Kugel um
eine bestimmte Koordinate im MNI-Raum gemittelt worden. In Tabelle 3.5 sind
die Definitionen der Regionen genauer spezifiziert. Für die post hoc definierten
Areale sind in der Spalte „Interesse“ die Bedingungen angegeben, in denen der
Gruppenvergleich in den Regionen signifikant wurde (vgl. Abschnitt 4.2.2). Die
MNI-Koordinaten geben jeweils den Mittelpunkt der Region an, wobei jeweils ei-
ne positive und eine negative x-koordinate für die rechte und linke Hemisphäre
angegeben sind. Bei der Amygdala handelt es sich um Orientierungswerte, da die
Region durch die Anatomy Toolbox [33] definiert wurde. Die Größe der jeweiligen
Region ist in Voxeln angegeben, die ihrerseits je ein Volumen von 2×2×2 mm3
hatten. Der Grund für die Auswahl bzw. Beschränkung auf diese Regionen ist
unterschiedlicher, inhaltlicher Natur: die Amygdala und das anteriore Cingulum
zählen zum limbischen System, welches zentral für die Verarbeitung von Emo-
tionen ist. Der präfrontale Cortex ist bei emotionalen Prozessen ebenfalls betei-
ligt und auch anatomisch sowie funktionell eng mit dem limbischen System ver-
knüpft [3, 13, 136] und er spielt zusätzlich bei der Schizophrenie eine große Rolle.
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Wie bereits im Abschnitt 1.2 geschildert, nehmen sowohl der Gyrus fusiformis als
auch der Gyrus temporalis superior eine entscheidende Rolle in dem Modell von
Haxby et al. zur Gesichterverarbeitung ein (vgl. Abbildung 1.1, Seite 9). Die Ba-
salganglien sind wegen des überraschenden Ergebnisses bei den ängstlichen und
neutralen Gesichtern zwischen den Gruppen mit aufgenommen worden (vgl. Ab-
bildungen 4.7 und 4.8). Dieser Gruppenunterschied war zwar nicht erwartet, aber
diese Region spielt bei der Verarbeitung von Emotionen (vor allem Freude und
Ekel) eine große Rolle [136].
3.4.4 Vergleich der Kontrollmöglichkeiten
Anhand der vorliegenden Daten sollen vier der im Kapitel 1.7.2 vorgestellten
Möglichkeiten zur Korrektur für multiples Testen Anwendung finden und even-
tuelle Unterschiede aufzeigen, ähnlich wie es in Abbildung 1.6 für simulierte Da-
ten bereits geschehen ist. Und zwar handelt es sich hier um die Anwendung einer
unkorrigierten Schwelle, einer Korrektur nach der Monte-Carlo Methode, einer
Kontrolle der Falsch-Positiv Rate nach der Prozedur von Benjamini und Hoch-
berg [11, 68] und einer Korrektur durch die Random Field Theory. Für die jewei-
lige Methode wurden in der Literatur häufig verwendete Schwellen ausgewählt:
eine unkorrigierte Fehlerwahrscheinlichkeit 1. Art von αV =0,001, eine Kontrol-
le des CWE durch die MCM bei αV = 0,01 und einer Wahrscheinlichkeit eines
Cluster-Wise Errors von CWE= 0,05 — außerdem wurde die Falsch-Positiv Ra-
te bei FDR = 0,05 kontrolliert sowie der Family-Wise Error durch die Random
Field Theory bei FWE = 0,05. Der Vergleich wird an einseitigen Hypothesen-
tests zwischen den Gruppen und für alle Gesichtsausdrücke durchgeführt, mit der
jeweiligen Fragestellung, in welchen Voxeln die gesunden Kontrollen mehr Akti-
vierung aufweisen als die schizophrenen Patienten. Graphisch werden die Ergeb-
nisse durch eine so genannte Maximum Intensity Projection (MIP) oder „Glashir-
ne“ veranschaulicht. Bei dieser Darstellung sieht man quasi von allen drei Seiten
(sagittal, coronal und axial) durch das Gehirn hindurch, wobei überschwellige Vo-
xel graustufenkodiert angezeigt werden. Der Grauwert eines Pixels bestimmt sich
durch das Maximum der Voxelwerte über alle Schichten in derselben Orientie-
rung. Sind also beispielsweise mehrere Voxel mit gleichen x- und y-Koordinaten
über der Schwelle, dann liegen diese Voxel in unterschiedlichen axialen Schich-
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ten und die axiale Ansicht des entsprechenden Glashirns ist nicht eindeutig, da
das Pixel nur einen Wert kodieren kann, in welchem Fall das Maximum projiziert
wird.
3.4.5 Bayessche Verfahren
Die Ergebnisse zweier unterschiedlicher Bayesscher Ansätze werden anhand der
vorliegenden Daten vorgestellt (vgl. Abschnitt 1.7.3). Zunächst handelt es sich
um die Bayessche Inferenz, die kurz im Theorieteil angerissen wurde (s. Seite 37)
und die es ermöglicht, so genannte Posterior Probability Maps (PPM) zu kre-
ieren. Diese PPMs enthalten die voxelweisen posterioren Wahrscheinlichkeiten,
dass der bedingte Kontrast d größer oder gleich einer zuvor definierten Schwelle
γ ist [36, 38, 134]. Ähnlich einem Beispiel von Friston [36] wurden die PPMs für
eine Schwelle von γ = 0,1 berechnet und die Untergrenze der posterioren Wahr-
scheinlichkeit wurde auf 0,9 gesetzt, d. h. folgende Ungleichung musste für ein
„aktives“ Voxel erfüllt sein: P (d ≥ 0,1) ≥ 0,9. Diese Art Bayesscher Inferenz
wurde mit Klassischer Inferenz bei RFT-korrigierter Fehlerwahrscheinlichkeit 1.
Art von αFWE =0,05 der entsprechenden Kontraste qualitativ verglichen. Wie bei
dem Vergleich der Korrekturmethoden werden auch hier MIPs für die graphische
Anschauung verwendet.
Der zweite Ansatz ist ein eher meta-analytischer und folgt den Methoden, die
in Abschnitt 1.7.3 dargestellt wurden. Die Motivation für solche statistischen Ve-
fahren soll im Abschnitt 5.5 genauer erläutert und im Zusammenhang mit den
Ergebnissen diskutiert werden. Eine unabhängige Stichprobe gesunder Erwachse-
ner im Alter zwischen 18 und 47 Jahren ist zu Testzwecken ebenfalls gemessen
worden, weshalb die meta-analytischen Ansätze auf die beiden Stichproben der
Gesunden angewendet wurden. Diese Stichprobe bestand aus sieben Frauen und
sieben Männern, die im Mittel 29,14 Jahre (SD 10,93 Jahre) waren und eine mitt-
lere Schulbildung von 12,43 Jahren (SD 2,68) hatten. Für beide Gruppen wurde
jeweils eine ANOVA mit Messwiederholungen über die fünf Emotionen durch-
geführt und jede emotionale Bedingung wurde gegen die neutrale kontrastiert, so
dass in jeder Gruppe vier Kontraste kreiert wurden (H−N, S−N, A−N, F−N).
Ausgehend von den zugehörigen T -Kontrastbildern der beiden Gruppen ist die
statistische Information mit einer Methode von Fisher [34] zusammengefasst
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(„gepoolt“) worden:
TF = −2
g∑
i=1
log(Pi) (3.1)
Hierbei ist g die Anzahl der Gruppen (also hier 2), Pi ist der p-Wert der i-ten
Gruppe und log ist der natürliche Logarithmus. Der Wert TF kann dann mit der χ2-
Verteilung mit 2g Freiheitsgraden verglichen und getestet werden. Diese und auch
andere Methoden sind von Lazar et al. [99] für die neurofunktionelle Bildgebung
vorgeschlagen und auch angewendet worden [108].
Für den Bayesschen Ansatz sind die Ergebnisse der kleinen Stichprobe (Grup-
pe 1) als Vorinformation für die Analyse der größeren Stichprobe (Gruppe 2) be-
nutzt worden. Dafür sind die posterioren Wahrscheinlichkeiten für Gruppe 1 nach
Formel (1.31) berechnet worden, wobei für positive T -Werte der minimale und
für negative der maximale Bayes-Faktor berechnet wurden, um die Richtung des
Hypothesentests zu berücksichtigen. Die a priori Wahrscheinlichkeit der Null-
hypothese wurde mit P0(H0) = 0,9 initiiert, d. h. die Priors wurden konservati-
ver gewählt als bei der a priori Annahme einer gleichen Wahrscheinlichkeit von
Alternativ- und Nullhypothese. Die so berechneten posterioren Wahrscheinlich-
keiten sind dann als priore Wahrscheinlichkeiten für die Gruppe 2 benutzt wor-
den, um wiederum Wahrscheinlichkeiten a posteriori zu berechnen, sozusagen
posteriore Wahrscheinlichkeiten 2. Ordnung.
Kapitel 4
Ergebnisse
4.1 Verhaltensdaten
Aus technischen Gründen konnten lediglich die Verhaltensdaten von 15 Kontrol-
len und 13 Patienten korrekt aufgezeichnet werden. Der Anteil richtiger Anwor-
ten für richtig Positive (vgl. Sensitivität S. 28, Formel (1.20)) und richtig Negative
(vgl. Spezifität S. 28, Formel (1.21)) sind als Prozentsätze in Abbildung 4.1 (A
und C) durch ihre Mittelwerte und Standardfehler graphisch zusammengefasst.
Die Teile B und D der Abbildung 4.1 geben die gleichen statistischen Kennwer-
te für die Reaktionszeiten der richtig positiven bzw. richtig negativen Antworten
wieder. Die Ergebnisse der zweifaktoriellen Varianzanalysen mit den Faktoren
Gruppe und Bedingung sind in Tabelle 4.1 zusammengefasst. Diese ergaben einen
signifikanten Haupteffekt der Bedingungen sowohl für den Prozentsatz richtig po-
sitiver Entscheidungen als auch für deren Reaktionszeiten. Weder der Haupteffekt
Gruppe noch die Interaktion Gruppe × Bedingung waren für die richtig Positi-
ven signifikant. Ebenfalls nicht signifikant waren diese Effekte bzgl. der Reakti-
onszeiten der richtig Positiven. Bei den richtigen Zurückweisungen waren beide
Haupteffekte (Gruppe und Bedingung) sowohl für den Anteil der richtig Negati-
ven als auch für deren Reaktionszeiten signifikant. Die Interaktion war weder für
den Prozentsatz noch für die Reaktionszeiten signifikant.
Zusammenfassend gab es auf der Verhaltenseben keine signifikanten Unter-
schiede zwischen den Bedingungen und auch keine signifikanten Interaktionen
der Bedingungen mit dem Faktor Gruppe. Statistisch bedeutsame Unterschiede
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A: Richtig Positive
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C: Richtig Negative
15 Kontrollen
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D: Richtig Negative
15 Kontrollen
13 Patienten
Abbildung 4.1: Verhaltensdaten der Emotionsdiskrimination. A: Prozentsatz der richtig posi-
tiven Antworten. B: Reaktionszeiten der richtig positiven Antworten. C: Prozentsatz der richtig
negativen Antworten. D: Reaktionszeiten der richtig negativen Antworten.
lagen nur für den Faktor Gruppe und auch nur bei den richtig negativen Antwor-
ten vor. Danach waren die gesunden Kontrollprobanden bei der korrekten Zurück-
weisung von Non-Targets, also bei der Erkennung der präsentierten Emotion als
verschieden von der Zielemotion, sowohl deutlich besser als auch deutlich schnel-
ler als die schizophrenen Patienten.
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Tabelle 4.1: Ergebnsisse der Varianzanalysen der Verhaltensdaten. A: Ergebnisse für die richtig
positiven Antworten. B: Ergebnisse für die richtig negativen Antworten. F gibt den Wert der
F -Statistik an, df die Freiheitsgrade (Zähler / Nenner) und p den die Wahrscheinlichkeit der F -
Statistik unter der Nullhypothese (korrigiert nach Greenhouse–Geisser).
A: Sensitivität Prozent korrekt Reaktionszeit
Effekt F df p F df p
Gruppe 0,39 1 / 26 ≈ 0,539 0,97 1 / 26 ≈ 0,335
Bedingung 31,05 3 / 26 < 0,001∗ 10,85 3 / 26 < 0,001∗
Gruppe × Bedingung 0,11 3 / 26 ≈ 0,931 0,48 3 / 26 ≈ 0,618
B: Spezifität Prozent korrekt Reaktionszeit
Effekt F df p F df p
Gruppe 10,67 1 / 26 ≈ 0,003∗ 5,85 1 / 26 ≈ 0,023∗
Bedingung 5,38 3 / 26 ≈ 0,004∗ 5,92 3 / 26 ≈ 0,007∗
Gruppe × Bedingung 0,69 3 / 26 ≈ 0,535 0,20 3 / 26 ≈ 0,786
4.2 Hirnfunktionelle Daten
4.2.1 Datenqualität und Dispersionsmaße
Der PSC (vgl. Abschnitt 1.5) jeder Zeitreihe, der ein Maß der Variabilität und Qua-
lität ist, wurde einzeln für jede Versuchsperson und jeden Durchgang bestimmt.
In Teil A der Abbildung 4.2 sind die mittleren PSC-Werte und ihre Standardfehler
für die beiden Gruppen graphisch zusammengefasst, wobei die entsprechenden
Werte für die letzten beiden Bedingungen der Altersdiskrimination und Wieder-
erkennung eingeschlossen sind. In jeder Bedingung ist der mittlere PSC über die
Patienten höher als das Mittel über die Kontrollen, was bedeutet, dass deskrip-
tiv die Datenqualität der Patienten geringer ist als jene der gesunden Probanden.
Letzteres lässt sich in dem Sinne erklären, dass die schizophrenen Probanden un-
ruhiger im Scanner gelegen haben als die Kontrollen und die Daten daher mehr
bewegungsinduzierte Varianz enthalten. Die Möglichkeit einer krankheitsinhären-
ten höheren Varianz lässt sich allerdings nicht ausschließen.
Denkbar wäre, dass die Probanden unruhiger werden je länger sie möglichst
bewegungslos im Scanner liegen. Deshalb zeigt Teil B der Abbildung 4.2 diesel-
ben PSC-Werte nur mit dem Unterschied, dass sie nicht über die jeweilige Bedin-
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Abbildung 4.2: PSC-Werte der beiden Stichproben in den Bedingungen. A: Sortiert nach Be-
dingung. B: Sortiert nach Reihenfolge („Zeit“).
gung gemittelt wurden, sondern chronologisch über die Permutation der Bedin-
gungen. Eine ausführlichere Diskussion dieser Daten sei allerdings dem Kapitel 5
vorbehalten. Eine Varianzanalyse (ANOVA) über die PSC-Werte mit den Faktoren
Gruppe und Durchgang nach den Bedingungen sortiert ergab einen signifikanten
Effekt des Faktors Gruppe. Der Haupteffekt Durchgang war nicht signifikant1,
genau wie die Interaktion Gruppe×Durchgang. Sortiert man die PSC-Werte chro-
nologisch, so ändert dies gar nichts an dem Faktor Gruppe und die Interaktion ist
nach wie vor nicht signifikant. Allerdings unterschreitet der p-Wert des Faktors
Durchgang auf diese Weise die Schwelle von 0,05. Die Ergebnisse dieser ANO-
VAs sind in Tabelle 4.2 zusammengefasst. Es sei explizit darauf hingewiesen, dass
wegen der Wiedererkennungsaufgabe lediglich die ersten vier Bedingungen der
Emotionsdiskrimination psychologisch sinnvoll permutiert werden konnten. Die
Wiedererkennung und Altersdiskrimination kamen immer fix an den Positionen
5 bzw. 6 des gesamten Versuchsablaufs, so dass diesbezüglich die Bedingungen
und die Permutation konfundiert waren.
Wie am Ende des Abschnitts 3.4.2 beschrieben wurde, ist eine Dispersionsma-
1Im Sinne der Fisherschen induktiven Inferenz (vgl. S. 27) sei angemerkt, dass der Huynh–
Feldt korrigierte p-Wert mit ca. 0,044 für den Haupteffekt Durchgang „signifikant“ ist.
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Tabelle 4.2: Ergebnsisse der Varianzanalysen der PSC-Werte. Bedingung: Ergebnisse der ANO-
VA für die Zuordnung der Daten nach Bedingungen. Permutation: Ergebnisse der ANOVA für die
Zuordnung der Daten nach Reihenfolge. F gibt den Wert der F -Statistik an, df die Freiheitsgrade
(Zähler / Nenner) und p die Wahrscheinlichkeit der F -Statistik unter der Nullhypothese (korrigiert
nach Greenhouse–Geisser).
PSC Bedingung Permutation
Effekt F df p F df p
Gruppe 5,02 1 / 32 ≈ 0,032∗ 5,02 1 / 32 ≈ 0,032∗
Durchgang 2,49 5 / 32 ≈ 0,054 3,41 5 / 32 ≈ 0,014∗
Gruppe × Bedingung 1, 17 5 / 32 ≈ 0,327 1,90 5 / 32 ≈ 0,122
trix vor dem Hintergrund der 30 zuvor spezifizierten Varianzkomponenten berech-
net worden. Diese Varianzkomponenten sollten der Möglichkeit Rechnung tragen,
dass gegen die Annahme der Homoskedastizität (Unabhängigkeit und Varianz-
gleichheit der Beobachtungen) verstoßen wurde. Diese Dispersionsmatrix für die
zehn Bedingungen (vgl. Tabelle 3.4) ist in Abbildung 4.3 wiedergegeben. Aus
dieser Matrix geht hervor, dass die Varianzen zwischen den Gruppen zumindest
deskriptiv verschieden waren (zwischen 0,43 und 0,81 für die Kontrollen sowie
zwischen 0,88 und 1,52 für die Patienten). Die Kovarianzen der Kontrollen ran-
gierten zwischen −0,45 und −0,20. Die der Patienten lagen zwischen −1,12 und
−0,34.
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Abbildung 4.3: Varianz-Kovarianz-Matrix der 5 × 2 Bedingungen der zweiten Ebene als farb-
kodierte Abbildung. Geschätzt mit den Einschränkungen, die durch die 30 Varianzkomponenten
spezifiziert wurden.
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4.2.2 Herkömmliche Analyse
Angesichts der zentralen Problematik des multiplen Testens, das im Ab-
schnitt 1.7.2 bereits theoretisch erörtert wurde, sei explizit darauf hingewiesen,
dass im Folgenden die zu den Statistik-Karten gehörenden Kennwerte (wie etwa
kritische Schwellenwerte) sich immer nur auf den jeweiligen Kontrast beziehen.
Für evtl. angewendete Korrekturen bedeutet dies, dass sie andere Kontraste bei der
jeweiligen Korrektur nicht mit berücksichtigen und in diesem Sinne unkorrigert
sind. Insofern beziehen sich Terme wie „korrigiert“ oder „kontrolliert“ immer nur
auf die Teststatistiken des jeweiligen Kontrastes und damit auf die Beobachtun-
gen innerhalb eines der Suchvolumen. Eine kritische Auseinandersetzung dieses
Vorgehens wird im Abschnitt 5.3 des Diskussionsteils resümiert.
Zunächst werden die Ergebnisse der Kontraste dargestellt, die sich auf Unter-
schiede zwischen den beiden Gruppen innerhalb der verschiedenen Bedingungen
beziehen. Jeder T -Kontrast hatte 128 Freiheitsgrade, wonach entsprechende kri-
tische p-Werte ermittelt wurden, die in den Legenden der Abbildungen als p+
(für positive T -Werte) und p− (für negative T -Werte) aufgeführt werden. Hier-
bei beziehen sich positive T -Werte immer auf den Vergleich C>P, also auf jene
Voxel, in denen die Kontrollen signifikant größere Regressionskoeffizienten (oder
als Kontrast spezifizierte Linearkombinationen hiervon) als die Patienten haben
(vgl. Formel (1.19)). Entsprechend beziehen sich negative T -Werte immer auf
den umgekehrten Vergleich P>C. Auf welchen Kontrast der ersten Ebene sich der
Gruppenvergleich der zweiten Ebene jeweils bezieht, ist im Abschnitt 3.4 genau
beschrieben, wobei insbesondere auf die Abkürzungen in Tabelle 3.4 verwiesen
sei.
Der inhaltlichen Interpretation bzgl. der Gruppenunterschiede (vgl. Ab-
schnitt 5.2) liegen ausschließlich diese Aktivierungskarten zugrunde. Alle Bilder
folgen der neurologischen Konvention die linke Seite des Gehirns auch auf der lin-
ken Seite eines Schnittes zu platzieren, wobei für axiale Schichten ferner gilt, dass
oben anterior und unten posterior ist. Die Tabellen, die zu diesen Gruppenverglei-
chen gehören sind im Anhang A dieser Arbeit zu finden. Dort sind jeweils alle lo-
kalen Maxima mit der zugehörigen anatomischen Struktur, den MNI-Koordinaten
und der Größe des Clusters verzeichnet. In Tabelle 4.3 sind zur Veranschaulichung
zu jedem Kontrast die Referenzen und Seitenangaben für die zugehörige Abbil-
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Tabelle 4.3: Übersicht mit den Referenzen zu den Hauptergebnissen.
Kontrast Abbildung Seite Tabelle Seite
(C×H) > (P×H) Abb. 4.4 S. 67 Tab. A.1 S. 134
(C×S) > (P×S) Abb. 4.5 S. 68 Tab. A.2 S. 135
(C×A) > (P×A) Abb. 4.6 S. 69 Tab. A.3 S. 137
(C×F) > (P×F) Abb. 4.7 S. 70 Tab. A.4 S. 139
(C×N) > (P×N) Abb. 4.8 S. 71 Tab. A.5 S. 140
(P×H) > (C×H) Abb. 4.4 S. 67 Tab. A.6 S. 141
(P×S) > (C×S) Abb. 4.5 S. 68 Tab. A.7 S. 142
(P×A) > (C×A) Abb. 4.6 S. 69 Tab. A.8 S. 144
(P×F) > (C×F) Abb. 4.7 S. 70 Tab. A.9 S. 145
(P×N) > (C×N) Abb. 4.8 S. 71 Tab. A.10 S. 147
dung und Ergebnistabelle aufgelistet.
Abbildung 4.4 zeigt alle Unterschiede zwischen den Kontrollen und Patienten,
wenn freudige Gesichter präsentiert werden, also den Kontrast (C×H)−(P×H).
Die zu diesem Vergleich gehörenden Aktivierungsmaxima mit ihren jeweiligen
anatomischen Bezeichnungen sind in den Tabellen A.1 und A.6 des Anhangs zu
finden. Die Ergebnisse des Vergleichs (C×S)−(P×S) sind in Abbildung 4.5 gra-
phisch veranschaulicht und in den Tabellen A.2 und A.7 des Anhangs mit seinen
Maxima und assoziierten Gehirnstrukturen zusammengefasst. Für die Unterschie-
de zwischen Kontrollen und Patienten bei der Darbietung ärgerlicher Gesichts-
ausdrücke, also (C×A)−(P×A), stellen Abbildung 4.6 und Tabellen A.3 und A.8
die Ergebnisse dar. Wurden ängstliche Gesichter gezeigt, so sind in Abbildung 4.7
die Ergebnisse des Gruppenvergleichs, also (C×F)−(P×F), graphisch dargestellt
und in den Tabellen A.4 bzw. A.9 bezüglich ihrer Maxima und involvierten ana-
tomischen Strukturen aufgelistet. Bei neutralen Gesichtern sind die Unterschiede
zwischen gesunden Kontrollen und schizophrenen Patienten, also der Kontrast
(C×N)−(P×N), in der Abbildung 4.8 graphisch veranschaulicht und in den Ta-
bellen A.5 und A.10 aufgelistet.
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Abbildung 4.4: Ergebnisse des Tests (C×H)−(P×H) 6= 0 bei einer Kontrolle der FDR von 0,05.
Die linke Farbskala bezieht sich auf positive T -Werte des Kontrastes (Kontrollen > Patienten), die
rechte auf negative (Patienten > Kontrollen). Für beide sind die kritischen T -Werte angegeben
(p+ < 0,00512; p− < 0,00043). Die Zahlen an den Schnitten geben die Höhe der Schichten in
mm im MNI-Raum an.
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Abbildung 4.5: Ergebnisse des Tests (C×S)−(P×S) 6= 0 bei einer Kontrolle der FDR von 0,05.
Die linke Farbskala bezieht sich auf positive T -Werte des Kontrastes (Kontrollen > Patienten),
die rechte auf negative (Patienten > Kontrollen). Für beide sind die kritischen T -Werte angegeben
(p+ < 0,00077; p− < 0,00057). Die Zahlen an den Schnitten geben die Höhe der Schichten in
mm im MNI-Raum an.
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Abbildung 4.6: Ergebnisse des Tests (C×A)−(P×A) 6= 0 bei einer Kontrolle der FDR von 0,05.
Die linke Farbskala bezieht sich auf positive T -Werte des Kontrastes (Kontrollen > Patienten), die
rechte auf negative (Patienten > Kontrollen). Für beide sind die kritischen T -Werte angegeben
(p+ < 0,00043; p− < 0,00004). Die Zahlen an den Schnitten geben die Höhe der Schichten in
mm im MNI-Raum an.
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Abbildung 4.7: Ergebnisse des Tests (C×F)−(P×F) 6= 0 bei einer Kontrolle der FDR von 0,05.
Die linke Farbskala bezieht sich auf positive T -Werte des Kontrastes (Kontrollen > Patienten),
die rechte auf negative (Patienten > Kontrollen). Für beide sind die kritischen T -Werte angegeben
(p+ < 0,00008; p− < 0,00065). Die Zahlen an den Schnitten geben die Höhe der Schichten in
mm im MNI-Raum an.
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Abbildung 4.8: Ergebnisse des Tests (C×N)−(P×N) 6= 0 bei einer Kontrolle der FDR von 0,05.
Die linke Farbskala bezieht sich auf positive T -Werte des Kontrastes (Kontrollen > Patienten), die
rechte auf negative (Patienten > Kontrollen). Für beide sind die kritischen T -Werte angegeben
(p+ < 0,00003; p− < 0,00397). Die Zahlen an den Schnitten geben die Höhe der Schichten in
mm im MNI-Raum an.
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4.2.3 Regionale Analysen
Die Ergebnisse der ANOVAs für die regionalen Analysen sind in Tabelle 4.4 zu-
sammengefasst. Die zugehörigen Mittelwerte und Standardfehler der Parameter-
schätzer sind in Abbildung 4.9 graphisch dargestellt. Präzise Zahlen der 95 %igen
Konfidenzintervalle sind in den Tabellen des Anhangs B, getrennt nach den Kreu-
zungen aller Faktoren, aufgeführt. Im Rahmen der Darstellung der Ergebnisse
hier, ist mit „Konfidenzintervall“ immer das im Anhang B angegebene 95 %ige
Konfidenzintervall gemeint. Der Ausdruck „um Null schwankend“ heißt in die-
sem Zusammenhang nicht, dass der Mittelwert Null ist, sondern lediglich, dass
der Wert Null im 95 %igen Konfidenzintervall enthalten ist.
Die Varianzanalyse der Daten in den beiden Amygdalae ergab einen signifi-
kanten Effekt für den Faktor Hemisphäre mit höheren Parameterschätzern in der
linken als in der rechten Amygdala. Weder einer der anderen beiden Haupteffekte
Gruppe oder Emotion noch einer der Interaktionseffekte waren signifikant. Die
Ergebnisse dieser ANOVA sind in Tabelle 4.4 A zusammengefasst und Mittelwer-
te und Standardfehler aus den Kreuzungen der Faktoren sind in Abbildung 4.9 A
graphisch dargestellt. Wie an der Abbildung, aber vor allem auch an den Konfi-
denzintervallen im Anhang B (Tabelle B.1) zu erkennen ist, streuten alle Parame-
ter um Null, mit einer Ausnahme in der linken Amygdala der Gesunden, wenn
freudige Gesichter präsentiert wurden. Hier lag das gesamte Intervall über Null.
Im lateralen Gyrus fusiformis (lGFF) ergab die Varianzanalyse signfikante
Haupteffekte für die Faktoren Emotion und Hemisphäre sowie eine signifikante
Interaktion zwischen den Faktoren Gruppe und Hemisphäre (vgl. Tabelle 4.4 B).
Abbildung 4.9 B zeigt über beide Gruppen hinweg höhere Parameterschätzer im
rechten lGFF als im linken (mit einer Ausnahme bei den Patienten für ängstliche
Gesichter). Post hoc t-Tests für den Faktor Emotion ergaben signifikante Unter-
schiede zwischen traurigen im Vergleich zu neutralen Gesichtern sowie zwischen
ärgerlichen und neutralen Gesichtern (absoluter kritischer T -Wert T(33) = 3,01).
Die Ergebnisse aller Vergleiche der post hoc Tests sind in Anhang C, Tabelle C.1
aufgeführt. Bezüglich der signifikanten Interaktion ergaben die post hoc Tests
einen Unterschied zwischen den Gruppen im rechten Gyrus fusiformis (absoluter
kritischer T -Wert T(32) = 2,65), aber nicht im linken. Außerdem war der Unter-
schied zwischen den Hemisphären bei den Gesunden, nicht aber bei den Patienten
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signifikant (absoluter kritischer T -Wert T(16) = 2,81). Die post hoc Statistiken
dieser Vergleiche sind dem Anhang C, Tabelle C.2 zu entnehmen. Wie Tabelle B.2
zeigt, lagen ausnahmslos alle Konfidenzintervalle im Positiven.
Im Gyrus temporalis superior (STG) gab es signifikante Haupteffekte für die
Faktoren Gruppe und Emotion, wobei die Gesunden gemittelt über alle anderen
Faktoren höhere Werte hatten als die Patienten. Post hoc Vergleiche zwischen den
Emotionen ergaben höhere Parameterschätzer für ärgerliche Gesichter als für neu-
trale (absoluter kritischer T -Wert T(33) = 3,01). Im Anhang C, Tabelle C.3 sind al-
le Vergleiche zwischen den Emotionen zusammengefasst. Darüberhinaus war die
Interaktion zwischen Gruppe und Hemisphäre statistisch signifikant (vgl. Tabel-
le 4.4 C). Die post hoc t-Tests ergaben einen signifikanten Unterschied zwischen
den Gesunden und den Patienten im rechten Gyrus temporalis superior (absoluter
kritischer T -Wert T(32) = 2,65). Tabelle C.4 des Anhangs C gibt alle Tests für die
Interaktion Gruppe×Hemisphäre wieder. Abbildung 4.9 C fasst Mittelwerte und
Standardfehler aller Bedingungen graphisch zusammen. Die Konfidenzinterval-
le (Tabelle B.3) zeigten um Null schwankende Werte mit Ausnahme des rechten
STG der Gesunden. Im letzteren Fall lag das gesamte Intervall für alle emotiona-
len Gesichter im positiven Bereich, während das Intervall für die neutralen Ge-
sichter den Wert Null mit einschloss.
Die ANOVA über die Regressionsgewichte im anterioren cingulären Cortex
(ACC) ergab nur einen signifikanten Effekt für den Faktor Gruppe. Weder einer
der beiden anderen Haupteffekte (Emotion und Hemisphäre) noch eine der Inter-
aktionen zwischen den Faktoren waren signifikant (vgl. Tabelle 4.4 D). In Abbil-
dung 4.9 D ist zu erkennen, dass die Regressionsgewichte der Kontrollen in dieser
Region höher waren als in der Gruppe der Patienten. Die Konfidenzintervalle der
Tabelle B.4 zeigten hier um Null schwankende Werte für die Kontrollen, während
fast alle Intervalle der Patienten (mit Ausnahme des linken ACC bei traurigen
Gesichtern) im negativen Bereich lagen.
Im ventrolateralen präfrontalen Cortex (VLPFC) waren die Haupteffekte für
die Faktoren Gruppe und Emotion signifikant sowie die Interaktion zwischen die-
sen beiden Faktoren (Gruppe×Emotion). Unterschiede zwischen den Hemisphä-
ren und Interaktionen der anderen beiden Faktoren mit dem Faktor Hemisphäre
waren in dieser Region nicht signifikant (vgl. Tabelle 4.4 E). Für den Hauptef-
fekt des Faktors Gruppe ist Abbildung 4.4 E zu entnehmen, dass die Gesunden in
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allen Emotionen höhere Werte als die Patienten aufwiesen. Bezüglich des Effek-
tes der Emotionen wiesen post hoc t-Tests auf Unterschiede zwischen ärgerlichen
und neutralen Gesichtern hin sowie zwischen ängstlichen und neutralen (absolu-
ter kritischer T -Wert T(33) = 3,01, vgl. auch Tabelle C.5 im Anhang C). Bezüg-
lich der signifikanten Interaktion Gruppe×Emotion ergaben post hoc Tests einen
Unterschied zwischen den Gruppen im VLPFC für traurige Gesichter (absoluter
kritischer T -Wert T(32) = 2,74), nicht aber für eine der anderen vier Bedingungen
(vgl. Tabelle C.6 im Anhang C). Die Tabelle B.5 zeigt, dass bei den Gesunden
ausnahmslos alle Konfidenzintervalle positiv waren, unabhängig von der Emotion
oder der Lateralität. Mit Ausnahme des rechten VLPFC bei ärgerlichen Gesich-
tern, wo alle Werte des Intervalls ebenfalls positiv waren, schwankten alle anderen
Intervalle der Patienten um Null.
In den Basalganglien war sowohl der Haupteffekt zwischen den Gruppen als
auch die Interaktion zwischen den Faktoren Gruppe und Emotion signifikant. We-
der der Haupteffekt Emotion noch Hemisphäre waren statistisch bedeutsam, was
auch für alle Interaktionseffekte mit Beteiligung des Faktors Hemisphäre galt (vgl.
Tabelle 4.4 F). Wie der Abbildung 4.4 F zu entnehmen ist, wiesen die Patienten in
allen Bedingungen höhere Werte in den Basalganglien auf als die Gesunden. Die
post hoc t-Tests zur Auflösung der Interaktion Guppe×Emotion deuteten darauf
hin, dass lediglich für ängstliche und neutrale Gesichter der Gruppenunterschied
statistisch bedeutsam war (absoluter kritischer T -Wert T(32) = 2,74). Alle Ver-
gleiche dieser post hoc Tests sind in Tabelle C.7 des Anhangs C aufgelistet. Die
Konfidenzintervalle (Tabelle B.6) der Patienten für die Basalganglien waren al-
le einheitlich im positiven Bereich. Die gesunden Kontrollen wiesen größtenteils
um Null schwankende Parameterschätzer auf, mit den Ausnahmen für freudige
Gesichter (bilateral) und für ärgerliche Gesichter (unilateral linksseitig), bei de-
nen die Werte der Intervalle alle positiv waren.
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Abbildung 4.9: Mittlere Parameterschätzer der extrahierten definierten Regionen. Pro Emotion
und Gruppe gibt es je einen Parameter für die linke (links) und einen Parameter für die rechte
Hemisphäre (rechts). A: Amygdala. B: lateraler Gyrus fusiformis. C: Gyrus temporalis superior.
D: anteriores Cingulum. E: ventrolateraler präfrontaler Cortex. F: Basalganglien. Skalierung der
y-Achsen ist den jeweiligen Daten angepasst.
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Tabelle 4.4: Ergebnisse der Varianzanalysen der extrahierten Regionen. A: Amygdala. B: late-
raler Gyrus fusiformis. C: Gyrus temporalis superior. D: anteriores Cingulum. E: ventrolateraler
präfrontaler Cortex. F: Basalganglien. F gibt den Wert der F -Statistik an, df die Freiheitsgrade
(Zähler / Nenner) und p die Wahrscheinlichkeit der F -Statistik unter der Nullhypothese (korrigiert
nach Greenhouse–Geisser). Mit einem Stern (∗) gekennzeichnete p-Werte sind signifikant.
A: Amygdala B: Gyrus fusiformis
Effekt F df p F df p
Gruppe (Grp) 0,38 1 / 32 ≈ 0,542 3,38 1 / 32 ≈ 0,075
Emotion (Emo) 0,12 4 / 128 ≈ 0,936 4,44 4 / 128 ≈ 0,009∗
Hemisphäre (Hemi) 7,66 1 / 32 ≈ 0,009∗ 9,21 1 / 32 ≈ 0,005∗
Grp × Emo 0,67 4 / 128 ≈ 0,558 0,30 4 / 128 ≈ 0,793
Grp × Hemi 1,06 1 / 32 ≈ 0,310 7,02 1 / 32 ≈ 0,012∗
Emo × Hemi 1,20 4 / 128 ≈ 0,313 1,20 4 / 128 ≈ 0,313
Grp × Emo × Hemi 1,05 4 / 128 ≈ 0,378 1,29 4 / 128 ≈ 0,281
C: Gyrus temporalis D: anteriores Cingulum
Effekt F df p F df p
Gruppe (Grp) 5,07 1 / 32 ≈ 0,031∗ 15,58 1 / 32 < 0,001∗
Emotion (Emo) 3,08 4 / 128 ≈ 0,032∗ 0,72 4 / 128 ≈ 0,523
Hemisphäre (Hemi) 0,02 1 / 32 ≈ 0,886 0,78 1 / 32 ≈ 0,384
Grp × Emo 1,07 4 / 128 ≈ 0,367 0,67 4 / 128 ≈ 0,549
Grp × Hemi 4,68 1 / 32 ≈ 0,038∗ 0,12 1 / 32 ≈ 0,734
Emo × Hemi 1,78 4 / 128 ≈ 0,161 0,97 4 / 128 ≈ 0,410
Grp × Emo × Hemi 1,71 4 / 128 ≈ 0,174 0,14 4 / 128 ≈ 0,158
E: präfrontaler Cortex F: Basalganglien
Effekt F df p F df p
Gruppe (Grp) 4,30 1 / 32 ≈ 0,046∗ 5,88 1 / 32 ≈ 0,021∗
Emotion (Emo) 4,04 4 / 128 ≈ 0,007∗ 0,18 4 / 128 ≈ 0,916
Hemisphäre (Hemi) 2,04 1 / 32 ≈ 0,163 0,27 1 / 32 ≈ 0,609
Grp × Emo 3,76 4 / 128 ≈ 0,010∗ 2,82 4 / 128 ≈ 0,040∗
Grp × Hemi 0,10 1 / 32 ≈ 0,754 0,10 1 / 32 ≈ 0,756
Emo × Hemi 0,35 4 / 128 ≈ 0,804 2,18 4 / 128 ≈ 0,082
Grp × Emo × Hemi 2,52 4 / 128 ≈ 0,058 0,69 4 / 128 ≈ 0,590
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Tabelle 4.5: Parameter der verschiedenen Korrekturmethoden. Bei der gewählten unkontrollier-
ten Schwelle ist die berechnete Wahrscheinlichkeit eines FWE größer als 1. Die kritischen Werte
für T und p bei der Kontrolle der Falsch-Positiv Rate sind adaptiv.
Methode Kontrolle krit. T krit. p Cluster-
über bei größe k
A: unkorrigiert nicht quantifiziert 3,16 0,001 0
B: Monte-Carlo Simulationen CWE 0,05 2,36 0,01 136
C: Falsch-Positiv Rate FDR 0,05 variabel 0
D: Random-Field Theory FWE 0,05 4,57 5,73 · 10−6 0
4.2.4 Vergleich der Kontrollmöglichkeiten
Dieser Abschnitt veranschaulicht Unterschiede zwischen den vorgestellten Me-
thoden zur Korrektur für multiples Testen anhand der vorliegenden Daten. Die
Abbildungen 4.10 bis 4.14 zeigen jeweils einen gerichteten Hypothesentest bei
den verschiedenen Schwellen, die im Abschnitt 3.4.4 bereits spezifiziert wurden
und in Tabelle 4.5 nochmal zusammengefasst sind. Für die Monte-Carlo Methode
sind 1000 Simulationen unter der Nullhypothese durchgeführt worden, die erga-
ben, dass eine Clustergröße von mehr als 136 Voxeln genügt, um bei einer voxel-
weisen Schwelle αV = 0,01 einen Cluster-Wise Error von CWE = 0,05 einzu-
halten.
Die Reihenfolge und Bezeichnungen der Unterabbildungen halten sich an die
Reihenfolge in der Tabelle. Für die verschiedenen Kontraste sind bei der Kontrolle
der FDR die zugehörigen T - und p-Werte mit angegeben, die für die anderen Kor-
rekturmethoden der Vollständigkeit halber wiederholt werden. Außerdem ist bei
jeder Schwelle und jedem Kontrast die Anzahl v der überschwelligen Voxel ange-
ben. Sortiert man die bei den angegebenen Parametern angewendeten Methoden
von liberal nach konservativ, so ergeben sich die in Tabelle 4.6 wiedergegebenen
Rangfolgen, der ebenfalls die Anzahl der überschwelligen Voxel zu entnehmen ist.
Wie man sieht ist diese Rangfolge variabel, was hauptsächlich auf den adaptiven
Charakter der FDR-Methode zurückzuführen ist. Die Rangfolge der anderen drei
Methoden ist bei diesen Parametern und diesen Daten immer dieselbe, nämlich
MCM > unkorrigiert > RFT.
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Tabelle 4.6: Rangreihen der verschiedenen Korrekturmethoden. Die Methoden sind absteigend
hinsichtlich der Anzahl der Voxel geordnet, die die jeweilige Schwelle überleben. Diese Zahl v ist
im rechten Teil der Tabelle wiedergegeben.
Gesicht Rangreihe unkorr. MCM FDR RFT
H FDR > MCM > unkorr. > RFT 18.789 35.738 38.328 3.086
S MCM > FDR > unkorr. > RFT 5.076 13.785 7.838 252
A MCM > FDR > unkorr. > RFT 3.873 12.371 5.238 189
F MCM > unkorr. > FDR > RFT 1.816 5.768 1.180 28
N MCM > unkorr. > FDR > RFT 1.741 7.749 600 78
Hinsichtlich der Bedingung, bei dem der Unterschied zwischen den Gesunden
und den Patienten zutage trat, ist diese Reihenfolge für die unkorrigerte Schwelle
und die Kontrolle der FDR gleich (nämlich H, S, A, F, N), während bei der Monte-
Carlo Methode und der Random Field Theory die letzten beiden Bedingungen im
Vergleich hierzu vertauscht sind (also H, S, A, N, F).
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Abbildung 4.10: Vergleich der Korrekturmethoden für (C×H)−(P×H) > 0. Erläuterung s.
Text.
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Abbildung 4.11: Vergleich der Korrekturmethoden für (C×S)−(P×S)> 0. Erläuterung s. Text.
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Abbildung 4.12: Vergleich der Korrekturmethoden für (C×A)−(P×A)>0. Erläuterung s. Text.
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Abbildung 4.13: Vergleich der Korrekturmethoden für (C×F)−(P×F)> 0. Erläuterung s. Text.
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Abbildung 4.14: Vergleich der Korrekturmethoden für (C×N)−(P×N)>0. Erläuterung s. Text.
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Klassische Inferenz: αFWE=0,05
Bayessche Inferenz: P(d ≥ 0,1) ≥ 0,9
Kontrast: (C×H)>(P×H)
Abbildung 4.15: Vergleich klassischer und Bayesscher Inferenz für (C×H)>(P×H).
4.2.5 Bayessche Ansätze
Zunächst werden exemplarisch die Ergebnisse zweier Kontraste der Bayesschen
Inferenz gezeigt und jeweils den Ergebnissen der klassischen Inferenz gegenüber-
gestellt. Ergebnisse der klassischen Inferenz sind bei einer RFT korrigierten Feh-
lerwahrscheinlichkeit 1. Art von αFWE = 0,05 gezeigt, während die Bayessche
Statistik die Inferenz erlaubt, dass ein Voxel mit einer Wahrscheinlichkeit von
mindestens 90 % einen Gruppenunterschied von d ≥ 0,1 aufweist.
Die Abbildung 4.15 zeigt beide Inferenztypen für den Gruppenvergleich bei
freudigen Gesichtern ( (C×H)>(P×H) ). Die entsprechenden Ergebnisse des Kon-
trasts (C×N)>(P×N) zeigt Abbildung 4.16. Es ist bei beiden Kontrasten zu sehen,
dass die Übereinstimmung der beiden Inferenztypen sehr gering ist. Bei dem Kon-
trast für freudige Gesichter ist ein wenig Übereinstimmung im Bereich zwischen
occipitalem Cortex und Temporallappen zu erahnen, während die beiden Infe-
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Klassische Inferenz: αFWE=0,05
Bayessche Inferenz: P(d ≥ 0,1) ≥ 0,9
Kontrast: (C×N)>(P×N)
Abbildung 4.16: Vergleich klassischer und Bayesscher Inferenz für (C×N)>(P×N).
renztypen bei den neutralen Gesichtern bei den gewählten Schwellen in keinem
einzigen Voxel eine gemeinsame Differenz zwischen den beiden Gruppen auf-
zeigen. Es sei angemerkt, dass nur noch die Bayesche Inferenz des Kontrastes
(C×F)>(P×F) Gruppenunterschiede aufzeigte, die aber ebenfalls nicht mit ent-
sprechenden Ablehnungen der Nullhypothese in der klassischen Inferenz einher-
gingen. Die anderen beiden Kontraste lieferten keinerlei Unterschiede zwischen
den Gruppen für die Bayessche Inferenz, wohl aber für die klassische.
4.2.6 Meta-analytische Ansätze
Bevor die Resultate der meta-analytischen Methoden präsentiert werden, soll dar-
an erinnert werden, dass diese Ansätze völlig andere Fragestellungen als bisher
zum Gegenstand hatten. Hier handelt es sich um zwei gleichartige Experimente,
die beide nur Innersubjektfaktoren bei gesunden Probanden untersucht haben. Die
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inhaltliche Fragestellung bezog sich auf Unterschiede zwischen jeweils einer der
emotionalen Bedingungen im Vergleich zur Darbietung von neutralen Gesichtern.
Die Darstellung der Ergebnisse beschränkt sich hierbei exemplarisch auf den Un-
terschied zwischen ängstlichen und neutralen Gesichtern (F−N) mit der Anmer-
kung, dass die Resultate für die anderen Vergleiche hinsichtlich der Änhlichkeit
der präsentierten Methoden in dieselbe Richtung gehen.
Die Resultate der zwei meta-analytischen Methoden ist in Abbildung 4.17
dargestellt, wobei zusätzlich die Ergebnisse der Random Effects Analyse über
alle Probanden hinweg gezeigt werden. Die Schwelle für die Methode von Fis-
her als auch für die Random Effects Analyse ist voxelweise (also unkorrigiert)
auf p < 0,001 gesetzt worden. Die Berechnung der posterioren Wahrschein-
lichkeiten wurde mit einer a priori Wahrscheinlichkeit der Nullhypothese von
P0(H0) = 0,9 initiiert und nach Veränderung dieser Wahrscheinlichkeiten durch
die Parameter der ersten Gruppe wurden diese Zwischenergebnisse als a priori
Werte für die Analyse der zweiten Gruppe benutzt. Wenn für ein Voxel die Unglei-
chung P2(H0) < 0,01 erfüllt war, ist die Nullhypothese zugunsten der Alternativ-
Hypothese verworfen worden.
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A: Pooling nach Fisher (p<0,001 unkorrigiert)
B: Posteriore Wahrscheinlichkeiten (P2(H0)<0,01)
C: Random Effects Analyse (p<0,001 unkorrigiert)
Abbildung 4.17: Vergleich statistischer Pooling-Methoden bei zwei Stichproben für F−N. A:
Methode nach Fisher bei p < 0,001 unkorrigiert. B: Berechnung der posterioren Wahrschein-
lichkeiten mit einer pauschalen prioren Wahrscheinlichkeit der Nullhypothese von P0(H0) = 0,9
und einer Schwelle der posterioren Wahrscheinlichkeit bei P2(H0) < 0,01. C: Random Effects
Analyse über alle Probanden beider Stichproben bei p < 0,001 unkorrigiert.
Kapitel 5
Diskussion
5.1 Verhaltensdaten
Die Verhaltensdaten im Scanner der Emotionsdiskrimination replizierten die Er-
gebnisse eines reinen Verhaltensexperimentes, das als Vorstudie durchgeführt
wurde [158]. In dieser Studie waren die Patienten ebenfalls hinsichtlich der Spe-
zifität ihrer Urteile schlechter als gesunde Kontrollen, nicht jedoch hinsichtlich
der Sensitivität. Allerdings mag dieser scheinbar differenzielle Effekt auch auf
Eigenschaften der Aufgabe zuruckuführen sein, als auf spezifische Unterschie-
de zwischen Gesunden und schizophrenen Patienten. Wenn die Probanden die
präsentierte Emotion im Sinne einer Zuordnung mehrerer Alternativen erken-
nen sollen, wurden oft auch Defizite in der Sensitivität bei Patienten gefun-
den [59, 88, 125, 133].
Fehlattributionen von negativen Emotionen auf neutrale Gesichter wurden bei
Schizophrenen bereits berichtet [89]. Eine derartige Interpretation ist bei den
vorliegenden Daten aufgrund der Aufgabenstellung nicht möglich. Wie bereits
Schneider et al. [158] ähnliche Befunde interpretierten, scheinen schizophrene
Patienten eher als Gesunde dazu zu tendieren, eine bestimmte Zielemotion in Ge-
sichtern zu erkennen, obwohl eine andere Emotion gezeigt wird. Eventuell spielt
die Erwartungshaltung der Patienten eine große Rolle bei ihrer Fähigkeit, die
Emotionen korrekt zuzuordnen. Durch welche inneren und äußeren Faktoren eine
solche Erwartungshaltung moduliert wird, bleibt jedoch eine Frage zukünftiger
Forschung.
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5.2 Gruppenvergleiche der fMRI-Daten
Hinsichtlich ihrer Datenqualität, gemessen am PSC-Wert, unterschieden sich die
Gruppen deutlich voneinander. Wie bereits im Abschnitt 4.2.1 erwähnt, beruht
dieser Unterschied wahrscheinlich auf Bewegungen des Kopfes während der Mes-
sungen. Den Patienten fällt es demnach schwerer ihren Kopf über eine so lange
Zeitspanne ruhig zu halten, als den Gesunden. Auch wenn die statistische Ana-
lyse der Datenqualität damit überinterpretiert wird, scheint sich dieser Gruppen-
unterschied mit zunehmender Messdauer zu verstärken. Jedenfalls legt die Daten-
qualität der vorliegenden Studie nahe, fMRI-Untersuchungen an schizophrenen
Patienten nicht länger als etwa eine halbe Stunde dauern zu lassen. Hinsichtlich
des erheblichen Rekrutierungsaufwandes dieser Population ist zu bedenken, in-
wieweit ein „guter“ Kompromiss zwischen Datanqualität und -quantität aussehen
kann. Unabhängig davon bedeutet das für die statistische Analyse der Daten, dass
die Annahme der Varianzhomogenität zwischen den Gruppen wahrscheinlich oft
verletzt wird und entsprechend hierfür korrigiert werden muss.
Angesichts einer häufig berichteten Aktivierung der Amygdala bei der Verar-
beitung von Gesichtern (s. Adolphs [2], Seite 42) ist der negative Befund dieser
Studie überraschend. Lediglich bei freudigen Gesichtern wiesen beide Amygdalae
der Gesunden mit hoher Wahrscheinlichkeit eine Aktivierung auf (vgl. Tabelle B.1
im Anhang B), wo auch ein Unterschied zwischen Gesunden und Patienten festge-
stellt werden konnte (Abbildung 4.4). Die stärkere Beteiligung der linken Amyg-
dala im Vergleich zur rechten war nicht erwartet, deckt sich aber dennoch mit dem
Resümee einer aktuellen Übersichtsarbeit, wonach die Lateralisierung nicht signi-
fikant vom Stimulustyp oder der Aufgabenstellung abhing [8]. Die Beteiligung der
Amygdala an emotionalen Prozessen ist vor dem Hintergrund vieler konvergie-
render Befunde mit unterschiedlichsten Methoden gesichert [101, 151] und wird
im Zusammenhang mit der Verarbeitung von Gesichtsausdrücken meistens mit
Angst in Verbindung gebracht [65, 75, 136]. Auf messtechnische Probleme auf-
grund von Suszeptibilitätsartefakten bei funktionellen MRI Messungen im media-
len Temporallappen wurde in der Literatur mehrfach hingewiesen [64, 120, 150],
allerdings ist diesem Umstand in der vorliegenden Arbeit durch eine Anpassung
der Messsequenz Rechnung getragen worden [172]. Eine andere mögliche Erklä-
rung für den negativen Befund mag die Habituation der Antwort in der Amyg-
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dala sein, da das Interstimulusintervall für ein ereignis-korreliertes Design relativ
kurz gewählt wurde und daher eine Gewöhnung an emotionale Gesichter ermög-
licht [15]. Inwieweit bei dem hier verwendeten Stimulusmaterial die Intensität
der dargestellten Emotion [48], die Rasse des Schauspielers [106, 137] oder an-
dere evtl. auch aufgabenspezifische Variablen eine (modulatorische) Rolle für die
Amygdalaaktivität spielten, bleibt offen.
Mit der Literatur in Einklang steht die starke bilaterale Aktivierung des Gyrus
fusiformis (GFF) in beiden Gruppen bei der Verarbeitung von Gesichtern (vgl. Ta-
belle B.2). Der Gyrus fusiformis wird eher mit invarianten Aspekten der Gesichts-
erkennung in Verbindung gebracht (vgl. Abbildung 1.1, Seite 9). Allerdings lässt
die hier gewählte Vergelichsbedingung keinen Rückschluss zu, ob der Gyrus fusi-
formis spezifisch auf Gesichter reagiert [78], oder ob die Expertise des Beobach-
ters mit dem betrachteten Objekt seine Aktivierung beeinflusst [43]. Der Einfluss
der Emotion auf die Aktivität des Gyrus fusiformis bestätigt einen Befund aus
der MEG-Forschung, wonach die Affektivität eines Gesichtes modulatorisch auf
den GFF wirkt [141]. Die starke Rechts-Lateralisierung bei den Gesunden deckt
sich ebenfalls mit der Vorstellung einer Dominanz der rechten Hemisphere bei
der Verarbeitung bildlichen [80] bzw. emotionalen [77] Materials. Die differen-
ziellen Unterschiede zwischen Gesunden und schizophrenen Patienten im linken
und rechten Gyrus fusiformis stehen in Einklang mit einer Studie von Quintana
et al. [146]. Allerdings wurde dort betont, dass die meisten Patienten den rech-
ten Gyrus fusiformis nicht avktivierten, was in der vorliegenden Arbeit nicht der
Fall war. Letzteres könnte darauf zurückzuführen sein, dass Quintana et al. im
Gegensatz zum experimentellen Aufbau hier, eine High Level Baseline verwendet
haben (vgl. unten, Seite 99). Morphometrische Studien an schizophrenen Pati-
enten wiesen ein etwas uneinheitliches Bild bzgl. des rechten Gyrus fusiformis
auf: Während zwei Studien über Auffälligkeiten berichteten [102, 118], konnte
eine aktuelle Studie diese Befunde nicht replizieren [140]. Johnstone et al. [76]
berichteten ebenfalls über geringere Aktivität im Gyrus fusiformis bei Patienten
mit Schizophrenie im Vergleich zu Gesunden bei einer Emotionsdiskriminations-
aufgabe, was sie sowohl mit fMRI als auch elektrophysiologischen Maßen nach-
weisen konnten. Zusammenfassend wird hier eine ähnliche Interpretation wie bei
Quintana et al. [146] und Johnstone et al. [76] favorisiert: Die funktionellen Auf-
fälligkeiten im Gyrus fusiformis bei schizophrenen Patienten deuten auf eine re-
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lativ frühe Dysfunktion in einer Reihe von informationsverarbeitenden Schritten
bei der Erkennung von Gesichtsausdrücken hin. Diese frühe gestörte Verarbeitung
könnte entsprechenden Einfluss auf spätere – z. B. evaluierende und soziale – Pro-
zesse und Entscheidungen haben, die sich z. T. auch klinisch in Form von sozialem
Rückzug oder inadäquatem Affekt äußern könnten. So gesehen, würde dieser Be-
fund eher als zugrundeliegende Charaktereigenschaft (Trait-Merkmal) interpre-
tiert und weniger als situationsbedingt fluktuierender Zustand (State-Merkmal).
Zwar hat die Emotion auch einen Einfluss auf die Aktivierung des Gyrus fusifor-
mis, aber dieser Einfluss war über die Gruppen hinweg gleich. Auffälligkeiten im
Gyrus fusiformis sind bei autistischen Patienten berichtet worden [26, 62], was
generell die Frage nach der Spezifität solcher Befunde für eine bestimmte (psych-
iatrische) Krankheit aufwirft.
Der Sulcus temporalis superior wird mit der Verarbeitung dynamischer Aspek-
te von Gesichtern assoziiert. Eine nahegelegene Region wies die deutlichsten Un-
terschiede zwischen Gesunden und Schizophrenen auf. Für den Gyrus tempora-
lis superior (STG) sind daher Daten extrahiert und weiter analysiert worden. Die
vorliegenden Ergebnisse sprechen dafür, eine Rolle auf den rechten STG zu be-
schränken, da hauptsächlich der rechte STG bei Gesunden aktiviert war (vgl. Ta-
belle B.3). Ähnlich wie beim Gyrus fusiformis scheint bei den schizophrenen Pa-
tienten die Lateralisierung der Aktivität im rechten STG – wie sie bei Gesunden
zu beobachten ist – zu fehlen. Wie in Abbildung 4.9.C zu erkennen ist, lagen die
Mittelwerte des linken STG bei den Patienten sogar über denen des rechten (de-
skriptiv). Über beide Gruppen (und Hemisphären) hinweg variierte die Aktivität
auch teilweise mit der präsentierten Emotion, aber letzterer Faktor übte keinen
differenziellen Effekt auf die Gruppen aus. Diese Variation über die Emotionen
deckt sich mit der Auffassung, dass der STG dynamische Aspekte (z. B. deren
emotionalen Ausdruck) von Gesichtern verarbeitet.
Bezüglich zweier zentraler Strukturen des Kernsystems für die visuelle Ana-
lyse von Gesichtern, nämlich den Gyrus fusiformis und ein superiores Areal im
Temporallappen, wiesen schizophrene Patienten Besonderheiten auf, die evtl. am
trefflichsten mit einer fehlenden Asymmetrie zusammengefasst werden könn-
ten. Gesunde zeigten im Gegensatz zu Patienten eine deutliche Lateralisierung
der Aktivität in diesen beiden Region in Richtung rechter Hemisphäre. Inwie-
weit diese Beeinträchtigungen auf frühen Stufen der Informationsverarbeitung
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sich nachhaltig auf spätere Prozesse auswirken bleibt unklar. Ob die mutmaßlich
involvierten Funktionen der Verarbeitung invarianter bzw. dynamischer Aspek-
te von Gesichtern tatsächlich die funktionellen Defizite schizophrener Patien-
ten treffend beschreiben ist durchaus plausibel, bleibt aber dennoch spekulativ.
Die verminderte Aktivität der Patienten im Gyrus temporalis superior deckt sich
mit früheren Arbeiten, die Auffälligkeiten bei schizophrenen Patienten in die-
ser Region berichteten, obwohl die Lateralität dieses Befundes nicht einheitlich
ist [61, 139, 147, 174].
Auch im occipitalen Cortex, der zum Kernsystem für die visuelle Analyse
zählt, und im angrenzenden Parietallappen sind Unterschiede zwischen Gesunden
und Patienten gefunden worden. In diesen Regionen zeigte sich vorwiegend eine
höhere Aktivität bei den Patienten (vgl. Abbildungen 4.4 bis 4.8 und Anhang A).
Allerdings lagen hier mehrere Cluster über der gewählten statistischen Schwelle,
wobei die Richtung des Gruppenunterschiedes von der präzisen Region und auch
der Emotion abzuhängen schien. Eine weitere Analyse wurde hier jedoch nicht
durchgeführt, da die Wahl einer konkreten anatomischen Region fast unmöglich
schien. Daher können Aussagen über statistisch signifikante Interaktionen in die-
ser Hinsicht nicht gemacht werden.
Im anterioren cingulären Cortex (ACC) war der Unterschied zwischen Gesun-
den und Patienten, unabhängig von den beiden anderen Faktoren Emotion und
Hemisphäre, auffällig. Sieht man sich die Konfidenzintervalle in Tabelle B.4 an,
so zeigte sich eine Deaktivierung im ACC bei den Patienten, während die entspre-
chenden Mittelwerte der Gesunden leicht positiv um Null schwankten. Der ACC
wird oft mit exekutiven Kontrollprozessen in Verbindung gebracht, die aufgaben-
relevante Funktionen evtl. verstärken aber vor allem irrelevante Verarbeitungen
und Impulse inhibieren [168]. Hier könnte ein neuronales Korrelat für eine im
Vergleich zu Gesunden veränderte Erwartungshaltung bezogen auf die Stimuli
liegen, was sich auf der Verhaltensebene als verminderte Spezifität äußerte [158].
Kognitive Defizite in Bezug auf exekutive Funktionen sind bei schizophrenen Pa-
tienten häufig berichtet worden und beschränken sich daher warhscheinlich nicht
auf den hier verwendeten Aufgabentyp [188].
An dieser Stelle sei angemerkt, dass die vermehrte Aktivität im Bereich des
sensomotorischen Areals der linken Hand bei den Patienten ebenfalls mit der ver-
minderten Spezifität interpretiert werden kann (vgl. Schicht +34 auf den Abbil-
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dungen 4.4 bis 4.8). Geringe Spezifität ist generell gleichbedeutend mit vielen
falsch positiven Antworten und in dieser Studie war dies mit einem häufigeren
Drücken des Knopfes mit dem linken Zeigefinger verbunden (vgl. Abschnitt 3.1).
Also handelt es sich (wahrscheinlich) nicht um ein neuronales Korrelat eines ko-
gnitives Prozesses, der einen falschen Alarm verursacht, sondern lediglich um die
motorische Folge.
Der Unterschied zwischen Gesunden und Patienten im medialen frontalen
Cortex (wozu der ACC gehört) kann alternativ aber auch anderen kognitiven Pro-
zessen zugeordnet werden. Diese Hirnregion ist wahrscheinlich an Prozessen be-
teiligt, die allgemein als „soziale Kognition“, Mind-Reading und Empathie in dem
psychologischen Konstrukt der Theory-of-Mind zusammegefasst sind [9]. Medio-
frontale Regionen sind vor allem mit Mind-Reading-Prozessen in Verbindung ge-
bracht worden [103]. Im Zusammenhang mit Aufgaben der Emotionsdiskrimi-
nation könnte diese Aktivierung mit Attributionen einhergehen, bei denen Hy-
pothesen über mögliche Ursachen der wahrgenommenen Emotion bei der Per-
son aufstellt werden. Viele Studien belegen, dass zur Theory-of-Mind gehörende
Kognitionen bei schizophrenen Patienten beeinträchtigt sind [19, 20, 103, 155].
Da diese Subregion des anterioren Cingulums eher zum emotionalen als zum ko-
gnitiven Bereich gezählt wird [21], könnte dieses Ergebnis auch als neuronales
Korrelat der emotionalen Beeinträchtigung schizophrener Patienten interpretiert
werden.
Der ventrolaterale präfrontale Cortex (VLPFC) wies ein ziemlich komplexes
Aktivierungsmuster auf. Zunächst war die Aktivität bei Gesunden höher als bei
Patienten und wie Tabelle B.5 zeigt, war dieser Unterschied eher auf auf eine Ak-
tivierung der Gesunden zurückzuführen, deren Parameterschätzer (auch über das
Konfidenzintervall) durchweg im Positiven lagen. Die Aktivität des VLPFC der
Patienten lag meistens um Null, mit den Ausnahmen bei ärgerlichen und ängst-
lichen Gesichtern, wo die Aktivität relativ deutlich anstieg (vgl. Abbildung 4.9
E). Es scheint der bedrohliche Charakter eines Gesichtsausdrucks gewesen zu
sein, der die Aktivität des VLPFC bei den Patienten anhob. Ein dem Beobach-
ter zugewandtes ärgerliches Gesicht mag vom Betrachter als direkte (Be-) Dro-
hung empfunden werden, während ein ängstliches Gesicht als Hinweis auf eine
Gefahrensituation für beide involvierten Personen interpretiert werden kann. Eine
solche Erklärung stützt sich ebenfalls auf soziale Kognitionen und der assoziierten
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Theory-of-Mind. Das Aktivierungsmuster der Patienten deutet bei dieser Interpre-
tation auf eine Normalisierung der Aktivität im VLPFC hin, wenn bedrohliche
Stimuli gezeigt wurden. Im Umkehrschluss bedeutete dies, dass schizophrene Pa-
tienten eher bei nicht-bedrohlichen Gesichtern beeinträchtigt wären, was eine sehr
spekulative Hypothese ist, vor allem da sie nicht durch differenzielle Effekte in
den Verhaltensdaten untermauert werden kann.
Auch wenn die Ergebnisse im VLPFC und im anterioren Cingulum das Kon-
zept der so genannten Hypofrontalität der Schizophrenie unterstützen, wird dieser
Begriff in diesem Zusammenhang nicht benutzt, da er angesichts sehr heterogener
Befunde im präfrontalen Cortex [111] eher irreführend ist. In Abhängigkeit von
Aufgabe und präziser Hirnregion wurden sowhol höhere als auch niedrigere Aki-
tivtäten im frontalen Cortex berichtet, wenn Gesunde und schizophrene Patienten
verglichen wurden. Insofern handelt es sich nicht unbedingt um widersprüchli-
che Befunde; vielmehr müssen die komplexen Interaktionen zwischen den Auf-
gabenanforderungen, der präzisen Hirnregion und der Gruppenzugehörigkeit auf-
geschlüsselt werden [111].
Die Rolle der Basalganglien ist möglicherweise sehr komplex, da sie theo-
retisch in den beiden untersuchten Hauptfaktoren Gruppe und Emotion von zen-
traler Bedeutung sind, aber eine kohärente Interpretation dennoch schwierig ist.
Phan et al. [136] kommen in ihrer Meta-Analyse von funktionell bildgebenden
Studien zu Emotionen zu dem Schluss, dass die Basalganglien eine besondere
Bedeutung bei Freude und Ekel einnehmen. Fast 70 % der gesichteten Studien
zur Induktion von Freude berichten eine Aktivierung der Basalganglien. Weite-
re Befunde und/oder Überlegungen, die in dieselbe Richtung weisen, basieren
auf verschiedensten Operationalisierungen der Emotion Freude, wie z. B. such-
terzeugende Substanzen oder Verhaltensweisen [16, 85, 90, 151, 171], Beloh-
nung [151], unterhaltsame Aktivitäten (wie Videospiele) [87], freudige Gesich-
ter [122, 123, 139, 185], angenehme Bilder [29, 94, 95] und durch Freude indu-
zierter Abruf [28, 46] sowie durch sexuelle Erregung [148, 149]. Diese vielfältigen
Befunde unterstützen die Beteiligung der Basalganglien an positiven Emotionen,
die mit der Annäherung an ein erwünschtes Ziel verbunden sind [29]. Die vor-
liegende Arbeit unterstützt ebenfalls diese Funktionalität insofern, als dass die
Gesunden in dieser Region eine Aktivierung aufweisen, während die Parameter-
schätzer in den anderen emotionalen Bedingungen um Null schwanken (mit der
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Ausnahme in der linken Hemisphere bei ärgerlichen Gesichtern). Interessanter-
weise ist der Unterschied zwischen den Gruppen bei freudigen Gesichtern am
geringsten, was auf eine dysfunktionale Aktivierung dieser Region bei schizo-
phrenen Patienten hindeutet, wenn sie negativen und neutralen Reizen ausgesetzt
sind.
Da das Belohnungssystem im allgemeinen und die Basalganglien im speziel-
len zu einem wesentlichen Teil aus dopaminergen Neuronen besteht, scheint es
eine besondere Verbindung zwischen dem Erhalt von Belohnung und dem Trans-
mitter Dopamin zu geben [29]. Das dopaminerge System ist aber ebenfalls mit
Modell-Psychosen [92] und schizophrenen Störungen [22] assoziiert (vgl. auch
Abschnitt 1.1.2). Insofern passt die generelle Aktivierung dieser Region bei den
Patienten zwar durchaus ins Bild, aber eine generelle Überfunktion des dopami-
nergen Systems kann nicht die differenzielle Aktivierung der Patienten erklären
(Präsentation eines Gesichts versus Low-Level Baseline). Ebensowenig passt die
postulierte Funktion der Basalganglien im Zusammenhang mit positiven Emotio-
nen ins klinische Bild der Schizophrenie, auch wenn generell Störungen des Af-
fektes von zentraler Bedeutung für diese Krankheiten sind. Über die genaue Rolle
der Basalganglien bei der Schizophrenie kann nur spekuliert werden und zukünf-
tige Studien in diese Richtung müssen mögliche Einflussfaktoren kontrollieren,
wie z. B. die Art und Dauer der Medikation sowie aktuelle Symptomatik. Mögli-
cherweise spielt aber auch eine gestörte Interaktion der Basalganglien mit anderen
Hirnregionen eine Rolle, wobei nicht nur dopaminerge Areale mögliche Kandida-
ten sein könnten (z. B. frontale und/oder limbische Regionen). Generell gelten
diese Anmerkungen nicht nur für die Basalganglien, aber gerade hier scheint ein
sorgsames, kontrolliertes Vorgehen nötig, weil die assoziierte gesunde Funktio-
nalität der Basalganglien nicht gut mit einer Überfunktion dieser Region in der
Schizophrenie und ihrem klinischen Bild übereinstimmt.
5.3 Vergleich der Korrekturmethoden
Wie im Abschnitt 1.7.2 bereits verdeutlicht, ist eins der schwierigsten Probleme
in der funktionellen Bildgebung die Wahl einer „vernünftigen“ Schwelle (im Fol-
genden auch englisch als Thresholding bezeichnet). Diese Wahl ist aufgrund des
massen-univariaten Ansatzes in der standardmäßigen Auswertung und dem damit
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verbundenen Problem des multiplen Testens nicht trivial. In der Literatur findet
man die unterschiedlichsten Thresholding-Methoden, wovon hier anhand der vor-
liegenden Daten vier verglichen wurden. Im Sinne von Sensitivität und Spezifität
ist der Begriff „vernünftig“ gut umschrieben, aber in der Abwesenheit jeglicher
Kenntnis über die Korrektheit bzw. Falschheit unserer Zuordnungen im Rahmen
eines Vierfelder-Schemas (s. Tabelle 1.1, Seite 28), kann keine statistische Me-
thode wertvolle Information über die Wahrhaftigkeit einer Hypothese liefern, wie
Neyman und Pearson schon 1933 formulierten:
. . . no test based upon a theory of probability can by itself provide any
valuable evidence of the truth or falsehood of a hypothesis.
However, we may look at the purpose of tests from another viewpoint.
Without hoping to know whether each separate hypothesis is true or
false, we may search for rules to govern our behavior with regard to
them, in following which we ensure that, in the long run of experi-
ence, we shall not often be wrong.
Neyman & Pearson [128]
Im Rahmen des Hypothesentestens und des induktiven Verhaltens müsste in
fMRI-Experimenten ohne Vorkenntnisse bei einer konventionellen Fehlerrate 1.
Art von α = 0,05 eine entsprechende Korrektur zur Kontrolle des FWE erfolgen.
Oftmals führt sehr wahrscheinlich eine solch konservative Korrektur dazu, dass
entweder keine oder nicht gut interpretierbare Aktivierungen die Schwelle über-
leben. Letzteres ist jedenfalls eine naheliegende Erklärung dafür, dass so viele
unterschiedliche Thresholding-Methoden angewendet werden. Das primär wis-
senschaftliche Problem von Nullergebnissen im Rahmen von Signifikanztests ist,
dass sie wenig interpretierbar sind, da das Beibehalten der Nullhypothese nicht als
Indikator für ihre Richtigkeit dienen kann [154]. Das gesellschaftliche Problem,
aber sicherlich mindestens auch sekundär wissenschaftliche Problem besteht dar-
in, dass Nullergebnisse mit geringerer Wahrscheinlichkeit publiziert werden [47].
Letzteres ist als sogenanntes File Drawer Problem bekannt und hat mitunter mehr
oder weniger großen Einfluss auf meta-analytische Studien [153].
Der Forscher in der funktionellen Bildgebung steht also vor dem Problem ei-
ne angemessene (voxelweise) Schwelle für den empirischen p-Wert zu definieren
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(und das möglichts vor der Datenerhebung bzw. Auswertung), die bei α = 0,05
und den vorliegenden Daten im Extremfall zwischen 0,05 und ca. 0,0000057 für
einen ungerichteten Test liegen. Die kleinere Schwelle ist der Threshold nach der
RFT, berücksichtigt aber z. B. nicht, dass eigentlich fünf zweiseitige Tests durch-
geführt wurden, wonach diese Schwelle entprechend angepasst werden müsste.
Selbst die hier gezeigten Schwellen, deren Spannweite durchaus üblich ist, wei-
sen zum Teil große Unterschiede auf. Poweranalysen anhand von Voruntersuchun-
gen und damit einhergenehender Festlegung der Stichprobengößen und des Si-
gnifikanzniveaus wären methodisch der Königsweg, sind aber in der klinischen
Forschung mit wenig belastbaren Patienten und wegen des erheblichen Rekru-
tierungsaufwandes ökonomisch bedenklich und schwer realisierbar. Voruntersu-
chungen nur an Gesunden sind sicherlich zur Identifizierung und Eliminierung
von möglichen Störvariablen sehr sinnvoll, geben aber hinsichtlich geplanter sta-
tistischer Tests zwischen Gesunden und Patienten und der Wahl einer angemesse-
nen Schwelle wenig bis gar keine Information. Für die Interpretation von Grup-
penunterschieden spielen Vorversuche an Gesunden insofern eine große Rolle, als
dass involvierte kognitive und emotionale Prozesse mit ihren neuronalen Korrela-
ten in Verbindung gebracht werden können.
An dieser Stelle soll explizit daran erinnert werden, dass Signifikanzniveaus
keine festen Größen sind, auch wenn gewisse (nützliche) Konventionen bestehen.
Auf der anderen Seite sollte ihre Festlegung nicht völlig willkürlich geschehen
und die gängige Praxis, einen empirischen p-Wert auf die nächst größere Konven-
tion zu runden und schlimmstenfalls unwahrheitsgemäß als vorab definiertes Si-
gnifikanzniveau anzugeben, kann keine wissenschaftliche Lösung sein. Dennoch
ist wenigstens eine ähnliche Praxis kaum oder gar nicht zu vermeiden und in der
Tat, ist auch für diese Arbeit die Schwelle keineswegs a priori definiert worden.
Dieser innere Prozess, den wohl viele praktizierende Wissenschaftler irgendwann
mal vollzogen haben, ist sehr schön von Gigerenzer beschrieben worden:
The Neyman–Pearson logic of hypothesis testing functions as the Su-
perego of the hybrid logic. It demands the specification of precise
alternative hypotheses, significance levels, and power in advance to
calculate the sample size necessary, and it teaches the doctrine of re-
peated random sampling. The frequentist Superego forbids epistemic
statements about particular outcomes or intervals, and it outlaws the
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interpretation of levels of significance as the degree of confidence that
a particular hypothesis is true or false.
The Fisherian theory of significance testing functions as the Ego. The
Ego gets things done in the laboratory and gets papers published. The
Ego determines the level of significance after the experiment, and it
does not specify power nor calculate the sample size necessary. The
Ego avoids precise predictions from its research hypothesis; that is,
it does not specify the exact predictions of the alternative hypothesis,
but claims support for it by rejecting a null hypothesis. The Ego makes
abundant epistemic statements about particular results. But it is left
with feelings of guilt and shame for having violated the rules.
Censored by both the frequentist Superego and the pragmatic Ego are
statements about probabilities of hypotheses given data. These form
the Bayesian Id of the hybrid logic. Some direct measure of the validi-
ty of the hypotheses under question — quantitatively or qualitatively
— is, after all, what researchers really want.
Gigerenzer [47]
Die Unvereinbarkeit des Hypothesentestens nach Neyman–Pearson und des
Fisherschen Signifikanztests ist in methodischen Arbeiten oft betont worden [47,
49, 50, 104, 178]. Nichtsdestotrotz ist die Versuchung, eine Schwelle post hoc
zu bestimmen in der funktionellen Bildgebung besonders groß, da durch die Exi-
stenz so vieler unterschiedlicher „gängiger“ Schwellen und Methoden die Wahr-
scheinlichkeit steigt, ein leicht zu interpretierendes Aktivierungsmuster zu fin-
den. Unterschiedliche Methoden beziehen sich dabei nicht nur auf Thresholding-
Methoden [107, 114, 129], sondern auch auf alternative Datenverarbeitungen und
-analysen sowie nicht-quantitative Methoden. Letztere beziehen sich z. B. auf die
Wahl einer Wiederholzeit (TR) bei der Datenakquisition [25] oder auf die Wahl
einer Kontrollbedingung (Baseline), worauf unten genauer eingegangen wird. Die
mannigfaltigen Möglichkeiten der Datenverarbeitung und -analyse können hier
nur genannt werden und beziehen sich u. a. auf Vorverarbeitungsschritte [44, 131],
non-parametrische Analysemethoden [14, 69], Verfahren zur Analyse neuronaler
Interaktionen [119, 135] oder explorative Methoden [169].
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Die vier hier am Beispiel vorgestellten Korrekturmethoden zeigen eine relati-
ve Änlichkeit der unkorrigerten Schwelle bei αV = 0,001 und der FDR-Kontrolle
bei q = 0,05. Wegen der Adaptivität der FDR-Kontrolle ist fraglich, ob überhaupt
oder inweiweit dieser Eindruck auf andere Daten übertragbar ist. Die Monte-
Carlo Methode war mit den hier gewählten Parametern (αV und CWE=0,05) bei
vier von fünf Vergleichen die liberalste Methode, wobei auch hier die Frage der
Übertragbarkeit auf andere Daten offen bleibt und zusätzlich mindestens bei einer
der beiden zu wählenden Schwellen Spielraum für Entscheidungen ist: Wenn der
CWE bei 0,05 als fix angesehen würde, ist die Frage wie sich Aktivierungsmuster
unterscheiden können, wenn die voxelweise Schwelle αV variiert. Die Korrektur
nach der RFT war erwartungsgemäß immer die konservativste der hier vorge-
stellten Thresholding-Methoden, was wahrscheinlich der Grund dafür ist, dass sie
relativ selten verwendet wird. Vermutlich führt sie oftmals zu Null-Ergebnissen,
insbesondere wenn sogenannte High-Level Baselines gewählt werden oder Grup-
penvergleiche angestellt werden. Solche Einflüsse seitens des verwendeten De-
signs sollen im Folgenden diskutiert werden.
Die Wahl eines Signifikanzniveaus kann auch von einigen Faktoren abhän-
gen, die die Effektstärke beeinflussen können, aber inhaltich methodische Nach-
teile mit sich bringen können. In dieser Arbeit wurden z. B. Gruppenvergleiche
von Kontrasten angestellt, die auf der Ebene der einzelnen Versuchspersonen bei
einem bestimmten Typ von Gesichtern im Vergleich zum leeren Bildschirm ei-
ne höhere BOLD Antwort aufweisen, wobei eine solche Vergleichsbedingung als
Low-Level Baseline bezeichnet wird. In der Grundlagenforschung machen solche
Kontraste häufig nicht so viel Sinn, da mit der Methode der kognitiven Subtrak-
tion [41, 73] in der Regel eine Vergleichsbedingung gewählt werden sollte, die
der Experimentalbedingung exakt gleicht und sich nur in der untersuchten ko-
gnitiven Komponente unterscheidet, was entsprechend als High-Level Baseline
bezeichnet wird. Letzteres ist natürlich die Methode der Wahl, wenn man inner-
halb einer Gruppe Hirnregionen identifizieren möchte, die spezifisch mit der un-
tersuchten kognitiven Komponente in Zusammenhang stehen [58]. Bei den Grup-
penvergleichen wie sie hier praktiziert wurden, verlässt man sich sozusagen auf
bereits erworbenes Vorwissen, um den erwarteten Effekt zwischen den Gruppen
zu maximieren, denn die so untersuchte Interaktion Gruppe×Bedingung ist besser
nachzuweisen (und besser zu interpretieren) als eine Interaktion höherer Ordnung
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(Gruppe×Bedingung×Bedingung). Die Wahl einer Baseline (im ganz allgemei-
nen Verständnis umfasst dies sowohl die Kontrollbedingung als auch eine Kon-
trollgruppe) zum Zeitpunkt der Operationalisierung und Entwicklung eines De-
signs entscheidet maßgeblich über Sensitivität und Spezifität der Studie. Als grobe
Richtlinie ist eine High-Level Baseline eher mit höherer Spezifität verbunden, da
Experimental- und Kontrollbedingung sich idealerweise ausschließlich hinsicht-
lich der untersuchten kognitiven Komponente, bzw. hinsichtlich eines ganz spezi-
ellen Symptoms unterscheiden. Auf der anderen Seite ist eine Low-Level Baseline
eher mit höherer Sensitivtät verbunden, da Experimental- und Kontrollbedingung
sich eventuell auf mehreren Ebenen oder Faktoren unterscheiden. Diese Faktoren
können eventuell für ein Experiment statistisch nicht aufgelöst werden und sind
somit konfundiert. Im Falle existierender Voruntersuchungen bzgl. der relevanten
Grundlagenforschung, sind solche Unterschiede interpretatorisch doch mutmaßli-
chen kognitiven Prozessen zuzuordnen. Wie im Abschnitt 5.2 praktiziert, kamen
wegen der hier verwendeten Low-Level Baseline für eine Aktivierung mehrere in-
volvierte Prozesse als Eklärung in Frage. Aufgund von Vorwissen konnte dann
manchmal ein bestimmter Prozess plausibel identifiziert werden (wie z. B. im Fall
der generellen Aktivierung des Gyrus fusiformis bei der Erkennung von Gesich-
tern), oder eine mutmaßlich ebenfalls angeprochene kognitive Komponente bzw.
ein psychologisches Konstrukt wurde – ebenfalls durch Vorwissen – als inhaltlich
zugrundeliegender Prozess verantwortlich gemacht (wie im Fall der differenziel-
len Aktiverung des VLPFC bei Patienten und die hypothetisierte Beziehung zu
Funktionen der Theory-of-Mind).
Wie aus den Ausführungen vielleicht deutlich geworden ist, kann eine a prio-
ri Wahl des Signifikanzniveaus in Abwesenheit von detaillierten Vorstudien und
Power-Analysen lediglich nach „Daumenregeln“ getroffen werden. Falls aufgrund
regionaler Hypothesen nicht alle Voxel gleich behandelt werden sollen, kann ei-
ne voxelweise Schwelle lokal angepasst werden, mit entsprechenden Folgen, wie
später im Abschnitt 5.5 genauer beschrieben wird. In vielen Fällen wird nach dem
Fisherschen Prinzip verfahren, eine einheitliche Schwelle zu definieren und si-
gnifikante Aktivierungen im Zusammenhang mit inhaltlichem Vorwissen auf ihre
tatsächliche Bedeutsamkeit zu bewerten. Implizit liegt einem solchen Verfahren
ein Bayesscher Ansatz zugrunde, indem Vorwissen unsere (wahrgenommene) a
priori Wahrscheinlichkeit regional verändert. Obwohl p-Werte verschiedener Re-
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gionen identisch sein können, kann die inhaltliche Bedeutsamkeit verschieden be-
wertet werden. Ergebnisse eines solchen Bayeschen Ansatzes sind quantitativ im
Abschnitt 4.2.5 vogestellt worden und werden unten (Abschnitt 5.5) diskutiert.
5.4 Bayessche Inferenz in SPM
Die mangelhafte Übereinstimmung zwischen Bayesscher und klassischer Inferenz
bei den Gruppenvergleichen lässt einige Zweifel an der Interpretierbarkeit Baye-
scher Inferenz bei Gruppenvergleichen aufkommen. Zur Vorstellung dieser Art
der Inferenz bei fMRI-Daten verwendete die Gruppe um Friston Daten aus einer
Analyse der ersten Ebene mit einem Probanden [36, 39, 38]. Die dort berichteten
Ergebnisse eines visuellen Paradigmas zur Aufmerksamkeit sind durchaus über-
zeugend, vor allem schien aufgrund dieser Ergebnisse die Annahme plausibel,
dass einige Vorannahmen die empirische Bayes Schätzung betreffend ausreichend
erfüllt sein könnten. Diese Vorannahmen beziehen sich darauf, dass über die „wie-
derholte“ Messung über viele Voxel hinweg bedingte Mittelwerte, Varianzen und
Kovarianzen geschätzt werden können [40]. In dem zitierten Beispiel oben wur-
de anhand einer unimodalen Verteilung über alle Voxel hinweg geschlossen, dass
aktivierte und nicht aktivierte Voxel einer gemeinsamen Verteilung folgen. Mög-
licherweise gilt diese Voraussetzung jedoch nicht (mehr) für Daten der zweiten
Ebene.
Unabhängig von der mangelnden Übereinstimmung zur klassischen Inferenz
ist die Aussagekraft Bayesscher Inferenz im Zusammenhang mit fMRI-Daten der
zweiten Ebene nicht wirklich höher. Die Stärke dieses Ansatzes liegt gerade darin,
dass er Forschern ermöglicht, eine Mindestgröße zu definieren, ab wann ein Effekt
überhaupt erst inhaltlich bedeutsam erscheint. Angesichts der Tatsache, dass auf
der ersten Ebene die BOLD Antwort nur relativ (zur Kontrollbedingung) gemes-
sen werden kann und auf der zweiten Ebene Regressionsgewichte als Daten in die
Analyse eingehen, scheint diese Stärke hier nicht unbedingt ausgenutzt werden
zu können. Letzteres ist wahrscheinlich auch der Grund, warum dieser Ansatz,
trotz der relativ bequemen Zugänglichkeit in dem Programmpaket SPM2, in der
Gemeinde der bildgebenden Forschung nicht verbreitet ist.
Neumann und Lohmann [127] haben eine vielversprechende Kombination aus
klassischer und Bayesscher Statistik für fMRI-Daten vorgestellt, indem die klas-
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sischen Parameterschätzer und Varianzen der ersten Ebene für eine Bayessche
Schätzung auf der zweiten Ebene benutzt werden. Der entscheidende Vorteil, den
diese Arbeit vor allem z. B. der psychiatrischen Forschung bietet, ist die theore-
tische Ausarbeitung eines Bayesschen Ansatzes, der Gruppenvergleiche ermög-
licht. Insofern ist dieser Ansatz stärker als die hier praktisch vorgestellte Metho-
de anhand des minimalen Bayes-Faktors, ist aber leider nicht ohne weiteres als
benutzbares Werkzeug erhältlich, so dass diesbezüglich noch Programmierarbeit
geleistet werden muss. Dieser Aufwand scheint scheint allerdings im Vergleich
zu seinem Nutzen sehr lohnenswert, da nach Angabe der Autoren dieser Bayes-
sche Ansatz, im Gegensatz zu den meisten anderen Implementierungen, nicht sehr
rechenintensiv und daher schnell ist1.
5.5 Meta-analytische Ansätze
Zunächst muss darauf hingewiesen werden, dass die beiden hier vorgestellten Me-
thoden quantitativer Natur auf der Voxelebene sind, d. h. es werden die voxel-
weisen Statistiken oder deren p-Werte benötigt, um entsprechende Berechnungen
auch voxelweise durchführen zu können. Wie die Ergebnisse zeigen, sind bei den
hier gewählten Schwellen die beiden Methoden sehr änhlich und stimmen auch
weitestgehend mit den Ergebnissen einer herkömmlichen Random Effects Ana-
lyse über alle Probanden hinweg überein. Hierbei sei angemerkt, dass nur die
Methode nach Fisher und die Random Effects Analyse exakt gleiche Schwellen
benutzen können. Für eine Klassifikation in „aktivierte“ und „nicht aktivierte“ Vo-
xel benötigt man im Rahmen der posterioren Wahrscheinlichkeiten sowohl eine
Schwelle für diese Wahrscheinlichkeit als auch eine a priori festgelegte Wahr-
scheinlichkeit für jedes Voxel. Ohne entsprechendes Vorwissen über spezifische
Struktur-Funktions-Beziehungen sind die prioren Wahrscheinlichkeiten flach zu
wählen, d. h. sie unterscheiden sich nicht über die Voxel hinweg.
Hierin wird im Bayesschen Ansatz oft ein Nachteil gesehen, der sich in der
funktionellen Bildgebung evtl. als Vorteil entpuppen kann: Während durch fun-
diertes Vorwissen bezüglich einer Region die prioren Wahrscheinlichkeiten ent-
sprechend angepasst werden können, kann im Rahmen eines klassischen Ansat-
1Die Implementierung dieses Ansatzes war im zeitlichen Rahmen dieser Arbeit nicht möglich.
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zes eine ähnliche Adjustierung auf gar keinen Fall über eine Manipulation der
Statistiken geschehen. Hier ist die einzige Möglichkeit, die voxelweise Schwelle
regional anzupassen, was allerdings mit entsprechenden Korrekturen in allen Vo-
xeln geschehen müsste, d. h. die höhere Sensitivität in der Region von Interesse
geht zu Lasten einer niedrigeren Sensitivität in allen übrigen Voxeln. Im Sinne
der Bonferroni-Korrektur hieße das, dass die Summe der voxelweisen Schwellen
nach wie vor der gewählten Irrtumswahrscheinlichkeit αFWE entspricht, aber die
individuellen Schwellen αV wären dann regional verschieden.
Zu den Ergebnissen muss kritisch eingewendet werden, dass die Ähnlichkeit
der beiden Methoden zur Random Effects Analyse eventuell bei weiterer Zerle-
gung der Stichproben abnimmt. Lazar et al. [99] verwendeten z. B. die einzelnen
T -Statistiken (bzw. assoziierte p-Werte) ihrer elf Probanden, um darüber die sta-
tistische Information nach Fisher zu poolen. Bei Anwendung einer Bonferroni-
korrigierten Schwelle von α = 0,05 waren die Ergebnisse der Fisherschen Me-
thode und einer Fixed Effects Analyse sehr viel ähnlicher und beide unterschieden
sich deutlich von der entsprechenden Random Effects Analyse. Letzters liegt dar-
an, dass bei der Random Effects Analyse nur die Mittelwerte der Probanden in
die Analyse eingehen, während in der Fixed Effects Analyse die Streuung eben-
falls direkt berücksichtigt wird und beim Fisherschen Pooling Mittelwert, Streu-
ung und Freiheitsgrade in Form der T -Statistik bzw. seines p-Wertes eingehen.
Aufgrund der Tatsache, dass der Fishersche Ansatz und auch die Methode des
minimalen Bayes-Faktors sowohl den Mittelwert als auch die Varianz indirekt
berücksichtigen, ist eventuell zu erwarten, dass diese drei Methoden unter rela-
tiv großem Einfluss bezüglich der Sichprobenzerlegung stehen. Wenn letzteres
zutrifft, muss die Frage gestellt werden, inwieweit Ergebnisse dieser beiden Me-
thoden auf die Population generalisiert werden können, oder ob deren Verallge-
meinerungsgrad im ungünstigsten Fall auf die jeweils untersuchten Stichproben
beschränkt ist.
Ein Bayesscher Ansatz, wie er hier vorgestellt wurde, bietet beispielsweise po-
tenziell die Möglichkeit, a priori Annahmen regionaler Art quantitativ zu berück-
sichtigen, indem priore Wahrscheinlichkeiten entsprechend voxelweise angepasst
werden. Wie am Beispiel gezeigt, kann prinzipiell die Evidenz mehrerer Studien
auch quantitativ kumuliert werden, sofern die entsprechenden Statistikbilder ver-
fügbar sind. Letzteres kann zwar auch durch andere Verfahren geleistet werden,
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aber meistens sind konkrete Bilder nicht verfügbar, so dass man auf qualitati-
ve Verfahren zurückgreifen muss, um verschiedene Informationsquellen zu poo-
len. Beim interpretatorischen Zusammenfügen klassisch-statistischer Information
bleibt die Bewertung der Evidenz für oder gegen eine Hypothese qualitativ. Im
Gegensatz dazu kann Bayessche Statistik die posterioren Wahrscheinlichkeiten
der konkurrierenden Hypothesen quantifizieren.
Wie im Abschnitt 5.3 ausführlicher beschrieben, steht man in der klassischen
Statistik vor dem Problem der Wahl einer adäquaten Schwelle. Bei einem Bayes-
schen Ansatz ist man in zweifacher Weise mit einem ähnlichen Problem konfron-
tiert: Es müssen erstens die prioren Wahrscheinlichkeiten bestimmt werden, wo-
bei in der funktionellen Bildgebung zusätzlich eine Entscheidung verlangt wird,
ob die Priors flach oder regional verschieden gewählt werden. Für eine dichoto-
me Entscheidung „aktivertes“ versus „nicht aktivertes“ Voxel ist zweitens eine
Schwelle der posterioren Wahrscheinlichkeiten zu wählen, die wiederum nicht
unwesentlich von den gewählten Priors abhängt. Insofern ist die Kritik an Bayes-
scher Statistik, sie sei abhängig von subjektiven (prioren) Überzeugungen durch-
aus berechtigt. Aber auch angesichts der Tatsache, dass Bayessche Statistiken in
den empirischen Wissenschaften im Vergleich zu Signifikanz- und Hypothesen-
tests nicht sehr verbreitet sind, sollten für eine umfassende Beschreibung der Re-
sultate eines Experiments auf herkömmliche Analysen nicht verzichtet werden.
Auf andere meta-analytische Techniken, wie sie für die funktionelle Bildge-
bung bereits angewendet wurden, sei an dieser lediglich auf die Literatur ver-
wiesen (v. a. die 2005 erschienene Sonderausgabe Nr. 25 der Zeitschrift Human
Brain Mapping). Insbesondere die sogenannte Activation Likelihood Estimati-
on [24, 93, 177] scheint ein guter Kandidat für eine genuin meta-analytische
Methode zu sein, denn für die Verfahren, die hier vorgestellt wurden, sind die
Statistikbilder der einzelnen Studien nötig und deshalb sind sie eher im Rahmen
von Gruppenanalysen bzw. Replikationsexperimenten vorgestellt und angewendet
worden.
Zusammenfassung
Die Schizophrenie ist eine Erkrankung, die durch emotionale Beeinträchtigun-
gen gekennzeichnet ist. Während das emotionale Erleben normal funktionieren
kann, sind die Fähigkeiten schizophrener Patienten, äußere emotionale Reize zu
verarbeiten deutlich eingeschränkt. Das Vermögen emotionale Gesichtsausdrücke
wahrzunehmen und zu verarbeiten ist wahrscheinlich eine der wichtigsten Kom-
ponenten sozialer Interaktion, die bei schizophrenen Patienten gestört ist. Die vor-
liegende Arbeit beschäftigte sich daher mit der Frage, ob sich Unterschiede zwi-
schen Gesunden und schizophrenen Patienten bei der Verarbeitung von emotiona-
len Gesichsausdrücken in der Hirnaktivität manifestieren.
Siebzehn schizophrene Männer und Frauen sind mittels funktioneller Kern-
spintomographie untersucht worden, während sie eine ereigniskorrelierte Aufga-
be zur Emotionsdiskrimination durchführten, die freudige, traurige, ärgerliche,
ängstliche und neutrale Gesichter beinhaltete. Die emotionsspezifischen Aktivie-
rungen, die auf diese Weise erhoben wurden, sind mit jenen verglichen worden,
die an 17 gesunden Probanden gemessen wurden, während sie die gleiche Aufga-
be durchführten. Auf der Verhaltensebene konnte eine Beeinträchtigung der Pa-
tienten in der Spezifität festgestellt werden, die in sehr ähnlicher Weise in einer
früheren Studie berichtet wurde.
Die Gesunden wiesen in mehreren Regionen, die mit der Verarbeitung von
Gesichtsausdrücken in Verbindung gebracht werden, höhere Aktivierungen als
die Patienten auf. Hierzu gehören z. B. der rechte Gyrus fusiformis und der Gy-
rus temporalis superior; während ersterer die invarianten Eigenschaften eines Ge-
sichts verarbeitet, prozessiert letzterer dynamische Aspekte. Obwohl die Amygda-
la eine zentrale Rolle bei Emotionen und auch bei der Verarbeitung von Gesichtern
einnimmt, fielen die Unterschiede zwischen den Gruppen kleiner aus als erwar-
tet und die Aktivität des Mandelkerns schwankte innerhalb der Gruppen meistens
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um Null. Im anterioren cingulären Cortex wurde ebenfalls eine höhere Aktivität
der Gesunden im Vergleich zu den Patienten beobachtet. Diese Region ist eben-
falls mit emotionalen Prozessen in Verbindung gebracht worden, vor allem wenn
ebenfalls kognitive Prozesse involviert sind. Der ventrolaterale präfrontale Cortex
unterschied sich ebenfalls zwischen den Gruppen, wobei zu beobachten war, dass
die Aktivität der Patienten sich denen der Gesunden anglich, wenn bedrohliche
(ärgerliche und ängstliche) Gesichter präsentiert wurden. In den Basalganglien
war die Aktivität der Patienten höher als bei Gesunden, was möglicherweise auch
mit der Überaktivität des dopaminergen Sytems bei Patienten mit Schizophrenie
einhergehen könnte.
Zusammenfassend weisen die hier vorgestellten Ergebnisse auf eine defizi-
täre Verarbeitung von Gesichtsausdrücken auf neuronaler Ebene bei Patienten mit
Schizophrenie hin. Diese Prozesse scheinen bereits auf sehr frühen Stufen der In-
formationsverarbeitung messbar gestört zu sein und hängen möglicherweise mit
Problemen dieser Patienten zusammen, die sie auf emotionaler und sozialer Ebene
zeigen.
Außerdem wurde an diesem Datensatz die inferenzstatistische Problematik
der multiplen Vergleiche in der funktionellen Bildgebung aufgegriffen und Un-
terschiede zwischen vier gängigen statistischen Schwellen aufgezeigt. Dieses Pro-
blem der Wahl einer geeigneten Schwelle ist ohne Vorwissen objektiv nicht lösbar
und wurde im Rahmen der funktionellen Bildgebung und im Zusammenhang der
vorliegenden Daten diskutiert.
Abstract
Schizophrenia can be characterized by an impairment in emotional processing.
Whereas emotional experience of patients with schizophrenia might function nor-
mally, the ability to perceive emotional stimuli is disturbed. The accomplishment
to perceive and process emotional facial expressions is probably one of the most
important components of social interaction that is impaired in patients with schi-
zophrenia. Therefore the present study dealt with the topic, if differences between
healthy controls and patients with schizophrenia in the processing of facial ex-
pressions would also become manifest in different brain activity during the task.
Seventeen men and women with schizophrenia have been investigated by
means of functional magnetic resonance imaging, whilst performing an event-
related emotion discrimination task. The stimuli consisted of happy, sad, angry,
fearful and neutral facial expressions. The emotion-specific activations have been
compared to those of 17 healthy control subjects, that performed the same task.
An impairment of the patients’ specificity could be observed at the behavioral
level, that has been reported for a very similar task before.
The healthy volunteers exhibited higher levels of activation than the patients
in several areas that have been linked to processing of facial expressions. These
included e.g. right fusiform gyrus and right superior temporal gyrus. The former is
associated with the processing of invariant aspects of facial expressions, whereas
the latter has been linked to dynamic aspects of such stimuli. Although the amyg-
dala plays a key role in any kind of emotion, the difference between the groups
was smaller than expected. Furthermore the activation of the amygdala within
groups fluctuated around zero in most conditions. In the cingulate cortex a larger
activation was observed for the control group as compared to the patients. This
region has also been linked to emotional processing, particularly when cognitive
processes were involved as well. The ventrolateral prefrontal cortex also differed
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between groups. Here it was observed that the activity of the patients assimilated
to that of the controls, when threatening faces (angry and fearful) were presented.
The basal ganglia were more active in the patients than in controls, which might
come along with the overactive dopaminergic system in schizophrenia patients.
Taken together the presented results point to a deficient processing of facial
expressions on a neuronal level in patients with schizophrenia. These operations
seemed to be impaired at very early stages of information processing and might be
related to the problems these patients demonstrate at emotional and social levels.
Another topic that has been addressed in relation to this dataset was the mul-
tiple comparison problem, which leads to inferential challenges, particularly in
functional imaging. Differences in activation patterns were reported between four
prevalent statistical thresholds.The problem of defining a suitable threshold is not
resolvable in an objective manner without prior knowledge. This challenge has
been discussed in the framework of functional imaging and in relation to the data
at hand.
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Ergebnistabellen
Auf den folgenden Seiten sind Tabellen zu finden, die zu den Ergebnissen aus Ab-
schnitt 4.2.2 gehören. Die Tabellen verzeichnen zeilenweise lokale Maxima mit
der anatomischen Struktur, wo dieses Maximum lokalisiert war sowie die Cluster-
größe in Voxeln, sofern es sich um das absolute Maximum innerhalb des Clusters
handelte, den zum Voxel gehörenden T -Wert und die MNI-Koordinaten in mm.
Wenn keine Clustergröße verzeichnet ist, so handelt es sich um ein lokales Maxi-
mum, das dem zuletzt verzeichneten Cluster angehört. Die tabellarischen Kenn-
werte (Clustergröße, T -Wert und MNI-Koordinaten) sind dem Programm SPM
entnommen. Für die Bestimmung der anatomischen Strukturen, sind die MNI-
Koordinaten automatisch in Talairach-Koordinaten umgewandelt worden [166]
und anschließend ebenfalls automatisiert die Srukturen bestimmt worden [86].
In Zweifelsfällen sind zusätzlich Karten vom International Consortium for Brain
Mapping [71] konsultiert worden. Sofern den Maxima keine Struktur innerhalb
der grauen Masse eindeutig zugewiesen werden konnte (z. B. in der weißen Sub-
stanz oder in den Ventrikeln), ist die nächst gelegene Struktur innerhalb grauer
Substanz in der nächsten Zeile in Klammern vermerkt.
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Tabelle A.1: Kontrast: (C×H)>(P×H)
Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus cinguli anterior 28366 7.3 12 34 18
Gyrus occipitalis inferior 7.07 34 −76 −2
Gyrus temporalis superior 6.41 64 −50 10
Cuneus 129 5.24 8 −84 8
Lobulus parietalis inferior 509 4.95 −36 −68 38
Lobulus parietalis inferior 2.86 −46 −58 50
Gyrus frontalis medius 337 4.35 42 8 52
Lobulus parietalis superior 79 3.93 32 −66 56
Lobulus parietalis superior 3.43 34 −58 58
Lobulus parietalis inferior 3.14 46 −46 60
Precuneus 274 3.77 0 −56 38
Precuneus 3.48 0 −66 38
Gyrus Cinguli 2.83 −10 −46 32
Gyrus Cinguli 48 3.59 −8 −12 46
Gyrus frontalis medius 110 3.42 −50 24 38
Gyrus precentralis 3.02 −36 18 42
Lobulus paracentralis 26 3.05 12 −38 58
Gyrus Cinguli 17 2.9 20 2 50
Gyrus frontalis superior 8 2.82 30 60 4
Gyrus postcentralis 4 2.74 22 −34 62
Lobulus parietalis inferior 2 2.73 −54 −38 32
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Tabelle A.2: Kontrast: (C×S)>(P×S)
Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus temporalis superior 279 5.37 48 −16 −4
Gyrus temporalis superior 3.4 64 −20 −4
Gyrus temporalis superior 366 5.34 66 −48 10
Gyrus temporalis medius 4.61 60 −56 0
Gyrus temporalis medius 4.43 68 −42 0
Gyrus frontalis medialis 450 5.32 −6 22 48
Gyrus frontalis medialis 4.72 2 32 46
Gyrus fusiformis 167 5.11 46 −42 −14
Gyrus frontalis inferior 821 4.94 40 26 −6
Gyrus frontalis medius 4.4 54 40 −4
Gyrus frontalis inferior 3.78 30 20 −14
Gyrus cinguli anterior 642 4.85 12 34 18
Gyrus cinguli anterior 4.69 2 28 14
Gyrus cinguli anterior 4.63 −4 32 18
Gyrus frontalis, pars orbitalis 489 4.73 −24 18 −10
Gyrus frontalis inferior 4.71 −44 28 −8
Insula 3.64 −44 −4 −6
Nucleus Caudatus 168 4.67 12 8 18
Nucleus septi 747 4.54 4 −2 −10
Mesencephalon 4.28 8 −12 −10
Mesencephalon 4.13 0 −20 −6
Lobulus parietalis superior 15 4.52 32 −68 56
Gyrus frontalis medius 157 4.25 −12 64 6
Gyrus frontalis superior 3.91 −20 60 4
Precuneus 35 4.13 0 −70 38
Gyrus parahippocampalis 23 3.9 32 −28 −22
Gyrus frontalis medius 8 3.86 −48 20 44
Gyrus fusiformis 8 3.74 34 −74 −4
Gyrus temporalis medius 21 3.74 −38 −56 2
Gyrus precentralis 9 3.7 66 0 16
Gyrus cinguli anterior 18 3.65 6 18 −6
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Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus supramarginalis 10 3.61 −58 −52 36
Gyrus temporalis superior 10 3.58 −54 −26 −4
Precuneus 16 3.57 −38 −68 36
Cerebellum 39 3.49 8 −52 −4
Gyrus frontalis inferior 40 3.46 −46 42 4
Gyrus temporalis medius 5 3.41 70 −12 −12
Insula 12 3.36 −42 −14 2
Gyrus frontalis medius 1 3.24 50 10 50
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Tabelle A.3: Kontrast: (C×A)>(P×A)
Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus temporalis superior 340 6.07 68 −44 10
Lobulus parietalis superior 37 5.67 30 −68 56
Gyrus frontalis superior 1059 5 −10 34 50
Gyrus cinguli anterior 4.83 −8 36 22
Gyrus frontalis medius 4.7 −6 24 48
Gyrus parahippocampalis 562 4.93 −26 −42 2
Hippocampus 4.18 −38 −38 −2
Precuneus 4.09 −28 −58 8
Gyrus cinguli anterior 100 4.54 20 44 8
Gyrus fusiformis 68 4.4 46 −42 −14
Gyrus precentralis 47 4.39 −20 −42 58
Gyrus frontalis medius 28 4.37 58 26 26
Weiße Substanz 92 4.22 −20 −16 52
(Gyrus postcentralis)
Gyrus frontalis medialis 3.78 −10 −18 56
Gyrus frontalis inferior 32 4.04 −50 42 12
Gyrus postcentralis 25 3.99 20 −32 62
Gyrus temporalis medius 11 3.92 −58 −60 12
Gyrus frontalis medialis 8 3.91 −10 66 8
Weiße Substanz (Gyrus cinguli) 79 3.9 −12 −38 14
Weiße Substanz (Gyrus cinguli) 3.88 −14 −46 24
Lobulus parietalis inferior 7 3.87 −46 −60 48
Gyrus frontalis inferior 14 3.84 48 8 20
Lobulus parietalis superior 5 3.75 −36 −58 58
Gyrus fusiformis 6 3.71 34 −74 −4
Gyrus frontalis medius 6 3.69 −50 22 40
Gyrus temporal medius 1 3.63 −54 −64 0
Gyrus frontalis inferior 5 3.57 44 40 6
Gyrus temporalis medius 3 3.56 40 −82 16
Lobulus parietalis inferior 2 3.53 36 −50 60
Precuneus 2 3.51 2 −68 36
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Struktur Clustergröße T -Wert MNI-Raum
x y z
Weiße Substanz 4 3.46 22 −56 22
(Lobus parietalis)
Thalamus 7 3.46 −8 −6 14
Nucleus caudatus 3.43 −16 −10 16
Lobulus parietalis inferior 3 3.44 −54 −36 34
Weiße Substanz 1 3.43 34 −42 16
(Gyrus supramarginalis)
Lobulus parietalis superior 1 3.43 −38 −72 46
Lobulus paracentralis 1 3.42 −6 −42 60
Gyrus frontalis superior 1 3.41 20 52 32
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Tabelle A.4: Kontrast: (C×F)>(P×F)
Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus frontalis medialis 267 4.87 6 34 48
Gyrus frontalis medialis 4.51 −2 42 44
Gyrus frontalis medialis 4.3 −4 26 48
Gyrus fusiformis 28 4.63 44 −42 −12
Gyrus cinguli anterior 105 4.63 12 36 22
Gyrus cinguli 4.19 2 34 28
Gyrus cinguli 22 4.47 18 2 52
Lobulus parietalis inferior 9 4.21 −36 −68 38
Gyrus frontalis medialis 12 4.14 4 54 22
Gyrus precentralis 14 4.12 −38 18 40
Gyrus frontalis superior 1 3.91 −18 60 28
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Tabelle A.5: Kontrast: (C×N)>(P×N)
Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus fusiformis 115 6.06 48 −48 −18
Gyrus temporalis medius 26 5.24 −58 −60 12
Gyrus parahippocampalis 9 4.6 34 −28 −22
Gyrus temporalis medius 28 4.49 50 −56 2
Weiße Substanz 10 4.33 −36 −42 −2
(Hippocampus)
Gyrus temporalis medius 7 4.28 62 −42 2
Gyrus frontalis inferior 4 4.25 40 22 −6
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Tabelle A.6: Kontrast: (P×H)>(C×H)
Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus precentralis 1339 6.89 −38 −12 62
Gyrus precentralis 6.87 −26 −20 64
Gyrus frontalis medialis 6.85 −8 0 62
Gyrus precentralis 466 6.84 58 2 36
Gyrus precentralis 5.68 66 −14 34
Cuneus 585 5.3 −8 −88 36
Precuneus 4.65 −18 −86 38
Cuneus 4.16 18 −86 28
Lobulus parietalis superior 87 4.71 28 −64 44
Lobulus parietalis inferior 5 3.62 54 −40 46
Weiße Substanz 1 3.42 −22 2 38
(Lobus frontalis)
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Tabelle A.7: Kontrast: (P×S)>(C×S)
Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus precentralis 716 7.61 50 0 36
Gyrus postcentralis 3.92 36 −14 38
Weiße Substanz 3.91 28 2 30
(Gyrus postcentralis)
Gyrus frontalis medius 1410 5.91 −32 4 34
Weiße Substanz 5.34 −22 26 30
(Gyrus frontalis superior)
Gyrus cinguli 4.71 −10 12 34
Lobulus parietalis superior 285 5.74 28 −62 44
Precuneus 3.96 24 −78 46
Gyrus occipitalis superior 343 5.16 −30 −84 26
Cuneus 4.97 −2 −88 30
Lobulus parietalis inferior 256 4.67 −36 −36 42
Gyrus precentralis 4.65 −46 −24 40
Gyrus frontalis medialis 56 4.59 −2 −4 62
Gyrus occipitalis superior 35 4.42 42 −80 28
Gyrus frontalis medius 105 4.39 38 −10 64
Gyrus precentralis 3.93 40 −26 64
Cuneus 13 3.93 −18 −82 10
Nucleus lentiformis 17 3.85 −22 10 8
Gyrus frontalis medius 27 3.83 −36 48 26
Cuneus 33 3.8 22 −84 16
Cuneus 3.45 20 −74 10
Gyrus supramarginalis 17 3.71 54 −54 30
Gyrus frontalis medius 13 3.62 42 46 26
Gyrus frontalis medius 5 3.58 −24 −16 64
Gyrus postcentralis 3 3.49 −50 −20 22
Cuneus 6 3.46 14 −84 30
Gyrus frontalis medialis 3 3.45 6 44 −18
Gyrus cinguli 2 3.39 8 −40 38
Nucleus lentiformis 1 3.33 26 2 8
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Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus frontalis medius 1 3.33 26 −8 64
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Tabelle A.8: Kontrast: (P×A)>(C×A)
Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus frontalis inferior 117 6.62 54 2 34
Lobulus parietalis superior 46 5.14 28 −62 44
Gyrus frontalis medialis 23 4.73 −4 −2 62
Gyrus occipitalis superior 6 4.5 −30 −86 26
Gyrus frontalis medius 11 4.32 24 42 −10
Precuneus 5 4.31 −18 −70 46
Gyrus postcentralis 4 4.26 −38 −28 44
Gyrus precentralis 1 4.18 −30 −14 64
Gyrus temporalis medius 3 4.16 64 2 −10
Gyrus frontalis medialis 1 4.1 6 44 −14
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Tabelle A.9: Kontrast: (P×F)>(C×F)
Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus frontalis inferior 187 5.9 52 2 36
Nucleus lentiformis 1001 5.7 28 4 6
Gyrus frontalis inferior 3.78 34 24 8
Gyrus frontalis inferior 3.77 54 28 8
Gyrus precentralis 173 5.48 −40 −10 62
Gyrus precentralis 4.94 −38 −24 64
Nucleus lentiformis 584 5.29 −24 8 2
Insula 4.5 −30 22 8
Gyrus occipitalis superior 273 5.25 −30 −82 26
Gyrus occipitalis medius 3.86 −26 −84 16
Ventriculus lateralis 315 5.18 30 −58 2
(Gyrus lingualis)
Gyrus occipitalis medius 4.2 42 −70 6
Gyrus temporalis medius 3.76 44 −48 0
Precuneus 128 5.02 −16 −68 48
Gyrus angularis 75 4.49 42 −80 30
Gyrus occipitalis superior 4.01 34 −80 28
Cuneus 50 4.47 −6 −88 34
Gyrus temporalis inferior 44 4.45 −62 −8 −20
Gyrus temporalis medius 3.67 −48 −10 −22
Gyrus frontalis superior 304 4.36 22 52 0
Weiße Substanz 4.06 32 46 8
(Gyrus frontalis, pars orbitalis)
Gyrus frontalis medialis 56 4.34 −4 −2 62
Gyrus supramarginalis 73 4.25 52 −52 26
Gyrus postcentralis 73 4.21 58 −18 20
Gyrus postcentralis 116 4.17 −42 −30 46
Gyrus precentralis 3.77 −50 −22 40
Lobulus parietalis superior 64 4.12 28 −66 44
Gyrus frontalis medius 36 4.04 −32 58 6
Gyrus frontalis medius 23 3.88 −22 −18 64
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Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus cinguli anterior 45 3.76 −14 48 0
Gyrus cinguli posterior 13 3.74 −16 −50 6
Weiße Substanz 18 3.67 −22 38 6
(Gyrus frontalis medius)
Cuneus 16 3.62 8 −70 6
Gyrus temporalis medius 5 3.58 −62 −2 −8
Cuneus 9 3.57 −6 −78 6
Gyrus temporalis medius 14 3.56 62 −2 −8
Gyrus supramarginalis 5 3.56 66 −30 42
Gyrus precentralis 10 3.56 38 −12 64
Gyrus frontalis medialis 10 3.54 10 44 −16
Nucleus caudatus 22 3.53 16 32 0
Gyrus precentralis 29 3.53 56 8 10
Gyrus temporalis superior 3.39 58 −2 4
Precuneus 6 3.46 24 −80 48
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Tabelle A.10: Kontrast: (P×N)>(C×N)
Struktur Clustergröße T -Wert MNI-Raum
x y z
Gyrus precentralis 20115 8.97 56 2 38
Lobulus parietalis superior 8.53 26 −64 44
Precuneus 7.8 −16 −70 48
Nucleus lentiformis 1975 5.39 −22 6 8
Putamen 4.86 −26 16 6
Nucleus lentiformis 4.5 28 −2 8
Gyrus frontalis medialis 270 5.23 −2 −2 62
Gyrus frontalis inferior 138 4.81 −56 8 26
Gyrus cinguli posterior 233 4.26 22 −70 6
Cuneus 3.06 22 −88 18
Gyrus rectus 252 3.86 0 40 −12
Gyrus frontalis medius 80 3.77 38 32 34
Cuneus 22 3.27 −14 −78 8
Lobulus parietalis inferior 37 3.15 −44 −48 28
Gyrus frontalis medius 29 3.01 −40 30 42
Lobulus parietalis inferior 5 3 −48 −64 42
Gyrus frontalis superior 3 2.76 −26 24 56
Gyrus frontalis medius 2 2.72 −42 32 28
Gyrus frontalis superior 1 2.72 16 8 60
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Konfidenzintervalle
Auf den folgenden Seiten sind Tabellen zu finden, die zu den regionalen Ana-
lysen aus Abschnitt 4.2.3 gehören. Für jede der Regionen sind getrennt nach
allen Faktoren und deren Abstufungen (Gruppe, Emotion und Hemisphäre) die
95 %igen Konfidenzintervalle der Regressionsgewichte angegeben. Die Spalte
„unter“ gibt die untere Grenze des Intervalls an, „Mittel“ den Mittelwert und
„ober“ die obere Grenze. Der Wert der t-Verteilung mit dem der jeweilige Stan-
dardfehler des Mittelwertes multipliziert werden musste war t(0,975; 16) = 2, 12
bzw. t(0,025; 16) = −2, 12.
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Tabelle B.1: 95 %ige Konfidenzintervalle für die Mittelwerte in der Amygdala.
Kontrollen
links rechts
Emotion unter Mittel ober unter Mittel ober
H 0,62 1,58 2,54 0,02 1,08 2,13
S −0,36 0,81 1,98 −1,18 0,41 2,00
A −0,47 0,80 2,07 −0,95 0,21 1,37
F −0,46 0,69 1,85 −1,14 0,14 1,42
N −0,26 0,86 1,98 −0,68 0,46 1,60
Patienten
links rechts
Emotion unter Mittel ober unter Mittel ober
H −1,77 0,21 2,19 −2,02 −0,26 1,51
S −1,08 0,63 2,34 −2,09 −0,60 0,89
A −0,89 1,01 2,90 −1,74 0,07 1,88
F −1,02 1,29 3,59 −2,29 −0,19 1,91
N −0,93 0,80 2,54 −1,82 −0,44 0,93
Tabelle B.2: 95 %ige Konfidenzintervalle für die Mittelwerte im lateralen Gyrus fusiformis.
Kontrollen
links rechts
Emotion unter Mittel ober unter Mittel ober
H 4,50 5,50 6,50 5,70 7,93 10,16
S 4,82 5,89 6,97 7,13 9,51 11,88
A 4,15 5,38 6,61 7,15 8,99 10,83
F 4,08 5,02 5,97 6,07 8,44 10,81
N 3,68 4,34 5,00 5,47 7,37 9,26
Patienten
links rechts
Emotion unter Mittel ober unter Mittel ober
H 2,07 4,49 6,91 2,74 4,59 6,45
S 3,20 5,29 7,38 3,65 5,60 7,55
A 3,26 5,22 7,18 3,72 5,70 7,68
F 1,90 5,61 9,32 2,34 5,04 7,74
N 1,30 3,39 5,48 2,18 4,16 6,14
