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Se faz o estudo do Método do Espalhamento Inverso para a construção de
soluções das equações de Einstein no vazio. A construção de soluções para
o caso no qual a solução particular é uma métrica diagonal é apresentada
brevemente. Finalmente, expressões expĺıcitas para soluções com dois
sólitons são apresentadas.
1 Introdução
Um problema importante na teoria da Relatividade Geral é a obtenção de
soluções exatas das equações de Einstein que correspondam a configurações
de matéria fisicamente realistas. Porém, a obtenção de soluções exatas é um
problema de alta complexidade, o qual só tem sido resolvido em casos simples
altamente simétricos. Dentro deste contexto, tem-se desenvolvido nas duas
últimas décadas diversas técnicas para a obtenção de soluções exatas, as quais
não só reproduzem importantes resultados já conhecidos, mas também geram
novas soluções [1].
O Método do Espalhamento Inverso, também chamado de Método Solitônico
ou Método da Vestimenta (“Vesture”), desenvolvido por Belinsky e Zakharov
[2, 3], é uma das mais eficientes técnicas para a geração de soluções às equações
de Einstein no vazio para o caso em que o tensor métrico só depende de duas
variáveis. O Método do Espalhamento Inverso baseia-se na solução expĺıcita
de um sistema sobredeterminado de equações diferenciais parciais acopladas
com coeficientes que dependem de uma solução particular dada das equações
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de Einstein no vazio. Quando é aplicado ao caso de soluções estacionárias com
simetria axial, o Método do Espalhamento Inverso tem provado ser de grande
utilidade para a obtenção de muitas novas soluções, assim como também para
gerar quase todas as soluções importantes conhecidas [4 - 10].
O objetivo do presente trabalho é o estudo do Método do Espalhamento In-
verso para a construção de soluções das equações de Einstein no vazio. O
plano geral do trabalho é o seguinte. Na seção 2 é apresentado um breve
resumo dos aspectos principais do método, seguindo o tratamento dado nas
referências [2, 3]. A construção de soluções solitônicas para o caso no qual a
solução particular é uma métrica diagonal é apresentada brevemente na seção
3 seguindo as referências [3, 6]. Finalmente, na seção 4, expressões expĺıcitas
para soluções com dois sólitons são apresentadas com base em [6, 9]. Algu-
mas soluções estáticas do tipo Weyl são apresentadas em 4.1, e a solução de
Kerr-NUT é apresentada em 4.2.
2 O Método do espalhamento inverso
A métrica para um espaço-tempo axialmente simétrico pode-se escrever como
ds2 = e(Λ−Φ)(dr2 + dz2) + GABdxAdxB, (2.1)







de tal forma que detG = −R2.
As equações de Einstein no vazio levam ao seguinte sistema de equações difer-
enciais parciais
(RGAB,rGBC),r + (RGAB,zGBC),z = 0,
(lnR),r Ψ,z + (lnR),z Ψ,r = 2 (lnR),rz − 12 GAB,rGAB,z,
(lnR),r Ψ,r − (lnR),z Ψ,z = (lnR),rr − 14 GAB,rGAB,r
− (lnR),zz + 14 GAB,zGAB,z,
(2.3)
onde Ψ = Λ− Φ.
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Tomando o traço da primeira equação no sistema anterior, obtemos a equação
de Laplace em duas dimensões,
R,rr + R,zz = 0, (2.4)
de modo que a função R(r, z) pode ser considerada como a parte real de uma
função anaĺıtica F(ν) = R(r, z) + iZ(r, z), onde ν = r + iz. A função F(ν)
define então uma transformação conforme das coordenadas,
r → R(r, z),
z → Z(r, z),
(2.5)
de tal forma que a métrica (2.1) pode-se escrever como
ds2 = e(Λ̃−Φ)(dR2 + dZ2) + GABdxAdxB, (2.6)
onde Λ̃(R,Z) = Λ(r, z)− ln |F ′(ν)|2. As coordenadas (t, ϕ,R,Z) são chama-
das de coordenadas de Weyl [11, 12].
Com a métrica escrita da forma anterior, as equações de Einstein (2.3) escrevem-
se como
(RGAB,RGBC),R + (RGAB,ZGBC),Z = 0, (2.7)
Ψ̃,R = − 1R + 14R Tr{U2 − V 2},
Ψ̃,Z = 12R Tr{UV }.
(2.8)
onde Ψ̃ = Λ̃− Φ e as matrizes U e V estão definidas através das relações
U = RG,RG−1 , V = RG,ZG−1. (2.9)
É fácil verificar que a condição de integrabilidade do sistema sobredeterminado
de equações (2.8) está garantida automaticamente se a matriz G satisfaz o
sistema de equações (2.7); assim, conhecendo uma solução para o sistema (2.7),
a função Λ̃(R,Z) pode-se obter através da integração das equações (2.8).
Das relações (2.9) e do sistema de equações (2.7) pode-se ver fácilmente que
as matrizes U e V satisfazem o sistema de equações
U,R + V,Z = 0,
V,R − U,Z = 1R {[U, V ] + V },
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onde [U, V ] = UV − V U . Vamos agora representar este sistema de equações
na forma de condições de compatibilidade para um sistema sobredeterminado
mais geral de equações matriciais [2, 3].
Sejam DR e DZ operadores diferenciais lineares definidos como (ver [3])
DR = ∂R +
2λR
R2 + λ2 ∂λ,
(2.10)
DZ = ∂Z − 2λ
2
R2 + λ2 ∂λ,
onde λ é um parâmetro complexo independente das coordenadas R, Z. É fácil
ver que o sistema (2.10) é completo; isto é, [DR, DZ ] = 0. Vamos considerar
a função matricial complexa ψ(λ,R,Z) e o sistema de equações diferenciais
DRψ =
RU + λV




R2 + λ2 ψ,
onde as matrizes U , V são reais e não dependem do parâmetro λ. As condições
de compatibilidade deste sistema são equivalentes ao sistema (2.10).
Uma solução do sistema (2.11) proporciona uma solução G das equações de
Einstein dada pelo valor da matriz ψ para λ = 0,
G(R,Z) = ψ(0,R,Z). (2.12)
Seja G0 uma solução particular do sistema (2.7), com a qual podem ser obtidas
as correspondentes matrizes U0, V0 e ψ0. Vamos procurar soluções do sistema
(2.11) da forma
ψ(λ,R,Z) = X (λ,R,Z)ψ0(λ,R,Z). (2.13)
A condição de que a matriz G seja real é equivalente às condições (ver [2])
X̄ (λ̄) = X (λ) , ψ̄(λ̄) = ψ(λ), (2.14)
onde a barra denota o complexo conjugado, enquanto que a condição de que
a matriz G seja simétrica leva à condição (ver [2])
G = X (λ)G0X T (υ) = X (υ)G0X T (λ), (2.15)
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onde o T denota a transposta e υ = −R2/λ.
Considerando que a matriz ψ0 satisfaz o sistema (2.11), obtém-se para a matriz




















com as condições adicionais
X (0,R,Z) = GG−10 , X (∞,R,Z) = I, (2.17)
onde I é a matriz identidade.
3 Construção de soluções solitônicas
As soluções solitônicas para a matriz G correspondem à presença de pólos da
matriz X (λ,R,Z) no plano complexo do parâmetro espectral λ, ver [2, 3].
Vamos considerar o caso geral, no qual a matriz X tem n pólos simples. A
matriz X (λ,R,Z) pode-se então representar na forma




λ− µk , (3.1)
onde as matrizes Xk e as funções µk só dependem das variáveis R e Z.
As funções µk são determinadas através da substituição da expressão (3.1)
no sitema (2.16). Requerendo que no lado esquerdo das equações (2.16) não
existam pólos de segunda ordem nos pontos λ = µk obtém-se para as funções








cujas soluções podem ser escritas na forma
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onde os αk são constantes arbitrárias, geralmente complexas.
A relação X (µk)X−1(µk) = I implica que XkX−1(µk) = 0; isto é, as matrizes






Os vetores m(k)A podem ser obtidos requerendo que as equações (2.16) sejam
satisfeitas nos pólos λ = µk, e os vetores n
(k)
A podem ser determinados através
da relação (2.17).
Os vetores m(k)A podem ser exprimidos fácilmente em termos de uma solução
particular ψ0 das equações (2.11) introduzindo as matrizes




































R2 + µkµl .
A matriz G0 é uma solução particular dada das equações (2.7). Claramente,
Γkl é uma matriz simétrica.
A solução G pode-se então escrever como (ver [3, 6])










Para garantir que a matriz G seja real, é preciso escolher as constantes ar-
bitrárias m(k)0A de tal forma que os vetores m
(k)
A correspondentes aos pólos reais




A correspondentes aos pólos
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complexos conjugados λ = µp e λ = µq = µ̄p sejam complexos conjugados um
do outro.





de tal forma que G não satisfaz a condição detG = −R2. Para resolver este
problema definimos a matriz
G = R G (|det G|)−1/2, (3.11)
a qual satisfaz as equações (2.7) e, se detG0 = −R2 e n é um número par,
detG = −R2.
A integração das equações (2.8) pode-se realizar expĺıcitamente (ver [2, 3, 6])
e o resultado pode-se escrever na forma











onde as Cn são constantes arbitrárias.
Vamos procurar soluções ψ0 das equações (2.11) associadas com métricas dia-
gonais da forma
ds2 = − eΦ0dt2 + e−Φ0 [R2dϕ2 + eΛ̃0(dR2 + dZ2)], (3.13)
onde as funções Φ0 e Λ̃0 dependem só das coordenas R e Z. As equações de
Einstein (2.3) neste caso são equivalentes ao sistema
Φ0,RR + 1RΦ0,R + Φ0,ZZ = 0,
Λ̃0 = 12
∫ R[(Φ20,R − Φ20,Z)dR+ 2Φ0,RΦ0,ZdZ].
(3.14)
Estas soluções das equações de Einstein no vazio são conhecidas como soluções
de Weyl ou métricas de Weyl, ver [11, 12].
Dado que a matriz G0 para a métrica (3.13) é diagonal, pode-se considerar que
a função associada ψ0 é também uma matriz diagonal. Supondo esta condição,
as equações (2.11) levam ao sistema
(R∂R − λ∂Z + 2λ∂λ) detψ0 = 2 detψ0,
(R∂Z + λ∂R) detψ0 = 0,
(3.15)
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com a condição detψ0(0,R,Z) = −R2. Uma solução é
det ψ0 = λ2 + 2λZ −R2. (3.16)
Uma solução mais geral é obtida somando à anterior o termo cλ, onde c é
uma constante arbitrária. Porém, tal termo só introduz uma redefinição das
constantes arbitrárias no resultado final.







de tal forma que as equações (2.11) são equivalentes às equações
(R∂R − λ∂Z + 2λ∂λ)F = RΦ0,R,
(R∂Z + λ∂R)F = RΦ0,Z ,
(3.18)
com a condição F (0,R,Z) = Φ0(R,Z). A condição de integrabilidade para
F é a primeira das equações (3.14).
Nas expressões finais (3.9) para a matriz G e (3.12) para a função Ψ̃ só é
preciso conhecer a matriz ψ0 ao longo das trajetórias dos pólos λ = µk; assim,
para construir as soluções solitônicas necessita-se conhecer apenas as funções
Fk ≡ F |λ=µk . Considerando as equações (3.2) e (3.18), obtém-se para as
funções Fk o sistema de equações
R Fk,R − µk Fk,Z = R Φ0,R,






[(µk,RΦ0,R − µk,ZΦ0,Z)dR+ (µk,RΦ0.Z + µk,ZΦ0,R)dZ]. (3.20)
A existência da solução (3.20) está garantida pelo fato de que lnµk é solução
da primeira das equações (3.14).
4 Soluções com dois sólitons
Soluções com dois sólitons são definidas como aquelas soluções obtidas usando
uma matriz X com dois pólos, os quais são reais ou complexos conjugados um
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do outro. As expressões para a matriz G podem ser escritas na forma [6, 9]
Gtt = [R(µ2 − µ1)Q1]
2 − [(R2 + µ1µ2)Q2]2
[R(µ2 − µ1)S1]2 + [(R2 + µ1µ2)S2]2 (e
Φ0),
Gtϕ = 4µ1µ2R(α1 − α2)(p2q2R2T1 − p1q1R1T2)[R(µ2 − µ1)S1]2 + [(R2 + µ1µ2)S2]2 ,
(4.1)
Gϕϕ = [R(µ2 − µ1)P1]
2 − [(R2 + µ1µ2)P2]2
[R(µ2 − µ1)S1]2 + [(R2 + µ1µ2)S2]2 (−R
2e−Φ0),
e a função Ψ̃ pode-se escrever como
Ψ̃ = Ψ̃0 + ln
{




As funções Pk, Qk, Sk e Tk estão dadas por
P1 = p1p2(R2/µ1µ2)1/2 Y1Y2 + q1q2(µ1µ2/R2)1/2 (Y1Y2)−1,
P2 = p1q2(µ2/µ1)1/2 (Y1/Y2) − q1p2(µ1/µ2)1/2 (Y2/Y1),
Q1 = p1p2(µ1µ2/R2)1/2 Y1Y2 + q1q2(R2/µ1µ2)1/2 (Y1Y2)−1,
Q2 = p1q2(µ1/µ2)1/2 (Y1/Y2) − q1p2(µ2/µ1)1/2 (Y2/Y1),
S1 = p1p2Y1Y2 + q1q2(Y1Y2)−1,
S2 = p1q2Y1(Y2)−1 − q1p2Y2(Y1)−1,
T1 = (p1Y1)2 − (q1/Y1)2,
T2 = (p2Y2)2 − (q2/Y2)2,
onde Yk = (R/µk)1/2 exp(Fk − Φ0/2), pk = −(m(k)0ϕ /2αk) e qk = m(k)0t . Muitas
métricas conhecidas podem ser obtidas como casos especiais da expressão an-
terior para soluções particulares Φ0 apropriadas, ver [6, 7, 8].
4.1 Soluções estáticas de Weyl
Soluções estáticas do tipo Weyl podem ser obtidas escolhendo as constantes
q1 = 0 e p2 = 0, de tal forma que Gtϕ = 0. Considerando a solução particular
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As outras posśıveis escolhas das constantes pk e qk tais que Gtϕ = 0 são
equivalentes como conseqüência da relação µ+k µ
−
k = −R2, onde os ı́ndices ±
correspondem à escolha do sinal na expressão (3.3).
Dada a solução anterior, pode-se provar facilmente que a transformação Φ →
γΦ, Λ̃ → γ2Λ̃ define uma nova solução do tipo Weyl, onde γ é uma constante
arbitrária. Escolhendo o sinal positivo na expressão (3.3) e re-escrevendo as
constantes αk na forma
α1 = Z0 − σ, α2 = Z0 + σ, (4.4)









e considerar as três possibilidades: σ 6= 0 real, σ imaginária ou σ = 0.
4.1.1 Solução de Zipoy-Voorhes
Quando a constante σ é real, as variáveis ξ e η correspondem às coordenadas
esferoidais prolatas, as quais estão relacionadas com as coordenadas de Weyl
através da relação
R2 = σ2(ξ2 − 1)(1− η2), Z − Z0 = σξη, (4.6)
1 ≤ ξ ≤ ∞, −1 ≤ η ≤ 1. A solução pode-se escrever na forma













onde γ é uma constante real. Esta solução é conhecida na literatura como a
solução de Zipoy-Voorhes (ver [13, 14]) ou a solução γ de Weyl (ver [11, 12])
e representa o campo gravitacional de um buraco-negro deformado. Quando
γ = 1 esta solução é equivalente à solução de Schwarzschild.
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4.1.2 Solução de Bonnor-Sackfield
Quando a constante σ é imaginária, σ = iκ, as variáveis ζ = iξ e η correspon-
dem às coordenadas esferioidais oblatas, as quais estão relacionadas com as
coordenadas de Weyl através da relação
R2 = κ2(ζ2 + 1)(1− η2), Z − Z0 = κζη, (4.8)
onde 0 ≤ ζ ≤ ∞ e −1 ≤ η ≤ 1. A solução pode-se escrever na forma













onde γ é uma constante real. Esta solução foi obtida inicialmente por Zipoy
[13] e Voorhes [14] e foi interpretada por Bonnor e Sackfield como a solução
correspondente a um disco estático sem pressão, ver [15].
4.1.3 Solução de Chazy-Curzon
Para o caso em que σ = 0, pode-se fazer γ → γ/σ e tomar o limite σ → 0, de
tal forma que
Φ = −2γ ∂ ln µ
∂α
. (4.10)
A solução obtida pode-se escrever como
Φ =
−2γ√





[R2 + (Z − Z0)2]2 ,
onde γ é uma constante real. Esta solução é conhecida como a solução de
Chazy-Curzon, ver [16, 17].
4.2 A solução de Kerr-NUT
A solução com dois sólitons constrúıda com base na solução particular Φ0 =
Λ̃0 = 0, para o caso em que as constantes pk e qk são todas diferentes de
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zero, é equivalente à solução de Kerr-NUT (ver [18, 19]), como se pode provar
diretamente através de uma transformação das coordenadas, (ver [2, 3]).
Em termos das coordenadas esferoidais prolatas ξ e η, a solução pode-se escr-
ever na forma (ver [20])
Φ = ln
[
p2ξ2 + q2η2 − 1













q(1− η2)(upξ + vqη + 1)




p = p1q2 − q1p2 , q = p1p2 + q1q2,
u = p1q2 + p2q1 , v = p1p2 − q1q2,
com a condição p2 + q2 = u2 + v2 = 1.
A solução pode-se escrever nas coordenadas (R, θ), chamadas de coordenas de
Boyer e Lindquist [21], através da transformação
ξ = (R−m)/σ , η = cos θ,
p = σ/
√









com σ2 = m2 + l2 − a2. Esta solução leva à solução de Kerr [1] quando l = 0,
à solução de NUT [19] quando a = 0 e à solução de Schwarzschild quando
a = l = 0. Os parâmetros m, a e l chamam-se massa, parâmetro de Kerr e
parâmetro de NUT, respectivamente (ver [1]).
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