Abstract. The global existence theorem of classical solutions for one-dimensional nonlinear thermoelasticity is proved for small and smooth initial data in the case of a bounded reference configuration for a homogeneous medium, considering the Neumann type boundary conditions: traction free and insulated. Moreover, the asymptotic behaviour of solutions is investigated.
1. Introduction. The equations of one-dimensional nonlinear thermoelasticity have been investigated in the case of a bounded reference configuration for a homogeneous medium by Slemrod in 1981 (see [4] ). He proved the global existence of smooth solutions for small data, considering the boundary conditions: traction free and constant temperature, or rigidly damped and insulated. The cases of Dirichlet boundary conditions: rigidly damped and constant temperature, and of Neumann boundary conditions: traction free and insulated, remained open for several years after Slemrod's work. In 1990, Racke and Shibata [3] proved the global existence of smooth solutions for small and smooth data in the case of Dirichlet boundary conditions. As is well known, in proving the existence theorem of smooth solutions for at least small and smooth data, the main step is to show the decay properties of solutions to linearized equations. In [3] , Racke and Shibata used spectral analysis to the reduced stationary problem to get the decay properties, which was a completely different approach from Slemrod's work.
In this paper, the global existence of smooth solutions for small and smooth data is proved in the case of Neumann boundary conditions. Our approach here is principally the same as in Racke and Shibata [3] , but more delicate discussions are needed, because of the Neumann boundary conditions. Let Ω = (0, 1) be the unit interval in R, which is identified with the reference configuration R. The thermoelastic motion is described mathematically by the deformation map Ω x → X(t, x) ∈ R and the absolute temperature T (t, x) ∈ R of the material point of coordinate X(t, x), where t denotes the time variable. Then, the equations of balance of linear momentum and of balance of energy are given by (cf. Carlson [1] ) (B.M) R X tt = S x + R b , (B.E) ( ε + ( R /2)X 2 t ) t = ( SX t ) x + R bX t + q x + R r , where we use the following notation: The subscripts t and x denote differentiations with respect to t and x, respectively. R is the material density and it is assumed to be 1 in the sequel. The b and r are specific body force and heat supply, respectively. We assume that b = r = 0 below. ε is the specific internal energy. q is the heat flux. S is the Piola-Kirchhoff stress tensor. According to the 2nd Law of Thermodynamics and Coleman's theorem [2] , we make throughout the following assumptions.
Assumptions. (1) There exists a so-called Helmholtz energy function ψ(F, T ), which is real-valued and in C ∞ (G(B)), such that (A.1) S = S(X x (t, x), T (t, x)) and ε = ε(X x (t, x), T (t, x)) where (2) There exists a positive function Q(F, T ) ∈ C ∞ (G(B)) such that (A.5) q = Q(X x (t, x), T (t, x))T x (t, x) .
The purpose of this paper is to prove the global existence of smooth solutions to the following problem:
S(X x , T ) = T x = 0 on (0, ∞) × ∂Ω , (1.3)
where ∂Ω denotes the boundary of Ω, i.e. ∂Ω = {0} ∪ {1}, and u 0 , u 1 and θ 0 are given functions. Now, let us discuss the equilibrium state. In view of (A.4), X = x and T = T 0 are solutions for the initial data u 0 = u 1 = θ 0 = 0. Integrating (1.2) on (0, t) × Ω, we have
, as long as the solutions exist. If we expect that X t → 0 and (X x , T ) → (X ∞ , T ∞ ) (other constant states) as t → ∞, in view of (1.3) and (1.5), X ∞ and T ∞ satisfy
On the other hand, if we consider the map
3) and (A.4) we see that the Jacobian ∂(ε, S)/∂(F, T ) of this map at (F,
The inverse mapping theorem gives the unique existence of (X ∞ , T ∞ ) satisfying (1.6) provided that |u 0 (x)|, |u 1 (x)| and |θ 0 (x)| are sufficiently small for x ∈ [0, 1].
To find the energy conservation (1.5) and other constant states (X ∞ , T ∞ ) at t = ∞, (1.2) is quite important, but the form of (1.2) is rather complicated. So, once we know (1.5) and (1.6), using the entropy
we rewrite (1.2) as follows:
In fact, multiplying (1.1) by X t implies that
Using the constitutive relations (A.2) and (1.7), we have ε(
2) follows from (1.1) and (1.2). Obviously, (1.2) also follows from (1.1) and (1.2) . From now on, we shall solve the problem (1.1), (1.2) , (1.3) and (1.4) instead of the problem (1.1), (1.2), (1.3) and (1.4) . Now, we discuss the initial conditions and compatibility conditions. To do this, assume for a moment the existence of solutions X and T satisfying
In fact, u i+2 and θ i+1 are determined successively from u 0 , u 1 and θ 0 by differentiating (1.1) and (1.2) with respect to t at t = 0. We would like to show the existence of solutions satisfying the conditions
where the notation is summarized at the end of this section. Therefore, we must assume that (1.10)
Note that the fact that u L+2 and θ L+1 belong to L 2 follows from (1.10) if we differentiate (1.1) and (1.2) L times with respect to t at t = 0.
Moreover, differentiating the boundary condition (1.3) with respect to t at t = 0, we have
Note that (1.11) are conditions imposed on u 0 , u 1 and θ 0 . We shall say that u 0 , u 1 and θ 0 satisfy the compatibility condition of order L if (1.11) is satisfied.
The purpose of this paper is to prove Theorem 1.1. Let 0 < τ < 1/16 and K and L be integers such that
Let u 0 , u 1 and θ 0 in (1.4) be given and let u i+2 and θ i+1 (0 ≤ i ≤ L − 1) be the functions defined by (1.8). Assume that (1.10) holds true and that u 0 , u 1 and θ 0 satisfy the compatibility condition of order L. In addition, assume that
Then there exists a δ > 0 such that if E ≤ δ, then the problem (1.1)-(1.4) admits a unique solution X, T satisfying (1.9). Moreover , the asymptotic behaviour of X and T is given by Y (t) ≤ 1 for t ≥ 0, where
Finally, we explain the notation used throughout. All the functions are assumed to be real-valued, except for paragraphs 2.2 and 2.3. The i stands for √ −1 in paragraphs 2.2, 2.3 and 2.4 only, otherwise it is used as an index. We denote the usual L 2 space on (0, 1), its inner product and its norm by L 2 = H 0 , ( , ) and · , respectively. It will be clear from the context whether (a, b) denotes an open interval in R or the inner product. Put
we denote the set of all B-valued functions which are L times continuously differentiable in I. Put
We also write
We use the same letter C to denote various positive constants and C(A, B, . . .) means that the constant depends essentially on A, B, . . . only.
2. Decay rate of solutions to linearized problem. In this section, we investigate the decay of solutions to the linear problem
where α, β and γ are positive constants and δ is a non-zero real number. The purpose of this section is to prove Theorem 2.1. Let t 0 > 1, 0 < τ < 1 and K be an integer ≥ 1. Let u and θ satisfy (2.1)-(2.3) and
Then, we have the following decay estimate of solutions u and θ to (2.1)-(2.3):
We shall prove Theorem 2.1 below, dividing the proof into several paragraphs.
Reduction of equations.
Since the Neumann boundary condition seems to be more complicated to deal with than the Dirichlet boundary condition, and since Racke and Shibata [3] developed a technique for dealing with the Dirichlet condition case, we shall reduce the problem (2.1)-(2.4) to Dirichlet problem. Put
Then v and κ satisfy the Dirichlet problem
Indeed, by using (2.6), we easily get (2.7), so we may omit the proof.
Spectral analysis.
To get the decay properties of solutions to (2.7)-(2.9), changing ∂ t to ik, where i = √ −1 and k ∈ C, we consider the following system of ordinary differential equations of second order with parameter k ∈ C:
for l = 0 and 1 . (2.12) Theorem 2.2. There exists a discrete set Λ in C and operators R l (k), l = 1, 2, k ∈ C − Λ, with the following properties:
is the space of all bounded linear operators from H into H 2 ; moreover ,
Employing the same arguments as in Racke and Shibata [3, Lemmas 1.1-1.6 of §1], we can construct the operators R l (k) by using the well-known analytic Fredholm theorem. So, we may omit the proof.
Then we have for j = 0, 1, 2,
Differentiating (2.10)-(2.12) with respect to k and using Theorem 2.3, by induction we easily get Corollary 2.4. Let k ∈ C with |Re k| ≥ 1 and Im k ≤ 0. Under the same notation as in Theorem 2.3,
for j = 0, 1, 2 and any integer l ≥ 0.
We shall use the following six inequalities:
Before explaining how to get (2.14)-(2.19), we shall prove the estimates of R l (k), l = 1, 2. Since the equations are linear, we decompose
as follows:
S t e p 1. We prove (2.20)
For simplicity, we write u 1 = u and θ 1 = θ in the course of the proof of (2.20).
Substituting (2.21) into (2.18), we have
Substituting (2.21) and (2.22) into (2.15), we have
Substituting (2.23) into (2.17) and using (2.21) and (2.22), we have
Now, we use the well-known inequality
Then, applying (2.25) to (2.24), we have
Substituting (2.26) into (2.22), we have
Substituting (2.26) and (2.27) into (2.19), we have 
S t e p 3. We prove (2.32)
For simplicity, we put u 3 = u, θ 3 = θ and M = u . Note that f Ω = g Ω = 0 in this case. By (2.14), we have
By (2.18) and (2.33), we have
Combining (2.15), (2.33) and (2.34), we have
Substituting (2.33), (2.34) and (2.35) into (2.17), we have
Substituting (2.34) and (2.36) into (2.19) yields
Applying (2.25) to (2.37), we have
Substituting (2.38) into (2.34) and (2.36) yields
Substituting (2.38) and (2.39) into (2.16) yields
Applying (2.25) to (2.40) implies that M ≤ C|k| 6 |f Γ |; substituting this into (2.33), (2.38) and (2.39), we have (2.32).
Using (2.20), (2.31) and (2.32), we have the conclusion of the theorem for j = 0 and 1. Finally, by using (2.10) and (2.11) and the estimates for j = 0 and 1, we have the estimates for j = 2. Now, we shall prove the inequalities (2.14)-(2.19). By integration by parts, we have
From the real part of (2.42) it follows that
Since Im k ≤ 0, we have (2.18). Taking the complex conjugate of (2.42) and using the identity (θ, u ) = θ, u − (θ , u), we have
Multiplying this and (2.42) by k and k, respectively, we have
Note that Im k = − Im k ≥ 0. (2.14) and (2.19) follow from the imaginary part and real part of (2.43), respectively. Since
substituting (2.11) into the left-hand side of (2.44) and using Schwarz's inequality, we have (2.15). Employing the same arguments implies (2.16), too. Finally, integration of (2.11) on (x, 1) yields
from which (2.17) follows immediately. This completes the proof of the theorem.
2.3.
Decay rate of solutions to (2.7)-(2.9) Theorem 2.5. Let K be an integer ≥ 1 and 0 < τ < 1. Let v and κ satisfy (2.7)-(2.9) with t 0 = ∞ and the regularity condition
In addition, assume that I(4K + 6, 4K + 7, K) < ∞, where
P r o o f. Let ϕ(t) be a function in C ∞ (R) such that ϕ(t) = 1 for t ≥ 2 and = 0 for t ≤ 1. Put u = ϕv and θ = ϕκ. Then u and θ satisfy
, θ(t, l) = 0 for l = 0 and 1, and t ∈ [0, ∞) , where (2.49)
Moreover, put
where
. Then, employing the same arguments as in the proof of Theorem 2.1 in Racke and Shibata [3, §2] , by Theorem 2.2 and Corollary 2.4 and the uniqueness of solutions to the problem (2.46)-(2.48) which will be guaranteed by the energy inequality below, we see that w = u and ξ = θ. Moreover, for t ≥ 2 we have
where in the final step of (2.50) we have used the facts that supp ϕ (t), supp ϕ (t) ⊂ [1, 2] (cf. (2.49)). To estimate the final two terms of (2.50), we give the energy estimate for the problem (2.7)-(2.9). Namely, we show that
Once we get (2.51), differentiating (2.7)-(2.9) l times (1 ≤ l ≤ 4K + 6) with respect to t and applying (2.51) to the resulting equations, we have
Since w ≤ C{ w x + |w(0)|}, from (2.52) it follows that
x κ) | t=0 + I(4K + 6, 4K + 7, 0)} . Combining (2.53) and (2.50), we have the assertion of the theorem. Now, let us prove (2.51). Multiplying (2.7) by v t , we have
Noting that κ t (t, l) = 0 for l = 0 and 1, by integration by parts and (2.8), we have
Combining (2.54) and (2.55) implies that
To estimate the boundary term v x (t, ·) , we use the identity (2.44). Then by integration by parts and by (2.7)-(2.9), we have
Combining (2.56) and (2.57) and choosing σ > 0 sufficiently small, we have
Choosing σ > 0 so small that
integrating (2.58) from 0 to t and applying Gronwall's inequality to the resulting inequality, we have (2.51), which completes the proof of the theorem.
2.4.
Proof of Theorem 2.1. Noting (2.6), we get Theorem 2.1 immediately in case t 0 = ∞. Employing the same arguments as in the proof of Theorem 2.2 in Racke and Shibata [3, §2] , by using the cut-off technique and Theorem 2.1 for t 0 = ∞, we can prove Theorem 2.1 for general t 0 > 1.
A priori estimate of solutions local in time.
Let X(t, x) and T (t, x) satisfy the following:
For simplicity, we shall say that X and T are solutions in [0, t 0 ] if X and T satisfy all of (3.1)-(3.6). Put u(t, x) = X(t, x) − X ∞ x and θ(t, x) = T (t, x) − T 0 . Note that u tt = X tt , θ t = T t , u x = X x − X ∞ , and then from (3.1)-(3.4) we easily find the equations which u and θ should satisfy. Let V be the same as in Theorem 1.1; then V = (u t , u x , u tt , u tx , u xx , θ, θ t , θ x , θ xx ). Also, let Y (t), Y 1 (t) and Y 2 (t) be the same as in Theorem 1.1. We use this notation throughout this section. Moreover, set (3.7)
Note that (3.8)
Since |1−X ∞ |, |T 0 −T ∞ | → 0 as E → 0, and since E will be chosen small enough, we choose δ > 0 in such a way that (2) and (1.7), we see that
for (F, T ) ∈ G (B) with some positive constants α 0 and α 1 . Our purpose in this section is to prove the following a priori estimate for solutions in [0, t 0 ]. 
To prove Theorem 3.1, we shall essentially use the following.
Theorem 3.2. Let X and T be solutions in [0, t 0 ]. Assume that (1.13) is valid and that E 1 ≤ 1. Then there exists a σ > 0 such that
Here, C is a positive constant independent of X, T , t 0 and σ.
P r o o f o f T h e o r e m 3.1. We assume that Theorem 3.2 is valid. In view of (3.8), we choose δ > 0 in such a way that E 1 ≤ 1. Let δ ∈ (0, 1], to be determined in the course of the proof. Put I = {t ∈ [0, t 0 ] | Y (s) ≤ δ for 0 ≤ s ≤ t}. Our task is to prove that I = [0, t 0 ] under the suitable choice of δ and δ . Since Y (0) ≤ 2E 1 , in view of (3.8), we choose δ > 0 so small that
By the continuity of Y (s), this implies that I is a non-empty set. The continuity of Y (s) also implies that I is closed, so it suffices to prove that I is open. Let t ∈ I, namely, Y (t) ≤ δ (≤ 1). Since Y (s) is monotonically increasing and continuous, it is sufficient to prove that Y (t) < δ . Let σ > 0 be the same constant as in Theorem 3.2. By Sobolev's inequality, we know that |V (s,
Replacing t 0 by t, we can apply Theorem 3.2. Then from (3.11) we see that
Ce C , where we have used the fact that Y (t) ≤ 1. We choose δ > 0 so small that c 2 E 1 < δ /2 provided that E ≤ δ. Moreover, we choose δ in such a way that c 2 δ < 1/2. Then we
2 < δ /2 + δ /2 = δ , which completes the proof of Theorem 3.1. P r o o f o f T h e o r e m 3.2. Choose σ > 0 so small that
We begin with L 2 estimates of higher order derivatives. Put
First, we shall estimate E L (t). Differentiating (3.1)-(3.3) L times with respect to t, we have
Multiplying (3.12) and (3.13) by ∂ t v and ξ, respectively, integrating the resulting equations on Ω and using (3.14), we have
. Now, we use the following trick:
Hence, integrating (3.16) from 0 to t, estimating the resulting formula by using (3.17) and (3.10) and applying Gronwall's inequality, we have
where (3.19)
To do this, we rewrite (3.1)-(3.3) as follows:
Here, by Taylor expansion, we have put
Differentiating (3.20)-(3.22) l times with respect to t, and employing the same arguments as in the proof of (3.18), we have
Now, we shall estimate the derivatives with respect to x. Using (3.20) and (3.21), we have
By (3.21) and (3.22), we also have
} . Using (3.27), (3.28) and (3.29), by induction on P we have
. Hence, combining (3.18), (3.25) and (3.30), we have
} . Now, we shall estimate the nonlinear terms. To do this, we need the following calculus lemma (cf. [3, §3] for its proof). 
(2) Let L ≥ 1 and let F be a smooth function defined on {u
First of all, we show that 
Here and hereafter, we sometimes use the estimates (u x , θ) t,0,L ≤ Y (t). By direct calculation, we have
Then, applying (2) and (3) of Lemma 3.3 and using (3.32) and (3.33), we have
Performing the same change of the formula for F 2 L , by (2) and (3) of Lemma 3.3, (3.32) and (3.33), we also have (2) and (3) of Lemma 3.3, (3.32) and (3.33), we have
Combining (3.35)-(3.38), we have (3.39)
Now, we shall estimate I 3 (t). Since S(X ∞ , T ∞ ) = 0, A l (u x , θ), l = 1, 2, are quadratic forms in (u x , θ). Thus, we may write symbolically
Applying (2) and (3) of Lemma 3.3, (3.32) and (3.33), we have
, and since both a(θ)(Qθ x ) x and ( (2) and (3) of Lemma 3.3, (3.32) and (3.33), we have
Combining (3.40) and (3.41), we have (3.42)
Since we can write the estimate of the term ∂ L−1 t A 1 (0) symbolically as follows: 
In the same manner, we see that
Since E 1 ≤ 1, combining (3.43), (3.44), (3.42), (3.39), (3.34) and (3.31), we have 
. Here, we have used the fact that 4K + 8 ≤ L, which follows from (1.12) and the fact that |v(t, l)| ≤ C ∂ 1 x v(t, ·) for l = 0 and 1. Now, let us prove the decay property of u xx , u tx , u tt , u t , u x , θ and θ t . By the identity
t + B as follows from (3.21), we have θ t t,K,0 ≤ CI 5 (t). Now, the identity u tx = δ −1 (γθ xx −βθ t −A 2 t +B), which follows also from (3.21), implies that u tx t,K,0 ≤ CI 5 (t). Moreover, by (3.20) we see that u tt t,K,0 ≤ CI 5 (t). Integrating (3.1) on Ω and using (3.3) and (1.13), we have
Let us recall the well-known Poincaré inequality:
Combining (3.47) and (3.48) with v = u t (t, ·), we have u t (t, ·) ≤ CI 5 (t). To deal with the decay property of u x and θ, we use the following form of Poincaré's inequality:
In fact, if we put p = δv + βw and q = αv − δw, noting that v = (αβ + δ 2 ) −1 (δp + βq) and w = (αβ + δ 2 ) −1 (αp − δq) and applying (3.48) to p and q, we have (3.49) immediately. Applying (3.49) to v = u x (t, ·) and w = θ(t, ·), we have
(αu x (t, ·) − δθ(t, x)) dx .
By ( (δu x (t, x) + βθ(t, x)) dx ≤ Cσ( u x (t, ·) + θ(t, ·) ) + (σ/2T ∞ ) u t (t, ·) .
Combining (3.50) and (3.52) and choosing σ > 0 small enough, we infer that u x t,K,0 , θ t,K,0 ≤ CI 5 (t). Hence 
Thus, we have (3.55)
Since exp CY (t) ≤ 1, combining (3.54) and (3.55) completes the proof of Theorem 3.2.
4. Proof of Theorem 1.1. To prove Theorem 1.1, first of all we shall quote the local existence theorem for the following problem: To state the regularity of initial data and the compatibility condition, for a moment we assume the existence of solutions X and T to (4.1)-(4.4) satisfying the conditions (4.5) T (t 1 , x) for 0 ≤ j ≤ L .
As stated in §1, v j+1 and ξ j+1 are determined successively from v 0 , v 1 and ξ 0 by differentiating (4.1) and (4.2) j times with respect to t at t = t 1 . Next, differentiating (4.3) with respect to t at t = t 1 , we have the conditions at t = t 1 on ∂Ω for v 0 , v 1 and ξ 0 through v 2 , v 3 , . . . , v L+1 and ξ 1 , . . . , ξ L , namely, (4.8) ∂ j t S(X x , T )| t=t 1 = ξ jx = 0 for x ∈ ∂Ω and j = 0, 1, . . . , L . We shall say that v 0 , v 1 and ξ 0 satisfy the compatibility condition of order L at t = t 1 . Then there exists a t 2 depending on B but independent of t 1 such that the problem (4.1)-(4.4) admits a unique solution X, T satisfying (4.5) and (4.6).
