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Abstract
Generating revenue has been a major issue for the news industry and journalism over
the past decade. In fact, vast availability of free online news sources causes online news
media agencies to face user acquisition and engagement as pressing issues more than
before. Although digital news media agencies are seeking sustainable relationships with
their users, their current business models do not satisfy this demand. As a matter of fact,
they need to understand and predict how much an article can engage a reader as a cru-
cial step in attracting readers, and then maximize the engagement using some strategies.
Moreover, news media companies need effective algorithmic tools to identify users who
are prone to subscription. Last but not least, online news agencies need to make smarter
decisions in the way that they deliver articles to users to maximize the potential benefits.
In this dissertation, we take the first steps towards achieving these goals and investi-
gate these challenges from data mining /machine learning perspectives. First, we inves-
tigate the problem of understanding and predicting article engagement in terms of dwell
time as one of the most important factors in digital news media. In particular, we design
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data exploratory models studying the textual elements (e.g., events, emotions) involved
in article stories, and find their relationships with the engagement patterns. In the pre-
diction task, we design a framework to predict the article dwell time based on a deep
neural network architecture which exploits the interactions among important elements
(i.e., augmented features) in the article content as well as the neural representation of the
content to achieve the better performance.
In the second part of the dissertation, we address the problem of identifying valuable
visitors who are likely to subscribe in the future. We suggest that the decision for sub-
scription is not a sudden, instantaneous action, but it is the informed decision based on
positive experience with the newspaper. As such, we propose effective engagement mea-
sures and show that they are effective in building the predictive model for subscription.
We design a model that predicts not only the potential subscribers but also the time that
a user would subscribe.
In the last part of this thesis, we consider the paywall problem in online newspapers.
The traditional paywall method offers a non-subscribed reader a fixed number of free
articles in a period of time (e.g., a month), and then directs the user to the subscription
page for further reading. We argue that there is no direct relationship between the number
of paywalls presented to readers and the number of subscriptions, and that this artificial
barrier, if not used well, may disengage potential subscribers and thus may not well serve
its purpose of increasing revenue. We propose an adaptive paywall mechanism to balance
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the benefit of showing an article against that of displaying the paywall (i.e., terminating
the session). We first define the notion of cost and utility that are used to define an
objective function for optimal paywall decision making. Then, we model the problem as
a stochastic sequential decision process. Finally, we propose an efficient policy function
for paywall decision making.
All the proposed models are evaluated on real datasets from The Globe and Mail
which is a major newspaper in Canada. However, the proposed techniques are not limited
to any particular dataset or strict requirement. Alternatively, they are designed based
on the datasets and settings which are available and common to most of newspapers.
Therefore, the models are general and can be applied by any online newspaper to improve
user engagement and acquisition.
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1 Introduction
1.1 Motivation
Users are traditionally the most important asset for digital newspapers. In fact, no pros-
perity is possible without successful user acquisition, and engagement. However, de-
veloping strong relationships with users is not a trivial task in the competitive world of
digital media. Therefore, online newspapers need to build the effective strategies to iden-
tify potential subscribers, make sure that users have positive experiences, and keep the
relationships with them strong. In order to achieve the aforementioned objectives, dig-
ital newspapers should gain insight into users needs and behaviors. This is where data
mining/machine learning techniques come to play. In this dissertation, we focus on user
acquisition and engagement as two challenging problems in the news domain. To that
end, we frame the challenges into different research problems and proposed effective so-
lutions for them accordingly.
Article Engagement: In the online news domain, building successful relationships with
users without properly engaging them is not possible. User engagement reflects the qual-
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ity of user experience when interacting with the media [40]. Among the engagement
measure in web analytics dwell time, defined as the amount of time which a user spend
on an article, is one of the most important ones [15, 26, 35]. In fact, understanding and
predicting an article’s dwell time is an interesting problem which has drawn little atten-
tion in the news domain from the data mining perspective. In other words, the interesting
question is: can we predict an article’s dwell time based on its content? An answer to
this question can provide benefits for many applications in the news domain. For ex-
ample, it can be used to organize advertisement on the article page (e.g., putting more
advertisements on pages for more engaging articles to maximize the revenue). However,
predicting the article engagement needs understanding the interplay between the article
constituents such as events, people, emotions involved in the article story. We consider
these elements and propose a deep neural network architecture to utilize them for dwell
time prediction.
Subscription Prediction Model: Data mining techniques can identify and understand
user behaviors, preferences and needs [48, 64]. Moreover, models in data mining can
assess the value of customers and uncover the reasons behind their behaviors [11]. The
successful achievements of data mining in many domains raise an interesting question:
can data mining methods help in customer acquisition by timely identification of valuable
customers with high likelihood to subscribe? Despite the importance of this question and
potential benefits of data mining techniques in identifying potential subscribers, there is
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no comprehensive research on using such techniques for user acquisition in the digital
news domain. Note that identifying potential subscribers is important since it allows the
management to launch an acquisition campaign in advance, and conducting a successful
campaign results in significant profits and benefits. Most of studies to date have been
focusing on the other domains (e.g., e-commerce) where the main revenue is based on
individual purchases rather than subscriptions. Moreover, most of efforts have consid-
ered recommendation systems as the personalized one-to-one marketing solutions rather
than subscription prediction models for the user acquisition problem.
Adaptive Paywall Mechanism: Many online newspapers across the world utilize a pay-
wall mechanism to persuade users to subscription. In a traditional paywall solution, dig-
ital newspapers offer a fixed number of free articles in a period of time (e.g., a month) to
visitors then direct them to a subscription page (i.e., paywall) for further reading. They
use this mechanism as a tool to request subscriptions in order to achieve successful user
acquisition, and increase revenue. However, in most cases there is no direct relationship
between the number of paywalls presented to readers and the number of subscriptions.
In fact, if this mechanism is not used smartly, it may disengage potential subscribers and
reduce revenue. Clearly, this mechanism does not consider the articles that a user has
already read nor the potential articles which the user may read in the future, and treats
all users the same. However, users are different in terms of news consumption and sub-
scription potentials. In fact, blocking a user from reading articles at a wrong time may
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disengage the user too early or allow a non-potential subscriber to read too much con-
tent for free. As such, an interesting question is that: can we estimate how many and
what articles a particular user should be allowed to read before a paywall? While this
question is crucial to any online newspaper using the paywall mechanism, to date, it has
not been investigated. In fact, answering this question is challenging since it needs an
appropriate mathematical model on top of the proper criteria to make optimal decisions.
We formulate finding the optimal paywall time point as a sequential decision problem, in
which a decision on whether to show a paywall or not needs to be made at each time point
during a reading session, and propose machine learning solutions to solve the problem.
Moreover, we define the measures which can serve as the criteria in the decision process.
The rest of this chapter is organized as follows. We discuss the scope and the general
problem tasks in §1.2. The proposed framework for user acquisition and engagement in
digital news media is presented in §1.3. We provide the general picture of the main thesis
components, their relationships and dependencies accordingly. Moreover, the proposed
models and research contributions are summarized in that section. The Globe and Mail
data collection platform and the datasets, which are utilized in the other chapters, are
introduced in §1.4. Finally, we present the general structure of the dissertation, and
introduce different parts of the thesis in §1.5.
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1.2 Problem Statement and Scope
User acquisition and engagement are quite challenging and complicated issues. The
terms of user acquisition and engagement are broad in the news domain as they can
be studied from different discipline perspectives (e.g., journalism, marketing). In this
research we consider them from data mining and machine learning point of views. Fur-
thermore, applicability of approaches can be strictly restricted by the availability of data
in the organization and domain (e.g., there are many restrictions on using users’ data
due to privacy and confidentiality issues). Therefore, we consider the problem of user
acquisition and engagement in an environment/setting which is mostly common among
all digital newspapers.
The domain of interest of this thesis is a digital news medium/newspaper where the
users’ interactions (for both subscribed and non-subscribed users) with the news portal
are captured and collected. Moreover, the data source contains the articles published
by the news agency, and clickstreams comprising sequence of articles which users have
visited. A detailed description of clickstreams will be given in §1.4.
Given the domain of interest and data source, our goal is to bridge the gap between
the journalism and data mining/machine learning communities. We aim to frame some
current issues in digital newspapers as the feasible data mining/machine learning prob-
lems and proposed appropriate solutions to them accordingly. To that end, we focus on
5
Engagement	Measures	
Adap%ve	
Paywall	
Task1:	Acquisi5on	 Task2:	Engagement	
Time-Aware	
Subscrip%on	
Dwell	Time	
Engagement	
Figure 1.1: Relationship between defined tasks and the proposed models.
designing the cutting-edge data driven approaches for the following general tasks:
• Task1 (Acquisition): Developing algorithmic/machine learning tools to serve as
a decision support model to increase the likelihood of users subscriptions.
• Task 2 (Engagement): Designing data exploratory and predictive models for pre-
dicting and understanding the article engagement.
It is worth to mention that the resulting models can be fully automated (e.g., proposed
adaptive paywall mechanism) or work as a decision support system (e.g., time-aware
subscription prediction model) in combination with other efforts (e.g., conducting user
acquisition campaigns) to achieve the goals. Figure 1.1 shows the relation between these
tasks and the proposed models. As can be seen, engagement measures can serve both
tasks. Moreover, the adaptive paywall model can enhance both acquisition and engage-
6
Engagement	
Measures	
Clickstream	
Collec3on	
	
Time-aware	
Subscrip3on	
Model	
News	portal	
News	
Corpora	
USER	
Data	Exploratory	
PaBern	
Data	Collec*on	
&	Preprocessing	
Layer	
User	Behavior	
Modeling	Layer	
Pa;ern			Layer	
Predic3ve	
PaBern	
(Chap.	5)	
Management	
	
Dwell	Time	
Engagement	
Models	
	
Adap3ve	
Paywall	
Model	
U3lity/Cost	
(Chap.	3	&	4)	
(Chap.	6)	
Ac3on	
PaBern	
Figure 1.2: Framework for user acquisition and engagement.
ment tasks by using different criteria for making paywall decisions.
1.3 Proposed Framework and Research Contributions
Figure 1.2 shows the general overview of the proposed framework for the user acquisition
and engagement as well as the structure of this dissertation. The general picture of the
research components and their relationships are illustrated accordingly. The framework
is categorized in three layers: data collection and preprocessing, user behavior modeling,
and pattern layer. This categorization facilitates studying the relevant components and
gives a clear picture of the proposed framework.
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The data in the data collection and preprocessing layer consist of user clickstreams
and news corpora. Most of digital newspapers have these two data components in their
data analytics pipeline. The data collection platforms such as Omniture1 or Google Ana-
lytics2 usually operate in this layer. They usually record every single interaction of users
with the online news portal, which forms user clickstreams. Moreover, there is a repos-
itory of articles in this layer usually managed by a text search engine such as solr3. We
discuss the data collection and preprocessing procedure details in §1.4 briefly.
The pattern layer demonstrates the outcomes types of the proposed models. As can
be seen, different models result in different outcomes. In case of the Time-aware Sub-
scription Prediction (TASP) model, the outcome is the predictive pattern forecasting the
potential subscribers. This outcome can be used by the management to facilitate the
acquisition process (e.g., by conducting a marketing campaign). The dwell time engage-
ment models are comprised of both data exploratory and predictive frameworks. The data
exploratory outcomes uncover the relationships between the article story constituents
(e.g., events) and the article dwell time distribution. Moreover, the predictive dwell time
model results in the article dwell time forecast based on the article content. The adaptive
paywall model is different from the others as it produces actionable patterns. More pre-
1https://my.omniture.com
2https://marketingplatform.google.com/about/analytics/
3http://lucene.apache.org/solr/
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cisely, the result of this model is a set of decisions or the policy indicating the optimal
paywall time points for different reading sessions.
The user behavior modeling layer is comprised of the proposed models. The utility
and cost are the foundations for the the adaptive paywall component and are used exclu-
sively by the adaptive paywall model while engagement measures are used by both dwell
time engagement and the Time-aware Subscription Prediction (TASP) models. The no-
tion of utility and cost are very general. However, it is possible to define utility based on
the engagement measures.
The contributions of the proposed models fall into different categories which are
summarized in the subsequent sections.
1.3.1 Data Exploratory Framework for Dwell Time Engagement
We design a novel content-based data exploratory framework to understand the dwell
time engagement of the articles in news media. In particular, we study the main elements
of article story (e.g., event), and combine them with the reliability analysis to provide
insight on the role of these elements in article engagement. The contributions can be
summarized as follows:
• We propose a new framework for analyzing user engagement of articles under the
scope of different factors such as topics, events, and emotions.
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• We design a novel model which combines the reliability analysis and text mining
approaches to uncover the dwell time engaging patterns and the role of different
factors in them.
• We conduct the experiments on a real dataset from The Globe and Mail articles
and extract the patterns showing relationships between the article dwell times and
main elements of the story.
1.3.2 Predictive Model for Dwell Time Prediction
We propose a new model based on the neural network architecture to predict the article
dwell time engagement. The proposed model outperforms the state-of-the-art model in
the prediction task. The contributions are as follows:
• We propose a novel model for article dwell time prediction based on the deep
and wide neural network architecture and feature augmentation. While there are
few studies on predicting Web pages dwell times, this is the first study that one
leverages the deep neural network capabilities to build a content-based predictive
model for this purpose.
• The extensive experiments are conducted to show the effectiveness of the proposed
model against the state-of-the-art baseline approaches.
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1.3.3 Time-aware User Subscription Model for Digital News Media
In order to target readers who are likely to subscribe we design a model which can effec-
tively predict these users. Furthermore, the proposed model can predict the time that a
user is likely to subscribe. The contributions are as follows:
• We define and frame the new problem of user subscription in digital newspapers
and propose an effective data-driven approach to solve it. To best of our knowl-
edge, this is the first study that defines this problem and tackles it.
• We propose user engagement measures which can serve as the predictors and de-
sign a novel probabilistic model to solve the prediction task.
• We conduct the extensive experiments on The Globe and Mail clickstream dataset
and show that proposed method outperforms other baseline models.
1.3.4 Adaptive Paywall Mechanism for Digital News Media
To address the current paywall model drawbacks, we propose a adaptive paywall mecha-
nism which makes a balance between delivering articles and presenting the paywall. The
summary of contributions along this line is as follows:
• We define and formalize the new problem of adaptive paywall for digital newspa-
pers. To best of our knowledge, this problem has not been investigated and this
study is the first one that suggest a data-driven solution for it.
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• We cast the problem into a sequential stochastic decision process and propose a
novel and effective approach to solve it.
• The proposed framework is evaluated using a real dataset from The Globe and Mail
dataset. The experimental results show significant improvement over traditional
and other baseline models.
1.3.5 The Publications
The outcomes of this study have been published in the top tier conferences proceedings in
the field of data mining such as the proceedings of the 24’th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining [18], and proceedings of the
2017 SIAM International Conference on Data Mining [19]. Moreover, parts of this work
are under review in 2019 Annual Conference of the North American Chapter of the
Association for Computational Linguistics (NAACL 2019), and the top journal in the
field such as IEEE Transactions on knowledge and data engineering.
1.4 The Globe and Mail Dataset
Every time a user reads an article, watches a video or generally takes an action in a
website, the action is recorded as a hit in the log file of the website. In data collection
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Figure 1.3: Data Collection Platform
frameworks (e.g., Omniture by Adobe which is used by The Globe and Mail4), a hit is
simply represented as a row (record) in the log file and contains rich information about
the visitor and her/his actions. Typically, a hit contains information like, date, time, user
id, user environment variables (e.g., browser type), id of article, and special events of
interest like subscription, sign in and etc.
Figure 1.3 illustrates the collection procedure for The Globe and Mail dataset. The
sequence of interactions are as follows: (1) the user browser requests an article from The
Globe and Mail news portal, (2) The Globe and Mail Web server responds by sending
the requested article including a small javascript code, (3) each user interaction with the
article pages will be sent by the javascript code to the 3’rd party server (i.e., Omniture
data server), (4) the data collection servers send the collected data periodically to The
4https://www.theglobeandmail.com
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Table 1.1: Attributes in The Globe and Mail Dataset.
Attributes Descriptions
Traffic • Count the instances of specific events on a web page
Variables: Example: Number of clicks on advertisements
• Group the pages (logically) based on a variable set in hits.
Example: User logged in/not logged in
Conversion • Conversion variables are persistent and hold the values
Variables: for a longer period time.
Example: Number of articles viewed
Events: • A point on the website which a successful event occurs.
Example: subscription
Globe and Mail to be used in the data analytics pipeline.
The Globe and Mail clickstream dataset used in this thesis is composed of 264,735,412
hits over period 2014-01 to 2014-07. It contains 246 attributes which capture different
aspects of interactions with users. Table 1.1 illustrates different types of attributes in
The Globe and Mail clickstream dataset. Although clickstream data can provide a lot
of insights into users behaviors, they are usually noisy, and contain a lot of irrelevant
information. As such, we need careful data preprocessing and cleaning steps before
exploring, extracting and summarizing any useful pattern. Moreover, such a data repos-
itory contains low-level interactions between the users and the portal, which makes the
aggregation steps necessary before any further processing. Table 1.2 shows the general
preprocessing steps which are done on The Globe and Mail clickstream dataset.
In particular, given that data are organized as hits, we roll-up the data from page view
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Table 1.2: Preprocessing on The Globe and Mail Dataset.
Preprocessing Descriptions
Filtering out irrelevant hits: • We only keep the hits related to articles and impor-
tant events such as the subscription.
Extracting user types: • Users fall into two broad categories of subscribed
and non-subscribed users.
Extracting events of interest: • We extract events such as login or subscription.
Computing dwell time: • Dwell time is calculated using two consecutive page
views timestamps.
Roll-up form hit to visit and
user:
• The aggregation is done using the user unique id,
visit, and page id.
Converting to expressive
format:
• Each user activity record is stored in a json format to
facilitate the analysis in later stages.
hits to visits and then to visitors. We refer to a visit as a set of page views in one “session"
(a session is terminated if the data collection server does not hear from the same user
for 30 minutes). We use cookie and the device’s IP information which is anonymized
and encoded in the data warehouse to detect the unique visitors. Moreover, The data
collection platform records a timestamp whenever an article page is requested, so the
difference between two consecutive page click timestamps is used to calculate the articles
dwell times. As usual in web analytics the last article in a visit is ignored as we cannot
estimate the dwell time for it. For dwell time data exploratory and predictive models
(chapter 3 and 4), the articles with less than 10 views are removed resulting in 28502
articles. For the Time-aware subscription prediction model (chapter 5) , the dataset used
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in the experiments contains 17,009 subscribers and 71,639 non-subscribers. Finally, for
the paywall model (chapter 6), after preprocessing (i.e., aggregation), the dataset contains
4,913,423 sessions from subscribed users. We use sessions with minimum 10 articles as
the test and the rest as the training set (e.g., to build the navigational graph). The test data
set provide real sequences of article requests for use to evaluate the proposed method. A
minimum of length 10 gives us more possible time points for making paywall decisions
in a session. The numbers of sessions in the training and test sets are 4,806,204 and
107,219, respectively.
1.5 Thesis Organization
This dissertation is organized as follows. In chapter 2, we categorize and discuss the
literature related to the different proposed models. User engagement measures serve
as an important component in our framework since our proposed models are built on
them. As such, we introduce the concept of user engagement and discuss the relevant
background in chapter 3. Moreover, we focus on data exploratory analysis on articles
dwell time engagement in that chapter. In chapter 4, we present the article dwell time
prediction model. This model aims to predict the articles dwell times based on the main
constituents involved in the stories. The goal of Time-aware Subscription Prediction
(TASP) model is to predict the users who are prone to subscription in a timely manner.
We explain this model in detail in chapter 5. Chapter 6 discusses the proposed adaptive
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paywall mechanism for making optimal paywall decisions based on the notion of utility
and cost. Finally, in Chapter 7, we review the contributions, conclude the dissertation,
and summarize the future research directions.
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2 Literature Review
User acquisition and engagement are generally studied under the umbrella of Customer
Relation Management (CRM), which focuses on four dimensions: customer identifica-
tion, customer attraction, customer retention and customer development [59]. The com-
mon goal of all is to understand the customer behaviors and maximize the customer value
to the organization in the long-term. In particular, customer identification refers to task of
targeting the population who are very likely to become customers. As we identify the po-
tential customers, we need some sort of customer attraction (e.g., using direct marketing
through incentives and promotions). The concept of customer retention is closely related
to the user satisfaction issue whereas the most prominent approaches try to address the
problem based on one-to-one marketing (e.g., personalized marketing campaigns sup-
ported by user behavior modeling, user profiling, and recommender systems). Finally,
customer development refers to the set of methods that maximize customers profitability
(e.g., customer lifetime value). This line of research mostly focused on the first (i.e, user
acquisition) and the third (i.e., user retention through engagement) goals the in digital
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news media domain.
This dissertation designs a set of novel machine learning/data mining techniques as
the algorithmic tools to help digital newspapers in user acquisition and engagement tasks.
The variety of areas in machine learning and data mining ranging from survival analysis,
and generalized linear models to approximate dynamic programming, and deep learning
have been considered in designing the proposed approaches. In order to facilitate study-
ing the related work, we categorize it based on the main components of the dissertation.
Therefore, we study user engagement measures used in the literature in §2.1. The popu-
larity and dwell time prediction studies are presented in §2.2. We discuss user acquisition
and subscription prediction models related work in §2.3. Finally, we outline the research
literature relevant to paywall problem in §2.4.
2.1 Engagement Measurements and Models
One important component in the proposed model is user engagement. Given the click-
streams collection as a low-level user-system interactions repository, user engagement
modeling can be seen as a high-level feature extraction and quantification, which facili-
tates user behavior modeling. In web analytics, two types of user engagement measures
are usually used in the literature: within a session (i.e., intra-session) and across sessions
(i.e., inter-session). While inter-session measures take into account multiple sessions and
as a result long-term user behaviors, intra-session measures only consider one session,
19
Table 2.1: Web-analytics user engagement measures.
Types Measures and Descriptions
Intra-session
• Dwell Time: Contiguous time that users spend on a page (or a website) [5, 35,
83].
• Revisit to site: The number of times that user leaves a web site of interest and
then returns to it (within a session) [43]
• Click through rate: The number of time that an advertisement is clicked
divided by the number of time it was shown [65].
• Number of page view: Number of pages visited within a site during a session
or the percentage of session where a given number of pages were visited within
a site [30].
Inter-session
•Direct value: The user value perceived by the web site operator (e.g., customer
life time, ads clicked) [40]
• Total use: Calculated based on observing the user behavior over long periods
of time and across multiple sessions [24].
• Return rate: The fraction of users return to the site after the last visit or the
time between two consecutive visits of a user [22].
so they are based on observations in a short period of time. Table 2.1 shows the summary
of the most important engagement measures used in the literature.
There are several intra-session measures commonly used as the engagement. Among
them dwell time is often used as a proxy of post-click user satisfaction [5]. Recently, this
measure is used as an indirect indicator of users interests in items for the recommenda-
tion purpose [83]. This measure is one of the most important ones in digital newspaper
domain, and we will study it in the subsequent chapters in details. Another measure is
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the revisit to site defined as the number of times that a user leaves a web site of interest
and then returns to it (within a session). While goal-oriented sites (e.g., shopping) have
a lower within session revisit rate, sites belong to social media category have the highest
number of revisit rates. The Click-Through Rate (CTR) is widely used for advertisement
optimization and defined as the number of times that an advertisement is clicked divided
by the number of times which it is shown (i.e., impressions). In fact, CTR can serve
as an indirect proxy of conversion (e.g., purchase or subscription). This measure has
been extensively used in the context of search engine optimization. The Number of page
viewed is defined as the number of pages visited within a site during a session, or the
percentage of sessions where a given number of pages are visited. This measure is ap-
propriate for the sites that provide the content for consumption such as news portal sites.
It could be a complementary measure to “revisit to site” as it only considers the number
of on-site visits. For news portal sites, the number of articles read by a user might be
the better measure as a poorly designed web site might result in navigating many pages.
Intra-session measures can be easily misleading (one example is the case that a search
engine provides irrelevant results and the user keeps looking for the relevant ones) [36].
The inter-session measures are the other class of user engagement measurements.
The direct value measurement is calculated based on the user value perceived by the
web site operator. The common measures are: total customer life time, the number
of ads clicked, etc. The total use measurement is calculated based on users behaviors
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observations over a long period of times across multiple sessions. The total usage time
and the number of sessions per unit of time are examples of this category. Alternatively,
measures like the total number of friends on a social media site could be an indicator
of engagement [24]. Digital newspapers whose the major goal is to engage users by
visiting site on regular basis can directly measure the success of the goal based on the
fraction of users returning to the site after the last visit. Alternatively, they can calculate
the time between two consecutive visits of a user (e.g., absence time) as the measure of
engagement. These measures are refereed as the return rate measure [22].
User engagement depends on the domain of interest, attributes of users (i.e., visitors)
and the targeted task [40]. For example, a news portal might have different engagement
patterns in comparison to an on-line shopping site. For example in [84], it is shown that
the average dwell time for 50 major Yahoo sites varies significantly. The lowest average
dwell time belonged to sports sites while the highest average dwell time was recorded for
leisure sites. Moreover, search sites have much shorter dwell time in comparison with
entertainment sites.
Similarly, Lehmann et al. [44] studied 80 websites ranging from media to shopping
sites. They clustered the users based on the number of days that they used a site and
showed that different sites resembled different users types portions (e.g., site about spe-
cial events like Oscar has the highest portion of users who visit the site only one day a
month). Moreover, users loyalty is different among the sites (e.g., users of news por-
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tal are more loyal than temporarily interesting sites like sites for buying a car). In fact,
different users exhibit different types of engagement patterns.
The engagement pattern also depends on the task. For example, goal-specific tasks
like checking e-mail have different engagement patterns from net surfing for leisure. That
might be a reason for different engagement patterns in different times of a day [22].
2.2 Popularity and Dwell Time Prediction in Digital Media
Popularity has been widely studied in different domains using different metrics. For
example, in Twitter, and Facebook popularity usually refers to the final number of re-
shares [85] or likes [71] of a given post. However, in the news domain, most of the time
popularity refers to the number of clicks/views which an article receives. There is a large
body of research investigating and predicting the articles polarity. For example, Stratis et
al. [29] considered the problem of predicting news traffics from different sources such as
social media and search engines. They formulated the problem as a parameterized mul-
tidimensional time series fitting and utilized ADMM (Alternating Directions Method of
Multipliers) to solve it. Kim et al. [32] showed that each individual word in a headline
had its own Click-Through Rate (CTR), then, proposed a model to find the weight of
each word. They developed a probabilistic generative model as an extension of Latent
Dirichlet Allocation (LDA) [6] to generate the most engaging headlines for the news ar-
ticles based on the historical logs of users clicks. Guo et al. [28] considered the problem
23
of CTR prediction and suggested a deep architecture for this purpose. The proposed
model could capture the complex interactions between the features which are crucial in
the CTR prediction task. Lehmann et al. [42] studied the effect of story-focused reading
(i.e., a phenomenon of reading several articles related to a particular news development)
on user engagement in the news domain. They showed that this phenomenon existed and
promotion of it (e.g., through embedding some links in the news contents) could increase
news consumptions in digital newspapers.
In the online news domain, dwell time is among the most important criteria for the
assessment of user engagement and satisfaction. However, most of studies focus on
utilizing dwell time in different applications (e.g., recommendation [83]), rather than
studying effects of textual constituents on the dwell time. Chao et al. [45] modeled the
distribution of dwell time on Web pages, and extracted different user browsing behaviors
based on different Web page features. However, they did not focus on the textual content
of the article which is the main reason of the engagement in the news domain and focus
of our study. Dwell time has been used in many studies to quantify user satisfaction. For
example, Yi et al. [83] argued that “click” was not reliable implicit feedback in recom-
mendation systems. As such, they proposed dwell time as a user satisfaction measure to
build the recommender model. They showed that dwell time was a batter inductor for
user sanctification in the recommendation domain. Kim et al. [35] utilized the distribu-
tion of dwell time on web pages along with the other features of pages to predict the level
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of user satisfactions on the search results.
2.3 User Acquisition in Digital News Media
User acquisition is traditionally studied under area of Customer Relation Management
(CRM) [59]. However, most of efforts have focused on user attraction, retention and
churn management rather than user acquisition. Moreover, despite the importance of
acquisition task, there is no comprehensive study on using data mining/machine learning
techniques for this task in digital news domain. To date, most of researches have been
focusing on the other domains (e.g., e-commerce) where the main revenue is based on
individual purchases rather than subscriptions.
Ng et al. [58] performed one of the first attempts on using data mining techniques
for user retention in an imaginative telecommunication domain (the real domain was
unanimous due to privacy issues). They divided the user retention problem into several
sub-problems/sub-goals. First, they identified objective indicators, which was actually
a feature selection procedure (a list of features as predictors was selected from many
possible ones). They used the decision tree induction method (using a wrapper model
of feature selection) for this purpose. Then, concept drift was addressed simply by fre-
quently updating these predictors. They used deviation analysis (i.e., identifying the
significant deviation from the expected value of predictors) for detecting potential defec-
tors. Moreover, they used association rule mining to detect the customers who are likely
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to follow the previously identified defecting customers. However, the proposed method
was not applied to any real dataset due to privacy issues (the concepts and the proposed
methods were explained using UC Irvine machine learning data repository [21]).
In [3], authors proposed a rule-based evolutionary algorithm and applied it to predict
churns in the telecommunication domain. They argued that interpretability was impor-
tant in this problem, and suggested that the rule-based method could address this issue
by uncovering interpretable churn patterns. Their method encoded a complete set of
rules in a single chromosome and defined the population as a collection of such chro-
mosomes. The fitness function was defined based on a performance measure (i.e., the
probability that the value of an attribute of tuple can be correctly predicted by other
attributes values based on the rules in the current population). At the beginning, they
generated a set of first-order rules (only have one attribute in the antecedent) by using
a dependency analysis approach and initialized the population accordingly. Then, the
evolutionary process (i.e., reproducing a new population based on genetic operators and
the fitness function) produced a better population iteratively. The process continued by
assigning the population with the new higher order rules by randomly combining the low
order rules antecedents (e.g., second-order rules from first-order ones) and repeating the
evolutionary process. They used features such as location, payment method, service plan
in order to predict the users who are likely to churn.
In another study, Mozer et al. [54] considered the problem of churn prediction for
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a major carrier company. They utilized features (overall 134 variables) such as call de-
tails records (e.g., data, time, duration), billing (e.g., monthly fee, additional charges),
application for service (e.g., contact details, handset type), market (e.g., rate plan) and
demographics to predict the churn. Three predictive models including decision tree (i.e.,
C4.5) logit regression, and non linear neural network with one single hidden layer were
exploited and compared for this task. Based on the predicted churn probability of a sub-
scriber, they decided whether to offer the subscriber some incentives or not (to persuade
her/him to stay with the carrier). The basic idea was to provide an offer to any subscriber
whose churn probability was above a certain threshold. The threshold was selected to
maximize the expected cost saving of the carrier. They analyzed the profit of plan based
on parameters such as the cost of incentive, the cost of churn and the retention rate (i.e.,
the portion of customers staying after receiving incentives).
Kim et al. [33] estimated the attractiveness (i.e., click values) of individual words
in news articles headlines. Assuming some words significantly induce more clicks than
others, they proposed a generative model which jointly modeled headlines, contents of
news articles as well as the clickstream data. The model was an extension to Latent
Dirichlet Allocation (LDA) [6] whereas the topic-specific click values of each word and
the clicked words were modeled using beta and binomial distributions respectively.
Customer Life Time Value (LTV) analysis is another related area to user acquisition.
Customer LTV is usually defined as the total net income that a company expects from its
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customers. For example, Rosset et al. [67] calculated the current customer LTV based
on three factors: customer value over time, length of service, and discounting factor.
However, they estimated the effects of retention campaigns on Lifetime Value and did
not investigate how a visitor (e.g., non-subscribed) becomes a customer (subscribed).
In this thesis, we consider the problem of user acquisition in the digital news domain.
To best of our knowledge, this is the first work that considers this problem in the digital
newspapers, and provides an end-to-end decision support solution for it. In particular,
our proposed predictive model considers subscription time as a main component in both
learning and inference process which has not been addressed before.
2.4 Paywall Mechanism in Digital Media
Finding revenue sources for journalism has been a major issue for the news industry
over the past decade [56]. While diminishing income due to decline in advertisement
revenue makes newspapers to start implementing paywall mechanisms, there are few
studies on the analytical side to make these mechanisms more effective. Most studies
in the journalism community focus on the qualitative and quantitative investigation of
features (e.g., age) influencing people to subscribe to digital newspapers [14, 19, 25, 27].
For example, Fletcher et. al [25] utilized survey data of six countries to study the factors
deriving users attitudes to pay for online newspaper subscriptions. They investigated
different hypotheses and concluded that younger people and those who had paid for
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print newspapers were more prone to pay for the online news subscription. Although
the paywall mechanism can serve as a mean for optimizing business objectives of online
newspapers, to best of our knowledge, this problem has not been studied.
The paywall problem can be framed as a sequential decision process (e.g., whether
show the paywall for an article request or not). The sequential decision making over time
has been studied in many disciplines with different names such as: reinforcement learn-
ing in machine learning, and approximate dynamic programming in operation research.
In reinforcement learning, Markov Decision Process (MDP) is widely used to model the
dynamics of an environment under different actions (i.e., decisions). When the envi-
ronment model is available, dynamic programming methods such as value iteration or
policy iteration can be used to find the optimal policy [74]. For example, Cai et. al [9]
considered the biding problem where the main goal of the advertiser is to bid for every
ad impression in an auction. Given a bid request, in each timestamp the advertiser should
make a decision based on the ad request contexts and its current state (e.g., amount of
budget). They designed a method based on Markov Decision Process (MDP) to learn
the optimal decision policy. However, the environment model is often not available. In
such cases, Temporal Difference learning [73] techniques such as Q-learning [78] or
SARSA [74] can be utilized to learn the policy from the environment. However, model
free approaches need a lot of interactions (i.e., exploration) with the environment before
the convergence and suffer from transition dynamics of an enormous state space and the
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sparsity of reward signals in the highly stochastic environment. Shani et. al [69] con-
sidered the recommendation (in the bookstore domain) as a decision problem compared
to the traditional prediction perspective. They designed a framework based on MDP and
utilized the value iteration to make an optimal decision (i.e., whether to recommend an
item to a user or not). However, due to the limitation on exploration they finally used
some heuristic techniques to learn the policy.
Approximate dynamic programming studies the sequential decision problem in a
more general setting and with broader policy classes such as myopic policy (i.e., decision
is based on the current state without considering the potential future states) or lookahead
policies (i.e., decision is based on the predicted decision in the future) [61]. One related
problem in this area is American price optioning [7], which has been studied extensively.
American option allows option holders to exercise the option before the maturity date.
This problem has been studied in the the stock dynamics in the risk neutral world (i.e.,
a stochastic differential equation). Despite some similarities between this problem and
the paywall problem, in the paywall problem we do not have such a dynamic instead we
need to build the solution in a data-driven fashion.
In the proposed paywall model, we utilize the navigational graph (based on users
article reading behaviors) to build the paywall decision model. The navigational graph
(or co-visit graph) provides important insights into users behaviors. While to best of
our knowledge, this graph has not been used in the paywall problem, it has been widely
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exploited to model users interests and preferences in different contexts. For example,
Baluja et. al [4] considered the navigational graph as the basis to build a recommender
framework for YouTube videos. They proposed a recommendation approach based on
the random walk on the navigation graph. In another research, Xiang et. al [81] utilized
the co-visit information (encoded in a navigational graph, which was called Session-
based Temporal Graph) to capture the long-term and the short-term users preferences for
the recommendation purpose.
2.5 Summary
In this chapter, we reviewed the relevant work on user engagement and acquisition prob-
lems in the news domain. In particular, we categorized the studies based on the problems
and models proposed in the subsequent chapters. First, we introduced the work related
to user engagement, then we provided an overview on popularity and dwell time. Next,
we presented some related studies on user acquisition. Finally, we considered some lit-
erature relevant to the paywall problem.
31
3 Dwell Time Engagement Data Exploratory Model
3.1 Introduction
User engagement is one of the important components in the proposed framework. It has
a close relationship with user acquisition and plays an important role in user satisfaction.
Consider the scenario in which we want to predict online newspaper users who are prone
to conversion (i.e., subscription) based on the historical data stored in the clickstream
dataset. One reasonable assumption is that a user’s decision on subscription is based
on long-term and short-term positive experiences rather than an instantaneous thought.
This is exactly related to the area of “user engagement” modeling. In other words, user
engagement can be used intuitively as the predictor for many tasks such as user acquisi-
tion, retention, or even churn management. Moreover, understanding of user engagement
allows any digital newspaper to make smarter decisions in many contexts ranging from
article promotion (e.g., submitting engaging articles to social media) to revenue manage-
ment (organizing advertisements on the article pages based on their engagement).
However, understanding and quantifying user engagement have their own challenges
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and obstacles. In this chapter, we first introduce user engagement modeling generally,
and then focus on the dwell time as one of the most important engagement measures
in the news domain. We design a novel data exploratory analysis framework based on
the main elements of news articles stories (i.e., topics, emotions, and events), and study
articles dwell time under the effects of these elements accordingly. The summary of
contributions of this chapter is as follows:
• We propose and design a novel data exploratory analysis framework to explore
different dwell time reading pattern behaviors.
• We study the relationships between different aspects (i.e., topics, events, emo-
tions) of articles and dwell time distribution patterns by combining text mining
techniques with the reliability analysis.
• We conduct the experiments on The Globe and Mail dataset to show how the pro-
posed approach can reveal interesting insights into the time that users spend on
articles.
3.2 What is user engagement?
The user engagement concept has been known and studied over the past decade. In fact,
measuring, understanding, and optimizing user engagement are major targets for many
e-commerce companies and in particular digital newspapers. However, lack of common
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definition among practitioners is a main obstacle in investigating user engagement. One
relatively well-known definition is based on “positive aspects” of the experience of users,
who are interacting with the on-line application [40]. The positive aspect emphasizes on
the fact that the better experience does not always result in the higher level of engage-
ment and vice versa (e.g., accessing Tweeter more frequently in comparison to Facebook
does not show essentially better user experience due to difference in their engagement
patterns).
User engagement depends on many complex factors, which makes its quantifying
and understanding difficult. The common approaches to user engagement measurement
can be divided into three broad categories: self-report, physiological , and web analyt-
ics methods [40]. While self-reporting methods use questionnaires, surveys, and inter-
views to measure user engagement, physiological approaches utilize observational meth-
ods such as facial expression, and speech analysis to quantify actual user engagement.
On the other hand, web analytics measurement approaches are based on the trace of
users while interacting with the Web site. While the methods based on self-report and
physiological approaches are limited to a small number of users assumed to be the repre-
sentatives of the whole population, Web analytics engagement measures are based on the
whole population of users. Moreover, the web analytics approaches do not need explicit
user feedbacks, which are not easy to collect. Due to these facts, web analytics methods
are commonly used to measure engagement in the news domain even though they are
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only an indirect proxy of real engagement.
3.3 Dwell time engagement in digital news media
Among a variety of measures proposed in web analytics for engagement quantification
(see §2.1), dwell time (i.e., the time a user spent on an article) is one of the most impor-
tant ones. Bellow are examples of dwell time applications in the news domain:
Content promotion: Posting articles to social media is a common practice for digital
newspapers to attract the audience attention. This is crucial to any digital newspaper as it
can increase the penetration rates and impacts of articles. For example, two-third (67%)
of Americans obtain some of their news on social media [70]. Therefore, submitting the
articles on which users spend a significant amount of time maximizes the likelihood of
user attention. This results in boost in user acquisition and increase in advertisement
revenue.
Content management: One challenging problem for digital newspapers is to organize
the content on an article page before delivering it to users. For example, one important
question is that how many advertisements should we place in an article page? The an-
swer to this question has important implications on both user experience and revenue
improvement (given the fact that online newspapers have limited space for the advertise-
ment purpose). Most of the time, the answer to this question (or similar ones) depends
on the time that users spend on the articles (if a user spends more time on an article, it is
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more likely to notice the advertisements or click on them).
Recommendation system: It is well-known that dwell time can serve as a user pref-
erence indicator in news recommendation systems [83]. In fact, this measure performs
much better than “click” as the implicit feedback. Thus, it is most desirable to utilize
article dwell time as an important factor in combination with other factors (e.g., level of
difficulty) to model the level of satisfaction [35].
Paywall decision model: The adaptive paywall model proposed later in the thesis works
based on the notions of utility and cost. These are factors which can serve as the criteria
in making a paywall decision (i.e., whether to show an article or the paywall). As we
will see, it is possible to use dwell time as the utility of article in the proposed paywall
model.
3.4 Content-based Article Dwell Time Distribution Analysis
Figure 3.1 shows the general overview of the proposed dwell time data exploratory
framework. The framework provides insights on relationships between the news arti-
cle dwell time patterns and article topics, emotions, and events as the main constituents
of the article story.
More precisely, assume that D = {ai}Ni=1 is a set of articles, and Ai = {t j }Nij=1, is a set
of dwell times of article ai ∈ D (based on different users visits), and Ni is the number
of visits which article ai has . The main goal is to investigate the relationship between
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Figure 3.1: Framework for exploratory article dwell time analysis.
different article constituents (i.e., topics, emotions, and events) and different dwell time
distribution patterns (see definition 3.4.1 and 3.4.2 ). The following subsections explain
each of the proposed framework components in detail.
3.4.1 Article Dwell Time Distribution Fitting
The first question is which distribution is more appropriate for modeling article dwell
time distributions. In order to answer this question, we fit the dwell times of all articles
into different distributions and calculate the average log likelihood among all the articles
as the fitness scores. Table 3.1 compares the negative log likelihood of Normal, Expo-
nential and Weibull distributions for The Globe and Mail dataset (see § 1.4). As can be
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Table 3.1: Negative log likelihood of different distributions for articles dwell time.
Score Normal Exponential Weibull
Negative Log Likelihood 5100.57 4447.62 4306.89
seen, Weibull distribution is more appropriate for modeling dwell time of articles in our
domain. Moreover, as we will see, Weibull distribution has a nice property in hazard
and reliability analysis making it appropriate for our analysis. As such, we consider it
as the dwell time distribution of the articles. The probability density function of Weibull
distribution for the dwell times of article ai can be written as follows:
fTi (t; γi, αi) =
γi
αi
(
t
αi
)γi−1 exp{−( t
αi
)γi } (3.1)
where αi and γi are scale and shape parameters respectively, and Ti is the dwell time
random variable for article ai. The scale parameter αi affects the stretch/ shrinkage of
the distribution (e.g., the larger scale parameter spreads out the distribution more). The
shape parameter γi affects the distribution form and has an important role in Weibull
distribution analysis. Given the dwell time observation for article ai (i.e., Ai = {t j }Nij=1),
parameters αi and γi can be learned through the maximization of the following likelihood
function:
LL(Ai; αi, γi) =
Ni∏
j=1
γi
αi
(
t j
αi
)γi−1 exp{−( t j
αi
)γi } (3.2)
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Figure 3.2: αi and γi scatter plot and their
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Figure 3.3: Two dominant distributions
based on histograms of learned
parameters.
where Ni is the number visits which article ai has. However, there is no closed form for-
mula for the parameters estimation. Therefore, we need an iterative approach to estimate
the parameters [16].
Figure 3.2 illustrates the distribution of αi and γi of The Globe and Mail articles
dataset. As can be seen, there is two peaks for both γ (at 0.47, and 0.87) and α (at 20.6
and 164.5) distributions along the horizontal and vertical axes respectively. Figure 3.3
shows two dominant distributions of dwell time with respect to these peaks.
One important characteristic function in Weibull distribution analysis is hazard rate5,
5In survival analysis, the hazard rate gives the rate of immediate failure of a survivor at time t, and
shows the amount of risk which is associated with the survivor.
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which is defined as:
h(t) = lim
∆→0
P(t ≤ T < t + ∆|T ≥ t)
∆
(3.3)
where T is the dwell time random variable. The numerator is the conditional probability
that the dwell time is in the interval [t, t + ∆) given that it is greater or equal to t, and the
denominator is the width of the interval. Taking the limit as the width of interval goes
to zero results in the instantaneous rate of leaving the article at time t (since the start of
reading). It can be shown that [51]:
h(t) =
f (t)
1 − F (t) (3.4)
where f (t) is the Probability Density Function (PDF) and F (t) is the Cumulative Distri-
bution Function (CDF) at time t. In case of the Weibull distribution, the hazard function
can be written as follows:
h(t) =
γ
αγ
tγ−1 (3.5)
One important characteristic of hazard function is whether it is monotonically increasing
or decreasing. The first order derivative of Equation 3.5 is:
h′(t) =
γ (γ − 1)
α2
(
t
α
)γ−2 (3.6)
As can be seen, when γ ∈ (0, 1), Equation (3.6) is less than 0, so the hazard rate is
monotonically decreasing, and when γ > 1, Equation (3.6) is greater than 0, and as
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a result, the hazard rate is monotonically increasing. This makes the interpretation of
hazard function for Weibull distribution straightforward. Note that when γ = 1, the
hazard rate is constant over time.
Definition 3.4.1 (Positive aging reading pattern) For the article with γ > 1, the rate
of instantly leaving the article increases over time. This pattern is defined as the positive
aging reading pattern.
Definition 3.4.2 (Negative aging reading pattern) For the article with γ < 1, the rate
of instantly leaving the article decreases over time. This pattern is defined as the negative
aging reading pattern.
In another word, γ > 1 means that the longer a user read the article. the more likely she
leaves instantly while γ < 1 indicates that leaving rate is higher at the beginning than the
later stages of reading. In the subsequent sections, we study these two reading behaviors
with respect to article topics, emotions and events.
3.4.2 Content-based Article Dwell Time Distributions Analysis
Figures 3.2 and 3.3 provide some insights on how people spend time on articles and
reveal some reading pattern behaviors. However, it does not relate these behaviors with
the articles contents. In this section, we design effective approaches which relate article
contents (e.g., topics) to articles dwell time patterns.
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3.4.2.1 Topic-based Article Dwell Time Distribution Analysis
Topic modeling based on Latent Dirichlet Allocation (LDA) [6] has been widely used
in many text mining tasks. The basic idea behind topic models is that documents are
mixtures of topics and each topic is a distribution over words. Given an article set
D = {ai}Ni=1 and vocabulary V , a topic tpk (where k = 1 . . . K) extracted by LDA is
a multinomial distribution over words. This distribution encodes the probability of word
w j ∈ V in topic tpk as P(w j |tpk ). Usually top probable words are considered as the
representative keywords for topic tpk . Moreover, LDA assigns each article ai ∈ D to
a topic distribution P(tpk |ai), which specifies the fraction of words in ai discussing a
particular topic tpk . The parameters of both distributions are assumed to be drawn from
Dirichlet distributions and estimated by Gibbs sampling [72] or variational methods [6].
Given topic tpk of article ai, we are interested in finding the relationship between the
dwell time distribution characteristic of articles and their respective topics. In particular,
our aim is to estimate the the occurrence of different topics in articles with monotonically
increasing (γ > 1) and decreasing (γ < 1) hazard rate. Given the topic distribution of
articles, P(tpk |γ > 1) can be estimated as follows:
P(tpk |γ > 1) =
∑
i
P(tpk, ai |γ > 1) (3.7)
=
∑
i
P(ai |γ > 1)P(tpk |ai, γ > 1) (3.8)
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Figure 3.4: Topics presented mostly in
articles with γ < 1
Figure 3.5: Topics presented mostly in
articles with γ > 1
Assuming topics of article depends only on the article content ai:
P(tpk |γ > 1) =
∑
i
P(ai |γ > 1)P(tpk |ai). (3.9)
P(ai |γ > 1) is estimated as:
P(ai |γ > 1) = Iγ>1[ai]∑
j Iγ>1[a j ]
(3.10)
where Iγ>1 is the indicator function for the articles with γ > 1.
Similarly, P(tpk |γ < 1) can be estimated:
P(tpk |γ < 1) =
∑
i
P(ai |γ < 1)P(tpk |ai) (3.11)
Figure 3.4 shows the top 10 topics6 with the largest difference between P(tpk |γ < 1)
6For each topic, we manually choose the best representative word in the distribution of topic words as
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Figure 3.6: Word clouds representation of topics with respect to their dwell times.
and P(tpk |γ > 1). The figure highlights the difference between the topic distributions
of articles with negative and positive aging reading behaviors. As can be seen, topics
related to sport (i.e., Sport Game, Teams, World cup and Golf ) appear more in articles
with γ < 1. The topics such as Family, Military, and Crime are the other instances which
their presence are significantly more in articles with γ < 1 . This suggests the leaving rate
of articles containing these topics is higher at the early stages of reading and decreases
over time. In another word, users screening these kinds of topics at the beginning of the
visit and many of them leaving the article vary soon.
Figure 3.4 illustrates the top 10 topics with the largest difference between P(tpk |γ > 1)
and P(tpk |γ < 1). The topics related to Market and Economy are more likely to occur in
the articles with γ > 1. As can be seen, most of these topics are about serious subjects
such as Business, Price, and Work. In fact, for these topics the rate of leaving article at
the label. However, it is possible to use automatic topic labeling approaches [17].
44
the beginning is low and increases over time.
Moreover, P(t |tpk ) can be estimated as follows.
P(t |tpk ) =
∑
i
P(t, ai |tpk ) (3.12)
=
∑
i
P(t, ai, tpk )
P(tpk )
(3.13)
=
∑
i
P(ai)P(tpk |ai)P(t |ai, tpk )
P(tpk )
(3.14)
Assuming that article dwell time is independent of the article topics given its content:
P(t |tpk ) =
∑
i
P(ai)P(tpk |ai)P(t |ai)
P(tpk )
(3.15)
=
∑
i P(ai)P(tpk |ai)P(t |ai)∑
j P(a j )P(tpk |a j ) (3.16)
Given Equation (3.16), the expected value of dwell time for topic tpk is:
E[t |tpk ] =
∑
i P(ai)P(tpk |ai)E[t |ai]∑
j P(a j )P(tpk |a j ) (3.17)
Figure 3.6 illustrates the word clouds visualization of different topics according to their
expected dwell time. The size of topics labels are proportional to the expected dwell
time of the topics. As can be seen, topics related to political matters such as Russia,
Policy, Parties, and Government have more expected dwell time in comparison to the
other topics.
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3.4.2.2 Emotion-based Article Dwell Time Distribution Analysis
In this section, we investigate the effect of different emotions involved in articles on the
time which users spend on them. Emotion detection from text has been widely studied in
different contexts [53]. However, it is not been investigated for the dwell time prediction
task. We consider 6 basic emotions (i.e., happiness, sadness, disgust, anger, surprise,
and fear) which have been widely used in the emotion detection literature [1, 23]. We
utilize a publicly available emotion lexicon [52] as the seed words of different emotions.
The basic idea is to label data from a pool of unlabeled data (e.g., articles) using existing
labeled data (e.g., seed words of different emotions). Given an articles ai ∈ D, and the
word w ∈ ai, the emotion vector of word w can be defined as: em(w) = [emw j ], where
emw j is the average similarity (i.e., positive cosine similarity) between the pre-trained
embedding vector word w [50] and the seed words belonging to the emotion j. The
emotion vector for article ai can be calculated as:
X iEM =
1
|∑w∈ai em(w) |1
∑
w∈ai
em(w) (3.18)
where the denominator is for the scaling purpose. Note that X iEM = [P(em j |ai)] is a
stochastic vector, where the j′th component of the vector is an estimation of probability
of emotion j in article ai denoted as P(em j |ai).
Similar to Equation (3.11), P(em j |γ > 1) and P(em j |γ < 1) can be estimated as
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Figure 3.7: Presence of different emotions.
Figure 3.8: Word clouds representing of
emotions with respect to their
dwell times.
follows:
P(em j |γ > 1) =
∑
i
P(ai |γ > 1)P(em j |ai) (3.19)
P(em j |γ < 1) =
∑
i
P(ai |γ < 1)P(em j |ai) (3.20)
Figure 3.7 shows the probabilities of presence of different emotions in two categories
of articles. We see that presence of Happy emotion is more in articles with positive aging
reading patterns (i.e., γ > 1). This means that leaving rate is low in these articles at
the beginning and increase over time. However, emotions such as Anger, Disgust, and
Sadness appear in the article with the negative reading aging pattern (i.e., γ < 1), which
suggests many users leave these articles at the beginning, but the leaving rate is decreas-
ing over time. On the other hand, the probabilities of occurrence of Fear and Surprise
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emotions in two types of articles are almost the same. Similar to Equation (3.16), we can
estimate the expected dwell time for each emotion:
E[t |em j ] =
∑
i P(ai)P(em j |ai)E[t |ai]∑
i P(ai)P(em j |ai) (3.21)
Figure 3.8 illustrates the word clouds visualization of different emotions according to
their dwell time. As can be seen, Disgust, Anger, Sadness, and Fear emotions, have the
higher expected dwell time in comparison to Happy and Surprise emotions.
3.4.2.3 Event-based Article Dwell Time Distribution Analysis
News and events are closely related to each other. Most of the time, a news article
reports one central event and a mixture of associated subsidiary events [10]. The central
and subsidiary events manifest themselves in the article content through the event trigger
words. Despite the importance of events in different news analytics applications [2], to
best of our knowledge, no study has considered them in article dwell time analysis.
In this section, we study the relationship between article events and article dwell time
patterns. We adapt the method proposed in [82] to extract the events at the article level.
The basic idea is to identify the events and entities at the same time. Moreover, this
method considers the relation between events in the document context. In particular, we
are interested in extracting the entity mentions (i..e, noun phrase ot pronoun reference
to an entity), event triggers (i.e., word or phrase expressing the event occurrence), and
event arguments (i.e., entity having an specific role in the event).
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For completeness, we briefly outline the approach. The model is composed of three
sub-models: within-event structure, event-event relation, and entity extraction. More
precisely, given an article ai, for each event trigger candidate w ∈ ai, a discrete variable
trw is defined which takes the value from the set of event types (or None). Moreover, for
each candidate argument cw ∈ Pw (set of potential argument candidates for the trigger
candidate w), we associate a discrete variables rwcw taking the value from the semantic
roles set (or None), and a discrete variable encw which defines the entity type of argu-
ment candidate cw (or None). The within-event structure component models event type,
entity types and their semantic roles in the event using a factor graph. The factor graph
models the pθ (trw, {rwcw }, {encw }|w,Pw, ai). Similarly, the event-event relation compo-
nent models the join probability distribution of entity types of two trigger candidates
w and w′, Pφ(trw, trw′ |w,w′, ai), and the entity extraction models the probability of en-
tity type of an argument candidate w′′, Pψ (enw′′ |w′′, ai). The parameters (i.e., θ, φ, and
ψ) of these models are estimated accordingly using the L-BFGS method [46] . Finally,
to assign the globally-optimum assignments of all variables (i.e., trw, rw cw, encw ), first,
Conditional Random Field (CRF) models [38] are built on the training dataset to generate
a set of event trigger {w} and candidates argument {w′′} on the test set. Then, the AD3
approach [49] is utilized to find the best assignments to the variables, which maximize
the sum of confidence of all models [82].
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The model is trained on the ACE 2005 corpus7 [77]. It contains text documents from
variety of sources such as newswire, broadcast conversation, and weblogs. The corpus
defines 8 event types and 33 event subtypes. The event triggers and entity mentions are
annotated in the document sentences accordingly. We follow the same setting as [82],
and build the model on the ACE 2005 corpus, then, we extract the events in The Globe
and Mail articles. We define the event vector for each word w in article ai as follows:
ev(w) = [evw j ], where evw j is 1 if trw is assigned to the j′th event. The article level
event vector X iEV for article ai is defined as follows:
X iEV =
1
|∑w∈ai ev(w) |1
∑
w∈ai
ev(w) (3.22)
X iEV = [P(ev j |ai)] is a stochastic vector, where the j′th component of the vector is an
estimation of probability of event j in article ai denoted as P(ev j |ai).
Similar to Equation (3.11), P(ev j |γ > 1) and P(ev j |γ < 1) can be estimated as
follows:
P(ev j |γ > 1) =
∑
i
P(ai |γ > 1)P(ev j |ai) (3.23)
P(ev j |γ < 1) =
∑
i
P(ai |γ < 1)P(ev j |ai) (3.24)
where j′th component of the vector is an estimation of P(ev j |ai).
Figure 3.9 shows the presence of top 10 events (i.e., with highest probability of oc-
currence) extracted for The Globe and Mail articles. As can be seen, the events such
7https://catalog.ldc.upenn.edu/LDC2006T06
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Figure 3.9: Presence of events in different articles.
as Transfer Money, Meet, and Transfer Ownership appear more in the articles with the
positive aging reading pattern (i.e., γ > 1). However, events such as Transport, Attack,
Die and Elect are occurred more in the article with the negative aging reading patterns
(i.e., γ < 1). This means that the rate of leaving articles containing these events at the
beginning is high for these events and decreases over time. In other words, these events
are monitored harshly by users at the beginning.
Similar to Equation (3.16):
E[t |ev j ] =
∑
i P(ai)P(ev j |ai)E[t |ai]∑
i P(ai)P(ev j |ai) (3.25)
Figure 3.6 illustrates the word clouds visualization of different events according to their
dwell time. As can be seen, events such as Elect, Attack, Acquit, and Demonstrate have
higher expected dwell time engagement in comparison to others.
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Figure 3.10: Word clouds representing of events with respect to their dwell times.
Note that we can compute the entity vector for word w in a similar fashion: enk (w) =
[enw j ], where enw j is 1 if w is the j′th instance of entity k (where k is a type of entity,
i.e., person or organization), otherwise 0. For article ai, the article level entity vector
X iENk is defined as:
X iENk =
1
|∑w∈ai enk (w) |1
∑
w∈ai
enk (w) (3.26)
We extract 31 events, 87083 people, and 79143 organizations from The Globe and Mail
dataset. We use Equation (3.26) in subsequent sections for the prediction task.
3.5 Summary
In this chapter, we designed a data exploratory framework by combining the reliability
analysis with text mining techniques to analyze news articles dwell time. We defined
different reading patterns and investigated the presence of different article constituents
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(i.e., topics, emotions, and events) on these patterns. The model outcomes revealed
interesting patterns about article engagement and can be used in different tasks. For
example, one interesting application is to use a mixture of articles with different reading
patterns (i.e., positive and negative aging) in the recommendation task to maximize user
engagement.
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4 Dwell Time Engagement Prediction
4.1 Introduction
In the previous chapter, we explored articles dwell time engagement distribution under
the scope of topics, emotions, and events involved in the news articles. However, it is
most desirable to predict an article dwell time engagement8 before publishing it as this
allows editors to have an idea about its prosperity. This not only helps online newspapers
in making plan to attract and persuade people to subscription in a long-term, but also
leads them to make smarter decisions to increase revenue in a short-term (see §3.3). For
example, if a user spends more time on reading an article, it is more likely she/he notices
an advertisement on the article page. Therefore, we can place more advertisements on
such a page to maximize the revenue.
Most of the previous studies focus on predicting the page views (i.e., user clicks)
as the sole indicator of user engagement and article success. In fact, they try to predict
8We refer to the expected value of distribution of article dwell times as the article dwell time engage-
ment and define it formally in §4.2.
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the traffic which an article may receive in the future [29, 32]. However, click-based
engagement modeling could be quite noisy (e.g., click on a wrong article) and may not
show the actual user engagement nor satisfaction [83]. Alternatively, it is shown that the
time that a user spends on a page, known as the dwell time, is one of the most significant
indicators of engagement [15, 26, 35]. Nevertheless, there are few studies on predicting
articles dwell times based on articles contents in the news domain. While there are some
work on analyzing Web pages dwell times [45], most of them do not focus on the textual
contents of the pages as the main factor of the page dwell time. However, the content is
important since in the news domain the pages layouts are almost the same for all articles,
and users are mostly engaged with the articles contents. Moreover, “dwell time” and
“click” demonstrate completely different patterns in the news domain and patterns in
one cannot be generalized to another one (see Figure 4.1). In this chapter, we consider
dwell time as an engagement measure and design an effective model to predict the dwell
time of an article based on its content.
The problem of predicting article dwell time is a challenging task. The main chal-
lenge is to extract and select the features having impact on the articles dwell time. In
fact, finding the consistent indicators correlated with the article dwell time is not a trivial
task as dwell time may be under influence of different factors. In order to predict an
article’s dwell time, we need to consider the interplay between the article content con-
stituents (e.g., people involved, or events) and their roles in engaging readers in terms
55
Mon Tue Wed Thu Fri Sat Sun
Days of Week
150
160
170
180
190
200
Av
er
ag
e 
Dw
el
l T
im
e/
Ac
ce
ss
(a) Average dwell time of articles during
the week days.
Mon Tue Wed Thu Fri Sat Sun
Days of Week
0
50
100
150
200
250
300
Av
er
ag
e 
No
. o
f C
lic
ks
/H
ou
r
×103
(b) Average no. of clicks on articles during
the week days.
0 2 4 6 8 10 12
Days
0
50
100
150
200
250
Av
er
ag
e 
Dw
el
l T
im
e/
Ac
ce
ss
(c) Average dwell time of an article since
release.
2 4 6 8 10 12 14
Days
0
100
200
300
400
500
Av
g.
 N
o.
 o
f C
lic
ks
/A
rti
cle
(d) Average no. of click on an article since
release.
Figure 4.1: Dwell time of articles and number of clicks to articles in The Globe and Mail
dataset. Dwell time and number of clicks demonstrate different patterns.
of dwell time. Moreover, these factors may interact with each other to affect the article
dwell time. For example, an article about two celebrities participating in one event may
be more engaging (i.e., have high dwell time) in comparison to individual articles about
each of them. The prediction model needs to consider these interactions carefully.
In this work, we propose a framework to address the aforementioned challenges.
First, we define the expected value of an article dwell time distribution, which is inves-
56
tigated in §3.4.1, as the article engagement. Then, we consider events, emotions as well
as people and organizations as the main contributors to the news article dwell time. In
particular, we show that augmenting the article contents with the main factors of the story
(i.e., events, people, organizations, emotions) improves the prediction task and leads to
a method that outperforms the existing state-of-the-arts models. We propose a model
based on the wide and deep neural network architecture [12] which memorizes the low
order interactions between the augmented sparse features (e.g., people in articles), and at
the same time generalizes the article contents through the deep component. The idea is
while the deep component can effectively capture the main abstract features of text, these
architectures with embeddings can over-generalize and produce less accurate prediction
when the input dimension interactions are sparse and high-rank [12]. In order to learn
the low-order interactions between the augmented features, we adopt the factorization
machine [28], which extracts feature interactions automatically, as the wide component
in the proposed article dwell time prediction model. In the proposed model, each input
dimension can be represented by multiple vectors providing more flexible representation
than traditional factorization machine. Our main contribution are as follows:
• We design an end-to-end framework which predicts articles dwell times based on
their contents.
• We study the effect of different article constituents (e.g., events, emotions) on arti-
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cles dwell times.
• We design an effective deep neural network model to predict an article dwell time
using its content.
• We conduct the experiments on a real dataset from The Globe and Mail and show
the effectiveness of the proposed model.
4.2 Content-based Correlation Analysis
In this section, we study how different factors of an article (i.e., entities, emotions, and
events) impact the dwell time of the article.
Definition 4.2.1 (Article dwell time engagement) The dwell time engagement of arti-
cle ai denoted by yi is defined as the expected value of the distribution defined in Equa-
tion (3.1) as follows:
yi , E[Ti] = αiΓ(1 +
1
γi
) (4.1)
where Γ is the Gamma function. We utilize yi as the target value and build a model to
predict it.
Definition 4.2.2 (Factor level engagement) The engagement score of factor c (i.e., en-
tity mention, emotion, or event) is defined as:
Score(c) =
1
df (c)
∑
i
I[c ∈ ai] × yi (4.2)
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where I is the indicator function and df (c) is the number of articles containing c. The
intuition is that if a factor c appears exclusively in some articles with high dwell time
(i.e., yi), it should have a high engagement score. For example, if Barak Obama appears
in articles with high dwell time, it should receive a high engagement score.
To investigate the extend to which the engagement score of each article factor could
explain the variability of the dwell time of articles, we do a Pearson’s correlation anal-
ysis. In particular, we estimate the predicted dwell time of article ai by averaging the
engagement scores of all individual factors in the article ai, and then calculate the Pear-
son’s correlation coefficient between an article’s actual dwell time and its predicted value.
Figure 4.2, shows the correlation scores between the actual dwell times and the predicted
ones for each factor. As illustrated, the emotions involved in the articles show the most
correlation (weakly positive) with the article dwell times. Moreover, location (LOC) and
time (TIME) have the least correlation to article dwell times. This observation motivates
us to use emotion (EMO), event (EVENT), person (PER), and organization (ORG) as the
augmented features in building the dwell time prediction model.
4.3 Deep Dwell-time Prediction Model
In the previous section, we studied the factors in articles contents affecting the articles
dwell time distributions. In this section, we consider the problem of article dwell time
prediction.
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Figure 4.2: Pearson correlation coefficient between the true dwell time and predicted dwell
time based on different factors.
PROBLEM STATEMENT (Article dwell time prediction): Given a set of article D =
{ai}Ni=1, the goal is to learn a model so that it can be used to predict the dwell time of a
new article based on definition 4.2.1.
To learn a dwell time prediction model, we represent an article using both the words
in the article and its augmented features (i.e., emotions, events, people and organiza-
tions). However, the event and entity features have a high dimensionality and sparse
values. Thus, special attention should be paid to deal with such input features. Deep
neural networks can learn feature representations and alleviate need for feature engi-
neering by embedding sparse features into a low-dimensional dense space. However,
the embedding space may be over-generalized and produce poor results in the prediction
tasks, when the interactions between high-dimensional features are sparse [12]. How-
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ever, such interactions are important for predicting dwell time. For example, an article
about two celebrities attending the same event is more likely attracting more readers.
Thus, we propose a deep neural network architecture which leverages the augmented
features and their interactions in combination with the document (i.e., article) represen-
tation to predict the article dwell time.
4.3.1 Proposed Model Overview
We consider people, organizations, events and emotions in article contents as the aug-
mented features. Moreover, we argue that extracting, and then augmenting an article
content with these features highlights these factors (i.e., augmented features) in the ar-
ticle content and helps the article dwell time prediction task. Most of the time, these
factors are sparse and have different levels of interactions. However, in the news do-
main, such interactions are hidden in data and are extremely hard to identify. Inspired
by [28], we utilized the factorization machine [63] to capture the augmented feature in-
teractions. However, the proposed model is different from [28] in the following aspects:
(1) we augment the article content with emotion, event and entity features (2) our model
allows multiple factorization machines (each feature is represented with multiple embed-
ding vectors in the factorization layer). In particular, we use a wide component for the
augmented features (deep and wide components have different inputs). Moreover, the
proposed model produces a vector as the factorization layer output, which encodes and
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<latexit sha1_base64="DFNa tmP+6UbS9tbVCOq6T6AvH6I=">AAACCHicbVDNS8MwHE3n16xfV Y8eDA5hXkYrAz0OvHic4D5gLSXN0i0sTUqSCqNsNy/+K148KOLV P8Gb/43Z1oNuPgg83u/3krwXpYwq7brfVmltfWNzq7xt7+zu7R8 4h0dtJTKJSQsLJmQ3QoowyklLU81IN5UEJREjnWh0M5t3HohUVP B7PU5JkKABpzHFSBspdE67IZ4W8H27iqSmmJEpFlwTri9Cp+LW 3DngKvEKUgEFmqHz5fcFzhJjxgwp1fPcVAd5ce/E9jNFUoRHaEB 6hnKUEBXk8yATeG6UPoyFNIdrOFd/O3KUKDVOIrOZID1Uy7OZ+N +sl+n4OsgpTzOTCi8eijMGtYCzVmCfSoI1GxuCsKTmrxAPkURYm +5sU4K3HHmVtC9rnlvz7uqVRr2oowxOwBmoAg9cgQa4BU3QAhg8 gmfwCt6sJ+vFerc+Fqslq/Acgz+wPn8ApZCaTQ==</latexit><latexit sha1_base64="DFNa tmP+6UbS9tbVCOq6T6AvH6I=">AAACCHicbVDNS8MwHE3n16xfV Y8eDA5hXkYrAz0OvHic4D5gLSXN0i0sTUqSCqNsNy/+K148KOLV P8Gb/43Z1oNuPgg83u/3krwXpYwq7brfVmltfWNzq7xt7+zu7R8 4h0dtJTKJSQsLJmQ3QoowyklLU81IN5UEJREjnWh0M5t3HohUVP B7PU5JkKABpzHFSBspdE67IZ4W8H27iqSmmJEpFlwTri9Cp+LW 3DngKvEKUgEFmqHz5fcFzhJjxgwp1fPcVAd5ce/E9jNFUoRHaEB 6hnKUEBXk8yATeG6UPoyFNIdrOFd/O3KUKDVOIrOZID1Uy7OZ+N +sl+n4OsgpTzOTCi8eijMGtYCzVmCfSoI1GxuCsKTmrxAPkURYm +5sU4K3HHmVtC9rnlvz7uqVRr2oowxOwBmoAg9cgQa4BU3QAhg8 gmfwCt6sJ+vFerc+Fqslq/Acgz+wPn8ApZCaTQ==</latexit><latexit sha1_base64="DFNa tmP+6UbS9tbVCOq6T6AvH6I=">AAACCHicbVDNS8MwHE3n16xfV Y8eDA5hXkYrAz0OvHic4D5gLSXN0i0sTUqSCqNsNy/+K148KOLV P8Gb/43Z1oNuPgg83u/3krwXpYwq7brfVmltfWNzq7xt7+zu7R8 4h0dtJTKJSQsLJmQ3QoowyklLU81IN5UEJREjnWh0M5t3HohUVP B7PU5JkKABpzHFSBspdE67IZ4W8H27iqSmmJEpFlwTri9Cp+LW 3DngKvEKUgEFmqHz5fcFzhJjxgwp1fPcVAd5ce/E9jNFUoRHaEB 6hnKUEBXk8yATeG6UPoyFNIdrOFd/O3KUKDVOIrOZID1Uy7OZ+N +sl+n4OsgpTzOTCi8eijMGtYCzVmCfSoI1GxuCsKTmrxAPkURYm +5sU4K3HHmVtC9rnlvz7uqVRr2oowxOwBmoAg9cgQa4BU3QAhg8 gmfwCt6sJ+vFerc+Fqslq/Acgz+wPn8ApZCaTQ==</latexit><latexit sha1_base64="DFNa tmP+6UbS9tbVCOq6T6AvH6I=">AAACCHicbVDNS8MwHE3n16xfV Y8eDA5hXkYrAz0OvHic4D5gLSXN0i0sTUqSCqNsNy/+K148KOLV P8Gb/43Z1oNuPgg83u/3krwXpYwq7brfVmltfWNzq7xt7+zu7R8 4h0dtJTKJSQsLJmQ3QoowyklLU81IN5UEJREjnWh0M5t3HohUVP B7PU5JkKABpzHFSBspdE67IZ4W8H27iqSmmJEpFlwTri9Cp+LW 3DngKvEKUgEFmqHz5fcFzhJjxgwp1fPcVAd5ce/E9jNFUoRHaEB 6hnKUEBXk8yATeG6UPoyFNIdrOFd/O3KUKDVOIrOZID1Uy7OZ+N +sl+n4OsgpTzOTCi8eijMGtYCzVmCfSoI1GxuCsKTmrxAPkURYm +5sU4K3HHmVtC9rnlvz7uqVRr2oowxOwBmoAg9cgQa4BU3QAhg8 gmfwCt6sJ+vFerc+Fqslq/Acgz+wPn8ApZCaTQ==</latexit>
…
												…
.	
…
V12
<latexit sha1_base64="Q5CRfNDz+AEo/oT3pJUockf2yfQ=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2k3bpZhN3N0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekAiuj et+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0du53n1BpHssHM0vQj+hY8pAzaqzUyzrDzGvk+bB ac+vuAmSdeAWpQYHWsPo1GMUsjVAaJqjWfc9NjJ9RZTgTmFcGqcaEsikdY99SSSPUfra4NycXVhmRMFa2pCEL9fdERiOtZ1FgOyNqJ nrVm4v/ef3UhDd+xmWSGpRsuShMBTExmT9PRlwhM2JmCWWK21sJm1BFmbERVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjAQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QPQ9o/C</latexit><latexit sha1_base64="Q5CRfNDz+AEo/oT3pJUockf2yfQ=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2k3bpZhN3N0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekAiuj et+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0du53n1BpHssHM0vQj+hY8pAzaqzUyzrDzGvk+bB ac+vuAmSdeAWpQYHWsPo1GMUsjVAaJqjWfc9NjJ9RZTgTmFcGqcaEsikdY99SSSPUfra4NycXVhmRMFa2pCEL9fdERiOtZ1FgOyNqJ nrVm4v/ef3UhDd+xmWSGpRsuShMBTExmT9PRlwhM2JmCWWK21sJm1BFmbERVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjAQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QPQ9o/C</latexit><latexit sha1_base64="Q5CRfNDz+AEo/oT3pJUockf2yfQ=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2k3bpZhN3N0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekAiuj et+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0du53n1BpHssHM0vQj+hY8pAzaqzUyzrDzGvk+bB ac+vuAmSdeAWpQYHWsPo1GMUsjVAaJqjWfc9NjJ9RZTgTmFcGqcaEsikdY99SSSPUfra4NycXVhmRMFa2pCEL9fdERiOtZ1FgOyNqJ nrVm4v/ef3UhDd+xmWSGpRsuShMBTExmT9PRlwhM2JmCWWK21sJm1BFmbERVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjAQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QPQ9o/C</latexit><latexit sha1_base64="Q5CRfNDz+AEo/oT3pJUockf2yfQ=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2k3bpZhN3N0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekAiuj et+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0du53n1BpHssHM0vQj+hY8pAzaqzUyzrDzGvk+bB ac+vuAmSdeAWpQYHWsPo1GMUsjVAaJqjWfc9NjJ9RZTgTmFcGqcaEsikdY99SSSPUfra4NycXVhmRMFa2pCEL9fdERiOtZ1FgOyNqJ nrVm4v/ef3UhDd+xmWSGpRsuShMBTExmT9PRlwhM2JmCWWK21sJm1BFmbERVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjAQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QPQ9o/C</latexit>
V11
<latexit sha1_base64="LUDGuHWf91KXmXIoX397CT2L9AM=" >AAAB73icbVBNSwMxEJ3Ur1q/qh69BIvgqWyKoMeCF48V7Ae0S8mm2TY0m12TrFCW/RNePCji1b/jzX9j2u5BWx8MPN6bYWZekEhhr Od9o9LG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijetsJK3ks0p1EgeTeY3s797hPXRsTqwc4S7kd0rEQoGLVO6mWdYUZIng+ rNa/uLYDXCSlIDQq0htWvwShmacSVZZIa0ydeYv2MaiuY5HllkBqeUDalY953VNGIGz9b3JvjC6eMcBhrV8rihfp7IqORMbMocJ0Rt ROz6s3F/7x+asMbPxMqSS1XbLkoTCW2MZ4/j0dCc2blzBHKtHC3YjahmjLrIqq4EMjqy+uk06gTr07ur2rNRhFHGc7gHC6BwDU04Q5 a0AYGEp7hFd7QI3pB7+hj2VpCxcwp/AH6/AHPcI/B</latexit><latexit sha1_base64="LUDGuHWf91KXmXIoX397CT2L9AM=" >AAAB73icbVBNSwMxEJ3Ur1q/qh69BIvgqWyKoMeCF48V7Ae0S8mm2TY0m12TrFCW/RNePCji1b/jzX9j2u5BWx8MPN6bYWZekEhhr Od9o9LG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijetsJK3ks0p1EgeTeY3s797hPXRsTqwc4S7kd0rEQoGLVO6mWdYUZIng+ rNa/uLYDXCSlIDQq0htWvwShmacSVZZIa0ydeYv2MaiuY5HllkBqeUDalY953VNGIGz9b3JvjC6eMcBhrV8rihfp7IqORMbMocJ0Rt ROz6s3F/7x+asMbPxMqSS1XbLkoTCW2MZ4/j0dCc2blzBHKtHC3YjahmjLrIqq4EMjqy+uk06gTr07ur2rNRhFHGc7gHC6BwDU04Q5 a0AYGEp7hFd7QI3pB7+hj2VpCxcwp/AH6/AHPcI/B</latexit><latexit sha1_base64="LUDGuHWf91KXmXIoX397CT2L9AM=" >AAAB73icbVBNSwMxEJ3Ur1q/qh69BIvgqWyKoMeCF48V7Ae0S8mm2TY0m12TrFCW/RNePCji1b/jzX9j2u5BWx8MPN6bYWZekEhhr Od9o9LG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijetsJK3ks0p1EgeTeY3s797hPXRsTqwc4S7kd0rEQoGLVO6mWdYUZIng+ rNa/uLYDXCSlIDQq0htWvwShmacSVZZIa0ydeYv2MaiuY5HllkBqeUDalY953VNGIGz9b3JvjC6eMcBhrV8rihfp7IqORMbMocJ0Rt ROz6s3F/7x+asMbPxMqSS1XbLkoTCW2MZ4/j0dCc2blzBHKtHC3YjahmjLrIqq4EMjqy+uk06gTr07ur2rNRhFHGc7gHC6BwDU04Q5 a0AYGEp7hFd7QI3pB7+hj2VpCxcwp/AH6/AHPcI/B</latexit><latexit sha1_base64="LUDGuHWf91KXmXIoX397CT2L9AM=" >AAAB73icbVBNSwMxEJ3Ur1q/qh69BIvgqWyKoMeCF48V7Ae0S8mm2TY0m12TrFCW/RNePCji1b/jzX9j2u5BWx8MPN6bYWZekEhhr Od9o9LG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijetsJK3ks0p1EgeTeY3s797hPXRsTqwc4S7kd0rEQoGLVO6mWdYUZIng+ rNa/uLYDXCSlIDQq0htWvwShmacSVZZIa0ydeYv2MaiuY5HllkBqeUDalY953VNGIGz9b3JvjC6eMcBhrV8rihfp7IqORMbMocJ0Rt ROz6s3F/7x+asMbPxMqSS1XbLkoTCW2MZ4/j0dCc2blzBHKtHC3YjahmjLrIqq4EMjqy+uk06gTr07ur2rNRhFHGc7gHC6BwDU04Q5 a0AYGEp7hFd7QI3pB7+hj2VpCxcwp/AH6/AHPcI/B</latexit>
V21
<latexit sha1_base64="UJvCcFn9OnX27ASZeWhcF0n3VvY=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2k3bpZhN3N0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekAiuj et+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0du53n1BpHssHM0vQj+hY8pAzaqzUyzrDrOHl+bB ac+vuAmSdeAWpQYHWsPo1GMUsjVAaJqjWfc9NjJ9RZTgTmFcGqcaEsikdY99SSSPUfra4NycXVhmRMFa2pCEL9fdERiOtZ1FgOyNqJ nrVm4v/ef3UhDd+xmWSGpRsuShMBTExmT9PRlwhM2JmCWWK21sJm1BFmbERVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjAQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QPQ94/C</latexit><latexit sha1_base64="UJvCcFn9OnX27ASZeWhcF0n3VvY=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2k3bpZhN3N0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekAiuj et+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0du53n1BpHssHM0vQj+hY8pAzaqzUyzrDrOHl+bB ac+vuAmSdeAWpQYHWsPo1GMUsjVAaJqjWfc9NjJ9RZTgTmFcGqcaEsikdY99SSSPUfra4NycXVhmRMFa2pCEL9fdERiOtZ1FgOyNqJ nrVm4v/ef3UhDd+xmWSGpRsuShMBTExmT9PRlwhM2JmCWWK21sJm1BFmbERVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjAQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QPQ94/C</latexit><latexit sha1_base64="UJvCcFn9OnX27ASZeWhcF0n3VvY=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2k3bpZhN3N0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekAiuj et+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0du53n1BpHssHM0vQj+hY8pAzaqzUyzrDrOHl+bB ac+vuAmSdeAWpQYHWsPo1GMUsjVAaJqjWfc9NjJ9RZTgTmFcGqcaEsikdY99SSSPUfra4NycXVhmRMFa2pCEL9fdERiOtZ1FgOyNqJ nrVm4v/ef3UhDd+xmWSGpRsuShMBTExmT9PRlwhM2JmCWWK21sJm1BFmbERVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjAQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QPQ94/C</latexit><latexit sha1_base64="UJvCcFn9OnX27ASZeWhcF0n3VvY=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2k3bpZhN3N0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekAiuj et+O6WNza3tnfJuZW//4PCoenzS0XGqGLZZLGLVC6hGwSW2DTcCe4lCGgUCu8H0du53n1BpHssHM0vQj+hY8pAzaqzUyzrDrOHl+bB ac+vuAmSdeAWpQYHWsPo1GMUsjVAaJqjWfc9NjJ9RZTgTmFcGqcaEsikdY99SSSPUfra4NycXVhmRMFa2pCEL9fdERiOtZ1FgOyNqJ nrVm4v/ef3UhDd+xmWSGpRsuShMBTExmT9PRlwhM2JmCWWK21sJm1BFmbERVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjAQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QPQ94/C</latexit>
V22
<latexit sha1_base64="i6g6Gv0F/vDt5G0nIoOhR8qr/Kg=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2m3bpZhN3J0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt3O/+8S1EbF6wFnC/YiOlQgFo2ilXtYZZo1Gng+ rNbfuLkDWiVeQGhRoDatfg1HM0ogrZJIa0/fcBP2MahRM8rwySA1PKJvSMe9bqmjEjZ8t7s3JhVVGJIy1LYVkof6eyGhkzCwKbGdEc WJWvbn4n9dPMbzxM6GSFLliy0VhKgnGZP48GQnNGcqZJZRpYW8lbEI1ZWgjqtgQvNWX10mnUffcund/VWs2ijjKcAbncAkeXEMT7qA FbWAg4Rle4c15dF6cd+dj2VpyiplT+APn8wfSfY/D</latexit><latexit sha1_base64="i6g6Gv0F/vDt5G0nIoOhR8qr/Kg=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2m3bpZhN3J0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt3O/+8S1EbF6wFnC/YiOlQgFo2ilXtYZZo1Gng+ rNbfuLkDWiVeQGhRoDatfg1HM0ogrZJIa0/fcBP2MahRM8rwySA1PKJvSMe9bqmjEjZ8t7s3JhVVGJIy1LYVkof6eyGhkzCwKbGdEc WJWvbn4n9dPMbzxM6GSFLliy0VhKgnGZP48GQnNGcqZJZRpYW8lbEI1ZWgjqtgQvNWX10mnUffcund/VWs2ijjKcAbncAkeXEMT7qA FbWAg4Rle4c15dF6cd+dj2VpyiplT+APn8wfSfY/D</latexit><latexit sha1_base64="i6g6Gv0F/vDt5G0nIoOhR8qr/Kg=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2m3bpZhN3J0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt3O/+8S1EbF6wFnC/YiOlQgFo2ilXtYZZo1Gng+ rNbfuLkDWiVeQGhRoDatfg1HM0ogrZJIa0/fcBP2MahRM8rwySA1PKJvSMe9bqmjEjZ8t7s3JhVVGJIy1LYVkof6eyGhkzCwKbGdEc WJWvbn4n9dPMbzxM6GSFLliy0VhKgnGZP48GQnNGcqZJZRpYW8lbEI1ZWgjqtgQvNWX10mnUffcund/VWs2ijjKcAbncAkeXEMT7qA FbWAg4Rle4c15dF6cd+dj2VpyiplT+APn8wfSfY/D</latexit><latexit sha1_base64="i6g6Gv0F/vDt5G0nIoOhR8qr/Kg=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWy2m3bpZhN3J0IJ+RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt3O/+8S1EbF6wFnC/YiOlQgFo2ilXtYZZo1Gng+ rNbfuLkDWiVeQGhRoDatfg1HM0ogrZJIa0/fcBP2MahRM8rwySA1PKJvSMe9bqmjEjZ8t7s3JhVVGJIy1LYVkof6eyGhkzCwKbGdEc WJWvbn4n9dPMbzxM6GSFLliy0VhKgnGZP48GQnNGcqZJZRpYW8lbEI1ZWgjqtgQvNWX10mnUffcund/VWs2ijjKcAbncAkeXEMT7qA FbWAg4Rle4c15dF6cd+dj2VpyiplT+APn8wfSfY/D</latexit>
Vd1
<latexit sha1_base64="JYaPJVWVciRz3Y9UOEbqFWIkYvQ=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWw2m3bpZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEph0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6jhUijeRoGS91LNaRxI3g0mt3O/+8S1EYl6wGnK/ZiOlIgEo2ilXt4Z5qE3mw2 rNbfuLkDWiVeQGhRoDatfgzBhWcwVMkmN6Xtuin5ONQom+awyyAxPKZvQEe9bqmjMjZ8v7p2RC6uEJEq0LYVkof6eyGlszDQObGdMc WxWvbn4n9fPMLrxc6HSDLliy0VRJgkmZP48CYXmDOXUEsq0sLcSNqaaMrQRVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjCQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QMdZI/0</latexit><latexit sha1_base64="JYaPJVWVciRz3Y9UOEbqFWIkYvQ=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWw2m3bpZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEph0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6jhUijeRoGS91LNaRxI3g0mt3O/+8S1EYl6wGnK/ZiOlIgEo2ilXt4Z5qE3mw2 rNbfuLkDWiVeQGhRoDatfgzBhWcwVMkmN6Xtuin5ONQom+awyyAxPKZvQEe9bqmjMjZ8v7p2RC6uEJEq0LYVkof6eyGlszDQObGdMc WxWvbn4n9fPMLrxc6HSDLliy0VRJgkmZP48CYXmDOXUEsq0sLcSNqaaMrQRVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjCQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QMdZI/0</latexit><latexit sha1_base64="JYaPJVWVciRz3Y9UOEbqFWIkYvQ=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWw2m3bpZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEph0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6jhUijeRoGS91LNaRxI3g0mt3O/+8S1EYl6wGnK/ZiOlIgEo2ilXt4Z5qE3mw2 rNbfuLkDWiVeQGhRoDatfgzBhWcwVMkmN6Xtuin5ONQom+awyyAxPKZvQEe9bqmjMjZ8v7p2RC6uEJEq0LYVkof6eyGlszDQObGdMc WxWvbn4n9fPMLrxc6HSDLliy0VRJgkmZP48CYXmDOXUEsq0sLcSNqaaMrQRVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjCQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QMdZI/0</latexit><latexit sha1_base64="JYaPJVWVciRz3Y9UOEbqFWIkYvQ=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWw2m3bpZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEph0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6jhUijeRoGS91LNaRxI3g0mt3O/+8S1EYl6wGnK/ZiOlIgEo2ilXt4Z5qE3mw2 rNbfuLkDWiVeQGhRoDatfgzBhWcwVMkmN6Xtuin5ONQom+awyyAxPKZvQEe9bqmjMjZ8v7p2RC6uEJEq0LYVkof6eyGlszDQObGdMc WxWvbn4n9fPMLrxc6HSDLliy0VRJgkmZP48CYXmDOXUEsq0sLcSNqaaMrQRVWwI3urL66TTqHtu3bu/qjUbRRxlOINzuAQPrqEJd9C CNjCQ8Ayv8OY8Oi/Ou/OxbC05xcwp/IHz+QMdZI/0</latexit>
Vd2
<latexit sha1_base64="ZuXC14GYCPKlGf6lvS73Gx3yF/o=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWw2m3bpZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEph0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6jhUijeRoGS91LNaRxI3g0mt3O/+8S1EYl6wGnK/ZiOlIgEo2ilXt4Z5mFjNht Wa27dXYCsE68gNSjQGla/BmHCspgrZJIa0/fcFP2cahRM8lllkBmeUjahI963VNGYGz9f3DsjF1YJSZRoWwrJQv09kdPYmGkc2M6Y4 tisenPxP6+fYXTj50KlGXLFlouiTBJMyPx5EgrNGcqpJZRpYW8lbEw1ZWgjqtgQvNWX10mnUffcund/VWs2ijjKcAbncAkeXEMT7qA FbWAg4Rle4c15dF6cd+dj2VpyiplT+APn8wce6o/1</latexit><latexit sha1_base64="ZuXC14GYCPKlGf6lvS73Gx3yF/o=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWw2m3bpZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEph0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6jhUijeRoGS91LNaRxI3g0mt3O/+8S1EYl6wGnK/ZiOlIgEo2ilXt4Z5mFjNht Wa27dXYCsE68gNSjQGla/BmHCspgrZJIa0/fcFP2cahRM8lllkBmeUjahI963VNGYGz9f3DsjF1YJSZRoWwrJQv09kdPYmGkc2M6Y4 tisenPxP6+fYXTj50KlGXLFlouiTBJMyPx5EgrNGcqpJZRpYW8lbEw1ZWgjqtgQvNWX10mnUffcund/VWs2ijjKcAbncAkeXEMT7qA FbWAg4Rle4c15dF6cd+dj2VpyiplT+APn8wce6o/1</latexit><latexit sha1_base64="ZuXC14GYCPKlGf6lvS73Gx3yF/o=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWw2m3bpZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEph0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6jhUijeRoGS91LNaRxI3g0mt3O/+8S1EYl6wGnK/ZiOlIgEo2ilXt4Z5mFjNht Wa27dXYCsE68gNSjQGla/BmHCspgrZJIa0/fcFP2cahRM8lllkBmeUjahI963VNGYGz9f3DsjF1YJSZRoWwrJQv09kdPYmGkc2M6Y4 tisenPxP6+fYXTj50KlGXLFlouiTBJMyPx5EgrNGcqpJZRpYW8lbEw1ZWgjqtgQvNWX10mnUffcund/VWs2ijjKcAbncAkeXEMT7qA FbWAg4Rle4c15dF6cd+dj2VpyiplT+APn8wce6o/1</latexit><latexit sha1_base64="ZuXC14GYCPKlGf6lvS73Gx3yF/o=" >AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48V7Ae0oWw2m3bpZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEph0 HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6jhUijeRoGS91LNaRxI3g0mt3O/+8S1EYl6wGnK/ZiOlIgEo2ilXt4Z5mFjNht Wa27dXYCsE68gNSjQGla/BmHCspgrZJIa0/fcFP2cahRM8lllkBmeUjahI963VNGYGz9f3DsjF1YJSZRoWwrJQv09kdPYmGkc2M6Y4 tisenPxP6+fYXTj50KlGXLFlouiTBJMyPx5EgrNGcqpJZRpYW8lbEw1ZWgjqtgQvNWX10mnUffcund/VWs2ijjKcAbncAkeXEMT7qA FbWAg4Rle4c15dF6cd+dj2VpyiplT+APn8wce6o/1</latexit>
Hf
<latexit sha1_base64="OXj1Ss1TdJP+r7BnGTF7WKnOo1E=" >AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI8FLz1WtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzSxBP6JjyUPOqLHSQ3MYDssVt+o uQTaJl5MK5GgNy1+DUczSCKVhgmrd99zE+BlVhjOB89Ig1ZhQNqVj7FsqaYTaz5anzsmVVUYkjJUtachS/T2R0UjrWRTYzoiaiV73F uJ/Xj814a2fcZmkBiVbLQpTQUxMFn+TEVfIjJhZQpni9lbCJlRRZmw6JRuCt/7yJunUqp5b9e5vKo1aHkcRLuASrsGDOjSgCS1oA4M xPMMrvDnCeXHenY9Va8HJZ87hD5zPHw4UjZU=</latexit><latexit sha1_base64="OXj1Ss1TdJP+r7BnGTF7WKnOo1E=" >AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI8FLz1WtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzSxBP6JjyUPOqLHSQ3MYDssVt+o uQTaJl5MK5GgNy1+DUczSCKVhgmrd99zE+BlVhjOB89Ig1ZhQNqVj7FsqaYTaz5anzsmVVUYkjJUtachS/T2R0UjrWRTYzoiaiV73F uJ/Xj814a2fcZmkBiVbLQpTQUxMFn+TEVfIjJhZQpni9lbCJlRRZmw6JRuCt/7yJunUqp5b9e5vKo1aHkcRLuASrsGDOjSgCS1oA4M xPMMrvDnCeXHenY9Va8HJZ87hD5zPHw4UjZU=</latexit><latexit sha1_base64="OXj1Ss1TdJP+r7BnGTF7WKnOo1E=" >AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI8FLz1WtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzSxBP6JjyUPOqLHSQ3MYDssVt+o uQTaJl5MK5GgNy1+DUczSCKVhgmrd99zE+BlVhjOB89Ig1ZhQNqVj7FsqaYTaz5anzsmVVUYkjJUtachS/T2R0UjrWRTYzoiaiV73F uJ/Xj814a2fcZmkBiVbLQpTQUxMFn+TEVfIjJhZQpni9lbCJlRRZmw6JRuCt/7yJunUqp5b9e5vKo1aHkcRLuASrsGDOjSgCS1oA4M xPMMrvDnCeXHenY9Va8HJZ87hD5zPHw4UjZU=</latexit><latexit sha1_base64="OXj1Ss1TdJP+r7BnGTF7WKnOo1E=" >AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI8FLz1WtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzSxBP6JjyUPOqLHSQ3MYDssVt+o uQTaJl5MK5GgNy1+DUczSCKVhgmrd99zE+BlVhjOB89Ig1ZhQNqVj7FsqaYTaz5anzsmVVUYkjJUtachS/T2R0UjrWRTYzoiaiV73F uJ/Xj814a2fcZmkBiVbLQpTQUxMFn+TEVfIjJhZQpni9lbCJlRRZmw6JRuCt/7yJunUqp5b9e5vKo1aHkcRLuASrsGDOjSgCS1oA4M xPMMrvDnCeXHenY9Va8HJZ87hD5zPHw4UjZU=</latexit>
Hc
<latexit sha1_base64="gscV bxGnaPn3+7o1rAwcJeoDoUc=">AAAB6nicbVBNS8NAEJ3Ur1q/q h69LBbBU0mkUI8FLz1WtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+R N/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ul ZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzS xBP6JjyUPOqLHSQ3PIhuWKW3WXIJvEy0kFcrSG5a/BKGZphNIw QbXue25i/Iwqw5nAeWmQakwom9Ix9i2VNELtZ8tT5+TKKiMSxsq WNGSp/p7IaKT1LApsZ0TNRK97C/E/r5+a8NbPuExSg5KtFoWpIC Ymi7/JiCtkRswsoUxxeythE6ooMzadkg3BW395k3Ruqp5b9e5rl UYtj6MIF3AJ1+BBHRrQhBa0gcEYnuEV3hzhvDjvzseqteDkM+fw B87nDwoijZQ=</latexit><latexit sha1_base64="gscV bxGnaPn3+7o1rAwcJeoDoUc=">AAAB6nicbVBNS8NAEJ3Ur1q/q h69LBbBU0mkUI8FLz1WtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+R N/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ul ZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzS xBP6JjyUPOqLHSQ3PIhuWKW3WXIJvEy0kFcrSG5a/BKGZphNIw QbXue25i/Iwqw5nAeWmQakwom9Ix9i2VNELtZ8tT5+TKKiMSxsq WNGSp/p7IaKT1LApsZ0TNRK97C/E/r5+a8NbPuExSg5KtFoWpIC Ymi7/JiCtkRswsoUxxeythE6ooMzadkg3BW395k3Ruqp5b9e5rl UYtj6MIF3AJ1+BBHRrQhBa0gcEYnuEV3hzhvDjvzseqteDkM+fw B87nDwoijZQ=</latexit><latexit sha1_base64="gscV bxGnaPn3+7o1rAwcJeoDoUc=">AAAB6nicbVBNS8NAEJ3Ur1q/q h69LBbBU0mkUI8FLz1WtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+R N/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ul ZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzS xBP6JjyUPOqLHSQ3PIhuWKW3WXIJvEy0kFcrSG5a/BKGZphNIw QbXue25i/Iwqw5nAeWmQakwom9Ix9i2VNELtZ8tT5+TKKiMSxsq WNGSp/p7IaKT1LApsZ0TNRK97C/E/r5+a8NbPuExSg5KtFoWpIC Ymi7/JiCtkRswsoUxxeythE6ooMzadkg3BW395k3Ruqp5b9e5rl UYtj6MIF3AJ1+BBHRrQhBa0gcEYnuEV3hzhvDjvzseqteDkM+fw B87nDwoijZQ=</latexit><latexit sha1_base64="gscV bxGnaPn3+7o1rAwcJeoDoUc=">AAAB6nicbVBNS8NAEJ3Ur1q/q h69LBbBU0mkUI8FLz1WtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+R N/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ul ZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzS xBP6JjyUPOqLHSQ3PIhuWKW3WXIJvEy0kFcrSG5a/BKGZphNIw QbXue25i/Iwqw5nAeWmQakwom9Ix9i2VNELtZ8tT5+TKKiMSxsq WNGSp/p7IaKT1LApsZ0TNRK97C/E/r5+a8NbPuExSg5KtFoWpIC Ymi7/JiCtkRswsoUxxeythE6ooMzadkg3BW395k3Ruqp5b9e5rl UYtj6MIF3AJ1+BBHRrQhBa0gcEYnuEV3hzhvDjvzseqteDkM+fw B87nDwoijZQ=</latexit>
f
<latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit><latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit><latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit><latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit>
f
<latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit><latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit><latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit><latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit>
f
<latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit><latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit><latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit><latexit sha1_base64="+yhXjjSHXQ+7J8xTbLwuEqkBDJ0=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4N q777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxyWK27VXYJ sEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/ 7x+asJbP+MySQ1KtloUpoKYmCy+JiOukBkxs4Qyxe2thE2ooszYbEo2BG/95U3Sual6btVr1SqNWh5HES7gEq7Bgzo04B6a0AYGCM/ wCm/Oo/PivDsfq9aCk8+cwx84nz/Gu4zc</latexit>
y
<latexit sha1_base64="oIEopfHZLTeBs4F8fTQT40CK8aU=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeCF48t2FZoQ9lsJ+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG 9f9dkobm1vbO+Xdyt7+weFR9fikq+NUMeywWMTqIaAaBZfYMdwIfEgU0igQ2Aumt3O/94RK81jemyxBP6JjyUPOqLFSOxtWa27dXYC sE68gNSjQGla/BqOYpRFKwwTVuu+5ifFzqgxnAmeVQaoxoWxKx9i3VNIItZ8vDp2RC6uMSBgrW9KQhfp7IqeR1lkU2M6Imole9ebif 14/NeGNn3OZpAYlWy4KU0FMTOZfkxFXyIzILKFMcXsrYROqKDM2m4oNwVt9eZ10r+qeW/fajVqzUcRRhjM4h0vw4BqacAct6AADhGd 4hTfn0Xlx3p2PZWvJKWZO4Q+czx/jh4zv</latexit><latexit sha1_base64="oIEopfHZLTeBs4F8fTQT40CK8aU=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeCF48t2FZoQ9lsJ+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG 9f9dkobm1vbO+Xdyt7+weFR9fikq+NUMeywWMTqIaAaBZfYMdwIfEgU0igQ2Aumt3O/94RK81jemyxBP6JjyUPOqLFSOxtWa27dXYC sE68gNSjQGla/BqOYpRFKwwTVuu+5ifFzqgxnAmeVQaoxoWxKx9i3VNIItZ8vDp2RC6uMSBgrW9KQhfp7IqeR1lkU2M6Imole9ebif 14/NeGNn3OZpAYlWy4KU0FMTOZfkxFXyIzILKFMcXsrYROqKDM2m4oNwVt9eZ10r+qeW/fajVqzUcRRhjM4h0vw4BqacAct6AADhGd 4hTfn0Xlx3p2PZWvJKWZO4Q+czx/jh4zv</latexit><latexit sha1_base64="oIEopfHZLTeBs4F8fTQT40CK8aU=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeCF48t2FZoQ9lsJ+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG 9f9dkobm1vbO+Xdyt7+weFR9fikq+NUMeywWMTqIaAaBZfYMdwIfEgU0igQ2Aumt3O/94RK81jemyxBP6JjyUPOqLFSOxtWa27dXYC sE68gNSjQGla/BqOYpRFKwwTVuu+5ifFzqgxnAmeVQaoxoWxKx9i3VNIItZ8vDp2RC6uMSBgrW9KQhfp7IqeR1lkU2M6Imole9ebif 14/NeGNn3OZpAYlWy4KU0FMTOZfkxFXyIzILKFMcXsrYROqKDM2m4oNwVt9eZ10r+qeW/fajVqzUcRRhjM4h0vw4BqacAct6AADhGd 4hTfn0Xlx3p2PZWvJKWZO4Q+czx/jh4zv</latexit><latexit sha1_base64="oIEopfHZLTeBs4F8fTQT40CK8aU=" >AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeCF48t2FZoQ9lsJ+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG 9f9dkobm1vbO+Xdyt7+weFR9fikq+NUMeywWMTqIaAaBZfYMdwIfEgU0igQ2Aumt3O/94RK81jemyxBP6JjyUPOqLFSOxtWa27dXYC sE68gNSjQGla/BqOYpRFKwwTVuu+5ifFzqgxnAmeVQaoxoWxKx9i3VNIItZ8vDp2RC6uMSBgrW9KQhfp7IqeR1lkU2M6Imole9ebif 14/NeGNn3OZpAYlWy4KU0FMTOZfkxFXyIzILKFMcXsrYROqKDM2m4oNwVt9eZ10r+qeW/fajVqzUcRRhjM4h0vw4BqacAct6AADhGd 4hTfn0Xlx3p2PZWvJKWZO4Q+czx/jh4zv</latexit>
Xf = [XEV , XEM , XEN ]
(augmented)
<latexit sha1_base64="FnbUJeBZ5Y6wl1Tdj+TBxRpRZ5A=" >AAACGnicbVBNS8MwGE79nPVr6tFLcAgTZLQi6kUYiOBFmeA+YCslTdMtLE1LkgqjzL/hxb/ixYMi3sSL/8Z07UE3Hwjvw/O8b5L38 WJGpbKsb2NufmFxabm0Yq6urW9slre2WzJKBCZNHLFIdDwkCaOcNBVVjHRiQVDoMdL2hheZ374nQtKI36lRTJwQ9TkNKEZKS27Z7rg BPIfdjptetsaHWbnOy83Y6fXMKkr6IeGK+AcPOdxyxapZE8BZYhekAgo03PJnz49wkt2CGZKya1uxclIkFMWMjM1eIkmM8BD1SVdTj kIinXSy2hjua8WHQST04QpO1N8TKQqlHIWe7gyRGshpLxP/87qJCs6clPI4UYTj/KEgYVBFMMsJ+lQQrNhIE4QF1X+FeIAEwkqnaeo Q7OmVZ0nrqGZbNfv2uFI/KeIogV2wB6rABqegDq5AAzQBBo/gGbyCN+PJeDHejY+8dc4oZnbAHxhfPwC9oD8=</latexit><latexit sha1_base64="FnbUJeBZ5Y6wl1Tdj+TBxRpRZ5A=" >AAACGnicbVBNS8MwGE79nPVr6tFLcAgTZLQi6kUYiOBFmeA+YCslTdMtLE1LkgqjzL/hxb/ixYMi3sSL/8Z07UE3Hwjvw/O8b5L38 WJGpbKsb2NufmFxabm0Yq6urW9slre2WzJKBCZNHLFIdDwkCaOcNBVVjHRiQVDoMdL2hheZ374nQtKI36lRTJwQ9TkNKEZKS27Z7rg BPIfdjptetsaHWbnOy83Y6fXMKkr6IeGK+AcPOdxyxapZE8BZYhekAgo03PJnz49wkt2CGZKya1uxclIkFMWMjM1eIkmM8BD1SVdTj kIinXSy2hjua8WHQST04QpO1N8TKQqlHIWe7gyRGshpLxP/87qJCs6clPI4UYTj/KEgYVBFMMsJ+lQQrNhIE4QF1X+FeIAEwkqnaeo Q7OmVZ0nrqGZbNfv2uFI/KeIogV2wB6rABqegDq5AAzQBBo/gGbyCN+PJeDHejY+8dc4oZnbAHxhfPwC9oD8=</latexit><latexit sha1_base64="FnbUJeBZ5Y6wl1Tdj+TBxRpRZ5A=" >AAACGnicbVBNS8MwGE79nPVr6tFLcAgTZLQi6kUYiOBFmeA+YCslTdMtLE1LkgqjzL/hxb/ixYMi3sSL/8Z07UE3Hwjvw/O8b5L38 WJGpbKsb2NufmFxabm0Yq6urW9slre2WzJKBCZNHLFIdDwkCaOcNBVVjHRiQVDoMdL2hheZ374nQtKI36lRTJwQ9TkNKEZKS27Z7rg BPIfdjptetsaHWbnOy83Y6fXMKkr6IeGK+AcPOdxyxapZE8BZYhekAgo03PJnz49wkt2CGZKya1uxclIkFMWMjM1eIkmM8BD1SVdTj kIinXSy2hjua8WHQST04QpO1N8TKQqlHIWe7gyRGshpLxP/87qJCs6clPI4UYTj/KEgYVBFMMsJ+lQQrNhIE4QF1X+FeIAEwkqnaeo Q7OmVZ0nrqGZbNfv2uFI/KeIogV2wB6rABqegDq5AAzQBBo/gGbyCN+PJeDHejY+8dc4oZnbAHxhfPwC9oD8=</latexit><latexit sha1_base64="FnbUJeBZ5Y6wl1Tdj+TBxRpRZ5A=" >AAACGnicbVBNS8MwGE79nPVr6tFLcAgTZLQi6kUYiOBFmeA+YCslTdMtLE1LkgqjzL/hxb/ixYMi3sSL/8Z07UE3Hwjvw/O8b5L38 WJGpbKsb2NufmFxabm0Yq6urW9slre2WzJKBCZNHLFIdDwkCaOcNBVVjHRiQVDoMdL2hheZ374nQtKI36lRTJwQ9TkNKEZKS27Z7rg BPIfdjptetsaHWbnOy83Y6fXMKkr6IeGK+AcPOdxyxapZE8BZYhekAgo03PJnz49wkt2CGZKya1uxclIkFMWMjM1eIkmM8BD1SVdTj kIinXSy2hjua8WHQST04QpO1N8TKQqlHIWe7gyRGshpLxP/87qJCs6clPI4UYTj/KEgYVBFMMsJ+lQQrNhIE4QF1X+FeIAEwkqnaeo Q7OmVZ0nrqGZbNfv2uFI/KeIogV2wB6rABqegDq5AAzQBBo/gGbyCN+PJeDHejY+8dc4oZnbAHxhfPwC9oD8=</latexit>
concat	
Feature	Augmenta0on	
V1K
<latexit sha1_base64="KzOPpq8DMyOHede6LsaYQgk2Y5E=">AAAB7XicbVBN SwMxEJ31s9avqkcvwSJ4KhsV9FjwInipYLeFdinZNNvGZpMlyQpl6X/w4kERr/4fb/4b03YP2vpg4PHeDDPzolRwY33/21tZXVvf2Cxtlbd3dvf2KweHgVGZpqxJlV C6HRHDBJesabkVrJ1qRpJIsFY0upn6rSemDVfywY5TFiZkIHnMKbFOCoJeju8mvUrVr/kzoGWCC1KFAo1e5avbVzRLmLRUEGM62E9tmBNtORVsUu5mhqWEjsiAdRyV JGEmzGfXTtCpU/ooVtqVtGim/p7ISWLMOIlcZ0Ls0Cx6U/E/r5PZ+DrMuUwzyySdL4ozgaxC09dRn2tGrRg7Qqjm7lZEh0QTal1AZRcCXnx5mQTnNezX8P1ltX5RxF GCYziBM8BwBXW4hQY0gcIjPMMrvHnKe/HevY9564pXzBzBH3ifPzAGjtA=</latexit><latexit sha1_base64="KzOPpq8DMyOHede6LsaYQgk2Y5E=">AAAB7XicbVBN SwMxEJ31s9avqkcvwSJ4KhsV9FjwInipYLeFdinZNNvGZpMlyQpl6X/w4kERr/4fb/4b03YP2vpg4PHeDDPzolRwY33/21tZXVvf2Cxtlbd3dvf2KweHgVGZpqxJlV C6HRHDBJesabkVrJ1qRpJIsFY0upn6rSemDVfywY5TFiZkIHnMKbFOCoJeju8mvUrVr/kzoGWCC1KFAo1e5avbVzRLmLRUEGM62E9tmBNtORVsUu5mhqWEjsiAdRyV JGEmzGfXTtCpU/ooVtqVtGim/p7ISWLMOIlcZ0Ls0Cx6U/E/r5PZ+DrMuUwzyySdL4ozgaxC09dRn2tGrRg7Qqjm7lZEh0QTal1AZRcCXnx5mQTnNezX8P1ltX5RxF GCYziBM8BwBXW4hQY0gcIjPMMrvHnKe/HevY9564pXzBzBH3ifPzAGjtA=</latexit><latexit sha1_base64="KzOPpq8DMyOHede6LsaYQgk2Y5E=">AAAB7XicbVBN SwMxEJ31s9avqkcvwSJ4KhsV9FjwInipYLeFdinZNNvGZpMlyQpl6X/w4kERr/4fb/4b03YP2vpg4PHeDDPzolRwY33/21tZXVvf2Cxtlbd3dvf2KweHgVGZpqxJlV C6HRHDBJesabkVrJ1qRpJIsFY0upn6rSemDVfywY5TFiZkIHnMKbFOCoJeju8mvUrVr/kzoGWCC1KFAo1e5avbVzRLmLRUEGM62E9tmBNtORVsUu5mhqWEjsiAdRyV JGEmzGfXTtCpU/ooVtqVtGim/p7ISWLMOIlcZ0Ls0Cx6U/E/r5PZ+DrMuUwzyySdL4ozgaxC09dRn2tGrRg7Qqjm7lZEh0QTal1AZRcCXnx5mQTnNezX8P1ltX5RxF GCYziBM8BwBXW4hQY0gcIjPMMrvHnKe/HevY9564pXzBzBH3ifPzAGjtA=</latexit><latexit sha1_base64="KzOPpq8DMyOHede6LsaYQgk2Y5E=">AAAB7XicbVBN SwMxEJ31s9avqkcvwSJ4KhsV9FjwInipYLeFdinZNNvGZpMlyQpl6X/w4kERr/4fb/4b03YP2vpg4PHeDDPzolRwY33/21tZXVvf2Cxtlbd3dvf2KweHgVGZpqxJlV C6HRHDBJesabkVrJ1qRpJIsFY0upn6rSemDVfywY5TFiZkIHnMKbFOCoJeju8mvUrVr/kzoGWCC1KFAo1e5avbVzRLmLRUEGM62E9tmBNtORVsUu5mhqWEjsiAdRyV JGEmzGfXTtCpU/ooVtqVtGim/p7ISWLMOIlcZ0Ls0Cx6U/E/r5PZ+DrMuUwzyySdL4ozgaxC09dRn2tGrRg7Qqjm7lZEh0QTal1AZRcCXnx5mQTnNezX8P1ltX5RxF GCYziBM8BwBXW4hQY0gcIjPMMrvHnKe/HevY9564pXzBzBH3ifPzAGjtA=</latexit>
V2K
<latexit sha1_base64="XBSr6KfWuwo00B+4+MF54bve86c=">AAAB7XicbVBNS8NAE J3Ur1q/qh69LBbBU0mqoMeCF8FLBZsW2lA22027drMbdjdCCf0PXjwo4tX/481/46bNQVsfDDzem2FmXphwpo3rfjultfWNza3ydmVnd2//oHp45GuZKkLbRHKpuiHWlDNB24YZTr uJojgOOe2Ek5vc7zxRpZkUD2aa0CDGI8EiRrCxku8PssbdbFCtuXV3DrRKvILUoEBrUP3qDyVJYyoM4VjrnucmJsiwMoxwOqv0U00TTCZ4RHuWChxTHWTza2fozCpDFEllSxg0V3 9PZDjWehqHtjPGZqyXvVz8z+ulJroOMiaS1FBBFouilCMjUf46GjJFieFTSzBRzN6KyBgrTIwNqGJD8JZfXiV+o+65de/+sta8KOIowwmcwjl4cAVNuIUWtIHAIzzDK7w50nlx3p2 PRWvJKWaO4Q+czx8xjI7R</latexit><latexit sha1_base64="XBSr6KfWuwo00B+4+MF54bve86c=">AAAB7XicbVBNS8NAE J3Ur1q/qh69LBbBU0mqoMeCF8FLBZsW2lA22027drMbdjdCCf0PXjwo4tX/481/46bNQVsfDDzem2FmXphwpo3rfjultfWNza3ydmVnd2//oHp45GuZKkLbRHKpuiHWlDNB24YZTr uJojgOOe2Ek5vc7zxRpZkUD2aa0CDGI8EiRrCxku8PssbdbFCtuXV3DrRKvILUoEBrUP3qDyVJYyoM4VjrnucmJsiwMoxwOqv0U00TTCZ4RHuWChxTHWTza2fozCpDFEllSxg0V3 9PZDjWehqHtjPGZqyXvVz8z+ulJroOMiaS1FBBFouilCMjUf46GjJFieFTSzBRzN6KyBgrTIwNqGJD8JZfXiV+o+65de/+sta8KOIowwmcwjl4cAVNuIUWtIHAIzzDK7w50nlx3p2 PRWvJKWaO4Q+czx8xjI7R</latexit><latexit sha1_base64="XBSr6KfWuwo00B+4+MF54bve86c=">AAAB7XicbVBNS8NAE J3Ur1q/qh69LBbBU0mqoMeCF8FLBZsW2lA22027drMbdjdCCf0PXjwo4tX/481/46bNQVsfDDzem2FmXphwpo3rfjultfWNza3ydmVnd2//oHp45GuZKkLbRHKpuiHWlDNB24YZTr uJojgOOe2Ek5vc7zxRpZkUD2aa0CDGI8EiRrCxku8PssbdbFCtuXV3DrRKvILUoEBrUP3qDyVJYyoM4VjrnucmJsiwMoxwOqv0U00TTCZ4RHuWChxTHWTza2fozCpDFEllSxg0V3 9PZDjWehqHtjPGZqyXvVz8z+ulJroOMiaS1FBBFouilCMjUf46GjJFieFTSzBRzN6KyBgrTIwNqGJD8JZfXiV+o+65de/+sta8KOIowwmcwjl4cAVNuIUWtIHAIzzDK7w50nlx3p2 PRWvJKWaO4Q+czx8xjI7R</latexit><latexit sha1_base64="XBSr6KfWuwo00B+4+MF54bve86c=">AAAB7XicbVBNS8NAE J3Ur1q/qh69LBbBU0mqoMeCF8FLBZsW2lA22027drMbdjdCCf0PXjwo4tX/481/46bNQVsfDDzem2FmXphwpo3rfjultfWNza3ydmVnd2//oHp45GuZKkLbRHKpuiHWlDNB24YZTr uJojgOOe2Ek5vc7zxRpZkUD2aa0CDGI8EiRrCxku8PssbdbFCtuXV3DrRKvILUoEBrUP3qDyVJYyoM4VjrnucmJsiwMoxwOqv0U00TTCZ4RHuWChxTHWTza2fozCpDFEllSxg0V3 9PZDjWehqHtjPGZqyXvVz8z+ulJroOMiaS1FBBFouilCMjUf46GjJFieFTSzBRzN6KyBgrTIwNqGJD8JZfXiV+o+65de/+sta8KOIowwmcwjl4cAVNuIUWtIHAIzzDK7w50nlx3p2 PRWvJKWaO4Q+czx8xjI7R</latexit>
VdK
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Figure 4.3: The architecture for article dwell time engagement prediction (the left side is
the deep component and the right side is the factorization machine component).
represents the pairwise interactions between the augmented features.
4.3.2 The Architecture
Figure 4.3 shows the proposed architecture for the article dwell time engagement pre-
diction task. The architecture consists of two main components: the deep and the fac-
torization machine components. While the deep competent learns the high-order feature
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interactions and generalizes the article content through a multilayer encoder, the factor-
ization machine captures the low order interactions among the highly sparse augmented
features. In particular, suppose that each article is represented by the TFIDF [68] vector
Xc, which is fed into the deep component, and augmented vector X f = [XEV ; XEM ; XEN ],
which goes to the factorization machine component, where XEV , XEM , and XEN =
[XENPER ; XENORG ] are event, emotion, and entity vectors respectively (see chapter 3 for
their definitions). The whole model is specified by the following equation:
H = Concat(Hc, H f ) (4.3)
y = g(WH + b) (4.4)
where Hc, H f are the latent vectors learned by deep and the factorization machine com-
ponents, H is the concatenation of these two vectors, and W , and b are weight and bias
parameters respectively. The g is the activation function which is Rectified Linear Unit
(ReLU) in the proposed model.
4.3.2.1 Factorization Machine Component
A simple strategy to capture the interactions between features is to learn a weight for
each combination of two features. However, this naive approach does not work when the
input feature space is sparse. Factorization machine solves the problem by modeling the
pairwise feature interactions as the inner product of low dimensional vectors.
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The first layer in the factorization machine component is the embedding layer. Given
the sparse (augmented) input vector X f = [xi]d×1, it learns multiple vectors Vik =
[vikl ]M×1 for each input dimension i (k = 1 . . . K), where Vik is the k′th vector for di-
mension i, vikl is the l′th elements of Vik , and M is the size of embedding vectors. Then,
these factors are fed into the interaction layer to capture the first order and the second
order interactions. The interaction layer operation along with the k′th dimension can be
formalized as follows:
h f k = f (bk +Wk · X f︸   ︷︷   ︸⊕ +
d∑
i=1
d∑
j=i+1
Vik · Vj k xix j︸          ︷︷          ︸⊗ ) (4.5)
where h f k is the k
′th elements of factorization machine component output H f = [h f k ]K×1,
Wk = [wkm]d×1 (wkm is the m′th element of Wk) and bk are the parameter vector and the
bias to be learned and f is the activation function. The ⊕ and ⊗ symbols in Figure 4.3
refer to the first order and the second order interaction operations respectively. In fact,
factorization machine replaces the interaction weights between feature xi and x j with the
inner product of respective embedding vectors (i.e., Vik · Vj k). From modeling perspec-
tive, this is powerful since each feature ends up in an embedding space where similar
features in this space are close to each other.
The 3’rd term in the right hand side of Equation (4.5) can be written as follows:
d∑
i=1
d∑
j=i+1
Vik .Vj k xix j =
1
2
M∑
l=1
((
d∑
i=1
vikl xi)2 −
d∑
i=1
v2ikl x
2
i ) (4.6)
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Therefore, Equation (4.5) can be computed in O(M × d) rather than O(d2) in the naive
modeling solution (M is the size of embedding vectors).
4.3.2.2 Deep Component
In the proposed architecture, the deep component is a dense feed-forward neural network.
Each article is vectorized using the TFIDF approach, and then is fed into this component.
The feed-forward layer converts this sparse vectors into a low-dimensional dense real-
valued vector (i.e., embedding vector). In particular, each layer performs the following
operation:
a(p+1) = f (W (p)
deep
a(p) + b(p)) (4.7)
where p is the layer number, a(p+1), W (p)
deep
, and b(p) are the activation, model weights,
and bias at layer p. The f is the activation function which is Rectified Linear Unit
(ReLU) in the proposed model.
4.4 Empirical Evaluation
In this section, we evaluate the proposed architecture for the article dwell time predic-
tion. All the experiments are conducted on The Globe and Mail dataset described in §1.4.
Moreover, all the experiments in this section are based on the 10-fold cross validation.
We set M and K to 100 and 10. Moreover, we set the number of layers to 3 in the deep
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component. We use the code in [60] with default parameter setting for non-neural net-
work models , and neural network models are implemented using Keras with tensorflow
backend [13].
4.4.1 Baselines
We compare the proposed model with the following baselines:
Linear Regression (LR): This is a simple baseline used the topics and document vec-
tors as the features and the linear regression method to predict articles dwell times. We
extract the articles topics based on the LDA approach [6]. We set the number of topics to
70 based on the best coherence scores proposed in [66]. Moreover, We learn the vector
representation of each article using the doc2vec method proposed in [41]. We set the
vector size to 100 in all experiments.
Random Forest Regression (RF): Random Forest regression has been known to per-
form well in many industrial applications. The basic idea is to train an ensemble of
uncorrelated weak learners (i.e., decision tree), then combine the average results. We
used the topic and doc2vec vectors in combination with Random Forest regression to
predict each article dwell time.
Word Embedding + CNN: We adapt the approach proposed in [34] for the dwell time
prediction task. The architecture is comprised of one layer of convolution on top of
word vectors pre-trained from an unsupervised neural language model. We use the word
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vectors9 trained on 100 billion words of Google News [50] to initialize the embedding
vectors, then fine tuned them in the learning phase. We change the last layer of the ar-
chitecture (i.e., softmax) to a fully connected (i.e., dense) layer for our task. The final
architecture includes convolution, max pooling and fully connected layers.
Multilayer Perception (MLP): This is the multilayer feed-forward network with fully
connected (dense) layers. The feed-forward network defines a mapping function and
learns the value of the function parameters accordingly. In the model architecture we set
300, 200, and 100 as the hidden layer sizes respectively.
LSTM + Attention: This is the attention mechanism on top of Long-Term Short-Term
Memory (LSTM) layer. The attention layer is designed according to [62]. The input
of the LSTM are word vectors initialized to pre-trained vectors in [50]. We use a fully
connected layer on top of the attention layer to produce the final output.
4.4.2 Evaluation Metrics
We utilize the following metrics to evaluate the performance of different models. Given
the actual dwell time yi and predicted dwell time yˆi for article ai (i = 1, 2, . . . N). We
calculate the Mean Square Error (MSE) as follows:
MSE =
1
N
N∑
i=1
(yi − yˆi)2 (4.8)
9Available at: https://code.google.com/archive/p/word2vec/
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Table 4.1: Evaluation of different methods.
Method MSE RAE (%)
LR +LDA [6] 4835.74 90.75
LR + Doc2Vec [41] 4857.26 91.21
RF + LDA [6] 4750.10 87.96
RF + Doc2Vec [41] 4566.38 86.44
MLP 4122.35 80.79
Word2Vec+CNN [34] 4564.80 85.58
LSTM + Attention [62] 4553.85 90.66
Proposed Model 3883.13 78.51
Moreover, we calculate the Relative Absolute Error (RAE) as:
RAE =
∑N
i=1 |yi − yˆi |∑N
i=1 |yi − y¯i |
(4.9)
where y¯i = 1N
∑N
i=1 yi. Note that RAE is between 0 and∞.
4.4.3 Experimental Results
Table 4.1 shows the Mean Square Error (MSE) and the Relative Absolute Error (RAE) of
different baseline approaches as well as the proposed model (with MSE and RAE equal to
3883.85 and 78.51% respectively). As can be seen, the proposed model consistently out-
performs all models. For shallow models we learn the features using LDA and Doc2Vec
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Table 4.2: Effect of different augmented Features.
Augmented Features MSE RAE (%)
PER 3966.15 79.49
PER+ORG 3963.55 79.36
PER+ORG+EVENT 3933.71 79.10
PER+ORG+EVENT+EMO 3883.13 78.51
approaches then train the model on Linear Regression (LR) and Random Forest (RF)
accordingly. As it is illustrated, among the shallow models RF+Doc2Vec performs the
best with MSE and RAE equal to 4566.38 and 86.44% accordingly. Moreover, although
LDA has the advantage of interpretablity, our experiments show that Doc2Vec features
(in combination with the Doc2Vec) work better for our prediction task. Furthermore,
we observe that MLP (with MSE and RAE equal to 4122.35 and 80.79 accordingly) per-
forms better than the other deep neural network based models, and among these baselines
LSTM performs badly in comparison to other models in terms of RAE. Table 4.2 shows
the effect of different augmented features on the overall performance. As we observe,
augmenting all features, namely people (PER), organizations (ORG), events (EVN), and
emotions (EMO), in the proposed model results in the best performance.
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Figure 4.4: The number of hidden vectors. Figure 4.5: The architecture shapes.
4.4.4 Hyper parameter study
Figure 4.4 shows the model performance in terms of the number of hidden vectors per
feature dimension. We increase the number of hidden vectors (i.e., K) in the factorization
machine component and calculate the errors accordingly. As can be observed, the errors
decrease significantly by increasing K from 1 to 5, then becomes stable. This suggests
that a value between 5 to 10 would be a good choice for this parameter.
To see the effect of different deep component architecture shapes on the error mea-
sures, we keep the number of nodes constant (i.e., 600), and change the number of nodes
in the hidden layers. Figure 4.5 shows the effect of selecting different architectures on
the errors. As can be seen, the 250-100-250 is the worst among all architecture and
300-200-100 is slightly better than the others.
In order to study the effect of activation functions on the overall errors, we keep
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Figure 4.6: The activation functions. Figure 4.7: The hidden vector size.
the last layer activation function to ReLU (as it outputs a dwell time value which is
always a positive real number) and change the other activation functions to Tanh and
Sigmoid, and then ReLU. Figure 4.6 shows the model errors for different activation
functions. Among these activation functions, ReLU gives the best performance and
Simod performs considerably worse than the others.
Figure 4.7 shows the effect of the hidden vector size (i.e., M) of factorization machine
component on the overall errors. We observe that errors slightly decrease by increasing
hidden vector size form 20 to 40, and then does not show any significant improvement
for M between 40 to 100. As such, the proposed model is not sensitive to vector size and
this parameter can be set with a value between 40 to 100.
Figure 4.8 shows the prediction errors for different numbers of layers of the deep
component. As can be seen, the errors decrease as we increase the number of hidden
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Figure 4.8: The number of layers. Figure 4.9: The number of nodes.
layers from 1 to 2 and is the best when it is 3.
In order to study the effect of neurons on prediction errors. We start from 300 −
200 − 100 architecture and increase the hidden layer size by a certain percentage (i.e.,
10%, 20%,. . . ), then calculate the errors for each architecture. Figure 4.9 shows the
performance of the model for different percentage of node number increase. We observe
that the errors remain almost at the same levels when the node numbers in each layer
increase by 30%, then starts to get worse from 30% to 100%. This could be due to the
overfitting problem.
4.5 Summary
In this chapter, we proposed a novel model to predict the dwell time of an article based
on its content. First, we extracted the main factors of article stories such as events,
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emotions, peoples, and organizations, and then proposed a neural network architecture
that learns the interactions among the extracted features. The final architecture combines
the representations of these interactions (captured in a vector) with the article content
representation to predict the article dwell time. The evaluation of the proposed model
on a real dataset showed the superiority of it over the state-of-the-art baselines.As dwell
time is a commonly used article engagement measure, the proposed method is of practical
value for news agencies.
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5 Time-aware Subscription Prediction Model
5.1 Introduction
Digital media and online news providers are facing the user acquisition challenge as the
pressing issue more than before. In fact, from a business point of view, successful user
acquisition can be directly translated to huge profits and values. However, whilst around
45% of people pay for a printed newspaper at least once a week, it has been much harder
to persuade readers to pay for the online news subscription [57].
News recommender systems are widely exploited to improve the user experience, and
consequently user acquisition indirectly. However, such systems mainly focus on recom-
mending items that coincide with user’s interests (to maximize the user’s satisfaction)
and do not identify potential subscribers and predict the subscription time. Identifying
potential subscribers and predicting their subscription time are of paramount importance
for news websites since it allows them to launch a targeted marketing campaign in ad-
vance. To the best of our knowledge, this problem has not been explored directly in the
digital news media domain from data mining/machine learning perspectives, but rather
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considered in marketing studies which need a lot of human efforts.
The problem of identifying potential subscribers for news media from the data min-
ing/machine learning point of view is facing several challenges. First, a decision for
subscription is under influence of many factors such as demographical, social, or cultural
circumstances. For example, one might decide to subscribe as she/he was referred by
her/his friend (e.g., word of mouth), or based on her/his good experience. Finding an
appropriate set of predictors for identifying and recommending such users (i.e., potential
subscribers) is a challenging problem. Second, domain knowledge is extremely limited
for “the decision to subscription" process (i.e., the knowledge acquisition bottleneck). In
other words, domain experts do not have a clear idea on who subscribes and why/when
a subscription occurs. Third, subscription should be considered in combination with the
time dimension. In fact, the predictive model should identify the potential subscribers in
a right time (i.e., neither soon nor late) since targeting a user who is either not ready to
subscribe yet or no longer interested in subscription (while was previously interested) by
any marketing campaign results in no subscription.
In this paper, we propose an end-to-end solution to address the aforementioned chal-
lenges in the problem of identifying potential users prone to subscription in news portals.
First, we argue that the subscription act is not an instantaneously sudden decision, but
rather an informed decision based on previous positive experiences. Accordingly, we
propose a set of engagement measures as subscription predictors. The engagement mea-
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sures are quantified in fully data-driven fashion, so we do not rely on the domain expert
knowledge for their calculation. Then, we propose a Time-aware Subscription Predic-
tion (TASP) model that combines the time dimension with the suggested predictors. The
proposed model not only identifies and recommends the users who are very likely to be-
come subscribers but also is able to predict their subscription time. In the TASP model,
we treat subscription time as a dependent random variable and utilize generalized linear
model to combine all engagement measures (i.e., independent random variables). Then,
we cast the problem into an optimization problem aiming to maximize the likelihood of
the proposed model. The learning algorithm is designed and parameters of model are
learned respectively. Our main contributions are as follows:
• We define the problem of time-aware subscription prediction for user acquisition
in news portals and design an end-to-end data-driven solution based on the data
which are usually available in news portals.
• We propose effective user engagement measures as the main component of the
subscription prediction model and show that they have a good predictive power to
model subscription occurrence/time.
• We argue that time is an important factor in user subscription prediction and de-
velop a probabilistic model to recommend the trustworthy potential subscribers.
The proposed model predicts the potential users prone to subscription before a
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Figure 5.1: The proposed user acquisition framework.
given time. Moreover, it can predict when the subscription occurs.
• The conducted experiments on a real dataset show the effectiveness of the pro-
posed framework and the developed model in solving the problem of time-aware
subscription prediction for user acquisition.
The rest of chapter is organized as follows. Section 5.2 discusses the proposed frame-
work for user acquisition. In particular, we present our Time-aware Subscription Predic-
tion Model (TASP) in section 5.2.3. We outline the empirical evaluation in section 5.3.
Section 5.4 concludes the chapter and present the future work.
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5.2 Time-Aware User Acquisition in News Portals
Figure 6.3 shows an overview of the proposed framework for user acquisition in news
portals. The framework consists of three main components: (1) Data preparation: most
of news portals (e.g., The Globe and Mail10) use a data collection platform (e.g., Omni-
ture by Adobe11) to capture the interactions with users. However, the captured data need
to be preprocessed and aggregated before applying any learning algorithm (see §1.4 and
§5.2.1). (2) Learning phase: given the preprocessed data, this component first finds a
set of engagement measures (see §5.2.2) and then uses them to design the Time-aware
Subscription Prediction (TASP) model (see §5.2.3). (3) Inference phase: as we learn the
parameters of the proposed model, the interference models answer two type of questions:
(i) time-aware subscription occurrence prediction: (i.e., what is the probability that a user
becomes a subscriber by the given time t since the first visit?) (ii) subscription time pre-
diction (i.e., when will a user become a subscriber since the first visit?). The inference
outcomes can be utilized by the marketing campaign to boost user acquisition.
5.2.1 Preprocessing
We filter out the unnecessary attributes which are not needed in calculation of user en-
gagement defined in the next section (§5.2.2). We perform data cleaning by removing
10www.theglobeandmail.com
11https://my.omniture.com
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the outlier visitors whose engagement measures deviate more than 3 times the standard
deviation from the mean of respective engagement measures in the data [37]. This helps
us simply remove unreasonable values for the measures. Finally, all the engagement
measures are normalized based on the z-score method.
5.2.2 User Engagement Measures
As we suggest that user engagement have a close relationship with user acquisition, one
important task in the proposed framework is to measure user engagement. To under-
stand the rationale behind the relationship, consider the scenario that we want to predict
users prone to subscription based on the historical data stored as a clickstream collec-
tion. A reasonable assumption is that the user’s decision on subscription is based on
a long-term and short-term positive experiences rather than a sudden instantaneously
thought. This is exactly related to the area of “user engagement" modeling. In fact, a
well-known definition of engagement is based on “positive aspects" of user experience
while interacting with an online application [40]. The positive aspects of experience
are different among domains and applications and very hard to measure (e.g., visiting
Twitter more frequently by a user in comparison to Facebook does not show essentially
she/he has a better experience with Twitter due to differences in engagement patterns of
these two social media). Moreover, other engagement measurement approaches such as
self-reporting methods [47] (i.e., using questionnaires, surveys or interviews) and phys-
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iological methods [31] (i.e., utilizing observational methods such as facial expression or
speech analysis) are based on a small number of users while assuming to be the repre-
sentative of the whole population.
Alternatively, as we aim to have a fully data-driven framework, we propose the fol-
lowing simple but effective web analytics measures, inspired by [40], to quantify the
user engagement and show that they have predictive power for subscription prediction in
digital news media domain.
Total Number of Paywall: In news portals which provide subscribed services, there is
a restriction on the number of articles that a non-subscriber can read in a period of time.
For example, in The Globe and Mail this period is one month. That is, as a visitor tries
to read more articles, she/he is directed to a page asking for subscription (or login). This
page is referred as a paywall. In our proposed approach, this interaction is used as an
indicator of a user’s interest in subscription. We calculate the total number of paywalls
each user hits in all of her/his visits.
Average Number of Paywalls per Visit: This measure is calculated by normalizing the
total number of paywalls by the number of visits.
Total Article Read: This measure is simply defined as the number of articles read by
the user. There is difference between page visit and this measure. While in page visit
we consider all of the pages (e.g., navigational or search pages), in this measure we only
count article pages since they may better show the interest of users in contents and could
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be more close to the real user engagement, considering situations where, e.g., we count
the number of page visits when a user visits a lot of navigational pages while looking for
a single article.
Average Number of Articles per Visit: This measure is the number of articles read by
the user normalized by the number of visits.
Average Spent Time per Article: The time a user spent on each article is calculated
based on the method described in §??. The average time spent per article is calculated
by dividing the total time that the user spent on articles by the number articles she/he
visited. This measure roughly shows how much a user is interested in articles.
Average Spent Time per Visit: This measure is defined as the time that the user spent
on visits divided by the number of visits. Each visit time is calculated based on the sum
of time that the user spent on all articles during the respective visit.
Total Spent Time: The total spent time is measured as the sum of time that a visitor
spent on each article during all her/his visits.
Although these measures are the indirect proxy of real engagement our experimental
results show their effectiveness for user subscription prediction.
5.2.3 Time-aware Subscription Prediction Model (TASP)
Given the set of engagement measures, in this section, we first outline the problem state-
ment; then, in subsequent sections we describe our proposed Time-aware Subscription
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Prediction (TASP) model in details. We utilize the generalized linear model as the build-
ing block of the model. By assuming an underlying distribution for subscription time
(i.e., Weibull), we cast the problem into the maximum likelihood optimization. Finally,
we derive the solution to learn the parameters of the model.
5.2.3.1 Problem Statement
Given the processed data for all the users, we refer to the time period of this data set as
“exploration period". We first remove the users who subscribed before the exploration
period. The remaining users either subscribed during the exploration period (i.e., sub-
scribers) or never subscribed either before or during the period (i.e., non-subscribers).
Note that we do not consider the users who subscribed before the exploration period since
we do not have their information before their subscription and our targeted problem is to
build a model to predict how and when the unsubscribed users turn to subscribed ones.
Definition 5.2.1 (Subscription Occurrence Time): The subscription time t˜i is defined as
the time that passed since the first visit of user i until her/his subscription. Thus, given
the absolute subscription time t′i and the first visit time t f i for user i, t˜i is computed as
follows:
t˜i = t′i − t f i (5.1)
The absolute subscription time refers to the timestamp that is recorded for each subscrip-
tion. In our analysis, all timestamps are in day scale.
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For non-subscribers, we define the possible subscription period as follows:
Definition 5.2.2 (Possible Subscription Period): We define (t¯i,∞) as the possible sub-
scription period for user i, where t¯i is defined as:
t¯i = tl i − t f i (5.2)
where tl i is the last visit time in the exploration period for a non-subscriber. Alternatively,
t¯i might be considered as the time that subscription might occur afterward since the first
visit for the user i. Please note that if the subscription occurs we know the exact time of
subscription (t˜i), whereas in the case that the subscription does not occur, all we know is
that the subscription time exceeds t¯i.
The training set for the subscription time prediction problem is defined as follows:
L = {(Xi, ti, Ii) |i = 1, 2, . . . , n} (5.3)
where Xi = [x ji]m×1 is the engagement measure vector for the user i (x ji is the j’th
engagement measure calculated for the user i, see §5.2.2). We calculate the user engage-
ment measures for subscribers based on the visits before the subscription time and for
non-subscribers based on the first visit till the last visit in the exploration period. For
simplicity, the vector of Xi is append by 1 to address the bias in the linear system. Ii
is defined as the indicator function which specifies whether user i subscribed during the
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exploration period or not:
Ii =

1 if user i is a subscriber
0 otherwise
(5.4)
and ti is defined as t˜i for subscribed users (i.e., Ii = 1) and t¯i for non-subscribed user (i.e.,
Ii = 0). We refer to this arrangement in §5.2.3.4 as we want to formulate the optimization
problem.
Let T be a non-negative continuous random variable representing the waiting time for
subscription occurrence since the first visit. We assume fT (t) be the probability density
function and FT (t) = P(T < t) (p.d.f.) be the cumulative distribution function (c.d.f.) of
subscription occurrence by time t.
Now we define the problem of user subscription time prediction as follows. Given
training data L (Eq. 5.3), we want to estimate the cumulative distribution function F (t) =
P(T < t) for any subscription time t.
5.2.3.2 Generalized Linear Model
In order to make a connection between subscription time (i.e., variable of interest) and
engagement factors, we first develop a generalized linear model. The generalized lin-
ear model bridges the gap between the probability distribution of subscription time and
engagement factors calculated for each user and parameterize our model from observed
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data. Once the connection (i.e., a model) is established, we can predict the subscription
time from the engagement behaviors.
Given vector Xi as the engagement measure vector (i.e., exploratory variables), sub-
scription time observation for the user i is modeled as follows:
Ti = Bᵀ Xi +  (5.5)
where  is a stochastic residual coming from exponential family. The main idea is to
model the expectation of subscription time as a function (i.e., link function) of linear
combination of engagement measures. So,
E[Ti] = g−1(BᵀXi) (5.6)
To ensure the strict positivity of E[Ti], we assume g is the exponential function:
E[Ti] ∝ exp (−BᵀXi) (5.7)
This assumption also helps us simplify the objective function introduced in §5.2.3.4.
Please note that if we choose Gaussian or Bernoulli distribution, the model will be re-
duced to linear regression or logistic regression respectively.
5.2.3.3 Underlaying Distribution for Subscription Time
As our goal is to model relationship between user engagement and subscription time,
we need to find the proper distribution for predicting the subscription time. The Weibull
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Figure 5.2: Weibull Distribution.
distribution has the flexibility to model right-skewed, left-skewed or even symmetric
distributed data. Thus, we chose to use it in our model. It has been used in different
domains to model the waiting time of an event [39]. The Weibull probability distribution
for subscription time is as follows:
fTi (t; γ, α) =
γ
αi
(
t
αi
)γ−1
exp {−
(
t
αi
)γ
} (5.8)
where αi and γ are scale and shape parameters respectively. The shape parameter γ
can be learned to model the waiting time where the rate of event (i.e., hazard function)
decreases (γ < 1), increases (γ > 1), or is constant (γ = 1) with time. Increasing the
value of scale parameter (αi) while holding shape parameter (γ) constant has the effect of
stretching out the probability density function. Figure 5.2 shows the Weibull distribution
for different parameters. The expectation of Weibull distribution is expressed as:
E[Ti] = αiΓ(1 +
1
γ
) (5.9)
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where Γ is the Gamma function. Given (Eq. 5.7), we can assume that:
αi = exp (−BᵀXi) (5.10)
The cumulative distribution function is written as follows:
FTi (t) = P(Ti ≤ t) = 1 − exp {−
(
t
αi
)γ
} (5.11)
Note that the distributions in (Eq. 5.8) have the same shape parameter γ, but different
expectation values via parameter αi. In fact, the basic assumption is that each value
of a random variable Ti is drawn from a distribution indicated in (Eq. 5.8) where the
expectation of distribution depends on the data point in (Eq. 5.9 and 5.10).
5.2.3.4 Optimization Problem
Assuming that observations (i.e., data points) are statistically independent and drawn
from the distribution (Eq. 5.8), the log-likelihood of the model is formulated as follows:
log ` =
n∑
i=1
{Ii log fTi (ti; γ, αi) + (1 − Ii) log P(Ti > ti)} (5.12)
where ti is the subscription occurrence time (t˜i) for the subscriber i (i.e., Ii = 1) and the
start of possible subscription period (t¯i) for the non-subscriber i (i.e., Ii = 0). The basic
idea is that subscribers contribute to the log-likelihood by the probability density function
fTi while non-subscribers contribute to log-likelihood by the probability P(Ti > ti). If
we plug in the probability density function in (Eq. 5.8) and the cumulative distribution
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function in (Eq. 5.11) into the log-likelihood function (Eq. 5.12), we can simplify the
log-likelihood of model in vector format as follows:
log ` =Iᵀ (log(γ)1 + (γ − 1) log(Ts))+
γ IᵀXB − 1ᵀ exp{γ (log(Ts) + XB)} (5.13)
where I = [Ii]n×1 is the indicator vector whose components are defined in (Eq. 5.4),
1 = [1]n×1 is the identity vector (i.e., all components are 1), Ts = [ti]n×1 is the vector
of subscription time defined in (Eq. 5.3), X = [Xi]n×m is the matrix of engagement
measures, where each row is Xi defined in (Eq. 5.3), and γ (scaler) and B = [βi]m×1
(vector) are parameters.
5.2.3.5 Learning Algorithm
We use the gradient ascending method to maximize the log-likelihood and learn the pa-
rameters of the proposed model. First, we derive the gradient of log-likelihood of model
(Eq. 5.13) with respect to γ and B. The gradient of model with respect to B is specified
as follows:
∇B[log `(B, γ)] = γXᵀ I − γXᵀ exp{γ (log(Ts) + XB)} (5.14)
and gradient of log-likelihood with respect to the γ is derived as follows:
∇γ[log `(B, γ)] =Iᵀ{(1/γ)1 + logTs + XB}−
(log(Ts) + XB)ᵀ exp{γ(log(Ts) + XB)} (5.15)
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Algorithm 1: TASP Learning Algorithm
1 Initialize B(0)1 , B
(0)
2 , . . . B
(0)
m randomly
2 Initialize γ (0) ← 1
3 t ← 0
4 while not converge and t < max iterations do
5 B(t+1) ← B(t) + η∇B[log `(B(t), γ(t))]
6 γ (t+1) ← γ (t) + η∇γ[log `(B(t+1), γ(t))]
7 t := t + 1
8 return B, γ
The overall procedure is outlined in Algorithm 1. We use the coordinate ascending
method [80] to learn the B and γ iteratively. In step 5, we update the parameter B based
on the gradient derived in (Eq. 2.14 ), then in step 6, keeping B fixed, the parameter γ is
updated according to the gradient in (Eq. 2.15).
5.2.4 Inference models
After the parameters of the model (i.e., γ and B) are learned, inference with the model
is straightforward. Particularly, we are interested in answering two types of questions:
(1) what is the probability that a user be subscriber by the given time t since the first
visit? (time-aware subscriber prediction) (2) when will a user be a subscriber since the
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first visit? (subscription time prediction).
5.2.4.1 Time-aware Subscription Occurrence Prediction
To find the users who will be subscriber by time t since the first visit, we need to estimate
the P(T ≤ t). Given the user û has a engagement vector Xû , we calculate the scale
parameter αû using (Eq. 5.10):
αû = exp (−BᵀXû) (5.16)
The desired probability is calculated as follows:
FT (t) = P(T ≤ t) = 1 − exp {−
(
t
αû
)γ
} (5.17)
We consider FT (t) = P(T ≤ t) ≥ 0.5 as the subscription occurrence.
5.2.4.2 Subscription Time Prediction
For the subscription time prediction, as the final distribution can be skewed, we propose
to use the median as prediction time. This measure is less susceptible to outliers and
extreme values and empirically performs better in our experiments. Given user û with Xû
as the engagement vector, the subscription time t for the user û is calculated as follows:
tû = αûlog(2)
1
γ (5.18)
where αû is estimated using (Eq. 5.16).
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Figure 5.3: Subscription time prediction performance.
5.3 Empirical Evaluation
In this section, we evaluate our proposed Time-aware Subscription Prediction (TASP)
model and compare it with the state-of-the-art techniques as the baselines. We compare
our model with Logistic Regression (LR), Random Forest (RF), Decision Tree (J48)
and Naive Bayes (NB). We use the Mean Absolute Error (MAE) and F1-Measure as
performance measures for “subscription time" and “subscription occurrence prediction"
accordingly. All the experiments in this section are based on the 10-fold cross validation.
All the time values in the experiments are in day scale. We use The Globe and Mail
dataset in our experiments. We set the learning rate η and maximum number of iterations
(i.e., max iterations) in Algorithm 1 to 0.01 and 1000 respectively. All the experiments
are conducted on The Globe and Mail dataset described in §1.4.
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Figure 5.4: Subscription occurrence prediction performance (all time values are in days).
5.3.1 Subscription Time Prediction
Figure 5.3 shows the results of subscription time prediction for the proposed model
(TASP) and Average Time (AVG) as the baseline. Each point in the figure shows the
MAE between the predicted subscription time and actual subscription time for users
who subscribe before time t (all time values are in days). For the AVG model we calcu-
late the average subscription time of visitors who subscribed before time t in the training
set. Then, the MAE is calculated based on the difference between the actual subscription
time of users in the test set and the respective average time value. As observed, MAE
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Figure 5.5: The subscription occurrence prediction performance sensitivity with respect to
the number of non-subscribers to subscribers (nns/ns).
for the proposed method is much less than the AVG method for different t. In particular,
for small values of t, the proposed model performs better than bigger time values, which
means that the proposed method works better in short-time subscription time prediction
than it does in longer term prediction although it performs better than the AVG method
in both short term and long term.
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5.3.2 Subscription Occurrence Prediction
Figure 6.7 shows the performance of TASP compared to the other baselines for different
values of t. Each figure shows the performance of the different models in predicting the
subscription occurrence before time t. Note that the proposed model (TASP) considers
the time in the training stage and answers the queries about subscription with respect
to the time (i.e., probability of subscription before given time t). Figure 6.7 shows that
the proposed model outperforms the baselines for different t values. Moreover, it can be
seen that the TASP model performs better in short-time subscription prediction. Among
the baselines, tree-based models (i.e., J48 and Random Forest) perform the best and the
Logistic Regression has the worst performance.
5.3.3 Imbalanced Sensitivity Analysis
In this section, we study the performance sensitivity of the proposed model under differ-
ent portions of non-subscribers to subscribers as the training data. As such, we vary the
portion of non-subscribers to subscribers by down sampling the non-subscribers. Fig-
ure 6.5 shows the performance of the proposed model (TASP) as well as the baselines
for different portions of non-subscribers to subscribers (nns/ns) where nns and ns are the
number of non-subscribers and subscribers respectively in the training set. The perfor-
mance of the proposed model in predicting the subscriber is better when the dataset is
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balanced and consistently better than the baselines for different portions. As our model
performance is better in the case that the dataset is balanced, we are aiming to embed
a mechanism in our model to deal with imbalanced data as the future work. Figure 5.6
shows the performance sensitivity of the proposed model in predicting the subscription
time. As can be seen the MAE has a small sensitivity to portion of non-subscribers to
subscribers in the training set.
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Figure 5.6: The subscription time prediction performance sensitivity with respect to the
number of non-subscribers to subscribers (nns/ns).
5.4 Summary
User acquisition for digital news portals are one of the most pressing issue as the users are
exposed to many available news sources. In this chapter, we addressed the problem by
predicting users who are prone to subscription in a given period of time. One important
challenge is to define the measures that have enough power to predict the subscription
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(since the subscription is a complex decision depending on many factors). We simply
showed that engagement measures had the good capability in predicting the subscription.
The intuition is that the engagement as a positive experience has a direct impact on
subscription. We proposed a time-aware prediction model that not only could predict
the subscription in a given period of time, but also the subscription time. The empirical
study on a real dataset showed that the proposed model performed well compared to the
baseline models. In the future, we plan to improve and embed a mechanism in the model
to deal with imbalanced data (for the situation that the number of subscribers to non-
subscribers are very low). We will also investigate the capability of the proposed model
in other domains.
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6 Adaptive Paywall Mechanism for Digital News Media
6.1 Introduction
Most online newspapers across the world generate revenue by displaying advertisements
or/and using a pay model that restricts the reader access to articles via a paid subscription.
In the former one, news agencies (e.g., USA Today) operate based on an ad-supported
free content model, in which the articles are accessible for free and the revenue is derived
from displaying advertisements. However, advertisement revenues may not be sufficient
to sustain existing forms of news production as they do not create long term relationships
with customers [8, 55]. Therefore, pay models, also known as paywall mechanisms, were
developed by digital media to increase revenues through subscription. In such models,
news agencies (e.g., The New York Times, and The Globe and Mail) offer a certain
number of free articles in a period of time (e.g., a month) and then redirect visitors to
the subscription page (i.e., paywall) to continue reading articles. The ultimate goal of
a paywall mechanism is to persuade users to subscribe and as a result boost the profit.
However, user persuasion for subscription (i.e., user acquisition) is not an easy task in
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Figure 6.1: The number of subscriptions vs. the number of paywalls in The Globe and Mail
dataset for the period 2014-01 to 2014-07. There is a weak correlation (i.e.,
ρ = 0.59) between the two numbers.
news domain since users usually have many choices in selecting news sources. Moreover,
in most cases there is no direct relationship between the number of paywalls presented to
readers and the number of subscriptions. That is, by increasing the number of times that
paywalls presented to readers, we may not necessarily raise the number of subscriptions
(see Figure 6.1). Therefore, the traditional paywall mechanism based on the total number
of articles read in a period may not serve its purpose of increasing revenue. It may
actually turn away many potential subscribers.
Due to the increase of technological obstacles for ad-supported free content revenue
models (e.g., ad blockers) and the number of online news providers seeking for sustain-
able relationship with customers (78 % of U.S. newspapers with circulations over 50,000
are using a digital subscription model [79]), the need to generate revenue by develop-
ing effective paywall mechanisms is demanding. This is due to the fact that blocking a
user from reading articles at a wrong time may disengage the user too early or allow a
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Figure 6.2: Incorporating utility and cost in paywall mechanisms.
non-potential subscriber to read too much content for free. Therefore, developing a smart
paywall policy is of paramount importance to the prosperity and profitability of an online
newspaper. The availability of users’ interaction data and advances in machine learning
techniques raise an interesting question: Can we estimate how many and what articles
a particular user should be allowed to read before a paywall? It is unrealistic to expect
the same answer for all users. Moreover, the answer should consider business objectives
even if they could be in conflict with one another. For example, allowing readers to read
more articles leads to more display of ads, increasing the ad-based revenue. However,
from the subscription point of view, this is not desirable as offering too much free content
makes subscription unnecessary from the reader’s point of view.
Finding the optimal paywall time is a sequential decision-making process (or a se-
quential decision problem), in which a decision whether to show a paywall needs to be
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made at each time point during a reading session and once the paywall is presented, the
session terminates. To define an objective function for this problem, we introduce the no-
tion of utility and cost. The utility of an article measures the effectiveness/usefulness of
the article in achieving a business objective (e.g., user engagement which can increase the
subscription possibility). The cost of an article measures the amount of resources con-
sumed to prepare it (e.g., the amount of money paid to the author). Traditional paywall
models (called fixed paywall or metered paywall) block users from reading articles after
visiting a certain number of articles (e.g., two articles) without considering the above two
or any other factors. Figure 6.2 shows a toy example demonstrating how the utility and
cost of an article can be used to make smarter decisions. Assume that user1 and user2
both visit two low-utility articles a1 and a2 (e.g., ones that can be found in many other
news sources). If the fixed paywall policy with the limit of two articles is used, both
of them would be directed to the paywall. Assume we do not use the fixed paywall but
consider what they would like to read next. Suppose user1 clicks on a8. Since a8 has a
low cost, we can show it to the user and take advantage of other benefits (e.g., displaying
ads when showing a8). However, user1 might not be a good target for subscription as all
the articles she has read have a low utility (e.g., can be found somewhere else), so once
she clicks on the next article (i.e., a4), which has a high cost, the paywall is presented.
On the other hand, user2 can see the article a3 as its high cost can be justified by its high
utility, and then receives the paywall after visiting a9, where the next article the user se-
100
lects has low utility and high cost (i.e., a11). Moreover, a user (e.g., user3 in Figure 6.2)
who visits high utility articles (i.e., a5, a7), which may be articles visited by subscribers
before their subscription, is more likely to become a subscriber. Therefore, we show the
paywall (after a7) since the next article (e.g., a8 ) has a high cost and low utility. Note
that this user is more likely to become a subscriber and presenting the paywall at the
right time might persuade her to subscribe. This example shows that different reading
behaviors may require different paywall strategies, and making decisions based on the
utility and cost model can serve as an effective approach to make a smart decision per
user visit.
However, finding the optimal paywall time for a user is a challenging problem. First,
while the concepts of utility and cost provide insights into the paywall decision problem,
incorporating them into the optimal decision making process in a disciplined way is not
a trivial task. Second, when making a decision at a time point (i.e., when the user clicks
on an article), we only know the articles that the user has visited and the next article she
is trying to read. The articles beyond the next one are unknown. Thus, when making an
optimal decision at an early point, we need to consider the uncertainty as to what would
happen later. Third, a proposed model is better to be flexible so that any objective can
be plugged in as desired. Last but not least, the proposed approach should be efficient to
work in an online setting.
To address these challenges, we formulate the problem in a unified stochastic decision
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making framework by considering the utility and cost of articles. We define the main
components of the model, propose an effective approach to solving the problem, and
provide theoretical supports for the proposed approach accordingly. The main idea is
that at each stage the paywall will be presented to a user if the prospective articles (which
are likely to be visited by the user) are not promising in terms of the utility and cost.
Our main contributions are as follows:
• We define the new problem of adaptive paywall mechanism in digital news media.
While this problem is a major issue in subscription-based online news agencies, to
best of our knowledge, it has not been studied before.
• We cast the problem into a sequential stochastic optimization problem in a dis-
ciplined way, and propose an effective data-driven solution accordingly. In par-
ticular, we provide the theoretical analysis and design an effective policy for the
problem. The proposed framework is general in that it can be applied with any
given business objective.
• We apply the proposed framework to a real dataset obtained from a major Canadian
newspaper and show that it outperforms some baseline approaches in terms of
different business objectives.
The rest of the chapter is organized as follows. The problem and framework com-
ponents are defined in Section 6.2. We describe the proposed model in Section 6.3.
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Figure 6.3: The proposed adaptive paywall framework.
Section 6.4 presents an application of the proposed method and its empirical evaluation,
and finally Section 6.5 concludes the chapter.
6.2 Problem Definition
We describe the main components of the proposed model and define the problem ac-
cordingly. Figure 6.3 shows the proposed framework for adaptive paywall. The main
components of the framework are: utility, cost and the navigational graph as well as the
paywall model. The paywall model receives an article request, makes the decision, and
changes the current state of the user session accordingly.
Definition 6.2.1 (Utility of article) The utility of article ai, denoted as φ(ai), measures
the effectiveness/usefulness of the article in achieving a business objective (e.g., user
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engagement which can increase the subscription possibility).
The utility of an article can be determined by domain experts or learned from histor-
ical navigational patterns in a data-driven fashion. For example, if a high percentage of
the non-subscribed users reading an article subscribed to the newspaper later, the article
has a high utility.
Definition 6.2.2 (Cost of article) The cost of article ai, denoted as ψ(ai), specifies the
amount of resources (e.g., time, monetary cost) allocated to produce it.
The cost can be specified in different ways. For example, the amount of money which
the newspaper has to pay to the author, number of pages, etc.
Definition 6.2.3 (Navigational graph) Navigational graph G = (V, E,W ) is a directed
graph, where V is a set of vertices representing articles, E is a set of directed edges
where an edge ei j from article ai to a j indicates a j has been viewed right after ai by at
least one user, and weight wi j ∈ W on ei j represents the number/percentage of the users
that read a j right after reading ai.
The navigational graph encodes historical user navigation behaviours and is used in
our model to estimate what article(s) a user is likely to visit next. Although the graph can
be built based on all reading sessions that have occurred, we build the navigational graph
based on the sessions made by subscribed users since they do not receive paywalls, and
thus less bias is introduced.
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A session is a group of activities (e.g., requesting and reading an article) that a user
spends during one visit to the online newspaper. Traditional paywall mechanisms may
consider the information in one or more sessions of an unsubscribed user in making a
paywall decision (e.g., presenting the paywall if the total number of articles read by a
user exceed a limit for a month). Since an unsubscribed user does not have an ID, user
identification for each session (e.g., based on IP addresses or cookies) is necessary in
order to consider multiple sessions of a user. However, since different users may use the
same IP address and cookies can be blocked, tracking users across multiple sessions may
be problematic. Thus, we focus on session-based paywall, although the proposed model
can be applied to multiple sessions of a user.
Definition 6.2.4 (Session-based Paywall) In this model, the paywall decision (i.e., whether
to present the paywall at a time point in a session) is made based on the information that
the user provides in the session without considering historical records of this particular
user beyond the session. Once the paywall is presented, the session terminates.
An example of session-based paywall is the traditional fixed/metered paywall that
allows a user to read a fixed maximum number of articles (e.g., 2 articles) in a session.
In this work, we propose an adaptive session-based paywall model in which the number
of articles that a user can read depends on what the user has read/requested in the session
and estimations of what the user might read in the future. Our adaptive paywall problem
is defined as followed.
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PROBLEM STATEMENT (Adaptive paywall): Given a navigational graph of sub-
scribed users and a session that an unsubscribed user started, the goal is to determine at
what time point during the session the paywall is presented so that the following objective
function is maximized: ∑k
i=0 φ(ai)∑k
i=0 ψ(ai)
, (6.1)
where φ(ai) and ψ(ai) are the utility and cost of the ith article that the user reads and
k + 1 is the total number of articles the user reads in the session before the paywall is
presented. Although we define the objective function using the utility-to-cost ratio, it can
be defined in different ways based on business objectives.
6.3 Proposed Method
The adaptive paywall problem is a sequential decision problem, that is, at each time step
when the user requests an article in a session, a decision needs to be made regarding
whether to allow the user to read the requested article or to present the paywall. Formu-
lating and solving such a problem in a disciplined way is not a trivial task. The major
challenge is the huge search space due to the high dimensionality of the problem. At
each time step when the user requests a new article, in order to find an optimal solu-
tion, we need to look at not only what the user has read and requested, but also what
the user would request or read in the future if the paywall is not presented at the current
time, in order to compare with the values of the objective function at future time steps.
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However, what the user will request or read is uncertain at the current time. Considering
all possibilities at each time step to find exact solutions is prohibitable due to the large
number of articles and combinations of them over multiple time steps. Thus, we resort
to approximate solutions. Below we formulate the adaptive paywall problem using the
approximate dynamic programming paradigm [61] and design a data-driven lookahead
policy that makes decisions based on predicted behaviour of the user in the future to
solve the problem.
6.3.1 Proposed Paywall Model
One of the most important tasks in approximate dynamic programming (and in particu-
lar, in sequential decision making) is to design a model of the problem, that is, to design
the components of the problem. However, despite the importance of this step, there is no
standard approach to modeling the problem [61]. A good model can facilitate the design
of policy for solving the problem and may also allow the change of the assumptions (e.g.,
how to combine utility and cost) based on business objectives and providing alternative
solutions accordingly. The major components of a sequential stochastic decision prob-
lem are: state variable, decision variable/function, transition function, and contribution
function. Given the main components of the model the objective function can be defined
accordingly.
State variable St: The state variable at time step t of a session is defined as St =
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(ut, ct, at ), where at is the article requested at time t by the user, and ut and ct are the
sum of utilities and costs of visited and requested articles (including at) by time t in the
session, respectively.
The state St encapsulates the accumulated information in a session by time t, which
is used to make the decision at time t. By defining the state in this way, the next state
will not depend on the states before this state, which makes the decision process satisfy
the Markov property. Meanwhile, the state representation should contain minimally nec-
essary information, otherwise it may make the problem computationally intractable. For
example, listing all the articles the user has visited in the session so far in a state results
in a much richer representation, but it causes the state space to grow exponentially and
makes the problem computationally intractable.
Decision function X pi (St ): The decision function determines the decision/action given
state St using a policy pi, where pi is a function that maps St into a decision/action. In
our problem, there are two possible decisions: presenting the paywall or not presenting
it. The decision function is defined as follows:
xt =
∆ X pi (St ) =
∆

1 if pi(St ) is “presenting paywall”
0 otherwise
(6.2)
where xt is called a decision variable indicating the decision taken at time step t. In our
framework, policy pi is to be designed using a data-driven method.
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Transition function SM: This function depicts the way that the proposed model evolves
from one state to another one as a result of decision and exogenous information (i.e.,
a requested article at the next time step). The transition function SM determining the
transition from state St to St+1 given decision xt is defined as follows:
St+1 = SM (St, xt, aˆt+1) (6.3)
where SM maps the components of St to St+1 as follows:
if xt = 0
at+1 = aˆt+1 (6.4)
ut+1 = ut + φ(aˆt+1) (6.5)
ct+1 = ct + ψ(aˆt+1) (6.6)
else
at+1 = “paywall”
where aˆt+1 is the article to be requested at time t+1. Note that at time t, aˆt+1 is uncertain,
and thus it is information that arrives exogenously, representing a source of randomness.
As a result, its utility φ(aˆt+1) and cost ψ(aˆt+1) are random. Also note that if xt = 1 (i.e.,
the decision at time t is to present the paywall), we assign paywall to at+1 to indicate the
end state of the decision process. We denote the end/paywall state as Sp.
Contribution function: The immediate contribution/reward function of decision xt in
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state St measures how much decision xt at state St contributes towards the final objective
of the decision process, and is defined as follows:
C(St, xt ) ,

(ut − φ(at ))/(ct − ψ(at ) + 0.05) if xt = 1
0 if xt = 0 or St = Sp
(6.7)
Note that when xt = 1 (i.e., when the decision is to present the paywall), at is not
presented to the user, thus at’s utility and cost are not included in the accumulated utility
and cost when the ratio is computed in the contribution function. 0.05 in the denominator
is to avoid zero division. Also, we set the contribution to zero when xt = 0, so that the
contribution is only collected at the paywall time because the contribution at the paywall
time considers the utilities and costs of all the articles that user reads in the whole session.
Paywall decision problem: We define the paywall decision problem as finding a policy
pi that maximizes the following objective function:
E{
∞∑
t=0
γt C(St, X pi (St ))} (6.8)
where γ ≤ 1 is a discount factor (emphasizing that contributions in the future is not
important as the current time contribution).
6.3.2 Policy Design
Solving the optimization problem defined in (6.8) directly is computationally intractable [61].
In this section, we convert Equation (6.8) into state value functions and analyze different
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possibilities for the policy design, and in the next section discuss the proposed method.
Let V pi (St ) (called the value of state St with respect to policy pi) be the expected total
contribution of a session starting from state St and following policy pi. That is,
V pi (St ) = E{
∞∑
t ′=t
γt
′−t C(St ′, X pi (St ′))}
= C(St, X pi (St )) + γE[V pi (St+1) |St ]. (6.9)
Clearly, Equation (6.9) is the same as the objective function (6.8) when using St to denote
the initial state. Thus, maximizing Equation (6.8) is equivalent to maximizing (6.9).
Theorem: The optimal value of Equation (6.9) is given by:
V pi
∗
(St ) = max
xt∈{0,1}
{xtC(St, xt ) + (1 − xt ) γE[V pi∗ (St+1) |St ]} (6.10)
where pi∗ is the optimal policy and xt is the optimal decision at state St based on pi∗ (i.e.,
xt = X pi
∗
(St )).
Proof:
According to Equation (6.9) and Bellman’s Principle of Optimality [74] that states an
optimal policy has the property that whatever the initial state and initial decision are, the
remaining decisions must constitute an optimal policy with regard to the state resulting
from the first decision, we have:
V pi
∗
(St ) = max
xt∈{0,1}
{C(St, xt ) + γE[V pi∗ (St+1) |St ]} (6.11)
where xt = X pi
∗
(St ). We need to show Equation (6.11) is equivalent to (6.10). There are
two possible decisions in state St :
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a) If xt = 1, the paywall is presented and thus St+1 = Sp (the end state). Since no
contribution can be obtained at the end state and the process ends, E[V pi
∗
(St+1) |St ] = 0.
Thus, according to (6.11), V pi
∗
(St ) = C(St, xt ) = xtC(St, xt ).
b) If xt = 0, C(St, xt ) = 0 according to (6.7). Thus, according to (6.11), V pi
∗
(St ) =
γE[V (St+1) |St ] = (1 − xt )γE[V (St+1) |St ].
The final optimal value based on (6.11) is the maximum value between case (a) and
(b) and obviously can be written by Equation (6.10). Equation (6.10) provides the insight
on how to make an optimal decision for the paywall decision problem. At each state we
can make the decision by comparing the optimum value of the state with the expected op-
timum value of the next states. Note that the value of a next state is computed recursively.
One common approach to solve the Equation (6.10) is value (or similarly policy) itera-
tion [74], which initializes the optimum value of each state randomly or using a guess
and updates the value iteratively using the immediate contribution and the expected value
of the future states according to the value function until convergence. However, this type
of methods only applies to problems whose states are discrete and enumerable. The state
space in our model is not discrete, so the iteration over the whole space is not possible.
An approach that avoids the iteration over the whole state space is to use the value
function approximation [61, 76], in which the value function V (S) is estimated explicitly
by representing states with features and learning a model, e.g., linear combinations of
features and neural networks, using, e.g., the gradient descent method. While feature
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extraction from our states can be done, its process is not trivial if we would like use
features from the articles involved in a state. In addition, to obtain the target value (e.g.,
V(S)) for the gradient descent training, an immediate reward is needed as part of the
target value. However, in our problem, the reward function is very sparse. Moreover, our
environment changes over time where new articles arrive frequently which may cause
the state transition function and thus the value function change over time. Re-learning or
updating the learned value function online may not be feasible.
Alternatively, it is possible to design a policy function directly by solving an approx-
imation of the problem over a horizon. This class of techniques is called lookahead pol-
icy in approximate dynamic programming, and is distinguished from the value function
approximation in that it uses random samples to simulate the future and make decisions
directly based on the simulated future online without explicitly learning a value function.
6.3.3 Lookahead Paywall Policy
In this section, we propose a solution that uses the lookahead technique to estimate the
decision function directly. In our solution, we replace the expectation in Equation (6.10)
with an estimation. In particular, we make the following approximations when formu-
lating the model: 1) we uses a short horizon H to limit the number of future time steps
to look into, and 2) instead of using the full set of possible outcomes, we use Monte
Carlo sampling to select a subset of outcomes starting at time t. Moreover, we use the
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two-stage approximation for decision making. That is, we assume that we are in a known
state St at time t; the second stage starts at time t + 1, where we have different sample
paths (i.e., realizations) of the future states from time t + 1 to t + H . Let ω be a sample
path of possible article requests from time t+1 to t+H (which are stochastic), and S˜t ′ (ω)
and x˜t ′ (ω) be the state and decision variables at time t′ for the sample pathω accordingly
(when we are in time t). Decisions are based on all stochastic variables over the horizon
t to t + H as follows:
X pi
∗
(St ) = arg max
xt,x˜t ′ (ω)∈{0,1},
t+1≤t ′≤t+H,∀ω∈Ω
{xtC(St, xt ) (6.12)
+ (1 − xt )
∑
ω∈Ω
p(ω)
t+H∑
t ′=t+1
γt
′−t C(S˜t ′ (ω), x˜t ′ (ω))}
where, Ω is the set of sample paths. In fact, at time t, we solve the problem optimally
over horizon t to t + H (using sampling) and find xt , x˜t+1(ω) to x˜t+H (ω). However, we
are not interested in values of x˜t+1(ω) to x˜t+H (ω). We are only interested in xt , which is
a decision at time t. After decision xt is made, we advance through time and the process
is repeated. Note that in Equation (6.12), xt is common among all realizations. This
procedure results in a simple and efficient method which can be applied to each article
request in a session online.
Algorithm 1 shows the designed approach for the paywall problem based on Equa-
tion (6.12). This algorithm receives the current state St and navigational graph G and
returns either 1 (i.e., show the paywall after this state) or 0 (continue without showing
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Algorithm 2: Lookahead Paywall Policy Algorithm
Input: St , G = (V, E,W )
Output: xt
1 P ← 0
2 for i = 1 to |Ω| do
3 at ← Requested article of St
4 ω ← []
5 t ′ ← t + 1, Stop← False
6 while t ′ ≤ t + H and Stop = False do
7 if entropy(at ) ≤ 0.5 then
8 aˆt′ ∼ Pr (Ne (at,G)) . Ne is the set of adjacent
vertices for at
9 ω ← [ω , aˆt′]
10 at ← aˆt′
11 else
12 Stop← True
13 t ′ ← t ′ + 1
14 Pi ← 0
15 S˜t ← St t ′ ← t + 1
16 while t ′ ≤ t + |ω | do
17 S˜t′ ← SM (S˜t′−1, 0 , ωt′) . ωt′ is the article at time t ′ in ω
18 if Pi < γt
′−t C(S˜t′, 1) then
19 Pi ← γt′−t C(S˜t′, 1)
20 t ′ ← t ′ + 1
21 P ← P + Pi
22 if C(St, 1) > P/|Ω| then
23 return 1
24 else
25 return 0
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the paywall). Line 6-13 in the algorithm create a sample path (i.e., ω) based on the
potential sessions encoded in G. The only modification is that we do not proceed with
sampling if the entropy of the current vertex is greater than 0.5. The entropy is calculated
based on the probability of adjacent/next articles (determined based on weights of edges)
in G as follows:
entropy(ai) = −
∑
a j∈Ne (ai,G)
wi j∑
k wik
logb
wi j∑
k wik
(6.13)
where wi j is the weight of edge between node ai and a j in the navigational graph, and
Ne(ai,G) is the set of neighbor vertices of ai in G. Note that we utilize the relative
entropy (i.e., the base of log is b, where b is the number of adjacent vertices), so it
is always between 0 and 1. The reason for using entropy is that if the article entropy is
high, jumping to the next article is likely to introduce some noise (i.e., irrelevant articles).
In particular, line 8 samples a next potential article aˆt ′ from the set of neighbor vertices
in G (i.e., Ne(at,G)) based on the distribution Pr (G,Ne(at,G)). In this distribution,
for each vertex the probability of each adjacent vertex a j is calculated by dividing the
weight of the outgoing edge to a j by the sum of all weights of outgoing edges of the
vertex in navigational graph G. Line 16-20 determines the best paywall time for different
sample paths of articles by going over the states (line 17) in the path and finding the
best contribution (line 18 and 19). Note that we need to calculate the second part of
Equation (6.12) if we assume that xt is 0, and in case that xt equals 1, the first term in the
equation (6.12) results in the whole contribution. Given that our sampling is unbiased,
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we have p(ω) = 1/|Ω|. Finally, we can determine the best value for xt by comparing the
contributions of two cases (xt = 0 or 1) accordingly (line 22).
Algorithm 3: Adaptive Paywall Algorithm
Input: User Requests, Navigation Graph G
Output: Paywall decision
1 forall Requested article aˆ do
2 if t = 0 then
3 Initialize the state S0
4 Show aˆ
5 else
6 St = SM (St−1, xt−1, aˆ)
7 xt ← LookaheadPaywallPolicy(St , G)
8 if xt = 1 then
9 Show paywall and terminate the session
10 else
11 Show aˆ
12 t ← t + 1
Algorithm 2 illustrates the overall procedure for the adaptive paywall approach. It
receives a user request and makes a decision accordingly. Line 3 initializes the session
by setting u0, c0, and a0 of the first state (i.e., S0) to φ(a0), ψ(a0) and requested article
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aˆ accordingly. The algorithm always shows the first article (i.e., x0 = 0). If the requested
article aˆ is not the first one, we first change the state to the next state (line 6), and then
based on the result of the policy (Algorithm 1) we either show the article, or go to the
paywall and terminate the session.
The above algorithms makes decisions online by simulating future states based on
the navigation graph. New articles and changes in user navigation patterns can be incor-
porated easily by updating the graph. As long as the graph is updated, the algorithms can
capture the new changes in the environment.
6.4 Empirical Study
We applied and evaluated the proposed method on a real dataset from The Globe and
Mail, a major newspaper in Canada (See §1.4).
6.4.1 Utility and Cost Models
While the utility and cost of an article can be defined differently in our model, we use two
intuitive utility and cost models in our experiments, namely, Engagement to Cost (E/C)
and Acquisition to Cost (A/C). For both models the cost (i.e., ψ) is defined as the article
length (in terms of the number of 1KB pages) as the lengthy articles often need more
efforts and resources to produce. The utilities for these models are defined as follows:
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• The utility of article a in (E/C) model is defined as:
φ(a) =
Total dwell time by all users on a
Total number o f visits o f a
(6.14)
where the unit of time is second.
• The utility of article a in (A/C) model is defined as:
φ(a) =
Total number o f visits o f a be f ore subscription
Number o f visits o f a
(6.15)
where the numerator is the number of subscribers who visited the article before the
subscription (i.e., in the subscription session).
Note that the second measure has very small values as the number of subscribers is much
smaller than non-subscribed users.
We use the utilities defined in Equation (6.14) and (6.15) to evaluate the proposed
model as well as the baselines. However, in a real system, it is possible to use the
outcomes of the model developed in chapter 4 (i.e., article dwell time prediction model)
as the estimation of articles utilities. Alternatively, we can exploit the results of the
model proposed in chapter 5 (i.e., time-aware subscription prediction model) to estimate
the articles utilities based on Equation (6.15) (by treating predicted subscribers as the
users who will subscribe). We consider this integration as the future work.
119
6.4.2 Baselines and Performance Measures
We compare the proposed Lookahead Paywall Policy (denoted as LAP) model with the
following baselines:
• Fixed Policy (FP): This is a commonly-used paywall mechanism which allows a
user to visit a maximum number, T, of articles during a session.
• Average Threshold (AT): This is a type of myopic policy [61] which defines the
analytical decision function only based on the current state using a threshold. The
decision function in this method is defined as follows:
xt =
∆ X pi (St |τ) =∆

1 If (ut/ct ≤ τ)
0 Otherwise
(6.16)
where τ is set as the average ratio of the utility to cost, calculated based on the
sessions in the training set.
• Policy Function Approximation (PFA): This policy is based on Equation (6.16),
but the parameter τ is optimized using sessions in the training set. Given (6.16),
the policy search in the base optimization problem (6.8) is changed to a parameter
search. Therefore, we can rewrite the optimization function in (6.8) as:
max
τ
J (τ) = max
τ
E{
∞∑
t=0
γt C(St, X pi (St |τ))} (6.17)
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Finding the best value of τ is a stochastic search problem. However, we cannot
compute J (τ) in a compact form and X pi (St |τ) is not differentiable. Therefore,
we use finite difference gradient [20, 75] which is a common approach for solving
Equation (6.17).
In our experiments, we vary the value for T in the FP method. For our proposed LAP
method. We set γ to 1 (which means that the future articles visits have the same value as
the current one) and the horizon size H in Algorithm 1 to 4 unless indicated otherwise
and sample size to 10 for all experiments.
We use the following performance measures when comparing the methods. (1) Policy
performance, which is defined as the average ratio of aggregated utility of all articles in a
session to the aggregated cost of all articles in the session over all the tested sessions. The
utility of an article is defined using either the E/C or A/C model (according to Equation
(6.14) or (6.15)). Thus, we have two policy performance measures: E/C based or A/C
based. (2) Policy performance at different percentages of articles delivered to users,
which measures the average utility-to-cost ratio of the sessions when a percentage of
articles is presented to users. Obviously, the higher the ratio, the better the performance.
(3) The percentage of active sessions at each time point, which is the percentage of
sessions that have not received the paywall at each time point. A method A with more
active sessions at time t than method B is better at t if it has at least the same or better
policy performance than B at t. This is because as long as the trade-off between cost and
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(a) E/C model (b) A/C model
Figure 6.4: Average policy performance of different methods.
utility is fine, keeping the user active without presenting the paywall can further engage
the user and also deliver advertisements.
6.4.3 Policy Performance Analysis
Figure 6.4 shows the overall average policy performance of the proposed model com-
pared to the baselines for the engagement (i.e., E/C) and acquisition (i.e., A/C) utility
models. For the FP method, the result is the average over T values ranging from 1 to 10.
The Lookahead Policy model (LAP) shows 28.4 % and 38.3 % performance improve-
ments over the traditional Fixed Policy (FP) for the E/C and A/C model respectively. It
also outperforms the Average Threshold (AP) and Policy Function Approximation (PFA)
on both E/C and A/C models.
In Figure 6.5, we compare the policies at different T values, where all policies are
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allowed to show maximum T articles. Figure 6.5a illustrates the performance of the
polices for the E/C model, which shows that the commonly-used FP policy has the lowest
performance for all T values. It also shows that the performances of PFA and AT are
better than the other methods at the beginning when T is small (i.e., less than 3). This
is because they greedily terminate sessions if the articles requested so far do not look
promising based on the threshold τ without looking at the future. On the other hand, if
the LAP method is forced to stop early, it does not have the opportunity to make a better
decision later on even if it finds one by looking ahead. As T increases, LAP performs
better as it can present the paywall at a later time if it thinks it is better than current ones.
Another observation is while the performances of all policies for the E/C model decline
as we increase T (due to fact that users may visit more engaging articles at the start of
sessions), the LAP policy outperforms the other policies by keeping alive the sessions
with the promising future. Finally, between PFA and AT, PFA is marginally better than
the AT method. Similar observations are found in Figure 6.5b, which illustrates the
performances of the policies for the A/C model at different T values. The only difference
is that as T increases, LAP’s performance does not decline, which means that the LAP
policy successfully navigates users to the articles that are useful for user acquisition (i.e.,
those which have been visited by the converted users and have good utility-to-cost ratios).
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(a) E/C model (b) A/C model
Figure 6.5: Policy performance for different models.
6.4.4 Performance vs. Delivery Percentage
In this section, we study the performance of each policy at different percentages of deliv-
ered articles (similar to precision at each recall level in information retrieval). To do this,
for each policy and each test session s and at each time point t (from 1 to 10), we com-
pute the percentage of delivered articles by time t as the number of articles delivered by
the policy by time t divided by the total number of articles in session s, and also compute
the ratio of the aggregated utility to the aggregated cost of all the delivered articles in the
session by time t. In this way, for each policy and each session we obtain 10 〈delivered
article percentage, policy performance〉 pairs, one for each time point. We finally take
an average of each pair over all the test sessions for the policy. Thus, each policy has 10
averaged pairs, one for each time point. For the FP method, we vary T from 1 to 10 to
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(a) E/C model (b) A/C model
Figure 6.6: Policy performance vs. article delivery percentage.
collect the data for each time point.
Figure 6.6a shows the policy performance against the percentage of delivered articles
for the E/C model. As can be observed, at the small article percentage levels (less than
15%), PFA and AT are better than LAP and FP. However, as we increase the percentage
of articles, both LAP and FP outperform PFA and AT, with LAP being significantly
better than all other polices consistently. In particular, LAP performs 31.0 % better than
FP when 70 % of articles are shown to users. Similar results are found in Figure 6.6b,
which shows the policy performance against the percentage of delivered articles for the
A/C model. For example, the LAP performance is 48.0 % better than that of FP when 63
% of articles are shown to the users.
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(a) Average active session (b) E/C model (c) A/C model
Figure 6.7: Active session for different utility to cost models.
6.4.5 The Effect of Policies on Users’ Sessions
In this section, we investigate the effect of different policies on the number of active
sessions (i.e., the percentage of sessions/users which have not received paywall before
time point t). Intuitively, an online news agency prefers to have a high number of active
readers all the time as long as the articles the reader reads have good utilities and their
total cost is reasonable (i.e., the ratio of utility to cost is acceptable). Keeping a user
active without presenting the paywall can further engage the user and allow more display
of advertisements. Figure 6.7a illustrates the average percentage of active sessions (av-
eraged over different time points in a session) for both E/C and A/C models. As can be
seen, LAP has more active sessions on average compared to other policies. For example,
the average number of active sessions of LAP is 42.5 % and 66.0 % more than PFA and
AT methods respectively for the E/C model. Note that we did not show the FP method
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Figure 6.8: performance
for different H .
Figure 6.9: Average Runtime per request.
in this study because all sessions are active till time T in FP (which is assumed to be
10). Figure 6.7b and 6.7c illustrate the percentage of active sessions at different t values.
PFA and AT terminate many sessions at the beginning by showing the paywall because
close to half of the articles do not meet their threshold which is the average or close to
average utility-to-cost ratio learned from the training data, while in LAP there are more
active sessions at all the time points and the percentage of active sessions decreases more
smoothly. Considering that LAP has better utility-to-cost ratios than other methods at
almost all the time points (as shown in Figure 6.5), LAP is better as it has more active
users without sacrificing the utility-to-cost ratio.
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6.4.6 Sensitivity and Runtime Analysis
We analyze the performance sensitivity of LAP policy with different horizon sizes (i.e.,
H). We change the horizon size H and calculate the policy performance accordingly.
Figure 6.8 shows the effect of horizon size H on the LAP performance for the E/C and
A/C models. As can be observed, by incrementing H , the performance increases slightly
for both E/C and A/C models, becomes stable in range of 2 to 4, and then starts to decline.
This suggests that any value in range 2 to 4 would be a good choice for this parameter.
Figure 6.9 shows the average run time per request for the LAP method. The experiments
run on 2.2 GHz Intel Core i7 machine with macOS operating system. As can be seen,
the response time per request is fast (a few milliseconds) and increases almost linearly
with H .
6.5 Summary
We proposed an adaptive paywall mechanism for digital news media. The traditional
paywall model allows a user to see a fixed number of articles and then directs them to the
subscription page. We argued that this approach does not lead to more subscriptions and
sacrifices other business objectives (e.g., increasing the user dwell time, the number of
visits, etc.). We proposed a solution by formulating the paywall problem as a sequential
decision problem that optimizes the ratio of the aggregated utility of the articles presented
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to the user to their aggregated cost. We defined our problem and its components in an
approximate dynamic programming paradigm, analyzed possible ways to solve it, and
proposed a solution that uses a data-driven lookahead policy. We applied the proposed
method to a real dataset from a national newspaper in Canada and showed the benefits
and superiority of the method over the existing method and other baselines. To the best
of our knowledge, the adaptive paywall problem has not been studied previously.
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7 Conclusions and Future Work
Digital newspapers advertising revenues have declined remarkably in recent years. Cheap
classified ads are popular and can easily target the right people. Moreover, ads blockers
can effective filter out advertisements. Therefore, major newspapers still rely on user
subscriptions as a major source of revenue. Thus, user engagement and acquisition are
the most important issues for news companies. Although these are quite challenging
tasks for all digital newspapers, there are great opportunities from data analytics per-
spective to address these problems. However, despite the impressive achievements of
data mining/machine learning approaches in many domains, there is a significant gap
between journalism and data mining/machine learning communities. Furthermore, while
these demanding issues (e.g., needs for data-driven approaches in user acquisition) in
journalism are clear, translating them into data mining and machine learning problems
is not a trivial task. In this dissertation, we took the first steps towards bridging the
gap between needs in digital journalism and capacities of data mining/machine learning
approaches to address these demands.
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7.1 Summary of Approaches and Contributions
In this thesis, we framed the main challenges of user acquisition and engagement in
online newspapers into feasible problems in data mining/machine learning. First, we
argued that user engagement plays a crucial role in building the sustainable relationships
with users. As such, it is of paramount importance to understand the factors which make
articles more engaging. Given this fact, we designed a data exploratory framework to
provide insights into dwell time of articles, which is a measure of user engagement of an
article. The summary of contributions is as follows:
• We considered the content-based engagement analysis, and in particular, investi-
gated the article dwell time under the scope of factors such as topics, events, and
emotions.
• The interesting dwell time patterns (i.e., negative and positive aging reading) were
defined and the presence of main factors on these patterns was uncovered.
Moreover, inspired by the latest advances in neural network based representation learning
approaches, we proposed a neural network architecture to predict dwell time of articles
based on their contents. To best of our knowledge, this is the first study considering the
content-based approaches to address the problem. The contributions are:
• We proposed an augmentation-based neural network architecture for the problem
of dwell time engagement prediction.
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• The proposed model can learn the high-order interactions of article contents as well
as the low-order interactions of the article story main constituents (e.g., events) to
produce the best prediction accuracy.
In line with our research goals, we designed a novel and an effective algorithmic tool to
predict the users who are prone to subscription. The proposed model effectively utilized
the engagement features and other historical data in digital news data collection platform
to predict the potential subscribers. The summary of contributions is summarized as
follows:
• We proposed a novel end-to-end framework which can effectively predict the user
who are potential subscribers.
• The proposed model could effectively utilize the time in the prediction task and
predict the subscription time.
Finally, we proposed an effective paywall model which balanced the benefit of showing
article against presenting the paywall. To best of our knowledge, this is the first time that
this problem was studied in data mining domain. The proposed model is a lookahead
policy which can effectively exploit the navigation graph to find the optimal decision.
The summary of contribution is as follows:
• We formulated the paywall problem as a sequential stochastic decision process,
and proposed an effective solution which could effectively make a balance between
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the benefit and cost of showing an article.
• We evaluated the proposed methods based on different notions of utility and showed
that it effectively could be used to achieve different business objectives.
Last but mot least, the outcomes of this study have been published in the top tier confer-
ences proceedings in the field of data mining such as the proceedings of the 24’th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining [18], and
proceedings of the 2017 SIAM International Conference on Data Mining [19], and are
under review in 2019 Annual Conference of the North American Chapter of the Associ-
ation for Computational Linguistics (NAACL 2019), and the top journal in the field such
as IEEE Transactions on knowledge and data engineering (TKDE).
7.2 Future Work
As this work is among the first steps towards the acquisition and engagement in digital
news media, there are a lot of interesting directions for the future work.
7.2.1 Integrating the Proposed Models into One System
The notions of utility and cost in the proposed paywall model are general. However, it
is possible to integrate the models developed in chapter 4 (article dwell time prediction
model) or chapter 5 (time-aware subscription prediction model) into the proposed pay-
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wall approach. The article dwell time prediction model can serve as a utility model since
it can estimate articles dwell times. Moreover, the Time-aware Subscription Prediction
(TASP) model can be used to estimate the number of articles which are visited by those
who will subscribe. Therefore, it can be used as the utility model in the proposed paywall
approach as well. One interesting direction is to integrate such predictive utility models
into the proposed paywall model.
7.2.2 Online Evaluation of the Paywall Approach
The current evaluation of the proposed paywall model was done in an off-line setting to
provide a proof of concept. Before the system can be deployed, an online evaluation in a
real-world environment could be conducted for further assessment.
7.2.3 Investigating Other Engagement Measures
In this work, we focused on the dwell time as the engagement measure and built the data
exploratory and predictive models for it. It is possible to investigate the other engagement
measures and build the similar models for them. For example, most of digital news
media allow users to comment on the news article and discuss about it. The number of
comments that an article receives is the strong indicator showing the level of engagement
of the article. Therefore, understanding and predicting this signal are interesting research
questions.
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7.2.4 Investigating Different Utility Models
In our experiment, we used the article dwell time and the number of visits to the arti-
cle (e.g., by those who convert to subscribers) in the browsing history as the utility of
article. However, one can define the utility of articles in numerous ways based in differ-
ent business objectives. Investigating different models of utility could be an interesting
research direction. Moreover, most of time for new articles, such information does not
exist. Therefore, working on how to predict the utility of an article based on its content
and other information would be another direction for investigation.
7.2.5 Dynamic of Utility and Cost Over Time
The utility and cost of article may change over time. A such, investigating how to model
the dynamics of utility and cost over time and incorporate them into the proposed paywall
model would be another interesting problem.
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