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Abbreviations and Symbols 
 
NMR Nuclear Magnetic Resonance 
MRI Magnetic Resonance Imaging 
MOUSE® Mobile Universal Surface Explorer 
B vector of the magnetic flux density 
B0 static magnetic field vector 
Brf rf field vector 
B1 amplitude of the rf field 
H vector of the magnetic field strength 
Mp magnetic polarization 
M0 thermodynamic equilibrium magnetization vector 
Mx,y,z components of the magnetization vector 
MLF magnetization in laboratory frame 
μ  magnetic dipole moment 
i, j, k unit vectors 
φ  magnetic scalar potential 
mχ  magnetic susceptibility 
χχ ′′′,  real and imaginary parts of the complex susceptibility 
0ω  Larmor frequency 
rfω  rf frequency 
1ω  precessing angular frequency in the rotating frame 
0Ω  frequency offset in the rotating frame 
μ  magnetic permeability 
γ  gyromagnetic ratio of nucleus 
I nuclear spin quantum number 
kB Boltzmann's constant 
h  Planck's constant divided by 2π 
R relaxation matrix 
T1 longitudinal relaxation time 
T2 transverse relaxation time 
  
V
 
∗
2T  transverse relaxation time with inhomogeneous broadening 
tp rf pulse duration 
ρ  density matrix 
H Hamilton operator 
HS spin Hamiltonian 
( )0
dH  secular dipolar Hamiltonian 
DQH  double-quantum dipolar Hamiltonian 
Tr trace of a matrix 
δ  anisotropy parameter 
η  asymmetry parameter 
isoσ  isotropic chemical shift 
( )θcos0nP  associated Legendre polynomials 
D diffusion coefficient 
c concentration 
MQ multiple-quantum 
DQ double-quantum coherences 
TQ triple-quantum coherences 
FQ four-quantum coherences 
( )ωf  the shape function 
λ  stretching ratio 
Mn the nth moment of the resonance line 
dij dipolar coupling constant of spins i and j 
Sij site selective dynamic order parameter 
R end-to-end vector 
NR natural rubber 
TPU thermoplastic polyurethane 
HS hard segment 
SS soft segment 
AFM atomic force microscopy 
SAXS small angle X-ray scattering 
Tg glass transition temperature 
E Young΄s modulus 
dR,M domain sizes 
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Introduction 
 
Less than six years have passed since a great century of invaluable innovations and 
discoveries has come to the end. Science has exploded in all its possible forms. What was 
the mankind doing in the last century? It was flying for the first time, it was healing and 
eradicating diseases considered to be lethal, it was building computers, it was exploring the 
solar system, and the list can go on. There was a success in improving the conditions of 
life. But all these realisations are the result of scientific research. Nothing could have been 
done without the curiosity of the human mind and the tremendous work manifested in the 
fundamental research. 
 Why NMR? Because it is so informative for so many different types of 
applications. Since the discovery of the basic phenomenon in 1945, the field of NMR was 
continuously growing. NMR spectroscopy and relaxometry are powerful analytical 
techniques in material science and biochemistry. Magnetic resonance imaging (MRI) has a 
huge impact on the medical field, mentioning the non-invasive behaviour and the 
achievement of high spatial resolution. 
 NMR makes use of magnetic fields. There are applications where the homogeneity 
of the static and rf field is crucial. The high field spectrometers have better and better 
performance. On the other hand, low field NMR, whether homogeneous or strongly 
inhomogeneous field are employed, provides a large area of applications such as process 
and quality control, on-line detection in industrial applications, geophysical exploration, 
and in vivo imaging. For such purposes, portability became the key of success for low field 
NMR. Mobile devices (such as NMR-MOUSE®) extend the NMR possibilities outside the 
laboratory space. Besides this, the field homogeneity started to be improved by new 
magnet designs and even elementary shimming coils. Moreover, an important step in the 
journey to the low field NMR spectroscopy has been made recently [Per]. 
 This work tries to emphasise three aspects for which NMR is nowadays considered 
unique: molecular transport, molecular dynamics, and molecular order. There is no other 
technique that can provide information about the translational diffusion in liquids, the type 
and timescale of slow molecular motion in solids as well as about the molecular order, at 
the same time. In this thesis, molecular transport in liquid samples is studied in terms of 
susceptibility induced magnetic field inhomogeneities and spectral distortions for 
interdiffusion in binary mixtures. Molecular order and dynamics are topics for two 
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different soft solids, natural rubber and polyurethane. Going from extremely high 
homogeneity of the field required in liquid state NMR, through the microscopic world of 
solid state NMR, this work comes to the end with some recent ideas of more homogeneous 
low field devices and new magnet designs. 
 The thesis is structured in five chapters. The first chapter presents a common 
theoretical background for the next chapters. It speaks about the basics of NMR signal 
from the classical and quantum mechanics point of view. It also summarizes the internal 
spin interactions, which make the NMR spectrum a rich source of information. 
 Magnetic field inhomogeneity is discussed in Chapters 2 and 5, but from different 
perspectives. In Chapter 2, the static and rf field inhomogeneities are treated in terms of 
sample susceptibility in heterogeneous liquid mixtures. Diffusion of liquids is an intense 
field of research, due to the necessity to understand the separation processes and molecular 
interactions. While the self-diffusion coefficients can be measured with high precision, the 
concentration profiles and the interdiffusion coefficients in mixtures encounter some 
difficulties. An imaging method may be used to monitor the interdiffusion process and to 
compute the position-dependent concentration profile. But an immediate experiment would 
provide erroneous information. The errors that alter the experimental data need to be found 
and quantified. Moreover, a routine to correct the apparent concentration profile is needed. 
Therefore, the influence of the mixture heterogeneity on the magnetic field homogeneity 
was investigated in terms of a spatial and time-dependent magnetic susceptibility. From 
another point of view, Chapter 5 discusses the problem of low magnetic field homogeneity 
provided by the Halbach type of magnets. The design of modified Halbach magnets is 
studied in order to increase the field homogeneity. This relatively new generation of low 
field NMR magnets opens new perspectives for portable NMR. 
 Chapter 3 consists on a study of changes induced in molecular dynamics and order 
in stretched elastomers. From the viewpoint of NMR, cross-linked elastomers exhibit both 
solid- and liquid-like features. The samples investigated here are a series of cross-linked 
natural rubber. Residual dipolar interactions are able to provide information about the 
structure and molecular dynamics in elastomers. The main purpose of this part is to 
investigate the changes in proton residual dipolar coupling and the sensitivity of multiple 
quantum coherences of higher order for cross-linked natural rubber under uniaxial 
deformation. The effect of uniaxial deformation of a natural rubber band was investigated 
by measurements of second van Vleck moments and fourth moments edited by double-
quantum and triple-quantum coherences, respectively. These results can be applied to 
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compare 1H residual moments edited by double-quantum and triple-quantum experiments 
with those measured by other NMR methods. 
 The morphology and domain sizes for a series of thermoplastic polyurethane (TPU) 
samples are the subject of Chapter 4. Introduced as a replacement for cross-linked rubber, 
these materials have become one of the most versatile materials. Most useful commercial 
polymers are heterogeneous with properties that critically depend upon the dimensional 
scale of the different component structures in the material. Polyurethanes typically exhibit 
a two-phase microstructure. Many of the unique properties of TPU materials are greatly 
influenced by the phase separation of rigid and flexible segments. Thus an estimation of 
the size and morphology of the domains is of considerable interest. NMR spin-diffusion 
experiments were performed with a 1H double-quantum dipolar filter in order to establish 
the morphology and to evaluate the domain sizes of the investigated samples. The 
correlation between macroscopic, mesoscopic and microscopic properties of the TPU 
samples is also discussed. A semi-quantitative model is developed to explain the functional 
dependence of the residual second van Vleck moment on the effective volume of the hard 
segments. 
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1 Theoretical Background 
 
1.1 Introduction 
 
What can NMR do? This question was and still is the subject of a broad field of applied 
sciences. Structure and motion ⎯ two characteristics of matter, the whole universe means 
structure and motion in essence. How does NMR participate in nowadays science? 
Analysis of molecular structures and conformations, chemical dynamics, non-destructive 
imaging of materials, characterization of physical properties of matter, process and quality 
control, represent general keywords of what can NMR do for material science. On the 
other side, one can address another subject: how NMR contributes to life? Biotechnology, 
food processing, plant metabolism studies, are again some of the main directions. The 
largest area of applications is medical imaging where NMR became a precious diagnostic 
tool. The need of resources required the NMR presence in geophysics and oil exploration. 
It seems there is a never-ending-story trying to express all that NMR can do. Therefore, 
less words are needed to answer another question: What can NMR not do? But this is a 
difficult question. The fast progress of this technique leaves every day less and less things 
to be explored. Excluding the hardware limitations, I would take the risk to answer the 
question in terms of the NMR periodic table. The atoms which are not marked in this table 
are untouchable by NMR because they have no net nuclear spin. Even so, I don’t think 
there is a material that does not have at least one of the atom species sensitive to NMR.  
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1.2 NMR signal 
 
Where is the signal coming from? NMR is a form of telecommunication in a magnetic 
field [Blü1, Blü2], more precisely, a way to obtain information by interrogating atomic 
nuclei with magnetic fields and radio-frequency waves. There are two different approaches 
that describe the behaviour of the nuclei exposed to these fields: the classical vector model 
and the quantum mechanical treatment⎯the density matrix concept. In systems containing 
only isolated nuclei without spin-spin and quadrupolar couplings, the classical description 
is satisfactory to describe many basic experiments of Fourier spectroscopy, spin echoes, T1 
and T2 measurements, composite pulses. An improvement of this model is the 
semiclassical approach. The effects of the pulses and precession can still be understood on 
classical grounds but non-classical extensions are necessary to describe the transfer of 
coherence from one transition to another. In contrast to the classical and semiclassical 
treatments, the quantum mechanical approach does not deal directly with observable 
magnetization, but rather with the state of the spin system, irrespective of the observable 
that will be finally detected. [Sør].  
 
1.2.1 Classical approach 
The interaction of the magnetic field with matter leads to magnetic polarization. The 
magnetic field induction B brings together the intensity of the applied field H and the 
response of the matter, which is the magnetic polarization Mp: 
( )p0 MHB +μ=  ,     (1.1) 
where μ0 = 4π⋅10-7 Vs/Am is the magnetic permeability of the vacuum. 
The quantity relevant to NMR is the contribution of the nuclei to the magnetic 
polarization Mp. This contribution multiplied with the sample volume is called 
magnetization. In thermodynamic equilibrium, the magnetization M0 in the presence of the 
polarizing field B0 is given by the Curie law, 
( )
0
B
22
0 3
1 BM
Tk
IIN +γ= h  ,    (1.2) 
where I is the nuclear spin quantum number, kB the Boltzmann's constant, T the 
temperature, and N is the number of nuclei with spin I in the sample. 
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 In 1946 Felix Bloch proposed for the motion description of the macroscopic 
magnetization vector a set of very simple equations derived from phenomenological 
arguments: 
• the equation of motion of the macroscopic magnetization vector in a magnetic field 
is given by BMM ×γ=
td
d  
• the spins are actually not free, they interact with each other and with their 
surroundings; in a static magnetic field, the trend of the magnetization towards its 
equilibrium value can be described by the equation 
1
0
d
d
T
MM
t
M zz −−=  
• the magnetization component which is transverse to the static field decays at a rate 
that can be expressed as 
2d
d
T
M
t
M x,yx,y −=  
Following the above heuristic arguments, the Bloch equation can be written as [Blü1]: 
( ) ( ) ( )[ ]0d
d MMBMM −−×γ= ttt
t
R  ,   (1.3) 
where R is the relaxation matrix, 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
1
2
2
100
010
001
T
T
T
R  .    (1.4) 
The longitudinal relaxation time T1 characterizes the build-up of the magnetization parallel 
to the magnetic field, and the transverse relaxation time, T2, the disappearance of the 
magnetization components orthogonal to the field. 
 Classically, if the nuclear magnetization has been disturbed from the alignment 
with the magnetic field direction, it precesses around the direction of the field with the 
angular Larmor frequency 
00 Bγω −=  .     (1.5) 
A resonance phenomenon means coordination between two parties: the target system and 
the external action. This coordination stands behind the resonance condition that makes 
possible the “communication” between the two parties and a maximum transfer of energy 
from the external action to the system occurs. The target system in NMR is the 
magnetization precessing about B0. An external cause is needed now in order to perturb 
this magnetization, an oscillatory physical quantity that oscillates at the same frequency as 
the magnetization does. A time–dependent rf field is fulfilling these requirements: 
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( )
( )
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡ ϕ+ω
=
0
0
cos2 rf1
rf
tB
tB  .     (1.6) 
After a finite action of the rf field, the magnetization evolves freely, in the presence of only 
the static field. This free evolution called free induction decay (FID) can be detected with a 
receiver coil, so that the NMR signal is the result of the magnetic induction in a coil due to 
the time-dependent changes in the macroscopic magnetization of the sample. For 
simplicity, the calculation of the signal is done in the rotating reference frame, which 
rotates with the rf frequency ωrf about the z-axis of the laboratory frame. If the rf field is 
applied perpendicular to the z-axis (B0 and M0 direction) and ω0=ωrf, the magnetization 
experiences a torque and rotates about the rf field in the rotating frame [Blü1]: 
11 Bγω −=  .     (1.7) 
The angle of precession around the axis of the rf field or the flip angle is given by 
p1tωα =  ,     (1.8) 
where tp is the duration of the rf pulse. 
After an rf pulse, the FID in the rotating frame is given by the transverse magnetization 
components: 
( ) ( )
( ) ( ) , expsinsin
expcossin
2
00
2
00
⎟⎟⎠
⎞
⎜⎜⎝
⎛−=
⎟⎟⎠
⎞
⎜⎜⎝
⎛−=
T
ttMtM
T
ttΩMtM
y
x
Ωα
α
   (1.9) 
where rf00 ωωΩ −=  is the frequency offset in the rotating frame. 
 The NMR spectrum S(ω) is the Fourier transform of the NMR signal s(t): 
∫=
∞ −
0
)()( dtetsS tiωω  .     (1.10) 
The spectrum consists of real and imaginary parts: 
, )(sin)Im(
)(sin)Re(
0
0
ωαω
ωαω
DM
AM
=
=
    (1.11) 
with the absorption A(ω) and dispersion D(ω) signals given by  
( ) ( )2022
0
2
0
2
2
2
1
)(      and      
1
1
)( ω
ωωωω −+
−=−+= ΩT
Ω
D
ΩT
TA  . (1.12) 
S(ω) is called the complex Lorentzian line. In practice, there is an instrumental phase 
offset, which has the effect of mixing the real and imaginary parts of the signal. To obtain 
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a pure absorption real part of experimental spectra, the phase shift has to be cancelled, a 
procedure called phase correction. 
 
1.2.2 Quantum mechanics treatment and the nuclear spin interactions 
Quantum mechanics provides three major theoretical tools [Lev]: a mathematical tool for 
describing the state of a system, the equation of motion, and a set of rules for predicting the 
results of the experimental observations. The state is described by a function of space and 
time, the wave function or the density matrix. The equation of motion of the wave function 
is given by Schrödinger’s equation. The specific operator containing terms for the potential 
and kinetic energy of the system is the Hamiltonian. Knowledge of the Hamiltonian allows 
one to specify the equation of motion. According to quantum mechanics, each 
experimental observation is associated with a hermitean operator. There are several 
possible results, which correspond to the eigenvalues of the observable operator. The 
Hamiltonian eigenstates and eigenvalues play an important role in the behaviour of a 
quantum system. The Hamiltonian eigenvalues are called energy levels of the quantum 
system, and the eigenstates are the energy eigenstates. For example, a deeper 
understanding of the Larmor frequency arises from the discrete nature of the energy levels 
pertaining to a nuclear spin system. For a 2
1  quantum spin number there are two possible 
energy levels in the presence of a magnetic field. One spin can jump from one level to 
another by absorbing or emitting energy equal to the difference between the energy levels: 
0
2
1
2
1 ωΔ h=−= −EEE  .    (1.13) 
 The most convenient description of the quantum system dynamics can be made 
using the density operator ρ. There are three basic properties of the density operator: 
• it is hermitean, +=ρρ  
• the sum of the diagonal elements is equal to unity, { } 1Tr =ρ  
• it is a projection operator, satisfying the operator relation ρρ 2 =  
The equation of motion for the density operator under the Hamiltonian H is given by the 
Liouville-von Neumann equation 
( ) [ ]ρ H,ρ =∂
∂−
t
t
i
h  .     (1.14) 
The expectation value of an observable operator A can be found by evaluating the trace of 
the product of the observable operator and the density operator: 
( ){ }tρAA ⋅= Tr  .     (1.15) 
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In most cases, the Hamiltonian of a system is so complex that to derive the exact solutions 
of the equation of motion (1.14) is nearly impossible. Actually, the equation of motion 
cannot be solved in any realistic situation. Therefore, the NMR experiments are described 
in terms of the spin Hamiltonian HS: 
{ }HH TrS =  .     (1.16) 
It is obtained by averaging the full Hamiltonian H over the lattice coordinates. The nuclear 
spin Hamiltonian acts only on the spin variables and contains only nuclear spin operators 
and some constants [Ern]. Even under these conditions, the spin Hamiltonian can be 
sometimes quite complicated. It is usually possible to use a simplified form. There are two 
approximations that can be applied: the secular approximation and the motional averaging. 
The very strong external magnetic field leads to the secular approximation. The spin 
dynamics is dominated by the Zeeman interaction. This approximation is very good, except 
for the case when the quadrupolar interaction is present. The motional averaging 
simplification appears when the molecules have a rapid motion so that the interaction 
terms fluctuate in time. The fluctuating interaction can be replaced by its motionally 
averaged value. This approximation is very good for isotropic liquids and gases, where 
molecular rotations and translations are very fast.  
 The nuclear spin Hamiltonian has two contributions: the interactions with the 
external fields and the interactions with the internal fields. The external spin interactions 
are obviously the interaction with the static magnetic field, namely the Zeeman interaction, 
and the interaction with the rf field. The internal spin interactions consist of chemical shift, 
dipole-dipole, indirect spin-spin, and quadrupole interactions. 
JDQrfZintextS                     HHHHHHHHH +++++=+= σ  .  (1.17) 
             100 MHz   100 kHz   250 kHz   50 kHz    1 kHz      10 Hz 
The frequency values indicate the size of the interaction, easily observed from the pictorial 
sketch.  
 Generally speaking, an interaction is described by the involved partners and a 
coupling quantity. In NMR, the nuclear spin interacts with a field (external or internal, 
magnetic or electric) and the coupling is represented by a tensor, to satisfy the orientation 
dependence of the interaction. The magnetic dipole moment of a nuclear spin is given by 
Iμ   hγ=  ,     (1.18) 
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where h  is the Planck’s constant divided by 2π, which will be omitted in the next formulae 
for simplicity, and I is the nuclear angular momentum. The spin interactions are anisotropic 
by their nature, so that the coupling quantity must be a tensor [Blü3]: 
[ ]
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
z
y
x
zzzyzx
yzyyyx
xzxyxx
zyxS   ,,
V
V
V
PPP
PPP
PPP
IIIH  .   (1.19) 
The coupling tensor can be separated into an isotropic part P(0), an antisymmetric part P(1), 
and a symmetric part P(2) [Blü1]. In the principal axes system XYZ of the symmetric part, 
the coupling tensor can be written as 
( )
( )
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⋅η−−
⋅η+−
δ+
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−+
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
100
02110
00211
0
0
0
100
010
001
YZXZ
YZXY
XZXY
PP
PP
PP
RP  . (1.20) 
The isotropic part is always observed and it is given by 
( ) { }PTr
3
1
3
1 =++= ZZYYXX PPPR  .    (1.21) 
The anisotropy and the asymmetry parameters are given by 
⎥⎦
⎤⎢⎣
⎡ +−==δ
23
2)2( YYXX
ZZZZ
PPPP  ,    (1.22) 
RP
PP
ZZ
XXYY
−
−=η  .     (1.23) 
 The Zeeman interaction has the dominant contribution to the Hamiltonian. The 
coupling tensor between the spin operator I and the static field B0 is the unity matrix: 
0Z  BIH γ−=  .      (1.24) 
The energy level splitting resulting from HZ defines the NMR frequency ω0 by (1.13). This 
interaction is isotropic and has no anisotropy and no asymmetry parts.  
 The interaction with the rf field has the same form as the Zeeman interaction: 
1rf  BIH γ−=  .      (1.25) 
This interaction enables the excitation of the nuclear transitions and is responsible for the 
appearance of the NMR signal. The rf field oscillates along the x-axis of the laboratory 
frame: 
( )iB ϕ+ω= tBt rf1rf cos2)(  .    (1.26) 
Mathematically, it is useful to imagine that this field is a sum of two rotating components, 
at the same frequency but opposite directions: 
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( ) ( )[ ]jiBBB B ϕ+ω+ϕ+ω⎯⎯⎯ →⎯+= ≡ ttBttt t rfrf10)(resnon resrf sincos)()()( resnon  .    (1.27) 
The non resonant component Bnonres rotates in the opposite sense to the Larmor frequency 
and has no influence on the motion of the spins. The spin Hamiltonian may be 
approximated as 
])sin()[cos( rfrf1rf yx ttB IIH ϕωϕωγ +++−= .   (1.28) 
Like the Zeeman interaction, the rf field has no anisotropic and no asymmetric 
contributions. 
 The quadrupole interaction is the second largest interaction. Nuclei with the spin 
quantum number 1≥I  generate electric field gradients with a nuclear quadrupole moment, 
which interacts with the surrounding electric fields of the electron clouds. The quadrupolar 
coupling is predominately an intramolecular interaction. The Hamiltonian describing the 
quadrupolar interaction is given by 
QH
)12(2Q −= II
eQ  ,     (1.29) 
where e is the proton charge and Q is the electric quadrupole moment of the nucleus. This 
interaction is quadratic with respect to the spin vector. The coupling tensor Q is 
proportional to the tensor of the electric field gradient. The suitable form for high field 
NMR is simplified to [Lev] 
( )IIH ⋅−θ−= 2Q 3)()12(4 3 zzz IVII eQ     (1.30) 
where Vzz(θ) is the field gradient term, which is orientation dependent. The isotropic part of 
the Hamiltonian is R=0, the anisotropy parameter is eQ=δ , and in general, there is also an 
asymmetry parameter Qη .  
 The dipole-dipole interaction describes the through space coupling of two 
magnetic moments. One spin experiences the magnetic field generated by another spin, so 
that this interaction is mutual, no other entity is involved. The dipole-dipole coupling can 
be either intra- or intermolecular. The full form of the spin Hamiltonian is given by 
[ ]212,122,115
2,1
210
21
210
D )()3(44
IIIIDIIH ⋅−⋅π
γγμ−=π
γγμ−= rr
r
 .  (1.31) 
This interaction is bilinear with respect to the spin vector. The Hamiltonian is orientation-
dependent, due to the 2,1r  direction. The anisotropy parameter is denoted as 
3
2,1
−=δ r  and 
there is no isotropic part and no asymmetry parameter, 0=R  and 0=η .  
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 The chemical shift interaction comes from the nucleus shielding with the 
surrounding electrons. The electrons cause the local magnetic field to vary on a 
submolecular distance scale. The magnetic fields experienced by the nuclei at two sites in 
the same molecule can be different if the electronic environments are different. Because 
the shielding is specific to a particular environment, it is sensitive to the chemistry. This 
interaction is mainly intramolecular. There are two processes changing the local magnetic 
field: (1) the external field B0 induces currents in the electron clouds and (2) the molecular 
currents induce a magnetic field. The nuclear spins sense the sum  
( ) 0induced0local 1 BBBB σ−=+=  ,    (1.32) 
where σ is the shielding tensor. The Hamiltonian of this interaction is given by 
0σ  BIσH γ=  .      (1.33) 
Using the shielding tensor explicitly, the induced field can be written as 
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 .     (1.34) 
The Hamiltonian (1.33) can be then expanded as 
])()()([0σ zzzyyzxxzB IIIH θσθσθσγ ++=  .   (1.35) 
In the secular approximation only the last term is retained. The shielding depends on the 
orientation of the molecule with respect to the external field. The orientation-dependent 
part of the magnetic shielding is known as the chemical shift anisotropy. If the molecular 
motion increases, for example in the isotropic liquid phase, the Hamiltonian is motionally 
averaged and one deals with the isotropic chemical shift: 
∫ θθσ=σ dconst zz )( iso  ,    (1.36) 
which means that the isotropic chemical shift σiso is the average of σzz(θ) over all possible 
molecular orientations θ, and the constant comes from the normalization condition. On the 
other hand, in terms of the matrix elements of the shielding tensor, the isotropic chemical 
shift can be expressed as 
( )zzyyxx σ+σ+σ=σ 31iso  .    (1.37) 
An asymmetric part is in general present in the complete frame of the magnetic shielding. 
 The indirect coupling is an interaction between two nuclear spins mediated by the 
electrons. The Hamiltonian is similar to the dipole-dipole coupling: 
21J JIIH =  .     (1.38) 
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The indirect coupling is exclusively intramolecular. Nuclear spins are coupled even in 
completely isotropic liquids, because of the influence of the bonding electrons. The 
participation of the electrons changes the orientation-dependence of the interaction and an 
isotropic part survives motional averaging and is denoted as the isotropic J-coupling. The 
indirect coupling represents the second great link between NMR and chemistry, providing 
a direct spectral manifestation of the chemical bond. This interaction has in general 
anisotropic and asymmetric parts.  
Chapter 2 
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2 Magnetic Field Inhomogeneities in 
Heterogeneous Liquid Mixtures: 
Simulations and Measurements 
 
2.1 Introduction 
It is well known that magnetic inhomogeneities play a significant role in the NMR signal 
evolution. NMR is notable for its contribution to the study of the chemical and physical 
properties of heterogeneous samples. Variation in the magnetic characteristics of a sample 
reveals observable changes in resonance frequency, spectral line shapes, image resolution 
and contrast, and other unwanted effects [Blü1]. Magnetic field inhomogeneities due to 
sample susceptibility have been studied intensively in the field of MRI. Magnetic 
susceptibility effects relate to a wide range of MRI applications, such as artifact 
corrections, signal contrast, medical diagnosis, and in vivo imaging. A similar problem 
appears when one tries to analyse an image or the spectroscopic information of a 
heterogeneous mixture of liquids. The heterogeneity occurs in the case of interdiffusion of 
two liquids; during the thermal mixing process, the concentration gradient will implicitly 
create a magnetic susceptibility gradient. 
 Diffusion has been studied extensively to provide understanding of separation 
processes and molecular interactions. Important mass transfer operations in chemical 
engineering are based on the diffusion process. Knowledge about the diffusion rate is 
necessary to design equipment for absorption, extraction, distillation, and chemical 
reactions.  
 Homogeneity of the magnetic field and especially the temporal stability of a field 
distribution, whether homogeneous or not, are very important in acquiring NMR images 
and spectra. Even with an ideal magnet, inhomogeneity will be caused by the susceptibility 
of the sample under investigation. The susceptibility slightly changes from one medium to 
another. These changes induce some small but sharp changes in the field across the 
interface of two media. 
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 In MRI, magnetic field inhomogeneities can be divided into three categories 
[Yab1]: macroscopic, mesoscopic, and microscopic, according to their relative size scale. 
The macroscopic scale refers to magnetic field changes over distances that are larger than 
the imaging voxel. The microscopic scale refers to changes in magnetic field over 
distances that are comparable to atomic or molecular size, many orders of magnitude 
smaller than the voxel size. The mesoscopic scale refers to distances that are much smaller 
than the voxel size but much bigger that the atomic and molecular scale. Mesoscopic 
magnetic field inhomogeneities originate from internal, sample-specific sources, and they 
represent the subject of this work. 
 
2.2 Theory 
 
2.2.1 Sources of magnetic field inhomogeneities within a liquid sample 
There are two different magnetic fields that enable the signal detection of a spin system by 
NMR, as has been shown in Chapter 1: a static and strong magnetic field, B0, and a weak 
time-dependent magnetic field, Brf, perpendicular to the static field. The static magnetic 
field defines the NMR Larmor frequency π
γ=π
ω=ν
22
00
0
B
, where γ is the gyromagnetic 
ratio of the nucleus and B0 the magnitude of the static magnetic field. For the excitation of 
the spectroscopic response, a radio-frequency field Brf perpendicular to B0 is required. If 
Brf(t) oscillates with the rf frequency rfω  equal to the Larmor frequency 0ω , the resonance 
condition is fulfilled and the NMR signal is mathematically expressed by equations (1.9)-
(1.12) in Chapter 1. These two magnetic fields are required to be highly homogeneous 
within the whole volume of the sample. But a perfectly homogeneous field is impossible to 
obtain, there are many factors that introduce distortions in the homogeneity of the field. 
There are two different sources of the static field inhomogeneities: (1) the non-perfect 
devices that generate the field together with the susceptibilities effects, and (2) the 
perturbing interactions of the nuclear spin. The first one is due to the variation of the 
macroscopic magnetic field over the volume of the sample, and it gives rise to the 
inhomogeneous broadening of the NMR spectrum. The second one is due to the fluctuating 
microscopic magnetic fields and it has the effect of homogeneous broadening of the 
spectrum. 
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Since the discovery of the NMR phenomenon, the researchers are working to 
improve the field devices. Nowadays superconducting magnets are able to provide a static 
magnetic field 0B  with an inhomogeneity in the order of 10
-9, which in terms of NMR 
means a nearly perfect field. Therefore, in this work, the intensity of the static magnetic 
field 0H  generated by the magnet will be considered perfectly homogeneous. Only the 
distortions introduced by the magnetic susceptibilities and the spin interactions are taken 
into account. 
The samples used in this study are liquids, so that not all the interactions described 
in Chapter 1 have a net effect on the spectrum of the spin system. In liquids, the molecular 
motion is sufficiently fast and the simplification of the interaction Hamiltonians by 
motional averaging is a good approximation. The molecular rotations involve a change in 
the orientation of each molecule in space. The Hamiltonian depends on the orientation; in 
liquids, the molecular orientation depends on time; the effect of motional averaging is to 
replace the secular Hamiltonian by its time average: 
( )∫τ Θτ= 0 intint )(
1 dtt00 HH ,    (2.1) 
where τ  is large and Θ  denotes the molecular orientation. The molecules experience all 
possible orientations over a sufficiently long time, so that the time-average can be replaced 
by an orientational average. The motionally averaged secular Hamiltonian is given by 
∫ ΘΘ= dP )(intint 00 HH ,     (2.2) 
where )(ΘP  is the probability density of the molecule having a certain orientation Θ , and 
the integral is taken over all Θ  [Lev]. The probability function )(ΘP  depends on the 
sample properties (such as viscosity) and the external conditions (such as temperature). In 
isotropic liquids all orientations are equally probable. The probability density )(ΘP  is the 
same for all orientations and the orientational average secular Hamiltonian is given by the 
isotropic average: 
∫ ΘΘ= dC )(1 intint 00 HH ,    (2.3) 
where C is the normalization constant. Therefore, in a liquid, the rotation of the molecules 
averages all intramolecular spin interactions to their isotropic values. The diffusion of the 
molecules in a liquid averages the short-range intermolecular interactions to zero but the 
long-range interactions survive (depending on the diffusion time scale). In these 
conditions, the spin interactions in a liquid have some particularities: 
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• The quadrupolar interaction is intramolecular. It is averaged to zero (equation 
(1.30)), the field gradient being cancelled due to the motional averaging. 
• The chemical shift is isotropic, being an intramolecular interaction, and the 
motionally averaged Hamiltonian is given by 
zσB IH iso0γ−=σ ,     (2.4) 
where isoσ  is given by equation (1.37). 
• The dipole-dipole interaction is intra- and intermolecular. The intramolecular 
interactions average to zero (see equation (3.17)): 
0)1cos3(sin
0
2 =θ−θθ∫π d .   (2.5) 
The short-range intermolecular interactions are averaged out to zero, too, because 
of the translational motion of the molecules. Only the long-range interactions may 
survive but they can be ignored in most cases. 
• The J-coupling is intramolecular. The J-coupling tensor J  (equation (1.38)) 
depends on molecular orientation. In a liquid, the tensor is averaged out and the 
isotropic part remains: 
kjjkjk J IIH  2π= .     (2.6) 
The homogeneous broadening of the NMR resonance line is in a good approximation 
based only on the chemical shift interaction and the J-coupling.  
 The sample itself introduces distortions in the homogeneity of the static magnetic 
field because of its magnetic properties, leading to the effect of inhomogeneous broadening 
of the resonance line. Any material with magnetic properties different from those of air 
changes the spatial field distribution. The equation that governs the behaviour of the field 
inside a superconducting (solenoid) magnet is given by 
00
2 =∇ B ,     (2.7) 
where kji
xxx ∂
∂+∂
∂+∂
∂=∇ . 
By changing from the Cartesian to the Polar coordinates and taking into account the 
cylindrical symmetry of the magnet, the magnetic field can be described by the expansion 
in spherical harmonics [Blü1]: 
[ ]∑ ∑
=
≤
=
ϕ+ϕθ⎟⎠
⎞⎜⎝
⎛=ϕθ
N
n
NM
m
nmnmnm
n
z mBmAPR
rrB
0 0
)sin()cos()(cos),,( ,  (2.8) 
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where ),,( ϕθr  are the Polar coordinates and R is the average magnet radius. The functions 
)(cosθnmP  are polynomials in θcos ; in particular, for 0=m , )(cos0 θnP  are known as the 
Legendre polynomials. The functions in equation (2.8) are independent of ϕ  when 0=m  
and they are called zonal harmonics. The zonal field is given by 
∑
=
θ⎟⎠
⎞⎜⎝
⎛=
N
n
nn
n
zonal PAR
rB
0
00 )(cos .   (2.9) 
For example, the first three Legendre polynomials are 
. )1cos3(
2
1
, cos
, 1
2
20
10
00
−θ=
θ=
=
P
P
P
     (2.10) 
From the above equations it is easy to recognize the strength of the static field 0B  to be the 
coefficient 00A , the z-gradient of the field ⎯ 10A , x,y-gradients ⎯ 1111 , BA , and higher 
order coefficients, which produce non-linear field variations. Of all the terms of equation 
(2.8), only that one with 0== mn  represents a homogeneous field. All the other 
harmonics are error terms that describe in a general form the inhomogeneity of the field.  
 The local field a nucleus senses, as was shown above, is the sum of several 
contributions. Consider a body placed in a static homogeneous magnetic field with 
intensity 0H . The static field magnetises the body and the magnetization is given by 
0p HM mχ= ,     (2.11) 
where mχ  is the magnetic susceptibility of the body. As an effect of the magnetization 
process, the body develops an opposite self-field, called the demagnetisation field dH , 
which is proportional to the magnetization pM : 
( )kjiH zzyyxxd MNMNMN ++−= ,   (2.12) 
where zyxN ,,  are the demagnetising factors along the three axes. zyxN ,,  depend on the 
shape of the body. Assuming the nucleus to be within a sphere, so that the demagnetisation 
factors are identical, based on the isotropy considerations, and their sum is equal to unity 
[Fur]: 
3
1=== zyx NNN .     (2.13) 
The local field localH , inside the body, is then written as 
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p00 3
1 MHHHH −=+= dlocal .   (2.14) 
The local field experienced at any position r  within a molecule is given by [Dur] 
)(
3
2)()( p00 rMrBrB μ−=local .   (2.15′) 
The local field localB  can be evaluated starting with equation (2.15′) and solving the 
Maxwell equations. By introducing the chemical shielding constant σ , the local field can 
be approximated as [Dur] 
03
21 BB mlocal ⎟⎠
⎞⎜⎝
⎛ χ−σ−= .    (2.15′′) 
At this point, the local magnetic field sensed by a nucleus depends explicitly on the 
shielding constant and on the constant bulk magnetic susceptibility of the sample. For 
simplicity, the local field in equation (2.15′′) can be written as 00 BBBlocal Δ+= , where 
0BΔ  contains implicitly all the field distortions. 
 In the case of a heterogeneous sample, for example a heterogeneous mixture of two 
liquids, the magnetic susceptibility is a function of space coordinates. If one considers the 
interdiffusion process of two liquids to be one-dimensional, the magnetic properties are 
constant in the plane normal to the diffusion axis. For such planes, or inside thin slices, the 
magnetic susceptibility of the mixture can be considered to have an average value: 
21
2211
VV
VV
+
χ+χ=χ ,     (2.16) 
where 2,1V  are the volumes of the liquids in the slice. 
 The macroscopic effect of the external magnetic field 0B  on a spins system is the 
generation of an observable net magnetization vector M pointing along the field direction. 
The action of the rf field rfB  on the spin system in terms of quantum transitions between 
the energy levels has been explained in Chapter 1. Macroscopically, the rf field perturbs 
the magnetization vector of the sample from its alignment with respect to the static field. In 
the rotating frame, the magnetization is tipped away from the z-axis. The flip angle is given 
by equation (1.8), p1tBγα −= . In this work, the rf field was chosen to be generated by a 
birdcage resonator, based on the experimental setup used in practice. Far from the 0B  
homogeneity in free space, the rf field rfB  has a well-defined non-constant distribution 
even in the absence of the sample. The imperfections of the oscillating frequency rfω  of 
the rf field are not taken into account. The frequency offset in the rotating frame, defined in 
Chapter 2 
 21
Chapter 1 ( rf00 ω−ω=Ω ), will be subject only to the Larmor frequency shifts, 
00 BΔγ=ωΔ . Only the magnitude of the rf field, 1B , which is responsible for the flip angle, 
is considered from the point of view of rf field inhomogeneities. 
 
2.2.2 Diffusion of liquids 
Diffusion is the process of matter transport from one part of a system to another due to 
random molecular motions. The mathematical theory of diffusion in isotropic media is 
based on the hypothesis that the rate of substance transfer through unit area of a section is 
proportional to the concentration gradient measured normal to the section [Cra]: 
x
cDF ∂
∂−= ,     (2.17) 
where F is the rate of transfer per unit area, c the concentration of the diffusing substance, 
x the space coordinate, and D is the diffusion coefficient. This equation is in general 
consistent only for an isotropic medium, with structure and properties in any point being 
the same relative to all directions. Therefore, the diffusion coefficient is constant in this 
case, independent of time and position. Equation (2.17) represents Fick′s first law of 
diffusion. Another useful relation can be derived, Fick′s second law, which can be written 
as 
)( cD
t
c ∇∇=∂
∂ ,    (2.18) 
where kji
xxx ∂
∂+∂
∂+∂
∂=∇ . 
In the case of a constant diffusion coefficient, equation (2.18) has analytical 
solutions. If the process takes place in limited volume of size L, (the cross-sectional area is 
not important), one can write 
, 0),(
, 0),0(
=∂
∂
=∂
∂
x
tLc
x
tc
     (2.19) 
which are the boundary conditions. In the case of interdiffusion of two liquids, the initial 
concentrations of the system can be expressed as 
20
10
)0,(
)0,0(
ctLxxc
ctxxc
==<<
==<<
.    (2.20) 
The solution of equation (2.18) is given by [Cra] 
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2.2.3 The simulation package Vector Fields OPERA-3d 
OPERA-3d is a commercial software developed by Vector Fields [Software for 
Electromagnetic Design], which can be used to solve a broad class of electromagnetic 
problems. It contains two modules needed to perform and complete a simulation: (1) the 
Modeller, which generates data files and models for the electromagnetic analysis program, 
and (2) the Post-Processor, which provides the facilities for calculating the electromagnetic 
fields. The Modeller uses geometric primitive volumes and Boolean operations to construct 
the model. A model is formed by creating a set of bodies. Each body has its own 
properties. The Modeller allows the user to build the bodies, define the material 
characteristics, and create the finite element mesh. The database generated by the Modeller 
is then analysed by the Post-Processor, which can calculate and display field quantities as 
well as other related quantities like forces, fluxes, or charged particles trajectories.  
 The quality of a simulation consists in the Modeller’s features and capabilities. 
There are several steps that have to be followed in order to build the database, obtain an 
accurate solution, and get a successful simulation at the end: 
• the assignment of the properties to the bodies 
o material label (air, liquid, magnet, etc) 
o potential type (total, reduced, or vector) 
o data storage level, when combining bodies, the highest data level defines the 
properties that the combined body retains (default is 1) 
o volume data label, when building a permanent magnet, it defines the direction 
of the magnetic polarization 
o mesh control parameters (maximum element size, maximum angle between 
elements, maximum deviation from surface), none of the specified parameters 
are larger than the value specified by the user 
• creating the background volume, which corresponds to the surrounding media (air); 
every system of bodies (liquids in tubes, magnets, system of magnets) has to be 
encapsulated into a large body (the background) that fills all the empty spaces and 
creates the surrounding region 
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• the assignment of the faces property, the boundary conditions have to be specified 
for the background volume; at this point, the faces of the background are only 
labelled 
• building the finite element mesh, the size of the element is specified by the user and 
will be the same for all the bodies, except that ones which have restrictions to a 
smaller value of the element 
The model is ready to be analysed after the finite element mesh has been built. The 
material properties and the physical meaning of the boundary conditions have to be set: 
• setting material properties 
o magnetic linearity (for example non-magnetic materials are linear) 
o BH curve (hysteresis), in the case of non-linear materials (permanent magnets) 
o isotropic magnetic properties, rμ , for linear materials 
• setting boundary conditions 
o none 
o normal magnetic 
o tangential magnetic 
• setting volume properties, defines the direction and sense of a magnet polarization 
using the Euler angles 
• creating the analysis database 
o linear or non-linear analysis, number of iterations, convergence tolerance, 
equation solution tolerance 
o possibility of defining external magnetic fields, zyx HHH ,,  
The key for obtaining an accurate result is manipulating the element mesh and the 
background size. Multiple simulations have to be performed, with decreasing the mesh 
size, until the result of the simulations converges. On the other side, the size of the 
background volume influences the result, the faces of the background must be far enough 
from the model body, to avoid the influence of the reflections at the boundaries (no 
physical quantity exists or can be defined outside the background). 
The finite element method is used to obtain solutions to partial differential or 
integral equations that cannot be solved by analytical methods. The finite element method 
can be applied in general to any problem. It is currently the most popular numerical 
method for the solution of electromagnetic field problems. The method is based on division 
of the domain of the equation into small volumes, the finite elements. Within each element 
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a simple polynomial is used to approximate the solution. For example, consider the scalar 
potential φ  defined as 
φ−∇=H ,     (2.22) 
where H  is the magnetic field intensity. Taking into account that the magnetic field 
induction diverges towards zero (Maxwell equations), one can write 
0)( =φ∇μ∇ .     (2.23) 
In order to define φ , boundary conditions are required, assigned to its values and to its 
derivatives. Boundary conditions are used in two ways. Firstly they can provide a way of 
reducing the size of the finite element representation of symmetrical problems. Secondly 
they are used to approximate the magnetic field at large distances from the problem. 
Problem symmetry and the symmetry of the fields are implied by the potential boundary 
conditions applied to the finite element model. In essence, there are two types of boundary 
conditions: 
• tangential magnetic, 0 ,0 =∂
φ∂=⋅
n
nH  
• normal magnetic, constant ,0 =φ=× nH  
where n  is the normal unit vector to the involved surface. Examples of a model body with 
mesh and field maps are shown in Fig. 2.1 and 2.2 for a tube partially filed with water, 
placed in external constant magnetic field. 
 
 
 
Fig. 2.1 Geometrical model (left) and the mesh in longitudinal section (right). 
 
Chapter 2 
 25
 
 
Fig. 2.2 Field and vector maps in Post-Processor. 
 
 
2.3 Results and discussions 
 
2.3.1 Magnetic field distortions introduced by a glass tube and a water sample 
The apparent NMR signal, distorted by the presence of inhomogeneities in the static 
magnetic field and rf field, is the source of errors that is investigated in this work. In order 
to find and quantify the errors induced in the NMR signal by the static field and rf field 
inhomogeneities, simulations of the theoretical and distorted signals are required. The 
simulated signal makes use of the simulated values of the field. The first step was to 
simulate the simple case of one glass tube with a liquid sample placed in a perfect 
homogeneous static magnetic field, and the rf field magnitude generated by a birdcage 
resonator. A water sample was chosen, which has one resonance frequency in the NMR 
spectrum and the relative magnetic permeability is 0.99999097=μ sampler . The glass tube 
has an outer diameter of 5 mm, inner diameter of 4 mm and 25 mm height. The relative 
magnetic permeability of the tube is 0.9999864=μ tuber . The sample fills 10 mm of the tube 
(Fig. 2.3). The model body has an axial symmetry and the tube is z-oriented, where z-axis 
is the 0B  direction. The external field was set to the value of 4.7 T, corresponding to a 
proton Larmor frequency of 200 MHz. 
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Fig. 2.3 The geometrical model of the glass tube with a liquid sample used for the static 
magnetic field simulations. 
 Several simulations have been performed in order to check the accuracy of the 
solution. This set of simulations can be shortly summarised as (see 2.2.3) 
• finding the minimum background volume that can be used 
• finding the optimum cell size of the mesh, the maximum value that can be used 
The accuracy of the solutions has been simply verified by repeating the set of the 
simulations in an iterative manner, until the results are independent of the parameters that 
were modified. 
 The result of a 3d simulation of the local magnetic field within a glass tube with a 
water sample placed in a homogeneous external field can be first visualized in Fig. 2.4 a. 
The field map in the longitudinal xz section of the tube is shown in Fig. 2.4 b. The effect of 
the different media with different magnetic properties on the local field distribution can be 
seen qualitatively in this picture. The largest distortions are at the vertical (z-axis oriented) 
limits of the water sample.  
  
Fig 2.4 The surface magnetic field of the glass tube with water sample (a) and the 
corresponding field map in the longitudinal yz section (b). 
a) b)
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 A more detailed and a quantitative analysis of the static field experienced by the 
water sample can be achieved based on the one-dimensional field profiles extracted from 
the three-dimensional simulation matrix. Mentioning the axial symmetry of the cylindrical 
glass tube, the x and y axes are equivalent from the point of view of the static field 
solutions, and the field profile can be seen in Fig. 2.5. If the deviation value of the static 
field inside the sample is computed in terms of ppm, the value obtained is in the order of 
0.1 ppm. There is a very small distortion of the static field in the xy plane. The field is 
parallel to the tube z-axis and perpendicular to the top/bottom water surfaces. There are 
two kinds of surface interface of the different media: parallel to 0B  and perpendicular to 
0B . The normal component of the static field is continuous across the interfaces, so that 
0B  is not changing its magnitude and orientation (has no refraction) due to perpendicular 
interfaces; the tangential component of the field intensity 0H  is discontinuous at the 
interfaces. Suppose that the glass tube is not perfectly aligned to the static field 0B , 
leading to a small finite angle between the field and the tube axes. This will give rise to a 
non-zero tangential component of the field with respect to the media interfaces. These 
discontinuities have been evaluated together with the relative orientation of 0B  with 
respect to 1B  and the results concluded that they only affect the higher order field 
inhomogeneities. Moreover, the normal component of the static field has the dominant 
influence. The main changes of the local field are because of the different magnetic 
susceptibilities of air, glass, and water. 
 Along the z-axis, the static field has a more inhomogeneous profile compared to the 
transverse xy plane, as can be observed in Fig. 2.6. The reason is the horizontal interfaces 
(xy plane) crossed by the field lines. The medium, which allows the maximum density of 
the field lines, has the maximum magnetic permeability (equation 1.1). The permeability 
decreases in the following order: air, water, and glass. At the bottom of the tube there is the 
air-glass-water interface. The field changes from the corresponding air value to the water 
value, through a thin layer of glass of 1 mm. At the bottom air-glass-water interface the 
local field has a smaller value compared to the top interface water-air. This is due to the 
presence of the glass layer, which compensates the higher value of the field in air and acts 
as a magnetic shield for the water. The maximum shift of the static field along the z-axis is 
ppm 2
0
0 =Δ
B
B
. 
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Fig. 2.5 The local field profile along the x-axis. 
 
Fig. 2.6 The local field profile along the z-axis. 
 
 
Fig. 2.7 The birdcage resonator design. 
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 The rf field magnitude 1B  given by a birdcage resonator was simulated in the 
absence of the sample. The resonator has an inner diameter of 20 mm, a height of 60 mm, 
and consists of eight plate conductors, as can be seen in Fig. 2.7. The magnetic field 
generated by the resonator in the transversal xy plane is shown in Fig. 2.8a. A central 
plateau with a homogeneous field and a rapid change in the proximity of the conductors 
can be seen. It is appropriate to estimate the rf field amplitude in terms of the flip angle. 
The inhomogeneities of 1B  are manifested in the flip angle distribution over the inner 
volume of the resonator. By taking the field value in the centre of the resonator as a 
reference and suppose that it provides a 90° flip angle (see equation (1.8)), the xy map of 
the flip angles distribution is shown in Fig. 2.8b. The rf field amplitude profile along the 
axis of the resonator (z-axis) and the flip angle z-dependence within a deviation value of 
1% are shown in Fig. 2.9. 
  
Fig. 2.9 1B  field profile (a) and the corresponding flip angle distribution (b) along the z-axis. 
 
 
 
Fig. 2.8 1B  field map in the transversal xy plane (a) and the corresponding flip angle 
distribution map (b). 
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Fig.2.10 The tube with the water sample inside the resonator: the surface 1B  field is shown.
 The simulations of the rf field amplitude, 1B , in the absence of the sample, 
revealed the most sensitive volume within the resonator. Based on the quantitative analysis 
of the flip angle dependencies shown in Figs 2.8-2.9, an inhomogeneity of 1%, with 
respect to the reference value in the centre, covers a cylindrical volume of 18 mm height 
and 6 mm diameter. This is a useful result, as a sample will be placed later on in the 
resonator and its dimensions will be restricted to the most homogeneous volume. 
 The glass tube with the water sample (the same used for 0B  simulations) was 
placed in the resonator, as it is shown in Fig. 2.10. The local rf field amplitude in the 
presence of the glass tube and the water sample is shown in Fig. 2.11. Within the sample 
volume, 4 mm diameter and 10 mm height, the inhomogeneity of the 1B  field does not 
exceed 1%, relative to the reference value in the centre of the resonator. The deviation of 
the flip angle from a 90° value (for example) is in the order of 1°. 
 
 
Fig. 2.11 Simulated 1B  field within the water sample; (a) the xy map and (b) the z profile. 
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 The three-dimensional matrix containing the static magnetic field and rf field 
values was used in order to simulate the NMR signal in time and frequency domains. The 
same simulations were performed for the case of ideal fields and without inhomogeneities 
introduced by the media susceptibility. The NMR signal after an α  rf pulse can be written 
as 
drtri
T
trMtS sample xy  ])(exp[exp)0,(sin)(
2
∫ −⎟⎟⎠
⎞
⎜⎜⎝
⎛−⋅= ωΔα ,   (2.24) 
where xyM  is the transverse magnetization in the rotating frame, 2T  is the transverse 
relaxation time, and )()( 0 rBr Δγ=ωΔ  is the spatial dependence of the frequency shifts. A 
homemade program was written to perform the simulations of the FID and frequency 
spectrum, based on the matrix of the simulated field values. The integral signal in time 
domain was expressed with both real and imaginary parts, as has been theoretically 
mentioned in Chapter 1. The time domain signal was Fourier transformed in order to 
obtain the frequency spectrum. There is one resonance line from the water protons. The 
ideal spectrum together with spectra distorted by 0B  and 1B  inhomogeneities are shown in 
Fig. 2.12. Three observations have to be pointed out based on the simulated spectra in Fig. 
2.12: (1) the integral intensity of the resonance lines were changed due to destructive 
interferences of the series of signals with a carrier frequency offset )(rωΔ , (2) the shape of 
the line was changed, showing asymmetric wings, and the line width increased, and (3) 
there is a frequency shift of the line. It can be clearly seen (Fig. 2.12) that 0B  has a larger 
effect on the resonance line than 1B .  
 
Fig. 2.12 The simulated effect of 0B  and 1B  inhomogeneities on the NMR spectrum. 
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2.3.2 Magnetic field distortions in heterogeneous liquid mixtures 
Following the simulation of the static magnetic field and rf field inhomogeneities within a 
liquid sample and the corresponding spectral distortions, the next step was the analysis of 
the interdiffusion of two liquids. The initial moment of the interdiffusion process 
corresponds to the case of separated liquids. The liquids have different magnetic properties 
and experience different intra- and intermolecular interactions. During the mixing process 
the intermolecular interactions are strongly affected, this fact causing changes at the 
intramolecular level, too. The quantities describing the magnetic properties of the whole 
sample, such as magnetic permeability or susceptibility, are not constant. They are 
functions of time and position. The mixing process ends with the two liquids reaching 
equilibrium. The sample becomes a homogeneous mixture and has certain averaged 
magnetic properties. 
 The first simulations were performed for the cases of separated liquids and 
homogeneous mixture. The magnetic permeability of the mixture was taken as the average 
of the individual permeabilities of the pure liquids, which are 0.999992211 =μ r  for the 
liquid placed initially at the bottom of the tube and 0.999992 =μ r  for the other liquid, on 
top. The field distribution in the case of the homogeneous mixture is the same as for one 
pure liquid. From the experimental point of view, one can prepare all the set-up parameters 
for homogeneous mixture because the system is in a steady state. Also, no dynamic 
process, which can change the field distribution over the sample volume, is present. Under 
these conditions, the magnetic field B0 is corrected by a shimming procedure and the 
optimum parameters are found in such situation. Keeping the same experimental set-up, 
 
Fig. 2.13 0B  field profile along the z-axis in the case of the separated liquids. 
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the sample consisting of two separated liquids takes the place of the homogeneous mixture. 
In the case of separated liquids, the static magnetic field profile along the z-axis is 
shown in Fig. 2.13. The difference between the local fields experienced by the liquids is 
clearly observed. The liquid on bottom has a higher magnetic permeability that allows a 
higher magnetic field. Near the interface between the liquids, the profile suffers rapid 
changes form one medium to another. The field at the bottom and top parts of the whole 
sample has the same behaviour that has been explained in the case of one liquid sample. 
 What is the effect of the field profile shown in Fig. 2.13 on the NMR spectrum? For 
simplicity, each liquid has only one resonance line and there is a finite difference between 
their chemical shifts so that the lines do not overlap. The local magnetic field sensed by the 
bottom liquid is higher than the field in the mixture, and smaller in the case of the top 
liquid. Mathematically one can write 
)2()1()2(
)1()1()1(
020
010
liquidBBliquidB
liquidBBliquidB
ref
local
ref
local
Δ+δ+=
Δ+δ+=
,   (2.25) 
where refB0  is the constant reference field taken in the centre of the sample and 2,1δ  are the 
natural chemical shifts of the two nuclear species. In the case of bottom liquid (liquid1), 
0)1(0 >Δ liquidB , and in the case of top liquid (liquid2), 0)1(0 <Δ liquidB . The negative 
and positive differences in the local magnetic field experienced by the nuclei are expressed 
by different frequency shifts in the spectrum. This effect is pictorially shown in Fig. 2.14. 
The resonance lines of the liquids are shifted in opposite ways: the line of the liquid1 is 
shifted towards smaller frequencies and the line of the liquid2 towards higher frequencies. 
 
Fig 2.14 Theoretical line shifts according to the field given by equations (2.25). 
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 The simulated spectra for homogeneous mixture and separated liquids are shown 
for comparison in Fig. 2.15. The frequency shift of the lines can be clearly observed, 
according to the explanation presented in Fig. 2.14. The lines do not suffer the same shift 
and the signal intensity changes differently. This result is explained by the difference of the 
magnetic field at the interfaces limiting the sample: liquid1-glass-air and liquid2-air.  
 
Fig. 2.15 The simulated spectra of homogeneous mixture and separated liquids. 
 
 The simulation of the magnetic field at a random moment of time during the 
interdiffusion process requires knowledge about the permeability function ),( trμ . A linear 
relationship was assumed between the relative magnetic permeability and the 
concentration: 
2
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21
1
1
)0(
),(
)0(
),(),( rrr c
trc
c
trctr μ+μ=μ  ,   (2.26) 
where ),(2,1 trc  are the spatial and time-dependent concentrations of the liquid species and 
)0(2,1c  are the initial concentrations. Based on this assumption, the magnetic permeability 
of the whole sample follows the behaviour of the concentration (equation (2.21)). 
Moreover, it has been assumed that the concentration is constant in the xy plane, so that the 
magnetic permeability is anisotropic, having only a z-dependence. Such a z-dependence, 
which is non-linear, cannot be introduced into the magnetic field simulations in OPERA-
3d as a continuous function. In consequence, the sample was split into slices of 2 mm 
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thickness. The permeability profile along the z-axis was approximated by a step function, 
as can be seen in Fig. 2.16.  
 
Fig. 2.16 The relative magnetic permeability z-profile at a certain time. 
 
Every slice has a constant permeability over its volume, the respective values are given by 
the discrete step function. Due to the influences of the neighbour slices and the continuity 
condition at the boundaries (see 2.2.3), the magnetic field within the sample will be 
continuous. The field profiles along the z-axis, simulated at several time moments, are 
shown in Fig. 2.17. It can be observed that the field profiles possess a behaviour which 
tends to homogenise the sample. This result sustains the validity of the above assumptions 
and approximations. 
 
Fig. 2.17 0B  field profiles along the z-axis at different times during the mixing process. 
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 The simulated spectra at a certain moment of time were performed based on the 0B  
and 1B  simulation results. The spectra of each slice in the sample and specific to one of the 
nuclei species are shown in Fig. 2.18. A progressive shift and integral signal changes can 
be observed. The changes in the integral of the line are given by the z-dependent 
concentration profile, and static and rf field inhomogeneities. From the spectra shown in 
Fig. 2.18, the concentration profile )0(/2,1 cc  at a certain time can be computed. The 
integrals of the lines are normalized to the integral of one slice containing only the pure 
liquid. The result is shown in Fig. 2.19, in comparison with the ideal profile. The 
difference between the two profiles is due only to the inhomogeneities of the static 
magnetic field 0B  and the rf field 1B  over the sample volume. 
 
 
Fig. 2.18 The slice spectra of one 
component in the mixture, at a certain time.
Fig. 2.19 The ideal and apparent concentration 
profiles. 
 
2.3.3 Experiments that prove the simulated field inhomogeneities and line shifts 
Several experiments were performed in order to prove the results obtained from the 
simulations. The measurements were performed on a Bruker DSX 200 spectrometer, 
operating at a proton frequency of 199.78 MHz. The spectra after a 90° rf pulse 
corresponding to homogeneous mixture and pure liquids were recorded. Two examples are 
shown in Fig. 2.20 and Fig.2.21, for the methanol-toluene system and the toluene-acetone 
system. The magnet shimming was performed on the mixture. From Fig. 2.20 and 2.21 one 
can observe the experimental shift of the lines. The shifts occur in opposite directions 
along the frequency axis, as has been concluded from the simulations (Fig. 2.15). The 
values of the frequency shifts depend on the investigated liquids, being related to their 
magnetic properties. If both liquids have the same magnetic behaviour, the problem is 
reduced to the case of a single liquid sample, described in 2.3.1. 
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Fig. 2.20 Experimental line shift for the toluene-methanol system. 
 
 
 
 
Fig. 2.21 Experimental line shift for the toluene-acetone system. 
 
 The static magnetic field mapping was obtained using a three-dimensional phase 
enconding pulse sequence. The results are shown in Fig. 2.22 a and b, in terms of the line 
shifts. 
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       a) 
       b) 
Fig.2.22 (a) experimental 0B  field map in the xy plane and (b) xz plane. 
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2.4 Conclusions 
 
The simulations of the static magnetic field and rf field magnitude were performed in the 
presence of liquid samples, using a commercial software. The method is successful in 
detecting the inhomogeneities of the magnetic fields due to the changes in the magnetic 
susceptibility from one medium to another. The susceptibility range of the samples 
involved was in the order of 10-6. The interfaces between the liquid sample, tube, and air 
are restricted regions where the magnetic properties are changing. These small differences 
cause sharp changes in magnetic field across the interfaces of the media. The magnitude of 
the changes depends on the interface shape and orientation relative to the field direction, 
on the distance between two adjacent interfaces, etc, so that the geometry, the size, and the 
magnetic properties of the whole sample system have an influence on the magnetic field 
distribution. 
 When a heterogeneous mixture of liquids is analysed, the problem of field 
inhomogeneity becomes more complex. Even if all the other sources of distortions are 
removed, the magnetic heterogeneity of the sample is sufficient to affect the field 
homogeneity. Interdiffusion of two liquids is a relevant example. Until the equilibrium is 
reached, the liquids are mixing and the concentration gradient is reflected into magnetic 
heterogeneity of the mixture. The mixing process affects the local field at the nuclei level 
due to the changes of intra- and intermolecular interactions, as has been briefly shown in 
2.2.1. But this effect can also be observed at a macroscopic level, in terms of magnetic 
susceptibility changes. During the interdiffusion process, there is a continuous change of 
the magnetic susceptibility along the mixture (the process is considered to be one-
dimensional). One can say that the sample is in a magnetic state as a function of time and 
position. 
 The simulations of the spatially distribution of magnetic field for homogeneous 
mixtures, separated liquids, and different times during the mixing process, have been used 
to compute the NMR signal in the time and the frequency domain. The simulations were 
compared with the ideal case. There are two main changes in the NMR spectra: frequency 
shifts of the lines and changes of the integral intensity of the lines. The static magnetic 
field is responsible for the NMR frequency so that any distortions of it will cause a shift of 
the resonance line to another frequency. Taking into account the spatial inhomogeneity of 
the field, the NMR line is subject to inhomogeneous broadening, which has been clearly 
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observed from the simulations. The line width increases and the line is asymmetric relative 
to its peak. The shifts of the lines were found experimentally and were presented for two 
different systems. An imaging method was used to obtain the experimental map of the 
static field.  
On the other hand, the amplitude of the rf field is responsible for the signal loss, 
due to an inadequate excitation in the inhomogeneous regions. The integral area of the line 
is smaller in the presence of field inhomogeneities. Together, the static magnetic field and 
the rf field inhomogeneities introduce changes in the integral intensity of the lines.  
The simulation of the spectral distortions was concretised for the interdiffusion of 
two liquids. An ideal concentration profile along the z-axis has been assumed. The relative 
magnetic permeability was considered to have a linear relationship with the concentration 
profile. The concentration of a liquid in a mixture is proportional to the integral of the 
resonance line so that the signal integration along the z-axis can provide the concentration 
profile. Using a known concentration profile, an apparent one was obtained, based on the 
spectral distortions introduced by the magnetic fields inhomogeneities. 
This study shows the changes of the NMR signal due to the static and rf field 
inhomogeneities caused by the susceptibility effects. The field inhomogeneities depend on 
the sample geometry, shape, size, and magnetic properties, but also on the characteristics 
of the liquids mixing, like interdiffusion time scale. The apparent concentration profile 
obtained demonstrates the necessity of a numerical correction procedure.  
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3 Stretched Elastomers Studied by 
Multiple Quantum NMR 
 
3.1 Introduction 
 
Elastomers represent an important class of materials. Cross-linking of technical elastomers 
such as natural rubber (NR) is of crucial importance for their mechanical properties [Sot1]. 
These materials have been the subject of a large number of NMR investigations with the 
aim of relating the microscopic chain behaviour to the macroscopic properties [Blü2]. 
From the viewpoint of NMR, cross-linked elastomers exhibit both solid- and liquid-like 
features. At temperatures well above the glass transition, the time scales and amplitudes of 
molecular motions are liquid-like. The chain motion is not isotropic, being restricted by the 
topological constraints and cross-linking. In the picture of NMR, this has the consequence 
that the anisotropic spin interactions are not completely averaged out, giving rise to a solid-
like behaviour. [Coh]. The samples investigated here are a series of cross-linked NR. Any 
anisotropic spin interaction fixed to a chain segment has a nonzero motional-average value 
due to the constraints imposed by cross-link junctions and interactions between chains. 
Dipolar spin-spin interactions are specifically in this case, residual dipolar interactions 
being able to provide information about the structure and molecular dynamics in 
elastomers.  
The main purpose of this work is to investigate the changes in proton residual 
dipolar coupling and the sensitivity of multiple quantum (MQ) coherences of higher order 
for cross-linked natural rubber under uniaxial deformation. A multispin system response to 
a radio-frequency pulse sequence with five pulses is considered. The results are discussed 
in terms of the edited moments measured from MQ build-up curves, which are related to 
the van Vleck moments, as will be shown below. The effect of uniaxial deformation of a 
natural rubber band was investigated by measurements of second van Vleck moments and 
fourth moments edited by DQ and TQ coherences, respectively. These results can be 
applied to compare 1H residual moments edited by double-quantum and triple-quantum 
experiments with those measured by other NMR methods.  
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3.2 Theory 
 
3.2.1 The complex susceptibilities 
The equations (1.9) describing the free precession can be written as 
( ) )exp()exp(sin)()( 
2
00 T
ttiωMtiMtMt yx −=+=+ αM  .  (3.1) 
By introducing the static magnetic susceptibility 
0
0
0 B
M=χ , the transverse magnetization in 
the rotating frame is [Sli] 
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2
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)(/1
1
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ω−ω+ωχ=
ω−ω+
ω−ωωχ=
T
BM
T
BM
y
x
 .    (3.2) 
The rf perturbation )cos(2 rf1 tB ω  is sufficiently small so that the response of the spin 
system can be assumed proportional to it: 
( ) 1rfrfrf 2 sincos BttBM LFX ωχωχχ ′′+′==  ,   (3.3) 
where LFXM  is the x-magnetization in the laboratory reference frame. On the other hand, 
LF
XM  is related to the x- and y-magnetizations in the rotating frame as 
tMtMM yx
LF
X rfrf sincos ω+ω=  .    (3.4) 
Equations (3.3) and (3.4) define the complex susceptibility χ  by 
χ ′′−χ′=χ i  ,      (3.5) 
with χ′  and χ ′′  given by (cf. equation 1.12) 
2
0
2
2
0
0
2
0
2
2
0
0
0
)(/1
1
2
)(/12
ωωω
χχ
ωω
ωωωχχ
−+=′′
−+
−=′
T
T
 .    (3.6) 
Any resonance is characterized by a complex susceptibility, which expresses the linear 
relationship between the magnetization and the applied field.  
In practice there are many reasons (static field inhomogeneity, dipolar coupling, 
quadrupole interaction, lifetime of Zeeman states) that may cause a scatter of the Larmor 
frequencies. A resonance line of an ensemble of spins has a certain width owing to the 
spread of their Larmor frequencies described by the shape function )( 0ωf . The precessing 
magnetization (3.1) in the absence of relaxation processes can then be expressed as 
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,  (3.7) 
where 00ω  is the central Larmor frequency. The transverse magnetization precesses at the 
mean Larmor frequency but with a time-dependent amplitude )(tG  which is the Fourier 
transform of the shape function )( 0ωf . 
 It is known that a time-dependent perturbation (as 1B ) of frequency 1ω  can only 
induce transitions between states separated by an energy interval 0ω=−=Δ hba EEE , if 
ω  is close to 0ω . The energy levels aE  and bE  have a certain width and the difference 
EΔ  is described by a distribution function )(1)( 0ω≡Δ fEf h  around a central value which 
is 00ωh . The amount of rf energy absorbed per unit time by a sample is calculated based on 
the transition probability induced by the rf field between two states. It is given by [Abr] 
)(210
2
rf0 ωπωωχ= fBP  .    (3.8) 
On the other hand, the power absorbed by the sample from the rf field can be written as  
dt
dBMP X rf−=  ,     (3.9) 
and by combining (3.3) and (3.9) 
rf
2
12 ωχ ′′= BP  .     (3.10) 
The equations (3.8) and (3.10) express the power absorbed computed in two different 
ways. From these relationships, the susceptibility χ ′′  is obtained: 
)(
2
1
00 ωωπχ=χ ′′ f  .     (3.11) 
The equation (3.11) provides a connection between the absorbed power, χ ′′ , and the shape 
function )(ωf  which determines the shape of the resonance line. Also, χ ′′  is proportional 
to the rate of absorption of the rf energy by the sample. The functions χ′  and χ ′′  are 
solutions of the Bloch equations and correspond to the dispersion and absorption parts of 
the Lorentzian line (Chapter 1). The integral of )(ωχ ′′  is essentially the area under the 
absorption curve. Knowledge of χ ′′  for all frequencies makes possible the computation of 
χ′  at any frequency (Kramers-Kronig relation). 
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3.2.2 The dipolar interaction 
The purpose of the previous section is to make the introduction to the dipolar line width in 
a rigid lattice in order to obtain a quantitative description of the line shape determined by 
dipolar broadening. This will be the theoretical background in the case of the solid like 
behaviour of the stretched NR samples investigated. There are several conditions that have 
to be fulfilled: the rf field is small enough to avoid saturation, and it induces a steady 
change in the macroscopic magnetization along the static field that is proportional to the 
shape function. In the condition of linearity (or non saturation), the magnetization can be 
expressed with the help of equation (3.3) for which general relations between )(ωχ′  and 
)(ωχ ′′  exist. It can be proven [Abr, Sli] that the absorption )(ωχ ′′ , according to Fermi’s 
golden rule, has the following form: 
∑ω∝ωχ ′′ 2/)( bakTV xM  ,   (3.12) 
where V is the sample volume, xM  is the operator of the macroscopic magnetization along 
the x-axis, and the summation ∑ /  is taken only over those levels where ω=− hba EE . 
From (3.11) and (3.12) it is clear that the shape function )(ωf  is proportional to the 
restricted sum ∑ 2/ ba xM . 
 Once the general formula was found for the absorption χ ′′ , one now needs to find 
the Hamiltonian of the dipole-dipole interaction. For a system of two (or more) identical 
interacting spins it can be written 
dZ HHH +=  ,     (3.13) 
where ZH  is the Zeeman Hamiltonian and dH  is the general dipolar Hamiltonian given by 
the equation (1.31), which is regarded as a perturbing term responsible for the broadening: 
⎥⎦
⎤⎢⎣
⎡ ⋅−⋅γ= 2 21213
22 )()(3
rrd
rr IIIIH h  .   (3.14) 
This Hamiltonian can be expressed in a convenient form so that equation (3.12) can be 
used to determine the change in the Zeeman energy levels caused by dH  [Abr, Sli]: 
)(3
22
FEDCBAH +++++γ=
rd
h  .   (3.15) 
Because the Zeeman interaction is much larger than the dipolar one, it is appropriate to 
treat dH  as a small perturbation. Therefore, only terms which commute with ZH  are to be 
taken into account in the first-order perturbation theory [Abr, Sli]. The terms K ,B A, are 
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explicitly shown in Table 3.1. θ and ϕ are the polar angles of the vector r. Only the terms 
B  A and  commute with ZH  and will be retained in (3.15). What is the significance of 
these operators and how can they be related to the magnetic absorption or the line shape 
(eq. (3.12))? When acting on a state of the unperturbed Hamiltonian ZH  characterized by 
the values m1 and m2 of the quantum numbers that are the eigenvalues of I1z and I2z, the 
operators BA  and  (equation (3.15) and Table 3.1) affect this state as follows: 
0)( ,1 ,1 :
0)( ,0 ,0 :
2121
2121
=+Δ=Δ±=Δ
=+Δ=Δ=Δ
mmmm
mmmm
mB
A
 .   (3.16) 
The Zeeman energy )( 210 mmBEZ +γ−= h is degenerated and the degeneracy is lifted by 
the dipolar interaction, which splits the energy level ZE  into sublevels. Only those parts of 
the perturbing Hamiltonian, which acting on the state 21 mm + , induce no change in the 
)( 21 mm +  value, contribute in the first order to the splitting of the energy level ZE  
(equation 3.16). 
 
Table 3.1 The terms of the dipolar Hamiltonian in equation (3.15) 
)cos31( 221 θ−= zz IIA  
))(cos31(
2
1
2121
2 II−θ−= zz IIB  
))(exp(cossin
2
3
1221
++ +ϕ−θθ−= IIIIiC zz  
∗= CD  
++ϕ−θ−= 212 )2exp(sin4
3 IIiE  
∗= EF  
(* denotes the complex conjugate) 
 
 
 The remaining part of dH  is the secular dipolar Hamiltonian 
)0(
dH  
( )( )212123 22)0( 3 cos3121 IIH ⋅−−= zzd IIr θγ h  ,  (3.17) 
and the total simplified Hamiltonian is  
( )( )212123 22210 3 cos3121)( IIH ⋅−−++= zzzz IIrIIB-γ θγ hh  . (3.18) 
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In order to calculate the susceptibility, or the absorption )(ωχ ′′  (equation 3.12), one should 
find the eigenstates of the Hamiltonian in equation (3.18). It is impossible to solve this 
problem [Sli]. Van Vleck introduced a clever method that allows the computation of the 
properties of the resonance line without solving explicitly the eigenstates and eigenvalues 
of energy. 
 
3.2.3 The van Vleck moments 
For a resonance line described by a shape function )(ωf  with a maximum at 0ω , the nth 
moment Mn with respect to the point 0ω  is defined as [Sli] 
∫
∫
∞
∞
ωω
ωωω−ω
=
0
0
n
0
n
)(
)()(
df
df
M  .    (3.19) 
The knowledge of the moments gives some information about the shape of the resonance 
line and about the rate at which it decays to zero in the wings. If )(ωf  is symmetrical with 
respect to 0ω  all odd moments disappear. The second and the forth moments can be 
computed [Abr, Sli] and the final useful relationships are given by 
[ ]{ }{ }2 202 Tr ,Tr x xdM I IH−=  ,    (3.20) 
[ ][ ]{ }{ }2 2004 Tr,Tr x xddM I I,HH−=  .    (3.21) 
The commutator ],[ )0( xd IH  can be computed, taking into account the explicit formula of 
)0(
dH  (equation 3.17): 
[ ] [ ]∑ +−=
<kj
j
x
j
x
k
z
j
zjk
jk
xd IIIIr
,)cos31(1
2
3, 23
2)0( θγ hIH  ,  (3.22) 
and then [ ]{ } ∑ −++=−
<kj jk
jkN
xd r
III 3
2
22242)0( cos31
2
3)12()1(
9
2,Tr
θγ hIH  .       (3.23) 
The nominator of equations (3.20) and (3:21) can be written as 
{ } { } N
j
j
xx IINI )12)(1(3
1TrTr
22 ++=∑= II  ,   (3.24) 
where N is the total number of spins and jkθ  the angle between jkr  and 0B . The second 
moment becomes 
Chapter 3 
 47
∑ θ−+γ=
k jk
jk
r
IIM 6
22
24
2
)cos31(
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4
3 h  .   (3.25) 
It is then possible to get the information about the resonance line by computing its 
moments. The residual dipolar interactions are reflected in different ways in the various 
NMR parameters. One of the spectroscopy objectives in the field of elastomers is to 
develop methods that are accurate and highly sensitive to the changes in the values of 
residual dipolar couplings. This study is focused on observing the changes induced in the 
residual dipolar couplings using multiple quantum (MQ) NMR. MQ coherences show an 
enhanced sensitivity to the inhomogeneous spin interactions [Mun2]. The access to the 
residual dipolar couplings is possible via MQ build-up curves recorded in the initial time 
regime of the excitation/reconversion periods. This can be done model-free, without 
contributions of inhomogeneous spin interactions and relaxation of transverse 
magnetization. 
 
3.2.4 Multispin second van Vleck moment from the DQ build-up curve 
The pulse sequence shown in Fig. 3.1 was used to record the MQ build-up curves. It 
creates even-order MQ coherences if applied to a spin system initially polarized in the 
static magnetic field [Ern].  
 
Fig 3.1 Five-pulse sequence used for excitation of even-order and odd-order MQ coherences. 
In the former case, the phases of the excitation pulses differ by 1800, and in the latter case by 
900, as indicated. The reconversion period contains the same sequence of radio-frequency 
pulses with the phases orthogonal to the excitation pulses to generate a time-reversed dipolar 
DQ Hamiltonian. In some of the experiments 1800 refocusing pulse (dashed lines) is 
introduced in the middle of both the excitation and refocusing periods. For measurements of 
MQ build-up curves the evolution of MQ coherences during the period t1 is kept very short. 
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 In order to get the moments of the DQ signal one needs to evaluate the response of 
the spin system to the pulse sequence used (Fig.3.1). All the calculations are considered for 
isolated pairs of 2
1  spins and an isolated methyl (CH3) group [Sch, Fec1]. The state of the 
spin system is described by the density matrix, the action of the rf pulses are 
mathematically expressed by the quantum mechanical propagators, and the free evolutions 
are also expressed by propagators governed by the specific spin interactions. So speaking, 
the propagators describing the action of ox90  and 
o
y90  rf pulses are given by 
⎭⎬
⎫
⎩⎨
⎧ π= xx IiP 2exp      (3.26) 
and 
⎭⎬
⎫
⎩⎨
⎧= yy IiP 2exp
π  .     (3.27) 
xI  and yI  are the components of the total spin operator 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
z
y
x
I
I
I
I . The propagator 
corresponding to the free evolution periods of excitation and reconversion is 
( ){ }τ0exp diE H−=  ,     (3.28) 
where ( )0dH  is the secular multispin dipolar Hamiltonian (equation (3.17)). For a polymer 
network system like elastomers this is the residual dipolar Hamiltonian [Fec2]. For 
excitation/reconversion times τ  short compared to the transverse relaxation time, the 
dipolar Hamiltonian modulated by molecular motions can be neglected in a good 
approximation. 
 At the end of the excitation/reconversion periods and in the limit of a short 
evolution time ( 01 →t ) (Fig. 3.1), the density operator of the spin system can be written as 
( ) ( )02 11 ρEPPEPPρ xxyy −−=τ  ,   (3.29) 
where the density operator at the initial moment of time is ( )0ρ . 
In order to evaluate the equation (3.29) it is easy to show that the effective 
propagator of the excitation period is given by 
( ){ }
( ) , )
2
1(exp
exp
0
011
⎭⎬
⎫
⎩⎨
⎧ −−−=
−= −−
τ
τ
DQd
xdxxx
i
PiPEPP
HH
H
   (3.30) 
and for the reconversion period by 
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DQd
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PiPEPP
HH
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   (3.31) 
where DQH  is the pure double-quantum dipolar Hamiltonian given by 
( )∑ +=
≠ −−++ji jijiijDQ
IIIId
4
3H  .   (3.32) 
ijd  is the dipolar coupling constant of spins i and j (eq. (3.17)), ( )θ−γ= 23 22 cos3121 rdij h . 
Residual secular and DQ dipolar Hamiltonians can be obtained from equations (3.31) and 
(3.32) by substituting ( ) ijijij dSRKd β,→ , where the coefficient K depends on the end-to-
end vector R  and the local orientation of R  relative to the direction of the static magnetic 
field specified by the angle β  [Fec2]. ijS  represents the site selective dynamic order 
parameter.  
 In the limit of short excitation time, ( ) 10 <<τdH , where ( )0dH  is the strength of the 
dipolar interactions, using the equations (3.29) and (3.30), the density operator at the end 
of the excitation period can be written as  
( ) ( ) ( ) ( )0...
2
1
2
1
2
1 2
2
00 ρi DQdDQdexc ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ +⎥⎦
⎤⎢⎣
⎡ −−−⎥⎦
⎤⎢⎣
⎡ −−−≈ τττ HHHH1ρ  , (3.33) 
where 1 is the unity operator. The DQ coherences present at the end of the excitation 
period can be obtained from the total density operator ( )τρexc  taking into account that 
( ) zDQ I∝0ρ . 
( ) ( ) zDQdDQDQDQ Ii ⎭⎬
⎫
⎩⎨
⎧ +⎥⎦
⎤⎢⎣
⎡ +−∝ ...
2
1
2
1 202 τττ HHHHρ  .  (3.34) 
At the end of the reconversion period the final density operator encoded by the DQ 
coherences excited in the first period of the experiment is described by 
( ) ( ) ( )
( ) . ...
2
1
2
1
...
2
1
2
1
2
12
202
2
2
00
zDQdDQDQ
DQdDQdDQ
Ii
i
⎭⎬
⎫
⎩⎨
⎧ +⎥⎦
⎤⎢⎣
⎡ +−⋅
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ +⎥⎦
⎤⎢⎣
⎡ +−−⎥⎦
⎤⎢⎣
⎡ +−−∝
ττ
τττρ
HHHH
HHHH1
 (3.35) 
At the end of the pulse sequence shown in Fig. 3.1, the DQ filtered signal can be evaluated 
from equation (3.35) by taking into account that ( ) 00 =zd IH  and 
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DQDQzIi HH −=⎭⎬
⎫
⎩⎨
⎧−
2
exp π . For short values of the excitation/reconversion times τ , the 
normalized DQ signal is given by 
( ) [ ]{ }{ } ...TrTr212 22
2
−−≈ ττ
z
zDQ
DQS I
IH
    (3.36) 
 For the general case of a multispin dipolar system the DQ build-up curve can be 
approximated at short τ  values by a term proportional to 2τ  of the form 
( ) ...
2
12 22 −τ≈τ DQDQ MS  ,    (3.37) 
where the double-quantum edited moment of the build-up curve is given by 
[ ]{ }{ }2
2
2 Tr
Tr
z
zDQDQM
I
IH−=  .    (3.38) 
 The spin pair nature of the dipolar coupling Hamiltonian and the editing of these 
pairs by DQ filtering leads to the fact that DQM 2  equals the van Vleck moment 2M : 
22 MM
DQ = . The second van Vleck moment is given by the equation (3.20). The trace “Tr” 
is invariant under unitary transformations, so that the equation (3.20) can be rewritten as 
[ ]
{ }2
2
)0(
2 Tr
2
iexpTr
x
xdy
M
I
IHI
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎦
⎤⎢⎣
⎡
⎭⎬
⎫
⎩⎨
⎧−
−=
π
 .   (3.39) 
Taking into account that zxy IIIi −=⎭⎬
⎫
⎩⎨
⎧−
2
exp π , ( ) ( ) DQddyIi HHH +−=⎭⎬
⎫
⎩⎨
⎧− 00
2
1
2
exp π , and 
( ) 00 =zd IH , the second van Vleck moment can be finally written as 
[ ]{ }{ }2
2
2 Tr
Tr
z
zDQM
I
IH−=  .    (3.40) 
The formula (3.40) is identical to formula (3.38), so that the equality of the second van 
Vleck moment and the second moment edited by the DQ build-up curve was proven 
[Vod1]. 
For longer excitation times, DQ coherences involve higher-order spin correlations 
[Mun1]. Hence, the dipolar coefficients of higher-order terms in 2τ  edited by DQ filtered 
signals are expected to be different from higher-order van Vleck moments. 
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 It is nearly impossible to obtain an exact analytical expression for the DQ build-up 
curve of a multispin system at all excitation/reconversion times. Therefore, the DQ filtered 
signal is described in a heuristic manner by [Vod1] 
( ) ⎥⎦
⎤⎢⎣
⎡−
⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡−−∝ *
2
22 2exp
2
exp12
T
MSDQ
τττ  ,  (3.41) 
where the transverse relaxation during the free evolution periods (Fig. 3.1) is accounted for 
by the effective transverse relaxation time *2T . For 
*
2T<<τ  and ( ) 12/12 <<τM , the DQ 
filtered signal given by equation (3.41) is in agreement with that given by the equation 
(3.37). The double-quantum filtered signal of equation (3.41) is normalized to the integral 
intensity of the single quantum signal. 
It should be noted that in soft solids like elastomers, the ratio ( )224 / MM  that 
characterizes the solid-like contribution to the transverse relaxation of single-quantum 
(SQ) coherences is of the order of 102 [Dem1]. This is expected to be also valid for 
equation (3.41) especially for longer τ  values, i.e., for ( ) 12/12 ≥τM . Moreover, as the 
excitation/reconversion time increases, DQ multispin correlations are present as well as 
high-order MQ coherences of even order. The change in the size of the dipolar network 
produced by these effects has to be taken into account by DQ edited moments of higher 
order. Therefore, a more justified expression for the DQ build-up signal of an elastomer is 
a polynomial function in 2τ : 
( ) ⎥⎦
⎤⎢⎣
⎡−
⎭⎬
⎫
⎩⎨
⎧ +−∝ *
2
4422 2exp...
!42
2
T
MMS
DQ
DQ
ττττ  ,   (3.42) 
where *2T  is the effective transverse relaxation time. The residual higher-order DQ 
moments DQ2nM , (n > 1) in equation (3.42) are different from the residual van Vleck 
moments nM 2 . In principle, double-quantum edited moments 
DQ
2nM , (n > 1) can be 
evaluated using the equation (3.35). 
 
3.2.5 Multispin moments edited by the TQ build-up curve 
Odd-order MQ coherences can be created using the pulse sequence of Fig. 3.1 that acts on 
the spin system with z-polarization [Ern, Mun2]. The density operator at the end of the 
excitation period of the five-pulse sequence is given by 
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   (3.43) 
It can easily be shown that the term in equation (3.43) of lowest order in 2τ  which creates 
triple-quantum coherences has the form 
( ) ( ) ydTQ I20DQ2DQ 2
1
2
1 ττ ⎥⎦
⎤⎢⎣
⎡ −−∝ HHHρ  .   (3.44) 
The signal encoded by TQ coherences obtained by z-filtering at the end of the reconversion 
part of the pulse sequence (Fig. 3.1) can be evaluated in the similar manner to that of the 
DQ signal. Finally, the normalized signal can be written as 
( ) { } ( ) ( ) ...2121TrTr4 12 40DQ2DQ
2
DQ
0
2 −⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
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⎛ +−≈ ττ ydyd
y
TQ III
S HHHHH  (3.45) 
The equation above reveals that TQ build-up curve is described in the lowest order of τ  by 
a term proportional to 4τ . This generalizes the results obtained for an isolated methyl 
group [Sch1]. The dipolar coefficient of this term can be defined as the fourth moment 
( TQ4M ) edited by the TQ build-up curve. Finally one can write  
( ) ...
!4
2 44 −≈ ττ
TQ
TQ
MS     (3.46) 
The explicit general expression for the edited fourth moment, which characterizes the TQ 
build-up curve, can be obtained from equations (3.45) and (3.46): 
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1Tr
Tr
6 HHHHH  . (3.47) 
It can be shown that TQ4M  is different from the fourth van Vleck moment 4M  [Vod1]. 
This is expected based on the fact that TQ4M  edits only the dipolar sums of the form ∑
≠≠ kji
. 
Besides these dipolar sums, 4M  contains also sums of the form ∑
≠ ji
[Meh1]. 
 Similar to the DQ build-up curve, the normalized TQ filtered signal can be 
approximated by the rapidly converging function  
( ) ⎥⎦
⎤⎢⎣
⎡−⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡−−∝ *
2
4
TQ
4 2exp
!4
exp12
T
M
STQ
τττ  .  (3.48) 
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This ad hoc function allows one to measure TQ4M , which provides information about three-
spin correlations. A function with slower convergence but better justified from first 
principles, especially in the case of soft solids, is given by the polynomial expansion 
( ) ⎥⎦
⎤⎢⎣
⎡−⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ +−∝ *
2
6
TQ
64
TQ
4 2exp...
!6!4
2
T
MM
STQ
ττττ  .  (3.49) 
For soft solids like elastomers, the edited moments of the MQ build-up curves can be 
correlated with the dynamic order parameters; for instance, TQrigid
TQ MSM ,4
4
4 = .  
The above considerations show that no assumptions related to the configuration of 
the dipolar network or the mechanism of average induced by the molecular motions are 
needed in order to derive the shapes of the MQ build up curves in the initial time regime. 
Therefore, the measurement of the corresponding moments is performed model free. 
3.3 Experimental 
 
3.3.1 Samples 
The investigated type of elastomer is based on commercially available natural rubber (NR) 
SMR10 (Malaysia). As additives, the samples of the cross-linked NR series contain 3 phr 
(parts-per-hundred-rubber) ZnO and 2 phr stearic acid. The series consists of seven 
differently cross-linked samples. The sulfur and accelerator contents are shown in Table 
3.2. The accelerator is of the standard sulfenamide type (TBBS, benzothiazyl-2-tert-butyl-
sulfenamide). After mixing the compounds in a laboratory mixer at 500 C, the vulcanisation 
was performed at 1600 C in a Monsanto MDR-2000-E vulcameter. The degree of cross-
linking was measured by the low frequency shear modulus (G) at a temperature of 1600 C 
in the vulcameter directly after the vulcanisation. The measurements were performed with 
an oscillation amplitude of ± 0.50 and a frequency of 1.67 Hz. The values of G are shown 
in Table 3.1 for the cross-linked NR series. 
 
3.3.2 NMR experiments 
The NMR experiments were performed on a Bruker DMX-300 spectrometer with an 
operating 1H frequency of 299.87 MHz. Even and odd order multiple-quantum build-up 
curves were measured using the five-pulse sequence (Fig. 3.1) [Mun1, Mun2, Ern]. The 
phase cycling scheme used for detection of the MQ coherences of the order p±  is 
described in Refs. [Ern, Mun2]. The maximum MQ coherences detected in the sample was 
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p = ± 4. The length of the 90° radio-frequency pulse was about 9 μs, and the recycle delay 
was set to 3 s. The MQ evolution time and the z-filter delay were fixed to tMQ = 20 μs and 
fτ = 20 μs, respectively. Simple homemade devices [Vod1] for measurements of the 
natural rubber bands under elongation and compression were used (Fig. 3.2). 
 
Table 3.2 Properties of the series of cross-linked NR samples 
sample 
sulfur-accelerator 
content (phr) 
shear modulus G 
(dNm) 
NR1 1-1 5.2 
NR2 2-2 8.5 
NR3 3-3 11.2 
NR4 4-4 13.2 
NR5 5-5 14.5 
NR6 6-6 15.4 
NR7 7-7 16.2 
 
 
 
Fig. 3.2 Photo of the devices used to stretch the NR samples. 
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3.4. Results and discussions 
 
3.4.1 Sensitivity to the changes of 1H residual dipolar couplings in NR under uniaxial 
elongation 
The residual moments of elastomers change due to physical and chemical agents acting on 
the polymer network. Therefore, it is important to compare different NMR methods from 
the point of view of sensitivity to the changes in the residual dipolar couplings.  
The sensitivity of DQ and TQ edited signals to such changes can be estimated from 
the relative sensitivity defined by  
( )
( )τ
τ
2
2
DQ
DQ
S
SΔ
 and 
( )
( )τ
τ
2
2
TQ
TQ
S
SΔ
, respectively.   (3.50) 
In the limit of short excitation/reconversion times these quantities can be evaluated from 
the equations (3.37) and (3.46): 
( )
( ) 2
2
2
2
M
M
S
S
DQ
DQ Δ≈Δ τ
τ
,     (3.51) 
and 
( )
( ) TQ
TQ
TQ
TQ
M
M
S
S
4
4
2
2 Δ≈Δ τ
τ
.    (3.52) 
It is evident that the sensitivity is proportional to the changes of the residual 
moments, 2MΔ  and TQM 4Δ ). Furthermore, as TQ experiments edit an extended 
dipolar network, it is expected that these experiments are more sensitive than DQ 
experiments. This was shown previously for a cross-link series of natural rubber [Fec1] 
and a supplementary proof is given below for a stretched, cross-linked natural rubber band. 
 For longer excitation/reconversion times the sensitivities can be evaluated from the 
equations (3.42) and (3.49). These equations provide the basis for describing the loss in 
sensitivity to residual dipolar couplings when τ  increases. 
Proton MQ build-up curves measured at 300 MHz in NR under uniaxial elongation 
and in the relaxed state ( 1=λ ) are shown in Fig. 3.4. Systematic changes are observed in 
the initial slopes and positions of the maxima with increasing the elongation λ . 
The relative sensitivity ( ) ( )( ) ( )τττ λλλ 11 / ==− SSS  to the changes of residual dipolar 
couplings is plotted in Fig. 3.5 versus the excitation/reconversion time τ  for different λ  
values. The uniaxial elongation leads to an increase of the residual dipolar couplings due to 
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the higher chain orientation and interchain interactions [Kle]. Therefore, as it is predicted 
by equations (3.51) and (3.52), the relative sensitivity increases with increasing elongation 
ratio. This is fully supported by the data shown in Fig. 3.5. Based on the equations (3.42) 
and (3.49), one can predict a decrease of the relative sensitivity when τ  is increasing. The 
data presented in Fig. 3.5 for DQ, TQ, and FQ filtered signals support this prediction 
[Vod1]. 
The relative sensitivities to the changes in 1H residual dipolar couplings detected by 
DQ, TQ, and FQ filtered signals are compared in Fig. 3.3 for the same values of the 
elongation ratio. It is obvious that the relative sensitivity increases with the order of the 
MQ coherences. Four-quantum coherences show an increase of almost one order of 
magnitude in the sensitivity with respect to the DQ coherences. The present result 
represents an experimental confirmation of the enhancement in sensitivity by the use of 
higher-order MQ coherences [Vod1]. 
 
Fig. 3.3 The relative sensitivity ratios for DQ, TQ, and FQ coherences are compared for 
the sample NR1 and MQ filtered 1H signals of Fig. 3.4 with 1=λ  and 4=λ . 
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                    a) 
                    b) 
                    c) 
Fig. 3.4 Normalized 1H double-quantum (DQ) (a), triple-quantum (TQ) (b), and four 
quantum (FQ) build-up curves for NR at different values of the elongation ratio λ . The 
normalization is done to the spectrum integral after a 90° pulse.  
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                    a) 
                    b) 
                    c) 
Fig. 3.5 The relative sensitivity ( ) ( )( ) ( )τττ λλλ 11 / ==− SSS  to the residual dipolar couplings 
as a function of the excitation/reconversion time τ . (a) DQ, (b) TQ, and (c) FQ sensitivity 
ratios for the NR sample at different λ  values. 
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3.4.2 Residual dipolar moments edited by TQ build-up curves for natural rubber 
under uniaxial elongation and compression 
Proton DQ build-up curves of the series of cross-linked NR (NR1-NR7) non-stretched 
were recorded. These build-up curves were fitted with the polynomial function (3.42), the 
fitting and the build-up curve example being shown in Fig. 3.6 for the extreme samples 
NR1 and NR7. The residual second van Vleck moments obtained are shown in Fig. 
3.7.The dependence of 2M  on cross-link density (phr) is not linear. 
  
Fig. 3.6 Proton DQ build-up curves for 
samples NR1 and NR7. The solid lines 
represent the polynomial fits given by 
equation (3.42). 
Fig 3.7 Proton residual second van Vleck 
moments determined for the series of cross-
linked NR samples as a function of cross-
link density. 
 
 The proton double-quantum build-up curves of Fig. 3.4a were evaluated for the 
second van Vleck moments 2M  of sample NR1 as a function of the elongation ratio. The 
values of 2M  are shown in Fig. 3.8. The 2M  dependence of the elongation ratio has 
been predicted in [Cal2]: 
⎟⎠
⎞⎜⎝
⎛ λ+λ−λ==λ
λ 24
2
2
3
2
3
2
3
1
)1(
)(
M
M
 .    (3.53) 
An increase of 2M  was detected by about one order of magnitude which is closer to the 
expected 4λ  dependence than the experimental results reported in [Cal2]. In Fig. 3.9 the 
experimental ratio 
)1(
)(
2
2
=λ
λ
M
M
 and the theoretical one are shown for comparison. 
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Fig. 3.8 Proton 2M  versus the elongation ratio λ  from DQ build-up curves of NR1. 
 
 
Fig. 3.9 The experimental and theoretical ratio 
)1(
)(
2
2
=λ
λ
M
M
 as a function of elongation 
ratio λ  (equation (3.53)). 
 
Proton TQ build-up curves were shown above (section 3.4.1) to be more sensitive 
to the changes in the values of the residual dipolar couplings compared to the DQ build-up 
curves. The TQ build-up curves were measured for the NR1 sample under elongation (Fig. 
3.4b) and compression (Fig. 3.10). From these data, the residual moments TQM 4  were 
evaluated using equation (3.49). These moments are shown in Fig. 3.11 as a function of the 
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elongation and compression ratios λ , respectively. As expected, the change in the TQM 4  
edited moment of the NR1 sample under elongation is larger than that under compression, 
due to the wider range of λ  ratios used. Moreover, the ratio 
( ) ( ) 3001/4 44 ≈== λλ TQTQ MM  is larger compared to ( ) ( ) 201/4 22 ≈== λλ MM  
estimated from the data of Fig. 3.8. The dependences on λ  shown in Fig. 3.8 and Fig. 3.11 
can be used to test the models of the deformed polymer network [Rub]. 
 
Fig. 3.10 Proton TQ build-up curves as a function of compression ratios for NR1. 
 
 
 
Fig. 3.11 Residual fourth moment TQM 4  measured from TQ build-up curves for the NR1 
sample as a function of the elongation (left) and compression (right) ratio λ . 
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3.5. Conclusions 
 
The measurements of residual moments edited by MQ build-up curves have some 
advantages compared to the measurements of other NMR quantities like the popular 
transverse magnetization relaxation. In the case of transverse relaxation, the residual 
dipolar couplings as well as the thermal modulation of dipolar interactions simultaneously 
contribute to the signal decay. The correlation of these moments with, for instance, cross-
link density can be accomplished more easily than with the transverse magnetization 
relaxation. In the last case, the second van Vleck moment as well as the distribution of the 
correlation times has to be taken into account via some model.  
Soft solids like elastomers benefit form NMR measurements under static 
conditions. Sample deformations due to centrifugal forces at fast MAS can be avoided. The 
study of network deformation under MAS cannot be performed with the convenience of 
the static measurements. 
 The significance of the residual dipolar coefficients, which can be measured from 
DQ and TQ build-up curves, was demonstrated. In the initial time regime of the 
excitation/reconversion periods only DQ build-up curves give a residual dipolar quantity 
that is equal to second van Vleck moment. This enables one to compare these moments 
with the van Vleck moments measured by other NMR techniques. It was shown that 
higher-order MQ build-up curves edit moments different from the van Vleck moments. 
These higher-order edited moments are more sensitive to the changes in the polymer 
network properties than the residual second van Vleck moment. 
 The increased sensitivity of higher-order MQ coherences to the changes in the 1H 
residual dipolar couplings induced by uniaxial forces in the cross-linked natural rubber was 
demonstrated and explained. As an application, 1H TQ build-up curves of cross-linked 
natural rubber were measured under uniaxial elongation and compression. The edited 
residual fourth moment obtained from these curves as a function of the deformation ratio 
λ  can be used to test the models of viscoelasticity. 
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4 Molecular Dynamic Heterogeneities of 
Thermoplastic Polyurethanes 
 
4.1 Introduction 
 
Polyurethanes are all around us, playing important roles in more facets of our daily life 
than perhaps any other single polymer. Introduced by Otto Bayer in 1937 as a replacement 
for rubber, these materials have become one of the most versatile materials [Lel]. They are 
used as coatings, elastomers, foams, or adhesives. When used as coating in exterior or 
interior finishes, polyurethanes are tough, flexible, chemical resistant, and fast curing. 
Polyurethanes as elastomers have superior toughness and abrasion in such applications as 
solid tires, wheels, bumper components or insulation. Polyurethanes are often used to bond 
composite structures together. Benefits of polyurethane adhesive bonds are that they have 
good impact resistance, the resin cures rapidly and the resin bonds well to a variety of 
different surfaces. The macroscopic properties of polyurethanes can be adjusted based on 
the understanding of the correlation with the microscopic properties. Thermoplastic 
polyurethane (TPU) is an attractive material within the polyurethane family, because of the 
ability to modify its microstructure and thus its mechanical behaviour. It is highly elastic, 
flexible and resistant to abrasion, impact and weather. 
 Most useful commercial polymers are heterogeneous with properties that critically 
depend upon the dimensional scale of the different component structures in the material. 
Polyurethanes typically exhibit a two-phase microstructure. This phase segregation results 
in the superior physical and mechanical properties of these materials. In most cases, 
segmented TPUs are regarded as multi-block copolymers of the (AB)n type, where A and 
B represent repeat units of the hard and soft segments [Lel]. The hard segments (HS) are 
responsible for the dimensional stability of the TPU product by providing physical cross-
links through hydrogen bonds and act as reinforcing filler to the soft segments (SS), which 
are responsible for the flexibility of the TPU materials. Many of the unique properties of 
TPU materials are greatly influenced by the phase separation of rigid and flexible 
segments. Thus an estimation of the size and morphology of the domains is of considerable 
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interest. The content of the HS and the molecular weight of the SS are two parameters that 
can induce dramatic changes in the microscopic structure of TPUs. The main topic of this 
work is to find the morphology and the domain sizes for a series of TPU samples with 
different content in hard segments for the same molecular weight of the soft segments. The 
same set of samples has been investigated by different NMR methods and other techniques 
in previous studies. The correlation between macroscopic, mesoscopic and microscopic 
properties of the TPU samples is discussed. To this purpose, the effective volume of the 
hard domains is correlated with the TPU HS content, the segmental orientation of HS 
obtained from the 1H residual dipolar couplings and macroscopic properties including 
Young´s elastic modulus and glass transition temperature. 
 
4.2 Experimental 
 
4.2.1 Samples 
The TPU samples subject to this study have been provided by Freudenberg 
Forschungsdienste, KG, Germany – TPU Department in collaboration with Merkel 
Freudenberg Fluidtechnic GmbH, Germany.  
 A typical TPU consists of rigid and flexible alternating segments. The hard segment 
consists of a diisocyanate chain extended with a low-molecular weight diol or diamine. 
The soft segment is a long-chain macroglycol with a molecular weight between 500 and 
5000. The raw materials for the preparation of the TPUs were: MDI (4.4’-
diphenylmethane-diisocyanate) and 1,4-butanediol (BD), commercial grade purchased 
from Bayer. Monourethane-type mold release agent (Freudenberg Dichtungs - 
Schwingungstechnik K.G.) was used in a concentration of 0.5%. Difunctional 
polycaprolactone (PCL) was purchased from Solvay Interox under the name of Capa 2205 
with molecular weight of Mn=2000 g/mol. All chemicals were used as received, without 
any pre-treatment. In block-copolymers the molecular chains are composed of SS 
originating from the polyol and HS originating from the diisocyanate and the chain 
extender. Ideally, the two segments are immiscible and phase separate during their 
formation. The soft segments form the continuous soft phase in which the hard phase is 
dispersed. The domain size of the hard phase depends on the length of the hard segments, 
which can be adjusted through the mass fraction of diisocyanate and chain extender in the 
formulation and through the molecular weight of the polyol. The TPU samples have been 
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prepared using the prepolymer technique. The formulations were calculated in a way that 
the sizes and ratios of hard segments were varied to specific numbers (Table 4.1). 
 
Table 4.1 Composition of the investigated TPU samples. 
polyol Mn [g/mol] mass fraction of the hard segment 
Capa 2205 2000 23% 36% 45% 54% 
 
4.2.2 NMR measurements 
Four types of NMR experiments have been performed in order to find the morphology and 
to compute the domain sizes of the TPU samples: proton solid-state NMR spectra, 
inversion recovery, double-quantum (DQ) build-up curves and spin-diffusion based on DQ 
dipolar filter. The data were recorded on a Bruker DSX-500 spectrometer operating at 
500.45 MHz for 1H. The dead time was set to 5.5 μs for all experiments and the dwell time 
to 1 μs. The length of a π/2 pulse was in the (3.5-4) μs interval. The repetition time was set 
to 5 s based on the T1 experiment results. No special conditions were applied during the 
measurements. The measurements were done with a 7 mm MAS probe. The data were 
acquired for static samples at room temperature. 
 Proton spin-diffusion measurements were performed using the general scheme 
Fig. 4.1 Scheme for the spin-diffusion experiment with a DQ filter. The first two pulses
excite DQ coherences that evolve for a short time tDQ. These coherences are converted 
by the following two pulses into z-magnetization. The spin diffusion takes place during
the time interval of duration td. The last pulse reads out the magnetization corresponding
to all phases in the sample. 
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consisting of a double-quantum (DQ) dipolar filter, a spin-diffusion period, and an 
acquisition period as presented in Fig. 4.1. The gradient of magnetization was created by 
the dipolar filter that excites DQ coherences (Fig. 4.1) and selects mainly the 
magnetization of the rigid phase [Bud]. The pulse sequence is based on the two pulses 
acting during the excitation and reconversion periods. The value of the 
excitation/reconversion time is τ=7 μs. It corresponds to the rising region of the DQ build-
up curve for each sample. 
The experimental wide-line spectra were decomposed in two components using the 
DMFIT program. The broad component of the spectra was approximated by a Gaussian 
function. A Lorentzian line shape was used to describe the narrow component of the 
spectra. The integral area of the NMR spectra is approximately constant for the entire 
range of spin diffusion times, demonstrating that the spin-lattice processes do not 
significantly affect the spin diffusion experiment. Moreover, the T1 values of both 
components were determined by an inversion recovery method. The spin-diffusion process, 
manifested in the decay and build-up curves of the rigid and mobile components, 
respectively, is completed on a time scale smaller than T1, so that no correction of the 
experimental data is needed. The long T1 corresponds to the rigid component of the 
investigated samples. It is of the order of 1.2 s, and the short T1, being attributed to the 
mobile component, is longer than 400 ms. 
 
4.3 Double-Quantum dipolar filter 
 
The spin-diffusion experiments observe the equilibration of spatially heterogeneous 
magnetization over the sample. To create a gradient in the magnetization, a dipolar filter 
that excites double-quantum (DQ) coherences can be used. Proton DQ filter can be set in 
such a way as to select the magnetization only from the most rigid part of a heterogeneous 
sample. The quality of the signal filtration is given by the excitation and reconversion 
periods. By choosing appropriate excitation/reconversion periods τ (Fig. 4.1) of the 
double-quantum filter, the magnetization corresponding to the stronger dipolar couplings 
will pass through the filter and that of the weaker dipolar couplings is filtered out. The 
value of τ can be chosen by recording a DQ build-up curve as shown in Fig. 4.2 for the 
sample with 45% HS, recorded using the five-pulse sequence with a filter time of 5 μs 
(Fig. 4.1). The maximum of DQ build-up curves appears at very short 
Chapter 4 
 67
300 200 100 0 -100 -200 -300
τ = 7 μs
[ppm]
300 200 100 0 -100 -200 -300
τ = 10 μs 
[ppm]
300 200 100 0 -100 -200 -300
τ = 25μs
[ppm]
excitation/reconversion times τ for all investigated TPU samples. This maximum 
corresponds to the residual dipolar couplings of the rigid phase. Proton DQ build-up curves 
do not show a second maximum corresponding to the soft segments due to the small values 
of the residual dipolar couplings. 
 
Fig. 4.2 Proton DQ build up curves for the TPU sample with 45% HS. The maximum 
corresponds to the residual dipolar couplings of the rigid phase. In the inset, the initial part 
of the DQ build-up curve is shown and the arrow corresponds to the 
excitation/reconversion time τ = 7 μs used for the DQ filter. 
 
Proton DQ filtered spectra for different values of τ are shown in Fig 4.3. The value 
of 7 μs has been chosen, which still keeps the filter efficiency close to unity with a 
 
 
Fig. 4.3 Proton DQ filtered spectra for different τ values measured using the pulse sequence 
of Fig 1 with tDQ=5 μs and td=5 μs for the TPU sample with 45% HS. The NMR spectra 
correspond to τ = 7, 10, and 25 μs. 
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reasonable value of signal–to–noise ratio. For longer values of τ, the pulse sequence acts 
like a filter for the mobile domain.  
4.4 Results and discussions 
 
4.4.1 Proton NMR spectra and phase composition 
Proton NMR spectrum of the polyurethane sample with 45% HS, recorded in static 
conditions, is presented in Fig. 4.4. The spectra have been decomposed in two components 
using the DMFIT software. The best fitting parameters have been found by decomposing 
the spectra into a Gaussian and a Lorentzian line. The broad component, associated with 
the Gaussian line, corresponds to the rigid phase. The Lorentzian line associated with the 
narrow component of the spectra describes the mobile amorphous phase.  
 
 The phase composition of the investigated TPU samples is shown in Fig. 4.5 as a 
function of the theoretical content of hard segments. The measurements reveal an 
increasing of the rigid phase with increasing HS content in the samples, except the sample 
containing 23% HS. This is explained by the fact that the soft segments have massively 
crystallized and contribute to the rigid fraction detected by NMR. This massive 
crystallization present only for this TPU sample is due to a very low HS content, so that the 
soft segments crystallize in order to maintain the structural stability. A DSC measurement 
on the same samples presented in a previous study [Vod4] shows the melting point of the 
23 36 45 54
20
25
30
35
40
45
50
55
60
65
70
75
80
rigid
mobile
I X 
/ (
I R
+I
M
) *
10
0 
[%
]
HS [%]
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Fig. 4.4 Proton NMR spectrum of the
TPU sample with 45% HS, decomposed
in two components. The broad and
narrow lines correspond to hard and soft
domains, respectively. 
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crystalline SS to be around 50° C for the sample with 23% HS; the other samples do not 
reveal a high SS crystallization. The measured rigid fraction from NMR spectra is smaller 
(Fig. 4.5) than the HS content except, again, for the 23% HS sample. The editing of the 
free induction decay in the presence of the dead time and the massive SS crystallization of 
the sample with 23% HS can explain this. 
 
4.4.2 Proton spin diffusivities 
The spin diffusion coefficients have to be evaluated in order to estimate the domain sizes 
of the rigid and mobile regions. The spin-diffusion coefficients can be expressed in terms 
of the local dipolar field, so that the spin diffusivities are related to the second van Vleck 
moments.  
The equations describing the spin-diffusion coefficients for rigid (Gaussian line) 
and mobile (Lorentzian line) regions are given by [Dem3] 
21
2
R 2ln212
1 νπ Δ= rD     (4.1) 
and 
[ ] 21212M 61 ναΔ= rD  ,    (4.2) 
where α is the cut-off parameter of the Lorentzian line, Δν1/2 is the full line width at half 
height and <r2> is the mean square distance between the nearest spins.  
Taking into account the complexity of the chemical structure and the large number 
of protons in the TPU samples, the <r2> value has been computed by molecular 
optimisations for both hard and soft segments by the Gaussian 03W software package 
(Gaussian Inc., Pittsburgh PA, 2003). The molecular optimisation is based on the Density 
Functional Theory (DFT) methods. For the geometry optimisations we used the three 
parameter hybrid exchange functional [Bec] combined with LYP (Lee, Yang, and Parr) 
[Lee] correlation (referred to as B3LYP) and the 6-31G(d) basis set (six Gaussians for 1s, 
three Gaussians for the inner 2s, and 2p, and one Gaussian for the outer 2s, and 2p 
orbitals). For the samples under investigation the computation time was about three days 
for each, hard and soft segments, on a Pentium IV computer equipped with a CPU working 
at 2.6 GHz and a DDR type memory of 2 GB. The result of the optimisation is shown in 
Fig. 4.6, and the averaged <r2>1/2 values obtained for HS and SS are 0.37 nm and 0.29 nm, 
respectively. 
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Fig. 4.6 The optimised conformer geometry of HS and SS monomers derived with the help of 
the Gaussian 03W software package. The distances between the closest protons are used for 
the evaluation of (<r2>)1/2. 
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 Proton spin diffusion coefficients of rigid and mobile phases for the TPU samples 
were evaluated using equations (4.1) and (4.2). The line widths Δν1/2 of the narrow and 
broad components are shown in Table 4.2. The spin diffusion coefficients are shown in 
Fig. 4.7 as a function of HS content. The strength of the 1H residual dipolar couplings 
increases with the increase in the content of HS, for both rigid and amorphous regions 
[Vod3]. Therefore, the spin diffusivities will increase in both phases when the 
concentration in HS increases, as it is evident from Fig. 4.7. 
 
Table 4.2 The full width at the half intensity 2/1νΔ  obtained from the 
components of 1H NMR Spectra of TPU samples 
 
HS [%] 
Gaussian component 
2/1νΔ  [kHz] 
Lorentzian component 
2/1νΔ  [kHz] 
23 33.7 2.3 
36 27.6 2.1 
45 31.1 2.3 
54 32.0 2.7 
 
 
Fig. 4.7 Proton spin diffusivities for rigid and mobile domains versus % HS 
evaluated from the line width using equations. (4.1) and (4.2). 
 
 The spin diffusivity of the rigid phase in TPU samples can be evaluated by another 
approach, independent of the line width calculation as was shown above. The starting point 
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is based on the relationship between the spin diffusivity of the quasi rigid phase DR and the 
local dipolar field BL for a powder sample, taking into account only the nearest neighbours: 
L
2
R 60
BrD π=  .     (4.3) 
For purely dipolar spin interactions, the local field is related to the residual second van 
Vleck moment 2M  by the following relation [Che]: 
2L 3
5 MB =  .     (4.4) 
The relationship between the spin diffusivity of the rigid phase and the residual second van 
Vleck moment is then given by 
2
2
R 6
MrD π=  .        (4.5) 
The values of 2M  have been measured based on the DQ build-up curves recorded 
on a Bruker Minispec NMR – mq20 spectrometer at a proton resonance frequency of 20 
MHz. The values are reported in [Vod2] and have been used to compute the spin 
diffusivities of the rigid phase DR, based on equation (4.5). The values of DR obtained from 
the two approaches are shown in Fig. 4.8. 
 
Fig. 4.8 Comparison of the spin diffusivities of the rigid phase evaluated from 2M  
(squares) and line width (circles). 
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The differences observed between the DR values are in the order of 10%, except the sample 
containing 23% HS. This can be explained by the editing of the stronger dipolar couplings 
using DQ coherences, so there are fewer contributions to the residual second moment 
compared with the SQ spectra where both HS and crystalline SS segments are edited. 
Another explanation is a longer dead time (two times) of the Minispec compared with the 
solid-state spectrometer. Taking into account the complexity of editing dipolar couplings 
by DQ coherences, the approaches made in the evaluation of the moments, the approaches 
made for the spin diffusivities computation, and the sensitivity difference between low and 
high field NMR, the result presented above stands and proves the capability of both low 
and high field NMR to investigate molecular order and dynamics in heterogeneous 
materials.  
 
4.4.3 Dominant morphology of TPU samples. Effective domain sizes 
The proton spectra recorded for different diffusion times (Fig. 4.1) were decomposed in 
two components, Gaussian and Lorentzian line shapes, describing the rigid and the mobile 
phases. Because the DQ filter used selects the magnetization from the rigid phase, the 
broad component contribution in the spectra is decreasing with increasing diffusion time, 
and, the contribution of the mobile component to the spectra is increasing. An example of 
proton spectra of the sample with 45% HS is presented in Fig. 4.9 for three spin diffusion 
times.  
 
Fig. 4.9 Proton spin-diffusion edited NMR spectra at different diffusion times td= 5 μs, 150 
μs and 5 ms for 45% HS TPU sample. 
 
The time dependent integral spin-diffusion intensities obtained for the TPU samples 
are plotted in Fig. 4.10. For all TPU samples, the equilibration of the magnetization takes 
place on a time scale smaller than the relaxation of the longitudinal magnetization, hence a 
correction of the spin-diffusion data corresponding to the relaxation effects has not been 
performed. The integral area of the NMR spectra is approximately constant for the entire 
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range of diffusion times, demonstrating that the spin-lattice processes do not significantly 
affect the spin diffusion experiment. The spin diffusion build-up and decay curves can be 
used to establish the dominant morphology and the domain sizes of both rigid and mobile 
phases. 
  
  
Fig. 4.10 Proton spin-diffusion decay and build up curves. The lines correspond to the fits. 
 
 An early model [Lel] considers the hard segment domains as an interconnecting 
network. Both phases are considered to be continuous and the phase separation is not 
complete, some urethane blocks being dispersed in the rubbery matrix. The calculated 
contour length of an average hard block was reported to be in the order of 50 Å.  
 Blackwell and co-workers have proposed models for the chain conformation and 
packing of hard segments in polyurethane elastomers. Planar zig-zag ⎯CH2⎯CH2⎯ 
sections connect successive diisocyanate units. The chains are linked together in stacks 
through C=O…N⎯H hydrogen bonds which involve half of the urethane groups. 
 More recent studies [Sco, Yeh, Zhe] identify the difference in polyurethane 
morphology based on the HS/SS ratio or weight fraction. If the HS content is low, the hard 
blocks generally segregate into isolated microdomains that are randomly dispersed in the 
continuous matrix of the SS phase. As the HS content increases, the long-range 
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connectivity of the HS improves. This enables the hard phase percolation through the soft 
matrix and HS act as physical cross-link sites and reinforce the network. The degree of 
phase separation depends on the thermodynamic driving forces and the kinetic pathways 
during processing. The final morphology usually consists of many hard segment rich 
domains with sizes ranging from tens to hundreds of angstroms, dispersed in the matrix of 
soft segments.  
The morphology of segmental TPU with low concentration of hard segments was 
investigated by X-ray scattering [Che]. In general, there are two different types of 
dispersed HS morphologies (Fig. 4.11): (1) fibrillar domains in which the domain axes 
coincide with the polymer chain axes, and (2) the lamellar domains in which the domain 
axes are perpendicular to the polymer axes. A recent investigation [Sco] of polyurethane 
with atomic force microscopy (AFM) suggests two levels of hierarchy: (1) the hard 
segments form lamellae of about 10 nm width, and (2) assemblies of these hard domains 
which form larger microdomains of about 100-400 nm in length and about 50 nm in width. 
Another study (AFM, SAXS) reported hard segment domain widths in the order of 9±4 nm 
and a long period of about 12 nm for similar polyurethanes. Based on the previous studies 
related to the morphological models and domain sizes of the rigid phase of the TPUs, 
NMR spin diffusion comes with additional very relevant information about the dominant 
morphology in a series of samples with different HS content and with the evaluation of 
domain sizes of both rigid and mobile phases.  
 
Fig 4.11 Schematic representation of microphase separation in a polyurethane elastomer. 
SS = soft segment, LHS = lamellar hard segment, FHS = fibrillar hard segment. 
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 The TPU samples investigated here have a HS content smaller than the SS content, 
and the molecular mass of SS is relatively big. In this case, a plausible morphology is of 
SS/HS/SS type, the soft segments surround the hard segments domains. Taking into 
account that previous studies (including NMR) showed that morphology is very sensitive 
to HS content and molecular weight of SS, the dimensionality of the spin diffusion process 
needs to be somehow elucidated. The simplest structural units for the cases of 1D, 2D and 
3D spin-diffusion for SS/HS/SS morphology is shown in Fig. 4.12. The initial localization 
of the magnetization produced by the DQ dipolar filter is shown in grey and belongs to the 
HS phase. 
 The dimensionality of the spin diffusion process is unknown at this point. The spin 
diffusion build-up and decay curves have been fitted using the analytical solutions [Bud] 
derived for 1, 2 and 3 dimensional cases. The spin diffusion process takes place from a 
source R (rigid phase in the case of rigid filter) into a finite sink M (mobile phase). The 
diffusion equations for a general three-dimensional system are given by 
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where mR is the space and time dependent concentration of the z spin magnetization. 
The spin magnetization in the source region (R) for an n-dimensional isotropic 
spin-diffusion process is given by  
( ) ( )
nd
dxtxmtI ⎥⎥⎦
⎤
⎢⎢⎣
⎡ρ≈ ∫R
0
RRR ,2  ,    (4.7) 
where n=1,2,3 is the spin diffusion dimensionality, Rρ  is the number density of spins of 
the source R of size Rd . The spin magnetization in the sink region M can be written based 
on the conservation law as 
( ) ( ) ( )tIItI RRM 0 −=  .    (4.8) 
The solutions of the equations (4.6) can be obtained using the Laplace transformation 
[Bud]. The time dependent z-magnetization concentration during the spin diffusion process 
for the source R is given by 
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where Md  is the size of the sink, Mρ  is the number density of spins in the region M, 
( ) 2/1MR / DDk = , and MR / ρρσ k= . The quantities mβ  ( ...,3,2,1=m ) are the roots of a 
specific trigonometric equation whose details are described in ref [Bud]. 
 
 
Fig. 4.12 Morphological units for 1D (a), 2D (b), and 3D (c) spin diffusion. The domain 
sizes for the rigid and mobile phases are Rd  and Md , respectively. The source of 
magnetization is considered to be in the rigid region (grey). 
a) b 
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Using simple geometrical arguments, the following equations can be derived 
[Vod3]: 
( )
( ) ,3,111
,2,1
2
,1,1
3 caseDp
rE
caseD
pp
rE
caseD
p
rE
=−+
=+
=
    (4.11) 
where MR / ρρ=r , and eqR,eqM, / MME = . The equilibrium magnetizations for the mobile 
(SS) and rigid (HS) domains are denoted eqM,M , and eqR,M , respectively. The ratio 
between the domain sizes Md  and Rd  (Fig. 4.12) is denoted RM / ddp = . The values of E 
and r are independent of the spin diffusion process. 
 The spin-diffusion decay and build-up curves shown in Fig. 4.10 were fitted with 
the solutions of the spin diffusion equations for 1D, 2D, and 3D morphologies. For each 
spin-diffusion dimensionality the values of Md  and Rd  were established from the best fit. 
These values were used to estimate the ratio p and finally the ratios given by equations 
(4.11) and they are shown in Table 4.3. The ratio with the value closer to unity corresponds 
to the adequate morphology. An example of the spin diffusion build-up and decay curves 
generated for 1, 2, and 3-dimensional cases for 45% HS sample is shown in Fig. 4.13. 
 
Table 4.3 Sensitive ratios of the spin-diffusion dimensionality 
 
values of the dimensionality ratio dimensionality 
ratio 23% HS 36% HS 45% HS 54% HS 
1D 
p
rE  
 
0.79 
 
2 
 
1.79 
 
0.5 
2D 
)2( pp
rE
+  
 
0.92 
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0.6 
3D 
( ) 11 3 −+ p
rE  
 
0.83 
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Fig. 4.13 Proton spin-diffusion decay and build-up curves for the 45% HS TPU sample. 
The lines correspond to the fits with 1D, 2D, and 3D solutions of the spin-diffusion 
equations. 
 
As can be clearly seen in Table 4.3, the dimensionality of the spin diffusion process is 
found to be three-dimensional for 36%, 45%, and 54% HS samples, so the most probable 
morphology is of cubic type (Fig. 4.12 (c)) [Vod3]. This assumption is of course a severe 
approximation of the reality but allows us to estimate an effective size of the domains that 
can be correlated with the chemical composition and other material properties. For the 
sample with 23% HS content a two-dimensional morphology was found to be most 
probable. In TPU samples with higher HS content where more continuity of the hard-
segment phase would exist, the morphology is expected to be different for that of the 
samples with low concentration in HS. Therefore, a 3D morphology is expected to be most 
probable in agreement with the results obtained from 1H spin-diffusion experiments.  
The domain sizes for TPU samples were evaluated from the spin-diffusion decay 
and build up curves in terms of 3D morphologies represented by cubic HS domains 
surrounded by cubic SS domains (Fig. 4.12 (c)). The effective domain sizes for rigid (HS) 
and mobile (SS) phases obtained by using equations (4.7)-(4.9) with n = 3 are shown in 
Fig. 4.14 as a function of HS concentration. As expected, the effective sizes of rigid and 
mobile domains change linearly with the HS content for the samples rich in HS and have 
opposite slopes.  
0 2 4 6 8 10 12 14 16 18
0
20
40
60
80
100  1D          2D           3D
 
 
I X
(t)
 / 
I X
(0
) *
10
0 
[%
]
td
1/2 [ms1/2]
Chapter 4 
 80 
 
 
Fig. 4.14 Effective domain sizes for rigid (squares) and mobile (circles) phases as a 
function of the HS content. 
 
4.4.4 Correlation between effective domain sizes, residual dipolar couplings, Young′s 
modulus, and glass transition temperature 
The domain sizes characterize the materials on the mesoscopic scales, i.e. on the scale of 
tens of nanometers as in the case of TPU samples. The values of the proton residual dipolar 
couplings for hard segments correlate with the anisotropic orientation of the polymer 
segments and reflect the property of the materials on the nanoscale. Larger values of the 
residual dipolar couplings mean slower segmental motions due to more dense packing, 
higher chain orientations produced by the influence of the soft segments and an increase of 
the effective dipolar network due to the inter-chain couplings. 
 Even if the quantities discussed above characterize the materials on different length 
scales, a correlation between the 1H residual second van Vleck moments of TPU samples 
and the effective volume of HS domain sizes can be established. Figure 4.15 shows the 
correlation between 2M  and the rigid effective volume 
3
Rd . The increase in the proton 
residual dipolar couplings shows a monotonic dependence on the effective domain 
volumes of the hard segments. A semi-quantitative explanation for this functional 
dependence can be given [Vod3]. The residual second van Vleck moment can be written as 
rigid2,
2
2 MSM =  ,     (4.12) 
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where S is the dynamic order parameter and rigid2,M  is the second van Vleck moment for a 
rigid dipolar network [Dem4]. The last quantity depends on the lattice sum ∑
k jkr
6
1 , where 
jkr  is the internuclear distance between the spins j and k. The lattice sum increases with the 
number of spins k coupled by dipolar interactions with the spin j. To prove that, let us 
consider a continuous distribution of spins distributed uniformly in a sphere of radius R  
and volume V. The initial radius of the sphere is R0 and the volume is V0. The lattice sum 
can be evaluated by the approximation 
∫∫ ∫≈∑
ππ θθφ
0
2
0
2
66 sin
11
0
dddrr
rr
R
Rk jk
 .    (4.13) 
The final expression for the lattice sum is then obtained: 
VV
VV
rk jk 0
0
6
1 −∝∑  .     (4.13′) 
The above equation shows that when the volume of the dipolar network increases, 0VV > , 
the lattice sum becomes larger and rigid2,M  increases. This variation is not linear in the 
volume of the dipolar network as it is shown by equation (4.13′). 
 
Fig. 4.15 Correlation between the residual second van Vleck moments 2M  and the 
effective volume 3Rd  of the HS domains. 
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 In order to establish the dependence of the residual second van Vleck moment on 
the effective volume of the hard segments in TPU we have to consider also the behaviour 
of the dynamic order parameters. Increased segmental orientation is induced by packing 
effect and larger hindrances of segmental motions. The dynamic order parameter is given 
by  
( ))(cos2 tPS ijβ=  ,    (4.14) 
where ( )tijβ  is the instantaneous angle between a given internuclear vector rij and end-to-
end vector R. ( ))(cos2 tP ijβ  is the time average of the second Legendre polynomial 
( ) ( )( )1cos3
2
1)(cos 22 −β=β ttP ijij . The consequences of packing effects and hindrance in 
the dynamic order parameter are difficult to describe quantitatively. To mimic these 
effects, we consider a geometrical model shown in Fig. 4.16. The internuclear vector rij is 
limited in its angular motion due to segmental motions by the walls of a rectangle 
separated by the distance h. The time average of the Legendre polynomial is replaced by an 
average azimuthal angle ijβ . Based on this assumption from simple geometrical 
considerations (Fig. 4.16), we can write 
22 bVaS −∝  ,    (4.15) 
where a = const. and ( )2228/3 ijrlLb = . The effective volume that restricts the motions of 
the internuclear vector is LlhV = . The above equation is written in the approximation 
2/hrij > . In agreement with equation (4.15) the dynamic order parameter increases when 
the volume V becomes smaller. Combining equation (4.13′) and equation (4.15) one 
obtains [Vod3] 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +∝ bV
V
aM
0
2  .    (4.16) 
In the limit of the above models, the residual second van Vleck moment shows a linear 
dependence on 3RdV ∝ . The data in Fig. 4.15 can be fitted in a good approximation by a 
straight line, in agreement with equation (4.16). 
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Fig.4.16 The geometrical model used for modelling the effect of packing and hindrance in 
segmental motions on the dynamic order parameter. The two faces of the rectangle 
separated by the distance h act as barriers that increase the value of S. The internuclear 
vector is rij, ijβ  is the average azimuthal angle, and R is the end-to-end vector. 
 
 Numerous investigations have been carried out to study the structural development 
during deformation of polyurethane [Yeh, Bon]. During deformation, the hard segment 
domain will be initially oriented by a continuous mechanical transfer of stress, tending to 
rotate their long axes parallel to the stretching direction for strain less than 200%. The 
larger the hard segment domains are, the more difficult it is to rotate them, hence, Young´s 
modulus will increase with the volume of the hard segment domain. This behaviour is 
shown by the correlation between E  and 3Rd  quantities in Fig. 4.17. In the limit of the 
experimental error, a straight line can fit the data. 
The glass transition temperature (Tg) is inversely proportional to the polymer chain 
mobility. Therefore, low chain mobility results in high Tg, and this also means that it is 
harder to deform the polymer. Because Young´s modulus increases with increasing HS 
content, the glass transition temperature is expected to increase. The experimental data in 
Fig. 4.18 shows such a correlation between Tg and the effective volume of the hard 
segments. Again, a nearly linear correlation between these quantities is observed. 
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Fig 4.17 Correlation between Young´s modulus and the effective volume 3Rd  of the HS 
domains. 
 
 
 
Fig. 4.18 Correlation between the glass transition temperatures Tg and the effective volume 
3
Rd  of the HS domains. 
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4.5 Conclusions 
 
Morphology and domain sizes for TPU samples with constant molar mass for the soft 
segments and variable content in the hard segments were investigated by 1H spin-diffusion 
experiments in the approximation of the rigid and mobile domains. The rigid domains are 
associated with the hard segments and the mobile domains with the soft segments. In a 
good approximation, the 1H NMR spectra can be decomposed in two components.
 The most probable morphology is three-dimensional for the TPU samples with a 
high content in HS and was established by a combination between the equilibrium 
magnetizations and the domain size ratios obtained from simulations of the spin-diffusion 
process using 1D, 2D and 3D solutions of the spin-diffusion equations. In these 
simulations, the hard segments have been considered embedded in the soft segments. For 
other molar masses of SS and different HS contents, this morphology can be inverted. The 
effective domain size of the rigid phase increases with the content in the hard segments 
showing an extended spatial organization. This takes place at the expense of the domain 
sizes for the soft domains. Proton spin diffusivities increase for both phases due to the 
enhanced hindering in the segmental mobility. This effect is induced by the increase in the 
HS content. 
The correlation between the mesoscopic properties measured by the effective 
volume of the hard segments and the macroscopic parameters represented by Young´s 
modulus and the glass transition temperature was established on a phenomenological basis. 
The experimental data show a quasi-linear dependence for E and Tg on 3Rd . 
The segmental orientation represents a microscopic property of the polymer. 
Quantitatively this is described by the residual second van Vleck moment. This NMR 
parameter can be correlated with the spatial extension of the dipolar network and the 
restriction of segmental motions induced by the chain packing. A semi-quantitative model 
was developed to explain the linear dependence of 2M  on the effective volume 
3
Rd  of 
the hard segments. 
The correlation of macroscopic, mesoscopic, and microscopic material parameters 
can be used to gain a deeper understanding of the behaviour of many classes of 
heterogeneous polymers. The results of this work stress the importance of the mesoscopic 
information in this endeavour. 
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5 Optimisation of Halbach Magnets 
Design Based on Field Simulations 
 
5.1 Introduction 
 
The need to analyse samples which are not particularly prepared, brought NMR outside the 
clean laboratory. Instead of a homogeneous high field spectrometer, a low field portable 
system with certain field inhomogeneity can successfully be used for many scientific and 
practical purposes. Moreover, dedicated NMR devices were built, which sample only a 
selected part of the object. Such NMR sensors can easily be moved and positioned, and 
there is no limitation to the sample shape and size. A large variety of NMR techniques and 
applications has been explored using NMR in low and inhomogeneous magnetic fields 
[Blü1], such as process and quality control, on-line detection in industrial application, 
geophysical exploration, or in vivo imaging. Low cost polarizing magnetic fields are often 
generated by permanent magnets. The magnetic field homogeneity depends on the magnet 
construction. One of the main problems in building portable NMR devices is the 
production of homogeneous fields in large and accessible volumes. Halbach magnets [Hal] 
offer a solution to homogeneity. The possibilities of using Halbach magnets of different 
sizes were recently investigated [Rai, Mor]. In this work, a new idea of improving the field 
homogeneity is presented. A new Halbach design based on modifications of the classical 
Halbach magnet was realised based on numerical simulations. The optimisation of the 
system geometry in terms of field homogeneity is discussed.  
 
5.2 Theory 
 
The most popular high field structures are the “magic” cylinder and sphere [Fur, Leu]. 
Klaus Halbach invented an ingenious magnetic device [Hal]. In his configuration, pieces of 
magnet material are placed on a ring where a direction of magnetization is rotated locally 
in a way so that resultant field forms a specified multipole field. The magnetization pattern 
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is chosen to provide a desired field strength and homogeneity in the interior of the 
structure. Such magnetic construction is shown in Fig. 5.1. The Halbach magnet design is 
unique in that the orientation of the static field is transverse to the cylinder axis, whereas 
the individual magnets are polarized in a direction out and around in a general dipole field 
arrangement (Fig 5.1). In this work, the Halbach magnet is built based on individual 
permanent magnets of cubic shape. The key feature is to place all the magnets around an 
infinity dipole with each magnet polarization oriented in the same direction as the field 
generated by a single dipole (Fig. 5.1). The construction principle is illustrated in Fig. 5.2. 
 
infinite dipole 
  
Fig. 5.1 The static magnetic field of the infinitesimal dipole and the resultant magnetic 
field generated in the xy plane (left), and the theoretical field in cross section at the middle 
of a four-cylinder Halbach design (right). 
 
Fig. 5.2 The construction principle of a Halbach system with cubic permanent magnets. 
The arrow inside the magnets denotes the direction of polarization. The length of one 
magnet side is a, the radius of the ring is r, and βi is the angle between the ith magnet centre 
and the direction of the magnetic field B0. 
βi
2βa 
r
z
y
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The magnets are positioned on a ring with radius r. The coordinates of each magnet centre 
are given by the following formula [Rai]: 
⎥⎦
⎤⎢⎣
⎡=
i
i
i r β
β
cos
sin
 p  ,     (5.1) 
where α=β ii  is the angle between the ith magnet centre and the direction of the magnetic 
field B0 (Fig. 5.2). The elementary angle α  is obtained by dividing the complete circle to 
the number of magnets, n: 
n
π=α 2 . The requirement needed to model the ideal field of a 
dipole is that the polarization to be rotated by twice the angle of the angular position in the 
ring, so that each magnet is rotated about its own axis with the angle iβ2  (Fig. 5.2). The 
arrangement of the magnets on the Halbach ring is fully described by the radius of the ring, 
r, and the number of magnets, n. The radius of the ring depends on the size of the 
individual magnets. If a is the length of the magnet side, the radius of the Halbach ring is 
given by [Rai] 
⎟⎠
⎞⎜⎝
⎛ α−π−α−α
+⎟⎠
⎞⎜⎝
⎛ α−π
=
2
4
sin2sincos
22
4
cos2
2
ar  .   (5.2) 
 The magnetic field in the air gap of a Halbach ring is given by [Abe] 
in
out
rz r
rBBB ln0 ==  ,     (5.3) 
where rB  is the remanence of the material, and inr  and outr  are the inner and outer radius 
of the Halbach system. Notice that 0≅= yx BB . Equation (5.3) shows that there is no limit 
to the magnitude of the static magnetic field that can be produced using the Halbach 
design, but in practice, the coercitivity and anisotropy field of the magnet limit the ultimate 
performance to 3 T for the cylindrical configuration and 5 T for the spherical case [Mor], 
[Abe].  
 
5.3 Field simulations 
 
The field simulations employed two types of systems: Halbach-16 and Halbach-24, 
consisting of 16 pieces and 24 pieces, respectively. Identical cubic magnets with the length 
of the magnet side of 30 mm were used for both types and additionally, for the Halbach-24 
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type, magnets with 40 mm length sides were used, too. The diameter of the ring, in 
conformity with equation (5.2), is about 190 mm for Halbach-16, and 300 and 400 mm for 
the two Halbach-24. The first simulations were performed for the case of typical, non-
modified, Halbach systems. The Vector Fields OPERA-3d software package has been used 
to perform the static magnetic field simulations. The permanent magnet material was 
assumed to be based on NdFeB, with a BH curve from the internal database of OPERA-3d 
shown in Fig. 5.3.  
 
Fig. 5.3 BH curve of NdFeB magnetic material used in simulations (from OPERA-3d ). 
 
 In order to obtain an accurate solution, successive simulations were performed. As 
has been described in Chapter 2, the size of the mesh element and the size of the 
background medium (air) have to be optimized. An example of the model with the 
generated volume mesh is shown in Fig. 5.4. The model represents only 1/8 of the full 
geometry, a feature that allows the usage of a smaller element size with the cost of the 
same computer hardware resources and time. 
 
Fig. 5.4 The geometric model and the volume mesh of 1/8 part of the full geometry. 
-800000 -600000 -400000 -200000 0
0.0
0.2
0.4
0.6
0.8
1.0
1.2
 
B
 [ 
T 
]
H [A/m]
background 
background
Chapter 5 
 91
5.4 Results and discussions 
 
The main purpose of this study is to improve the field homogeneity of the Halbach 
magnets by slightly modifying their classical geometry. The first step to achieve a better 
homogeneity was to put together more Halbach rings, so that the system increases in length 
along its cylindrical axis (y-axis). It is straightforward to conclude that the more rings are 
added, the higher the field homogeneity is along the y-axis. But the construction of such 
system must remain in the portability limits and a device as light as possible is desired. 
Taking into account the weight limitations, the Halbach-16 system consists of 6 rings and 
the Halbach-24 of 4 rings. In order to improve the homogeneity of the field in the inner 
region of the Halbach systems by changing their geometry, simulations of the typical 
system are required. 
 
5.4.1 Halbach-16 and its modified design 
The field simulations of the typical Halbach-16 system consisting of 6 identical magic 
rings were performed. The magnetic field along the cylindrical axis, y, of the system is 
shown in Fig. 5.6 a, for a restricted centered region of 60 mm. The field profile has a 
maximum in the centre of the system. In order to reduce the field gradient along the y-axis, 
the Halbach system was split in two identical parts representing two identical Halbach 
systems, each of them consisting of three rings. Such geometry is shown in Fig. 5.5, with 
an exemplification of the surface field from OPERA-3d. By increasing the distance that 
separates the two parts, the magnetic field profile is adjusted towards a more homogeneous 
distribution (Fig. 5.6 a). A separation distance of ~17 mm was found to provide the best 
field homogeneity.  
 
Fig. 5.5 Halbach systems consisting of 3 rings (left) and 3+3 rings (right). 
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                a) 
                 b) 
Fig 5.6 (a) The magnetic field of the Halbach-16 system with 6 rings. The field along the 
y-axis is plotted for the classical geometry (6 rings) and for the case of a system split in 
two identical parts, each of them consisting of three rings. The profiles for 10, 15, and 20 
mm separation length are shown for comparison. (b) The magnetic field of the classical 
Halbach-16 with 6 rings in the xz plane. 
 
The field map in the central xz plane of the classical Halbach-16 with 6 rings is 
shown in Fig. 5.6 b. An ellipsoidal distribution of the field with an inhomogeneity of 1 mT 
within the central region is obtained. Now one needs to increase the homogeneity of the 
field in this plane. One idea is to change the position of the “corner” magnets, as it is 
shown in Fig. 5.7. Any modification of the classical Halbach design introduces changes of 
the magnetic field in all three directions. The final configuration of the modified Halbach 
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system was found to be as follows: 10 mm between the two identical parts, along the y-
axis, and every “corner” magnet has been moved towards the exterior of the ring by 5 mm, 
meaning that the distance between the “corner” magnets, along the x and y axes has 
increased by 10 mm. The field profile along the y-axis and the field map in the central xz 
plane are shown in Fig. 5.8. The inhomogeneity of the magnetic field is below 50 ppm 
within a centered cylindrical volume with a height and diameter of 10 mm. The same 
volume in a classical Halbach has an inhomogeneity of 700 ppm. 
 
Fig. 5.7 Example of modifications applied to the classical Halbach by changing the 
positions of the “corner” magnets. 
 
 Measurements of the magnetic field generated by the modified Halbach device 
were performed using a Gaussmeter with a precision of 0.1 mT. The results of the 
measurements are shown for comparison in Fig. 5.8, together with the simulated values of 
the field. A very good agreement between simulation and experimental data can be 
observed.  
                       a) 
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                       b) 
                       c) 
Fig. 5.8 The simulated (a) and the measured (b) field map in xz plane. The simulated and 
measured field profiles along the y-axis (c).  
 
5.4.2 Halbach-24 and its modified designs 
 
Two Halbach-24 systems were optimized. They consist of individual magnets with the 
length of the magnet side of 30 mm and 40 mm and have a ring diameter of 300 mm and 
400 mm, respectively. Four magic rings were employed in this type of Halbach system. 
The simulations of the classical Halbach-24 with 4 rings were first performed. The same 
method was applied to improve the homogeneity of the magnetic field in the inner region 
of the system: the distance between the two identical parts (2 rings each) was increased and 
the distances between the “corner” magnets were adjusted, too. 
For the system with 30 mm magnet size, the following configuration was found: 10 
mm distance between the two parts along y-axis, the distance between the “corner” 
magnets located along the x and z axes was decreased and increased by 20 mm, 
respectively. The field maps in xz plane obtained from simulations and measurements are 
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shown in Fig. 5.9. The inhomogeneity of the field in a centered cylindrical volume of 15 
mm height and diameter is in the order of 200 ppm.  
 
 
Fig. 5.9 The magnetic field maps in xz plane for the modified Halbach-24 with the size of 
the magnet side of 30 mm: (a) simulation and (b) measurement. 
 
The modified conformation of the Halbach-24 consisting of magnets with 40 mm 
sides is not yet fully developed. Different possibilities are investigated, taking into account 
the inner large volume of this device, such as large and relatively homogeneous region, 
small but highly homogeneous region, linear and well defined field gradient regions. For 
examples are shown in Fig. 5.10. 
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Fig. 5.10 Simulated magnetic field maps for different Halbach-24 configurations. 
 
 
5.5 Conclusions 
 
New modified designs of Halbach magnet were investigated using numerical simulations. 
The improvement of the field homogeneity in the inner region of the Halbach system was 
based on slight changes of the position of the “corner magnets” and of additional rings. 
Two new designs of Halbach systems were found to be convenient from the point of view 
of field homogeneity for applications like non-destructive measurements of porosity, 
diffusion measurements, or imaging. 
One of the systems is a Halbach-16 type and has two sets of three magic rings each. 
The corresponding proton Larmor frequency of this magnet is 9.6 MHz. The complete 
system together with the rf coil is shown in Fig. 5.11 a. The homogeneity of the field in a 
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centered cylindrical volume of about 1 cm3 is 14 times higher compared to the standard 
Halbach-16 magnet with six rings. 
The second modified magnet is a Halbach-24 type consisting of two sets of two 
magic rings each. The device was already built and it is shown in Fig. 5.11 b, together with 
the rf system. The magnitude of the field in the central part of the system is lower than that 
of the Halbach-16, the proton Larmor frequency being equal to 3.9 MHz; the homogeneity 
of the field is three times lower. 
The optimization of the Halbach magnets was demonstrated based on simulations. 
The measurements and the simulations of the magnetic field are in good agreement. The 
optimized devices have been tested and exhibit the performance predicted by the 
simulations. The results are promising for new Halbach designs with better homogeneity 
and multiple applications, either for material science or medical purposes. The portability 
feature of such systems is mandatory. 
  
Fig. 5.11 Modified Halbach-16 (a) and Halbach-24 (b), together with the rf systems. 
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6 Conclusions 
 
NMR together with numerical simulations were successfully applied to investigate 
microscopic properties of condensed matter from different perspectives. The magnetic 
heterogeneity of a liquid mixture due to translational diffusion and its effect on the static 
and rf field homogeneity were studied in order to obtain information about the errors 
affecting the concentration profiles. The molecular dynamics in cross-linked natural rubber 
under uniaxial elongation and compression was studied in terms of residual moments 
edited by multiple quantum build-up curves. Morphology and domain sizes of a series of 
polyurethane samples were determined using spin diffusion experiments. New designs of 
Halbach magnets used in portable low field NMR were established based on field 
simulations. The main conclusions of this work summarizes the results obtained as 
follows: 
o The errors affecting the experimental data in the case of interdiffusion of liquids 
were investigated based on numerical simulations followed by complementary 
experiments. The effect of the heterogeneous distribution of magnetic susceptibility 
in liquid mixtures on the static and rf field homogeneity was simulated together 
with the corresponding spectral distortions. The method was successful in detecting 
the inhomogeneities of the magnetic fields due to the changes in the magnetic 
susceptibility in the order of 10-6. The difficulties and the challenge of this study 
consist in the spatial and time-dependent magnetic state of the sample. The spectral 
distortions are manifested as line shifts, changes in the integral signal, and 
asymmetry of the line relative to its peak. The experiments demonstrate the 
frequency shifts and the static magnetic field distribution. The results are promising 
and open the way to an elaborated method to correct the apparent concentration 
profile in heterogeneous mixtures. 
o The effect of uniaxial deformation of cross-linked natural rubber was investigated 
by measurements of second van Vleck moments and fourth moments edited by DQ 
and TQ coherences, respectively. In the initial time regime of the 
excitation/reconversion periods, DQ build-up curves give a residual dipolar 
quantity that is equal to the second van Vleck moment. This enables one to 
compare these moments with the van Vleck moments measured by other NMR 
techniques. The dependence of residual dipolar moments on the stretching ratio can 
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be used to test the models of deformed polymer networks. Moreover, the increased 
sensitivity of higher-order MQ coherences to the changes in the proton residual 
dipolar couplings induced by uniaxial forces in the cross-linked natural rubber was 
demonstrated and explained. 
o A spin diffusion experiment was employed for the elucidation of the morphology 
and domain sizes of a series of polyurethane samples. A proton DQ dipolar filer 
was used to select the magnetization of the rigid phase. The most probable 
morphology is three-dimensional for the TPU samples with a high content in HS as 
was established by a combination between the equilibrium magnetizations and the 
domain size ratios obtained from simulations of the spin-diffusion process using 
1D, 2D, and 3D solutions of the spin-diffusion equations. The correlation between 
macroscopic, mesoscopic and microscopic properties of the TPU samples was 
discussed. The effective volume of the rigid domains was correlated with the TPU 
content of the hard segments, the segmental orientation of the hard segments 
obtained from the proton residual dipolar couplings and macroscopic properties 
including Young´s elastic modulus and the glass transition temperature. A semi-
quantitative model was developed to explain the functional dependence of the 
residual second van Vleck moment on the effective volume of the hard segments. 
o The numerical simulations of magnetic field profiles generated by different magnet 
geometries allow one to search for solutions that cannot be found in analytical 
ways. The simulations of static magnetic fields were successfully used to improve 
existing magnet geometries used in mobile low field NMR. The Halbach magnets 
can be used for NMR applications due to their field magnitude and homogeneity. 
Moreover, the simulations revealed the possibility to improve the homogeneity of 
the magnetic field generated by such magnets, by modifying their geometry. The 
work was focused on two types of Halbach magnets, consisting of 16 and 24 
magnet blocks, respectively. Different modifications were applied to these magnet 
designs, and the field homogeneity was significantly improved. The new magnets 
were built and are in use for different purposes such as diffusion, porosity 
determination, imaging, and measurements of relaxation dispersion. The modified 
Halbach magnets reveal a new way to mobile NMR with homogeneous fields. 
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