Regression analysis of interval-censored failure time data has recently attracted a great deal of attention and many procedures have been developed (Chen et al., 2012; Finkelstein, 1986; Sun, 2006; Sun and Li, 2013) . However, most of the established procedures are for noninformative censoring, meaning that the censoring mechanism is independent of the underlying failure time of interest. In this paper, we discuss a more general situation where the censoring mechanism and the failure time of interest may be related and a sieve maximum likelihood estimation procedure is proposed for such data arising from the additive hazards model. In the method, the copula model is employed to model the correlation. The asymptotic properties of the resulting estimators are established and a simulation study is conducted, which indicates that the presented approach works well for the situations considered. An illustrative example is also provided.
INTRODUCTION
Statistical analysis of interval-censored failure time data has recently attracted a great deal of attention (Chen et al., 2012; Finkelstein, 1986; Sun, 2006; Sun and Li, 2013) . By interval-censored data, we mean that instead of being known exactly, the failure time of interest is observed only to belong to a window or an interval. We will have an exact observation if the interval reduces to a single point and a right-censored observation if the interval includes infinity. In other words, interval-censored data include right-censored failure time data as a special case (Kalbfleisch and Prentice, 2002) . Amomg others, one field that often produces intervalcensored data is medical follow-up or clinical studies (Chen et al., 2012; Finkelstein, 1986) .
Many procedures have been developed for regression analysis of interval-censored failure time data (Betensky et al. 2001; Chen and Sun 2010; Goggins and Finkelstein 2000; Lin et al., 1998; Wang et al., 2010) . However, most of the exist- * Corresponding author.
ing methods only apply to the situation where the censoring mechanism that generates censoring intervals is independent of the failure time of interest, which is often referred to as noninformative censoring. As pointed out by many authors, sometimes this may not be true (Betensky and Finkelstein, 2002; Finkelstein et al., 2002; Huang and Wolfe, 2002; Zhang et al., 2007) . For example, in the case of right-censored data, the failure time of interest and the censoring time may be related and Huang and Wolfe (2002) discussed regression analysis of such data under the proportional hazards model. Finkelstein et al. (2002) and Zhang et al. (2007) considered the interval-censored data in which the censoring intervals may be correlated with the failure time of interest. The former investigated the nonparametric estimation problem, while the latter considered the regression problem. In this paper, we will discuss the same problem as that in Zhang et al. (2007) , but employ the more general copula model approach (Hougaard, 2000; Nelsen, 2006; Zheng and Klein, 1995) .
Among many regression models for failure time data, one of the most commonly used models is the additive hazards model (Chen and Sun, 2010; Li et al., 2012; Lin et al., 1998; Lin and Ying, 1994; Martinussen and Scheike, 2002; Tong et al., 2012; Zhou and Sun, 2003) . For example, one of the early references on this model was given by Lin and Ying (1994) , who discussed the fitting of the model to right-censored data. Following them, Lin et al. (1998) and Martinussen and Scheike (2002) investigated the same problem except for current status data and developed some estimating equationbased approaches. More recently, Li et al. (2012) and Tong et al. (2012) studied the use of the model for regression analysis of clustered interval-censored data and bivariate current status data, respectively. In the following, we will focus on regression analysis of interval-censored data arising from the additive hazards model when there exists informative censoring.
To present the proposed method, we will first in Section 2 describe the type of interval-censored data or censoring mechanism considered here along with some notation and models. In particular, we will assume that the relationship between the failure time of interest and the censoring mechanism can be described by the correlation between the failure time and the length of a censoring interval. Note that this would be the case in, for example, a medical follow-up study as in this situation, patients may tend to visit clinical centers less or more often than the pre-specified schedule depending on their disease status. More comments on this are given below. The copula model will be used to model the correlation. For inference, we will present a sieve maximum likelihood estimation procedure based on I-spline functions in Section 3 (Ramsay, 1988; Lu et al. 2007 ) and the asymptotic properties of the proposed estimators are established. A simulation study is performed in Section 4 and the obtained results indicate that the proposed method works well in practical situations. Section 5 provides an illustrative example and Section 6 contains some concluding remarks.
INTERVAL-CENSORED DATA AND INFORMATIVE CENSORING
Consider a failure time study that consists of n independent subjects and gives only interval-censored data characterized by { L i < T i ≤ R i ; i = 1, ..., n }. Here T i denotes the failure time of interest but not observed and (L i , R i ] represents the interval to which T i is observed to belong. As mentioned above, many procedures have been developed for the analysis of such interval-censored data, but most of them assume that L i and R i are independent of T i completely or given covariates and this may not be true in practice. The latter situation is usually referred to as informative censoring (Sun, 2006) . In the following, we consider a situation where L i and R i may be related to T i , but they are independent given the interval length W i = R i − L i . In other words, the relationship between T i and (L i , R i ] can be described by the relationship between T i and W i .
A motivating example for the informative censoring described above is clinical trials or medical follow-up studies. In these situations, some pre-specified observation or followup times are usually given before the study, but it is welknown that most patients would not follow these time points for their clinical visits or observations. One case that can often occur is that the patients may tend to pay less or more visits than the pre-specified visits depending on their health or disease status. A natural way to describe this is clearly to employ the interval lengths W i 's. Note that an equivalent approach for describing the informative censoring here is by the relationship between T i and L i , which may be more natural given the fact that it is often the case that (
On the other hand, it is more convenient to model the relationship between T i and W i .
More specifically, we will assume that
given the vector of covariates Z i . To describe the effects of covariates of the T i 's and W i 's, we will assume that the hazard function of T i has the form
and W i follows the proportional hazards model given by
In the above, both λ 10 (t) and λ 20 (w) are unspecified baseline hazard functions, and β and γ denote the vectors of regression parameters. That is, the T i 's follow the additive hazards model marginally (Lin and Ying, 1994) . Let F T and F W denote the marginal distribution of the T i 's and W i 's, respectively, and F their joint distribution given covariates. Then it follows from the Theorem 2.3.3 of Nelsen (2006) that there exists a copula function
In the above, the parameter α represents the association between the T i 's and W i 's. Note that the copula model is commonly used to describe the correlation between variables and among others, one advantage is that it allows one to model the correlation and the marginal distribution separately (Hougaard, 2000; Zheng and Klein, 1995) . By following the conditional inversion idea (Section 2.8 and Section 3.1, Nelsen, 2006) , we have
, which will be denoted by m α (F T (t), F W (w)) for simplicity. In the following, it will be supposed that the main goal is to estimate the regression parameters β and γ. By following Zheng and Klein (1995) and others, we will assume that the copula function and α are known. More comments on this are given below.
SIEVE MAXIMUM LIKELIHOOD ESTIMATION
Define Λ 1 (t) = t 0 λ 10 (s)ds, Λ 2 (w) = w 0 λ 20 (s)ds, and θ = (β, γ, Λ 1 , Λ 2 ). Let f W denote the marginal density function of the W i 's given covariates. Then under the models above, we have
Furthermore define δ i = I(R i < ∞), i = 1, · · · , n and let ζ denote longest follow-up time. Then the likelihood of θ has the form
The derivation of the likelihood function above is sketched in Appendix B.
For estimation of β and γ or θ, a natural way is clearly to maximize the likelihood function L(θ). On the other hand, this may not be easy due to the dimensions of Λ 1 (t) and Λ 2 (t). For this, following Huang and Rossini (1997) and others, we will employ the sieve approach. Specifically, let ψ = (Λ 1 , Λ 2 ) and define the sieve space
for θ. In the above,
and
Here p denotes the dimension of Z i , the I j1 's and I j2 's are I-spline base functions, and m and k n = o(n ν ) represent the order and the number of interior knots of the functions, respectively, with 0 < ν < 0.5. Then it is natural to estimate θ by maximizing the log likelihood function l n (θ) = log L(θ) over the sieve space Θ n .
Define the estimatorθ n = (β n ,γ n ,Λ 1n ,Λ 2n ) = arg min Θn l n (θ). To establish the asymptotic properties of θ n , let θ 0 = (β 0 , γ 0 , Λ 10 , Λ 20 ) denote the true value of θ. Also for a vector a and a function f , let a denote the Euclidean norm and f ∞ = sup t |f (t)|, the supremum norm. For a random variable X being distributed according to the probability measure
The following three theorems give the consistency and asymptotic normality of the proposed estimator.
Theorem 1. Suppose that the conditions A1-A4 described in Appendix A hold. Then as n → ∞, we have that
β n − β 0 → 0, γ n − γ 0 → 0, Λ 1n − Λ 10 2 −→0, and Λ 2n − Λ 20 2 −→0 almost surely.
Theorem 2. Also suppose that the conditions A1-A4 described in Appendix A hold. Then as n → ∞, we have that
where r is defined in condition A4 described in Appendix A.
Theorem 3. Suppose that the conditions A1-A5 described in Appendix A hold and r > 2. Then as n → ∞, we have
in distribution, where Σ is given in Appendix A. Furthermoreβ n andγ n are semiparametrically efficient.
The proofs of the theorems above are sketched in Appendix A. To estimate the covariance matrix Σ, we suggest to adopt the common and straightforward approach that uses the inverse of the observed information matrix based on the sieve likelihood function. Note that this approach could be computationally intensive as it involves the inversion of a potentially high-dimensional and possibly ill-conditioned matrix. However, the simulation study given in the next section indicates that it works well in general, especially when m and k n are not too large.
A SIMULATION STUDY
A simulation study was performed to evaluate the estimation procedure proposed in the previous sections. In the study, it was assumed that the covariate Z i 's follow the Bernoulli distribution with the success probability of 0.5. To generate the failure time T i and the censoring interval (L i , R i ], we first generated two independent random numbers u i and c i from the uniform distribution over (0, 1). Then define the number v i to be the solution to the equation c i = ∂C α (u, v)/∂u| u=ui,v=vi for a given copula function C α (u, v) and furthermore define T i = t i and W i = w i , where t i and w i denote the solutions to the equations F T (t i ) = u i and F W (w i ) = v i , respectively. Here we took λ 10 (t) = 1.5 and λ 20 (w) = 0.5. At the last, we define L i to be the largest number in {0, W i , 2W i , 3W i , . . . } that is smaller than the minimum of T i and ζ and R i = L i + W i . Here ζ is a constant taken to give a proper percentage of right-censored observations (PRC).
For the informative censoring, we considered two copula models and they are the Gumbel and Frank models given by
respectively. Note that for different copula models, the association parameter α has different ranges and thus it is common to employ the Kendall's τ to measure the association between the T i 's and W i 's in general. For the Gumbel copula, the relationship is given by τ = 1 − 1/α and we have τ = 1 + 4x −1 {D 1 (x) − 1} for the Frank copula, where
The results given below are based on n = 200 and 500 replications with the quadratic splines with 3 interior knots. More specifi- cally, we approximate Λ 1 (t) and Λ 2 (w) by 6 j=1 ξ j I j1 (t) and 6 j=1 η j I j2 (w), respectively. Then we maximize the log likelihood function l n (θ) over the sieve space Θ n or the parameters β, γ, ξ j 's and η j 's by using the Newton-type algorithm through the R function nlm. For the knot selection, we used the 0.25, 0.5, 0.75 quantiles of the pooled set of all L i 's and the uncensored R i 's for estimation of Λ 1 , while for estimation of Λ 2 , we used 0.25, 0.5, 0.75 quantiles of the pooled set of the W i 's from the non-rightcensored subjects and (ζ − L i )'s from the right-censored subjects. Table 1 presents the results on estimation of β and γ based on the simulated data generated under the Gumbel model with β 0 = 0, γ 0 = 0, 0.2 or 0.4, and τ = 0.05, 0.25 or 0.5. Here we considered two percentages for right-censored observations, 20% and 40%. The table includes the estimated bias given by the average of the estimators minus the true value (Bias), the sample standard deviation (SSE) of the estimators, the average of the estimated standard errors (SEE) and the 95% empirical coverage probability (CP). The results given in Table 2 were obtained similarly as with Table 1 except β 0 = 0.4. Tables 3 and 4 gives the results obtained under the Frank model with τ = −0.5, −0.25, 0.25 and 0.5, and the other set-ups being the same as with Tables 1 and 2. One can see from these tables that the proposed sieve maximum likelihood estimation procedure seems to work well for the situations considered. In particular, the estimator seems to be unbiased and the variance estimation seems to be reasonable. Also as expected, the estimation is more efficient when there is less right censoring although the difference is not large.
Note that one question of practical interest is the robustness of the proposed estimation procedure to the selection of copula models. To investigate this, Table 5 presents the results on estimation of regression parameters β and γ based on the simulated data generated under the set-up used for Table 2 but obtained as those in Table 4 . That is, we generated the data from the Gumbel model but assumed the Frank model instead. One can see that the estimation seems to be reasonable and similar to the results given in Table 2 and suggests that the method seems to be robust. We also considered a few other set-ups and obtained similar conclusions.
AN ILLUSTRATIVE EXAMPLE
In this section, for the illustration, we apply the proposed methodology to a well-known set of interval-censored data on breast cancer patients that has been discussed by many authors (Sun, 2006) . The data set consists of 94 patients in two treatment groups, radiation therapy alone (46) and radiation therapy plus adjuvant chemotherapy (48). In the study, one variable of interest is the time until the appearance of breast retraction, and the patients were asked to visit clinical centers at pre-specified time points. However, as expected, most of them had their own observation times. Hence only interval-censored data are available for the time to breast retraction. One objective of the study is to compare the effects of the two treatments on the time to breast retraction.
For the analysis, define T i to be the time to breast retraction for patient i and Z i = 0 if the patient was given radiotherapy alone and 1 otherwise. Following the simulation study described in the previous section, we will use the quadratic I-spline functions for the sieve spaces and considered the use of both Gumbel and Frank models. For the number of knots, we considered several choices including k n = 1, 2, 3, 4 and 5 and used the same method as in the previous section for the knot selection. Table 6 gives the estimated treatment effects with k n = 3 and 4 along with the estimated standard errors and the p-values for testing no treatment effect for various values of τ . They suggest that there seems no significant treatment effect no matter the correlation between the failure time of interest and the censoring interval. 
CONCLUDING REMARKS
In the previous sections, we discussed regression analysis of interval-censored failure time data in the presence of informative censoring and a sieve maximum likelihood estimation procedure was developed. As discussed before, interval-censored data occur in many fields and also many procedures have been developed for their analysis. But most of them are for the case of noninformative censoring, especially for regression analysis. The proposed procedure can apply to various types of informative censoring as the copula model is very flexible and includes many choices. On the other hand, one may ask if there exists a method to determine which specific copula model is appropriate for a given problem. The same can be asked about the association parameter α. As mentioned above, in general, they are not identifiable unless there exists some extra information and similar situations exist in many contexts. A simple example is how to choose a proper regression model among a class of models such as linear transformation models for a given set of failure time data. Note that in the proposed approach, we have assumed the additive hazards model and the proportional hazards model for the T i and W i , respectively. It should be straightforward to apply the idea discussed above to the situation where the T i or W i may follow some other models such as the linear transformation model. However, the implementation or the maximization may be quite different depending on the model and the same is true for the derivation of the asymptotic properties of the resulting estimators of regression parameters.
It is easy to see that compared to the existing regression methods that base the analysis on frailty models or latent variables, the proposed approach has an advantage that it applies to more general situations. In addition, the determination of the proposed estimators is relatively easy as most of the frailty models-based procedures have to rely on EM or some iterative algorithms. Note that among three variables L i , R i and W i , one only needs to deal with two of them to address informative censoring. Also note that in the proposed approach, it has been assumed that the informative censoring can be described by the correlation between the failure time of interest and the length of censoring intervals. Although this could cover many situations such as medical follow-up studies, sometimes the informative censoring may involve both L i and R i instead of just W i . It is apparent that this latter situation is much more complicated than that considered in this paper and a new estimation procedure is thus needed.
APPENDIX A. PROOFS OF THEOREMS 1-3
This appendix will sketch the proofs for the asymptotic properties of the proposed estimators. For this, we need the following regularity conditions.
(A1) The covariate Z i 's have a bounded support. (A2) The copula function C(·, ·) has a bounded first order partial derivatives and both partial derivatives are Lipschitz.
Holder continuous with the exponent η, i.e., |Λ
η for some η ∈ (0, 1] and for all t 1 , t 2 ∈ (l, u), k = 1, 2 and M is some constant. Denote r = m + η. (A5) The matrix E(S ϑ S ϑ ) is finite and positive definite, where ϑ = (β , γ ) and S ϑ is defined in the proof of Theorem 3.
Proof of Theorem 1
To establish the consistency using the empirical process theory (van der Vaart and Wellner, 1996) , we consider a class of functions L n defined by
using Taylor's series expansion under conditions (A1) and (A2). Denote p m = 2p + 2(m + k n ). By the calculation of van der Vart and Wellner(1996) 
Applying the inequality (31) in Pollard (1984) (p.31) , in probability, we have
By (A.2) and (A.3), we have
with ζ n = ζ 1n + ζ 2n . Hence, we can get that ζ n ≥ δ . Furthermore, we have {θ n ∈ K } ⊆ {ζ n ≥ δ }. By (A.1) and Strong Law of Large Numbers, we have
we complete the proof.
Proof of Theorem 2
To show the convergence rate, for any η > 0, define the class
Following the calculation of Shen and Wong (1994) 
Therefore, by Lemma 3.4.2 of van der Vaart and Wellner (1996) , we obtain
The right-hand side of (A.4) yields φ n (η) = C(N 1/2 η + N/n 1/2 ). It is easy to see that φ n (η)/η decreasing in η, and r
by Theorem 3.2.5 of van der Vaart and Wellner (1996) . This, together with
Proof of Theorem 3
Denote V as the linear span of Θ 0 − θ 0 , where θ 0 denotes the true value of θ = (θ, γ, ψ) and Θ 0 denote the true parameter space. Let l(θ, W ) be the log-likelihood for a sample of size one and δ n = (n A.5) and the second order directional derivative as
Also define the Fisher inner product on the space V as
and the Fisher norm for v ∈ V as v 1/2 =< v, v >. LetV be the closed linear span of V under the Fisher norm. Then (V , · ) is a Hilbert space.
Define the smooth functional of θ as
whenever the right hand-side limit is well defined. Note that 
For I 1 , it follows from Conditions (A1)-(A2), Chebyshev inequality and 
whereθ lies between θ 0 and θ and the last equation is due to Taylor expansion, (A1)-(A2) and r > 2. Therefore,
where the last equality holds since δ n Π n v * − v * = o(n −1/2 ), Cauchy-Schwartz inequality, and Π n v * 2 → v * 2 . Combing the above facts, together with Pl(θ 0 , W [v * ]) = 0, we can establish that
Therefore, we obtain
, where the asymptotic normality is guaranteed by Central limits Theorem and the the asymptotic variance being equal to v
2 . This implies n 1/2 (γ(θ) − γ(θ 0 )) = n 1/2 < θ−θ 0 , v * > +o p (1) → N (0, v * 2 ) in distribution. The semiparametric efficiency can be established by applying Theorem 4 in Shen (1997) .
For each component ϑ q , q = 1, 2, · · · , 2p, we denote by 
APPENDIX B. THE DERIVATION OF THE LIKELIHOOD FUNCTION L(θ)
To derive the likelihood function L(θ), note that given covariates, if δ = 1, we have
Furthermore, for δ = 0, we have R = ∞ and
It then follows that the likelihood function of θ based on a single observation (δ, L, W, Z) has the form
Hence the likelihood function of θ based on an i.i.d. sample (δ i , L i , W i , Z i ) has the form
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