Introduction
Southern Peru is an interesting area to study subduction, orogeny and the related volcanism processes along an active continental margin. The dip of the subducted Nazca slab changes from 30 • in the southeast to nearly horizontal at a depth of ∼100 km in the northwest (Fig. 1 ). Closely linked with the subduction process, the Quaternary volcanic arc is well developed where the slab is steeper and is absent where the slab is nearly flat (Allmendinger et al., 1997) . This area is also characterized by the over 4 km high orogeny of the Central Andes. The high topography is widest above the normal subduction regime, and narrows considerably to the northwest over the flat subduction regime. From the coast to inland, the main tectonic units include the offshore and onshore forearc region, the Western Cordillera, the Altiplano plateau, and an eastern belt of fold and thrust structures comprising the Eastern Cordillera and the Sub-Andean Ranges ( Fig. 1 ) (Oncken et al., 2006) . The major crustal thickening is suggested to have initiated around 30-40 Ma (asynchronous for each tectonic unit), and is continuing to present (Mamani et al., 2010; Oncken et al., 2006) . Oncken et al., 2006) . WC: Western Cordillera; EC: Eastern Cordillera; AP: Altiplano Plateau; SA: Sub-Andean Ranges. The Holocene volcanoes are denoted with white triangles (data from http://www.volcano.si.edu/world). The thick black line is the Cusco-Vilcanota Fault System digitized from Carlier et al. (2005) . Slab contours are from http://earthquake.usgs.gov/research/data/slab, plotted at 20 km intervals. The Nazca fracture zone data are from http://www.soest.hawaii.edu/PT/GSFML. Ocean floor age data are from http://www.earthbyte.org/Resources/Agegrid/2008/grids, plotted in 2.5 Ma intervals. Topography data are from http://glcf.umd.edu/data/srtm. major effect on rheology and the mechanical behavior of the crust (Allmendinger et al., 1997) .
The Peruvian flat subduction is not unique, as approximately 10 percent of present day subduction zones are considered to have flat slabs (Gutscher et al., 2000; Skinner and Clayton, 2013) . Many of the present normal subduction regimes, such as the ones under Altiplano and Puna plateaux (Ramos and Folguera, 2009 ) mentioned above, are also considered to have experienced flat subduction in the past. The major driving forces of the flat subduction are still unknown, but some possible causes are summarized in Gutscher (2002) , among which the subduction of thickened oceanic crust (e.g. the Nazca ridge and the Inca Plateau Gutscher et al., 1999 ) is suggested to be the dominant one. However, Skinner and Clayton (2013) argue through plate reconstructions that there is no clear correlation between the arrival of the thickened crust and the onset of slab flattening in South America. In addition, geodynamical modeling (Gerya et al., 2009) shows that the buoyancy of the thickened crust itself is not sufficient to raise the slab to the flat orientation, even including a less-dense depleted mantle associated with the formation of a thick crust (Abbott, 1991) . The importance of the enhanced mantle wedge suction caused by the thick continental craton near the subduction zone is raised by several other studies (Manea et al., 2012; O'Driscoll et al., 2012) . For example, O'Driscoll et al. (2012) suggested that the subduction towards the Amazonian Craton of South America, which is close to the trench, contributed to the flattening of the slab beneath the Altiplano plateau during the late Eocene and Oligocene, while the steepening of this Oligocene flat slab was associated with a change in the subduction direction, which resulted in a weakened wedge suction.
In this paper, we present the velocity structure in the crust and uppermost mantle from surface wave analysis. We show the extent of the mid-crust Andean low-velocity zone in the study region, the two lithosphere blocks across the Cusco-Vilcanota Fault System, and the velocity differences between the flat and normal subduction regimes. This study complements the receiver function studies of Phillips et al. (2012) and Phillips and Clayton (2014) that focuses on the velocity discontinuities (e.g. the Moho and slab depths) of this area.
Data and method
The data used in this study are primarily from a box-like array deployed progressively from June 2008 to February 2013 in Southern Peru (Fig. 1) . The array is composed of ∼150 broadband stations (PE, PF, PG, PH lines), each with ∼2 yrs of deployment.
We also use data from 8 broadband stations from the CAUGHT and PULSE experiments (Ward et al., 2013) . We correct the data for the instrument response, integrate the velocity records to displacement, and use the vertical 1-sample/s channel to obtain the Rayleigh wave signals.
The phase velocity of Rayleigh wave is sensitive to the shear velocities over a range of depths, but is most sensitive to a depth range that is approximately one-third of its wavelength. By combining the phase velocities at various periods, we are able to invert for the shear wave velocity structure as a function of depth. For periods 6 s to 25 s, we use the surface wave signals from the ambient noise cross-correlations, and for 25 s to 67 s, we use the earthquake surface wave signals. We first make a phase velocity map of the area for each period and then perform a 1-D structure (Ma et al., 2013) . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) inversion on the dispersion curve at each location on the map. The 1-D structures are then combined to make a 3-D structure.
Ambient noise
The surface wave portion of the ambient noise cross-correlations has been used extensively to determine the earth structure (Brenguier et al., 2007; Lin et al., 2008; Shapiro et al., 2005; Yao et al., 2006) . Here, we use a similar method to Bensen et al. (2007) to perform vertical-vertical cross-correlations between all station pairs in this array. We then use the method by Yao et al. (2006) to measure the phase velocity dispersion curve for each cross-correlation. Finally, we use a similar method to Barmin et al. (2001) to invert for the phase velocity map at each period. Fig. 2a shows an example of the cross-correlations between station PE13 and all the odd number stations on line PE. The crosscorrelations are dominantly one-sided because the noise sources are not uniformly distributed, with the strongest on the Pacific Ocean side. The synthetics in Ma et al. (2013) shows that this nonuniform distribution of noise source does not cause a bias in the traveltime of the inter-station surface wave. We can also observe that continuous signals arrive earlier (denoted with green line) or later (denoted with blue line) than the inter-station surface wave. These are due to a scatterer (yellow star in Fig. 2c ), which was reported by Ma et al. (2013) , and for the purposes of the structure inversion, we ignore these arrivals. For each station pair, we stack the positive and negative time lags of the cross-correlation, and measure the dispersion curve from the stacked waveform (e.g. Fig. 2b for PE13-PE50), following Yao et al. (2006) . Two criteria are used in accepting the measurement at certain period. First, the threshold of signal-to-noise ratio (SNR) is empirically set at 5 to eliminate the irregular (e.g. unsmooth) segments of the dispersion curve in noisy period bands. Note that since the ambient noise energy is peaked around 5 s and 15 s, and also because the scattering effect is strongest at short periods, fewer station pairs satisfy the SNR criterion at longer or shorter periods. Second, the maximum wavelength λ (and hence the maximum period) is limited by the inter-station distance (usually 3λ) in order to satisfy the far field approximation in the measurement procedure (Lin et al., 2008; Yao et al., 2006) . This reduces the resolution of the tomographic inversion for longer periods, and because of these restrictions, we only use the ambient noise measurements from 6 s to 25 s period. The phase velocity maps at each period are inverted from the inter-station dispersion measurements. The region is discretized into a 0.5 • × 0.5 • grid, and for each period, a linear inversion for the slowness model is done using the method of Barmin et al. (2001) . The penalty function includes the data misfit and model smoothness, as well as constraints on model curvature in order to be consistent with the earthquake method (Forsyth and Li, 2005; Forsyth, 2006a, 2006b) , which is discussed in Section 2.2. For the smoothness term, the correlation length (σ in the Gaussian function) is set at 1 • , and we use the trade-off curve between misfit and model smoothness (Aster et al., 2012; Hansen, 1992) to determine the regularization parameter. For the curvature term, the regularization parameter is calculated to minimize (in least squares sense) the off-diagonal terms of model covariance matrix. Two iterations are performed. With the first iteration, all data are equally weighted, and we also apply heavy damping, which results in a highly smoothed model. For the second iteration, the data are weighted inversely proportional to their misfits in the first iteration. The i-th diagonal element of the data covariance matrix is specified as max(e i , w) 2 , where e i is the misfit of the i-th data after the first iteration, and w is the water level cutoff to ensure stability. The resulting slowness map is then converted to the phase velocity map, which is shown in Fig. 3 . The resolution and model error at two representative periods -6 s and 25 s -are shown in Supplementary Fig. 1 . Due to the small size of the problem, we can directly use the resolution matrix
where C is the data covariance matrix, Q is the regularization matrix, and G is the forward operator on the slowness model) from the inversion above to generate standard checkerboard resolution maps. Here, the input model contains ±10 percent perturbations of the average velocity, and the output model (expressed in percentage) is shown in Supplementary  Fig. 1a -b. The error of the model is estimated from the diagonal elements of the model covariance matrix, which is approximately
and is typically smaller than 0.05 km/s inside of the array ( Supplementary Fig. 1c-d) . The model error reflects the variance of the model subject to the variance of the data, and does not reflect the deviation from the true model where the resolution is low.
Earthquake two-plane wave
The earthquakes we used are selected from the NEIC catalog, using a search window with magnitude larger than 6.0, depth less than 100 km, and epicentral distance in the range of 30-120 • (Supplementary Fig. 2 ). We used the "two-plane-wave method" (Forsyth and Li, 2005; Forsyth, 2006a, 2006b ) to determine the phase velocity structure from 25-67 s period. With this method, the incoming wavefield from one earthquake is represented by the superposition of two plane waves, each with unknown amplitude, initial phase and direction. This approximately accounts for multipathing and the off-great circle path of the surface wave (e.g. Cotte et al., 2002) . From the amplitude and phase information recorded by an array of stations, we are able to invert for those wave parameters and the local phase velocity structures as well as other parameters such as site amplification and 1-D attenuation.
In processing the data, we first visually inspect all the data and delete those with obvious recording problems or complex waveforms. The data are then filtered with a series of narrow band-pass (10 mHz), zero-phase, fourth-order Butterworth filters centered at the periods of 25, 29, 33, 40, 45, 50 , 59 and 67 s. We then window the surface wave part of each seismogram. The window length is 200 s for periods less than 60 s, and 300 s for 67 s. A 50 s half-cosine taper is added to each end of the window. To find the center of the window, we first measure the group velocity dispersion curve for each station, which gives the arrival time of the surface wave envelope at each period. These estimates are further refined by comparing all the stations for one event. Finally, from the windowed seismograms, the amplitude and phase information is determined. In the inversion procedure, a finite-frequency kernel (Zhou et al., 2004 ) is used for each period, instead of an empirical Gaussian kernel as was used in the ambient noise tomography.
The nonlinear inversion is linearized to iteratively solve for corrections to the current model. We first discretize the region into a 1 • × 1 • grid, and do the inversion starting from a uniform model estimated from Crustal2.0 (Laske et al., 2001) . The results are then used to calculate an updated uniform starting model for a second inversion, which is on a 0.5 • × 0.5 • grid (Fig. 4) . In addition to a uniform starting model, we also test a starting model with patterns The model resolution and model covariance matrices obtained in the last iteration is used to evaluate the model standard error (Supplementary Fig. 3 ). Since we solve for the perturbation m to the current model in each iteration, the error and resolution is that of m. However, if we assume in the (n − 1)th iteration, the resulted model m n−1 is close enough to the global optimum, which means there is no error associated with the starting model in the nth iteration, then the error and resolution of m represents that of m n . If the iteration converges to a local optimum, then the error can be underestimated, but as addressed above, we tested two starting models to check the consistency. We also check the consistency between the ambient noise and the earthquake surface wave results at the overlap period of 25 s (Supplementary Fig. 3e ).
We see that the difference is generally less than 0.05 km/s inside of the box array, but is larger outside of the box where we do not have good resolution for both methods. The earthquake result is possibly more reliable outside of the box since it reflects the rapid change in topography (Fig. 1) . Nevertheless, we use the average of the results from the two methods at 25 s.
Inversion for shear velocity structure
With the phase velocity maps, we are able to extract the phase velocities from 6 to 67 s period at each location. The 1-D shear velocity structure at each location is inverted from the estimated dispersion curve using the linearized inversion algorithm by Herrmann and Ammon (2004) . These 1-D profiles are then combined to form a 3-D structure of the whole region.
For each 1-D inversion, we invert for a smooth model without a Moho discontinuity because the surface waves are not very sensitive to discontinuities, and also we do not have a direct estimate of Moho depth inside of the "box" array. The effects of not imposing a Moho in the inversion will be addressed later. The crustal thicknesses (Fig. 5 ) and Poisson's ratio beneath the four lines of the array, which are around the edge of the "box", were previously determined from receiver function studies (Phillips and Clayton, 2014; Phillips et al., 2012) . Although the Vp/Vs ratio measured by the receiver function analysis is only for the crust, we use the average values of 1.76 for the forearc and 1.75 for the backarc (Phillips and Clayton, 2014; Phillips et al., 2012) for the whole depth during the inversions. We found that the surface wave inversion is not very sensitive to the particular choice of Vp/Vs ratio.
We initially invert for the average structures of the forearc and backarc regions separately (Fig. 6) . We define the 3.35 km/s con- tour in the 25 s phase velocity map (Fig. 4a) as the boundary between the two regions. The top 60 km is discretized into 5 km layers, and then 10 km layers to 140 km depth. We also tested the case with the combination of 10 km and 20 km layer thicknesses with no significant differences in the results. Two smooth starting models (Fig. 6a-b) were tested. One is a uniform model of 4 km/s, the other is a model linearly increasing from 3.5 km/s at 0 km to 4.5 km/s at 140 km depth. The damping parameter is chosen as 0.5, from the trade-off curve of the misfit and model smoothness (Hansen, 1992) , and the density is fixed at 3 kg/m 3 . The inversion as shown in Fig. 6a-b is stable under the two starting models, except for the velocities from below 120 km depth. From the dispersion curves predicted by the two starting models (Fig. 6e) , we see that the linear-gradient initial model (model b) has a better fit at 67 s period. This suggests that the uniform initial model with 4 km/s is too slow at greater depths implying that the inversion is trapped in a local minimum, and hence the linear-gradient initial model is preferred. The average structures for the forearc and backarc regions (Fig. 6b) are then used as starting models for the inversions with finer x-y grids. A damping parameter of 1.0 is used in the results shown here, although other values are also tested. Several depth slices are shown in Fig. 7 .
To show the effects of Moho on the inversion results, in Fig. 6c , we also tested a case with a velocity discontinuity in the initial model. The depth of the discontinuity corresponds to the average Moho depth of the forearc and backarc region estimated from the receiver function studies (Fig. 5) . We see that with equivalent misfit to the dispersion curves (Fig. 6e ), significant differences (>0.05 km/s) exist in the velocities of the lower crust and upper mantle between the two inversion results with or without a Moho (Fig. 6d) . Nevertheless, the smoothed model is determined by the true velocities of the lower crust and upper mantle, and therefore the velocity contrasts among the smooth models in each location do reflect the first order features and will be discussed in the next section.
Results and discussions

The mid-crust structure
A mid-crust low-velocity zone is shown clearly in the 20 km and 30 km depth slices ("ALVZ" in Fig. 7b-c) . From the crosssections (Fig. 8) , we see that the low-velocity zone extends from 20 km to about 35 km depth. We can also observe this structure directly from 10-25 s phase velocity maps (Figs. 3b-d, 4a) .
Interestingly, the low-velocity zone is oblique to the trench, and does not coincide with the present volcanism. Instead, the location and shape of it coincides well with the extent of the Huaylillas arc (24-10 Ma) in Mamani et al. (2010) , as shown in Fig. 7b-c . We identify it as part of the Andean low-velocity zone, which has been imaged by the receiver function study in the latitude range of 20 • S-26 • S (Yuan et al., 2000) . Although the amplitude and thickness of this low-velocity zone varies with location, our results match the structure profile at 24 • S, and is explained as the partially molten rocks in the crust. The crustal melting is also characterized by high seismic attenuation, reduced seismic velocity, and high conductivity as shown in several other seismic and, magnetotelluric and geomagnetic deep-sounding experiments in the Central Andes (Schilling et al., 2006) . The macroscopic properties, such as elasticity and conductivity, depend not only on the volume fraction of the melt (liquid), but also on the microscopic geometry of the liquid phase (Hashin and Shtrikman, 1962; Takei, 1998) . On the assumption that the melts form an ideally interconnected network, the observed electrical conductivity pro- vides a minimum estimation of the proportion of melts to be 14-27 vol.% (Schilling et al., 2006) . In order to do the estimation from the shear wave velocity results, we need to understand the dependence of shear wave velocity on the temperature and distribution of the melts.
Because of the correlation between the ALVZ and the surface exposure of the volcanic rocks, Yuan et al. (2000) suggest that this feature is most probably caused by mantle magmatism and heat advection related to subduction, lithospheric mantle delamination and intracrustal diapirism. As suggested in Kay and Coira (2009) and Ramos and Folguera (2009) , the steepening of the Oligocene flat slab beneath the Altiplano plateau and the early Miocene flat slab beneath the Puna pleateau can lead to the continuous mantle and crustal melting that produced widespread volcanism (including large ignimbrites) in the Central Andes. The magmatic addition from the mantle, although is not significant to the crustal thickening compared with the tectonic shortening (Allmendinger et al., 1997) , contributes heat, which induces the crustal melting and lowers the viscosity of the mid-lower crust, and therefore controls the mechanical behavior of the crust. For example, the low velocity zone can be a channel for the crustal flow, which is a proposed mechanism for thickening the Altiplano crust (Husson and Sempere, 2003) . The low-velocity zone we observed probably delineates the arcs formed during the steepening of the ancient Altiplano flat slab, and hence maps the geometry of the ancient flat slab at its northern end.
The slab velocity
The age of the subducted Nazca slab at the trench is about 50 Ma (Müller et al., 2008) , and therefore the thickness of it is estimated to be 80 km from the Pacific model in Zhang and Lay (1999) . With the slab contours which delineate the top of the oceanic lithosphere, we can estimate that the bottom of the oceanic lithosphere changes from 80 km depth in the trench to 180 km depth beneath the volcanic arc. From the depth slices of 100 and 120 km in Fig. 7 , we observe a decrease in the slab velocity from SE to NW in the forearc region. This feature is also evident in the 100 km depth slice of a larger scale surface wave tomography of South America (Feng et al., 2007) . The decrease in the shear wave velocity of the slab towards the flat subduction regime coincides with the thinning of the effective elastic thickness (T e ) (Pérez-Gussinyé et al., 2008) . Although the age of the slab decreases northwards along the trench (Fig. 1) , and shear velocity of the slab generally increases with the age, the difference in the age is not sufficient to explain the velocity difference according to the age-velocity relations (Stein and Stein, 1992; Zhang and Lay, 1999) . There is also a velocity contrast, which is clearest in the 120 km depth slice, seemingly indicates the trace of the Nazca fracture zone (Fig. 7g) . Again, the age difference of ∼5 Myrs across the fracture zone (Fig. 1) is not sufficient to explain this contrast. The general decrease in the slab velocity northward along the coast appears to be related to the serpentinization during the formation of the Nazca Ridge. Fractures formed during the formation of the Nazca ridge as a hotspot trace (Pilger and Handschumacher, 1981) enable the hydration and serpentinization of the upper mantle of the slab, which lowers the slab velocity. This effect is expected to decrease away from the ridge, which agrees with our observations. The hydration of the slab would provide more buoyancy compared with that of a thickened crust in a ridge (Porter et al., 2012) . This study does not extend far enough to the north to address the interesting question of why the slab remains flat after the passage of the Nazca Ridge.
The mantle above the slab
In the 80-120 km depth slices of Fig. 7 , the cold oceanic lithosphere is shown as high velocity in the forearc. We also see a high velocity feature in the mantle above the flat slab ("HVM" in Fig. 7e-g ), near the sharp-bending of the slab contours. In local studies of the Pampean flat subduction regime, similar phenomenon is also observed by both body wave (Wagner et al., 2005) and surface wave tomography (Porter et al., 2012) . In the area at 72.5 • W/13.5 • S, where the slab inside of the array is flattest, the velocity is similar as the normal subduction regime, which is possibly due to some local structure. The existence of a comparatively high shear wave velocity mantle above the flat slab indicates a cold environment and the lack of melting, which explains the cessation of the volcanism above it.
The underthrusting Brazilian shield
We observe a velocity contrast across the PF line, which coincides with the Cusco-Vilcanota Fault System (Fig. 1) . A higher velocity block is located to the northeast, and is most prominent in the depth range of 40-100 km (Fig. 7) . We note that, because the resolution outside of the "box" array is from the earthquake twoplane-wave method which starts from 25 s, we do not have resolution outside of the "box" shallower than around 30 km depth. Therefore, it's possible that the velocity contrast exists even in the shallow depths. From the cross-section of the normal subduction area (Fig. 8) , we see the high velocity is most evident in the uppermost mantle depth. The amplitude of this anomaly in the flat subduction regime is, however, much weaker compared with that in the normal subduction regime (Fig. 7e) .
The velocity contrast across the Cusco-Vilcanota Fault System delineates two lithospheric blocks, which is also evident in the geochemical index of mafic rocks (Carlier et al., 2005) . The high velocity mantle below the crust of the Eastern Altiplano-Eastern Cordillera is similar as the structure in Bolivia, where it is interpreted as the underthrusting of the Brazilian lithosphere (Beck and Zandt, 2002; Dorbath et al., 1993; Myers et al., 1998) . Particularly, the study of Dorbath et al. (1993) to the south of Lake Titicaca, also imaged a velocity contrast, from surface to upper mantle, across a fault near the Lake Titicaca. The underthrusting of the Brazilian shield over time between 19 • and 20 • S is shown in Fig. 3 in McQuarrie et al. (2005) . Our result reveals that the underthrusting Brazilian lithosphere continues northward along the strike. However, since we do not observe a strong velocity anomaly below the Eastern Cordillera in the flat subduction regime, it's possible that either a collision happened between the oceanic lithosphere and the Brazilian lithosphere, or the Brazilian lithosphere hasn't reached the northern part of our imaged area.
Conclusions
We have imaged the shear wave velocity (V S V ) structure of Southern Peru using the surface wave signals from ambient noise cross-correlations and earthquake data. A low-velocity mid-crust structure is imaged, as part of the Andean low-velocity zone. The recently subducted slab below the forearc shows a decrease in velocity from normal to flat subduction regime that appears to be related with the serpentinization during the formation of the Nazca ridge. A comparatively high velocity mantle is observed above the flat slab, which indicates the lack of mantle melting and consequently the cessation of volcanism above it. A velocity contrast across the Cusco-Vilcanota Fault System is imaged, which delineates two lithospheric blocks. It indicates the underthrusting of the Brazilian shield beneath the Eastern Cordillera in Southern Peru.
