Abstract. The Mordell-Lang conjecture describes the intersection of a finitely generated subgroup with a closed subvariety of a semiabelian variety. Equivalently, this conjecture describes the intersection of closed subvarieties with the set of images of the origin under a finitely generated semigroup of translations. We study the analogous question in which the translations are replaced by algebraic group endomorphisms (and the origin is replaced by another point). We show that the conclusion of the Mordell-Lang conjecture remains true in this setting if either (1) the semiabelian variety is simple, (2) the semiabelian variety is A 2 , where A is a one-dimensional semiabelian variety, (3) the subvariety is a connected one-dimensional algebraic subgroup, or (4) each endomorphism has diagonalizable Jacobian at the origin. We also give examples showing that the conclusion fails if we make slight modifications to any of these hypotheses.
Introduction
Lang's generalization of the Mordell conjecture describes the intersection of certain subgroups and subvarieties of algebraic groups. Specifically, this conjecture addresses semiabelian varieties, which are the connected algebraic groups G admitting an exact sequence 1 → G k m → G → A → 1 with A an abelian variety and G m the multiplicative (algebraic) group. The Mordell-Lang conjecture, proved by Faltings [6] for abelian varieties and by Vojta [18] in general, is as follows: Theorem 1.1. Let G be a semiabelian variety defined over C. Let V be a closed subvariety of G, and let Γ be a finitely generated subgroup of G(C). Then V (C) ∩ Γ is the union of finitely many cosets of subgroups of Γ.
McQuillan [15] extended Vojta's result to the case of finite rank subgroups Γ ⊂ G(C), i.e. when dim Q Γ ⊗ Z Q is finite.
We can view Theorem 1.1 as a dynamical assertion by writing Γ as the set of images of the origin under translations by elements of Γ. We will study the analogous problem in which the translation maps are replaced by more general endomorphisms of G, and the origin is replaced by an arbitrary point of G(C). In this setting, the analogue of Γ is not generally a group, so we must reformulate the conclusion of Theorem 1.1, as follows: Question 1.2. Let G be a semiabelian variety defined over C, let Φ 1 , . . . , Φ r be commuting endomorphisms of G, let V be a closed subvariety of G, and let α ∈ G(C). Let E be the set of tuples (n 1 , . . . , n r ) ∈ N r for which Φ n1 1 · · · Φ nr r (α) ∈ V (C). Is E the union of finitely many sets of the form u + (N r ∩ H) with u ∈ N r and H a subgroup of Z r ?
Theorem 1.1 implies that the answer is 'yes' if each Φ i is a translation (even if α = 0); conversely, it is not difficult to deduce Theorem 1.1 as a consequence of Question 1.2 in case the Φ i are translations. The crucial fact here is that the group of points on a semiabelian variety is commutative [11, Lemma 4] . On a related note, one could consider Question 1.2 for noncommuting endomorphisms, but we know of almost no results in this setting.
Each endomorphism of a semiabelian variety is the composition of a translation and an algebraic group endomorphism [10, Thm. 2] . Question 1.2 generally has a negative answer if the Φ i 's include both translations and algebraic group endomorphisms. For instance, let P 0 be a nontorsion point on a semiabelian variety G 0 , and let V be the diagonal in G := G 2 0 ; for Φ 1 : (x, y) → (x + P 0 , y) and Φ 2 : (x, y) → (x, 2y), if α = (0, P 0 ) then E = {(2 k , k) : k ∈ N 0 } does not have the desired form. However, we will show that Question 1.2 often has an affirmative answer when every Φ i is an algebraic group endomorphism. Theorem 1.3. Let G be a semiabelian variety defined over C, let α ∈ G(C), let V ⊂ G be a closed subvariety, and let Φ 1 , . . . , Φ r be commuting algebraic group endomorphisms of G. Assume that either (a) The Jacobian at 0 of each endomorphism Φ i is diagonalizable; or (b) V is a connected algebraic subgroup of G of dimension one; or (c) G = A j for 0 ≤ j ≤ 2, where A is a one-dimensional semiabelian variety.
Then the set E of tuples (n 1 , . . . , n r ) ∈ N r for which Φ n1 1 . . . Φ nr r (α) ∈ V (C) is the union of finitely many sets of the form u + (N r ∩ H) with u ∈ N r and H a subgroup of Z r .
It is immediate to see that if condition (a) holds in Theorem 1.3, then the Jacobian at 0 of each endomorphism of the semigroup S generated by the Φ i 's is diagonalizable.
The first two authors showed in [7] that the conclusion of Theorem 1.3 holds when r = 1, even if one does not assume (a), (b), or (c). However, in Section 6 we will give examples with r = 2 and G = G 3 m where the conclusion of Theorem 1.3 does not hold. Our examples lie just outside the territory covered by Theorem 1.3, as V is a coset of a one-dimensional algebraic subgroup of G in the first example, and V is a two-dimensional algebraic subgroup of G in the second example.
In our previous paper [9] we discussed a more general version of Question 1.2 involving endomorphisms of an arbitrary variety. Question 1.4. Let X be any quasiprojective variety defined over C, let Φ 1 , . . . , Φ r be commuting endomorphisms of X, let V be a closed subvariety of G, and let α ∈ X(C). Let E be the set of tuples (n 1 , . . . , n r ) ∈ N r for which
. Is E the union of finitely many sets of the form u + (N r ∩ H) with u ∈ N r and H a subgroup of Z r ?
The only known instances where Question 1.4 has an affirmative answer are the results of the present paper, the results of our previous paper [9] , the Mordell-Lang conjecture itself, and various cases with r = 1 [17, 14, 13, 5, 1, 8, 3, 7, 2] .
Here is a rough sketch of our proof for Theorem 1.3. At the expense of replacing V by the Zariski closure of the intersection V (C) ∩ O S (α), we may assume that O S (α) is Zariski dense in V . In particular, letting Γ be the finitely generated subgroup of G(C) generated by O S (α), we obtain that V (C) ∩ Γ is Zariski dense in V . So, assuming V is irreducible, Theorem 1.1 yields that V is a coset of an algebraic subgroup of G. We may choose a suitable prime number p and then find a suitable model of the semiabelian variety G over Z p ; finally, using the p-adic exponential map on G, we reduce the problem to a question of linear algebra inside C g p (where dim(G) = g). Given finitely many commuting matrices J i ∈ M g,g (C p ) (for i = 1, . . . , r), given u 0 , v 0 ∈ C g p , and given a linear subvariety V ⊂ C g p , we need to describe the set E of tuples (n 1 , . . . , n r ) ∈ N r such that J
We show that E has the description from the conclusion of Theorem 1.3 if either (a) each J i is diagonalizable, or (b) dim(V) = 1 and v 0 is the zero vector, or (c) g = 2 and the matrices J i are all defined over the ring of integers in a quadratic imaginary field.
The contents of this paper are as follows. In the next section we prove some basic results regarding semigroups of N r which are used throughout our proofs. As a consequence of our results from Section 2, we prove in Proposition 2.11 that Question 1.4 has a positive answer in greater generality assuming dim(V ) = 0. Then in Section 3 we prove several preliminary results towards proving Theorem 1.3, while in Section 4 we reduce the proof of our results to propositions on linear algebra by using suitable p-adic parametrizations. Then in Section 5 we prove Theorem 1.3. Finally, in Section 6 we provide counterexamples to our theorem if we relax its hypothesis.
Notation. In this paper, each subvariety is closed, and each semigroup contains an identity element. We also denote by N the set of all nonnegative integers.
For any algebraic group G, we denote by End(G) the set of all algebraic group endomorphisms of G.
For any set T , for any set S of maps Ψ : T → T , and for any α ∈ T , we let O S (α) := {Ψ(α) : Ψ ∈ S} be the S-orbit of α.
We will use the following definition: if Φ is an endomorphism of the quasiprojective variety X, and if V is a subvariety of X, then we say that V is preperiodic under Φ if there exist k, ℓ ∈ N 0 with k < ℓ such that Φ k (V ) = Φ ℓ (V ). If we may take k = 0 in the above definition, then we say that V is periodic under Φ. referee for several useful suggestions. We would also like to thank the Centro di Ricerca Matematica Ennio De Giorgi and the University of Bordeaux 1 for their hopsitality.
Semigroups of N r
In this section we provide basic results regarding subsets of N r . We start with a definition.
Definition 2.1. We denote by C the class of all sets of the form
for some nonnegative integers ℓ and r, and for some γ i ∈ N r , and for some subgroups H i ⊂ Z r .
In our proofs we will use the following order relation on N r .
Definition 2.2. We define the order ≺ r on N r as follows:
if and only if β i ≤ γ i for all i = 1, . . . , r. Equivalently, β ≺ r γ as elements of Z r if and only if γ − β ∈ N r . When it is clear in the context, we will drop the index r from ≺ r and simply denote it by ≺.
Additionally, for each subset S ⊂ N r , we call γ ∈ S a minimal element (with respect to the above ordering) if there exists no β ∈ S \ {γ} such that β ≺ γ.
Our first result will be used many times throughout our paper, and it is an easy consequence of the order relation ≺ r on N r .
Proposition 2.3. Any subset S ⊂ N r has at most finitely many minimal elements with respect to ≺ r .
Proof. Assume S is nonempty (otherwise the statement is vacuously true). We prove the result by induction on r. The case r = 1 is obvious. Now, assume the result is proved for r ≤ k and we prove it for r = k + 1 (for some k ∈ N). Let π be the natural projection of N k+1 on its last k coordinates, and let S 1 = π(S). Let M 1 be the set of minimal elements for S 1 with respect to the ordering ≺ k of N k defined on the last k coordinates of N k+1 ; according to the induction hypothesis, M 1 is a finite set. For each γ 1 ∈ M 1 , we let γ ∈ S be the minimal element of π −1 (γ 1 ) ∩ S with respect to the ordering ≺ k+1 on N k+1 . Obviously, γ = (γ 1 , γ 1 ) ∈ N × N k with γ 1 ∈ N minimal such that π(γ) = γ 1 ; we let M 0 be the finite set of all these γ.
Let ℓ be the maximum of all γ 1 ∈ N such that there exists γ 1 ∈ M 1 for which (γ 1 , γ 1 ) ∈ M 0 . Then for each i = 0, . . . , ℓ − 1, we let S 1,i = π S ∩ {i} × N k . Again using the induction hypothesis, there exists at most a finite set M 1,i of minimal elements of S 1,i with respect to ≺ k . We let M 0,i be the set (possibly empty)
Then M is a finite set, and we claim that it contains all minimal elements of S. Indeed, if (β 1 , . . . , β k+1 ) ∈ S \ M is a minimal element with respect to ≺ k+1 , then there are two possibilities.
In this case, since (β 1 , . . . , β k+1 ) / ∈ M 0 , we get (from the definition of M 0 ) that there exists j ∈ N such that j < β 1 and (j, β 2 , . . . , β k+1 ) ∈ M 0 contradicting thus the minimality of (β 1 , . . . , β k+1 ) in S.
is not a minimal element of S 1 . In this case, there exists (γ 1 , γ 1 ) ∈ M 0 such that γ 1 ≺ k (β 2 , . . . , β k+1 ). Now, since we assumed that (β 1 , . . . , β k+1 ) is a minimal element of S, we obtain that
. . , β k+1 ), and thus (β 1 , β 1 ) ≺ k+1 (β 1 , β 2 . . . , β k+1 ) contradicting our assumption on the minimality of (β 1 , . . . , β k+1 ).
Therefore M is a finite set containing all minimal elements of S.
In particular, Proposition 2.3 yields the following result.
Proof. Assume S := H ∩ N r is not the trivial semigroup (in which case our claim is vacuously true). Hence, let M be the finite set of all minimal elements with respect to ≺ of S \ (0, . . . , 0). We claim that S is the semigroup generated by M .
Indeed, assume the semigroup S 0 generated by M is not equal to S. Clearly S 0 ⊂ S since S is the intersection of N r with a subgroup of Z r . Let γ be a minimal element with respect to ≺ of S \ S 0 . Since (0, . . . , 0) = γ / ∈ M , we conclude that there exists γ = β ∈ M ⊂ S 0 such that β ≺ γ. But then γ − β ∈ N r and since both β and γ are also in H, we get that γ − β ∈ S. Since γ / ∈ S 0 , then also γ − β / ∈ S 0 , but on the other hand γ = (γ − β) ≺ γ contradicting thus the minimality of γ.
This concludes our proof that S is generated as a subsemigroup of N r by the finite set M .
The following propositions yield additional properties of subsemigroups of N r .
Proposition 2.5. For any subgroup H ⊂ Z r , and for any γ ∈ Z r , the intersection (γ + H) ∩ N r is a union of at most finitely many cosets of subsemigroups of the form β + (H ∩ N r ).
Proof. We let M be the finite set (see Proposition 2.3) of minimal elements with respect to ≺ for the set (γ + H) ∩ N r . We claim that
Indeed, the reverse inclusion is immediate. Now, for the direct inclusion, if τ ∈ (γ + H) ∩ N r , then there exists β ∈ M such that β ≺ τ . So, τ − β ∈ N r . On the other hand, since both β and τ are in γ + H, we also get that τ − β ∈ H, as desired.
Proposition 2.6. For any γ 1 , γ 2 ∈ N r and for any subgroups
) is a union of at most finitely many cosets of subsemigroups of the form β + (H ∩ N r ), where
Proof. We let M be the finite set (see Proposition 2.3) of minimal elements with respect to ≺ for the set (
Indeed, the reverse inclusion is immediate. Now, for the direct inclusion, if
On the other hand, since both β and τ are in γ 1 + H 1 and in γ 2 + H 2 , we also get that τ − β ∈ H 1 ∩ H 2 = H, as desired.
Proposition 2.7. Let γ ∈ N r , let H ⊂ Z r be a subgroup, and let N ∈ N be a positive integer. Assume that for a subset L ⊂ (γ + H ∩ N r ), we have that for each τ ∈ H ∩ N r , and for each β ∈ L, then also
Then L is a union of at most finitely many cosets of subsemigroups of the form δ + ((N · H) ∩ N r ).
Proof. Since H/N · H is finite, we may write H as a finite union
r . Using Proposition 2.5, we conclude that each
is itself in the class C (see Definition 2.1); more precisely we may write
for a suitable finite subset M of N r . Therefore, it suffices to show that for each
satisfies the conclusion of our Proposition 2.7. Now, for each such β ∈ M , we let M β be the finite set of minimal elements of L β with respect to the ordering ≺ of N r . Then, according to our hypothesis, we do have that
We claim that the above inclusion is in fact an equality. Indeed, for any ζ ∈ L β , there exists δ ∈ M β such that δ ≺ ζ. Therefore ζ −δ ∈ N r . On the other hand, both ζ and δ are in β+N ·H, which means that ζ −δ ∈ N ·H, and thus ζ −δ ∈ (N ·H)∩N r , as desired. Proposition 2.8. Let π 1 : N r −→ N be the projection on the first coordinate, and let π 2,...,r : N r −→ N r−1 be the projection on the last (r − 1) coordinates. Then for each a ∈ N, for each γ ∈ N r and for each subgroup H ⊂ Z r , we have that
Proof. Using Propositions 2.5 and 2.6 we may assume that γ
1 (a) is itself in the class C, and thus its intersection with γ + H ∩ N r is again in the class C. The conclusion of Proposition 2.8 follows since the projection of any subgroup is also a subgroup.
Proposition 2.9. Let L ⊂ N r , and let β := (β 1 , . . . , β r ) ∈ L. For each i = 1, . . . , r and for each j = 0, . . . , β i − 1, we let
Moreover, if L is in the class C, then each L i,j and L β are in the class C.
Proof. The decomposition of L as in (2.10) follows from the definition of the ordering ≺ on N r . The "moreover" claim follows from Proposition 2.8 -note that
and according to Proposition 2.6, the class C is closed under taking the intersection of any two elements of it.
Using the results of this Section we can prove that Question 1.4 always has a positive answer when V is zero-dimensional. This result will be used in the inductive hypothesis from the proof of Lemma 3.2.
Proposition 2.11. Let X be any quasiprojective variety defined over an arbitrary field K, let Φ 1 , . . . , Φ r be any set of commuting endomorphisms of X, let α ∈ X(K), and let V be a zero-dimensional subvariety of X. Then the set of tuples (n 1 , . . . , n r ) ∈ N r for which Φ n1 1 · · · Φ nr r (α) ∈ V belongs to the class C. Proof. Obviously, it suffices to prove our result assuming V consists of a single point, call it β. We let E be the set of all tuples (n 1 , . . . , n r ) ∈ N r such that Φ n1 1 · · · Φ nr r (α) = β. According to Proposition 2.3, the set E has a finite set M of minimal elements with respect to the ordering ≺ on N r . Now, let
Indeed, we see from the definition of L that it is closed under addition, and moreover, for any β, γ ∈ L such that β ≺ γ, then also γ − β ∈ L. Now it is immediate to see that
The following result is an immediate corollary of Proposition 2.11 and Theorem 1.1, which shows that Question 1.2 has positive answer assuming G is a simple semiabelian variety (i.e. G has no connected algebraic subgroups other than itself, and the trivial algebraic group).
Corollary 2.12. Let G be a simple semiabelian variety defined over C, let Φ 1 , . . . , Φ r be any set of commuting endomorphisms of G, let α ∈ G(C), and let V be any subvariety of G. Then the set of tuples (n 1 , . . . , n r ) ∈ N r for which Φ We will use the following easy lemma both in the proof of Corollary 2.12, and also in the proof of our main result Theorem 1.3.
Lemma 2.13. Let G be a semiabelian variety defined over C, let S be a commutative semigroup of End(G) generated by the endomorphisms Φ 1 , . . . , Φ r of G, and let α ∈ G(C). Then the orbit O S (α) spans a finitely generated subgroup Γ of G(C).
Proof. Each endomorphism Ψ of G satisfies a monic equation of degree 2k + l over Z (seen as a subring of End(G)), where 1 → G k m → G → A → 1 is exact and l = dim A. This follows by taking the characteristic polynomial of the action Ψ induces on H 1 (G, Z), which has dimension equal to 2k + l (see [16, I.10] 
If there are only finitely many distinct points in the intersection of V with the orbit O S (α) under the semigroup S generated by Φ 1 , . . . , Φ r , then we are done by applying Proposition 2.11 to each of the finitely many points in
where Γ is the subgroup of G(C) generated by O S (α) (by Lemma 2.13, we know that Γ is a finitely generated subgroup). Applying Theorem 1.1, we conclude that the irreducible subvariety V is the Zariski closure of a coset of an infinite subgroup of Γ; therefore, we conclude that V is a translate of a connected algebraic subgroup of G. However, since G is a simple semiabelian variety, and since V contains infinitely many points (because V (C) ∩ O S (α) is infinite), we conclude that V = G. Then the conclusion of Corollary 2.12 is immediate. Corollary 2.12 immediately yields Theorem 1.3(c) for j = 0, 1 (note that each one-dimensional semiabelian variety is simple).
Corollary 2.14. Let A be a simple semiabelian variety, let j ∈ {0, 1}, and let G = A j . Let Φ 1 , . . . , Φ r be any set of commuting endomorphisms of G, let α ∈ G(C), and let V be any subvariety of G. Then the set of tuples (n 1 , . . . , n r ) ∈ N r for which Φ n1 1 · · · Φ nr r (α) ∈ V belongs to the class C.
Some reductions
In this section, we will show that it suffices to prove Theorem 1.3 in the case where the Φ i are all finite maps and where α has been replaced by a suitable multiple mα. This will allow us in Section 4 to use p-adic logarithms and exponentials to translate our problem into the language of linear algebra. (G) for each n ∈ N, and because there is no infinite descending chain of semiabelian varieties, we conclude that there exists N 1 ∈ N such that Φ 1 is a finite endomorphism of the semiabelian variety G 1 := Φ N1 1 (G). Hence, replacing G by G 1 , replacing V by V ∩ G 1 , and replacing α by Φ N1 1 (α) we are done. In the above argument, note that if we are in the case of Theorem 1.3(c) and G = A 2 , where A is a one-dimensional semiabelian variety, in the above descending chain of semiabelian varieties one may only find the trivial group, or the group G itself, or some one-dimensional semiabelian variety. Indeed, dim(G) = 2, and thus, each proper semiabelian subvariety of G is one-dimensional. Therefore, in the argument from the above paragraph, if G satisfies the hypothesis of Theorem 1.3(c), then also each semiabelian subvariety Φ i 1 (G) would also satisfy the hypothesis of Theorem 1.3(c).
Assume that we proved Lemma 3.1 for all semigroups S generated by fewer than r endomorphisms. Reasoning as before, for each i = 1, . . . , r we find N i ∈ N such that Φ i is a finite endomorphism of the semiabelian variety G i := Φ (N 1 , . . . , N r ) of N r allows us to apply the inductive hypothesis. More precisely, for each i = 1, . . . , r, we let S i be the commutative semigroup generated by all Φ j for j = i; then
Each S i is generated by (r − 1) endomorphisms of G, and thus, by the induction hypothesis, Lemma 3.1 holds for the intersection of the subvariety V with each S i -orbit. On the other hand, each Φ i is finite on H, and Φ From now on in the proof of Theorem 1.3 (and thus in this Section), we assume each Φ i is finite on G. Clearly, it suffices to prove Theorem 1.3 for irreducible subvarieties V .
Next we prove another important reduction. Proof. We will prove an (apparently) even stronger statement; we will show that for any coset of a subsemigroup of the form γ + F ∩ N r (where γ ∈ N r and F ⊂ Z r is a subgroup), the set of tuples (n 1 , . . . , n r ) ∈ (γ + F ∩ N r ) for which Φ n1 1 · · · Φ nr r (α) ∈ V (C) belongs to the class C. On the other hand, this apparent stronger statement is equivalent with the original one. Indeed, if we know that the set of tuples (n 1 , . . . , n r ) ∈ N r for which Φ n1 1 · · · Φ nr r (α) ∈ V (C) belongs to the class C, then Proposition 2.6 yields that also when we restrict to those tuples which are in γ + F ∩ N r , we also get a set from the class C. So, from now on, we let S be the set of all endomorphisms
We proceed the proof of Lemma 3.2 by induction on dim(V ) + r; the case dim(V ) = r = 0 is obvious. Note also that if dim(V ) = 0, then Theorem 1.3 was already proved in higher generality in Proposition 2.11. On the other hand, if r = 0, then the semigroup S is trivial, and so the statement of Theorem 1.3 is obvious without any conditions. Furthermore, if r = 1, then Theorem 1.3 is true in more generality, as shown in [7] . Now, fix a positive integer m and suppose that Theorem 1.3 is true for the intersection of the S-orbit of mα with the variety mV . So, we know that there exists a set E m ∈ C which contains all tuples (n 1 , . . . , n r ) ∈ (γ + F ∩ N r ) such that
For every Ψ ∈ S such that Ψ(α) ∈ V , we have Ψ(mα) ∈ mV (because Ψ is an algebraic group endomorphism). Therefore, if E is the set of tuples (n 1 , . . . , n r ) ∈ (γ + F ∩ N r ) for which Φ
, where β ∈ N r and H is a subgroup of Z r , be one of the cosets of subsemigroups contained in E m ; by definition of the class C, we know that E m is a finite union of such cosets of subsemigroups. It suffices to show that E ∩ (β + (H ∩ N r )) ∈ C. For β and H as above, we let
and we let α 1 := Φ . . . , b r ). Clearly, it suffices to show that the set E β of tuples (n 1 , . . . , n r ) ∈ H ∩ N r for which
We let V 1 be the Zariski closure of O S1 (α 1 ). If V is not contained in V 1 , then V ∩ V 1 has smaller dimension than V (since V is irreducible), and because
we are done by the induction hypothesis (also note that if we are in part (b) of Theorem 1.3, then V ∩ V 1 is zero-dimensional, and thus the conclusion follows as shown in Proposition 2.11).
Assume now that V ⊂ V 1 . Since, by construction, m · O S1 (α 1 ) ⊂ mV (because each Φ i is an algebraic group endomorphism), we have that mV 1 ⊂ mV . Therefore, dim(V ) = dim(V 1 ), and moreover V is an irreducible component of V 1 . For each σ ∈ S 1 , we have σ(V 1 ) ⊂ V 1 since σ(O S1 (α 1 )) ⊂ O S1 (α 1 ). Furthermore, since each σ is a finite map, we conclude that σ maps each irreducible component of V 1 of maximal dimension into another such component; hence V is preperiodic under σ. There are two cases, which are covered in the following two propositions. Proposition 3.3. If there exists σ ∈ S 1 such that V is not periodic under σ, then E β ∈ C.
Proof. First of all, at the expense of replacing σ by an iterate, we may assume that V ⊂ σ(V 1 ) (since σ maps the finite set of irreducible components of V 1 of maximal dimension into itself, but no power of σ preserves V ).
We let (k 1 , . . . , k r ) ∈ N r such that σ = Φ k1 1 · · · Φ kr r . We apply Proposition 2.9 to the element (k 1 , . . . , k r ) of the set H ∩ N r and construct the subsets:
for i = 1, . . . , r and for 0 ≤ j < k i . Then, as in Proposition 2.9, we have
It suffices to show that E β ∩ H (k1,...,kr) ∈ C and also that each E β ∩ H i,j ∈ C. Propositions 2.9 and 2.8 show that the projection of each H i,j on the (r − 1)-st coordinates of N r other than the i-th coordinate is also in the class C. Therefore the intersection E β ∩ H i,j belongs to the class C by the inductive hypothesis, since we reduced the original problem to the intersection between the subvariety V with the orbit of a point under a finitely generated commuting semigroup based on (r − 1) endomorphisms of G. Now, for each (ℓ 1 , . . . , ℓ r ) ∈ H (k1,...,kr) ∩ E β , we actually have that
Since V is an irreducible variety and V ⊂ σ(V 1 ), we conclude that V ∩ σ(V 1 ) has smaller dimension than dim(V ). Thus E β ∩ H (k1,...,kr ) ∈ C by our induction hypothesis, since we reduced the original problem to the intersection between the orbit of a point under a finitely generated commuting semigroup based on r endomorphisms of G with a subvariety of dimension less than dim(V ).
Proposition 3.4. If for each σ ∈ S 1 , the variety V is periodic under σ, then E β ∈ C.
Proof. According to Proposition 2.4, there are finitely many generators {τ i } 1≤i≤s for H ∩ N r . For each i = 1, . . . , s, we let σ i ∈ S 1 be the element of S 1 corresponding to τ i ; more precisely, if τ i := (k 1 , . . . , k r ), then we let
Using the hypothesis of Proposition 3.4, for each i = 1, . . . , s, we let N i ∈ N such that σ Ni i (V ) = V . We let N be the least common multiple of all these N i . Then σ N (V ) = V for all σ ∈ S 1 (since H ∩ N r is generated by the τ i 's). In particular, we get that if γ ∈ E β , and if τ ∈ H ∩ N r , then γ + N · τ ∈ E β . The conclusion of Proposition 3.4 follows from Proposition 2.7. 
The p-adic uniformization
We continue with the notation (and the reductions) from Section 3. Let Γ be the subgroup of G(C) spanned by O S (α) (see Lemma 2.13). Theorem 1.1 yields that V (C) ∩ Γ is a finite union of cosets of subgroups of Γ. The Zariski closure of each coset of a subgroup of Γ is a a translate of an algebraic subgroup of G. Hence, it suffices to describe the intersection O S (α) ∩ G 1 (C), where
Let R be a finitely generated extension of Z over which G, G 0 , and each Φ i can be defined. By [2, Proposition 4.4] (see also [7, Proposition 3.3] ), there exists a p and an embedding of R into Z p such that (1) G and G 0 have smooth models G and G 0 over Z p ; (2) each Φ i extends to an unramified endomorphism of G; (3) α and β extend to points in G(Z p ).
Let J i denote the map Φ i induces on the tangent space of 0. By (2) and [2, Proposition 2.2], if one chooses coordinates for this tangent space via generators for the completed local ring at 0, then the entries of the matrix for J i will be in Z p . Fix one such set of coordinates and let | · | p denote the corresponding p-adic metric on the tangent space at 0.
According to [4, Proposition 3, p. 216 ] there exists a p-adic analytic map exp which induces an analytic isomorphism between a sufficiently small neighborhood U of G g a (C p ) and a corresponding p-adic neighborhood of the origin 0 ∈ G(C p ). Furthermore (at the expense of possibly replacing U by a smaller set), we may assume that the neighborhood U is a sufficiently small open ball, i.e., there exists a (sufficiently small) positive real number ǫ such that U consists of all (z 1 , . . . , z g 
is an open subgroup of the compact group G(Z p ) (see [7] ), we conclude that exp(U) ∩ G(Z p ) has finite index m in G(Z p ). So, at the expense of replacing α by mα, and G 1 by mG 1 = mβ + mG 0 (which is allowed by Lemma 3.2) we may assume that α, β ∈ exp(U). Therefore, there exists u 0 , v 0 ∈ U such that exp(u 0 ) = α and exp(v 0 ) = β. Furthermore, for each i = 1, . . . , r, and for each z ∈ U we have exp(J i z) = Φ i (exp(z)), since exp induces a local p-adic analytic isomorphism between C g p and G(C p ). Finally, there exists a linear subvariety V ⊂ G g a such that exp(V(U)) is a p-adic neighborhood of the origin 0 ∈ G 0 (C p ).
Thus we reduced Theorem 1.3 to proving the following result.
Proposition 4.1. In order to prove Theorem 1.3, it suffices to show that the set E of tuples (n 1 , . . . , n r ) ∈ N r for which J 
Proof of our main result
We continue with the notation and reductions from the previous two Sections.
Proof of Theorem 1.3(a).
Because the matrices J i are all diagonalizable and all commute, they must be simultaneously diagonalizable. To see this, note that if E λ is a λ-eigenspace for a transformation T , and U is a transformation that commutes with T , then U E λ ⊆ E λ since for any w in E λ we have T (U w) = U T w = U (λw) = λU w. Hence the J i admit a common decomposition into eigenspaces and, therefore, a common eigenbasis.
Let C be an invertible matrix such that 
Proof of Theorem 1.3(b)
. In this case, in Proposition 4.1 we know in addition that v 0 = 0 (since the subvariety V is a connected algebraic group, not a translate of it), and furthermore, the linear subvariety V is actually just a line L passing through the origin (since the algebraic subgroup has dimension equal to one).
The following simple result will give rise to a proof of Theorem 1.3(b).
Proposition 5.2. Let V be a vector space over a field of characteristic 0, let T be a group of invertible linear transformations of V , let v ∈ V , let Z be a onedimensional subspace of V , and let
If S is nonempty, then S is a right coset of a subgroup of T .
Proof. If v is the zero vector, then the result is immediate. So, from now on, assume that v is nonzero. Let T Z = {g ∈ T : g(Z) = Z} be the subgroup of G which stabilizes the linear subspace Z. If S is not empty, we may choose some a ∈ S. Then for any b ∈ S, we have ba −1 (a(v)) ∈ Z. Since a(v) = 0 and ba −1 is linear this means that ba −1 ∈ T Z . Thus, b is in the coset T Z a. Similarly, ga(v) ∈ Z for any ga ∈ T Z a. Thus, S = T Z a. Now we are ready to finish the proof of Theorem 1.3(b). Let T be the group of matrices generated by the J i (note that each J i is invertible since each Φ i is a finite map by the reduction proved in Lemma 3.1). Then, by Proposition 5.2, the set of g ∈ T such that g(u 0 ) ∈ L is a coset T L a of a subgroup T L of T which stabilizes the one dimensional variety L. Now, for i = 1, . . . , r, let e i be the element of Z r whose j-th coordinate is the Kronecker delta δ ij . Let ρ be the map from Z r to T that takes e i to J i . Then ρ −1 (T L a) is a coset γ + H of a subgroup H ⊂ Z r . This shows that the set E of tuples (n 1 , . . . , n r ) ∈ N r for which
Using Proposition 2.5 we obtain that E ∈ C, as desired in the conclusion of Proposition 4.1. This concludes the proof of Theorem 1.3(b).
Remark. Although Proposition 5.2 holds for any group T (not just finitely generated commutative groups T ), Lemma 3.1 only holds for finitely generated commutative semigroups S, so we are only able to reduce to Proposition 5.2 under the assumption that our semigroup is commutative and finitely generated. On the other hand, if the semigroup is finitely generated and all of its elements are finite, then the proof of Theorem 1.3(b) should go through, even when the semigroup is not commutative. The case of semigroups that are not finitely generated is more troublesome; for example, it may not be possible to find a p such that all of the generators are defined over Z p .
Proof of Theorem 1.3(c).
We already proved Theorem 1.3(c) when G = A j for j < 2 in Corollary 2.14 (note that a one-dimensional semiabelian variety is clearly simple). Therefore, from now on, we may assume G = A 2 . Since it is a one-dimensional semiabelian variety, A is either isomorphic to G m or to an elliptic curve E. In either case, End(E) is isomorphic with a subring R of the ring O K of algebraic integers in a given quadratic imaginary field K. We already proved the result if (for each i) the Jacobian J i of Φ i at the identity of A is diagonalizable. Therefore, we may assume there exists at least one such Jacobian which is not diagonalizable. Since the endomorphism ring of A 2 is isomorphic with the ring M 2,2 (R) of 2-by-2 matrices with integer coefficients, we have that each
The following result is an elementary application of linear algebra.
Proposition 5.3. Let J 1 , . . . , J r ∈ M 2,2 (R) be commuting 2-by-2 matrices. Assume there exists i = 1, . . . , r such that J i is not diagonalizable. Then there exists an invertible 2-by-2 matrix B defined over K such that for each i = 1, . . . , r there exist a i ∈ O K and c i ∈ K such that
Proof. Note in general that if λ 1 = λ 2 , then λ 1 0 0 λ 2 commutes with a b c d if and only if c = b = 0. Thus, if there is some J ℓ that has distinct eigenvalues, then all of the J i must be diagonalizable, which we have assumed is not the case. Thus, each J i must have only one eigenvalue, call it λ i . Note that since each J i has entries in O K and a repeated eigenvalue λ i , then for each i, we have that λ i is the only root of a second degree monic polynomial with coefficients in O K . Hence each λ i is an algebraic integer, and moreover, it belongs to the field K; thus λ i ∈ O K for each i. Now, if two invertible non-diagonalizable 2-by-2 matrices M and N commute, then any eigenvector for M must also be an eigenvector for N . Thus, there exists a change of basis matrix B with entries in K such that BJ i B −1 = a i · 1 c i 0 1 for each i (where a i = λ i ∈ O K and c i ∈ K).
Note that each a i is nonzero since we assumed that each Φ i is an isogeny (see Lemma 3.1).
Since we work in a two-dimensional space, the linear variety V from Proposition 4.1 is a line L through the origin (note that in Proposition 2.11 we already covered the case dim(V ) = 0, while the case V = A 2 is trivial). So, if we let δ 1 δ 2 for some constants δ 1 , δ 2 ∈ C p , then Proposition 4.1 reduces the problem to determining for which tuples (n 1 , . . . , n r ) ∈ N r we have that
So, there exist constants δ 3 , δ 4 , δ 5 ∈ C p such that the above equation reduces to Because Φ restricts to an automorphism of V , then it induces a degree-one map on H. Therefore, the Jacobian J Φ,H of Φ at the identity of H (which is also the identity of G g m ) is an invertible matrix over Z; however, this is contradicted by the fact that all eigenvalues of J Φ,H have absolute value larger than one (because they are among the eigenvalues for the Jacobian of Φ at the identity of G g m ).
Remark. Using the inverse of the p-adic exponential map (as in the proof of Theorem 1.3(a)) reduces the examples of 6.1 and 6.2 to simple linear algebra. Matrices that commute must share a common Jordan block decomposition, which is slightly weaker than being simultaneously diagonalizable. So, for example, applying the p-adic logarithmic map to the endomorphisms in 6.1 converts Φ into  Note also that the above counterexamples can be also constructed for endomorphisms of E 3 , where E is an elliptic curve, since the whole argument is at the level of linear algebra after applying the p-adic logarithmic maps.
