Abstract. In this paper we introduce a wide class of integer-valued stochastic processes that allows to take into consideration, simultaneously, relevant characteristics observed in count data namely zero inflation, overdispersion and conditional heteroscedasticity. This class includes, in particular, the compound Poisson, the zero-inflated Poisson and the zero-inflated negative binomial INGARCH models, recently proposed in literature.
Introduction
Count time series are quite common in various scientific fields like medicine, economics, finance, tourism and queuing systems. The modeling of these time series has been receiving increasing attention and several integer-valued stochastic models have been recently proposed and developed in order to best describe and analyze this kind of data.
The change of the series variability is often observed in count time series which lead to the proposal of conditionally heteroscedastic models. The integer-valued process proposed by Ferland et al. ([6] ), denoted INGARCH(p, q) and inspired in the GARCH models of Bollerslev ([3] ), takes into account this characteristic. In fact, Ferland et al. ([6] ) assume a Poissonian conditional distribution whose parameter evolves with the past of the process similarly to GARCH models. Following this idea, several models have been introduced in literature considering other deviates discrete distributions like the negative binomial ( [18] ), the generalized Poisson ( [19] ) or a general compound Poisson distribution proposed by Gonçalves et al. ([8] ).
Excess of zeros is another fact often observed in count time series. The interest of this characteristic is clear because zero counts frequently have special status.
Neyman ([13] ) and Feller ([5] ) first introduced the concept of zero inflation to address the problem of excess of zeros. Since then, there have been extensive studies related to the development of zero-inflated probability processes, in particular Poisson models, essentially considered in econometric literature and in regression context. Application areas are diverse and have included situations that produce a low fraction of non-conforming units, road safety, species abundance and processes related to health where the monitoring of a rare disease is of interest. Ridout et al. ([14] ) include several references and details.
A zero-inflated distribution can be viewed as a mixture of a degenerate distribution with mass at zero and a nondegenerate distribution. For example, the random variable X is zeroinflated Poisson (λ, ω) distributed ( [11] ) if its probability mass function can be written in the form P (X = k) = ωδ k,0 + (1 − ω)
k! , k = 0, 1, 2, ..., where 0 < ω < 1, δ k,0 is the Kronecker delta, i.e., δ k,0 is 1 when k = 0 and is zero when k ̸ = 0. This distribution is denoted by ZIP. In time series context, Bakouch and Ristić ( [2] ), Jazi et al. ([10] ) and Li et al. ([12] ) are recent works dedicated to the proposal and study of zero-inflated models for integer-valued time series.
The model
Let X = (X t , t ∈ Z) be a stochastic process with values in N 0 .
Definition 2.1 (ZICP-INGARCH(p,q) model) The process X is said to satisfy a Zero-Inflated Compound Poisson INteger-valued GARCH model with orders p and q, (p, q ∈ N) if, ∀t ∈ Z, the characteristic function of X t |X t−1 , Φ Xt|X t−1 , is given by
for some constants 0 ≤ ω < 1, α 0 > 0, α j ≥ 0 (j = 1, ..., p), β k ≥ 0 (k = 1, ..., q), and where (φ t , t ∈ Z) is a family of characteristic functions on R, X t−1 -measurable associated to a family of discrete laws with support N 0 and finite mean. i denotes the imaginary unit.
We observe that the conditional distribution of X t is a mixture of the Dirac law at zero with a discrete compound Poisson law. The probability at zero is then inflated with value ω.
The ZICP-INGARCH(p, q) model with q = 1 and β 1 = 0 is denoted by ZICP-INARCH(p) and, as mentioned before, when ω = 0 we recover the CP-INGARCH(p, q) model considered in Gonçalves et al. ([8] ).
The conditional mean and variance of X t are, respectively, given by E(
, noting that, to assure the variance existence, we consider that the characteristic functions (φ t ) are differentiable at zero up to order 2.
As can be seen, a wide class of processes is included in the ZICP-INGARCH(p, q) model (1). In fact, let X = (X t , t ∈ Z) be a stochastic process defined by
where N t is a random variable that, conditionally on X t−1 , follows a zero-inflated Poisson law and X t,1 ,..., X t,Nt are discrete random variables with support N 0 that, conditionally on X t−1 , are independent, independent of N t and with characteristic function φ t differentiable at zero. If the parameters of the probability mass function of
and 0 ≤ ω < 1, then the process X satisfies the model (1) as we have
Based on this construction, many particular models can be deduced. 
If N t is a random variable independent of X t,j and following a zero-inflated Poisson law with parameters (r, ω), 0 ≤ ω < 1 then the process X t = ∑ Nt j=1 X t,j satisfies, unless an additive parameter r, the model (1) . In this case, the model will be denoted by ZIGEOMP-INGARCH(p, q) . For ω = 0, we obtain the GEOMP-INGARCH model studied in Gonçalves et al. ([8] We note that the characteristic function φ t may be a random function since the parameter involved in φ t may depend on the previous observations of the process, via λ t , as in the ZIGEOMP-INGARCH model. 
We observe that
whenever ω ≥ 0, with equality to 1 if and only if X t,1 = 1 almost surely (that is, the model is conditionally Poisson) and ω = 0.
In consequence, this model is also overdispersed as it is easy to show that
from which the result is obtained supposing the conditional overdispersion, that is, V (
We also note that the definition of the model is still valuable when the parameter ω takes negative values, provided that 0 ≤ ω + (1 − ω)P (X t = 0|X t−1 ) ≤ 1, which is equivalent to
For instance, if the conditional distribution is a mixture of a degenerate distribution with mass at zero and a Poisson law we obtain max
To consider negative values for ω corresponds to a deflation at point zero. It introduces the possibility of considering underdispersed models as is the case of the generalization of the ZIP-INGARCH model when ω < 0.
Stationarity properties
The study of first and second-order stationarity of these processes follows the approach developed for the compound Poisson INGARCH processes in Gonçalves et al. ([8] ). In the following we summarize the main conclusions of this study. We note that the results obtained are not affected by the form of the conditional law but mainly by the evolution of λ t .
In what concerns first-order stationarity we consider µ t = E(X t ) and we deduce from the difference equation
Moreover, under this condition, the processes (X t ) and (λ t ) are both first-order stationary and we have
In order to obtain second-order stationarity conditions for the ZICP-INGARCH(p, q) model (1) we assume that the family of characteristic functions (φ t , t ∈ Z) is differentiable at zero up to order 2 and restrict our study to the subclass of ZICP-INGARCH models with φ t satisfying the following condition:
We stress that this particular case includes all the models presented in Example 2.1 (a) as well as a wide class of models not studied in literature like the models introduced in Example 2. A necessary and sufficient condition of second-order stationarity of X is easily deduced from the vectorial state space representation presented below.
Proposition 3.1 Suppose that the process X following the ZICP-INGARCH(p, q) model is firstorder stationary and satisfies the hypothesis H1. The vector of dimension p + q − 1 given by
t ∈ Z, satisfies an autoregressive equation of order max (p, q):
where B 0 is a real vector of dimension p + q − 1 and
Proof. These equations may be deduced even if E(X 2 t ), E(X t X t−k ) and E(λ t λ t−k ) are not finite as they involve nonnegative measurable functions.
We focus on the case p = q, whereas the other cases can be obtained from this one setting additional parameters to 0.
) we obtain, following the same steps of
with k ≥ 1 and In the following theorem we present the referred necessary and sufficient condition for weak stationarity of the process under study.
Theorem 3.1 Let X be a first-order stationary process following an ZICP-INGARCH(p, q) model such that H1 is satisfied. This process is weakly stationary if and only if the polynomial matrix
has all its roots outside the unit circle, where I p+q−1 is the identity matrix of order p + q − 1 and B k (k = 1, ..., max (p, q)) are the squared matrices of the autoregressive equation (2) . Moreover, with e j denoting the j − th row of the identity matrix,
Proof. Let us consider
C k z −k , and taking the Z-transform of both sides of last equation we get
So, according to Elaydi [4] (p. 299), a necessary and sufficient condition for weak stationarity is
has all its roots inside the unit circle.
Let us consider a first-order stationary ZICP-INGARCH process with p = q = 1. The previous study leads us to the following weak stationarity characterization which in this particular case can be easily proved from expression (3).
Corollary 3.1 Consider a first-order stationary ZICP-INGARCH(1, 1) model satisfying H1. A necessary and sufficient condition for weak stationarity is
We present now a result from which the autocorrelation function of the ZICP-INGARCH model can be obtained. The result extends those presented in Theorem 4 of Zhu ([20] ) and is obtained using the same arguments. Moreover it states an ARMA(p, q)-like serial dependence structure for X. 
Theorem 3.2 Suppose that X follows a second-order stationary
from which the autocorrelation functions of X and λ can be obtained. Under the hypothesis H1, the value of Γ(0) can be deduced using the expression derived in Theorem 3.1. Indeed, We conclude this Section with a brief reference to the strict stationarity and, in particular, we construct a solution of the model with this property.
In order to construct such a solution, let us consider a sequence M = (M t , t ∈ Z) of i.i.d. Bernoulli random variables with parameter (1 − ω), ω ∈ ]0, 1[, and let us define a process X * = (X * t , t ∈ Z) such that
where Y = (Y t , t ∈ Z) is a CP-INGARCH process, independent of M , for which the conditional distribution of Y t given Y t−1 satisfies
We If X = (X t , t ∈ Z) is the process following the model ZICP-INGARCH defined in (1), we show in the following that
as (Y t ) is independent of (M t ) and (M t ) are independent variables. So, from the independence between the processes Y and M , we have
So, a solution of our ZICP-INGARCH model defined in (1) may be obtained by this way.
We are now in conditions to state the strict stationarity of this kind of solution of model (1). Proof. Let us consider the model (1) associated to a given family of characteristic functions deterministic and independent of t, that is, ∀t ∈ Z, φ t = φ and φ deterministic.
Following the study developed in Gonçalves et al. ([8] ), Section 3.3, there is a strictly stationary solution of a CP-INGARCH model associated to the referred family of characteristic functions if and only if 
The process X * is strictly stationary as it is a measurable function of the process ((Y * t , M t ) , t ∈ Z), which is strictly stationary as Y * and M are independent and strictly stationary processes. As Y * is a second order process, the same happens to X * , and so X * is also a weakly stationary process if
High order moments of ZICP-INGARCH(1,1) models
In this section, we focus on model (1) with p = q = 1, i.e.,
We also consider that the characteristic function φ t satisfies the condition:
Hypothesis H2: φ t is a deterministic function.
In this particular case we are able to enlarge the probabilistic study of the model. Namely, we obtain conditions assuring the existence of all orders moments and closed-forms expressions for the cumulants up to order 4. The skewness and kurtosis are deduced in consequence. Contrarily to the analysis in Section 3, this study strongly involves the conditional law of the process.
To study the moments of X t let us assume in the following that φ t is differentiable as many times as necessary. We start by stating a necessary and sufficient condition for the existence of all the moments of the process. This result includes Proposition 6 of Ferland et al. ([6] ) in which φ t (u) is equal to e iu and, in accordance with these authors, we point out that it is an unexpected result taking into consideration what is known on the complexity analysis and on the conditions of moments existence for conditional heteroscedastic models in general. 
Proof. According to Grubbström and Tang ([9]), since X t |X t−1 is a compound random variable where the counting distribution is the zero-inflated Poisson law, its mth moment is given by
where
For a proof of expression (6), see Appendix 2. So,
and
Using the fact that λ n−l t−1 is X t−2 -measurable we deduce that 
.., m, the upper triangular matrix given by
Indeed, let us prove that the diagonal entries of the matrix D are those given above. The kth diagonal entry of the matrix D corresponds to the case where in equation (8), we consider r = m − k + 1. Thus, to obtain the coefficient of λ
, we look at the terms corresponding to n = m − k + 1 and l = v. Then,
Using the expression (6) we obtain
and therefore, for any arbitrarily fixed
When k 1 = l, k 2 = . . . = k l = 0, we obtain the coefficient l!(l; l, 0, ..., 0) = l!. Otherwise, the coefficient is zero. Therefore, we finally conclude that
and then the kth diagonal entry of the matrix D is
So, we conclude that the eigenvalues of D (which coincide with its diagonal entries because it is a triangular matrix) are inside the unit circle if and only if (1 − ω) 
, where I m is the identity matrix of order m. Since
, and then from (7) all the moments of X t of order ≤ m are finite. Now let us consider that the characteristic function φ t satisfies the condition:
Hypothesis H3: φ t is deterministic and independent of t. This is equivalent to say that v 1 = 0 in hypothesis H1. Henceforward we simply denote φ t as φ. We stress that this particular case still includes a wide class of new models not studied in literature as those introduced in Example 2.1 (c) and (d).
Let us consider a first-order stationary ZICP-INARCH(1) model. In the following we illustrate the derivation of its first three order cumulants. To do this, let us start by recalling that if Φ Xt denotes the characteristic function of X t , its cumulant generating function is given by κ Xt (z) = ln (Φ Xt (z)), and the coefficient κ j (X t ) of the series expansion κ Xt (z) =
Using the characteristic function of the conditional distribution and λ t = α 0 + α 1 X t−1 we obtain, for z ∈ R,
hence, the cumulant generating function of X t is given by κ Xt (z) = ln (ω + (1 − ω)A(z)). Taking derivatives on both sides, it follows that
where, taking
Inserting z = 0 into the previous equations and noting that A(0) = 1 and h(0) = 0, we obtain
So,
as stated in Example 3.1. Moreover,
So, the third-order cumulant of X t is
When ω = 0, the first four cumulants may be explicited using the technique given in Weiß ( [15] ). So we derive these expressions for a CP-INARCH(1) process, under the hypothesis H3. The skewness and the flatness of the distribution of the process are consequently available. Let us fix some notation: 
Proof. Using the expression (10) with ω = 0, we deduce the cumulant generating function of X t
) .
Taking derivatives on both sides, it follows that
where the second formula is proved by induction, with the coefficients a n−1,j given by
Inserting z = 0 into the previous equations, one obtains
where the coefficients b n−1,j are given by
for 1 < j < n − 1. From here, it follows
, and, analogously,
, that ends the proof, using the notation indicated above. 
In the following we illustrate the expressions displayed for the skewness and kurtosis of a CP-INARCH(1) process considering some particular compound Poisson distributions.
Example 4.1 (1) Poisson law:
We have φ(u) = e iu and so
The skewness and the kurtosis of X t , respectively, are given by
. 
Denoting by
(1−κ) 6 .
Thus we obtain the cumulants
, and the skewness and the kurtosis of X t
.
We stress that using the fact that the generalized Poisson distribution is a compound Poisson instead of the procedure adopted by Zhu ([19] ) made much prompt the deduction of the first four cumulants and completes the results of [19] . In Figure 2 , from where we deduce, for instance, the cumulants
, κ 3 (X t ) = α 0 6(1 + α .
Conclusion
A new class of models which includes the main INGARCH processes present in literature is proposed and developed in this paper enlarging and unifying the analysis of those processes, and accomplishing the practical goal of modeling simultaneously different stylized facts that have been recorded in real count data. In fact, considering a mixture of a Dirac at zero with a general discrete compound Poisson as conditional distribution of INGARCH processes, we define the Zero-Inflated Compound Poisson INGARCH model, denoted ZICP-INGARCH, that may capture in the same framework characteristics of zero inflation and, in a general distributional context, overdispersion and conditional heteroscedasticity. A general procedure to obtain new models is developed showing the main nature of the processes that are solution of the model equations, namely the fact that they may be expressed as a random sum of random variables. Conditions for stationarity of these models are established and also illustrated for particular important cases. Furthermore, for ZICP-INGARCH(1, 1) processes, a simple condition on the model coefficients assuring the existence of all moments and closed-form expressions for the cumulants up to order 4 are deduced, from which the skewness and kurtosis of the processes are derived. Analogously to Ferland et al. ([6] ), we point out that the existence of all moments is a surprising feature.
These results are useful in some probabilistic developments of these models as, in particular, the study of the Taylor property (Gonçalves et al., [7] ) or other type of applications ( [16] ). As illustrated in the ZIP-INGARCH process, we point out that this proposal may also include underdispersed models, analyzing in each case the possibility of negative values for the additional weight, ω, on zero, that is, models with deflation in zero. Finally, we stress that, using the same methodology and slightly heavier calculations, this study is valid when the inflation takes place in a nonzero point. this paper.
