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Preface
Signal processing and signal transmission play an important role in many different
areas of today’s life. Typical problems include the reconstruction of a signal by its
discrete sample values as well as the detection of changes from a given reference
signal. Thus, in different fields of mathematics researchers have already dealt with
these questions for several years. In numerical analysis people often work with
samples that are free from noise. However, as due to measurement inaccuracies
this is usually not the case, they frequently assume that the observed signal is
disturbed by deterministic error terms. From a stochastic point of view, these
error terms are assumed to be random. Hence, it is common to obtain a block of
noisy samples {yi : i ∈ {1, . . . , n}} via the model
yi = f (iτ) + εi. (1)
Here, f : R→ R is the unknown signal, {εi} is a zero mean noise process and τ > 0
is the sampling period. Now the question arises whether it is possible to reconstruct
the signal by its noisy sample values and whether one can detect changes from a
reference signal f0. An answer to this question is given in Pawlak and Steland
(2013), where the authors propose a nonparametric joint reconstruction/detection
algorithm that works sequentially on all the available data up to the current point
of time. This approach has several appealing features. Firstly, the algorithm can
detect changes while reconstructing the signal at the same time. Secondly, it is
a nonparametric approach, i.e. no further information about the exact class to
which the observed signal belongs is necessary. Lastly, the procedure works in a
sequential way such that changes can be detected on-line, in contrast to off-line
detection schemes which can only detect changes in retrospect, i.e. when the whole
data set is already available.
A natural question arises whether this approach also works for high-dimensional
signals. Thus, in this thesis we will focus our attention on signals f : R → Rq as
well as on signals f : Rq → R for q > 1. Examples for such signals are multifaceted.
They include the simultaneous observation of several components of a system over
time as well as geographic and image data, which are observed over a fixed time
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horizon. However, no matter with which kind of signals we have to deal, we will
– with slight adaptions – always assume in the following that our samples are
obtained by the model in (1). As in Pawlak and Steland (2013) we want to base
our approaches on classical reconstruction procedures from the signal sampling
theory, leading to sequential partial sum processes as detector statistics. In order
to make these detector statistics applicable, we need to determine proper critical
values/control limits; thus, the main aim of this thesis is to show that we can
generalize the two main weak convergence results in Pawlak and Steland (2013)
to our multidimensional context, i.e. we show weak convergence of the detection
processes towards gaussian processes under different assumptions on the depen-
dence structure of the noise processes where either the null hypothesis f = f0 or
the alternative f 6= f0 holds true.
The work in hand is organized as follows. Chapter 1 gives a short overview of
existing change detection techniques for signals f : R→ Rq and signals f : Rq → R
for q > 1. Chapter 2 reviews the notion of weak convergence in general metric
spaces, and introduces the necessary function spaces in which the detector statistics
live. In Chapter 3 we give a brief summary of the theory and main results developed
in Pawlak and Steland (2013).
After these introductory chapters we generalize the main results of Chapter 3 in
Chapter 4 for signals f : R → Rq. Before doing the same for signals f : Rq → R
in Chapter 6, we introduce two notions of multidimensional variation as well as
the multivariate Riemann-Stieltjes integral in Chapter 5. Chapter 7 deals with
the estimation of the asymptotic variance parameter appearing in the detection
process of Chapter 6.
Finally, in Chapter 8, we perform an extensive simulation study by evaluating the
behaviour of the two asymptotic variance estimators developed in Chapter 7 and
by analyzing the rejection rates and the power of the change detection algorithm
of Chapter 6 for signals f : Rq → R. Chapter 9 concludes with some extensions of
the main results of Chapter 6.
Aachen, October 2014 Annabel Prause
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Chapter 1
Introduction
In this Chapter we give some examples and application areas for signals f : R→ Rq
and signals f : Rq → R for q > 1 as well as a short overview of existing change
detection techniques.
We start with signals f : R → Rq which apply in several areas of today’s life.
Typical fields are audio and image processing, financial and econometric modelling,
and bioinformatics, cf. Matteson and James (2013) and Fong et al. (2011). Further
fields include netflow type data, cf. Lévy-Leduc and Roueff (2009) and Xie et al.
(2013), as well as applications in sensor networks and communication, cf. Dabeer
and Masry (2008).
The most direct idea to handle the change point problem for multivariate data
would now be to apply one-dimensional techniques to each data stream separately.
However, these procedures would ignore the interactions and interdependencies
between the single variables and would thus certainly lead to wrong decisions in
many situations. That is why recently much attention has been paid to developing
techniques that work with the multivariate data as a whole. As in one dimension
one can distinguish between parametric and nonparametric approaches that work
either on- or off-line on the data. In a parametric context one already has to know
the approximate class of signals to which the data belongs whereas in a nonpara-
metric context no distributional assumptions have to be made. The difference
between on- and off-line techniques is that the latter require the whole data set to
detect a change point while the former work with all the data up to the current
point of time and are thus able to detect a change immediately.
Off-line approaches can be found in Hu et al. (2007), Kirch et al. (2013), Dasu et al.
(2006), Matteson and James (2013), Lavielle and Teyssière (2006) and Fong et al.
(2011), where in the first two papers parametric assumptions are made whereas the
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other authors consider nonparametric models. The proposed techniques include
Hotellings T 2-statistic, vector-valued models that allow for misspecifications, as
well as rank statistics. Further procedures calculate different distance measures
like the Kullback-Leibler distance between two distributions or use so-called (pe-
nalized) contrast functions.
Some on-line approaches can be found in Ahmed et al. (2007), Xie et al. (2013),
Lévy-Leduc and Roueff (2009), and Song et al. (2007), whereby the first paper
requires a parametric model. Typical methods are algorithms based on kernel
recursive least squares or U -statistics and sequential probability ratio or density
tests.
Moreover, signals f : Rq → R also occur in many different fields nowadays. Hence,
also for these signals, the reconstruction and the detection of changes from a given
reference signal play an important role in several applications, especially in the
space-time domain, i.e. when q = 3. These applications include remote sensing,
video surveillance, medical diagnosis and treatment, civil infrastructure and un-
derwater sensing, cf. Chen (2007). Further applications involve monitoring of geo-
graphic data and land resources as well as target tracking, see Malone and Smith
(1992). The basic techniques in existing change detection algorithms for image
data are always the same, but some steps depend highly on concrete applications.
Roughly speaking one can distinguish two categories of change detection algo-
rithms: Firstly those, that work on compressed data and secondly those, that
work on uncompressed data. A common disadvantage of algorithms of the second
category is that they are rather slow as the decompression step usually takes a lot
of time, so that they often do not work on-line, i.e. in real time. Moreover, a lot
of algorithms are designed for a specific change type. Different kinds of changes
involve abrupt changes and gradual changes. Some algorithms work for both types
of changes, but usually their performance in one category is a lot better than in
the other one. Furthermore, there are algorithms that only detect changes (e.g.
for video segmentation) and algorithms that can as well locate those changes in
an image frame, using so-called change masks (e.g. for object segmentation).
The general procedure of change detection algorithms can be described as follows:
They first compute certain statistics between two or more image frames and then
compare them to a threshold value, indicating a change in (a part of) the image
or not. The proper choice of appropriate thresholds is always a problem as they
have to distinguish between significant changes and noise. These usually vary by
applications which often makes it difficult to compare different algorithms.
The first change detection methods were based on so-called simple differencing
which is closely connected to change vector analysis and image ratioing, cf. Radke
3et al. (2005) and Aach et al. (1993). Other related techniques include histogram
comparisons, cf. Su and Amer (2006) and Huang and Liao (2001), motion vector
analysis, see El-Qawasmeh (2003), and edge difference examination, see Li et al.
(2006). Some more advanced detection methods include significance and likelihood
ratio tests, probabilistic mixture models, and the minimum description length
method, cf. Radke et al. (2005). Some further nonparametric approaches can
also be found in Lelescu and Schonfeld (2003), Basseville and Nikiforov (1993),
Briassouli and Kompatsiaris (2009) as well as in Prause and Steland (2014).
In the following chapters we deal with both types of signals, i.e. with signals
f : R → Rq as well as with signals f : Rq → R. As in Pawlak and Steland (2013)
we develop nonparametric detection methods based on classical reconstruction
procedures from the signal sampling theory. These lead to sequential partial sum
processes as detector statistics and thus work on-line on the data.
Chapter 2
Function Spaces
In this chapter we first explain the concept of weak convergence and then introduce
the function spaces, the so-called Skorohod spaces, in which most of our stochastic
processes live. These function spaces do not only contain continuous functions,
but they also allow the functions to have certain discontinuities. We start with
univariate functions depending on only a single time parameter and then generalize
the concept to functions which map to Rq and to functions with several time
parameters.
2.1 Weak Convergence in Metric Spaces
In this section we summarize some basic notions and results about the concept of
weak convergence of probability measures in general metric spaces. We will omit
the proofs of the theorems; they can be found in Billingsley (1999) if it is not
stated otherwise. Now, let us denote our metric space by S and the Borel σ-field
by S. The next definition specifies the notion of weak convergence. To abbreviate
notation we put
Pf :=
∫
S
f dP.
Definition 2.1.1. A sequence Pn of probability measures converges weakly to a
probability measure P , and we write Pn ⇒ P , if Pnf → Pf for every bounded,
continuous real-valued function f on S as n→∞.
In applications it is useful to have some equivalent conditions for proving weak
convergence. This is the content of the following Portmanteau theorem, see e.g.
5
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Billingsley (1999), p. 16. For that, call a set A ∈ S a P -continuity set, if its
boundary ∂A satisfies P (∂A) = 0.
Theorem 2.1.2. Let Pn and P be probability measures on (S,S). The following
five conditions are equivalent:
(a) Pn ⇒ P as n→∞.
(b) Pnf → Pf for all bounded, uniformly continuous real-valued functions f on
S as n→∞.
(c) lim supn→∞ PnF ≤ PF for all closed sets F ∈ S.
(d) lim infn→∞ PnG ≥ PG for all open sets G ∈ S.
(e) PnA→ PA for all P -continuity sets A ∈ S as n→∞.
Suppose now that h is a mapping from S into another metric space S ′ with Borel
σ-field S ′. Recall that, whenever h is S/S ′-measurable, each probability P on
(S,S) induces a probability Ph−1 on (S ′,S ′) defined by Ph−1(A) := P (h−1A) for
A ∈ S ′. In some situations we may already know that Pn ⇒ P , but we are actu-
ally interested in the weak limit of Pnh
−1. Therefore, the following (continuous)
mapping theorem is useful, cf. Billingsley (1999), p. 20.
Theorem 2.1.3. Let h : S → S ′ be a S/S ′-measurable mapping. Denote by Disch
the set of its discontinuities, i.e.
Disch := {x ∈ S : h is discontinuous at x}.
If Pn ⇒ P and P (Disch) = 0, then Pnh−1 ⇒ Ph−1.
Clearly, the conditions of the theorem are automatically fulfilled if h is a continuous
function.
Having the theory of weak convergence in hand, it is now easy to explain the
theory of convergence in distribution, as the latter is just a paraphrase of the
former. Thus, let X be a mapping from a probability space (Ω,F ,P) to a metric
space S. We say that X is a random element of S if it is F/S-measurable and we
call the probability measure P = PX−1 on (S,S) the distribution of X. This is
defined by
PA := P(X−1A) = P(X ∈ A)
for A ∈ S. We then say that a sequence {Xn} of random elements converges
in distribution to the random element X, and we write Xn ⇒ X as n → ∞, if
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Pn ⇒ P as n→∞, where we denote by Pn and P the distributions of Xn and X,
respectively, cf. Billingsley (1999), p. 25.
The previous theorems about weak convergence can now be translated into the-
orems about convergence in distribution. Here, we only do so for the continuous
mapping theorem, as this is of great importance for the rest of the work. For the
corresponding reformulation of the Portmanteau theorem we refer the reader to
Billingsley (1999), p. 26.
Remark 2.1.4. Let h : S → S ′ be a S/S ′-measurable mapping. Denote again by
Disch the set of its discontinuities, cf. Theorem 2.1.3. If Xn ⇒ X (on S) and
P(X ∈ Disch) = 0, then h(Xn)⇒ h(X) (on S ′).
2.2 The Space D[0, 1]
We now start by introducing D = D[0, 1], the space of real-valued functions f on
[0, 1] that are right-continuous and have left-hand limits. Extensions to functions
with arbitrary domain [a, b] for a, b ∈ R are straightforward. Our developments
follow the ones in Billingsley (1999). To be more precise, f is an element of D if
the following two conditions hold:
(a) For 0 ≤ t < 1, f(t+) := lims↓t f(s) exists and f(t+) = f(t).
(b) For 0 < t ≤ 1, f(t−) := lims↑t f(s) exists.
A function with these two properties is called cadlag which is short for ‘continue
à droite, limitées à gauche’. Note, that the requirement f(t+) = f(t) is just a
convention. Obviously, the space C = C[0, 1] of real-valued continuous functions
f on [0, 1] is a subset of D. Moreover, it can be shown that an element f ∈ D
has at most countably many discontinuities and that it is bounded, i.e. ‖f‖ <∞,
where
‖f‖ := sup
t
|f(t)|
for f ∈ D. Also, f can be uniformly approximated by simple functions that are
constant over intervals, so that it is Borel measurable. A necessary and sufficient
condition for a function f to lie inD can be expressed in terms of a certain modulus
that is an analogue to the modulus of continuity used to characterize functions in
C. Thus, define for f ∈ D and T ⊂ [0, 1]
wf (T ) = w(f, T ) := sup
s,t∈T
|f(s)− f(t)|. (2.1)
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Call a set {ti} with 0 = t0 < t1 < . . . < tv = 1 δ-sparse if it satisfies
min
1≤i≤v
(ti − ti−1) > δ.
Finally, define for 0 < δ < 1 and a δ-sparse set {ti},
w′f (δ) = w
′(f, δ) := inf
{ti}
max
1≤i≤v
wf [ti−1, ti). (2.2)
If we combine (2.1) with (2.2) we get
w′f (δ) = inf
{ti}
max
1≤i≤v
sup
s,t∈[ti−1,ti)
|f(s)− f(t)|.
The necessary and sufficient condition for a function f to lie in D now becomes
lim
δ→0
w′f (δ) = 0.
2.2.1 The Skorohod Topology on D
In this subsection we introduce the Skorohod topology on D[0, 1]. For that, recall
that two functions f, g ∈ D with g having a jump at a certain point t0 ∈ [0, 1]
are close with respect to the uniform metric, if f has a jump of nearly the same
magnitude at t0. In order that these two functions are close with respect to the
Skorohod metric, f still must have a jump of nearly the same magnitude, but not
exactly at t0, cf. Pollard (1984), p. 123. Thus, in the Skorohod topology we do not
only allow for small perturbations of the ordinates, but also for small perturbations
of the abscissas, i.e. of the time scale.
To be more precise, let Λ denote the class of strictly increasing, continuous bijec-
tions on [0, 1]. Clearly, a function λ ∈ Λ fulfills λ(0) = 0 and λ(1) = 1. We now
define the Skorohod metric as
d(f, g) := inf
λ∈Λ
{‖λ− I‖ ∨ ‖f − g ◦ λ‖} ,
where I denotes the identity map on [0, 1] and ◦ stands for the composition of two
functions. This metric defines the Skorohod topology.
It is easy to see that for a sequence fn ∈ D we have limn→∞ fn = f in the Skorohod
topology, if and only if there exist mappings λn ∈ Λ such that
lim
n→∞
fn (λn(t)) = f(t) uniformly in t
and
lim
n→∞
λn(t) = t uniformly in t.
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Moreover, one can observe the following useful fact, showing under certain condi-
tions the equivalence between convergence in the Skorohod topology and uniform
convergence.
Lemma 2.2.1. Let fn be a sequence of functions in D[0, 1].
(a) If fn converges uniformly to f ∈ D[0, 1], then fn converges to f in the
Skorohod topology.
(b) If fn converges to f ∈ D[0, 1] in the Skorohod topology and f is (uniformly)
continuous on [0, 1], then fn converges uniformly to f .
This lemma shows that the Skorohod topololgy relativized to C coincides with the
uniform topology. A proof can be found in Billingsley (1999).
The space D[0, 1] is separable under d but not complete. It is, however, possible
to define a slightly different metric on D which is equivalent to d and under which
D[0, 1] becomes a compact space. More details can be found in Billingsley (1999).
2.2.2 Finite-Dimensional Sets and Random Functions in D
We now characterize the finite-dimensional sets in D. For 0 ≤ t1 < . . . < tk ≤ 1
and f ∈ D define the natural projections pit1,...,tk from D to Rk as
pit1,...,tk(f) := (f(t1), . . . , f(tk)).
The following theorem states when these projections are continuous.
Theorem 2.2.2. The projections pi0 and pi1 are continuous on D; for 0 < t < 1,
pit is continuous at f , if and only if f is continuous at t.
In order to characterize the finite-dimensional sets in D we need measurable pro-
jections pit1,...,tk with respect to the Borel σ-field D. Let B(R) and B
(
Rk
)
denote
the Borel σ-field of R and Rk, respectively.
Theorem 2.2.3. Each pit is D/B(R)-measurable, and each pit1,...,tk is D/B
(
Rk
)
-
measurable.
This allows us to characterize the finite-dimensional sets. For this purpose let T
be a subset of [0, 1]. Sets of the form
FT := {pi−1t1,...,tkH : H ∈ B
(
R
k
)
, k ∈ N, ti ∈ T, i = 1, . . . , k}
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are then called finite-dimensional sets based on time-points in T . One can show
that these sets generate the Borel σ-field D, if T is a dense subset of [0, 1].
Now, let (Ω,F ,P) be a probability space. A map X : Ω→ D is a random element
or random function of D if it is F/D-measurable. A convenient characterization
is given by the following lemma.
Lemma 2.2.4. The map X : Ω → D is a random element of D, if and only if
each Xt(ω) = pit(X(ω)) defines a random variable on Ω.
2.3 The Space Dq[0, 1]
One function space that is needed in this work is not the space D = D[0, 1] itself,
but among others its generalization to functions mapping to Rq, q ∈ N.
The characterization of functions in Dq = Dq[0, 1] is a direct generalization of
functions in D as convergence of multidimensional mappings is equivalent to the
convergence of each component. This means that f = (f1, . . . , fq) ∈ Dq, if and
only if each coordinate function is right-continuous with left-hand limits, i.e. Dq
is the space of q-dimensional vectors of cadlag functions.
2.3.1 The Skorohod Topology on Dq
The definition of a suitable metric on Dq is also straightforward. If d denotes the
Skorohod metric on D define
dq(f , g) := max
1≤j≤q
{d(fj, gj)}
for two elements f , g ∈ Dq. This metric inherits all the properties from its one-
dimensional analogue. In particular, dq induces the product topology and the
separability of (D, d) implies the separability of (Dq, dq) as well as the fact that
Dq = D ×D . . .×D is the Borel field of (Dq, dq), cf. Davidson (1994), p. 490.
2.3.2 Finite-Dimensional Sets and Random Functions in Dq
For points t1, . . . , tk ∈ [0, 1] and f ∈ Dq let Πt1,...,tk be the projection from Dq[0, 1]
onto Rkq, defined by
Πt1,...,tk(f) := (f(t1), . . . ,f(tk)) ∈ Rkq.
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Similarly as above, the projection mappings Πt1,...,tk are measurable with respect
to Dq since each component mapping is measurable with respect to D, cf. Phillips
and Durlauf (1985), p. 487. Moreover, we can define the finite-dimensional sets
in Dq as sets of the form Π−1t1,...,tkH with k ∈ N, ti ∈ T ⊆ [0, 1], i = 1, . . . , k, and
H ∈ B (Rkq), the Borel σ-field of Rkq. Here, one can show again that the class of
these finite-dimensional sets is a field that generates Dq.
Let X be a map from a probability space (Ω,F ,P) to (Dq, dq). We say that X is
a random element or random function of Dq if it is F/Dq-measurable. As in D
this is the case, if and only if each Xt(ω) = Πt(X(ω)) defines a random vector on
Ω.
2.4 The Space D[0, 1]q
A further function space that is needed in various parts of this work is the genera-
lization of D = D[0, 1] to functions with several time parameters. Hence, we now
introduce the space Dq = D[0, 1]
q for q ∈ N. Other domains than the unit cube
[0, 1]q are of course also possible and all the following definitions and results can
be transferred in an obvious way. Our explanations follow the ones in Straf (1972)
and Bickel and Wichura (1971), respectively. The development of the results is
similar to the previous sections.
Informally speaking, the space D[0, 1]q contains all real-valued functions on [0, 1]q
that are ‘continuous from above, with limits from below’. To be more precise, let
t = (t1, . . . , tq) ∈ [0, 1]q and define Rp, for 1 ≤ p ≤ q, as one of the relations ‘<’
and ‘≥’. Denote by QR1,...,Rq(t) the quadrant
{s = (s1, . . . , sq) ∈ [0, 1]q : spRptp, 1 ≤ p ≤ q}.
We say that f is an element of Dq if the following two conditions hold:
(a) The limit
fQ := lim
s→t,
s∈Q
f(s)
exists for each of the 2q quadrants Q = QR1,...,Rq(t).
(b) We have
f(t) = fQ≥,...,≥ = lims→t
s∈Q≥,...,≥
f(s).
These conditions are analogously to the ones for D[0, 1]. On the faces of the
q-dimensional unit cube condition (a) or (b) or both can partly become empty
12 Ch. 2 Function Spaces
requirements. As for a single time parameter there is a second possible charac-
terization for functions in D[0, 1]q, namely as the uniform closure in the space of
all bounded functions from [0, 1]q to R, of the vector subspace of simple functions.
Of course, the space Cq = C[0, 1]
q of real-valued continuous functions f on [0, 1]q
is a subset of Dq. Moreover, each f ∈ Dq is bounded and continuous except on
at most countably many hyperplanes {t : ti = const.}, i = 1, . . . , q, since simple
functions have this property. In particular, the set of continuity points of f is
dense in [0, 1]q.
2.4.1 The Skorohod Topology on Dq
Let Λ now be the group of all transformations λ : [0, 1]q → [0, 1]q of the form
λ(t1, . . . , tq) = (λ1(t1), . . . , λq(tq)),
where each λp : [0, 1] → [0, 1] is continuous and strictly increasing with λp(0) = 0
and λp(1) = 1. As before we define the Skorohod metric as
d(f, g) := inf
λ∈Λ
{‖λ− I‖ ∨ ‖f − g ◦ λ‖} ,
where I denotes again the identity map on [0, 1]q. In this defintion,
‖f − g ◦ λ‖ := sup
t∈[0,1]q
|f(t)− g(λ(t))|
is the usual uniform metric on [0, 1]q and ‖λ− I‖ is defined as
‖λ− I‖ := max
1≤i≤q
sup
t∈[0,1]
|λi(t)− t| .
As in Subsection 2.2.1 we get that a sequence fn ∈ Dq converges to a function f in
the Skorohod topology, if and only if there exist mappings λn = (λ1n, . . . , λqn) ∈ Λ
such that
‖fn ◦ λn − f‖ = sup
t∈[0,1]q
|fn(λn(t))− f(t)| → 0
and
‖λn − I‖ = max
1≤i≤q
sup
t∈[0,1]
|λin(t)− t| → 0.
An analogue to Lemma 2.2.1 also remains true, i.e. the Skorohod topology rela-
tivized to Cq coincides with the uniform topology.
As in D[0, 1] it is also possible to define an equivalent metric, the so-called slope
norm, under which D[0, 1]q is not only separable but also complete. More details
can be found in Straf (1972).
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2.4.2 Finite-Dimensional Sets and Random Functions in Dq
For points t1, . . . , tk ∈ [0, 1]q let pit1,...,tk be the projection from D[0, 1]q onto Rk,
defined by
pit1,...,tk(f) := (f(t1), . . . , f(tk)).
Again, these evaluation maps do not need to be continuous. However, we still
have that pi0,...,0 and pi1,...,1 are everywhere continuous and that pit is continuous at
f if and only if t is a continuity point of f , cf. Straf (1972), p. 205. If Dq denotes
the Borel σ-field on Dq, we also get that the projection maps are Dq/B
(
Rk
)
-
measurable. Similarly as in D[0, 1] we can now characterize the finite-dimensional
sets. For a subset T ⊆ [0, 1]q define
F˜T :=
{
pi−1t1,...,tkH : H ∈ B
(
R
k
)
, k ∈ N, ti ∈ T, i = 1, . . . , k
}
.
Since the projections are measurable, F˜T ⊆ Dq for each subset T ⊆ [0, 1]q. The
set F˜T is the class of so-called finite-dimensional sets or cylinder sets of D[0, 1]q.
Moreover, these sets generate the Borel σ-field Dq of the Skorohod topology if T
is a dense subset of [0, 1]q, see Straf (1972), p. 205.
Now, let (Ω,F ,P) again be a probability space. We call a map X : Ω → Dq a
random element or random function of Dq if it is F/Dq-measurable. Equivalently,
we can require that each Xt(ω) = pit(X(ω)) defines a random variable on Ω.
Chapter 3
Change Detection for Signals
f : R→ R
In this chapter we give a short summary of the theory and the main results concer-
ning the change detection and signal reconstruction techniques that were estab-
lished in Pawlak and Steland (2013). As already mentioned above the aim of this
work is to generalize these results in several directions.
3.1 Asymptotic Results under the Null Hypothesis
The general setting in Pawlak and Steland (2013) is the following. Assume that
one can observe a noisy sample {yi} according to the model
yi = f(iτ) + εi, i ∈ {0, 1, . . . , n}. (3.1)
Here, τ = τn is the sampling period with nτn → τ for some 0 < τ <∞ as n→∞,
{εi} is a zero mean noise process, and f(t) is the unknown signal that can be
observed over the finite time frame [0, τ ]. The aim is to construct a sequential
detection scheme to test the null hypothesis
H0 : f(t) = f0(t)
for all 0 ≤ t ≤ τ , against the alternative
H1 : f(t) 6= f0(t)
for some reference signal f0(t). Their method is based on reconstructing the un-
known signal f by its discrete sample values {yi} via the Shannon-Whittaker
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sampling theorem and takes the following convolution form
f̂n(t) := τ
n∑
i=0
yiϕ(t− iτ),
where ϕ(t) = sin(Ωt)
πt
is a reconstruction kernel and 0 < Ω < ∞ a low-pass filter
bandwidth. If we write E0 for the expectation taken under the null hypothesis,
the detector statistic is then based on the sequential partial sum process defined
by
Fn(s, t) := τ−1/2
(
f̂⌊ns⌋(t)− E0
(
f̂⌊ns⌋(t)
))
=
√
τ
⌊ns⌋∑
i=0
(yi − f0(iτ))ϕ(t− iτ)
for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ ]. The requirement s ≥ s0 > 0 depicts the fact that one
needs a so-called ‘learning sample’ before the monitoring procedure starts, in order
to estimate some unknown parameters like the long-run variance appearing in the
limit distribution of the process. With this process it is now easy to construct
detectors like the local, global maximum norm or global Lq norm detector, cf.
Pawlak and Steland (2013), p. 5. In order to make these detectors applicable it
is useful to determine their asymptotic distribution. The main assumption that is
needed for this purpose is an assumption on the noise process {εi}. Thus, recall
that the time series {εi : i ∈ Z} is weakly stationary if E|εi|2 < ∞ and E(εi) ≡ c
for some c ∈ R and all i ∈ Z and Cov(εi, εj) = Cov(εi+h, εj+h) for all i, j, h ∈ Z,
cf. Brockwell and Davis (1990), Definition 1.3.2. Moreover, recall that a standard
Brownian motion on [0, 1] is a continuous time Gaussian process with mean zero
and covariance function γ(s, t) = min{s, t} for s, t ∈ [0, 1], cf. Pawlak and Steland
(2013), p. 3.
Assumption 1: Let {εi} be a weakly stationary stochastic process with E(εi) = 0
which satisfies a functional central limit theorem, i.e.
n−1/2
⌊ns⌋∑
i=0
εi ⇒ √ηB(s), s ∈ [0, 1],
as n→∞, for some constant η ∈ (0,∞).
Here, the constant η equals the long-run variance of the process {εi}, i.e.
η := lim
n→∞
Var
(
n−1/2
n∑
i=0
εi
)
= E(ε20) + 2
∞∑
i=1
E(ε0εi).
With this assumption one obtains the asymptotic distribution of the process Fn(s, t)
under the null hypothesis, see Theorem 1 in Pawlak and Steland (2013), and hence
the asymptotic distribution of the detectors.
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Theorem 3.1.1. Suppose the noise process {εi} meets Assumption 1. Assume that
the sampling period satisfies nτn → τ , n → ∞. Then, under the null hypothesis
H0, we have
Fn(s, t)⇒ F(s, t), n→∞,
for 0 < s0 ≤ s ≤ 1, 0 ≤ t ≤ τ .
The limit stochastic process F(s, t) is of the form
F(s, t) :=
√
τη
∫ s
0
ϕ(t− τz) dB(z),
where B(z) is the standard Brownian motion.
3.2 Asymptotic Results under the Alternative
In order to analyze the performance of the detector under the alternative given by
H1 : f(t) 6= f0(t), Pawlak and Steland (2013) propose the following model for the
noisy sample:
yi = fn(iτ) + εi, i ∈ {0, 1, . . . , n}. (3.2)
Here, fn(t) denotes the true signal with fn(t)→ f0(t) for all t ∈ [0, τ ] as n→∞.
To be more precise, they request that
fn(t)− f0(t) = δ(t)
nβ
, (3.3)
where β > 0 and δ(t) is a nonzero function. The exact assumption on δ(t) is the
following.
Assumption 2: Let δ(t) be a nonzero function on [0, τ ] which is
(a) continuous or
(b) of bounded variation.
This finally leads to a result about the asymptotic process limit under the alter-
native, see Theorem 3 in Pawlak and Steland (2013).
Theorem 3.2.1. Assume the sampling model in (3.2) with the local alternative
given in (3.3) where β = 1/2. Let Assumption 1 hold and suppose that either
Assumption 2 (a) and nτn → τ , n → ∞, or Assumption 2 (b) and nτn = τ is
satisfied. Then, we have
Fn(s, t)⇒ F δ(s, t), n→∞,
18 Ch. 3 Change Detection for Signals f : R→ R
for 0 < s0 ≤ s ≤ 1, 0 ≤ t ≤ τ .
The limit stochastic process F δ(s, t) is given by
F δ(s, t) := F(s, t) + 1√
τ
∫ sτ
0
ϕ(t− u)δ(u) du.
Chapter 4
Change Detection for Signals
f : R→ Rq
We now generalize the two main results of Theorem 3.1.1 and Theorem 3.2.1 for
one-dimensional signals to multivariate signals, i.e. to signals f : R→ Rq with
f(t) =
f
(1)(t)
...
f (q)(t)

for q > 1. As we have already seen in Chapter 1, these kinds of signals apply in
many different fields.
4.1 Asymptotic Results under the Null Hypothesis
Following the model in (3.1) we assume that we can observe a finite block of noisy
samples yi that is generated according to the model
yi =
y
(1)
i
...
y
(q)
i
 =
f
(1)(iτ) + ε
(1)
i
...
f (q)(iτ) + ε
(q)
i
 = f(iτ) + εi, i ∈ {0, . . . , n}.
Again, τ = τn is the sampling period with nτn → τ for some 0 < τ <∞ as n→∞.
Moreover, {εi} is a q-dimensional noise process with E(εi) = 0, and f(t) is the
unknown multivariate signal that we can observe over the finite time frame [0, τ ].
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Having the current data frame {yi : 0 ≤ i ≤ k}, k ∈ {0, . . . , n}, in hand, our aim
is as before to construct a sequential detection scheme to test the null hypothesis
H0 : f(t) = f0(t)
for all 0 ≤ t ≤ τ , against the alternative
H1 : f(t) 6= f0(t)
for some reference signal f0(t). More explicit forms of the alternative will be
discussed below. Analogously to the one-dimensional case we solve this problem
by first reconstructing the unknown signal by its discrete sample values {yi :
i = 0, . . . , n}. Based on theoretical results of the signal sampling theory, e.g. the
Shannon-Whittaker theorem, see Jerri (1977), it is convenient to consider
f̂n(t) =
f̂
(1)
n (t)
...
f̂
(q)
n (t)
 :=
τ
∑n
i=0 y
(1)
i ϕ(t− iτ)
...
τ
∑n
i=0 y
(q)
i ϕ(t− iτ)
 = τ n∑
i=0
yiϕ(t− iτ)
as an estimator for the unknown multivariate signal, where again ϕ(t) = sin(Ωt)
πt
is
a reconstruction kernel and 0 < Ω <∞ a low-pass filter bandwidth, cf. Chapter 3.
According to Pawlak and Stadtmüller (2007) and the discussion in Pawlak and
Steland (2013), p. 2, we know under different conditions on the noise process and
the sampling period that this estimator converges in propability to f(t) if the
support of f(t) is the interval [0, τ ]. Thus, f̂n(t) is a weakly consistent estimator
for f(t). If we further proceed as in Pawlak and Steland (2013) and denote by
E0 the expectation taken under the null hypothesis, this leads to the multivariate
version of the process Fn(s, t) defined by the vector
Fn(s, t) =
F
(1)
n (s, t)
...
F (q)n (s, t)
 := τ−1/2 (f̂⌊ns⌋(t)− E0 (f̂⌊ns⌋(t)))
=
√
τ
⌊ns⌋∑
i=0
(yi − f0(iτ))ϕ(t− iτ)
for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ ]. Again, we want to determine the asymptotic
distribution of the process Fn(s, t) under the null hypothesis as well as under the
alternative. Before we state the main assumption that is needed for this purpose,
we briefly want to review the definition of a weakly stationary q-dimensional time
series and the one of a q-dimensional standard Brownian motion on [0, 1], see
e.g. Brockwell and Davis (1990), Definition 11.1.1 and Davidson (1994), p. 454,
respectively.
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Definition 4.1.1. The q-dimensional time series {εi : i ∈ Z} is said to be weakly
stationary if µi := E(εi) and Γ(i + h, i) := E ((εi+h − µi+h)(εi − µi)′) , h ∈ Z, are
independent of i for all i ∈ Z.
Definition 4.1.2. A q-dimensional standard Brownian motion B on [0, 1] is a
q-vector whose elements are q mutually independent Brownian motions, such that
B(t) ∼ N (0, tIm),
where Im is the (m ×m) identity matrix, and the process has independent incre-
ments with
E ((B(s)−B(t))(B(s)−B(t))′) = (s− t)Im
for 0 ≤ t < s ≤ 1.
Assumption 1 from Chapter 3 can then be stated as follows, where we write ‘mvt’
as short form for ‘multivariate’.
Assumption 1 (mvt): Let {εi} be a weakly stationary q-dimensional stochastic
process with E(εi) = 0 which satisfies a functional central limit theorem, i.e.
n−1/2
⌊ns⌋∑
i=0
εi ⇒ V 1/2B(s), s ∈ [0, 1],
as n→∞, where V 1/2 is the symmetric positive definite square root of the matrix
V .
Here, the matrix V equals the long-run variance-covariance matrix of the q-dimen-
sional process {εi}, i.e.
V := lim
n→∞
E
(
n−1
(
n∑
i=0
εi
)(
n∑
i=0
εi
)′)
= E(ε0ε
′
0) +
∞∑
i=1
(E(ε0ε
′
i) + E(εiε
′
0)) .
Remark 4.1.3. The long-run variance-covariance matrix of an arbitrary process
satisfying Assumption 1 (mvt) is in general, of course, unknown. A possible esti-
mator is of the form
V̂n := Γ̂n(0) +
m∑
j=1
wm(j)
(
Γ̂n(j) + Γ̂
′
n(j)
)
,
where 0 ≤ m < n is the lag truncation parameter and
Γ̂n(j) :=
1
n
n∑
i=j+1
εiε
′
i−j
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is an estimator for the autocovariance Γ(j) := E(ε0ε
′
j). Moreover, wm(j) is a
weighting sequence which is uniformly bounded and fulfills wm(j)→ 1 as m→∞
for all j ∈ Z.
There exist several results in the literature about the consistency of this estimator.
For example, we get weak consistency if {εi} is a strictly stationary α-mixing
multivariate time series (see Section 4.3 for a definition) with E(εi) = 0, mixing
coefficients satisfying
∞∑
k=1
α(k)
δ
2+δ <∞
for some δ > 0, and lag truncation parameter satisfying m
3
n
→ 0 for n → ∞, cf.
Newey and West (1987), Theorem 2, Steland (2012), Theorem 8.8.6, and Pawlak
and Steland (2013), p. 8.
Remark 4.1.4. In Assumption 1 (mvt) we request that the long-run variance-
covariance matrix V is positive definite. In particular, this implies that all diagonal
elements of V are strictly positive. Moreover, we have that any consistent estimator
V̂n of V is a.s. positive definite with a.s. strictly positive diagonal elements for
sufficiently large n ∈ N.
We now establish a similar result to Theorem 3.1.1 for the multivariate process.
This can be done quite easily with the help of the one-dimensional theory.
Theorem 4.1.5. Suppose the noise process {εi} meets Assumption 1 (mvt). As-
sume that the sampling period satisfies nτn → τ , n → ∞. Then, under the null
hypothesis H0, we have
Fn(s, t)⇒ F(s, t), n→∞,
for 0 < s0 ≤ s ≤ 1, 0 ≤ t ≤ τ .
The limit stochastic process F(s, t) is of the form
F(s, t) =
F
(1)(s, t)
...
F (q)(s, t)
 := √τV 1/2

∫ s
0
ϕ(t− τz) dB(1)(z)
...∫ s
0
ϕ(t− τz) dB(q)(z)

=
√
τV 1/2
∫ s
0
ϕ(t− τz) dB(z),
where B(z) is the standard q-dimensional Brownian motion.
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Proof. On the space of functions of the class Dq[0, 1] we define the following func-
tional
Λ(f) = Λ
f
(1)
...
f (q)
 :=
f
(1)(s)
...
f (q)(s)
ψ(t, s)−
f
(1)(0+)
...
f (q)(0+)
ψ(t, 0)
−
∫ s
0
f
(1)(v)
...
f (q)(v)
 dψ(t, v)
= f(s)ψ(t, s)− f(0+)ψ(t, 0)−
∫ s
0
f(v) dψ(t, v)
for t ∈ [0, τ ], s ∈ [s0, 1], and for ψ being a known continuously differentiable
function on [0, τ ]× [0, 1]. This functional is continuous on the space Dq[0, 1] since
each component is continuous on D[0, 1], cf. Pawlak and Steland (2013), p. 16. By
Assumption 1 (mvt) we have
Zn(s) =
Z
(1)
n (s)
...
Z
(q)
n (s)
 := n−1/2 ⌊ns⌋∑
i=0
εi ⇒ V 1/2B(s)
in Dq[0, 1] as n→∞. If we now apply the continuous mapping theorem we obtain
Λ(Zn(·))⇒ Λ(V 1/2B(s)).
Now the proof can easily be completed along the same lines as the proof of Theo-
rem 3.1.1, cf. Pawlak and Steland (2013), pp. 16–17.
The following lemma characterizes the correlation structure of the process F(s, t).
Lemma 4.1.6. (a) The process F(s, t) is a nonstationary multivariate Gaus-
sian process with E(F(s, t)) = 0 and covariance function
Cov (F(s1, t1),F(s2, t2)) = τV
∫ min{s1,s2}
0
ϕ(t1 − τz)ϕ(t2 − τz) dz
for 0 < s0 ≤ s1, s2 ≤ 1 and 0 ≤ t1, t2 ≤ τ .
(b) The process F(s, t) has continuous sample paths.
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The proof of this lemma is a direct consequence of Corollary 1 in Pawlak and
Steland (2013) and is hence omitted here.
We can now construct several detectors for our sequential hypothesis testing prob-
lem. One idea is to consider the maximum of the normalized components of
Fn(s, t). For that, let V̂n be a consistent estimator of the (positive definite) long-
run variance-covariance matrix V , cf. Remarks 4.1.3 and 4.1.4 for instance, based
on the n0−1 available observations before the monitoring starts, where n0 := ⌊ns0⌋,
and denote by (V̂n)jj and Vjj the j-th diagonal element of V̂n and V , respectively.
We can then define the normalized process Hn(s, t) by
Hn(s, t) := max
1≤j≤q
H(j)n (s, t)
where
H(j)n (s, t) :=
F (j)n (s, t)√
τ(V̂n)jj
∫ s
0
ϕ2(t− τz) dz
for j ∈ {1, . . . , q}. If we then apply the continuous mapping theorem, cf. Theo-
rem 2.1.3, we obtain under the conditions of Theorem 4.1.5 that
Hn(s, t)⇒ H(s, t), n→∞,
for 0 < s0 ≤ s ≤ 1, 0 ≤ t ≤ τ , where
H(s, t) := max
1≤j≤q
H(j)(s, t)
with
H(j)(s, t) := F
(j)(s, t)√
τVjj
∫ s
0
ϕ2(t− τz) dz
for j ∈ {1, . . . , q}. Thus, similar as in Pawlak and Steland (2013), we can define a
local detector as
L(H)n := min
{
n0 ≤ k ≤ n :
∣∣∣∣H(j)n (kn, τkn
)∣∣∣∣ > c(H)L }
or a global maximum norm detector as
M(H)n := min
{
n0 ≤ k ≤ n : max
0≤t≤τk/n
∣∣∣∣H(j)n (kn, t
)∣∣∣∣ > c(H)M }
for control limits c
(H)
L > 0 and c
(H)
M > 0. Note, that these detector statistics are
well-defined if n0 ∈ N is sufficiently large, cf. Remark 4.1.4. Moreover, recall that
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we request k ≥ n0 in order to have a learning sample, which allows us to estimate
unknown parameters like the long-run variance-covariance matrix before we start
with the monitoring process.
A further detector is obtained by considering a quadratic form of the process
Fn(s, t) by defining the process Gn(s, t) as
Gn(s, t) := F ′n(s, t)
(
τ V̂n
∫ s
0
ϕ2(t− τz) dz
)−1
Fn(s, t).
An application of the continuous mapping theorem, cf. Theorem 2.1.3, leads to
Gn(s, t)⇒ G(s, t), n→∞,
for 0 < s0 ≤ s ≤ 1, 0 ≤ t ≤ τ , where
G(s, t) := F ′(s, t)
(
τV
∫ s
0
ϕ2(t− τz) dz
)−1
F(s, t).
With the help of the process Gn(s, t) we can then define a local detector as
L(G)n := min
{
n0 ≤ k ≤ n :
∣∣∣∣Gn(kn, τkn
)∣∣∣∣ > c(G)L }
or a global maximum norm detector as
M(G)n := min
{
n0 ≤ k ≤ n : max
0≤t≤τk/n
∣∣∣∣Gn(kn, t
)∣∣∣∣ > c(G)M }
for control limits c
(G)
L > 0 and c
(G)
M > 0. Again, the detectors are well-defined for
sufficiently large n0 ∈ N, cf. Remark 4.1.4.
A further consequence of the continuous mapping theorem is the following corol-
lary, where we assume that no initial change in the signal occurs.
Corollary 4.1.7. Assume that
f(t) = f0(t), 0 ≤ t ≤ s0τ , 0 < s0 < 1. (4.1)
Then, under the conditions of Theorem 4.1.5, the detectors satisfy the following
central limit theorems:
L(H)n /n⇒ L(H) := inf
{
s ∈ [s0, 1] : |H(s, sτ)| > c(H)L
}
,
M(H)n /n⇒M(H) := inf
{
s ∈ [s0, 1] : sup
0≤t≤sτ
|H(s, t)| > c(H)M
}
,
L(G)n /n⇒ L(G) := inf
{
s ∈ [s0, 1] : |G(s, sτ)| > c(G)L
}
,
M(G)n /n⇒M(G) := inf
{
s ∈ [s0, 1] : sup
0≤t≤sτ
|G(s, t)| > c(G)M
}
,
as n→∞.
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4.2 Asymptotic Results under the Alternative
After having established the limit distribution under the null hypothesis we now
want to do the same under the alternative. Thus, we assume that as in one
dimension our noisy samples are obtained by the model
yi =
y
(1)
i
...
y
(q)
i
 =
f
(1)
n (iτ) + ε
(1)
i
...
f
(q)
n (iτ) + ε
(q)
i
 = fn(iτ) + εi, i ∈ {0, . . . , n}. (4.2)
Here, fn(t) denotes again the true signal that depends on the sample size n and
for that we request that fn(t) → f0(t) for all t ∈ [0, τ ] as n → ∞. To be more
precise, we assume that
fn(t)− f0(t) = δ(t)
nβ
=
1
nβ
δ
(1)(t)
...
δ(q)(t)
 , (4.3)
where β > 0 and δ(t) is a nonzero function, i.e. at least one component of δ(t) is
a nonzero function. The exact assumption on δ(t) is the following.
Assumption 2 (mvt): Let δ(t) be a nonzero function on [0, τ ] that is
(a) continuous or
(b) of bounded variation (in each component).
We are now able to state an analogue to Theorem 3.2.1 in one dimension.
Theorem 4.2.1. Assume the sampling model in (4.2) with the local alternative
given in (4.3) where β = 1/2. Let Assumption 1 (mvt) hold and suppose that
either Assumption 2 (mvt) (a) and nτn → τ , n→∞, or Assumption 2 (mvt) (b)
and nτn = τ is satisfied. Then, we have
Fn(s, t)⇒ F δ(s, t), n→∞,
for 0 < s0 ≤ s ≤ 1, 0 ≤ t ≤ τ .
The limit stochastic process F δ(s, t) is given by
F
δ(s, t) :=
F
(1)(s, t)
...
F (q)(s, t)
+ 1√
τ
∫ sτ
0
ϕ(t− u)
δ
(1)(u)
...
δ(q)(u)
 du
= F(s, t) +
1√
τ
∫ sτ
0
ϕ(t− u)δ(u) du.
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Proof. The test statistic is now given by
Fn(s, t) =

√
τ
∑⌊ns⌋
k=0 ε
(1)
k ϕ(t− kτ)
...√
τ
∑⌊ns⌋
k=0 ε
(q)
k ϕ(t− kτ)
+ √τ
nβ

∑⌊ns⌋
k=0 δ
(1)(kτ)ϕ(t− kτ)
...∑⌊ns⌋
k=0 δ
(q)(kτ)ϕ(t− kτ)
 .
The first vector corresponds to the process Fn(s, t) under the null hypothesis for
which the weak convergence has already been established in Theorem 4.2.1. For
the second vector we fix i ∈ {1, . . . , q} and observe that by assumption on the
sampling periods the ith component can be written as
1
nβ−1/2
1√
τ
τ
n
⌊ns⌋∑
k=0
δ(i)
(
k
τ
n
)
ϕ
(
t− k τ
n
)
+ o(1).
If δ(t) is now a function of bounded variation we can proceed as in the proof of
Theorem 3 of Pawlak and Steland (2013), p. 17, and obtain that
τ
n
⌊ns⌋∑
k=0
δ(i)
(
k
τ
n
)
ϕ
(
t− k τ
n
)
→
∫ sτ
0
ϕ(t− u)δ(i)(u) du, (4.4)
uniformly in s and t as n→∞.
In the case that δ(t) is a continuous function we could as well proceed as in the
proof of Theorem 3 of Pawlak and Steland (2013), p. 17; here, however, we want
to propose yet another proof, following an idea of Smirnov (1962), pp. 31–32. For
that, fix n ∈ N and define a partition of [0, sτ ] as 0 = u0 < u1 < . . . < u⌊ns⌋ <
u⌊ns⌋+1 = sτ with
uk :=
k
n
τ, k ∈ {1, . . . , ⌊ns⌋}.
Then we can write∫ sτ
0
ϕ(t− u)δ(i)(u) du =
⌊ns⌋+1∑
k=1
∫ uk
uk−1
(
ϕ(t− u)δ(i)(u)− ϕ(t− uk)δ(i)(uk)
)
du
+
⌊ns⌋+1∑
k=1
ϕ(t− uk)δ(i)(uk)(uk − uk−1). (4.5)
For u ∈ [uk−1, uk], k ∈ {1, . . . , ⌊ns⌋}, we have
|u− uk| ≤ |uk − uk−1| = τ
n
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and for u ∈ [u⌊ns⌋, u⌊ns⌋+1] we get
|u− u⌊ns⌋+1| ≤ |u⌊ns⌋+1 − u⌊ns⌋| = sτ − ⌊ns⌋
n
τ ≤ τ
n
.
As δ and ϕ are continuous functions on compact intervals they are uniformly
continuous. Thus, for ε > 0 we can find a δ˜ ≥ τ
n
such that
|ϕ(t− u)δ(i)(u)− ϕ(t− uk)δ(i)(uk)| ≤ ε,
independently of k and t, as |u− uk| ≤ τn ≤ δ˜. Hence, we can conclude that∣∣∣∣∣∣
⌊ns⌋+1∑
k=1
∫ uk
uk−1
(
ϕ(t− u)δ(i)(u)− ϕ(t− uk)δ(i)(uk)
)
du
∣∣∣∣∣∣ ≤ εsτ ≤ ετ . (4.6)
Finally, by the definition of the uk and using (4.5) as well as (4.6) we get∣∣∣∣∣∣
∫ sτ
0
ϕ(t− u)δ(i)(u) du− τ
n
⌊ns⌋∑
k=0
δ(i)
(
k
τ
n
)
ϕ
(
t− k τ
n
)∣∣∣∣∣∣
≤ ετ +
∣∣∣∣∣∣
⌊ns⌋+1∑
k=1
ϕ(t− uk)δ(i)(uk)(uk − uk−1)− τ
n
⌊ns⌋∑
k=0
δ(i)
(
k
τ
n
)
ϕ
(
t− k τ
n
)∣∣∣∣∣∣
= ετ +
∣∣∣∣τ (s− ⌊ns⌋n
)
δ(i)(sτ)ϕ(t− sτ)− τ
n
δ(i)(0)ϕ(t)
∣∣∣∣
≤ ετ + C τ
n
for some constant C > 0 as δ and ϕ are bounded. Thus, we obtain again (4.4),
uniformly in s and t, which completes the proof also for the continuous case.
Similarly as above we directly obtain central limit theorems for our detectors under
the alternative.
Corollary 4.2.2. Let the condition in (4.1) hold. Then, under the assumptions
of Theorem 4.2.1 we obtain the asymptotic distribution of the local and global
maximum norm detectors by replacing F(s, t) by F δ(s, t) in the processes H(s, t)
and G(s, t), respectively, in Corollary 4.1.7.
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4.3 Sufficient Conditions for Assumption 1 (mvt)
Assumption 1 (mvt) is the main assumption for Theorems 4.1.5 and 4.2.1 to hold.
There exist several results in the literature when multivariate time series fulfill an
invariance principle like in the assumption under many different conditions on the
dependence structure. Here we focus our attention on α- and ϕ-mixing time series
by reviewing a result of Phillips and Durlauf (1985).
In the following let U1,U2, . . . be a sequence of q-dimensional random vectors with
E(Un) = 0 for all n. We define the vector partial sums as
Sn :=
n∑
j=1
Uj
and the vector random process as
Xn(t) :=
1√
n
Σ−1/2S⌊nt⌋,
where the matrix Σ1/2 is the symmetric positive definite square root of the matrix
Σ, which is defined as
Σ := lim
n→∞
E
(
n−1SnS
′
n
)
.
Moreover, we define for two σ-fields A and B
ϕ(A,B) := sup
A∈A,B∈B,P (A)>0
|P (B|A)− P (B)|,
α(A,B) := sup
A∈A,B∈B
|P (A ∩ B)− P (A)P (B)|. (4.7)
For a, b ∈ N with a ≤ b we further define F ba := σ({Ua, . . . ,Ub}) as well as Rba :=
σ({Sb−Sa−1}). Finally, we measure the dependence of the vectors U1,U2, . . . by
ϕm := sup
n
sup
j≥n+m
ϕ(Fn1 ,Rjn+m), (4.8)
αm := sup
n
sup
j≥n+m
α(Fn1 ,Rjn+m). (4.9)
In the classical definition of ϕ- and α-mixing, the σ-field Rjn+m in (4.8) and (4.9)
is replaced by F∞n+m leading to coefficients ϕ̂m and α̂m. We can, however, observe
that ϕm ≤ ϕ̂m as well as αm ≤ α̂m. Thus, it is weaker to impose conditions on ϕm
and αm instead of imposing conditions on ϕ̂m and α̂m, cf. McLeish (1975), p. 168.
The desired result then reads as follows, cf. Corollary 2.2 in Phillips and Durlauf
(1985). Here, U1 = (U11, . . . , Uq1)
′.
30 Ch. 4 Change Detection for Signals f : R→ Rq
Theorem 4.3.1. Let U1,U2, . . . be a weakly stationary sequence of q-dimensional
random vectors with E(Un) = 0 for all n. If
(a) E|Ui1|β <∞, i = 1, . . . , q, for some 2 ≤ β <∞,
(b) either
∑∞
k=1 ϕ
1−1/β
k <∞, or β > 2 and
∑∞
k=1 α
1−2/β
k <∞,
then
Σ = lim
n→∞
E
(
n−1SnS
′
n
)
= E(ε1ε
′
1) +
∞∑
k=2
(E (ε1ε
′
k) + E (εkε
′
1)) .
If Σ is positive definite, then Xn(t)⇒ B(t) as n→∞.
Chapter 5
Towards Higher Dimensions
In this chapter we develop a general framework to handle the change detection
problem for signals f : Rq → R. This framework requires several notions of mul-
tidimensional variation as well as the introduction of the multivariate Riemann-
Stieltjes integral and its properties. This integral is adequate for our setting in the
next chapter; however, to the best of our knowledge this multivariate integral has
not been studied very much in a probabilistic context. Thus, we first review parts
of the existing literature regarding the multidimensional variation and the multi-
variate Riemann-Stieltjes integral and then present some own results as well. To
some extent we will state more results than needed for the main aim of this work;
we do so, however, as these are interesting in their own right and find applications
in several other fields as well.
5.1 Multidimensional Variation
This section serves as an introduction to the generalization of the variation of a
univariate function to the variation of a multivariable function. There are many
different approaches to do so. Here, we focus on two notions of multidimensional
variation: the variation in the sense of Vitali and the variation in the sense of
Hardy and Krause.
5.1.1 Notation
To define these two notions we adopt the notation of Owen (2005), as this enables
us to write down compact expressions for arbitrary dimensions q ≥ 1. We consider
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functions defined on (finite) rectangular subsets of Rq for 1 ≤ q <∞. For a vector
x ∈ Rq we denote the j-th component by xj, i.e. we have x = (x1, . . . , xq). For
a, b ∈ Rq with a ≤ b we define a hyperrectangle [a, b] as the set {x ∈ Rq : a ≤
x ≤ b}, where all inequalities are understood component-by-component.
As usual, the cardinality of a set u ⊆ {1, . . . , q} is denoted as |u|. Moreover, for
v ⊆ {1, . . . , q} we write u − v for the complement of v with respect to u. In
particular, we just write −v if we take the complement of v with respect to the
whole set {1, . . . , q}. Sets of the form {j, j + 1, . . . , k} for integers j and k with
j ≤ k are abbreviated as j : k, such that {1, . . . , q} = 1 : q.
To pick out the components of a vector x ∈ Rq that correspond to a set u ⊆ 1 : q,
we write xu, i.e. xu stands for a vector with |u| components with selected entries of
x. Now, let u, v ⊆ 1 : q and x, z ∈ [a, b] with u ∩ v = ∅. The symbol xu : zv then
denotes the point y ∈ [au∪v, bu∪v], where yj = xj for j ∈ u and yj = zj for j ∈ v.
We have, for example, (3, 7, 2, 6, 7){1,3,4} : (4, 1, 1, 2, 5){2,5} = (3, 1, 2, 6, 5). Note,
that we do not necessarily have u ∪ v = 1 : q. In the same manner we can also
stick together more than two vectors. Analogously, we denote this by xu : yv : zw
and this expression is well defined as long as u, v, w are mutually disjoint sets.
5.1.2 Basic Notions
Now, we come to the notion of a ‘ladder’ on [a, b], where for the moment a, b ∈ R
with a ≤ b. A ladder on [a, b] is a set Y containing a and finitely many, possibly
zero, values from (a, b), see Owen (2005), p. 2. The successor of an element y ∈ Y
is denoted by y+. For (y,∞) ∩ Y = ∅ we set y+ = b and otherwise y+ is the
smallest element of (y,∞) ∩ Y . In particular, if we consider a classical partition
of [a, b], we have Y = {y0, y1, . . . , ym} with a = y0 < y1 < . . . < ym such that yk+1
is the successor of yk for k < m and it is b for k = m.
If we now define Y as the set of all ladders on [a, b], we can write the total variation
of a univariate function f defined on [a, b] as
V (f ; a, b) := sup
Y∈Y
∑
y∈Y
∣∣f (y+)− f(y)∣∣ .
We say that f is of bounded variation on [a, b] if V (f ; a, b) <∞. A short overview
of some basic properties of the one-dimensional variation can be found in Owen
(2005), p. 2.
In order to generalize the one-dimensional variation to the multidimensional case
we need the concept of multidimensional ladders. We now consider a hyperrectan-
gle [a, b] with a, b ∈ Rq and a ≤ b. We define a ladder Y on [a, b] as Y :=∏qj=1 Yj,
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where Yj is a ladder on [aj, bj] for j = 1, . . . , q. Similarly, we say that y+ is the
successor of y if y+j is the successor of yj for each j = 1, . . . , q. Finally, we set
Y :=
∏q
j=1Yj for the set of all ladders on [a, b], where Yj denotes the set of all
ladders on [aj, bj ] for j = 1, . . . , q.
We are now in the position to define the variation in the sense of Vitali and the
one in the sense of Hardy and Krause.
5.1.3 Variation in the Sense of Vitali
Let us begin with the definition of the variation of a multivariable function in the
sense of Vitali. To do so, we need the concept of the q-fold alternating sum of a
function f over the hyperrectangle [a, b] which is defined as
∆(f ;a, b) :=
∑
v⊆{1,...,q}
(−1)|v|f (av : b−v) . (5.1)
Moreover, we define
∆u(f ;a, b) :=
∑
v⊆u
(−1)|v|f (av : b−v) (5.2)
for u ⊆ 1 : q, where we obtain (5.1) for u = 1 : q.
Note that for q = 1 the sum in (5.1) reduces to ∆(f ; a, b) = f(b)− f(a). In order
to get more familiar with this definition we also explicitly write down the sum
(5.1) for the cases q = 2 and q = 3. For a bivariate function we obtain
∆(f ;a, b) = f (b1, b2)− f (a1, b2)− f (b1, a2) + f (a1, a2) . (5.3)
In the special case that f(x) = x1x2 for x = (x1, x2) ∈ R2 we can interpret (5.3)
as the surface area of the rectangle [a, b] = [a1, b1]× [a2, b2].
In three dimensions equation (5.1) becomes
∆(f ;a, b) = f (b1, b2, b3)− f (a1, b2, b3)− f (b1, a2, b3)− f (b1, b2, a3)
+ f (a1, a2, b3) + f (a1, b2, a3) + f (b1, a2, a3)− f (a1, a2, a3) . (5.4)
Similarly as before, if we now choose f(x) = x1x2x3 for x = (x1, x2, x3) ∈ R3,
(5.4) now represents the volume of the cuboid [a, b] = [a1, b1]× [a2, b2]× [a3, b3].
With these alternating sums we are now able to define the variation of f over Y
as
VY(f) :=
∑
y∈Y
∣∣∆ (f ;y,y+)∣∣ .
This leads to the following definition, see Owen (2005), Definition 1.
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Definition 5.1.1. The variation of f on the hyperrectangle [a, b], in the sense of
Vitali, is
V[a,b](f) := sup
Y∈Y
VY(f).
When it is clear from the context that the variation is calculated over [a, b], we can
omit the hyperrectangle and just write V (f). Likewise as in the one-dimensional
case, we say that the function f is of bounded variation in the sense of Vitali (and
we write f ∈ BV or f ∈ BV [a, b]) if V (f) <∞. Note, that for q = 1 the variation
in the sense of Vitali corresponds with the common definition of the variation of
a univariate function, see the previous subsection.
5.1.4 Variation in the Sense of Hardy and Krause
There are some situations where the variation in the sense of Vitali is not adequate.
For example, V (f) = 0 if the function f does not depend on all of its variables
(see Theorem 5.1.7 below), but this might not be a proper assumption in some
models. That is why we also introduce the variation in the sense of Hardy and
Krause, which is stronger than the variation in the sense of Vitali, see Owen (2005),
Definition 2. To do so, we write V[au,bu]f (xu : b−u) for the variation in the sense of
Vitali that is calculated over the hyperrectangle [au, bu] for ∅ 6= u ⊆ 1 : q, where
| − u| components are fixed as b−u.
Definition 5.1.2. The variation of f on the hyperrectangle [a, b], in the sense of
Hardy and Krause, is
VHK(f ;a, b) = VHK(f ; [a, b]) :=
∑
∅6=u⊆1:q
V[au,bu]f (xu : b−u) .
Again, when it is clear from the context that the variation is calculated over [a, b],
we can omit the hyperrectangle and just write VHK(f). We say that the function f
is of bounded variation in the sense of Hardy and Krause (and we write f ∈ BVHK
or f ∈ BVHK[a, b]) if VHK(f) < ∞. Note, that the summand for u = 1 : q in
the above sum equals V (f), such that V (f) < ∞ if VHK(f) < ∞. Moreover, it
was shown by Young (1912), that VHK(f) < ∞ if and only if V[a,b](f) < ∞ and
V[au,bu]f (xu : z−u) < ∞ for all 0 < |u| < q and all z−u ∈ [a−u, b−u], which is the
original definition of bounded variation of Hardy, see Hardy (1906). This means
that in Definition 5.1.2 b−u could be replaced by an arbitrary fixed point of the
hyperrectangle [a−u, b−u] for ∅ 6= u ⊂ 1 : q, cf. also Sard (1963), p. 525.
In other words, the variation in the sense of Hardy and Krause of a function f
sums up the variation in the sense of Vitali and all possible lower dimensional
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variations in the sense of Vitali that are calculated over hyperrectangles lying in
[a, b], where at least one component of f is fixed.
Similarly as in one dimension we can introduce a norm on the space BVHK[a, b]
if we set
‖f‖BVHK := |f(a)|+ VHK(f). (5.5)
Hence, BVHK[a, b] is a Banach space. A sketch of the proof that (5.5) really
defines a norm on BVHK[a, b] can be found in Leonov (1996), Corollary 2, and
the references therein.
The summand |f(a)| is important in the definition (5.5) as otherwise we would
only obtain a seminorm; VHK(f) = 0 does only imply that f is a constant function
which, however, does not necessarily has to be the zero function.
5.1.5 Properties of Multidimensional Variation
In this section we gather some properties of the variation in the sense of Vitali
and the one in the sense of Hardy and Krause. An overview can be found in Owen
(2005); here, we only want to mention those properties that are used during this
work and some further interesting facts. If it is not stated otherwise, the proofs
can be found in Owen (2005).
The next theorem shows that the function spaces BV and BVHK are vector
spaces under certain conditions.
Theorem 5.1.3. Let f and g be functions on the hyperrectangle [a, b].
(a) If f, g ∈ BVHK, then f + g, f − g and fg are in BVHK. If f ∈ BVHK
with |f | > C > 0, then 1/f ∈ BVHK.
(b) If f, g ∈ BV, then f+g and f−g are in BV, but fg is not necessarily in BV.
If for u ⊆ 1 : q with 0 < |u| < q both f ∈ BV [au, bu] and g ∈ BV [a−u, b−u]
hold, then fg ∈ BV [a, b].
(c) If also α, β ∈ R, then V[a,b](α + βf) = |β|V[a,b](f) and VHK(α + βf) =
|β|VHK(f).
The next lemma shows that a funcion f ∈ BVHK[a, b] is also bounded, see
Corollary 1 of Leonov (1996).
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Lemma 5.1.4. For any f ∈ BVHK[a, b] we have the inequality
|f(x)| ≤ |f(a)|+ VHK(f)
for all x ∈ [a, b], i.e. f is bounded on [a, b].
The following theorem is a useful characterization for functions in BVHK with a
well-known analogue in one dimension.
Theorem 5.1.5. The function f is in BVHK[a, b] if and only if it can be written
as f = f1 − f2 where
∆u(fi;x,y) =
∑
v⊆u
(−1)|v|fi (xv : y−v) ≥ 0 (5.6)
holds for i = 1, 2, whenever x ≤ y and u ⊆ 1 : q.
Remark 5.1.6. A function f defined on the hyperrectangle [a, b] is said to be
completely monotone on [a, b], and we write f ∈ M[a, b], if condition (5.6) is
fulfilled, i.e. if ∆u(f ;x,y) ≥ 0 holds for all x,y ∈ [a, b] whenever x ≤ y and
u ⊆ 1 : q, cf. Leonov (1996), Definition 2.
In two dimensions f ∈M[a, b] means, that the inequalities
f (y1, x2)− f (x1, x2) ≥ 0 and f (x1, y2)− f (x1, x2) ≥ 0
and
f (y1, y2)− f (x1, y2)− f (y1, x2) + f (x1, x2) ≥ 0
have to be valid for all x,y ∈ [a, b] with x ≤ y.
Let us now consider some special functions for which the Vitali variation can be
easily computed.
Theorem 5.1.7. Suppose that f is defined on the hyperrectangle [a, b] and that f
does not depend on xu for a non-empty set u ⊆ 1 : q. Then V (f) = 0.
A further theorem concerns the variation in the sense of Vitali for characteristic
functions.
Theorem 5.1.8. Let a, b, a˜, b˜ ∈ Rq with a ≤ a˜ ≤ b˜ ≤ b. Let f be defined on
[a, b] with f(x) = 1 for a˜ ≤ x ≤ b˜ and f(x) = 0 otherwise. Then
V[a,b](f) =
q∏
j=1
(
1{aj<a˜j} + 1{b˜j<bj}
)
.
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Remark 5.1.9. In Theorem 5.1.8 it is important, that the domain A of the char-
acteristic function on which it is one, is parallel to the coordinate axes. If this is
not the case, then 1A has infinite variation when q ≥ 2, cf. Owen (2005), p. 14.
The next theorem states some sufficient conditions on a function f , under which
both variations can be calculated in a compact way by computing integrals over
partial derivatives of f . For that, let us introduce some further abbreviating
notation. For u ⊆ 1 : q we put
∂uf(x) :=
∂|u|f(x)∏
j∈u ∂xj
,
i.e. ∂uf(x) stands for the mixed partial derivative of f that is taken once with
respect to each xj, j ∈ u. By convention we put ∂∅f(x) := f(x).
Theorem 5.1.10. If ∂1:qf(x) exists and is continuous on the hyperrectangle [a, b],
then
V (f) =
∫
[a,b]
∣∣∂1:qf(x)∣∣ dx
and
VHK(f) =
∑
∅6=u⊆1:q
∫
[au,bu]
|∂uf (xu : b−u)| dxu.
Proof. The proof of the first equality can be found in Owen (2005), Proposition 14.
The second equality directly follows from the first one, if we recall that
VHK(f) =
∑
∅6=u⊆1:q
V[au,bu]f (xu : b−u) ,
i.e. that the variation in the sense of Hardy and Krause is the sum of all possible
Vitali variations of a function f in lower dimensions.
5.2 The Multivariate Riemann-Stieltjes Integral
In this section we define the multivariate Riemann-Stieltjes integral as a generali-
zation of the common univariate Riemann-Stieltjes integral. The definitions and
basic theorems are taken from Sard (1963), Chapter 11. However, because of
notational reasons, the author writes down everything for bivariate functions only.
Having the compact notation from the previous section in hand, we are able to
state these definitions and theorems for arbitrary q-dimensional Riemann-Stieltjes
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integrals with q ∈ N. Moreover, we also present some own results that are partly
needed in the next chapter.
For the beginning let us recall the definition of the univariate Riemann-Stieltjes
integral using the notation of the previous section. Let Y be a ladder on the
interval [a, b] ⊂ R and y˜ ∈ [y, y+] for each y ∈ Y , where y+ denotes the successor
of y, cf. Subsection 5.1.2. Define a norm ‖Y‖ on [a, b] as
‖Y‖ := max
y∈Y
(
y+ − y) .
Suppose that f and h are real-valued functions defined on the interval [a, b]. Now,
for each ladder Y ∈ Y consider the univariate Riemann-Stieltjes sum
Σ :=
∑
y∈Y
h (y˜)∆
(
f ; y, y+
)
=
∑
y∈Y
h (y˜)
[
f
(
y+
)− f(y)] .
The Riemann-Stieltjes integral of h with respect to f is then defined as∫ b
a
h(x) df(x) := lim
‖Y‖→0
Σ,
if the latter exists, cf. Sard (1963), p. 501. It is a well-known fact that this limit
and hence the Riemann-Stieltjes integral of h with respect to f exists, if h is a
continuous function on [a, b] and f is of bounded variation on [a, b]. A simple
estimate shows the validity of the inequality∣∣∣∣∫ b
a
h(x) df(x)
∣∣∣∣ ≤ sup
x∈[a,b]
|h(x)|V (f), (5.7)
whenever the integral exists. Here, V (f) denotes the (Vitali) variation of f on
[a, b]. A further important fact is that the integration by parts formula for common
Riemann integrals also holds true for the Riemann-Stieltjes integral. This is the
content of the next theorem, for which a proof can be found in Sard (1963), p. 501.
Theorem 5.2.1. If ∫ b
a
h(x) df(x)
exists, then so does ∫ b
a
f(x) dh(x)
and ∫ b
a
h(x) df(x) = −
∫ b
a
f(x) dh(x) + h(b)f(b)− h(a)f(a).
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5.2.1 Definition of the Multivariate Riemann-Stieltjes Inte-
gral
The generalization of the univariate Riemann-Stieltjes integral to the multivariate
Riemann-Stieltjes integral in q dimensions is now done by means of the q-fold
alternating sum of a function introduced in Subsection 5.1.3.
Let Y = ∏qj=1 Yj be a ladder on the hyperrectangle [a, b] ⊂ Rq, where Yj is a
ladder on [aj, bj ] for j = 1, . . . , q. Let y˜ ∈ [y,y+] for each y ∈ Y , where y+ now
denotes the component-by-component successor of y, cf. Subsection 5.1.2. Define
a norm ‖Y‖ on [a, b] as
‖Y‖ := max
{
max
y1∈Y1
(
y+1 − y1
)
, max
y2∈Y2
(
y+2 − y2
)
, . . . , max
yq∈Yq
(
y+q − yq
)}
.
Suppose that f and h are real-valued functions defined on the hyperrectangle [a, b].
Now, for each ladder Y ∈ Y =∏qj=1Yj, where Yj denotes the set of all ladders on
[aj, bj] for j = 1, . . . , q, consider the multivariate Riemann-Stieltjes sum
Σ :=
∑
y∈Y
h (y˜)∆ (f ;y,y+) =
∑
y∈Y
h (y˜)
 ∑
v⊆{1,...,q}
(−1)|v|f (yv : y+−v)
 . (5.8)
Analogously to the one-dimensional case we define the Riemann-Stieltjes integral
of h with respect to f as ∫ b
a
h(x) df(x) := lim
‖Y‖→0
Σ, (5.9)
if the latter exists, cf. Sard (1963), p. 516. The integral on the left is understood
as a multivariate integral, namely as∫ b
a
h(x) df(x) =
∫ b1:q
a1:q
h(x) df (x)
=
∫ b1
a1
∫ b2
a2
. . .
∫ bq
aq
h (x1, x2, . . . , xq) df (x1, x2, . . . , xq) .
We are now interested in the properties of this integral. In particular, we want to
find out, which properties of the univariate Riemann-Stieltjes integral carry over
to the multivariate Riemann-Stieltjes integral.
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5.2.2 Properties of the Multivariate Riemann-Stieltjes In-
tegral
In the beginning we are interested in some sufficient conditions such that the mul-
tivariate Riemann-Stieltjes integral exists, both on the whole hyperrectangle [a, b]
and on arbitrary hyperrectangles [av, bv] , ∅ 6= v ⊂ 1 : q, of lower dimension. This
is the content of the next theorem. For the formulation we need some additionally
abbreviating notations. If f is a univariate antiderivative that we want to evaluate
within the limits a and b, one usually puts square brackets around it, i.e. we have
[f(x)]ba := f(b)− f(a).
This square bracket notation is now also used for the evaluation, respectively, the
increment of a multivariate antiderivative f over a hyperrectangle [a, b] ⊂ Rq.
Thus, we have
[f(x)]ba = [f(x1, . . . , xq)]
b1:q
a1:q
:= ∆(f ;a, b) =
∑
v⊆{1,...,q}
(−1)|v|f (av : b−v) .
If the evaluation of f only takes place over a hyperrectangle [a−v, b−v] , ∅ 6= v ⊂
1 : q, we write [f(x)]b−va−v , and this is defined as
[f(x)]b−va−v = [f (xv : x−v)]
b−v
a−v
:=
∑
w⊆−v
(−1)|w|f (xv : aw : b−v−w) ,
which is a function of xv. Moreover, we put [f(x)]
b∅
a∅
:= f(x). We are now able to
state a theorem for the existence of the multivariate Riemann-Stieltjes integral.
Theorem 5.2.2. Let h be a continuous function on the hyperrectangle [a, b], a, b ∈
Rq. Let f be a function of bounded variation in the sense of Hardy and Krause on
[a, b]. Then, the integral ∫ bv
av
[h(x) df(x)]b−va−v (5.10)
exists for all ∅ 6= v ⊆ 1 : q.
In the previous theorem the integral in (5.10) is by definition of the square bracket
notation the sum of 2|−v| single integrals for each ∅ 6= v ⊆ 1 : q. Thus, with
existence of (5.10) we mean that each of the 2|−v| integrals exists, cf. also Sard
(1963), p. 516.
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The proof of this theorem is omitted here; for bivariate functions it can be found
in Sard (1963), pp. 529–530, and his proof can be transferred directly to arbitrary
higher dimensions q > 2.
Note, that if we take v = 1 : q in the above theorem (as [f(x)]b∅a∅ = f(x)), we
obtain the existence of
∫ b
a
h(x) df(x) =
∫ b1
a1
∫ b2
a2
. . .
∫ bq
aq
h (x1, x2, . . . , xq) df (x1, x2, . . . , xq) (5.11)
under the two conditions that h is a continuous function on [a, b] and f is of
bounded variation in the sense of Hardy and Krause on [a, b]. If we only want the
existence of the integral (5.11) over the whole hyperrectangle [a, b] and if we are
not interested in the existence of the integrals over hyperrectangles [av, bv] , ∅ 6=
v ⊂ 1 : q, of lower dimension, the assumption on f can be weakened. To the
best of our knowledge this result cannot be found in the literature. The proof is
a combination of several ideas, which for bivariate functions can be found in Sard
(1963), pp. 525 – 530.
Theorem 5.2.3. Let h be a continuous function on the hyperrectangle [a, b], a, b ∈
Rq. Let f be a function of bounded variation in the sense of Vitali on [a, b]. Then,
the integral in (5.11) exists.
Proof. Define on [a, b] the partial normalization g of f by
g(x) := ∆(f ;a,x) =
∑
v⊆{1,...,q}
(−1)|v|f (av : x−v) .
We now calculate the value of the q-fold alternating sum of g at arbitrary two points
y,y+ of a ladder Y on [a, b], that also enters the definition of the multivariate
Riemann-Stieltjes integral, see (5.8). We obtain
∆(g;y,y+) =
∑
w⊆{1,...,q}
(−1)|w|g (yw : y+−w)
=
∑
w⊆{1,...,q}
(−1)|w|
 ∑
v⊆{1,...,q}
(−1)|v|f (av : (yw : y+−w)−v)
 .
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If we split off the summand for v = ∅ in the second sum, we get
∆(g;y,y+) =
∑
w⊆{1,...,q}
(−1)|w|f (yw : y+−w)
+
∑
w⊆{1,...,q}
(−1)|w|
 ∑
∅6=v⊆{1,...,q}
(−1)|v|f (av : (yw : y+−w)−v)

=
∑
w⊆{1,...,q}
(−1)|w|f (yw : y+−w)
+
∑
∅6=v⊆{1,...,q}
 ∑
w⊆{1,...,q}
(−1)|w|(−1)|v|f (av : (yw : y+−w)−v)
 .
We now consider for x ∈ [a, b] and ∅ 6= v ⊆ {1, . . . , q} the function
g˜v(x) := (−1)|v|f (av : x−v)
and observe that
∆
(
g˜v;y,y
+
)
=
∑
w⊆{1,...,q}
(−1)|w|(−1)|v|f (av : (yw : y+−w)−v) ,
which is exactly the expression in the last square brackets. Since v 6= ∅, the
function g˜v(x) does not depend on xv for (non-empty) v ⊆ 1 : q. Then, we can
conclude using Theorem 5.1.7 that V (g˜v) = 0 for ∅ 6= v ⊆ {1, . . . , q}. By definition
of the Vitali variation it directly follows that ∆(g˜v;y,y
+) = 0 for all points y,y+
of an arbitrary ladder Y ∈ Y on [a, b] for all ∅ 6= v ⊆ {1, . . . , q}. Thus, we obtain
∆(g;y,y+) =
∑
w⊆{1,...,q}
(−1)|w|f (yw : y+−w) = ∆(f ;y,y+) (5.12)
for all y,y+ ∈ Y and all Y ∈ Y. This implies that V (g) = V (f) and hence that
g ∈ BV as f ∈ BV by assumption. We now want to show that we even have
g ∈ BVHK. Therefor, observe that for each j ∈ 1 : q we have
g(x) =
∑
v⊆{1,...,q}
(−1)|v|f (av : x−v)
=
∑
v⊆{1,...,q}−{j}
(−1)|v|f (av : x−v) +
∑
v⊆{1,...,q}−{j}
(−1)|v∪{j}|f (av∪{j} : x−(v∪{j}))
=
∑
v⊆{1,...,q}−{j}
(−1)|v| [f (av : x−v)− f (av∪{j} : x−v−{j})] .
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Thus, we have g
(
a{j} : x−{j}
)
= 0 for all x−{j} ∈
[
a−{j}, b−{j}
]
and each j ∈ 1 : q.
Similarly, we also get g (au : x−u) = 0 for all x−u ∈ [a−u, b−u] and arbitrary
∅ 6= u ⊆ 1 : q. This shows that g equals zero as soon as at least one component of
x equals the corresponding component of a. This leads us to∑
∅6=u⊂1:q
V[au,bu]g (xu : a−u) = 0.
By the discussion following Definition 5.1.2, we get that
VHK(g) =
∑
∅6=u⊂1:q
V[au,bu]g (xu : b−u) + V (g) <∞,
since b−u could as well be replaced by a−u for ∅ 6= u ⊂ 1 : q. Consequently, we
have g ∈ BVHK. Theorem 5.2.2 now implies that∫ b
a
h(x) dg(x)
exists. Finally, equality (5.12) also implies that for the Riemann-Stieltjes sum in
(5.8) we have ∑
y∈Y
h (y˜)∆
(
f ;y,y+
)
=
∑
y∈Y
h (y˜)∆
(
g;y,y+
)
for all ladders Y ∈ Y on [a, b]. By definition of the multivariate Riemann-Stieltjes
integral as the limit for ‖Y‖ → 0 of such sums we get∫ b
a
h(x) df(x) =
∫ b
a
h(x) dg(x),
and as the latter integral exists the assertion follows.
The next theorem deals with a generalization of the integration by parts formula
for multivariate Riemann-Stieltjes integrals.
Theorem 5.2.4. Let f and h be real-valued functions defined on the hyperrectangle
[a, b] ⊂ Rq. If ∫ bv
av
[h(x) df(x)]b−va−v
exists for all ∅ 6= v ⊆ 1 : q, then so does∫ bv
av
[f(x) dh(x)]b−va−v
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for all ∅ 6= v ⊆ 1 : q. Moreover, we have∫ b1:q
a1:q
f(x) dh(x) = [h(x)f(x)]b1:qa1:q + (−1)q
∫ b1:q
a1:q
h(x) df(x)
+
∑
v⊆{1,...,q},
1≤|v|≤q−1
(−1)|v|
∫ bv
av
[h(x) df(x)]b−va−v . (5.13)
The proof of this theorem is again omitted; Sard (1963) proves the assertion for bi-
variate functions (see p. 517), and his proof can be directly transferred to arbitrary
higher dimensions q > 2. Moreover, the integration by parts formula for arbitrary
dimensions q can also be found in Young (1917), p. 287. Note, that the conditions
of this theorem are satisfied, if the conditions of Theorem 5.2.2 are fulfilled, i.e. the
integration by parts formula for multivariate Riemann-Stieltjes integrals holds, if
h is a continuous function on [a, b] and f is a function of bounded variation in the
sense of Hardy and Krause on [a, b].
A further useful property of the integration by parts formula is that it allows us to
define the multivariate Riemann-Stieltjes integral even with respect to functions
h that are not of bounded variation in the sense of Vitali or in the sense of Hardy
and Krause. In this case we take the integration by parts formula as a definition
for the integral, i.e. we put∫ b1:q
a1:q
f(x) dh(x) := [h(x)f(x)]b1:qa1:q + (−1)q
∫ b1:q
a1:q
h(x) df(x)
+
∑
v⊆{1,...,q},
1≤|v|≤q−1
(−1)|v|
∫ bv
av
[h(x) df(x)]b−va−v
whenever the right-hand side exists. Thus, we can define the Riemann-Stieltjes
integral with respect to a (multivariable) Brownian motion, where the sample
paths are of unbounded variation almost surely.
Finally, we prove estimates like in (5.7) for the multivariate Riemann-Stieltjes
integral. For bivariate functions the estimate (5.14) can be found in Sard (1963),
p. 524, where it is, however, not proved.
Theorem 5.2.5. Let f and h be real-valued functions defined on the hyperrectangle
[a, b] ⊂ Rq. Whenever the integrals∫ bv
av
[h(x) df(x)]b−va−v
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exist for all ∅ 6= v ⊆ 1 : q, we have the inequalities∣∣∣∣∫ b
a
h(x) df(x)
∣∣∣∣ ≤ sup
x∈[a,b]
|h(x)|V[a,b](f) (5.14)
and ∣∣∣∣∫ bv
av
[h(x) df(x)]b−va−v
∣∣∣∣ ≤ 2|−v| sup
x∈[a,b]
|h(x)| sup
w⊆−v
V[av ,bv ]
(
f
(
xv : c
w
−v
))
(5.15)
for cw = aw : b−w, w ⊆ −v, and for all v ⊆ 1 : q with 1 ≤ |v| ≤ q − 1.
Proof. Let Y ∈ Y be a ladder on [a, b]. We consider the Riemann-Stieltjes sum as
in (5.8) and obtain∣∣∣∣∣∑
y∈Y
h (y˜)∆
(
f ;y,y+
)∣∣∣∣∣ ≤∑
y∈Y
|h (y˜)| ∣∣∆ (f ;y,y+)∣∣
≤ sup
x∈[a,b]
|h(x)|
∑
y∈Y
∣∣∆ (f ;y,y+)∣∣ = sup
x∈[a,b]
|h(x)|VY(f)
≤ sup
x∈[a,b]
|h(x)| sup
Y∈Y
VY(f) = sup
x∈[a,b]
|h(x)|V[a,b](f).
Since this inequality holds for all ladders Y ∈ Y on [a, b], we can take the limit
‖Y‖ → 0 on both sides of the inequality, and we obtain (5.14) by the definition of
the multivariate Riemann-Stieltjes integral, see (5.9).
To prove the second inequality recall that
[f(x)]b−va−v = [f (xv : x−v)]
b−v
a−v
=
∑
w⊆−v
(−1)|w|f (xv : aw : b−v−w) (5.16)
for v ⊆ 1 : q with 1 ≤ |v| ≤ q − 1. Thus, for fixed v ⊆ 1 : q the integral on
the left side of (5.15) consists of 2|−v| summands that all have the same structure
in the sense that they only differ by the dispersion of components of a and b to
x−v. Hence, for each v ⊆ 1 : q with 1 ≤ |v| ≤ q − 1, we first fix w ⊆ −v and put
cw−v = aw : b−v−w. Now, let Yv ∈ Yv be a ladder on [av, bv]. If for y,y+ ∈ Yv we
put
∆v
(
f ;y,y+; cw−v
)
:=
∑
u⊆v
(−1)|u|f (yu : y+v−u : cw−v) ,
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we can conclude similarly as before and for y˜ ∈ [y,y+] we obtain∣∣∣∣∣∑
y∈Yv
h
(
y˜ : cw−v
)
∆v
(
f ;y,y+; cw−v
)∣∣∣∣∣ ≤ ∑
y∈Yv
∣∣h (y˜ : cw−v)∣∣ ∣∣∆v (f ;y,y+; cw−v)∣∣
≤ sup
x∈[a,b]
|h(x)|
∑
y∈Yv
∣∣∆v (f ;y,y+; cw−v)∣∣
= sup
x∈[a,b]
|h(x)|VYv
(
f
(
xv : c
w
−v
))
≤ sup
x∈[a,b]
|h(x)| sup
Yv∈Yv
VYv
(
f
(
xv : c
w
−v
))
= sup
x∈[a,b]
|h(x)|V[av ,bv ]
(
f
(
xv : c
w
−v
))
.
Thus, for arbitrary w ⊆ −v we obtain∣∣∣∣∣∑
y∈Yv
h
(
y˜ : cw−v
)
∆v
(
f ;y,y+; cw−v
)∣∣∣∣∣ ≤ supx∈[a,b] |h(x)| supw⊆−v V[av ,bv ] (f (xv : cw−v)) .
Since this inequality holds for all ladders Yv ∈ Yv on [av, bv] with v ⊆ 1 : q and
1 ≤ |v| ≤ q − 1, we can take the limit ‖Yv‖ → 0 on both sides of the inequality,
where ‖Yv‖ is the norm ‖Y‖ restricted to [av, bv], and obtain∣∣∣∣∫ bv
av
h
(
xv, c
w
−v
)
df
(
xv, c
w
−v
)∣∣∣∣ ≤ sup
x∈[a,b]
|h(x)|V[av ,bv ]
(
f
(
xv : c
w
−v
))
.
With (5.16) we finally have∣∣∣∣∫ bv
av
[h(x) df(x)]b−va−v
∣∣∣∣ ≤ ∑
w⊆−v
∣∣∣∣∫ bv
av
h
(
xv, c
w
−v
)
df
(
xv, c
w
−v
)∣∣∣∣
≤ 2|−v| sup
x∈[a,b]
|h(x)| sup
w⊆−v
V[av ,bv ]
(
f
(
xv : c
w
−v
))
,
which completes the proof.
Combining Theorem 5.2.4 with Theorem 5.2.5 we get the following lemma.
Lemma 5.2.6. Let h be a real-valued function on [a, b] and let f be a function of
bounded variation in the sense of Hardy and Krause on [a, b]. Suppose that∫ bv
av
[f(x) dh(x)]b−va−v
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exists for all ∅ 6= v ⊆ 1 : q. Then there exists a constant c ∈ R such that∣∣∣∣∫ b
a
f(x) dh(x)
∣∣∣∣ ≤ 2q sup
x∈[a,b]
|h(x)|
[
sup
x∈[a,b]
|f(x)|+ cVHK(f)
]
.
Proof. Using the integration by parts formula (5.13) we have∫ b
a
f(x) dh(x) = [h(x)f(x)]ba + (−1)q
∫ b
a
h(x) df(x)
+
∑
v⊆{1,...,q},
1≤|v|≤q−1
(−1)|v|
∫ bv
av
[h(x) df(x)]b−va−v .
Recalling the square bracket notation we know that [h(x)f(x)]ba consists of 2
q
summands, and we get the inequality∣∣∣[h(x)f(x)]ba∣∣∣ ≤ 2q sup
x∈[a,b]
|h(x)| sup
x∈[a,b]
|f(x)|.
This and the two inequalities (5.14) and (5.15) lead to∣∣∣∣∫ b
a
f(x) dh(x)
∣∣∣∣ ≤ 2q sup
x∈[a,b]
|h(x)| sup
x∈[a,b]
|f(x)|+ sup
x∈[a,b]
|h(x)|V[a,b](f)
+
∑
v⊆{1,...,q},
1≤|v|≤q−1
2|−v| sup
x∈[a,b]
|h(x)| sup
w⊆−v
V[av ,bv ]
(
f
(
xv : c
w
−v
))
≤ 2q sup
x∈[a,b]
|h(x)|
[
sup
x∈[a,b]
|f(x)|+ V[a,b](f)
+
∑
v⊆{1,...,q},
1≤|v|≤q−1
sup
w⊆−v
V[av ,bv ]
(
f
(
xv : c
w
−v
))]
, (5.17)
where again cw−v = aw : b−v−w for w ⊆ −v and v ⊆ {1, . . . , q} with 1 ≤ |v| ≤ q−1.
As for each v ⊆ {1, . . . , q} with 1 ≤ |v| ≤ q−1 there are only finitely many subsets
w ⊆ −v, there exists a w⋆ ⊆ −v such that
sup
w⊆−v
V[av ,bv ]
(
f
(
xv : c
w
−v
))
= V[av ,bv ]
(
f
(
xv : c
w⋆
−v
))
.
Since f ∈ BVHK[a, b] it follows by the definition of the Hardy and Krause vari-
ation that
VHK(f) =
∑
∅6=v⊆1:q
V[av ,bv ]f (xv : b−v) <∞.
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As b−v can be replaced by an arbitrary fixed point of the hyperrectangle [a, b] for
∅ 6= v ⊆ 1 : q and this does not influence the finiteness of VHK(f), we can conclude
that there exists a c ∈ R such that
V[a,b](f) +
∑
v⊆{1,...,q},
1≤|v|≤q−1
sup
w⊆−v
V[av ,bv ]
(
f
(
xv : c
w
−v
))
= V[a,b](f) +
∑
v⊆{1,...,q},
1≤|v|≤q−1
V[av ,bv ]
(
f
(
xv : c
w⋆
−v
))
= cVHK(f). (5.18)
Combining (5.17) and (5.18) completes the proof.
Chapter 6
Change Detection for Signals
f : Rq → R
In this chapter we show that we can obtain similar results as in Chapter 3 and 4
for signals f : Rq → R. Before we do so, however, we review the notions of a
multivariable Brownian motion and stationary time series with multivariate time
set, the so-called random fields.
6.1 Preliminaries
We start with the definition of a multivariable Brownian motion. For that, let W
be a subset of [0, 1]q. For points in [0, 1]q set t = (t1, . . . , tq) and s = (s1, . . . , sq),
respectively. We call W a block if it is of the form
W :=
q∏
j=1
(sj, tj ],
where each (sj, tj], j = 1, . . . , q, is a left-open, right-closed subinterval of [0, 1]. We
now define the increment X(W ) of a stochastic process X = {X(t) : t ∈ [0, 1]q}
around a block W by means of the alternating sum (5.1) as
X(W ) := ∆(X; s, t) =
∑
v⊆{1,...,q}
(−1)|v|X (sv : t−v) .
We are now able to define the Brownian motion on [0, 1]q, cf. Deo (1975), p. 709.
Definition 6.1.1. The standard Brownian motion B = {B(t) : t ∈ [0, 1]q} on
[0, 1]q is characterized by
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(a) P (B ∈ Cq) = 1,
(b) if W1, . . . ,Wk are pairwise disjoint blocks in [0, 1]
q, then the increments
B(W1), . . . , B(Wk)
are independent normal random variables with means zero and variances
λ(W1), . . . , λ(Wk),
λ being the q-dimensional Lebesgue measure on [0, 1]q.
Next, we explain the notion of stationarity for random fields. In the following we
write m and n for points (m1, . . . ,mq) and (n1, . . . , nq) in Z
q. Points in Zq are
partially ordered by saying that m ≤ n if and only if mi ≤ ni for each 1 ≤ i ≤ q.
Let 0 and 1 be the points (0, . . . , 0) and (1, . . . , 1) in Zq. Now, let {ξn : n ∈ Zq}
be a random field, i.e. a set of random variables with time set Zq. The following
definitions of stationarity are analogous to the ones for random variables with one-
dimensional time set and can be found in Deo (1975), p. 708, and Adler (1981),
p. 24, respectively.
Definition 6.1.2. The random field {ξn : n ∈ Zq} is strictly stationary if for each
finite subset S of Zq and each m ∈ Zq, the joint distribution of {ξn+m : n ∈ S} is
the same as that of {ξn : n ∈ S}.
Definition 6.1.3. The random field {ξn : n ∈ Zq} is weakly stationary if E(ξn) ≡
c for some c ∈ R and all n ∈ Zq and E ((ξn − c)(ξm − c)) is a function of n−m
only, for all n,m ∈ Zq.
Note, that it does not cause any further problems if we consider random fields with
time set Zq, q ∈ N, even if we only need random fields with one-sided time set, i.e.
with time set Nq, as the latter random fields can be viewed as random fields with
time set all over Zq, see Deo (1975), pp. 708–709.
6.2 Asymptotic Results under the Null Hypothesis
We now develop the main results of Chapter 3 and 4 for signals f : Rq → R.
In order to simplify the notation we fix q = 3 as this case also covers the most
interesting applications, cf. Chapter 1. However, our results also hold true for
q = 2 and arbitrary q > 3 and the corresponding proofs can easily be completed
along the same lines. Thus, in the following we are interested in reconstructing
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three-dimensional signals, i.e. signals in the space-time domain and, at the same
time, in detecting changes from a given reference signal. Here, one component
represents the time and the other two the location. The interpretation that we
have in mind are video signals, i.e. sequences of image frames over time, where the
different pixels represent the location of objects.
The basis on which we now want to establish our investigations is a finite block of
noisy samples {yi = yi1,i2,i3 : (i1, i2, i3) ∈ {1, . . . , n1} × {1, . . . , n2} × {1, . . . , n3}}
that is obtained from the model
yi1,i2,i3 = f (i1τ1, i2τ2, i3τ3) + εi1,i2,i3 . (6.1)
Here, f(t, r2, r3) is the unknown signal depending on time (i1) and location (i2
and i3), {εi = εi1,i2,i3} is a zero mean noise random field and τj > 0, j = 1, 2, 3,
are the sampling periods. We assume that they fulfill njτj → τ j for 0 < τ j < ∞,
j = 1, 2, 3, as min1≤i≤3 ni →∞.
As in Chapter 3 and 4 we base our detector statistic on an estimator of f(t, r2, r3)
which we obtain using results of the signal sampling theory like the Shannon-
Whittaker theorem. This theorem has generalizations to signals with several vari-
ables. In three dimensions we have for band-limited functions on [−Ω1,Ω1] ×
[−Ω2,Ω2]× [−Ω3,Ω3] with 0 < Ω1,Ω2,Ω3 <∞ the representation
f(t, r2, r3) =
∞∑
i1=−∞
∞∑
i2=−∞
∞∑
i3=−∞
f
(
i1pi
Ω1
,
i2pi
Ω2
,
i3pi
Ω3
)
sinc
(
Ω1
(
t− i1pi
Ω1
))
sinc
(
Ω2
(
r2 − i2pi
Ω2
))
sinc
(
Ω3
(
r3 − i3pi
Ω3
))
,
where sinc(x) = sin(x)
x
, cf. Jerri (1977), p. 1571. The most intuitive idea to con-
struct an estimator of f(t, r2, r3) would now be to just replace the values of f at
(i1pi/Ω1, i2pi/Ω2, i3pi/Ω3) by the noisy sample {yi = yi1,i2,i3} and truncate the series
appropriately. However, Pawlak and Stadtmüller (1996) could show that this naive
estimator is not even consistent in one dimension as its variance does not converge
to zero, cf. Pawlak and Stadtmüller (1996), p. 1427. Instead, they propose a post-
filtering correction of the so-called oversampled version of the Shannon-Whittaker
series to filter out high frequencies. This is the approach that we also adapt here.
In three dimensions this oversampled version is of the form
f(t, r2, r3) =
∞∑
i1=−∞
∞∑
i2=−∞
∞∑
i3=−∞
f (i1τ1, i2τ2, i3τ3)
sinc(piτ−11 (t− i1τ1))sinc(piτ−12 (r2 − i2τ2))sinc(piτ−13 (r3 − i3τ3))
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for 0 < τj ≤ pi/Ωj, j = 1, 2, 3. If we convolve this version with
g(t, r2, r3) =
Ω1Ω2Ω3
pi3
sinc(Ω1t)sinc(Ω2r2)sinc(Ω3r3),
use the fact that
sinc(piτ−11 (t− i1τ1))sinc(piτ−12 (r2 − i2τ2))sinc(piτ−13 (r3 − i3τ3)) ∗ g(t, r2, r3)
= τ1τ2τ3
Ω1Ω2Ω3
pi3
sinc(Ω1(t− i1τ1))sinc(Ω2(r2 − i1τ2))sinc(Ω3(r3 − i1τ3)),
and replace f (i1τ1, i2τ2, i3τ3) by the noisy sample yi1,i2,i3 , this finally leads to the
following truncated convolution form as an estimator for f(t, r2, r3), namely
f̂n1,n2,n3(t, r2, r3) := τ1τ2τ3
n1∑
i1=1
n2∑
i2=1
n3∑
i3=1
yi1,i2,i3ϕ (t− i1τ1, r2 − i2τ2, r3 − i3τ3) ,
cf. Pawlak and Stadtmüller (1996), p. 1427, and Pawlak and Stadtmüller (2007),
p. 2527. Here,
ϕ(t, r2, r3) =
sin(Ω1t)
pit
sin(Ω2r2)
pir2
sin(Ω3r3)
pir3
=: ϕ˜1(t)ϕ˜2(r2)ϕ˜3(r3)
is a three-dimensional product reconstruction kernel with ϕ˜j(0) = Ωj/pi for j =
1, 2, 3.
As in Chapter 3 and 4 our aim is to decide if, and if yes, when we can reject the
null hypothesis
H0 : f(t, r2, r3) = f0(t, r2, r3)
for all t ∈ [0, τ 1], r2 ∈ [0, τ 2], r3 ∈ [0, τ 3] for a given reference signal f0(t, r2, r3). As
we receive our data in a sequential way over time as a sequence of image frames,
we want to be able to detect changes as early as possible, i.e. we want to give an
alarm as soon as we have enough evidence in our samples
{yi1,i2,i3 : i1 ∈ {1, . . . , k}, i2 ∈ {1, . . . , n2}, i3 ∈ {1, . . . , n3}} ,
corresponding to the first k image frames, to reject the null hypothesis. To achieve
this aim we consider a sequential partial sum process over time which is defined
as
Fn(s, t, r2, r3) := (τ1τ2τ3)−1/2
(
f̂⌊n1s⌋,n2,n3(t, r2, r3)− E0
(
f̂⌊n1s⌋,n2,n3(t, r2, r3)
))
=
√
τ1τ2τ3
⌊n1s⌋∑
l1=1
n2∑
l2=1
n3∑
l3=1
[yl1,l2,l3 − f0(l1τ1, l2τ2, l3τ3)]
ϕ (t− l1τ1, r2 − l2τ2, r3 − l3τ3) , (6.2)
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for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ 1], r2 ∈ [0, τ 2], r3 ∈ [0, τ 3]. Note, that E0 denotes again
the expectation taken under the null hypothesis. With this process we can easily
define detectors such as the local detector
Ln := min
{
n0 ≤ k ≤ n1 : max
r2∈[0,τ2],
r3∈[0,τ3]
∣∣∣∣Fn( kn1 , τ 1kn1 , r2, r3
)∣∣∣∣ > cL
}
(6.3)
or the global maximum norm detector
Mn := min
{
n0 ≤ k ≤ n1 : max
0≤t≤τ1k/n1
max
r2∈[0,τ2],
r3∈[0,τ3]
∣∣∣∣Fn( kn1 , t, r2, r3
)∣∣∣∣ > cM
}
(6.4)
for control limits cL > 0 and cM > 0 and n0 := ⌊n1s0⌋, s0 ∈ (0, 1), representing the
size of our learning sample, cf. Sections 3.1 and 4.1. Notice, that the dependence of
the sequential partial sum process and the detectors on n1, n2 and n3 is expressed
by just writing the index n.
Now the question arises how to reasonably choose these control parameters. To
answer this question we are interested in the limiting distribution of our detector
statistics. This can be derived from the limiting distribution of our stochastic
process Fn(s, t, r2, r3). In order to obtain this convergence result we need an as-
sumption on the asymptotic distribution of our noise random field {εi1,i2,i3}, where
we write ‘mvb’ as short form for ‘multivariable’.
Assumption 1 (mvb): Let {εi1,i2,i3} be a weakly stationary random field with
E(εi) = 0 which satisfies a functional central limit theorem, i.e.
Zn(v1, v2, v3) := (n1n2n3)
−1/2
⌊n1v1⌋∑
i1=1
⌊n2v2⌋∑
i2=1
⌊n3v3⌋∑
i3=1
εi1,i2,i3 ⇒ σB(v1, v2, v3),
(v1, v2, v3) ∈ [0, 1]3,
as min1≤i≤3 ni →∞ for some constant σ2 ∈ (0,∞).
Here, the constant σ2 equals the long-run variance of the random field {εi1,i2,i3},
i.e.
σ2 := lim
min1≤i≤3 ni→∞
Var
(
(n1n2n3)
−1/2
n1∑
i1=1
n2∑
i2=1
n3∑
i3=1
εi1,i2,i3
)
=
∑
k∈Z3
E(ε0εk).
Now we can formulate the theorem stating the asymptotic behaviour of the process.
Theorem 6.2.1. Suppose the noise process {εi = εi1,i2,i3} meets Assumption 1
(mvb). Assume that the sampling periods fulfill njτj → τ j for j = 1, 2, 3, as
min1≤i≤3 ni →∞. Then, under the null hypothesis H0, we have
Fn(s, t, r2, r3)⇒ F(s, t, r2, r3),
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as min1≤i≤3 ni →∞ for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ 1], r2 ∈ [0, τ 2] and r3 ∈ [0, τ 3].
The limit stochastic process F(s, t, r2, r3) is of the form
F(s, t, r2, r3) :=
√
τ 1τ 2τ 3 σ
∫ s
0
∫ 1
0
∫ 1
0
ϕ (t− τ 1z1, r2 − τ 2z2, r3 − τ 3z3)
dB(z1, z2, z3),
where B(z1, z2, z3) is the standard Brownian motion on [0, 1]
3.
Before proving this theorem we introduce the following abbreviating notation. Let
ϕw(v1, v2, v3, t, r2, r3) := ϕ (t− τ 1v1, r2 − τ 2v2, r3 − τ 3v3) (6.5)
for v1, v2, v3 ∈ [0, 1], t ∈ [0, τ 1], r2 ∈ [0, τ 2] and r3 ∈ [0, τ 3]. Here,
ϕ (t− τ 1v1, r2 − τ 2v2, r3 − τ 3v3)
=
sin(Ω1(t− τ 1v1))
pi(t− τ 1v1)
sin(Ω2(r2 − τ 2v2))
pi(r2 − τ 2v2)
sin(Ω3(r3 − τ 3v3))
pi(r3 − τ 3v3)
=: ϕ1(v1, t)ϕ2(v2, r2)ϕ3(v3, r3)
with ϕj(vj, τ jvj) = Ωj/pi for j = 1, 2, 3.
For the proof of the theorem we need the following lemmas.
Lemma 6.2.2. Let ϕw be defined as in (6.5). Then
sup
t∈[0,τ1],
r2∈[0,τ2],r3∈[0,τ3]
VHK(ϕw(·, ·, ·, t, r2, r3)) <∞.
Proof. In view of Theorem 5.1.3 (a) and since
ϕw(v1, v2, v3, t, r2, r3) = ϕ1(v1, t)ϕ2(v2, r2)ϕ3(v3, r3),
we can consider ϕ1, ϕ2 and ϕ3 separately. Moreover, each ϕj, j = 1, 2, 3, has the
same structure such that without loss of generality we only consider ϕ1 and show
that
sup
t∈[0,τ1]
VHK(ϕ1(·, t)) <∞. (6.6)
Here, the variation in the sense of Hardy and Krause reduces to the normal vari-
ation in one dimension. We have
∂
∂v1
ϕ1(v1, t) = −Ω1τ 1 cos(Ω1(t− τ 1v1))
pi(t− τ 1v1) +
τ 1 sin(Ω1(t− τ 1v1))
pi(t− τ 1v1)2
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for v1 6= t/τ 1 and put
∂
∂v1
ϕ1
(
t
τ 1
, t
)
= 0.
This derivative is bounded uniformly in v1 ∈ [0, 1] and t ∈ [0, τ 1] such that (6.6)
follows by the one-dimensional theory for functions of bounded variation, cf. also
Theorem 5.1.10.
Lemma 6.2.3. Let a, b ∈ Rq, a˜, b˜ ∈ Rp with a ≤ b, a˜ ≤ b˜, p, q ∈ N. Let ψ be a
bounded function on [a, b]× [a˜, b˜] with
sup
y∈[a˜,b˜]
VHK (ψ(·,y)) <∞.
Let {fn} be a sequence of functions such that fn ∈ D[a, b] for every n ∈ N. Suppose
that limn→∞ fn = f in the Skorohod topology for a function f ∈ C[a, b]. Moreover,
suppose that ∫ sv
av
[ψ(x,y) dfn(x)]
s−v
a−v
exists for sv ∈ [av, bv], y ∈ [a˜, b˜] and for all n ∈ N and ∅ 6= v ⊆ 1 : q. Then,
lim
n→∞
sup
s∈[a,b]
sup
y∈[a˜,b˜]
∣∣∣∣∫ s
a
ψ(x,y) dfn(x)−
∫ s
a
ψ(x,y) df(x)
∣∣∣∣ = 0.
Proof. An application of Lemma 5.2.6 leads to
sup
s∈[a,b]
sup
y∈[a˜,b˜]
∣∣∣∣∫ s
a
ψ(x,y) dfn(x)−
∫ s
a
ψ(x,y) df(x)
∣∣∣∣
= sup
s∈[a,b]
sup
y∈[a˜,b˜]
∣∣∣∣∫ s
a
ψ(x,y) d(fn(x)− f(x))
∣∣∣∣
≤ 2q sup
s∈[a,b]
sup
x∈[a,s]
|fn(x)− f(x)|
 sup
x∈[a,s],
y∈[a˜,b˜]
|ψ(x,y)|+ c sup
y∈[a˜,b˜]
VHK (ψ(·,y))

≤ 2q sup
x∈[a,b]
|fn(x)− f(x)|
 sup
x∈[a,b],
y∈[a˜,b˜]
|ψ(x,y)|+ c sup
y∈[a˜,b˜]
VHK (ψ(·,y))

for some finite constant c ∈ R. Since by assumption limn→∞ fn = f in the Sko-
rohod topology and f is continuous, we obtain uniform convergence, cf. Subsec-
tion 2.4.1, i.e. we get
sup
x∈[a,b]
|fn(x)− f(x)| → 0
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as n → ∞. Now, the assertion follows as the terms in the square brackets are
finite by assumption.
With these auxiliary lemmas we are now in the position to prove Theorem 6.2.1.
To simplify notation we put n := n1 = n2 = n3; however, the proof can easily be
modified in a direct way if the nj, j = 1, 2, 3, differ.
Proof. We consider the function space D[0, 1]3 and define the functional
Λ(f) = Λ(f)(s, t, r2, r3) :=
√
τ 1τ 2τ 3
∫ s
0
∫ 1
0
∫ 1
0
ϕw(v1, v2, v3, t, r2, r3) df(v1, v2, v3)
for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ 1], r2 ∈ [0, τ 2], and r3 ∈ [0, τ 3] on it, whenever
the integral exists. Here, ϕw is defined as in (6.5). Let {fn} be a sequence of
functions such that fn ∈ D[0, 1]3 for every n ∈ N. We know by Lemma 6.2.3 that
limn→∞ fn = f in the Skorohod topology with f ∈ C[0, 1]3 implies
sup
s∈[s0,1]
sup
t∈[0,τ1],
r2∈[0,τ2],r3∈[0,τ3]
∣∣∣∣∫ s
0
∫ 1
0
∫ 1
0
ϕw(v1, v2, v3, t, r2, r3) dfn(v1, v2, v3)
−
∫ s
0
∫ 1
0
∫ 1
0
ϕw(v1, v2, v3, t, r2, r3) df(v1, v2, v3)
∣∣∣∣→ 0
in D([s0, 1]× [0, τ 1]× [0, τ 2]× [0, τ 3]) as n→∞, since ϕw is bounded with
sup
t∈[0,τ1],
r2∈[0,τ2],r3∈[0,τ3]
VHK(ϕw(·, ·, ·, t, r2, r3)) <∞
by Lemma 6.2.2. Assumption 1 (mvb) and the continuous mapping theorem (cf.
Theorem 2.1.3) now lead to
Λ(Zn(·, ·, ·)) =
√
τ 1τ 2τ 3
∫ s
0
∫ 1
0
∫ 1
0
ϕw(v1, v2, v3, t, r2, r3) dZn(v1, v2, v3)
⇒ √τ 1τ 2τ 3 σ
∫ s
0
∫ 1
0
∫ 1
0
ϕw(v1, v2, v3, t, r2, r3) dB(v1, v2, v3),
as n→∞, since P (B(v1, v2, v3) ∈ C[0, 1]3) = 1.
On the other hand we have
Λ(Zn(·, ·, ·)) =
√
τ 1τ 2τ 3
n3
∫ s
0
∫ 1
0
∫ 1
0
ϕw(v1, v2, v3, t, r2, r3) d
⌊nv1⌋∑
i1=1
⌊nv2⌋∑
i2=1
⌊nv3⌋∑
i3=1
εi1,i2,i3
 .
(6.7)
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We now interpret this last integral as a multivariate Riemann-Stieltjes integral.
Let Y1 be a ladder on [0, s] for s ∈ [s0, 1] and let Y2 and Y3 be ladders on [0, 1].
Set Y :=∏3i=1 Yi. Then we can write the triple integral as
∫ s
0
∫ 1
0
∫ 1
0
ϕw(v1, v2, v3, t, r2, r3) d
⌊nv1⌋∑
i1=1
⌊nv2⌋∑
i2=1
⌊nv3⌋∑
i3=1
εi1,i2,i3

= lim
‖Y‖→0
∑
y∈Y
ϕw(y˜1, y˜2, y˜3, t, r2, r3)∆
⌊nv1⌋∑
i1=1
⌊nv2⌋∑
i2=1
⌊nv3⌋∑
i3=1
εi1,i2,i3 ;y,y
+

= lim
‖Y‖→0
∑
y∈Y
ϕw(y˜1, y˜2, y˜3, t, r2, r3)⌊ny+1 ⌋∑
i1=1
⌊ny+2 ⌋∑
i2=1
⌊ny+3 ⌋∑
i3=1
εi1,i2,i3 −
⌊ny1⌋∑
i1=1
⌊ny+2 ⌋∑
i2=1
⌊ny+3 ⌋∑
i3=1
εi1,i2,i3
−
⌊ny+1 ⌋∑
i1=1
⌊ny2⌋∑
i2=1
⌊ny+3 ⌋∑
i3=1
εi1,i2,i3 −
⌊ny+1 ⌋∑
i1=1
⌊ny+2 ⌋∑
i2=1
⌊ny3⌋∑
i3=1
εi1,i2,i3
+
⌊ny1⌋∑
i1=1
⌊ny2⌋∑
i2=1
⌊ny+3 ⌋∑
i3=1
εi1,i2,i3 +
⌊ny1⌋∑
i1=1
⌊ny+2 ⌋∑
i2=1
⌊ny3⌋∑
i3=1
εi1,i2,i3
+
⌊ny+1 ⌋∑
i1=1
⌊ny2⌋∑
i2=1
⌊ny3⌋∑
i3=1
εi1,i2,i3 −
⌊ny1⌋∑
i1=1
⌊ny2⌋∑
i2=1
⌊ny3⌋∑
i3=1
εi1,i2,i3
 ,
where y+ =
(
y+1 , y
+
2 , y
+
3
)
is the component-by-component successor of the point
y = (y1, y2, y3), y˜ = (y˜
1, y˜2, y˜3) is an arbitrary point in the cube [y,y+] and
‖Y‖ = max
{
max
y1∈Y1
(y+1 − y1), max
y2∈Y2
(y+2 − y2), max
y3∈Y3
(y+3 − y3)
}
.
Consider now, without loss of generality, a ladder Y =∏3i=1 Yi with yi < ki/n ≤ y+i
for k1 ∈ {1, . . . , ⌊ns⌋} and k2, k3 ∈ {1, . . . , n}, respectively, and write y˜ki for points
y˜ki ∈ (yi, y+i ], i = 1, 2, 3. As the floor function ⌊ny⌋ is constant on intervals of the
form [(k − 1)/n, k/n), k ∈ {1, . . . , n}, the triple sums in the last expression can be
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combined and we obtain
⌊ny+1 ⌋∑
i1=1
⌊ny+2 ⌋∑
i2=1
εi1,i2,k3 −
⌊ny+1 ⌋∑
i1=1
⌊ny2⌋∑
i2=1
εi1,i2,k3 −
⌊ny1⌋∑
i1=1
⌊ny+2 ⌋∑
i2=1
εi1,i2,k3 +
⌊ny1⌋∑
i1=1
⌊ny2⌋∑
i2=1
εi1,i2,k3
=
⌊ny+1 ⌋∑
i1=1
εi1,k2,k3 −
⌊ny1⌋∑
i1=1
εi1,k2,k3 = εk1,k2,k3 .
This leads to ∫ s
0
∫ 1
0
∫ 1
0
ϕw(v1, v2, v3, t, r2, r3) d
⌊nv1⌋∑
i1=1
⌊nv2⌋∑
i2=1
⌊nv3⌋∑
i3=1
εi1,i2,i3

= lim
‖Y‖→0
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
ϕw(y˜k1 , y˜k2 , y˜k3 , t, r2, r3)εk1,k2,k3
=
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
ϕw
(
k1
n
,
k2
n
,
k3
n
, t, r2, r3
)
εk1,k2,k3 ,
where the last equality holds as∥∥∥∥(y˜k1 , y˜k2 , y˜k3)′ − (k1n , k2n , k3n
)′∥∥∥∥ ≤ ∥∥∥(y+1 − y1, y+2 − y2, y+3 − y3)′∥∥∥
≤ ‖Y‖ → 0.
Now we can write (6.7) as
Λ(Zn(·, ·, ·)) =
√
τ 1τ 2τ 3
n3
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
ϕw
(
k1
n
,
k2
n
,
k3
n
, t, r2, r3
)
εk1,k2,k3 .
If we recall the definition of ϕw from (6.5) and the fact that τj ≈ τ j/n, j = 1, 2, 3,
we obtain that
Fn(s, t, r2, r3) = Λ(Zn(·, ·, ·)) + oP (1).
This completes the proof.
The next lemma is a characterization of the correlation structure of the limit
process F(s, t, r2, r3), similarly to Lemma 4.1.6.
Lemma 6.2.4. (a) The process F(s, t, r2, r3) is a nonstationary multivariable
Gaussian process with
E(F(s, t, r2, r3)) = 0
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and covariance function
Cov
(
F(s(1), t(1), r(1)2 , r(1)3 ),F(s(2), t(2), r(2)2 , r(2)3 )
)
= σ2τ 1τ 2τ 3
∫ min{s(1),s(2)}
0
∫ 1
0
∫ 1
0
ϕ(t(1) − τ 1z1, r(1)2 − τ 2z2, r(1)3 − τ 3z3)
ϕ(t(2) − τ 1z1, r(2)2 − τ 2z2, r(2)3 − τ 3z3) dz3dz2dz1 (6.8)
for 0 < s0 ≤ s(1), s(2) ≤ 1, 0 ≤ t(1), t(2) ≤ τ 1, 0 ≤ r(1)2 , r(2)2 ≤ τ 2, and
0 ≤ r(1)3 , r(2)3 ≤ τ 3.
(b) The process F(s, t, r2, r3) has continuous sample paths.
The proof of this lemma is omitted here as it is analogous to the proof of Corollary 1
in Pawlak and Steland (2013), since the properties in Theorem 5.1.4 in Ash and
Gardner (1975) also hold true for multivariate Riemann-Stieltjes integrals.
Now that we have the limit distribution of Fn(s, t, r2, r3) under the null hypothesis,
we can easily derive central limit theorems for the local and global maximum norm
detector defined in (6.3) and (6.4). For that we assume once more that no initial
change occurs in the signal, cf. (4.1). This assumption guarantees that we have a
kind of learning sample before the monitoring procedure starts in order to estimate
the asymptotic variance σ2.
Corollary 6.2.5. Assume that
f(t, r2, r3) = f0(t, r2, r3), 0 ≤ t ≤ s0τ 1, 0 < s0 < 1. (6.9)
Then, under the conditions of Theorem 6.2.1 the detectors satisfy the following
central limit theorems:
Ln/n1 ⇒ L := inf
s ∈ [s0, 1] : supr2∈[0,τ2],
r3∈[0,τ3]
|F(s, sτ 1, r2, r3)| > cL
 ,
Mn/n1 ⇒M := inf
s ∈ [s0, 1] : sup0≤t≤sτ1 supr2∈[0,τ2],
r3∈[0,τ3]
|F(s, t, r2, r3)| > cM
 ,
as min1≤i≤3 ni →∞.
Proof. The assertion directly follows with Theorem 6.2.1 and the continuous map-
ping theorem, cf. Theorem 2.1.3, since
Λ˜(f) := sup
t∈[0,τ1],
r2∈[0,τ2],r3∈[0,τ3]
|f(t, r2, r3)|
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is a continuous functional on C([0, τ 1] × [0, τ 2] × [0, τ 3]), cf. Pawlak and Steland
(2013), p. 7.
6.3 Asymptotic Results under the Alternative
We now investigate the behaviour of our statistic Fn(s, t, r2, r3) under the alterna-
tive
H1 : f(t, r2, r3) 6= f0(t, r2, r3),
i.e. in the situation when the observed signal and the reference signal differ. To
simplify the notation we put again n = n1 = n2 = n3, but the results also hold for
different values of n analogously. We assume that our observed data {yi = yi1,i2,i3 :
i = 1, . . . , n} obey the following model:
yi1,i2,i3 = fn (i1τ1, i2τ2, i3τ3) + εi1,i2,i3 . (6.10)
Here, fn(t, r2, r3) is the true signal depending on the sample size n with
fn(t, r2, r3)→ f0(t, r2, r3)
for all (t, r2, r3) ∈ [0, τ 1]× [0, τ 2]× [0, τ 3] as n→∞.
6.3.1 Deterministic Disturbances
We first consider the case where fn(t, r2, r3) is deterministic and start with the
following illustrative example. Consider
fn(t, r2, r3) = f0(t, r2, r3) +
(t− θτ 1)γ δ˜(r2, r3)
nβ
1{t≥θτ1}
for some θ ∈ (0, 1), γ ≥ 0, β > 0, and a non-zero ‘location’ function δ˜(r2, r3)
defined on [0, τ 2]× [0, τ 3]. This is a local alternative with a change point at time
t = θτ 1. This means, that up to time θτ 1 the observed data obey f0 and after
this point in time they get disturbed by (t− θτ 1)γ δ˜(r2, r3)/nβ. This disturbance
depends on the function δ˜(r2, r3) which assigns different weights at the locations
(r2, r3) changing with the time.
In the following we require a more general model for local alternatives, namely we
require that
fn(t, r2, r3)− f0(t, r2, r3) = δ(t, r2, r3)
nβ
(6.11)
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for some β > 0 and a deterministic nonzero function δ(t, r2, r3). We assume that
δ(t, r2, r3) meets the following assumption.
Assumption 2 (mvb): Let δ(t, r2, r3) be a nonzero function defined on [0, τ 1]×
[0, τ 2]× [0, τ 3] which is
(a) continuous or
(b) of bounded variation in the sense of Hardy and Krause.
Now we are able to describe the asymptotic behaviour of the statistic Fn(s, t, r2, r3)
under local alternatives.
Theorem 6.3.1. Assume the sampling model in (6.10) with the local alternative
given in (6.11) where β = 3/2. Let Assumption 1 (mvb) hold and suppose that
either Assumption 2 (mvb) (a) and nτj → τ j, n→∞, j = 1, 2, 3, or Assumption 2
(mvb) (b) and nτj = τ j, j = 1, 2, 3, is satisfied. Then, we have
Fn(s, t, r2, r3)⇒ F δ(s, t, r2, r3),
as n→∞ for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ 1], r2 ∈ [0, τ 2] and r3 ∈ [0, τ 3].
The limit stochastic process F δ(s, t, r2, r3) is given by
F δ(s, t, r2, r3) := F(s, t, r2, r3) + 1√
τ 1τ 2τ 3
∫ sτ1
0
∫ τ2
0
∫ τ3
0
ϕ (t− z1, r2 − z2, r3 − z3)
δ(z1, z2, z3) dz3dz2dz1.
Before we prove this theorem we review the Hwlaka-Koksma inequality which gives
an error bound for the discrete approximation of a Riemann integral for functions
of bounded variation in the sense of Hardy and Krause, see for example Niederreiter
(1992), Theorem 2.11. For this we need the notion of discrepancy which measures
the deviation of an arbitrary point set in the unit cube from a uniformly distributed
point set. Hence, let P be a point set consisting of x(1), . . . ,x(N) ∈ [0, 1]q. Now,
for an arbitrary subset B of [0, 1]q, we define
A(B;P ) :=
N∑
i=1
1B
(
x(i)
)
,
i.e. A(B;P ) counts the number of points of x(1), . . . ,x(N) lying in B. We then
define the general discrepancy of the point set P for a nonempty family B of
Lebesgue-measurable subsets of [0, 1]q as
DN(B;P ) := sup
B∈B
∣∣∣∣A(B;P )N − λq(B)
∣∣∣∣ .
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This leads to the following notion of discrepancy, cf. Definition 2.1. in Niederreiter
(1992).
Definition 6.3.2. The star discrepancy D⋆N(P ) = D
⋆
N
(
x(1), . . . ,x(N)
)
of the point
set P is defined by D⋆N(P ) := DN(J ⋆;P ), where J ⋆ is the family of all subintervals
of [0, 1]q of the form
∏q
i=1[0, ui).
We can now state the well-known Hwlaka-Koksma inequality for multivariable
functions.
Lemma 6.3.3. If f has bounded variation VHK(f) on [0, 1]
q in the sense of Hardy
and Krause, then, for any x(1), . . . ,x(N) ∈ [0, 1]q, we have∣∣∣∣∣ 1N
N∑
i=1
f
(
x(i)
)− ∫
[0,1]q
f(u) du
∣∣∣∣∣ ≤ VHK(f)D⋆N (x(1), . . . ,x(N)) .
Now, we are in the position to prove Theorem 6.3.1.
Proof. The local alternative is given by
yk1,k2,k3 = fn (k1τ1, k2τ2, k3τ3) + εk1,k2,k3
with
fn(t, r2, r3) = f0(t, r2, r3) +
δ(t, r2, r3)
nβ
for β > 0. Our test statistic Fn(s, t, r2, r3) is therefore defined as
Fn(s, t, r2, r3) = √τ1τ2τ3
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
εk1,k2,k3ϕ (t− k1τ1, r2 − k2τ2, r3 − k3τ3)
+
√
τ1τ2τ3
nβ
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
δ(k1τ1, k2τ2, k3τ3)
ϕ (t− k1τ1, r2 − k2τ2, r3 − k3τ3)
=: T (1)n (s, t, r2, r3) + T
(2)
n (s, t, r2, r3).
T
(1)
n (s, t, r2, r3) equals Fn(s, t, r2, r3) under the null hypothesis which converges to
the process F(s, t, r2, r3) of Theorem 6.2.1 for n→∞.
By assumption on the sampling periods we obtain for the second process
T (2)n (s, t, r2, r3) =
1
nβ−3/2
1√
τ 1τ 2τ 3
τ 1τ 2τ 3
n3
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
δ
(
k1
τ 1
n
, k2
τ 2
n
, k3
τ 3
n
)
ϕ
(
t− k1 τ 1
n
, r2 − k2 τ 2
n
, r3 − k3 τ 3
n
)
+ o(1).
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We now fix β = 3/2 and set
ϕδ(t, r2, r3, z1, z2, z3) = δ(z1, z2, z3)ϕ(t− z1, r2 − z2, r3 − z3).
If we can show that
sup
s∈[s0,1]
sup
t∈[0,τ1],
r2∈[0,τ2],r3∈[0,τ3]
∣∣∣∣∣∣τ 1τ 2τ 3n3
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
ϕδ
(
t, r2, r3, k1
τ 1
n
, k2
τ 2
n
, k3
τ 3
n
)
−
∫ sτ1
0
∫ τ2
0
∫ τ3
0
ϕδ (t, r2, r3, z1, z2, z3) dz3dz2dz1
∣∣∣∣ (6.12)
tends to zero as n → ∞ the assertion follows, since uniform convergence always
implies convergence in the Skorohod topology, cf. Susbsection 2.4.1. In the follow-
ing we distinguish two cases dependent on whether δ(t, r2, r3) is continuous or of
bounded variation in the sense of Hardy and Krause.
If δ(t, r2, r3) is continuous we can proceed in an analogous way as in the proof of
Theorem 4.2.1 and directly obtain (6.12).
If δ(t, r2, r3) is of bounded variation in the sense of Hardy and Krause we proceed
as follows. Our aim is to apply the Hwlaka-Koksma inequality of Lemma 6.3.3.
As this inequality is formulated for integrals over the unit cube we first observe
that ∫ sτ1
0
∫ τ2
0
∫ τ2
0
ϕδ (t, r2, r3, z1, z2, z3) dz3dz2dz1
=
∫ 1
0
∫ 1
0
∫ 1
0
sτ 1τ 2τ 3ϕδ (t, r2, r3, sτ 1z1, τ 2z2, τ 3z3) dz3dz2dz1.
Moreover, if we put
(xk1 , xk2 , xk3) :=
(
k1τ 1
n
,
k2τ 2
n
,
k3τ 3
n
)
as well as
(x˜k1 , x˜k2 , x˜k3) :=
(
k1
ns
,
k2
n
,
k3
n
)
for (k1, k2, k3) ∈ {1, . . . , ⌊ns⌋} × {1, . . . , n} × {1, . . . , n} and s ≥ s0 > 0, we also
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obtain
τ 1τ 2τ 3
n3
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
ϕδ
(
t, r2, r3, k1
τ 1
n
, k2
τ 2
n
, k3
τ 3
n
)
=
1
n3
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
τ 1τ 2τ 3ϕδ (t, r2, r3, xk1 , xk2 , xk3)
=
1
sn3
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
sτ 1τ 2τ 3ϕδ (t, r2, r3, sτ 1x˜k1 , τ 2x˜k2 , τ 3x˜k3) .
Thus, we can reformulate (6.12) as
sup
s∈[s0,1]
sup
t∈[0,τ1],
r2∈[0,τ2],r3∈[0,τ3]
∣∣∣∣∣∣ 1sn3
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
sτ 1τ 2τ 3ϕδ (t, r2, r3, sτ 1x˜k1 , τ 2x˜k2 , τ 3x˜k3)
−
∫ 1
0
∫ 1
0
∫ 1
0
sτ 1τ 2τ 3ϕδ (t, r2, r3, sτ 1z1, τ 2z2, τ 3z3) dz3dz2dz1
∣∣∣∣ .
An upper bound for this expression without the suprema is∣∣∣∣∣∣ 1⌊ns⌋n2
⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
sτ 1τ 2τ 3ϕδ (t, r2, r3, sτ 1x˜k1 , τ 2x˜k2 , τ 3x˜k3)
−
∫ 1
0
∫ 1
0
∫ 1
0
sτ 1τ 2τ 3ϕδ (t, r2, r3, sτ 1z1, τ 2z2, τ 3z3) dz3dz2dz1
∣∣∣∣
+
∣∣∣∣∣∣
(
1
sn3
− 1⌊ns⌋n2
) ⌊ns⌋∑
k1=1
n∑
k2=1
n∑
k3=1
sτ 1τ 2τ 3ϕδ (t, r2, r3, sτ 1x˜k1 , τ 2x˜k2 , τ 3x˜k3)
∣∣∣∣∣∣
=: S1 + S2.
We first consider S2. As δ is of bounded variation in the sense of Hardy and Krause
and ϕ is continuous, they are also bounded such that ϕδ is bounded. Thus, for
some constant C ∈ R we have
S2 ≤ C⌊ns⌋n2
∣∣∣∣ 1⌊ns⌋n2 − 1sn3
∣∣∣∣ = C ∣∣∣∣1− ⌊ns⌋ns
∣∣∣∣ ≤ C (1− ns− 1ns
)
≤ C
ns0
which tends to zero as n → ∞, uniformly for all s ∈ [s0, 1] and (t, r2, r3) ∈
[0, τ 1]× [0, τ 2]× [0, τ 3].
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We now consider S1 and want to apply the Hwlaka-Koksma inequality to it. If we
put K := {1, . . . , ⌊ns⌋} × {1, . . . , n} × {1, . . . , n} and
D⋆Ns (x˜k1 , x˜k2 , x˜k3) := D
⋆
Ns ({(x˜k1 , x˜k2 , x˜k3) : (k1, k2, k3) ∈ K}) ,
where Ns = ⌊ns⌋n2, we obtain
S1 ≤ VHK
(
sτ 1τ 2τ 3ϕδ (t, r2, r3, sτ 1·, τ 2·, τ 3·) , [0, 1]3
)
D⋆Ns (x˜k1 , x˜k2 , x˜k3) . (6.13)
Now, in virtue of Theorem 5.1.3 (c), we can further estimate the variation by
VHK
(
sτ 1τ 2τ 3ϕδ (t, r2, r3, sτ 1·, τ 2·, τ 3·) , [0, 1]3
)
= sτ 1τ 2τ 3VHK (ϕδ (t, r2, r3, ·, ·, ·) , [0, sτ 1]× [0, τ 2]× [0, τ 3])
≤ τ 1τ 2τ 3VHK (ϕδ (t, r2, r3, ·, ·, ·) , [0, τ 1]× [0, τ 2]× [0, τ 3]) .
As by assumption δ(t, r2, r3) is of bounded variation in the sense of Hardy and
Krause, and we also have
sup
t∈[0,τ1],
r2∈[0,τ2],r3∈[0,τ3]
VHK(ϕ(t− ·, r2 − ·, r3 − ·)) <∞
by a similar argument as in Lemma 6.2.2, we obtain by Theorem 5.1.3 (a) that
also ϕδ(t, r2, r3, z1, z2, z3) is of bounded variation in the sense of Hardy and Krause
on [0, τ 1]× [0, τ 2]× [0, τ 3], uniformly in t, r2, r3, which finally implies
sup
s∈[s0,1]
sup
t∈[0,τ1],
r2∈[0,τ2],r3∈[0,τ3]
VHK
(
sτ 1τ 2τ 3ϕδ (t, r2, r3, sτ 1·, τ 2·, τ 3·) , [0, 1]3
)
<∞. (6.14)
Lastly, we have to calculate the discrepancy D⋆Ns (x˜k1 , x˜k2 , x˜k3) and show that it
tends to zero. As for arbitrary u1, u2, u3 ∈ [0, 1) we have ⌊nsu1⌋ points x˜k1 with
x˜k1 < u1, ⌊nu2⌋ points x˜k2 with x˜k2 < u2, and ⌊nu3⌋ points x˜k3 with x˜k3 < u3 we
obtain for the discrepancy
D⋆Ns (x˜k1 , x˜k2 , x˜k3) = sup
0≤u1,u2,u3<1
∣∣∣∣⌊nsu1⌋⌊nu2⌋⌊nu3⌋⌊ns⌋n2 − u1u2u3
∣∣∣∣
= sup
0≤u1,u2,u3<1
∣∣∣∣(nsu1 − ε1)(nu2 − ε2)(nu3 − ε3)− (ns− ε)n2u1u2u3(ns− ε)n2
∣∣∣∣
for appropriately chosen ε, ε1, ε2, ε3 ∈ [0, 1). This finally leads to
D⋆Ns (x˜k1 , x˜k2 , x˜k3) ≤
4n2 + 3n+ 1
(ns− 1)n2 ≤
4n2 + 3n+ 1
(ns0 − 1)n2 = O
(
1
n
)
, (6.15)
uniformly for all s ∈ [s0, 1]. Now, combining (6.14) and (6.15) with (6.13) it follows
that S1 → 0 as n→∞, uniformly in s, t, r2, r3. Thus, assertion (6.12) also follows
for the case that δ(t, r2, r3) is a function of bounded variation in the sense of Hardy
and Krause which finally completes the proof.
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Remark 6.3.4. The proof of Theorem 6.3.1 directly shows that T
(2)
n (s, t, r2, r3)→
0 for β > 3/2 as n → ∞ and that T (2)n (s, t, r2, r3) → ∞ for β < 3/2 as n → ∞.
This means that for β > 3/2 departures from the reference signal f0(t, r2, r3) are
impossible to detect while they can easily be detected for β < 3/2.
Similarly as above we obtain central limit theorems for our detectors, defined in
(6.3) and (6.4), under the alternative.
Corollary 6.3.5. Let the condition in (6.9) hold. Then, under the assumptions of
Theorem 6.3.1 we obtain the asymptotic distribution of the local and global maxi-
mum norm detector by replacing F(s, t, r2, r3) by F δ(s, t, r2, r3) in Corollary 6.2.5.
Remark 6.3.6. As already mentioned at the beginning of this section our results
also hold true if the nj, j = 1, 2, 3, differ. In this case the sampling model (6.10)
becomes
yi1,i2,i3 = fn1,n2,n3 (i1τ1, i2τ2, i3τ3) + εi1,i2,i3
with the true signal fn1,n2,n3(t, r2, r3) depending on the sample size (n1, n2, n3) and
fn1,n2,n3(t, r2, r3) → f0(t, r2, r3) as min1≤i≤3 ni → ∞. The local alternative in
(6.11) is then replaced by
fn1,n2,n3(t, r2, r3)− f0(t, r2, r3) =
δ(t, r2, r3)
nβ11 n
β2
2 n
β3
3
(6.16)
for some β1, β2, β3 > 0 and a deterministic nonzero function δ(t, r2, r3). The
assertion of Theorem 6.3.1 then holds true with β1 = β2 = β3 = 1/2.
Analogously to Remark 6.3.4 we obtain T
(2)
n (s, t, r2, r3)→ 0 for β1, β2, β3 > 1/2 (or
β1 > 1/2, β2 = β3 = 1/2, . . .) as min1≤i≤3 ni →∞ as well as T (2)n (s, t, r2, r3)→∞
for β1, β2, β3 < 1/2 (or β1 < 1/2, β2 = β3 = 1/2, . . .) as min1≤i≤3 ni →∞.
6.3.2 Random Disturbances
We now consider random disturbances, i.e. we require that our data obey the
model
yi1,i2,i3 = fn (i1τ1, i2τ2, i3τ3;ω) + εi1,i2,i3 (6.17)
where now fn(t, r2, r3;ω)→ f0(t, r2, r3) a.s. for all (t, r2, r3) ∈ [0, τ 1]×[0, τ 2]×[0, τ 3]
as n→∞. To be more precise, we require that
fn(t, r2, r3;ω)− f0(t, r2, r3) = ∆(t, r2, r3;ω)
nβ
(6.18)
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for β > 0, and ∆(t, r2, r3;ω) being a random function that is independent of the
random field {εi1,i2,i3}. Moreover, we assume that ∆(t, r2, r3;ω) 6= 0 a.s. We claim
that ∆(t, r2, r3;ω) meets the following assumption.
Assumption 3 (mvb): Let ∆(t, r2, r3;ω) be an a.s. nonzero random function
defined on [0, τ 1] × [0, τ 2] × [0, τ 3] × Ω that is independent of the random field
{εi1,i2,i3} and whose sample paths are
(a) continuous a.s. or
(b) of bounded variation in the sense of Hardy and Krause a.s.
Then we can describe the asymptotic behaviour of the statistic Fn(s, t, r2, r3) under
random local alternatives.
Theorem 6.3.7. Assume the sampling model in (6.17) with the local alternative
given in (6.18) where β = 3/2. Let Assumption 1 (mvb) hold and suppose that
either Assumption 3 (mvb) (a) and nτj → τ j, n→∞, j = 1, 2, 3, or Assumption 3
(mvb) (b) and nτj = τ j, j = 1, 2, 3, is satisfied. Then, we have
Fn(s, t, r2, r3)⇒ F∆(s, t, r2, r3),
as n→∞ for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ 1], r2 ∈ [0, τ 2] and r3 ∈ [0, τ 3].
The limit stochastic process F∆(s, t, r2, r3) is given by
F∆(s, t, r2, r3) := F(s, t, r2, r3) + 1√
τ 1τ 2τ 3
∫ sτ1
0
∫ τ2
0
∫ τ2
0
ϕ (t− z1, r2 − z2, r3 − z3)
∆(z1, z2, z3;ω) dz3dz2dz1.
Proof. The proof of this theorem is similar to the one of Theorem 6.3.1. As
∆(t, r2, r3;ω) meets Assumption 3 (mvb) (a) and (b), respectively, by the same
arguments as in the proof of Theorem 6.3.1 we get for β = 3/2 that
sup
s∈[s0,1]
sup
t∈[0,τ1],
r2∈[0,τ2],r3∈[0,τ3]
∣∣T (2)n (s, t, r2, r3)
− 1√
τ 1τ 2τ 3
∫ sτ1
0
∫ τ2
0
∫ τ2
0
ϕ (t− z1, r2 − z2, r3 − z3)∆(z1, z2, z3;ω) dz3dz2dz1
∣∣∣∣
tends to zero a.s. for n → ∞. Now the assertion follows, because by assumption
∆(t, r2, r3;ω) is independent of the random field {εi1,i2,i3} such that T (1)n (s, t, r2, r3)
and T
(2)
n (s, t, r2, r3) are independent as well. This completes the proof.
Remark 6.3.8. Remark 6.3.6 applies analogously to the situation with random
disturbances.
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6.4 Sufficient Conditions for Assumption 1 (mvb)
To obtain our convergence results in the previous sections, we needed an assump-
tion about the asymptotic distribution of the noise random field {εi1,i2,i3}, namely
that it is stationary and satisfies a functional central limit theorem.
For one-dimensional random fields, i.e. for time series, functional central limit theo-
rems are well-known and exist under several conditions concerning the stationarity
and dependence structure of the random variables. In this section we gather some
corresponding results for random fields in arbitrary higher dimensions under vari-
ous conditions. The amount of results in the literature is, however, not as rich as
for time series. We start with a functional central limit theorem for ϕ-mixing ran-
dom fields with time set Zq. Hence, we first have to define what ϕ-mixing means
in the context of random fields. These definitions are, however, in general not
unique. Here, we follow the explanations of Deo (1975); for a detailed overview of
the different notions of mixing for random fields we refer to the books of Doukhan
(1994) and Bradley (2005).
Now, let {ξn : n ∈ Zq} be a random field. For each j with 1 ≤ j ≤ q and for each
r ≥ 0, define the two σ-algebras A+(j; r) and A−(j; r) as
A+(j; r) := σ ({ξn1,...,nq : nj ≥ r, ni unrestricted for i 6= j})
and
A−(j; r) := σ ({ξn1,...,nq : nj ≤ r, ni unrestricted for i 6= j}) .
Moreover, for r ≥ 1 write
ϕ(j; r) := sup
{|P (B|A)− P (B)| : A ∈ A−(j; 0), B ∈ A+(j; r), P (A) > 0} (6.19)
and
ϕ(r) := max
1≤j≤q
ϕ(j; r). (6.20)
Putting ϕ(0) = 1, we can observe that {ϕ(r)} is a decreasing sequence of real
numbers, leading to the following definition of ϕ-mixing.
Definition 6.4.1. The random field {ξn : n ∈ Zq} is ϕ-mixing if ϕ(r) → 0 as
r →∞.
In the case that the random field is only defined for n ≥ 1, the supremum in
(6.19) is only taken over all sets A,B such that for some m ∈ N, A is in the σ-field
generated by {
ξn1,...,nq : 1 ≤ nj ≤ m,ni ≥ 1 for i 6= j
}
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and B is in the σ-field generated by{
ξn1,...,nq : nj ≥ m+ r, ni ≥ 1 for i 6= j
}
.
The definitions of ϕ(r) and ϕ-mixing then stay the same as above. Again, the
one-sided time set does not cause any problems as we can construct a random field
with time set Zq that has the same finite-dimensional distributions and the same
ϕ-values as the random field with time set Nq, cf. Deo (1975), pp. 708–709.
Next, for n ≥ 1 we define the partial sum as
Sn :=
∑
1≤j≤n
ξj .
Let |n| stand for the product n1 · . . . · nq and write n = (n1, . . . , nq)→∞ for
min
1≤i≤q
ni →∞.
Moreover, put γ(j) := E(ξ0ξj) for j ∈ Zq. Finally, set t = (t1, . . . , tq) ∈ [0, 1]q and
write
Xn(t) :=
1
(σ2|n|) 12
S⌊n1t1⌋,...,⌊nqtq⌋,
where
σ2 :=
∑
j∈Zq
γ(j). (6.21)
With these notations we can now formulate the functional central limit theorem
for ϕ-mixing random fields, cf. Theorem 1 in Deo (1975). Before we do so, we
want to state yet another lemma, that will be quite useful in finding a consistent
estimator for σ2.
Lemma 6.4.2. Let
∞∑
r=1
rq−1ϕ
1
2 (r) <∞. (6.22)
Then the following three assertions hold true.
(a)
∑
j∈Zq |γ(j)| <∞.
(b) |n|−1E (S2n)→ σ2 as n→∞.
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(c) |n|−1E (S2n) ≤ A(q, ϕ)E (ξ20) for all n ≥ 1, where
A(q, ϕ) := 1 + 2q
∞∑
r=1
(2r + 1)q−1ϕ
1
2 (r).
Theorem 6.4.3. Let {ξn : n ∈ Zq} be a strictly stationary, ϕ-mixing random
field with E(ξ0) = 0 and E (ξ
2
0
) <∞. Suppose that condition (6.22) holds and that
σ2 > 0. Then the net {Xn : n ≥ 1} of stochastic processes converges weakly, in
Dq, to the q-parameter Brownian motion.
Remark 6.4.4. Stationarity, ϕ-mixing and condition (6.22) are automatically ful-
filled, if the random field consists of independent and identically distributed (i.i.d.)
random variables. Thus, in the i.i.d. case we get the functional central limit theo-
rem under the sole assumptions that
E(ξ0) = 0, E
(
ξ2
0
)
<∞ and σ2 > 0,
see also Corollary 1 in Wichura (1969).
Further results on weak invariance principles for random fields include weakly sta-
tionary associated as well as weakly stationary α-mixing random fields, cf. Bulinski
and Kaene (1996), p. 2906, and Berkes and Morrow (1981), Theorem 1, respec-
tively. The latter obtain a strong approximation of the partial sum field by a
Brownian motion from which one can deduce a weak invariance principle quite
directly. Other results on functional central limit theorems for random fields in-
clude the ones of Wang and Woodroofe (2013), cf. Theorem 1.1, and El Machkouri
et al. (2013), cf. Theorem 2. These authors consider random fields of the form
Xi = g(εi−s; s ∈ Zq) where g is a measurable function and the {εj ; j ∈ Zq} are
i.i.d. random variables. El Machkouri et al. (2013) introduce the notion of a p-
stable random field and then obtain a weak invariance principle for the so-called
smoothed partial sum process.
6.5 Special Models for Assumption 1 (mvb)
In the previous section we gathered some sufficient conditions for Assumption 1
(mvb) to hold. These included the (weak or strict) stationarity of the underlying
random field as well as some mixing conditions. However, none of the q components
of the random field played a particular role in the presented functional central
limit theorems, i.e. the different components of the random field were symmetric
or exchangeable in that sense. But since we mainly need these random fields to
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model our three-dimensional noise process in (6.1) where one component represents
the time and the other two the location, the question arises whether it is possible
to emphasize the particular role of the time component by requiring different decay
rates or dependence structures for the different components of the random field. So
far there do not exist many results in the literature regarding this question. One
suggestion to deal with this problem is made in Bradley (2005), p. 223, and Bradley
and Tran (1999), p. 52, where the authors introduce the notion of a ‘nonisotropic’
strong mixing random field in two dimensions. This definition reads as follows.
Definition 6.5.1. Suppose r(1) := (r
(1)
1 , r
(1)
2 , . . .) and r
(2) := (r
(2)
1 , r
(2)
2 , . . .) are each
a nonincreasing sequence of nonnegative numbers, and they satisfy r
(1)
n → 0 and
r
(2)
n → 0 as n→∞. Let the dependence coefficient α be defined as in (4.7), i.e.
α(A,B) = sup
A∈A,B∈B
|P (A ∩ B)− P (A)P (B)|,
where A and B are two σ-fields. Suppose ξ := {ξi, i ∈ Z2} is a (not necessar-
ily stationary) random field. This random field ξ is said to satisfy ‘Hypothesis
H
(
r(1), r(2)
)
’ if the following two conditions are satisfied:
(i) For every integer L, every positive integer n, every nonempty set Γ ⊂ {. . . , L−
2, L − 1, L} × Z, and every nonempty finite set Λ ⊂ {L + n, L + n + 1, L +
n+ 2, . . .} × Z, one has that
α (σ(ξi, i ∈ Γ), σ(ξi, i ∈ Λ)) ≤ (card Λ)r(1)n .
(ii) For every integer L, every positive integer n, every nonempty set Γ ⊂ Z ×
{. . . , L − 2, L − 1, L}, and every nonempty finite set Λ ⊂ Z × {L + n, L +
n+ 1, L+ n+ 2, . . .}, one has that
α (σ(ξi, i ∈ Γ), σ(ξi, i ∈ Λ)) ≤ (card Λ)r(2)n .
Obviously, a random field satisfying Definition 6.5.1 has different mixing rates
along the different axis if the two sequences r(1) and r(2) have different orders of
convergence. The random field ξ is then said to satisfy a nonisotrophic mixing
condition. Moreover, we can directly transfer the idea of Definition 6.5.1 to the
definition of ϕ-mixing introduced in Section 6.4, as there the ϕ-mixing coefficients
are the maximum over all ‘one-dimensional’ ϕ-mixing coefficients, cf. (6.20). For
example, for a three-dimensional random field {ξi, i ∈ Z3} where the first compo-
nent represents the time and the other two the location we could request that
ϕ(1; r) = o
(
e−r
)
, ϕ(2; r) = ϕ(3; r) = o
(
1
r
)
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such that
ϕ(r) = max
1≤j≤3
ϕ(j; r) = o
(
1
r
)
.
For a random field with these ϕ-mixing coefficients the dependence in the time
domain would decay faster than in the spatial domain. Similarly, if we set for
example
ϕ(1; r) = o
(
1
r2
)
, ϕ(2; r) = ϕ(3; r) = o
(
1
r5
)
,
such that
ϕ(r) = max
1≤j≤3
ϕ(j; r) = o
(
1
r2
)
,
the dependence in the time domain would decay slower than in the spatial domain.
Furthermore, if we do not only want different decay rates for the different compo-
nents but also completely different measures of dependence, one could consider a
multiplicative model of the form
ξi1,i2,i3 := Zi1ηi2,i3 ,
where {Zi1} is a stationary time series that is supposed to be independent of
the stationary two-dimensional random field {ηi2,i3}. The asymptotic variance σ2
could then be factorized as
σ2 =
∑
i∈Z3
E (ξ0ξi) =
∑
i1∈Z
E (Z0Zi1)
∑
(i2,i3)∈Z2
E (η0,0ηi2,i3) =: σ
2
Zσ
2
η.
For the corresponding process considered in Assumption 1 (mvb) we would thus
obtain
1√
σ2n1n2n3
⌊n1t1⌋∑
i1=1
⌊n2t2⌋∑
i2=1
⌊n3t3⌋∑
i3=1
ξi1,i2,i3 =
1√
σ2Zn1
⌊n1t1⌋∑
i1=1
Zi1
1√
σ2ηn2n3
⌊n2t2⌋∑
i2=1
⌊n3t3⌋∑
i3=1
ηi2,i3 .
Now we could request different conditions for the partial sum process in the
time domain and for the one in the spatial domain to fulfill a functional cen-
tral limit theorem. Of course, the limit of the whole process would no longer
be a three-dimensional Brownian motion, but rather the product of a one- and a
two-dimensional Brownian motion so that Assumption 1 (mvb) would not exactly
be fulfilled. Nevertheless, similar theorems as the main ones of Section 6.2 and
Section 6.3 would still hold true, as the corresponding proofs could be completed
along the same lines as before.
Chapter 7
Estimation of the Asymptotic
Variance
In many practical applications the asymptotic variance σ2 of the random field in
Assumption 1 (mvb), defined as in (6.21), is unknown. Hence, we need to find a
consistent estimator for it.
In contrast to the time series literature where a lot of different approaches for the
estimation of the so-called long-run variance have been proposed like smoothing
window type estimators, cf. Liu and Wu (2010), or estimators based on batched
means, cf. Alexopoulos and Goldsman (2004) and Wu (2009), there do not exist
as many results on the estimation of the asymptotic variance for arbitrary random
fields with different dependence structures. Most of the existing results are moti-
vated from an economic point of view and concern the spatial heteroscedasticity
and autocorrelation consistent estimation of covariance matrices with applications
in two dimensions. Examples for this are the papers of Driscoll and Kraay (1998),
Conley (1999), Kelejian and Prucha (2007) as well as Kim and Sun (2011).
Driscoll and Kraay (1998) obtain consistent estimates of the (N × N) matrix of
cross-sectional correlations by averaging over the time dimension, i.e. they request
that the time dimension grows while the size of the cross-sectional dimension stays
fixed. They construct an estimator that relies on the standard Newey and West
estimator of the time series literature, see Newey and West (1987), and show that
it is robust to very general forms of spatial and temporal dependence as the time
dimension becomes large.
Kelejian and Prucha (2007) as well as Kim and Sun (2011) study spatial het-
eroscedasticity and autocorrelation consistent estimators of covariance matrices of
parameter estimators, where the spatial dependence is measured by an economic
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distance. If this economic distance dij,n between two units i and j is small these
units are highly dependent, if it is large, however, the units are nearly indepen-
dent. Examples for an economic distance include geographic distances as well as
transportation costs. Both papers also allow for errors in the measurement of
the distance. The main disadvantage is, however, that both papers focus on lin-
ear processes with i.i.d. innovations, including certain non-stationary models, but
excluding non-linear models.
A slightly different approach is the one of Conley (1999) who considers the es-
timation of the asymptotic variance for strictly stationary and α-mixing random
fields in two dimensions. He constructs an estimator as the weighted average of
products of the observations and finally shows its consistency.
However, none of these proposed estimators is directly applicable in our situation
and moreover, to the best of our knowledge, no other estimators of the asymptotic
variance exist for arbitrary stationary mixing random fields in q dimensions. In
the following we want to find such an estimator for the situation in Deo (1975),
i.e. for ϕ-mixing random fields.
The estimator that we will propose here is similar to the smoothing window type
estimator used for the estimation of the long-run variance of a time series. Thus,
fix j ∈ Zq and for m = mn ∈ Nq let wm(j) be weights that satisfy the following
assumptions.
(W1) wm(j)→ 1 as m→∞ for all j ∈ Zq.
(W2) |wm(j)| ≤ Cw <∞ independently of j and m.
The weights wm(j) can be chosen as the product of one-dimensional weights, i.e.
we can put
wm(j) :=
q∏
i=1
wmi(ji),
where the wmi(ji), 1 ≤ i ≤ q, are weights satisfying (W1) and (W2). Examples
for those weights are
wmi(ji) = 1−
ji
mi
for 1 ≤ i ≤ q,
which is known as Bartlett weight sequence, or
wmi(ji) =
1 + cos (piji/mi)
2
for 1 ≤ i ≤ q,
which is known as Tukey-Hanning weight sequence.
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7.1 An Estimator for σ2
Let {ξi} be a random field defined on Γn := {1, . . . , n1} × . . .× {1, . . . , nq}. For a
fixed j ∈ Zq define Γ˜n(j) := {i ∈ Γn : i+ j ∈ Γn} and put γ(j) := E(ξ0ξj). If we
write |j| ≤ m we mean that this inequality holds component-by-component, i.e.
that |ji| ≤ mi for 1 ≤ i ≤ q. Define
γ̂n(j) :=
1∣∣∣Γ˜n(j)∣∣∣
∑
i∈Γ˜n(j)
ξiξi+j , (7.1)
and set
σ̂2n :=
∑
|j|≤m
wm(j)γ̂n(j). (7.2)
The following theorem shows that the weak consistency of the estimator σ̂2n follows
under very few conditions.
Theorem 7.1.1. Let {ξi, i ∈ Γn} be a strictly stationary, ϕ-mixing random field
with E(ξ0) = 0 and E (ξ
4
0
) < ∞. Assume that condition (6.22) holds, i.e. that∑∞
r=1 r
q−1ϕ
1
2 (r) < ∞. Suppose that the weights wm(j) fulfill (W1) and (W2).
Furthermore, assume that
(m⋆)3
n⋆
= o(1),
where m⋆ := max1≤i≤qmi and n⋆ := min1≤i≤q ni. Then, the estimator σ̂
2
n is weakly
consistent, i.e.
σ̂2n
P→ σ2
as n→∞.
For the proof of this theorem we need the following lemma.
Lemma 7.1.2. Let {ξi, i ∈ Γn} be a strictly stationary, ϕ-mixing random field with
E (ξ4
0
) < ∞. Suppose that condition (6.22) holds, i.e. that ∑∞r=1 rq−1ϕ 12 (r) < ∞.
Fix j ∈ Zq. Then the random field
{
Yi(j), i ∈ Γ˜n(j)
}
, defined by
Yi(j) := ξiξi+j − E (ξ0ξj) , (7.3)
is as well a strictly stationary, ϕ-mixing random field with E (Y0(j)) = 0 and
E (Y 2
0
(j)) <∞. Moreover, we have
∞∑
r=1
rq−1ϕ
1
2
Y (j)(r) <∞, (7.4)
where ϕY (j) denote the ϕ-mixing coefficients of the random field
{
Yi(j), i ∈ Γ˜n(j)
}
.
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Proof. The stationarity of the random field {ξi, i ∈ Γn} directly implies the sta-
tionarity of
{
Yi(j), i ∈ Γ˜n(j)
}
, which on his part implies E (Y0(j)) = 0. Moreover,
we have
E
(
Y 2
0
(j)
)
= E (ξ0ξj − E (ξ0ξj))2 ≤ E
(
ξ2
0
ξ2j
) ≤ E (ξ4
0
)
,
where the last inequality follows by the Cauchy-Schwarz inequality and the sta-
tionarity of {ξi}. It remains to show that {Yi(j)} is ϕ-mixing and that the sum in
(7.4) is finite. For this purpose set j⋆ := max1≤i≤q |ji|. On the one hand we have
A−Y (j)(i; 0) = σ
({
Yn1,...,nq(j) : ni ≤ 0, nl unrestricted for l 6= i
})
= σ
({
ξn1,...,nqξn1+j1,...,nq+jq : ni ≤ 0, nl unrestricted for l 6= i
})
⊆ σ ({ξn1,...,nq : ni ≤ j⋆, nl unrestricted for l 6= i})
= A−ξ (i; j⋆).
On the other hand we have for r ≥ 0 that
A+Y (j)(i; r) = σ
({
Yn1,...,nq(j) : ni ≥ r, nl unrestricted for l 6= i
})
= σ
({
ξn1,...,nqξn1+j1,...,nq+jq : ni ≥ r, nl unrestricted for l 6= i
})
⊆ σ ({ξn1,...,nq : ni ≥ r − j⋆, nl unrestricted for l 6= i})
= A+ξ (i; r − j⋆).
If we now write ϕξ for the ϕ-mixing coefficients of the random field {ξi, i ∈ Γn},
and ϕY (j) for those of the random field
{
Yi(j), i ∈ Γ˜n(j)
}
, j ∈ Zq, by definition
of the ϕ-mixing coefficients we get
ϕY (j)(i; r) ≤ ϕξ(i; r − 2j⋆)
for r > 2j⋆ and thus
ϕY (j)(r) = max
1≤i≤q
ϕY (j)(i; r) ≤ max
1≤i≤q
ϕξ(i; r − 2j⋆) = ϕξ(r − 2j⋆) (7.5)
for r > 2j⋆. Hence, we obtain that {Yi(j)} is ϕ-mixing. Lastly, we have to show
that the sum in (7.4) is finite. We have
∞∑
r=1
rq−1ϕ
1
2
Y (j)(r) =
2j⋆∑
r=1
rq−1ϕ
1
2
Y (j)(r) +
∞∑
r=2j⋆+1
rq−1ϕ
1
2
Y (j)(r).
To show that the second sum is finite we can use inequality (7.5). We obtain
∞∑
r=2j⋆+1
rq−1ϕ
1
2
Y (j)(r) ≤
∞∑
r=2j⋆+1
rq−1ϕ
1
2
ξ (r − 2j⋆) =
∞∑
r=1
(r + 2j⋆)q−1 ϕ
1
2
ξ (r).
This shows the assertion as the last sum is finite by assumption (6.22) which
completes the proof.
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We are now able to prove Theorem 7.1.1.
Proof. Define
σ˜2n := E
(
σ̂2n
)
=
∑
|j|≤m
wm(j)γ(j).
We show that σ̂2n − σ˜2n P→ 0 and σ˜2n − σ2 → 0 as n→∞. We have
∣∣σ˜2n − σ2∣∣ =
∣∣∣∣∣∣
∑
|j|≤m
wm(j)γ(j)−
∑
j∈Zq
γ(j)
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∑
|j|≤m
(wm(j)− 1) γ(j)
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
|j|>m
γ(j)
∣∣∣∣∣∣
≤
∑
j∈Zq
|wm(j)− 1| |γ(j)|1{|j|≤m} +
∑
|j|>m
|γ(j)| .
Lemma 6.4.2 (a) ensures that the second sum converges to zero. For the first
summand this follows by dominated convergence. For j ∈ Zq let
fm(j) = |wm(j)− 1| |γ(j)|1{|j|≤m}.
Clearly, fm(j) → 0 for each fixed j ∈ Zq, as m → ∞, because wm(j) → 1 by
condition (W1). Moreover, by condition (W2),
|fm(j)| ≤ (Cw + 1) |γ(j)| =: g(j)
with
∑
j∈Zq |g(j)| < ∞ by Lemma 6.4.2 (a). Thus, the first summand also con-
verges to zero and hence we obtain σ˜2n − σ2 → 0.
We now show that σ̂2n − σ˜2n P→ 0. By the Markov inequality and the boundedness
of the weights wm(j) we obtain
P
(∣∣σ̂2n − σ˜2n∣∣ > ε) = P
∣∣∣∣∣∣
∑
|j|≤m
wm(j) (γ̂n(j)− γ(j))
∣∣∣∣∣∣ > ε

≤ 1
ε
∑
|j|≤m
|wm(j)|E |γ̂n(j)− γ(j)|
≤ Cw
ε
∑
|j|≤m
(
E |γ̂n(j)− γ(j)|2
)1/2
. (7.6)
Now, observe that
γ̂n(j)− γ(j) = 1∣∣∣Γ˜n(j)∣∣∣
∑
i∈Γ˜n(j)
ξiξi+j − E (ξ0ξj) = 1∣∣∣Γ˜n(j)∣∣∣
∑
i∈Γ˜n(j)
Yi(j)
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with Yi(j) defined in (7.3). Thus, we get
E |γ̂n(j)− γ(j)|2 = E
 1∣∣∣Γ˜n(j)∣∣∣
∑
i∈Γ˜n(j)
Yi(j)
2
=
1∣∣∣Γ˜n(j)∣∣∣
1∣∣∣Γ˜n(j)∣∣∣E
 ∑
i∈Γ˜n(j)
Yi(j)
2 .
For each j ∈ Zq we can now apply Lemma 6.4.2 (c) to the expectation of the
squared sum of the random field {Yi(j)} as condition (7.4) is fulfilled by Lemma 7.1.2.
This leads to
E |γ̂n(j)− γ(j)|2 ≤ 1∣∣∣Γ˜n(j)∣∣∣A
(
q, ϕY (j)
)
E
(
Y 2
0
(j)
)
≤
(
1 + 2q
∑∞
r=1(2r + 1)
q−1ϕ
1
2
Y (j)(r)
)
E(ξ4
0
)∣∣∣Γ˜n(j)∣∣∣ , (7.7)
where the last inequality is fulfilled by Lemma 7.1.2 and the definition of A(q, ϕ)
in Lemma 6.4.2 (c). Combining (7.6) with (7.7) we obtain
P
(∣∣σ̂2n − σ˜2n∣∣ > ε) ≤ Cwε E1/2(ξ40) ∑
|j|≤m
1 + 2q∑∞r=1(2r + 1)q−1ϕ 12Y (j)(r)∣∣∣Γ˜n(j)∣∣∣
1/2 .
(7.8)
Now, the aim is to further estimate this last sum. For that write
∞∑
r=1
(2r + 1)q−1ϕ
1
2
Y (j)(r) =
2j⋆∑
r=1
(2r + 1)q−1ϕ
1
2
Y (j)(r) +
∞∑
r=2j⋆+1
(2r + 1)q−1ϕ
1
2
Y (j)(r)
=: S1 + S2.
Since the ϕ-mixing coefficients are a decreasing sequence of real numbers with
ϕ(0) = 1, we obtain for S1 the inequality
S1 ≤
2j⋆∑
r=1
(2r + 1)q−1ϕ
1
2
Y (j)(0) =
2j⋆∑
r=1
(2r + 1)q−1 ≤ 2j⋆(4j⋆ + 1)q−1, (7.9)
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where again j⋆ := max1≤i≤q |ji| As the sum in (7.8) only ranges over j ∈ Zq with
|j| ≤m we know that j⋆ ≤ m⋆. This implies
S1 ≤ 2m⋆(4m⋆ + 1)q−1 ≤ c1(m⋆)q
for some finite constant c1 ∈ R depending only on the dimension q of the random
field. For the estimation of S2 we use again (7.5) and get
S2 ≤
∞∑
r=2j⋆+1
(2r + 1)q−1ϕ
1
2
ξ (r − 2j⋆)
=
∞∑
r=1
(2(r + 2j⋆) + 1)q−1ϕ
1
2
ξ (r) ≤ (4j⋆)q−1
∞∑
r=1
(2r + 2)q−1ϕ
1
2
ξ (r) (7.10)
for j⋆ ≥ 1. Since ∑∞r=1(2r + 2)q−1ϕ 12ξ (r) is finite by assumption, we can find a
constant c2 ∈ R such that for all |j| ≤m we have
S2 ≤ c2(m⋆)q−1.
Thus, altogether we obtain
∞∑
r=1
(2r + 1)q−1ϕ
1
2
Y (j)(r) ≤ c3(m⋆)q (7.11)
for c3 ∈ R.
Finally, observe that∣∣∣Γ˜n(j)∣∣∣ ≥ q∏
i=1
(ni − j⋆) ≥
q∏
i=1
(n⋆ −m⋆) = (n⋆ −m⋆)q (7.12)
for all j ∈ Zq with |j| ≤m.
If we now combine (7.11) and (7.12) with (7.8) we get
P
(∣∣σ̂2n − σ˜2n∣∣ > ε) ≤ Cwε (E(ξ0)4)1/2 ∑
|j|≤m
(
1 + 2qc3(m
⋆)q
(n⋆ −m⋆)q
)1/2
≤ Cw
ε
(
E(ξ0)
4
)1/2( q∏
i=1
(2mi + 1)
)(
1 + 2qc3(m
⋆)q
(n⋆ −m⋆)q
)1/2
.
As
q∏
i=1
(2mi + 1) ≤ (2m⋆ + 1)q ≤ c5(m⋆)q
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for some c5 ∈ R, we can find a constant C ∈ R such that
P
(∣∣σ̂2n − σ˜2n∣∣ > ε) ≤ C ( (m⋆)3n⋆ −m⋆
)q/2
= C
(
n⋆
(m⋆)3
− 1
(m⋆)2
)−q/2
.
The last expression tends to zero for n→∞ since by assumption
(m⋆)3
n⋆
= o(1).
We obtain σ̂2n − σ˜2n P→ 0, which completes the proof.
The following theorem shows that σ̂2n is even an L2-consistent estimator.
Theorem 7.1.3. Let the conditions of Theorem 7.1.1 be satisfied. Then
E
[(
σ̂2n − σ2
)2]→ 0
as n→∞.
Proof. We have
E
[(
σ̂2n − σ2
)2]
= Var
(
σ̂2n
)
+ Bias2
(
σ̂2n
)
,
where Bias2 (σ̂2n) = σ˜
2
n − σ2 → 0 as n → ∞ by the proof of Theorem 7.1.1. For
the variance we obtain by using the Cauchy-Schwarz inequality and the uniform
boundedness of the weights wm(j) that
Var
(
σ̂2n
)
= E
∑
|j|≤m
wm(j) (γ̂n(j)− γ(j))
2
≤ E
∑
|j|≤m
w2m(j) (γ̂n(j)− γ(j))2
∑
|j|≤m
1

≤ c1(m⋆)q
∑
|j|≤m
E
[
(γ̂n(j)− γ(j))2
]
(7.13)
for some constant c1 ∈ R. Moreover, by the proof of Theorem 7.1.1 we have∑
|j|≤m
E
[
(γ̂n(j)− γ(j))2
] ≤ c2(m⋆)q (m⋆)q
(n⋆ −m⋆)q (7.14)
7.1 An Estimator for σ2 81
for some constant c2 ∈ R. By combining (7.13) with (7.14) we finally obtain
Var
(
σ̂2n
) ≤ C ( (m⋆)3
n⋆ −m⋆
)q
for C ∈ R. As the last expression tends to zero by assumption this completes the
proof.
A direct consequence of Theorem 7.1.1 about the consistency of the autocovariance
estimator defined in (7.1) is the following corollary.
Corollary 7.1.4. Let the conditions of Theorem 7.1.1 hold. Then, the estimator
γ̂n(j) defined in (7.1) as
γ̂n(j) :=
1∣∣∣Γ˜n(j)∣∣∣
∑
i∈Γ˜n(j)
ξiξi+j
is an L2- and thus also weakly consistent estimator of the autocovariance γ(j) for
each j ∈ Zq.
Proof. The proof is a direct consequence of the proof of Theorem 7.1.1. If we
combine (7.7) with (7.9) and (7.10) and use the fact that |Γ˜n(j)| ≥ (n⋆ − j⋆)q for
each j ∈ Zq we directly obtain
E |γ̂n(j)− γ(j)|2 ≤ C (j
⋆)q
(n⋆ − j⋆)q
for some C ∈ R. Thus, the assertion follows.
If we fix one component of the random field, we obtain a random field with (q−1)-
dimensional time-set. The question arises whether it is possible to estimate the
asymptotic variance of this lower-dimensional random field with a similar estimator
to σ̂2n without any further assumptions. Because of the stationarity of the random
field we can assume without loss of generality that i1 = 1, i.e. we now consider
{ξi, i ∈ Γ1n}, where Γ1n := {1} × {1, . . . , n2} × . . . × {1, . . . , nq}. Define j1 :=
(0, j2, . . . , jq) ∈ Zq. Analogously as before we put Γ˜1n(j1) := {i ∈ Γ1n : i+ j1 ∈ Γ1n}
and
γ̂1n(j
1) :=
1∣∣∣Γ˜1n(j1)∣∣∣
∑
i∈Γ˜1n(j
1)
ξiξi+j1 ,
and finally set
σ̂2n,1 :=
∑
|j1|≤m
wm(j
1)γ̂1n(j
1).
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The following corollary shows that the weak consistency of the estimator σ̂2n,1 for
σ21 :=
∑
j1∈Zq
E (ξ0ξj1)
follows under the conditions of Theorem 7.1.1.
Corollary 7.1.5. Let {ξi, i ∈ Γ1n} be a random field satisfying the assumptions of
Theorem 7.1.1. Then the estimator σ̂2n,1 is weakly consistent, i.e.
σ̂2n,1
P→ σ21
as n→∞.
Proof. The proof is a direct consequence of the proof of Theorem 7.1.1.
7.2 An Improved Estimator for σ2
As the simulation studies in Section 8.1 will show, the root mean square error
(RMSE) of the variance estimator σ̂2n increases quite fast for larger values of m.
Moreover, the smallest possible RMSE in most situations is still quite high. This
problem often appears when a lot of ‘zeros’ have to be estimated, which is the
case when the dependencies of the random field are only weak, i.e. when the
autocovariances decrease fast or especially when they are equal to zero for j outside
a hypercube. This estimation of ‘zeros’ worsens the RMSE a lot, but does not
significantly reduce the bias either.
These facts motivate us to propose a further estimator for σ2, where the idea is to
cut off small values of γ̂n(j). This leads to the following estimator σ̂
2
n,c, defined as
σ̂2n,c :=
∑
|j|≤m
wm(j)γ̂n(j)1{|γ̂n(j)|>cn(j)}, (7.15)
where cn(j) is a convergent sequence for each j ∈ Zq, see below. The next theorem
states some sufficient conditions for σ̂2n,c to be weakly consistent.
Theorem 7.2.1. Under the conditions of Theorem 7.1.1 and if for each j ∈ Zq,
cn(j) → c(j) for n → ∞ with c(j) < |γ(j)|, then σ̂2n,c defined as in (7.15) is a
weakly consistent estimator for σ2.
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Proof. We show that |σ̂2n − σ̂2n,c| → 0 in probability and then the assumption
follows with Theorem 7.1.1. First, we have
|σ̂2n − σ̂2n,c| ≤
∣∣∣∣∣∣
∑
|j|≤m
wm(j) (γ̂n(j)− γ(j))
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
|j|≤m
wm(j)
(
γ(j)− γ(j)1{|γ̂n(j)|>cn(j)}
)∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
|j|≤m
wm(j) (γ(j)− γ̂n(j))1{|γ̂n(j)|>cn(j)}
∣∣∣∣∣∣ =: I1 + I2 + I3.
Analogously to the proof of Theorem 7.1.1 we directly obtain I1
P→ 0 and I3 P→ 0
for n→∞ (cf. (7.6)), so we only have to consider I2. With the Markov inequality
we obtain
P (|I2| > ε) = P
∣∣∣∣∣∣
∑
|j|≤m
wm(j)γ(j)
(
1− 1{|γ̂n(j)|>cn(j)}
)∣∣∣∣∣∣ > ε

≤ 1
ε
∑
|j|≤m
|wm(j)||γ(j)|E
∣∣1− 1{|γ̂n(j)|>cn(j)}∣∣
≤ Cw
ε
∑
j∈Zq
|γ(j)|P (|γ̂n(j)| ≤ cn(j))1{|j|≤m} = Cw
ε
∑
j∈Zq
fn(j)
with
fn(j) := |γ(j)|P (|γ̂n(j)| ≤ cn(j))1{|j|≤m}.
We now want to apply the dominated convergence theorem. As |fn(j)| ≤ |γ(j)|
with
∑
j∈Zq |γ(j)| <∞ by Lemma 6.4.2 (a) we already have a convergent majorant
and only have to show that |fn(j)| → 0 for all j ∈ Zq as n→∞. This means that
we have to show that P (|γ̂n(j)| ≤ cn(j)) → 0 for all j ∈ Zq as n → ∞. Hence,
observe that by Corollary 7.1.4 and the assumptions of this theorem we have
Xn := |γ̂n(j)| − cn(j)→ |γ(j)| − c(j) =: X
in probability. This implies the convergence in distribution, i.e. if FXn denotes the
distribution function of Xn and FX the one of X, we have
P (|γ̂n(j)| ≤ cn(j)) = P (Xn ≤ 0) = FXn(0)→ FX(0),
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as n→∞, if zero is a continuity point of FX . But since
FX(x) =
{
0, x < |γ(j)| − c(j)
1, x ≥ |γ(j)| − c(j)
and c(j) < |γ(j)| by assumption this is fulfilled. Moreover, the last inequality also
implies that FX(0) = 0. Thus we have P (|γ̂n(j)| ≤ cn(j)) → 0 for all j ∈ Zq as
n→∞ which completes the proof.
Chapter 8
Simulations
In this chapter we show some simulation results of the presented methods. We
start with an extensive analysis of the variance estimators of Chapter 7. Next,
we describe how to estimate certain unknown tuning parameters of these estima-
tors via subsampling and present some corresponding simulation results as well.
Finally, we simulate the whole detection procedure of Chapter 6, including an
analysis of the error rates and a power study.
8.1 Simulation Results for the Variance Estima-
tors
In this section we present some simulation results for the two variance estimators
σ̂2n and σ̂
2
n,c that we investigated in Chapter 7. We focus our attention on different
models for two- and three-dimensional random fields. These models include a
certain class of spatial moving average and autoregressive models that represent
the different dependence structures of the underlying random fields for which we
want to analyse the estimators. More advanced models that are classical in time
series analysis also exist for random fields, but these are in general not stationary,
cf. Anselin (2001). Hence, they are not considered here as they do not fulfill the
assumptions of the theorems of Chapter 7. Moreover, we conduct both estimators
for different weighting functions and different values of m and n and analyse the
resulting behaviour of the root mean square error (RMSE) and the bias. Finally,
we also analyse the second estimator dependent on the sequence cn(j).
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8.1.1 Spatial Moving Average Models of Order One in Two
Dimensions
The first model for the random field for which we want to analyse the behaviour of
the estimators is a spatial moving average model of order one in two dimensions.
For that, take i.i.d. innovations ηi,j with ηi,j ∼ N (0, 1) for all i and j and define
(M1) εi,j := a1ηi−1,j−1 + a2ηi−1,j + a3ηi−1,j+1 + a4ηi,j−1 + a5ηi,j
+ a6ηi,j+1 + a7ηi+1,j−1 + a8ηi+1,j + a9ηi+1,j+1
with real weights ak, k = 1, . . . , 9. Thus, in this model, the observation εi,j does
not only depend on ηi,j alone, but also on all its direct spatial neighbours. We first
take a5 = 1 and ak = 0.3 for k 6= 5 which models a rather weak dependence of εi,j
on the innovations around ηi,j.
We can now calculate the theoretical asymptotic variance as follows. If we write
a = (a1, . . . , a9)
′ for the column vector with the weights ak, k = 1, . . . , 9, and
ηi,j = (ηi−1,j−1, ηi−1,j , ηi−1,j+1, ηi,j−1, ηi,j , ηi,j+1, ηi+1,j−1, ηi+1,j , ηi+1,j+1)
′
for the column vector with the innovation ηi,j and all the innovations that are
located around it, we can rewrite (M1) as scalar product of the vectors a and ηi,j,
i.e. as εi,j = a
′ηi,j. Thus, we obtain
σ2 =
∑
(h1,h2)∈Z2
E (ε0,0εh1,h2) =
∑
(h1,h2)∈Z2
E ((a′η0,0)(a
′ηh1,h2))
=
∑
(h1,h2)∈Z2
E
(
(a′η0,0)(η
′
h1,h2
a)
)
=
9∑
i,j=1
aiajVar (η0,0) =
9∑
i,j=1
aiaj, (8.1)
as only 92 = 81 summands in the above sum over (h1, h2) ∈ Z2 are non-zero,
namely one for each combination of ai and aj, i, j = 1, . . . , 9. For our concrete
vector a one can thus calculate that the theoretical variance is σ2 = 11.56.
Now, recall that the estimator for the asymptotic variance was defined as
σ̂2n =
∑
|j|≤m
wm(j)γ̂n(j),
where γ̂n(j) is an estimator for the autocovariances with lag j. We choose the
weights wm(j) as the product of one-dimensional weights, i.e. we put
wm(j) =
2∏
i=1
wmi(ji),
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where we take the wmi(ji), 1 ≤ i ≤ 2, either as constant weights (CW) with
wmi(ji) = 1, 1 ≤ i ≤ 2, or as the Quadratic Spectral weight sequence (QS), i.e.
wmi(ji) =
25
12pi2
(
j
(i)
m
)2
(
sin(6pij
(i)
m /5)
6pij
(i)
m /5
− cos(6pij(i)m /5)
)
for 1 ≤ i ≤ 2 and j(i)m = ji/(mi + bw), where bw is a bandwidth parameter that
still has to be chosen. In one dimension Andrews (1991) could show that the
QS kernel with a properly chosen bandwidth bw is the best with respect to the
asymptotic MSE for a wide class of estimators for which (7.2) is a generalization
to higher dimensions, see Theorem 2 in Andrews (1991). In his simulation studies,
however, he could also show that in many situations the constant weights lead to
more efficient estimates than the quadratic spectral weights. The disadvantage of
the constant weights, however, is that in contrast to the QS weights they do not
necessarily generate nonnegative variance estimates.
Now, we first consider a random field of size (30,40) and calculate our estimator
in (7.2) for several values of m = (m1,m2) ∈M2 with
M2 := {(m1,m2) ∈ {0, . . . , 29}2 : m1 = m2}
∪ {(1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (6, 7), (10, 13), (15, 20)}. (8.2)
Note, that M2 mainly consists of pairs with equal components. These pairs are
quite natural choices for m, as (M1) is a symmetric model where the influence of
the innovations around ηi,j on εi,j is the same in both directions. Nevertheless, we
also consider some pairs where the components differ, including the cases (10,13)
and (15,20) which correspond to a third and a half of the random field of size
(30,40), respectively.
The first table shows the values of the estimator and its RMSE for selected choices
of m ∈M2 for the constant kernel for 10000 repetitions.
m (0,0) (1,1) (2,2) (3,3) (4,4)
Mean(σ̂2n) 1.7217 8.6957 11.5924 11.5879 11.5588
RMSE(σ̂2n) 9.8391 2.9996 1.8478 2.8328 3.8371
m (5,5) (6,6) (7,7) (8,8) (9,9)
Mean(σ̂2n) 11.5290 11.5233 11.5297 11.5304 11.5165
RMSE(σ̂2n) 4.8846 5.9867 7.1408 8.3481 9.5736
Table 8.1: Simulation results for (M1) for different values of m for n = (30,40) with
constant kernel.
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Figure 8.1: Optimal RMSE and corresponding bias of (M1) with QS kernel and different
bandwidths bw.
Table 8.1 shows that the RMSE, seen as a function ofm, is convex with a minimum
in m = (2,2), which corresponds to the greatest lag for which the theoretical
autocovariance in (M1) is non-zero. We also see, that for values of m greater
than (2,2) the RMSE increases quite fast while the bias does not vary much. This
implies that the variance increases.
Next, we also want to calculate our estimator for the QS kernel, for which we
still have to choose the bandwidth parameter bw which we take the same in all
dimensions. We want to choose this parameter in such a way that the RMSE
gets as small as possible. Figure 8.1 shows for different values of bw the optimal
RMSE with respect to m (i.e. when m ranges over the values of M2) and the
corresponding bias. To abbreviate the notation we write m + bw for (m1,m2) +
(bw, bw). We see that the smallest RMSE is achieved for bw = 6.4 which corresponds
to m = (2,2). Thus, we fix the bandwidth with this value to see how it behaves
in other scenarios. Furthermore, we can also see that for bw ≥ 4 the RMSE stays
nearly fixed such that different choices of bw near the optimal one would lead to
nearly as good estimates as the optimal bandwidth bw = 6.4. The jags in the bias
for small choices of the bandwidth parameter arise from the fact, that we allow
m to range over all values of M2. A jag occurs, when the value of m, for which
the smallest RMSE is attained, changes. For example, for bw = 0 the optimal m
is (4,5) whereas for bw ≥ 2.3 it is (2,2), which is again the greatest lag for which
the theoretical autocovariance in (M1) is non-zero. For 0 < bw ≤ 2.3 the optimal
value of m varies.
8.1 Simulation Results for the Variance Estimators 89
Table 8.2 shows the values of the estimator and its RMSE in the above scenario
of (M1) for selected choices of m for the QS kernel with bw = 6.4 for 10000
repetitions.
m (0,0) (1,1) (2,2) (3,3) (4,4)
Mean(σ̂2n) 1.7217 8.4380 11.1120 11.2030 11.2502
RMSE(σ̂2n) 9.8391 3.2388 1.7793 2.5630 3.3187
m (5,5) (6,6) (7,7) (8,8) (9,9)
Mean(σ̂2n) 11.2799 11.3132 11.3471 11.3741 11.3899
RMSE(σ̂2n) 4.0534 4.7795 5.4992 6.2172 6.9214
Table 8.2: Simulation results for (M1) for different values of m for n = (30,40) with QS
kernel and bw = 6.4.
The smallest RMSE is now 1.7793 and again achieved for m = (2,2). Similar as
in Table 8.1 the RMSE increases for values of m greater than (2,2), but not as
rapidly as shown in Table 8.1. Thus, we see that in this scenario the QS kernel
with a reasonably chosen bandwidth is nearly 4% more efficient than the constant
kernel which is in accordance with the simulation results in Andrews (1991).
Table 8.3 shows how the optimal RMSE, dependent on m ∈ M2, and the corre-
sponding mean change when we consider larger random fields. As bandwidth for
the QS kernel we choose again bw = 6.4.
n (30,40) (60,80) (120,160)
Mean(σ̂2n) (CW) 11.5924 11.5639 11.5589
RMSE(σ̂2n) (CW) 1.8478 0.9107 0.4580
m (CW) (2,2) (2,2) (2,2)
Mean(σ̂2n) (QS) 11.1120 11.0855 11.0806
RMSE(σ̂2n) (QS) 1.7793 0.9729 0.6420
m (QS) (2,2) (2,2) (2,2)
Table 8.3: Simulation results for (M1) for different values of n for both kernels and
bw = 6.4.
As could be expected, we see that the RMSE strongly improves for both kernels
when the size of the random field becomes larger. However, as we do not adapt our
bandwidth bw to the larger sample sizes in the case of a QS kernel, the constant
kernel is now advantageous regarding the RMSE.
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Figure 8.2: Optimal RMSE and corresponding bias of (M1) with constant kernel.
As this simulation study shows, the smallest RMSE is still quite high and what
is even more problematic, the RMSE depends a lot on the proper choice of m.
As already explained in the motivation for the improved variance estimator, this
problem often appears when a lot of ‘zeros’ have to be estimated. This is the case
here, as the dependencies of the random field are only weak, i.e. the autocovariances
equal zero for |j| > 2. This estimation of ‘zeros’ worsens the RMSE a lot. That is
why we now want to investigate the behaviour of the improved variance estimator
σ̂2n,c that was defined as
σ̂2n,c =
∑
|j|≤m
wm(j)γ̂n(j)1{|γ̂n(j)|>cn(j)}.
For that we need to choose an appropriate cutting rule cn(j). Here, we focus our
attention on rules of the form
cn(j) :=
(√
j21 + j
2
2
)α
n1n2
− δ (8.3)
with α ≥ 0 and δ = 0.0001. For this rule we have cn(j) → −δ =: c(j) for all
j ∈ Z2 and n → ∞, such that the condition c(j) < |γ(j)| of Theorem 7.2.1 is
fulfilled in any case. The parameter α is a further tuning parameter that we want
to choose in such a way that the RMSE of σ̂2n,c attains the smallest possible value
when m ranges again over the values of M2. The situation that we investigate
is still the same as before, the spatial moving average model (M1) with weights
a5 = 1 and ai = 0.3 for i 6= 5.
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Figure 8.3: Optimal RMSE and corresponding bias of (M1) with QS kernel and band-
width bw = 6.4.
Figures 8.2 and 8.3 show for both weighting schemes the curves of the optimal
RMSE and the corresponding bias as a function of α. We can see that the curves
of the RMSE and the bias are very similar to each other. If α is too small the
cutting rules cn(j) do not lead to an improvement of the optimal RMSE. However,
for α ∈ [5.0, 6.2] and constant weights, and for α ∈ [5.6, 6.0] and QS weights, one
has slight improvements of the best possible RMSE. Here the optimal choice for α
is α = 5.8 for both kernels. If α > 6.2 and α > 6.0 respectively the best possible
RMSE gets worse than without cutting. The jags in the bias arise again from the
fact that we do not fix m but allow it to vary over M2. A jag occurs when the
value of m for which the optimal RMSE is attained changes.
We can, however, more easily see the advantages of the estimator σ̂2n,c over σ̂
2
n
when we inspect tables similar to 8.1 and 8.2, but with σ̂2n replaced by σ̂
2
n,c and
a cutting rule of the form (8.3) with α = 5.8. Tables 8.4 and 8.5 show that the
RMSE for both kernels levels off at approximately 1.76, which is in both cases
an improvement of the RMSE of the estimator without cutting rule, though this
improvement is higher for the estimator with constant weights. This shows that the
proper choice of m is now a lot less important than before, since now each choice
of m, that is greater or equal than the greatest lag j for which the theoretical
autocovariances are non-zero, leads to nearly the same RMSE. If we had chosen a
different α than the optimal one, but one close to it, we would not have improved
the best RMSE, but nevertheless the effect for m greater than (2,2) would have
been the same.
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m (0,0) (1,1) (2,2) (3,3) (4,4) (5,5)
Mean(σ̂2n,c) 1.7217 8.6957 11.1815 11.1815 11.1815 11.1815
RMSE(σ̂2n,c) 9.8391 2.9996 1.7597 1.7597 1.7597 1.7597
Table 8.4: Simulation results for (M1) for different values of m for n = (30,40) with
constant kernel and α = 5.8.
m (0,0) (1,1) (2,2) (3,3) (4,4) (5,5)
Mean(σ̂2n,c) 1.7217 8.4380 10.7599 10.8431 10.9041 10.9500
RMSE(σ̂2n,c) 9.8391 3.2388 1.8038 1.7867 1.7768 1.7707
m (10,10) (15,15) (20,20) (25,25) (29,29)
Mean(σ̂2n,c) 11.0688 11.1152 11.1379 11.1506 11.1572
RMSE(σ̂2n,c) 1.7610 1.7596 1.7593 1.7593 1.7594
Table 8.5: Simulation results for (M1) for different values of m for n = (30,40) with QS
kernel, bw = 6.4 and α = 5.8.
Table 8.6 summarizes for different sizes of the random field the best possible RMSE,
the corresponding mean and the m for which it is attained for both kernels with
α = 5.8 and bw = 6.4. If we compare this table with Table 8.3, we see that the
RMSE of the estimator with the cutting rule also improves for greater sample sizes
when we use the QS kernel. If we use constant weights this is not the case, but we
still have the stabilization of the RMSE for great values of m.
n (30,40) (60,80) (120,160)
Mean(σ̂2n,c) (CW) 11.1815 11.4657 11.5588
RMSE(σ̂2n,c) (CW) 1.7597 0.9499 0.4581
m (CW) (2,2) (2,2) (2,2)
Mean(σ̂2n,c) (QS) 11.1438 11.4181 11.5136
RMSE(σ̂2n,c) (QS) 1.7593 0.9559 0.5152
m (QS) (22,22) (20,20) (21,21)
Table 8.6: Simulation results for (M1) for different values of n for both kernels and
α = 5.8 and bw = 6.4.
We can observe a further interesting fact by inspecting Table 8.7. We have already
obtained the results of the last two columns of Table 8.7 before. What is new
now are the results of the first column. If we take bw = 0 and thus have j
(i)
m =
ji/mi, i = 1, 2, as argument in the QS kernel, the smallest RMSE, that is attained
for a random field of size (30,40) in model (M1), is 2.4996 for m = (4,5). If we
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now optimize the cutting rule (8.3) to this situation as above, we obtain again
α = 5.8 as the best value for α. This leads to a smallest possible RMSE of 1.7593
for m = (28,28). Thus we see that the estimator σ̂2n,c with α = 5.8 and a QS
kernel with bandwidth bw = 0 leads to a smaller RMSE than the estimator σ̂
2
n
with a QS kernel and bandwidth bw = 6.4 or than the estimator σ̂
2
n with constant
weights and to an equally good RMSE if we further use the cutting rule. Similar
observations also hold true for larger sample sizes.
kernel QS, bw = 0 QS, bw = 6.4 CW
RMSE(σ̂2n) 2.4996 1.7793 1.8478
bias(σ̂2n) -1.5802 -0.4480 0.0324
m (4,5) (2,2) (2,2)
RMSE(σ̂2n,c) 1.7593 1.7593 1.7597
bias(σ̂2n,c) -0.4173 -0.4162 -0.3785
m (28,28) (22,22) (2,2)
impr.(%) 29.62 1.12 4.76
Table 8.7: Simulation results of both estimators for (M1) for both kernels and different
bandwidths and α = 5.8.
Finally, we also want to investigate the behaviour of both estimators for both
kernels for different sample sizes when we choose different weights for ak. So in
the following let a5 = 1 and ak = a for k 6= 5. We again fix α = 5.8 and bw = 6.4.
This time we do not only calculate the optimal RMSE (denoted by RMSEopt), the
corresponding bias and the value of m for which RMSEopt is attained, but also
the quotient RMSE29/RMSEopt, where RMSE29 is the RMSE of the estimator for
m = (29,29). This is to get an impression of how much the RMSE can vary when
we choosem too large in the case that we do not use a cutting rule. Tables 8.8-8.11
show the corresponding simulation results.
The four tables show that both kernels compete reasonably well with each other.
The estimator σ̂2n with a QS kernel, for example, ranges from being 6% less efficient
to 4% more efficient than the estimator σ̂2n with a constant kernel in the case of
a random field of size (30,40) with different weights a. Similar observations hold
true for the other cases. In some scenarios the best possible RMSE of σ̂2n,c is worse
than the one for σ̂2n as we do not vary the value of α, but keep it fix as α = 5.8
which was the value of α adapted to the situation n = (30,40) with ak = 0.3 for
k 6= 5. However, the main advantage of the estimator σ̂2n,c has again to be seen in
the fact that it stabilizes the RMSE for values of m greater than (2,2). This can
be seen by the fact that for σ̂2n,c the quotient RMSE29/RMSEopt is close to one
in all cases. For example, for n = (30,40), ak = 0.7 for k 6= 5, and the constant
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weights a 0.01 0.1 0.3 0.5 0.7 0.9
σ2 1.1664 3.24 11.56 25 43.56 67.24
RMSEopt (CW) 0.1367 0.4272 1.8478 3.9033 6.7235 10.3083
bias (CW) -0.0015 -0.3154 0.0324 0.0681 0.1171 0.1792
m (CW) (1,1) (1,1) (2,2) (2,2) (2,2) (2,2)
RMSE29/RMSEopt 54.5744 42.6213 33.1515 33.4509 33.6324 33.7522
RMSEopt (CW, cut) 0.1367 0.4272 1.7597 3.9650 6.8246 10.3694
bias (CW, cut) -0.0015 -0.3154 -0.3785 -0.3899 -0.0901 0.0933
m (CW, cut) (1,1) (1,1) (2,2) (2,2) (2,2) (2,2)
RMSE29/RMSEopt 1.1185 1.0494 1.0000 1.0127 1.1006 1.2141
Table 8.8: Simulation results for (M1) for constant kernel, n = (30,40), α = 5.8, and
different weights a.
weights a 0.01 0.1 0.3 0.5 0.7 0.9
σ2 1.1664 3.24 11.56 25 43.56 67.24
RMSEopt (CW) 0.0675 0.2663 0.9107 1.9254 3.3176 5.0872
bias (CW) -0.0027 -0.1780 0.0039 0.0075 0.0124 0.0188
m (CW) (1,1) (1,2) (2,2) (2,2) (2,2) (2,2)
RMSE29/RMSEopt 26.6969 18.3146 18.8882 19.2586 19.4453 19.5576
RMSEopt (CW, cut) 0.0675 0.2619 0.9499 1.9331 3.3185 5.0873
bias (CW, cut) -0.0027 -0.0716 -0.0943 0.0008 0.0117 0.0187
m (CW, cut) (1,1) (2,2) (2,2) (2,2) (2,2) (2,2)
RMSE29/RMSEopt 1.3856 1.0000 1.0076 1.1384 1.2740 1.3805
Table 8.9: Simulation results for (M1) for constant kernel, n = (60,80), α = 5.8, and
different weights a.
kernel the best possible RMSE worsens from 6.7235 for σ̂2n to 6.8246 for σ̂
2
n,c, while
the quotient RMSE29/RMSEopt improves from 33.6324 to 1.1006. So regarding the
RMSE we see that for σ̂2n,c it does not make a big difference if we choose m as
(2,2) or (29,29) or as some value in between, whereas for σ̂2n it does. The same is
also true in the case that we use a QS kernel, with the only difference that for σ̂2n
the quotient RMSE29/RMSEopt equals 14.7478 which is a lot smaller than 33.6324
in the case of a constant kernel. This observation also holds true for all other
scenarios, i.e. for σ̂2n this quotient is larger if we use the constant kernel instead
of the QS kernel. Naturally, we could further improve the simulation results of
the estimators with QS weights if we chose the bandwidth bw differently in each
scenario. Similarly, we could also improve the simulation results of σ̂2n,c with an α
chosen differently in each scenario.
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weights a 0.01 0.1 0.3 0.5 0.7 0.9
σ2 1.1664 3.24 11.56 25 43.56 67.24
RMSEopt (QS) 0.1324 0.4543 1.7793 3.8008 6.5890 10.1438
bias (QS) -0.0076 -0.2483 -0.4480 -1.1059 -2.0494 -3.2787
m (QS) (1,1) (1,2) (2,2) (2,2) (2,2) (2,2)
RMSE29/RMSEopt 21.6538 16.5137 14.6394 14.7177 14.7478 14.7626
RMSEopt (QS, cut) 0.1324 0.4490 1.7593 3.9650 6.7261 10.2171
bias (QS, cut) -0.0078 -0.1991 -0.4162 -1.4951 -2.2255 -3.3517
m (QS, cut) (1,1) (29,29) (22,22) (2,2) (2,2) (2,2)
RMSE29/RMSEopt 1.1525 1.0000 1.0000 1.0102 1.1115 1.2253
Table 8.10: Simulation results for (M1) for QS kernel, bw = 6.4, n = (30,40), α = 5.8,
and different weights a.
weights a 0.01 0.1 0.3 0.5 0.7 0.9
σ2 1.1664 3.24 11.56 25 43.56 67.24
RMSEopt (QS) 0.0658 0.2692 0.9729 2.1385 3.7645 5.8506
bias (QS) -0.0090 -0.0833 -0.4745 -1.1624 -2.1471 -3.4284
m (QS) (1,1) (2,2) (2,2) (2,2) (2,2) (2,2)
RMSE29/RMSEopt 14.7054 9.8705 9.6895 9.5182 9.4143 9.3466
RMSEopt (QS, cut) 0.0658 0.2623 0.9559 2.1471 3.7655 5.8506
bias (QS, cut) -0.0090 -0.0759 -0.1419 -1.1682 -2.1477 -3.4285
m (QS, cut) (1,1) (29,29) (20,20) (2,2) (2,2) (2,2)
RMSE29/RMSEopt 1.4164 1.0000 1.0003 1.0202 1.1166 1.1930
Table 8.11: Simulation results for (M1) for QS kernel, bw = 6.4, n = (60,80), α = 5.8,
and different weights a.
8.1.2 Spatial Moving Average Models of Order Three in Two
Dimensions
In this section we investigate the behaviour of the estimators for slightly stronger
dependence structures of the underlying random field. Thus, the next model for the
random field that we investigate is a spatial moving average model of order three
in two dimensions. For that, take again i.i.d. innovations ηi,j with ηi,j ∼ N (0, 1)
for all i and j and define a model (M2) similar to (M1), but now with weights 1,
a1, a2 and a3 for the centre pixel and the pixels in the first, second and third ring
around it instead of only giving weights to the centre pixel and the pixels in the
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first ring around it. This leads to a weighting matrix of the form
W :=

a3 a3 a3 a3 a3 a3 a3
a3 a2 a2 a2 a2 a2 a3
a3 a2 a1 a1 a1 a2 a3
a3 a2 a1 1.0 a1 a2 a3
a3 a2 a1 a1 a1 a2 a3
a3 a2 a2 a2 a2 a2 a3
a3 a3 a3 a3 a3 a3 a3

.
If we further define a matrix
Hi,j :=

ηi−3,j−3 ηi−2,j−3 ηi−1,j−3 ηi,j−3 ηi+1,j−3 ηi+2,j−3 ηi+3,j−3
ηi−3,j−2 ηi−2,j−2 ηi−1,j−2 ηi,j−2 ηi+1,j−2 ηi+2,j−2 ηi+3,j−2
ηi−3,j−1 ηi−2,j−1 ηi−1,j−1 ηi,j−1 ηi+1,j−1 ηi+2,j−1 ηi+3,j−1
ηi−3,j ηi−2,j ηi−1,j ηi,j ηi+1,j ηi+2,j ηi+3,j
ηi−3,j+1 ηi−2,j+1 ηi−1,j+1 ηi,j+1 ηi+1,j+1 ηi+2,j+1 ηi+3,j+1
ηi−3,j+2 ηi−2,j+2 ηi−1,j+2 ηi,j+2 ηi+1,j+2 ηi+2,j+2 ηi+3,j+2
ηi−3,j+3 ηi−2,j+3 ηi−1,j+3 ηi,j+3 ηi+1,j+3 ηi+2,j+3 ηi+3,j+3

and write vec(·) for the vectorization of a matrix, which transforms a matrix into
a vector by writing the columns on top of one another, we can formulate model
(M2) as
(M2) εi,j := (vec(W ))
′vec (Hi,j) .
We first take a1 = 0.5, a2 = 0.3, and a3 = 0.1, modelling a slowly decreasing
dependence of εi,j on the innovations in the first three rings around ηi,j. With a
similar formula as in (8.1) we can now calculate the theoretical variance as
σ2 =
49∑
i,j=1
(vec(W ))i(vec(W ))j
which leads for the concrete choice of the weights ai, i = 1, 2, 3, to σ
2 = 148.84.
We now choose the weights of our estimators again as the product of one-dimen-
sional weights, whereby for the one-dimensional weights we take either constant or
Quadratic Spectral weights as above. In the case of QS weights we again have to
choose the bandwidth parameter bw in an optimal way. However, this time we will
not present the results as detailed as above since most of them are quantitatively
the same as in model (M1) such that we will mainly focus on pointing out the
differences.
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Now, we first consider a random field of size (30,40) and conduct our estimator
in (7.2) for several values of m = (m1,m2) ∈ M2 defined as in (8.2). Table 8.12
shows the values of the estimator and its RMSE for selected choices of m for the
constant kernel using 10000 repetitions.
m (0,0) (1,1) (2,2) (3,3) (3,4) (4,4)
Mean(σ̂2n) 4.6769 35.7681 79.2256 115.9301 126.1554 137.5708
RMSE(σ̂2n) 144.1649 113.2470 71.4014 42.8644 40.0663 41.3507
m (4,5) (5,5) (6,6) (7,7) (8,8) (9,9)
Mean(σ̂2n) 141.9465 146.4727 148.2269 148.0229 147.7599 147.4221
RMSE(σ̂2n) 46.1714 52.5067 65.5141 79.0307 93.0068 107.4055
Table 8.12: Simulation results for (M2) for different values of m for n = (30,40) with
constant kernel.
We see that the smallest RMSE is 40.0663 which is attained for m = (3,4). Thus,
in contrast to model (M1) the smallest RMSE is now not achieved for the greatest
value of m for which the theoretical autocovariance is non-zero, but for a smaller
one. The greatest m with a non-zero autocovariance here is m = (6,6) for which
the bias is close to zero.
Next, we want to conduct our estimator for the QS kernel as well, such that again
we have to choose the bandwidth parameter bw. As above, we want to choose
this parameter in such a way that the RMSE becomes as small as possible. We
conduct again for different values of bw the optimal RMSE with respect to m and
the corresponding bias. We obtain a plot similar to the one in Figure 8.1 which
leads to an optimal bandwidth of bw = 16.3. In Table 8.13 we see the simulation
results when using a QS kernel with bandwidth bw = 16.3. The results are similar
to those in Table 8.12. Now, the smallest RMSE is attained for m = (4,4) and is
slightly worse than before. Moreover, we see that σ̂2n with the QS kernel leads to
better results for larger m regarding the RMSE than σ̂2n with the constant kernel.
Table 8.14 gathers the simulation results for larger sample sizes. As could be ex-
pected the RMSE decreases for larger sample sizes. Furthermore, we can observe
that for both kernels the optimal m changes from being (3,4) and (4,4), respec-
tively, for the sample size (30,40) to (4,5) and (5,5) for the sample size (120,160),
i.e. for larger sample sizes the optimalm gets closer to the largestm for which the
theoretical autocovariance is non-zero. The partly different choices of the optimal
m, dependent on the kernel, are not of great importance since the corresponding
values of the RMSE are usually quite close for values of m which are close to each
other.
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m (0,0) (1,1) (2,2) (3,3) (3,4) (4,4)
Mean(σ̂2n) 4.6769 35.5502 78.0541 113.2803 122.9583 133.7187
RMSE(σ̂2n) 144.1649 113.4624 72.4889 44.4743 41.0926 41.0898
m (4,5) (5,5) (6,6) (7,7) (8,8) (9,9)
Mean(σ̂2n) 137.8673 142.1464 144.0675 144.2399 144.3301 144.3342
RMSE(σ̂2n) 44.9046 50.1342 61.3281 72.7510 84.1809 95.5749
Table 8.13: Simulation results for (M2) for different values of m for n = (30,40) with
QS kernel and bw = 16.3.
n (30,40) (60,80) (120,160)
Mean(σ̂2n) (CW) 126.1554 137.7530 142.2464
RMSE(σ̂2n) (CW) 40.0663 22.8770 13.1975
m (CW) (3,4) (4,4) (4,5)
Mean(σ̂2n) (QS) 133.7187 133.8974 142.5745
RMSE(σ̂2n) (QS) 41.0898 24.3440 13.8925
m (QS) (4,4) (4,4) (5,5)
Table 8.14: Simulation results for (M2) for different values of n for both kernels and
bw = 16.3.
Next, we also want to investigate the behaviour of the improved variance estimator
σ̂2n,c. As cutting rule for cn(j) we take the formula in (8.3) for which we still have
to determine α in an optimal way. If we consider the curves as in Figures 8.2
and 8.3 we can observe this time that no minimum exists which means that we
cannot improve the best possible RMSE here by using the estimator σ̂2n,c. However,
we want to see if we still have the stabilization property for larger values of m.
For that we take α = 4.6 which corresponds to the α for which the RMSE of the
estimator σ̂2n,c with a QS kernel and bandwidth bw = 0 gets smallest. Tables 8.15
and 8.16 show the simulation results of σ̂2n,c for a random field of size (30,40) for
both kernels. Thus we see that now the RMSE levels off at approximately 44.4 for
values of m larger than (6,6) for both kernels. Similar results also hold true for
larger sample sizes.
m (2,2) (3,4) (4,4) (6,6) (8,8)
Mean(σ̂2n,c) 79.2256 122.8582 130.0920 130.8440 130.8440
RMSE(σ̂2n,c) 71.4014 42.2137 43.0755 44.4719 44.4719
Table 8.15: Simulation results for (M2) for different values of m for n = (30,40) with
constant kernel and α = 4.6.
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m (2,2) (3,4) (4,4) (6,6) (8,8)
Mean(σ̂2n,c) 78.0540 119.9076 126.8296 128.0783 128.5098
RMSE(σ̂2n,c) 72.4889 43.2605 43.3528 44.4716 44.4567
m (10,10) (15,15) (20,20) (25,25) (29,29)
Mean(σ̂2n,c) 128.8480 129.4307 129.7914 130.0298 130.1668
RMSE(σ̂2n,c) 44.4489 44.4434 44.4450 44.4482 44.4508
Table 8.16: Simulation results for (M2) for different values of m for n = (30,40) with
QS kernel, bw = 16.3 and α = 4.6.
Finally, we want to find out how the choices for bw and α work if we change the
weights a1, a2 and a3. Tables 8.17 and 8.18 summarize the simulation results.
Now we can observe similar facts as above in model (M1). The smallest RMSE
does not depend much on the choice of the kernel, though here in general the
constant kernel leads to a smaller RMSE. As already mentioned above we cannot
improve the best RMSE by using σ̂2n,c instead of σ̂
2
n; however, it does not worsen
the RMSE much neither. The advantage of using σ̂2n,c is again the stabilization
of the RMSE for larger values of m. We can see this by inspecting the quotient
RMSE29/RMSEopt which is quite large for σ̂
2
n and the QS kernel and even larger
for σ̂2n and the constant kernel, but close to one for σ̂
2
n,c in all cases.
weights ai 0.03, 0.02, 0.01 0.3, 0.1, 0.01 0.5, 0.3, 0.1 0.9, 0.4, 0.1
σ2 3.24 27.4576 148.84 289
RMSE (CW) 0.7455 6.1395 40.0663 74.1313
bias (CW) -0.2089 -1.9269 -22.6849 -33.2163
m (CW) (3,3) (3,3) (3,4) (3,4)
RMSE29/RMSEopt 21.5972 20.9787 16.0928 17.2350
RMSE (CW, cut) 1.1367 6.6901 42.2137 74.8517
bias (CW, cut) -1.0465 -3.5290 -25.9818 -34.6030
m (CW, cut) (3,3) (3,3) (3,4) (3,4)
RMSE29/RMSEopt 1.0000 1.0041 1.0535 1.2278
Table 8.17: Simulation results for (M2) for constant kernel, n = (30,40), α = 4.6, and
different weights ai, i = 1, 2, 3.
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weights ai 0.03, 0.02, 0.01 0.3, 0.1, 0.01 0.5, 0.3, 0.1 0.9, 0.4, 0.1
σ2 3.24 27.4576 148.84 289
RMSE (QS) 0.7423 6.1526 41.0898 75.1642
bias (QS) -0.2573 -2.3765 -15.1213 -39.3049
m (QS) (3,3) (3,3) (4,4) (3,4)
RMSE29/RMSEopt 12.6752 12.5406 9.6345 10.3754
RMSE (QS, cut) 1.1386 6.7308 43.2605 75.9242
bias (QS, cut) -1.0491 -3.5843 -28.9324 -40.5842
m (QS, cut) (29,29) (29,29) (3,4) (3,4)
RMSE29/RMSEopt 1.0000 1.0000 1.0275 1.2017
Table 8.18: Simulation results for (M2) for QS kernel, bw = 16.3, n = (30,40), α = 4.6,
and different weights ai, i = 1, 2, 3.
8.1.3 Spatial Moving Average Models of Order One in Three
Dimensions
In the two previous subsections we have discussed the variance estimators for two
models in two dimensions in greater detail. Thus, we now focus our attention on
models in three dimensions which we will need later as models for the error terms
in the simulation of the whole detection process introduced in Chapter 6. We
start with a direct generalization of model (M1) in two dimensions which leads
to a spatial moving average model of order one in three dimensions. To be more
precise we take again i.i.d. innovations ηi,j,k with ηi,j,k ∼ N (0, 1) for all i, j, k and
write as before ηi,j,k for the column vector with the innovation ηi,j,k and all the
innovations that are located around it. If we further define a = (a1, . . . , a27)
′ as
the column vector with the weights al, l = 1, . . . , 27, we can formulate model (M3)
as
(M3) εi,j,k := a
′ηi,j,k,
where we first take a14 = 1 and al = 0.3 for l 6= 14. An analogous formula to the
one in (8.1) then leads to a theoretical asymptotic variance of σ2 = 77.44.
The rest of the setting stays the same as before, i.e. we take the weight functions as
the product of one-dimensional weights, whereby these weights are either constant
or the QS weights with an appropriate bandwidth parameter bw.
We now consider a random field of size (20,30,40) and conduct the estimator in
(7.2) for several values of m = (m1,m2,m3) ∈M3 with
M3 := {(m1,m2,m3) ∈ {0, . . . , 15}3 : m1 = m2 = m3}. (8.4)
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Note, that M3 only consists of triples with equal components, but again, these
triples are a quite intuitive choice form, as (M3) is a completely symmetric model.
Table 8.19 shows the mean and the RMSE of the estimator σ̂2n for selected choices
of m for the constant kernel using 10000 repetitions.
m (0,0,0) (1,1,1) (2,2,2) (3,3,3) (4,4,4) (5,5,5)
Mean(σ̂2n) 3.3395 42.6911 77.4311 77.4746 77.5023 77.4259
RMSE(σ̂2n) 74.1006 34.7913 5.3564 10.3064 16.4576 23.8314
m (6,6,6) (8,8,8) (10,10,10) (12,12,12) (15,15,15)
Mean(σ̂2n) 77.2829 77.2714 77.0924 76.5067 76.1781
RMSE(σ̂2n) 32.3870 53.8397 81.3903 117.0385 189.5676
Table 8.19: Simulation results for (M3) for different values of m for n = (20,30,40) with
constant kernel.
We see that the smallest RMSE is attained for m = (2,2,2) which, as in two
dimensions, corresponds to the greatest lag for which the theoretical autocovari-
ances are non-zero. Moreover, we see that the bias is small even if we take greater
values for m than (2,2,2), but then the RMSE increases drastically. If we now
take QS weights instead of the constant weights and optimize the bandwidth us-
ing the procedure described in Subsection 8.1.1, we obtain an optimal bandwidth
of bw = 25.8. The corresponding simulation results are gathered in Table 8.20.
m (0,0,0) (1,1,1) (2,2,2) (3,3,3) (4,4,4) (5,5,5)
Mean(σ̂2n) 3.3395 42.5418 76.9090 76.9868 77.0462 77.0058
RMSE(σ̂2n) 74.1006 34.9401 5.3308 10.1345 16.0060 22.8931
m (6,6,6) (8,8,8) (10,10,10) (12,12,12) (15,15,15)
Mean(σ̂2n) 76.9023 76.9368 76.8425 76.3740 76.1666
RMSE(σ̂2n) 30.6846 49.4006 72.0960 99.7266 151.6677
Table 8.20: Simulation results for (M3) for different values of m for n = (20,30,40) with
QS kernel and bw = 25.8.
Here, we also see that the smallest RMSE is attained form = (2,2,2), which is now
slightly smaller than the optimal RMSE when using constant weights. Especially
for larger values of m this effect becomes even clearer; for example, for m =
(15,15,15) the RMSE of the estimator with constant weights is approximately 1.25
times larger than the RMSE with QS weights.
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In order to make the estimator more stable concerning the choice of m we now
proceed to the improved variance estimator σ̂2n,c for which we take a cutting rule
as in (8.3), which now reads as follows:
cn(j) :=
(√
j21 + j
2
2 + j
2
3
)α
n1n2n3
− δ (8.5)
with α ≥ 0 and δ = 0.0001.
If we now optimize the RMSE of the improved estimator when using constant
weights with respect to α, where we allow the values of m to range overM3 with
m ≤ (8,8,8), we obtain graphs very similar to the ones in Figure 8.2 which lead
to α = 6.9 as the optimal choice of α. In the case of QS weights with bw = 25.8
no minimum is attained. The reason for this probably is that we restricted the
values of m ∈ M3 to values less or equal (8,8,8), although we have seen in two
dimensions that the smallest RMSE of the improved variance estimator with QS
weights is often attained for the largest possible value of m. But these greater
values are excluded here because of very high computational costs. For simplicity
we choose α = 6.9 as for the constant weights which indeed does not improve the
best RMSE but does not worsen it much neither. The corresponding results are
collected in Tables 8.21 and 8.22.
m (0,0,0) (1,1,1) (2,2,2) (3,3,3) (4,4,4) (5,5,5)
Mean(σ̂2n,c) 3.3395 42.6911 76.6802 76.7068 76.7068 76.7068
RMSE(σ̂2n,c) 74.1006 34.7913 5.3362 5.7607 5.7607 5.7607
Table 8.21: Simulation results for (M3) for different values of m for n = (20,30,40) with
constant kernel and α = 6.9.
m (0,0,0) (1,1,1) (2,2,2) (3,3,3) (4,4,4) (5,5,5)
Mean(σ̂2n,c) 3.3395 42.5418 76.1741 76.2346 76.2657 76.2938
RMSE(σ̂2n,c) 74.1006 34.9401 5.3828 5.7865 5.7836 5.7811
m (8,8,8) (10,10,10) (12,12,12) (15,15,15)
Mean(σ̂2n,c) 76.3637 76.4008 76.4323 76.4711
RMSE(σ̂2n,c) 5.7755 5.7729 5.7709 5.7686
Table 8.22: Simulation results for (M3) for different values of m for n = (20,30,40) with
QS kernel, bw = 25.8 and α = 6.9.
Now we can see that for the constant weights the RMSE levels off at approximately
5.76 for values of m greater than m = (3,3,3) and for the QS weights between
5.76 and 5.78.
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Finally, we want to investigate how the cutting rule with the optimal α = 6.9 works
in cases where we change the weights in model (M3). So now we put a14 = 1 and
ai = a for i = 1, . . . , 27, i 6= 14. When using QS weights we take as bandwidth
bw = 25.8 which was optimal for the weights a = 0.3.
weights a 0.01 0.1 0.3 0.5 0.7 0.9
σ2 1.5876 12.96 77.44 196 368.64 595.363
RMSEopt (CW) 0.0735 0.9517 5.3564 13.3630 24.9712 40.1811
bias (CW) -0.0390 -0.0024 -0.0089 -0.0194 -0.0339 -0.0523
m (CW) (1,1,1) (2,2,2) (2,2,2) (2,2,2) (2,2,2) (2,2,2)
RMSE10/RMSEopt 25.3358 14.5836 15.1949 15.3503 15.4212 15.4618
RMSEopt (CW, cut) 0.0735 1.2013 5.3362 13.4543 25.0171 40.2010
bias (CW, cut) -0.0390 -0.9171 -0.7598 -0.3896 -0.1463 -0.0957
m (CW, cut) (1,1,1) (2,2,2) (2,2,2) (2,2,2) (2,2,2) (2,2,2)
RMSE10/RMSEopt 1.1941 1.0000 1.0796 1.3152 1.5428 1.7584
Table 8.23: Simulation results for (M3) for constant kernel, n = (20, 30, 40), α = 6.9,
and different weights a.
weights a 0.01 0.1 0.3 0.5 0.7 0.9
σ2 1.5876 12.96 77.44 196 368.64 595.363
RMSEopt (QS) 0.0745 0.9453 5.3308 13.3069 24.8735 40.0305
bias (QS) -0.0412 -0.0736 -0.5310 -1.4037 -2.6916 -4.3947
m (QS) (1,1,1) (2,2,2) (2,2,2) (2,2,2) (2,2,2) (2,2,2)
RMSE10/RMSEopt 21.9590 12.9883 13.5243 13.6586 13.7195 13.7543
RMSEopt (QS, cut) 0.0745 1.2253 5.3828 13.4330 24.9298 40.0545
bias (QS, cut) -0.0412 -0.9512 -1.2659 -1.7658 -2.8016 -4.4372
m (QS, cut) (1,1,1) (10,10,10) (2,2,2) (2,2,2) (2,2,2) (2,2,2)
RMSE10/RMSEopt 1.1799 1.0000 1.0725 1.3098 1.5358 1.7479
Table 8.24: Simulation results for (M3) for QS kernel, bw = 25.8, n = (20, 30, 40), α =
6.9, and different weights a.
Tables 8.23 and 8.24 show that the best RMSE of the estimator without cutting
rule is in general slightly better when using QS weights than when using constant
weights. Moreover, this best RMSE is attained for the same m for both kernels
which again corresponds to the greatest lag with non-zero autocovariances except
for very small weights. When using the improved variance estimator σ̂2n,c we can
also observe the stabilization effect for larger values of m as in two dimensions.
The ratio of the RMSE for m = (10,10,10), denoted by RMSE10, and the best
possible RMSE, denoted by RMSEopt, is for both kernels quite high when we use
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the estimator without cutting rule, but close to one when we use the estimator
with cutting rule. So the optimal value of α that was obtained for the weights
a14 = 1 and ai = 0.3 for i = 1, . . . , 27, i 6= 14, also works for different weights quite
well.
8.1.4 Autoregressive Spatial Moving Average Mixture Mod-
els in Three Dimensions
The last model that we consider is a mixture between an autoregressive model of
order one in the time domain and a moving average model of order one in the
spatial domain. More specifically, we put for ρ ∈ (−1, 1)
(M4) εt,i,j := Xt,i,j + vt,i,j,
Xt,i,j := ρXt−1,i,j + ut,i,j ,
where ut,i,j
i.i.d.∼ N (0, 1) for all t, i, j ∈ Z and the vt,i,j follow for each fixed t model
(M1) of Section 8.1.1 and are uncorrelated for different values of t. Moreover, we
suppose that ut1,i1,j1 and vt2,i2,j2 are uncorrelated for all t1, t2, i1, i2, j1, j2 ∈ Z.
We now calculate the asymptotic variance as follows. Note, that by the one-
dimensional theory for AR(1)-models in the time series literature we get for the
Xt,i,j the representation as a linear process by
Xt,i,j =
∞∑
k=0
ρkut−k,i,j.
For (ht, hi, hj) ∈ Z3 we then obtain
E
(
εt,i,jεt+ht,i+hi,j+hj
)
= E
[(
∞∑
k=0
ρkut−k,i,j + vt,i,j
)(
∞∑
l=0
ρlut+ht−l,i+hi,j+hj + vt+ht,i+hi,j+hj
)]
=
∞∑
k=0
∞∑
l=0
ρk+lE
(
ut−k,i,jut+ht−l,i+hi,j+hj
)
+ E
(
vt,i,jvt+ht,i+hi,j+hj
)
+
∞∑
k=0
ρkE
(
ut−k,i,jvt+ht,i+hi,j+hj
)
+
∞∑
l=0
ρlE
(
ut+ht−l,i+hi,j+hjvt,i,j
)
=: E1 + E2 + E3 + E4.
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E3 and E4 equal zero as ut1,i1,j1 and vt2,i2,j2 are uncorrelated by assumption. E1 is
only non-zero if hi = hj = 0. In this case we get
E1 =
∞∑
k=0
ρ2k+ht =
ρht
1− ρ2 .
E2, on the contrary, is only non-zero if ht = 0 and it then equals the autocovari-
ances of model (M1). We thus obtain
σ2 =
∑
(ht,hi,hj)∈Z3
E
(
εt,i,jεt+ht,i+hi,j+hj
)
=
1
(1− ρ)2 +
9∑
i,j=1
aiaj,
which corresponds to the sum of the variance caused by the AR(1)-model in the
time domain and the asymptotic variance of (M1). In our first simulation setting
for (M4) we take ρ = 0.2, a5 = 1 and ak = 0.3 for k 6= 5 and consequently
have σ2 = 1.5625 + 11.56 = 13.1225. Now, we first consider a random field of size
(20,30,40) where the first component corresponds to the time domain, and conduct
the estimator in (7.2) for several values of m = (m1,m2,m3) ∈ M3 ∪ {(1, 2, 2)}
with M3 defined as in (8.4). Note, that this time we include the triple (1,2,2), as
this is the greatest lag with a significant contribution to the asymptotic variance
of model (M4).
Table 8.25 shows the corresponding simulation results for the constant kernel using
10000 repetitions.
m (0,0,0) (1,1,1) (1,2,2) (2,2,2) (3,3,3) (4,4,4)
Mean(σ̂2n) 2.7079 10.0659 12.9475 13.0239 13.0259 12.9901
RMSE(σ̂2n) 10.4146 3.0834 0.8432 1.0995 2.0106 3.1359
m (5,5,5) (8,8,8) (10,10,10) (12,12,12) (15,15,15)
Mean(σ̂2n) 12.9906 12.9402 12.8049 12.7995 12.7426
RMSE(σ̂2n) 4.4694 9.9540 15.0064 21.3540 34.7365
Table 8.25: Simulation results for (M4) for different values ofm for n = (20, 30, 40) with
constant kernel.
We can see that the smallest RMSE is attained form = (1,2,2) which corresponds
in the spatial domain to the greatest lag with non-zero autocovariances and in the
time domain to the greatest lag with a significant contribution to the asymptotic
variance as the autoregressive model is of order one. Greater values of m lead to
a rapid increase of the RMSE while the bias stays stable.
106 Ch. 8 Simulations
In the case of QS weights we first have to determine the bandwidth parameter bw.
This time we allowed bw to vary from 0 to 40, but for these values no minimum is
attained (except at the border for bw = 40). On the contrary, the RMSE decreases
slowly when bw increases. As, however, for bw ≥ 20 the RMSE decreases so slowly
that visually it is constant, we take bw = 20 from now on. Note, that in the
previous three simulation models a minimal RMSE with respect to bw was always
attained, but in all these cases the RMSE was also nearly constant around the
minimum. Table 8.26 shows the corresponding simulation results.
m (0,0,0) (1,1,1) (1,2,2) (2,2,2) (3,3,3) (4,4,4)
Mean(σ̂2n) 2.7079 10.0322 12.8747 12.9503 12.9588 12.9309
RMSE(σ̂2n) 10.4146 3.1165 0.8515 1.0910 1.9561 2.9977
m (5,5,5) (8,8,8) (10,10,10) (12,12,12) (15,15,15)
Mean(σ̂2n) 12.9362 12.9115 12.8108 12.8094 12.7996
RMSE(σ̂2n) 4.1905 8.7241 12.5226 16.9393 25.3493
Table 8.26: Simulation results for (M4) for different values ofm for n = (20, 30, 40) with
QS kernel and bw = 20.
We see that also for the QS kernel the smallest RMSE is achieved for m = (1,2,2)
which is now slightly greater than for the constant kernel. However, if we chose
a greater value for bw we could probably get a smaller RMSE as in the previous
simulation settings.
Next, we investigate how the improved variance estimator σ̂2n,c with cutting rule
(8.5) behaves in this model. If we optimize again the RMSE with respect to α
we obtain for the constant as well as for the QS weights an optimal value of α
as α = 9.4. Due to very high computational costs we allowed m only to vary up
to values of M3 ∪ {(1,2,2)} less or equal m = (7,7,7) which does not effect the
results when using constant weights, but does not lead to the smallest possible
RMSE when using QS weights. The corresponding results are gathered in Tables
8.27 and 8.28.
m (0,0,0) (1,1,1) (1,2,2) (2,2,2) (3,3,3) (4,4,4)
Mean(σ̂2n,c) 2.7079 10.0659 12.5863 12.6569 12.6569 12.6569
RMSE(σ̂2n,c) 10.4146 3.0832 0.7600 0.7169 0.7169 0.7169
Table 8.27: Simulation results for (M4) for different values ofm for n = (20, 30, 40) with
constant kernel and α = 9.4.
We see that for both weighting schemes we again have the stabilization property
of the RMSE for values of m greater than m = (2,2,2). For the constant weights
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m (0,0,0) (1,1,1) (1,2,2) (2,2,2) (3,3,3) (4,4,4)
Mean(σ̂2n,c) 2.7079 10.0322 12.5219 12.5917 12.5972 12.6020
RMSE(σ̂2n,c) 10.4146 3.1163 0.8040 0.7578 0.7542 0.7511
m (8,8,8) (10,10,10) (12,12,12) (15,15,15)
Mean(σ̂2n,c) 12.6165 12.6217 12.6260 12.6310
RMSE(σ̂2n,c) 0.7418 0.7385 0.7358 0.7327
Table 8.28: Simulation results for (M4) for different values ofm for n = (20, 30, 40) with
QS kernel, bw = 20 and α = 9.4.
the RMSE levels off at approximately 0.72 and for the QS weights between 0.73
and 0.76. But what is even more appealing now is that we can actually improve
the best possible RMSE by almost 15% in the case of constant weights and by
nearly 14% in the case of QS weights. The reason for this is that in this model the
autocovariances for m greater than (1,2,2) are close to zero, but not identically
zero as in the previous simulation settings.
Finally, we want to investigate if we still have an improvement of the best possible
RMSE if we take the cutting rule with the optimal α = 9.4 in cases where we
change the weights of the autoregressive parameter ρ in model (M4). All other
parameters are chosen as before, especially we take m ∈ M3 ∪ {(1,2,2)} with
m ≤ (7,7,7).
weights ρ 0.01 0.1 0.2 0.3 0.4 0.5
σ2 12.5803 12.7946 13.1225 13.6008 14.3378 15.56
RMSEopt (CW) 0.8019 0.8143 0.8432 0.9233 1.1546 1.5319
bias (CW) -0.0449 -0.0779 -0.1750 -0.3749 -0.7595 -0.8961
m (CW) (1,2,2) (1,2,2) (1,2,2) (1,2,2) (1,2,2) (2,2,2)
RMSEopt (CW, cut) 0.6625 0.6821 0.7169 0.7837 0.9573 1.3909
bias (CW, cut) -0.4065 -0.4254 -0.4656 -0.5506 -0.7644 -1.2529
m (CW, cut) (1,2,2) (2,2,2) (2,2,2) (2,2,2) (2,2,2) (2,2,2)
impr. (%) 17.38 16.24 14.98 15.12 17.09 9.21
Table 8.29: Simulation results for (M4) for constant kernel, n = (20, 30, 40), α = 9.4,
and different weights ρ.
Tables 8.29 and 8.30 show that this is indeed the case. For ρ = 0.4, for example,
we have an improvement of around 17% for both kernels. If we optimized α to this
situation we would probably obtain an even higher improvement. Also the other
values for ρ lead to an improvement of the best possible RMSE of nearly or even
more than 10%. In the case of QS weights the optimal RMSE of the estimator
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weights ρ 0.01 0.1 0.2 0.3 0.4 0.5
σ2 12.5803 12.7946 13.1225 13.6008 14.3378 15.56
RMSEopt (QS) 0.7993 0.8145 0.8515 0.9463 1.1971 1.5658
bias (QS) -0.1166 -0.1501 -0.2478 -0.4485 -0.8339 -0.9784
m (QS) (1,2,2) (1,2,2) (1,2,2) (1,2,2) (1,2,2) (2,2,2)
RMSEopt (QS, cut) 0.6894 0.7073 0.7437 0.8137 0.9931 1.4341
bias (QS, cut) -0.4489 -0.4679 -0.5090 -0.5953 -0.8109 -1.3021
m (QS, cut) (7,7,7) (7,7,7) (7,7,7) (7,7,7) (7,7,7) (7,7,7)
impr. (%) 13.75 13.16 12.66 14.01 17.04 8.41
Table 8.30: Simulation results for (M4) for QS kernel, bw = 20, n = (20, 30, 40), α = 9.4,
and different weights ρ.
with cutting rule is always attained for m = (7,7,7). If we allowed m to attain
greater values than (7,7,7), the optimal m would be greater as well. We can see
this by inspecting Table 8.28 again, where the RMSE is a decreasing function of
m. However, this decrease gets rather small for greater values of m such that the
percental improvement in the last row of Table 8.30 would only slightly increase.
8.1.5 Concluding Remarks
After having discussed four simulation models in greater detail we close this sec-
tion with some concluding remarks. In all the previous settings we only presented
results for positive values of the MA- and AR-parameters. However, in our sim-
ulation studies we also considered negative values and mixtures of positive and
negative values for these parameters. As the results are quantitatively the same
as for only positive weights we do not present them here.
Moreover, the question arises whether different cutting rules, than the ones in (8.3)
and (8.5), respectively, would lead to similar or even better results regarding the
RMSE of the improved variance estimator. One could, for example, also think of
a cutting rule of the form
cn(j) =
(max{|j1|, |j2|, |j3|})α
n1n2n3
− δ (8.6)
or even of using a constant cutting rule, i.e. a rule that does not depend on the
lag j and the sample size n. However, the simulation studies showed that a
constant cutting rule in general cannot improve the RMSE as much as a cutting
rule depending on j and n. Furthermore, rules as in (8.6) or of similar forms
lead to comparable but not better results as the cutting rules in (8.3) and (8.5)
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concerning the best possible RMSE. That is why we only focused our attention for
the analysis of σ̂2n,c on sequences cn(j) as in (8.3) and (8.5).
8.2 Subsampling
In the previous section we have performed an extensive simulation study about
the behaviour of the RMSE of the variance estimators (7.2) and (7.15). We have
seen that subject to the dependence structure of the underlying random fields it
is quite useful to consider the improved variance estimator in (7.15) instead of the
one in (7.2), as the former is very robust with respect to the proper choice of m
and can also lead to improvements of the best possible RMSE up to more than
15% in some situations. However, to make this estimator meaningful it is essential
to properly determine m and especially the parameter α in the cutting rules (8.3)
and (8.5) (or (8.6)). To deal with this problem we now present a subsampling
procedure. For a good overview of this technique we refer to the book of Politis et
al. (1999).
We first start with a short description of the general procedure of subsampling for
random fields, cf. Chapter 5.3 in Politis et al. (1999). For that define
Eu := {t ∈ Zq : 0 < tk ≤ uk, k = 1, 2, . . . , q}
and suppose that given the random field {X(t), t ∈ En}, we have a consistent es-
timator θ̂n = θ̂n (X(t), t ∈ En) of the unknown real-valued parameter θ(P ). If we
define Jn(P ) as the sampling probability law of τn
(
θ̂n − θ(P )
)
, where τn is a nor-
malizing constant, and write Jn(x, P ) for the corresponding sampling probability
distribution function, i.e.
Jn(x, P ) := ProbP
{
τn
(
θ̂n − θ(P )
)
≤ x
}
,
the aim of subsampling is to find an approximation of Jn(x, P ) by recomputing
the statistic θ̂n over random fields of smaller size than n and by considering the
empirical distribution function of these subsampled values. Thus, for b,h ∈ Zq,
we define these smaller random fields by
Yj := {X(t), t ∈ Ej,b,h},
where Ej,b,h stands for the rectangle containing the points i ∈ Zq with (jk−1)hk <
ik ≤ (jk − 1)hk + bk for 1 ≤ k ≤ q. The point b represents the size of the smaller
random field defined on Ej,b,h, the point h determines how many of these smaller
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random fields are taken into account, as Yj is only defined if 0 < jk ≤ pk, where
pk =
⌊
nk−bk
hk
⌋
+1. Now, one can easily see that the number of considered subrandom
fields decreases when h increases and that it increases when h decreases with a
maximum for h = (1, 1, . . . , 1).
We further define the subsample value θ̂n,b,i as the statistic θ̂b evaluated at the
smaller random field Yi, i.e. θ̂n,b,i := θ̂b(Yi). The desired subsampling approxi-
mation of the sampling probability distribution function Jn(x, P ) is then defined
as
Ln,b(x) := p
−1
p1∑
i1=1
p2∑
i2=1
. . .
pq∑
iq=1
1{τb(θ̂n,b,i−θ̂n)≤x}
,
where p =
∏q
i=1 pi.
The question arises under which conditions this approximation is consistent. The
main assumption for it is that Jn(P ) converges weakly to a limit law J(P ) with
corresponding distribution function J(x, P ) as min1≤i≤q ni → ∞; the precise as-
sumptions can be found in Politis et al. (1999), Theorem 5.3.1, and include condi-
tions on the growth rate of b with respect to n and the mixing coefficients of the
underlying random field.
We now want to make use of this concept by applying it to the estimators (7.2)
and (7.15). To be more precise, we approximate the RMSE via subsampling in
order to determine m and α. In accordance with the introduced notation, Yj
now stands for the subrandom field {ξt, t ∈ Ej,b,h}, and we write σ̂2n,b,i for the
subsample value that equals the statistic σ̂2b with constant weights equal to one
evaluated at the random field Yi, i.e. σ̂
2
n,b,i = σ̂
2
b(Yi) with wm(j) ≡ 1. We choose
the constant weights here as these do not depend on m (and thus not on n) to
avoid additional difficulties when working with the smaller random fields of size b.
In order to find a subsampling approximation for the RMSE, we need to choose a
reasonable centering term. A natural choice is σ̂2n itself. However, as the summa-
tion in (7.2) still depends on m, we need to choose it reasonably in advance. To
do so we propose the following procedure which primarily takes into account the
special dependence structure of the models (M1)-(M4) in the previous sections.
For each subrandom field of size b we start by conducting the statistic
R(m) :=
∑
|j|=m
γ̂b(j) (8.7)
for m = 1. Recalling the definition of p from above, we then obtain p values
from which we can compute the 0.5- and 0.95-quantile. If zero lies between these
quantiles we choose mopt = 0 and stop, otherwise we increase m by 1 and repeat
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the previous step as long as zero lies in the empirical confidence interval. Once
this is the case we have found mopt = m − 1 and stop. The intuition behind
this procedure is that the dependence of the random fields in the models (M1)-
(M4) decreases when j increases such that the influence of γ̂b(j) to the summation
becomes less significant for greater values of j.
Once we have determined mopt, we can evaluate σ̂
2
n for mopt and obtain σ̂
2
n,mopt
as centering term for the subsampling approximation for the RMSE. We finally
obtain this approximation via the formula
R̂MSE
(
σ̂2n
)
:=
√√√√p−1 p1∑
i1=1
p2∑
i2=1
. . .
pq∑
iq=1
(
σ̂2n,b,i − σ̂2n,mopt
)2
. (8.8)
In the following simulation study we want to check how well this procedure works.
For that we consider model (M1) and choose b = ⌊nγ⌋ = (⌊nγ1⌋ , ⌊nγ2⌋) with γ ∈
{0.7, 0.8, 0.9} as well as h = 1, so that we consider all possible subrandom fields of
size b. Moreover, we do not only conduct the subsampling approximation of the
RMSE, but also the one for the mean which is defined as
M̂ean
(
σ̂2n
)
:= p−1
p1∑
i1=1
p2∑
i2=1
. . .
pq∑
iq=1
σ̂2n,b,i. (8.9)
The general simulation setting of model (M1) stays the same as in Subsection 8.1.1;
in particular we consider a random field of size (30,40) leading to subrandom fields
of size (10,13), (15,19) and (21,27) for γ = 0.7, 0.8 and 0.9, respectively.
Table 8.31 shows the simulation results for different values of m for the constant
kernel and 10000 repetitions. In order to analyse the accuracy of the subsampling
approximation, Table 8.31 also contains the simulation results of Table 8.1. We
can see that the subsampling approximation of the mean works very well for all
values of γ and m. Regarding the subsampling approximation of the RMSE, we
see that this is most adequate if we choose γ = 0.9. Therefore, we fix this value
from now on. As our main goal is, however, to find a good estimate for the pa-
rameter α used in the cutting rules of the improved variance estimator (7.15), we
now investigate how well we can imitate the graph of the RMSE in Figure 8.2 by
the subsampling approximation. We compute the (optimal) subsampling approxi-
mation R̂MSE
(
σ̂2n,c
)
of the RMSE of σ̂2n,c with respect to m (i.e. when m ranges
over the values of M2 in (8.2) less or equal (7,7)) analogously to the one of σ̂2n in
(8.8), whereby we now have to replace cn(j) by cb(j).
Figure 8.4 shows the optimal and subsampled RMSE in model (M1) for random
fields of size (30,40) and (45,60) using constant weights. We can see that the shape
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m (0,0) (1,1) (2,2) (3,3)
Mean(σ̂2n) 1.7217 8.6957 11.5924 11.5879
RMSE(σ̂2n) 9.8391 2.9996 1.8478 2.8328
MeanSub(σ̂
2
n), γ = 0.7 1.7232 8.7022 11.5953 11.5825
RMSESub(σ̂
2
n), γ = 0.7 7.2646 2.6152 5.8702 8.7550
MeanSub(σ̂
2
n), γ = 0.8 1.7231 8.7012 11.5916 11.5781
RMSESub(σ̂
2
n), γ = 0.8 9.0152 2.7599 3.2968 4.9774
MeanSub(σ̂
2
n), γ = 0.9 1.7232 8.7021 11.5942 11.5810
RMSESub(σ̂
2
n), γ = 0.9 9.9136 3.5601 2.4466 2.9771
m (4,4) (5,5) (6,6) (7,7)
Mean(σ̂2n) 11.5588 11.5290 11.5233 11.5297
RMSE(σ̂2n) 3.8371 4.8846 5.9867 7.1408
MeanSub(σ̂
2
n), γ = 0.7 11.5530 11.5325 11.5377 11.5527
RMSESub(σ̂
2
n), γ = 0.7 12.1514 16.0763 20.6803 26.2114
MeanSub(σ̂
2
n), γ = 0.8 11.5554 11.5466 11.5585 11.5674
RMSESub(σ̂
2
n), γ = 0.8 7.0740 9.3705 11.8211 14.4589
MeanSub(σ̂
2
n), γ = 0.9 11.5564 11.5450 11.5538 11.5565
RMSESub(σ̂
2
n), γ = 0.9 3.8902 5.1783 6.7117 8.3712
Table 8.31: Subsampling approximation of the mean and the RMSE in model (M1) for
different values of m for n = (30,40) with constant kernel.
of the curves of the subsampling approximation of the RMSE coincides quite well
with the shape of the optimal curves of the RMSE. Moreover, the difference be-
tween the approximated and the optimal curves becomes smaller for larger sample
sizes. The only problem is that the curves of the approximation attain their min-
imum for α = 0; however, this is not very suprising as the minimum of the curves
of the optimal RMSE is not very marked. To deal with such situations, we choose
α as the greatest value for which the corresponding subsampled RMSE differs less
than 1%, say, from the subsampled RMSE for α = 0. In the considered situation
this leads to α = 5.4 compared to the optimal value of α = 5.8 for a random
field of size (30,40) and to α = 5.7 compared to the optimal value of α = 6.4 for
a random field of size (45,60). For a tolerance of 3% one would obtain α = 5.7
for the smaller and α = 6.1 for the greater random field. This shows that the
proposed method leads to reasonable estimates for α if one chooses an appropriate
tolerance level. Even if the optimal and the estimated values for α do not match
exactly, they are still close enough to each other to guarantee good results and to
profit from the advantages that one achieves when using σ̂2n,c instead of σ̂
2
n.
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Figure 8.4: Optimal and subsampled RMSE in model (M1) for random fields of size
(30,40) and (45,60) using constant weights.
8.3 Simulation of the Detection Process
In this section we investigate the performance of the global maximum norm de-
tector defined in (6.4). Before we do so, we have to explain how we calculate
an appropriate control limit cM such that we can guarantee that the asymptotic
false alarm probability is smaller than a given α. We first note that for the global
maximum norm detector Mn a type one error occurs if Mn/n1 < 1. Next, we
adapt Theorem 2 of Pawlak and Steland (2013) to our situation in order to obtain
a more explicit formula for the type one error. For that we assume condition (6.9),
namely that
f(t, r2, r3) = f0(t, r2, r3), 0 ≤ t ≤ s0τ 1, 0 < s0 < 1,
i.e. we assume that there is no initial change in the signal. Moreover, we write P0
if the null hypothesis H0 holds.
Theorem 8.3.1. Let the condition in (6.9) hold. Under the assumptions of The-
orem 6.2.1 we have
lim
min1≤i≤3 ni→∞
P0
(Mn
n1
< 1
)
= P
 sup
s0<s≤1
sup
0≤t≤sτ1
sup
r2∈[0,τ2],
r3∈[0,τ3]
|F(s, t, r2, r3)| > cM
 ,
where F(s, t, r2, r3) is a zero mean Gaussian process with the covariance function
defined in (6.8).
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Because of this theorem we can ensure that the asymptotic false alarm probability
is not greater than α ∈ (0, 1), if we choose the control limit cM = cM(α) as the
smallest cM such that
P
 sup
s0≤s≤1
sup
0≤t≤sτ1
sup
r2∈[0,τ2],
r3∈[0,τ3]
|F(s, t, r2, r3)| > cM
 ≤ α.
As it is, however, not easy to obtain a concrete formula for the distribution of
X := sup
s0≤s≤1
sup
0≤t≤sτ1
sup
r2∈[0,τ2],
r3∈[0,τ3]
|F(s, t, r2, r3)| ,
we propose the following Monte Carlo algorithm to simulate X and the control
limit cM . This algorithm is an adaption of the proposed algorithm in Pawlak and
Steland (2013), p. 8, to the multivariable process F(s, t, r2, r3).
Step 1 : Generate trajectories of the Gaussian process F(s, t, r2, r3) on a grid
{(si, tj, (r2)k, (r3)l) : i, j, k, l = 1, . . . , N} where 0 ≤ s1 < . . . < sN ≤ 1, 0 ≤ t1 <
. . . < tN ≤ τ 1, 0 ≤ (r2)1 < . . . < (r2)N ≤ τ 2, and 0 ≤ (r3)1 < . . . < (r3)N ≤ τ 3 for
some N ∈ N.
Step 2 : Return X by calculating the maximum of the values |F(si, tj , (r2)k, (r3)l)|
for all (i, j, k, l) such that the constraints s0 ≤ si ≤ 1 and 0 ≤ tj ≤ siτ 1 are
satisfied.
Step 3 : Using a large numer of repetitions of Step 1 and Step 2 produce realizations
of X to determine the empirical (1− α)-quantile as an approximation for cM(α).
We now begin our investigations with an illustrative example of the detection
scheme. For that we assume that our reference signal is given by
f0(t, r2, r3) = sin(6t) sin(4r2) sin(4r3)
on [0, 2]3. Moreover, we assume that at the point in time t = 1 a jump of height
0.2 occurs over the whole image sequence which leads to an alternative signal of
the form
f1(t, r2, r3) =
{
f0(t, r2, r3), t < 1
0.2 + f0(t, r2, r3), t ≥ 1
with (t, r2, r3) ∈ [0, 2]3. Thus, under the null hypothesis we obtain our noisy
sample by the model
yi1,i2,i3 = f0(i1τ1, i2τ2, i3τ3) + εi1,i2,i3 ,
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and under the alternative we have
yi1,i2,i3 = f1(i1τ1, i2τ2, i3τ3) + εi1,i2,i3 ,
where {εi1,i2,i3} is an i.i.d. N (0, 1)-distributed random field.
In the following we take τ1 = 0.04 and τ2 = τ3 = 0.05 corresponding to n1 =
τ 1/τ1 = 50 observations in the time domain, and to n2 = τ 2/τ2 = 40 and n3 =
τ 3/τ3 = 40 observations in the spatial domain. Moreover, we take the bandwidths
as Ω1 = Ω2 = Ω3 = 10 and choose s0 = 0.05 leading to n0 = ⌊s0n1⌋ = 2.
We now consider the global maximum norm detector
max
0≤t≤τ1k/n1
max
r2∈[0,τ2],r3∈[0,τ3]
∣∣∣∣Fn( kn1 , t, r2, r3
)∣∣∣∣
for k = n0, . . . , n1. If we take α = 0.05 and apply the Monte Carlo algorithm from
above, we obtain as value for the control limit cM = 23.3147 which is the horizontal
line in Figure 8.5. Furthermore, the solid line corresponds to the detection process
under the alternative whereas the dashed line corresponds to the detection process
under the null hypothesis. We can see that the partial sum process stays below
the control limit for the whole observation period [0, 2] if there is no change in
the signal. If we have, however, a change-point at t = 1 the detection process
directly reacts and crosses the control limit a short while later, namely for k = 30
corresponding to the point in time t0 = 30 · 0.04 = 1.2.
0.0 0.5 1.0 1.5 2.0
0
1
0
2
0
3
0
4
0
t
Figure 8.5: The global maximum norm detectorMn applied to f1(t, r2, r3) with a change-
point at t = 1. The change is detected at t = 1.2.
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Comparing this result to similar simulation results of the univariate analogue of
the global maximum norm detector as in Pawlak and Steland (2013), we can see
that the multivariable detector behaves equally well regarding the delay time for
change detection and does not suffer from any curse of dimensionality.
In the following simulation study we want to investigate the accuracy of the global
maximum norm detector. Moreover, we want to evaluate the influence of different
sampling periods and different correlation structures of the noise process. We also
want to find out the influence of the asymptotic variance and its estimator on the
proper selection of the control limit cM .
8.3.1 Influence of the Sampling Periods
We begin by analysing the influence of different sampling periods in the spa-
tial and time domain with respect to the rejection rates. For that, we calcu-
late the corresponding control limit cM with the help of the Monte Carlo algo-
rithm described above. Thus, we evaluate the process F(s, t, r2, r3) on the grid
{(si, tj, (r2)k, (r3)l) : i, j, k, l = 1, . . . , N} with N = 15. After calculating the
required maxima of |F(si, tj , (r2)k, (r3)l)| we use the 95%-quantile of 10000 simu-
lation replicates to estimate cM .
In the following we adapt the setting of the illustrative example. As the noise
process is modelled by an i.i.d. N (0, 1)-distributed random field, we obtain for the
asymptotic variance σ2 = 1.
Table 8.32 shows the simulated type one errors for various sampling periods τ1, τ2,
and τ3 for 1000 repetitions. We can see that the simulated rejection rates lie be-
tween 0.055 and 0.084 and thus that there is only a small influence of the sampling
periods on the accuracy of the detector.
τ1 0.025 0.03 0.04 0.05 0.06 0.08 0.1
τ2 = τ3 = 0.03 0.074 0.064 0.067 0.079 0.076 0.070 0.055
τ2 = τ3 = 0.04 0.074 0.066 0.067 0.061 0.064 0.076 0.062
τ2 = τ3 = 0.05 0.074 0.069 0.084 0.070 0.063 0.066 0.058
Table 8.32: Simulated rejection rates for various sampling periods τ1, τ2, and τ3 for 1000
repetitions.
If we use 10000 instead of 1000 repetitions, we get even more accurate results.
On account of very high computational costs, however, we only conducted the
rejection rates for 10000 repetitions in four cases, see Table 8.33.
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τ1 0.08 0.1
τ2 = τ3 = 0.04 0.0652 0.0598
τ2 = τ3 = 0.05 0.0587 0.0567
Table 8.33: Simulated rejection rates for various sampling periods τ1, τ2, and τ3 for 10000
repetitions.
8.3.2 Influence of Noise Correlations
In this subsection we investigate how the rejection rates behave when using model
(M4) for the noise process instead of taking i.i.d. errors. For that we fix τ1 =
0.04, τ2 = τ3 = 0.05, and s0 = 0.25 leading to n0 = 12 as size for the learning
sample in the time domain. The rest of the setting stays the same as in the
illustrative example. We allow the autoregressive parameter ρ to vary over the
set {0.1, 0.2, 0.3, 0.4, 0.5} while we take the moving average parameters as a5 = 1
and ak = a for k 6= 5 with a ∈ {−0.1, 0.01, 0.1, 0.3, 0.5}. By Theorem 6.2.1 we
now obtain the proper control limit via the formula cM,σ = σcM where σ is the
asymptotic standard deviation of the noise process and cM the control limit for
i.i.d. error terms. If the dependence structure of the noise process is unknown,
we have to replace σ in the above formula by a proper estimator, see Chapter 7,
leading to a control limit of the form cM,σ̂ = σ̂cM .
Table 8.34 shows the rejection rates for 1000 repetitions for control limits calculated
with the true σ. We see that the rejection rates of the detector are quite accurate
over the whole set of considered parameters. Smaller values of ρ and a, reflecting
a weak dependence structure of the noise process, lead to higher rejection rates,
while greater values of these parameters, reflecting a strong dependence of the
error terms, lead to lower rejection rates. Moreover, we can see that in most cases
the rejection rates decrease for fixed a and growing ρ as well as for fixed ρ and
growing a, where this decrease is greater for smaller than for greater values of a
and ρ, respectively.
ρ 0.1 0.2 0.3 0.4 0.5
a = −0.1 0.099 0.086 0.065 0.053 0.036
a = 0.01 0.063 0.063 0.059 0.056 0.039
a = 0.1 0.058 0.053 0.047 0.041 0.035
a = 0.3 0.033 0.033 0.036 0.038 0.033
a = 0.5 0.031 0.028 0.027 0.029 0.028
Table 8.34: Simulated rejection rates for 1000 repetitions for control limits calculated
with the true σ (n1 = 50, n0 = 12).
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As in practice the asymptotic variance σ2 is in general unknown, we now analyse
the rejection rates of our control statistic when using control limits calculated with
an estimated σ via the formula cM,σ̂ = σ̂cM . This means that we want to apply the
estimators (7.2) and (7.15) of Chapter 7 as well as a subsampling approximation
as in (8.9) leading to the control limits CL2, CL3 and CL4. To be more precise, the
variance estimator used for CL2 is calculated by the procedure described in the
last two paragraphs of Section 8.2, i.e. having the learning sample of size n0 = 12
in hand we minimize the subsampled RMSE of σ̂2n,c with respect to α and m,
using constant weights and the cutting rule in (8.5). This leads to the optimal
parameter values αopt and mopt with which we can then calculate the value of σ̂
2
n,c
evaluated at the learning sample of size n0 = 12. For the computation of CL3 we
minimize again the subsampled RMSE of σ̂2n,c with respect to α and m and then
estimate σ2 by a subsampling approximation as in (8.9), with σ̂2n replaced by σ̂
2
n,c.
Finally, we obtain CL4 by estimating σ
2 with σ̂2n evaluated at the learning sample
of size n0 = 12, where we determine the optimal value of m with the help of the
statistic R(m) in (8.7) as described in Section 8.2.
The corresponding simulation results are gathered in Table 8.35 for selected values
of a and ρ. Here, the first column contains the simulated rejection rates when using
the true value of σ2 for the calculation of the control limit denoted by CL1, cf.
Table 8.34.
CL1 CL2 CL3 CL4
a = −0.1, ρ = 0.1 (σ2 = 1.2746) 0.099 0.692 0.382 0.443
a = 0.01, ρ = 0.4 (σ2 = 3.9442) 0.056 0.290 0.205 0.227
a = 0.1, ρ = 0.3 (σ2 = 5.2808) 0.047 0.172 0.136 0.144
a = 0.3, ρ = 0.2 (σ2 = 13.1225) 0.033 0.241 0.100 0.097
a = 0.5, ρ = 0.5 (σ2 = 29) 0.028 0.409 0.095 0.083
Table 8.35: Simulated rejection rates for 1000 repetitions for control limits calculated
with the true σ and different estimators (n1 = 50, n0 = 12).
We can see that when using only a very small learning sample of size n0 = 12 the
simulated rejection rates with the control limits CL2, CL3 and CL4 are in general
too high and therefore not very satisfying. Only the rates for CL3 and CL4 in
the last three rows of Table 8.35 are acceptable. In order to see if the simulation
results get more accurate if we use a greater learning sample, we take τ1 = 0.02
leading to n1 = 100 observations in the time domain and a learning sample of size
n0 = 25. All other parameters stay the same as before. The simulated rejection
rates are gathered in Table 8.36. Now, the results for CL3 and CL4 in the last
three rows of Table 8.36 – corresponding to great asymptotic variances – are quite
accurate. Moreover, we can see that also the other combinations of control limits
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and parameters lead to smaller rejection rates than before. Hence, we can suspect
that even greater learning samples would improve the accuracy of all simulated
rejection rates a lot.
CL1 CL2 CL3 CL4
a = −0.1, ρ = 0.1 (σ2 = 1.2746) 0.093 0.590 0.255 0.276
a = 0.01, ρ = 0.4 (σ2 = 3.9442) 0.063 0.272 0.176 0.184
a = 0.1, ρ = 0.3 (σ2 = 5.2808) 0.035 0.129 0.093 0.100
a = 0.3, ρ = 0.2 (σ2 = 13.1225) 0.025 0.213 0.043 0.044
a = 0.5, ρ = 0.5 (σ2 = 29) 0.022 0.391 0.041 0.038
Table 8.36: Simulated rejection rates for 1000 repetitions for control limits calculated
with the true σ and different estimators (n1 = 100, n0 = 25).
8.3.3 Power Study
We now analyse the power of our detection scheme when allowing for alternatives
of the form (6.11) and (6.16) respectively. For that we take the local departure
models as
fn1,n2,n3(t, r2, r3)− f0(t, r2, r3) =
δi(t, r2, r3)
nβ11 n
β2
2 n
β3
3
(8.10)
with
δi(t, r2, r3) = gi sin
(
15(t− 1) + pi
2
)
sin (4r2) sin (4r3)
for (t, r2, r3) ∈ [0, 2]3 and (g1, g2, g3) = (68, 125, 559). Moreover, we put β2 = β3 =
0.5 and choose β1 ∈ {0.3, 0.5, 1}.
The local alternative (without the scaling parameters gi, i = 1, 2, 3) is depicted
in Figure 8.6 for several points in time in the interval [0, 0.5]. We see that the
alternative are peaks that first oscillate to the opposite direction with increasing
time, then grow a bit in the same direction before changing the orientation again.
Then, they continue to increase in the same direction before the oscillation starts
again from the beginning.
Note, that the alternative signal fn1,n2,n3(t, r2, r3) displays an amplitude, a fre-
quency as well as a phase distortion in the time domain compared to the reference
signal f0(t, r2, r3) = sin(6t) sin(4r2) sin(4r3).
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Figure 8.6: Local alternative for t ∈ {0.0, 0.1, 0.2, 0.3, 0.4, 0.5} with gi = 1.
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By the asymptotic theory of Theorem 6.3.1 and Remark 6.3.6 we expect that
changes with β1 > 1/2 cannot be detected for large sample sizes in the time
domain, whereas changes with β1 ≤ 1/2 can easily be detected. In particular, the
case β1 = 1/2 corresponds to the case where the process Fn(s, t, r2, r3) converges
to the process F δ(s, t, r2, r3) defined in Theorem 6.3.1.
The values of gi, i = 1, 2, 3, were chosen in such a way that the initial power for
n1 = 20 observations in the time domain is reasonably high and the same for all
three different values of β1. Here, g1 = 68 corresponds to β1 = 0.3, g2 = 125 to
β1 = 0.5, and g3 = 559 to β1 = 1. The rest of the simulation setting stays the same
as in the illustrative example; in particular, we suppose that the error terms are
i.i.d. and that this information is available such that we do not need to estimate
the asymptotic variance here. The resulting power curves are shown in Figure 8.7.
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Figure 8.7: Simulated power for the models in (8.10) for different values of β1 as a func-
tion of the sample size n1 in the time domain.
Due to very high computational costs the sample size n1 only varies between 20
and 80. We see that the curves indeed confirm what is predicted by the theory: For
β1 < 1/2 the power increases towards one and for β1 > 1/2 it decreases towards
the type one error rate of α = 5%. For β1 = 1/2 one could assume that the power
increases as well when looking at Figure 8.7; Table 8.37 shows, however, that for
larger sample sizes in the time domain it levels off between 0.7 and 0.8 which thus
confirms the theory as well.
n1 80 160 240 320
β1 = 0.5 0.689 0.760 0.778 0.786
Table 8.37: Simulated power for the models in (8.10) for β1 = 0.5 and different sample
sizes n1.
Chapter 9
Outlook
In this chapter we demonstrate that we can easily extend some of the results of the
previous chapters into several directions with only slight modifications. We give
two examples that shall show the great flexibility and applicability of our results.
We point out among other things that the detector statistic in (6.2) can serve with
small changes not only as a detector for changes in time, but also as a detector for
the concrete location where a change takes place. Moreover, we can extend the
result in Theorem 6.2.1, if we center the {εk} at its arithmetic mean.
9.1 Additional Weighting Functions
We begin with a generalization of the detector statistic in (6.2) in order to be
able to detect the position of a change. This can be achieved by adding a suitable
weighting function w for the different pixels of the image and leads to the sequential
monitoring process
Fwn (s, t, r2, r3) =
√
τ1τ2τ3
⌊n1s⌋∑
l1=1
n2∑
l2=1
n3∑
l3=1
[yl1,l2,l3 − f0(l1τ1, l2τ2, l3τ3)]
ϕ (t− l1τ1, r2 − l2τ2, r3 − l3τ3)w(l2τ2, l3τ3, r2, r3)
for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ 1], r2 ∈ [0, τ 2], r3 ∈ [0, τ 3]. Before we get more specific
about possible forms of w, we first want to reformulate Theorem 6.2.1 for the new
detection process Fwn .
Theorem 9.1.1. Let w be a continuous function with
sup
r2∈[0,τ2],r3∈[0,τ3]
VHK(w(·, ·, r2, r3)) <∞.
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Suppose the noise process {εi = εi1,i2,i3} meets Assumption 1 (mvb). We assume
that the sampling periods fulfill njτj → τ j, j = 1, 2, 3, as min1≤i≤3 ni →∞. Then,
under the null hypothesis H0, we have
Fwn (s, t, r2, r3)⇒ Fw(s, t, r2, r3),
as min1≤i≤3 ni →∞ for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ 1], r2 ∈ [0, τ 2], and r3 ∈ [0, τ 3].
The limit stochastic process Fw(s, t, r2, r3) is of the form
Fw(s, t, r2, r3) :=
√
τ 1τ 2τ 3 σ
∫ s
0
∫ 1
0
∫ 1
0
ϕ (t− τ 1z1, r2 − τ 2z2, r3 − τ 3z3)
w(τ 2z2, τ 3z3, r2, r3) dB(z1, z2, z3),
where B(z1, z2, z3) is the standard Brownian motion on [0, 1]
3.
Proof. As w fulfills the same assumptions as ϕ one can adopt the proof of Theo-
rem 6.2.1.
Now the question arises which forms would be suitable for w. To answer this
question it is useful to know the approximate form of the change that one wants to
detect. If the aim is, for example, to detect a simple rectangle with length c2 > 0
and width c3 > 0 that occurs at a certain point in time, one could define w for
δ > 0 as
w(z2, z3, r2, r3) =

1, if |z2 − r2| ≤ c2/2, |z3 − r3| ≤ c3/2,
0, if |z2 − r2| ≥ c2/2 + δ, |z3 − r3| ≥ c3/2 + δ,
smooth, otherwise.
(9.1)
Then, one could define suitable detectors as before, e.g. the local detector as
Lwn := min
{
n0 ≤ k ≤ n1 : max
l∈{0,...,n2},
m∈{0,...,n3}
∣∣∣∣Fwn ( kn1 , τ 1kn1 , τ 2ln2 , τ 3mn3
)∣∣∣∣ > cwL
}
and the global maximum norm detector as
Mwn := min
{
n0 ≤ k ≤ n1 : max
0≤t≤
τ1k
n1
max
r2∈[0,τ2],
r3∈[0,τ3]
∣∣∣∣Fwn ( kn1 , t, r2, r3
)∣∣∣∣ > cwM
}
for control limits cwL > 0 and c
w
M > 0. Again, the application of the continuous
mapping theorem leads to central limit theorems for these detectors. If, for exam-
ple, the local detector Ln exceeds its control limit cwL for (k⋆, l⋆,m⋆), we know that
the rectangle occured on the τ 1k
⋆/n1-th image frame with center pixel at position
(τ 2l
⋆/n2, τ 3m
⋆/n3).
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Remark 9.1.2. It is important that one chooses the weight function w not only
as a characteristic function, as then the continuity assumption of Theorem 9.1.1
on w is not fulfilled. Moreover, characteristic functions with a domain that is not
parallel to the axes have infinite variation which encourages the ‘smoothing’ of w
as well, cf. Remark 5.1.9.
The detection of more complex forms for changes beside rectangles is possible as
well by choosing corresponding domains for the smoothed characteristic function
in (9.1).
An interesting task for future research would be to perform a simulation study to
investigate how well (different forms of) changes can be located. Moreover, it would
be interesting to know if the continuity assumption on the weighting function w
could be relaxed. If this was the case, one could allow for characteristic functions
without smoothing, as the Riemann-Stieltjes integrals could be considered as Itô
integrals which allow the integrator to have infinite variation.
9.2 Additional Centering
The result in Theorem 6.2.1 requires that the random process {εl} is centered. As
this is usually not the case in practice, one could replace {εl} by {εl − εs} where
εs :=
1
n1n2n3
⌊n1s⌋∑
l1=1
n2∑
l2=1
n3∑
l3=1
εl1,l2,l3
and consider
F cn(s, t, r2, r3) :=
√
τ1τ2τ3
⌊n1s⌋∑
l1=1
n2∑
l2=1
n3∑
l3=1
(εl1,l2,l3 − εs)ϕ (t− l1τ1, r2 − l2τ2, r3 − l3τ3)
instead. The question arises, whether F cn(s, t, r2, r3) still fulfills a functional central
limit theorem. This is the content of the following theorem.
Theorem 9.2.1. Under the conditions of Theorem 6.2.1 we have
F cn(s, t, r2, r3)⇒ F c(s, t, r2, r3),
as min1≤i≤3 ni →∞ for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ 1], r2 ∈ [0, τ 2], and r3 ∈ [0, τ 3].
The limit stochastic process F c(s, t, r2, r3) is of the form
F c(s, t, r2, r3) := F(s, t, r2, r3)
− σB(s, 1, 1)√
τ 1τ 2τ 3
∫ sτ1
0
∫ τ2
0
∫ τ3
0
ϕ (t− z1, r2 − z2, r3 − z3) dz3dz2dz1,
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where B(z1, z2, z3) is the standard Brownian motion on [0, 1]
3.
Proof. We consider the function space D[0, 1]3 and define the functional
Λ(f) = Λ(f)(s, t, r2, r3)
:=
√
τ 1τ 2τ 3
∫ s
0
∫ 1
0
∫ 1
0
ϕ (t− τ 1z1, r2 − τ 2z2, r3 − τ 3z3) df(z1, z2, z3)
− f(s, 1, 1)√
τ 1τ 2τ 3
∫ sτ1
0
∫ τ2
0
∫ τ3
0
ϕ (t− z1, r2 − z2, r3 − z3) dz3dz2dz1
for 0 < s0 ≤ s ≤ 1, t ∈ [0, τ 1], r2 ∈ [0, τ 2], and r3 ∈ [0, τ 3] on it, whenever the first
integral exists.
The first summand is the functional Λ(f) whose continuity for functions f ∈
C[0, 1]3 has already been shown in the proof of Theorem 6.2.1. The continuity of
the second summand also follows readily as ϕ is bounded on [0, τ 1]× [0, τ 2]× [0, τ 3].
Thus, Assumption 1 (mvb) ensures that
Λ(Zn(·))⇒ F c(s, t, r2, r3),
as min1≤i≤3 ni →∞. Moreover, we have
Λ(Zn(·, ·, ·)) = Fn(s, t, r2, r3) + oP (1) (9.2)
− Zn(s, 1, 1)√
τ 1τ 2τ 3
∫ sτ1
0
∫ τ2
0
∫ τ3
0
ϕ (t− z1, r2 − z2, r3 − z3) dz3dz2dz1
on the one hand and
F cn(s, t, r2, r3) = Fn(s, t, r2, r3)− Tn(s, t, r2, r3) (9.3)
with
Tn(s, t, r2, r3) =
√
τ1τ2τ3 εs
⌊n1s⌋∑
l1=1
n2∑
l2=1
n3∑
l3=1
ϕ (t− l1τ1, r2 − l2τ2, r3 − l3τ3) (9.4)
on the other hand. As τj = τ j/nj + o(1) for j = 1, 2, 3, we can write
Tn(s, t, r2, r3) =
 1√
n1n2n3
⌊n1s⌋∑
l1=1
n2∑
l2=1
n3∑
l3=1
εl1,l2,l3
 (9.5)
√τ 1τ 2τ 3
n1n2n3
⌊n1s⌋∑
l1=1
n2∑
l2=1
n3∑
l3=1
ϕ
(
t− l1 τ 1
n1
, r2 − l2 τ 2
n2
, r3 − l3 τ 3
n3
)+ oP (1)
=
Zn(s, 1, 1)√
τ 1τ 2τ 3
τ 1τ 2τ 3
n1n2n3
⌊n1s⌋∑
l1=1
n2∑
l2=1
n3∑
l3=1
ϕ
(
t− l1 τ 1
n1
, r2 − l2 τ 2
n2
, r3 − l3 τ 3
n3
)
+ oP (1).
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Combining (9.2)-(9.5) we can conclude that
sup
s∈[s0,1]
sup
t∈[0,τ1]
r2∈[0,τ2],r3∈[0,τ3]
∣∣Λ(Zn(·, ·, ·))−F cn(s, t, r2, r3)∣∣
= sup
s∈[s0,1]
sup
t∈[0,τ1]
r2∈[0,τ2],r3∈[0,τ3]
|Tn(s, t, r2, r3) + oP (1)
−Zn(s, 1, 1)√
τ 1τ 2τ 3
∫ sτ1
0
∫ τ2
0
∫ τ3
0
ϕ (t− z1, r2 − z2, r3 − z3) dz3dz2dz1
∣∣∣∣→ 0
in probability for min1≤i≤3 ni →∞, as Zn(s, 1, 1) is stochastically bounded and
sup
s∈[0,1]
sup
t∈[0,τ1]
r2∈[0,τ2],r3∈[0,τ3]
∣∣∣∣∣∣ τ 1τ 2τ 3n1n2n3
⌊n1s⌋∑
l1=1
n2∑
l2=1
n3∑
l3=1
ϕ
(
t− l1 τ 1
n1
, r2 − l2 τ 2
n2
, r3 − l3 τ 3
n3
)
−
∫ sτ1
0
∫ τ2
0
∫ τ3
0
ϕ (t− z1, r2 − z2, r3 − z3) dz3dz2dz1
∣∣∣∣→ 0
for min1≤i≤3 ni → ∞ by the same arguments as in the proofs of Theorems 4.2.1
and 6.3.1, respectively (with δ ≡ 1). This finally completes the proof.
Here, too, it would be interesting to perform a simulation study. This should
compare the type one and type two error rates as well as the power of the detection
algorithm of Chapter 6 when using control limits that are either conducted with
the help of the limit distribution of Theorem 6.2.1 or with the one of Theorem 9.2.1.
This would especially be interesting when dealing with real data where it is not
necessarily guaranteed that the error terms are centered, and should thus be a
topic of future research.
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