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Abstract- A human face representation and recog- 
nition system, based on the wavelet packet method 
and the best basis selection algorithm, is proposed 
in this paper. Through conducting a set of experi- 
ments on three groups of training sets, the optimal 
transform basis (called the face basis), the best fil- 
ter, and the best decomposition level are identified for 
the face image class. A face image is represented in 
a compressed form by its wavelet packet coefficients. 
For recognition, the compressed input face image is 
then compared against a database of compressed im- 
ages of the known faces. The recognition results are 
presented. 
I. INTRODUCTION 
Facial images are highly correlated [16]. This prop- 
erty can be used to reduce the redundant informa- 
tion and thereby speed up the recognition process. A 
proper transform coding can represent the data in a 
different mathematical basis, therefore, the new rep- 
resentation may reveal the correlation. Using this 
new basis, the information contained in the facial 
image may be represented with a smaller number of 
coefficients. 
Important advances in face recognition have em- 
ployed forms of principal component analysis (PCA) 
which is an expansion of the Karhunen-Loeve repre- 
sentation [1]-[2], [8], [13]-[14], [16]-[17]. In PCA, the 
optimal basis is given by the eigenvectors of the cor- 
relation matrix. However, the algorithm to calculate 
the eigenvectors of a correlation matrix has cubic 
complexity. Even in a simplified case [16], if more 
known faces are added to the database, then (i) the 
calculation of the basis becomes computationally ex- 
pensive, (ii) the compression ratio declines, (iii) the 
basis must be recalculated, and (iv) all faces within 
the database must be re-compressed using the new 
basis. 
Over the last decade wavelets have become power- 
ful and flexible tools for computation and data reduc- 
tion [7], [15]. These tools eliminate much of the spa- 
tial redundancy within images thereby making the 
images much easier to compress. However, no single 
algorithm can be expected to work well for all classes 
of images. The sampling rates, the spectral compo- 
sition, and the pixel quantisation influence the com- 
pressibility of the original data. A wavelet transform: 
which uses a fixed wavelet basis for image decompo- 
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sition, cannot efficiently handle face image class with 
its own space-frequency characteristics. However, as 
a generalisation of the wavelet transform, the wavelet 
packet and the best basis algorithm [3]-[4], offer a li- 
brary of orthonormal bases from which the optimal 
basis can be selected to best match the characteris- 
tics of face images. Wavelet packets are particular 
linear combinations of wavelets. They form bases 
which keep many of the orthogonality, smoothness, 
and localisation properties of wavelets. The best ba- 
sis selection algorithm finds a basis of adapted wave- 
forms for a prescribed signal or a family of signals. 
A cost function is selected for the minimisation pro- 
cess. For signal compression, identification, or clas- 
sification, entropy is a suitable cost function. 
Based on the wavelet packet method and the best 
basis selection algorithm, a human face representa- 
tion and recognition system is proposed in this pa- 
per. An optimal transform basis, called the face ba- 
sis, is identified for a database of the known face 
images. This face basis is then used to compress 
all known faces within the database in a single pass. 
For face recognition, the input face image is trans- 
formed, and the compressed face is then compared 
against the database. Since wavelet packet decom- 
position is sensitive to signal location, an intelligent 
facial detection system [9]-[10] is employed to provide 
centred face images to the face recognition system. 
In Section 11, the wavelet packet technique and 
the best basis selection algorithm are reviewed. The 
process of extracting the face basis with the best in- 
formation packing quality for the face images is then 
explained in Section 111. In Section IV, the techniques 
for selecting the best filter and the best wavelet 
packet decomposition level are described. The recog- 
nition system and the simulation results are then dis- 
cussed in Section V. Finally, concluding remarks and 
future directions are given in Section VI. 
11. WAVELET PACKETS 
Wavelets are functions that -satisfy certain math- 
ematical requirements and are used in represent- 
ing data or other functions. Like sines and cosines 
in Fourier transform, wavelets are used as basis 
functions in representing other functions. How- 
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ever, unlike the Fourier transform, the wavelet trans- 
form process data at  different scales or resolutions. 
Wavelets are formed by dilations and translations 
of a single function $(z) called mother wavelet. 
Wavelet signal processing involves wavelet analysis 
(decomposition) and wavelet synthesis (reconstruc- 
tion). 
With the multiresolution work of Mallat [11]-[12] 
and the work of Daubechies [5]-[6], it was shown that 
digital filter banks can be used, under certain condi- 
tions, to implement fast wavelet transforms. The dig- 
ital filter bank method filters a signal by several par- 
allel filters followed by subsampling. A two-channel 
filter bank has a lowpass filter L and a highpass fil- 
ter H .  L removes the high frequencies and produces 
low-frequency components of the signal (approxima- 
tions). H removes the low frequencies and generates 
high-frequency components of the signal (details). 
Together, these filters separate the signal into fre- 
quency bands. The problem is that the signal length 
is doubled. To correct this problem, downsampling 
is used. Only half of the output components of each 
filter is kept (even-numbered components). The de- 
composition process can be iterated. If successive ap- 
proximations are decomposed, it generates a wavelet 
decomposition tree. The number of the decomposi- 
tion levels is practically limited. A proper number 
of levels should be found based on the nature of the 
signal. 
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(a) (b) 
Fig. 1. A two-channel filter bank. a- Analyser separates the 
input into frequency bands. b- Synthesiser reassembles 
the signal. 
The wavelet synthesis process involves upsampling 
and filtering. In upsampling the length of the sig- 
nal is doubled by adding zeros between components. 
Then comes filtering. The lowpass and highpass de- 
Qmposition filters together with their related recon- 
struction filters form a system called quadrature mir- 
ror filters. For a perfect reconstruction, the distor- 
tion and aliasing introduced by sampling operators 
should be removed. By using properly chosen decom- 
position and reconstruction orthogonal or biorthog- 
onal filters, the distortion and aliasing can be re- 
moved. Figure 1 illustrates a two-channel filter bank. 
Wavelets can be generated from filter banks. Iter- 
atively upsampling and ccinvolving the highpass filter 
produces the wavelet fanction. In the same manner, 
iteratively upsampling and convolving the lowpass 
filter generates the scaling function. 
Fig. 2. The first step of a two-dimensional wavelet transform 
of a face image. 
The two-dimensional wavelet transform can be de- 
rived from the one-dimensional one. After one step, 
four subbands emerge - one averaging image ILL and 
three detail images I L H ,  I H L ,  and I H H .  Decompo- 
sition is carried out on the last average image ILL, 
in each step. Figure 2 shows the first step of a two- 
dimensional decomposition of a face image. 
The wavelet packet method is a generalisation of 
the wavelet transform. In the wavelet transform, 
only the lowpass filter is iterated (see Figure 3). It 
is assumed that lower frequencies contain more im- 
portant information than higher frequencies. This 
assumption is not true for many signals. 
S 
The wavelet dccompomdon vcc. 
Fig. 3. Iteration of the lowpass filter in the wavelet transform 
of an image. 
The main difference between the wavelet packet 
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and wavelet transform is that, in the wavelet packet, 
the basic two-channel filter bank can be iterated ei- 
ther over the lowpass or the highpass branch. This 
provides an arbitrary tree structure with each tree 
corresponding to a wavelet packet basis. The deci- 
sion to split or merge is aimed at achieving minimum 
distortion. Figure 4 displays the full wavelet packet 
decomposition tree. 
UIV 
Fig. 4. The wavelet packet decomposition tree. 
The wavelet packet technique offers a choice of op- 
timal bases for the representation of a specific signal. 
Therefore, it is possible to seek the best basis by a 
criterion. The chosen basis should carry substan- 
tial information about the signal. Since compression 
is the goal, the basis which minimises the number 
of significantly non-zero coefficients in the resulting 
transform is chosen. Entropy is a suitable cost func- 
tion for compression. The best basis algorithm min- 
imises the cost function for the transform coefficients. 
It takes a complete decomposition according to the 
wavelet packet method. In each node corresponding 
to a subspace of the image, the cost of the coefficient 
of the subspace is calculated and inserted. 
32 
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Fig. 5. The best basis search algorithm. 
Starting from the bottom of the tree, (a) all bot- 
tom nodes are marked; (b) the nodes’ initial costs 
are reduced in the following way: (i) if the informa- 
tion cost of the parent node is lower than that of the 
child node, then the parent node is marked, (ii) if 
the child has lower cost, then the parent node is not 
marked, but the total information cost of the child is 
assigned to the parent, and (iii) this process is con- 
tinued until the top is reached; (c) the best basis 
is then obtained by collecting the topmost marked 
nodes. Figure 5 represents different steps of the best 
basis search. 
The corresponding best basis wavelet packet tree 
is illustrated in Figure 6 .  
S- 
b 
Fig. 6. The wavelet packet best basis. 
As an example, a sample face image and its coef- 
ficients in the wavelet packet best basis are demon- 
strated in Figure 7. 
Fig. 7. The wavelet packet best basis for a sample face image 
111. THE FACE BASIS SELECTION 
As stated in the previous section, the wavelet 
packet method and the best basis selection algorithm 
find the optimal bases for the representation of a spe- 
cific signal such as an image. In this section, this 
property is extended for the extraction of the opti- 
mal bases for a family of signals such as human face 
images. 
To select the face basis, 150 gray-scale front- 
view 64x64 face images were collected and used as 
the training set. The training set is divided into 
three groups; each group consists of 50 face images. 
The following experiment is separately done on each 
group of face images. For each face image the stat- 
quadtree of entropy values is first created. In other 
words, in each node corresponding to -a subspace, 
the cost of the coefficient of the subspace is calcu- 
lated and inserted. Figure 5 displays an example 
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of a stat-quadtree. For each training set group, 50 
stat-quadtrees are obtained. Next, the entropy val- 
ues of 50 stat-quadtrees are averaged. This provides 
three stat-quadtrees, each belonging 1,o a group of the 
training set. Then, on each stat-quadtree, the best 
basis selection algorithm is performed to pick out the 
best basis from all the possible bases in the packet 
table. The algorithm minimises the entropy values 
in the stat-quadtree. After obtaining the best basis 
for three groups of training sets, it was found that 
the three basis are the same. This means that the 
extracted basis can be generalised and used for all 
gray-scale front-view 64x64 face images. Therefore, 
adding a new face image to the known face images 
database does not require recalculation of face basis. 
Figure 8 shows the extracted face basis for the class 
of face images. The maximum depth of splitting was 
chosen to be 6 (see Section IV for more details). 
Fig. 8. The face basis selected for the class of face images. 
IV. THE BEST FILTER AND THE BEST 
DECOMPOSITION LEVEL SELECTION 
The main components of the wavelet transform are 
the lowpass and highpass filters. The choice of filters 
is crucial not only in obtaining perfect reconstruction 
of the original signal, but also in determining the 
shape of the wavelet used for performing the analy- 
sis. To construct a wavelet, the appropriate quadra- 
ture mirror filters are designed and used to create the 
waveform. Two groups of filters are generally used to 
&ate wavelets. Orthonormal quadrature mirror fir- 
ters generate orthogonal wavelets and biorthonormal 
quadrature mirror filter pairs generate biorthogonal 
wavelets. 
To achieve the best compression for a data set 
such as human face images, different orthonormal 
and biorthonormal filters are examined and the one 
with the highest information packing capability is 
chosen. Another important parameter is the level of 
decomposition in the wavelet packet transform. In 
this section, the experiments which lead to the se- 
lection of the best filter and the best decomposition 
level for the face image class are described. Two 
experiments were carried out. Three training sets 
of face images were used in each experiment. Each 
training set contains 50 gray-scale front-view 64x64 
face images. 
In the first experiment, orthonormal quadrature 
mirror filters were used in wavelet packet trans- 
form. Six types of filters (Haar, Beylkin, Coiflet, 
Daubechies, Symmlet, and Vaidyanathan) were ex- 
amined. Each type of filter should be used with a pa- 
rameter. For instance, the Symmlet filter can be used 
with different number of vanishing moments varying 
from 4 to 10. In addition, together with each par- 
ticular type of filter and parameter, different levels 
of decomposition were used. The applicable range of 
the decomposition level in this experiment is 2-6. 
A total number of 96 cases were examined in each 
group of the training set in the first experiment. In 
each case, the filter was first generated. Then, us- 
ing the filter and the related decomposition level, 
the best basis was searched and selected (see Sec- 
tion 111). Next, compression was carried out on all 
the training face images. Aifter compression, the re- 
construction was performed on the compressed im- 
ages. In the reconstruction stage, each face image 
was reconstructed from 1%: 7.5%, and 15% of the 
most important information of the transformed co- 
efficients (the coefficients with the highest absolute 
values). The rest of the coefficients were set to zero 
before reconstruction. Therefore three images are re- 
constructed from each compressed image. The root 
mean square (RMS) error between the original image 
and the three reconstructed images were calculated 
and summed. This is done for all the 50 training face 
images. The average error was obtained and stored. 
Figure 9 displays the best filter and the best decom- 
position level selection results for the orthonormal 
quadrature mirror filters. 
The results show that the Symmlet filter with 5 
vanishing moments and the decomposition level 6 is 
the best choice for the human face image class. 
In the second experiment, however, biorthonormal 
quadrature mirror filter pairs were utilised. They are 
odd length, symmetric filters. The aim of this exper- 
iment was to prove that the wavelet packet method is 
superior to the biorthonormztl wavelet transform. Six 
types of filters (Interpolating, Deslauriers, Average- 
Interpolating, CDF, Triangle, and Villasenor) were 
examined. Each type of filter was used with a pa- 
rameter. Moreover, different levels of decomposition 
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FILTERS-PARAMETERVELS 
Fig. 9. The best filter and the best decomposition level se- 
lection results for orthonormal quadrature mirror filters. 
were used. The total number of 225 cases were ex- 
amined in each group of the training set. In each 
case, the filter was first generated. Then, face images 
were compressed. Next, the reconstruction was per- 
formed. Each face image was reconstructed from 1%, 
7.5%, and 15010, of the information of the transfor- 
mation coefficient. Three images were reconstructed 
from each compressed image. The RMS errors were 
calculated and averaged. The best filter and the best 
decomposition level selection results for biorthonor- 
mal quadrature mirror filter pairs are displayed in 
Figure 10. 
I 
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Fig. 10. The best filter and the best decomposition level se- 
lection results for biorthonormal quadrature mirror filter 
pairs. 
The results show that the Villasenor filter with 
order 3 and the decomposition level 6 is the best 
choice for the human face image class. 
The comparison of the results obtained from the 
first and the second experiments proves that the or- 
thonormal quadrature mirror filters wavelet packet 
transform is superior to the biorthonormal quadra- 
ture mirror filter pairs wavelet transform. The best 
filter is Symmlet with 5 vanishing moments and the 
best wavelet decomposition level is 6 .  Since the ex- 
perimental results were the same for the three train- 
ing sets, the selected best filter and the decomposi- 
tion level are generalised for the class of face images. 
V. RECOGNITION 
The best basis, best filter, and best decomposi- 
tion level selected for the face images class were em- 
ployed for implementing a face recognition system. 
A database of 150 face images is used to test the sys- 
tem. The face images were compressed and stored 
first. The recognition was performed using different 
amounts of information of the wavelet packet coeffi- 
cient matrix. For 150 known face images, only the 
most important 0.1% of the wavelet packet coeffi- 
cients (4 coefficient out of 4096) were sufficient. The 
left-hand column in Figure 11 illustrates the recog- 
nition results for the known face image (No. 50) 
for different amounts of information of the wavelet 
packet coefficient matrix (from top to bottom: best 
0.05%, O . l % ,  0.5%, 1%, 20%, and 90% of the wavelet 
packet coefficients). For comparison, the recognition 
results for an unknown input face image is presented 
in the right-hand column in Figure 11. 
VI. CONCLUSIONS 
Using the wavelet packet method and the best ba- 
sis selection algorithm, a system has been proposed 
for the human face image representation and recog- 
nition. Experiments have been performed on three 
training sets for the selection of the best basis, best 
filter, and best wavelet packet decomposition level. 
A database of 150 face images has been utilised to 
build the three training sets. -The face images are 
represented using the wavelet packet coefficients. It 
is found that only the most important 0.1% of the 
coefficients were sufficient for recognition of known 
faces in our database. The proposed system offers 
solution to the PCA shortcomings. A more compre- 
hensive face image database is currently being con- 
structed by the authors. This will allow future ex- 
periments to be conducted with larger numbers of 
face images. 
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Fig. 11. Recognition results: The Left-hand column shows 
the recognition of the known face image number 50. From 
top to bottom: Best 0.05%, O.l%, 0.5%, 1%, 20%, and 
90% of the wavelet packet coefficients. The right hand 
column displays the recognition of an unknown face im- 
age. iFrom top to bottom: Best 0.05%, O.l%, 0.5%, 1%, 
20%, and 90% of the wavelet packet coefficients. 
REFERENCES 
(11 D.J. Beymer, “Face recognition under varying pose,” TR- 
AI 1461, Massachusetts Institute of Technology, Decem- 
ber, 1993. 
[2] R. Chellappa, C.L. Wilson, and S. Sirohey, “Human and 
machine recognition of faces: A survey,” Proceedings of 
the IEEE, vol. 83, no. 5, pp. 705-740, May, 1995. 
[3] R.R. Coifman, Y. Meyer, and M.V. Wickerhauser, 
“Wavelet analysis and signal processing,” in M.B. Ruskai 
et al. (Eds.) Wavelets and their applications, pp. 153-178, 
Boston: Jones and Barlett, 1992. 
[4] R.R. Coifman and M.V. Wickerhauser, “Entropy-based 
algorithms for best basis selection,” IEEE Trans. Infor. 
Theory, vol. 38, no. 2, pp. 713-718, March, 1992. 
[5] I. Daubechies, “Orthoinormal bases of compactly sup- 
ported wavelets,” Commun. on Pure and Applied Mathe- 
matics, vol. 41, pp. 909-!396, 1988. 
[6] I. Daubechies, “Orthoinormal bases of compactly sup- 
ported wavelets 11: Variations on a theme,” SIAM J .  Math. 
Anal., vol. 24, pp. 499-519, 1993. 
171 G. Kaiser, A Friendly Guide to Wavelets. Boston: 
Birkhauser, 1994. 
[8] M. Kirby and L. Sirovich, “Application of the Karhunen- 
Loeve procedure for the characterization of human faces,” 
IEEE Trans. on Pattern Analysis and Machine Intelli- 
gence, vol. 12, no. 1, pp. 103-108, January, 1990. 
[9] A.Z. Kouzani, F. He, and K. Sammut, “Commonsense 
knowledge representation and reasoning with fuzzy neural 
networks,” Proc. 1996 Australian and New Zealand Con- 
ference on Intelligent Information Processing Systems, 
Adelaide, Australia, pp. 237-240, November, 1996. 
[lo] A.Z. Kouzani, F. He, and K. Sammut, “Commonsense 
knowledge-based face detection,” To be presented at  1997 
IEEE International Conference on Intelligent Engineer- 
ing Systems, Budapest, Hungary, 15-17 September 1997. 
[11] S. Mallat, “A theory for multiresolution signal decom- 
position: The wavelet representation,” IEEE h n s .  on 
PAMI,vol. 11, no. 7, pp. 674-693, 1989. 
[12] S. Mallat, “Multiresolution approximations and wavelet 
orthonormal bases in LZ(R),” Runs. of the American 
Math. Society, vol. 315, no. 1, pp. 69-87, Sept. 1989. 
[13] A.J. O’Toole, H. Abdi, K.A. Deffenbacher, and D. 
Valentin, “Low-dimensional representation of faces in 
higher dimensions of the! face space,” Optical Society of 
America, vol. 10, no. 3, pp. 405-411, March, 1993. 
[14] A. Samal and P.A. Iyengar, “Automatic recognition and 
analysis of human faces and facial expressions: A survey,” 
Pattern Recognition, vol. 25, no. 1, pp. 65-77, 1992. 
[15] G. Strang and T. Nguyen, Wavelets and Filter Banks. 
Wellesley-Cambridge Press, 1996. 
[I61 M. Turk and A. Pentland, “Eigenfaces for recognition,” 
Journal of Cognitive Neuroscience, vol. 3, no. 1, pp. 71-86, 
1991. 
I171 D. Valentin, H. Abdi, A.J. O’Toole, and G.W. Cottrell, 
“Connectionist models of face processing: A survey,” Pat- 
tern Recognition, vol. 27,, pp. 1209-1230, 1994. 
