This is a short description and basic introduction to the Integrated nested Laplace approximations (INLA) approach. INLA is a deterministic paradigm for Bayesian inference in latent Gaussian models (LGMs) introduced in Rue et al. 27 . INLA relies on a combination of analytical approximations and efficient numerical integration schemes to achieve highly accurate deterministic approximations to posterior quantities of interest. The main benefit of using INLA instead of Markov chain Monte Carlo (MCMC) techniques for LGMs is computational; INLA is fast even for large, complex models. Moreover, being a deterministic algorithm, INLA does not suffer from slow convergence and poor mixing. INLA is implemented in the R package R-INLA, which represents a user-friendly and versatile tool for doing Bayesian inference. R-INLA returns posterior marginals for all model parameters and the corresponding posterior summary information. Model choice criteria as well as predictive diagnostics are directly available. Here, we outline the theory behind INLA, present the R-INLA package and describe new developments of combining INLA with MCMC for models that are not possible to fit with R-INLA.
1 Where can INLA be applied Latent Gaussian Models (LGM) are the class of Bayesian models amenable to INLA-based inference. An LGM consists of three elements: a likelihood model, a latent Gaussian field and a vector of hyperparameters. The data y are assumed to be conditionally independent given the latent Gaussian field x so that the univariate likelihood model describes the marginal distribution of the observation. As in the generalized linear model framework, the mean, or another measure of central tendency, of the observation y i is linked to a Gaussian linear predictor η i through a known link function. The linear predictor is then additive with respect to other effects:
Here µ is an overall intercept, z are known covariates with linear effect β and w a vector of known weights. The terms f k are used to model random effects of the covariate u. In the INLA framework we assign µ, β and f k , k = 1, . . . , K a Gaussian prior. The latent Gaussian field is then x = {η, µ, β, f 1 , f 2 , . . . }. Note that we include the linear predictor in the latent field. This is mainly due to the fact having each data point y i dependent on the latent Gaussian field only through one single element of x, namely η i greatly simplifies the computations needed in the INLA algorithm, see for example Rue et al. 27 and Rue et al. 28 for details. For this reason, a small random noise term where the precision parameter is fixed to a high value is always automatically added to the model.
The hyperparameters θ can appear in the likelihood model (for example the variance in the Gaussian likelihood or the shape parameter in the Gamma one) or/and in the latent field, typically as dispersion parameters, spatial correlation parameters or autoregression coefficients in the f k terms. Formally the model can be written as:
where Q(θ) is the precision (inverse of the covariance) matrix of the latent Gaussian field. A limitation of the INLA approach is the size of the hyperparameter vector θ. While y and x can be large, θ should be small, say < 15. This is due to the numerical integration that has to be carried over the θ space. The dependence structure of the data is mainly captured by the precision matrix Q(θ) through a clever choice of the terms f k in (1) . In order for INLA to perform efficiently, we require the precision matrix Q(θ) to be sparse.
Many of the models that are commonly used as prior for the f k terms belong to the class of so called Gaussian Markov Random field (GMRF). GMRFs can be used to model smooth effects of a covariate, random effects, measurement errors, temporal dependencies, and so on (see Rue and Held 26 ). When it comes to spatial dependence, there exist GMRF models for areal data, such as the CAR or BYM model proposed by Besag et al. 3 . Continuous spatial dependence can be specified using the so-called SPDE approach 20,2 which creates an approximated GMRF representation of the Matérn covariance field based on stochastic partial differentiation equations. GMRFs are Gaussian models endowed with Markov properties. These, in turn, are linked to the non-zero structure of the precision matrix in the sense that, if two elements of the field are conditionally independent given all the others, then the corresponding entry of the precision matrix is equal to zero, see Rue and Held 26 . In practice, choosing GMRF priors for f k , induces sparsity in the precision matrix Q(θ).
The resulting posterior density of x and θ given y is:
This is a high dimensional density that is difficult to interpret. Often the main interest lies in the marginal posterior of the latent field π(x i |y) or of the hyperparameters π(θ j |y). INLA provides an approximation to such marginal posterior densities, which can then be used to compute approximated summary statistics of interest such as posterior means, variances or quantiles. To sum up, INLA can be applied to LGMs which fulfill the following assumptions:
There are some, rather extreme, cases of LGM where the use of INLA has been seen as problematic 9, 30 . If the likelihood is binomial or Poisson, inaccuracies can occur with low counts and low degree of smoothing. Variances of both random and fixed effects tend to be underestimated by INLA while means are usually well estimated. Ferkingstad and Rue 9 introduce a correction, implemented in the R-INLA package, that, at a negligible computational cost, alleviates the problem.
The INLA computing scheme
The INLA framework provides deterministic approximations to the univariate posterior marginals for the hyperparameters π(θ j |y) and the latent field π(x i |y). Thus, interest lies in:
Notice that, because of the model requirements explained in Section 1 the integral with respect to x in (3) and (4) can be (and usually is) highly multidimensional, while the integral with respect to θ is only moderate in size and can be solved via some numerical integration scheme. The core of the INLA methodology lies therefore in building clever approximations to the posterior for the hyperparameters π(θ|y) and the full-conditional density π(x i |θ, y) that allow to avoid the cumbersome integration with An approximation to π(θ|y) is built starting from the identity:
Notice that, while the numerator in (5) is easy to compute, the denominator is, in general, not available in closed form and hard to compute. INLA approximates (5) at a specific value θ k of the hyperparameters vector as:
where π G (x|θ k , y) is a Gaussian approximation to the full conditional x|θ k , y build by matching the mode and the curvature at the mode. This expression is equivalent to Tierney and Kadane 33 's Laplace approximation of a marginal posterior distribution. The computationally expensive part of evaluating (6) is the Cholesky decomposition of the Q(θ k ) matrix necessary to evaluate the denominator and that needs to be performed for each value θ k . Here, the sparseness of the precision matrix is essential, see Rue et al. 27 for more details. Next, we need to find an approximation π(x i |θ k , y) of x i |θ k , y. This step is more involved as it has to be repeated for each element of the, virtually very large dimensional, vector x. One could use the marginal from the Gaussian approximation π G (x|θ k , y) from 6. While this is very fast, it is usually not very accurate. As an alternative, we can start by writing π(x i |θ k , y) as
where x −i indicates the vector x without the i th element. This expression is similar to 5. An approximation to π(x i |θ k , y) can then be constructed by approximating the denominator in (7) by matching the mode and the curvature at the mode. This is again equivalent to Tierney and Kadane 33 's Laplace approximation. The problem with (5) is that it is very computationally demanding as it requires factorizing many times a large precision matrix. Rue et al. 27 propose therefore a third approximation, denoted the Simplified Laplace approximation, which corrects the Gaussian approximation for location and skewness by a Taylor's series expansion around the mode of the Laplace approximation.
All three approximations are available in the R-INLA package. The Simplified Laplace is the default choice. The last step is the numerical integration scheme to solve the integral with respect to θ in (3) and 4. The R-INLA package offers three possible alternatives. The first is to build a grid on the θ space around the mode of π(θ|y) (int.strategy='grid'). This strategy gives the most accurate approximations but the number of points in the grid grows exponentially with the size of the θ vector. It is the default choice in the R-INLA package if the dimension of θ is one or two. The second strategy is to use a so called central composite design to cleverly locate fewer points around the mode of π(θ|y) (int.strategy='ccd'). This is the default strategy for dimensions of θ larger than two. Finally one can ignore the variability of the hyperparameter and just use the mode of π(θ|y) (int.strategy='eb').
Putting all together, the INLA computing scheme is as follows:
1. Explore the θ space through the approximation π(θ|y). Find the mode of π(θ|y) and locate a series of points {θ 1 , . . . , θ K } in the area of high density of π(θ|y).
2. For the K selected support points compute π(θ 1 |y), . . . , π(θ K |y) using (6).
3. For each selected θ k point, approximate the density of x i |θ, y as π(x i |θ k , y) for k = 1, . . . , K using one of the three possible approximations: Laplace, Simplified Laplace or Gaussian.
4. Solve (4) via numerical integration as:
Where ∆ k are appropriate weights, which would be equal to 1 for example if all support points would be equi-distantly chosen. The integral (3) can be solved similarly.
The scheme above sheds light on the name INLA: the nested Laplace approximations are those performed in steps 2 and 3 while the integrated bit comes from the numerical integration in step 4. Note that the error committed in (8) comes from two different sources: one is the approximation error due to approximating π(x i |θ k , y) with π(x i |θ k , y), the other is due to the numerical integration scheme and the choice of the support points θ k . Using a Gaussian likelihood, the full conditional π(x|θ, y) and (of course) its marginals π(x i |θ, y) are also Gaussian. This implies that, for each value of θ, (5) can be computed exactly. The only source of error in (8) is then the numerical integration scheme. We will look in details at this special case in the Section 3.
An interesting feature of INLA is that it can approximate, as a bi-product of the main computations, leave-one-out cross-validatory model checks without re-running the model with individually removed observations. These include the conditional predictive ordinate (CPO) and probability integral transform (PIT) values that can be used to asses the quality of the model. See Held et al. 17 for details about how these measures are computed and a comparison with MCMC results. The R-INLA package returns an additional flag vector indicating when an observation-specific CPO values is not accurately approximated, and offers the user the helper function inla.cpo to replace this value with the correct value obtained by removing the corresponding observation from the data frame and refitting the model. INLA can also provide estimates for deviance information criterion (DIC) 32 , Watanabe-Akaike information criterion (WAIC) 35 
The Gaussian Likelihood case
Assume we observe the time series shown as dots in Figure 1a and our goal is to recover the underlying smooth trend. Assume that, given the vector η = (η 1 , . . . , η T ), the observations y t are independent and Gaussian distributed with mean η t and known unit variance:
The linear predictor η t is linked to a smooth effect of time t as:
Random walk models are a popular choice for modeling smooth effects of covariates or, as in this case, temporal effects (see for example chapter 3 in Rue and Held 26 ). Here, we choose a second order random walk model as prior distribution for the vector f = (f (1), . . . , f (T )), so that:
Thus, f |θ is Gaussian distributed with mean 0 and precision (inverse covariance) matrix Q(θ). The precision parameter θ controls the smoothness of the vector f . Note that the precision matrix Q(θ) is a band matrix with bandwidth 2 and therefore it is sparse. We complete the model by assigning θ a prior distribution. Here, we choose the newly proposed penalised complexity (PC) prior 31 with parameters u = 1 and α = 0.01. This is equivalent to using an exponential prior with mean −u/ log(α) for the standard deviation parameter 1/ √ θ. The resulting model is an LGM that fulfills the requirements listed earlier, namely: each data point depends on only one element of the latent field, the precision matrix of the latent Gaussian field is sparse and we have only one hyperparameter. Our main inferential interest lies in the posterior marginal for the smooth effect π(f (t)|y), t = 1, . . . , T . We follow the scheme outlined in Section 2: After finding the mode of θ|y via an optimization algorithm, we select support points {θ 1 , . . . , θ K } on a grid around the mode so that they represent the density mass. Then, we approximate π(θ|y) for each value {θ 1 , . . . , θ K }. In this special case the full conditional π(x|y, θ) is Gaussian and therefore (5) can be computed, for any value of θ, without the need to approximate the denominator. If we are interested in the posterior marginal for θ we can interpolate the points {π(θ 1 |y), . . . , π(θ K |y)} using, for example, a spline and normalize the density. Figure 1b shows the normalized density π(θ|y). On the x-axis ten selected support points θ 1 , . . . , θ 10 are indicated. The density line is obtained by fitting a spline to {θ k , log(π(θ k |y)} and then normalizing so that the density integrates to 1.
If we are interested in π(x i |y), the next task is to approximate π(x i |θ k , y). Again, since the full conditional of π(x|θ k , y) is Gaussian, its marginal distributions can be easily found. Finally we need to compute π(x i |y) via (4) . Note that in this special case, the integrand can be computed exactly for each value of θ, the only approximation error comes from the numerical integration scheme in (8) . In the Gaussian likelihood case the approximation π(x i |y) is a mixture of Gaussian densities π(x i |y, θ k ) weighted byπ(θ k |y)∆ k , k = 1, . . . , K. Figure 1c shows the 10 elements of the mixture to approximate π(x 10 |y) unweighted, while Figure 1d shows the same elements but weighed. The sum of the densities in Figure 1d gives the approximated posterior marginalπ(x 10 |y) also shown in Figure  1d . The procedure is repeated for each element of the vector x. These approximated densities can then be used to compute posterior summary measures of interest. As an example, Figure 1a shows the posterior mean and 95% credible intervals for the underlying smooth function. The model definition in R-INLA is similar to several other R packages, for example the mgcv package to fit generalized additive models 37 . There are two essential steps: 1) Define the linear predictor through a formula object; 2) Complete the model definition and fit the model using the function inla(). The fitted model is returned as an inla object. The formula can include fixed effects and random effects. Non-linear terms and random effects are included in the formula using the f() function. The specification of different latent Gaussian models, hyperpriors and model fitting options is straightforward. Results include the posterior marginal distributions of the latent effects and hyperparameters, as well as summary statistics. Furthermore, posterior estimates of linear combinations or transformations of the latent field can be obtained 21 . Model choice criteria such as the marginal likelihood, DIC 32 , WAIC 35 , conditional predictive ordinates and the probability integral transform are also available. In R-INLA there is no function "predict" as for glm or lm. Predictions must be done as a part of the model fitting itself. As prediction can be regarded as fitting a model with missing data, we can simply set y[i] = NA for those "locations" we want to predict. Predictive distributions, which are often of interest, are however not returned directly. Instead the posterior marginals for random effects and the linear predictor at the missing locations are returned. Adding the observational noise to the fitted values leads to the predictive distributions.
In the following we use a simple example of Poisson regression to illustrate the R-INLA library. In Section 4.3 we illustrate how to obtain the predictive distribution for a missing observation.
Data preparation and model specification
The Salm 7 dataset will be used throughout this tutorial, the same dataset is presented in both the OpenBugs tutorial and on R-INLA example page on www.r-inla.org. The data concern the number of revertant colonies of TA98 Salmonella observed on each of three replicate plates tested at each of six dose levels of quinoline. A certain dose-response curve is suggested by theory and no effect of plate is assumed.
Let y ij , j = 1, . . . , 3, i = 1, . . . , 6 denote the number of colonies found on plate j for dose i and let x i indicate the i th dose. We assume a Poisson likelihood and use a random effect to allow for over-dispersion:
Here, λ ij is the expected number of colonies at dose i for plate j. Further, β 0 denotes the intercept, β 1 and β 2 fixed effects, and u ij | σ 2 ∼ N (0, σ 2 ) is a random effect accounting for unobserved heterogeneity. Putting this model in the LGMs framework described in Section 1, the latent Gaussian field is {λ 11 , . . . , λ 36 , β 0 , β 1 , β 2 , u 11 , . . . , u 36 }. The model has one hyperparameter, namely the variance σ 2 of the random effect u. To complete the model we need to define a prior distribution for σ 2 . In the INLA world priors are usually not defined on variances but on its inverse, the precision parameters: here we use a PC-prior 31 with parameters u = 1 and α = 0.01 as prior for the log precision log(τ ) = −2 log(σ).
The model is specified as follows as a formula object:
# load the data set data(Salm) # rename the columns to fit the notation names(Salm) = c("y", "x", " Of note, an intercept is automatically included and can be removed by adding "-1" or "0" to the formula. The function inla.list.models() provides a list of available distributions for the different parts of the model. Possible parameters for the inla.list.models() function are "prior" (available priors for the hyperparameters), "likelihood" (all implemented likelihoods) and "latent" (available models for the latent field).
The f() function is used to specify the latent Gaussian model for the random effect, here an independent noise model, and the hyperprior for its corresponding hyperparameters. Information about the different latent Gaussian models can be obtained through the function inla.doc(), for example:
will provide information about the iid model. The formula object is further fed to the main function inla(): result <-inla(formula=formula, data=Salm, family="Poisson")
It requires as first argument the formula object. Furthermore, the likelihood must be specified in form of a string and the data object must be specified which needs to be a data.frame or list. The variable names used in the data object must of course fit the notation used in the formula object. Within the inla function different control.* statements can be included. Examples are control.compute = list(dic=TRUE, waic=TRUE) to obtain DIC and WAIC measures, control.inla=list(int.strategy='eb') to change to the empirical Bayes strategy when doing the integration over the hyperparameter space, or control.fixed=list(...) to change the default prior specification for the fixed effects. Within R documentation is provided by typing ?control.fixed for example.
Getting Results
The R-INLA object result contains all results. First, we can look at some posterior summary information using summary(result) ## ## Call: ## "inla(formula = formula, family = \"Poisson\", data = Salm)" ## ## This provides information about the processing time and some statistics about the posterior distributions of the fixed effects and the hyperparameter. The random effects are only listed by name together with their prior model. Posterior marginals for the fixed effects, random effects, hyperparameters, and so on, can be found in result$marginals.fixed, result$marginals.random, result$marginals.hyperpar, respectively, while posterior summary information is provided in result$summary.fixed, result$summary.random, result$summary.hyperpar, respectively. Note, by default INLA provides posterior summary information for precision parameters, i.e. inverse variance parameters. However, using functions such as inla.emarginal() and inla.tmarginal() posterior information on standard deviation or variance scale can be easily obtained. The posterior marginal for τ = 1/σ 2 is saved in result$marginals.hyperpar, which is a list of length equal to the number of model hyperparameters. The following chunk of code illustrates how to get the posterior mean and standard deviation for the standard deviation σ: The inla.emarginal() and inla.tmarginal() functions we used above are part of a family of inla. marginal functions in the R-INLA library that can be used to manipulate univariate posterior marginals in different ways. Table 1 
inla.zmarginal(marginal)
Summary statistics for the marginal Table 1 : Functions which use a posterior marginal density to derive some information of interest. The marginal is thereby given in form of a matrix with two columns where the first column represents the location points and the second column the density values at those location points.
Posterior marginals for the fixed effects are stored in result$marginals.fixed. This is a list of length equal to the number of fixed effects in the model plus the intercept (3 in this case). We can obtain the posterior mean of the intercept as follows:
However, note that summary information for all the fixed effects is directly available in the slot result$summary.fixed. Finally, the marginal densities for the random effects are stored in result$marginals.random$plate (a list with length 18 elements in this case) while summary statistics for the random effects are stored in result$summary.random$rand. Figure 3 shows the posterior mean of u within 2.5% and 97.5% quantiles and is created from information stored in the result$summary.random$u object.
Getting prediction densities
Posterior predictive distributions are of interest in many applied problems. The inla() function does not return predictive densities. In this Section we show how to post-process the result from inla() in order to obtain the posterior predictive density for a point of interest.
Assume we would like to predict a new datapoint. For ease of illustration we remove datapoint k = 7 in the Salm dataset and predict it. That is, we are interested in π(y 7 |y −7 ) where y −7 is the vector of all observations except for the 7 th .
The inla() function allows for missing values in the response variable, and computes the posterior marginal for the corresponding linear predictor. We create a new dataset Salm.predict where observation 7 is set to NA and rerun the inla() function:
## set observation 7 to NA Salm.predict = Salm Salm.predict[7, "y"] <-NA # re-run the model res.predict = inla(formula=formula, data=Salm, family="Poisson", control.predictor = list(compute = TRUE), control.family = list(control.link=list(model="log")) )
Note that, compared to the previous run of inla(), here we have specified some extra parameters. As default, the posterior marginals for the linear predictor are not provided. By specifying control.predictor = list(compute = TRUE) the posterior marginals will be included in the results object. We also need to explicitly specify the link function using the control.family object in order for inla() to compute the linear predictor not only at the linear scale (η) but also at the observations scale (λ = exp(η)).
We can inspect the linear predictor η 7 = log(λ 7 ) using # marginal posterior for the linear predictor eta7 = res.predict$marginals.linear.predictor[ [7] ] # some summary statistics round(res.predict$summary.linear.predictor [7,] 
## mean sd 0.025quant 0.5quant 0.97quant mode kld ## Predictor.07 3 0.18 2.6 3 3.4 3.1 0
We can then compute the linear predictor at the observation scale λ 7 = exp(η 7 ) using the inla.tmarginal() function as before. An alternative, having specified the link function in the control.family() parameter, is to extract λ 7 directly from the result object:
# extract from the res.predict object lambda7 = res.predict$marginals.fitted.values[ [7] ] # compute using inla.tmarginal() lambda7_bis = inla.tmarginal(function(x){exp(x)}, res.predict$marginals.linear.predictor[ [7] ]) Figure 4 shows the posterior marginal π(η 7 |y) and π(λ 7 |y). The predictive distribution is given by:
We can solve (9) in two ways, by sampling or numerical integration. If we want to sample we need to proceed in two steps: first sample values for λ 7 from its posterior density, then sample possible observations from a Poisson likelihood with mean equal to the sampled values of λ 7 :
n.samples = 3000 samples_lambda = inla.rmarginal(n.samples, lambda7) # sample from the likelihood model predDist = rpois(n.samples, lambda = samples_lambda) Figure 5 shows an histogram of the predicted values sampled as above. Note that, in this case, we could sample directly from the posterior marginal of the linear predictor at the observation scale. When the likelihood depends not only in the latent field but also on some hyperparameters (as in the Gaussian case, say) we need to sample both η and θ jointly. This can be done using the function inla.posterior.sample() which takes as input the number of samples and the res.predict object and return samples from the joint posterior marginal. In order for this function to work one has to provide the extra parameter control.compute = list(config = TRUE) when calling the inla() function.
A second possibility is to solve (9) numerically as:
# library supporting trapezoid rule integration.
library(caTools)
# specify the support at which we want to compute the density ii = 0:100 predDist2 = rep(0,101) # go over the posterior marginal of the fitted value for(j in 1:(length(lambda7
A drawback with this method is that one has to locate the area of high density of the predictive distribution in order to perform the integration. Figure 5 shows the prediction distribution as computed above.
Expanding the scope: INLA within MCMC
Implementing INLA from scratch is a complex task so that, in practice, the applications of INLA are limited to the (large class of) models implemented in the R-INLA library. The library allows the user to manually specify latent Gaussian models, see vignette("rgeneric", package="INLA"), that are not directly available within the library. Also user-defined hyperpriors are possible. However, certain models do not fit into the scope of R-INLA. Consider for example the case in which one observation does not only depend on exactly one element of the linear predictor.
Recently Gómez-Rubio and Rue 12 proposed a novel approach that enlarges the class of models that can benefit from the fast computations of INLA. Let z = (x, θ) denote all model parameters. Bivand et al. 5 , noticed that some models can be fit with R-INLA after conditioning on one or several parameters. That is, we split the parameter vector into two, z = (z c , z −c ), and assume that the model 
This solution, becomes infeasible if z c is larger and unbounded. Gómez-Rubio and Rue 12 propose instead to embed INLA in a larger Metropolis-Hastings (MH) algorithm 23, 16 . In this way, the posterior marginals of an ensemble of parameters (namely those we condition on) can be obtained via MCMC sampling, whereas the posterior marginals of all the other parameters are obtained by averaging over several conditional marginal distributions.
To estimate the posterior distribution of all parameters in the model, the MH algorithm can be used to draw values for z c . At step i, new values z (i) c are proposed and accepted with probability
If the proposal is not accepted, then z After a suitable number of iterations, the MH algorithm will produce N samples from π(z c |y) which can be used to derive posterior marginals or any other summary statistics of interest. The posterior marginals for the parameters in z −c can be approximated as
Note that using INLA within MCMC allows to perform multivariate posterior inference on the parameter subset z c .
Gómez-Rubio and Rue 12 illustrate the use of INLA within MCMC with different examples including some spatial econometrics models, Bayesian lasso and imputation of missing covariates. They show that the new algorithm provides accurate approximations to the posterior distribution. Wilson and Wakefield 36 use INLA within MCMC to correct for jittering in the locations of complex survey studies. INLA within MCMC can be used to fit models where non-Gaussian or multivariate priors are used on some elements of the latent field and hyperparameters. It can also be used in cases where the user wants to model both parameters in the likelihood (for example the mean and the standard deviation in the Gaussian likelihood) with respect to some covariates. This method largely increases the class of models that can benefit of the powerful computational machinery of INLA. Moreover, it allows to perform multivariate inference on a small set of model parameters.
In the INLA within MCMC context, the inla() function can be seen as a device to reduce the dimensionality of the model so that one has to focus only on a smaller subset of parameters z c . Implementation is also simpler compared to the one of a full MCMC algorithm. INLA within MCMC is a computationally intensive and sequential algorithm and might take time to converge. Moreover, the present implementation of the inla() program is not optimal in this context as it creates a large amount of temporary files every time the model is run. Gómez-Rubio and Palmí-Perales 15 explore simpler alternatives to the full INLA within MCMC approach useful when fitting complex spatial models. These simple alternatives are based on exploring the posterior of the conditioning parameters z c by using a central composite design or simply fixing their value at posterior mode.
Discussion
Since its introduction, INLA has established itself as a powerful tool to perform Bayesian analysis on
LGMs. The associated R-INLA package has made INLA a practical and relatively straight forward tool that has reached practitioners in a wide range of applied field, see Rue et al. 28 for a review of applications. The R-INLA package aims at being as general as possible within the class of LGM. It provides a large selection of likelihoods, latent models and priors to choose from, and the possibility to add some user defined latent models and priors. It is possible to simultaneously model data from different likelihoods, replicate and copy parts of the latent fields and several other features, see Rue et al. 28 , Martins et al. 21 and www.r-inla.org. Recent developments aim to extend the scope of INLA by combining it with MCMC techniques.
For some of the end-users, interested only in a sub-class of the possible LGMs, the generality of R-INLA comes at the cost of increased complexity and lack of more specific tools. In the years, a series of add-on packages have been created to improve accessibility for a specific target audience and to provide specialized tools that are mainly relevant for the specific class of models under considerations. Table 2 collects a list of such add-on packages the authors are aware of. For each package a short description of its purpose is reported together with a reference and a url address for download. 
