The subject of the paper is the mesh independent convergence of the preconditioned conjugate gradient method for nonsymmetric elliptic problems. The approach of equivalent operators is involved, in which one uses the discretization of another suitable elliptic operator as preconditioning matrix. By introducing the notion of compact-equivalent operators, it is proved that for a wide class of elliptic problems the superlinear convergence of the obtained PCGM is mesh independent under FEM discretizations, that is, the rate of superlinear convergence is given in the form of a sequence which is mesh independent and is determined only by the elliptic operators.
then the corresponding PCGM provides mesh independent linear convergence, whereas if the two operators are compact-equivalent then the PCGM provides mesh independent superlinear convergence.
Our present results are extensions of the earlier ones [6, 22] , where such mesh independence was proved for the GCG-LS method for elliptic Dirichlet problems, however, with severe restrictions: except some special cases, both the original and preconditioning operators had to contain constant coefficients. Now we show that two elliptic operators, with homogeneous Dirichlet conditions on the same portion of the boundary, are compact-equivalent if and only if their principal parts coincide up to a constant factor. Within this class, the proof of the mesh independence result then contains no restrictions except standard smoothness and coercivity assumptions on the operators.
The paper is organized as follows: the required background is given in Section 2, compactequivalent operators are introduced and characterized in Section 3, and the mesh independence result is proved in Section 4.
Background

Conjugate gradient algorithms
Let us consider a linear system Bu = f
with a given nonsingular matrix B ∈ R n×n , f ∈ R n and solution u. Let ., . be a given inner product on R n and, denoting by B * the adjoint of B w.r.t. this inner product, assume that B + B * > 0, i.e., is positive definite.
If B is self-adjoint, then the standard CGM reads as follows [2, 27] : let u 0 ∈ R n be arbitrary, d 0 := Bu 0 − f ; for given u k and d k , withr k := Bu k − f , we let
Then, using the error vector e k = u k − u and its energy norm e k B = Be k , e k 1/2 , respectively, and with the decomposition B = I +C (where I is the identity matrix), the following celebrated estimate holds [2, 27] :
which shows superlinear convergence if the eigenvalues |λ 1 (C)| ≥ |λ 2 (C)| ≥ ... approach zero.
Since this result is basic for the whole paper, and for completeness, we present a derivation of (3) following [2] . The optimality of the CGM implies 
hence, using the arithmetic-geometric inequality,
|µ j | which yields (3).
For nonsymmetric B, several CG algorithms exist (see e.g. [2, 11] ). The GCG-LS method [1, 2] is defined directly for the equation (1) and produces a similar estimate as (3) if B is normal. Mesh independent bounds in [6, 22] for (3) for some elliptic problems have been given using the GCG-LS method. Alternatively, one can consider the normal equation and apply a symmetric CG algorithm, which we will do in this paper. For clearness, let us hereby consider a nonsymmetric linear system Au = b
with given A ∈ R n×n , b ∈ R n , such that
Let us apply the iteration (2) for equation A * Au = A * b, i.e. with B = A * A and f = A * b. Then, with notations s k =r k and r k = A −Tr k , we obtain the following algorithmic form: let u 0 ∈ R n be arbitrary, r 0 :
Let us consider the decomposition
Then, using the relations
x 2 , estimate (3) can be reformulated as
The goal of this paper is to derive a mesh independent bound for (7) when (4) comes from a preconditioned discretized elliptic PDE using suitable equivalent operators.
Singular values of compact operators
Let H be a real Hilbert space. We shall consider compact operators, i.e., operators C such that the image (Cv i ) of any bounded sequence (v i ) contains a convergent subsequence. Definition 2.1 (i) We call λ i (F ) (i = 1, 2, . . .) the ordered eigenvalues of a compact selfadjoint linear operator F in H if each of them is repeated as many times as its multiplicity and
The singular values of a compact operator C in H are
where λ i (C * C) are the ordered eigenvalues of C * C. In particular, if C is self-adjoint then
Some useful properties of compact operators are listed below:
(c) (Variational characterization of the eigenvalues). If C is also self-adjoint, then
|λ i (C)| = min
where
Proof. Statements (a) and (b) are the consequences of [14, Chap. VI, Corollary 3.3 and Proposition 1.3, resp.], for statement (c) see [15, Theorem III.9 .1]. To prove (d), assume the contrary that the infimum equals δ > 0. We may assume that Cu i , u i has constant sign (otherwise we consider such a subsequence only). Then the orthonormal sequence
hence the image (Cv i ) of the bounded sequence (v i ) contains no convergent subsequence, i.e. C is not compact.
Compact-equivalent operators in Hilbert space
In this section we introduce and characterize compact-equivalent operators. Roughly speaking, the compact-equivalence of the unbounded operators N and L expresses that N −1 L is a compact perturbation of constant times the identity. To avoid difficulties with domains and ranges, our definition will use a weak form of the operators in a suitable energy space H S . In particular, no regularity is required in the case of elliptic operators. The fact that a compact perturbation of constant times identity is a bounded operator implies that compact-equivalent operators are equivalent in the sense of [12] . Hence, when we characterize compact-equivalent elliptic operators (under standard smoothness and coercivity assumptions), we can a priori assume that they have homogeneous Dirichlet conditions on the same portion of the boundary [23] . Within this class, compact-equivalence will hold if and only if the principal parts of the operators coincide up to some constant.
Basic definitions
In what follows, let H be a real Hilbert space. Let S be a (generally unbounded) linear symmetric operator in H which is coercive, i.e., there exists p > 0 such that Su, u ≥ p u 2 (u ∈ D(S)). Then the energy space H S is the completion of D(S) under the inner product u, v S = Su, v , and the coercivity implies H S ⊂ H. The corresponding S-norm is denoted by u S , and the space of bounded linear operators on H S by B(H S ).
Definition 3.1 Let S be a linear symmetric coercive operator in H. We say that a linear operator L in H is S-bounded and S-coercive, and write L ∈ BC S (H), if the following properties hold:
Remark 3.1 (a) The above definition makes sense since L S is the bounded linear operator on H S that represents the unique extension to H S of the densely defined S-bounded
Remark 3.2 Definition 3.2 uses the idea of weak form of operators from [23] . Namely, if H S is a subspace of H 1 (Ω) consisting of functions vanishing on a fixed portion of the boundary, then L S coincides with the weak operator L w using (2.15) in [23] . Now let us consider an operator equation
where L ∈ BC S (H) and g ∈ H.
Definition 3.3 We call u ∈ H S the weak solution of equation (8) if
Remark 3.3 (a) For all g ∈ H the weak solution of (8) 
for some constant µ > 0 and compact operator Q S ∈ B(H S ). Now we characterize compact-equivalence for elliptic operators. Let H = L 2 (Ω) and let us define the operators
(The formal domain of N i to be used in Definition 3.2 consists of those u ∈ H 2 (Ω) that satisfy the above boundary conditions, however, this is nowhere used elsewhere.) The following properties hold, where i = 1, 2:
(iii) we have the coercivity properties
For the study of such operators we define the space
where G has the same properties as
It is easy to check the properties in Definition 3.1 from the above assumptions, which means that 
Proof. We have for all
where, using notations b :
(12) Here Q S is compact, which is known [16] when N 1 and N 2 have the same boundary conditions. Otherwise we use the equality (13) whence, using notationsc :
Using the embedding estimates
(where
, we obtain
whence Q S is compact.
It remains to prove that if
Let A := A 1 − µA 2 . Since A is not identically zero, there is x 0 ∈ Ω such that A 0 := A(x 0 ) = 0.
Here A 0 is symmetric, hence there is u 0 ∈ H 1 0 (Ω) such that
which is an open set since A is continuous. Fix z ∈ Ω, and for any z ∈ Ω and R > 0 let
and Ω i are pairwise disjoint sets. We define (16) is satisfied. Further, using the fact Ω i ⊂ Ω ε/2 and a linear transformation Ω i → Ω in the integral, we obtain 4 Compact-equivalent preconditioning and mesh independent superlinear convergence rates
We prove the mesh independent convergence results for the PCGM in four stages. First we consider symmetric preconditioning operators, which is more straightforward to handle. Then, by suitable modifications of the proof, we turn to arbitrary preconditioning operators (in the studied coercive framework) where the general result is obtained. In both the symmetric and nonsymmetric cases we first consider an abstract Hilbert space level, then derive the corresponding estimates for elliptic problems. The distinction between the symmetric and nonsymmetric preconditioners also reflects that the symmetric ones are in general much more relevant in practice. For nonsymmetric preconditioners our result has mostly a theoretical interest for its generality, nevertheless, some practical examples will be given here as well.
For simplicity we will consider compact-equivalence with µ = 1 in (10), which is clearly no restriction, since if a preconditioner N S satisfies L S = µN S + Q S then we can consider the preconditioner µN S instead.
The abstract operator equation and its discretization
Let us consider the operator equation
where L ∈ BC S (H) and g ∈ H, and let u ∈ H S be the weak solution as in Definition 3.3. Equation (18) will be solved numerically using a Galerkin discretization: let
where ϕ i are linearly independent, be a given finite-dimensional subspace and
.
Finding the discrete solution u h ∈ V h requires solving the n × n system
. Since L ∈ BC S (H), the symmetric part of L h is positive definite, hence system (19) has a unique solution. Moreover, if a sequence of such subspaces V h satisfies inf v∈V h u − v S → 0 for all u ∈ H S , then the coercivity of L S implies in the standard way [7] that u h converges to the exact weak solution in H S -norm.
Symmetric preconditioning in Hilbert space
We introduce the stiffness matrix of S (20) as preconditioner for system (19) , and wish to solve
(withb = S −1 h b) using the CGM. Let us endow R n with the S h -inner product c, d
h , hence we apply the CG algorithm (6) with
Let us now assume that L and S are compact-equivalent with µ = 1. In this special case (10) holds with N S = I:
Hence, letting
, system (21) takes the form
where I h is the n×n identity matrix. Using (7), the CG algorithm (6) thus provides the estimate
(k = 1, 2, ..., n), where
Our goal is to give a bound on (24) that is independent of the subspace V h . 
.., n) and let c i = (c i 1 , . . . , c i n ) ∈ R n be corresponding eigenvectors such that
where · denotes the ordinary inner product on R n . Then
Let
which turns (27) into
Now let
Further, for
Here u i , u l S = S h c i · c l for all i, l = 1, ..., n, hence by (26) the vectors u i are orthonormal in H S . Therefore Proposition 2.1 (a) for the operator C = Q * S Q S in the space H S yields the desired estimate.
(b) The proof is similar to that of (a). Now let
. . , c i n ) ∈ R n be corresponding eigenvectors with property (26) . Then
and (26) yields
and Proposition 2.1 (a) for the operator C = Q * S + Q S in the space H S yields the desired estimate.
(c) We have
where the density of D(L) in H S has been used.
In virtue of (24) and Proposition 4.1, we have proved Theorem 4.1 Let L be S-bounded and S-coercive, and let L and S be compact-equivalent with µ = 1. Let the compact operator Q S be as in (22) . Then for any subspace V h = span{ϕ 1 , . . . , ϕ n } ⊂ H S , the CG algorithm (6) with S h -inner product, applied for the n × n preconditioned system (21) , yields
and (ε k ) k∈N + is a sequence independent of n and V h .
Symmetric preconditioning for discretized elliptic problems
General elliptic equations
Let us consider an elliptic problem
where L satisfies Assumptions 3.2 and g ∈ L 2 (Ω). We define
then Assumptions 3.2 ensure that problem (35) has a unique weak solution
be a given FEM subspace. We seek the FEM solution u h ∈ V h , which requires solving the n × n system
and b j = Ω gϕ j (j = 1, ..., n). Following subsection 4.2, we define a preconditioner for system (36) as the discretization of a suitable symmetric elliptic operator. Let
where h ∈ L ∞ (Ω) and
We introduce the matrix
as preconditioner for system (36), and then solve system (21) using the CG algorithm (6) with the S h -inner product and with 
for the mesh independent sequence ε k → 0 from (34).
Proof. The coercivity and boundedness assumptions on the coefficients of L and S imply in a standard way that L is S-bounded and S-coercive. Proposition 3.1 yields that L and S are compact-equivalent in H 1 D (Ω) if the latter is endowed with the inner product (38). Therefore Theorem 4.1 is valid with the compact operator Q S defined via
which satisfies (22) .
We note that the above result is an extension of [6] , where the mesh independence property has been proved for Dirichlet boundary conditions when either S is the symmetric part of L, or both L and S have constant coefficients.
Remark 4.1 Finding the correction terms in algorithm (6) with the present choice
h are equivalent to the auxiliary problems
i.e., z k and s k+1 are the FEM solutions in V h of the symmetric elliptic problems of the form Sz k = Ld k and Ss k+1 = L * r k+1 with the boundary conditions of (37).
Proposition 4.2 Under the conditions of Theorem 4.2, the sequence ε k in (40) satisfies
where µ i (i ∈ N + ) are the solutions of eigenvalue problem 
Proof. From (41) and (13) for v = u, letting d = c − h and γ = α − β, we obtain
We have | (Q * S + Q S )u, u S | = 2| Q S u, u S |, hence the variational characterization of the eigenvalues yields
where H i−1 stands for an arbitrary (i − 1)-dimensional subspace. On the other hand, here Q S falls into the type (12), hence (15) implies
Since
, we obtain as above that
Altogether, letting s :=
, formula (34) implies
in which the fraction equals 1/µ for (43), hence the equalityμ i = 
An example: convection-diffusion equations with Helmholtz preconditioners
As a special case of the preceding paragraph, let us consider the case of a convection-diffusion operator L in (35) and a preconditioning operator S with constant coefficients. Namely, if A ≡ I in (35) then we have the problem
where for emphasis, the dependence of the coefficients on x has now been indicated unlike before. Let us define the preconditioning operator
where h, β ∈ R are constants such that
Then the auxiliary problems with this preconditioning are discrete Helmholtz problems with constant coefficients. For such problems various fast solvers are available (like fast Fourier transform, cyclic reduction or multigrid, see e.g. [17, 25, 26] ) which, together with the mesh independence result of Theorem 4.2, turns S h into an efficient preconditioner. We point out that this is an extension of [6] , where the mesh independence property has been proved for Dirichlet boundary conditions under the strong restriction that the operator L itself has constant coefficients.
Elliptic systems
Analogously to paragraph 4.3.1, we can consider elliptic systems
where Ω, A i and α i are as in Assumptions 3.2,
We assume that b i and the matrix V = {V ij } l i,j=1 satisfy the coercivity property
pointwise on Ω, where λ min denotes the smallest eigenvalue, then system (47) has a unique weak solution u ∈ H 1 D (Ω) l . Now we choose a FEM subspace V h ⊂ H 1 D (Ω) l and look for the solution of the corresponding algebraic system L h c = b. We define the preconditioning operator S = (S 1 , . . . , S l ) as the l-tuple of independent operators
(i = 1, . . . , l) with the conditions of (37), and let S h be the stiffness matrix of S in H 1 D (Ω) l . Then, similarly to paragraph 4.3.1, one can verify that the superlinear convergence of the preconditioned CGM is mesh independent in the sense of Theorem 4.1, i.e., (33)-(34) hold.
This result is an extension of [22] where the above preconditioning has been introduced and its efficient parallelizability has been demonstrated; on the other hand, the mesh independence property was proved there for Dirichlet boundary conditions under strong restrictions on the matrix V (antisymmetric, or normal when the operator L itself has constant coefficients).
Nonsymmetric preconditioning in Hilbert space
Now let N be a general (possibly nonsymmetric) S-bounded and S-coercive operator which is compact-equivalent to L with µ = 1, i.e., (10) becomes
We introduce the stiffness matrix of N S
as preconditioner for system (19) , and wish to solve
h b) using the CGM. Since N is nonsymmetric, in order to define an inner product on R n we preserve the stiffness matrix of S on V h , i.e. using (20) we endow R n with the S h -inner product c, d
h S h , hence we apply the CG algorithm (6) with
where I h is the n × n identity matrix. Using (7), the CG algorithm (6) thus provides
(k = 1, 2, ..., n) where
Again, our goal is to give a bound on (53) that is independent of V h . 
Proposition 4.3 Let L and N be S-bounded and S-coercive operators, in particular
Proof. (a) We proceed similarly to Proposition 4.1. Let
.., n) and let c i = (c i 1 , . . . , c i n ) ∈ R n be corresponding eigenvectors with property (26) .
For this d i and λ i , similarly to Proposition 4.1, we have (29) and, letting
From this we have
whence the desired estimate follows in the same way as from (31) in Proposition 4.1.
h Q h ) and let c i = (c i 1 , . . . , c i n ) ∈ R n be corresponding eigenvectors with property (26) . Then
Denote by P the orthogonal projection of H S onto V h . Then (58) yields
Therefore
Here the operator (P N * S ) 
(where, in the inequalities, statments (a) and (b) of Proposition 2.1 have been used, respectively).
In virtue of (53) 
and (ε k ) k∈N + is a sequence independent of n and V h . 
Nonsymmetric preconditioning for discretized elliptic problems
This section contains our most general result for elliptic operators: in the studied coercive framework, preconditioning with an arbitrary operator N that is compact-equivalent with L provides mesh independent superlinear convergence. Although this property has mostly a theoretical importance, some practical examples are given here as well. Let us first consider the elliptic problem (35):
and let us now define the nonsymmetric preconditioning operator
where L and N satisfy Assumptions 3.2 in the obvious sense, further, g ∈ L 2 (Ω). Accordingly, the preconditioner for the discretized problem (36) is the nonsymmetric stiffness matrix
We use the same energy space as in the symmetric case, i.e. H S = H 1 D (Ω) with inner product (38). We then solve the preconditioned system using the CG algorithm (6) with the S h -inner product and with may turn N into a much better approximationion of L than a symmetric preconditioner like (46). Nevertheless, since this term is one-dimensional, the solution of the auxiliary problems remains considerably simpler than the original one, e.g. via local 1D Green's functions [3] . The above operator N has been proposed in [6] , where the mesh independence result of the PCGM has been proved for Dirichlet boundary conditions under the strong restriction that the operator L itself has constant coefficients.
Analogously to the symmetric case in paragraph 4.3.3, the above results can be extended to systems in a straightforward way. Namely, let us consider system (47) and introduce the preconditioning operator N as an l-tuple of decoupled operators N i , where each N i is of the type (63). Then the superlinear convergence of the preconditioned CGM is mesh independent in the sense of Theorem 4.3, i.e., (60)-(61) hold. Since N i are decoupled, the resulting algorithm is parallelizable. This turns it into an efficient method if, for instance, each N i is like (64), or the problem itself is in 1D which occurs e.g. after using the method of splitting in meteorological models with several components.
Remarks on singular perturbation problems
For singular perturbation problems such as L ε u ≡ −ε∆u + b · ∇u + cu = f (plus boundary conditions), where ε > 0 but ε << b , one cannot neglect the first order term when forming a preconditioner. Such problems are characterized by thin boundary and/or interior layers and the diffusion term plays a noticable role only in the layer. This property is not exploited in preconditioners like (64). A possible approach to handle such problems is therefore to use the following defect-correction method:
where u 0 is given, and in practice only one or two steps need to be performed. Here 
