Abstract. We consider the relations og ¼ 0 A L, and show that if 
Introduction
Consider the stable homotopy groups of the sphere p Ã ðS 0 Þ localized at prime 2. We have the 2-local Adams spectral sequence converging to p Ã ðS 0 Þ with E 2 -term Ext s; t A ðZ=2; Z=2Þ ¼ H s; t ðLÞ by [2] . Moreover, L contains a subcomplex LðnÞ whose cohomology is the E 2 -term of the unstable Adams spectral sequence converging to the 2-component of the unstable homotopy groups of S n . There are corresponding p-local versions of L algebra that we will not consider.
The lambda algebra L (at the prime p ¼ 2) is a bigraded Z=2-algebra with generators l n A L 1; nþ1 ðn b 0Þ and relations
We refer to [9] for these relations and [2, 5] for that d is a well-defined endomorphism of L. For a sequence I ¼ ðn 1 ; n 2 ; . . . ; n s Þ of non-negative integers, a monomial l I ¼ l n 1 l n 2 . . . l n s is said to be admissible if 2n i b n iþ1 for 1 a i a s À 1. The admissible monomials form an additive basis of L by [2, 5] . LðnÞ H L is the subcomplex spanned by the admissible monomials with n 1 < n (cf. [2, 9] ). By [9] , there is a unique di¤erential algebra endomorphism y : L ! L with yðl n Þ ¼ l 2nþ1 . This y is usually called Sq 0 . See [6] for a recent treatment of the lambda algebra.
The Adem relation l m l 2mþ1 ¼ 0 gives a chain complex of right L modules, using left-multiplication by l m and l 2mþ1 . This complex, and an unstable analogue, are acyclic: Theorem 1.1. The following chain complexes are acyclic:
ð p À nÞ; for p b 2n þ 1:
The unstable maps above are defined in Lemma 2.2. The unstable L composition formulas in § 2 (of Wang, Mahowald and Singer) are crucial to our proofs. Furthermore, in Theorem 1.3 below, we prove the following chain complex of right L modules is acyclic:
This implies that the following chain complex, defined by Proposition 2.3, is acyclic:
where h i ¼ l 2 i À1 , w n ¼ dl n (cf. Theorem 1.5). The unstable maps above are well-defined by Singer's result (Proposition 2.3 below which extends Wang's earlier result), which we use heavily. We have many other, more complicated, acyclic chain complexes, e.g. (cf. 1.4 and 1.6):
Now we collect some acyclic chain complexes systematically. For integers n 1 > Á Á Á > n r b 0, we denote gðn 1 ; . . . ; n r Þ ¼ yðl n 1 Þ . . . y r ðl n r Þ: 
In the case n i ¼ 2 eþrÀiþ1 À 2 e À 1 ðe b 0; 1 a i a rÞ, we have
We denote this element by k e; r . By Lemma 3.5, dk e; r ¼ 0 and the assumption of Theorem 1.2 is satisfied. Theorem 1.4. The following chain complexes are acyclic:
Using these acyclic chain complexes, we get the main theorems in this paper. Theorem 1.5. For n ¼ 2 eþr þ 2 e À 1 ðe b 0; r b 1Þ, the following is an acyclic chain complex.
where u ¼ ðr À 1Þ2 eþr þ 2 eþrÀ1 . Theorem 1.6. For n ¼ 2 eþrþ1 À 2 e À 1 ðe b 0; r b 1Þ, the following is an acyclic chain complex.
where
Note that if r ¼ 1 then Theorems 1.5 and 1.6 gives the same complexes, because
Since we can calculate w n ¼ P
explicitly, we can conclude Theorems 1.5-6. In fact, if w n a ¼ 0 and a is lowdimensional, then we get l jÀ1 a ¼ 0 for each j with n À j j ¼ 1, and we can apply Theorems 1.2-3. In the case n 0 2 eþr G 2 e À 1, we can calculate w n partially, and get only a ''partial acyclicity'' result, which is too technical to state in this paper.
Before closing the introduction we compare with the possible acyclic relations in the Steenrod algebra A (cf. [5] ). The sequence of left A-modules
is exact for n ¼ 1 and 2 (as is well-known from A-module resolutions of the spectra KZ and bo), but not exact for any odd n > 1, as Sq 1 is in the homology. The sequence of right A-modules A are exact. I wish to thank Mark Mahowald for verifying the case n ¼ 2 of my conjecture, and pointing out that a proof follows from his paper with Gorbounov [4] . I wish to thank the referee for many useful comments, and explained how Singer's results streamline my proofs.
The lambda algebra EHP sequences
By this formula,
Then y e ðnÞ ¼ 2 e ðn þ 1Þ À 1 ¼ n2 e þ 2 e À 1 and yðnÞ À 2j 2j
is a cycle for r b 0. This is equivalent to F ð2 r À 1Þ ¼ f0g by Equation (3) . By Equations (3) and (4), we have F ð2 r Þ ¼ f0g q f2
F ðy e ð2 r ÞÞ ¼ f0g q f2 eþa : 0 a a < rg ð5Þ
They are used to get acyclic chain complexes for w n , where n ¼ y e ðbÞ for Now we explain the lambda algebra EHP sequence. We refer to [6] for recent proofs.
In [3] , this is proved by a double induction argument and it is similar to the proof of the dual result [9, Proposition 1.8.1]:
By Lemma 2.2 (or Wang's dual) and induction on s, we have the following proposition which is due to Singer. 
by Hðl n l I Þ ¼ l I , Hðl i l I Þ ¼ 0 for the admissible sequences ðn; I Þ; ði; I Þ with i < n. Lemma 2.4 also implies the following. 
Since
Hða^EðbÞÞ ¼ HðaÞ^b A Lð2n þ 1Þ:
Singer gave proofs of Propositions 2.3, 2.6 and 2.8 in the preprint version of his paper [7] , but unfortunately omitted them from the published version. The case s ¼ 1 for the first part of Corollary 2.9 is proved by a similar argument, and induction proves the case s > 1. The second part of Corollary 2.9 follows easily by Proposition 2.3. Proposition 2.8 requires in addition some tricky cancellation, which we leave to the reader, since we do not use Proposition 2.8, but only Corollary 2.9.
Some relations on the lambda algebra
Consider elements a; a i A L. We define a^: L ! L and ða 1 ; . . . ; a r Þ^: L ! 0 r i¼1 L by taking a^ðxÞ ¼ ax, ða 1 ; . . . ; a r Þ^ðxÞ ¼ ða 1 x; . . . ; a r xÞ.
If ab ¼ 0 then we have a chain complex
If a i b ¼ 0 for 1 a i a r then we have a chain complex
For a A L s; t ðnÞ and m a n þ t, we define the map a^: LðmÞ ! LðnÞ 
l n a is admissible, and so a ¼ 0.
, where x ¼ HðaÞ A Lð4n þ 1Þ and y A Lð2n þ 1Þ. So l n^a ¼ l n y, and so y ¼ 0 by the case p < 2n þ 1 above. Thus a ¼ l 2nþ1^H ðaÞ.
For p > 2n þ 1, we have a commutative diagram by Corollary 2.9:
Then 0 ¼ Hðl n^a Þ ¼ l 2nþ1^H ðaÞ. By induction on s, HðaÞ ¼ l 4nþ3^g for some g A Lð2p þ 4n þ 5Þ. Since H is surjective, we have an element 
Proof. Consider a A L s; t ð p þ 1Þ with l n i^a ¼ 0 ð1 a i a rÞ. We prove this lemma by induction on r; s; p. For r ¼ 1 or p ¼ 0 or s ¼ 0, this is trivial.
If p < 2n 1 þ 1 then a ¼ 0 by l n 1^a ¼ 0 and Theorem 1.1. If p ¼ 2n 1 þ 1 then a ¼ l p^H ðaÞ by the proof of Theorem 1.1 for the case p ¼ 2n þ 1. Now 0 ¼ Hðl n i^a Þ ¼ yðl n i Þ^HðaÞ for 2 a i a r, and so HðaÞ ¼ 0 by induction on r and a ¼ l p^H ðaÞ ¼ 0. If p > 2n 1 þ 1 then 0 ¼ Hðl n i^a Þ ¼ yðl n i Þ^HðaÞ for 1 a i a r, and so HðaÞ ¼ 0 by induction on s, and a A Lð pÞ. By induction on p, a ¼ 0.
r
The proof of Theorem 1.2 is very similar to the proof of Theorem 1.1, which is the case r ¼ 1. 
. . . ; n r Þ^b. For p > 2n 1 þ 1, we have a commutative diagram by Corollary 2.9:
where g ¼ gðn 1 ; . . . ; n r Þ A L r; t r ð2n 1 þ 2Þ H L r; t r ð pÞ. Then 0 ¼ Hðl n i^a Þ ¼ yðl n i Þ^HðaÞ for 1 a i a r. By induction on s, HðaÞ ¼ yðgÞ^b 0 for some
Hence a 0 ¼ a þ g^f A Lð p þ 1Þ has Hða 0 Þ ¼ 0. So a 0 A Lð pÞ, and l n i^a 0 ¼ 0 for 1 a i a r by the assumption. By induction on p, a 0 ¼ g^b 00 for some
Two examples where the hypotheses of Theorem 1.2 are satisfied are given in Lemmas 3.3 and 3.5 below. By [9] , h i ðh iþr Þ r ¼ 0 for h i ¼ l 2 i À1 , and so we have the following. 
it su‰ces to prove that l n a bða þ r; aÞ ¼ 0.
For r ¼ 0, this is the Adem relation. We assume r > 0 and induction on r. Then bða þ r; aÞ ¼ yðl n aþr Þyðbða þ r À 1; aÞÞ:
The Adem relations imply
l pþ2 e ðnÀkÞ l yð pÞþ2 e k :
Now F ð2 r À 2Þ ¼ f2 b À 1 : 0 a b < rg by (6), and
By substituting b for r, we have yðn a Þ þ 2 aþ1 ð2 b À 1Þ ¼ yðn aþb Þ. Hence l n a yðl n aþr Þ ¼ X rÀ1 b¼0 l mða; r; bÞ yðl n aþb Þ for some mða; r; bÞ we are not concerned with. This implies l n a bða þ r; aÞ ¼ X rÀ1 b¼0 l mða; r; bÞ yðl n aþb bða þ r À 1; aÞÞ ¼ 0 by induction on r.
(ii) For r > 1, bðr; 1Þ ¼ yðl n r Þyðbðr À 1; 1ÞÞ, so it by induction, it su‰ces to show that dðl n r Þbðr À 1; 1Þ ¼ 0. Then This lemma and Theorem 1.2 imply Theorem 1.4.
Proofs of the main theorems
For integers 0 < j 1 < j 2 < Á Á Á < j r a 2n þ 1 3 and an element w 0 A L 2; nþ1 ðn À j r Þ, we take an element
We shall use the direct sum decomposition
Suppose a A LðxÞ for some x a 2n þ 1. We want w^a to be expressed in terms of this decomposition. That is,
...; j r g l nÀa ðl aÀ1^a Þ and we want w 0^a A Lðn À j r Þ and l aÀ1^a A Lð2ðn À aÞ þ 1Þ. Lemma 2.2 tells us that this last condition is achieved for x a 2ðn À aÞ þ 1 þ ða À 1Þ þ 1 ¼ 2n À a þ 1 since a À 1 < 2ðn À aÞ þ 1 by 3a a 2n þ 1. Proposition 2.3 tells us that w 0^a A Lðn À j r Þ if x a n À j r þ n þ 1 ¼ 2n À j r þ 1. We have now proved:
For any integer n b 0, let F ðnÞ ¼ f j 0 ¼ 0; j 1 ; j 2 ; . . . ; j r ; . . .g with j 0 ¼ 0 <
The lemma above and Theorem 1.2 imply the following.
for 1 a i a r by Equation (5), and so gð j r À 1; . . . ; j 1 À 1Þ ¼ ðh eþr Þ r A L r; t r ð2 eþr Þ and t r ¼ r2 eþr : Hence w n k e; r ¼ P r i¼1 l nÀj i l j i À1 k e; r ¼ 0 by Lemma 3.5. If w n^a ¼ 0 for a A Lð2n þ 1 À 2 eþr þ 2 e Þ then a ¼ k e; r^b for some b A Lð2n þ 1 þ ðr À 2Þ2 eþrþ1 þ 2 eþr þ 2 eþ1 þ 2 e Þ by Lemma 3.5 and 4.2. r
For a general n, we do not get chain complexes. That is, our methods produce necessary but not su‰cient conditions. If w n a ¼ 0, we can conclude that a ¼ gb for some b, but it's not generally true that w n g ¼ 0, and we have ''partial acyclicity'' result. Consider n ¼ 10; 12:
By F ð10Þ ¼ f0; 1; 3; 4; 5g, F ð12Þ ¼ f0; 1; 2; 5; 6g,
gð4; 3; 2; 0Þ ¼ l 9 l 15 l 23 l 15 ; w 12 ¼ l 11 l 0 þ l 10 l 1 þ l 7 l 4 þ l 6 l 5 ¼ w 00 þ l 11 l 0 þ l 10 l 1 ; 
