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Abstract
We propose the method for obtaining invariants of arbitrary representations of Lie
groups that reduces this problem to known problems of linear algebra. The basis of
this method is the idea of a special extension of the representation space, which allows
us to regard it as a coalgebra of some Lie algebra. In its turn, this allows us to reduce
the problem of constructing invariants of a given representation to the problem of con-
structing invariants of the coadjoint representation of the corresponding Lie group. In
our previous paper it was shown that this problem can always be solved in a natural way
by the methods of linear algebra.
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1 Introduction
1. Let V be an arbitrary set and G be some group, for which an action on the set V is
defined, i.e.
G× V → V : x→ y = g x, x, y ∈ V, g ∈ G,
then the function J(x) on the set V , such that J(g x) = J(x), is called the invariant of this
group action [1]. One would expect that the main task of the invariant theory should be
constructing a general method for obtaining a complete system of invariants for an arbitrary
set V , an arbitrary group G, and an arbitrary action of a given group on the indicated set.
However, it is obvious that in such a general formulation the problem can not be solved
because of possible significant differences both in the structure of the set V and the group
G and in the indicated set of the action of G on V .
Even for the given set V , group G and a certain action G on V , the construction of
a complete system of invariants is a very difficult task. In each concrete case, the main
problem of invariant theory involves solving the following problems: the proof of the finite
generation of the required invariants set and the development of a practical method for
their obtaining. In many cases it is possible to solve the first problem successfully , and for
the latter, researchers often have to confine themselves to proving general non-constructive
existence theorems, and so on.
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2. Classical invariant theory (more precisely, the algebraic theory of invariants) is re-
stricted to the problem of constructing polynomial invariants of linear representations, i.e.
the set V is a finite-dimensional linear space, on which the group G acts by some of its
linear representations. The main results of this theory are primarily connected with two
fundamental works of Hilbert: [2], [3]. In the first work, the finiteness of the number of the
integer invariants generating rings was proved, but it possessed a significant disadvantage
by the standards of that time — it was not constructive. In this connection, a second paper
appeared, in which estimates were obtained from above on the degree of basis invariants. A
complete solution of the above problem is possible only in a number of special cases. So in
the second half of the 19th century, an exhaustive answer was found for invariants of binary
forms of degree less than 6 and only comparatively recently for invariants of binary forms of
degree 8 [4]. In addition to these cases, there is essentially only one systematically studied
class of linear groups for which the problem is satisfactorily solved: the class of groups with
a free algebra of invariants [5], [6], [7], [8]. The most general result was obtained in the
papers [9], [10], which gives a principal way of explicitly describing these G-modules and
their invariant algebras.
3. Modern invariant theory is based largely on the use of geometric methods, which allowed
us to abandon the need to restrict the study to polynomial invariants. The price of such
an extension was that, in most cases, the results of this theory are non-constructive in
nature, i.e., are existence theorems, and so on. However, numerous practical applications,
and primarily related to the current problems of quantum field theory, lead to the need to
develop methods for explicitly constructing invariants.
We note the important concept of the differential invariant, which arose in the framework
of group analysis of differential equations. Some important results related to differential
invariants were obtained in the papers [11], [12], [13], [14], [15].
One of the important cases admitting a constructive solution of the basic problem of
invariant theory is related to the constructing invariants of representations of Lie groups. Let
G be a connected Lie group, T (G) be some representation of the group G in the linear space
V , then the invariants of the given representation are defined by the following conditions:
J(Tg x) = J(x), x ∈ V, g ∈ G, J(x) ∈ C
∞(V ),
where Tg are the operators realizing the representation of the group G on the linear space
V . Their construction reduces to solving a system of differential equations:
−taAb x
b ∂ J(x)
∂ xa
= 0, (1)
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where taAb =
∂ (Tg)ab
∂ gA
∣∣∣
g=e
, A = 1, dimG, a, b = 1, dimV , and taAb are elements of the matrices
forming the Lie algebra representation basis of the given Lie group. Despite the fact that
there is no general method for integrating systems of differential equations, in most cases,
there are techniques that, in principle, make it possible to find the desired solution. However,
technical difficulties along this path can be very significant, which forces researchers either
to look for cases for possible integration of the system (see, for example, [16]), or to develop
methods for solving it, unrelated to their direct integration (but their application, as a rule,
is also limited to special types of Lie groups).
The case of constructing invariants of the coadjoint representation is the most studied and
significant for applications in mathematics and physics. In particular, finding the Casimir
functions is an important stage in the study of completely integrable Hamiltonian systems,
which can be considered as classical systems on the orbits of the coadjoint representation
[17], [18].
The problem of constructing invariants of the coadjoint representation for semisimple
Lie algebras was largely solved in the papers [19], [20] and [21]. Invariants of classical Lie
algebras were obtained in the papers [22], [23], [24]. For non-semisimple Lie algebras up to
the present, in the general case the problem has not been solved. The main results refer
to numerous special cases, see, for example, [25]. An important result was obtained for the
case of solvable Lie algebras of arbitrary dimension, namely, in the paper [26], an algebraic
algorithm for constructing invariants of the coadjoint representation was obtained on the
basis of the moving frame method.
A general method for constructing invariants of coadjoint representation of Lie groups was
proposed by us in the paper [27]. This method naturally reduces the problem of constructing
invariants to the known problems of linear algebra. This method can be used equally well
for Lie groups with arbitrary structure.
4. The present work is devoted to the development of a general method for constructing
infinitesimal invariants of an arbitrary representation of Lie group, which also reduces this
problem to the known problems of linear algebra, eliminating the need for the direct inte-
gration of the system (1).
In the second section we briefly describe the method of constructing invariants of the
coadjoint representation of Lie groups, which was first introduced by us in the paper [27] and
which is key to understanding the general method for constructing infinitesimal invariants
of an arbitrary representation of a Lie group.
In the third section we propose a generalization of the method of constructing invariants
of a coadjoint representation that allows one to construct infinitesimal invariants of an ar-
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bitrary representation of a Lie group, including, naturally, the invariants of the adjoint and
coadjoint representations. Also here we will consider the question of the relationship be-
tween invariants of representations of Lie groups and their conjugate (dual) representations,
which, in particular, in a number of cases makes it possible to construct a complete system
of invariants of the coadjoint representation in a simple way, having a complete system of
invariants of the adjoint representation, and conversely, to construct invariants of the adjoint
representation by the invariants of the coadjoint representations.
In the fourth section we give example of the use of this method, i.e. the construction of
invariants of a representation and invariants of the representation conjugate to a given one.
2 Invariants of the coadjoint representation
2.1 The coadjoint representation of a Lie group
Let G be a Lie group, g its Lie algebra, and g∗ its coalgebra, i.e. for g and g∗, pairing is
defined as
g× g∗ → R, X, x→ α = 〈X, x〉, x ∈ g, X ∈ g∗, α ∈ R.
The mapping
G× g∗ → g∗ : (g,X)→ Y ≡ Ad∗gX, g ∈ G, X, Y ∈ g
∗,
where the action Ad∗g is determined by the rule:
〈Ad∗gX, x〉 = 〈X,Adg−1x〉 (2)
is called the coadjoint representation of the Lie group G. The coadjoint representation
operator has the form:
(Ad∗g)
i
jXi = (Adg−1)
i
jXi, i, j = 1, dim g. (3)
Invariants of a coadjoint representation (also called Casimir functions) are the functions on
a Lie algebra that have the property:
J∗(Ad ∗gX) = J
∗(X).
It is not difficult to show that, by (25), the infinitesimal invariance criterion has the form:
Cij(X)
∂ J∗(X)
∂ Xj
= 0, i, j, k = 1, dim g. (4)
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where Cij(X) = C
k
ij Xk. The number of functionally independent invariants is determined
by the rank of the matrix Cij(X) and is called the index of the Lie algebra g:
ind g = dim g∗ − sup
X∈g∗
rankCij(X).
The problem of constructing invariants of coadjoint representation using methods of linear
algebra was described in detail in our paper [27]. However, given the importance of these
results for understanding the general method of constructing invariants, which is proposed
in this paper, we allow ourselves briefly to give them below. First of all, we recall the general
algorithm for finding the polarization of a Lie algebra, which is one of the key components
of this method, and then we will give the method for constructing invariants of the coadjoint
representation.
2.2 Construction of the Lie algebra polarization
1. The construction of polarization is a well-known algebraic problem, however, there are
some problems that are usually not considered by researchers. In this regard, we wil recall
some important definitions and theorems related to this concept, and will also formulate a
number of useful statements that will help the reader to solve this problem effectively .
Let g be the Lie algebra, g∗ be the corresponding coalgebra, and Bλ(X, Y ) be the skew-
symmetric form on g defined by
Bλ(X, Y ) = 〈λ, [X, Y ]〉, X, Y ∈ g, λ ∈ g
∗, (5)
which has the following coordinate form:
Bλ(X, Y ) = Bij X
i Y j, Bij = C
k
ij λk ≡ Cij(λ), i, j, k = 1, dim g.
The kernel of the form Bλ(X, Y ), defined by
Ker Bλ = {X ∈ g | Bλ(X, g) = 0} ≡ g
λ, (6)
coincides with the annihilator gλ of the covector λ ∈ g∗.
A subalgebra h such that
Bλ(h, h) = 0, (7)
is called subordinate to the covector λ ∈ g∗. A subalgebra h that is subordinate to the cov-
ector λ ∈ g∗, which has the maximum possible dimension, i.e. dim h = 1
2
(
dim g + dim gλ
)
,
is called the polarization of the algebra g relative to the covector λ or simply polarization
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of the covector (functional) λ. Further we will use the notation h ≡ P(g). The problem of
constructing polarization reduces to a considerable extent to the use of the corresponding
theorems (see, for example, [28]) for the case of Lie algebras that are either semisimple or
solvable, or unsolvable for which the polarization of the orthogonal complement to its radical
is known.
2. In the case of a semisimple Lie algebra g, its polarization with respect to the covector
λ ∈ g∗ is defined (see, for example, [28])
P(g) = l(+) E k, (8)
where k is some Cartan subalgebra, K is a nondegenerate element in the subalgebra k cor-
responding to the covector λ, and l(+) is the linear span of eigenvectors of the operator adK
corresponding to positive eigenvalues. In the [27], it was proved that the nondegenerate
covector λ ∈ g∗ corresponds to the nondegenerate vector K ∈ g, which means that the
expression (8) determines the polarization of the semisimple Lie algebra g with respect to
the nondegenerate covector λ ∈ g∗.
An obvious but nonetheless important case that reduces to finding the polarization of a
semisimple Lie algebra is the construction of polarization of the reductive Lie algebra g, i.e.
g = Z ⊕ S, where Z is the center in g, and S is a semisimple subalgebra. It is easy to see
that the polarization of the Lie algebra g is determined by
P(g) = P(Z)⊕P(S), (9)
it is obvious that P(Z) = Z.
3. The polarization of the solvable algebra g relative to the covector λ ∈ g∗ is determined
by the expression (see, for example, [28]):
P(g) = n1 + n2 + . . .+ nn, ni = kerBi, Bi = Bλ
∣∣
gi
, (10)
where gi are the elements of a decreasing chain of ideals in g
g = gn ⊃ gn−1 ⊃ . . . ⊃ g1 ⊃ {0}, dim gi = i, i = 1, n (11)
where n = dim g. Note that if Bλ = 0 on g, then P(g) = g. Thus, the problem of constructing
the polarization reduces to constructing a chain (11), which can be obtained by condensing
the upper central series of the Lie algebra g
g(0) ⊃ g(1) ⊃ . . . ⊃ g(m−1) ⊃ g(m), g(m) = [g(m−1), g(m−1)], g(0) = g, (12)
where the dimensions of the neighboring elements in the general case can differ by more than
one. The compaction procedure was discussed in detail in [27].
7
4. Let us consider the problem of constructing the polarization for an arbitrary Lie algebra.
Let g be an arbitrary Lie algebra, R its radical and R⊥ be the orthogonal complement of R
in g with respect to the form Bλ(X, Y ), i.e.
R⊥ = {X ∈ g | Bλ(X,R) = 0},
we note that for R⊥ the solvable polarization P(R⊥) is known. Then there exists a polar-
ization P(R) of the radical R such that
[R(R⊥),P(R)] ⊂ P(R), (13)
and the polarization P(g) of the Lie algebra g is determined by the sum [28]:
P(g) = R(R) + P(R⊥). (14)
This formula makes it possible to construct a polarization for an arbitrary Lie algebra. Thus,
finally, the algorithm for constructing the polarization with respect to the given covector
takes the following form:
• we select a radical in the original algebra and its orthogonal complement;
• we construct the polarization of the orthogonal complement R⊥; if R⊥ is a semisimple,
reductive or solvable algebra, then the question of constructing the polarization is
solved by using the formulas (8), (9) or (10 ), respectively; If R⊥ is unsolvable but
not semisimple, then using the Levi-Maltcev decomposition, we can select the radical
and orthogonal complements to it in R⊥ and apply this procedure again; as a result,
we find the polarization P(R⊥) and thus satisfy the first of the initial conditions for
applying the formula (14).
• we construct the polarization of the radical satisfying (13), using (10), since the radical
by definition is a solvable Lie algebra; we recall that the problem of constructing a chain
of ideals of codimension one is considered in detail in [27].
In conclusion, we note that if the Lie algebra g is completely solvable, then for it there
exists a polarization with respect to any points λ ∈ g∗. Conversely, if g is an arbitrary
solvable or semisimple Lie algebra, then there can exist such λ ∈ g∗ for which polarization
does not exist [28, pp. 73, 83].
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2.3 Construction of the Lie group coadjoint representation invari-
ants
1. The main idea of the method of constructing coadjoint invariants proposed in our paper
[27] is that the construction of a complete set of invariants of the coadjoint representation
of some group G is equivalent to constructing the canonical transition to the Darboux coor-
dinates on the orbits of the coalgebra g∗ of maximal dimension dual to the Lie algebra g of
the Lie group G.
Indeed, suppose that there is a Lie group G, its Lie algebra g and its corresponding
coalgebra g∗, and let each element f ∈ g∗ corresponds to the coordinates (f1, . . . , fn), where
n = dim g∗. The action of the group G on the coalgebra g∗ splits the latter into orbits
Oλ, where λ ∈ g
∗ is some element of the given orbit. Each of these orbits is a symplectic
manifold, and therefore, by Darboux’s theorem, special coordinates (q, p) can be introduced
on them such that the corresponding symplectic form has the form:
ωλ = dpa ∧ dq
a, a = 1, . . . ,
1
2
dimOλ. (15)
The transition to canonical coordinates is determined by functions of the form:
fi = fi(q, p, λ), i = 1, . . . , dim g
∗, (16)
such that fi(0, 0, λ) = λi. The coordinates (q, p) can be considered as local coordinates of
the surface, which is the orbit of Oλ, and the equations themselves (16) as a parametric
equation of this surface. Eliminating the variables q and p in these transition functions, we
obtain the equation of the given orbit in the form
ψµ(f) = ωµ, µ = 1, . . . , n− dimOλ,
where ωµ = ψµ(λ). Thus, we obtain n − dimOλ functions for which ψµ(Ad
∗
gf) = ψµ(f) is
true, i.e. these functions are invariants of the coadjoint representation.
If the covector λ is non-degenerate, that is the orbit Oλ has the maximum possible
dimension, then the transformations (16) define ind g functions that are invariant under the
action of the coadjoint representation, i.e. a complete set of solutions of the system (4).
Each nondegenerate orbit is determined by the set of numbers ω = (ω1, ω2, . . . , ωind g),
which in turn is determined by the choice of the covector λ such that rankCij(λ) has the
maximum possible value. In this case, ωα = ψα(λ1) = ψα(λ2), if λ1,2 ∈ Oλ. Therefore it is
advisable to introduce the parametrization of λ(j) orbits Oλ, where j = (j1, j2, . . . , jind g) is
a set of numbers such that different sets of parameters j correspond to covectors λ belonging
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to different orbits Oλ. Consequently, this parameterization can be determined from the
condition:
ψµ(λ(j)) = ωµ(j), det
∂ ωµ(j)
∂ j
6= 0. (17)
It is obvious that the left-hand side of the last inequality can be rewritten in the form:
det
∂ ωµ(j)
∂ jα
= det
∂ ψµ
∂ fi
∂ fi(j)
∂ jα
∣∣∣
f=λ(j)
= detX iµ
∂ fi(j)
∂ jα
,
where X iµ are the components of the vectors that form the basis of the annihilator of the
covector λ(j). Parametrization of λ(j) can be chosen in a linear way, i.e. λi(j) = a
α
i jα,
then the inequality (17) takes the form:
detX iµ(λ(j)) a
α
i 6= 0. (18)
Taking into account that the construction of the annihilator is an elementary problem of
linear algebra, the inequality (18) allows us to choose a set of parameters aαi that provide
the required parametrization.
Thus, we obtain a simple way of calculating the invariants from the equations (16).
Indeed, using the parametrization described above λ = λ(j), we obtain the relations:
fi = fi(q, p, j), i = 1, . . . , dim g
∗,
and by eliminating the variables q and p in that relations we obtain equations of the form:
ϕµ(f, j) = 0 µ = 1, . . . , ind g,
from which we can obtain the parameters jα and obtain the relations:
jα = jα(f), α = 1, . . . , ind g.
These relations are the desired invariants of the coadjoint representation of the Lie group G.
2. Reduction of the problem of constructing invariants to the problem of constructing tran-
sition functions to the Darboux coordinates is justified by the fact that the latter is solved
elementary by linear algebra methods for the case of a canonical transition, linear in vari-
ables pa on an arbitrary non-degenerate orbit Oλ of the coalgebra g
∗ , i.e. for the transition
functions of the form:
fi(q, p) = α
a
i (q) pa + χi(q), rankα
a
i (q) =
1
2
dimOλ. (19)
Of course, there is no linear transition (19) in the general case, but if we assume that αai (q)
and χi(q) are holomorphic functions of complex variables q, then we greatly extend the
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class of Lie algebras and corresponding orbits of the coadjoint representation for which this
transition exists (here it is necessary to assume that the linear functionals in g∗ extend to
the complex algebra gc by linearity). We also note that, apparently, for every Lie algebra
and for any of its nondegenerate orbits the transition (19) exists.
In the [29] it was shown that if for the Lie group G the left-invariant vector fields are
known
ξi = ξ
a
i (q) ∂qa + ξ
A
i (h, q) ∂hA,
which are written with respect to a special basis in the tangent space corresponding to
the basis of the Lie algebra g = {lA, la} of the group G, where the elements of the basis
lA correspond to the polarization basis P(g) of the Lie algebra g, then the desired linear
transition to the Darboux coordinates on a nondegenerate orbit Oλ is defined :
fi(q, p) = ξ
a
i (q) pa + ξ
A
i (0, q) λA. (20)
In fact, the transition functions fi that we are interested in are obtained from left-invariant
fields by replacing ∂hA → λA, ∂qa → pa, h = 0. A direct substitution shows that the
transition functions (20) give the symplectic form on the orbit under consideration to the
form (15).
3. In conclusion, we give the final algorithm for constructing invariants of the coadjoint
representation of the Lie group. Suppose that there is a Lie group G, its Lie algebra g = {ei}
and the corresponding coalgebra g∗ = {ei}:
• we construct the polarization h = P(g) = {lA} for some non-degenerate covector
λ ∈ g∗;
• we construct a basis of the Lie algebra g, complementing the basis of the algebra h in
an appropriate way, i.e. g = {lA, la};
• we construct the left-invariant fields ξi(h, q) = ξ
a
i (q) ∂qa + ξ
A
i (h, q) ∂hA in the basis
{lA, la};
• we construct the Darboux coordinates on g using the rule
Fi(q, p) = ξi(h, q)
∣∣∣ h=0
∂qa→pa
∂
hA
→ΛA
= ξai (q) pa + ξ
A
i (0, q) ΛA;
• performing the transitions Fi → fi and Λi → λi, where fi and λi are the coordinates
of the covectors corresponding to the original basis of the Lie algebra g = {ei} and
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then excluding the variables qa and pa in the expressions for the transition functions
we obtain the expressions of the form jα = jα(f), which are the desired invariants of
the coadjoint representation of the Lie group G.
We note once again that the problem of constructing the left-invariant fields ξi for arbitrary
Lie algebras in the given algorithm is also solved by the methods of linear algebra [30]
and, moreover, has been realized by the authors in computer mathematics systems such as
Waterloo Maple and Wolfram Mathematica.
3 General method for construction invariants
3.1 Representations of Lie groups
1. Let G be a Lie group, and let T (G) be its representation in the space V , i.e.
G ∋ g → Tg ∈ T (G), V ∋ x→ y = Tg x ∈ V,
where (Tg x)
a = (Tg)
a
b x
b и a, b = 1, dimV and besides
Te = E, Tg1 g2 = Tg1 Tg2.
i.e. (Te)
a
b = δ
a
b , (Tg1 g2)
a
b = (Tg1)
a
c (Tg2)
c
b. We recall that these properties imply that
Tg−1 = (Tg)
−1.
2. Every representation of the Lie group G on the space V induces in the space C∞(V ) left
regular representation:
g ∋ g → TLg ∈ T
L(g),
C∞(V ) ∋ f(x)→ F (x) = f(Tg x) ≡ T
L
g f(x) ∈ C
∞(V ).
Functions on the representation space V that satisfy the equation:
J(Tg x) = J(x), J(x) ∈ C
∞(V ), (21)
are called representation invariants . Introducing the operators:
tA = −t
a
Ab x
b ∂a, t
a
Ab =
∂ (Tg)
a
b
∂ gA
∣∣∣
g=e
, A = 1, dimG,
this condition can be written in the form:
tA J(x) = 0. (22)
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Thus, the construction of a complete set of functionally independent invariants of the given
representation reduces to the solution of the system (22), and the number N of functionally
independent invariants is defined by the equality:
N = corank taA(x), (23)
where taA(x) = −t
a
Ab x
b.
3. Consider the space V ∗ dual to V , i.e.
V ∗ × V → C, 〈X, x〉 = α, x ∈ V, X ∈ V ∗, α ∈ C.
Then the conjugate representation T ∗(G), which we will also call copresentation, is defined
by the equality:
〈T ∗(g)X, T (g) x〉 = 〈X, x〉. (24)
Copresentation invariants are defined:
t∗A J
∗(X) = 0, t∗A = t
a
AbXa ∂
b. (25)
The number N of functionally independent invariants of presentation T ∗(G) is defined by
the equality:
N = corank tAa(X),
where tAa(X) = t
b
AaXb.
3.2 Relationship between invariants of representations and conju-
gate representations
A possibility of elementary algebraic construction of Lie groups representations invariants
is to find invariants of the conjugate representation with respect to the invariants of the
original representation.
Let G be a Lie group, T (G) and T ∗(G) be some of its representations and the represen-
tation conjugate to it, acting in the spaces V and V ∗, respectively , and J(x) and J∗(X) are
invariants of these representations which satisfy the equations (22) and (25). An arbitrary
function f(x) on the space of the representation V , satisfying the condition
det
∂2 f(x)
∂ xa ∂ xb
6= 0, a, b = 1, dimV ,
where x ∈ V is the point of general position, we will call a non-degenerate function on the
space V . By analogy, we can define non-degenerate functions on the space V ∗.
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Theorem 1. Let J(x) be a non-degenerate invariant of the representation T (G), then con-
jugate representation invariant can be found by formula:
J∗(X) = [xaXa − J(x)]
∣∣∣
Xa=
∂ J(x)
∂ xa
. (26)
Proof. Due to the fact that J(x) is the representation invariant T (G), we have the equality
−tbia x
a ∂ J(x)
∂ xb
= 0.
And due to the fact that J∗(X) is the representation invariant T ∗(G) conjugate to T (G), it
must satisfy the condition (25):
tbiaXb
∂ J∗(X)
∂ Xa
= 0.
Then successively we get:
tbiaXb
∂ J∗(X)
∂ Xa
= tbiaXb
∂
∂ Xa
[xc(X)Xc − J(x(X))] =
= tbiaXb
∂ xc
∂ Xa
Xc + t
b
iaXb x
c ∂ Xc
∂ Xa
− tbiaXb
∂ J(x)
∂ xc
∂ xc
∂ Xa
=
= tbia
∂ J(x)
∂ xb
∂ xc
∂ Xa
∂ J(x)
∂ xc
+ tbia
∂ J(x)
∂ xb
xc δac − t
b
ia
∂ J(x)
∂ xb
∂ J(x)
∂ xc
∂ xc
∂ Xa
=
= tbia x
a ∂ J(x)
∂ xb
= 0.
Note that formula (26) is known as the Legendre transformation. Also note that the
inverse transform is defined by a similar formula:
J(x) = [xaXa − J
∗(X)]
∣∣∣
xa=
∂ J∗(X)
∂ Xa
.
Example 1. Consider the Lie group G, the Lie algebra g = {ei} which has commutation
relations:
[e2, e3] = e1, [e2, e4] = e3, [e3, e4] = −e2,
and some of its presentation:
g →


1 −s3 cos s4 − s2 sin s4 s2 cos s4 − s3 sin s4 (s
2)2
2
+ (s
3)2
2
0 cos s4 sin s4 −s3
0 − sin s4 cos s4 s2
0 0 0 1


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This representation has two invariants, which are determined by the system:
x4
∂ J(x)
∂ x3
+ x3
∂ J(x)
∂ x1
= 0, x4
∂ J(x)
∂ x2
+ x2
∂ J(x)
∂ x1
= 0, x3
∂ J(x)
∂ x2
− x2
∂ J(x)
∂ x3
= 0.
Its solutions have the form:
J1(x) = (x
2)2 + (x3)2 − 2x1x4, J2(x) = x
4.
We construct a sheaf of invariants of the form:
Jα(x) = α1 J1(x) + α2 J2(x), α = {α1, α2}.
It is easy to see by direct differentiation that the given function is invariant in the sense of the
definition given above. Then there exists a one-to-one relationship between the coordinates
xa on the space of the representation V and the coordinates Xa on the space of the conjugate
representation:
X1 =
∂ J(x)
∂ x1
= −2α1x
4, X2 =
∂ J(x)
∂ x2
= 2α1x
2,
X3 =
∂ J(x)
∂ x3
= 2α1x
3, X4 =
∂ J(x)
∂ x4
= α2 − 2α1x
1.
These expressions can be easily inverted:
x1 =
α2 −X4
2α1
, x2 =
X2
2α1
, x3 =
X3
2α1
, x4 = −
X1
2α1
. (27)
The sheaf of representation invariants of the conjugate to a given is determined by the
expression:
J∗α(X) = x
1X1 + x
2X2 + x
3X3 + x
4X4 − α1
(
(x2)2 + (x3)2 − 2x1x4
)
− α2x
4,
which taking into account (27) takes the form:
J∗α(X) =
2α2X1
α1
+
X22
α1
+
X23
α1
−
2X1X4
α1
,
and hence the required invariants of the conjugate representation have the form:
J∗1 (X) = X
2
2 +X
2
3 − 2X1X4, J
∗
2 (X) = X1.
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3.3 Construction of the Lie group representation invariants
Traditionally, the construction of a Lie group representation invariants reduces to solving
a system of differential equations (22). Nevertheless, it is possible to construct invariants
without resorting to its direct integration.
The proposed method is a generalization of our earlier developed approach to the con-
struction of invariants of the coadjoint representation of Lie groups by linear algebra methods,
which is based on the fact that on a coalgebra that is a representation space for a coadjoint
representation of a Lie group, there exists a Poisson structure. In the general case, there is
no such structure on the representation space, but it is always possible to construct a special
extension of a given space that admits a Poisson structure. This must be done in such a
way that this extension can be regarded as a coalgebra of some suitable Lie algebra, and so
for the construction of invariants one can use the method developed earlier for constructing
invariants of the coadjoint representation.
Let G be a Lie group, and let T (G) be its representation in the space V . Consider the
space:
g = g D V ∗ = {eA, E
a}, g = {eA}, V
∗ = {Ea}, (28)
[eA, eB] = C
C
AB eC , [eA, E
a] = −taAbE
b, [Ea, Eb] = 0, (29)
where A,B,C = 1, dimG, a, b = dimM + 1, dimM + dimG. It is not difficult to see that
the structure constants of the space g satisfy the Jacobi identity by construction, and hence
the given space is a Lie algebra, which we shall henceforth refer to as the extended Lie
algebra.
Consider the Lie algebra g∗, which is a coalgebra of the Lie algebra g. On the coalgebra
g∗ there is a natural Poisson structure of the following form:
{XA, XB} = C
C
ABXC , {XA, x
a} = −taAb x
b = −{xa, XA}, {x
a, xb} = 0,
which corresponds to the functions of Casimir, determined by:
{XA, J(x,X)} = C
C
ABXC
∂ J(x,X)
∂ XB
− taAb x
b ∂ J(x,X)
∂ xa
= 0,
{xa, J(x,X)} = −taAb x
b ∂ J(x,X)
∂ XA
= 0.
If J(x,X) depends only on xa, then this function is an invariant of the representation T (G)
on the space V . Thus we have the following theorem.
Theorem 2. The problem of constructing invariants of an arbitrary representation of the
Lie group G on the space V is equivalent to the construction of invariants of the coadjoint
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representation of the extended Lie group G whose Lie algebra g is the semidirect sum of the
Lie algebra g of the Lie group G and the space V ∗ dual to V , which can be regarded as a
commutative ideal, i.e.
g = g D V ∗.
The reduction of the problem of constructing invariants of arbitrary representations to
the calculation of invariants of a coadjoint representation is justified by the fact that the
method of constructing invariants of the coadjoint representation, first published by the
authors in the paper [27] and briefly stated in the previous section, makes it possible to find
the last of these easily using linear algebra methods.
Thus, the practical recipe for constructing the required invariant is as follows: using the
method outlined in [27], we build a basis for Casimir functions, after that we construct a
necessary number of functions that depend only on variables xa as a combination of these
basis elements.
We note that, following the approach suggested above, the problem of constructing in-
variants of the conjugate representation does not need to be considered separately since
conjugate representations are simply a particular case of representations.
4 Example
Step 0: the problem statement. We consider the Lie group G, dimG = 4 and its Lie
algebra g = {eA}, where A = 1, dimG, with commutation relations:
[e1, e4] = e1 + e2, [e2, e4] = e2, [e3, e4] = e3, (30)
and some of its representation T (G) in the space V = {Ea}, where a = 1, dimV , of dimension
dimV = 4 for which the corresponding representation T (g) of the Lie algebra g is defined:
l1 ≡ T (e1) =


0 0 0 0
0 0 0 0
0 0 0 0
−1 −1 0 0

 , l2 ≡ T (e2) =


0 0 0 0
0 0 0 0
0 0 0 0
0 −1 0 0

 , (31)
l3 ≡ T (e3) =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 −1 0

 , l4 ≡ T (e4) =


1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 (32)
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Invariants of this representation are defined by the equations:
(x1 + x2)
∂ J
∂ x4
= 0, x2
∂ J
∂ x4
= 0, x3
∂ J
∂ x4
= 0,
(x1 + x2)
∂ J
∂ x1
+ x2
∂ J
∂ x2
+ x3
∂ J
∂ x3
= 0,
where J(x) ∈ C∞(V ). By (23), the number of functionally independent invariants N = 2.
Step 1: constructing of the extended algebra. Let us construct the extended algebra
g, using formula (28) and (29), and replace for convenience the notation of the basis vectors
of the representation space Ea → ea:
[e1, e4] = e1 + e2, [e1, e8] = e5 + e6, [e2, e4] = e2, [e2, e8] = e6, [e3, e4] = e3,
[e3, e8] = e7, [e4, e5] = −e5 − e6, [e4, e6] = −e6, [e4, e7] = −e7.
Step 2: constructing of the polarization. We choose a non-degenerate covector of
form λ = (0, j1, j2, 0, j3, j4, 1, 0). Let us construct the polarization P(g) of the extended Lie
algebra g with respect to a given covector. The annihilator of the chosen covector gλ is:
l1 = e5 −
e6 (j3 + j4)
j4
, l2 = −
e2 (j3 + j4)
j4
+
e6j1j3
j24
+ e1,
l3 = e7 −
e6
j4
, l4 = −
e2
j4
−
e6 (j2j4 − j1)
j24
+ e3.
Then the dimension of the polarization is dimP(g) = 1
2
(dim g+ dim gλ) = 6.
The Lie algebra g is solvable, therefore, in order to construct the polarization, it is
necessary to construct a chain of ideals of codimension 1:
g = g(8) ⊃ g(7) ⊃ . . . g(2) ⊃ g(1) ⊃ {0}
The desired chain can be constructed by compaction of the upper central series:
{e1, e2, e3, e4, e5, e6, e7, e8} ⊃ {e1, e2, e3, e5, e6, e7} ⊃ {0} . (33)
First of all, it is necessary to find a common eigenvector, which necessarily exists for every
solvable Lie algebra. Having a common eigenvector, i.e. one-dimensional ideal, we can
construct the corresponding quotient algebra. In it, it is also necessary to find a common
eigenvector whose complete preimage will be an ideal greater than the previous by one, i.e.
dimension two. Continuing by analogy, we obtain the desired chain of ideals:
g(1) = {e7}, g
(2) = {e6, e7}, g
(3) = {e5, e6, e7}, g
(4) = {e3, e5, e6, e7},
g(5) = {e2, e3, e5, e6, e7}, g
(6) = {e1, e2, e3, e5, e6, e7},
g(7) = {e4, e1, e2, e3, e5, e6, e7}, g
(8) = {e8, e4, e1, e2, e3, e5, e6, e7}.
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Since the subalgebras are commutative g(1), g(2), g(3), g(4), g(5), g(6) , the corresponding
covector annihilators λ
∣∣
g(i)
are coincide with the very same subalgebras. For other elements
of the series we have:
(g(7))λ =
{
e1 − e2, e3 −
e2j2
j1
, e6 −
e2j4
j1
, e5 −
e2 (j3 + j4)
j1
, e7 −
e2
j1
}
,
(g(8))λ =
{
e5 −
e6 (j3 + j4)
j4
, −
e2 (j3 + j4)
j4
+
e6j1j3
j24
+ e1, e7 −
e6
j4
, −
e2
j4
−
e6 (j2j4 − j1)
j24
+ e3
}
Finally, for polarization of the algebra g, we obtain:
P(g) = (g(1))λ + (g(2))λ + (g(3))λ + (g(4))λ + (g(5))λ + (g(6))λ + (g(7))λ + (g(8))λ.
P(g) =
{
e1 − e2, e7, e7 −
e2
j1
, e3 −
e2j2
j1
, e6 −
e2j4
j1
, e5 −
e2 (j3 + j4)
j1
}
.
We choose a special basis in the algebra g by adding the polarization P(g) to the full
space g, i.e. the required basis must have the form {lA, la}, where {lA} is the polarization
basis of P(g), and {la} are additional basis vectors:
l1 = e1 − e2, l2 = e7, l3 = e7 −
e2
j1
, l4 = e3 −
e2j2
j1
, l5 = e6 −
e2j4
j1
,
l6 = e5 −
e2 (j3 + j4)
j1
, l7 = e4, l8 = e8.
with commutation relations:
[l1, l7] = j1l2 − j1l3 + l1, [l1, l8] = (j3 + j4) l2 + (−j3 − j4) l3 + l6, [l2, l7] = l2, [l3, l7] = l3,
[l3, l8] = −
j4l2
j1
+
j4l3
j1
−
l5
j1
, [l4, l7] = l4, [l4, l8] =
(
1−
j2j4
j1
)
l2 +
j2j4l3
j1
−
j2l5
j1
,
[l5, l7] = l5, [l5, l8] =
j24 l3
j1
−
j24 l2
j1
−
j4l5
j1
, [l6, l7] = j4l2 − j4l3 + l5 + l6,
[l6, l8] =
(
−
j24
j1
−
j3j4
j1
)
l2 +
(
j24
j1
+
j3j4
j1
)
l3 −
j3l5
j1
−
j4l5
j1
The coordinates of the previously selected covector in this basis have the form:
Λ1 = −j1, Λ2 = 1, Λ3 = 0, Λ4 = 0, Λ5 = 0, Λ6 = −j4, Λ7 = 0, Λ8 = 0. (34)
Step 3: constructing of the Darboux coordinates. The transition to the Darboux
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coordinates is determined by:
F1 = e
−q7 (q8 (j3 (Λ3 − Λ2) + j4 (Λ2 − Λ3) (q7 − 1)− Λ6 + Λ5q7) + j1 (Λ3 − Λ2) q7 + Λ1) ,
F2 = Λ2e
−q7 ,
F3 =
e−q7 (j1Λ3 + j4 (Λ2 − Λ3) q8 + Λ5q8)
j1
,
F4 =
e−q7 (j1 (Λ4 − Λ2q8) + j2q8 (j4 (Λ2 − Λ3) + Λ5))
j1
,
F5 =
e−q7 (j1Λ5 + j
2
4 (Λ2 − Λ3) q8 + j4Λ5q8)
j1
,
F6 =
e−q7 (j1 (j4 (Λ3 − Λ2) q7 + Λ6 − Λ5q7) + (j3 + j4) q8 (j4 (Λ2 − Λ3) + Λ5))
j1
,
F7 = p7,
F8 = p8
Let us return to the original basis in g taking:
F1 = f1 − f2, F2 = f7, F3 = f7 −
f2
j1
, F4 = f3 −
f2j2
j1
, F5 = f6 −
f2j4
j1
,
F6 = f5 −
f2 (j3 + j4)
j1
, F7 = f4, F8 = f8
As a result, we get:
f1 = −e
−q7
(
j1q
7 − j4q
8q7 + j3q
8 + j4q
8
)
, f2 = e
−q7
(
j1 − j4q
8
)
,
f3 = e
−q7
(
j2 − q
8
)
, f4 = p7,
f5 = e
−q7
(
j3 − j4q
7
)
, f6 = j4e
−q7 , f7 = e
−q7 , f8 = p8.
Step 4: eliminating the variables qa and pa. Eliminating the variables q
a and pa in the
obtained transition functions, we find the invariants of the coadjoint representation of the
extended algebra g have the form:
j1 =
f2f5 − f1f6 + f2f6
f5f7 + f6f7(1− ln f7)
,
j2 =
f3
f7
−
f1 − f2 ln f7
f5 + f6 (1− ln f7)
,
j3 =
f5
f7
−
f6
f7
ln f7,
j4 =
f6
f7
.
Step 5: selection of the initial group representation invariants. Invariants of the
coadjoint representation of the extended Lie group G are arbitrary functions K(j1, j2, j3, j4).
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The invariants of the representation of the original Lie group G in the space V are invariants
that depend only on the coordinates f5, f6, f7, f8. In this case, such areK1(j1, j2, j3, j4) = j3
and K2(j1, j2, j3, j4) = j4.
In the original notation (i.e., renaming the variables f5 → x
1, f6 → x
2, f7 → x
3, f8 → x
4)
we finally get:
J1(x) =
x2
x3
, J2(x) =
x1
x3
−
x2
x3
ln
(
x3
)
.
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