We study the existence and stability of standing wave for the Schrödinger-Poisson-Slater equation in three dimensional space. Let p be the exponent of the nonlinear term. Then we first show that standing wave exists for 1 < p < 5. Next, we show that when 1 < p < 7/3 and p = 2, standing wave is stable for some ω > 0. We also show that when 7/3 < p < 5, standing wave is unstable for some ω > 0. Furthermore, we investigate the case of p = 2. We prove these results by using variational methods 1991 Mathematics Subject Classification. 35B35.
Introduction
The aim of this paper is to investigate the existence and stability of standing wave for the following nonlinear Schrödinger equation in three dimensional space:
1)
where u : R × R 3 → C, C p , C s > 0, and 1 < p < 5. The equation (1.1) is derived from the Schrödinger-Poisson-Slater system, which can be written as follows:
2)
where u j (t, x) is the j−th component of vector wave equation and n u = Σ j∈N λ j |u j | 2 . Here, {λ j } is a nonnegative sequence denoting the occupation probabilities such that the normalization property Σ j∈N λ j = 1 is fulfilled. The Schrödinger-Poisson-Slater system is a simplification of the following Hartree-Fock system:
where N ∈ N and (V ex • u j ) = Σ N k=1
|x − y| −1 u k (x)ū k (y)u j (y)dy. The Hartree-Fock system furnishes the best set of one-electron wave functions in a self consistent approximation to the problem of motion in the field atomic nuclei. However, the Hartree-Fock system is quite complicated for practical use. For this, the Schrödinger-Poisson-Slater system appears as a local approximation to the Hartree-Fock system. More precisely, when p = 5/3, the nonlinear Slater term C s n (p−1)/2 u u j occurs as a local approximation to the Fock potential (V ex • ψ j ). This approximation is called X α approach (see [2] , [7] , [40] , [43] ). For example, the Schrödinger-Poisson-Slater system is a simple model used for the study of quantum transport in semiconductor devices.
In this paper we consider the single-state case, that is, λ 1 = 1 and λ j = 0 for j ≥ 2. Then the system (1.2) is reduced to equation (1.1) . We also note that the case of N coupled equations with λ j = 1/N if 1 ≤ j ≤ N and λ j = 0 otherwise, corresponds to X α correction in Kohn-Sham equations (see [31] ). This model belongs to the densityfunctional theory. Concerning mixed-state case, that is, λ j ∈ l 1 , Castella [9] proves the existence and uniqueness of L 2 solution for C s = 0. By a standing wave, we mean a solution to the equation (1.1) of the form u(t, x) = e iωt φ ω (x),
where ω > 0. Then the function φ ω satisfies the following semilinear elliptic equation:
3)
The equation (1. 3) also appears in the Maxwell-Schrödinger equations. Benci and Fortunate [3] propose it as a model describing the interaction of a charged particle with the electrostatic fields. First let us explain the existence of standing wave. Many authors have been studying the equation (1. 3) (see [3] , [7] [12], [14] , [15] , [30] , [38] ). We recall several known results about the equation (1.3). Coclite [12] proves that when 3 ≤ p < 5, the equation (1.3) has infinitely many radially symmetric solutions in H. Here, H = H 1 (R 3 , R) equipped with the usual norm v H = |∇v| 2 + |u| 2 dx 1/2 . Next, D'Aprile and Mugnai [14] show that when 0 ≤ p < 1 or 5 ≤ p, the equation (1.3) has no nontrivial solution in H. Recently, the author [30] proves that when 2 < p < 5, the equation (1. 3) has at least one radial solution in H for any ω > 0 and no nontrivial solution in H when 1 < p < 2 and ω is sufficiently large. In this paper we show the existence of solution to the equation (1.3) when 1 < p < 5. To do this, we rescale a function φ ω (x) = ω (ii) Let 2 < p < 5 and C p , C s > 0. There exists w 1 > 0 such that if ω > ω 1 , the equation (1.4) has at least one solutionφ ω in H. Furthermore, we obtaiñ S ω (φ ω ) ≤ c 0 , where the constant c 0 is defined in (1.5) Remark 1.1 (i) By using the Implicit function theorem, we can obtain a similar result (see Ruiz [38] ). However, we show the stability of standing wave by making use of the fact that S ω (φ ω ) ≤ c 0 , which is obtained by using a mountain pass theorem [1] .
(ii) Recently, Ruiz [39] shows the existence of radial solution to the equation (1.3) by verifying the Palais-Smale condition under the restriction of radial symmetry. Namely, he shows that any Palais-Smale sequence {u n } ⊂ H rad has a convergent subsequence. Here, H rad = {u ∈ H | u(x) = u(|x|)}. However, since our proof does not require the radial symmetry, the solution, which is obtained in Theorem 1.1, might not be radially symmetric.
We prove this theorem by using the mountain pass theorem ( [1] ). However, it seems difficult to verify the Palais-Smale condition. To explain the reason, we consider the following semilinear elliptic equation: 6) where φ :
f (t)dt, then u ∈ H is a solution to the equation (1.6) if and only if u ∈ H is a critical point of Φ.
When we use the mountain pass theorem, the following condition is often assumed: there exists a constant µ > 2 such that
This condition is called global Ambrosetti-Rabinowitz condition. It ensures the boundedness of a Palais-Smale sequence for the functional associated with the equation (1.6). Indeed, let the nonlinearity f satisfy the global Ambrosetti-Rabinowitz condition and {u n } ⊂ H be a Palais-Smale sequence of Φ. For sufficiently large n ∈ N, we can compute easily
for some M > 0. This implies that {u n } is bounded in H. Although our nonlinearities include the nonlocal term, we can obtain the boundedness of the Palais-Smale sequence as above in the case p ∈ [3, 5) (see also D'Aprile and Mugnai [15] ). However, if the local nonlinearity f does not satisfy (1.7), it causes a serious problem and there are few results which obtain the boundedness of Palais-Smale sequence without global AmbrosettiRabinowitz condition. By a similar reason, we can not obtain the boundedness of PalaisSmale sequence directly in the case of p ∈ (1, 3).
To overcome this difficulty, we use the method, which is due to Jeanjean and Le Coz [29] (see also Barti and Bolle [6] ). Let us explain the outline of the proof briefly.
. We define the modified functionalŜ ω,T defined bŷ
We show that if T > 0 is sufficiently large and ω is sufficiently small, there exists a bounded Palais-Smale sequence {v n } ⊂ H ofŜ ω,T and the sequence {v n } is also a Palais-Smale sequence ofS ω . From this fact we deduce that there exists a critical point of the functional S ω , which we seek. Next, we consider the stability and the instability of standing wave. We denote by H = H 1 (R 3 , C) the usual Sobolev space. The function space H is a real Hilbert space when equipped with the scalar product u, v = Re uvdx for u, v ∈ H. We also define the norm · H on H 1 by
where |∇v|
We define energy functional E, charge Q, and action S ω by
Then the time local well-posedness for the Cauchy problem to the equation (1.3) in H and conservation of energy and charge holds. More precisely, we have the following proposition (see e.g. Theorem 4.4.6 of Cazenave [10] ).
The stability and the instability in this paper are defined as follows.
Definition 1.1
For Ω ⊂ H, we shall say that the set Ω is stable, if for any > 0 there exists δ > 0 with the following property: if u 0 ∈ H and the solution u(t) to the equation
Otherwise, Ω is said to be unstable. Moreover, let φ ω be a solution of the equation (1.3), which is obtained in Theorem 1.1. Then we shall say that the standing wave e iωt φ ω is stable if O ω = e iθ τ y φ ω | θ ∈ R, y ∈ R 3 is stable. Here τ y v(·) = v(·−y). Furthermore, we shall say that standing wave e iωt φ ω isstrongly unstable if for any > 0, there exists u 0 ∈ H such that u 0 − φ ω H < and the solution u(t) to the equation (1.1) with u(0) = u 0 blows up in a finite time.
Many authors have been studying the problem of stability and instability of standing waves for nonlinear Schrödinger equations (see e.g. [4] , [11] , [16] , [17] , [19] , [22] , [24] , [25] , [26] , [27] , [28] , [29] , [36] , [37] , [41] , [42] , [44] , [45] , [46] ). We recall several known results. We consider the following equation:
10)
In the case where f (u) = |u| p−1 u, for any ω > 0, there exists a unique positive radial solution ψ ω in H to the following equation: 11) where N ≥ 1 (see [5] for the existence and [32] for the uniqueness). The standing wave e iωt ψ ω is stable for any ω > 0 if 1 < p < 1 + 4/N and unstable for any ω > 0 in p ≥ 1 + 4/N (see [11] for the stability and [4] , [44] for the instability). In the case where [37] proves that when 1 < p < 5 < q < ∞ and N = 1, the standing wave is stable for sufficiently small ω > 0. Fukuizumi [22] extends the result of Ohta [37] to higher spatial dimensions. More precisely, she proves that when 1 < p < 1 + 4/N, p < q < (N + 1)/(N − 1), and N ≥ 3, the standing wave is stable for sufficiently small ω > 0. Now, we investigate the stability and instability of standing wave for the equation (1.1) when 1 < p < 5 and p = 7/3. We have the following theorem concerning stability of standing wave. (i) Let 1 < p < 2. For C p , C s > 0, there exists ω * > 0 such that standing wave e iωt φ ω is stable in H for any ω ∈ (0, ω * ).
(ii) Let 2 < p < 7/3. For C p , C s > 0, there exists ω * > 0 such that standing wave e iωt φ ω is stable in H for any ω ∈ (ω * , ∞).
Grillakis, Shatah, and Strauss [25] , [26] give an almost necessary and sufficient condition for the stability of stationary states for the Hamiltonian system under the certain assumptions. We find that by the abstract theory in Grillakis, Shatah, and Strauss, under some assumption on the spectrum of linearized operators, standing wave e iωt φ ω is stable (resp. unstable), if the function φ ω 2 L 2 is strictly increasing (resp. decreasing) at ω = ω 0 . In the case C p = 0, by the scaling
, it is easy to check the increasing and decreasing of φ ω 2 L 2 . However, it seems difficult to check the property of φ ω 2 L 2 for C p = 0 except for p = 2. When p = 2, we find that φ ω 2 L 2 is strictly increasing. However, we do not know whether the linearized operator satisfies the assumption of the Grillakis, Shatah, and Strauss. For the case of p = 2, see Theorem 1.4 below.
To overcome this difficulty, we apply another sufficient condition for stability, which is based on Grillakis, Shatah, and Strauss [25, Theorem 3.4] and Iliev and Kirchev [28, Proposition 3] . More precisely, we use the following proposition. 
for any v ∈ H satisfying φ ω , v = iφ ω , v = 0 and ∂ l φ ω , v = 0, l = 1, 2, 3, then the standing wave e iωt φ ω is stable in H.
See Fukuizumi [22] for the proof of this proposition.
To check (1.12), we show that the rescaled functionφ ω , which is a solution of equation (1.4), converges to the unique positive solution ψ 1 to the equation (1.11) strongly in H as ω s → 0, following Jeanjean and Le Coz [29] . Next, we state our instability result. Before doing so, we introduce several notations. We define X ω , G ω ⊂ H by
An element in G ω is called a ground state, since it minimizes the action S ω in X ω . Then our instability result is the following.
Then for any ω > 0, G ω is not empty and standing wave e iωt φ ω , φ ω ∈ G ω is strongly unstable.
(ii) Let 7/3 < p < 3. For C p , C s > 0, there existsω > 0 such that G ω is not empty and standing wave e iωt φ ω , φ ω ∈ G ω is strongly unstable for any ω ∈ (ω, ∞).
Remark 1.2
This result does not seem optimal. In fact, if we show that there exists φ ω ∈ G ω for 1 < p < 5, then we find that standing wave e iωt φ ω is unstable when 7/3 ≤ p < 5 by using the argument of Gonçalves-Ribeiro [27] , Fukuizumi [19] , which is based on the ideas of Grillakis, Shatah, and Strauss.
As we mentioned before, it seems difficult to check the monotonicity of φ ω 2 L 2 . To overcome this difficulty, we follow the argument of Ohta [36] , which is based on the idea of Berestycki and Cazenave [4] . We consider the associated minimization problem and obtain the suitable minimizer. Using this, we show Theorem 1.3.
Finally, let us state our result for the case p = 2. Before stating the result, we define several notations. For each µ > 0, we set
Then we have the following theorem. 
Furthermore, we find that for each C p > 0, there exists a positive constant C 1 (< C 0 ) such that if C s < C 1 , then the equation (1.3) has no nontrivial solution (see [30] ).
To prove Theorem 1.4, we use the concentration-compactness principle, which is due to P. L. Lions [34] . By making use of the fact that φ ω (x) = ω 1/p−1 φ 1 (ω 1/2 x), we show Theorem 1.4, following Cazenave and P. L. Lions [11] This paper is organized as follows. In section 2, we prove Theorem 1.1. In section 3, we show the convergence property. In section 4, using the convergence property, we check the condition (1.12). In section 5, we prove Theorem 1.3. In section 6, we prove Theorem 1.4. In section 7, we give a proof of Proposition 2.1 and Lemma 3.1.
Notation We denote by D 1,2 the completion of C ∞ 0 with the norm · D 1,2 , where
. Throughout this paper, we denote by C various positive constants whose exact value may change from line to line.
In what follows, we may assume that C p = 1 without loss of generality.
Existence result
This section is devoted to prove Theorem 1.1, following Jeanjean and Le Coz [29] . In this section, we assume that C s = 1 without loss of generality. We show that the functionalŜ ω,T , defined by (1.8), satisfies mountain pass geometry in the following lemma.
(ii) there exist constants ρ, α > 0 such that
Proof. (i) We find easily thatŜ ω,T (0) = 0.
(ii) For all v ∈ H, we havê
Therefore, if v H = ρ and ρ is sufficiently small, there exists a constant α > 0 such that
We define ψ B = Bψ for B > 0. If we take the constant B larger than 2T 2 , then we deduce that k T (ψ B ) = 0, and this yields that
Therefore, for sufficiently large B, we find thatŜ(ψ B ) < 0. 2 From Lemma 2.1 and the Ekeland's principle, we deduce that there exists a sequence {v n } ⊂ H such that
where the function space H * is the dual of H and the constant c 1 is defined by
Namely, {v n } is a Palais-Smale sequence for the modified functionalŜ ω,T at the level
Next we show that the sequence {v n } is also a Palais-Smale sequence for the functional S ω if T is sufficiently large and ω is sufficiently small. Lemma 2.2 There exist T > 0 (independent of ω) and ω 0 = ω 0 (T ) > 0 such that if ω < ω 0 , then we have lim sup
Proof. We show this lemma by contradiction. Suppose that lim sup n v n H > T . From the definition ofŜ ω , we have
It follows that
Here · H * is the norm of
We set γ 0 (t) = tψ B = tBψ, where ψ ∈ C ∞ 0 , B > 0 are given by Lemma 2.1. Then from the variational characterization of c 1 , we deduce
We first estimate I 1 . Since p > 1, we obtain
Next, we estimate I 2 . By Hardy-Littlewood-Sobolev inequality, we deduce that
we have k T (tBψ) = 0. Therefore, it is enough to consider the case t 2 B 2 ≤ 2T 2 . It follows that
From I 1 and I 2 , we find that
(2.14)
(2.16)
Then from (2.13)-(2.16), we have
for sufficiently large n. Furthermore, from the fact that v n H > T , if we take T > 0 sufficiently large, we find that
Then from (2.17), it follows that
Taking T > 0 sufficiently large, we obtain
Note that T does not depend on ω. We can choose ω s > 0 sufficiently small so that
.
This contradicts the inequality (2.18). 2
From Lemma 2.2, we find that the sequence {v n } is a bounded Palais-Smale sequence of the functionalS ω for sufficiently small ω s > 0. In the following lemma, We decompose a bounded Palais-Smale sequence of the functionalS ω . Proposition 2.1 There exists a subsequence of {v n } (which we still denote by {v n }), an integer l ∈ N ∪ {0}, a sequence {y
In the case l = 0, we mean that the sequence {v n } converges to v 0 strongly.
The proof of this proposition is included in the Appendix. We are now in position to prove Theorem 1.1.
Proof of Theorem 1.1. Suppose that one of the functions v 0 , w k , k = 1, 2, . . . , l satisfies S ω (v) < 0. We denote it by w 0 . We find that w 0 is nonzero critical point ofS ω satisfying
Therefore, we deduce that either v 0 = 0 or l = 0. Namely, there exists a nontrivial critical point
This completes the proof. 2
Convergence property
In this section, following Jeanjean and Le Coz [29] , Ohta [36] , we show that the sequence {φ ω }, which is obtained in Theorem 1.1, converges strongly to the function ψ 1 up to a translation. Here ψ 1 is the unique positive solution to (1.11). As in section 2, we assume that C s = 1, without loss of generality. To prove the above convergence property, we need some lemmas. We first obtain the boundedness of {φ ω } in the following lemma.
Lemma 3.1 Let T > 0 be a positive constant, which is given in Lemma 2.2.
(i) Let 1 < p < 2. Then we have φ ω H ≤ T for ω ∈ (0, ω 1 ).
(ii) Let 2 < p < 5. Then we have φ ω H ≤ T for ω ∈ (ω 1 , +∞).
The proof of this lemma is given in the Appendix. To prove the convergence property, we use the following compactness lemmas. 
, and f L γ ≤ C γ for some positive constant C α , C β , and C γ . Then we have |{x ∈ R N | |f (x)| > η}| ≥ C for some positive constants η and C depending not on f but on α, β, γ, C α , C β , and C γ . Here, | · | is the Lebesgue measure on R N .
Lemma 3.3 (Lieb [33] ) Let {u j } be a bounded sequence of functions in H such that |{x ∈ R N | |u j (x)| > η}| ≥ C for some positive constants η and C. Then there exists a sequence {y j } ⊂ R N such that for some subsequence (we still denote by the same letter), τ yj u j → f = 0 weakly in H.
Lemma 3.4 (Brezis and Lieb
Now, we prove the convergence property.
For any sequence {ω j } with ω j → 0, there exist a subsequence {φ ωj } (we still denote by the same letter) and a sequence {y j } ⊂ R 3 such that
(ii) Let 2 < p < 5. For any sequence {ω j } with ω j → ∞, there exist a subsequence {φ ωj } (we still denote by the same letter) and a sequence {y j } ⊂ R 3 such that
Proof. We prove only for (i), because we can prove (ii) by similar argument. We prove this proposition in steps.
(Step 1) We define functionals J, I ∈ C 1 (H, R) by
Then we consider the following variational problem:
We know that except for a difference of translation, the function ψ 1 is the unique minimizer for ν. First we claim that there exists a sequence {µ(ω)} ⊂ R with µ(ω) → 1 as ω → 0 such that {µ(ω)φ ω } is a minimizing sequence of ν.
We define a path γ 0 ∈ C([0, ∞], H) by γ 0 (t) = C 0 tψ 1 for C 0 > 0. We first show that γ 0 ∈ Γ 0 if ω > 0 is sufficiently small. Here Γ 0 is defined by (1.5). Taking the constant C 0 > 0 sufficiently large, we have
Also, we have
Therefore, for any > 0, there exists ω 0 > 0 sufficiently small such that if w < ω 0 , we haveS ω (γ 0 (1)) < J(γ 0 (1)) + < 0. Thus, we deduce that γ 0 ∈ Γ 0 .
From Theorem 1.1, (3.20) and the variational characterization of c 0 , we obtaiñ
A simple calculation yields that max t∈[0,1] J(γ 0 (t)) = J(ψ 1 ). Furthermore, from the definition ofS ω , J, we obtain J(φ ω ) ≤S ω (φ ω ). Hence, it follows that
On the other hand, since S ω (φ ω ),φ ω = 0, we have
From Lemma 3.1 and (3.22), we deduce that
Furthermore, from (3.22), we find that
Therefore, there exists a positive constant C 1 such that
Hence, if we set µ(ω)
L p+1 , then using (3.23) and (3.24), we have
By the continuity of J, we have
From the definition of µ(ω), we obtain
From the variational characterization of ψ 1 , we deduce that
By (3.25) and (3.26), {µ(ω)φ ω } is a minimizing sequence, that is,
Since I(µ(ω j )φ ωj ) = 0, we have µ(ω j
Next, we claim that the constant ν can be written by
From the definition of ν, it is clear that
Therefore, (3.28) holds. Using (3.27) and Lemma 3.4, we obtain
We show that I(w) ≤ 0 by contradiction. Suppose that I(w) > 0. Then from the fact that I(τ yj µ(ω j )φ ωj ) = I(µ(ω j )φ ωj ) = 0, we deduce that I(w − τ yj µ(ω j )φ ωj ) < 0 from (3.30). Then from (3.28), we obtain ν < (
. This is a contradiction. Thus, we find that I(w) ≤ 0.
Then from (3.28), we obtain
Thus, the function w is a minimizer for ν and from the uniqueness of the minimizer, we find that w = ψ 1 in H. This yields that τ yjφωj → ψ 1 strongly in H as j → ∞. 2
Stability result
In this section we prove Theorem 1.2 (i), following Esteban and Strauss [17] . We can prove Theorem 1.2 (ii) by a slight modification. As in the previous section, we assume that C s = 1, without loss of generality.
To prove Theorem 1.2 (i), we check the sufficient condition (1.12) by using Proposition 3.1. For each v ∈ H, letṽ ∈ H be defined by v(x) = ω 1/(p−1)ṽ (ω 1/2 x). Then we have
where byS ω , we denote the extension ofS ω from H to H = H 1 (R 3 , C). To check (1.12), it is enough to show that there exists a constant δ > 0 such that
for anyṽ ∈ H satisfying φ ω ,ṽ = iφ ω ,ṽ = 0.
Indeed, if (4.31) holds, then we have
1/2 is equivalent to the norm · H .
Now we prove the following lemma. 
(ii) Let 1 < p < 2. There exist positive constants ω 2 * , δ 2 such that for ω ∈ (0, ω
To show Lemma 4.1, we use the following lemma, which is based on Weinstein [46] and Iliev and Kirchev [28] . [22] for the proof of this lemma.
Proof of Lemma 4.1. We give a proof only for (i) because we can prove (ii) similarly. We show this by contradiction. Suppose that (i) is false. Then there exists {ω j } with ω j → 0
We setv j = τ yjṽj , w j = τ yjφωj , where {y j } ⊂ R 3 is given in Proposition 3.1. Since {v j } ⊂ H is a bounded sequence, there exists a functionv 0 ∈ H such thatv j → v 0 weakly in H. Then we claim that
Indeed, we find that
c (R). Therefore, we have
Sincev j →v 0 strongly in L 2 (B R ), we obtain II → 0 as j → ∞. Next, by Hölder inequality, we find that
Using the dominated convergence theorem, it follows that
This yields that I → 0 as j → ∞. Thus, we obtain (4.33). Clearly (|x|
Hence, we find that
This implies thatv 0 = 0. On the other hand, by (4.33), we have
Furthermore, sincev j →v 0 weakly in H and w j = τ yjφωj → ψ 1 strongly in H, we deduce that
Thus, we find thatv 0 = 0 in L 2 from Lemma 4.2, which contradicts (4.34). This section is devoted to prove Theorem 1.3. Following Ohta [36] , we show that standing wave is unstable when 7/3 < p < 5. As in the previous section, we assume that C s = 1, without loss of generality. First we define functionals P, S 1 ω ∈ C 1 (H, R) by
where
. We first show that G ω = ∅ in the following proposition. (ii) Let 7/3 < p < 3. There existsω > 0 such that G ω is not empty for any ω ∈ (ω, ∞).
To prove this proposition, we need some lemmas. We show the existence of minimizer for m Proof. By a similar argument as in the proof of Proposition 3.1, we can prove that m
Since the function Φ j = |x| −1 * |v j | is a minimizer of the following variational problem:
This yields that v j L 3 → 0 as j → ∞. For 2 < p < 5, by the Gaglialdo-Nirenberg inequality, we have
On the other hand, from the fact that P (v j ) ≤ 0, we find that
where θ = 3(p − 1)/(2(p + 1)). Dividing the above inequality by ∇v j 2 L 2 yields that
This is a contradiction. Therefore, we have lim inf j→∞ (|x| −1 * |v j | 2 )|v j | 2 dx > 0. From Lemma 3.2 and 3.3, we deduce that there exists a sequence {y j } ⊂ R 3 and ϕ ω ∈ H such that τ yj v j → ϕ ω = 0 in H. We set w j = τ yj v j . Then from Lemma 3.4 and 7.2, we obtain
Similarly, as in the proof of Proposition 3.1, we find that 
Proof. We show that P (ϕ ω ) = 0 in H −1 by contradiction. Suppose that P (ϕ ω ) = 0. Then using the fact that P (ϕ ω ) = 0, we obtain
Therefore, we have
It follows from P (ϕ ω ) = 0 that
If p ≥ 3, this is a contradiction because ϕ ω = 0 in H. Therefore, we conclude that
We show 2η + 1 > 0 by contradiction. Suppose that 2η + 1 ≤ 0, then we have
Since P (ϕ ω ) = 0, we obtain
This is a contradiction. Therefore, 2η + 1 > 0 and we find that the function ϕ ω decays exponentially. Set ϕ λ ω = λ 3/2 ϕ ω (λx). Then using the fact that P (ϕ ω ) = 0, we obtain
From the fact that m ω = m 1 ω and Lemma 5.1 and 5.2, we find that there exists ϕ ω ∈ M such that S ω (ϕ ω ) = m ω . Proposition 5.1 (1) follows since P (v) = 0 for any v ∈ X ω .
Next, we consider the case of 7/3 < p < 3. If we prove P (ϕ ω ) = 0 in H −1 , we can show Proposition 5.1 (ii) by similar argument as in Proposition 5.1 (i). To prove this, we rescale a function ϕ ω (x) = ω 1/(p−1)φ ω (ω 1/2 x). We note that the functionφ ω is a minimizer of the following variational problem:
We define functionals J 0 , P 0 ∈ C 1 (H, R) by
Let ψ 1 ∈ H be the positive solution to the equation (1.11). By similar argument as in Lemma 5.1 and 5.2, we know that the function ψ 1 is the unique minimizer of the following variational problem:
Then following Fukuizumi and Ohta [20] , we show the following lemma.
Proof. For any µ > 1, we have
Since J 0 (ψ 1 ) = m 0 , we find that
Similarly, for any µ > 1, we havẽ
Since ω s → 0 as ω → ∞, we obtain lim ω→∞Pω (µψ 1 ) ≤ 0. This implies that
From (5.40) and (5.41), we deduce that
Therefore, we find that lim ω→∞ J 0 (ϕ ω ) = J 0 (ψ 1 ).
(ii) Now, we show (ii). From (5.39), with µ = 1, we have lim sup
From the definition of P 0 , there exists µ(ω) > 0 such that
From the fact that P 0 (µ(ω)φ ω ) = 0, we have lim inf
From (5.42) and (5.43), we deduce that lim inf ω→∞ P 0 (φ ω ) = 0. 2
L p+1 for any ω > 0. However, this is a contradiction for sufficiently large ω > 0 because lim ω→∞ P 0 (φ ω ) = 0. 2 Remark 5.1 Let {v n } be a minimizing sequence for m ω . Then {|v n |} is also minimizing sequence for m ω . Therefore, we find that the minimizer ϕ ω ∈ H is non-negative. Since the minimizer ϕ ω is a solution to the equation (1.3), we find that ϕ ω is positive by the strong maximum principle.
We prove some lemmas to show that standing wave e iωt ϕ ω , ϕ ω ∈ G ω is strongly unstable.
Lemma 5.4 Set A = {w ∈ H | S ω (w) < m ω , P (w) < 0}. If u 0 ∈ A and u(t) is a solution of (1.1), then P (u(t)) ≤ S ω (u 0 ) − m ω for any t ∈ [0, T * (u 0 )), where T * (u 0 ) is given by Proposition 1.1.
Proof. From the conservation law, we have S ω (u(t)) = S ω (u 0 ) < m ω for any t ∈ [0, T * (u 0 )). By Lemma 5.1, we have P (u(t)) = 0 for any t ∈ [0, T * (u 0 )). Since t → P (u(t)) is continuous, we find that P (u(t)) < 0 for any t ∈ [0, T * (u 0 )). Therefore, it follows that
Thus, we obtain P (u(t))
Proof. For ϕ ω ∈ A and λ > 0, we have
We set g(λ) = ∂ λ S(ϕ λ ω ). Then we obtain
We find that g(1) = 0, g (λ) < 0 for λ > 1. Therefore, we deduce that g(λ) < 0 for λ > 1. This implies that S ω (ϕ 
From Lemma 5.4 and 5.5, we find that 6 Case of p = 2
In this section, following by Cazenave and P. L. Lions [11] , we prove Theorem 1.4. We first show the following proposition.
Proposition 6.1 There exists a positive constant C 0 such that if C s > C 0 , the following property holds: For µ > 0, if {v n } satisfies v n L 2 → µ 1/2 and E(v n ) → I(µ), there exist a subsequence {v n } (we still denote by {v n }), a sequence {y n } ⊂ R 3 , and a function v ∈ H such that τ yn v n → v strongly in H.
Proof. We show this proposition in several steps. (Step 1) We first show that there exists C 0 (independent of µ) such that if C s > C 0 , then I(µ) < 0 for all µ > 0. Indeed, we fix v 0 ∈ H with v 0
Thus, if C s > C 0 , we obtain I(µ) < 0. Next, we claim that there exist positive constants δ, K such that
Indeed, by Gaglialdo-Nirenberg inequality, we have v
L 2 . Therefore, using the Young's inequality, for any , there exists a positive constant C( ) such that
Then we have
which implies that (6.46) holds.
(
Step 2) We show that every minimizing sequence for I(µ) is bounded and bounded from below in L 3 (R 3 ). Let {u n } be a minimizing sequence for I(µ). Then by (6.46), we find that {u n } is bounded in H. Since {u n } is a minimizing sequence, for sufficiently large n, we obtain
It follows that there exists a positive constant
we deduce that {u n } is a minimizing sequence for I(µ). We claim that the sequence {u n } does not vanish. Indeed, if {u n } vanishes, we find that u n L 3 → 0 as n → ∞. However, this contradicts (Step 2). Next we show that the sequence {u n } does not dichotomy. To show this, it is enough to show the inequality
Indeed, if (6.47) holds, we find that
Suppose that dichotomy occurs. Then there exist a constant α ∈ (0, µ) and sequences {u
Therefore, we obtain
Let α n , β n be positive constants such that α n u
n ) + n , where n → 0 as n → ∞. Hence, it follows that
which contradicts (6.48).
Now we show (6.47). For u ∈ H with u 2
Therefore, letting {w n } be a minimizing sequence for I(α), we have
because λ > 1 and I(α) < 0. Hence, we obtain (6.47).
(Step 4) From (Step 3), we find that compactness occurs, that is, there exists a sequence {y n } ⊂ R 3 and a function u ∈ H such that
From weak lower semicontinuty of H norm, we obtain
From the definition of I(µ), we see that E(u) = I(µ). Hence, we have ∇(τ yn u n ) L 2 → ∇u L 2 as n → ∞ and it follows that τ yn u n → u strongly in H and u is a minimizer of I(µ) and this completes the proof. 2
Proof of Theorem 1.4. From Proposition 6.1, we show that Σ µ = ∅ easily. Next, we show that Σ µ is stable. We prove this by contradiction. Suppose that Σ µ is not stable, then there exists 0 > 0 and a sequence {u 0,j } ⊂ H such that
where u j (t) is a solution of (1.1) with u j (0) = u 0,j . By continuity in t, we can take
From (6.49) and conservation law (1.9) , we have
(6.52) From (6.51), (6.52), and Proposition 6.1, there exist a subsequence {u j (t j )} (we still denote by {u j (t j )}) and a sequence {y j } ⊂ R 3 such that
This contradicts (6.50) and completes the proof of Theorem 1.4. 2
Appendix A
In this section, we give proofs of Proposition 2.1 and Lemma 3.1. To prove these, we need some additional lemmas.
Lemma 7.1 Let {u j } be a Palais-Smale sequence ofS ω . Suppose that there exists a function u 0 ∈ H such that u j → u 0 weakly in H. Then u 0 is a critical point ofS ω .
Proof. It is enough to show that
Since {u j } is a Palais-Smale sequence ofS ω , we find that for each φ ∈ C ∞ 0 ,
Since u j converges weakly to u 0 , we deduce that (u j , φ) H → (u 0 , φ) H . Therefore, it is enough to show the following:
We can verify (7.55) easily because
Thus, it is enough to show (7.54). For each j ∈ N, we have
Let Ω = supp φ. Then by Hölder inequality, we have respectively, we have
From the fact that u j converges weakly to u 0 , we find that
Therefore, we have |x| 
. This completes the proof. 2 Lemma 7.2 Let u 0 ∈ H. Assume that a sequence {u j } ⊂ H satisfies u j → 0 weakly in H. Then we havẽ
Proof. Clearly, we have
Thus, it is enough to show the followings:
56)
We can verify (7.57) from Lemma 3.4. We now show (7.56). We have
We find that all terms on right hand side of (7.58) vanish. Indeed, we obtain
By Hardy-Littlewood-Sobolev inequality and Hölder inequality, we have |x − y| dxdy ≤ 1
We take R 1 > 0 large so that Here, n + Q = [n 1 , n 1 + 1] × [n 2 , n 2 + 1] × [n 3 , n 3 + 1], n = (n 1 , n 2 , n 3 ) ∈ Z 3 .
Proof of Proposition 2.1. We prove this proposition in several steps.
(Step 1) Since {v j } is bounded, there exists a function v 0 ∈ H such that v j → v 0 weakly in H. From Lemma 7.1, we find that v 0 is a critical point ofS ω . Setṽ Let Ω = supp φ. Using Hardy-Littlewood-Sobolev inequality, we have (|x| −1 * |ṽ (ii) Settingṽ > 0.
Sinceṽ
Thus, we can verify (ii) easily. Suppose that {n This is a contradiction.
(Step 4) Next we claim that the following hold.
(i) {ṽ (7.61)
From
Step 3 (ii) and (7.61), we deduce that the sequence {ṽ
j } is a Palais-Smale sequence ofS ω at the level c 1 −S ω (v 0 ). From Lemma 6.1, the function w 1 is a critical point ofS ω . Thus, the claim is proved.
(Step 5)
We go back to the argument of (Step 1). Set v 
