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Abstract
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Resilient Perception for Outdoor
Unmanned Ground Vehicles
This thesis promotes the understanding and development of resilience for perception
systems, with a focus on Unmanned Ground Vehicles (UGVs) in adverse environ-
mental conditions. Perception is responsible for the interpretation of sensor data to
produce a representation of the environment that is necessary for subsequent decision
making (e.g. planning the future motion of the vehicle). Long-term autonomy re-
quires perception systems that correctly function in unusual but realistic conditions
that will eventually occur during extended missions. For example, UGVs need the
ability to operate safely in low-visibility conditions, such as at night or in the pres-
ence of smoke. However, state-of-the-art UGV systems can fail when the input sensor
data are beyond the operational capacity of the perception interpretation models.
Therefore, the key to resilient perception system lies in two elements; first, the use
of multiple sensor modalities to allow for a wider sensing capability of the UGV i.e.
greater opportunity to capture useful information, and second, the pre-selection of
appropriate sensor data so that the chance of failure is minimised.
This thesis proposes a framework based on diagnostic principles to evaluate the qual-
ity of sensor data prior to interpretation by the perception system. Perceptual failures
are anticipated and mitigated by discarding low-quality data (i.e. data most likely
to induce a failure) thereby providing resilience to adverse conditions. This con-
cept is demonstrated specifically with cameras onboard a UGV. The contribution of
image-based quality metrics to the discrimination of adverse conditions for UGVs is
discussed. The effect of adverse conditions on image quality is illustrated with an ex-
perimental study using visual and infrared cameras in the presence of airborne dust
iv Abstract
and smoke. As part of this study, a novel quality metric, Spatial Entropy (SE), is
introduced and evaluated.
The proposed framework of data quality evaluation and data rejection is applied to a
state-of-the-art Visual-SLAM algorithm combining both visual and infrared imaging
as a real-world perception example. An extensive experimental evaluation demon-
strates that the framework allows for camera-based localisation that is resilient to
a large range of low-visibility conditions. These include the presence of smoke (ob-
structing the visual camera), fire, extreme heat (saturating the infrared camera), low-
light conditions (dusk), and at night with sudden variations of artificial light. The
accuracy of the localisation using the proposed approach with selective data combi-
nation is compared to other methods that use just a single sensor type or combine
both modalities without pre-selection. It is shown that the proposed framework can
significantly improve the accuracy of the localisation during adverse environmental
conditions.
The proposed framework allows for a resilient localisation in adverse conditions us-
ing image data but also has significant potential to equally benefit a large range
of perception applications. The use of multiple sensing modalities along with pre-
selection of appropriate data for a perception system is a powerful method to create
a resilient system by anticipating and mitigating potential errors. The development
and implementation of such resilient perception systems will be a requirement in
next-generation outdoor UGVs.
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Introduction
Contents
1.1 Background and Motivation . . . . . . . . . . . . . . . . . 1
1.2 Thesis Objectives/Problem Statement . . . . . . . . . . . 2
1.3 Principle Contributions . . . . . . . . . . . . . . . . . . . . 3
1.4 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . 4
This thesis is concerned with improving the resilience of perception systems for Un-
manned Ground Vehicles (UGVs). In particular, the focus is on systems that are
resilient to challenging environmental conditions, which are known to cause failures
in state-of-the-art UGV systems.
1.1 Background and Motivation
In the near future, unmanned ground vehicles (UGVs) are expected to operate for long
periods of time in unknown and unstructured environments with minimum supervi-
sion. Long-term autonomy requires perception systems that are resilient to unusual
but realistic conditions that will eventually occur during extended missions.
Perception is arguably the most critical component of a UGV system. It can be
defined as the interpretation of sensor data to provide a representation of the envi-
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ronment that is appropriate for a particular application, e.g. mapping, path planning
or localisation. Reliable perception systems are often achieved by employing appro-
priate assumptions about the expected sensor data in normal operating conditions.
However, perception is still widely recognised as a bottleneck in the search for long-
term operation of UGVs. This is because the realm of real-world situations a vehicle
may encounter is unbounded. Therefore, it is not possible to define a model for
each one, and it is difficult to generalise with a single perception model. There are
recognised situations that are not handled by typical perception techniques and will
cause failure. These includes adverse environmental conditions such as the presence
of smoke, rain and fog that affect the sensor data in unmodelled ways.
This thesis aims to contribute towards resilient UGV perception systems by extending
the conditions in which a typical perception systems can operate. We consider the
development of a resilient perception system framework that does not necessarily rely
on developing new perception algorithms and models to account for every unusual
situation, i.e. that can use the well-developed (usually reliable and good) algorithms
that are available already within a framework that allows them to be used confidently
in adverse conditions that would typically cause them to fail. We consider real data
and experiments in order to understand how and why perception systems fail in real-
life adverse conditions.
1.2 Thesis Objectives/Problem Statement
The objective of this thesis is to contribute towards resilient UGV perception systems
by extending the range of scenarios in which perception systems are able to operate
without failure. This is achieved by:
1. utilising multiple modalities of sensing in order to avoid common-mode failure,
2. identifying sources of failure in typical perception systems,
3. developing a framework to mitigate failure by removing potential sources of
failure,
1.3 Principle Contributions 3
4. identifying characteristics of sensor data that cause failure in perception sys-
tems,
5. proposing strategies to anticipate and mitigate these failures,
6. identifying sensor data quality measurements that allow for anticipation of fail-
ures,
7. demonstrating experimentally that these methods can reduce failure rates in
adverse conditions.
1.3 Principle Contributions
This thesis proposes methods to improve the range of environmental conditions in
which a perception system can operate without failure, specifically by developing a
framework that exploits multiple sensor modalities and pre-evaluation of data. Chal-
lenging environmental conditions are studied and some sensor data characteristics
that contribute to perception failure are identified. This allows for an anticipation
and mitigation of failure based on sensor data by eliminating known sources of error.
The focus of this study is on outdoor UGV perception using image sensors.
Specifically, the contributions of this thesis are listed below. The citations refer to
publications in which the author originally introduced the proposed concepts and
analysis.
1. Introduction of a framework for data quality evaluation and preselection in
adverse environmental conditions [17, 18].
2. Study of visual quality metrics for UGV perception systems [14–16].
(a) Analysis of existing metrics and their appropriateness for evaluating per-
ception systems.
(b) Introduction of a novel visual quality metric.
(c) Experimental analysis of effect of adverse environmental conditions on data
quality.
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3. Analysis of link between data quality and performance of typical perception
applications [13, 20].
4. Experimental validation of multiple modality camera-based localisation resilient
to adverse conditions using the proposed framework [20] in conjunction with the
novel data evaluation metric.
1.4 Thesis Structure
Chapter 2 presents an overview of perception systems and developments to handle
challenging environmental conditions and introduces the field of fault detection and
diagnosis for resilient systems.
Chapter 3 develops a framework for achieving resilience of perception systems
through data quality evaluation and corrective action by preselecting appropriate
data.
Chapter 4 presents a study of visual quality metrics for robotics including an ex-
perimental analysis of the effect of adverse conditions on image based perception
applications.
Chapter 5 implements the proposed framework using a novel quality metric to an-
ticipate and mitigate failure in a multiple-modality visual localisation application.
This section also includes extensive experimental validation demonstrating resilience
of the system to adverse conditions.
Chapter 6 summarises the thesis, presents conclusions and discusses future work.
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The purpose of this chapter is to describe typical unmanned ground vehicles (UGVs)
and their perception systems, to provide context for this thesis, in which we examine
how perception can fail. Examples are given of existing UGV systems that have
been designed with a focus on robust perception. Further, concepts from the field of
diagnostic engineering are presented to motivate the mitigation approaches developed
in subsequent chapters. More detailed background information and references are
presented in Chapters 3 and 4 to focus the discussion to relevant Chapters.
2.1 UGV Systems and Perception
In recent years, UGVs have been increasingly employed for different applications
in a variety of environments. Applications include search and rescue [94], explo-
ration [74, 82], shipping cargo [35] or travel [65, 131] and environments can be as di-
verse as offices [122], factories [114], cities [141], roads [5, 46], mines [12, 81, 92, 129],
agricultural fields [7, 33, 51, 57], forests [3] and even other planets [82]. Autonomy or
semi-autonomy is rapidly becoming a requirement for many of these applications due
to economic, logistical and safety reasons (e.g. [102]) and so the control of humans is
being replaced by robotic systems that need to make decisions based on the current
situation. Regardless of the environment or application, any UGV that is operating
in an unknown environment must use data from exteroceptive sensors (e.g. camera,
laser or RADAR) in order to move safely through the surrounding environment. This
process can be divided into several distinct subsystems, including perception, locali-
sation, motion planning and control. A generic UGV system architecture is described
in Section 2.1.1.
2.1.1 The General UGV System
A UGV system can be generalised as a feedback control system with five main sub-
systems shown Figure 2.1. Regardless of the higher-level tasks, the main action of a
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Figure 2.1 – UGV System Architecture: A UGV control system makes use of a per-
ceived representation of the environment (RotE) and the vehicle state within that
environment to plan appropriate actions for the vehicle to achieve a specified goal.
UGV is to achieve safe motion through the environment. The desired trajectory of
the UGV is calculated by the Motion Planning module which considers 1) the mission
goals of the robot, 2) the state of the vehicle provided by the Localisation module,
e.g. attitude and velocity, and 3) the state of the environment surrounding the ve-
hicle provided by the Perception module. The Control module then moves the UGV
to minimise the difference between the current state of the vehicle and the desired
trajectory. The Perception module uses exteroceptive sensors (e.g. lasers, RADAR
and cameras) to perceive and model the environment, while the navigation module
can use a combination of data from exteroceptive and/or proprioceptive navigation
specific sensors (e.g. actuators, encoders, global positioning system (GPS) and Iner-
tial Measurement Unit (IMU)). Note that the motion of the vehicle has an effect on
what part of the environment is perceived by the exteroceptive sensors.
There are many different implementations of each of these modules but these methods
can be considered as functionally equivalent in the theoretic framework because the
general requirements and objectives of each module are the same. The following
Section 2.1.2 describes four state-of-the-art examples of outdoor UGV systems:
• Stanford’s Stanley UGV
• CMU’s PerceptOR Program
8 Resilient UGV Perception Systems
• NASA’s Mars Exploration Rover (MER)
• CMU’s Boss
All four illustrate the applicability of the generic model shown in Fig. 2.1. The system
architecture of each is shown to demonstrate the generality of the high-level system
design for UGVs despite complex differences in low-level functions. In this thesis,
these systems (particularly those of MER and Boss UGVs) will be discussed in more
depth to highlight broader concepts of UGVs and failure of their perception systems.
2.1.2 Example UGV Systems
2.1.2.1 The Stanley UGV
(a) Stanley UGV (b) Stanley UGV: System Architecture
Figure 2.2 – The Stanley UGV and the system architecture for DARPA Grand Chal-
lenge 2005 [131]. A variety of exteroceptive sensors including lasers, a RADAR
and a camera contribute to four separate perception techniques. Each of these are
inputs to the path planning and subsequent control of the throttle and the steering.
Stanford University’s Stanley UGV [131] (Figure 2.2) was developed for the 2005
Defence Advanced Research Projects Agency (DARPA) Grand Challenge and was
the eventual winner. The goal was to autonomously navigate 212km through desert
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terrain. Figures 2.2 show Stanley’s system architecture. The figure shows that the
UGV is equipped with a number of sensors including lasers, a RADAR and a camera
along with localisation specific sensors such as a GPS, IMU and wheel encoders. Three
separate representational maps of the environment are created using the individual
sensing modalities of the RADAR, camera and lasers. The laser-based map is further
interpreted to delineate the road centre. These maps and the state of the vehicle in
the environment (estimated using the proprioception sensor data) are fed into the
path planning module, which calculates the best trajectory of the vehicle through
the environment. The steering control and throttle/brake control use the planned
trajectory and the current vehicle state to determine the required motion of the
vehicle.
2.1.2.2 The PerceptOR UGV
CMU’s PerceptOR [65] UGV was developed by a DARPA funded project aimed at pro-
moting research into autonomous vehicles that are able to navigate through difficult
and unknown environments. As shown in Figure 2.3, the basic system architecture
remains the same. The proprioceptive sensors allow the vehicle state to be estimated
(i.e. localisation). The perception module interprets sensor data to represent the
environment in the form of local and global maps. These maps, along with the vehi-
cle localisation within the map, allow for motion planning to determine the required
control of the vehicle.
2.1.2.3 The Mars Exploration Rover
NASA’s Mars Exploration Rovers (MER) [82] Spirit and Opportunity have been
exploring the Mars surface since 2004. The distance to Mars does not allow for real-
time human operation and so a prescheduled sequence of precise metrically specified
commands are typically uploaded once per Martian solar day. In order to perform
the commands safely, the vehicles require an accurate estimation of its location as
it performs the sequence of movements (they specify no more than 10% error every
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(a) PerceptOR UGV (b) PerceptOR UGV: System Architecture
Figure 2.3 – The PerceptOR UGV and system architecture [65]. Sensors such as
lasers, IR and visual cameras measure the environment. The perception system
interprets the data to produce local and global maps. The localisation of the UGV
is estimated using proprioception sensor data. The combination of the localisation
and perception information is used to aid path planning and control.
100m. This task is made more difficult by the unavailability of GPS on Mars and
the sandy, rough and steep Martian surface, which causes slipping of the wheels and
subsequent inaccuracies of any localisation based on wheel encoder measurements. To
aid the localisation estimation, MER uses image data from stereo cameras in a visual
odometry algorithm to estimate the 6D rover pose over time. The simplified system
architectures as described in [82] is shown in Figure 2.4(b). This has enabled safe
and effective driving in highly sloped and sandy terrain and subsequently reduced the
time it takes to drive to interesting areas.
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(a) MER: an artist impression
of the robot on Mars [97].
(b) MER: System Architecture
Figure 2.4 – The MER and system architecture. Two visual cameras measure the
environment. The perception system interprets the data to produce local and global
maps. The localisation of the UGV is estimated using proprioceptive sensor data.
The combination of the localisation and perception information is used to aid path
planning and control.
2.1.2.4 The Boss UGV
The Carnegie Mellon University (CMU) Boss [141] UGV was created in response to
the 2007 DARPA Urban Challenge, which called for autonomous vehicles to drive
97km through an urban environment. The Boss system architecture is shown in
Figure 2.5(b). The Boss perception system employs a number of laser range scanners
that return accurate measurements of the distance to the surrounding terrain. The
distance measurements are interpreted in order to detect relevant features such as
obstacles and road edges and to track moving objects. The Boss UGV was equipped
with an accurate navigation system using INS/GPS for localisation but also uses
information about distance to road edges along with a pre-loaded map of roads in the
localisation. These features allow for a path to be planned through the environment
that avoids obstacles and remains on-road while achieving the mission goals.
2.1.2.5 Summary
Typical outdoor UGV system architectures are composed of perception, navigation,
motion planning and control components. The perception systems of UGVs use a
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(a) Boss UGV (b) Boss UGV: System Architecture
Figure 2.5 – The Boss UGV and system architecture [141]. Sensor data from lasers
measure the distance to the environment. The perception system interprets the
data to produce a map that includes roads, cost and obstacles. The localisation of
the UGV is estimated using proprioception sensor data. The combination of the
localisation and perception information is used to aid path planning and control.
variety of exteroceptive range and imaging sensors to observe and then model the
environment. The functional objectives of the perception system are linked to the
higher-level requirements of the UGV. The output of the perception system can con-
tribute to motion planning by providing a representation of the environment (e.g.
Boss’ detection of obstacles) or to localisation by estimating the motion of the vehicle
(e.g. MER).
In this thesis, the MER and Boss UGV systems will be discussed in more depth. In
particular, examples of how these systems can fail will be used to highlight broader
concepts of UGVs and their perception systems. The following section presents a
general UGV perception system and expands on the examples of this section.
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Figure 2.6 – The architecture of a perception system employing two sensors (S1 and
S2). Sensors perceive the environment and the data are input to the perception
system. The sensor data are modelled and interpreted to provide a simplified rep-
resentation of the environment that can be used for a particular application (e.g.
path planning or localisation).
2.1.3 The UGV Perception System
A simplified UGV perception system employing two sensors to measure the environ-
ment is shown in Figure 2.6. Perception is the process of simplifying raw sensor
data, typically via a model, into a representation of the environment that is useful
for the subsequent higher-level reasoning and decision making processes that are re-
quired in the context of the application. Good representations summarise the data
strongly, yet provide the necessary input for the widest possible range of downstream
decisions from the representation. The representation can contribute towards higher-
level strategic goals of the mission through to lower level motion based tasks such
as localisation and motion planning (as shown in Figure 2.1). Therefore, a correctly
functioning perception system is vital to the success of any UGV mission.
The design of any perception system is dependent on a range of factors including:
• The available sensors and subsequent data (the design of a perception system
can choose between a range of sensors of different modalities of sensing1),
• The expected operational environment (e.g. indoor, urban or unstructured
operating conditions will influence perception model design),
1Modalities of sensing can be split by the type of data (e.g. range or image) and/or by the
operational spectral range (e.g. RADAR or laser, visual or infrared)
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• The functional objectives of the perception when linked to the requirements of
the downstream tasks (e.g. a path planning application will require a represen-
tation that allows the traversability of the environment to be calculated while
a localisation application, on the other hand, requires a representation that has
information about the motion of the environment relative to the vehicle.)
Consider the specific examples of the MER perception system (see Section 2.1.2.3
and Fig. 2.4(b)) and the Boss UGV perception system for detecting obstacles (see
Section 2.1.2.4 and Fig. 2.5(b)). The MER employs two visual stereo cameras in
an unstructured Martian terrain with the requirement to produce a representation
that allows the pose of the vehicle over time to be estimated accurately. The Boss
UGV employs a number of laser range sensors in semi-urban environments with the
requirement to produce a representation that shows the position of obstacles in the
environment such that a path planning algorithm can function correctly. In each
case, the perception system must function correctly and any failures in the percep-
tion system will have a big detrimental effect on the UGV mission. The following
Sections 2.1.3.1 and 2.1.3.2 explore in more detail how each of these systems is imple-
mented to achieve their specific task. Figures 2.7 and 2.8 show an in depth break-down
of the MER and Boss UGV perception systems respectively.
2.1.3.1 The Mars Exploration Rover Perception System
The MER [82] is an example of a perception system feeding a representation of the
sensor data to a localisation calculation as shown in Figure 2.7. Two stereo cameras,
positioned such that their fields of view overlap, are employed to provide visual-
spectrum intensity image data of the environment to the perception system. First,
Harris corners [52] are extracted from each image and stored as features. Second,
these common features in each image are matched. Third, using standard stereo
vision algorithms that take into account the intrinsic camera models and extrinsic
calibration between the cameras, the relative position of matched features between
paired images allows for the features to be placed into a 3D map relative to the UGV.
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Figure 2.7 – Mars Exploration Rover: Perception system interpreting visual camera
data to track features to aid localisation
Finally, the matched features are tracked over time in the 3D map. The representation
that is passed to the localisation component is a vector of tracked features in the UGV
frame that can then be used to estimate the relative change in pose of the vehicle
in the world frame. Accurate localisation of the MER is vital for mission success,
and so, any failures to produce accurate and correctly tracked features will negatively
affect the mission.
2.1.3.2 The Boss UGV Obstacle Detection Perception System
Figure 2.8 – Boss UGV: Perception system interpreting laser range data to produce
an obstacle map for path planning
The Boss UGV [141] uses obstacle detection to create a map that feeds into a path
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planning application as shown in Figure 2.5(b). A more detailed description of this
perception system is shown in Figure 2.8. Numerous onboard laser sensors provide
range measurements of the environment surrounding the UGV. These range data are
transformed into a world frame using the pre-calibrated position of the sensor on the
vehicle and the estimated position of the vehicle. The data from all the sensors are
fused into a grid based map and the probability of occupancy for each square in the
map is estimated. The vehicle model allows for regions of the map to be interpreted
as easy or difficult to traverse and assigned a cost based on the characteristics of each
grid square. For example, obstacles are detected by identifying rapid changes in the
elevation between neighbouring squares on the map (e.g. caused by a tree, a pole or
a wall) that the UGV would be unable to drive over. Other map features are also
found with specific characteristics of map elevation data, for example roads are flat
with curbs on either side. The result is a 2D cost map that allows the path planning
application to decide the best course for the UGV. A failure of the perception system
to correctly identify obstacles in the environment can be catastrophic to the success
of the mission.
In most situations that are expected by these UGV systems, the perception system
provides an accurate representation of the environment that allows the UGV to func-
tion as expected. In the case of the Boss UGV, the map will show the position of
obstacles and roads while the MER UGV will have a good estimation of the 3D mo-
tion. However, these systems have been shown to fail in some particular conditions.
The limitations of perception systems will be discussed in the following section.
2.2 Failure in Perception Systems
Failure can be defined as the "omission of occurrence or performance; specifically : a
failing to perform a duty or expected action" and as "a cessation of normal func-
tioning" [87]. The previous Section 2.1 presented four examples of state-of-the-art
autonomous ground vehicle systems, which despite their implementation differences,
all share a common underlying system architecture where perception plays a vital
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role for mission success. In this section, the main cause of failure in UGV perception
systems is discussed along with examples of perception systems contributing to a fail-
ure of the UGV. These examples motivate the methods for mitigation and recovery
considered in this thesis.
The main cause source of failure in perception systems are from abnormal environmen-
tal conditions. When a sensor is employed outside of specified operating conditions,
it will produce unexpected data that does not necessarily match the requirements of
the perception system. Subsequently, the perception system is unable to interpret
the sensor data to produce the required accurate and useful representation of the en-
vironment for the application. Challenging environmental conditions are those that
tend to cause failure in state-of-the-art UGV perception systems because the sensors
do not provide appropriate data for a useful representation. Recognised challenging
conditions include; darkness, bright lights, fog and smoke with visual cameras; dust,
smoke and rain with lasers, and fire with IR sensors. For example, a perception sys-
tem using only visual cameras will fail to function at night without artificial lighting
because the sensor is incapable of providing any useful information. Similarly, it will
also fail if the camera is pointed directly at the sun causing the resulting image data
to saturate. A laser sensor will also typically fail when pointed at the sun as the light
saturates the signal. These types of challenging conditions are recognised as having
a significant effect on the performance of state-of-the-art UGVs [65, 130], and gen-
eral perception problems caused by sensor data interpretation errors are still largely
unsolved for robotic perception systems [71, 139, 141].
The Boss UGV perception system (see Section 2.1.3.2) was found to fail in the pres-
ence of dust clouds [141]. Figure 2.9 shows Boss attempting to perform a U-turn
manoeuvre after detecting a blocked road. In the figure, a number of different colours
have been overlaid to represent different aspects of the environment as interpreted by
the perception system. These include roads edges as blue lines, blue squares showing
regions considered high cost (difficult but not impossible to traverse), unobserved
regions in green and obstacles in red. The white lines show the limits of the vehicle
turning circle and the red lines show some potential paths of the vehicle as estimated
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by the path planning module. In this example, obstacles have been detected close to
the front and back of the vehicle even though there is no real obstacle on the road in
front of the UGV. The result is that no suitable path can be planned and the UGV
fails to move for a number of minutes.
Figure 2.9 – Example of perceptual failure of the Boss UGV. Figure from [141]. The
laser scanners observe a dust cloud and a false obstacle (in red in front of the
vehicle) is created in the RotE. Subsequently, the vehicle was unable to move.
This failure was due to the onboard laser sensors detecting dust clouds in the en-
vironment. These laser returns were indistinguishable from those of a solid object
(such as a tree, rock or pole) and were included as an input to the perception system.
Although a dust cloud is not an actual obstacle for a UGV, the dust-affected laser
data was above the surrounding terrain and this rapid elevation change was inter-
preted by the perception system as an obstacle. Subsequently, the RotE included
false obstacles generated by dust and the path planning application failed to obtain
a valid path through the environment causing the vehicle to stop.
Perceptual failures were also observed in the MER system (see Section 2.1.3.1). The
authors of [82] identified a number of situations in which the perception system failed
to provide a sufficient representation for an accurate localisation. First, at times when
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the rover was physically tilted upwards due to the slope of the terrain, the onboard
cameras pointed towards the sky. In this case, the limited observability of the sur-
rounding terrain meant that there were an insufficient number of features to provide
an accurate localisation estimate. Second, at times the ground appeared homoge-
neous in images, such as in darkness or shadow or when the ground was covered in
fine dust. In these situations, the image data did not provide enough unique features
that could be distinguished and then tracked effectively for an accurate localisation.
Third, when the vehicle moved too quickly (particularly when turning), there was
little overlap between consecutive images and not enough features were available for
successful tracking. Finally, although not mentioned explicitly in the report, the RotE
for localisation assumes a static world environment meaning that features that are
tracked by the perception system are stationary over time. This is a fair assumption
in most situations on Mars, but, despite the Martian atmosphere being only 1% the
density of Earth, the wind and dust storms can be severe, leading to a highly dynamic
environment [30]. If a significant portion of the image contains airborne dust, there
will not be enough stationary features available in the image data to provide model
the motion of the vehicle for an accurate localisation.
Challenging environmental conditions are recognised as a common source of failure in
perception systems. In a UGV system, the perception system is linked to high level
decision making and so a failure can propagate and cause the UGV to fail to meet
objectives. The following section presents related work that has been performed to
improve the resilience of perception systems subject to recognised challenging condi-
tions.
2.3 Resilience in Perception Systems
The objective of this thesis is to develop resilient perception systems in the presence
of environmental conditions that challenge the operating principles as summarised in
Section 2.3.2. This section discusses the previous work that has been done towards
creating perception systems that are more resilient to such conditions. Section 2.3.1
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defines resilience in the context of perception systems. Section 2.3.3 presents related
work concerned with improving the resilience of perception systems to particular chal-
lenging conditions and discusses why these improvements do not completely satisfy
the properties of a resilient system. Finally, Section 2.4 presents the field of diagnos-
tic engineering for developing resilient systems by detecting, isolating and recovering
from failures.
2.3.1 Definitions
A working definition of resilience can be found from [58] as the capability of a system
with specific characteristics to absorb a disturbance, recover to an acceptable level of
performance, and sustain that level for an acceptable period of time.
• The term system is limited to human-made systems containing software and
hardware,
• Characteristics of the system that allow for a mitigation of disturbance can
be static features (such as in-built redundancies to allow for substitution of
disturbed parts of the system), or dynamic features (those that automatically
take corrective action to adapt to the disturbance).
• Disturbance is the initiating event of a reduction in performance and can be
either internal (due to a hardware or software error) or external (due to an
interaction with the environment). A disturbance may be either a sudden or a
sustained event.
• Three phases of time are considered important for a disturbance:
I Before – Allows anticipation and corrective action to be considered
I During – How the system survives the impact of the disturbance
I After – How the system recovers from the disturbance
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A resilient perception system will sustain an acceptable representation output in the
presence of any disturbance that may arise during operation. A disturbance is an
initiating event that may cause a reduction in performance or a failure of a perception
system. In this context, the appearance of a challenging environmental condition such
as smoke or airborne dust is an example of an external disturbance for a perception
system. Most known challenging conditions for perception can be described as low-
visibility because the scene is obscured.
2.3.2 Low-Visibility Conditions
Many challenging conditions can be described as low-visibility. Visibility is technically
defined as the distance one can perceive a high-contrast object [104] and typically
refers to the attenuation of the signal by the atmosphere in the distance between the
object and the sensor. As shown in Figure 2.6 and described in Section 2.1.3, sensors
perceive the environment and provide data to the perception system. In real-world
conditions, there is no control over the contrast between objects in a scene or the
atmosphere of the environment, yet these contribute to the signal that is measured
by the sensor. Similarly, the sensor capabilities will contribute to what portion of
the available signal is measured and how the signal is developed into data for the
perception system. For this work we do not contribute to the hardware design of
the UGV system and therefore, the sensor function cannot be modified or replaced.
Therefore, for the context of this work, the visibility of a scene refers to the ability
to resolve contrast between distinct environmental features in the scene from the
measured sensor data.
Figure 2.10 shows a scene (B) emitting an electromagnetic signal (C) that is measured
by a sensor (F). For simplicity, the electromagnetic (EM) signal from the scene is
shown as five discrete lines and the sensor is composed of two individual measurements
to produce two data values. The scene is said to be visible if the contrast of the scene
can be resolved in the contrast between the output sensor data.
Low-Visibility conditions occur due to the lack of EM energy in the scene, the pres-
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Figure 2.10 – Contributions to the visibility of a scene in the output sensor data.
ence of atmospheric conditions that attenuate the EM signal, poor sensor capability
to perceive contrast in the EM signal and/or the internal sensor processes that lose
information when they convert the EM signal to data. Figure 2.10 shows the rela-
tionship of all the factors that contribute to visibility including:
(A) the illumination of the scene from a source of EM energy (yellow).
(B) a measurable contrast between parts of the scene (green).
(C) the intensity of the electromagnetic (EM) signal from the scene (red) as a com-
bination of:
• EM energy radiated from the scene,
• EM energy from the illumination reflected by the scene.
(D) the attenuation of the EM signal by the atmosphere (see Figure 2.11),
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(E) the attenuation of the EM signal due to other occlusions,
(F) the capability of the sensor to capture EM energy including:
• the field of view (e.g. in the figure, the sensor only captures 4 of the 5 EM
beams.),
• resolution (e.g. in the figure, two EM beams contribute to a single mea-
surement.),
• spectral range,
• sensitivity.
(G) the conversion of the EM input signal into output data by physical and electronic
processes of the sensor, for example:
• amplification,
• discretisation,
• quantification,
• compression.
Low-visibility due to the environment can be global, with similar visibility conditions
in every direction (e.g. night or dense fog as viewed by a visual camera). In other
common cases (e.g. presence of smoke or dust clouds), visibility conditions can be
locally variable, in position, density, and over time, which is more difficult to model.
Note that the visibility of a scene can be improved by expanding the capabilities of the
sensing suite through a greater number of sensors and an increased range of sensing
modalities. Specifically, more sensors will increase the field of view and different
modalities provide a greater spectral range of the combined sensor suite. The wider
sensing space provides a greater opportunity to discriminate contrast in the sensor
data from the scene and less chance that relevant signals will be blocked through
attenuation.
Low-visibility conditions are challenging for perception systems because typically sys-
tems are designed with assumptions that a scene will be visible. Relevant features
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Figure 2.11 – Atmospheric absorption characteristics of the atmosphere as a function
of frequency [110]. The visibility of a scene is strongly affected by the atmosphere
and its affect on the particular EM frequency of the signal.
in the operational environment are difficult to observe or not observed at all. For
example, the Boss UGV laser sensors provided inappropriate data when a dust cloud
obscured and attenuated the signal from solid objects behind the cloud. The subse-
quent sensor data did not contain relevant features from the scene that were required
for the perception system to produce an accurate representation of obstacles. The
MER UGV perception system failed when the image data was too homogeneous to
identify distinct features due to poor illumination or lack of contrast in the scene in
the visible spectrum when fine dust covered the ground.
In most state-of-the-art UGV systems, failures in perception are detected after the
failure when it impacts a higher-level process (e.g. when the localisation is inaccu-
rate or the UGV stops moving unexpectedly). The identification of the disturbances
that caused the failure typically occur off-line such as in the system reports of the
2.3 Resilience in Perception Systems 25
MER [141] and Boss [82] UGVs where environmental conditions such as darkness
and dust were respectively identified as the cause of failures. Once identified, these
situations can be corrected by developing appropriate hardware and/or software to
handle the specific disturbance i.e. reducing the causes of failure through a better sys-
tem design. Examples of these solutions are presented and discussed in the following
Section 2.3.3
2.3.3 State-of-the-art Resilient Perception in Low-Visibility
Conditions
This section summarises some methods that have been used to improve the resilience
of perception systems to a range of disturbances including challenging environmental
conditions. A large component of the practical work in this thesis will focus on
image based perception and so there is an emphasis on camera-based applications.
First, developments in sensor hardware for improved perception are presented in
Section 2.3.3.1. This section shows how the use of different sensors allows for a
UGV to be resilient to the environmental conditions by expanding the capabilities of
the available sensing suite as discussed in Section 2.3.2. Then, resilient perception
algorithms using a single sensor modality are presented in Section 2.3.3.2. Finally,
we discuss resilient perception systems that make use of multiple sensor modalities
to avoid common-mode sensing failures in Section 2.3.3.3.
2.3.3.1 Sensor Hardware Development
A variety of hardware options can improve the resilience of perception to challenging
conditions. This section presents some hardware designs that have been engineered
into sensing systems to mitigate the disturbance these conditions cause.
Most off-the-shelf cameras can adapt to low illumination with automated shutter time
and gain control to improve the brightness and dynamic range of the output image.
Increasing the shutter time and gain of a camera will increase contrast in darker
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regions of an image, thereby improving the visibility, but can also lead to blurring,
saturation and higher noise. Anti-blooming technology has been developed in CCD
cameras [62] in order to mitigate leakage of high intensity regions between pixels when
saturation occurs due to a bright light.
A solution to improve visibility, particularly at night, is to use artificial light. For
example, [34] use onboard lights on a UGV to actively illuminate the environment.
Alternatively, night vision cameras work by either enhancing the acquired EM signal
by photon boosting, which amplifies available light to an observable level. Another
solution is to operate in the long-wave infrared spectrum (8− 15µm) thereby sensing
thermal emissions of objects that requires no external light source. [101] have tested
a range of different thermal based and image intensifier vision systems to aid stereo
navigation of UGVs at night with some success. Similarly, hyperspectral cameras
have been considered to provide improved visibility at night and in smoke [39, 132].
Some range based sensors are designed for resilience in high attenuation conditions.
The Ibeo LUX Laserscanner [61] uses multiple returns to reduce the impact of range
readings caused by reflections from rain or snow but does not entirely eliminate
the problem in extreme conditions. CO2 lasers operate at a longer wavelength
(9.4 − 10.6µm) that is better able to penetrate larger airborne particulates than
standard laser systems (10µm − 250nm) and have been used by robots in disas-
ter conditions such as in the presence of smoke, flames and mist [155]. Similarly,
RADAR systems have been engineered to operate in spectral bands that minimise
atmospheric attenuation due to common airborne molecules (e.g. O2, CO2, water
vapour and dust) [10, 11].
These advances in sensor hardware increase the operating environments of available
sensors, which contributes to making perception resilient to a greater range of chal-
lenging conditions. However, limits remain on the environments that any specific
sensor can function. This means inappropriate data (obtained while outside of the
sensor capability) will be acquired eventually and the perception system must recog-
nise when this is the case. Therefore, the improvement of sensor hardware is not the
final answer to creating resilient perception systems.
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2.3.3.2 Resilient Perception Algorithms
Many techniques have been developed to create image-based perception algorithms
that are more tolerant to challenging conditions. These methods can be divided
into two families; 1) advanced image processing techniques to compensate for the
condition, 2) endowing the perception algorithm with an invariance to changes caused
by the condition.
The quality of image data can be enhanced for various challenging conditions. For ex-
ample, [41, 138, 150] enhance the visibility of poorly-illuminated objects by increasing
the contrast in images. [96, 98, 128] have developed physical models of how visible
light is attenuated in fog in order to filter and reverse the effect. The compensa-
tion of dark regions of images such as caused by shadow has been studied for many
years [42, 49, 119]. The removal of erroneous data points caused by dust particles in
laser range sensors has been considered in [26]. These compensation methods require
computationally expensive and complicated models, can often introduce other arte-
facts, and typically require a-priori knowledge that the specific condition is present.
Additionally, while the methods discussed above are designed to enhance the quality
of sensing data, they do not consider whether the output data are appropriate for use
in a subsequent perception algorithm.
To the best of our knowledge, such models are not available for a range of other chal-
lenging conditions, in particular for localised and variable visibility phenomena such
as smoke clouds. Besides, it would be difficult to specifically anticipate and exhaus-
tively model all environmental phenomena that an outdoor vehicle might experience.
Additionally, while the methods discussed above are designed to enhance sensing data,
the enhancement is for human vision, and the applicability to any perception system
or technique is not explicitly evaluated.
Some perception algorithms that are capable of adapting to variations in illumina-
tion that can often be considered challenging. Scale Invariant Feature Transform
(SIFT) descriptors are robust to moderate illumination variations [75]. Other feature
descriptors have been developed specifically for robustness to changes in intensity
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and apparent colour caused by the illumination of the scene [66, 93, 158]. Typically,
illumination changes are modelled by a transformation of pixel intensities (region
normalisation and invariant steerable filters [91], isotropic [136], monotonic [158]) to
normalise the variations of gradient magnitude over time. More abrupt changes in
lighting have been modelled with hue and chromaticity [118]. [157] discusses the
maximum illumination change before feature-based matching will fail. To mitigate
the issues with feature extraction robustness in some challenging outdoor conditions,
[100] propose to use prior knowledge of the environment in the form of an edge map,
and show this can allow for robust visual localisation in extreme lighting and rain
conditions.
Some of the most difficult situations for any perception technique occur when a sensor
is employed outside its expected operating conditions meaning that subsequent data is
inappropriate for the perception system. Although methods discussed in this section
can improve the robustness of algorithms in challenging conditions, they will still fail
when events occur that are not expected by the model used to interpret the sensing
data. Besides, it would be difficult, perhaps impossible, to specifically anticipate
and exhaustively model all environmental phenomena that an outdoor vehicle might
experience when the spectrum of possible environments is unbounded. A solution is
to have enough sensing modalities available such that at least one sensor is providing
appropriate data.
2.3.3.3 Multiple-Modalities of Sensing for Resilient Perception
Combining multiple modalities of sensing for perception is beneficial for two reasons;
1) the additional information enables enhanced discrimination as discussed in Sec-
tion 2.3.2, and, 2) the redundant information provides robustness, as the perception
system is less prone to common-mode failure [139]. Employing multiple modalities
of sensing has long been identified as crucial for many systems that are affected by
challenging conditions [44, 106]. Different modalities provide redundancy in variable
environmental conditions. In a military visualisation context, [85] concludes that
broad spectrum sensing (from visual to long-wave IR) is required for long-term mis-
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sion success in varying weather. Enhanced Vision Systems (EVS) [55] combine vision
and IR sensing (with manual selection) to assist pilots in fog. Typically these systems
rely on the human operator to choose the best sensor to use at any time.
Visual and IR images have long been fused to aid in detection and tracking [95, 133]
because relevant objects that are indistinguishable from the background in one sensing
modality can have higher contrast in another [4]. [70] proposes a review of multispec-
tral image fusion methods, including averaging, edge enhancement, false colour and
principal component analysis. Fusion has been used to enhance the available infor-
mation in poor visibility, such as in the presence of smoke [72, 117, 152], heat [72],
or at night [72, 151, 152]. In all cases, image quality was subjectively considered to
have been improved by fusion, since specific features were more visible in the final
image than in either of the original images separately. However, in fusing the images,
some features were lost or reduced in intensity, the challenging condition (such as a
smoke cloud) remained in the final image, and inconsistent data from different sources
were merged. Whether these fused images were appropriate with regards to further
perception applications was not evaluated.
Modern UGV robotic platforms are often equipped with multiple sensing modalities
such as cameras, lasers and RADAR [71, 131, 141]. However, these are primar-
ily adopted for their discriminative capabilities as opposed to redundancy. In [131]
RADAR is used to identify obstacles, the visual camera is used to detect roads in the
distance and the laser provides a near field map. [116] demonstrates the benefits of
using redundant information in laser and vision for robust localisation. Laser-based
and visual-based localisation filters are run in parallel and an arbitration step decides
which localisation estimate the vehicle should use. Multiple-modality Visual-SLAM
was recently used for night and day localisation [80], showing that the combination
of thermal IR and vision was required for robust recognition.
Multiple modalities are a requirement for resilient perception systems because they
increase the realm of possible operating environments. However, challenging condi-
tions still exist for each modality of sensor, and simply using data from all available
sensors does not guarantee resilient perception systems because inappropriate data
30 Resilient UGV Perception Systems
may still be misinterpreted. A growing field of work exploits the redundancy of multi-
ple modality sensors to filter data prior to perception and obtain the data that is most
useful for the application. In [24], a conflict metric is used for sonar and laser data to
detect when the use of either sensor would lead to an incorrect interpretation of the
environment. The system adapts by switching to the more appropriate sensor. [125]
discusses using the compatibility of sensor data prior to ensuring that only compatible
information is combined but does not discuss specifically how to measure compati-
bility between different modalities of data. A multisensor indoor robot for operation
in flame and smoke conditions is implemented in [76], where four different modes of
proximity sensor are used to confirm each other and to treat any incompatible sensor
as having failed. [25, 108] consider the range disparity between overlapping RADAR
and laser data to identify inconsistencies and filter laser data that are affected by dust
for an improved map of the environment. [8, 107] compare edges in visual image
data and overlapping 2D and 3D laser data respectively to determine the likelihood
that the sensor data between the two modalities are consistent.
2.3.4 Summary
The perception systems presented in this section have typically identified challenging
conditions for their systems as disturbances and improved their handling of these
specific problems with additional hardware or processes. However, they fail to sat-
isfy the properties of a resilient system because they are not handling unexpected
disturbances. If all possible disturbances could be anticipated and modelled, then
perception systems could be truly resilient. The work in [139] posits that well de-
fined and structured environments (e.g. indoors) would limit the failure options for
UGVs and so could be modelled to effectively create a resilient system. However, as
discussed, the range of possible operating environments for an outdoor UGV is theo-
retically unbounded and so there will always be situations when particular data will
be inappropriate for a perception system. While there are many different approaches
to model or learn the environment, the potential for modelling errors is unbounded.
Failures will therefore occur in the interpretation of the sensor data that leads to
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an incorrect representation and subsequently, a failure of the UGV. A truly resilient
UGV perception system needs to consider anticipating, correcting and recovering (i.e.
dealing with disturbances Before and After they influence the system). There are
powerful methods available to detect and mitigate failures for resilient systems. In the
next section, the fields of fault detection and diagnosis are introduced. These fields
consider evaluating and responding to a disturbance Before, During and After it has
occurred in order to improve the resilience of a system by anticipating, correcting and
recovering from failure.
2.4 Fault Detection and Diagnosis
A fault is defined as a deviation from normal behaviour in a system [47]. Fault
detection is the process of recognising that abnormal behaviour has occurred in the
system without necessarily understanding the cause, while diagnosis is pinpointing the
root cause of the problem (i.e. the disturbance), often to the point where corrective
action can be taken [123]. Diagnosis is sometimes referred to as both detecting a fault
and isolating the cause of a problem.
Fault detection and diagnosis are vital for systems where a disturbance to the system
can cause a catastrophic breakdown of the system. The detection that the system is
behaving abnormally allows for decisions to be made about how to implement a plan
to heal the system. For example, in the event of a fault being detected, the system can
be immediately shut down or an alarm can be triggered to alert a human operator to
allow for the faulty component to be repaired or replaced. While these strategies can
guarantee safety, this thesis is concerned with resilient UGV perception systems i.e.
systems that have the ability to mitigate or recover from a disturbance to maintain
an acceptable level of performance, and sustain that level for an acceptable period of
time, as discussed in Section 2.3.1. Therefore, the detection and isolation process is
required to provide enough information about the cause of the fault so that automatic
corrective action can be taken. In this way, the system can adapt to the disturbance
such that it continues to function appropriately.
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Fault detection and diagnosis with corrective action have been studied and imple-
mented for the improved robustness of many engineering systems including industrial
plants [112] and aircraft [36], although they have had limited use in robotics [22]
and typically have a focus on localisation and control systems [120, 126]. The use of
diagnostic principles in robotic perception systems has received limited consideration.
This section presents some general concepts of fault detection and diagnosis for cor-
rective action. Section 2.4.1 explains how systems should be described for diagnosis.
Section 2.4.2 shows how a system is evaluated for diagnosis. Section 2.4.3 describes
typical corrective action given abnormal behaviour has been detected. In the fol-
lowing Chapter 3, these concepts are considered specifically for a UGV perception
system.
2.4.1 Describing the System
A generic system Σ is associated with a set of inputs and outputs as shown in Fig-
ure 2.12. In order to detect a problem in the system, some knowledge of Σ is first
required to define how it normally performs and then evaluate any abnormal be-
haviour.
Figure 2.12 – Generic System.
The system description (SDΣ) gathers any available knowledge into a set of state-
ments about how the system works. In this section we generalise SDΣ as a set of first
order logical sentences (event calculus [68]). A multimodelling approach to system
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descriptions for diagnosis is given in [28] which identifies three sources of knowledge
that can help to describe a system for diagnosis:
• Fundamental Knowledge: basic reasoning on a system using objective and neu-
tral language including:
I Structural Knowledge: the system architecture specifying connections be-
tween components in the system.
I Behavioural Knowledge: the relationships between physical quantities in
the system.
• Interpretative Knowledge: this how the system is designed to operate at the
highest level. It expresses the intention of the design with a realisation that it
may not achieve this specification in real-world operation. It is typically derived
from a subjective interpretation of functions and goals of the system including:
I Teleological Knowledge: the goals assigned to the system by the designer
and the operational conditions that allow for the goals to be achieved.
I Functional Knowledge: the processes that occur to achieve the goals of the
system.
• Empirical Knowledge: the explicit representation of system properties derived
from observation, experimentation and experience.
Empirical knowledge can be a combination of both fundamental and interpretative
knowledge. Fundamental models and interpretative models are expanded in the fol-
lowing sections.
2.4.1.1 Fundamental Knowledge
Fundamental knowledge allows models of the system that are based on relationships
between physical quantities in the system. All the known properties of the system
are linked with strict and objective rules.
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The structural model focuses on the topology of a system to show any connections
between subsystems, specifically common inputs and outputs. For example, the sys-
tem architecture of a generic UGV was shown in Figure 2.1 with components that
included motion planning, control, perception and localisation, which were all linked
together. Note that each of these subsystems could be decomposed further into more
specific components (as was done for the MER and Boss UGV perception systems
in Sections 2.1.3.1 and Sections 2.1.3.2) depending on the available knowledge of the
system.
The behavioural model uses the structural links between components to describe how
components operate and interact with each other through links between the physical
quantities. A variable, v, represents any physical quantity that is of interest in the
model of the system description. Let VΣ denote the set of variables involved in the
model of the system. Each variable v ∈ VΣ has a domain denoted Dom(v). An as-
signment of variable v is the association of the variable v with a value val ∈ Dom(v)
denoted v = val. At any time, t, the system is described as a state that is repre-
sented as a set of variable assignments {v = val,∀v ∈ VΣ, val ∈ Dom(v)}. Physical
equations then describe any known links between these variables and known changes
over time. A violation of these known relationships is considered abnormal behaviour
that indicates a fault has occurred in the system.
2.4.1.2 Interpretative Knowledge
A system is designed to achieve particular objectives at an acceptable level of per-
formance. There are subjective descriptions as to how the system is supposed to op-
erate, given by functional and teleological knowledge (typically assigned to it by the
designer). This places subjective restrictions on the inputs and outputs of the system,
i.e. the system may be behaving normally according to known physical relationships
but still not achieving the functional objectives. A precondition is a statement that
expresses the normal and expected conditions (values of the inputs) as those that are
required for the system to function properly. A postcondition is a statement that
expresses the required objectives of the system function. Failure has been previously
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defined as the "omission of occurrence or performance; a failing to perform a duty
or expected action" (Section 2.2). In a diagnostic context, the definition of failure is
refined as the system not achieving the specified postconditions although the system
is not in fault.
Failure is distinct from a fault because in the case of a failure, the physical relation-
ships in the system are still behaving as modelled. Therefore, the source of a failure
of the system to achieve its objectives can be traced to the inputs of the system.
If the preconditions of the system are not met, then the system may not function
as expected and objectives will not be met. This is particularly relevant for UGV
perception systems where the main source of output errors was identified as inappro-
priate sensor data that is incorrectly interpreted by the system (Section 2.2). Note
that in a closed system, a failure is always a consequence of an underlying fault in
the system because there are no external inputs. However, given an open system,
(such as a UGV or UGV perception system, see Chapter 2), a failure will occur if the
system function is unable to handle the inputs to satisfy the postconditions.
The functional description details the relationship between the behaviour of a system
and the objectives by modelling how the system function FΣ achieves the system
outputs OΣ given the inputs IΣ. One way to represent the functional description is
as a set of first order logic sentences, L (event calculus [68]).
FΣ : L → L
IΣ → FΣ = OΣ
(2.1)
In this equation, FΣ describes the functional steps given an input IΣ that will produce
an output OΣ. In many systems, there is a restriction placed on FΣ such that it
will only work if the inputs IΣ meet certain criteria, known as a precondition. This
restriction is then a part of the functional description of the system, Pre(FΣ) ∈ L,
where Pre(FΣ) stands for precondition of the function. (i.e. FΣ is designed to work
correctly if (but not only if) the inputs satisfy the set of preconditions, I |= Pre(FΣ))
Similarly, the functional description will include a statement about the outputs from
the function Post(FΣ) ∈ L such that the objectives are met. These objectives are
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known as the postconditions of the function, OΣ |= Post(FΣ).
The next section considers how a system is evaluated in a diagnostic architecture.
2.4.2 System Evaluation
The previous section presented the behavioural and functional descriptions of a system
Σ. The behavioural model describes the system as a state vector of physical variables
and the relationships between those variables. The functional description links the
behaviour of the system to the higher-level objectives of the system. A fault was
defined as a breakdown between known relationships between physical variables in
the system, while a failure was the system not achieving designed objectives. For the
remainder of this section, the term abnormal behaviour will refer to either a fault
or failure situation. The purpose of diagnosis is to observe and evaluate the system
to detect and isolate abnormal behaviour. Typically, this is performed through tests
that are devised to check that any measurements or the system match the models of
the system.
The diagnostic problem could be defined as monitoring all the variables and relation-
ships explicitly (i.e. If the variables do not match the model, then there is a fault,
and if the system objectives are not met, then there is a failure). The field of fault
detection, isolation and recovery (FDIR) [27, 47] relies on observing components in
a system and checking that measurements match expected values. The differences,
known as residuals, are evaluated and faults are detected if the residuals are found to
be abnormally above a set threshold. Figure 2.13 shows the stages of residual genera-
tion and evaluation [47]. The broad families of residual generation can be summarised
as:
• Limit Checking: comparing observed measurements to preset values.
• Physical Redundancy: comparing multiple measurements of the same variable.
• Analytical Redundancy: comparing two different measurements that are linked
via a model.
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Systems can be modelled as linear, nonlinear, discrete event and hybrid systems and
residuals can be generated by a range of techniques such as parameter estimation, di-
agnostic observers, unknown inputs, parity relations, optimisation methods, Kalman
filter methods, stochastic methods, system identification methods and AI techniques
(see [60] for a survey.) These residuals are generally used to test that variables match
the behaviour model but could be used to measure whether objectives are meeting the
functional model if clear mathematical statements are used to define the functional
preconditions and postconditions of the system.
Figure 2.13 – Stages of fault detection and isolation [47].
Diagnosis uses these evaluations of the system to establish the health of a system.
The health can be used to make decisions about how to treat the system in the case
of a disturbance. This following sections presents how a system can be evaluated
for faults and failures in a diagnostic architecture. Section 2.4.2.1 introduces modes
as generalised statements about the state of the system and diagnosis candidates.
Section 2.4.2.2 introduces health modes as those modes that are observable and contain
useful information for diagnosis including faults and failures.
2.4.2.1 Modes and Diagnosis Candidates
The state of the system is a vector of all the physical quantities of interest in the model
of the system, {v = val,∀v ∈ VΣ, val ∈ Dom(v)}. Modes are typically employed to
simplify the evaluation of complex systems with many changing variables. A mode
of the system is defined as a generalised statement about the state of the system. A
mode can be highly specific (e.g. states a specific value of every variable in the system
as a particular state) or more general (e.g. describes many different combinations of
and values of variables as normal operation). Note that the property defined in one
mode is distinct from any other defined modes (i.e. the system cannot be in two
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different modes at the same time). For generality, we denote a set of modes of the
system as MΣ where mΣ is a particular mode of the system (mΣ ∈MΣ).
The diagnostic problem can be in determining which mode that the system is in at a
particular time. The only modes of a system that are useful for diagnosis are those
that can be inferred from observations of the system. The set of diagnosis candidates
(δ ∈ ∆Σ) are a subset of the modes in a system, ∆Σ ∈ MΣ, that can be inferred
through observation.
An observation is an assignment v = val where v ∈ VΣ and val ∈ Dom(v). Usually
an observation results from a measurement of the system. Obs(v = val) is used to
describe that v was observed to be at the value val at the time of the measurement.
Let OBSΣ denote the set of all possible observations of a system represented as a set
of first-order logic sentences:
OBSΣ ≡ ∧
v∈VΣ,val∈Dom(v)
Obs(v = val) (2.2)
OBSΣ describes all the possible observations of the system.
In a logical description, a diagnostic candidate (δΣ) can be defined as satisfying the
conjunction of the system description (SDΣ) with the set of observations (OBSΣ):
SDΣ ∧ δΣ ∧OBSΣ (2.3)
i.e. given the system description, there exists a set of observations that will determine
that the system is in mode δΣ.
The set of diagnostic candidates provides the possible modes that can be determined
based on the observations of the system. This set could be very complex depending
on the granularity of the description of each mode in the system. The diagnostic
problem relies on determining which of these provides useful information for the
diagnostic objectives (e.g. corrective action). These health modes are described in
the next section.
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2.4.2.2 Health Modes
A diagnosis of the system evaluates the health of the system. The health modes of
system (HΣ) are a subset of the diagnosis candidates (HΣ ∈ ∆Σ) that provide useful
information about the system for diagnosis. A simple example in [113] is the notion of
health modes reduced to abnormal (i.e. faulty) and normal (i.e. functioning), denoted
as Ab(Σ) and ¬Ab(Σ) respectively, This dichotomy uses the behavioural model of the
system but does not take into account the functional model and objectives of the
system.
[115] proposes three health modes that include normal, fault and failure. Here, the
health modes of the system are associated with both behavioural and functional
requirements.
• Normal Mode: The system behaves normally and achieves the functional objec-
tives. The set of states is considered to be normal. normalModeΣ |= ¬Ab(Σ)
• Fault Mode: The preconditions are met but the postconditions are not met.
An internal condition of the system is faulty. faultModeΣ |= Ab(Σ). This is
typically caused by a hardware problem within the system itself.
• Failure Mode: The system did not achieve the functional objectives because
the inputs did not match the preconditions of the system (i.e. the inputs are
abnormal). failure(FΣ) ≡ ∃X(FΣ(X)∧¬Post(FΣ(X))) where X is an input to
the system. The application of the system function FΣ to an input X results in
the post-conditions of the function Post(FΣ) being false (not being met). The
system is not faulty but the function has failed to achieve the postcondition
objectives.
Faults cause abnormal behaviour according to the behavioural model (typically due
to a hardware break down), while failures occur due to inappropriate inputs to the
system that results in functional objectives not being met.
When faults or failures are detected, it can be beneficial to diagnose the cause of the
behaviour so that specific actions can be taken. In a classic component-based system,
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diagnosis is typically the process of "finding the minimal set of system components
that are assumed to be faulty to explain the anomalous behaviour" [90]. However,
a robotic system (such as a UGV) incorporates software and hardware systems in
complex and dynamic environments where only some events are observable [88] In
these cases, the notion of diagnosis is the process of finding "a minimal subset of
events that explain the observed behaviour and actions of the system" [154]. Plan
diagnosis [89] requires that, as soon as an observation outcome is determined to be
non nominal, i.e. a fault or failure, a subset of possible causes are produced that are
consistent with the observed behaviour. [90] describes this as "a diagnostic process
activated in order to provide a possible explanation for such a non-nominal outcome".
The purpose of detecting abnormal behaviour and diagnosing the cause is so that
ultimately, effective actions can be taken to repair the problems and re-establish
nominal behaviour. The diagnostic phase should exploit any knowledge about the
possible repairs of a system [45]. Therefore, the design of a diagnostic process is
driven by what can be achieved with the outcome (i.e. the possible repair actions
that can be taken) [111]. Corrective action is discussed in the next section.
2.4.3 Corrective Action
Corrective action is the key to a resilient system as it exploits system characteristics
such as redundancies to adapt to and absorb the effects of a disturbance, (e.g. with
static redundancies or dynamic features, as per Section 2.3.1). Corrective action (also
known as repair or recovery) can be defined as any action that maintains or puts the
system into a normal or healthy state to ensure continuous and safe operation of
a system. It can include an action that fixes a fault or failure, or an action that
maintains a healthy state by absorbing a disturbance (thereby mitigating a fault or
failure).
A primary strategy for corrective action is reconfiguration. Reconfiguration includes
multiple-model and adaptive control approaches [60]. Adaptive control relies on mea-
suring the system outputs to feedback and adjust the function of the system so the
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outputs match the system objectives assuming the behaviour of the system is normal.
Multiple-model approaches provide redundancy in the system to allow for the part of
the system that is faulty or failing to be removed without harming the functional ob-
jectives of the system. In this case, an alternative hardware or software configuration
that still achieve the objectives of the system is automatically engaged. The method
used to reconfigure the system is strongly dependent on the structural description of
how components (software, hardware or a combination) interact (see Section 2.4.1.1).
The corrective action plan relies on a knowledge of which system configurations are
available such that the system can continue to operate appropriately. Reconfigura-
tion strategies can include: 1) replacing a component by switching to another that
performs the same task, 2) shutting down a component with the knowledge that other
redundant components remain in the system.
Two important factors for the success of a system that employs automatic corrective
action are: 1) how early the abnormal behaviour has been detected, and 2) how well
the source of abnormal behaviour has been isolated. Ideally, a fault or failure will be
detected before it has propagated through the system and the source will be isolated
to a specific point that can be fixed automatically. Then, targeted corrective action
be taken to control the effect before it propagates through the system potentially
leading to a total breakdown.
2.5 Summary
This chapter described typical unmanned ground vehicles and their perception sys-
tems. Failure in perception due to adverse environmental conditions, where the in-
ternal models are unable to correctly interpret sensor data, were discussed along with
a number of real-world state-of-the-art UGV examples. These failures provided the
motivation for a discussion of current developments into the resilience of perception
systems subject to these conditions. The three approaches typically used to overcome
disturbances caused by these challenging conditions are to:
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1. Use sensor hardware that is more appropriate for the environmental conditions,
2. Improve model fidelity by accounting for specific environmental conditions once
they were observed in the environment (and had caused an observed failure),
3. Use multiple modalities of sensors to enhance visibility and discrimination in
different conditions.
However, these systems are not considered resilient because they do not take cor-
rective action in the event of a fault or failure. Fault detection and diagnosis was
introduced as an alternative way to design a system so that it is resilient to faults
and/or failures by identifying them when they occur and taking corrective action so
that the system continued to function appropriately. The following chapter devel-
ops a resilient framework based on diagnostic principles for outdoor UGV perception
systems.
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This thesis is concerned with the development of resilient UGV perception systems.
Chapter 2 identified fault detection and diagnosis as crucial for resilient systems be-
cause it allows for corrective action to be taken to adapt to or mitigate a disturbance.
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Low-visibility conditions were shown to be the primary disturbance in outdoor UGV
perception systems because sensor data often does not match the perception mod-
els, is interpreted incorrectly and results in failures in the perception. This chapter
describes the general UGV perception system in a diagnostic framework in order to
determine the opportunities provided by diagnosis to detect and mitigate failures that
are caused by these challenging environmental conditions. Subsequently, a framework
is developed for UGV perception systems that provides resilience to these challeng-
ing conditions based on diagnostic principles. The two example UGV perception
systems that were introduced in Chapter 2, the MER (Section 2.1.2.3) and Boss (Sec-
tion 2.1.2.4), will be used to highlight diagnostic principles and decisions that are
made in this chapter.
The description of the perception system in this chapter is fundamental to under-
standing what is available in order to detect failure and recover from it. A resilient
system relies on detecting that a failure or abnormal behaviour has occurred, isolating
the disturbance to a point that corrective action can be taken to mitigate or recover
from the problem. Section 3.1 evaluates the fundamental knowledge of general UGV
perception systems including the structural and behavioural descriptions. Section 3.2
evaluates how functional knowledge can be used to diagnose failures in perception.
Finally, Section 3.3 introduces the framework for corrective action to mitigate failure
and improve the resilience of perception systems.
3.1 Fundamental Knowledge of Perception Systems
Fundamental knowledge provides information about the relationships between com-
ponents and variables in a system. This section evaluates whether the fundamental
knowledge of the perception system allows for disturbances due to challenging envi-
ronmental conditions to be detected and mitigated. In Section 3.1.1, the structural
and behavioural model descriptions are presented. In Section 3.1.2, the ability for the
behavioural description to diagnose failure due to challenging conditions is discussed.
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3.1.1 Structural and Behavioural Description
Figure 3.1 – A general perception system using two sensors (S1 and S2). The sensors
measure the environment and the sensor data are interpreted by the perception
system. A representation of the environment (RotE) is produced that is required
by the application. The state of the perception system can be evaluated using; 1)
the input sensor data, 2) the internal variables, and 3) the output representation
of the environment from the perception system.
A structural description of a general UGV perception system is shown in Figure 3.1.
The inputs to the system are sensor data from exteroceptive sensors that measure the
environment. The perception system takes the sensor data and processes it to output
a representation of the environment that is suitable for a further application. For
example, in the UGV architecture presented in Section 2.1.1, the perception system
can contribute to localisation or motion-planning (see Figure 3.6). The structure
of any specific perception systems can be further decomposed into the constituent
components. This was shown previously for the example Mars Exploration Rover
(MER) which used two visual cameras to aid localisation and Boss UGV perception
systems which used laser range scanners to map the environment for motion planning
in Sections 2.1.3.1 and 2.1.3.2 respectively.
The state vector VPS describing the perception system is a set of physical quantity
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variables composed of input sensor data Vinput, internal variables Vinternal and output
representation variables Voutput:
VPS ≡ {Vinput,Vinternal,Voutput} (3.1)
These variables and the relationships between them are typically highly complex and
are specific to a particular perception system. Sensor data can contain significant
amounts of information (e.g. cameras produce megapixels of data) and the interpre-
tation techniques depend on the specific design of the system. Therefore, obtaining
generic relationships between variables over a range of perception systems is prob-
ably not possible, although it may be achieved for individual systems. Besides, in
the absence of a fault in the system, in low-visibility conditions, any relationship be-
tween Vinput, Vinternal and Voutput will appear to be behaving correctly according to
the physical equations that govern them. However, in systems with multiple sensor
inputs, there is potential in evaluating whether the sensor data satisfy a behavioural
model. This is discussed in the following section.
3.1.2 Diagnosing Abnormal Behaviour Caused by Low-Visibility
Conditions
In many perception systems, there are multiple input variables Vinput from different
sensors that are not controlled by the perception system but nevertheless contribute
to the state of the system. For example, the MER perception system uses two vi-
sual cameras, while the Boss UGV employs multiple laser scanners, and cameras.
Figure 3.1 presents a general UGV perception system with two sensors feeding data
about the environment to the perception system. These sensors can be the same
modality or distinct modalities. If these sensors measure the same phenomena in the
environment, then the sensor data will be correlated by the environment. This causal
relationship is represented by the simple graphical model in Figure 3.2 (from [139]).
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The behaviour between sensor data can be modelled by these correlations i.e.
S1(e) = f(S2(e)) (3.2)
where f is a function that relates the data captured about the environment (e) by
sensor 1 (S1) to the data from sensor 2 (S2). Abnormal behaviour can be detected
by evaluating this relationship between sensor data:
AbΣ |= S1(e)− f(S2(e)) > T (3.3)
where T is a threshold for the consistency between sensor data. Abnormal behaviour
could indicate a disturbance caused by low-visibility challenging environmental con-
ditions because the environment affects sensor data in unexpected ways. For ex-
ample, [25, 139] subtract distance measurements obtained using laser and RADAR
sensors to determine when the data does not match and this allows the detection of
dust.
Figure 3.2 – The relationships between the environment (E) and the data recorded
by two exteroceptive sensors (S1 and S2). If the sensors are measuring a common
underlying phenomenon in the environment, then the sensor data are correlated by
the environment [139].
Typically, in a diagnostic system, sensor data that measures the same property is
compared directly using physical redundancy methods (see Section 2.4.2). However,
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perception systems present some unique obstacles to the problem of detecting dis-
turbances caused by challenging environmental conditions. First, any comparison of
sensor data is dependent on the physical position of the sensors in relation to each
other and the environment. Because of the physical size of the sensor systems, perfect
co-location is not usually feasible, therefore direct redundancy is not possible. Sec-
ond, similar sensing modalities are affected by challenging conditions in a similar way.
This common-mode sensor response means that single modality sensor groups are not
capable of detecting the effects of challenging conditions using redundancy (although
detecting these conditions through models is a possibility). Third, diagnosis of the
disturbance to a point that effective corrective action can be taken is not possible
without further information in addition to the behavioural model. These points are
expanded on below.
(a) Argo UGV Sensor Suite (b) Shrimp UGV Sensor Suite
Figure 3.3 – An example of sensors onboard the ACFR Argo UGV and Shrimp UGV.
Lasers, radar and visual and IR cameras are employed to perceive the environment.
Figure 3.3 presents two examples of sensing suites from UGVs at the Australian Cen-
tre for Field Robotics (ACFR). The figures demonstrate the real-world limitations
imposed by the size, shape and function of the sensors on the relative physical po-
sition between sensors. The difference in position means that any two sensors will
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perceive different aspects of the environment and therefore their sensor data cannot
be directly overlaid and compared. The difference in position, but the similarity in
the data is often exploited by robotic systems for perception techniques. The MER
perception system exploits these differences between the stereo visual cameras by
matching features between images and then triangulating distances to the environ-
ment from the different position that the features appear in the images. Nevertheless,
careful modelling can allow for sensor data to be compared through analytical redun-
dancy. Intrinsic and extrinsic calibration allows for sensor data to be placed in the
same frame for comparison, although the uncertainty associated with the analytical
transformation will blur correspondence between data. Even with low uncertainty,
the overlap is only valid for the data that genuinely comes from the same spot in the
environment.
Figure 3.4 – Images from a stereo visual camera (left and middle columns) and an
IR camera (right column) from the Shrimp UGV (see Fig. 3.3) in clear (top) and
smoke (bottom) conditions. The smoke is observed in both visual images but not
in the IR data.
Even if sensor data can be directly compared, low-visibility conditions cause common-
mode responses in sensor data. For example, the two visual cameras used by the
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MER both observe the same shadows and homogeneous regions of the Martian floor
at the same time. Similarly, all the laser scanners in the Boss UGV perceive clouds
of dust in the same way. A demonstration with real data captured by a UGV is
given in Figure 3.4, which shows that the visual images are correlated in clear and
in smoke conditions. Therefore, the redundancy between common-mode sensors is
not appropriate for the detection of disruptions caused by challenging environmental
conditions.
Employing multiple modalities of sensing can mitigate the common-mode redundancy
problems but more complex models have to be constructed in order to extract com-
monalities between different modalities of data. The right column of Figure 3.4 shows
the infrared image data that is obtained by a UGV at the same time as the corre-
sponding visual images. Although the sensor data is correlated by the environment in
clear conditions (the house, road and ground) the link between the data requires some
modelling and interpretation due to the fundamental differences in the intensities of
the sensor data. In the presence of smoke, the IR data is unaffected by the smoke and
so is able to perceive the background environment while the visual data is strongly af-
fected. By exploiting the commonalities and differences between different modalities,
abnormalities can be detected and decisions made to handle the inconsistent data.
Redundancy using multiple modalities has been used in a number of UGV percep-
tion systems introduced in Section 2.3.3.3 to detect consistent and inconsistent data.
For example, [108] and [25] extract range data from both laser and RADAR sensors
in environments that contain airborne dust clouds. The spectrum of light employed
by the laser (operating at a 905nm wavelength) is attenuated by the dust while
the RADAR (operating at a 3.2mm wavelength) is not affected. While laser sig-
nals are strongly attenuated by dust, the scattering caused by dust is negligible for
most RADAR signals for short range operation (i.e. 10s of metres) [11] because the
wavelength is much larger than the diameter of the dust particles. Any significant
disparity in the range measurements indicates an abnormality in the expected be-
haviour and the decision is made to discard laser data. Similarly, [107] and [8] find
common edges in overlapping image and laser range data and only edges that match
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are accepted as consistent data. These methods can be effective in determining that
different modalities of sensing are behaving appropriately but are not sufficient for
diagnosis in resilient perception because they do not allow for the disturbance to be
isolated (e.g. to determine whether the source of the disturbance is in the laser or
the radar data).
The introduction of more modalities of sensing (e.g. laser, radar, visual cameras,
infrared cameras, hyperspectral cameras etc) does not solve the diagnostic problem
of isolating the source of a disturbance caused by challenging environmental condi-
tions. The range of environments that an outdoor UGV might encounter is practically
unbounded. Therefore, even if comparisons could be made between all these modal-
ities, deciding which data is causing the abnormal behaviour is not possible. More
information is required in order to make a decision regarding the sensor data. For
example, in [108] and [25] the decision to discard laser data when it does not match
the RADAR data is based on the assumption that airborne dust clouds are common
in the environment and will be the cause of any discrepancy between the two sensor
types.
Finally, consistency between multiple modality sensor data does not guarantee that
the data is appropriate for the perception system. Figure 3.5 shows how thick dust
clouds can affect data from a visual camera, infrared camera and a laser scanner.
In this situation, the sensor data is behaving normally although challenging environ-
mental conditions that could cause failure are present. The preconditions that are
associated with the functional requirements of the system are being violated. The
functional description considers the preconditions and postconditions and is discussed
in the next section.
3.2 Functional Knowledge of Perception Systems
The functional requirements and objectives of a UGV perception system are depen-
dent on the context of its role in the UGV system. Figure 3.6 situates perception
in a typical UGV system Architecture (see Section 2.1.1). The role of perception is
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Figure 3.5 – An outdoor environment as perceived by a visual camera (top), an infrared
camera (middle) and a laser scanner (bottom) in clear (left) and in the presence of
heavy airborne dust (right). All sensor data is significantly affected by the dust.
to interpret raw sensor data, typically via a model, into a representation of the envi-
ronment that is useful for the subsequent higher level reasoning and decision making
processes, such as localisation and motion planning, or other application specific in-
teractions with the environment. Therefore, the postconditions, Post(Fperc), of the
perception system are never isolated in a UGV system and are the same as the pre-
conditions of the system is fed that representation as an input. Section 3.2.1 discusses
the postconditions of perception systems and how challenging environmental condi-
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Figure 3.6 – UGV System Architecture: A UGV control system makes use of a per-
ceived representation of the environment (RotE) and the vehicle state within that
environment to plan appropriate actions for the vehicle to achieve a specified goal.
tions contribute to the failure in achieving these functional objectives. Section 3.2.2
presents diagnostic health modes of a perception system by evaluating the precon-
ditions of the sensor data. Section 3.2.3 explains the benefits and limitations for
resilience in using these modes to describe a perception system.
3.2.1 Failure in Perception Systems
Given unlimited sensing, perfect models and infinite computational resources, sensor
data could be interpreted to produce a complex but accurate representation of the
environment that always meets the postconditions. However, real-world perception
systems leverage available sensor data to produce a computationally tractable repre-
sentation that remains accurate enough for sufficient performance of the application.
Perception systems are designed as a compromise in sensor selection and model/al-
gorithm design to handle expected operating conditions and produce a simplified but
sufficient representation. Subsequently, every perception system has limitations based
on the design of the system and assumptions made in order to satisfy the system.
The preconditions of a perception system are any of the limitations imposed on the
sensor data such that the functional objectives can be achieved.
A failure in a perception system occurs when the output representation does not meet
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the postconditions.
failureperc |= ¬Post(Fperc) (3.4)
Many perception systems evaluate the precision of the output representation by mod-
elling the overall uncertainty in the representation that comes from sensor measure-
ments, internal algorithms and other parameters such as from calibrations. Consider-
able progress has been achieved over the last decades to obtain perception algorithms
that can handle these uncertainties. By rigorously modelling these uncertainties,
accurate representations can be obtained in most regular cases [140]. Nevertheless,
the main difficulty remains the interpretation of sensor data which produce incorrect
representations.
The most significant perception failures are caused by aspects that cannot be mod-
elled systematically (e.g. interpretation errors due to the presence of challenging
environmental conditions) and lead to incorrect outputs. The MER perception sys-
tem failed to produce accurate matches in features that were required for localisation
in the presence of low-visibility conditions while the Boss UGV perception system
failed to produce an accurate obstacle map for motion planning when airborne dust
was captured by laser data. A ground truth of the (correct) environment is rarely
available for a UGV perception system. When it is available, for example in highly-
structured environments such as indoor or urban environments, the known structure
aids the robustness of the system [139]. However, in unknown and unstructured envi-
ronments such as those encountered by outdoor UGV systems, the accuracy cannot
be explicitly evaluated.
The diagnosis of failureperc does not necessarily allow for resilience in a perception
system because corrective action can rarely be taken that allows for the system to
continue to function appropriately. Firstly, because a large amount of sensor data has
typically been modelled and simplified to form a representation of the environment,
isolating the source of a failure may be impossible. For example, the Boss UGV
perception system converts laser range data from multiple sensors into a 2D map
of the environment by fusing data from different sensors into the same map. If
this representation is found to have failed, it may be difficult to determine which
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sensor provided the corrupting data. Secondly, because the output is a complex
representation of the environment, any corrective action strategy imposed on the
output can impact the function of the system. For example, the MER UGV uses
image data from two cameras to provide matched features that can be used for motion
estimation. If the feature extraction and matching is found to have failed, corrective
action may either remove some or all of the features or regenerate features using new
data. While this corrective action is being performed, the system does not have an
appropriate output from the perception system and so is not functioning effectively
during this time. Therefore, while the detection of a failure of the representation may
provide a good alarm that the system is not functioning appropriately, it does not
aid directly in the resilience of a general UGV perception system.
Challenging environmental conditions cause failures in perception because the sen-
sor data does not match the preconditions of the system. Therefore, by detecting
situations when the preconditions are not satisfied, failures can be anticipated. The
following Section 3.2.2 discusses the health states that can be diagnosed using the
preconditions of the sensor data.
3.2.2 Diagnosing Abnormal Behaviour by Checking the Sen-
sor Data Preconditions
This section discusses the health states of a UGV perception system that can be
described by evaluating the preconditions of the sensor data. The conditions imposed
on sensor data are a function of the requirements of the perception system and the
expected measurements provided by the sensor. This leads to theoretical bounds on
data that can be used to describe the health of the system.
The measurement space (MS) is a domain that represents the space of all things that
can be measured by existing sensors that may or may not be used by a particular
system (Figure 3.7). There is a subset of the MS that represents the data that
will allow a perception system to function correctly i.e. the data that satisfy the
preconditions of the perception system Pre(FPS). In this thesis, this domain is termed
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the perception system operational space (PSOS ⊂ MS). If all the input data are in
the PSOS, then the functional objectives of the perception system will be achieved.
The PSOS refers to the requirements of data for a particular perception system to
function correctly. For example, the MER perception system requires image data
that contains unique and stable corner features from the scene that can be matched
correctly between images. Therefore, image data that contains unique and stable
edges and corners (e.g. infrared, visual and hyperspectral images) fits these conditions
and allows for the system to function appropriately. Similarly, the Boss perception
system requires range data that shows obstacles in the scene. Any sensing modality
that provides this information can be used.
Figure 3.7 – The Measurement Space
The sensor measurement space (SMS) represents the domain of the MS that specific
sensors onboard a UGV are capable of measuring. In the description of the system,
the SMS is equivalent to Dom(v) (see Section 2.4.2.1) as it represents the domain of
possible inputs to the system. Any data that is produced by a sensor is equivalent to
assigning a value to an input variable of the perception system.
{v = data,∀v ∈ Vinput, data ∈ SMS} (3.5)
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Figure 3.7 shows four SMS spaces within the MS, each representing a different sensing
modality. The SMS of a perception system is the union of all the sensor measurement
spaces, i.e.
SMS ≡ ∪∀nSMSn (3.6)
where n is the number of sensors.
Sensors are chosen so that the data they provide is included in the PSOS domain in
normal conditions. To satisfy the preconditions of the perception system, all sensor
data should be in the PSOS, i.e.
SMS ⊂ PSOS (3.7)
For example, SMS1 in Figure 3.7 satisfies the preconditions since Sensor 1 always
provides data that is appropriate for the perception system. This ideal sensor is
highly unlikely to exist for any UGV perception system because in the unbounded
and unstructured environments encountered by a UGV, there will eventually be a
situation when a sensor is outside its expected operating conditions and captures
data that are outside of the PSOS.
The SMS2 and SMS3 domains in Figure 3.7 on the other hand, reflect more real-
world sensing capabilities such that the sensor data typically satisfy the preconditions
of the perception system but there are situations when the data is inappropriate.
For example, the visual cameras on the MER UGV are shown in Section 2.1.2.3 to
typically produce valid data that allows for an accurate localisation. However, the
images sometimes did not provide adequate unique detail to achieve those objectives
(e.g. in shadow, darkness or when the images contained too much sky). In such
situations the system failed.
SMS2 and SMS3 demonstrate multiple modalities of sensing in that each measures
the environment in a different way resulting in SMS2 and SMS3 covering a different
area of the MS, yet each provide data that satisfies the preconditions of the system.
In the context of camera-based localisation (similar to the MER UGV), SMS2 and
SMS3 could refer to a visual camera and an infrared camera where each produces
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satisfactory images containing unique and stable corners but also have situations
when the data does not match the preconditions. Finally, SMS4 reflects a sensor
that is never appropriate for the particular perception system. For example, using a
camera for the obstacle detection algorithms employed by the Boss UGV would be
inappropriate because the range to the environment cannot be recovered directly from
each image alone (although there are supplementary methods available to calculate
range from camera data).
In the context of robotics, the theoretical boundary of PSOS ∩ SMS can rarely be
explicitly defined with mathematical certainty due to the complexity of the perception
and the range of sensor data possibilities. However, based on experience of what
does cause failure in these perception systems, the sensor data can be evaluated
experimentally to determine the properties of data that are associated with failure
to provide an estimated domain, PSOSest. Challenging environmental conditions are
recognised situations where failures do occur. For example smoke, airborne dust, rain
and fog were shown to cause failures for systems using cameras and/or laser sensors
in Chapter 2. This thesis aims to use this knowledge to study sensor data in these
conditions to specify some properties of data that contribute to failure in perception.
Sensor data quality is introduced as a measurement of sensor data that rates the
appropriateness of the data for a perception system by how well it fits the PSOSest.
In many diagnostic systems, input variables can be individually evaluated as to
whether they match the preconditions of the system (see Section 2.4.2.2). How-
ever, information contained in sensor data is usually only valuable in the context of
other sensor data. For example, an individual pixel from an image provides little
information for the MER perception system, however, when used in combination in
an image with many other pixels, relevant features are extracted using the contrast
in pixel intensities. Therefore, the evaluation of perception sensor data can be broad
(e.g. a whole image) or specific (e.g. an individual pixel value) and entirely depends
on the information that is required in the context of the application.
Using these properties of data, health modes of the perception system can be deter-
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mined by evaluating the input sensor data quality by testing the known preconditions:
normalMode |= ∀v ∈ data, v ∈ PSOSest (3.8)
challengingMode |= ∃v ∈ data, v 6∈ PSOSest (3.9)
where v is a variable of the input data. Good quality sensor data meets known precon-
ditions of the system such that the system is in normalMode. Poor quality sensor data
does not match the preconditions and the perception system is in challengingMode.
Note that a system in challengingMode will not necessarily fail, however, it is in an
unhealthy state because some input data is recognised as a potential cause of failure.
The following section discusses the opportunities and limitations that these health
modes contribute to a resilient system.
3.2.3 Anticipating Failure due to Challenging Conditions
This section discusses the opportunities and limitations of evaluating the sensor data
quality to identify and mitigate failure in UGV perception systems. The diagnosis of
a challengingMode means that sensor data does not match the preconditions of the
perception system. There are two major benefits for resilient systems when detecting
a challengingModes from sensor data. First, any disturbance is detected before it has
propagated and been integrated into the perception system. This allows for corrective
action to be taken prior to the disturbance affecting the system and therefore failure
can be mitigated (see next section). Secondly, the disturbance can be isolated to a
specific set of sensor data depending on the quality evaluation that was performed.
This allows for corrective action that targets specific inputs to the system meaning
that good quality sensor data can continue to be used.
The detection of a challengingMode does not mean that failure will occur. Many
perception systems can be robust to small disturbances in the sensor data, typically
because other sensor data is available, and the models allow filtration or outlier rejec-
tion. For example, a small region of shadow in the corner of one set of MER images is
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unlikely to cause the perception system to fail because there is enough good quality
data to allow the system to function correctly. Nevertheless, any bad quality data
could potentially cause the system to fail or at the very least, impact the performance
of the system. Before failure can be anticipated, the link between the data quality
evaluation and the performance of the perception application first needs to be estab-
lished. Chapter 4 deals with the image data quality for UGV perception specifically.
The next section describes the framework that is proposed for resilient perception
systems based on sensor data quality evaluation and subsequent corrective action.
3.3 Framework for Resilient UGV Perception Sys-
tems
A resilient system must apply corrective action in the event of a disturbance to mit-
igate or recover from the disturbance and continue to function appropriately. This
chapter has discussed how a UGV perception system can be described and evaluated
in a diagnostic framework. The main cause of failures were identified as interpretation
errors from inappropriate sensor data (typically caused by challenging environmental
conditions). The evaluation of data quality was found to be the most appropriate
method for diagnosing the health of the perception system given these failures be-
cause 1) any disturbances caused by challenging conditions could be identified before
they propagated and 2) the disturbances could be isolated to specific data that was
an input to the system. The corrective action proposed in this section is to ensure
that the data that is an input to the perception system will always match the pre-
conditions of the system. This is achieved through evaluation and preselection of the
data such that it belongs to the PSOS (i.e. is good quality).
Figure 3.8 shows the proposed framework to achieve a perception system for resilience
to challenging environmental conditions. The figure shows the framework for the
two-sensor perception system that was introduced in Figure 3.1, however, it can be
generalised to any number of sensors. Prior to the perception interpretation, two
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Figure 3.8
processes are introduced. First, sensor data is evaluated as to whether it meets the
preconditions of the system. Second, a preselection of the data is performed where
only good quality data is allowed to be passed to the perception system.
InputData = PreSelection(SensorData,HealthState) (3.10)
where
InputData ∈ PSOS (3.11)
This means that the input data to the system is reconfigured so that potential failures
from poor-quality data are mitigated. Guaranteeing that the input data matches
the preconditions of the perception system would lead to the mitigation of failures
caused by inappropriate sensor data. In real-world robotics, defining the preconditions
precisely may not be possible because of the complexity of the system (PSOS) and the
range of possible sensor data (SMS). However, by reducing the occurrence of sensor
data that is known to cause failures, the failure rate can be reduced.
62 Developing a Framework for a Resilient UGV Perception System
In the simplest form, a quality evaluation can be performed on the data from each
sensor that is feeding a perception system (e.g. a whole image from a camera or a
whole scan from a laser range sensor). In this form, a preselection will effectively act
by switching sensors on or off as normal or abnormal behaviour is detected, like the
reconfiguration of sensors described in Section 2.4.3. Figure 3.8 demonstrates this
graphically by showing a single switch that allows sensor data to be input data to
the system based on the quality evaluation. However, because data from any sensor
is typically composed of lots of information, there is the opportunity to evaluate the
quality of more specific regions of data. The quality evaluation can occur for smaller
quantities of data and the preselection can be applied for these regions. For example,
small regions of an image can be evaluated and preselected in the MER system to
remove some of the misleading shadow regions and therefore retain good quality data
if it exists in the image.
One potential downside with this approach is that the preselection does not guarantee
that there will be sufficient data available. Indeed, for a system that uses common-
mode sensing (such as the visual cameras in the MER), the preselection of good-
quality data may result in the removal of all the available data in the presence of
challenging environmental conditions that affect all the sensor data (such as at night
for the MER). Therefore, the use of multiple modalities of sensing is a requirement
for resilient perception systems so that there is a greater likelihood of good quality
data being available for the system at all times. Choosing a range of sensors that
provide data that normally belong to the PSOS but respond to different challenging
environmental conditions means that sensors can provide a complementary input to
the perception system.
3.4 Conclusion
Challenging environmental conditions often cause failures in perception because many
state-of-the-art perception systems fail to interpret the subsequent sensor data cor-
rectly. Multiple redundant sensors do not solve these types of failures because all
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the sensors will react in the same way to challenging conditions. Multiple modalities
of sensing allow for resilience in perception systems because there is a higher likeli-
hood that some sensor data meets the preconditions of the perception system when
other data is abnormal. However, the use of inappropriate sensor data will still cause
failures despite some appropriate sensor data.
By modelling links between sensor data, failures can be detected when the data is
inconsistent. However, this does not allow for the cause of the disturbance to be
isolated. In this thesis, we propose to evaluate whether the sensor data fits the
functional preconditions of the system by determining the sensor data quality. Every
perception system will have it’s own specific functional requirements of the sensor
data, however, there are common requirements for the sensor data for any perception
application including that the scene must be visible.
Once the quality of the sensor data is evaluated, corrective action is taken to remove
inappropriate sensor data (i.e. low-quality data). This preselection is a form of
reconfiguration that ensures that the sensor data matches preconditions and therefore
the perception system will meet the system objectives. The following Chapter 4
considers specifically the concept of data quality for image based perception systems.
Image data quality metrics are evaluated for their appropriateness for detecting the
presence of known challenging conditions. Chapter 5 uses the knowledge gained in
Chapter 4 to apply corrective action and mitigate failures in a UGV localisation
application using data quality preselection.
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Chapter 4
Data Quality Evaluation for the
Anticipation of Failure in Image
Based Perception Systems
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4.1 Introduction
Chapter 3 proposed a method to anticipate perception system failures by evaluating
the preconditions on sensor data. The quality of sensor data is a measurement of
the appropriateness of the data for the perception system to achieve the functional
objectives. The subsequent preselection of high-quality data was proposed as a way to
reconfigure the system to mitigate these failures. This chapter investigates the tools
required to evaluate sensor data for perception systems using image based perception
techniques.
Two commonly used image sensors for robotic perception are visual cameras and in-
frared (IR) cameras. In normal conditions, each sensor can provide useful data for
various perception systems such as localisation [82] and mapping [31, 101, 141], de-
tection and tracking [6, 37, 40]. In many situations each sensor has good visibility
of an environment. However, each of these sensing modalities have different spectral
responses and so environmental conditions will affect (or not affect) the data acquired
by each in a different way. Therefore, these sensors can be complementary in many
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situations when one sensor is subject to challenging low-visibility conditions and is
not meeting the preconditions of the perception system. This complementarity was
identified as a requirement for a resilient UGV perception system subject to chal-
lenging environmental conditions because it increases the likelihood that appropriate
sensor data will always be available to the system so it can continue to operate.
This chapter proposes an experimental study of quality metrics that can be applied to
visual and infrared (IR) images acquired from cameras onboard a UGV. The relevance,
in the context of UGV applications, of various visual metrics that can be found
in the literature of the television and video industries is discussed. This leads to
a selection of potentially appropriate metrics depending on the application to be
implemented. The selected metrics are evaluated on data collected by a UGV in
clear and challenging environmental conditions, represented in this chapter by the
presence of airborne dust or smoke. The metrics are evaluated for their effectiveness
in detecting challenging environmental conditions and identifying their impact on
sensing data quality for UGVs. Following the conclusions of this study, a novel metric
is introduced in Section 4.4 to overcome some identified limitations of these metrics.
A sensitivity analysis is performed for this metric using a range of real world images
and the outcomes for resilient perception are discussed in Sections 4.5.
4.2 Image Based Perception
Colour and infrared cameras are common sensors on autonomous outdoor robots [71,
80, 82, 131, 141]. Acquired images are used in various crucial high level applications
such as localisation, terrain modelling, motion detection, tracking or recognition/-
classification. Many of the fundamental techniques employed in these applications
rely on low-level operations that are often quite similar and can be broken into two
families: area-based methods (ABM) and feature-based methods (FBM). ABMs di-
rectly analyse the intensity in the images without exploiting the saliency of objects.
They use criteria similar to a correlation, a Fourier transform or Mutual Information.
Examples of ABM applications are dense stereovision [38, 99] and motion estimation
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using optical flow [1]. FBMs actively identify features such as edges [23, 144, 156],
corners [52], blobs [56, 73] or shapes/segments [77, 137]. They are typically used
in applications such as recognition (e.g. path extraction), sparse stereovision, visual
SLAM and visual odometry. The MER [82] perception system can be considered to
be based on FBMs because it detects corner features in the image data in order to
estimate motion.
A good quality image for a UGV perception system is one that captures sufficient
required information about the environment and allows the application to perform
the task without failure. In this context, quality is degraded when challenging con-
ditions obscure the background scene or the scene itself does not contain enough
information to perform the task (i.e. low-visibility conditions, see Section 2.3.2). As
quality is application-dependent, we analyse metrics considering their relation with
the performance of the two categories of applications: FBM and ABM.
For any FBM perception application, data is required to:
• show the background scene,
• have sufficient contrast between environmental objects (sufficient visibility),
• features are spread over the image (not located in a single place),
• allow for unique features can be detected,
• consistency between images (so features can be matched/tracked over time or
between images from different cameras).
For any ABM perception application, data is required to:
• show the background scene,
• have sufficient contrast between environmental objects (sufficient visibility),
• have some unique area-based detail between separate regions (so that areas can
be told apart),
4.3 Study of Existing Metrics 69
• consistency between images (so features can be matched/tracked over time or
between images from different cameras).
In the following sections we will analyse various metrics based on the requirements
of these general categories.
4.3 Study of Existing Metrics
4.3.1 Existing Metrics
The television and video industries have been developing “quality metrics” to attempt
to quantify objectively how a human viewer would evaluate the quality of a video
stream or image [146, 153]. While the metrics are generally developed to capture
the errors caused by compression and transmission and are frequently tailored to
the human vision system (HVS), there are many metrics that can be relevant to the
evaluation of UGV perception quality. For example, pictures that are colourful, well-
lit, sharp with high contrasts are considered attractive to humans given the choice of
dark, low contrast, blurry pictures. Most of these characteristics are also relevant for
perception applications on a UGV. Challenging environmental conditions for UGV
perception are likely to impact these same concepts of quality.
The TV transmission infrastructure allows for metrics that compare the output to a
known reference input (Full-Reference [121] and Reduced-Reference metrics [69, 147]).
However, fidelity of a transmitted image rarely correlates to the perceived quality
of the output and, in robotic systems, a reference ground truth is rarely known.
Therefore, the subset of metrics known as No-Reference [149] are more appropriate
to the context of UGV perception systems. These metrics deal strictly with the
quality of an image without relying on any knowledge of what the image should look
like.
Video Quality metrics can be further classified into three groups [146, 153]. Data
Metrics or “the Fidelity Approach” are purely Full-Reference metrics as they compare
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images directly. Feature Extraction Based (FEB) metrics or “the Engineering Ap-
proach” evaluate specific distortions in an image that are already known to occur and
to degrade quality. Vision Model Based metrics (VMB) or “the Psychophysical Ap-
proach” model the HVS and evaluate human physical and/or psychological responses
to aspects in an image.
FEB and VMB metrics provide the richest area of potential quality metrics for per-
ception systems. More recent developments in the field of video quality metrics are
less likely to be suitable for robotic perception as these metrics are strongly tailored
to the HVS or specific artefacts that occur due to transmission or compression errors.
For example, metrics designed to react to phenomena such as blocking [127, 145, 148]
and ringing [86] are not particularly relevant to detecting known challenging environ-
mental conditions for UGV perception systems. Similarly, high-level metrics modelled
on physical aspects of the HVS [146, 153] were excluded. In the context of UGV per-
ception systems, the proposed selection of metrics include FEB and VMB metrics
evaluating Brightness, Contrast, Blur, Sharpness and Spatial Information.
4.3.2 Experimental Setup
Data sets were obtained from [109] that included synchronised multi-sensor data
collected from a stationary vehicle observing a “reference” scene (see Fig. 4.1) in
controlled and variable environmental conditions. These included challenging envi-
ronmental conditions, represented by the presence of airborne dust, smoke or rain.
The list of sensors included a Prosilica mono-CCD RGB camera acquiring images of
resolution 1360×1024 at 15 frames per second (fps) and a Raytheon infrared camera
with a spectral response range of 7 − 14µm, using a frame grabber to acquire an
average of 12.5fps. The same static scene was observed with these cameras in clear
conditions and (separately) in the presence of airborne dust, smoke, and rain, all at
different times of the day. Accurate time-stamping of all these visual and infrared
images allowed synchronisation of the data a posteriori for this experimental study.
Although the metrics were evaluated on various data sets, two particular sequences
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Figure 4.1 – The Argo UGV sensing the static trial area. Representative images from
the visual and infrared sensors can be found in Figs. 4.2 and 4.3
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of images are chosen to illustrate the utility of the metrics in the context of UGV
perception. The first sequence (70s long) features the presence of variable amounts
of airborne dust. The second one (90s) features variable presence of smoke. Figs. 4.2
and 4.3 show four representative images from both the colour and infrared cameras
for the Dust and Smoke sequences respectively, to demonstrate the characteristic
changes in the environment over the course of data collection.
Although the actual correlation of the signals is not tackled here, using common areas
of images from different cameras allows an illustration of the reaction of metrics when
applied to data from different sources of information about the same environment.
Therefore, a smaller section of the visual camera images was obtained by trimming
the images to manually register with the field of view of the infrared camera. The
resolution of the visual image was adjusted to match the resolution of the infrared
image. A demonstration of the resulting pair of images is shown in Fig. 4.4. Because
the sensors are mounted in different physical positions on the vehicle, the positions
of objects in the field of view do not necessarily match accurately. However, the
information content of the two images is comparable. Thus, metrics computed on the
trimmed images from both cameras will be comparable. Extrinsic calibration between
the sensors may be used to further compensate for this perspective difference.
The quantity of dust or smoke in each image of the data sets is illustrated in Fig. 4.5,
showing a direct comparison of individual R,G,B pixel values at any time with those
from “reference images” taken from early in the corresponding data set when there
are no known environmental impacts. In practice, a pixel was considered as matching
the reference if the distance between corresponding points in the RGB space was
lower than a pre-defined threshold, chosen to account for noise in the data. These
illustrations can be used as a reference when evaluating the quality metrics in the
following section. Note that these graphs indicate the proportion of the image that
is affected by an obscurant; they do not reflect the relative density of dust or smoke
in the environment.
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Figure 4.2 – Representative pairs of visual (left) and infrared (right) images for the
Dust data set. From top to bottom; Clear conditions at t = 6s; Very light dust
covering most of image at t = 11s; Thick dust cloud at t = 24s; Thin dust cloud at
t = 36.2s.
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Figure 4.3 – Representative pairs of visual (left) and infrared (right) images for the
Smoke data set. From top to bottom; Clear conditions at t = 1s; Smoke covering
most of image at t = 50.7s; Thick smoke cloud at t = 33.9s; Thin smoke cloud at
t = 28.6s. Note that smoke is not visible in the infrared images.
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Figure 4.4 – Representative IR (left) and visual (right) images after the visual image
has been trimmed and resized.
Figure 4.5 – Percentage of the visual (blue) and infrared (dashed red) image affected
by dust (left) and smoke (right) in the course of the representative Dust and Smoke
data sets.
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4.3.3 Results
The following sections propose to evaluate a selection of metrics that have been con-
sidered potentially relevant for evaluating the appropriateness of data for robotic
perception. For each metric considered, the structure of the analysis is the following.
Firstly, the metric is introduced and defined. Secondly, following the discussion on
image quality at the start of this section, the contribution of the metric to quality is
considered for perception applications divided in the two main categories discussed
above. Finally, results are shown for the metric applied to our datasets of known
challenging conditions for perception and a discussion of these results is given.
One of the motivations of this study is to compare the responses of both the IR camera
data and the visual camera data in the presence of challenging conditions. Therefore,
colour-based metrics were not considered for this study since the IR camera provides
gray-scale images only.
4.3.4 Brightness
Brightness is a measure of the average luminosity of all the pixels in an image.
4.3.4.1 Contribution to Quality
It is often considered that a bright environment is preferable to a dark environment
as objects can be observed more clearly. However, Brightness also needs to be limited
to avoid saturation. In general, extremely dark or bright conditions are not desirable
for perception applications. For robotic perception, the brightness of an image is
less important than for human vision since image processing algorithms rely more on
the dynamic range of pixel values than where they lie on the brightness scale. The
contrast of an image is discussed in Section 4.3.5. Typically, changes in Brightness
strongly affect all area-based methods. The effect on feature-based methods is much
more limited but not necessarily absent if it causes some weak features to be lost.
The value of overall Brightness may be relevant to FBM methods only in extreme
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cases (e.g. at night time or in very low visibility). The main problem with metrics
measuring Brightness in the context of outdoor robotics is that they are directly
affected by the lighting conditions of the environment. Challenging conditions such
as dust and smoke can also influence the Brightness of parts of the image depending
on the background environment and the refraction of light.
4.3.4.2 Results
Fig. 4.6 shows the evolution of Brightness for the images in the Dust and Smoke data
sets. In these data sets, there is a clear sudden increase in the Brightness of the visual
images with the appearance of dust and smoke. However, this affect is not always
consistent and the dust is seen to reduce the brightness at 34s. The brightness of
the IR signal is reduced in the dust conditions.
4.3.4.3 Discussion
A minimum and a maximum threshold can be set on Brightness to identify extreme
situations when an image is not useful for the considered application. Out of these
extreme cases this metric is usually not a relevant indicator of image quality in its
own, but it could be used in combination with other metrics for the discrimination
of situations where apparent variations of quality are in fact only due to a change in
lighting conditions.
4.3.5 Contrast
Contrast is a measure of the relative luminance in an image or region. It can be
defined as the difference in brightness of objects within the same field of view. Higher
contrast of an image is often associated with better quality as it makes features in
the image easier to extract.
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Figure 4.6 – Brightness measurement of the whole image, for Dust (left) and Smoke
(right). Top line: visual (Vis) camera, bottom line: infrared (IR) camera. Note
that hereafter the times of appearance and then disappearance of dust/smoke will
be indicated by dashed vertical lines.
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4.3.5.1 Definition
Although various contrast methods can be found in the literature, this experimental
study focuses on the Root Mean Square (RMS) Contrast [105]. Both a global (i.e. on
the whole image) and a local (on patches in the images) method are considered.
By assuming that the histogram of intensities of the pixels in an image can be modelled
by a Gaussian distribution, the first standard deviation of this distribution provides
a measure of the Contrast of the whole image:
CRMS =
√√√√ 1
MN
N−1∑
i=0
M−1∑
i=0
(Lij − L)2 (4.1)
where Lij is the ith and jth element of the two dimensional image of size M ×N and
L is the average luminance in the image.
In a more local analysis of Contrast using the same RMS method, for each pixel of the
image a local Contrast is computed using a patch of 10×10 neighbouring pixels. The
Contrast value for the image is then calculated by averaging all the local Contrast
values across the whole image.
4.3.5.2 Contribution to Quality
Good Contrast is crucial for many feature-based methods, as corners, ridges or edges
are identified using the relative intensity of neighbouring pixels. A higher Contrast
is also preferable for area-based methods, to have a better signal-to-noise ratio. A
minimum of Contrast is usually needed in both cases. Therefore, a corresponding
threshold (for a minimum quality) can be defined. However, apart from this extreme
case, the variation of Contrast will be relevant to ABM methods only.
Challenging conditions such as dust and smoke partially obscure areas in the im-
age, and therefore affect its global Contrast. Whether it increases or decreases as a
result depends on the relative intensity of the dust and smoke compared to the back-
ground environment. However, locally, within the smoke/dust cloud, the Contrast is
consistently diminished, reducing the quality of corresponding portions of the image.
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4.3.5.3 Experimental Results
Fig. 4.7 shows the evolution of RMS Contrast for the whole image for the Dust and
Smoke data sets. In these data sets, there is a clear sudden increase in the global
RMS Contrast with the appearance of dust and smoke. However, this effect is very
strongly dependent on the relative intensity of the background and the smoke or dust,
and the effect of sunlight scattering from the dust and smoke clouds.
Figure 4.7 – RMS Contrast measurement of the whole image, for Dust (left) and Smoke
(right). Top line: visual (Vis) camera, bottom line: infrared (IR) camera. Note
that hereafter the times of appearance and then disappearance of dust/smoke will
be indicated by dashed vertical lines.
Fig. 4.8 shows the evolution of Contrast using the local method for the Dust and
Smoke data sets. The average Contrast of the image drops in both Dust and Smoke
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data sets as dust or smoke begin to obscure the background of the scene.
Figure 4.8 – Local RMS Contrast measurement for Dust (left) and Smoke (right). Top
line: visual camera, bottom line: IR camera.
4.3.5.4 Discussion
Without utilising further information, the RMS Contrast of the whole image is a poor
method of evaluating the quality of an image, due to the dependence on the back-
ground characteristics and the Gaussian assumption. The Gaussian approximation
for the distribution of intensity values of the pixels means that a few very bright or
very dark pixels can cause a large standard deviation when Contrast in much of the
image is in fact very low. This metric can only be used by itself if the background is
known or the Contrast drops to a critically low value. In the latter case, the image can
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be judged as poor quality and unlikely to provide any useful data for the perception
algorithms considered in our context.
Calculating the local RMS Contrast at a pixel-by-pixel level has a very high compu-
tational cost. Thus, a more appropriate method for real-time applications would use
regions of interests (ROI) defined by specifying an appropriate size for a sub-image
or by focusing on areas where challenging conditions are expected to appear (if such
information is available) and checking the evolution of Contrast in them.
4.3.6 Shannon Information
4.3.6.1 Definition
The Shannon Information (ShI) of an image is defined as the measure of entropy
of the distribution of intensities in the luminosity image. The image I is composed
of pixels with a discrete set of possible intensity values (i ∈ AI). If the probability
of observing any particular intensity value, i, in the image is given by P (i), ShI is
defined as [78]:
ShI(I) =
∑
i∈AI
P (i)log2
1
P (i)
(4.2)
and is expressed in average bits of information per observation.
The more variety in the intensities in the image observation, the more information
content is considered to be contained within that image. A uniform distribution for
all possible intensities corresponds to the maximum entropy (i.e. maximum amount
of information) that is possible for a whole image.
4.3.6.2 Contribution to Quality
A broad spectrum of intensity values is important for many feature-based methods
as they rely on differentiation in an image using intensity values. A decrease in ShI
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indicates that the pixel intensities in the image are becoming more homogeneous.
Images that are too homogeneous are less likely to be useful for perception.
Challenging conditions such as dust and smoke partially or totally obscure back-
ground features in the environment. Therefore, in those regions that are obscured,
the amount of Shannon Information tends to decrease as the luminosity values be-
come more homogeneous. However, unless the obscurant is similarly covering the
entire background, it may add to the amount of information within the image as
it contrasts with the background. Similarly to Brightness and Contrast, as ShI is
directly linked to the intensity levels in the image, this metric is relevant to ABM
methods but its utility is more limited for FBM methods.
4.3.6.3 Experimental Results
Fig. 4.9 shows the evolution of Shannon Information for the Dust and Smoke data
sets. In the visual images, the appearance of both dust and smoke causes an increase
in Shannon Information for the visual images. However, the dust causes a decrease in
the ShI of the infrared data. The cause of this difference is that, in this case, the dust
and smoke are relatively bright in the visual images in comparison to the background
environment and therefore add a broader range of pixel intensities to the distribution
than those that are obscured. Alternatively, for the case of dust in the infrared images,
the dust clouds are approximately at the same average temperature as the background
environment and are relatively homogeneous compared to the background. Therefore,
they reduce the overall distribution of intensities in the image.
4.3.6.4 Discussion
Without context or further information from another metric, Shannon Information
on its own is a poor method of evaluating the quality of an image except in extreme
cases when most of the image is close to the same luminosity. The ShI measure is too
dependent on the background environment to be useful to discriminate challenging
conditions, which have been shown to increase the level of ShI despite obscuring the
84 Quality Evaluation of Image Data for Perception Systems
Figure 4.9 – Shannon Information measurement of the whole image, for Dust (left)
and Smoke (right). Top line: visual camera, bottom line: IR camera.
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background. Further discussion of Shannon Information in relation to challenging
conditions can be found in [15].
4.3.7 Blur
Blurred features are harder to differentiate as the boundaries become smeared. This
may lead to difficulties in image analysis and scene interpretation.
4.3.7.1 Definition
Among the different techniques in the literature, Marziliano Blur [86] was identified
as a method of measuring Blur that is quick to compute and intuitive. The method
is as follows: first, strong vertical edges are identified by applying a vertical Sobel
filter to the image and then thresholding to eliminate noise and low intensity edges.
In this case, the Sobel-filtered image is scaled so the maximum possible intensity is
the same as in the original image (255 for an 8-bit image). A threshold of 50 was
found to eliminate most of the noise and insignificant edges in the visual image while
retaining relevant edges from objects in the environment. The same threshold was
used for infrared images. Second, each row of the processed image is scanned for
pixels corresponding to an edge location. The start and end positions of the edge
in the horizontal row provide a spatial reference position of the edge in the original
image. Third, for each location of an edge, the local maximum and minimum of
luminosity values are found along the horizontal rows of the original image. The
distance between these local extrema, expressed in number of pixels, is considered
the local Blur value. The global Blur value (measured in pixels) is then found by
averaging the local Blur measurements over all suitable edge locations:
Blur =
1
N
N∑
i=1
(di) (4.3)
where N is the number of edge positions used to calculate the Blur and di is the
distance in pixels between the two local extrema of luminosity in the original image
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around edge i. A more detailed discussion of the process can be found in [86].
4.3.7.2 Contribution to Quality
The blurriness of the image can strongly affect feature-based methods as it reduces the
saliency of objects. On the contrary, the effect of blurriness on area-based methods
is limited. In normal conditions, the Blur from a sensor remains relatively constant
regardless of the background environment and changes to lighting conditions.
4.3.7.3 Experimental Results
Fig. 4.10 shows the evolution of Blur for the images in the Dust and Smoke data sets.
In both Dust and Smoke data sets there is a characteristic increase in Blur for the
visual images in the presence of dust and smoke. The most significant troughs in the
Blur signal that can be observed in the visual images in the presence of smoke can be
attributed to a significant drop in the number of edges on which Blur is calculated
(e.g. see at time t = 51s in Fig. 4.10). Note that there is a decrease in Blur in the
infrared images in the presence of dust. The difference between the Blur in visual
and infrared sensors is likely to be related to the intensity threshold that is used to
choose edges for the Blur calculation.
4.3.7.4 Discussion
In challenging conditions such as dust and smoke, the overall Blur of the visual
images is seen to increase significantly. By setting an upper threshold on the Blur,
challenging conditions could be identified. However, as mentioned above, the value of
Blur highly depends on the threshold applied to the edge image, and on the number
of edges considered in the calculation of the metric, as a result. In the case of the IR
images, the signal-to-noise ratio is much lower. When the background is obscured by
challenging conditions, strong edges are dimmed or lost, and small edges due to noise
become dominant in the calculation of Blur, resulting in an increase of the metric.
This makes this Blur metric difficult to use for the IR camera in its current form.
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Figure 4.10 – Blur measurement (in pixels) for Dust (left) and Smoke (right). Top
line: visual camera, bottom line: IR camera.
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4.3.8 Sharpness
Sharpness (or acutance) [29] describes the rate of change of luminosity with respect
to spatial position.
4.3.8.1 Definition
The Sharpness of an image is found by averaging the gradient between neighbouring
cells [29].
Gx2 =
∑
(
∆I2
n
) (4.4)
Acutance = (Gx2/I0)× C (4.5)
where ∆I is the difference in the grey scale value between a pixel and each of the 8
surrounding pixels; n is the total number of contributing values, that is, the number
of pixels multiplied by 8; I0 is the mean luminosity value of the image; and C is a
scaling factor.
4.3.8.2 Blur and Sharpness
Blur (Section 4.3.7) and Sharpness are metrics designed to measure a similar aspect
of images: the rate of change of luminosity. However, the method of calculating
the metrics are subtly different and, while often correlated, Blur and Sharpness can
provide different results. Sharpness measures the rate of change of luminosity between
all neighbouring cells in an image. Often an image with noise will be perceived
as being sharper than one without and the Sharpness metric tries to capture this.
Alternatively, the Blur metric process extracts specific features (i.e. strong edges)
and uses only these to calculate the blur in the image.
4.3.8.3 Contribution to Quality
Sharpness strongly affects feature-based methods, in particular those using features
such as edge or corner detectors. Area-based methods do not rely on a sharp image.
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However, both categories of methods (FBM and ABM) experience difficulties with
image sequences when Sharpness changes rapidly. Note that Sharpness is dependent
on the focus of the sensor being used. The appearance of challenging conditions are
shown to decrease the Sharpness of images as the background edges are dulled.
4.3.8.4 Experimental Results
Fig. 4.11 shows the evolution of Sharpness for the images in the Dust and Smoke data
sets.
Figure 4.11 – Sharpness for Dust (left) and Smoke (right). Top line: visual camera,
bottom line: IR camera.
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4.3.8.5 Discussion
The Sharpness method uses a simple edge detector and averages the intensities of the
edges over the whole image. Indeed, the response of the Sharpness metric (Fig. 4.11)
to both the Dust and Smoke data sets is very similar to the SI metric (see below). Av-
eraging the intensities of an edge-filtered image provides no more information than can
be found using Spatial Information and Spatial Entropy, which have been preferred,
as explained below. Therefore, this metric was not selected for our applications.
4.3.9 Spatial Information
In previous work [15], among the existing information-theory based metrics, Spatial
Information (SI) was found to be the most promising one in the context of perception
in challenging environmental conditions. SI is evaluating the amount of structure in
an image, and so it can be applied in the same way to heterogeneous sensors such
as a visual camera and an infrared camera. However, in this section we show the
limitations of SI, mainly due to the Gaussian distribution assumption.
4.3.9.1 Definition
To compute SI, an edge detector such as a Sobel filter is first used on the input
image. SI is then defined as the first standard deviation of the resulting distribution
of intensities in the Sobel image, i.e. the intensities of edges in the original image.
More specifically, the image I is composed of N pixels with a range of intensity
values. Similarly, the Sobel-filtered image is composed of N pixels with a discrete set
of possible intensity values (i ∈ SobI). If the average intensity value of all the pixels
in SobI is µ, then the standard deviation is:
SI(I) =
√√√√ 1
N
N∑
n=1
(in − µ)2 (4.6)
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where in is the intensity value of the nth pixel. Spatial Information is expressed as an
intensity.
4.3.9.2 Contribution to Quality
SI measures the amount of structure in an image. As such, it is particularly relevant
to feature-based methods of perception. Setting a minimum threshold of SI can allow
identification of when an image is unlikely to be useful for applications using feature-
based methods. On the other hand, SI has little relevance to area-based methods.
Challenging conditions such as dust and smoke are shown to reduce the value of SI
when they are in the foreground and obscure the background environment.
4.3.9.3 Discussion
SI was developed by the television and video industries to measure the amount of
structure in an image. It is one of the very few international standard metrics to mea-
sure the quality of an image [63]. However, the validity of SI relies on the assumption
that the distribution of intensities in the Sobel-filtered image can be modelled as a
Gaussian, with an average close to zero. In that case, the distribution can be char-
acterised by its standard deviation. In most edge-filtered-images captured in normal
outdoor environments, this assumption is found to be reasonable. Since dust or smoke
clouds tend to obscure features in the background and contain very little structure,
SI was shown to be a useful tool to monitor the appearance of such environmental
conditions [15], at least in cases where dust or smoke was shown to dim or obscure
most background features, i.e. when the Gaussian assumption was acceptable.
However, in some situations, e.g. in the presence of foreground objects, the known
challenging conditions can actually highlight the edges of these foreground objects
while still obscuring background features. An example is shown in the Smoke data
set where the smoke obscures much of the background but mostly stays behind the
tree that is in the foreground on the right side of the image (see Fig. 4.13). In
this situation the edges of the tree are highlighted as the tree contrasts more with
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Figure 4.12 – Evolution of SI for Dust (left) and Smoke (right), Visual (top row) and
IR Camera (bottom)
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the smoke behind it than with the original background. These high intensity edges
have a strong impact on SI (see the high peaks in Fig. 4.12, right column), making
it increase significantly, despite the reduction of structure everywhere else in the
image. This same condition is also observed for short moments in the Dust data set
(most notably at the spike at t = 24s). Fig. 4.13 shows that in these situations the
Gaussian assumption is clearly not valid, which means the first standard deviation
(and therefore SI) does not characterise the distribution, i.e. the actual amount of
structure in the image.
Figure 4.13 – Representative images (left column) for Smoke with Sobel-filtered image
(middle column). Right column: corresponding distribution of edge intensities (in
blue) and Gaussian approximation of this distribution (in red). Clear Conditions at
t = 1s; Smoke covering most of image at t = 50.7s; Thick smoke cloud at t = 33.9s
.
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4.3.10 Conclusion
Many of the metrics studied in this section have relevance for evaluating the quality
of sensor data for image based perception systems. However, when applied to chal-
lenging environmental conditions such as smoke and dust, it is difficult to generate
a meaningful residual by setting a threshold value on quality. This is because the
magnitude of these metrics can be highly variable depending on the background en-
vironment, the amount of data that is measured and the challenging conditions can
cause the metric to go up and down at times. For example, although Contrast is part
of the definition of visibility of a scene, the appearance of challenging environmental
conditions such as smoke caused an increase in this measurement because the smoke
was relatively brighter to the background environment. The most appropriate metric
found in the literature was that of SI which measured a combination of the intensity
and number of edges in an image that were obscured by known challenging condi-
tions. However, in some cases, a few edges could be emphasised and the metric was
found to incorrectly state the quality of the image based on a few outliers. In the
next section, Spatial Entropy is introduced to overcome the identified limitations of
the other metrics..
4.4 Spatial Entropy
To overcome the identified limitations of SI brought about due to the Gaussian as-
sumption, we introduce a new metric that we call Spatial Entropy (SE).
4.4.1 Definition
Spatial Entropy models the intensity distribution of an edge-filtered image using
entropy. An image I is composed of pixels with a range of intensity values. Similarly,
the Sobel-filtered image is composed of pixels with a discrete set of possible intensity
values (i ∈ SobI). If the probability of observing any particular intensity value, i,
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in the Sobel-filtered image is given by P (i), SE is defined as [78]: Spatial Entropy
of a gray-scale image, I, is defined as the entropy of the distribution of intensities
in the Sobel-filtered image, Sob(I).Sob(I) is composed of pixels with intensities from
a discrete set of possible values i ∈ Ai. The probability of observing any particular
intensity value i in Sob(I) is given by P (i). SE of an image is defined as the entropy
of the ensemble of intensities in the image [78]:
SE(I) =
∑
i
P (i)log2
1
P (i)
(4.7)
and is expressed in average bits of information per observation (i.e. per image or sub-
image). By using entropy, no assumption on the shape of the distribution is made
for this metric. The entropy of an edge-filtered-image measures the variety of edge
intensity values without giving weight to the magnitude of the intensity values, as
happens with SI.
4.4.2 Contribution to Quality
SE measures the amount of structure in an image, which is a relevant metric for
feature-based methods of perception but has little relevance to area-based methods.
Setting a minimum threshold of SE can allow identification of when an image is
unlikely to be useful for applications using feature-based methods. Challenging con-
ditions such as dust and smoke are shown to reduce the value of SE.
SE can be used to help discriminate the challenging conditions that SI failed to iden-
tify. Furthermore, we show that combining SI and SE can contribute to discriminating
more situations. In situations where most features are behind the obscurant, SI and
SE both decrease and jointly confirm that features are being dimmed or lost (e.g.
see the Dust dataset). However, SI and SE disagreeing usually means the Gaussian
approximation of SI is not appropriate. For example if SI is increasing but SE is
decreasing, then some features in the environment are being obscured while others
are becoming more intense (as in Fig. 4.13).
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4.4.3 Experimental Results
Examples of the evolution of Spatial Entropy for both Dust and Smoke data sets are
shown in Fig. 4.14. The value of SE consistently decreases when dust appears and
Figure 4.14 – Evolution of SE for Dust (left) and Smoke (right), Visual (top row) and
IR Camera (bottom)
spreads for visual and infrared images and for smoke in visual images. Note that the
highest peaks in the amount of dust and smoke, as seen in Fig. 4.5, correspond to
the lowest points in the SE evolution, as observed in Fig. 4.14. Once dust and smoke
have cleared, SE returns to a nominal value corresponding to clear conditions. For
clear and unchanging conditions, such as seen in the first 8 seconds of both data sets,
the value of SE is stable.
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4.4.4 Discussion
Very low values for Spatial Entropy usually indicate that there is very little informa-
tion in the image. However, a black and white image of edges (e.g. a checker board)
may contain a great deal of useful information for perception but because it uses only
two values for intensity, its entropy will be very low. In natural environments such a
situation is extremely unlikely, making SE relevant on its own. However, it should be
noted that in this case the value of SI will be high. Therefore, both SI and SE can
be used in conjunction to differentiate such situations.
When conditions are clear, both SI and SE are stable. When smoke is covering most
of the image, including the tree in the foreground (e.g. at t = 50.7s in Fig. 4.14), this
corresponds to a clear drop in both SI and SE. However, when a thick cloud of smoke
is covering much of the background but passes behind the tree in the foreground (t =
33.9s), SI increases rapidly while SE decreases. Table 4.1 summarises the conditions
that can be discriminated by monitoring the relationship between SI and SE metrics.
Table 4.1 – The relationship in the evolution of SI and SE can be used to discriminate
situations.
Normal text: what happens in the image. Emphasised text: meaning in the case
of challenging conditions. ↗ and ↘ stand for “increases” and “decreases”, respec-
tively.
SI ↗ SI ↘
SE
↗
The amount of structure is in-
creasing.
The general amount of struc-
ture is increasing but some strong
edges are getting weaker.
Less Dust/Smoke present in front
of most of the objects.
Less Dust/Smoke present in the
background. There are objects in
front of the cloud.
SE
↘
The general amount of structure
is decreasing but some edges are
getting stronger.
The amount of structure is de-
creasing.
More Dust/Smoke present in
background. There are objects in
front of the cloud.
More Dust/Smoke present in
front of most objects.
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4.5 Sensitivity of SE Metric to Image Size
SE has been shown to be a useful way to evaluate the quality of image data for
UGV perception systems as it can be used to detect images that may cause failures
in perception. In Section 3.2.3, it was suggested that data should be evaluated and
preselected locally in order to retain regions of data that are considered to be good
quality while rejecting the rest. This is appropriate for a resilient system because
environmental conditions do not necessarily affect a whole image or a whole set of
sensor data. It has also been suggested that a local quality evaluation of sub-images
would benefit multiple modality UGV systems that have overlapping sensor data [19,
107]. In this case, the quality evaluation of one sensor can provide an indication of
the quality of another set of sensor data if an appropriate overlapping region is used.
For example, a laser range scanner and a image will overlap in an approximately
rectangular window [107].
This section explores the evaluation of the quality of images in more localised regions
(windows or sub-images) using SE. A sensitivity analysis is conducted to determine
the effect of modifying the window size on the response of SE in challenging conditions.
This analysis shows that SE is an appropriate metric to evaluate the quality of image
data for perception for small windows of image data as it responds to the environment
in a consistent manner despite the window size.
Experiments are performed for visual images in the presence of smoke clouds obtained
from a moving UGV in an open and unknown environment. Section 4.5.1 introduces
the data sets that are used to demonstrate the results and the method used to evaluate
local regions of an image. Section 4.5.2.1 and 4.5.2.2 discuss the results of changing
the image size on the value and evolution of quality and makes conclusions on the
limitations on effective window sizes. Section 4.5.3 discusses some outcomes from
these results.
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4.5.1 Method
The UGV collected infrared and visual image data in smoke conditions as it moved
through the environment. Each image was trimmed to obtain a range of smaller sized
windows. The quality of the image data contained in the window was evaluated using
the SE metric. Results are plotted over time.
Note that the mask that is applied in a Sobel filter is 3×3 pixels in size. Therefore, to
be able to calculate the SE metric (see Section 4.4.1) the image that is evaluated must
be at least 3 pixels in height and width. For this test, each image is progressively
trimmed from the full sized image down to a minimum width or height of 3 pixels
to evaluate the change that window size has on the SE metric. Two different shapes
were considered for this experiment, 1) square images, and 2) rectangular strips (hor-
izontal and vertical). The explanation and details of each will be presented in the
corresponding section.
A single data set of visual images is used in this section to quantify the effect of reduc-
ing the window size on the calculation of SE. Figure 4.15 shows some representative
images of the data set at different times. In this data set, the UGV starts driving in
clear conditions. After some time, a smoke cloud appears which steadily fills more
of the image. The effect of the cloud is a large drop in the quality of the image
as measured by SE. Empirically, the method has also been run on 3 other datasets
using the same camera, driven through a similar variety of challenging conditions.In
all cases the measured SE was qualitatively observed to respond in the same way to
the reduction in window size.
4.5.2 Experimental Results
The following section discusses the experimental results obtained for the quality of
image data when the images are progressively trimmed to smaller window sizes.
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(a) 11.5s (b) 17.5s (c) 21.5s
(d) 27.5s (e) 31.5s (f) 40s
Figure 4.15 – Representative visual images from a camera onboard a UGV in smoke
conditions.
4.5.2.1 Trimmed Square Windows
In this experiment, a central square of an image is extracted and the quality for this
particular window of image data is evaluated. Figure 4.16 demonstrates the central
square windows used for this experiment for an image at 17.5s. Figure 4.17 shows the
effect on the image quality of trimming the image window into these smaller squares.
The x-axis (width of strip) indicates the width of the image window in pixels. In the
figure, the largest window of the image (460 × 460 pixels) is on the very right and
an image window of 5 × 5 pixels is on the very left. For clarity in the figure, the
quality of smaller images are not shown because the quality reduces to zero. The
y-axis shows the time for the data set from 0 to 50 seconds. The z-axis shows the SE
quality measurement of the image data contained inside the image window.
The quality is shown to vary over time as the smoke is introduced into the environ-
ment. Note that at 30 seconds, the quality is the lowest and this corresponds to the
most smoke affected images as shown in Figure 4.15.
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Figure 4.16 – Examples of smaller square image windows centred in the middle of the
original image. The larges square corresponds to 450× 450 pixels and the smallest
corresponds to 50× 50 pixels
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Figure 4.17 – Spatial Entropy evolution for different sized Square Windows. The left
lower axis shows time in seconds. The right lower axis shows the width of the
window in pixels where the window becomes smaller from right to left. Except for
the evolution of the total image that is 640x480 pixels (shown on the very right),
the width and height of the sub-image are identical (i.e. a square). The z-axis
shows the Spatial Entropy measurement in bits.
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For window sizes greater than approximately 10 × 10 pixels, the measured quality
is consistent with that of larger images. During times of clear conditions, the image
quality is high, and when smoke is present, the image data quality drops. However,
as the size of the window drops below 10× 10 pixels, the quality measurement drops
significantly. At this point, the amount of SE computed on the image window is not
adequate to discriminate between different conditions.
The SE metric measures the entropy of the intensity values of pixels in a Sobel-
filtered image. The maximum quality corresponds to the histogram of these intensity
values being uniformly distributed. This means that all intensity values are equally
represented. In these experiments, the range of intensities of the grey-scale images is
a set of integers between 0 and 255, which means that the maximum value of the SE
is 8 bits of information. However, for small image sizes with a total number of pixels
less than 255, this maximum entropy value cannot be obtained.
Further experiments are conducted to determine the minimum window size that is
appropriate for measuring image quality using the SE metric. Figure 4.18 shows the
effect of image window size on quality measurements as the window size of an image
is reduced. The x-axis shows the window size of the square image. The y-axis shows
the quality of the image as measured by the SE metric. The red line in the figure
shows the maximum possible SE value for a square image for widths between 0− 50
pixels. Between 1 and 4 pixels wide, the SE value is 0 because there are no edges
that can be measured in this size of image using the Sobel filter. As the width of the
image increases, the maximum SE value increases until the image is 18 pixels wide,
which allows for an image of 16× 16 pixels once the Sobel filter is applied in the SE
algorithm. This corresponds to 256 total pixels that are used to calculate the entropy.
At this point, the maximum entropy (8 bits) can be theoretically attained because
there are enough pixels to allow for all possible intensity values to exist.
The same process was performed for 100 separate square images each with a width
between 1 − 50 pixels that were generated with random intensity values between
0 − 255. The SE value for each of these randomised images was calculated and the
average and first standard deviation were plotted in blue in Figure 4.18. The quality
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Figure 4.18 – The SE quality measurement for an 8-bit intensity image for small
window sizes. The x-axis shows the width of the square image in pixels. The
y-axis shows the quality measurement in bits. The red line corresponds to the
maximum possible value of SE given the window size. The blue line corresponds to
the expected value of SE given a random distribution of intensity values. The black
shaded region shows the distribution of quality for 100 images obtained from The
Berkeley Segmentation Dataset and Benchmark [83]. The black and green dashed
lines show the SE values for the 17.5s and 27.5s real-world images respectively (see
Figure 4.15).
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of these images with random intensity values converge to a maximum of 8 bits as the
image size increases.
100 real-world 8-bit grey-scale images were obtained from the The Berkeley Segmen-
tation Dataset and Benchmark [83]. While these images are diverse and reflect many
different scenes from nature and urban situations, most can be considered to have
been captured during clear conditions with good visibility. Each image was trimmed
to create a window size between 1−50 pixels. SE was calculated for each window and
the average and first standard deviation of the quality measured for all 100 Berkeley
images are shown by the black shaded region of Figure 4.18.
The same process was performed for two images from the smoke data set that was
captured onboard the UGV (refer to Figure 4.15). The black dashed line in Figure 4.18
shows the change in the calculated SE for the image at 17.5s (mostly clear image)
as a central square window is trimmed. Similarly, the green dashed line shows the
change in SE for the image at 27.5s (heavy smoke).
These results show that real-world images tend to have a lower SE measurement than
random data. This is to be expected because the values are obtained using a uniform
distribution, which is likely to provide high entropy. Besides, most images of the
real world contain some structure that includes regions of similar data (i.e. objects
in the scene will have the same colour, brightness etc). Therefore, there are fewer
edges than those generated by randomly distributed intensity values. These results
also show that small windows of an image typically have a similar quality to the
whole image in clear conditions. Similarly, the effect of low-visibility conditions on
the quality of images is reflected in the smaller windows of the image. Therefore, the
quality of small windows of image data can be evaluated using the SE metric because
different conditions can still be discriminated.
There is a minimum size of an image window that can be evaluated effectively for
quality that is dictated by the number of possible discrete intensity values. The
minimum number of pixels in the image (after Sobel-filtering) must be at least the
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Figure 4.19 – Example of Vertical and Horizontal Windows. The left image shows
progressively smaller vertical image windows with darker shading. The right image
shows a similar concept for horizontal windows
number of discrete intensity values available in each pixel.
(wPixels − 2)× (hPixels − 2) ≥ ni (4.8)
where wPixels and hPixels are the width and height of the image respectively, and ni
is the number of discrete values of intensity that are possible in the image. Once
this threshold is crossed, the quality values rapidly drops to zero with reduced image
size and so it is impossible to discriminate the quality of data at this level. Any
image with a size greater than this minimum appears to provide good discrimination
of image data using the SE metric.
4.5.2.2 Trimmed Vertical and Horizontal Windows.
Figure 4.19 shows example of trimming the data into vertical and horizontal strips.
The left image shows progressively smaller vertical windows with darker shading,
while the right image shows progressively smaller horizontal windows with a darker
shade. In this section, the effect of reducing the height and width of the image window
on the quality measurement are analysed.
Figure 4.20(a) shows the effect of reducing the sub-image width into vertical windows
centred in the middle of the original image. Figure 4.20(b) shows the effect of reducing
the height of the sub-image into horizontal windows centred in the middle of the
original image. Note that the image is 480 × 640 pixels so the vertical strip has a
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(a) Vertical (b) Horizontal
Figure 4.20 – Spatial Entropy evolution for different sized Vertical or Horizontal Win-
dows. The left lower axis shows the time in seconds. The right lower axis shows
the width of the window in pixels where the window becomes smaller from right
to left. The SE measurements on the very right of the graph (width of 640 pixels
for vertical windows and height of 480 pixels for horizontal windows) correspond to
the whole image. The z-axis shows the quality of the image data measured by the
Spatial Entropy metric in bits.
maximum width of 640 pixels while the horizontal strip has a maximum height of 480
pixels.
The results show that the vertical and horizontal image windows have a consistent
quality measurement compared to the larger image in clear and challenging conditions.
In smoke conditions, the structural information contained in the smaller windows is
reduced in a similar way to that of the whole image. Interestingly, even at a height
or width of 3 pixels, the amount of structural information given by SE in a windows
is comparable to that of the whole image. The rapid convergence to a low quality
value that was observed for small square windows is not seen here. This is because,
even at the lowest width or height of an image, the total number of pixels is greater
than the possible intensity values and so the structure that is found in a normal clear
environment is sufficient to provide a reasonable measurement for quality.
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Figure 4.21 – Example of Vertical and Horizontal Windows.
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4.5.2.3 Trimmed Vertical and Horizontal Windows
Due to environmental considerations associated with real-world UGV conditions, the
evolution of the Spatial Entropy of a thin horizontal window is not as well matched
to the evolution of the whole image as was the case for a thin vertical window.
Figure 4.21 is used as a simple explanatory example. The vertical window (blue)
contains a sample of the environment that includes grass, cement and a table, path,
building and window. However, the horizontal window (red) contains only grass.
While certainly not always true, typically for a UGV, the vertical window will better
represent the information in a whole image while a horizontal window is more likely
to have a homogeneous sample of the environment. As the height of the horizontal
window is reduced, there is a slight average decrease (in the order of 0.3 bit) that is
due to a reduction in environmental variety contained in the window.
4.5.3 Outcomes for Resilient Perception
Spatial Entropy can be used to measure the quality of image data for a large range
of image sizes. This allows for a local evaluation of image data within a larger image.
Then, subsets of good quality data can be preselected for perception. A secondary
benefit of evaluating the quality of images locally is that the appearance of challenging
environmental conditions can be detected earlier than from a larger image. This is
because, if only a small region of data is corrupted, the measured quality of the larger
image will still be high.
As example, Figure 4.22 shows two local square windows of 80×80 pixels (red on the
left and green on the right). In Figure 4.22(a), the quality of each square is plotted
and compared to that of the whole image (in blue). Two representative images are
shown in Figures 4.22(b) and 4.22(c) corresponding to 13.5 seconds and 17.5 seconds
in the data set respectively. At 13.5 seconds, there is no smoke and the quality
measurements of all three squares is similar. At 17.5 seconds, smoke has appeared
on the left of the image and is mostly filling the red square. At this time, there is a
significant drop in the quality of the red square while it takes another few seconds for
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the quality of the whole image (blue) and the other local square (green) to drop due
to the smoke. This shows that we can localise regions of low quality by considering
small windows. Additionally, we can identify and react to a drop in quality in a
local region well before the quality measurement of the whole image responded to the
smoke.
4.5.3.1 Conclusion
There are two key factors to consider when reducing the field of view by considering
windows of an image. Firstly, in normal conditions, the environment that is viewed in
a sub-image needs to contain structure that can be measured by a camera. Secondly,
the sensors need to be capable of perceiving and measuring this environmental struc-
ture that exists in the window. Within a window, the resolution (number of pixels)
is reduced and the variety of the environment is reduced as well. Therefore, the size
of a window will be limited by the ability to detect changes in the environment above
the noise floor of the sensor.
4.6 Conclusion
This chapter proposed an experimental study of quality metrics that can be applied
to visual and infrared (IR) images acquired from cameras onboard a UGV. The rel-
evance, in the context of UGV applications, of various visual metrics that can be
found in the literature of the television and video industries was discussed. Metrics
were evaluated on data collected by a UGV in clear and adverse environmental con-
ditions for perception, represented in this chapter by the presence of airborne dust
or smoke. The metrics were evaluated for their effectiveness in detecting challeng-
ing environmental conditions and identifying their impact on sensing data quality for
UGVs.
A novel metric, Spatial Entropy (SE), was introduced to overcome some identified
limitations of these metrics. SE was evaluated using data sets captured by a moving
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(a) SE evolution of three windows shown. Blue - whole image. Red -
80x80 window towards left of image. Green - 80x80 window towards
right of image.
(b) Image at 13.5 seconds (c) Image at 17.5 seconds
Figure 4.22 – Illustration of the benefit of using local image quality analysis to detect
the appearance of smoke. (b) and (c) show samples of the full image (surrounded
by blue), and 2 representative windows (red and green squares), at 13.5 and 17.5
seconds into the dataset respectively. These times correspond to the bold dashed
lines in (a), which illustrates the evolution of SE over time for these 3 different
windows.
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UGV in challenging conditions. A local window analysis was conducted where small
regions of image data were evaluated in clear and challenging conditions. A minimum
threshold in image size was identified that depended on the number of pixels and the
number of discrete intensity values. At sizes larger than this threshold, small windows
of image data in typical environments maintained consistent readings with the larger
image in these conditions. The use of smaller windows in the image data allows for
resilience because specific regions of data can be preselected so there is a greater
chance of data being available for the perception system in challenging conditions
and poor quality data that might provoke a failure can be identified earlier.
In the following Chapter 5, the proposed framework for sensor data evaluation and
rejection from Chapter 3 will be applied using the concepts of data quality evaluation
gained in this chapter. A real-world UGV perception application utilising visual and
infrared cameras for localisation estimation will be tested in adverse environmental
conditions and the resilience to those conditions will be enhanced using the proposed
framework.
Chapter 5
Selective Combination of Visual and
Thermal Imaging for Resilient
Localisation in Adverse Conditions
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5.1 Introduction
In this chapter, the proposed resilient perception framework for camera-based locali-
sation is implemented. Visual and infrared imaging are combined in a Visual-SLAM
algorithm to achieve localisation. The quality of data provided by each sensor modal-
ity is evaluated prior to data combination using the SE metric proposed in Chapter 4.
This evaluation is used to discard low-quality data, i.e. data most likely to induce
large localisation errors using the framework proposed in Chapter 3. In this way,
perceptual failures are anticipated and mitigated. An extensive experimental evalua-
tion is conducted on data sets collected with a UGV in a range of environments and
adverse conditions, including the presence of smoke (obstructing the visual camera),
fire, extreme heat (saturating the infrared camera), low-light conditions (dusk), and
at night with sudden variations of artificial light. A total of 240 trajectory estimates
are obtained using 5 different variations of data sources and data combination strate-
gies in the localisation method. In particular, the proposed approach for selective
data combination is compared to methods using a single sensor type or combining
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both modalities without pre-selection. The proposed framework is shown to allow for
camera-based localisation resilient to a large range of low-visibility conditions.
This chapter is divided into the following sections. First, Section 5.2 presents the
Visual-SLAM localisation algorithm used in this application. Second, Section 5.3
presents the data requirements for the Visual-SLAM algorithm and Section 5.4 presents
the implemented framework for selecting image data to mitigate failure of the percep-
tion system. Section 5.5 presents the experimental platform and the collected data
sets. Finally, Sections 5.6 and 5.7 give the results and conclusions respectively.
5.2 Multiple-Modality Camera Localisation Appli-
cation
This section describes the Visual-SLAM algorithm based on visual and infrared cam-
eras. Section 5.2.1 discusses required background of visual localisation. Sections 5.2.2
and 5.2.3 introduce the adopted localisation algorithm and its implementation. Sec-
tion 5.2.4 describes how the performance of the localisation estimation is evaluated
for this experiment.
5.2.1 Background
Monocular-SLAM is the problem of concurrently estimating the structure of the sur-
rounding world (themap) while getting localised in it, using a single projective camera
as the only exteroceptive sensor. This problem was successfully solved, using a filtered
solution, with the work of Davison [31] and the inverse-depth landmark parametrisa-
tion (IDP) in [84].
Multicamera-SLAM involves fusing information from different cameras mounted on
the same vehicle. When the cameras have similar properties such as spectral range,
field of view or distortion, fusing their information requires the data-association prob-
lem to be solved. The common way to solve this problem is to match visual features
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in the image space. From the SLAM point of view, matching features can be done
as a preprocessing step to initialise 3D points in the map, e.g. Stereo-SLAM [64], or
as a data-association step to update landmarks already contained in the map, e.g.
Bicam-SLAM [124], or even a combination of both methods [103]. On the other hand,
matching features between corresponding images is not always possible for multiple
modalities of sensing (i.e. with very different properties such as for visual and IR cam-
eras). Nevertheless, these cameras may still contribute independently to the vehicle’s
localisation and share the same map.
5.2.2 Algorithm
The core algorithm of this application is a landmark-based EKF-SLAM with inverse-
depth parametrisation (IDP) based on [124]. Let us consider a visual and an IR
camera. The state-space vector is given by:
X> =
[
R> Lvis1> . . . LvisN> Lir1> . . . LirM>
]
, (5.1)
where R represents the current robot pose, Lvisi is the ith landmark of the visual
camera and Lirj is the jth landmark of the IR camera, both parametrised as IDP. The
cameras are intrinsically and extrinsically calibrated, therefore both independently
update the robot pose. Note that the same algorithm is applied when using a single
camera, but IDP landmarks are extracted from only one image modality.
The cameras are the only sensors used to estimate the robot trajectories, for this
reason, a 6-DOF1 constant velocity model is adopted to predict the motion (as defined
in [124]). The predicted robot pose is given by R+ = f(p,q,v, ω, a, α,∆t), where p is
the robot position, q the orientation quaternion (systematically linearised), and v and
ω are the linear and angular velocities respectively. At each time step, perturbations
a, α ∼ N (0;σ2v, σ2ω) add variances to the linear and angular velocities proportionally
to the elapsed time ∆t.
1Degrees of freedom
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A common issue with Monocular-SLAM is that motion estimates and map structure
can only be recovered up to scale, due to the projective nature of a single camera [31].
The solution obtained using two different cameras, with no landmarks in common
and no aid of other sensors, is similarly subject to scale since there is no direct data
association between the features of the two cameras.
The IDP is encoded by the direction vector from the current camera position c0 to
the observed point `, with just elevation and azimuth angles (ε, α) of the observed
optical ray joining c0 to `. When these angles are appended with the inverse of the
distance ρ = 1/d, the result is a 3D point in modified polar coordinates, (ε, α, 1/d).
Adding the current camera position c0 as an anchor to improve the linearity leads to
the 6D-vector Lcam =
[
c0 ε α ρ
]
>. Note that during the initialisation ρ must be
provided as a prior.
5.2.3 Feature Extraction and Map Management
In the proposed framework, different sensing modalities (i.e. IR and visual cameras)
contribute independently to the overall vehicle localisation because data are not being
associated between them. This is done by sharing the same map in a Bicam-SLAM
algorithm. As images become available from each sensor, sparse interest points (fea-
tures) are extracted using SIFT detectors and matched using SIFT descriptors [75]
using the 8-bit gray-scale images from each sensor. SIFT features between visual
and IR images are not matched in the process, as their appearance descriptor is very
different. These features parametrised as IDPs are stored in the EKF map. Although
the input processes are independent, the features from each camera become corre-
lated, meaning that an update from an IR image will correct the mapped locations
of visual features.
To ensure approximately uniform sampling, each image is divided in a regular grid
and features are randomly selected within this grid. In order to keep the computa-
tional complexity bounded, the algorithm keeps a maximum number of landmarks.
The feature set of each sensor modality has an unique identifier and is maintained
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Figure 5.1 – Perception system architecture for multimodal camera localisation using
a visual and an IR camera.
separately from other modalities, although all features are still stored in the same
map. Therefore, each sensor always maintains a fixed number of features. As a given
modality image becomes available, the mapped featured are used to correct the po-
sition of all the landmarks in the map together with the current 6D robot pose. The
scale is recovered using the velocity information from an onboard IMU outside the
filter.
As proposed in [32], the Gaussian expectation of the visible mapped points is used to
reject outliers in the sensor frame. The Gaussian expectation is defined as the ellipse
E = N (u− e;E), where u is the measured pixel position, and e and the matrix E are
the mean and covariances of the expected position in the image. E is usually gated at
3σ, giving place to an elliptic region in the image where the landmark must project
with 99% probability. Note that there is no need to apply expensive outlier rejection
algorithms, such as RANSAC [43], because the Gaussian expectation already accounts
for most of the wrong SIFT matches.
Unstable and inconsistent landmarks are deleted from the map to avoid map over-
population and corruption. Unstable refers to landmarks that are expected but not
observed, and inconsistent refers to those landmarks that are observed but lie outside
the 3σ bound defined by E . Based on the ratio of unstable and inconsistent landmarks,
the decision of a landmark being deleted is taken. To make the algorithm faster and
because the interest is in the localisation and not in the mapping, landmarks that
have not been observed for a certain time are also deleted. In consequence, loop
closures are unlikely to happen automatically and there is no strategy to explicitly
enforce them.
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5.2.4 Evaluation of Localisation Performance
The performance of a localisation application can be evaluated by comparing the esti-
mated trajectory to a reference trajectory. The accuracy of an estimated trajectory is
given by the difference in pose δPest with the reference δPref , δP = ||δPest − δPref ||.
However, an error at the start of the trajectory will cause a large δP at the end, even
if the estimation was locally accurate for the remainder of the experiment. There-
fore, in this work, the evaluation is performed by comparing the reference and esti-
mated trajectories locally as suggested in [21]. The relative local difference in pose,
δPdt = ||δPest(t+dt) − δPref(t+dt)||, between the two trajectories is calculated for each dt
along the trajectory (Fig. 5.2). The mean of local differences provides a measurement
(γ) of the accuracy of that trajectory estimation:
γ =
1
N
tN∑
t1
δPdt , (5.2)
where N is the number of local differences, δPdt, for the duration of an experiment. By
considering relative changes in pose between the reference and estimated trajectories,
the problem of accumulation errors is mitigated and the performance at specific times
of the run can be quantified. The variance and distribution of δPdt for a run can also
provide insight into the overall performance of the localisation application.
Figure 5.2 – Local errors in pose (δPdt) are evaluated by computing the relative changes
in pose between the reference and the localisation estimation over a short period of
time dt [21].
It should be noted that it is not always suitable to compare the performance of lo-
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calisation between different experiments. Different environments (e.g. indoor, urban,
unstructured), the duration of the experiment, the velocity and the pattern of motion
of the robot (e.g. travelling in straight line, turning, rolling) will have an effect on
the overall performance of the localisation. However, it is appropriate to compare the
performance of different localisation methods during the same experiment.
Depending on the application, any robotic system may have particular requirements
on the accuracy of the localisation estimates. If such requirements are not met, this
can be considered as a localisation failure. For example, the MER UGV introduced
in Section 2.1.2.3 required an error between the localisation estimate and the true
trajectory of no more than 10% every 100m [82]. The MER requires high accuracy
in the localisation because of the irreversibility of any critical failure when operating
on another planet (i.e. if it crashes, there is no way to perform physical repairs). The
accuracy requirements for the localisation of the UGV employed in this chapter are
less constrained. The velocity of the platform used here is 2 orders of magnitude faster
than the nominal speed of the MER (approimately 1000m/h compared to 10m/h)
and has a larger wheel diameter than the MER (530mm and 250mm respectively)
meaning that objects can be larger before they are considered to be obstacles. Thus,
in this chapter we consider that the localisation is in a failure mode (Failureloc) when
the error between the local pose estimate (δPest(t+dt)) and the reference (δPref(t+dt))
is higher than 20%.
Failureloc(t) ≡ ||δPest(t+dt) − δPref(t+dt)||||δPref(t+dt)|| > 20% (5.3)
Note that failure can occur at any time during the trajectory estimation (and many
failures may occur in a single run). In this chapter, the failure rate will be given as
a percentage of the local estimates that failed to satisfy the accuracy requirement in
each data set. By preselecting data that is likely to cause a localisation failure, we
show that the failure rate can be significantly reduced.
The next section specifies the implementation of image data quality evaluation for
multi-camera localisation estimation.
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5.3 Image Quality Evaluation and Automatic Data
Selection
As discussed in Chapter 3, the link between the data quality and the performance
of the perception system needs to be established in order to anticipate failure. The
challengingMode (see Section 3.2.2) is when the sensor data is low quality and likely to
cause a failure. The main source of localisation error in the Visual-SLAM algorithm
used in this work lies in the extraction, selection and matching of features in the input
images. Any errors in SIFT matching will propagate through the system (see Fig. 5.1)
and are most likely to have an impact on the accuracy of the estimated trajectory.
Therefore, anticipating and mitigating these errors is a fundamental requirement for
resilience.
While internal mechanisms are used to find coherent matches, eliminate outliers and
thereby reduce the error (as described in Section 5.2.3), these methods are not always
sufficient. Chapter 4 suggested that the SE of an image could be used to evaluate the
quality of image data for feature-based methods (FBMs) of perception, particularly
in low-visibility conditions.
In Section 5.3.1, the performance of feature matching using state-of-the-art outlier
rejection techniques is evaluated in low-visibility conditions by using stationary cam-
eras in a controlled test environment. In Section 5.3.2, a link between image quality
and SIFT matching errors is established. Subsequently, it is shown in Section 5.3.3
that discarding low-quality data prior to feature matching mitigates matching errors.
5.3.1 SIFT-Matching Errors in Low-Visibility Conditions
Data from [109] were used to evaluate experimentally the performance of SIFT match-
ing in low-visibility conditions. These data sets are the same as used for the metric
evaluations in Chapter 4. Stationary cameras were set to view a static test envi-
ronment. Environmental conditions were initially clear, meaning that visibility was
considered high for both the visual and infrared cameras. This corresponds to daytime
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conditions with no environmental phenomena such as fog, smoke or airborne dust. An
obscurant was then introduced that reduced the visibility of one of the sensors. Such
obscurants included smoke clouds (obscuring the visual camera sensing), and hot air
and flames (affecting the IR camera sensing). For clarity, a representative data set
using a visual camera in the presence of smoke conditions is used for the remainder of
this section. Fig 5.3(a) and Fig. 5.4(a) are representative images of clear and smoke
conditions, respectively.
(a) Original Visual Image (b) SIFT matches in
consecutive images.
(c) MAPSAC-filtered
matches.
Figure 5.3 – SIFT matching between visual images in clear conditions. All SIFT
features are represented by yellow crosses. The SIFT matches between two con-
secutive images are represented by a yellow line that connects the position of the
match with the position of the original feature in the previous image (i.e. long
yellow lines indicate large matching errors, since the camera is static).
The implementation of VLFeat library [142] was used for SIFT extraction and match-
ing. In the static test environment, ground truth is available since correctly matched
features are in the same pixel location in consecutive images. Therefore, matching
errors were calculated by measuring the absolute distance between matched features
measured in pixels. The average of all the individual matching errors in an image
provides a single value of matching error per image.
Images in smoke conditions (see Fig. 5.4(b)) illustrate that the presence of low-
visibility conditions cause many wrong associations in the SIFT-matching algorithm.
The top row of Table 5.1 shows the average matching error for the whole data set
and the average matching error for the data set divided into periods of clear and for
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(a) Original Visual Image (b) SIFT matches in
consecutive images.
(c) MAPSAC-filtered
matches.
Figure 5.4 – SIFT matching between visual images in smoke conditions. All SIFT
features are represented by yellow crosses. The SIFT matches between two con-
secutive images are represented by a yellow line that connects the position of the
match with the position of the original feature in the previous image (i.e. long
yellow lines indicate large matching errors, since the camera is static).
Table 5.1 – Mean Matching Error (in pixels) over time for the representative smoke
data set after applying different techniques of outlier rejection to the output of the
SIFT matching algorithm. The error is also calculated separately for periods of
clear and smoke conditions.
Outlier Rejection Mean Error in pixels (variance)
Method Total DataSet
Clear Condi-
tions Only
Smoke Condi-
tions Only
None 33.3 (1044) 1.71 (0.3) 46.3 (900)
Gaussian Expectation 0.38 (0.03) 0.36 (0.004) 0.41 (0.06)
RANSAC 1.93 (9.20) 0.42 (0.0008) 2.56 (11.7)
MSAC 1.81 (8.82) 0.42 (0.0007) 2.38 (11.4)
MAPSAC 1.68 (11.76) 0.32 (0.0015) 2.25 (12.6)
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periods of smoke. Smoke causes a major increase in the mean matching error (46.3
pixels compared to 1.71 in clear conditions).
In the camera localisation technique implemented in this chapter, outliers are rejected
by finding inconsistent matches using the Gaussian expectation of visible mapped
points (see Section 5.2.3 for details). This method requires the 3D position of the
features and a prediction of the camera motion. In this test, since the camera is
static, the velocity in the motion model is set to zero and the features are initialised
at ρ = 0.25 (see Section 5.2.2); therefore the features are projected into the image at
the same position. Table 5.1 shows that in clear conditions, the Gaussian expectation
eliminated most of the outliers and improved on SIFT matching alone with a mean
matching error of 0.36 pixel. The maximum matching error during clear conditions
was 0.66 pixel. During times of smoke, this consistency check also improved on SIFT
matching alone with a mean matching error of 0.41 pixel. However, in those condi-
tions, the maximum matching error was 5.1 pixels, and there were 24 images where
the average matching error was greater than 2 pixels, indicating that the Gaussian
expectation can fail if a significant amount of smoke is present in the environment.
Note that in some extreme cases of smoke the Gaussian expectation eliminates all
matches. These cases were not included in the table since no error can be computed.
In typical UGV perception systems that match features, matches will not be found
in the same pixel location of an image as the UGV moves through the environment.
The Gaussian expectation technique has a prior assumption of no egomotion and
the vehicle is not moving. This will positively bias the accuracy of matches that are
detected. Therefore, it is appropriate to evaluate other techniques that filter matched
points and are not limited by this assumption. In the literature, other outlier rejection
techniques such as random sample consensus, i.e. RANSAC [43] or more recent
variants, are often used to eliminate wrong associations such as those produced by
SIFT matching. The performance of RANSAC, MSAC [135] and MAPSAC [134] in
low-visibility conditions was evaluated with the fundamental matrix model, calculated
with the normalised 8-point algorithm [53]. For conciseness, in the remainder of the
section only the best results obtained when varying the parameters of each technique
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are shown.
A thorough search (10, 000 iterations) was run for each set of matched SIFT features
to obtain a coherent subset of matches from the stationary data sets. Figs 5.3(b)
and 5.3(c) show a representative example where MAPSAC successfully removed the
incorrect matches in clear conditions. Fig. 5.4(c) shows matched features kept after
applying MAPSAC in smoke conditions. In this representative image, although MAP-
SAC eliminated many outliers, some incorrectly associated features were retained as
inliers. Table 5.1 shows the average matching error obtained with RANSAC, MSAC
and MAPSAC in clear and smoke conditions. While these performed very well in
clear conditions, at times of smoke significant errors can be observed. Note that the
best performance of the RANSAC variants was obtained with MAPSAC.
These outlier rejection techniques rely on the availability of a sufficient proportion of
correct matches to obtain coherence in the data. In low-visibility conditions, coherent
groups of matches can be found from biased subsections out of the large number of
incorrect matches. Therefore, state-of-the-art outlier rejection techniques are unable
to sufficiently mitigate the effect of low-visibility conditions on feature matching.
Consequently, anticipating situations with large SIFT-matching errors is beneficial
to obtain a SIFT-based localisation resilient to low-visibility conditions. This can
be done using SE to evaluate the quality of the image. The next section specifically
establishes the link between SE and SIFT-matching error.
5.3.2 Data Evaluation to Anticipate SIFT-Matching Errors
Chapter 3 discussed the link between data quality and the performance of a perception
system based on images from cameras. Here, Visual-SLAM is the proposed perception
application. Our Visual-SLAM approach is an FBM, as it first detects SIFT features
and then matches these features between consecutive images to estimate changes in
the robot pose. As suggested in Chapter 4, SE and dSE are relevant metrics to
evaluate the quality of images used for FBM field robotic perception applications as
they respond to obscurants in the environment and lack of features in the scene.
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In this section, thresholds are identified that are appropriate for the quality metrics
in order to discard low-quality data prior to the localisation algorithm, allowing for
the data pre-selection mechanism. The top plot in Fig. 5.5 shows the evolution of
Spatial Entropy over time in the smoke data set used in the previous section, while the
middle plot shows the SIFT matching errors. The data set is initially clear for about
15s (220 total images), after which smoke is introduced and is highly variable for the
next 77s (930 total images). Note that at 15s, the value of SE drops considerably as
the presence of smoke begins to be significant and there is a corresponding increase
in the SIFT matching error.
Supervised learning was used to quantify the link between the SE of images and
the matching error, using the controlled static data sets for training. Images were
labelled as providing poor quality data when the average matching error was found
to be higher than the error in clear conditions plus two standard deviations. On
the contrary, when the matching error was lower than this, images were labelled as
providing good quality data.
Figure 5.5 – Static visual camera data in the presence of smoke. Smoke is present
between t = 15s and t = 77s. Top: the evolution of Spatial Entropy over time.
Bottom: the corresponding average matching error (pixels) of all the SIFT matches
found between consecutive images.
Receiver operating characteristic (ROC) curves [48] were generated by varying the
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Figure 5.6 – ROC illustrating the predictive power of SE for SIFT-matching error.
The ROC curves were generated by varying the value of the SE threshold on visual
images (blue) and IR images (red) for the stationary data sets used in Section 5.3.1.
The selected values, providing the best ratio of true positive to false positive, are
shown at the top-left corner: TSEV is = 4.13bits and T
SE
IR = 4.60bits.
value of SE and dSE for the stationary data sets to obtain thresholds that provided
the best ratio of true positive rate (TPR) to false positive rate (FPR). This method
was performed for a number of stationary data sets to determine the values that
would be used to discard data in operation. The ROC curves obtained by varying
SE for the two data sets used in Section 5.3.1 are shown in Fig. 5.6. The curves show
that evaluating SE allows us to anticipate SIFT-matching errors. The thresholds
obtained are: T SEV is = 4.13bits on SE and T dSEV is = 0.41bits on dSE for the visual
images, T SEIR = 4.60bits on SE and T dSEIR = 0.35bits on dSE for the IR images. These
thresholds were used to decide whether images should be used in the localisation
algorithm. Images with values of SE below T SE and dSE above T dSE were considered
to be low quality data, likely to generate errors. Therefore, they were discarded before
SIFT extraction and matching. This decision rule was also used when evaluating
quality locally (i.e. on sub-images).
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(a) MAPSAC-filtered
matches.
(b) MAPSAC-filtered SIFT
matches after SE quality eval-
uation.
Figure 5.7 – SIFT matching (in yellow) between visual images in smoke conditions.
(a) corresponds to Fig 5.4(c) (reproduced for convenience).
5.3.3 Data Pre-Selection and SIFT-Matching Errors in Low-
Visibility Conditions
The matching errors obtained with the outlier rejection techniques in the smoke data
set were evaluated after applying quality-based data pre-selection using the threshold
values above. Images were divided into 10× 10 regions and SE was evaluated locally.
Features were discarded if they were located within regions of the image that were
considered low quality. As in Section 5.3.1, the remaining features were then matched
between consecutive images and outliers were rejected using the Gaussian expecta-
tion, RANSAC, MSAC and MAPSAC respectively. These results are illustrated with
MAPSAC, since it provided the lowest matching errors of the RANSAC variants, as
indicated in Section 5.3.1. Fig. 5.7(b) shows an example of result, obtained for the
same sequence as in Fig. 5.4. In this representative image in smoke, thanks to the
pre-selection of data MAPSAC, was actually able to remove all the incorrect matches.
This is to compare with Fig. 5.7(a) (reproduced for convenience), where MAPSAC
was applied without data pre-selection.
The use of the SE quality metric to pre-select image data is found to improve the final
matching results between many smoke images. The bottom plot of Fig. 5.5 shows the
evolution of the SIFT matching error over time after features have been eliminated
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(a) Gaussian expectation (b) MAPSAC
Figure 5.8 – SIFT matching errors after outlier filtering from a static visual camera
in the presence of smoke. Smoke is present during 15 − 77s. Top: the average
matching error (pixels) between Gaussian expectation (left) and MAPSAC (right)
filtered SIFT matches between consecutive images. Bottom: the average matching
error (pixels) between Gaussian expectation (left) and MAPSAC (right) filtered
SIFT matches between consecutive images after features have been filtered using
SE.
using the quality evaluation. The top plots in Fig. 5.8 show the evolution of matching
error after outliers are rejected using the Gaussian expectation and MAPSAC. The
bottom plots show the corresponding evolution of matching error when SE has been
used to eliminate features prior to matching and then rejecting outliers. In all cases,
there is a general reduction in matching error during times of smoke. Note that when
the graphs indicate zero error, this is because there were no inliers, or no matches
left after the quality evaluation. Table 5.2 shows the mean matching errors after
quality-based data pre-selection for the smoke data set compared to the matching
errors obtained in Section 5.3.1. Errors are shown separately for the total data set,
during times of clear and smoke conditions. In these columns, the average error is
only calculated for images where both methods find inliers. The table shows that
generally the matching error in smoke is improved using the quality evaluation and
at the very least, performs as well as the other methods. The cases where no inliers
were found are discussed below.
The final column of Table 5.2 shows the matching errors in the smoke data set when
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images were entirely rejected by the data pre-selection. This meant that no inliers
could be found by the outlier rejection techniques during these times because no
features were available to them. In these cases no matching error can be calculated.
On the other hand, without quality evaluation, the outlier rejection methods generally
were able to find some inliers, however, large errors can be observed at these times.
The quality evaluation has anticipated this and stopped the errors from occurring in
the first place. This can be observed in Figs. 5.8(a) and 5.8(b) where the major spikes
of matching errors have been reduced or eliminated.
Table 5.2 – Mean Matching Error (in pixels) over time for the representative smoke
data set after applying different techniques of outlier rejection to the output of the
SIFT matching algorithm.
Outlier
Rejection SE
Mean Error in pixels (variance)
Method Total Data Set Clear Condi-
tions Only
Smoke Condi-
tions Only
Whole Image
Rejected by SE
None - 33.3 (1043) 1.71 (0.3) 46.3 (900) 105.8 (1280)Yes 27.1 (771) 1.63 (0.3) 37.7 (714) N/A
Gaussian - 0.38 (0.03) 0.36 (0.004) 0.41 (0.06) 1.64 (25.3)
expectation Yes 0.39 (0.03) 0.35 (0.003) 0.42 (0.06) N/A
RANSAC - 1.93 (9.10) 0.42 (0.0008) 2.55 (11.6) 9.9 (92.2)Yes 1.60 (7.68) 0.41 (0.0006) 2.10 (10.1) N/A
MSAC - 1.79 (8.71) 0.42 (0.0007) 2.36 (11.2) 9.8 (88.8)Yes 1.54 (7.86) 0.41 (0.0008) 2.01 (10.4) N/A
MAPSAC - 1.68 (11.76) 0.32 (0.0015) 2.25 (15.6) 11.7 (130.4)Yes 1.51 (9.74) 0.31 (0.0013) 2.01 13.0 N/A
5.3.4 Conclusion
In this section, low-visibility conditions were shown to strongly affect SIFT feature
matching, and that state-of-the-art outlier rejection techniques can be insufficient in
these situations. By pre-evaluating the quality of image data, matching errors can be
anticipated, which will result in the mitigation of many matching errors.
It is noted that in this process of data selection, some good quality data can be
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discarded. Further, at times of extreme low-visibility entire images might be rejected,
resulting in the absence of data from the corresponding camera. For example, if smoke
covers the full field of view of the visual camera, no visual feature will be available
to the localisation algorithm. In these situations, the use of complementary sensing
modalities allows us to maintain a flow of input data to feed the camera localisation
algorithm, which is essential for resilience. In our previous example of smoke, features
will still be available for localisation thanks to the IR camera. In the remaining
sections of this chapter, the proposed approach of data pre-selection is implemented
for the described localisation application on a mobile robot equipped using a visual
camera and an IR camera.
5.4 Implementation: Framework
Figure 5.9 – Proposed framework for resilient camera localisation using visual and
IR cameras. A step of evaluation and selection of the image data occurs prior to
localisation estimation (blue box). The heterogeneous sensor data are not fused
directly but independent features are stored in a common map.
A block diagram of the complete perception system, including data quality evaluation
and selection of visual and IR images prior to the vehicle localisation estimation, is
shown in Fig. 5.9. This is based on the data quality preselection and reconfiguration
framework developed in Chapter 3. Quality evaluation and consequent selection of
the image data are performed for both sensors to enable resilient perception in low-
visibility conditions. Additionally, a local analysis of data quality is used, i.e. the
images are partitioned and then each sub-image is evaluated independently. Fig. 5.10
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shows examples of this local quality evaluation on pairs of visual and IR images, taken
at night, and in the presence of smoke.
In the process of data pre-selection, only local regions of data (i.e. sub-images) are
discarded. The rest of the images will still be used by the localisation algorithm. This
is particularly useful when low-visibility conditions only affect a portion of an image
(see the left image of Fig. 5.10(b), for example). The availability of larger amounts of
discriminative data will usually lead to higher performance of perception algorithms,
as will be shown in Section 5.6. This also highly reduces the chance that no data are
available to the perception algorithm at a given time, an event that may be more likely
if entire images are discarded. In addition, local analysis allows for better spatial and
temporal responsiveness to low quality data within images. Inappropriate data can
be identified earlier than what is possible when evaluating entire images when the
quality of the whole image remains statistically high. As discussed in Section 4.5.2.1,
the number of pixels contained in each local region of image data after a Sobel Filter
is applied is significantly greater than the number of discrete intensity values in the
image. In this case, the images are cut into 10× 10 windows which each contain over
3000 pixels.
In this work, both IR and visual cameras are sources of image data for the localisation
application. The experiments in Section 5.6 evaluate and compare a range of localisa-
tion methods considered here. All methods are based on the Visual-SLAM algorithm
described in Sections 5.2.2 and 5.2.3 but use different sources of data, or different
strategies for combining those sources. These methods are defined and named as
follows:
• Visual Camera Localisation (Vis.Loc) estimates the vehicle pose using one visual
camera only.
• Infrared Camera Localisation (IR.Loc) estimates the vehicle pose using one IR
camera only.
• Multiple-Modality Camera Localisation (MM.Loc) combining the landmarks ex-
tracted from both sources, without any data quality evaluation or pre-selection.
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(a) Nighttime with artificial lighting
(b) Daytime with smoke cloud
Figure 5.10 – Visual (left) and IR (right) images, at night with some artificial light-
ing (top), and during the day in the presence of a smoke cloud (bottom). The
bold red squares indicate regions of poor quality data as identified using the SE
metric. The pink crosses and corresponding numbers show SIFT features that are
matched within the Visual-SLAM algorithm. The red and green ellipses illustrate
the uncertainties of the landmark positions.
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• Selective-Multiple-Modality Camera Localisation (SMM.Loc) also combines data
from both sensing modalities, but only after evaluating image quality and re-
jecting poor-quality images accordingly (see Fig. 5.9). Data quality evaluation
and pre-selection is made on entire images (i.e. globally w.r.t. the image).
• Locally-Selective-Multiple-Modality Camera Localisation (LSMM.Loc) combines
data from both sensing modalities after data quality evaluation and pre-selection
as well, but evaluation and selection is achieved on sub-images (i.e. local regions
within the image). In this work, each original input image was partitioned into
10× 10 sub-images.
Table 5.3 summarises the differences between the methods.
Table 5.3 – Localisation using different strategies of image data combination.
Method Visual Infrared Data Selection Method
Vis.Loc 4 X X
IR.Loc X 4 X
MM.Loc 4 4 X
SMM.Loc 4 4 4(Global)
LSMM.Loc 4 4 4(Local)
5.5 Experimental Platforms and Data Sets
This section describes the platform and data sets used for the experiments in this
chapter.
5.5.1 Shrimp UGV Platform
The ACFR Shrimp platform (Fig. 5.11(a)) is based on the Segway RMP 400 module.
It is equipped with multiple sensor modalities, including a Novatel RTK2 dGPS/INS
2Real-Time Kinematic
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(a) Shrimp (b) Sensor frame
Figure 5.11 – The Shrimp robot and its sensors.
SPAN3 unit, composed of a Novatel ProPak-G2plus GPS receiver and a Honeywell
HG1700 AG17 IMU. It provided the 6-DOF reference localisation (with an average
2cm global accuracy) used in the experimental validation.
A Raytheon Thermal-Eye 2000B IR camera and the left camera of a Point Grey
Bumblebee XB3 camera set were used (see Fig. 5.11(b) for sensors and Figs. 5.14, 5.15
and 5.16 for examples of captured data). The sensor specification parameters are
shown in Table 5.4. Note that the visual images were converted to gray-scale and
down-sampled to 640 × 480 for the experiments, a resolution comparable to that of
the IR images. The two cameras were not synchronised in hardware, but images were
logged on the same computer and accurately timestamped.
Table 5.4 – Sensor Parameters
Camera Spectral Field of Raw Framerate
Range View Resolution
Visual 390− 750nm 43° 1280× 960 15 fps
IR 7− 14µm 35.8° 480× 576 12.5 fps
3Synchronised Position Attitude and Navigation
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5.5.2 Data Sets
Data sets were acquired by remotely driving the Shrimp robot along a range of con-
trolled trajectories through semi-urban environments in varying visibility conditions,
while logging sensor data. Table 5.5 summarises the main characteristics of each data
set, including environmental conditions, trajectory type and statistics. Environments
ranged from a gravel road, a grass field surrounded by buildings, a dirt paddock with
a shed and fence and a tarmac runway (see Fig. 5.13(a)-(d)) and were recorded at
different times of the day and night. Depending on the visibility conditions, data sets
are labelled as Clear, Smoke, Dark or Flame. Examples of Shrimp operating in these
conditions are shown in Fig. 5.13(e)-(h) respectively.
Table 5.5 – Data Set Summary
Data Set
Trajectory
D
uration
D
istance
Average
Velocity
Average
Yaw
Rate
Visibility
Changes
(times∗)
Clear Circle 70s 20.0m 0.29m/s 2.4 °/s Clear
Smoke A Straight
Line
45s 22.9m 0.51m/s 0.7 °/s Smoke
(18− 44.5s)
Smoke B Circle 60s 34.2m 0.58m/s 6.2 °/s
Smoke
(18− 30s
& 34− 53s)
Smoke C Circle 50s 28.3m 0.57m/s 5.5 °/s Smoke
(0− 13s)
Flame Turn 52s 9.7m 0.19m/s 2.17 °/s Flame
(12− 33s)
Dark Turn 86s 7.4m 0.09m/s 1.0 °/s
Dark
(10− 30s
& 56− 86s)
∗ The rest of the time, conditions are clear (Smoke and Flame data sets) and the scene is lit (Dark
data set).
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(a) Smoke (b) Sunset (c) Night
Figure 5.12 – Challenging low-visibility conditions for perception.
(a) Gravel Road (b) Grass Field and
Buildings
(c) Dirt Paddock with
Shed and Fence
(d) Tarmac Runway
(e) Clear (f) Smoke (g) Flame (h) Dark
Figure 5.13 – Environments in which the data sets were captured (a)-(d) and the
Shrimp Robot operating in variable visibility conditions (e)-(h).
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Figure 5.14 – Representative images in
clear conditions (left column) and
in smoke (right) from the visual
(top row) and IR (bottom) cam-
eras.
Figure 5.15 – Representative images in
lit conditions (left column) and in
complete darkness (right) from the
visual (top row) and IR (bottom)
cameras.
Figure 5.16 – Perception of a flame by visual (left) and IR (right) cameras.
In these experiments, Shrimp is moving and acquiring images from both IR and visual
cameras. Data sets labelled as Clear refer to normal daytime operating conditions
with good visibility for both sensors. In the other data sets, a variation was introduced
into the environment (e.g. smoke) that provoked a change in the visibility conditions
for one of the sensors. Unless specified otherwise, initially the conditions are clear.
For Smoke data sets, a smoke machine using a water-based poly-glycol4 introduced
varying levels of white smoke into the environment, provoking poor-visibility condi-
tions for the visual camera (see Fig. 5.14 for a sensor view). In the Smoke A and
Smoke B data sets, Shrimp started in clear conditions and smoke was introduced after
some time. In the Smoke C data set, thick smoke was present initially.
For the Flame data set, a gas-fired flame gun was used to heat the air. The robot was
driven on a tarmac runway on a cold afternoon as the sun was setting, meaning that
4JEM-ZR22 machine with Jem Pro-Smoke Super Fluid.
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there were fewer features available for both sensors than in other data sets. While the
flame itself was observed by the visual camera, the fire generated limited heat hazing
and no visible smoke, therefore the visual images were not significantly affected in
this data set. On the other hand, the IR data were affected by the flame and the
surrounding heat, meaning background objects were obscured (refer to Fig. 5.16 for
a sensor view).
For the Dark data sets, the robot was driven at night in various artificial lighting
conditions. In the example used in this chapter, at the start of the data set, the robot
drove towards a large shed opening. At first, all lights inside the shed were on (see
Fig. 5.15, left, for a sensor view). All lights were then switched off for 20s, resulting
in near-complete darkness (Fig. 5.15 right), then turned back on. The robot then
drove past the shed and turned away into an unlit area, also creating poor visibility
for the visual camera.
5.6 Experimental Results
In this section results are presented of the trajectory estimations using the locali-
sation algorithm described in Section 5.2. The mean local error (γ with dt = 2s,
see Eq. (5.2)) between estimated trajectories and the reference, provided by the dG-
PS/INS unit onboard the robot, was used to compare and evaluate these results.
Firstly, overall results are presented for each data set. Secondly, the effect of low-
visibility conditions on the localisation accuracy is considered and the performances
of the different data-selection techniques are compared.
For each data set, the robot trajectory was estimated using each of the 5 different
variations of data sources and data combination methods described in Section 5.4
and Table 5.3, namely: Vis.Loc, IR.Loc, MM.Loc, SMM.Loc and LSSM.Loc. Addi-
tionally, a statistical analysis over 8 runs of the estimation algorithm is performed
due to the random selection of the features in the images. This resulted in 5 groups
of trajectories shown for each data set, each group containing 8 trajectory estimates.
For each data set, the performance of the 5 methods are compared. However, results
140 Selective Combination of Image Data for Resilient Localisation.
are not compared between different data sets because the specific trajectory, velocity
and background environment all contribute to the error recorded.
The estimated trajectories were computed off-line but the selection of image data
was performed during the execution of the localisation algorithm. The parameters
of the localisation algorithm were initialised identically for each run. Features were
randomly selected from a 10 × 10 grid in each image. A maximum of 50 features
were maintained in a common map and these were split evenly when two sensors
were being used (i.e. 25 features each). The scale of the trajectories was recovered a
posteriori using the velocity information from an onboard IMU.
Section 5.6.1 provides an overview of the results obtained for all the methods consid-
ered and all data sets. Sections 5.6.2 - 5.6.5 provide specific analyses for each type
of environmental condition. Finally, Section 5.6.6 presents a summary of all these
results.
5.6.1 Results Overview
Table 5.6 shows the root-mean-square (RMS) of the local error γ over the 8 runs
executed for each method. The worst and best performing methods for each data set
are highlighted in red and green respectively.
Table 5.7 shows the failure rates for each data set given the definition of failure in
localisation adopted in Section 5.2.4. The failure rate that was calculated for each
data set included all 8 runs. The worst and best failure rates are highlighted in red
and green respectively.
Global trajectories are shown in the left column of Figs. 5.18-5.23 for Clear, Smoke,
Flame and Dark conditions. The reference is plotted in black, while the estimated
trajectories are in colour. The robot was initially positioned at (0,0), facing along
the x-axis. The right column of these figures show the instantaneous local pose
difference (δP ) vs. time for the corresponding group of 8 runs. The blue line shows the
mean δP over the 8 runs and the red dashed lines show the maximum and minimum
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Table 5.6 – RMS of γ over 8 runs for each localisation method (standard deviation in
parenthesis). All units are mm.
Data Set
RMS Error
Average
Distance
Travelled
(measured
by the
reference)
V
isC
am
-Loc
IR
C
am
-Loc
M
M
C
am
-Loc
SM
M
C
am
-Loc
LSM
M
C
am
-Loc
.
Clear 582 30.0 41.7 38.5 38.5 35.7(3.0) (2.1) (4.7) (4.7) (2.6)
Smoke A 957 337 36.8 38.8 38.5 34.3(51) (2.3) (5.9) (4.3) (1.7)
Smoke B 1093 210 64.3 66.1 48.5 29.1(29) (13.5) (15.1) (20.9) (9.6)
Smoke C 1142 211 61.0 28.9 21.1 19.3(26.0) (14.8) (15.9) (6.9) (6.3)
Flame 360 36.4 118 88.1 62.7 31.1(10.0) (24.4) (39.7) (29.3) (16.7)
Dark 160 88.1 71.0 48.4 32.1 48.0(7.6) (16.4) (5.2) (3.1) (7.8)
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Table 5.7 – Failure rate of localisation. Failure corresponds to an error of 20% or more
in the accuracy of the local estimate of pose compared to the reference trajectory.
The rate shows the percentage of failures in the data set.
Data Set
Failure Rate (%)
V
isC
am
-Loc
IR
C
am
-Loc
M
M
C
am
-Loc
SM
M
C
am
-Loc
LSM
M
C
am
-Loc
.
Clear 0 0.04 0.44 0.6 0
Smoke A 33.5 0 0.5 0 0
Smoke B 29 14 33 17 5.2
Smoke C 62 1.3 0.7 0.1 0
Flame 10 80 30 56 12
Dark 72 89 66 31 55
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δP observed. The presence of low-visibility conditions (i.e. image data containing
significant smoke, flame or dark) was identified manually and are displayed as shaded
areas in the figures.
The metre-per-metre (m/m) error was obtained by dividing γ by the average distance
travelled and was evaluated exclusively for times of clear and low-visibility conditions.
These results are shown in Fig. 5.17 by the blue and red columns respectively, with
the green column showing the total m/m error. The variance in the m/m error over
the 8 runs in each set is shown by the black error bars. Low overall error and small
variance indicate good localisation performance as all 8 runs match up to the reference
trajectory closely.
5.6.2 Clear Conditions
Clear conditions are found throughout the Clear data set, at the start of data sets
Smoke A, Smoke B, Flame and Dark, and at the end of data set Smoke C. Clear
conditions are shown by unshaded regions of the right column of Figs. 5.18-5.23 and
the m/m error is displayed for these conditions in the blue columns in Fig. 5.17.
The results show that all methods provide a comparably accurate estimate of the
localisation during clear conditions.
The use of an individual sensor, as shown for Vis.Loc or IR.Loc, is sufficient to
produce a good trajectory in clear conditions. In data sets Smoke A and Smoke B,
Vis.Loc is less accurate than IR.loc, but the opposite is true in the clear conditions of
Flame and Dark. The difference in performance can be explained by the background
environment. Flame and Dark data sets were captured in colder conditions (in the
evening) and were less favourable to IR sensing than the warmer conditions of the
smoke data sets.
By combining the two sensing modalities, MM.Loc typically performed at least as well
as either Vis.Loc or IR.Loc in clear conditions. For the Dark data set, the MM.Loc
error is significantly lower than either Vis.Loc or IR.Loc. This is because the informa-
tion provided by images from each sensor is complementary (see Fig. 5.10(a)), which
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(a) Clear (b) Smoke A
(c) Smoke B (d) Smoke C
(e) Flame (f) Dark
Figure 5.17 – The RMS m/m error for 8 localisation runs using the different methods
considered. The blue column shows the error observed during clear conditions, the
red column indicates the error observed during low-visibility conditions, and the
green column shows the total error for the entire run. The subtitle refers to the
data set.
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(a) Vis.Loc (b) Vis.Loc
(c) IR.Loc (d) IR.Loc
(e) MM.Loc (f) MM.Loc
(g) SMM.Loc (h) SMM.Loc
(i) LSMM.Loc (j) LSMM.Loc
Figure 5.18 – Results for the Clear data set using the different data combination and
selection methods for 8 runs. Top to bottom: Vis.Loc, IR.Loc, MM.Loc, SMM.Loc,
LSMM.Loc. The left column shows the estimated trajectories next to the reference
in black, projected on (x, y) plane. The right column shows the corresponding
average local error over time (δP with dt = 2s) in blue with the minimum and
maximum local error shown with a red dashed line.
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(a) Vis.Loc (b) Vis.Loc
(c) IR.Loc (d) IR.Loc
(e) MM.Loc (f) MM.Loc
(g) SMM.Loc (h) SMM.Loc
(i) LSMM.Loc (j) LSMM.Loc
Figure 5.19 – Results for the Smoke A data set using different data combination and
selection methods for 8 runs. Top to Bottom: Vis.Loc, IR.Loc, MM.Loc, SMM.Loc,
LSMM.Loc. The left column shows the estimated trajectories next to the reference
in black, projected on (x, y) plane. The right column shows the corresponding
average local error over time (δP with dt = 2s) in blue with the minimum and
maximum local error shown with a red dashed line. The shaded areas indicate the
presence of smoke.
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(a) Vis.Loc (b) Vis.Loc
(c) IR.Loc (d) IR.Loc
(e) MM.Loc (f) MM.Loc
(g) SMM.Loc (h) SMM.Loc
(i) LSMM.Loc (j) LSMM.Loc
Figure 5.20 – Results for the Smoke B data set using different data combination and
selection methods for 8 runs. Top to bottom: Vis.Loc, IR.Loc, MM.Loc, SMM.Loc,
LSMM.Loc. The left column shows the estimated trajectories next to the reference
in black, projected on (x, y) plane. The right column shows the corresponding
average local error over time (δP with dt = 2s) in blue with the minimum and
maximum local error shown with a red dashed line. The shaded areas indicate the
presence of smoke.
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(a) Vis.Loc (b) Vis.Loc
(c) IR.Loc (d) IR.Loc
(e) MM.Loc (f) MM.Loc
(g) SMM.Loc (h) SMM.Loc
(i) LSMM.Loc (j) LSMM.Loc
Figure 5.21 – Results for the Smoke C data set using different data combination and
selection methods for 8 runs. Top to bottom: Vis.Loc, IR.Loc, MM.Loc, SMM.Loc,
LSMM.Loc. The left column shows the estimated trajectories next to the reference
in black, projected on (x, y) plane. The right column shows the corresponding
average local error over time (δP with dt = 2s) in blue with the minimum and
maximum local error shown with a red dashed line. The shaded areas indicate the
presence of smoke.
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(a) Vis.Loc (b) Vis.Loc
(c) IR.Loc (d) IR.Loc
(e) MM.Loc (f) MM.Loc
(g) SMM.Loc (h) SMM.Loc
(i) LSMM.Loc (j) LSMM.Loc
Figure 5.22 – Results for the Flame data set using different data combination and
selection methods for 8 runs. Top to bottom: Vis.Loc, IR.Loc, MM.Loc, SMM.Loc,
LSMM.Loc. The left column shows the estimated trajectories next to the reference
in black, projected on (x, y) plane. The right column shows the corresponding
average local error over time (δP with dt = 2s) in blue with the minimum and
maximum local error shown with a red dashed line. The shaded areas indicate the
presence of the flame/heat.
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(a) Vis.Loc (b) Vis.Loc
(c) IR.Loc (d) IR.Loc
(e) MM.Loc (f) MM.Loc
(g) SMM.Loc (h) SMM.Loc
(i) LSMM.Loc (j) LSMM.Loc
Figure 5.23 – Results for the Dark data set using different data combination and
selection methods for 8 runs. Top to bottom: Vis.Loc, IR.Loc, MM.Loc, SMM.Loc,
LSMM.Loc. The left column shows the estimated trajectories next to the reference
in black, projected on (x, y) plane. The right column shows the corresponding
average local error over time (δP with dt = 2s) in blue with the minimum and
maximum local error shown with a red dashed line. The shaded areas indicate
periods of (almost) complete darkness, i.e. absence of artificial light.
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results in a greater spatial distribution of features in the image and, subsequently, a
better estimate of the motion of the robot. In the Smoke A and Flame data sets,
the variance of MM.Loc is high, see Fig. 5.17. In both cases (see (f) of Figs. 5.19
and 5.22), the presence of the smoke or flame had an effect on the error even after
the low-visibility condition was no longer present. This is because the features are
still present in the map for some time afterwards and continue to cause errors.
In clear conditions, the estimates computed by multiple-modality methods (MM.Loc,
SMM.Loc, LSMM.Loc) have comparable errors because very little data were rejected
by either SMM.Loc or LSMM.Loc and, therefore, any variability in results is mainly
due to the feature selection within the localisation algorithm. In some cases, the
accuracy of LSMM.Loc is similar or higher than that of MM.Loc because LSMM.Loc
removed low-quality image data that were captured during clear conditions. For
example, in the Smoke B data set, the error of MM.Loc in clear conditions at 155s <
t < 158s (Fig. 5.20(h)) is high compared to other times of clear conditions, due to
the saturation of part of the image caused by the reflection of sunlight on a cement
surface. LSMM.Loc (Fig. 5.20(j)) significantly reduced this error by rejecting up to
60% of the visual image (see Fig. 5.24(a)) during this period.
5.6.3 Smoke Conditions
This section refers to the Smoke A, Smoke B and Smoke C data sets only, where
visual data were affected by low-visibility conditions. The estimated trajectories can
be seen in the left column of Figs. 5.19-5.21 and the local error over time in smoke
is shown within the shaded regions of the right column. The m/m errors in the
presence of smoke for the different selection methods are given by the red columns in
Figs. 5.17(b)-5.17(d).
In data sets Smoke A and Smoke B, Vis.Loc initially produces an accurate pose
estimation in clear conditions. However, as smoke appears and corrupts visual data,
Vis.Loc fails dramatically (see Figs. 5.19(a) and 5.20(a)). Data set Smoke C starts
in the presence of smoke and, therefore, Vis.Loc immediately fails to produce an
152 Selective Combination of Image Data for Resilient Localisation.
(a) Smoke B - Visual Data (b) Flame - IR Data
Figure 5.24 – Proportion of image rejected during by SMM.Loc or LSMM.Loc during
the Smoke B (left) and Flame (right) data sets. Periods of smoke or high heat and
flame are shown in grey. SMM.Loc (blue) rejects whole images and LSMM.Loc
(black dashes) rejects smaller regions of an image. Note that even during clear
times, LSMM.Loc rejects portions of the image as inappropriate for the localisation
application.
accurate trajectory. IR.Loc significantly outperforms Vis.Loc because the operational
spectrum of the IR camera is not affected by smoke and continues to provide good
quality data.
In smoke, MM.Loc is as accurate as IR.Loc, which shows that it is able to mitigate
many of the poor features caused by inappropriate visual data and maintain a rea-
sonable estimate of the trajectory. However, the variance of MM.Loc is higher than
IR.Loc, which shows that despite the careful selection of features in MM.Loc (as de-
tailed in Section 5.2), smoke can still have an effect on the overall performance of the
localisation.
The rejection of low-quality images in SMM.Loc using the global approach contributed
to the reduction of the localisation errors in the presence of smoke compared to
MM.Loc. However, the variance of SMM.Loc remained higher than that of IR.Loc
because images that contained a relatively small amount of smoke were still considered
to be good-quality data overall, see Fig. 5.24(a). Subsequently, low-quality data
corrupted the localisation.
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During smoke conditions, LSMM.Loc used all the IR data, as did SMM.Loc, but
combined them with only the proportion of the visual data that was good quality,
see Fig. 5.24(a). As a result, the LSMM.Loc estimates have a lower overall error and
lower variance in smoke than any of the other techniques evaluated.
5.6.4 Dark Conditions
This section refers to the Dark data set only, where the visual camera was often
unable to perceive the environment. The trajectories can be found in Fig. 5.23 and
the average local error in dark conditions for different selection methods is given by
the red columns in Fig. 5.17(f). Many similar results can be observed for Dark as for
Smoke. For example, when visual data are corrupted by a low-visibility condition,
Vis.Loc failed to provide a reasonable estimate of the trajectory since there were no
suitable features to use in the visual images. In extreme cases, when the entire image
was affected, the localisation estimated the robot to have stopped completely. IR.Loc
performs equally well in light and dark as the artificial visual illumination does not
have a significant impact on the thermal properties of the environment. However, note
that at nighttime the contrast of IR images was naturally lower than at daytime due
to a more uniform distribution of temperatures in the environment, particularly in
the last part of the dataset. This caused more error in the IR matches, with a stronger
impact on the localisation accuracy when IR was the main source of information (e.g.
IR.Loc). However, the methods based on selective data combination were able to
mitigate some of the effect of these errors.
Fig. 5.17(f) shows that the accuracy of MM.Loc and LSMM.Loc is comparable during
periods of darkness. This is because the regions that were found to be low quality
by LSMM.Loc were black and, therefore, no SIFT features could be extracted by
MM.Loc either. The figure also shows that during periods of darkness, SMM.Loc is
more accurate than both MM.Loc and LSMM.Loc. Fig. 5.23(h) shows that the error
reduction mainly occurred during the second dark phase of the data set. As described
in Section 5.5, this phase involved the robot turning away from a lit doorway, causing
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the region of good-quality visual data to be progressively constricted to one side
of the image. The result was a limited observability of the 6-DOF camera motion
in the visual images, leading to increased errors for the methods using these visual
data, i.e. MM.Loc and LSMM.Loc. SMM.Loc was not affected by this problem
because it rejected these images and used only the IR camera during these times.
This indicates that the local version of the data quality evaluation used in LSMM.Loc
could be improved by accounting for the requirements on the spatial distribution of
the contributing data in the image. This will be left to future work.
5.6.5 Extreme Heat Conditions (Flame)
The Flame dataset provides the counter-example to smoke and dark conditions in
that the IR data are corrupted by low-visibility conditions instead of the visual data.
As shown in Fig. 5.17(e), SMM.Loc and LSMM.Loc improve on MM.Loc error by
selecting appropriate data to use for the localisation. The estimates of LSMM.Loc
have the lowest overall error and lowest variance. Fig. 5.24(b) shows the amount of
IR data that was rejected by LSMM.Loc prior to its use in the localisation algorithm.
5.6.6 Results Summary
Significant errors in the localisation estimates were observed during low-visibility
conditions for methods that rely on a single sensor type (Vis.Loc and IR.Loc). For
example, the performance of Vis.Loc is poor in smoke or darkness compared to clear
conditions. The same is true for IR.Loc in high heat and flame. The failure rate of
the localisation for data sets that are exposed to these challenging conditions is very
high (see Table 5.7).
Combining data from both sensor modalities (MM.Loc) allowed for a clear reduc-
tion of the overall error, lower failure rate and improved consistency in these adverse
conditions, thanks to the additional contribution of the unaffected sensor data. How-
ever, MM.Loc was still largely affected by low-visibility conditions, as indicated by
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increased error and higher variance in the estimations during these times, compared
to the performance in clear conditions. This is because data from the affected sensor
still contributed to the localisation estimation, therefore corrupted the solution.
By eliminating most of that affected data, methods using data evaluation and prese-
lection (SMM.Loc and LSMM.Loc) were shown to improve the consistency of results
and further mitigate the errors caused by low-visibility conditions including a lower
failure rate for the localisation. Even during some cases in clear conditions, the error
was reduced using data preselection. In particular, by evaluating and preselecting
data locally, LSMM.Loc was shown to be superior to the global method SMM.Loc in
most cases, as it anticipated the impact of low-visibility conditions earlier and kept a
larger quantity of good-quality data in general.
5.7 Conclusion
Resilient perception is a fundamental requirement for long-term autonomy in robotics.
This chapter addressed the problem of maintaining reliable perception for UGV locali-
sation in low-visibility conditions, where low-quality, potentially inappropriate sensor
data are likely to be introduced to the perception system, leading to unbounded
errors.
In this chapter, visual and IR cameras onboard a UGV were used to localise the
platform with a state-of-the-art Visual-SLAM algorithm based on SIFT matches be-
tween consecutive images. Combining visual and IR imaging was shown to improve
the resilience of camera-based localisation in many environments, however, it was
demonstrated that adverse environmental conditions can cause large errors in SIFT
matching. Importantly, the Chapter showed that despite careful selection of matches
using robust outlier rejection and data-association techniques, a significant propor-
tion of these errors remain. The Chapter demonstrated experimentally that SIFT-
matching errors could be anticipated by evaluating image data quality. Therefore,
it was proposed to discard low-quality data prior to localisation in order to mitigate
these errors.
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An extensive experimental evaluation was conducted to validate the proposed ap-
proach. The robot was driven in a range of low-visibility conditions, such as smoke,
high heat and darkness. First, only visual or IR images were used to estimate the
trajectory. Second, trajectories were estimated using a combination of all the image
data provided by both visual and IR cameras. Third, the proposed quality evaluation
and data pre-selection framework was used prior to data combination. The quality
evaluation was performed in two ways: using a global approach (i.e. over the whole
image) and a local approach (i.e. over sub-images).
Combining all data from both sensor modalities allowed for a clear reduction of the
errors in adverse conditions compared to methods using a single sensor type, thanks
to the additional contribution of the unaffected sensor. However, the effects of low-
visibility conditions on this method were still significant. By eliminating most of
the affected data, methods using data evaluation and pre-selection were shown to
further mitigate the errors caused by these conditions. In particular, evaluating and
selecting data locally was shown to be superior to the global method. In conclusion,
the proposed selective data combination approach allowed for resilient localisation in
a large range of low-visibility conditions.
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This thesis promoted the understanding and development of resilience to adverse
environmental conditions for perception systems, with a focus on Unmanned Ground
Vehicles (UGVs). In this chapter, a summary of the thesis is given in Section 6.1,
followed by a list of specific contributions that have been made by this thesis in
Section 6.2. The thesis is concluded in Section 6.3 with a discussion of future work.
6.1 Summary
This thesis was concerned with promoting the resilience of perception systems, with a
focus on outdoor Unmanned Ground Vehicles (UGVs) subject to challenging environ-
mental conditions for perception. This thesis identified characteristics of sensor data
that are sources of failure in these perception systems and a framework was proposed
to anticipate and mitigate these failures using diagnostic principles. The framework
relied on utilising multiple modalities of sensing in order to avoid common-mode
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failure and mitigating failures by removing potential sources of error. An extensive
experimental analysis was conducted for a real world example using an algorithm
that estimated the localisation of a UGV from onboard visual and infrared camera
data. It was demonstrated that by addressing the sources of perception errors, the
framework provides increased resilience to adverse environmental conditions.
In Chapter 2, several examples of state-of-the-art UGV systems were introduced to
demonstrate that a correctly functioning perception system is critical for a UGV to
achieve high level missions. A resilient system was introduced as one that is capable
of absorbing a disruption (i.e. an event that would otherwise initiate a reduction in
performance or a failure of the system) and continuing to function to an acceptable
level of performance. The perception system of UGVs was discussed in more detail
with a focus on how and why state-of-the-art systems fail, particularly in challenging
environmental conditions such as in the presence of smoke, rain, fog and nighttime
that create a disturbance for the system by reducing the visibility of the scene. Meth-
ods that have been developed to improve the reliability of perception systems were
introduced such as dedicated hardware and software for challenging environmental
conditions and the introduction of multiple modalities of sensing to increase the sens-
ing space. The discussion underlined that these methods fail to guarantee resilience
to unexpected conditions that the perception models cannot handle. The fields of
fault detection and diagnosis were introduced as a way to guarantee resilience of a
system by monitoring the health of a system, which can allow for corrective action to
be taken to recover from an unwanted state.
In Chapter 3 a general perception system was studied specifically for the oppor-
tunities to detect and mitigate failures caused by adverse environmental conditions.
The system was modelled using diagnostic descriptions introduced in Chapter 2 and
the pre-evaluation of sensor data was identified as an appropriate way to describe
the health state of a perception system in challenging environmental conditions.
ChallengingMode was introduced as a health state to describe when sensor data
did not match the preconditions of the perception system and could lead to a failure
in the perception output. It was proposed that an effective corrective action would be
6.1 Summary 159
to remove any sensor data by preselecting good quality data and therefore guarantee
that the preconditions of the data would be met. Local regions of data could be
evaluated and individually preselected to allow for good quality data to be used. In
addition, complementary modalities of sensing were identified as requirement for re-
silience for this framework so to guarantee that some data continues to be available if
one modality of sensor is affected by challenging environmental conditions. A frame-
work was proposed to pre-evaluate and eliminate sensor data prior to interpretation
by the perception system.
In Chapter 4 the specific case of cameras used for UGV perception was discussed
in terms of data quality evaluation for perception. Image data quality was discussed
and various metrics from the television industry were studied in relation to UGV
perception methods. Through an experimental analysis, visual and infrared images
in the presence of challenging environmental conditions were evaluated using a number
of potential metrics. A novel metric (Spatial Entropy) was introduced to compensate
for some identified limitations of the existing metrics. An analysis was conducted to
determine the minimum size of an image that could be effectively evaluated using SE
such that local regions of data could be preselected.
In Chapter 5 visual and infrared imaging were combined in a state-of-the-art local-
isation algorithm that uses matched features between consecutive images to estimate
motion. The framework developed in Chapter 3 was utilised along with the image
data quality evaluation for UGVs developed in Chapter 4 to mitigate failures in the
system. An extensive experimental evaluation was conducted on data sets collected
with a UGV in a range of adverse environmental conditions including smoke, night
and extreme heat. It was shown that typical outlier rejection techniques are insuffi-
cient to eliminate incorrect matches in these conditions and that the subsequent errors
can be anticipated and mitigated using the quality evaluation. Further, by employing
the proposed framework, failures in the localisation estimation can be mitigated by
rejecting inappropriate data using the quality evaluation.
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6.2 Contributions
Specifically, the contributions of this thesis were:
1. Study of visual quality metrics for robotics.
(a) Analysis of existing metrics and their appropriateness to field robotics.
(b) Introduction of a novel visual quality metric.
(c) Experimental analysis of effect of adverse environmental conditions on data
quality.
2. Analysis of link between data quality and performance of typical perception
applications that use feature matching.
3. Framework for data quality evaluation and preselection in adverse environmen-
tal conditions.
4. Experimental validation of multiple-modality camera-based localisation resilient
to adverse conditions using the proposed framework.
6.3 Future Work
Guaranteeing resilience of UGVs in real-world conditions is a challenging problem that
remains largely unsolved. This thesis has demonstrated an important step towards
this goal. It has focused on promoting resilience in the lower level perception appli-
cation which is considered a significant bottleneck for outdoor UGV systems subject
to challenging environmental conditions. The proposed framework of data quality
evaluation and preselection was shown to be a useful approach for resilience with an
experimental demonstration that used visual and IR sensor data for a localisation
application. The work opens up some short and longer-term future work items.
The focus of more immediate work will be in more advanced metrics for evaluating
sensor data quality. A combination of studied metrics (e.g. SI and SE) could be used
to augment the image quality evaluation for many applications. Other metrics from
the literature will be investigated that specifically relate to perception algorithms
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beyond localisation. For example, colour quality metrics [54, 59, 67, 127] could be
employed to evaluate image data quality for classification, segmentation or discrim-
ination techniques that use the colour in images, e.g. [2, 9, 50]. As part of this
research, we will investigate metrics that measure the data quality of non-imaging
sensor modalities such as RADAR and laser (e.g. [79]) and the suitability of quality
metrics such as SE for the evaluation of the data from these sensors.
In addition to checking the quality of the data provided by a single sensor, future
work will focus on comparing the data directly between different modalities to aid in
the decision as to which source(s) are appropriate. As discussed in Chapter 3, the
behavioural characteristics of the sensor data cannot isolate a disturbance when used
alone. However, when used in combination with a sensor data quality evaluation,
exploiting methods that make direct comparisons of data from multiple modality
sources will help to detect and diagnose a disturbance and allow for effective decisions
to be made for corrective action. A particular point of interest for the corrective action
decision process is the strategy to follow when data from all sources (e.g. both IR and
visual image data) are significantly degraded at the same time. In this case, selecting
only the least affected sensor may be the most appropriate solution, but this would
require the ability to directly compare the level of quality of the different types of
data. SI and SE were clear candidates for such multiple modality comparisons as the
measurements of IR and visual data that perceived the same region of the environment
were shown to react in the same way using this metric, but other methods and metrics
will also be investigated.
In the medium-term, the proposed framework of selective data combination will be
applied to a larger range of perception applications (e.g. classification, tracking and
mapping) to demonstrate the generality of the process of quality evaluation and the
associated data preselection. In addition, a broader range of challenging environmen-
tal conditions will be investigated such as snow, ice and desert. In conjunction with
these studies, the quality evaluation and data preselection framework will be applied
for long-term, real-world applications to demonstrate the improved durability of UGV
systems using this method. For example, the current localisation application will be
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extended to include longer trajectories (i.e. contemporary sized localisation data sets
of kilometres in length) that apply a local-map strategy as in [143] to localise the
vehicle.
The framework proposed to achieve a resilient perception system forms a good basis
for further research into the diagnostic evaluation of a full UGV system, which is a
requirement for resilience and the viability of long-term autonomous vehicles. Longer
term goals are to consider a diagnostic system for the larger UGV robotic system. The
work in this thesis is a step towards a resilient UGV system that employs diagnostic
principles to detect disturbances, faults and failures and provides effective corrective
action to ensure that the system continues to function correctly.
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