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Abstract
The main focus in this paper is exact linesearch methods for minimizing a
quadratic function whose Hessian is positive definite. We give two classes of
limited-memory quasi-Newton Hessian approximations that generate search di-
rections parallel to those of the method of preconditioned conjugate gradients,
and hence give finite termination on quadratic optimization problems. The
Hessian approximations are described by a novel compact representation which
provides a dynamical framework. We also discuss possible extensions of these
classes and show their behavior on randomly generated quadratic optimization
problems. The methods behave numerically similar to L-BFGS. Inclusion of
information from the first iteration in the limited-memory Hessian approxima-
tion and L-BFGS significantly reduces the effects of round-off errors on the
considered problems.
In addition, we give our compact representation of the Hessian approxi-
mations in the full Broyden class for the general unconstrained optimization
problem. This representation consists of explicit matrices and gradients only
as vector components.
Keywords. method of conjugate gradients, quasi-Newton method, uncon-
strained quadratic program, limited-memory method, exact linesearch method
1. Introduction
In this work we mainly study the behavior of limited-memory quasi-Newton methods
on unconstrained quadratic optimization problems on the form
min
x∈Rn
1
2
xTHx+ cTx, (QP)
where H = HT and H ≻ 0. (Throughout, we use “≻” to denote positive definite.)
In particular, exact linesearch limited-memory quasi-Newton methods that gener-
ate search directions parallel to those of the method of preconditioned conjugate
gradients (PCG) are considered. Under exact linesearch parallel search directions
imply identical iterates. Limited-memory quasi-Newton methods have previously
been studied by various authors, e.g., as memory-less quasi-Newton methods by
Shanno [19], limited-memory BFGS (L-BFGS) by Nocedal [16] and more recently
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as limited-memory reduced-Hessian methods by Gill and Leonard [12]. In con-
trast, we specialize to exact linesearch methods for problems on the form (QP). The
model method is PCG, which is interpreted as a particular quasi-Newton method as
is done by e.g., Shanno [19] and Forsgren and Odland [10]. We start from a result
by Forsgren and Odland [10], which provides necessary and sufficient conditions on
the Hessian approximation for exact linesearch methods on (QP) to generate search
directions that are parallel to those of PCG. The focus is henceforth directly on
Hessian approximations with this property. The approximations are described by a
novel compact representation which contains explicit matrices together with gradi-
ents and search directions as vector components. The framework for the compact
representation is first given for the full Broyden class where we consider uncon-
strained optimization problems on the form
min
x∈Rn
f(x), (1.1)
where the function f : Rn → R is assumed to be smooth. Compact representations
of quasi-Newton matrices have previously been used by various authors but were
first introduced by Byrd, Nocedal and Schnabel [1]. They were thereafter extended
to the convex Broyden class by Erway and Marcia [5, 6], and to the full Broyden
class by DeGuchy, Erway and Marcia [3]. In contrast, we give an alternative com-
pact representation of the Hessian approximations in the full Broyden class which
only contains explicit matrices and gradients as vector components. In addition we
discuss how exact linesearch is reflected in this representation.
Compact representations of limited-memory Hessian approximations in the Broy-
den class are also discussed by Byrd, Nocedal and Schnabel [1] and Erway and
Marcia [6]. In contrast, our discussion is on limited-memory representations of Hes-
sian approximations intended for exact linesearch methods for problems on the form
(QP), and the approximations are not restricted to the Broyden class. In addition,
our alternative representation provides a dynamical framework for the construction
of limited-memory approximations for the mentioned purpose.
The motivation for this work originates from interior-point methods, which con-
stitute some of the most widely used methods in numerical optimization. As the
problems become larger the arising systems of linear equations typically become
increasingly computationally expensive to solve and iterative methods may be con-
sidered. In exact arithmetic, our model method is the method of preconditioned
conjugate gradients, but this method may be too inaccurate in finite precision.
Quasi-Newton methods may be expected to be significantly more accurate, but the
computational cost is typically too high. In consequence, we aim for less computa-
tionally expensive limited-memory versions of quasi-Newton methods that are more
accurate than the method of preconditioned conjugate gradients. The goal is to pro-
vide better understanding of whether it is viable and/or efficient to use such methods
to approximately solve the systems of linear equations that arise as interior-point
methods converge.
In Section 2 we provide a brief background to quasi-Newton methods, uncon-
strained quadratic optimization problems (QP) and to the groundwork that provides
the basis for this study. Section 3 contains the alternative compact representation
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for the full Broyden class. In Section 4 we present results which include two limited-
memory Hessian approximation classes together with a discussion of how to solve
the systems of linear equations that arise using reduced-Hessian methods. Section 5
contains numerical results on randomly generated quadratic optimization problems.
Finally in Section 6 we give some concluding remarks.
2. Background
In this section we give a short introduction to quasi-Newton methods for uncon-
strained optimization problems on the form (1.1). Thereafter, we give a background
to unconstrained quadratic optimization problems (QP) and to the groundwork that
provides the basis for this study.
2.1. Background on quasi-Newton methods
Quasi-Newton methods were first introduced as variable metric methods by Davi-
don [2] and later formalized by Fletcher and Powell [9]. For a thorough introduction
to quasi-Newton methods see, e.g., [7, Chapter 3] and [17, Chapter 6]. In quasi-
Newton methods the search direction, pk, at iteration k is generated by
Bkpk = −gk, (2.1)
where Bk is an approximation of the true Hessian ∇
2f(xk) and gk is the gradient
∇f(xk). It is throughout this work assumed that Bk is symmetric, i.e. Bk = B
T
k .
However, there are classes that consider asymmetric Hessian approximations, e.g.
the three-parameter Huang class [15]. The symmetric part of the Huang class is a
two-parameter class that satisfy the scaled secant condition
Bksk−1 = σkyk−1, (2.2)
where sk−1 = xk − xk−1, yk−1 = gk − gk−1 and σk is one of the free parameters.
The most well-known quasi-Newton class is obtained if σk = 1 in (2.2), namely the
one-parameter Broyden class. The Hessian approximations of the Broyden class can
be written as
Bk =Bk−1 −
1
sTk−1Bk−1sk−1
Bk−1sk−1s
T
k−1Bk−1 +
1
yTk−1sk−1
yk−1y
T
k−1
+ φk−1ωk−1ω
T
k−1, (2.3)
where
ωk−1 =
(
sTk−1Bk−1sk−1
)1/2( 1
yTk−1sk−1
yk−1 −
1
sTk−1Bk−1sk−1
Bk−1sk−1
)
,
with φk−1 as the free parameter [8]. The Broyden-Fletcher-Goldfarb-Shanno (BFGS)
update scheme is obtained if φk−1 = 0 and Davidon-Fletcher-Powell (DFP) if
φk−1 = 1. In this work we study Hessian approximations described by compact
representations with gradients and search directions as vector components. We will
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therefore throughout this work explicitly use the quantities g, p and the steplength
α in all equations. In this notation, the Broyden class Hessian approximations in
(2.3) may be written as
Bk =Bk−1 +
1
gTk−1pk−1
gk−1g
T
k−1
+
1
αk−1 (gk − gk−1)
T pk−1
(gk − gk−1) (gk − gk−1)
T + φk−1ωk−1ω
T
k−1, (2.4)
where
ωk−1 =
(
−gTk−1pk−1
)1/2( 1
(gk − gk−1)
T pk−1
(gk − gk−1)−
1
gTk−1pk−1
gk−1
)
.
In (2.4) it may be observed that the previous Hessian approximation is in general
updated by a rank-two matrix with range equal to the space spanned by the current
and the previous gradient. Furthermore, it is well known that under exact linesearch
all Broyden class updates generates identical iterates, as shown by Dixon [4].
The case φk−1 = 0 in (2.4), i.e., the BFGS update, will have a particular role in
part of our analysis. We will refer to quantities Bk, pk and αk corresponding to this
case as BBFGSk , p
BFGS
k and α
BFGS
k .
2.2. Background on quadratic problems
Solving (QP) is equivalent to solving the linear system
Hx+ c = 0, (2.5)
which has a unique solution if H ≻ 0. The quadratic optimization problem in (QP),
and hence the linear system (2.5), is in this work considered to be solved by an exact
linesearch method on the following form. The steplength, iterate and gradient at
iteration k is updated as
αk = −
gTk pk
pTkHpk
, xk+1 = xk + αkpk, gk+1 = gk + αkHpk,
which together with a specific formula for pk constitute the particular exact line-
search method. The model exact linesearch method is summarized in the algorithm
below.
Algorithm 2.1 An exact linesearch method for solving (QP).
k ← 0, xk ← Initial point, gk ← Hxk + c
While ‖gk‖ 6= 0 do
pk ← search direction
αk ← −
gT
k
pk
pT
k
Hpk
xk+1 ← xk + αkpk
gk+1 ← gk + αkHpk
k ← k + 1
End
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The search direction in Algorithm 2.1 may be calculated using PCG with a sym-
metric positive definite preconditioner M . The corresponding algorithm for solving
(2.5) may be formulated using the Cholesky factor L defined by M = LLT . This
is equivalent to the application of the methods of conjugate gradients (CG) to the
preconditioned linear system
L−1HL−T xˆ+ L−1c = 0, (2.6)
with xˆ = LTx, see, e.g., Saad [18, Chapter 9.2]. If all quantities generated by CG
on (2.6) are denoted by ”ˆ”, then these quantities will relate to those from CG on
(2.5) as, gˆ = L−1g and pˆ = LTp. The iteration space when M = I or when M is
an arbitrary symmetric positive definite matrix will thus be related through a linear
transformation. In this work the following PCG update is considered,
pPCGk =


−M−1g0, k = 0
−M−1gk +
gT
k
M−1gk
gT
k−1
M−1gk−1
pk−1 k ≥ 1.
(2.7)
If no preconditioner is used, i.e. M = I, then (2.7) is the update referred to as
Fletcher-Reeves, which together with the exact linesearch method of Algorithm 2.1
is equivalent to the method of conjugate gradients by Hestenes and Stiefel [14]. If
the search direction (2.7) is used in Algorithm 2.1, the method terminates when
‖gr‖ = 0 for some r where r ≤ n and xr solves (QP). The search directions
generated by the method are mutually conjugate with respect to H and satisfy
pi ∈ span
(
{M−1g0, . . . ,M
−1gi}
)
, i = 0, . . . , r. In addition, it holds that the gen-
erated gradients are mutually conjugate with respect to M−1, i.e. gTiM
−1gj = 0,
i 6= j. By expanding (2.7), the search direction of PCG may be expressed as
pPCGk = −g
T
kM
−1gk
k∑
i=0
1
gTi M
−1gi
M−1gi. (2.8)
The discussion in this work is mainly on Hessian approximations Bk that generate
pk that are parallel to p
PCG
k . We will therefore hereinafter only consider the precon-
ditionerM = B0 where B0 is symmetric positive definite. Forsgren and Odland have
provided necessary and sufficient conditions on Bk for an exact linesearch method
to generate pk that are parallel to p
PCG
k [10]. This result provides the basis of this
work and for completeness it is reviewed below.
Proposition 2.1. (Forsgren and Odland [10, Proposition 4]) Consider iter-
ation k of the exact linesearch method of Algorithm 2.1 where 1 ≤ k < r. Assume
that pi = δip
PCG
i with δi 6= 0 for i = 0, . . . , k − 1, where p
PCG
i , i = 0, . . . , k − 1,
are the search directions of the method of preconditioned conjugate gradients using
a positive definite symmetric preconditioning matrix B0, as stated in (2.7). Let Ck
be defined as
Ck = I −
1
gTk−1pk−1
pk−1g
T
k .
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Then,
C−1k = I +
1
gTk−1pk−1
pk−1g
T
k .
and it holds that B0Ckp
PCG
k = −gk. In addition, if pk is given by Bkpk = −gk with
Bk nonsingular, then, for any nonzero scalar δk, it holds that pk = δkp
PCG
k if and
only if
BkC
−1
k B
−1
0 gk =
1
δk
gk,
or equivalently if and only if
Bk = C
T
k WkCk, with WkB
−1
0 gk =
1
δk
gk, for Wk nonsingular.
Finally, it holds that Bk ≻ 0 if and only if Wk ≻ 0.
Proof. See [10, Proposition 4].
With the exact linesearch method of Algorithm 2.1 for solving the unconstrained
quadratic optimization problem (QP), parallel search directions imply identical it-
erates, and therefore search directions parallel to those of PCG imply finite termi-
nation. Huang has shown that the quasi-Newton Huang class, the Broyden class
and PCG generate parallel search directions [15].
Finally we review a result which is related to the conjugacy of the search direc-
tions. The result will have a central part the analysis to come.
Lemma 2.1. Consider iteration k, 1 ≤ k < r, of the exact linesearch method of
Algorithm 2.1 for solving the unconstrained quadratic optimization problem (QP ).
Let B0 be a symmetric positive definite n×n matrix. If pi = δip
PCG
i , δi 6= 0, i =
0, . . . , k−1, then pk = δkp
PCG
k , δk 6= 0 if and only if pk ∈ span
(
{B−10 g0, . . . , B
−1
0 gk}
)
and
gTi pk = ck 6= 0, i = 0, . . . , k, (2.9)
with ck = −δkgkB
−1
0 gk.
Proof. Note that by the assumptions, gi, i = 0, . . . , k, are identical to those gener-
ated by PCG. We first show the only-if direction. Premultiplication of pPCGk of (2.8)
by gTi while taking into account the conjugacy of the gj’s with respect to B
−1
0 gives
gTi p
PCG
k = −g
T
k B
−1
0 gk, so that g
T
i (δkp
PCG
k ) = ck for ck = −δkgkB
−1
0 gk. In addition,
(2.8) shows that pk ∈ span
(
{B−10 g0, . . . , B
−1
0 gk}
)
.
To show the other direction, let
pk =
k∑
j=0
γjB
−1
0 gj , (2.10)
Premultiplication of (2.10) by gTi while taking into account the conjugacy of the gj’s
with respect to B−10 gives
gTi pk = γig
T
i B
−1
0 gi, i = 0, . . . , k,
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hence if pk satisfies (2.9) with ck = −δkgkB
−1
0 gk, then it follows that
γi = −δk
gkB
−1
0 gk
gTi B
−1
0 gi
, i = 0, . . . , k. (2.11)
Insertion of (2.11) into (2.10) gives pk = δkp
PCG
k , with p
PCG
k given by (2.8).
3. A compact representation of the Broyden class Hessian approx-
imations
In this section we consider unconstrained optimization problems on the form (1.1)
and give a compact representation of the Hessian approximations in the full Broy-
den class. The representation contains only explicit matrices and gradients as vector
components. Thereafter we also show how exact linesearch is reflected in the repre-
sentation.
Lemma 3.1. Consider iteration k of solving the unconstrained optimization prob-
lem (1.1) by a quasi-Newton method where, for a given B0, at each iteration i,
i = 0, . . . , k − 1, the search direction pi has been given by Bipi = −gi, where Bi
is any nonsingular Broyden class Hessian approximation of the form (2.4). Any
Hessian approximation in the Broyden class can then be written as
Bk = B0 +
k−1∑
i=0
[
1
gTi pi
gig
T
i +
1
αi(gi+1 − gi)T pi
(gi+1 − gi)(gi+1 − gi)
T + φiωiω
T
i
]
,
where
ωi =
(
−gTi pi
)1/2( 1
(gi+1 − gi)T pi
(gi+1 − gi)−
1
gTi pi
gi
)
,
or equivalently
Bk = B0 +GkTkG
T
k ,
where
Gk =
[
g0 g1 . . . gk−1 gk
]
∈ Rn×(k+1),
and Tk ∈ R
(k+1)×(k+1) is a symmetric tridiagonal matrix on the form
Tk = T
C
k + T
φ
k , (3.1)
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with
eT1 T
C
k e1 =
1
gT0 p0
+
1
α0(g1 − g0)T p0
, (3.2a)
eTi+1T
C
k ei+1 =
1
gTi pi
+
1
αi−1(gi − gi−1)T pi−1
+
1
αi(gi+1 − gi)T pi
, i = 1, . . . , k − 1, (3.2b)
eTi+1T
C
k ei =e
T
i T
C
k ei+1 = −
1
αi−1(gi − gi−1)T pi−1
, i = 1, . . . , k, (3.2c)
eTk+1T
C
k ek+1 =
1
αk−1(gk − gk−1)T pk−1
, (3.2d)
eT1 T
φ
k e1 =− φ0g
T
0 p0
(
1
(g1 − g0)
T p0
+
1
gT0 p0
)2
, (3.2e)
eTi+1T
φ
k ei+1 =− φi−1g
T
i−1pi−1
(
1
(gi − gi−1)
T pi−1
)2
− φig
T
i pi
(
1
(gi+1 − gi)
T pi
+
1
gTi pi
)2
, i = 1, . . . , k − 1, (3.2f)
eTi+1T
φ
k ei =e
T
i T
φ
k ei+1 = φi−1
gTi−1pi−1
[(gi − gi−1)T pi−1]
2 ,
+ φi−1
1
(gi − gi−1)
T pi−1
, i = 1, . . . , k, (3.2g)
eTk+1T
φ
k ek+1 =− φk−1g
T
k−1pk−1
(
1
(gk − gk−1)
T pk−1
)2
. (3.2h)
Proof. The result follows directly from telescoping (2.4) and writing it on outer
product form.
The compact representation in Lemma 3.1 requires storage of (k+1) gradient
vectors and an explicit component matrix, Tk, of size (k+1)×(k+1). In compari-
son to compact representations given in [1], [5] and [6] that require storage of 2k
vector-pairs (B0si, yi), i = 0, . . . , k − 1, and an implicit 2k×2k component matrix.
However when considering the inverse Hessian approximation, although the amount
of storage is preserved in the suggested representation, it does not provide an ex-
plicit component matrix. For a discussion on the corresponding representation of
the inverse Hessian approximation, see Appendix C.
One of the most commonly used quasi-Newton update schemes is the BFGS
update, i.e., the update where Bk takes the form (2.4) for φk−1 = 0. We will
put a particular focus on this update in the remainder of this section and refer to
quantities Bk, pk and αk corresponding to this case as B
BFGS
k , p
BFGS
k and α
BFGS
k .
The compact representation for the corresponding Hessian approximations BBFGSk
are given in the following corollary.
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Corollary 3.1. Consider iteration k of solving the unconstrained optimization prob-
lem (1.1) by a quasi-Newton method where, for a given B0, at each iteration i,
i = 0, . . . , k − 1, the search direction pi has been given by B
BFGS
i pi = −gi. The
BFGS Hessian approximation BBFGSk can then be written as
BBFGSk = B0 +
k−1∑
i=0
[
1
gTi pi
gig
T
i +
1
αi(gi+1 − gi)T pi
(gi+1 − gi)(gi+1 − gi)
T
]
,
or equivalently
BBFGSk = B0 +GkT
BFGS
k G
T
k ,
where
Gk =
[
g0 g1 . . . gk−1 gk
]
∈ Rn×(k+1),
and TBFGSk ∈ R
(k+1)×(k+1) is a symmetric tridiagonal matrix with elements given
in (3.2a)-(3.2d).
Proof. The BFGS updates are obtained by setting φi = 0 for i = 0, . . . , k − 1 in
(2.4). The result then follow directly from Lemma 3.1 by setting TBFGSk = T
C
k .
3.1. Exact linesearch
In this section we consider the case when the linesearch steplength is chosen such
that
gTk pk−1 = 0,
i.e. αk−1 is chosen as the steplength to a stationary point along pk−1. Under exact
linesearch the rank-one matrix φk−1ωk−1ω
T
k−1 in (2.4) reduces to
φk−1ωk−1ω
T
k−1 = −
φk−1
gTk−1pk−1
gkg
T
k . (3.3)
Consequently, the choice of Broyden member is only reflected in the diagonal of Tk
in Lemma 3.1. This can be observed directly in (3.2e) - (3.2h) by making use of the
exact linesearch condition gTi pi−1 = 0, i = 1, . . . , k. All non-diagonal terms of T
φ
k
become zero and the diagonal terms may be simplified to
eTi+1T
φ
k ei+1 =
{
0 i = 0,
− φi−1
gT
i−1
pi−1
i = 1, . . . , k.
(3.4)
Any Hessian approximation in the Broyden class may in fact be written as Bk =
BBFGSk −
(
φk−1/g
T
k−1pk−1
)
gkg
T
k , thus Bk is independent of φi for i = 0, . . . , k − 2
and the choice of Broyden member only affects the scaling of the search direction.
This result is not new, however an addition to this and an alternative proof using
the proposed compact representation is given in Lemma 3.2. The result is given to
emphasize the properties that follow solely from exact linesearch. In comparison to
the properties that stem from exact linesearch on quadratic optimization problems
(QP), which are discussed in Section 4.
10 Limited-memory quasi-Newton methods for a quadratic function
Lemma 3.2. Consider iteration k of solving the unconstrained optimization prob-
lem (1.1) by a quasi-Newton method where, for a given B0, at each iteration i,
i = 0, . . . , k − 1, the search direction pi has been given by Bipi = −gi, where Bi is
any nonsingular Broyden class Hessian approximation of the form (2.4). In addition,
assume that αi and α
BFGS
i correspond to the same stationary point of f(xi + αpi),
i.e., αipi = α
BFGS
i p
BFGS
i , i = 0, . . . , k − 1. Any Hessian approximation in the
Broyden class can then be written as
Bk = B
BFGS
k −
φk−1
gTk−1pk−1
gkg
T
k ,
and the search direction satisfies
pk =
1
1−
φk−1
gT
k−1
pk−1
gTk p
BFGS
k
pBFGSk ,
if BBFGSk is nonsingular and 1−
φk−1
gT
k−1
pk−1
gTk p
BFGS
k 6= 0. In addition, it holds that
1
gTi pi
−
φi−1
gTi−1pi−1
=
1
gTi p
BFGS
i
, i = 1, . . . , k.
Proof. Recall that all the Broyden class updates generate identical iterates under
exact linesearch, hence the generated gradients are independent of the member. The
proof will be by induction. As base step, consider k = 1. B0 is independent of φ
and thus
B1 = B
BFGS
1 −
φ0
gT0 p0
g1g
T
1 .
Note that BBFGS1 p
BFGS
1 = −g1, furthermore if B
BFGS
1 is nonsingular and 1 −
φ0
gT
0
p0
gT1 p
BFGS
1 6= 0 then the requirements of Lemma A.1 are satisfied. It then follows
that
p1 =
1
1− φ0
gT
0
p0
gT1 p
BFGS
1
pBFGS1 ,
and
1
gT1 p1
−
φ0
gT0 p0
=
1
gT1 p
BFGS
1
.
For the induction step, assume that the result holds for k = 0, . . . , r−1 and consider
k = r. Any Broyden class Hessian approximation can by Lemma 3.1 and (3.3) be
written as
Br =B0 +
r−1∑
i=0
[(
1
gTi pi
−
φi−1
gTi−1pi−1
)
gig
T
i +
1
αi(gi+1 − gi)T pi
(gi+1 − gi)(gi+1 − gi)
T
]
−
φr−1
gTr−1pr−1
grgr. (3.5)
To simplify the notation the quantity φ−1/g
T
−1p−1 is used and set to zero. By the
assumptions αipi = α
BFGS
i p
BFGS
i for i = 0, . . . , r − 1 and hence the second term
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in the sum is independent of the Broyden member. Furthermore, by the induction
hypothesis it holds that
1
gTi pi
−
φi−1
gTi−1pi−1
=
1
gTi p
BFGS
i
, i = 1, . . . , r − 1. (3.6)
Insertion of (3.6) into (3.5) and using Corollary 3.1 gives
Br = B
BFGS
r −
φr−1
gTr−1pr−1
grg
T
r .
It holds that BBFGSr p
BFGS
r = −gr and ifB
BFGS
r is nonsingular and 1−
φr−1
gT
r−1
pr−1
gTr p
BFGS
r 6=
0 then the requirements of Lemma A.1 are satisfied. Thus it follows that
pr =
1
1− φr−1
gT
r−1
pr−1
gTr p
BFGS
r
pBFGSr ,
and
1
gTr pr
−
φr−1
gTr−1pr−1
=
1
gTr p
BFGS
r
.
This completes the induction.
The result of Lemma 3.2 directly shows that all members of the Broyden class
generate parallel search directions under exact linesearch, and explicitly how the
choice of member affects the scaling.
4. Quadratic problems
In this section we consider quadratic problems on the form (QP) and start from
the requirement that pk generated by the exact linesearch method of Algorithm 2.1
shall be parallel to pPCGk . Motivated by the performance of the Broyden class,
we start by considering Hessian approximations Bk = Bk−1 + Uk where Uk is a
symmetric rank-two matrix with R(Uk) = span ({gk−1, gk}) and thereafter look at
generalizations. A characterization of all such update matrices Uk is provided as
well as a multi-parameter Hessian approximation that generates pk = δkp
PCG
k for
scalar a δk. Thereafter, we consider limited-memory Hessian approximations with
this property, discuss potential extensions and how to solve the arising systems with
a reduced-Hessian method.
Proposition 4.1. Consider iteration k, 1 ≤ k < r, of the exact linesearch method
of Algorithm 2.1 for solving the unconstrained quadratic optimization problem (QP ).
Assume that pi = δip
PCG
i with δi 6= 0 for i = 0, . . . , k−1, where p
PCG
i , i = 0, . . . , k−
1, are the search directions of the method of preconditioned conjugate gradients using
a positive definite symmetric preconditioning matrix B0, as stated in (2.7). Let
Bk−1 be a nonsingular matrix such that Bk−1pk−1 = −gk−1 and Bk−1B
−1
0 gk = gk.
Let Uk = Bk − Bk−1 and assume that Bk and pk satisfy Bkpk = −gk with Bk
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nonsingular. Then, if Uk is symmetric, rank-two with R(Uk) = span
(
{gk−1, gk}
)
it
holds that pk = δkp
PCG
k , δk 6= 0, if and only if
Uk =
1
gTk−1pk−1
gk−1g
T
k−1 + ρk−1 (gk − gk−1) (gk − gk−1)
T +
( 1
δk
− 1
) 1
gTk B
−1
0 gk
gkg
T
k ,
where ρk−1 is a free parameter.
Proof. The assumptions in the proposition together with Proposition 2.1 and Bk =
Bk−1 + Uk give the following necessary and sufficient condition on Uk such that
pk = δkp
PCG
k for a scalar δk 6= 0.
Uk
(
B−10 gk +
gTk B
−1
0 gk
pTk−1gk−1
pk−1
)
=
( 1
δk
− 1
)
gk +
gTk B
−1
0 gk
pTk−1gk−1
gk−1. (4.1)
Any symmetric rank-two matrix, Uk, with R(Uk) = span
(
{gk−1, gk}
)
can be written
as
Uk = ηk−1gk−1g
T
k−1+ ρk−1 (gk − gk−1) (gk − gk−1)
T+ ϕkgkg
T
k. (4.2)
Insertion of (4.2) into (4.1), taking into account gTk B
−1
0 gk−1 = 0 and g
T
k pk−1 = 0
gives
ϕkg
T
k B
−1
0 gkgk + ηk−1g
T
k B
−1
0 gkgk−1 =
( 1
δk
− 1
)
gk +
gTk B
−1
0 gk
pTk−1gk−1
gk−1,
which is independent of ρk−1. Identification of terms gives
ϕk =
( 1
δk
− 1
) 1
gTk B
−1
0 gk
,
ηk−1 =
1
gTk−1pk−1
.
The result in Proposition 4.1 provides a two-parameter update matrix, Uk. If
the conditions of Proposition 4.1 apply then it follows directly from Uk that the
iterates satisfy the scaled secant condition (2.2). This can be seen by considering
Bkαk−1pk−1 with Bk = Bk−1 + Uk
(Bk−1 + Uk)αk−1pk−1 = −ρk−1αk−1g
T
k−1pk−1 (gk − gk−1) .
Consequently the characterization in Proposition 4.1 provides a class which under
exact linesearch on quadratic optimization problems (QP) is equivalent to the sym-
metric Huang class. The scaling in the secant condition does neither affect the search
direction nor the scaling of it. Utilizing the secant condition sets the parameter
ρk−1 = −1/
(
αk−1g
T
k−1pk−1
)
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that together with the change of variable
ϕk =
(
1
δk
− 1
)
1
gTk B
−1
0 gk
= −
φk−1
gTk−1pk−1
,
gives the exact linesearch form of the Broyden class matrices in (2.4). Hence, as
expected, utilizing the secant condition fixates one of the parameters and gives the
Broyden class. It can also be observed in the update matrix Uk of Proposition 4.1
why the Broyden symmetric rank-one update breaks down for the unit steplength.
At iteration k when αk−1 = 1, then ρk−1 = −1/g
T
k−1pk−1 causes the gk−1g
T
k−1
component to become zero and hence δk, or φk−1 if preferred, can not be chosen
such that Uk reduces to a rank-one matrix. Moreover, if Uk of Proposition 4.1
is required to be a symmetric rank-one matrix, ρk−1 may be eliminated from the
update formula to give the one-parameter class suggested by Forsgren and Odland
[10].
The result of Proposition 4.1 motivates further study of the structure in the
corresponding Hessian approximations.
Lemma 4.1. Consider iteration k, 1 ≤ k < r, of the exact linesearch method of
Algorithm 2.1 for solving the unconstrained quadratic optimization problem (QP ).
Assume that Bipi = −gi, i = 0, . . . , k− 1, where B0 is a symmetric positive definite
n× n matrix and
Bi = Bi−1 +
1
gTi−1pi−1
gi−1g
T
i−1
+ ρi−1 (gi − gi−1) (gi − gi−1)
T + ϕigig
T
i , (4.3)
for i = 1, . . . , k with ρi−1 and ϕi chosen such that Bi is nonsingular. Then Bk takes
the form
Bk = B0 +
k−1∑
i=0
(
−
1
gTi B
−1
0 gi
gig
T
i + ρi(gi+1 − gi)(gi+1 − gi)
T
)
+ ϕkgkg
T
k . (4.4)
Proof. With the assumptions in the proposition, the update of (4.3) satisfies the
requirements of Proposition 4.1 and hence for each i, i = 0, . . . , k − 1, it follows
that pi = δip
PCG
i where δi = 1/
(
1 + ϕig
T
i B
−1
0 gi
)
and ϕ0 = 0. Premultiplication of
pi = δip
PCG
i by g
T
i gives
gTi pi =
1
1 + ϕigTi B
−1
0 gi
gTi p
PCG
i , i = 0, . . . , k − 1, (4.5)
Inverting (4.5) and taking into account that gTi p
PCG
i = −g
T
i B
−1
0 gi, i = 0, . . . , k− 1,
gives
1
gTi pi
+ ϕi = −
1
gTiB
−1
0 gi
, i = 0, . . . , k − 1. (4.6)
By telescoping (4.3) at iteration k we obtain
Bk = B0 +
k−1∑
i=0
[(
1
gTi pi
+ ϕi
)
gig
T
i + ρi(gi+1 − gi)(gi+1 − gi)
T
]
+ ϕkgkg
T
k . (4.7)
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Insertion of (4.6) into (4.7) gives (4.4).
Lemma 4.1 and (4.4) show that if the search direction at iteration k, 1 ≤ k < r,
is given by Bkpk = −gk with Bk given by (4.4), then pk is independent of all ρi,
i = 0, . . . , k − 1, at every iteration k as long as Bk is nonsingular. This result is
formalized in the following proposition.
Proposition 4.2. Consider iteration k, 1 ≤ k < r, of the exact linesearch method
of Algorithm 2.1 for solving the unconstrained quadratic optimization problem (QP ).
Assume that pi = δip
PCG
i with δi 6= 0 for i = 0, . . . , k − 1, where p
PCG
i , i =
0, . . . , k − 1, are the search directions of the method of preconditioned conjugate
gradients using a positive definite symmetric preconditioning matrix B0, as stated
in (2.7). Let pk satisfy Bkpk = −gk where
Bk = B0 +
k−1∑
i=0
(
−
1
gTi B
−1
0 gi
gig
T
i + ρ
(k)
i (gi+1 − gi)(gi+1 − gi)
T
)
+ ϕkgkg
T
k , (4.8)
with ρ
(k)
i > 0, i = 0, . . . , k − 1, and ϕk chosen such that Bk is nonsingular. Then,
pk =
1
1 + ϕkg
T
k B
−1
0 gk
pPCGk . (4.9)
In particular, if ϕk > −1/(g
T
k B
−1
0 gk), then Bk ≻ 0.
Proof. From Proposition 4.1 and Lemma 4.1 it follows that Bk given by (4.4)
generates pk = δkp
PCG
k where δk = 1/
(
1 + ϕkg
T
k B
−1
0 gk
)
and hence satisfies
(gi+1 − gi)
T pk = 0, i = 0, . . . , k − 1, (4.10)
by Lemma 2.1. If ρi > 0, i = 0, . . . , k−1, and ϕk chosen such that Bk is nonsingular
then the solution is unique and independent of ρi, i = 0, . . . , k − 1, and thus ρi =
ρ
(k)
i , i = 0, . . . , k − 1. Moreover, if ϕk = 0 then the matrix of (4.8) is positive
definite by Lemma A.2 and it then follows from Lemma A.1 that Bk ≻ 0 for ϕk >
−1/(gTk B
−1
0 gk).
The result in Proposition 4.2 together with exact linesearch method of Algo-
rithm 2.1 provide a multiple-parameter class that generates parallel search directions
to those of PCG. In the framework of updates on the form Bk = Bk−1 + Uk this
class allows update matrices with R(Uk) = span ({g0, . . . , gk}) and reduces to the
symmetric Huang class if R(Uk) = span ({gk−1, gk}) is required. In (4.8) of Propo-
sition 4.2 it can be observed that the direction is determined by the components in
the first term of the sum, compare with (2.8). The parameter ϕk only scales the
direction and it is independent of ρ
(k)
i , i = 0, . . . , k − 1. Certain choices of these
parameters merely guarantee nonsingularity of the Hessian approximation and may
provide numerical stability. We will therefore refer to the terms corresponding to
the parameters ρ
(k)
i , i = 0, . . . , k − 1, as stabilizers.
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4.1. Limited-memory Hessian approximations
In this section we extend the above discussion to limited-memory Hessian approxi-
mations. Note that the approximation given in (4.4) can be written on outer product
form, similarly as in Lemma 3.1, using gradients as vector components. This gives a
form, Bk = B0+Mk whereR(Mk) = span({g0, . . . , gk}. From (2.8) it directly follows
that pPCGk ∈ span({B
−1
0 g0, . . . , B
−1
0 gk} and that p
PCG
k has a nonzero component in
every direction B−10 gi, i = 0, . . . , k. Hessian approximations on the form of (4.4) will
consequently not be able to generate pk parallel to p
PCG
k with (2.1) if gradient infor-
mation is discarded. However, this can be done, as e.g. in [1], by at each iteration
recalculating the basis vectors from the vector pairs (si, yi), i = k −m, . . . , k − 1,
or, as shown in Theorem 4.1 below, by adding a correction term to the right hand
side of the quasi-Newton equation (2.1).
Theorem 4.1. Consider iteration k, 1 ≤ k < r, of the exact-linesearch method of
Algorithm 2.1 for solving the unconstrained quadratic optimization problem (QP ).
Assume that pi = δip
PCG
i with δi 6= 0 for i = 0, . . . , k − 1, where p
PCG
i , i =
0, . . . , k − 1, are the search directions of the method of preconditioned conjugate
gradients using a positive definite symmetric preconditioning matrix B0, as stated
in (2.7). Let Ak = {j1, . . . , jmk} ⊆ {0, . . . , k} with j1 < j2 < · · · < jmk such that
k ∈ Ak and let Ik = {0, . . . k} \ Ak. Furthermore, let pk satisfy Bkpk = −Nkgk
where
Bk = B0 +
mk−1∑
i=1
[(
1
gTjipji
+ ϕji
)
gjig
T
ji + ρ
(k)
ji
(gji+1 − gji)(gji+1 − gji)
T
]
+ ϕkgkg
T
k , (4.11a)
and
Nk =

I − 1
1 + ϕkg
T
k B
−1
0 gk
∑
i∈Ik
(
1
gTi pi
+ ϕi
)
gig
T
k B
−1
0

 gk, (4.11b)
with ϕ0 = 0, ϕi, i = 1, . . . , k − 1, and ρ
(k)
ji
, i = 1, . . . ,mk − 1, chosen such that Bk
is nonsingular. Then,
Bk = B0 +
mk−1∑
i=1
(
−
1
gTjiB
−1
0 gji
gjig
T
ji + ρ
(k)
ji
(gji+1 − gji)(gji+1 − gji)
T
)
+ ϕkgkg
T
k ,
and
pk =
1
1 + ϕkg
T
k B
−1
0 gk
pPCGk .
In particular, if ρ
(k)
ji
> 0, i = 1, . . . ,mk − 1, and ϕk > −1/(g
T
k B
−1
0 gk), then Bk ≻ 0.
Proof. The assumptions in the theorem satisfy the requirements of Proposition 4.2
and Lemma 4.1. Consider Bk given by (4.8) of Proposition 4.2, the search direction
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generated by Bkpk = −gk then satisfies (4.9). The corresponding matrix Bk can by
Lemma 4.1 equivalently be written as the telescoped form of (4.3)
B0 +
k−1∑
i=0
[(
1
gTi pi
+ ϕi
)
gig
T
i + ρ
(k)
i (gi+1 − gi)(gi+1 − gi)
T
]
+ ϕkgkg
T
k , (4.12)
where ϕ0 = 0. Identifying terms in (4.12) and (4.8) of Proposition 4.2 gives
1
gTi pi
+ ϕi = −
1
gTiB
−1
0 gi
, i = 0, . . . , k − 1. (4.13)
Insertion of (4.12) into the quasi-Newton equation (2.1) gives
(
B0 +
k−1∑
i=0
[(
1
gTi pi
+ ϕi
)
gig
T
i + ρ
(k)
i (gi+1 − gi)(gi+1 − gi)
T
]
+ ϕkgkg
T
k
)
pk
= −gk. (4.14)
The direction satisfies (4.9) and hence it follows from Lemma 2.1 that pTkgi = ck,
i = 0, . . . , k. Premultiplication of (4.9) by gTk gives
ck = −
gTk B
−1
0 gk
1 + ϕkg
T
k B
−1
0 gk
. (4.15)
Consider (4.14), multiplication of pk with the terms in the sum corresponding to
indices in Ik, application of Lemma 2.1 and insertion of (4.15) gives
B0 + ∑
i∈Ak
[(
1
gTi pi
+ ϕi
)
gig
T
i + ρi(gi+1 − gi)(gi+1 − gi)
T
]
+ ϕkgkg
T
k

 pk
= −gk +
gTk B
−1
0 gk
1 + ϕkg
T
k B
−1
0 gk
∑
i∈Ik
(
1
gTi pi
+ ϕi
)
gi, (4.16)
which gives (4.11a). Insertion of (4.13) into the matrix of (4.16) gives
B0 + ∑
i∈Ak
[
−
1
gTi B
−1
0 gi
gig
T
i + ρi(gi+1 − gi)(gi+1 − gi)
T
]
+ ϕkgkg
T
k

 pk
= −

I − 1
1 + ϕkg
T
k B
−1
0 gk
∑
i∈Ik
(
1
gTi pi
+ ϕi
)
gig
T
k B
−1
0

 gk. (4.17)
Denote the matrix of the left hand side of (4.16) as Bk and the matrix of right hand
side as Nk. By Lemma A.2 Bk ≻ 0 if ϕk = 0 and hence pk = p
PCG
k is the unique
solution to (4.17) with ϕk = 0. It then follows from Lemma A.1 that Bk ≻ 0 if
ϕk > −1/(g
T
k B
−1
0 gk) and that (4.9) is the unique solution to (4.16).
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The result in Theorem 4.1 together with the exact linesearch method in Algo-
rithm 2.1 provides a limited-memory method that generates pk parallel to p
PCG
k .
If all indices are chosen to be active then the Hessian approximation in (4.11a) is
equivalent to (4.8) of Proposition 4.2. Conversely, if the indices corresponding to all
previous gradients, i.e. i = 0, . . . , k− 1 are inactive, and ϕk = 0 for all k then (4.11)
with Bkpk = −Nkgk is equivalent to the PCG update (2.7) with preconditioner B0.
The update scheme of Theorem 4.1 contains only gradients as vector components
and with the exact linesearch method of Algorithm 2.1 the finite termination prop-
erty is maintained. However, this is at the expense of adding a correction term on
the right hand side.
Note that the if part of Proposition 4.1 may be extended to updates on the form
Uk =
1
gTk−1pk−1
gk−1g
T
k−1+ρk−1(
k∑
j=0
m
(k)
j gj)(
k∑
j=0
m
(k)
j gj)
T+
(
1
δk
− 1
)
1
gTk B
−1
0 gk
gkg
T
k ,
where
∑k
j=0m
(k)
j = 0. Lemma 4.1, Proposition 4.2 and hence also Theorem 4.1
may then with Lemma A.8 similarly be extended to hold for updates on this form.
However, in our opinion this would not provide a significant increase in under-
standing but instead make the analysis more tedious and difficult to follow. We
therefore chose to give the result in Proposition 4.1 for rank-two update matrices
with R(Uk) = span ({gk−1, gk}). Moreover, the update in Theorem 4.1 relies heavily
on the result in Lemma 2.1 which is exact on quadratic problems. For non-quadratic
problems other more accurate approximations and modifications may be considered
to improve the method.
The discussion has so far been on Hessian approximations on the form Bk =
B0 +Mk where Mk has gradients as basis components. The discussion will now be
extended to also consider Mk that in addition includes information from the search
directions in the basis. By (2.7) it is sufficient to have R(Mk) = span({B0pk−1, gk}.
A Hessian approximation that fulfills this and gives pk = p
PCG
k is given in Propo-
sition 2.1 as Bk = C
T
k B0Ck. The idea is to combine this approximation with the
stabilizers of Proposition 4.2 and allow for scaling. The resulting Hessian approxi-
mation together with some of its properties is given in the theorem below.
Theorem 4.2. Consider iteration k, 1 ≤ k < r, of the exact linesearch method of
Algorithm 2.1 for solving the unconstrained quadratic optimization problem (QP ).
Assume that pi = δip
PCG
i with δi 6= 0 for i = 0, . . . , k − 1, where p
PCG
i , i =
0, . . . , k − 1, are the search directions of the method of preconditioned conjugate
gradients using a positive definite symmetric preconditioning matrix B0, as stated
in (2.7). Let Ak ⊆ {0, . . . , k − 1} and let pk satisfy Bkpk = −gk with
Bk = C
T
k B0Ck +
∑
i∈Ak
ρ
(k)
i (gi+1 − gi) (gi+1 − gi)
T + ϕkgkg
T
k , (4.18)
where
Ck =
(
I −
1
gTk−1pk−1
pk−1g
T
k
)
,
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with ρ
(k)
i , i ∈ Ak, and ϕk chosen such that Bk is nonsingular. Then
pk =
(
1
1 + ϕkg
T
k B
−1
0 gk
)
pPCGk .
In particular, if ρ
(k)
i > 0, i ∈ Ak, and ϕk > −1/(g
T
k B
−1
0 gk), then Bk ≻ 0.
Proof. Consider the case ϕk = 0. The equation C
T
k B0Ckpk = −gk has by Propo-
sition 2.1 the the unique solution pk = p
PCG
k . If the matrix remains nonsingular
adding terms orthogonal to pk have no affect on the direction. By Lemma 2.1
(gi+1 − gi)
T pk = 0, i ∈ Ak. (4.19)
Let u ∈ Rn be a nonzero vector, pre- and postmultiplication of (4.18) with ϕk = 0
by uT respectively u gives
uTBku = u
TCTk B0Cku+
mk−1∑
i=1
ρ
(k)
ji
(
(gji+1 − gji)
T u
)2
. (4.20)
It follows that Bk is positive definite if
uTCTk B0Cku > 0, (4.21a)∑
i∈Ak
ρ
(k)
i
(
(gi+1 − gi)
T u
)2
≥ 0, (4.21b)
The positive definiteness of B0 and the existence of C
−1
k gives (4.21a) and (4.21b)
is satisfied if ρ
(k)
i > 0, i ∈ Ak. Proving that Bk with ϕk = 0 is positive definite if
ρ
(k)
i > 0, i ∈ Ak. It then follows from Lemma A.1 that (4.18) is positive definite if,
in addition, ϕk > −1/(g
T
k B
−1
0 gk) and that pk obtained from Bkpk = −gk with Bk
given in (4.18) satisfies
pk =
(
1
1 + ϕkg
T
k B
−1
0 gk
)
pPCGk .
The results in Theorem 4.1 and Theorem 4.2 provide multi-parameter limited-
memory Hessian approximations where the memory usage can be changed between
the iterations. The information in the Hessian approximation may be chosen as
the method progresses and there is no restriction to only include information from
the mk-latest iterations. All information may also be expressed in terms of search
directions and the current gradient gk. This provides the ability to reduce the
amount of storage when the arising systems are solved by reduced-Hessian methods,
described in Section 4.2, with search directions in the basis.
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Note that the result in Theorem 4.2 can be generalized by instead introducing
stabilizers on the form
∑
i∈Ak

ρ(k)i

 k∑
j=0
m
(k)
ij gj



 k∑
j=0
m
(k)
ij gj


T

 ,
where Ak ⊆ {0, . . . , k − 1} and
∑k
j=0m
(k)
ij = 0 for all i ∈ Ak. Or alternatively to
Hessian approximations on the form Bk = C
T
k B0Ck + Fk as long as Bk remains
nonsingular and Fkpk = 0. However, for the same reasons as above and due to the
numerical properties, shown in the Section 5, we chose to give the result for the
formulation in Theorem 4.2.
4.2. Solving the systems
In this section we discuss solving systems of linear equations using reduced-Hessian
methods. These methods provide an alternative procedure for solving systems aris-
ing in quasi-Newton methods. We follow Gill and Leonard [11, 12] and refer to their
work for a thorough introduction.
Assume that the Hessian approximation given by (4.18) of Theorem 4.2 is used
together with the exact linesearch method of Algorithm 2.1 for solving the un-
constrained quadratic optimization problem (QP ). The search direction at it-
eration k then satisfies pk = δkp
PCG
k for a scalar δk and hence by (2.7) pk ∈
span
(
{pk−1, B
−1
0 gk}
)
. Define Smk = {pk−1, B
−1
0 gk} and let Sk be a subspace such
that Smk ⊆ Sk. Furthermore let Sk be a matrix whose columns span Sk and Zk be
the matrix defined by the QR-factorization Sk = ZkRk where Rk is a nonsingular
upper triangular matrix. It then follows that the search direction can be written
as pk = Zkuk for some vector uk. Premultiplication of the quasi-Newton equation
(2.1) by ZTk together with pk = Zkuk gives
ZTk BkZkuk = −Z
T
k gk, (4.22)
which has a unique solution if Bk is positive definite. Hence pk = Zkuk where
uk satisfies (4.22). Note that the analogous procedure is also applicable for the
result of Theorem 4.1 where the Hessian approximation is given by (4.11a) and pk
is generated by Bkpk = −Nkgk.
The minimal space required is Sk = S
m
k but other feasible choices are for example
Sk = {B
−1
0 g0, . . . , B
−1
0 gk}, by (2.8), or Sk = {pt−1, B
−1
0 gt, . . . , B
−1
0 gk} where 0 <
t < k.
5. Numerical results
In this section we give numerical results for solving randomly generated quadratic
optimization problems on the form (QP). Our framework is a MATLAB implemen-
tation where the arising systems of linear equations were solved by MATLAB’s built
in solver. We refer to Gill and Leonard [11, 12] for a more detailed update and solve
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of the reduced systems. The Hessians were symmetric positive definite and the
condition number corresponding to the problems with n = 40, 200-300 and 1000
variables were in the order of 102-103 respectively 104 and 105. All figures corre-
spond to representative results from approximately 100 simulations. Convergence
for a member in the proposed class of quasi-Newton methods (4.8) in Proposition 4.2,
here denoted by MuP, is shown in Figure 1. The figure also contains the convergence
of the BFGS method and PCG in both finite and exact arithmetic, all with B0 = I.
In this study we consider exact arithmetic PCG as the original but with 512 digits
precision. The parameters of (4.8) were chosen as follows, ϕk = 0 for all k and
ρ
(k)
i = ξ
(k)
i ρ
B
i , i = 0, . . . , k − 1,
where ξ
(k)
i , i = 0, . . . , k − 1, are normally distributed random variables and ρ
B
i ,
i = 0, . . . , k− 1, are the quantities corresponding to the secant condition. Note that
the scaling of ρ
(k)
i , i = 0, . . . , k − 1, are randomly changed for every k.
0 20 40 60 80 100 120 140 160 180
Iteration (k)
10 -12
10 -10
10 -8
10 -6
10 -4
10 -2
10 0
PCG
BFGS
MuP
PCG (Digits 512)
Figure 1: Convergence for solving randomly generated quadratic problems with
n = 300 variables and ξ
(k)
i ∈
[
10−1, 108
]
, i = 0, . . . , k − 1.
All the methods compared in Figure 1 are with the exact linesearch method of Al-
gorithm 2.1 equivalent in exact arithmetic on unconstrained quadratic optimization
problems (QP). However, in finite arithmetic this is not the case. As can be seen
in the figure, PCG suffers from round-off errors while BFGS behaves like the exact
arithmetic PCG. The maximum error from all simulations between the iterates of
BFGS and exact PCG was 5.1 · 10−14, i.e.
max
i
‖xBFGSi − x
PCG
i ‖ = 5.1 · 10
−14.
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Consequently, the BFGS method does not suffer from round-off errors on these
quadratic optimization problems. By the result of Proposition 4.2 it is not required
to fix the parameters ρ
(k)
i , i = 0, . . . , k−1, and as Figure 1 shows there is an interval
where this result also holds in finite arithmetic. The secant condition is expected to
provide an appropriate scaling of the quantities since it gives the true Hessian in n
iterations. Our results indicate that there is no particular benefit for the quadratic
case to choose the values given by the secant condition. This freedom may be useful,
since values of ρ
(k)
i close to zero for some i may make the Hessian approximation
close to singular, and such values could potentially be avoided.
Convergence for the method with limited-memory scheme (4.11) of Theorem 4.1,
here denoted by LC, with ρ
(k)
i = ρ
B
i , i = 0, . . . , k − 1, and ϕk = 0 for all k is
shown in Figure 2 and 3. The figures also contain the convergence of the BFGS
method, L-BFGS as proposed by Nocedal in [16] and PCG, all with B0 = I. In
Figure 2 and 3 we also show that the limited-memory methods are able to maintain
the exact arithmetic behavior for an increased number of iterations if information
from the first iteration is included in the Hessian approximation. To make a fair
comparison, we also modify the standard L-BFGS Hessian approximation to also
include information from the first iteration. A comparison between the LC and L-
BFGS versions is shown in the Table 1. Note that LC uses information from (m+1)
gradients to match the gradient information of m vector pairs (y, s) in L-BFGS.
Table 1: A comparison between the considered LC and L-BFGS versions.
Vector information Version 1 [Standard] Version 2 [-0]
L-BFGS (y, s) m-latest (y0, s0) and (m-1)-latest
LC g (m+1)-latest g0 and m-latest
0 5 10 15 20 25 30 35 40 45
Iteration (k)
10 -12
10 -10
10 -8
10 -6
10 -4
10 -2
10 0
PCG
BFGS
L-BFGS
L-BFGS-0
LC
LC-0
0 5 10 15 20 25 30 35 40 45
Iteration (k)
10 -12
10 -10
10 -8
10 -6
10 -4
10 -2
10 0
PCG
BFGS
L-BFGS
L-BFGS-0
LC
LC-0
Figure 2: Convergence for solving randomly generated quadratic problems with
n = 40 variables. The left figure corresponds to m = 3 and the right to m = 8.
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LC
LC-0
Figure 3: Convergence for solving randomly generated quadratic problems with
n = 200 variables. The left figure corresponds to m = 3 and the right to m = 8.
The convergence of LC in Figure 2 is similar to L-BFGS and lies between the
convergence of BFGS and PCG. The figure verifies the theoretical result for which
the method behaves more similar to BFGS the more information that is included in
the limited-memory Hessian approximation. When information is discarded both LC
and L-BFGS loose the exact arithmetic behavior and convergence is slowed down.
Figure 3 shows that these characteristics are preserved as the dimension of the
system increases. The figures also show that the methods are able to maintain the
exact arithmetic behavior for an increased number of iterations, and hence reduce
round-off error effects and the total number of iterations, by including information
from the first iteration in the Hessian approximations. In this case L-BFGS slightly
outperforms LC but one should bare in mind the difference in information. Partly
information from search directions but also that L-BFGS-0 includes y0 that also
contains information from g1 which LC-0 does not have any information from. In
addition, both LC-0 and L-BFGS-0 are less sensitive to changes in m compared to
their respective standard version.
Next we show the convergence for the quasi-Newton method that uses the
Hessian approximation (4.18) of Theorem 4.2, here denoted by symPCGs, with
ρ
(k)
i = ρ
B
i , i = 0, k −m+ 1, . . . , k − 1, and ϕk = 0 for all k. Figure 4 also contains
the convergence of the BFGS method, L-BFGS-0, LC-0 and PCG, all with B0 = I.
Both symPCGs and LC-0 were solved with the technique described in Section 4.2
using Sk =
(
p0 p1 pk−2 pk−1 B
−1
0 gk
)
for k > 4. Hence systems of size at most
5× 5 were solved at every iteration.
6. Conclusion 23
0 5 10 15 20 25 30 35 40 45
Iteration (k)
10 -12
10 -10
10 -8
10 -6
10 -4
10 -2
10 0
PCG
BFGS
L-BFGS-0
symPCGs
LC-0
0 50 100 150 200 250 300 350
Iteration (k)
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Figure 4: Convergence for solving randomly generated quadratic problems with
m = 5. The left figure corresponds to n = 40 variables and the right to n = 1000.
The convergence of symPCGs in Figure 4 is comparable with the convergence of L-
BFGS-0. Note that the gradient information in the corresponding limited-memory
Hessian approximations are identical whereas the L-BFGS-0 approximation consist
of information from additional search directions. The performance of LC-0 is im-
proved in Figure 4 compared to in Figure 2 and 3 due to better numerical properties
of the reduced solve. Furthermore, the right part of Figure 4 shows that the round-
off error effects can be significantly reduced by including information from the first
iteration.
6. Conclusion
In this work we have given one multi-parameter and two limited-memory quasi-
Newton Hessian approximation classes which on quadratic optimization problems
(QP) with the exact linesearch method of Algorithm 2.1 generate pk parallel to
pPCGk . In addition, we characterized all symmetric rank-two update matrices, Uk
with R(Uk) = span
(
{gk−1, gk}
)
which has this property. The Hessian approxima-
tions were described by a novel compact representation which framework was first
presented in Section 3 for the full Broyden class on unconstrained optimization
problems (1.1). The representation of the full Broyden class consist only of explicit
matrices and gradients as vector components.
We emphasize that our way of stating the equivalence to PCG together with our
alternative representation illustrate the freedom that exists and provide a dynamical
framework for the construction of limited-memory Hessian approximations.
Numerical simulations on randomly generated unconstrained quadratic opti-
mization problems have shown that for these problems the multi-parameter class,
with parameters within a certain range, is equivalent to the BFGS method in finite
arithmetic. It was also shown that finite arithmetic BFGS behaves as exact PCG
on the considered problems. The characteristics of the convergence of the proposed
limited-memory methods were evaluated and it was shown that they are numerically
comparable with L-BFGS. It was also shown that on these problems, including in-
24 Limited-memory quasi-Newton methods for a quadratic function
formation from the first iteration in the Hessian approximation significantly reduces
round-off error effects.
The results of this work are meant to contribute to the theoretical and numerical
understanding of limited-memory quasi-Newton methods for minimizing a quadratic
function. We hope that they can lead to further research on limited-memory meth-
ods for unconstrained optimization problems. In particular, limited-memory meth-
ods for minimizing a near-quadratic function and for systems arising as interior-point
methods converge.
A. Appendix
Lemma A.1. If Ax = b, with A nonsingular then
(
A+ γbbT
)
y = b, for y =
1
1 + γbTx
x,
if 1 + γbTx 6= 0. If, in addition, bTx 6= 0, it holds that
1
bTy
=
1
bTx
+ γ. (A.1)
Finally, if A = AT ≻ 0, then bTx > 0 and A+ γbbT ≻ 0 if and only if
γ > −
1
bTx
.
Proof. Assume that Ax = b whereA is nonsingular. Premultiplication of
(
A+ γbbT
)
y =
b by A−1 gives (
I + γA−1bbT
)
y = A−1b. (A.2)
Insertion of x = A−1b into (A.2) and rearranging gives
y =
(
1− γbT y
)
x. (A.3)
Insertion of y = αx into (A.3) and solving for α yields
α =
1
1 + γbTx
, 1 + γbTx 6= 0.
The result in (A.1) follows by premultiplication of y = 1
1+γbT x
x by bT and rearrang-
ing. For the final result, note that bTx = xTAx > 0 since A ≻ 0 and that(
A+ γbbT
)
= A1/2
(
I + γA−1/2bbTA−1/2
)
A1/2,
which is a congruent transformation and hence I + γA−1/2bbTA−1/2 ≻ 0 if and only
if A+ γbbT ≻ 0. Then consider the similarity transformation
A−1/2
(
I + γA−1/2bbTA−1/2
)
A1/2 = I + γxbT ,
where the only eigenvalue not equal to unity is 1 + γbTx, which is positive only if
γ > − 1
bTx
, bTx 6= 0.
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Lemma A.2. Let B0 be a symmetric positive definite n × n matrix and let gi,
i = 0, . . . , k, be nonzero vectors that are conjugate with respect to B−10 . Define Bk
as
Bk = B0 +
k−1∑
i=0
(
−
1
gTiB
−1
0 gi
gig
T
i + ρi(gi+1 − gi)(gi+1 − gi)
T
)
, (A.4)
where ρi ∈ R, i = 0, . . . , k − 1. Then Bk ≻ 0 if ρi > 0, i = 1, . . . , k − 1.
Proof. Any vector p in Rn can be written as
p =
k∑
i=0
αiB
−1
0 gi +B
−1
0 u, with g
T
i B
−1
0 u = 0, i = 0, . . . , k. (A.5)
Insertion of (A.5) into pTBkp gives
pTBkp = p
T
(
B0 +
k−1∑
i=0
[
−
1
gTiB
−1
0 gi
gig
T
i + ρi(gi+1 − gi)(gi+1 − gi)
T
])
p
= pTB0p−
k−1∑
i=0
(
gTi p
)2
gTiB
−1
0 gi
+
k−1∑
i=0
ρi
(
(gi+1 − gi)
T p
)2
=
k∑
i=0
α2i g
T
iB
−1
0 gi + u
TB−10 u−
k−1∑
i=0
(
αig
T
iB
−1
0 gi
)2
gTiB
−1
0 gi
+
k−1∑
i=0
ρi
(
(gi+1 − gi)
T p
)2
= α2kg
T
kB
−1
0 gk + u
TB−10 u+
k−1∑
i=0
ρi
(
αi+1gi+1B
−1
0 gi+1 − αigiB
−1
0 gi
)2
. (A.6)
For the remainder of the proof, let ρi > 0, i = 0, . . . , k − 1. It follows from (A.6)
that Bk is positive semidefinite with p
TBkp = 0 only if
α2kg
T
kB
−1
0 gk = 0, (A.7a)
uTB−10 u = 0, (A.7b)
αi+1gi+1B
−1
0 gi+1 − αigiB
−1
0 gi = 0, i = 0, . . . , k − 1. (A.7c)
From the positive definiteness of B0, (A.7a) gives αk = 0, which in combination
with (A.7c) gives αi = 0, i = 0, . . . , k. In addition, (A.7b) gives u = 0. Therefore,
pTBkp = 0 only if p = 0, proving that Bk is positive definite.
Lemma A.3. Let B0 be a symmetric positive definite n × n matrix and let gi,
i = 0, . . . , k, be nonzero vectors that are conjugate with respect to B−10 . Define Bk
as
Bk = B0 +
k−1∑
i=0

− 1
gTiB
−1
0 gi
gig
T
i + ρ
(k)
i (
k∑
j=0
m
(k)
ij gj)(
k∑
j=0
m
(k)
ij gj)
T

 , (A.8)
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where ρ
(k)
i ∈ R, i = 0, . . . , k − 1 and
∑k
j=0m
(k)
ij = 0, i = 0, . . . , k − 1. Then Bk ≻ 0
if ρ
(k)
i > 0, i = 0, . . . , k − 1 and M
(k) has full row rank, where M (k) denotes the
k × (k + 1) matrix with elements m
(k)
ij , i = 0, . . . , k − 1, j = 0, . . . , k.
Proof. Any vector p in Rn can be written as
p =
k∑
i=0
αiB
−1
0 gi +B
−1
0 u, with g
T
i B
−1
0 u = 0, i = 0, . . . , k. (A.9)
Insertion of (A.9) into pTBkp gives
pTBkp = p
T

B0 + k−1∑
i=0

− 1
gTiB
−1
0 gi
gig
T
i + ρi(
k∑
j=0
m
(k)
ij gj)(
k∑
j=0
m
(k)
ij gj)
T



 p
= pTB0p−
k−1∑
i=0
(
gTi p
)2
gTiB
−1
0 gi
+
k−1∑
i=0
ρi

 k∑
j=0
m
(k)
ij g
T
j p


2
=
k∑
i=0
α2i g
T
iB
−1
0 gi + u
TB−10 u−
k−1∑
i=0
(
αig
T
iB
−1
0 gi
)2
gTiB
−1
0 gi
+
k−1∑
i=0
ρi

 k∑
j=0
m
(k)
ij g
T
j p


2
= α2kg
T
kB
−1
0 gk + u
TB−10 u+
k−1∑
i=0
ρi

 k∑
j=0
m
(k)
ij αjg
T
j B
−1
0 gj


2
. (A.10)
For the remainder of the proof, let ρi > 0, i = 0, . . . , k − 1. It follows from (A.10)
that Bk is positive semidefinite with p
TBkp = 0 only if
α2kg
T
kB
−1
0 gk = 0, (A.11a)
uTB−10 u = 0, (A.11b)
k∑
j=0
m
(k)
ij αjg
T
j B
−1
0 gj = 0, i = 0, . . . , k − 1. (A.11c)
From the given properties of M (k), it follows that
∑k
j=0m
(k)
ij vj = 0, i = 0, . . . , k−1,
for some vector v ∈ IRk+1, implies that vj = c, j = 0, . . . , k, for some constant
c. Therefore, (A.11c) implies that αjg
T
jB
−1
0 gj = c, j = 0, . . . , k, for some c. But
(A.11a) gives αk = 0, so that c = 0. Therefore, αj = 0, j = 0, . . . , k. In addition,
(A.11b) gives u = 0. Consequently, pTBkp = 0 only if p = 0, proving that Bk is
positive definite.
B. An alternative compact representation of BFGS
The Hessian approximations corresponding to the BFGS method can with the same
technique as in Section 3 be described by a compact representation where the com-
ponent matrix is diagonal.
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Lemma B.1. Consider iteration k of solving the unconstrained optimization prob-
lem (1.1) by a quasi-Newton method where, for a given B0, at each iteration i,
i = 0, . . . , k − 1, the search direction pi has been given by B
BFGS
i pi = −gi. The
BFGS Hessian approximation BBFGSk can then be written as
BBFGSk = B0 + ΥkDkΥ
T
k , (B.1)
where
Υk =
[
g0 y0 . . . gk−1 yk−1
]
∈ Rn×k, (B.2)
and Dk ∈ R
2k×2k is a diagonal matrix on the form
Dk =


1
gT
0
p0
1
yT
0
s0
.
.
.
1
gT
k−1
pk−1
1
yT
k−1
sk−1

. (B.3)
Proof. The BFGS updates are obtained by setting φk−1 = 0 in (2.4). The result
follows directly by telescoping and rewriting on outer-product form.
The general Broyden class has, with the representation in Lemma B.1, also a
tridiagonal component matrix. The BFGS Hessian hessian approximation can thus
be seen as a special case when the component matrix reduces to a diagonal matrix.
This is at the expense of a component matrix Dk of size (2k)
2/(k+1)2 times the size
compared to TBFGSk of Corollary 3.1 which is tridiagonal. If the current gradient is
not orthogonal to the previous search direction, i.e., the linesearch is not exact, then
the tridiagonal matrix Tk of Lemma 3.1 can also be reduced to a diagonal matrix
with a particular choice of φk−1 for each k.
The transformation GkEk = Υk provides a relation between the two compact
representations in Corollary 3.1 and Lemma B.1. The transformation matrix Ek is
given by
Ek =


1 −1
1 1 −1
1
. . .
1 −1
1


∈ R(k+1)×2k.
At every iteration k the matrix expands by one row and two columns where the
lower right corner is the (2×2)-block
[
1 −1
1
]
.
Limited-memory Hessian approximations similar to those in Section 4 can be
derived for the compact representation in Lemma B.1 using the same techniques.
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C. Inverses
The inverse of the compact representation in Lemma 3.1 and Lemma B.1 can be
computed with the Sherman-Morrison-Woodbury formula [13]. Assume that the
component matrix Tk of Lemma 3.1 is nonsingular. The inverse corresponding to
the representation in Lemma 3.1 is then given by
B−1k = B
−1
0 −B
−1
0 Gk
(
T−1k +G
T
kB
−1
0 Gk
)−1
GTkB
−1
0 ,
or
B−1k = B
−1
0
(
B0 −Gk
(
T−1k +G
T
kB
−1
0 Gk
)−1
GTk
)
B−10 .
The representation of the BFGS scheme in Lemma B.1 allows for a more explicit
expression for the inverse. Namely
B−1k = B
−1
0
(
B0 − ΥkM
−
k Υ
T
k
)
B−10 ,
where Mk = D
−1
k + Υ
T
k B
−
 Υk with elements
mii =
{
gTi B
−1
0 gi + g
T
i pi if i even,
yTi B
−1
0 yi + y
T
i si if i odd,
and
mij = mji = g
T
i B
−1
0 yj , i 6= j,
where i = 0, . . . , k − 1 and j = 0, . . . , k − 1.
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