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We study the quantum dynamics of a spin-orbit (SO) coupled Bose-Einstein condensate (BEC) in
a double-well potential inspired by the experimental protocol recently developed by NIST group. We
focus on the regime where the number of atoms is very large and perform a two-mode approximation.
An analytical solution of the two-site Bose-Hubbard-like Hamiltonian is found for several limiting
cases, which range from a strong Raman coupling to a strong Josephson coupling, ending with the
complete model in the presence of weak nonlinear interactions. Depending on the particular limit,
different approaches are chosen: a mapping onto an SU(2) spin problem together with a Holstein-
Primakoff transformation in the first two cases and a rotating wave approximation (RWA) when
dealing with the complete model. The quantum evolution of the number difference of bosons with
equal or different spin between the two wells is investigated in a wide range of parameters; finally the
corresponding total atomic current and the spin current are computed. We show a spin Josephson
effect which could be detected in experiments and employed to build up realistic devices.
PACS numbers:
I. INTRODUCTION
Spin-orbit coupling relates the velocity of a particle to its spin and is ubiquitous in condensed matter physics.
It plays a key role in a variety of systems and gives rise to new phenomena ranging from topological insulators [1]
to spin-Hall effect [2] and Majorana fermions [3]. In solid-state materials spin-orbit coupling arises because of the
motion of electrons in the intrinsic electric field of the crystal, which is a characteristics of the material under study.
On the other hand ultracold atomic gases offer an unique platform for engineering synthetic spin-orbit couplings
thanks to the wide tunability of experimental parameters [4]. That is achieved by controlling atom-light interactions
and has recently led to the generation of effective Abelian and non-Abelian gauge fields [5]. In the last years some
experimental proposals have been implemented. In a series of pioneering experiments [6] the NIST group successfully
built up synthetic uniform gauge fields, magnetic fields, electric fields and SO couplings [7]. In particular SO coupling
[7] with equal Rashba [8] and Dresselhaus [9] strengths in a neutral atomic BEC has been engineered by dressing
two atomic spin states with a pair of counterpropagating laser beams. Furthermore laser coupling has been shown to
induce a modification on the dressed spin states by driving a quantum phase transition from a spatially spin-mixed
state to a phase-separated state. The above scheme has been further generalized to create nearly isotropic Rashba
SO coupling as well as a tunable combination of Rashba and Dresselhaus SO coupling [10].
Up to now a number of theoretical investigations on SO-coupled BECs has been performed, concerning phase
diagrams in the ground state [11][12], vortices structures in the presence of external rotation [13], unconventional
collective dipole oscillations [14][15], superfluid to Mott insulator transitions in a lattice [16], supersolid features in
the excitation spectrum within the stripe phase [17] and interesting simulation of relativistic effects such as Zitterbe-
wegung [18] and Klein tunneling [19]. The key consequence of SO coupling which emerges in all such examples is an
enhancement of interaction effects even for a weak interacting BEC [20].
On the other hand, in the last years great efforts have been devoted to the exploration of the role of quantum
fluctuations and in general of macroscopic quantum coherence phenomena [21] in BECs, in order to understand the
intriguing interplay between nonlinear interactions and quantum coherence and the emergent new phenomena which
could arise in such a new environment. The prototypical system one can study is a BEC in a double well potential,
which represents the cold atom analogue of a Josephson junction [22]. Within a mean field approximation a reliable
description can be obtained by means of the Gross-Pitaevskii theory which gives rise to a variety of phenomena, ranging
from Josephson oscillations [23][24][25] to macroscopic quantum self-trapping (MQST) [26] and ac and dc Josephson
like effect [27], all experimentally observed in the last decade [28][29][30]. Vice versa, in a quantum regime and within
the tight binding approximation one gets the Bose-Hubbard dimer Hamiltonian [31][32][33], whose parameters are the
hopping frequency J between the two lattice sites, the onsite interaction strength gj, j = 1, 2 and the total atoms
number N . Furthermore it can be mapped onto a SU(2) spin problem which coincides with the Lipkin-Meshkov-Glick
2(LMG) model [34, 35]. More recently, the theoretical analysis on weakly coupled condensates has been successfully
extended to a binary mixture of BECs in a double well potential [36] [37][38][39][40][41][42][43][44][45], resulting in a
richer tunneling dynamics, which includes two different MQST states with broken symmetry [40], characterized by
localization in the two different wells (phase separation) or coexistence in the same well respectively. Furthermore
the coherent dynamics of a two species BEC in a double well has been analyzed as well focussing on the case where
the two species are two hyperfine states of the same alkali metal [46].
Till now, the quantum dynamics of SO coupled BECs in a double well is still poorly investigated. Recent mean-field
results [47] relying on the experimental setup by NIST group [7] point towards an interplay between external and
internal Josephson effects mainly in the absence of interatomic interactions, as well as towards the existence of a net
atomic spin current in the weak Raman coupling regime. Likewise, in Ref. [48] a classical study of the interplay
between interatomic interactions and SO coupling has been reported as well, together with a careful analysis of the
self-trapped dynamics of the total population imbalance between the two bosonic pseudospin species.
In this paper we carry out a comprehensive analytical study of the quantum behavior of SO coupled BECs by making
explicit reference to the experimental setup by NIST group [7] as well. We analyze in detail the weak interaction limit
and start from a two-mode Bose-Hubbard-like Hamiltonian. We focus on three parameters regimes: weak Raman
coupling, strong Raman coupling, intermediate regime without and with interatomic interactions. The first two cases
are treated by a mapping onto a SU(2) spin problem together with a Holstein-Primakoff transformation [49][50]. As
a result a Hamiltonian of decoupled quantum harmonic oscillators is obtained, whose stationary states are readily
found. Finally, the intermediate regime case is dealt with starting from the non interacting case where a simple
diagonalization is enough. This study is preliminary but already shows up some interesting features such as spin
currents and spin Josephson-like effects. Then we switch to the weak interacting regime and obtain a closed analytical
solution via rotating wave approximation [51][52]. For each parameter regime the quantum evolution of the number
difference of bosons of pseudospin up and down between the two wells is investigated in detail and the total atomic
current and the net spin current can be computed as well.
The paper is organized as follows. In Section 2, by making explicit reference to the NIST experimental setup,
we introduce the model Hamiltonian and focus on the two mode approximation. In Section 3 we deal with the
two limits of weak and strong Raman couplings. A mapping onto a SU(2) spin problem together with a Holstein-
Primakoff transformation is performed and the semiclassical limit is taken followed by a decoupling of the bosonic
degrees of freedom. As a result the Hamiltonian can be rephrased in terms of independent harmonic oscillators, whose
stationary states and dynamics is promptly determined. In Section 4 the intermediate regime is considered both in the
non interacting and in the weakly interacting case and a closed analytical solution is found. Finally some conclusions
are briefly outlined and perspectives of this work for implementing realistic devices based on spin Josephson like effects
are given.
II. THE MODEL
In 2011 the NIST group [7] succeeded in engineering a SO coupling with equal Rashba and Dresselhaus strengths in
a neutral atomic 87Rb BEC by dressing two atomic spin states with a pair of lasers. The key step in the experimental
technique is to select out two internal spin states within the F = 1 ground electronic manifold, pseudospin up
|↑〉 = |F = 1,mF = 0〉 and pseudospin down |↓〉 = |F = 1,mF = −1〉, and then couple them with strength Ω via a
pair of λL = 804.1nm Raman lasers, intersecting at an angle θ = 90
◦
and detuned by δ from Raman resonance.
Assuming ~kL =
√
2pi ~λL and EL =
~
2k2L
2m as momentum and energy units, kL being the wave number of the Raman
laser, the SO coupling is described in terms of a single-particle Hamiltonian:
Ĥ =
~
2
k
2
2m
I2×2 +
δ
2
σz +
Ω
2
σx cos (2kLx)− Ω
2
σy sin (2kLx) , (1)
where k is the atomic momentum in the x − y plane, m is the atomic mass, I2×2 is the identity matrix and σx, σy,
σz are the 2× 2 Pauli matrices. Since SO coupling acts only in one spatial dimension, in the following we neglect the
motion of atoms along y and z axis and consider Eq. (1) restricted to x axis.
After the transformation U ≡
(
e−ikLx 0
0 eikLx
)
within the space |↑〉, |↓〉, dressed pseudospins |↑〉d = e−ikLx |↑〉,
|↓〉d = eikLx |↓〉 are introduced and the one-dimensional version of Hamiltonian (1) takes the form:
Ĥd =
~
2k̂2x
2m
I2×2 + 2αk̂xσz +
Ω
2
σx +
δ
2
σz , (2)
3where α = ELkL . Let us now notice that, for δ = 0, Eq. (2) gives rise to the following dispersion relation
E± (kx) =
~
2k̂2x
2m
±
√
4α2k2x +
Ω2
4
, (3)
which shows two branches. The lowest one, for Ω < 4EL, exhibits a double well structure with two minima corre-
sponding to the condensation of dressed pseudospin up and down states, while Raman coupling and a small detuning
δ modulate the atomic population in the above two states. The complete experimental control and wide tunability of
δ, Ω and kL parameters in Eq. (2) allows one to select out the region Ω < 4EL within the parameters space, thus in
the following we will work in the dressed pseudospin basis |↑〉d, |↓〉d and focus on such a regime.
Now let us switch interatomic interactions and put the SO coupled BEC in a spin independent double well trapping
potential V (x). The second quantized version of the full Hamiltonian takes the form:
H = H0 +Hint, (4)
where
H0 =
∫
dxΨ̂† (x)
[
Ĥd + V (x)
]
Ψ̂ (x) =
∫
dx
(
Ψ̂†↑ (x) Ψ̂
†
↓ (x)
)(
H↑ + V (x) Ω2
Ω
2 H↓ + V (x)
)(
Ψ̂↑ (x)
Ψ̂↓ (x)
)
, (5)
and
Hint = g↑↑
2
∫
dxΨ̂†↑ (x) Ψ̂
†
↑ (x) Ψ̂↑ (x) Ψ̂↑ (x)+
g↓↓
2
∫
dxΨ̂†↓ (x) Ψ̂
†
↓ (x) Ψ̂↓ (x) Ψ̂↓ (x)+g↑↓
∫
dxΨ̂†↑ (x) Ψ̂
†
↓ (x) Ψ̂↑ (x) Ψ̂↓ (x) .
(6)
Here H↑ = ~
2
2m
(
k̂2x + 2kLk̂x
)
+ δ2 , H↓ =
~
2
2m
(
k̂2x − 2kLk̂x
)
− δ2 and gσσ′ = 2~
2aσσ′
ml2
⊥
with σ, σ′ =↑, ↓ is the interaction
strength, aσ,σ′ being the s-wave scattering length between pseudospin σ and σ
′ and l⊥ the oscillator length due to a
harmonic vertical confinement; furthermore Ψ̂†σ (x) , Ψ̂σ (x), σ =↑, ↓ are the bosonic field operators, which satisfy the
commutation rules: [
Ψ̂σ (x) , Ψ̂σ′ (x
′)
]
=
[
Ψ̂†σ (x) , Ψ̂
†
σ′ (x
′)
]
= 0, (7)[
Ψ̂σ (x) , Ψ̂
†
σ′ (x
′)
]
= δσσ′δ (x− x′) , σ, σ′ =↑, ↓, (8)
and the normalization conditions: ∫
dx
∣∣∣Ψ̂σ (x)∣∣∣2 = Nσ; σ =↑, ↓, (9)
Nσ, σ =↑, ↓ being the number of atoms with pseudospin σ and σ′ respectively. The total number of atoms in the
system is N = N↑ +N↓.
A weak link between the two wells produces a small energy splitting between the mean-field ground state and the
first excited state of the double well potential and that allows to reduce the dimension of the Hilbert space of the initial
many-body problem. Indeed for low energy excitations, low temperatures and a small effective Zeeman splitting it is
possible to consider only such two states and neglect the contribution from the higher ones, in this way performing a
two-mode approximation [24][26][25]. As a consequence, the field operator can be expressed as:
Ψ̂σ (x) ≃ aLσψLσ (x) + aRσψRσ (x) , σ =↑, ↓ (10)
where ψjσ (x), j = L,R, is the ground state wave function in the j well with pseudospin σ and ajσ is the corresponding
annihilation operator, which obeys to the bosonic commutation relation
[
ajσ , a
†
kσ′
]
= δjkδσσ′ .
By putting Eq. (10) in Eqs. (4)-(6) and neglecting interwell atomic interactions as well as two-particle processes
we turn the total Hamiltonian H = H0 +Hint into the following Bose-Hubbard like form:
H =
∑
j=L,R
∑
σ=↑,↓
εjσa
†
jσajσ +
∑
σ,σ′=↑,↓
(
Jσσ′a
†
LσaRσ′ + J
∗
σσ′a
†
Rσ′aLσ
)
+
1
2
∑
j=L,R
(
Ωja
†
j↑aj↓ +Ω
∗
ja
†
j↓aj↑
)
+
δ
2
∑
j=L,R
(
a†j↑aj↑ − a†j↓aj↓
)
(11)
+
1
2
∑
j=L,R
(
g
(j)
↑↑ a
†
j↑a
†
j↑aj↑aj↑ + g
(j)
↓↓ a
†
j↓a
†
j↓aj↓aj↓ + 2g
(j)
↑↓ a
†
j↑a
†
j↓aj↑aj↓
)
.
4Here εj↑ =
∫
dxψ∗j↑ (x)
[
~
2
2m
(
k̂2x + 2kLk̂x
)
+ V (x)
]
ψj↑ (x) and εj↓ =
∫
dxψ∗j↑ (x)
[
~
2
2m
(
k̂2x − 2kLk̂x
)
+ V (x)
]
ψj↓ (x)
are the single-particle ground state energies in the well j, Jσσ =
∫
dxψ∗Lσ (x) [Hσ + V (x)]ψRσ (x) are the Josephson
tunneling terms between left and right well, Jσσ =
∫
dxψ∗Lσ (x)
Ω
2 ψRσ (x) with different spins σ and σ are the interwell
spin-flip tunneling terms induced by the Raman coupling, Ωj = Ω
∫
dxψ∗j↑ (x)ψj↓ (x) are the Raman coupling terms
in each well and, finally, g
(j)
σσ′ = gσσ′
∫
dx |ψjσ (x)|2 |ψjσ′ (x)|2 is the effective interaction strength.
The complete control of the experimental environment makes possible a fine tuning of the parameters. In this
way a symmetric double-well potential can be realized, which allows one to set εL↑ = εR↑ = εL↓ = εR↓ ≡ ε,
ΩL = Ω
∗
R ≃ Ω∗L = ΩR ≡ Ω and g(L)σσ′ = g(R)σσ′ ≡ gσσ′ . Also the spin-flip tunneling amplitude Jσσ can be dropped under
realistic experimental conditions [7]. Further simplifying assumptions amount to neglect the constant energy shifts
ε (NL↑ +NL↓ +NR↑ +NR↓), so that the Hamiltonian (11) becomes:
H = J↑↑
(
a†L↑aR↑ + a
†
R↑aL↑
)
+ J↓↓
(
a†L↓aR↓ + a
†
R↓aL↓
)
+
Ω
2
(
a†L↑aL↓ + a
†
L↓aL↑ + a
†
R↑aR↓ + a
†
R↓aR↑
)
+
δ
2
(
a†L↑aL↑ + a
†
R↑aR↑ − a†L↓aL↓ − a†R↓aR↓
)
+
1
2
g↑↑
(
a†L↑a
†
L↑aL↑aL↑ + a
†
R↑a
†
R↑aR↑aR↑
)
(12)
+
1
2
g↓↓
(
a†L↓a
†
L↓aL↓aL↓ + a
†
R↓a
†
R↓aR↓aR↓
)
+ g↑↓
(
a†L↑a
†
L↓aL↑aL↓ + a
†
R↑a
†
R↓aR↑aR↓
)
.
Finally, let us give some orders of magnitude estimations for the parameters appearing in Eq. (12) by making explicit
reference to the experimental setup of Ref.7. Indeed for the Raman lasers we assume a wavelength λL = 804.1nm and
a recoil frequency EL
~
= 22.5kHz and choose Ω (that is Ω) in such a way to fulfil the condition Ω < 4EL. The energy
scale of the Zeeman field δ generally satisfies the condition δ << EL and eventually gets the limiting value 0.01EL
while the tunneling terms may be chosen as J↑↑, J↓↓ ≈ −0.1EL [47]. Finally, for a 87Rb BEC the trapping frequency
of each well could be ω ∼ 0.1EL
~
[29]. In the following we will always consider a weak nonlinear interaction, which
could be easily obtained by means of Feshbach resonances technique, so that the condition g↑↑, g↓↓, g↑↓ << ~ω holds
and gives g↑↑, g↓↓, g↑↓ << 0.1EL.
In the following Sections we study this Hamiltonian in some limiting cases, amenable to analytical solutions. In the
most general case, when parameters vary in a wide and arbitrary range, an analytical solution in closed form cannot
be found and one has to resort to numerical calculations. The numerical solution of this problem will be the subject
of a future publication [? ].
III. QUANTUM DYNAMICS WITHIN WEAK AND STRONG RAMAN COUPLING REGIMES
In this Section we start the analysis of the model Hamiltonian (12) by focusing on two simple limiting cases, the
weak and strong Raman coupling regime, respectively. A closed form analytical solution is obtained in both limits,
by adopting the same procedure as in Ref. [45]. We perform a mapping onto a SU(2) spin problem together with a
Holstein-Primakoff transformation; in this way the semiclassical limit is taken followed by a decoupling of the bosonic
degrees of freedom. As a result the Hamiltonian will be rephrased in terms of independent harmonic oscillators, whose
stationary states and dynamics is easily established.
A. Weak Raman coupling regime
This limiting case corresponds to the physical situation ΩEL << 1,
Ω
|J↑↑| << 1 and
Ω
|J↓↓| << 1, so that the relevant
dynamics is governed by an external Josephson-like effect. Spin-flip processes can be safely neglected while we get two
Josephson tunneling processes, one for each pseudospin. As a consequence the total number of particles is conserved
for pseudospin up and down, N↑ = NL↑ +NR↑ and N↓ = NL↓ +NR↓, respectively. Furthermore in the following the
simplest assumption N↑ = N↓ = N2 will be taken.
In this limit Hamiltonian (12) reduces to:
H = J↑↑
(
a†L↑aR↑ + a
†
R↑aL↑
)
+ J↓↓
(
a†L↓aR↓ + a
†
R↓aL↓
)
+
δ
2
(
a†L↑aL↑ + a
†
R↑aR↑ − a†L↓aL↓ − a†R↓aR↓
)
+
1
2
g↑↑
(
a†L↑a
†
L↑aL↑aL↑ + a
†
R↑a
†
R↑aR↑aR↑
)
+
1
2
g↓↓
(
a†L↓a
†
L↓aL↓aL↓ + a
†
R↓a
†
R↓aR↓aR↓
)
(13)
+g↑↓
(
a†L↑a
†
L↓aL↑aL↓ + a
†
R↑a
†
R↓aR↑aR↓
)
.
5When introducing the angular momentum operators for pseudospin ↑ and ↓:
J↑x =
1
2
(
a†R↑aL↑ + a
†
L↑aR↑
)
, J↑y =
i
2
(
a†R↑aL↑ − a†L↑aR↑
)
, J↑z =
1
2
(
a†R↑aR↑ − a†L↑aL↑
)
,
J↓x =
1
2
(
a†R↓aL↓ + a
†
L↓aR↓
)
, J↓y =
i
2
(
a†R↓aL↓ − a†L↓aR↓
)
J↓z =
1
2
(
a†R↓aR↓ − a†L↓aL↓
)
,
(14)
where the operators J↑i , J
↓
i , i = x, y, z, obey to the usual angular momentum algebra together with the relation:(
J↑
)2
=
N↑
2
(
N↑
2 + 1
)
,
(
J↓
)2
=
N↓
2
(
N↓
2 + 1
)
, (15)
Hamiltonian (13) reduces to a sum of two Lipkin-Meshkov-Glick (LMG) models [34, 35]:
H = δ
4
(NL↑ −NL↓ +NR↑ −NR↓) + g↑↑
(
J↑z
)2
+ J↑↑J↑x + g↓↓
(
J↓z
)2
+ J↓↓J↓x + 2g↑↓J
↑
z J
↓
z , (16)
which are coupled for g↑↓ 6= 0.
To proceed further, let us focus on the regime with large number of atoms N↑, N↓ ≫ 1 and weak scattering strengths
J↑↑, J↓↓ ≫ g↑↑, g↓↓, g↑↓ and make the rotation:
J↑z → −J↑x
J ix → J iz , i =↑, ↓, (17)
followed by a linearized Holstein-Primakoff transformation [49, 50]
J↑z = J
↑ − a†↑a↑
J↑+ =
√
2J↑a↑
J↑− = a
†
↑
√
2J↑
,
J↓z = J
↓ − a†↓a↓
J↓+ =
√
2J↓a↓
J↓− = a
†
↓
√
2J↓
, (18)
where J i± = J
i
x ± iJ iy, J i = Ni/2, i =↑, ↓, thus leading to the effective Hamiltonian:
H = δ
2
(
J↑ − J↓)+ 2g↑↑J↑
(
a↑ + a
†
↑
2
)(
a↑ + a
†
↑
2
)
+ 2g↓↓J
↓
(
a↓ + a
†
↓
2
)(
a↓ + a
†
↓
2
)
+
4g↑↓
√
J↑J↓
(
a↑ + a
†
↑
2
)(
a↓ + a
†
↓
2
)
+ J↑↑J↑ + J↓↓J↓ − J↑↑a†↑a↑ − J↓↓a†↓a↓. (19)
In this way a mapping from angular momentum operators into bosonic ones has been constructed. Let us notice that
for g↑↓ 6= 0 the physical Hilbert space breaks into two different sectors depending on the parity of a†↑a↑ + a†↓a↓ and is
restricted to 0 ≤ a†↑a↑ ≤ N↑ and 0 ≤ a†↓a↓ ≤ N↓.
In order to decouple the degrees of freedom of each bosonic peseudospin species let us introduce the following
harmonic oscillator coordinates and momenta, qi, pi, i =↑, ↓:
q↑ = 1√2
(
a↑ + a
†
↑
)
, q↓ = 1√2
(
a↓ + a
†
↓
)
p↑ = −i√2
(
a↑ − a†↑
)
p↓ = −i√2
(
a↓ − a†↓
) , (20)
which satisfy the usual commutation rules [qi, pj] = iδij , i, j =↑, ↓. Then, by defining:
Q↑ =
q↑√
−J↑↑
, Q↓ =
q↓√
−J↓↓
,
P↑ =
√−J↑↑p↑, P↓ =√−J↓↓p↓, (21)
(where [Qi, Pj ] = iδij , i, j =↑, ↓) and, by dropping constant terms C.st =
(
J↑↑ + δ2
)
J↑+
(
J↓↓ − δ2
)
J↓− 12 (J↑↑ + J↓↓),
Eq. (19) can be written in a matrix form as:
H ≃ 1
2
[
QˆT ω̂2Qˆ+ PˆT Pˆ
]
, (22)
where
ω̂2 =
(
ω2↑ ω↑↓
ω↑↓ ω2↓
)
(23)
6and QˆT = (Q↑, Q↓), PˆT = (P↑, P↓) (the symbol ·T stands for the transpose); furthermore the frequencies are ω2↑ =
J2↑↑ − 2g↑↑J↑J↑↑, ω2↑ = J2↓↓ − 2g↓↓J↓J↓↓ and ω↑↓ = 2g↑↓
√
J↑J↓J↑↑J↓↓.
A straightforward diagonalization gives the Hamiltonian:
H ≃ 1
2
[
ω21Q
2
1 + P
2
1 + ω
2
2Q
2
2 + P
2
2
]
, (24)
where, defining ∆↑↓ =
√(
ω2↑ − ω2↓
)2
+ 4ω2↑↓,
ω21 =
ω2↑+ω
2
↓−∆↑↓
2 , ω
2
2 =
ω2↑+ω
2
↓+∆↑↓
2
, (25)
Q1 =
{2ω↑↓Q↓−[(ω2↓−ω2↑)+∆↑↓]Q↑}√
4ω2
↑↓
+[(ω2↓−ω2↑)+∆↑↓]
2
, Q2 =
{2ω↑↓Q↓−[(ω2↓−ω2↑)−∆↑↓]Q↑}√
4ω2
↑↓
+[(ω2↓−ω2↑)−∆↑↓]
2
, (26)
P1 =
{2ω↑↓P↓−[(ω2↓−ω2↑)+∆↑↓]P↑}√
4ω2
↑↓
+[(ω2↓−ω2↑)+∆↑↓]
2
, P2 =
{2ω↑↓P↓−[(ω2↓−ω2↑)−∆↑↓]P↑}√
4ω2
↑↓
+[(ω2↓−ω2↑)−∆↑↓]
2
. (27)
The symmetric case g↑↑ = g↓↓ = g, J↑↑ = J↓↓ = J , N↑ = N↓ =
N
2 is the simplest, in that we have ω
2
↑ = ω
2
↓ = ω
2
where ω2 = J
2 − gN2 J , and ω↑↓ = g↑↓N2 J . As a consequence ∆↑↓ = 2ω↑↓ and the eigenvalues (25) simplify as:
ω21 = ω
2 − ω↑↓, ω22 = ω2 + ω↑↓ . (28)
The operators Q1, P1 and Q2, P2 can be viewed as position and momentum operators of two distinct fictitious par-
ticles, associated with the modes 1 and 2, so that the Hamiltonian (24) is a sum of two harmonic oscillators. The
corresponding Hilbert space is simply given by the tensor product E↑ ⊗ E↓ ≡ E1 ⊗ E2 and two pairs of creation and
annihilation operators, one for each mode, can be introduced:
a†i =
1√
2
[√
ωi
~
Qi − i Pi√ωi~
]
, ai =
1√
2
[√
ωi
~
Qi + i
Pi√
ωi~
]
, (29)
being i = 1, 2. Thus the stationary states of the full Hamiltonian (24) are easily obtained:
|ϕn,p〉 =
∣∣ϕ1n〉 ∣∣ϕ2p〉 = 1√n!p! (a†1)n (a†2)p |ϕ0,0〉 , (30)
together with the corresponding energies:
En,p = E
1
n + E
2
p =
(
n+
1
2
)
~ω1 +
(
p+
1
2
)
~ω2. (31)
Let us notice that this spectrum is not unbounded because an infinite number of unphysical high energy states have
been added. Thus a constraint has to be included in order to satisfy the conditions 〈a†↑a↑〉 ≪ 2J↑, 〈a†↓a↓〉 ≪ 2J↓,
required for the validity of the linearized Holstein-Primakoff approximation. Solving these constraints will give limits
to the value of n and p and a finite dimensional Hilbert space will be recovered.
We are interested in the time evolution of the mean values of the observables J↑x , J
↓
x , that is the population imbalance
between the left and right well of the potential of each pseudospin species. In order to carry out such a study and to
impose the correct initial conditions it is much more convenient to start from the Heisenberg equations of motion for
the observables Q1, Q2, P1, P2:
d
dt
〈Qi〉 = 1
i~
〈[Qi, H2BJJ ]〉 = 〈Pi〉 , (32)
d
dt
〈Pi〉 = 1
i~
〈[Pi, H2BJJ ]〉 = −ω2i 〈Qi〉 , (33)
which give rise to the following time evolution:
〈Qi〉 (t) = 〈Qi〉 (0) cosωit+ 〈Pi〉 (0)
ωi
sinωit, (34)
〈Pi〉 (t) = 〈Pi〉 (0) cosωit− ωi 〈Qi〉 (0) sinωit. (35)
7We are ready to express J↑x , J
↓
x in terms of Q1, Q2, P1, P2 by means of Eqs. (20), (21), (26), (27) and take their
averages; in this way the initial conditions
〈
J↑y
〉
(0),
〈
J↓y
〉
(0),
〈
J↑x
〉
(0),
〈
J↓x
〉
(0) are well known. The final result is:
〈
J↑x
〉
(t) =
a
′ 〈Q2〉 (t)− a′′ 〈Q1〉 (t)[
a′′b′√
−J↑J↑↑
− a′b′′√−J↓J↓↓
] , (36)
〈
J↓x
〉
(t) =
b
′
√
−J↓J↓↓√
−J↑J↑↑
〈Q2〉 (t)− b′′ 〈Q1〉 (t)[
a′′b′√
−J↑J↑↑
− a′b′′√−J↓J↓↓
] , (37)
where the coefficients a
′
, b
′
, a
′′
, b
′′
are defined as follows:
a
′
=
2ω↑↓√√√√4ω2↑↓ +
[(
ω2↓ − ω2↑
)
+
√(
ω2↑ − ω2↓
)2
+ 4ω2↑↓
]2 , (38)
b
′
=
(
ω2↓ − ω2↑
)
+
√(
ω2↑ − ω2↓
)2
+ 4ω2↑↓√√√√4ω2↑↓ +
[(
ω2↓ − ω2↑
)
+
√(
ω2↑ − ω2↓
)2
+ 4ω2↑↓
]2 , (39)
a
′′
=
2ω↑↓√√√√4ω2↑↓ +
[(
ω2↓ − ω2↑
)
−
√(
ω2↑ − ω2↓
)2
+ 4ω2↑↓
]2 , (40)
b
′′
=
(
ω2↓ − ω2↑
)
−
√(
ω2↑ − ω2↓
)2
+ 4ω2↑↓√√√√4ω2↑↓ +
[(
ω2↓ − ω2↑
)
−
√(
ω2↑ − ω2↓
)2
+ 4ω2↑↓
]2 . (41)
In this limiting case we could impose initial conditions featuring a small imbalance between the two wells such as, for
instance,
〈
J↑x
〉
(0) = ±1, 〈J↓x〉 (0) = ±1, 〈J↑y 〉 (0) = 0, 〈J↓y 〉 (0) = 0, and vary the physical parameters J↑↑, J↓↓, g↑↑,
g↓↓, g↑↓ in a wide range. The results show up a coherent tunneling of each pseudospin species between the two wells
for negative g↑↓ and a phase separation instability upon increasing g↑↓ above a critical positive value. Furthermore
within the above analysis only short-time scale effects are reliable. This phenomenology coincides with our previous
results for a binary mixture of BECs, so we refer to Ref. [45] for further details.
B. Strong Raman coupling regime
This limiting case corresponds to the physical situation Ω >> |J↑↑| , |J↓↓| while Ω . EL, so that atomic interwell
tunneling can be neglected and the relevant phenomenology is due to the internal dynamics in each single well. As
a consequence the total number of particles is conserved for the left as well as the right well, NL = NL↑ +NL↓ and
NR = NR↑ +NR↓, respectively.
In this limit Hamiltonian (12) reduces to:
H = HL +HR, (42)
where
Hi = Ω
2
(
a†i↑ai↓ + a
†
i↓ai↑
)
+
δ
2
(
a†i↑ai↑ − a†i↓ai↓
)
+
1
2
g↑↑a
†
i↑a
†
i↑ai↑ai↑ +
1
2
g↓↓a
†
i↓a
†
i↓ai↓ai↓ + g↑↓a
†
i↑a
†
i↓ai↑ai↓, (43)
being i = L,R. Clearly we deal with two independent internal Josephson effects, one for each well, and the solution
proceeds exactly as in the previous regime, through a mapping to a SU(2) problem followed by a linearized Holstein-
Primakoff transformation [49, 50]. Thus, by performing the same steps as in the previous subsection, Hamiltonian (42)
8can be expressed as a sum of two independent harmonic oscillators, in the left and in the right well of the potential,
respectively:
H ≃ 1
2
[
ω2LQ
2
L + P
2
L + ω
2
RQ
2
R + P
2
R
]
, (44)
where ω2i = 1−J iΩ
(
g↑↑ + g↓↓ − 2g↑↓
)
, Qi = Qi+
[(Ni−1)(g↓↓−g↑↑)+2δ]
√
Ji
√
−Ω
2ω2
i
, i = L,R and we have dropped constant
terms C.st = Ω
(
JL − 12
)
+Ω
(
JR − 12
)
+ 18
JLΩ[(NL−1)(g↓↓−g↑↑)+2δ]
2
ω2
L
+ 18
JRΩ[(NR−1)(g↓↓−g↑↑)+2δ]
2
ω2
R
.
Finally, the time evolution of the population imbalance between the two pseudospin states within each well is:
〈
JLx
〉
(t) =
√
JL
√
−Ω 〈QL〉 (t)− ΩJL [(NL − 1) (g↓↓ − g↑↑)+ 2δ]2ω2L , (45)
〈
JRx
〉
(t) =
√
JL
√
−Ω 〈QR〉 (t)− ΩJR [(NR − 1) (g↓↓ − g↑↑)+ 2δ]2ω2R , (46)
where 〈
Qi
〉
(t) =
〈
Qi
〉
(0) cosωit+
〈Pi〉(0)
ωi
sinωit, i = L,R, (47)
and suitable initial conditions
〈
JLx
〉
(0),
〈
JRx
〉
(0) have to be imposed. The resulting Josephson oscillations are entirely
induced by the Raman coupling and take place within the spin space.
IV. QUANTUM DYNAMICS WITHIN THE INTERMEDIATE REGIME
In this Section we deal with the intermediate regime, where Ω and J↑↑, J↓↓ equally contribute to the dynamics and
the problem is much more involved. In general, one cannot obtain a closed analytical solution and has to resort to
numerical calculations. Here we concentrate on some particular cases amenable to an analytical solution while the
full numerical calculation will be the subject of a future publication [? ].
A. The noninteracting case
In order to gain some insight into the phenomenology we start with the strong tunneling regime and neglect
collisional interactions, i. e. we put g↑↑ = g↓↓ = g↑↓. We also make a further simplifying assumption, i. e.
J↑↑ = J↓↓ = J , so that Hamiltonian (12) reduces to
H = J
(
a†L↑aR↑ + a
†
R↑aL↑ + a
†
L↓aR↓ + a
†
R↓aL↓
)
+
Ω
2
(
a†L↑aL↓ + a
†
L↓aL↑ + a
†
R↑aR↓ + a
†
R↓aR↑
)
+
δ
2
(
a†L↑aL↑ + a
†
R↑aR↑ − a†L↓aL↓ − a†R↓aR↓
)
. (48)
By taking a closer look to the above expression we recognize a quadratic Hamiltonian which can be promptly diago-
nalized by introducing the following transformation:
c1 =
Ω√
2Ω
2
+ 2
(
δ +Ωδ
)2
[(
δ +Ωδ
Ω
)
aL↑ + aL↓ +
(
δ +Ωδ
Ω
)
aR↑ + aR↓
]
, (49)
c2 =
Ω√
2Ω
2
+ 2
(
δ − Ωδ
)2
[(−δ +Ωδ
Ω
)
aL↑ − aL↓ +
(
δ − Ωδ
Ω
)
aR↑ + aR↓
]
, (50)
d1 =
Ω√
2Ω
2
+ 2
(
δ +Ωδ
)2
[
−
(
δ +Ωδ
Ω
)
aL↑ − aL↓ +
(
δ +Ωδ
Ω
)
aR↑ + aR↓
]
, (51)
d2 =
Ω√
2Ω
2
+ 2
(
δ − Ωδ
)2
[(
δ − Ωδ
Ω
)
aL↑ + aL↓ +
(
δ − Ωδ
Ω
)
aR↑ + aR↓
]
, (52)
9where Ωδ =
√
δ2 +Ω
2
and the usual commutation relations hold:
[
ci, c
†
j
]
= δij ,
[
di, d
†
j
]
= δij . As a consequence,
Hamiltonian (48) can be cast in the simple form
H =
(
Ωδ
2
+ J
)(
c†1c1 − c†2c2
)
+
(
Ωδ
2
− J
)(
d†1d1 − d†2d2
)
(53)
and the conservation relation N = c†1c1 + c
†
2c2 + d
†
1d1 + d
†
2d2 is satisfied. Let us notice that, in the new basis, the
quantum dynamics is characterized by two frequencies: ωc =
Ωδ
2 + J and ωd =
Ωδ
2 − J . This will appear more clearly
in the time evolution of particle imbalances between the two wells as well between the two spin states, which we now
study. Let us start by the assumption that at time t = 0 all N atoms have pseudospin down and lie in the left well.
The corresponding initial condition reads as:
|ψ (t = 0)〉 = 1√
N !
(
a†L↓
)N
|0〉 = 1
2N
√
N !
√Ωδ − δ
Ωδ
c†1 −
√
Ωδ + δ
Ωδ
c†2 −
√
Ωδ − δ
Ωδ
d†1 +
√
Ωδ + δ
Ωδ
d†2
N |0〉 . (54)
Then let us switch on tunneling as well as Raman coupling terms and determine the dynamics at any time t. By
performing the unitary transformation
e−iHt
√Ωδ − δ
Ωδ
c†1 −
√
Ωδ + δ
Ωδ
c†2 −
√
Ωδ − δ
Ωδ
d†1 +
√
Ωδ + δ
Ωδ
d†2
 eiHt
≡ e−iωct
√
Ωδ − δ
Ωδ
c†1 − eiωct
√
Ωδ + δ
Ωδ
c†2 − e−iωdt
√
Ωδ − δ
Ωδ
d†1 + e
iωdt
√
Ωδ + δ
Ωδ
d†2, (55)
we get the wave function at time t:
|ψ (t)〉 = 1
2N
√
N !
e−iωct
√
Ωδ − δ
Ωδ
c†1 − eiωct
√
Ωδ + δ
Ωδ
c†2 − e−iωdt
√
Ωδ − δ
Ωδ
d†1 + e
iωdt
√
Ωδ + δ
Ωδ
d†2
N |0〉 , (56)
which, by substituting Eqs. (49)-(52), takes the final form
|ψ (t)〉 = 1√
N !
(
GL↑ (t) a
†
L↑ +GL↓ (t) a
†
L↓ +GR↑ (t) a
†
R↑ +GR↓ (t) a
†
R↓
)N
|0〉 . (57)
Here the functions Gjσ (t), j = L,R, σ =↑, ↓ are defined as:
GL↑ (t) = −i Ω
Ωδ
[sin (ωct) + sin (ωdt)]
2
, (58)
GL↓ (t) =
[cos (ωct) + cos (ωdt)]
2
+ i
δ
Ωδ
[sin (ωct) + sin (ωdt)]
2
, (59)
GR↑ (t) =
Ω
Ωδ
[cos (ωct)− cos (ωdt)]
2
, (60)
GR↓ (t) = −i [sin (ωct)− sin (ωdt)]
2
+
δ
Ωδ
[cos (ωct)− cos (ωdt)]
2
, (61)
and are characterized by the two frequencies ωc and ωd.
In order to calculate the particle imbalance between the two wells and the two pseudospin states let us introduce
the following quantity:
gj,σ;k,σ′ (t) =
1
N
〈ψ (t)| a†jσakσ′ |ψ (t)〉 = G∗jσ (t)Gkσ′ (t) , (62)
from which the fraction of pseudospin σ in the j well is easily obtained:
nj,σ (t) = gj,σ;j,σ (t) = |Gjσ (t)|2 . (63)
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The required particle imbalance between left and right well, which gives rise to external Josephson oscillations, reads:
ρσ (t) = nL,σ (t)− nR,σ (t) = |GLσ (t)|2 − |GRσ (t)|2 , (64)
while internal Josephson oscillations are governed by the pseudospin imbalance:
ρj (t) = nj,↓ (t)− nj,↑ (t) = |Gj↓ (t)|2 − |Gj↑ (t)|2 . (65)
The net result is an interesting interplay between external and internal Josephson effects.
Indeed we can calculate the population imbalance between the two wells
DLR (t) = ρ↑ (t) + ρ↓ (t) = |GL↑ (t)|2 − |GR↑ (t)|2 + |GL↓ (t)|2 − |GR↓ (t)|2 , (66)
the magnetization
MLR (t) = ρ↑ (t)− ρ↓ (t) = |GL↑ (t)|2 − |GR↑ (t)|2 − |GL↓ (t)|2 + |GR↓ (t)|2 , (67)
and the pseudospin imbalance
D↑↓ (t) = ρL (t) + ρR (t) = |GL↓ (t)|2 − |GL↑ (t)|2 + |GR↓ (t)|2 − |GR↑ (t)|2 . (68)
In order to show the general features of the above results we report in Figs. 1, 2 and 3 the behaviours of Eqs.
(66)-(68) as a function of time for the following choice of parameters: Ω = 0.1EL, J = −0.1EL and δ = 0.01EL.
Such a choice is in close agreement with the experimental parameters by the NIST group [7]. Indeed the results
show up coherent Rabi type oscillations both for the population imbalance between the two wells (external Josephson
tunneling) and the pseudospin imbalance between up and down states (internal Josephson tunneling), even if with
different frequencies. Conversely the magnetization MLR exhibits complicated quasiperiodic features. Finally, by
varying parameters over a broad range between weak (Ω <<
∣∣J∣∣) and strong (Ω >> ∣∣J∣∣) Raman coupling similar
behaviours have been found. We will show in the next Subsection how this picture modifies in the presence of nonlinear
interactions.
0 50 100 150 200
-1.0
-0.5
0.0
0.5
1.0
t
D
LR
FIG. 1: Behavior of the population imbalance DLR between the two wells for Ω = 0.1, J = −0.1 and δ = 0.01 (units of EL).
The time is expressed in units of ~
EL
.
B. Weak collisional interaction limit
In this Subsection we will consider a particular case, which admits a simple analytical solution. Let us put g↑↑ =
g↓↓ = 0 and g↑↓ = g 6= 0 while retaining J↑↑ = J↓↓ = J , so that Hamiltonian (12) reduces to
H = J
(
a†L↑aR↑ + a
†
R↑aL↑ + a
†
L↓aR↓ + a
†
R↓aL↓
)
+
Ω
2
(
a†L↑aL↓ + a
†
L↓aL↑ + a
†
R↑aR↓ + a
†
R↓aR↑
)
+
δ
2
(
a†L↑aL↑ + a
†
R↑aR↑ − a†L↓aL↓ − a†R↓aR↓
)
+ g
(
a†L↑a
†
L↓aL↑aL↓ + a
†
R↑a
†
R↓aR↑aR↓
)
. (69)
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FIG. 2: Behavior of the magnetization MLR between the two wells for Ω = 0.1, J = −0.1 and δ = 0.01 (units of EL). The
time is expressed in units of ~
EL
.
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FIG. 3: Behavior of the pseudospin imbalance D↑↓ between the two wells for Ω = 0.1, J = −0.1 and δ = 0.01 (units of EL).
The time is expressed in units of ~
EL
.
The solution of previous noninteracting case leads us to perform the following transformation:
aL↑ =
Ω
2Ωδ
√ Ωδ
Ωδ − δ
ei2ωctc1 +
√
Ωδ
Ωδ + δ
e−i2ωctc2 −
√
Ωδ
Ωδ − δ
ei2ωdtd1 −
√
Ωδ
Ωδ + δ
e−i2ωdtd2
 , (70)
aL↓ =
1
2
√Ωδ − δ
Ωδ
ei2ωctc1 −
√
Ωδ + δ
Ωδ
e−i2ωctc2 −
√
Ωδ − δ
Ωδ
ei2ωdtd1 +
√
Ωδ + δ
Ωδ
e−i2ωdtd2
 , (71)
aR↑ =
Ω
2Ωδ
√ Ωδ
Ωδ − δ
ei2ωctc1 −
√
Ωδ
Ωδ + δ
e−i2ωctc2 +
√
Ωδ
Ωδ − δ
ei2ωdtd1 −
√
Ωδ
Ωδ + δ
e−i2ωdtd2
 , (72)
aR↓ =
1
2
√Ωδ − δ
Ωδ
ei2ωctc1 +
√
Ωδ + δ
Ωδ
e−i2ωctc2 +
√
Ωδ − δ
Ωδ
ei2ωdtd1 +
√
Ωδ + δ
Ωδ
e−i2ωdtd2
 , (73)
where the usual commutation relations hold:
[
ci, c
†
j
]
= δij ,
[
di, d
†
j
]
= δij . Rotating wave approximation [51][52]
allows us to drop fast oscillating terms while retaining resonant terms. Proceeding along this line and considering a
parameters regime such that δ << Ω Hamiltonian (69) can be cast in the simple form:
H =
(
Ωδ
2
+ J
)(
c†1c1 − c†2c2
)
+
(
Ωδ
2
− J
)(
d†1d1 − d†2d2
)
+
g
8Ω
2
δ
[
Ω
2
c†1c
†
1c1c1
+Ω
2
c†2c
†
2c2c2 +Ω
2
d†1d
†
1d1d1 +Ω
2
d†2d
†
2d2d2 + 4Ω
2
c†1d
†
1c1d1 + 4Ω
2
c†2d
†
2c2d2 (74)
+4δ2c†1c
†
2c1c2 + 4δ
2c†1d
†
2c1d2 + 4δ
2c†2d
†
1c2d1 + 4δ
2d†1d
†
2d1c2
]
.
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This Hamiltonian is already diagonal in the Fock basis |mnpq〉 and the corresponding energy eigenvalues are:
Em,n,p,q =
(
Ωδ
2
+ J
)
(m− n) +
(
Ωδ
2
− J
)
(p− q)
+
gΩ
2
8Ω
2
δ
(
m2 −m+ n2 − n+ p2 − p+ q2 − q + 4mp+ 4nq) (75)
+
gδ2
8Ω
2
δ
(4mn+ 4mq + 4np+ 4pq) .
By choosing the same initial condition as in the previous Subsection (i. e. at time t = 0 all N atoms have pseudospin
down and lie in the left well) the wavefunction at t = 0 expressed in the Fock basis is:
|ψ (t = 0)〉 = 1√
N !
(
a†L↓
)N
|0〉 = 1
2NΩ
N/2
δ
∑
mnpq
δN,m+n+p+q
√
N !AmBnCpDq√
m!n!p!q!
|0〉 , (76)
where A =
√
Ωδ − δ, B = −
√
Ωδ + δ, C = −
√
Ωδ − δ, D =
√
Ωδ + δ. Thus, at time t the corresponding wavefunction
reads:
|ψ (t)〉 = 1
2NΩ
N/2
δ
e−iHt
∑
mnpq
δN,m+n+p+q
√
N !AmBnCpDq√
m!n!p!q!
|0〉
=
1
2NΩ
N/2
δ
∑
mnpq
δN,m+n+p+q
√
N !AmBnCpDq√
m!n!p!q!
e−iEm,n,p,qt |0〉 . (77)
In order to calculate the fraction of pseudospin σ in the j well, nj,σ (t), as the following average over |ψ (t)〉:
nj,σ (t) =
1
N
〈ψ (t)| a†jσajσ |ψ (t)〉 , (78)
we first need to evaluate the averages of the product of operators appearing in the rotated basis, as reported in the
Appendix. Once evaluated the fractions nj,σ (t), with σ =↑, ↓ and j = L,R, whose expression is also reported in the
Appendix, we can have access to all physical quantities of interest.
In particular, we get the population imbalance between the two wells
DLR (t) = ρ↑ (t) + ρ↓ (t) = (nL,↑ (t) + nL,↓ (t))− (nR,↑ (t) + nR,↓ (t)) = 1
4
1
Ω
N+1
δ
cos
(
2Jt
)
·
[(Ωδ − δ)2 +Ω2]
[
Ωδ
2
(
1 + cos
(
Ω
2
Ω
2
δ
gt
4
))
+
δ
2
(
1− cos
(
Ω
2
Ω
2
δ
gt
4
))]N−1
(79)
+
[(
Ωδ + δ
)2
+Ω
2
] [Ωδ
2
(
1 + cos
(
Ω
2
Ω
2
δ
gt
4
))
− δ
2
(
1− cos
(
Ω
2
Ω
2
δ
gt
4
))]N−1 ,
the magnetization
MLR (t) = ρ↑ (t)− ρ↓ (t) = (nL,↑ (t)− nR,↑ (t))− (nL,↓ (t)− nR,↓ (t)) = 1
4
1
Ω
N+1
δ
cos
(
2Jt
)
·
{
−2Ω2eiΩδt
[
Ωδ
2
(
cos
(
gΩ1t
4
)
+ cos
(
gΩ2t
2
))
− i δ
2
(
sin
(
gΩ1t
4
)
+ sin
(
gΩ2t
2
))]N−1
−2Ω2e−iΩδt
[
Ωδ
2
(
cos
(
gΩ1t
4
)
+ cos
(
gΩ2t
2
))
+ i
δ
2
(
sin
(
gΩ1t
4
)
+ sin
(
gΩ2t
2
))]N−1
(80)
+
[
Ω
2 − (Ωδ − δ)2]
[
Ωδ
2
(
1 + cos
(
Ω
2
Ω
2
δ
gt
4
))
+
δ
2
(
1− cos
(
Ω
2
Ω
2
δ
gt
4
))]N−1
+
[
Ω
2 − (Ωδ + δ)2]
[
Ωδ
2
(
1 + cos
(
Ω
2
Ω
2
δ
gt
4
))
− δ
2
(
1− cos
(
Ω
2
Ω
2
δ
gt
4
))]N−1 ,
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and the pseudospin imbalance:
D↑↓ (t) = ρL (t) + ρR (t) = (nL,↓ (t) + nR,↓ (t))− (nL,↑ (t) + nR,↑ (t)) =
{
δ2
Ω
2
δ
+
Ω
2
Ω
N+1
δ
eiΩδt
2
·
[
Ωδ
2
(
cos
(
gΩ1t
4
)
+ cos
(
gΩ2t
2
))
− i δ
2
(
sin
(
gΩ1t
4
)
+ sin
(
gΩ2t
2
))]N−1
+
Ω
2
Ω
N+1
δ
(81)
·e
−iΩδt
2
[
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2
(
cos
(
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)
+ cos
(
gΩ2t
2
))
+ i
δ
2
(
sin
(
gΩ1t
4
)
+ sin
(
gΩ2t
2
))]N−1}
,
where Ω1 =
Ω
2−2δ2
Ω
2
δ
and Ω2 =
Ω
2−δ2
Ω
2
δ
.
One can immediately infer that the temporal modulation of such quantities is much more complicated as it involves
more frequencies compared to the characteristic ones J¯ ± Ω¯δ for the non-interacting ones. The atomic and spin
currents can be naively obtained by the time derivative of (79)-(80), respectively.
In Figs. 4, 5 and 6 we show the behaviour of the quantities in Eq.s (79)-(81) as a function of time for the
following choice of parameters: Ω = 0.1EL, J = −0.1EL, g = 0.01 and δ = 0.01EL, which coincides with the one
made in the previous Subsection. Here we switch on the nonlinear interaction, while restricting to the condition
δ = 0.01EL << Ω = 0.1EL in order to meet the validity range of our analytic calculations. Furthermore we assume
a total particle number N = 100 which is required for the reliability of the two-mode approximation.
As expected, quantum collapses and revivals (CR) appear, the whole result of the presence of nonlinearity being a
reduction of the oscillation amplitude together with a destruction of periodicity. In particular, in the limit of very
small δ the non-linearity g¯ determines the envelope of the revivals as well as the time separation between the adjacent
collapse and revival while the separation between neighbouring CRs is proportional to 1/g¯. As shown in Fig.s 4-6, with
finite δ, the revival occurs at a time scale of the order of tens of ms, which is experimentally accessible. Its observation
would be an experimental demonstration of quantum coherence even in the presence of spin-orbit coupling.
Another striking feature is the occurrence of a spin Josephson effect, shown in Fig.5, and which is given by the
time-behaviour of the magnetization MLR, in full agreement with findings of Ref. [47].
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FIG. 4: Behavior of the population imbalance DLR between the two wells for N = 100, Ω = 0.1, J = −0.1, g = 0.01 and
δ = 0.01 (units of EL). The time is expressed in units of
~
EL
. In the left panel we restrict the time interval to (0÷ 200) while
the right panel shows collapses and revivals.
From the time derivative of MLR we can numerically evaluate the spin-current Is(t) =
dMLR
dt and define an average
spin-current as the integral of Is over the time interval elapsed between two adjacent collapses and revivals. In Fig.
7 we plot the spin-current as a function of the Zeeman field δ. It shows a linear behavior for small fields δ and then
saturates at higher fields, the linear behavior being characteristic of a non-equilibrium situation.
V. CONCLUSIONS AND PERSPECTIVES
In this paper we investigated the quantum dynamics of a spin-orbit coupled BEC in a double well potential in a
realistic context, by making explicit reference to the experimental setup by NIST group [7]. We worked out analytically
three different parameters regimes characterized by weak Raman coupling, strong Raman coupling and intermediate
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FIG. 5: Behavior of the magnetization MLR between the two wells for N = 100, Ω = 0.1, J = −0.1, g = 0.01 and δ = 0.01
(units of EL). The time is expressed in units of
~
EL
. In the left panel we restrict the time interval to (0÷ 200) while the right
panel shows collapses and revivals.
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FIG. 6: Behavior of the pseudospin imbalance D↑↓ between the two wells for N = 100, Ω = 0.1, J = −0.1, g = 0.01 and
δ = 0.01 (units of EL). The time is expressed in units of
~
EL
. In the left panel we restrict the time interval to (0÷ 200) while
the right panel shows collapses and revivals.
coupling respectively. We performed a two-mode approximation and concentrated on the weak interacting regime,
which allows a simple analytical study. Indeed our approach doesn’t allow one to study the strong nonlinear interaction
regime which could show up interesting self-trapping phenomena and is much more amenable to numerical calculations.
Here the quantum evolution of the number difference of bosons of pseudospin up and down between the two wells is
investigated in detail for each parameter regime. Interesting results are found in the intermediate coupling case, both
without and with nonlinear interaction; in particular explicit expressions for the time behaviour of the population
imbalance between the two wells, the magnetization and the pseudospin imbalance are obtained in correspondence
of an initial condition in which all N atoms with pseudospin down in the left well at t = 0. In the non interacting
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FIG. 7: Behavior of the spin current Is flowing between the two wells for N = 100, Ω = 0.1, J = −0.1, g = 0.01 (units of EL)
as a function of the Zeeman field.
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limit the overall behaviour shows coherent Rabi type oscillations giving rise to an external (population imbalance) and
internal (pseudospin imbalance) Josephson effect respectively, while the magnetization exhibits quasiperiodic features.
As expected, quantum collapses and revivals appear as a consequence of adding up a weak nonlinear interaction. They
occur at a time-scale of the order of tens of ms. Furthermore the time-dependent magnetizationMLR, which develops
in both limits gives rise to a spin Josephson like effect and to a spin current which could be experimentally measured,
as shown for instance in Ref. [53], even if in a different setup (i. e. dynamical control of quantum tunneling in a
double wells optical lattice via oscillatory driving fields), and in the more recent paper [54]. Indeed the excellent
manipulation of both internal and external degrees of freedom of ultracold atoms could allow one to obtain a net
spin current (together with a vanishing atomic current) and to employ it in order to engineer a variety of devices for
spintronics [55], in analogy with the recently realized atomic counterpart of a spin transistor [56].
Last but not least, the ultimate experimental control of the different tunneling processes discussed in this paper
could pave the way for the implementation of ultracold atoms analogues of XXZ spin models with tunable couplings
[53].
Appendix
The averages of products of the operators appearing in the Hamiltonian (74) are listed below:
〈ψ (t)| c†1c1 |ψ (t)〉 = 〈ψ (t)| d†1d1 |ψ (t)〉 =
N
4
(
Ωδ − δ
Ωδ
)
,
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,
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,(82)
where Ω1 =
Ω
2−2δ2
Ω
2
δ
and Ω2 =
Ω
2−δ2
Ω
2
δ
.
In this way, the fraction of pseudospin σ in the j well, being σ =↑, ↓ and j = L,R, can be obtained after lengthy
but straightforward algebraic calculations:
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