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ON THE DUAL TOPOLOGY OF THE GROUPS U(n) ⋉Hn
MOUNIR ELLOUMI, JANNE-KATHRIN GU¨NTHER AND JEAN LUDWIG
Abstract. Let Gn = U(n) ⋉Hn be the semi-direct product of the unitary group acting by automor-
phisms on the Heisenberg group Hn. According to Lipsman, the unitary dual Ĝn of Gn is in one to one
correspondence with the space of admissible coadjoint orbits g‡n/Gn of Gn. In this paper, we determine
the topology of the space g‡n/Gn and we show that the correspondence with Ĝn is a homeomorphism.
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1. Introduction
Let G be a locally compact group and Ĝ the unitary dual of G, i.e., the set of equivalence classes of
irreducible unitary representations of G, endowed with the pullback of the hull-kernel topology on the
primitive ideal space of C∗(G), the C∗-algebra of G. Besides the fundamental problem of determining
Ĝ as a set, there is a genuine interest in a precise and neat description of the topology on Ĝ. For several
classes of Lie groups, such as simply connected nilpotent Lie groups or, more generally, exponential
solvable Lie groups, the Euclidean motion groups and also the extension groups U(n)⋉ Hn considered
in this paper, there is a nice geometric object parameterizing Ĝ, namely the space of admissible coadjoint
orbits in the dual g∗ of the Lie algebra g of G.
In such a situation, the natural and important question arises of whether the bijection between the orbit
space, equipped with the quotient topology, and Ĝ is a homeomorphism. In [23], H. Leptin and J. Ludwig
have proved that for an exponential solvable Lie group G = expg, the dual space Ĝ is homeomorphic
to the space of coadjoint orbits g∗/G through the Kirillov mapping. On the other hand, it had been
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shown in [12] that the dual topology of the classical motion groups SO(n)⋉Rn for n ≥ 2 can be linked
to the topology of the quotient space of admissible coadjoint orbits.
In this paper, we consider the semi-direct product Gn = U(n) ⋉ Hn for n ≥ 1 and we identify its dual
space Ĝn with the lattice of admissible coadjoint orbits. Lipsman showed in [25] that each irreducible
unitary representation of Gn can be constructed by holomorphic induction from an admissible linear
functional ℓ of the Lie algebra gn of Gn. Furthermore, two irreducible representations in Ĝn are equi-
valent if and only if their respective linear functionals are in the same Gn-orbit. We prove that this
identification is a homeomorphism.
This paper is structured in the following way. Section 2 contains preliminary material and summa-
rizes results from previous work concerning the dual space of Gn which is identified with the space
of its admissible coadjoint orbits. The representations attached to an admissible linear functional are
obtained via Mackey’s little-group method and the dual space Ĝn of Gn is given by the parameter
space Kn =
{
α ∈ R∗, r > 0, ρµ ∈ ̂U(n− 1), τλ ∈ Û(n)
}
. In Section 3, we shall link the convergence of
sequences of admissible coadjoint orbits to the convergence in Kn. Section 4 describes the dual topology
of a second countable locally compact group. In the last two sections, we discuss the topology of the
dual space of our groups Gn.
2. The space of admissible coadjoint orbits
Let Cn be the n-dimensional complex vector space equipped with the standard scalar product 〈., .〉Cn
given by
〈x, y〉Cn =
n∑
j=1
xjyj ∀x = (x1, ..., xn), y = (y1, ..., yn) ∈ Cn.
Moreover, let (., .)Cn and ω(., .)Cn denote the real and the imaginary part of 〈., .〉Cn , respectively, i.e.
〈., .〉Cn = (., .)Cn + iω(., .)Cn .
The bilinear forms (., .)Cn and ω(., .)Cn define a positive definite inner product and a symplectic struc-
ture on the underlying real vector space R2n of Cn, respectively. The associated Heisenberg group
Hn = C
n × R of dimension 2n+ 1 over R is given by the group multiplication
(z, t)(z′, t′) :=
(
z + z′, t+ t′ − 1
2
ω(z, z′)Cn
)
∀(z, t), (z′, t′) ∈ Hn.
Furthermore, consider the unitary group U(n) of automorphisms of Hn preserving 〈., .〉Cn on Cn which
embeds into Aut(Hn) via
A.(z, t) := (Az, t) ∀A ∈ U(n) ∀(z, t) ∈ Hn.
Then, U(n) yields a maximal compact connected subgroup of Aut(Hn) (see [14], Theorem 1.22 and [20],
Chapter I.1). Moreover, Gn = U(n)⋉Hn denotes the semi-direct product of U(n) with the Heisenberg
group Hn equipped with the group law
(A, z, t)(B, z′, t′) :=
(
AB, z +Az′, t+ t′ − 1
2
ω(z, Az′)Cn
)
∀(A, z, t), (B, z′, t′) ∈ Gn.
The Lie algebra hn of Hn will be identified with Hn itself via the exponential map. The Lie bracket of
hn is defined as [
(z, t), (w, s)
]
:=
(
0,−ω(z, w)Cn
) ∀(z, t), (w, s) ∈ hn
and the derived action of the Lie algebra u(n) of U(n) on hn is
A.(z, t) := (Az, 0) ∀A ∈ u(n) ∀(z, t) ∈ hn.
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Denoting by gn = u(n)⋉ hn the Lie algebra of Gn, for all (A, z, t) ∈ Gn and all (B,w, s) ∈ gn, one gets
Ad(A, z, t)(B,w, s)
=
d
dy
∣∣∣
y=0
Ad(A, z, t)
(
eyB, yw, ys
)
(2.1)
=
(
ABA∗,−ABA∗z +Aw, s− ω(z, Aw)Cn + 1
2
ω(A∗z,BA∗z)Cn
)
,
where A∗ is the adjoint matrix of A. In particular
(2.2) Ad(A)(B,w, s) = (ABA∗, Aw, s).
From Identity (2.1), one can deduce the Lie bracket[
(A, z, t), (B,w, s)
]
=
d
dy
∣∣∣
y=0
Ad
(
eyA, yz, yt
)
(B,w, s)
=
(
AB −BA,Aw −Bz,−ω(z, w)Cn
)
for all (A, z, t), (B,w, s) ∈ gn.
2.1. The coadjoint orbits of Gn.
In this subsection, the coadjoint orbit space of Gn will be described according to [3], Section 2.5.
In the following, u(n) will be identified with its vector dual space u∗(n) with the help of the U(n)-invariant
inner product
〈A,B〉u(n) := tr(AB) ∀A,B ∈ u(n).
For z ∈ Cn, define the linear form z∨ in (Cn)∗ by
z∨(w) := ω(z, w)Cn ∀w ∈ Cn.
Furthermore, one defines a map × : Cn × Cn −→ u∗(n), (z, w) 7→ z × w by
z × w(B) := w∨(Bz) = ω(w,Bz)Cn ∀B ∈ u(n).
One can verify that for A ∈ U(n), B ∈ u(n) and z, w ∈ Cn,
Az∨ := z∨ ◦A−1 = (Az)∨,(2.3)
z∨ ◦B = −(Bz)∨,
z × w = w × z and
A(z × w)A∗ = (Az)× (Aw).
Hence, the dual g∗n =
(
u(n) ⋉ hn
)∗
will be identified with u(n) ⊕ hn, i.e. each element ℓ ∈ g∗n can be
identified with an element (U, u, x) ∈ u(n)× Cn × R such that〈
(U, u, x), (B,w, s)
〉
gn
= 〈U,B〉u(n) + u∨(w) + xs ∀(B,w, s) ∈ gn.
From (2.2) and (2.3), one obtains for all A ∈ U(n),
(2.4) Ad∗(A)(U, u, x) = (AUA∗, Au, x) ∀(U, u, x) ∈ u(n)× Cn × R
and for all (A, z, t) ∈ Gn and all (U, u, x) ∈ u(n)× Cn × R,
(2.5) Ad∗(A, z, t)(U, u, x) =
(
AUA∗ + z × (Au) + x
2
z × z, Au+ xz, x
)
.
Letting A and z vary over U(n) and Cn, respectively, the coadjoint orbit O(U,u,x) of the linear form
(U, u, x) can then be written as
O(U,u,x) =
{(
AUA∗ + z × (Au) + x
2
z × z, Au+ xz, x
)∣∣∣A ∈ U(n), z ∈ Cn}
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or equivalently, by replacing z by Az and using Identity (2.4),
O(U,u,x) =
{
Ad∗(A)
(
U + z × u+ x
2
z × z, u+ xz, x
)∣∣∣A ∈ U(n), z ∈ Cn}.
Here, z is regarded as a column vector z = (z1, . . . , zn)
T and z∗ := zt.
One can show as follows that z × u ∈ u∗(n) ∼= u(n) is the n× n skew-Hermitian matrix i2 (uz∗ + zu∗):
For all B ∈ u(n),〈
uz∗ + zu∗, B
〉
u(n)
= tr
(
(uz∗ + zu∗)B
)
=
∑
1≤i,j≤n
Bjiziuj −
∑
1≤i,j≤n
uiBijzj = −2iz × u(B).
In particular, z× z is the skew-Hermitian matrix izz∗ whose entries are determined by (izz∗)lj = izlzj .
3. The spectrum of Gn
3.1. The spectrum and the admissible coadjoint orbits of Gn.
The description of the spectrum of Gn is based on a method by Mackey (see [28], Chapter 10), which
states that one has to determine the irreducible unitary representations of the subgroup Hn in order to
construct representations of Gn.
First, regard the infinite-dimensional irreducible representations of the Heisenberg group Hn, which
are parameterized by R∗:
For each element α ∈ R∗, the coadjoint orbit Oα of the irreducible representation σα is the hyperplane
Oα =
{
(z, α)| z ∈ Cn}. Since for every α, this orbit is invariant under the action of U(n), the unitary
group U(n) preserves the equivalence class of σα.
The representation σα can be realized for α > 0 in the Fock space
Fα(n) =
{
f : Cn −→ C entire
∣∣∣ ∫
Cn
|f(w)|2e− |α|2 |w|2dw <∞
}
as
σα(z, t)f(w) := e
iαt−α4 |z|2−α2 〈w,z〉Cnf(w + z)
and for α < 0 on the space Fα(n) = F−α(n) as
σα(z, t)f(w) := e
iαt+α4 |z|2+α2 〈w,z〉Cn f(w + z).
See [14], Chapter 1.6 or [19], Section 1.7 for a discussion of the Fock space.
For each A ∈ U(n), the operator Wα(A) defined by
Wα(A) : Fα(n)→ Fα(n), Wα(A)f(z) := f
(
A−1z
) ∀f ∈ Fα(n) ∀z ∈ Cn
intertwines σα and (σα)A given by (σα)A(z, t) := σα(Az, t). Wα is called the projective intertwining
representation of U(n) on the Fock space. Then, by [28], Chapter 10, for each α ∈ R∗ and each element
τλ in Û(n),
π(λ,α)(A, z, t) := τλ(A) ⊗
(
σα(z, t) ◦Wα(A)
) ∀(A, z, t) ∈ Gn
is an irreducible unitary representation of Gn realized in H(λ,α) := Hλ⊗Fα(n), where Hλ is the Hilbert
space of τλ.
Associate to π(λ,α) the linear functional ℓλ,α := (Jλ, 0, α) ∈ g∗n given by
Jλ :=
 iλ1 . . . 0... . . . ...
0 . . . iλn
 .
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Denote by Gn[ℓλ,α], U(n)[ℓλ,α] and Hn[ℓλ,α] the stabilizers of ℓλ,α in Gn, U(n) and Hn, respectively.
By Formula (2.5),
Gn[ℓλ,α] =
{
(A, z, t) ∈ Gn
∣∣∣ (AJλA∗ + i
2
αzz∗, αz, α
)
= (Jλ, 0, α)
}
=
{
(A, 0, t) ∈ Gn| AJλA∗ = Jλ
}
,
U(n)[ℓλ,α] =
{
A ∈ U(n)| (AJλA∗, 0, α) = (Jλ, 0, α)
}
=
{
A ∈ U(n)| AJλA∗ = Jλ
}
and
Hn[ℓλ,α] =
{
(z, t) ∈ Hn
∣∣∣ (Jλ + i
2
αzz∗, αz, α
)
= (Jλ, 0, α)
}
= {0} × R.
It follows that Gn[ℓλ,α] = U(n)[ℓλ,α]⋉Hn[ℓλ,α]. Hence, ℓλ,α is aligned in the sense of Lipsman (see [25],
Lemma 4.2).
The finite-dimensional irreducible representations of Hn are the characters χv for v ∈ Cn, defined
by
χv(z, t) := e
−i(v,z)Cn ∀(z, t) ∈ Hn.
Denote by U(n)v the stabilizer of the character χv, or equivalently of the vector v, under the action of
U(n). Then, for every irreducible unitary representation ρ of U(n)v, the tensor product ρ ⊗ χv is an
irreducible representation of U(n)v ⋉ Hn whose restriction to Hn is a multiple of χv, and the induced
representation
π(ρ,v) := ind
U(n)⋉Hn
U(n)v⋉Hn
ρ⊗ χv
is an irreducible representation of Gn. Furthermore, the restriction of π(ρ,v) to U(n) is equivalent to
ind
U(n)
U(n)v
ρ.
For any v′ = Av for A ∈ U(n) (i.e. v and v′ belong to the same sphere centered at 0 and of radius
r = ‖v‖Cn), one has U(n)v′ = AU(n)vA∗ and thus, the representation π(ρ,v) is equivalent with π(ρ′,v′) for
any ρ′ ∈ Û(n)v′ such that ρ′(B) = ρ(A∗BA) for each B ∈ U(n)v′ . Hence, one can regard the character
χr associated to the linear form vr which is identified with the vector (0, . . . , 0, r)
T in Cn. Throughout
this text, denote by ρµ the representation of the subgroup U(n − 1) = U(n)vr with highest weight µ
and by π(µ,r) the representation π(ρµ,vr) = ind
Gn
U(n−1)⋉Hnρµ ⊗ χr. Its Hilbert space H(µ,r) is given by
H(µ,r) = L2
(
Gn/
(
U(n− 1)⋉Hn
)
, ρµ ⊗ χr
)
.
Again, π(µ,r) is linked to the linear functional ℓµ,r := (Jµ, vr, 0) ∈ g∗n for
Jµ :=

iµ1 . . . 0 0
...
. . .
...
...
0 . . . iµn−1 0
0 . . . 0 0
 .
By (2.5), one can check that
Gn[ℓµ,r] =
{
(A, z, t) ∈ Gn
∣∣ (AJµA∗ + z × (Avr), Avr , 0) = (Jµ, vr, 0)}
=
{
(A, z, t) ∈ Gn
∣∣∣ A ∈ U(n− 1), AJµA∗ + i
2
(
vrz
∗ + zv∗r
)
= Jµ
}
=
{
(A, z, t) ∈ Gn| z ∈ iRvr, A ∈ U(n− 1), AJµA∗ = Jµ
}
,
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since AJµA
∗ ∈ u(n− 1) and
vrz
∗ + zv∗r =

0 . . . 0 rz1
...
. . .
...
...
0 . . . 0 rzn−1
rz1 . . . rzn−1 2rRe (zn)
 .
In addition,
U(n)[ℓµ,r] =
{
A ∈ U(n− 1)| AJµA∗ = Jµ
}
and
Hn[ℓµ,r] = iRvr × R.
Thus, similarly to ℓλ,α, the linear functional ℓµ,r is aligned.
One obtains in this way all the irreducible unitary representations of Gn which are not trivial on
Hn.
The trivial extension of each element τλ of Û(n) to the entire group Gn is an irreducible representation
which will also be denoted by τλ.
First of all, as U(n) is a compact group, one knows that its spectrum is discrete and that every repre-
sentation of U(n) is finite-dimensional.
Now, let
Tn =
T =
 e
iθ1 . . . 0
...
. . .
...
0 . . . eiθn
∣∣∣∣∣ θj ∈ R ∀j ∈ {1, ..., n}

be a maximal torus of the unitary group U(n) and let tn be its Lie algebra. By complexification of u(n)
and tn, one gets the complex Lie algebras u
C(n) = gl(n,C) =M(n,C) and
tCn =
H =
 h1 . . . 0... . . . ...
0 . . . hn
∣∣∣∣∣ hj ∈ C ∀j ∈ {1, ..., n}
 ,
respectively, which is a Cartan subalgebra of uC(n). For j ∈ {1, ..., n}, define a linear functional ej by
ej
 h1 . . . 0... . . . ...
0 . . . hn
 := hj.
Let Pn be the set of all dominant integral forms λ for U(n) which may be written in the form
n∑
j=1
iλjej,
or simply as λ = (λ1, · · · , λn), where λj are integers for every j ∈ {1, ..., n} such that λ1 ≥ · · · ≥ λn.
Pn is a lattice in the vector dual space t
∗
n of tn.
Since each irreducible unitary representation (τλ,Hλ) of U(n) is determined by its highest weight λ ∈ Pn,
the spectrum Û(n) of U(n) is in bijection with the set Pn.
For each λ in Pn, the highest vector φ
λ in the Hilbert space Hλ of τλ verifies τλ(T )φλ = χλ(T )φλ,
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where χλ is the character of Tn associated to the linear functional λ and defined by
χλ
T =
 e
iθ1 . . . 0
...
. . .
...
0 . . . eiθn

 := e−iλ1θ1 · · · e−iλnθn .
Moreover, for two irreducible unitary representations (τλ,Hλ) and (τλ′ ,Hλ′), the Schur orthogonality
relation states that for all ξ, η ∈ Hλ and all ξ′, η′ ∈ Hλ′ ,∫
U(n)
〈
τλ(g)ξ, η
〉
Hλ
〈
τλ′(g)ξ′, η′
〉
Hλ′ dg =
{
0 if λ 6= λ′,
〈ξ,ξ′〉Hλ 〈η′,η〉Hλ
dλ
if λ = λ′,
(3.1)
where dλ denotes the dimension of the representation τλ.
The linear functional corresponding to the irreducible Gn-representation τλ for λ ∈ Pn is given by
ℓλ := (Jλ, 0, 0).
According to [18], Chapter 1, if ρµ is an irreducible representation of U(n − 1) with highest weight
µ = (µ1, ..., µn−1), the induced representation πµ := ind
U(n)
U(n−1)ρµ of U(n) decomposes with multiplicity
one, and the representations of U(n) that appear in this decomposition are exactly those with the highest
weight λ = (λ1, ..., λn) such that
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ ... ≥ λn−1 ≥ µn−1 ≥ λn.(3.2)
Therefore, by Mackey’s theory, the spectrum Ĝn consists of the following families of representations:
(i) π(λ,α) for λ ∈ Pn and α ∈ R∗ = R \ {0},
(ii) π(µ,r) for µ ∈ Pn−1 and r ∈ R>0 and
(iii) τλ for λ ∈ Pn.
Hence, Ĝn is in bijection with the set
(Pn × R∗) ∪
(
Pn−1 × R>0
) ∪ Pn.
A linear functional ℓ in g∗n is defined to be admissible if there exists a unitary character χ of the connected
component of Gn[ℓ] such that dχ = iℓ|gn[ℓ]. A calculation shows that all the linear functionals ℓλ,α, ℓµ,r
and ℓλ are admissible. Then, according to [25], the representations π(λ,α), π(µ,r) and τλ described above
are equivalent to the representations of Gn obtained by holomorphic induction from their respective
linear functionals ℓλ,α, ℓµ,r and ℓλ.
Denote by O(λ,α), O(µ,r) and Oλ the coadjoint orbits associated to the linear forms ℓλ,α, ℓµ,r and ℓλ,
respectively. Let g‡n ⊂ g∗n be the union of all the elements in O(λ,α), O(µ,r) and Oλ and denote by g‡n/Gn
the corresponding set in the orbit space. Now, from [25] follows that g‡n is the set of all admissible linear
functionals of gn.
We obtain in this way the Kirillov-Lipsman bijection
K : g‡n/Gn → Ĝn,
Oℓ 7→ [πℓ]
between the space of admissible coadjoint orbits and the space of equivalence classes of irreducible
unitary representations of Gn.
ON THE DUAL TOPOLOGY OF THE GROUPS U(n)⋉ Hn 8
4. Convergence in the quotient space g‡n/Gn
According to the last subsection, the spectrum of Gn is parameterized by the dominant integral forms λ
for U(n) and µ for U(n−1), the non-zero α ∈ R attached to the generic orbits Oα in h∗n and the positive
real r derived from the natural action of the unitary group U(n) on the characters of the Heisenberg
group Hn.
Moreover, it has been elaborated that the quotient space g‡n/Gn of admissible coadjoint orbits is in
bijection with Ĝn.
Now, the convergence of the admissible coadjoint orbits will be linked to the convergence in the para-
meter space
{
α ∈ R∗, r > 0, ρµ ∈ ̂U(n− 1), τλ ∈ Û(n)
}
.
Letting W be the subspace of u(n) generated by the matrices z × vr = i2 (vrz∗ + zv∗r) for z ∈ Cn,
the space g‡n/Gn is the set of all orbits
O(λ,α) =
{(
AJλA
∗ +
iα
2
zz∗, αz, α
)∣∣∣ z ∈ Cn, A ∈ U(n)},
O(µ,r) =
{(
A(Jµ +W)A∗, Avr, 0
)∣∣ A ∈ U(n)} and
Oλ =
{
(AJλA
∗, 0, 0)
∣∣ A ∈ U(n)}
for α ∈ R∗, r ∈ R>0, µ ∈ Pn−1 and λ ∈ Pn.
Before beginning the discussion on the convergence of the admissible coadjoint orbits, the following
preliminary lemmas are needed:
Lemma 4.1.
For n ∈ N∗ and for any scalars X1, ..., Xn and Y1, ..., Yn−1 fulfilling Yi 6= Yj for i 6= j, one has
n−1∑
j=1
n∏
i=1
i6=k
(Xi − Yj)
n−1∏
i=1
i6=j
(Yi − Yj)
=
n∑
j=1
j 6=k
Xj −
n−1∑
j=1
Yj
for each k ∈ {1, ..., n}.
Proof:
For n = 1, the formula is trivial.
So, let n > 1 and assume that the assertion is true for this n. Consider the relation at n+ 1.
For k = n+ 1, a simple calculation gives the result. If k 6= n+ 1, one gets
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n∑
j=1
n+1∏
i=1
i6=k
(Xi − Yj)
n∏
i=1
i6=j
(Yi − Yj)
=
n+1∏
i=1
i6=k
(Xi − Yn)
n−1∏
i=1
(Yi − Yn)
+
n−1∑
j=1
n+1∏
i=1
i6=k
(Xi − Yj)
n∏
i=1
i6=j
(Yi − Yj)
= (Xn+1 − Yn)
n∏
i=1
i6=k
(Xi − Yn)
n−1∏
i=1
(Yi − Yn)
+
n−1∑
j=1
n∏
i=1
i6=k
(Xi − Yj)
n−1∏
i=1
i6=j
(Yi − Yj)
· (Xn+1 − Yj)
Yn − Yj
= (Xn+1 − Yn)
n∏
i=1
i6=k
(Xi − Yn)
n−1∏
i=1
(Yi − Yn)
+
n−1∑
j=1
n∏
i=1
i6=k
(Xi − Yj)
n−1∏
i=1
i6=j
(Yi − Yj)
· (Xn+1 − Yn)
Yn − Yj +
n−1∑
j=1
n∏
i=1
i6=k
(Xi − Yj)
n−1∏
i=1
i6=j
(Yi − Yj)
︸ ︷︷ ︸
=
n∑
j=1
j 6=k
Xj−
n−1∑
j=1
Yj
= (Xn+1 − Yn)
n∑
j=1
n∏
i=1
i6=k
(Xi − Yj)
n∏
i=1
i6=j
(Yi − Yj)
︸ ︷︷ ︸
=1 by [12], Lemma 5.3
+
n∑
j=1
j 6=k
Xj −
n−1∑
j=1
Yj =
n+1∑
j=1
j 6=k
Xj −
n∑
j=1
Yj
and the claim is shown.

Lemma 4.2.
Let µ ∈ Pn−1 and λ ∈ Pn. Then, λ1 ≥ µ1 ≥ λ2 ≥ ... ≥ µn−1 ≥ λn if and only if there is a skew-
Hermitian matrix
B =

0 0 . . . 0 −z1
0 0 . . . 0 −z2
...
...
. . .
...
...
0 0 . . . 0 −zn−1
z1 z2 . . . zn−1 ix

in W such that A(Jµ +B)A∗ = Jλ for an element A ∈ U(n).
Proof:
For y ∈ R, a computation shows that det(Jµ +B − iyI) = (−i)nP (y), where
P (y) := (y − x)
n−1∏
i=1
(y − µi) −
n−1∑
j=1
(
|zj|2
n−1∏
i=1
i6=j
(y − µi)
)
.
Furthermore, one can observe that P (y)
y→∞−→ ∞ and that P (µj) ≤ 0 if j is odd and P (µj) ≥ 0 if j is
even.
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Now, if A(Jµ + B)A
∗ = Jλ for an element A ∈ U(n), by the spectral theorem, iλ1, iλ2, · · · , iλn are all
the elements of the spectrum of Jµ +B fulfilling λ1 ≥ µ1 ≥ λ2 ≥ ... ≥ µn−1 ≥ λn.
Conversely, suppose first that all the µj for j ∈ {1, ..., n − 1} are pairwise distinct. In this case, let B
be the skew-Hermitian matrix with the entries z1, · · · , zn−1, x satisfying
|zj |2 = −
n∏
i=1
(λi − µj)
n−1∏
i=1
i6=j
(µi − µj)
for every j ∈ {1, ..., n− 1} and
x =
n∑
j=1
λj −
n−1∑
j=1
µj .
From Lemma 4.1,
P (λk) =
(
n−1∑
j=1
µj −
n∑
j=1
j 6=k
λj
)
n−1∏
i=1
(λk − µi) +
n−1∑
j=1

n∏
i=1
i6=k
(λi − µj)
n−1∏
i=1
i6=j
(µi − µj)
n−1∏
i=1
(λk − µi)

=
n−1∏
i=1
(λk − µi)

n−1∑
j=1
µj −
n∑
j=1
j 6=k
λj +
n−1∑
j=1
n∏
i=1
i6=k
(λi − µj)
n−1∏
i=1
i6=j
(µi − µj)
 = 0.
Hence, the spectrum of the matrix Jµ +B is the set {iλ1, iλ2, · · · , iλn} and thus, the spectral theorem
implies that A(Jµ +B)A
∗ = Jλ for an element A ∈ U(n).
Now, if the µj for j ∈ {1, ..., n − 1} are not pairwise distinct, there exist two families of integers
{pl| 1 ≤ l ≤ s} and {ql| 1 ≤ l ≤ s} such that 1 ≤ p1 < q1 < p2 < q2 < · · · < ps < qs ≤ n − 1 and
µpl = µpl+1 = · · · = µql−1 = µql , µql 6= µql+1 and µpl−1 6= µpl for all l ∈ {1, ..., s}. Let
Q(y) :=
p1∏
i=1
p2∏
i=q1+1
· · ·
n−1∏
i=qs+1
(y − µi), Q˜l(y) :=
p1∏
i=1
i6=pl
p2∏
i=q1+1
i6=pl
· · ·
ps∏
i=qs−1+1
i6=pl
n−1∏
i=qs+1
(y − µi)
and Qj(y) :=
p1∏
i=1
i6=j
p2∏
i=q1+1
i6=j
· · ·
n−1∏
i=qs+1
i6=j
(y − µi).
Then, for
P (y) := (y − x)Q(y) −
s∑
l=1
( ql∑
j=pl
|zj |2
)
Q˜l(y) −
p1−1∑
j=1
p2−1∑
j=q1+1
...
n−1∑
j=qs+1
(
|zj |2Qj(y)
)
,
ON THE DUAL TOPOLOGY OF THE GROUPS U(n)⋉ Hn 11
one gets det(Jµ +B − iyI) = (−i)n
s∏
l=1
(y − µpl)ql−plP (y).
Now, the entries zj of the skew-Hermitian matrix B can be chosen as follows:
|zj|2 := −
n∏
i=1
(λi − µj)
n−1∏
i=1
i6=j
(µi − µj)
= −
p1∏
i=1
p2∏
i=q1+1
· · ·
n∏
i=qs+1
(λi − µj)
p1∏
i=1
i6=j
p2∏
i=q1+1
i6=j
· · ·
n−1∏
i=qs+1
i6=j
(µi − µj)
for each j ∈ {1, ..., p1 − 1, q1 + 1, ..., ps − 1, qs + 1, ..., n− 1} and
|zpl |2 + ...+ |zql−1|2 + |zql |2 := −
p1∏
i=1
p2∏
i=q1+1
· · ·
n∏
i=qs+1
(λi − µpl)
p1∏
i=1
i6=pl
p2∏
i=q1+1
i6=pl
· · ·
ps∏
i=qs−1+1
i6=pl
n−1∏
i=qs+1
(µi − µpl)
for each l ∈ {1, ..., s}. The entry x can be defined as
x :=
n∑
j=1
λj −
n−1∑
j=1
µj =
p1∑
j=1
p2∑
j=q1+1
...
n∑
j=qs+1
λj −
p1∑
j=1
p2∑
j=q1+1
...
n−1∑
j=qs+1
µj .
Then, if λk = µpl , one obviously has P (λk) = Q(λk) = 0 and the multiplicity of the root λk = µpl of P
is ql − pl. Otherwise, one gets
P (λk) =
(
λk −
p1∑
j=1
p2∑
j=q1+1
· · ·
n∑
j=qs+1
λj +
p1∑
j=1
p2∑
j=q1+1
· · ·
n−1∑
j=qs+1
µj
)
Q(λk)
+
p1−1∑
j=1
p2−1∑
j=q1+1
· · ·
n−1∑
j=qs+1
( p1∏
i=1
p2∏
i=q1+1
· · ·
n∏
i=qs+1
(λi − µj)
p1∏
i=1
i6=j
p2∏
i=q1+1
i6=j
· · ·
n−1∏
i=qs+1
i6=j
(µi − µj)
Qj(λk)
)
+
s∑
l=1
( p1∏
i=1
p2∏
i=q1+1
· · ·
n∏
i=qs+1
(λi − µpl)
p1∏
i=1
i6=pl
p2∏
i=q1+1
i6=pl
· · ·
ps∏
i=qs−1+1
i6=pl
n−1∏
i=qs+1
(µi − µpl)
Q˜l(λk)
)
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= Q(λk)
(
p1∑
j=1
p2∑
j=q1+1
· · ·
n−1∑
j=qs+1
µj −
p1∑
j=1
j 6=k
p2∑
j=q1+1
j 6=k
· · ·
n∑
j=qs+1
j 6=k
λj
+
p1−1∑
j=1
p2−1∑
j=q1+1
· · ·
n−1∑
j=qs+1
p1∏
i=1
i6=k
p2∏
i=q1+1
i6=k
· · ·
n∏
i=qs+1
i6=k
(λi − µj)
p1∏
i=1
i6=j
p2∏
i=q1+1
i6=j
· · ·
n−1∏
i=qs+1
i6=j
(µi − µj)
+
s∑
l=1
p1∏
i=1
i6=k
p2∏
i=q1+1
i6=k
· · ·
n∏
i=qs+1
i6=k
(λi − µpl)
p1∏
i=1
i6=pl
p2∏
i=q1+1
i6=pl
· · ·
ps∏
i=qs−1+1
i6=pl
n−1∏
i=qs+1
(µi − µpl)
)
= Q(λk)
(
p1∑
j=1
p2∑
j=q1+1
· · ·
n−1∑
j=qs+1
µj −
p1∑
j=1
j 6=k
p2∑
j=q1+1
j 6=k
· · ·
n∑
j=qs+1
j 6=k
λj
+
p1∑
j=1
p2∑
j=q1+1
· · ·
n−1∑
j=qs+1
p1∏
i=1
i6=k
p2∏
i=q1+1
i6=k
· · ·
n∏
i=qs+1
i6=k
(λi − µj)
p1∏
i=1
i6=j
p2∏
i=q1+1
i6=j
· · ·
n−1∏
i=qs+1
i6=j
(µi − µj)
)
= 0.
Hence, the spectrum of the matrix Jµ +B equals the set {iλ1, iλ2, · · · , iλn}. As above, this completes
the proof.

Lemma 4.3.
(1) Let λ ∈ Pn, α ∈ R∗ and z ∈ Cn. Then, the matrix Jλ+ iαzz∗ admits n eigenvalues iβ1, iβ2, . . . , iβn
such that β1 ≥ λ1 ≥ β2 ≥ λ2 ≥ · · · ≥ βn ≥ λn if α > 0 and λ1 ≥ β1 ≥ λ2 ≥ β2 ≥ · · · ≥ λn ≥ βn
if α < 0.
(2) Let λ, β ∈ Pn. If β1 ≥ λ1 ≥ β2 ≥ λ2 ≥ ... ≥ βn ≥ λn, there exists a number z ∈ Cn such that
the matrix Jλ+izz
∗ admits the n eigenvalues iβ1, ..., iβn. If λ1 ≥ β1 ≥ λ2 ≥ β2 ≥ ... ≥ λn ≥ βn,
there exists z ∈ Cn such that the matrix Jλ − izz∗ admits the n eigenvalues iβ1, ..., iβn.
Proof:
1) One can prove by induction that the characteristic polynomial of the matrix 1i Jλ +
zz∗
α is equal to
Qλ,z,αn defined by
Qλ,z,αn (x) :=
n∏
i=1
(x − λi) −
n∑
j=1
|zj |2
α
n∏
i=1
i6=j
(x− λi).
Assume that α is negative. Then, Qλ,z,αn (x)
x→∞−→ ∞ and Qλ,z,αn (λj) ≥ 0 if j is odd and Qλ,z,αn (λj) ≤ 0
if j is even. Furthermore, Qλ,z,αn (x)
x→∞−→ −∞ if n is odd and Qλ,z,αn (x) x→−∞−→ ∞ if n is even and
therefore, one can deduce that the matrix 1i Jλ +
zz∗
α admits n eigenvalues β1, β2, . . . , βn verifying
λ1 ≥ β1 ≥ λ2 ≥ β2 ≥ · · · ≥ λn ≥ βn. Hence, Jλ + iαzz∗ admits the n eigenvalues iβ1, iβ2, . . . , iβn
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fulfilling λ1 ≥ β1 ≥ λ2 ≥ β2 ≥ · · · ≥ λn ≥ βn.
The same reasoning applies when α is positive.
2) Let β1 ≥ λ1 ≥ β2 ≥ λ2 ≥ ... ≥ βn ≥ λn.
For any z ∈ Cn, the characteristic polynomial of 1i Jλ + zz∗ is equal to Qλ,z,1n with Qλ,z,1n =: Qλ,zn like
above.
First, assume that β1 > λ1 > ... > βn > λn.
Let
|zj|2 := −
n∏
i=1
(λj − βi)
n∏
i=1
i6=j
(λj − λi)
.
Then, as λj < βi for all i ∈ {1, ..., j}, as λj > βi for all i ∈ {j+1, ..., n}, as λj < λi for all i ∈ {1, ..., j−1}
and as λj > λi for all i ∈ {j + 1, ..., n}, one gets sgn
(|zj|2) = (−1) (−1)j(−1)j−1 = 1 and thus, this definition
is meaningful.
One now has to show that Qλ,zn (βℓ) = 0 for all ℓ ∈ {1, ..., n}.
Qλ,zn (βℓ) =
n∏
i=1
(βℓ − λi) +
n∑
j=1
n∏
i=1
(λj − βi)
n∏
i=1
i6=j
(λj − λi)
n∏
i=1
i6=j
(βℓ − λi)
=
n∏
i=1
(βℓ − λi)
1 +
n∑
j=1
n∏
i=1
(λj − βi)
n∏
i=1
i6=j
(λj − λi)(βℓ − λj)

=
n∏
i=1
(βℓ − λi)
1−
n∑
j=1
n∏
i=1
i6=ℓ
(λj − βi)
n∏
i=1
i6=j
(λj − λi)
 = 0,
as by [12], Lemma 5.3, one obtains
n∑
j=1
n∏
i=1
i6=ℓ
(λj−βi)
n∏
i=1
i6=j
(λj−λi)
= 1.
Now, regard arbitrary β1 ≥ λ1 ≥ β2 ≥ λ2 ≥ ... ≥ βn ≥ λn.
For n = 1, one can choose |z1|2 := (β1 − λ1) ≥ 0 and the claim is shown.
Let n > 1 and assume that the assertion is true for n− 1.
If λℓ−1 6= βℓ 6= λℓ for all ℓ ∈ {1, ..., n}, the claim is already shown above. So, without restriction let
ℓ ∈ {1, ..., n} with βℓ = λℓ. The case λℓ−1 = βℓ is very similar.
Hence, for λℓ := (λ1, ..., λℓ−1, λℓ+1, ..., λn) and βℓ := (β1, ..., βℓ−1, βℓ+1, ..., βn),
β1 ≥ λ1 ≥ ... ≥ βℓ−1 ≥ λℓ−1 ≥ βℓ+1 ≥ λℓ+1 ≥ ... ≥ βn ≥ λn
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and thus, by the induction hypothesis, there exists Cn−1 ∋ zℓ := (z1, ..., zℓ−1, zℓ+1, ..., zn) such that
Qλ
ℓ,zℓ
n,ℓ (βi) = 0 for all i ∈ {1, ..., ℓ− 1, ℓ+ 1, ..., n}, where
Qλ
ℓ,zℓ
n,ℓ (x) :=
n∏
i=1
i6=ℓ
(x− λi) −
n∑
j=1
j 6=ℓ
|zj |2
n∏
i=1
i6=j,i6=ℓ
(x − λi).
Now, let zℓ := 0, i.e. z := (z1, ..., zℓ−1, 0, zℓ+1, ..., zn). Then,
Qλ,zn (x) = (x− λℓ)
n∏
i=1
i6=ℓ
(x− λi) −
n∑
j=1
j 6=ℓ
|zj |2(x− λℓ)
n∏
i=1
i6=j,i6=ℓ
(x − λi) − |zℓ|2
n∏
i=1
i6=ℓ
(x− λi)
= (x− λℓ)Qλ
ℓ,zℓ
n,ℓ (x) − |zℓ|2
n∏
i=1
i6=ℓ
(x − λi)
= (x− λℓ)Qλ
ℓ,zℓ
n,ℓ (x).
If i ∈ {1, ..., ℓ− 1, ℓ+ 1, ..., n}, then Qλℓ,zℓn,ℓ (βi) = 0 and thus, Qλ,zn (βi) = 0. Furthermore, Qλ,zn (βℓ) = 0,
as βℓ = λℓ.
Therefore, Qλ,zn (βi) = 0 for all i ∈ {1, ..., n} and the claim is shown.
Next, let λ1 ≥ β1 ≥ λ2 ≥ β2 ≥ ... ≥ λn ≥ βn.
Then, for any z ∈ Cn, the characteristic polynomial of 1i Jλ − zz∗ is equal to Qλ,z,−1n .
If λ1 > β1 > ... > λn > βn, let
|zj |2 :=
n∏
i=1
(λj − βi)
n∏
i=1
i6=j
(λj − λi)
.
Here, sgn
(|zj |2) = (−1)j−1(−1)j−1 = 1 and hence, this definition is meaningful.
The rest of the proof is the same as in the first part of (2).

With these lemmas, one can now prove the following theorem which describes the topology of the
space of admissible coadjoint orbits of Gn.
Theorem 4.4.
Let α ∈ R∗, r > 0, µ ∈ Pn−1 and λ ∈ Pn. Then, the following holds:
(1) A sequence of coadjoint orbits
(O(λk,αk))k∈N converges to the orbit O(λ,α) in g‡n/Gn if and only
if lim
k→∞
αk = α and λ
k = λ for large k.
(2) A sequence of coadjoint orbits
(O(λk,αk))k∈N converges to the orbit O(µ,r) in g‡n/Gn if and only
if lim
k→∞
αk = 0 and the sequence
(O(λk,αk))k∈N satisfies one of the following conditions:
(i) For k large enough, αk > 0, λ
k
j = µj for all j ∈ {1, ..., n− 1} and lim
k→∞
αkλ
k
n = − r
2
2 .
(ii) For k large enough, αk < 0, λ
k
j = µj−1 for all j ∈ {2, ..., n} and lim
k→∞
αkλ
k
1 = − r
2
2 .
(3) A sequence of coadjoint orbits
(O(λk,αk))k∈N converges to the orbit Oλ in g‡n/Gn if and only if
lim
k→∞
αk = 0 and the sequence
(O(λk,αk))k∈N satisfies one of the following conditions:
(i) For k large enough, αk > 0, λ1 ≥ λk1 ≥ ... ≥ λn−1 ≥ λkn−1 ≥ λn ≥ λkn and lim
k→∞
αkλ
k
n = 0.
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(ii) For k large enough, αk < 0, λ
k
1 ≥ λ1 ≥ λk2 ≥ λ2 ≥ ... ≥ λn−1 ≥ λkn ≥ λn and
lim
k→∞
αkλ
k
1 = 0.
(4) A sequence of coadjoint orbits
(O(µk,rk))k∈N converges to the orbit O(µ,r) in g‡n/Gn if and only
if lim
k→∞
rk = r and µ
k = µ for large k.
(5) A sequence of coadjoint orbits
(O(µk,rk))k∈N converges to Oλ in g‡n/Gn if and only if (rk)k∈N
tends to 0 and λ1 ≥ µk1 ≥ λ2 ≥ µk2 ≥ ... ≥ λn−1 ≥ µkn−1 ≥ λn for k large enough.
(6) A sequence of coadjoint orbits
(Oλk)k∈N converges to the orbit Oλ in g‡n/Gn if and only if λk = λ
for large k.
Proof:
Examining the shape of the coadjoint orbits listed at the beginning of this subsection, 1) and 6) are
clear and Assertion 5) follows immediately from Lemma 4.2. Furthermore, the proof of 4) is similar to
that of [12], Theorem 4.2.
2) Assume that
(O(λk,αk))k∈N converges to the orbit O(µ,r). Then, there exist a sequence (Ak)k∈N in
U(n) and a sequence of vectors
(
z(k)
)
k∈N in C
n such that
lim
k→∞
(
Ak
(
Jλk +
i
αk
z(k)z(k)∗
)
A∗k,
√
2Akz(k), αk
)
= (Jµ, vr, 0).
Let A = (amj)1≤m,j≤n be the limit of a subsequence (As)s∈I for I ⊂ N. Then,
lim
s→∞
Jλs +
i
αs
z(s)z(s)∗ = A∗JµA, lim
s→∞
zj(s) =
r√
2
anj for j ∈ {1, ..., n} and lim
s→∞
αs = 0.
On the other hand, one has (A∗JµA)mj = i
n−1∑
l=1
µlalmalj and
Jλs +
i
αs
z(s)z(s)∗ =

iλs1 + i
|z1(s)|2
αs
i z1(s)z2(s)αs . . . i
z1(s)zn(s)
αs
i z2(s)z1(s)αs iλ
s
2 + i
|z2(s)|2
αs
. . . i z2(s)zn(s)αs
...
...
. . .
...
i zn(s)z1(s)αs i
zn(s)z2(s)
αs
. . . iλsn + i
|zn(s)|2
αs
 .
Hence, for m 6= j, lim
s→∞
∣∣zm(s)zj(s)
αs
∣∣ = ∣∣∣ n−1∑
l=1
µlalmalj
∣∣∣ < ∞, and since lim
s→∞‖z(s)‖Cn =
r√
2
6= 0, there is a
unique i0 ∈ {1, ..., n} such that lim
s→∞zi0(s) =
r√
2
eiθ for a certain number θ ∈ R and lim
s→∞zj(s) = 0 for
j 6= i0. One obtains ani0 = e−iθ and anj = 0 for j 6= i0, i.e. the matrices A and A∗JµA can be written
in the following way:
A =

∗ · · · ∗ 0 ∗ · · · ∗
...
... 0
...
...
...
...
...
...
...
...
... 0
...
...
∗ · · · ∗ 0 ∗ · · · ∗
0 · · · 0 e−iθ 0 · · · 0

︸︷︷︸
i0−th position
and
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A∗JµA =

∗ · · · ∗ 0 ∗ · · · ∗
...
...
...
...
...
∗ · · · ∗ 0 ∗ · · · ∗
0 · · · 0 0 0 · · · 0
∗ · · · ∗ 0 ∗ · · · ∗
...
...
...
...
...
∗ · · · ∗ 0 ∗ · · · ∗

︸︷︷︸
i0−th position
}i0 − th position
since (A∗JµA)i0j = −(A∗JµA)ji0 = −i
n−1∑
l=1
µlaljali0 = 0 for j ∈ {1, ..., n}. As for each j 6= i0,
lim
s→∞
zj(s)zi0(s)
αs
= 0, lim
s→∞
zj(s)
αs
= 0 and lim
s→∞
|zj(s)|2
αs
= 0,
one gets lim
s→∞
λsj =
n−1∑
l=1
µl|alj |2. On the other hand, lim
s→∞
λsi0 +
|zi0(s)|2
αs
= 0, which in turn implies that
lim
s→∞
∣∣λsi0 ∣∣ = ∞. This proves that i0 can only take the value 1 if αs < 0 and n if αs > 0. Otherwise,
since λsi0−1 ≥ λsi0 ≥ λsi0+1, one gets lims→∞λ
s
i0−1 = ∞ if αs < 0 and lims→∞λ
s
i0+1 = −∞ if αs > 0 which
contradicts the fact that lim
s→∞
λsj is finite for all j 6= i0.
Case i0 = n:
In this case, one has lim
s→∞
αsλ
s
n = − r
2
2 and lims→∞
λsj =
n−1∑
l=1
µl|alj |2 for all j ∈ {1, ..., n− 1}. Furthermore,
the matrices A and A∗JµA have the form
A =

0
A˜
...
0
0 · · · 0 e−iθ
 and A∗JµA =

∗ . . . ∗ 0
...
...
...
∗ . . . ∗ 0
0 . . . 0 0
 ,
where A˜ ∈ U(n − 1). However, the limit matrix of the subsequence (Jλs + iαs z(s)z(s)∗)s∈I has to be
diagonal because lim
s→∞
zm(s)zj(s)
αs
= 0 for all m 6= j. This implies that
A∗JµA =

iµ1 . . . 0 0
...
...
...
0 . . . iµn−1 0
0 . . . 0 0

and consequently, λsj = µj for large s and j ∈ {1, ..., n− 1}.
Case i0 = 1:
In this case, lim
s→∞
αsλ
s
1 = − r
2
2 and lims→∞
λsj =
n−1∑
l=1
µl|alj |2 for every j ∈ {2, ..., n}. Moreover, there is an
element A˜ ∈ U(n− 1) such that the matrix A is given by
A =

0
... A˜
0
e−iθ 0 · · · 0
 and hence, A∗JµA =

0 0 · · · 0
0 ∗ · · · ∗
...
...
...
0 ∗ · · · ∗
 .
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Using the same arguments as above, one has λsj+1 = µj for s large enough and for every j ∈ {1, ..., n−1}.
Conversely, suppose that lim
k→∞
αk = 0. If the regarded sequence of orbits satisfies the first condition, one
can take z(k) :=

0
...
0√
−αkλkn
 and Ak := I for k ≥ N and N ∈ N large enough. In the other case,
one lets
z(k) :=

√
−αkλk1
0
...
...
0
 and Ak :=

0 1 0 · · · 0
0 0 1
. . . 0
...
...
. . .
. . .
...
0 0 0
. . . 1
1 0 0 · · · 0

for k ≥ N.
Thus, lim
k→∞
(
Ak
(
Jλk +
i
αk
z(k)z(k)∗
)
A∗k,
√
2Akz(k), αk
)
= (Jµ, vr, 0).
3) Suppose that
(O(λk,αk))k∈N converges to the orbit Oλ. Then, there exist a sequence (Ak)k∈N in
U(n) and a sequence
(
z(k)
)
k∈N in C
n such that
lim
k→∞
(
Ak
(
Jλk +
i
αk
z(k)z(k)∗
)
A∗k,
√
2Akz(k), αk
)
= (Jλ, 0, 0).
It follows that lim
k→∞
αk = 0 and that
(
z(k)
)
k∈N tends to 0 in C
n. Denote by A = (amj)1≤m,j≤n the limit
matrix of a subsequence (As)s∈I for an index set I ⊂ N. Then,
lim
s→∞
Jλs +
i
αs
z(s)z(s)∗ = A∗JλA with (A∗JλA)mj = i
n∑
l=1
λlalmalj .
Since lim
k→∞
αk = 0, one can assume that αs is either strictly positive for all s ∈ I or strictly negative for
all s ∈ I.
Let
√
|αs| be the square root of |αs|. The fact that lim
s→∞
zm(s)zj(s)
αs
is finite for all m, j ∈ {1, ..., n} implies
that there exists at most one integer 1 ≤ i0 ≤ n such that lim
s→∞
zi0(s)√
|αs|
=∞. Therefore,
lim
s→∞
zj(s)√
|αs|
exists for all j distinct from i0. Hence, for the same reasons as in the proof of 4), necessarily i0 ∈ {1, n}.
If there is no such i0, then there exists for all j ∈ {1, ..., n} an integer λ′j ∈ Z such that λ′j = λsj for
all s ∈ I (by passing to a subsequence if necessary) and z˜j := lim
s→∞
zj(s)√
|αs|
is finite for all j ∈ {1, . . . , n}.
Thus, one gets {
A∗JλA = Jλ′ + iz˜(z˜)∗, if αs > 0 ∀s ∈ I
A∗JλA = Jλ′ − iz˜(z˜)∗, if αs < 0 ∀s ∈ I.
It follows by Lemma 4.3 applied to z˜ and α = 1 or α = −1, respectively, that{
λ1 ≥ λ′1 = λs1 ≥ λ2 ≥ λ′2 = λs2 ≥ ... ≥ λn ≥ λ′n = λsn, if αs > 0 ∀s ∈ I
λ′1 = λ
s
1 ≥ λ1 ≥ λ′2 = λs2 ≥ λ2 ≥ ... ≥ λ′n = λsn ≥ λn, if αs < 0 ∀s ∈ I.
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Case i0 = n:
Here, lim
s→∞αsλ
s
n = 0, as lims→∞
∣∣λsn + |zn(s)|2αs ∣∣ <∞. Furthermore, lims→∞λsn = −∞ and lims→∞λsj = n∑l=1λl|alj |2
for all j ∈ {1, ..., n−1} and αs has to be positive for large s. Since lim
s→∞
zj(s)
αs
exists and lim
s→∞
|zn(s)|
αs
=∞,
it follows that lim
s→∞
zj(s)
αs
= 0 for every j ∈ {1, ..., n− 1}.
Now, choose
x := lim
s→∞
λsn +
|zn(s)|2
αs
, λ′j := lims→∞
λsj and wj := −i lims→∞
zj(s)zn(s)
αs
∀j ∈ {1, ..., n− 1}.
Then, the limit matrix A∗JλA of the sequence
(
Jλs +
i
αs
z(s)z(s)∗
)
s∈I has the form
iλ′1 0 . . . 0 −w1
0 iλ′2 . . . 0 −w2
...
...
. . .
...
...
0 0 . . . iλ′n−1 −wn−1
w1 w2 . . . wn−1 ix
 .
By Lemma 4.2, one obtains λ1 ≥ λ′1 ≥ λ2 ≥ λ′2 ≥ ... ≥ λn−1 ≥ λ′n−1 ≥ λn, and therefore, one has
λ1 ≥ λs1 ≥ λ2 ≥ λs2 ≥ ... ≥ λn−1 ≥ λsn−1 ≥ λn ≥ λsn for large s.
Case i0 = 1:
In this case, lim
s→∞
αsλ
s
1 = 0, since lims→∞
∣∣λs1 + |z1(s)|2αs ∣∣ <∞. Moreover,
lim
s→∞
λs1 =∞, lim
s→∞
λsj =
n∑
l=1
λl|alj |2 and lim
s→∞
zj(s)
αs
= 0 ∀j ∈ {2, ..., n}.
Hence, αs < 0 for s large enough. If one sets
x := lim
s→∞
λs1 +
|z1(s)|2
αs
, λ′j := lim
s→∞
λsj+1 and wj := −i lim
s→∞
z1(s)zj+1(s)
αs
∀j ∈ {1, ..., n− 1},
the limit matrix A∗JλA of
(
Jλs +
i
αs
z(s)z(s)
)
s∈I can be written as follows:
(4.1)

ix w1 w2 . . . wn−1
−w1 iλ′1 0 . . . 0
−w2 0 iλ′2 . . . 0
...
...
...
. . .
...
−wn−1 0 0 . . . iλ′n−1
 = A˜∗

iλ′1 0 . . . 0 −w1
0 iλ′2 . . . 0 −w2
...
...
. . .
...
...
0 0 . . . iλ′n−1 −wn−1
w1 w2 . . . wn−1 ix
 A˜,
where
A˜ =

0 1 0 · · · 0
0 0 1
. . . 0
...
...
. . .
. . .
...
0 0 0
. . . 1
1 0 0 · · · 0

.
This proves that λs1 ≥ λ1 ≥ λs2 ≥ λ2 ≥ ... ≥ λsn−1 ≥ λn−1 ≥ λsn ≥ λn for large s.
Conversely, suppose that the sequence
(O(λk,αk))k∈N satisfies the first condition.
First, consider the case λkn
k→∞−→ −∞.
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Then, there is a subsequence (λs)s∈I for an index set I ⊂ N fulfilling λsj = λ′j for every j ∈ {1, ..., n− 1}
and all s ∈ I. By Lemma 4.2, there exist w1, w2, . . . , wn−1 ∈ C, x ∈ R and A ∈ U(n) such that
A∗JλA =

iλ′1 0 . . . 0 −w1
0 iλ′2 . . . 0 −w2
...
...
. . .
...
...
0 0 . . . iλ′n−1 −wn−1
w1 w2 . . . wn−1 ix
 .
In this case, λk 6= λ for large k, as λkn k→∞−→ −∞. Choose x :=
n∑
j=1
λj −
n−1∑
j=1
λ′j . (Compare the proof of
Lemma 4.2.) It follows that
αs(x− λsn) =
n∑
j=1
αs(λj − λsj) > 0.
Furthermore, define the sequence
(
z(s)
)
s∈I in C
n by
zn(s) :=
√
αs(x− λsn) and zj(s) := i
αswj√
αs(x− λsn)
∀j ∈ {1, 2, ..., n− 1}.
Then, one gets
lim
s→∞
z(s) = 0,
λsn +
|zn(s)|2
αs
= x,
lim
s→∞
|zj(s)|2
αs
= lim
s→∞
|wj |2
x− λsn
= 0 ∀j ∈ {1, ..., n− 1},
lim
s→∞
zm(s)zj(s)
αs
= lim
s→∞
wmwj
x− λsn
= 0 ∀m 6= j ∈ {1, ..., n− 1} and
lim
s→∞
zj(s)zn(s)
αs
= iwj ∀j ∈ {1, ..., n− 1}.
Hence,
(
A
(
Jλs +
i
αs
z(s)z(s)∗
)
A∗
)
s∈I
converges to Jλ and
(
z(s)
)
s∈I to 0.
If lim
k→∞
λkn 6= −∞, there is a subsequence (λs)s∈I for an index set I ⊂ N fulfilling λsj = λ′j for all
j ∈ {1, ..., n} and all s ∈ I. Therefore,
λ1 ≥ λ′1 ≥ λ2 ≥ λ′2 ≥ ... ≥ λn ≥ λ′n
and thus, by Lemma 4.3(2), there exists z˜ ∈ Cn such that iλ1, ..., iλn are the eigenvalues of Jλ′ + iz˜(z˜)∗.
Let z(s) := z˜
√
αs, which is reasonable since αs > 0 in this case.
As the matrices Jλ′ + iz˜(z˜)
∗ and Jλ are both skew-Hermitian and have the same eigenvalues, they are
unitarily conjugated. Therefore, there exists an element A ∈ U(n) such that Jλ′ + iz˜(z˜)∗ = A∗JλA.
Hence,
A∗JλA = Jλ′ + iz˜(z˜)∗ = lim
s→∞
Jλ′ + iz˜(z˜)
∗ = lim
s→∞
Jλ′ + i
z(s)z(s)∗
αs
,
i.e.
(
A
(
Jλ′ + i
z(s)z(s)∗
αs
)
A∗
)
s∈I
converges to Jλ. Furthermore,
z(s) = z˜
√
αs
s→∞−→ 0,
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as αk
k→∞−→ 0.
Thus, the claim is shown in this case.
Suppose now that for k large αk < 0, λ
k
1 ≥ λ1 ≥ ... ≥ λkn−1 ≥ λn−1 ≥ λkn ≥ λn and lim
k→∞
αkλ
k
1 = 0. First
consider the case λk1
k→∞−→ ∞.
In this case, there is a subsequence (λs)s∈I for an index set I ⊂ N such that λsj = λ′j−1 for all j ∈ {2, ..., n}
and all s ∈ I. By Identity (4.1) and Lemma 4.2 , there exist w1, w2, . . . , wn−1 ∈ C, x ∈ R and A ∈ U(n)
such that
A∗JλA =

ix w1 w2 . . . wn−1
−w1 iλ′1 0 . . . 0
−w2 0 iλ′2 . . . 0
...
...
...
. . .
...
−wn−1 0 0 . . . iλ′n−1
 .
Similarly to the last case, one takes x :=
n∑
j=1
λj −
n−1∑
j=1
λ′j and thus gets
αs(x− λs1) =
n∑
j=1
αs(λj − λsj) > 0.
Hence, one can define the sequence
(
z(s)
)
s∈I in C
n by
z1(s) :=
√
αs(x − λs1) and zj(s) := −i
αswj−1√
αs(x− λs1)
∀j ∈ {2, ..., n}.
Here again, one gets
lim
s→∞
z(s) = 0,
λs1 +
|z1(s)|2
αs
= x,
lim
s→∞
|zj(s)|2
αs
= lim
s→∞
|wj−1|2
x− λs1
= 0 ∀j ∈ {2, ..., n},
lim
s→∞
zm(s)zj(s)
αs
= lim
s→∞
wm−1wj−1
x− λs1
= 0 ∀m 6= j ∈ {2, ..., n} and
lim
s→∞
zj(s)z1(s)
αs
= iwj−1 ∀j ∈ {2, ..., n}.
Again, one can conclude that
((
A
(
Jλs +
i
αs
z(s)z(s)∗
)
A∗,
√
2Az(s), αs
))
s∈I
converges to (Jλ, 0, 0).
If lim
k→∞
λk1 6= ∞, there is a subsequence (λs)s∈I for an index set I ⊂ N fulfilling λsj = λ′j for all
j ∈ {1, ..., n} and all s ∈ I. Hence,
λ′1 ≥ λ1 ≥ λ′2 ≥ λ2 ≥ ... ≥ λ′n ≥ λn
and therefore, by Lemma 4.3(2), there exists z˜ ∈ Cn in such a way that iλ1, ..., iλn are the eigenvalues
of Jλ′ − iz˜(z˜)∗.
Let now z(s) := z˜
√−αs, which is reasonable since this time αs < 0.
As above, there exists an element A ∈ U(n) such that Jλ′ − iz˜(z˜)∗ = A∗JλA and thus,
A∗JλA = lim
s→∞
Jλ′ − i z(s)z(s)
∗
−αs = lims→∞ Jλ
′ + i
z(s)z(s)∗
αs
,
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i.e.
(
A
(
Jλ′ + i
z(s)z(s)∗
αs
)
A∗
)
s∈I
converges to Jλ. Furthermore,
z(s) = z˜
√−αs s→∞−→ 0,
as αk
k→∞−→ 0.
Therefore, the assertion is also shown in this case.

5. The continuity of the inverse of the Kirillov-Lipsman map K
In the next two sections, the topology of the spectrum Ĝn of the group Gn = U(n)⋉Hn will be analyzed
and the aim is to show that it is determined by the topology of its admissible quotient space.
5.1. The representation π(µ,r).
First, examine the representation π(µ,r) = ind
Gn
U(n−1)⋉Hnρµ⊗χr. Its Hilbert space H(µ,r) is given by the
space
L2
(
Gn/
(
U(n− 1)⋉Hn
)
, ρµ ⊗ χr
) ∼= L2(U(n)/U(n− 1), ρµ).
Let ξ be a unit vector in H(µ,r) and recall that (z, w)Cn = Re 〈z, w〉Cn for z, w ∈ Cn. For all (z, t) ∈ Hn
and all A,B ∈ U(n),
π(µ,r)(A, z, t)ξ(B) = e
−i(Bvr ,z)Cn ξ
(
A−1B
)
.
Therefore,
C
π(µ,r)
ξ (A, z, t) =
〈
π(µ,r)(A, z, t)ξ, ξ
〉
L2
(
U(n)/U(n−1),ρµ
)
=
∫
U(n)
e−i(Bvr ,z)Cn
〈
ξ
(
A−1B
)
, ξ(B)
〉
Hρµ
dB.
By (3.2) in Section 3, one has
πµ := π(µ,r)|U(n) ∼= indU(n)U(n−1)ρµ =
∑
τλ∈Û(n)
λ1≥µ1≥λ2≥µ2≥...≥λn−1≥µn−1≥λn
τλ.
Every irreducible representation τλ of U(n) can be realized as a subrepresentation of the left regular
representation on L2
(
U(n)
)
via the intertwining operator
Uλ : Hλ → L2
(
U(n)
)
, Uλ(ξ)(A) :=
〈
ξ, τλ(A)ξλ
〉
Hλ ∀A ∈ U(n) ∀ξ ∈ Hλ
for a fixed unit vector ξλ ∈ Hλ.
For τλ ∈ Û(n), consider the orthonormal basis Bλ =
{
φλj | j ∈ {1, ..., dλ}
}
ofHλ consisting of eigenvectors
for Tn of Hλ.
Moreover, as a basis of the Lie algebra hn of the Heisenberg group, one can take the left invariant vector
fields
{
Z1, Z2, . . . , Zn, Z1, Z2, . . . , Zn, T
}
, where
Zj := 2
∂
∂zj
+ i
zj
2
∂
∂t
, Zj = 2
∂
∂zj
− i zj
2
∂
∂t
and T :=
∂
∂t
and gets the Lie brackets [Zj , Zj ] = −2iT for j ∈ {1, ..., n}.
Now, regard the Heisenberg sub-Laplacian differential operator which is given by
L = 1
2
n∑
j=1
(
ZjZj + ZjZj
)
.
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This operator is U(n)-invariant.
Lemma 5.1.
For every representation π(µ,r) for r > 0 and ρµ ∈ ̂U(n− 1),
dπ(µ,r)(L) = −r2I.
Proof:
Since the representation π(µ,r) is trivial on the center of hn, one has
dπ(µ,r)(L)ξ(B) = 2
n∑
j=1
(
∂2
∂zj∂zj
+
∂2
∂zj∂zj
)(
e−i(Bvr ,z)Cn
)
ξ(B).
Let D = {e1, . . . , en} be an orthonormal basis for Cn. By writing
(Bvr , z)Cn =
1
2
(
〈Bvr, z〉Cn + 〈Bvr, z〉Cn
)
,
one gets
dπ(µ,r)(L)ξ(B) = −
n∑
j=1
∣∣〈Bvr, ej〉Cn ∣∣2ξ(B) = −r2ξ(B).

In addition, the following theorem describes the convergence of sequences of representations
(
π(µk,rk)
)
k∈N:
Theorem 5.2.
Let r > 0, ρµ ∈ ̂U(n− 1) and τλ ∈ Û(n).
(1) A sequence
(
π(µk,rk)
)
k∈N of irreducible unitary representations of Gn converges to π(µ,r) in Ĝn
if and only if lim
k→∞
rk = r and µ
k = µ for k large enough.
(2) A sequence
(
π(µk,rk)
)
k∈N of irreducible unitary representations of Gn converges to τλ in Ĝn if
and only if lim
k→∞
rk = 0 and τλ occurs in πµk for k large enough.
These are all possibilities for a sequence
(
π(µk,rk)
)
k∈N of irreducible unitary representations of Gn to
converge.
The proof of 1) and 2) of this theorem can be found in [1], Theorem 6.2.A.
Furthermore, since the representations π(µ,r) and τλ are trivial on
{
(I, 0, t)| t ∈ R}, the center of Gn,
while the representations π(λ,α) are non-trivial there, the possibilities of convergence of a sequence(
π(µk,rk)
)
k∈N listed above are the only ones that are possible.
5.2. The representation τλ.
As τλ only acts on U(n) and Û(n) is discrete, every converging sequence (τλk )k∈N has to be constant
for large k. Hence,
τλk
k→∞−→ τλ ⇐⇒ λk = λ for large k.
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5.3. The representation π(λ,α).
Next, regard the representations π(λ,α).
Consider the unit vector ξ :=
dλ∑
j=1
φλj ⊗ fj in the Hilbert space H(λ,α) = Hλ ⊗ Fα(n) of π(λ,α), where
f1, . . . , fdλ belong to the Fock space Fα(n). Then, for all A ∈ U(n) and (z, t) ∈ Hn,
π(λ,α)(A, z, t)ξ(w) =
dλ∑
j=1
τλ(A)φ
λ
j ⊗ eiαt−
α
4 |z|2−α2 〈w,z〉Cnfj
(
A−1w +A−1z
)
if α > 0 and
π(λ,α)(A, z, t)ξ(w) =
dλ∑
j=1
τλ(A)φ
λ
j ⊗ eiαt+
α
4 |z|2+α2 〈w,z〉Cn fj
(
A−1w +A−1z
)
if α < 0.
It follows that
C
π(λ,α)
ξ (A, z, t) =
〈
π(λ,α)(A, z, t)ξ, ξ
〉
H(λ,α)
=

dλ∑
j,j′=1
〈
τλ(A)φ
λ
j , φ
λ
j′
〉
Hλ
∫
Cn
eiαt−
α
4 |z|2−α2 〈w,z〉Cnfj
(
A−1w +A−1z
)
fj′(w)e
−α2 |w|2dw if α > 0,
dλ∑
j,j′=1
〈
τλ(A)φ
λ
j , φ
λ
j′
〉
Hλ
∫
Cn
eiαt+
α
4 |z|2+α2 〈w,z〉Cn fj
(
A−1w +A−1z
)
fj′(w)e
α
2 |w|2dw if α < 0.
Lemma 5.3.
For each representation π(λ,α) for α ∈ R∗ and τλ ∈ Û(n), one has
dπ(λ,α)(T ) = iαI.
Proof:
Let ξ =
dλ∑
j=1
φλj ⊗ fj be a unit vector in H(λ,α). Then,
〈
dπ(λ,α)(T )ξ, ξ
〉
H(λ,α) =
d
dt
∣∣∣
t=0
〈
π(λ,α)(I, 0, t)ξ, ξ
〉
H(λ,α) =
d
dt
∣∣∣
t=0
eiαt
dλ∑
j=1
‖fj‖2Fα(n) = iα.

If α is positive, the polynomials C[Cn] are dense in Fα(n) and its multiplicity free decomposition
is
C[Cn] =
∞∑
m=0
Pm,
where Pm is the space of homogeneous polynomials of degree m. Therefore, pm(z) = zm1 is the highest
weight vector in Pm with weight (m, 0, ..., 0) =: [m]. Applying the classical Pieri’s rule (see [15],
Proposition 15.25), one obtains
(
τλ ⊗Wα
)
|U(n) =
∞∑
m=0
τλ ⊗ τ[m] =
∑
λ′∈Pn
λ′1≥λ1≥....≥λ′n≥λn
τλ′ ,(5.1)
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where the definition of the operator Wα(A) can be found in Section 3 in the description of π(λ,α).
If α is negative, one gets(
τλ ⊗Wα
)
|U(n) =
∞∑
m=0
τλ ⊗ τ[m] =
∑
λ′∈Pn
λ1≥λ′1≥....≥λn≥λ′n
τλ′ .
Both of the sums again are multiplicity free. This follows from [20], Chapter IV.11, since Wα is multi-
plicity free.
Furthermore, let Rα :=
{
hm,α| m = (m1, . . . ,mn) ∈ Nn
}
be the orthonormal basis of the Fock space
Fα(n) defined by the Hermite functions
hm,α(z) =
( |α|
2π
)n
2
√
|α||m|
2|m|m!
zm
with |m| = m1 + ...+mn, m! = m1! · · ·mn! and zm = zm11 · · · zmnn (see [14], Chapter 1.7).
Now, one obtains the following theorem about the convergence of sequences of representations
(
π(λk,αk)
)
k∈N:
Theorem 5.4.
Let α ∈ R∗ and τλ ∈ Û(n). Then, a sequence
(
π(λk,αk)
)
k∈N of elements in Ĝn converges to π(λ,α) if and
only if lim
k→∞
αk = α and λ
k = λ for large k.
Proof:
First, consider the case where α is positive. Assume that αk
k→∞−→ α and that λk = λ for k large enough.
Moreover, let f ∈ C∞0 (Gn) and let ξ be a unit vector in Hλ. Then,〈
C
π
(λk,αk)
ξ⊗h0,αk , f
〉(
L∞(Gn),L1(Gn)
)
=
∫
U(n)
∫
Hn
f(A, z, t)
〈
τλk(A)ξ, ξ
〉
H
λk
eiαkt−
αk
4 |z|2
∫
Cn
( 1
2π
)n
e−
1
2
√
αk〈w,z〉Cn− 12 |w|2dwd(z, t)dA
tends to
〈
C
π(λ,α)
ξ⊗h0,α , f
〉(
L∞(Gn),L1(Gn)
). Hence, (π(λk,αk))k∈N converges to π(λ,α).
The same reasoning applies when α is negative.
Conversely, the fact that the sequence
(
π(λk,αk)
)
k∈N converges to the representation π(λ,α) implies
that for ξ ∈ H∞(λ,α) of length 1, there is for every k ∈ N a unit vector ξk ∈ H∞(λk,αk) such that(〈
dπ(λk,αk)(T )ξk, ξk
〉
H
(λk,αk)
)
k∈N
converges to
〈
dπ(λ,α)(T )ξ, ξ
〉
H(λ,α) . Thus, by Lemma 5.3, we have
lim
k→∞
αk = α. Hence, it remains to show that λ
k = λ for k large enough.
Let ξ be a unit vector inHλ. Then for every k ∈ N, there exists a vector ξk =
∑
m∈Nn
ζkm⊗hm,αk ∈ H(λk,αk)
of length 1 such that
(
C
π
(λk,αk)
ξk
)
k∈N
converges uniformly on compacta to C
π(λ,α)
ξ⊗h0,α .
Now, take δ ∈ R>0 such that 0 6∈ Iα,δ = (α − δ, α+ δ), as well as a Schwartz function ϕ on R fulfilling
ϕ|Iα,δ ≡ 1 and ϕ ≡ 0 in a neighbourhood of 0. Then, there is a Schwartz function ψ on Hn with the
property
σβ(ψ) = ϕ(β)Pβ ∀β ∈ R∗,
where σβ is the Hn-representation defined in Section 3 and Pβ : Fβ(n)→ C is the orthogonal projection
onto the one-dimensional subspace Ch0,β of all constant functions in Fβ(n). On the other hand, there
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exists kδ ∈ N such that αk ∈ Iα,δ for all k ≥ kδ. One obtains σα(ψ)h0,α = h0,α and σαk(ψ)h0,αk = h0,αk
for all k ≥ kδ and thus, it follows that
lim
k→∞
∥∥ζk0 ∥∥2H
λk
= lim
k→∞
∑
m,m′∈Nn
〈
ζkm, ζ
k
m′
〉
H
λk
〈
σαk(ψ)hm,αk , hm′,αk
〉
Fαk(n)
= lim
k→∞
〈
C
π
(λk,αk)∑
m∈Nn
ζkm⊗hm,αk
(I, ., .), ψ
〉(
L∞(Hn),L1(Hn)
)
=
〈
σα(ψ)h0,α, h0,α
〉
Fα(n) = 1.
Hence, one gets
lim
k→∞
∥∥ξk − ζk0 ⊗ h0,αk∥∥H
(λk,αk)
= 0
and one can deduce that
lim
k→∞
〈
τλk(A)ζ
k
0 , ζ
k
0
〉
H
λk
=
〈
τλ(A)ξ, ξ
〉
Hλ
uniformly in A ∈ U(n). Therefore, for all k ∈ N, one can take the unit vector φk = ζ
k
0
‖ζk0 ‖Hλk
in Hλk
to finally obtain the uniform convergence on compacta of
(
C
τ
λk
φk
)
k∈N
to Cτλξ . Thus, λ
k = λ for k large
enough.

Lemma 5.5.
For each representation π(λ,α) for α ∈ R∗ and τλ ∈ Û(n),〈
dπ(λ,α)(L)hm,α, hm,α
〉
Fα(n) = −|α|
(
n+ 2|m|) ∀m ∈ Nn.
The proof follows from [4], Proposition 3.20 together with [5], Lemma 3.4.
Theorem 5.6.
Let r > 0, ρµ ∈ ̂U(n− 1) and τλ ∈ Û(n).
(1) If a sequence
(
π(λk,αk)
)
k∈N of elements of Ĝn converges to the representation π(µ,r) in Ĝn, then
lim
k→∞
αk = 0 and the sequence
(
π(λk,αk)
)
k∈N satisfies one of the following conditions:
(i) For k large enough, αk > 0, λ
k
j = µj for all j ∈ {1, ..., n− 1} and lim
k→∞
αkλ
k
n = − r
2
2 .
(ii) For k large enough, αk < 0, λ
k
j = µj−1 for all j ∈ {2, ..., n} and lim
k→∞
αkλ
k
1 = − r
2
2 .
(2) If a sequence
(
π(λk,αk)
)
k∈N of elements of Ĝn converges to the representation τλ in Ĝn, then
lim
k→∞
αk = 0 and the sequence
(
π(λk,αk)
)
k∈N satisfies one of the following conditions:
(i) For k large enough, αk > 0, λ1 ≥ λk1 ≥ ... ≥ λn−1 ≥ λkn−1 ≥ λn ≥ λkn and lim
k→∞
αkλ
k
n = 0.
(ii) For k large enough, αk < 0, λ
k
1 ≥ λ1 ≥ λk2 ≥ λ2 ≥ ... ≥ λn−1 ≥ λkn ≥ λn and
lim
k→∞
αkλ
k
1 = 0.
Proof:
1) Let µ˜s = (µ1, . . . , µs, µs, µs+1, . . . , µn−1) for s ∈ {1, ..., n−1}. By hypothesis, the sequence
(
π(λk,αk)
)
k∈N
converges to the representation π(µ,r) in Ĝn. Thus, for the unit vector ξ
s =
√
dµ˜sC
µ˜s
φµ˜
s
1 ,φ
µ˜s
1
∈ H∞(µ,r),
there is a sequence of unit vectors (ξsk)k∈N ⊂ H∞(λk,αk) such that〈
dπ(λk,αk)(T )ξ
s
k, ξ
s
k
〉
H
(λk,αk)
k→∞−→ 〈dπ(µ,r)(T )(ξs), ξs〉H(µ,r) = 0 ∀T ∈ tn and
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dπ(λk ,αk)(L)ξsk, ξsk
〉
H
(λk,αk)
k→∞−→ 〈dπ(µ,r)(L)(ξs), ξs〉H(µ,r) = −r2.
As by Lemma 5.3 one gets
〈
dπ(λk,αk)(T )ξ
s
k, ξ
s
k
〉
H
(λk,αk)
=
〈
iαkξ
s
k, ξ
s
k
〉
H
(λk,αk)
, it follows that lim
k→∞
αk = 0.
Therefore, one can assume without restriction that αk > 0 for large k (by passing to a subsequence if
necessary). The case αk < 0 is very similar.
On the other hand, the sequence
(〈
τλk ⊗Wαk(A)ξsk, ξsk
〉
H
(λk,αk)
)
k∈N
converges to the matrix coefficient
C
π(µ,r)
ξs (A, 0, 0) = C
µ˜s
φµ˜
s
1 ,φ
µ˜s
1
(A) uniformly in each A ∈ U(n). Hence, from this convergence, Orthogonality
Relation (3.1) and the fact that
∥∥∥Cµ˜s
φµ˜
s
1 ,φ
µ˜s
1
∥∥∥
L2
(
U(n)
) = 1√
dµ˜s
, follows
lim
k→∞
∫
U(n)
〈
τλk ⊗Wαk(A)ξsk, ξsk
〉
H
(λk,αk)
〈
τµ˜s(A)φ
µ˜s
1 , φ
µ˜s
1
〉
H(µ,r) dA =
1
dµ˜s
6= 0.(5.2)
By (5.1), one can write the expression
(
τλk ⊗Wαk
)
|U(n) as
(
τλk ⊗Wαk
)
|U(n) =
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
τλ˜k
and, since for k large enough the above integral is not 0, again by the orthogonality relation, there has
to be one λ˜k ∈ Pn with λ˜k1 ≥ λk1 ≥ ... ≥ λ˜kn ≥ λkn such that λ˜k = µ˜s. But as λ˜ks = µ˜ss = µ˜ss+1 = λ˜ks+1,
one obtains that λks = λ˜
k
s = µ˜
s
s = µs for k large enough. As this is true for all s ∈ {1, ..., n− 1}, one gets
λkj = µj for all j ∈ {1, ..., n− 1}.
So, it remains to show that lim
k→∞
αkλ
k
n = − r
2
2 .
Again, by the decomposition of
(
τλk ⊗Wαk
)
|U(n) in (5.1), one can decompose H(λk,αk) as follows
H(λk,αk) =
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
Hλ˜k
and thus, for every k ∈ N, the vector ξsk can be written as
ξsk =
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
ξs
λ˜k
for ξs
λ˜k
∈ Hλ˜k ∀k ∈ N.
Let
Ck :=
∫
U(n)
〈
τλk ⊗Wαk(A)ξsk, ξsk
〉
H
(λk,αk)
〈
τµ˜s(A)φ
µ˜s
1 , φ
µ˜s
1
〉
H(µ,r) dA ∀k ∈ N.
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Then, with the Orthogonality Relation (3.1),
Ck =
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
∑
γ˜k∈Pn
γ˜k1≥λk1≥...≥γ˜kn≥λkn
∫
U(n)
〈
τλk ⊗Wαk(A)ξsλ˜k , ξsγ˜k
〉
H
λ˜k
〈
τµ˜s(A)φ
µ˜s
1 , φ
µ˜s
1
〉
H(µ,r) dA
=
∑
λ˜k∈Pn
λ˜k1≥λ
k
1≥...≥λ˜
k
n≥λ
k
n
∑
γ˜k∈Pn
γ˜k1≥λ
k
1≥...≥γ˜
k
n≥λ
k
n
∫
U(n)
∑
ν˜k∈Pn
ν˜k1≥λ
k
1≥...≥ν˜
k
n≥λ
k
n
〈
τν˜k(A)ξ
s
λ˜k
, ξsγ˜k
〉
H
λ˜k
〈
τµ˜s(A)φ
µ˜s
1 , φ
µ˜s
1
〉
H(µ,r) dA
=
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
∑
γ˜k∈Pn
γ˜k1≥λk1≥...≥γ˜kn≥λkn
∫
U(n)
〈
τλ˜k(A)ξ
s
λ˜k
, ξsγ˜k
〉
H
λ˜k
〈
τµ˜s(A)φ
µ˜s
1 , φ
µ˜s
1
〉
H(µ,r) dA
=
∑
γ˜k∈Pn
γ˜k1≥λk1≥...≥γ˜kn≥λkn
〈
ξsµ˜s , φ
µ˜s
1
〉
Hµ˜s
〈
φµ˜
s
1 , ξ
s
γ˜k
〉
Hµ˜s
dµ˜s
=
〈
ξsµ˜s , φ
µ˜s
1
〉
Hµ˜s
〈
φµ˜
s
1 , ξ
s
µ˜s
〉
Hµ˜s
dµ˜s
=
∣∣〈ξsµ˜s , φµ˜s1 〉Hµ˜s ∣∣2
dµ˜s
.
From (5.2) it follows that ∣∣〈ξsµ˜s , φµ˜s1 〉Hµ˜s ∣∣2 k→∞−→ 1.
As
1 = ‖ξsk‖2H
(λk,αk)
=
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
∥∥ξs
λ˜k
∥∥2
H
λ˜k
,
one can assume that ξsk = φ
µ˜s
1 for large k ∈ N. Since λkj = µj for all k ∈ N and for all j ∈ {1, ..., n− 1},
one gets for s = n− 1
µ˜n−1 = λk +mk for mk =
(
0, ..., 0, µn−1 − λkn
)
.
From now on, consider only k large enough such that ξn−1k = φ
µ˜n−1
1 . Then, ξ
n−1
k is the highest weight
vector with weight µ˜n−1 of length 1. Moreover,∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
Hλ˜k = H(λk,αk) = Hλk ⊗Fαk(n) =
∞∑
m=0
Hλk ⊗ Pm.
Every weight in the decomposition on the left hand side has multiplicity one, as mentioned in (5.1), and
therefore, this is the case for every weight appearing in the sum on the right hand side as well. From
this, one can deduce that there exists one unique Mk such that µ˜
n−1, the weight of ξn−1k ∈ H(λk,αk),
appears in Hλk ⊗ PMk .
By [20], Chapter IV.11, every highest weight appearing in Hλk ⊗ PMk is the sum of the highest weight
of Hλk and a weight of PMk . Hence, µ˜n−1 is the sum of λk and a weight of PMk . From this follows
that the mentioned weight of PMk has the same length as µ˜n−1 − λk = mk. Therefore, Mk = |mk|, i.e.
PMk = P|mk|.
Let
(
φλ
k
j
)
j∈N be an orthogonal weight vector basis of Hτλk , the corresponding Hilbert space of τλk , and
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let γkj denote the weight of φ
λk
j . Then, one gets
ξn−1k =
∑
(γk,m˜k)∈Ωµ˜n−1
λk
∑
j:γkj =γ
k
ckjφ
γk
j ⊗ hm˜k,αk =
∑
(γk,m˜k)∈Ωµ˜n−1
λk
φγ
k ⊗ hm˜k,αk ,
where φγ
k
=
∑
j:γkj =γ
k
ckjφ
γk
j is a uniquely determined eigenvector for Tn of the space Hλk with weight γk,
Ωµ˜
n−1
λk
is the set of all pairs (γk, m˜k) such that m˜k ∈ Nn with |m˜k| = |mk| and γk is a weight that appears
in the representation τλk fulfilling γ
k + m˜k = µ˜
n−1. Furthermore,∑
(γk,m˜k)∈Ωµ˜n−1
λk
∣∣φγk ∣∣2 = 1.
Let
ck :=
〈
dπ(λk,αk)(L)ξn−1k , ξn−1k
〉
H
(λk,αk)
∀k ∈ N.
Then, as seen above, lim
k→∞
ck = −r2 and from Lemma 5.5 and the U(n)-invariance of L, it follows that
ck =
〈
dπ(λk,αk)(L)ξn−1k , ξn−1k
〉
H
(λk,αk)
=
∑
(γk,m˜k)∈Ωµ˜n−1
λk
∑
(γ˜k, ˜˜mk)∈Ωµ˜n−1
λk
〈
dπ(λk,αk)(L)φγ
k ⊗ hm˜k,αk , φγ˜
k ⊗ h ˜˜mk,αk
〉
H
(λk,αk)
=
∑
(γk,m˜k)∈Ωµ˜n−1
λk
∣∣φγk ∣∣2 〈dπ(λk,αk)(L)hm˜k,αk , hm˜k,αk〉Fαk (n)
=
∑
(γk,m˜k)∈Ωµ˜n−1
λk
∣∣φγk ∣∣2(− αk(n+ 2|m˜k|))
= −αk
(
n+ 2|mk|
) ∑
(γk,m˜k)∈Ωµ˜n−1
λk
∣∣φγk ∣∣2
= −αk
(
n+ 2|mk|
)
= −αk
(
n+ 2µn−1 − 2λkn
)
.
As αk
k→∞−→ 0, also αk(n+ 2µn−1) k→∞−→ 0 and thus, lim
k→∞
αkλ
k
n = − r
2
2 .
2) The fact that the sequence
(
π(λk,αk)
)
k∈N converges to τλ in Ĝn implies that for the unit vector
φλ1 ∈ H∞λ , there is a sequence of unit vectors (ξk)k∈N ⊂ H∞(λk,αk) such that〈
dπ(λk,αk)(T )ξk, ξk
〉
H
(λk,αk)
k→∞−→ 〈dτλ(T )φλ1 , φλ1〉Hλ ∀T ∈ tn and
〈
dπ(λk ,αk)(L)ξk, ξk
〉
H
(λk,αk)
k→∞−→ 〈dτλ(L)φλ1 , φλ1〉Hλ = 0.(5.3)
As above in the first part, by Lemma 5.3, from the first convergence it follows that lim
k→∞
αk = 0 and one
can assume without restriction that αk > 0 for large k.
On the other hand,
(〈
τλk ⊗Wαk(A)ξk, ξk
〉
H
(λk,αk)
)
k∈N
converges to Cλ
φλ1 ,φ
λ
1
(A) uniformly in A ∈ U(n).
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Hence, as above one gets
lim
k→∞
∫
U(n)
〈
τλk ⊗Wαk(A)ξk, ξk
〉
H
(λk,αk)
〈
τλ(A)φλ1 , φ
λ
1
〉
Hλ dA =
1
dλ
6= 0.
Again, like in the first part above, by (5.1) and the orthogonality relation, one can deduce that
λ1 ≥ λk1 ≥ .... ≥ λn ≥ λkn for large k.
So again, it remains to show that lim
k→∞
αkλ
k
n = 0.
In the same manner as above, by replacing µ˜n−1 by λ, one can now show that for large k ∈ N, it is
possible to assume ξk = φ
λ
1 . So consider k large enough in order for this equality to be true. Then ξk is
the highest weight vector of length 1 with weight λ.
Now,
λ = λk +mk for mk =
(
λ1 − λk1 , ..., λn − λkn
)
,
where the sequences
(
λ1 − λk1
)
k∈N,...,
(
λn−1 − λkn−1
)
k∈N are bounded, because λ1 ≥ λk1 ≥ .... ≥ λn ≥ λkn
for large k.
Again, by replacing µ˜n−1 by λ in the proof of the first part above, one can also write ξk as
ξk =
∑
(γk,m˜k)∈Ωλ
λk
φγ
k ⊗ hm˜k,αk ,
where φγ
k
is a uniquely determined eigenvector for Tn of Hλk with weight γk and Ωλλk is the set of all
pairs (γk, m˜k) such that m˜k ∈ Nn with |m˜k| = |mk| and γk is a weight that appears in the representation
τλk fulfilling γ
k + m˜k = λ. Furthermore, again∑
(γk,m˜k)∈Ωλ
λk
∣∣φγk ∣∣2 = 1.
Now, like in the first part above, by Lemma 5.5 and the U(n)-invariance of L,
〈dπ(λk,αk)(L)ξk, ξk
〉
H
(λk,αk)
= −αk
(
n+ 2|mk|
)
= −αk
(
n+ 2
(
λ1 − λk1
)
+ ...+ 2
(
λn−1 − λkn−1
)
+ 2λn − 2λkn
)
.
By (5.3), as αk
k→∞−→ 0, also αk
(
n + 2
(
λ1 − λk1
)
+ ... + 2
(
λn−1 − λkn−1
)
+ 2λn
)
k→∞−→ 0 because of the
boundedness of the sequences
(
λ1 − λk1
)
k∈N,...,
(
λn−1 − λkn−1
)
k∈N. Therefore, limk→∞
αkλ
k
n = 0.

6. The continuity of K
In this section, it will be shown that the inverse of the Kirillov-Lipsman mapping K is also continuous.
By Theorem 5.2, it suffices to consider converging sequences of orbits (O(λk,αk))k∈N and to show that
the corresponding representations (π(λk,αk))k∈N converge in the same way.
Theorem 6.1.
Let r > 0, ρµ ∈ ̂U(n− 1) and τλ ∈ Û(n).
If lim
k→∞
αk = 0 and the sequence
(O(λk,αk))k∈N of elements of the admissible orbit space g‡n/Gn satisfies
one of the following conditions:
(i) for k large enough, αk > 0, λ
k
j = µj for all j ∈ {1, ..., n− 1} and lim
k→∞
αkλ
k
n = − r
2
2 ,
(ii) for k large enough, αk < 0, λ
k
j = µj−1 for all j ∈ {2, ..., n} and lim
k→∞
αkλ
k
1 = − r
2
2 ,
then the sequence
(
π(λk,αk)
)
k∈N converges to the representation π(µ,r) in Ĝn.
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In order to prove this theorem, one needs the following proposition:
Proposition 6.2.
Let r > 0, ρµ ∈ ̂U(n− 1) and τλ ∈ Û(n).
Furthermore, let lim
k→∞
αk = 0, αk > 0 for large k and consider the sequence
(
λk)k∈N in Pn fulfilling
λkj = µj for all j ∈ {1, ..., n− 1} and lim
k→∞
αkλ
k
n = − r
2
2 .
Denote µ˜ := µ˜n−1 = (µ1, ..., µn−1, µn−1), Nk := µn−1 − λkn and let PNk be the space of conjugated
homogeneous polynomials of degree Nk.
Moreover, define the representation π(µ˜,αk) of Gn on the subspace Hµ˜ ⊗PNk ⊗PNk of the Hilbert space
Hµ˜ ⊗Fαk(n)⊗Fαk(n) by
π(µ˜,αk)(A, z, t) := τµ˜(A)⊗Wαk(A) ⊗
(
σαk(z, t) ◦Wαk(A)
) ∀(A, z, t) ∈ Gn.
Then, for any θ ∈ Hµ˜ and for each k ∈ N, there exist vectors ξk ∈ Hµ˜ ⊗ PNk ⊗ PNk such that for all
(A, z, t) ∈ Gn and for ξθ := θ ⊗ 1 ∈ Hµ˜ ⊗H(0,r),
〈
π(µ˜,αk)(A, z, t)ξk, ξk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
k→∞−→
〈(
τµ˜ ⊗ π(0,r)
)
(A, z, t)ξθ, ξθ
〉
Hµ˜⊗H(0,r)
uniformly on compacta.
Proof:
Let mk := (0, ..., 0, Nk). Then, λ
k = µ˜+mk. Moreover, since lim
k→∞
αkλ
k
n = − r
2
2 , limk→∞
αk = 0 and αk > 0,
one gets Nk
k→∞−→ ∞.
Let φ ∈ Hµ˜ and let
Rk :=
∣∣∣{q ∈ Nn; |q| = Nk}∣∣∣ ∀k ∈ N.
Then, Rk is the dimension of the space PNk(n) = PNk of complex polynomials of degree Nk in n
variables. Now, define
ξk := φ⊗
(
1
Rk
1
2
∑
q∈Nn:
|q|=Nk
hq,αk ⊗ hq,αk
)
=
1
Rk
1
2
∑
q∈Nn:
|q|=Nk
φ⊗ hq,αk ⊗ hq,αk ∈ Hµ˜ ⊗ PNk ⊗ PNk .
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Since Rk
1
2 is the norm of
∑
q∈Nn:
|q|=Nk
hq,αk ⊗ hq,αk , the vector 1
Rk
1
2
∑
q∈Nn:
|q|=Nk
hq,αk ⊗ hq,αk has norm 1.
Let (A, z, t) ∈ Gn. One has
ck(A, z, t) :=
〈
π(µ˜,αk)(A, z, t)ξk, ξk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
=
〈
π(µ˜,αk)(A, z, t)
(
1
Rk
1
2
∑
q∈Nn:
|q|=Nk
φ⊗ hq,αk ⊗ hq,αk
)
,
1
Rk
1
2
∑
q˜∈Nn:
|q˜|=Nk
φ⊗ hq˜,αk ⊗ hq˜,αk
〉
Hµ˜⊗Fαk(n)⊗Fαk (n)
=
〈
π(µ˜,αk)
(
(I, z, t)(A, 0, 0)
)( 1
Rk
1
2
∑
q∈Nn:
|q|=Nk
φ⊗ hq,αk ⊗ hq,αk
)
,
1
Rk
1
2
∑
q˜∈Nn:
|q˜|=Nk
φ⊗ hq˜,αk ⊗ hq˜,αk
〉
Hµ˜⊗Fαk(n)⊗Fαk (n)
=
〈
1
Rk
1
2
∑
q∈Nn:
|q|=Nk
φ⊗Wαk(A)hq,αk ⊗
(
σαk(z, t) ◦Wαk(A)hq,αk
)
,
1
Rk
1
2
τµ˜(A
−1)φ⊗
( ∑
q˜∈Nn:
|q˜|=Nk
hq˜,αk ⊗ hq˜,αk
)〉
Hµ˜⊗Fαk(n)⊗Fαk (n)
.
Now, one can write
Wαk(A)hq,αk =
∑
m∈Nn:
|m|=Nk
wkm,q(A)hm,αk and
Wαk(A)hq,αk =
∑
m∈Nn:
|m|=Nk
wkm,q(A)hm,αk
with wkm,q(A) ∈ C. Because of the unitarity of the matrix Wαk(A), one gets for m,m′ ∈ Nn with
|m| = |m′| = Nk,
∑
q∈Nn:
|q|=Nk
wkm,q(A)w
k
m′,q(A) =
{
0 if m 6= m′,
1 if m = m′.
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Hence,
ck(A, z, t) =
〈
1
Rk
1
2
∑
m∈Nn:
|m|=Nk
φ⊗ hm,αk ⊗
(
σαk(z, t)hm,αk
)
,
1
Rk
1
2
τµ˜(A
−1)φ⊗
( ∑
q˜∈Nn:
|q˜|=Nk
hq˜,αk ⊗ hq˜,αk
)〉
Hµ˜⊗Fαk (n)⊗Fαk(n)
=
〈
τµ˜(A)φ, φ
〉
Hµ˜
1
Rk
〈 ∑
m∈Nn:
|m|=Nk
hm,αk ⊗
(
σαk(z, t)hm,αk
)
,
∑
q˜∈Nn:
|q˜|=Nk
hq˜,αk ⊗ hq˜,αk
〉
Fαk (n)⊗Fαk (n)
=
〈
τµ˜(A)φ, φ
〉
Hµ˜
1
Rk
∑
m,q˜∈Nn:
|m|=|q˜|=Nk
〈
hm,αk , hq˜,αk
〉
Fαk (n)
〈
σαk(z, t)hm,αk , hq˜,αk
〉
Fαk (n)
=
〈
τµ˜(A)φ, φ
〉
Hµ˜
1
Rk
∑
q∈Nn:
|q|=Nk
〈
σαk(z, t)hq,αk , hq,αk
〉
Fαk (n)
=
〈
τµ˜(A)φ, φ
〉
Hµ˜
1
Rk
∑
q∈Nn:
|q|=Nk
∫
Cn
eiαkt−
αk
4 |z|2e−
αk
2 〈w,z〉Cnhq,αk(z + w)hq,αk(w)e
−αk2 |w|2dw
=
〈
τµ˜(A)φ, φ
〉
Hµ˜
1
Rk
∑
q∈Nn:
|q|=Nk
(αk
2π
)n αNkk
2Nk
1
q!
eiαkt−
αk
4 |z|2
∫
Cn
e−
αk
2 〈w,z〉Cn (z + w)qwqe−
αk
2 |w|2dw.
Now, by the binomial theorem, letting
(
q
l
)
:=
(
q1
l1
) · · · (qnln) for q = (q1, ..., qn) ∈ Nn and l = (l1, ..., ln) ∈ Nn,
(z + w)q =
q1∑
l1=0
(
q1
l1
)
zq1−l11 w
l1
1 · · ·
qn∑
ln=0
(
qn
ln
)
zqn−lnn w
ln
n =
∑
l:=(l1,...,ln)∈Nn:
l1≤q1,...,ln≤qn
(
q
l
)
zq−lwl.
Thus, one gets for q ∈ Nn with |q| = Nk,(αk
2π
)n αNkk
2Nk
1
q!
eiαkt−
αk
4 |z|2
∫
Cn
e−
αk
2 〈w,z〉Cn (z + w)qwqe−
αk
2 |w|2dw
=
(αk
2π
)n αNkk
2Nk
1
q!
eiαkt−
αk
4 |z|2
∑
l:=(l1,...,ln)∈Nn:
l1≤q1,...,ln≤qn
(
q
l
)
zq−l
∫
Cn
e−
αk
2 〈w,z〉Cnwlwqe−
αk
2 |w|2dw.
The integrals in wm for m ∈ {1, ..., n} can be written as follows:
∞∑
jm=0
∫
C
wm
jm(−zm)jm
jm!
(αk
2
)jm
e−
αk
2 |wm|2wmlmwmqmdwm.
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Therefore,
ηk,q(z) :=
(αk
2π
)n αNkk
2Nk
1
q!
eiαkt−
αk
4 |z|2
∑
l:=(l1,...,ln)∈Nn:
l1≤q1,...,ln≤qn
(
q
l
)
zq−l
∫
Cn
e−
αk
2 〈w,z〉Cnwlwqe−
αk
2 |w|2dw
=
(αk
2π
)n αNkk
2Nk
1
q!
eiαkt−
αk
4 |z|2
∑
l:=(l1,...,ln)∈Nn:
l1≤q1,...,ln≤qn
∑
j∈Nn
(αk
2
)|j|(q
l
)
zq−l
(−z)j
j!
∫
Cn
wj+lwqe−
αk
2 |w|2dw.
Because of the orthogonality of the functions Cn → Cn, x 7→ xa and Cn → Cn, x 7→ xb for a, b ∈ Nn
with respect to the scalar product of the Fock space, j + l = q, i.e. l = q− j. As ‖hq,αk‖Fαk(n) = 1, the
norm of the function z 7→ zq is
√
1(
αk
2π
)n αNk
k
2Nkq!
and hence,
ηk,q(z) =
(αk
2π
)n αNkk
2Nk
1
q!
eiαkt−
αk
4 |z|2
∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)|j|( q
q − j
)
zj
(−z)j
j!
∥∥ · q ∥∥2Fαk (n)
= eiαkt−
αk
4 |z|2
∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)|j| q!
(q − j)!
zj(−z)j(
j!
)2 .(6.1)
Thus,
ck(A, z, t) =
〈
π(µ˜,αk)(A, z, t)ξk, ξk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
=
〈
τµ˜(A)
(
φ
)
, φ
〉
Hµ˜
eiαkt−
αk
4 |z|2 1
Rk
∑
q∈Nn:
|q|=Nk
∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)|j| q!
(q − j)!
zj(−z)j(
j!
)2 .
Now, regard
ζk(z) :=
1
Rk
∑
q∈Nn:
|q|=Nk
∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)|j| q!
(q − j)!
zj(−z)j(
j!
)2
=
1
Rk
∑
q1,...,qn∈N:
q1+...+qn=Nk
∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)j1+...+jn(
q1(q1 − 1) · · · (q1 − j1 + 1)
)
· · ·
(
qn(qn − 1) · · · (qn − jn + 1)
)zj(−z)j(
j!
)2 .
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Then, fixing large k ∈ N, since lim
k→∞
αkNk =
r2
2 , one gets for j = (j1, ..., jn) ∈ Nn,
|ζk(z)| =
∣∣∣∣∣ 1Rk ∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(αkNk
2
)j1+...+jn q1(q1 − 1) · · · (q1 − j1 + 1)
Nk
j1
· · · qn(qn − 1) · · · (qn − jn + 1)
Nk
jn
zj(−z)j(
j!
)2
∣∣∣∣∣(6.2)
≤
∣∣∣∣ 1Rk ∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(r2
4
+ 1
)j1+...+jn zj(−z)j(
j!
)2 ∣∣∣∣ = ((r24 + 1)z
)j
zj
1
(j!)
.
The above expression does not depend on k and
∑
j:=(j1,...,jn)∈Nn
((r2
4
+ 1
)
z
)j
zj
1
(j!)
= exp
((r2
4
+ 1
)
zz
)
<∞.
So, by the theorem of Lebesgue, the sum in (6.2) converges and it suffices to regard the limit of each
summand by itself. Hence, for j = (j1, ..., jn) ∈ Nn, one has
ζk(z) ∼= 1
Rk
∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(r2
4
)j1+...+jn q1(q1 − 1) · · · (q1 − j1 + 1)
Nk
j1
· · · qn(qn − 1) · · · (qn − jn + 1)
Nk
jn
zj(−z)j(
j!
)2
=
1
Rk
∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(r2
4
)j1+...+jn q1
Nk
( q1
Nk
− 1
Rk
)
· · ·
( q1
Nk
− j1 − 1
Nk
)
· · · qn
Nk
( qn
Nk
− 1
Rk
)
· · ·
( qn
Nk
− jn − 1
Nk
) zj(−z)j(
j!
)2
=
1
Rk
∑
q1∈N≥j1 ,...,qn−1∈N≥jn−1 :
q1+...+qn−1≤Nk−jn
(r2
4
)j1+...+jn q1
Nk
( q1
Nk
− 1
Rk
)
· · ·
( q1
Nk
− j1 − 1
Nk
)
· · · qn−1
Nk
(qn−1
Nk
− 1
Rk
)
· · ·
(qn−1
Nk
− jn−1 − 1
Nk
)
·
(
1− q1 + ...+ qn−1
Nk
)((
1− q1 + ...+ qn−1
Nk
)
− 1
Rk
)
· · ·
((
1− q1 + ...+ qn−1
Nk
)
− jn − 1
Nk
)
zj(−z)j(
j!
)2 .
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Now, define for k ∈ N the function Fk : [0, 1]n−1 → R by
Fk(s1, ..., sn−1) :=
(r2
4
)j1+...+jn
s1
(
s1 − 1
Rk
)
· · ·
(
s1 − j1 − 1
Nk
)
· · · sn−1
(
sn−1 − 1
Rk
)
· · ·
(
sn−1 − jn−1 − 1
Nk
)
·(1− (s1 + ...+ sn−1))((1− (s1 + ...+ sn−1))− 1
Rk
)
· · ·
((
1− (s1 + ...+ sn−1)
)− jn − 1
Nk
) zj(−z)j(
j!
)2 .
Then, for ε > 0 and large k ∈ N,∣∣∣∣∣ 1Rk ∑
q1,...,qn−1∈N≤Nk
Fk
( q1
Nk
, ...,
qn−1
Nk
)
−
1∫
0
· · ·
1∫
0
Fk(s1, ..., sn−1)ds1...dsn−1
∣∣∣∣∣ < ε.
Since Fk
(
q1
Nk
, ..., qn−1Nk
)
= 0, if q1 < j1, q2 < j2 or ... or qn−1 < jn−1 or q1 + ... + qn−1 > Nk − jn, it
follows that∣∣∣∣∣ 1Rk ∑
q1∈N≥j1 ,...,qn−1∈N≥jn−1 :
q1+...+qn−1≤Nk−jn
Fk
( q1
Nk
, ...,
qn−1
Nk
)
−
1∫
0
· · ·
1∫
0
Fk(s1, ..., sn−1)ds1...dsn−1
∣∣∣∣∣ < ε.
Furthermore, Fk converges pointwise to the function F : [0, 1]
n−1 → R defined by
F (s1, ..., sn−1) :=
(r2
4
)j1+...+jn
s1
j1 · · · sn−1jn−1 ·
(
1− (s1 + ...+ sn−1)
)jn zj(−z)j(
j!
)2
and thus, by the theorem of Lebesgue for integrals,
lim
k→∞
1∫
0
· · ·
1∫
0
Fk(s1, ..., sn−1)ds1...dsn−1 =
1∫
0
· · ·
1∫
0
F (s1, ..., sn−1)ds1...dsn−1.
From these observations, one can now deduce that
1
Rk
∑
q1∈N≥j1 ,...,qn−1∈N≥jn−1 :
q1+...+qn−1≤Nk−jn
(r2
4
)j1+...+jn q1
Nk
( q1
Nk
− 1
Rk
)
· · ·
( q1
Nk
− j1 − 1
Nk
)
· · · qn−1
Nk
(qn−1
Nk
− 1
Rk
)
· · ·
(qn−1
Nk
− jn−1 − 1
Nk
)
·
(
1− q1 + ...+ qn−1
Nk
)((
1− q1 + ...+ qn−1
Nk
)
− 1
Rk
)
· · ·
((
1− q1 + ...+ qn−1
Nk
)
− jn − 1
Nk
)
zj(−z)j(
j!
)2
=
1
Rk
∑
q1∈N≥j1 ,...,qn−1∈N≥jn−1 :
q1+...+qn−1≤Nk−jn
Fk
( q1
Nk
, ...,
qn−1
Nk
)
k→∞−→
1∫
0
· · ·
1∫
0
F (s1, ..., sn−1)ds1...dsn−1
=
1∫
0
· · ·
1∫
0
(r2
4
)j1+...+jn
s1
j1 · · · sn−1jn−1
(
1− (s1 + ...+ sn−1)
)jn zj(−z)j(
j!
)2 ds1...dsn−1.
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Therefore,
ck(A, z, t)
k→∞−→
〈
τµ˜(A)
(
φ
)
, φ
〉
Hµ˜
∑
j:=(j1,...,jn)∈Nn
1∫
0
· · ·
1∫
0
(r2
4
)j1+...+jn
s1
j1 · · · sn−1jn−1
(
(1− (s1 + ...+ sn−1)
)jn zj(−z)j(
j!
)2 ds1...dsn−1
=
〈
τµ˜(A)
(
φ
)
, φ
〉
Hµ˜
1∫
0
· · ·
1∫
0
(∑
j1∈N
(
−|z1|2s1r2
4
)j1
(
j1!
)2
)
︸ ︷︷ ︸
Bessel function
· · ·
( ∑
jn−1∈N
(
−|zn−1|2sn−1r2
4
)jn−1
(
jn−1!
)2
)
︸ ︷︷ ︸
Bessel function
( ∑
jn∈N
(−|zn|2(1−(s1+...+sn−1))r2
4
)jn
(
jn!
)2
)
︸ ︷︷ ︸
Bessel function
ds1...dsn−1
=
〈
τµ˜(A)
(
φ
)
, φ
〉
Hµ˜
( 1
2π
)n 1∫
0
· · ·
1∫
0
2π∫
0
· · ·
2π∫
0
e−irRe
(
eia1
√
s1 z1
)
· · · e−irRe
(
eian−1
√
sn−1 zn−1
)
e−irRe
(
eian
√
1−(s1+...+sn−1) zn
)
da1...dands1...dsn−1
=
〈
τµ˜(A)
(
φ
)
, φ
〉
Hµ˜
( 1
2π
)n 1∫
0
· · ·
1∫
0
2π∫
0
· · ·
2π∫
0
e
−ir
((√
s1e
ia1 ,...,
√
sn−1e
ian−1 ,
√
1−(s1+...+sn−1)eian
)
,(z1,...,zn)
)
Cnda1...dands1...dsn−1
=
〈
τµ˜(A)
(
φ
)
, φ
〉
Hµ˜
∫
Sn
e−i(rv,z)Cndσ(v)
=
〈
τµ˜(A)
(
φ
)
, φ
〉
Hµ˜
∫
U(n)
e−i(Bvr ,z)CndB
=
〈(
τµ˜ ⊗ π(0,r)
)
(A, z, t)
(
φ⊗ 1), φ⊗ 1〉
Hµ˜⊗H(0,r)
,
where the measure dσ(v) is the invariant measure on the complex sphere Sn inCn defined in Corollary 8.2.
Choosing ξ := φ⊗ 1 ∈ Hµ˜ ⊗H(0,r), the claim is shown.

Definition 6.3.
Let ν = (ν1, · · · , νn), µ = (µ1, · · · , µn) ∈ Pn and write
µ - ν or ν % µ
if
ν1 ≥ µ1 ≥ ν2 ≥ µ2 ≥ · · · ≥ µn−1 ≥ νn ≥ µn.
Let also for ν ∈ Pn
s(ν) := ν1 + ν2 + · · ·+ νn.
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Lemma 6.4.
Let µ˜ ∈ Pn and let χν˜ be a weight of Tn appearing in Hµ˜ with µ˜ 6= ν˜. Then
ν˜ 6- µ˜
and µ := (µ1, · · · , µn−1) 6= ν := (ν1, · · · , νn−1).
Proof:
Since ν˜ is a weight of Hµ˜, one has
ν˜ = µ˜−
n−1∑
i=1
mili,
where mi ∈ N for i ∈ {1, · · · , n− 1} and li is the fundamental weight of tn defined by
〈li, X〉 := xi − xi+1 for X =
n−1∑
j=1
xjEj,j ∈ tn.
Since µ˜ 6= ν˜, there exists j ∈ {1, · · · , n} such that ν1 = µ1, · · · , νj−1 = νj−1 and νj < µj . In particular,
m1 = · · ·mj−1 = 0 and mj 6= 0. But since
n∑
i=1
µi =
n∑
i=1
νi, one cannot have νi ≤ µi for all i. Hence, for
some smallest k > j, one has νk > µk. Necessarily k < n since otherwise mi = 0 for all i ≤ n− 1 and
then µ˜ = ν˜. Therefore, ν 6= µ and ν˜ 6- µ˜.

Proof of Theorem 6.1:
Without restriction, one can assume that the sequence
(
π(λk,αk)
)
k∈N fulfills Condition (i). The case of
a sequence
(
π(λk,αk)
)
k∈N fulfilling the second condition is very similar.
For n˜ ∈ N and ν ∈ Pn˜, let φν be the highest weight vector of τν in the Hilbert space Hν . Let
µ˜ := (µ1, ..., µn−1, µn−1) and define the representation σ(µ˜,r) of Gn by
σ(µ˜,r) := τµ˜ ⊗ π(0,r).
The Hilbert space Hσ(µ˜,r) of the representation σ(µ˜,r) is the space
Hσ(µ˜,r) = L2
(
U(n)/U(n− 1),Hµ˜
)
and Gn acts on Hσ(µ˜,r) by
σ(µ˜,r)(A, z, t)(ξ)(B) = e
−i(Bvr,z)Cn τµ˜(A)
(
ξ(A−1B)
) ∀A,B ∈ U(n) ∀(z, t) ∈ Hn ∀ξ ∈ Hσ(µ˜,r) .
One decomposes the representation τµ˜|U(n−1) into the direct sum of irreducible representations of the
group U(n− 1) as follows:
τµ˜|U(n−1) =
∑
ν∈S(µ˜)
ρν ,
where S(µ˜) denotes the support of τµ˜|U(n−1) in
̂U(n− 1). Furthermore, let pν be the orthogonal pro-
jection of Hµ˜ onto its U(n− 1)-invariant component Hν .
The representation ρµ is one of the representations appearing in this sum, since the highest weight vector
φµ˜ of τµ˜ is also the highest weight vector of the representation ρµ.
Defining for ν˜ ∈ Pn and the highest weight vector φν˜ in Hν˜ the function cν˜η,φν˜ by
cν˜η,φν˜ (A) :=
〈
τν˜(A
−1)η, φν˜
〉
Hν˜ ∀A ∈ U(n) ∀η ∈ Hν˜ ,
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one can identify for any τν˜ ∈ Û(n) the Hilbert space Hν˜ with the subspace L2ν˜ of L2
(
U(n)
)
given by
L2ν˜ =
{
cν˜η,φν˜ | η ∈ Hν˜
}
.
Now, it will be shown that
σ(µ˜,r) ∼=
∑
ν∈S(µ˜)
π(ν,r).(6.3)
In particular, one then gets
Hσ(µ˜,r) ∼=
∑
ν∈S(µ˜)
L2
(
U(n)/U(n− 1), ρν
)
.
For ν ∈ S(µ˜), ξ ∈ L2(U(n)/U(n− 1),Hµ˜), A ∈ U(n) and A′ ∈ U(n− 1), let
Uνµ˜ (ξ)(A)(A
′) :=
√
dν
〈
τµ˜(A
−1)ξ(A), ρν(A′)φν
〉
Hν .
Moreover, 〈
τµ˜(A
−1)ξ(A), ρν (A′)φν
〉
Hν =
〈
τµ˜(A
−1)ξ(A), pν
(
ρν(A
′)φν
)〉
Hν
=
〈
pν
(
τµ˜(A
−1)ξ(A)
)
, ρν(A
′)φν
〉
Hν
,
i.e. one has a scalar product on the spaceHν . Furthermore, for all ξ ∈ L2(U(n)/U(n−1),Hµ˜), A ∈ U(n)
and A′ ∈ U(n− 1),
Uνµ˜ξ(AB
′)(A′) =
√
dν
〈
τµ˜
(
B′−1A−1
)
ξ(A), ρν(A
′)φν
〉
Hν
=
√
dν
〈
τµ˜(A
−1)ξ(A), ρν(B′A′)φν
〉
Hν
= ρν(B
′)−1Uνµ˜ξ(A)(A
′).
Hence, each vector Uνµ˜ (ξ) fulfills the covariance condition of the space L
2
(
U(n)/U(n−1), ρν
)
. Therefore,
Uµ˜(ξ) :=
∑
ν∈S(µ˜)
Uνµ˜ (ξ) is an element of the space
∑
ν∈S(µ˜)
L2
(
U(n)/U(n− 1), ρν
)
:
Uµ˜ : L
2
(
U(n)/U(n− 1),Hµ˜
)→ ∑
ν∈S(µ˜)
L2
(
U(n)/U(n− 1), ρν
)
.
Furthermore,
‖Uµ˜ξ‖22 =
∑
ν∈S(µ˜)
∫
U(n)
‖Uνµ˜(ξ)(A)‖2νdA
=
∑
ν∈S(µ˜)
∫
U(n)
∫
U(n−1)
√
dν
〈
τµ˜(A
−1)ξ(A), ρν(A′)φν
〉
Hν√
dν
〈
τµ˜(A−1)ξ(A), ρν(A′)φν
〉
HνdA
′dA
=
∑
ν∈S(µ˜)
∫
U(n)
∫
U(n−1)
dν
〈
pν
(
τµ˜(A
−1)ξ(A)
)
, ρν(A
′)φν
〉
Hν〈
pν
(
τµ˜(A−1)ξ(A)
)
, ρν(A′)φν
〉
HνdA
′dA
=
∑
ν∈S(µ˜)
∫
U(n)
∫
U(n−1)
dν
∣∣∣〈pν(τµ˜(A−1)ξ(A)), ρν(A′)φν〉Hν ∣∣∣2dA′dA
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=
∑
ν∈S(µ˜)
∫
U(n)
∥∥pν(τµ˜(A−1)ξ(A))∥∥2ν ∣∣φν ∣∣2dA
=
∑
ν∈S(µ˜)
∫
U(n)
∥∥pν(τµ˜(A−1)ξ(A))∥∥2νdA
=
∫
U(n)
∥∥∥∥ ∑
ν∈S(µ˜)
pν
(
τµ˜(A
−1)ξ(A)
)∥∥∥∥2
µ˜
dA
=
∥∥τµ˜(·−1)ξ(·)∥∥22 = ‖ξ‖22.
Moreover, for all (A, z, t) ∈ Gn, all ξ ∈ L2
(
U(n)/U(n − 1),Hµ˜
)
, all B ∈ U(n) and all A′ ∈ U(n − 1),
one gets∑
ν∈S(µ˜)
π(ν,r)(A, z, t)(Uµ˜ξ)(B)(A
′) = e−i(Bvr,z)Cn
∑
ν∈S(µ˜)
(Uνµ˜ξ)(A
−1B)(A′)
= e−i(Bvr,z)Cn
∑
ν∈S(µ˜)
√
dν
〈
τµ˜(B
−1A)ξ(A−1B), ρν(A′)φν
〉
Hν
= e−i(Bvr,z)Cn
∑
ν∈S(µ˜)
√
dν
〈
τµ˜(B
−1)
(
τµ˜(A)ξ(A
−1B)
)
, ρν(A
′)φν
〉
Hν
= e−i(Bvr,z)Cn
∑
ν∈S(µ˜)
Uνµ˜
(
τµ˜(A)ξ
(
A−1 · ))(B)(A′)
= Uµ˜
(
τµ˜ ⊗ π(0,r)(A, z, t)ξ
)
(B)(A′) = Uµ˜
(
σ(µ˜,r)(A, z, t)ξ
)
(B)(A′).
Therefore, (6.3) holds.
For ξ = φµ˜ ⊗ 1 ∈ L2(U(n)/U(n− 1),Hµ˜), such that ξ(A) = φµ˜ for all A, one has for all B ∈ U(n) and
all A′ ∈ U(n− 1),
Uµ˜ξ(B)(A
′) =
∑
ν∈S(µ˜)
√
dν
〈
τµ˜(B
−1)φµ˜, ρν(A′)φν
〉
Hν =:
∑
ν∈S(µ˜)
Φνµ˜(B)(A
′).
In particular, since φµ = φµ˜,
Φµµ˜(B)(I) =
√
dµ
〈
τµ˜(B
−1)φµ˜, φµ
〉
Hµ =
√
dµ
〈
φµ˜, τµ˜(B)φ
µ˜
〉
Hµ˜ 6= 0.
From Theorem 5.2 follows that the subset
{
π(ν,r)| µ 6= ν ∈ Pn−1
}
is closed in Ĝn. Hence, there exists
Fµ = (Fµ)
∗ of norm 1 in C∗(Gn) whose Fourier transform at π(ν,r) is 0 if µ 6= ν ∈ Pn−1 and for which
π(µ,r)(Fµ) =: PΦµµ˜
is the orthogonal projection onto the space CΦµµ˜ ⊂ H(µ,r). In particular,
Uµ˜
(
σ(µ˜,r)(Fµ)(φ
µ˜ ⊗ 1)) = ∑
ν∈S(µ˜)
π(ν,r)(Fµ)
(
Uµ˜(φ
µ˜ ⊗ 1)) = π(µ,r)(Fµ)(Uµ˜(φµ˜ ⊗ 1))
= PΦµµ˜
(
Uµ˜(φ
µ˜ ⊗ 1)) = Φµµ˜.(6.4)
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Define the coefficient cµ of L
1(Gn) by
cµ(F ) :=
〈
σ(µ˜,r)(Fµ ∗ F ∗ Fµ)(φµ˜ ⊗ 1), φµ˜ ⊗ 1
〉
Hσ(µ˜,r)
=
〈
σ(µ˜,r)(F ∗ Fµ)(φµ˜ ⊗ 1), σ(µ˜,r)(Fµ)(φµ˜ ⊗ 1)
〉
Hσ(µ˜,r)
=
〈
Uµ˜
(
σ(µ˜,r)(F ∗ Fµ)(φµ˜ ⊗ 1)
)
, Uµ˜
(
σ(µ˜,r)(Fµ)(φ
µ˜ ⊗ 1))〉
H(µ,r)
(6.4)
=
〈 ∑
ν∈S(µ˜)
π(ν,r)(F ) ◦ π(ν,r)(Fµ)
(
Uµ˜(φ
µ˜ ⊗ 1)),Φµµ˜〉
H(µ,r)
=
〈
π(µ,r)(F ) ◦ π(µ,r)(Fµ)
(
Uµ˜(φ
µ˜ ⊗ 1)),Φµµ˜〉H(µ,r)
(6.4)
=
〈
π(µ,r)(F )Φ
µ
µ˜,Φ
µ
µ˜
〉
H(µ,r)(6.5)
for all F ∈ L1(Gn).
Let X(µ˜, αk) be the collection of all ν˜ = (ν1, ..., νn) ∈ Pn such that χν˜ is a character of Tn appearing in
Hµ˜ and such that τν˜k is contained in the representation τµ˜ ⊗Wαk for ν˜k := (ν1, ν2, ..., νn−1, νn + λkn).
Then, for π(µ˜,αk) defined as in Proposition 6.2, by [20], Chapter IV.11,
π(µ˜,αk) =
∑
ν˜∈X(µ˜,αk)
π(ν˜k,αk).
Furthermore, decompose the vector
ξk = φ
µ˜ ⊗
(
1
Rk
1
2
∑
q∈Nn:
|q|=Nk
hq,αk ⊗ hq,αk
)
for every k ∈ N into the orthogonal sum
ξk =
∑
ν˜∈X(µ˜,αk)
ξν˜k
for ξν˜k ∈ H(ν˜k,αk). This gives a decomposition〈
π(µ˜,αk)(·)ξk, ξk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
= cπ
(µ˜,αk)
ξk
=
∑
ν˜∈X(µ˜,αk)
cν˜ξν˜
k
.
Let cν˜ξν˜ be the weak
∗-limit of a subsequence of
(
cν˜
ξν˜
k
)
k∈N and let for c
ν˜
ξν˜ 6= 0 the representation π ∈ Ĝn
be an element of the support of cν˜ξν˜ . From Theorem 5.6 follows that π = limk→∞
π(ν˜k,αk) = π(ν,r) for
ν = (ν1, ..., νn−1). Furthermore, one observes that for µ˜ 6= ν˜ := (ν1, ..., νn−1, νn) ∈ X(µ˜, αk), one has
ν 6= µ. Hence, π(ν,r)(Fµ) = 0. Thus,
lim
k→∞
〈
π(ν˜k,αk)(Fµ)ξ
ν˜
k , π(ν˜k,αk)(Fµ)ξ
ν˜
k
〉
H(ν˜k,αk)
=
〈
π(ν,r)(Fµ)ξ
ν˜ , π(ν,r)(Fµ)ξ
ν˜
〉
H(ν,r) = 0
and therefore,
lim
k→∞
〈
π(ν˜k,αk)(F ) ◦ π(ν˜k,αk)(Fµ)ξν˜k , π(ν˜k,αk)(Fµ)ξν˜k
〉
H(ν˜k,αk)
= 0 ∀F ∈ C∗(Gn).(6.6)
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Now, µ˜k = (µ1, ..., µn−1, µn−1 + λkn) and λ
k = (µ1, ..., µn−1, λkn). Since λ
k
n
k→∞−→ −∞, their behavior for
k →∞ is the same. Hence, by Proposition 6.2 and its proof, for all F ∈ C∗(Gn),〈
π(µ,r)(F )Φ
µ
µ˜,Φ
µ
µ˜
〉
H(µ,r) = cµ(Fµ)
(6.5)
=
〈
τµ˜ ⊗ π(0,r)(Fµ ∗ F ∗ Fµ)(φµ˜ ⊗ 1), φµ˜ ⊗ 1
〉
Hσ(µ˜,r)
Proposition
=
6.2
lim
k→∞
〈
π(µ˜,αk)(Fµ ∗ F ∗ Fµ)ξk, ξk
〉
Hµ˜⊗Fαk(n)⊗Fαk (n)
= lim
k→∞
∑
ν˜∈X(µ˜,αk)
〈
π(ν˜k,αk)(Fµ ∗ F ∗ Fµ)ξν˜k , ξν˜k
〉
H(ν˜k,αk)
(6.6)
= lim
k→∞
〈
π(µ˜k,αk)(Fµ ∗ F ∗ Fµ)ξµ˜k , ξµ˜k
〉
H(µ˜k,αk)
+ 0
= lim
k→∞
〈
π(µ˜k,αk)(F )
(
π(µ˜k,αk)(Fµ)ξ
µ˜
k
)
, π(µ˜k,αk)(Fµ)ξ
µ˜
k
〉
H(µ˜k,αk)
= lim
k→∞
〈
π(λk,αk)(F )
(
π(µ˜k,αk)(Fµ)ξ
µ˜
k
)
, π(µ˜k,αk)(Fµ)ξ
µ˜
k
〉
H
(λk,αk)
.
Choosing ξ˜ := Φµµ˜ and ξ˜k := π(µ˜k,αk)(Fµ)ξ
µ˜
k , one has for any F ∈ C∗(Gn)
lim
k→∞
〈
π(λk,αk)(F )ξ˜k, ξ˜k
〉
H
(λk,αk)
=
〈
π(µ,r)(F )ξ˜, ξ˜
〉
H(µ,r)(6.7)
and hence,
π(µ,r) = lim
k→∞
π(λk,αk).

Remark 6.5.
It follows from (6.7) that
lim
k→∞
∥∥ξµ˜k∥∥H(µ˜k,αk) = 1.
Theorem 6.6.
Let τρ˜ ∈ Û(n).
If lim
k→∞
αk = 0 and the sequence
(
π(λ˜k,αk)
)
k∈N of elements of Ĝn satisfies one of the following conditions:
(i) for k large enough, αk > 0, ρ1 ≥ λk1 ≥ ... ≥ ρn−1 ≥ λkn−1 ≥ ρn ≥ λkn and lim
k→∞
αkλ
k
n = 0,
(ii) for k large enough, αk < 0, λ
k
1 ≥ ρ1 ≥ λk2 ≥ ρ2 ≥ ... ≥ λkn ≥ ρn and lim
k→∞
αkλ
k
1 = 0,
then the sequence
(
π(λ˜k,αk)
)
k∈N converges to the representation τρ˜ in Ĝn.
Proof:
Again, only consider the case αk > 0 for all k ∈ N.
Let ρ˜ = (ρ1, · · · , ρn) ∈ Pn satisfy the conditions of the theorem, i.e. ρ1 ≥ λk1 ≥ ... ≥ ρn−1 ≥ λkn−1 ≥ ρn ≥ λkn.
Passing to a subsequence, one can assume that µ1 := λ
k
1 , · · · , µn−1 := λkn−1 for all k ∈ N.
Let
µ := (µ1, · · · , µn−1, µn−1), µ˜k = (µ1, · · · , µn−1, λkn) and Nk := µn−1 − λkn ∀k ∈ N.
Then
ρ˜ = µ˜+ r = µ˜k + rk
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for some r = (r1, · · · , rn) ∈ Nn and rk = r + (0, · · · , 0, Nk). Let
m :=
n∑
i=1
ri.
Hence, by Pieri’s rule, one obtains
τρ ∈ τµ˜k ⊗ τNk+m ∈ π(µk,αk)|U(n)
for k large enough. We take the highest weight vector φρ˜k of the representation τρ˜ considered as a
subrepresentation of U(n) on the Hilbert space Hµ˜k ⊗PNk+m,αk(n), where PNk+m,αk(n) is the space of
all polynomials of degree Nk +m in the Fock space Fαk(n).
Recall also that the polynomials
hq,α(w) :=
(
α
2π
)n
2
√
α|q|
2|q|q!
wq ∀w ∈ Cn for |q| = Nk +m
form a Hilbert space basis of PNk+m,αk(n). Hence, one can write
φρ˜k =
∑
q∈Nn:
|q|=Nk+m
akq ⊗ hq,αk ,
where for any q and k, the vector akq is contained in the T
n-eigenspace of Hµ˜k for the weight χρ˜−q, since
hq,αk is in the eigenspace for the weight χq. In particular, one has〈
akq , a
k
q′
〉
Hµ˜k
= 0 for q 6= q′.
Let (ξk)k∈N =
( ∑
q∈Nn:
|q|=Nk
akq ⊗hq,αk
)
k∈N
be a sequence of vectors of length 1 in
(Hµ˜k ⊗PNk)k∈N such that
〈
akq , a
k
q′
〉
Hµ˜k
= 0 for q 6= q′.
It will now be shown that
lim
k→∞
∥∥π(µ˜k,αk)(z, t)(ξk)− ξk∥∥H(µ˜k,αk) = 0(6.8)
uniformly on compacta in (z, t) ∈ Hn:
Since
∑
q∈Nn:
|q|=Nk
∥∥akq∥∥2Hµ˜k = ‖ξk‖2H(µ˜k,αk) = 1 for all k ∈ N, it suffices to prove that
lim
k→∞
〈
π(µ˜k,αk)(z, t)(ξk)− ξk, ξk
〉
H(µ˜k,αk)
= 0
uniformly on compacta.
One gets〈
π(µ˜k,αk)(z, t)(ξk)− ξk, ξk
〉
H(µ˜k,αk)
=
∑
q∈Nn:
|q|=Nk
∑
q′∈Nn:
|q′|=Nk
〈
akq , a
k
q′
〉
Hµ˜k
〈
ταk(z, t)(hq,αk), hq′,αk
〉
Hαk
− 1
=
∑
q∈Nn:
|q|=Nk
∥∥akq∥∥2Hµ˜k 〈ταk(z, t)(hq,αk), hq′,αk〉Hαk − 1
=
∑
q∈Nn:
|q|=Nk
∥∥akq∥∥2Hµ˜k(〈ταk(z, t)(hq,αk), hq′,αk〉Hαk − 1),
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since for q 6= q′ 〈
akq , a
k
q′
〉
Hµ˜k
= 0.
Now, for any q ∈ Nn and any k ∈ N, by (6.1),
〈
ταk(z, t)hq,αk , hq,αk
〉
Hαk
= eiαkt−
αk
4 |z|2
∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)|j| q!
(q − j)!
zj(−z)j(
j!
)2
and thus, for k large enough and (z, t) in some compact set (i.e. |αkNk2 | < e−|z|
2
), one has
∣∣∣〈π(µ˜,αk)(z, t)hq,αk , hq,αk〉Hαk − 1∣∣∣ =
∣∣∣∣∣eiαkt−αk4 |z|2 ∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(αkNk
2
)j1+...+jn q1(q1 − 1) · · · (q1 − j1 + 1)
Nk
j1
· · · qn(qn − 1) · · · (qn − jn + 1)
Nk
jn
zj(−z)j(
j!
)2 − 1
∣∣∣∣∣
≤ ∣∣eiαkt−αk4 |z|2 − 1∣∣+ |αkNk|e|z|2 .
Therefore,∣∣∣〈π(µ˜k,αk)(z, t)(ξk)− ξk, ξk〉H(µ˜k,αk)
∣∣∣ ≤ ∑
q∈Nn:
|q|=Nk
∥∥akq∥∥2Hµ˜k(∣∣eiαkt−αk4 |z|2 − 1∣∣+ ∣∣αkNke|z|2∣∣)
=
∣∣eiαkt−αk4 |z|2 − 1∣∣+ ∣∣αkNke|z|2∣∣.
This proves Claim (6.8).
To finish the proof of Theorem 6.6, by (6.8) for any (A, z, t) ∈ Gn, one has uniformly on compacta
lim
k→∞
〈
π(λk,αk)(A, z, t)ξ
ρ˜
k , ξ
ρ˜
k
〉
H
(λk,αk)
= lim
k→∞
〈
π(λk,αk)(A, 0, 0)ξ
ρ˜
k , ξ
ρ˜
k
〉
Hρ˜
= lim
k→∞
〈
τρ˜(A)φ
ρ˜, φρ˜
〉
Hρ˜
=
〈
τρ˜(A)φ
ρ˜, φρ˜
〉
Hρ˜
for the highest weight vector φρ˜ of the representation τρ˜. This shows that
lim
k→∞
π(λk,αk) = τρ˜.

7. The final result
Together with the Theorems 5.2, 5.4, 5.6, 6.1 and 6.6 and the result in Subsection 5.2, we obtain the
final result below:
Theorem 7.1.
For general n ∈ N∗, the spectrum of the group Gn = U(n) ⋉ Hn is homeomorphic to its space of
admissible coadjoint orbits g‡n/Gn.
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8. Appendix
Lemma 8.1.
Let n ∈ N∗, let B2nR be the 2n-dimensional real unit ball and define the mapping
ψ : [0, 1]n−1 × [0, 2π)n × (0, 1]→ B2nR ,
ψ(s1, ..., sn−1, t1, ..., tn, ρ) :=
ρ
(√
s1 cos(t1),
√
s1 sin(t1), ...,
√
sn−1 cos(tn−1),
√
sn−1 sin(tn−1),
√
1− s cos(tn),
√
1− s cos(tn)
)
,
where s =
n−1∑
i=1
si.
Then, the absolute value of the determinant of the Jacobian of ψ equals 12n−1 · ρ2n−1.
Proof:
Denote for i ∈ {1, ..., 2n} by Ci the i-th column and by Ri the i-th row of the Jacobian of ψ.
For i ∈ {1, ..., n− 1}, one has
C2i−1 =

0
...
0
ρ cos(ti)
2
√
si
0
...
0
−ρ√si sin(ti)
0
...
0√
si cos(ti)

,
← i− th row →
← (n− 1 + i)− th row →
C2i =

0
...
0
ρ sin(ti)
2
√
si
0
...
0
ρ
√
si cos(ti)
0
...
0√
si sin(ti)

and
C2n−1 =

− ρ cos(tn)
2
√
1−s
...
− ρ cos(tn)
2
√
1−s
0
...
0
−ρ√1− s sin(tn)√
1− s cos(tn)

,
← (n− 1)− th row →
C2n =

− ρ sin(tn)
2
√
1−s
...
− ρ sin(tn)
2
√
1−s
0
...
0
ρ
√
1− s cos(tn)√
1− s sin(tn)

.
Now, in several steps, this matrix will be transformed into a new matrix whose determinant can easily
be calculated. For simplicity, the columns and rows of the matrices appearing in each step will also be
denoted by Ci and Ri for i ∈ {1, ..., 2n}.
First, one takes out the factor ρ in the rows Ri for i ∈ {1, ..., 2n− 1}, the factor 12 in the rows Ri for
i ∈ {1, ..., n− 1}, the factor √si in the columns C2i−1 and C2i for every i ∈ {1, ..., n− 1} and the factor
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√
1− s in the columns C2n−1 and C2n. Hence, one has the prefactor ρ2n−1 12n−1 s1 · · · sn−1(1 − s) and
the columns of the remaining matrix have the shape
C2i−1 =

0
...
0
cos(ti)
si
0
...
0
− sin(ti)
0
...
0
cos(ti)

,
← i− th row →
← (n− 1 + i)− th row →
C2i =

0
...
0
sin(ti)
si
0
...
0
cos(ti)
0
...
0
sin(ti)

for all i ∈ {1, ..., n− 1} and
C2n−1 =

− cos(tn)1−s
...
− cos(tn)1−s
0
...
0
− sin(tn)
cos(tn)

,
← (n− 1)− th row →
C2n =

− sin(tn)1−s
...
− sin(tn)1−s
0
...
0
cos(tn)
sin(tn)

.
Next, for every i ∈ {1, ..., n}, the column C2i−1 shall be replaced by sin(ti)C2i−1− cos(ti)C2i. Then, the
prefactor changes to ρ2n−1 12n−1
s1···sn−1(1−s)
sin(t1)··· sin(tn) and for every i ∈ {1, ..., n},
C2i−1 =

0
...
0
−1
0
...
0

. ← (n− 1 + i)− th row
The columns C2i for i ∈ {1, ..., n} stay the same.
Now, for all i ∈ {1, ..., n− 1}, the rows Ri and Rn−1+i will be interchanged. Therefore, the prefactor is
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multiplied by (−1)n−1 and for every i ∈ {1, ..., n− 1},
C2i−1 =

0
...
0
−1
0
...
0

, ← i− th row C2n−1 =

0
...
0
−1
0

and
C2i =

...
0
cos(ti)
0
...
0
sin(ti)
si
0
...
0
sin(ti)

,
← i− th row
n− th row →
← (n− 1 + i)− th row
C2n =

...
0
− sin(tn)1−s
...
− sin(tn)1−s
cos(tn)
sin(tn)

.
In the next step, for every i ∈ {1, ..., n− 1}, the matrix will be developed with respect to the i-th row,
which has only one non-zero entry, namely the entry −1 in the (2i− 1)-th column. One develops with
respect to the (2n − 1)-th row which also only consists of one non-zero entry, −1, in the (2n − 1)-th
column. The prefactor is then multiplied by (−1)n(−1)2n−1+2n−1
n−1∏
i=1
(−1)i+2i−1 =
n−1∏
i=1
(−1)n+i−1, i.e.
the prefactor now equals
(−1)n−1
n−1∏
i=1
(−1)n+i−1ρ2n−1 1
2n−1
s1 · · · sn−1(1− s)
sin(t1) · · · sin(tn) =
n−1∏
i=1
(−1)iρ2n−1 1
2n−1
s1 · · · sn−1(1− s)
sin(t1) · · · sin(tn) .
One has a n× n-matrix left, whose columns have the shape
Ci =

...
0
sin(ti)
si
0
...
0
sin(ti)

,
← i− th row
Cn =

− sin(tn)1−s
...
− sin(tn)1−s
sin(tn)

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for all i ∈ {1, ..., n− 1}. Now, in every column Ci for i ∈ {1, ..., n}, one can take out the factor sin(ti).
Then, the prefactor changes to
n−1∏
i=1
(−1)iρ2n−1 12n−1 s1 · · · sn−1(1− s) and one has the following columns:
Ci =

...
0
1
si
0
...
0
1

,
← i− th row
Cn =

− 11−s
...
− 11−s
1

for all i ∈ {1, ..., n− 1}. In the last step, the column Cn will be replaced by Cn + 11−s
n−1∑
i=1
siCi. Since
1 +
1
1− s
n−1∑
i=1
si =
1− s
1− s +
1
1− s s =
1
1− s ,
one obtains the columns
Ci =

...
0
1
si
0
...
0
1

,
← i− th row
Cn =

0
...
0
1
1−s

for i ∈ {1, ..., n− 1} and the prefactor stays the same, i.e.
n−1∏
i=1
(−1)iρ2n−1 12n−1 s1 · · · sn−1(1− s).
Since the remaining matrix is a triangular matrix, one can easily calculate its determinant and gets
n−1∏
i=1
(−1)iρ2n−1 1
2n−1
s1 · · · sn−1(1− s) 1
s1 · · · sn−1(1− s) =
n−1∏
i=1
(−1)i 1
2n−1
· ρ2n−1.

Corollary 8.2.
For the map ψ defined in Lemma 8.1, the measure defined on the complex sphere Sn in Cn by∫
Sn
f(v)dσ(v) =
∫
[0,1]×[0,2π)
f
(
ψ(s1, · · · , sn−1, t1, · · · , tn, 1)
)
ds1 · · · dsn−1dt1 · · · tn
is the U(n)-invariant measure such that for each function f which is continuous on the unit ball in Cn,∫
Bn
f(z)dz =
1∫
0
ρ2n−1dρ
∫
Sn
f(ρv)
dσ(v)
2n−1
.(8.1)
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Proof:
(8.1) gives the decomposition of the Lebesgue measure on Bn ≃ [0, 1] × Sn through z = ρv. Thus, it
defines the U(n)-invariant measure dσ(v) on the unit sphere Sn. Moreover, by Lemma 8.1∫
[0,1]n−1×[0,2π)n×[0,1]
f(ψ(s1, · · · , sn−1, t1, · · · , tn, ρ))ds1 · · · dsn−1dt1 · · · tn ρ
2n−1
2n−1
dρ =
∫
Bn
f(z)dz.
Since ψ(s1, ..., sn−1, t1, ..., tn, ρ) = ρψ(s1, ..., sn−1, t1, ..., tn, 1) and ψ(s1, ..., sn−1, t1, ..., tn, 1) is normed,
this proves the corollary.

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