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Tabla 1.   Evolucion cronologica de las series   
de Tiempo
AUTOR
AVANCE / 
APORTE
AÑO
HURST
trabajo de 
climatología e 
hidrología
1951,
BOX y JENKINS Econometría 1976
Granger, Joyeux, 
Hosking
FARIMA 1980-1981
Nancy K. Gro-
schwitz y George 
C. Polyzos
Primeros trabajos 
en trafico de 
redes
1088- 1993
RESUMEN 
El presente artículo se enfoca en el análisis del 
trá co de la red WI-FI pública de Chía, Cundi-
namarca, determinando la presencia de trá co 
autosimilar y aplicando posteriormente los al-
goritmos FARIMA y SFARIMA. Los resultados 
determinan cuál es el mejor predictor del trá co 
de la red. 
ABSTRACT  
This paper focuses on the analysis of network 
traf c public WIFI Chia, Cundinamarca, deter-
mining the presence of self-similar traf c and ap-
ply the algorithms SFARIMA and FARIMA. The 
results determine what the best predictor network 
traf c is.
1. INTRODUCCIÓN 
Poder predecir el comportamiento de un sistema 
resulta vital para la correcta y óptima adminis-
tración de los recursos involucrados, para lo cual 
la ingeniería de trá co en algunos cosos se ha 
nutrido de avances en otros campos. Cabe citar 
el trabajo de Box y Jenkins en 1976, y en los 
años ochenta los modelos fraccionales autorre-
gresivos de promedio móvil FARIMA (autore-
gressive fractionally integrated moving average 
‘ARFIMA’ models), que se utilizaban para esti-
maciones de largo plazo (Granger (1980), Gran-
ger, Joyeux (1980) y Hosking (1981)) [1]. De 
esta suerte, en los años noventa se empezaron a 
incorporar tales modelos en diferentes campos, 
lo cual ha redundado positivamente en el análi-
sis del trá co producido en una red de paquetes 
de datos.
El modelo ARFIMA o FARIMA, el cual involu-
cra la memoria de largo plazo puede considerar-
se como una extensión de los modelos ARIMA 
(memoria de corto plazo), toda vez que al estu-
diar el comportamiento del trá co en una red de 
datos se determinó que este presenta un compor-
tamiento autosimilar, vale decir que el todo es 
similar o parecido a una parte del mismo [2].
Los primeros algoritmos de predicion de series 
de tiempo comenzaron con los estudios sobre el 
comportamiento a corto plazo y a largo plazo del 
mercado, elaborado por el trabajo de climatolo-
gía e hidrología presentado por Hurst en 1951, 
en econometría está el trabajo de Box y Jenkins 
en 1976, ya en 1980 los modelos fraccionales 
autoregresivos de promedio móvil FARIMA 
(autoregressive fractionally integrated moving 
average ‘ARFIMA’ models), se utilizaban para 
estimaciones de largo plazo (Granger (1980), 
Granger, Joyeux (1980) y Hosking (1981)) [2]
[3]. En los años noventa se empezaron a incor-
porar estos modelos en diferentes campos, en 
particular han tenido una especial atención en 
el análisis del tra co producido en un a red de 
paquetes, entre los primeros trabajos está el de 
Nancy K. Groschwitz y George C. Polyzos: ATi-
me Series Model of Long-Term NSFNET Back-
bone Traf c adelantado entre 1988 y 1993. 
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2. PROCESOS DE MEMORIA DE LARGO 
PLAZO 
Cuando se realiza un estudio de serie de tiempo 
es normal que se re eje la propiedad consistente 
en que la correlación decrece exponencialmente a 
cero, como en los modelos ARMA. Para los mo-
delos de memoria de largo plazo se parte de la 
Ec.  (1).




n
ni
i
n
Lim
   (1)
Donde  (k) corresponde a la función de corre-
lación.
Diferente  de los modelos con memoria de corta 
duración que se enmarcan en la  Ec. (2) [3].
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Las series de tiempo con memoria de larga dura-
ción se distinguen porque la correlación entre dos 
observaciones en periodos de tiempo muy gran-
des es alta, y el decaimiento de ella no es expo-
nencial como en el caso ARMA.
Los modelos FARIMA comportan el parámetro d, 
el cual mide el grado de intensidad de la memoria 
de larga duración [4].
2.1 Modelo FARIMA 
El modelo de un proceso FARIMA (p,d,q), con 
media , en donde el índice p señala el orden de 
autorregresión, d indica el orden de la diferencia-
ción, y q es el orden del promedio móvil, puede 
ser descrito como sigue [5]:
tt
d LRLL 	 )()()1)(( 
  , t ~ iid (0,
2

 ) (3)
Donde L es el operador de retraso,
p
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 .....1)( 1   (4)
q
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 
 ....1)( 1   (5)
Y (1 – L)d es el operador de diferenciación frac-
cional el cual corresponde a:
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Con (·) es la función gamma (generalizada facto-
rial) [6], no es estacionario para d  0.5 dando una 
varianza in nita, si se toma d (-0.5, 0.5) (ec.4), 
El modelo FARIMA permite que el parámetro di-
ferenciador d pueda tomar valores reales no en-
teros, Rt corresponde al proceso estocástico que 
es estacionario e invertible siempre que todas las 
raíces de )(L y )(L (Ec.2) se encuentren fue-
ra del círculo unitario. El parámetro d determina 
el comportamiento de la memoria del modelo, de 
forma tal que: si d toma valores entre 0 y 0.5 (d 
(0, 0.5)), la función de autocorrelación r  es pro-
porcional a 12 dk  y decae hiperbólicamente a cero 
cuando k	, a rmándose que el modelo exhibe 
una memoria de largo plazo o dependencia de lar-
go plazo. Si d (-0.5, 0) el proceso es de memoria 
intermedia (antipersistencia) o dependencia nega-
tiva de largo plazo, y por último para el caso que 
d = 0, la memoria es de corto plazo y correspon-
de a un modelo ARMA estacionario e invertible.
3. METODOLOGÍA  
En el municipio de Chía, Cundinamarca, se im-
plementó una red inalámbrica WI-FI con una co-
bertura de 105 Kilómetros cuadrados aproxima-
damente, con una velocidad promedio de acceso 
a internet de 2 Mbps en cada nodo, utilizando la 
tecnología WDS (Wireless Distribution System) 
para la distribución de celdas y enlaces de 7 ki-
lómetros como backhaul para el suministro de In-
ternet en las celdas. En la Fig. 1 se puede apreciar 
la distribución de celdas, nodos y backhaul en la 
red WI-FI de Chía: 
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Fig. 1  Arquitectura lógica de la red WI-FI   
en el Municipio de Chía
Fig.  3.  Tráfico observado en la red WI-FI  durante dos dias
Fig.  2.  Tráfico observado en la red WI-FI  durante dos horas
Como es conocido, el primer paso consiste en 
tomar una muestra de datos en los que se pueda 
caracterizar el trá co de la red. Los datos de trá-
 co fueron extraídos utilizando la herramienta de 
PRTG Network Monitor. Con esta herramienta se 
puede monitorear en tiempo real los valores de 
trá co de las redes de datos.
Para la primera captura se utilizó una variable 
Kbit/s y se tomaron 24 muestras correspondientes 
a 2 horas con intervalos de 5 minutos. En la Fig. 3 
se pude observar grá camente el comportamiento 
de la red WI-FI en dos horas. 
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Para la segunda captura también se utilizó la va-
riable en Kbit/s y se tomaron 12 muestras corres-
pondientes a 2 días. En la Fig. 4 se observa grá-
 camente el comportamiento de la red WI-FI en 
dos horas. 
Como se in ere la red WI-FI analizada tiene el 
mismo comportamiento sin importar la escala, lo 
que implica un comportamiento autosimilar [7].
4. RESULTADOS  
Lo primero es especi car la función: function [Z] 
= FARIMA(N,F,O,d,stdx) 
Donde las estradas de la función están dadas por:
N = es la longitud de la serie de tiempo.
F= es el valor de p que señala el orden de auto-
rregresión.
O = es el valor de q que indica el orden del pro-
medio móvil.
d = es el que indica el orden de la diferenciación.
stdx = parámetro para forzar la desviación están-
dar de la serie de tiempo.
Se de ne el modelo FARIMA en Matlab por 
%%%% F(B)[(1-B)^d]Z=O(B)
%%%% F(B)Z=[(1-B)^-d]O(B)
Donde B es el operador de retardos 
%%%% F(B)= 1+ B F1 + B^2 F2 ... + B^p Fp 
-->Parte AR 
%%%% O(B)= 1+ B O1 + B^2 O2 ... + B^q Oq 
-->Parte MA
Se debe recordar que F(B) y O(B) están de nidas 
dentro de la función “armax” (función que esti-
ma los parámetros del modelo ARMA (p, q)) en 
Matlab.
Se puede utilizar la predicción lineal para hacer la 
estimación sobre la base del mínimo error cuadrá-
tico de la secuencia )(ˆ hX que para redes de datos 
viene dado por la Ec. (7) [8]: 
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El cálculo del error cuadrático medio se de ne 
como:
  
22 ))(ˆ()(ˆ hXXEh thtt    (9)
El empleo del modelo para predecir el trá co au-
tosimilar en la red WI-FI de Chía, en ciertos pun-
tos muestra una cercana relación entre los datos 
reales y los anticipados, como puede apreciarse 
en la Fig. 4 [9].
Tabla 2.  Valores cuantitativos del porcentaje de error 
del modelo FARIMA
CANTIDAD DE PUNTOS COMPARADOS 240
Coincidencia de puntos % de error
68 71, 6
Al modelo FARIMA se le adiciona la variable M 
para una mejor predicción del trá co en redes de 
datos [10].
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Fig. 4.  Comparación del tráfico medido con el tráfico predicho utilizando S Farima.
Tabla 3.  Valor del error cuadrático medio para el valor 
del corrimiemto
VALOR 
DEL CORRIMIENTO
ERROR 
CUADRÁTICO MEDIO
M = 1 1.1233
M = 2 1.2345
M = 3 1.1234
M = 4 0.6901
M = 5 1.091
M = 6 1.1486
Tabla 4. Valores cuantitativos del porcentaje de error 
del modelo S FARIMA
CANTIDAD DE PUNTOS
COMPARADOS  240
Coincidencia de puntos % de error
97 59,5
En la Tabla 3 se muestra cuáles son los valores 
del error para cada M desde M =1 hasta M = 6, 
del trá co medido en la red WI-FI de Chía (el va-
lor de M = 0, no se evaluó por cuanto para dicha 
cuantía el modelo sería FARIMA).
Como se puede apreciar en la tabla, el valor mí-
nimo del error cuadrático medio corresponde a 
M = 4 
Utilizando la Ec. (9) se calcula el error cuadrático 
medio variando M hasta hallar el valor minimo 
del error.
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5. CONCLUSIONES 
El modelo FARIMA tiene la ventaja que de acuer-
do con el parámetro d se obtendría un modelo de 
corta, media o larga persistencia; sin embargo, 
el ajuste del modelo conlleva un mayor consumo 
de recursos con relación a otros modelos.
Para el caso del trá co en redes WI-FI, el mode-
lo idoneo para predecir trá co futuro es SFARI-
MA, toda vez que aumenta la cantidad de puntos 
de coincidencia entre el trá co medido y el es-
timado.
El presente documento explica de forma detalla-
da cuál es la diferencia entre el modelo SFARI-
MA y el modelo FARIMA. Porque controlar el 
error cuadrático medio en el Modelo FARIMA 
mejora el proceso de predicción en el caso parti-
cular del trá co WI-FI.
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