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Abstract- Data Grid is an infrastructure that manages huge 
amount of data files, and provides intensive computational 
resources across geographically distributed collaboration. It 
is not enough to provide convenient accessibility to these 
data by only high speed network and large mainframe 
systems. For improving the performance of file accesses and 
to ease the sharing amongst distributed collaboration, such a 
system needs replication services. Data replication is a 
common method used to improve the performance of data access 
in distributed systems. In this paper, we present a survey of 
some related previous works and highlight some various 
algorithms that have been proposed by other researchers. 
A dynamic replication model based on mathematical concepts is 
proposed. The main purpose of this model is find out the popular 
file using the concept of  exponential decay/gorwth. We estimate 
the next number of access for the file.  
  





The Internet is a networking infrastructure, which 
connects together millions of computers worldwide. In order 
to share information among these millions of computers; 
there is a need to World Wide Web or simply the Web 
service. On the other hand Grid is a service-built on top of 
the Internet for sharing computing power and data storage 
capacity. The idea of Grid comes from the electrical power 
grid [4]. In our daily lives, we get the electrical power 
without caring where the electricity comes from. Scientists 
built the Grid based on this concept; a lot of instruments are 
connected to the Internet and share their resources via large-
scale computer networks. Users get the computing power 
and storages in this network, regardless the place of these 
resources. 
The Grid technology can be classified as a Computational 
Grid and Data Grid. Computational Grid is focusing on 
supplying computing power. In contrast, Data Grid deals 
with data, such as sharing and management of large amount 
of data.   
A Data Grid [5] is a geographically-distributed 
collaboration in which all members require access to the 
datasets produced within the collaboration. In Data Grids [6, 
7], distributed scientific and engineering applications often 
require access to a large amount of data or they continuously 
generate several terabytes, even petabytes, of raw data in 
data grid. 
Therefore the main task of Data Grid is to manage huge 
amount of data and to facilitate sharing these data and 
resources in an efficient way that enables users to have 
transparent access to the data across the Grid. In order to 
achieve this task, such huge amount of data must be copied 
and stored in several physical locations to vouch the 
efficient access, without a large consumption of the 
bandwidth and access latency. 
In other words, such a system needs replica management 
services that create and manage multiple copies of files. 
Creating replicas can reroute the client requests to certain 
replica sites and offer remarkably a higher access speed than 
a single server [2]. Moreover, replication services lead to the 
following two main benefits [8]: 
 
i. Increased availability: at fail occurrence in any site, 
a system can resort to replicated data that is stored at 
other site. In this manner the availability increases. 
ii. Increased performance: inasmuch as the data is 
stored at multiple sites, the client can get the data 
from the nearest site, thus increasing the performance 
of the system. 
In few words, replication is a common method used to 
improve the performance of data access in distributed 
systems. The main aim of the replication is to increase data 
access performance from the perspective of clients [2], by 
replicating one or more files to other sites. 
In this paper, a dynamic replication model is proposed 
that is based on an exponential rate. We agree with the fact 
that state, the files that are being requested in the present, 
are apt to be requested in the near future. Therefore, the 
popular file is detected by analyzing the number of access to 
the data files from the users. And the popularity of a file can 
be deduced from its access rate from the clients. In other 
words, the popular data files are identified by analyzing the 
access histories. We are tracking users behavior of 
requesting a file, and note the change to this request, 
whether growth or decay change. Then the average 
decay/growth rate is calculated, and according to this 
average, the next number of access of this file is estimated 
and hece the larger number got the popularity. 
The rest of this paper is structured as follows. Section 2 
discusses the concept of dynamic replication strategy and 
reviews some of replication scenarios and related issues. 
Section3 and Section 4, give a brief introduction for 
previous work on grid data dynamic replication. Section 5 
describes our dynamic replication model in detail,. Finally, 
we summarize and conclude in Section 6. 
 
II. DYNAMIC REPLICATION STRATEGY 
To achieve the desired end of the replication process, the 
replication must be carried out in accordance with certain 
strategies that organize and manage data, these strategies are 
done based on several factors such as demand for data, 
network conditions and cost of transfer [9]. The replication 
strategies can be categorized based on whether the strategy 
is static or dynamic. If the resource conditions are fairly 
stable in data grid over a long time, then static strategies are 
applied for replication, since it create and manage the 
replicas manually [10], i.e., a replica can be persisted until it 
is deleted by users or its duration is expired [3]. This means 
that static replication will not adapt to the network or access 
pattern changes, which considered as an inherent 
characteristic of data grid architecture, when client access 
pattern changes, instead of benefiting from the replication 
strategy, it would be useless and will bring a burden on the 
system. On the contrary, dynamic replication changes the 
location of replicas and creates new replicas to suit the 
situation automatically, in other words, dynamic replication 
takes into consideration the changes of the grid environment 
[3]. 
Usually, dynamic replication is triggered when the 
popularity of a file passes a threshold [11] .Therefore we 
can say that dynamic replication algorithms aim at finding 
out the potential popular files. 
• REPLICATION SCENARIO AND ISSUES RELATED TO  
DYNAMIC REPLICATION 
Many of the events and different ways to access data can 
occur in an environment of distributed systems and Data 
Grid is one of the largest such systems that stores an 
enormous data. Consequently, the client access patterns will 
be changed greatly. Based on this situation, three types of 
replication scenarios can be defined: 
 
(i) Read-only replication: 
 The data is generated at some site and can be read by 
other sites, which are offering a read-only replica services, 
such as read, search and compare requests. The data can 
be stored at different replicated servers. The scenario that 
we discuss in this paper is the read-only one. 
 
(ii) Read-write replication (update transactions):  
It contains the data that can be updated by other sites. 
Managing of updatable replicas would be somewhat 
simple if only a single site is the updated data. But, as the 
data can be modified by multiple sites, the consistency of 
the data may be compromised. To maintain the 
consistency of data, the order in which the transactions are 
executed must be maintained. 
 
(iii) Exchanging data with mobile users:  
Providing data and collecting data from mobile users is a 
key part of many applications. Many applications require 
data to be available to remote users, including sales people, 
delivery drivers and employees working away from the 
office that need to interact with clients and collect data.  
 
 
There are three unavoidable issues that have to be 
addressed by any dynamic replication strategy, in order to 
fulfill the optimal replication, these issues are: 
  
1. Replica management  
Replica management is the process of creating or 
deleting replicas at storage site [12], this definition leads to 
a very important question that is which file should be 
replicated. It would be unwise to copy all data files available 
at data resources; this will affect the storage capacity. But 
determining of the file should be based on the objective of 
the replication strategy. Possible objectives of a replication 
strategy are to exploit popularity by replicating the most 
requested datasets [1] , to minimize the update cost [13] or 
to maximize economic objectives [14]. 
 
2. Determination of the number of replicas 
Knowing the number of replicas would be easy if the 
owner of popular file is the only responsible for creating the 
replica of this file. But it becomes extremely challenging in 
Grid systems to determine the number of replicas, especially 
with the huge and rapid increase of nodes and resources. As 
a result, not only the owner is responsible for replication, 
but there are other nodes do so. To address this issue, the 
role of the algorithm in its ability to answer this question: 
how many copies need to be created. 
 
3. Determination of the replica location 
Replica location is the challenging problem of finding 
the physical locations of multiple replicas of the desired data 
efficiently in a large-scale wide area Data Grid system [15]. 
To sum up, we can say that a replication mechanism has 
three important decisions to make: which file should be 
replicated, when to replicate, and where the new replica 
should be placed. These three decisions or three questions 
have been answered by several algorithms in several ways 
[1, 6, 10, 15, 16]. 
 
III. RELATED WORKS 
Several recent studies have discussed the issue of 
dynamic replication algorithms in data grid. In this section, 
we introduce some of these studies in the past, that is related 
to our work [5strategy, multi, centralized, LALW]. 
In [16] , the performance of five distinct strategies have 
been evaluated using simulation framework, Best Client, 
Cascading, Caching+Cascading, and Fast Spread. This 
evaluation has been done with three different kinds of 
access patterns. The consistency issue is not involved 
whereas the data is read-only. Worth mentioning that 
authors discriminate between caching and replication, in 
replication, the side that decide to make a replica and send it 
to some other node, is the server. But in caching the file is 
replicated relying on the request of the client which in turn 
stores a copy of the file locally for future use. 
 
The three different patterns are: 
• Random access pattern, which has no locality in 
patterns. 
• Data contain a small amount of temporal locality; 
some accessed files are likely to be accessed again. 
Temporal Locality means that the potential access to 
the popular file in the past is more than others. 
• Data contain small amount of geographical and 
temporal locality, the files recently accessed by client 
are likely to be accessed by nearby clients. 
 
As to the strategies, in what follows a brief description for 
each of them: 
a) No replication or caching: this is to compare with 
the various strategy 
 
b) Best client: The replica is created at the client that 
has generated the most request for a file, this client is 
called best client. At a given time interval, each nodes 
checks to see the number of requests for any of its file 
has exceeded a threshold. If so, the best client for that 
file is identified. 
 
c) Cascading Replication: It supports tree architecture, 
since the data files generated in the top level and once 
the number of accesses for the file exceeds the 
threshold, then a replica is created at the next level, 
but on the path to the best client, and so on for all 
levels, until it reaches to the best client itself. 
 
d) Plain Caching: The client that requests a file stores a 
copy locally. 
 
e) Caching plus Cascading: the client caches file 
locally, and the server periodically identifies the 
popular files and propagates them down the hierarchy. 
 
Fast Spread: when a client requests a file, a copy is stored 
at each tier on the way. This leads to a faster spread of data. 
Two dynamic replication mechanisms [multi-tier] are 
proposed in the multi-tier architecture for Data Grids, 
including Simple Bottom-Up (SBU) and Aggregate Bottom-
Up (ABU). The SBU algorithm replicates the data file that 
exceeds a pre-defined threshold for clients. The main 
shortcoming of SBU is the lack of consideration to the 
relationship with historical access records. For the sake of 
addressing the problem, ABU is designed to aggregate the 
historical records to the upper tier until it reaches the root.  
Let us consider the data shown in Fig.7 is an example of 
access history, and the threshold is 10. According to SBU 
algorithm, if the parent P1 has enough space, file X will be 
replicated, since the value of its numOfAccess is greater 
than threshold. In return, file Y will be overlooked, although 
it from the viewpoint of the system as a whole was accessed 
for 16 times, that means file Y is more popular and should 
be replicated in stead of file X. But SBU algorithm 
processes the records in access history individually, and 
does not consider the relation among these records, and this 
is the main shortcoming of SBU algorithm. In the contrary, 
Aggregate Bottom Up (ABU) takes into consideration the 
relation among the records, since it aggregates the records 
under the same node, and the file with the highest rate will 
be replicated. Revert to last example and apply ABU, the 











Figure 1: An example of the history and the node relation 
 
The dynamic replication algorithm proposed in [3] 
determines the popular file by analyzing data access history, 
it is believed that the popular data in the past will remain 
popular in the near future. The history table is in the format 
of  < FID , NOA >, which indicates that the file FID has 
accessed NOA times. Having analyzed data access history, 
the average number of access NOA is computed. And any 
records, wherein its NOA’s value is less than NOA, will be 
removed and the rest of records is being replicated in order. 
It finds out the popular files by means of ABU strategy 
through analyzing the data access history. Furthermore, a 
novel strategy is designed to determine the average number 
of file accesses from the access history table. 
 
The rest of this paper is organized as follows; Section 2 
discusses the concept of dynamic replication strategy and 
reviews some of replication scenarios and related issues. In 
Section 3, algorithms have been proposed by Kavitha 
Ranganathan, in Section 3 the architecture of multi-tier data 
grid has been explained and we discuss two dynamic 
algorithms for multi-tier data grid, in Section 4 a centralized 
dynamic replication mechanism is discussed, in Section 5 
the last algorithms called Latest Access Largest Weight will 
be discussed, finally in Section 6 we show the result of 
comparison between the algorithms that have been 
discussed. 
IV. LAST ACCESS LARGEST WEIGHT (LALW) 
DYNAMIC REPLICATION ALGORITHM 
The replication strategy mentioned above in previous 
sections aimed to find out the popular file by information 
about the number of accesses for the files. It may be 
reasonable to determine the popular file according to the 
number of successes. A higher number of accesses stand for 
a higher popularity. 
However, this kind of methods will have a problem 
about the valid period of historical records. If a file were 
accessed for a lot of times in the past, while there was 
almost none recently, the file would still be created. The 
algorithm proposed in [1]  called Last Access Largest 
Weight (LALW) tried to solve this problem , the key point 
of this algorithm is to give different weights to records 
having different ages. All records, whether new or old, 
contribute to determine a popular file that should be 
replicated.  
A hierarchical architecture is shown in Figure 2, for 
supporting LALW mechanism. It consists of several cluster, 
each cluster includes number of sites and one header. 
Header in each cluster manages sites information about file 
accesses with other headers. The format of a record in a 
cluster header is < FileID , clusterID , Number >, which 
indicates that the file with FileID has been accessed Number 
times by the cluster clusterID.  
The number of file accesses should be aggregated for the 
same FileID. Having gathered the access information for the 
files from all other cluster headers, LALW algorithm will be 











Figure 2: A hierarchical architecture for Grid Cluster [1] 
 
The main purpose of LALW algorithm is same as other 
algorithms, which is analyzing access history in order to 
find the popular file. But the innovation is a way of finding 
this file; it adds a tag to each record in access history and 
represents the weight of record. The weight of the records 
decays to half of its previous weight after a constant time 
interval. Older history records have smaller weights; it 
means that a more recent historical record is more important 
for referencing.  
An Access Frequency is calculated to represent the 
importance for access histories in different time intervals, 
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 Where:  is the number of time intervals,  is the set 
of files that have been requested, and  indicates the 






The Latest-Access-Largest-Weight algorithm has three 
stages: 1) finding the popular file, 2) calculating the number 
of replicas needed, 3) decide the place of new replica. Our 
concern in this paper is finding out the most popular file. An 
example is given in Figure 3.   
 
V. EXPONENTIAL DECAY/GROWTH RATE 
We apply the concept of exponential decay to estimate 
the next number of access for the file. Many real world 
phenomena can be modeled by functions that describe how 
things grow or decay as time passes.  Examples of such 
phenomena include the studies of populations, bacteria, the 
AIDS virus, radioactive substances, electricity, temperatures 
and credit payments, to mention a few. Exponential 
growth/decay is a growth in which the rate of growth is 
proportional to the current size. This principle can be 
applied in access history as well, since each file has number 
of access that increases by the increase of access rate and 
vice versa. It is obvious, growth or decay rate is changeable, 
as its value changes with the change of access rate. So as the 
access rate increases, so does the growth/decay rate. 
Having calculated these different rates, then the average 
is calculated and according to this average the popular file is 
detected. 
We describe an exponential growth/decay model for an 
access number of files in access history. The process of 
accessing files in data grid environment follows an 
exponential model. If we use  to represent the number of 
access for the file  at time t , and  to represent the 
number of access for the same file at time +1 (just after the 
first access), so our exponential decay/growth model would 





Assume T  is the number of intervals passed, F  is the 
set of files that have been requested and   indicates the 
number of access for the file  at time interval , and then 
















So, according to the exponential decay/growth model we 
can write: 
)01(01 1 −∗= αeaa ff   ,    ,  
 
)12(12 2 −∗= αeaa ff
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AF(A) = 20*20 = 20 
AF(B) = 17*20 = 17 
AF(D) = 15*20 = 15 
AF(E) = 10*20 = 10 
Phase 2: (p is A) 
AFavg(p) = 20/1 = 20 
AFavg(all) = (20+17+15+10)/(4*1) = 15.5 
R_number(p) = floor(20/15.5) = 1 
     1t (2
0 ) 






(a) The first time interval 
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Figure 3: An example of finding the popular file using LALW algorithm 
(b) Sample of access data history during four intervals 
Phase 1: 
AF(A) = 20*2-3 + 15*2-2  + 12*2-1 + 10*20  = 22.5 
AF(B) = 17*2-3 + 20*2-2  + 24*2-1 + 15*20  = 34.1 
AF(C) = 15*2-3 + 13*2-2  + 20*2-1 + 30*20  = 45.1 
AF(D) = 10*2-3 + 5*2-2  = 3.7 
AF(E) =  25*2-2  + 20*2-1 + 18*20  = 34.2 
According to the result above and based on LALW: the most popular file in the fourth 






























      T1     T2     T3     T4     T5 
A:  20      15     12      10      5Aa
First we have to find the average decay/growth rate 











=α    
Second step, substitute this average in equation 2): 
89.710 231.05 ≈=∗= −eaA  
 
Figure 4: An example of finding the 
popular file using Exponential model 
Having known the average rate (growth or decay) for 
accessing the file during the passed interval, we can estimate 





  (2) 
In order to avoid the extreme case, where the growth or 
decay rate is equal to infinity ( ), we suppose that at least 
all files have been accessed once. For example, if we have 

















In the scenario above we have different five files that 
have been accessed during four time intervals, and we apply 
our exponential model to find or to estimate the next number 
of access for each file, and based on this estimation we can 











      T1     T2     T3     T4     T5 
B:  17      20     24      15    a   5B
First we have to find the average decay/growth rate 























Second step, substitute this average in equation 2): 
155.1410 042.05 ≈=∗= −eaB  
 
Estimation of next number of access for file B
      T1     T2     T3     T4     T5 
C:  15      13     20      30    a   5C
First we have to find the average decay/growth rate 
for fileA, substitute in 1): 
 
 
And so on for all files, as to files D and E: 
, , respectively. So according to 
result that we got, we can deduce that file C that is expected 
to get the highest number of access in coming interval, 




Notice that our model reached to the same result as LALW 
does. In both, file A got the most popularity.  
 
VI. CONCLUSION 
Taking into account the (growth or decay) monetary of the 
number of accesses is more significant than the access 
frequency. Mathematically, it is well known that the 
monetary is more important in predicting. 
 The information about data access using any weighting 
base is not enough significant to find out the most popular 
file. In fact, it does not take into account the growth or 
decay of the number of access, which is more important 
than the access frequency.  
In this paper instead of calculating the average of access 
basing only on the number of access and the principle of 
half life as in [1], we suggested a dynamic replication model 
based on mathematical concept, its main purpose  is to find 
out the most popular file using exponential growth/decay 












=α    
Second step, substitute this average in equation 2): 
369.3510 231.05 ≈=∗= eaC  
 
Figure3 Sample of access data history during 
four intervals 
Estimation of next number of access for file A 
Estimation of next number of access for file C
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