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Abstract
We are mainly concerned with existence, non-existence and the behavior at infinity of non-negative blow-
up entire solutions of the equation Δu = ρ(x)f (u) in RN . No monotonicity condition is assumed upon f
and, in fact, we obtain solutions with a prescribed behavior both at infinity and at the origin. The method
used to get existence is based upon lower and upper solutions techniques while for non-existence we explore
radial symmetry, estimates on an associated integral equation and the Keller–Osserman condition.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Our main concern is on existence, non-existence and the asymptotic behavior at ∞ of entire
solutions of the semilinear elliptic problem
Δu = ρ(x)f (u) in RN, u 0, u(x) |x|→∞−−−−→ ∞, (1.1)
where ρ : RN → (0,∞) and f : [0,∞) → [0,∞) are suitable functions and N  2.
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tions on bounded domains, starting with the pioneering works, by Bieberbach [4] on the equation
Δu = eu, in the case N = 2, which appears in the study of both Riemannian surfaces of constant
negative curvature and the theory of automorphic functions and subsequently Rademacher [24],
in the case N = 3, related to the study of the electric potential in a glowing hollow metal body.
We refer the reader to the end of this section for additional comments and references.
Focusing back on (1.1), W.M. Ni in [22] addressed the following question:
If (M,g) is a Riemaniann manifold of dimension N  3 and K˜  0 is some function defined
on M , to find a metrics say g˜ conformal to g such that K˜ is the scalar curvature of (M, g˜).
The approach used to face that question consisted in searching for some real valued function
u > 0 and g˜ of the form g˜ = u 4N−2 g leading to the elliptic equation
4(N − 1)
N − 2 Δgu−Ku+ K˜u
N+2
N−2 = 0 in M,
where Δg is the Laplace–Beltrami operator and K is the scalar curvature of (M,g). When
M = RN and g is the Euclidean metrics on M then K = 0 and Δg turns into the usual Laplace
operator Δ and thus the equation above becomes
4(N − 1)
N − 2 Δu = −K˜u
N+2
N−2 in RN.
It was proved in [22] that such an equation admits an entire positive solution.
The class of problems
Δu = ρ(x)up in RN, u 0, u(x) |x|→∞−−−−→ ∞, (1.2)
where N  2, ρ  0 is some function and p is a positive number, has attracted the interest of
quite a number of authors who have investigated both its solvability and the growth rate at ∞,
of the eventual solutions, by exploiting conditions on both ρ and p. In fact, we refer to just few
results closer to our interests in the present work, Cheng and Ni in [5], showed by assuming ρ to
satisfy a condition such as
0 < lim inf|x|→∞
ρ(x)
|x|γ  lim sup|x|→∞
ρ(x)
|x|γ < ∞, (1.3)
with γ < −2, the existence of a C2-solution of (1.2) behaving at ∞ like |x|α , where |x| is
the Euclidean norm of x, α = γ+21−p and p > 1, while Lair and Wood in [18], proved under the
conditions 0 <p  1, and ρ a non-negative, radially symmetric C2-function, that
∞∫
0
rρ(r) dr = ∞
is both necessary and sufficient for the existence of an entire solution of (1.2). Regarding the
case where f (u) in (1.1) is not a pure power like up , Cîrstea and Radulescu in [7], showed by
assuming
ρ > 0, ρ ∈ C0,ν , 0 < ν < 1, (1.4)loc
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∞∫
0
rφ(r) dr < ∞ with φ(r) := max|x|=r ρ(x)
that, if in addition, f is non-decreasing and satisfies the condition
f ∈ C1([0,∞)), f (0) = 0, f (t) > 0 for t > 0, (1.5)
then (1.1) admits an entire solution, under additionally, the Keller–Osserman condition (cf. Keller
[17], Osserman [23]), namely
∞∫
1
1
F(t)1/2
dt < ∞, where F(t) :=
t∫
0
f (s) ds. (1.6)
Haitao, in the recent paper [15], showed existence of solutions of (1.1) under
f ′  0 and
∞∫
1
f−1(t) dt = ∞,
among further technical conditions. Non-existence was also discussed in that paper.
Non-existence results were also obtained by Gladkov and Slepchenkov in [14] under the re-
quirements that f is convex and satisfies (1.6).
In the present work we set
I := lim inf
t→∞
f (t)
tq
, S := sup
t>0
f (t)
tp
, 1 < q  p < ∞.
Our main results are
Theorem 1.1 (Existence). Assume (1.3) with γ < −2p, (1.4), (1.5) and
(i) 0 < I ∞, (ii) 0 < S < ∞. (1.7)
Then (1.1) admits a C2-solution satisfying
a|x|α  u(x) b(|x|β + 1), x ∈ RN, (1.8)
where
0 < a  b, α := γ + 2
1 − p and β :=
γ + 2
1 − q .
Theorem 1.2 (Non-existence). Assume ρ to be radially symmetric, (1.4) and (1.5). Then (1.1)
has no radially symmetric C2-solution under either
(1.7)(i) and (1.3) with 0 γ  2,
or
(1.7)(i), (ii), p + 1 2q and (1.3) with γ > 2.
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f (u) = up (u > 0), with p > 1 and 0 < p  1, respectively, and that in [7] requires f to be
monotone non-decreasing. We point out that our non-linear term f (u) is only required to sat-
isfy the conditions (1.5) and (1.7). Further on, letting 1 < p < ∞, α1 > 0, α2  0, the functions
defined for t  0, by
f (t) := (α1 + α2e−t2)tp and f (t) :=
(
α1 + α2 sin
(
π
2
t
))
tp with α1 > α2,
are examples to which our Theorem 1.1 applies. Actually, we also succeeded in getting a precise
behavior of u at infinity and at the origin as shown by (1.8). As for Theorem 1.2 we assume no
convexity restrictions on f as was done in [14].
Our method to show existence of solution relies on the lower and upper solutions technique
and estimates for elliptic equations while the proof of non-existence of solutions explores the in-
tegral equation derived from the radial symmetry and arguments involving the Keller–Osserman
condition.
As we mentioned in the beginning of this section semilinear elliptic boundary blow-up prob-
lems such as
Δu = ρ(x)f (u) in Ω, u 0, u(x) dist(x,∂Ω)→0−−−−−−−−→ ∞,
where Ω ⊂ RN is a bounded smooth domain have been intensively investigated and we add that
the techniques used motivate to some extent the ones for the case Ω = RN . We refer the reader
to Bandle [1], Bandle and Essén [2], Bandle and Marcus [3], Chuaqui, Cortázar, Elgueta, Flores,
García-Melián and Letelier [6], Cirstea and Radulescu [8–10], Du and Guo [11], Du and Huang
[12], García-Melián [13], Haitao [16], Lazer and McKenna [19,20], Marcus and Véron [21] and
their references.
2. Proof of Theorem 1.1
The proof relies on lower and upper solutions arguments. In this regard we shall state below
Theorem 2.1 whose proof will be sketched in an Appendix A.
A function u ∈ C2 is a lower solution of (1.1) if
Δu ρ(x)f (u) in RN, u 0, u(x) |x|→∞−−−−→ ∞
and u¯ ∈ C2 is an upper solution of (1.1) if
Δu¯ ρ(x)f (u¯) in RN, u¯ 0, u¯(x) |x|→∞−−−−→ ∞.
Theorem 2.1. Assume (1.4) and (1.5). If u and u¯ are respectively lower and upper solutions of
(1.1) such that u u¯ in RN then (1.1) admits a C2-solution u satisfying u u u¯ in RN .
As a next step we establish some notations derived from our assumptions in Section 1. We
claim that
2 < α  β.
Indeed, by the assumptions, γ < −2p and 1 < q  p < ∞ it follows that
2 <
γ + 2  γ + 2 .
1 − p 1 − q
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b1|x|γ  ρ(x) b2|x|γ , |x|Rρ, (2.1)
for some positive constants b1, b2, Rρ with b1  b2.
By (1.7)(i), (ii) there are positive constants c1, c2 and RI such that
(i) f (t) c1tq , t RI , and (ii) f (t) c2tp, t  0. (2.2)
As further notations,
Mρ(R) := max|x|R ρ(x), mρ(R) := min|x|R ρ(x), ξβ :=
1
(N + β − 2)β , (2.3)
λ˜ := min
{(
R
γ
ρ [(N + α − 2)α]p
c2Mρ(Rρ)
)1/(p−1)
,
( [(N + α − 2)α]p
b2c2
)1/(p−1)}
, (2.4)
Λ˜ := max
{
RI
ξβ
;
(
R
β−2
ρ
mρ(Rρ)c1ξ
q
β
)1/(q−1)
,
( [(N + β − 2)β]q
b1c1
)1/(q−1)}
. (2.5)
We have found out that a crucial step in showing existence of solutions of (1.1) as an applica-
tion of Theorem 2.1 is exploiting the following boundary blow-up type problem
Δv = |x|η−2, x ∈ RN, v  0, v(x) |x|→∞−−−−→ ∞. (2.6)
In fact, the family of functions
v := vηξ = |x|
η
(N + η − 2)η + ξ,
where η > 2 and ξ  0 are parameters satisfy: v ∈ C2, and v solves (2.6). By suitably choosing
η and ξ , v will be used to construct the lower and upper solutions required to apply Theorem 2.1.
The two lemmas below will be proved at the end of this section.
Lemma 2.2 (Existence of a family of lower solutions). If vα := vα0 then u = uλ = λvα is a lower
solution of (1.1) provided λ ∈ (0, λ˜].
Lemma 2.3 (Existence of a family of upper solutions). If vβ := vβξβ then u¯ = u¯Λ = Λvβ is an
upper solution of (1.1) if Λ ∈ [Λ˜,∞).
Proof of Theorem 1.1. At first we claim that
uλ  u¯Λ provided both λ Λ˜
(N + α − 2)α
(N + β − 2)β and Λ Λ˜.
Indeed (we will use the lemmas above), if |x| 1 then by suitably choosing ξβ
u(x) = λ |x|
α
(N + α − 2)α Λ
( |x|β
(N + β − 2)β + ξβ
)
= u¯(x).
If, on the other hand, |x| 1,
u(x) = λ |x|
α
(N + α − 2)α Λ
( |x|β
(N + β − 2)β + ξβ
)
= u¯(x),
showing the claim.
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λ0 := min
{
λ˜, Λ˜
(N + α − 2)α
(N + β − 2)β
}
, Λ0 := Λ˜.
Picking λ ∈ (0, λ0] and Λ ∈ [Λ0,∞) it follows by Lemmas 2.2, 2.3 and Theorem 2.1, the
existence of a solution u := uλ,Λ of (1.1).
Notice that u satisfies (1.8) with
a := λ
(N + α − 2)α , b :=
Λ
(N + β − 2)β
and further on,
0 < a  λ0
(N + α − 2)α 
Λ0
(N + β − 2)β  b.
2.1. Proof of the lemmas
Proof of Lemma 2.1. Notice at first that u := λvα where λ ∈ (0, λ˜], satisfies
u 0 and u(x) |x|→∞−−−−→ ∞.
We are left to show that
Δu ρ(x)f (u) in RN. (2.7)
Indeed, if 0 < |x|Rρ (the case x = 0 is straightforward once f (0) = 0), then by (2.2)(ii), (2.3)
and (2.4),
ρ(x)f (u)Mρ(Rρ)c2(λvα)p Mρ(Rρ)c2λp
( |x|α
(N + α − 2)α
)p
Rγρ λ|x|αp
 λ|x|αp+γ = λ|x|α−2 = λΔvα = Δu.
If, on the other hand, |x|Rρ then using (2.1), (2.2)(ii) and (2.4),
ρ(x)f (u) b2|x|γ c2(λvα)p  b2c2λp|x|γ
( |x|α
(N + α − 2)α
)p
 λ|x|αp+γ = λ|x|α−2
= λΔvα = Δu
Hence,
Δu ρ(x)f (u) in RN.
Lemma 2.1 is proved. 
Proof of Lemma 2.2. Notice that u¯ := Λvβ , where Λ ∈ (0, Λ˜] satisfies
u¯ 0 and u¯(x) |x|→∞−−−−→ ∞.
It remains to show that
Δu¯ ρ(x)f (u¯) in RN.
Notice that
Λvβ(x) = Λ
( |x|β + ξβ
)
 Λ˜ξβ RI .(N + β − 2)β
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ρ(x)f (u¯) = ρ(x)f (Λvβ)mρ(Rρ)c1(Λvβ)q mρ(Rρ)c1ξqβΛq ΛRβ−2ρ Λ|x|β−2
= ΛΔvβ = Δu¯.
If, on the other hand, |x|Rρ then by (2.1), (2.2)(i) and (2.5),
ρ(x)f (u¯) = ρ(x)f (Λvβ) b1|x|γ c1(Λvβ)q  b1c1Λ
q
[(N + β − 2)β]q |x|
βq+γ Λ|x|β−2
= ΛΔvβ = Δu¯,
showing that u¯ is an upper solution of (1.1). This ends the proof of Lemma 2.2 and consequently
that of Theorem 1.1. 
3. Proof of Theorem 1.2
Assume, by the way of contradiction, that u ∈ C2 is a radially symmetric solution of (1.1) and
as usual set u(x) := u(|x|), x ∈ RN . Setting r = |x| it follows that{
(rN−1u′(r))′ = rN−1ρ(r)f (u(r)),
u(0) = ζ, u′(0) = 0, u(r) r→∞−−−→ ∞, (3.1)
for some ζ  0. By integration we get to
u′(r) = r1−N
r∫
0
tN−1ρ(t)f
(
u(t)
)
dt > 0, r > 0. (3.2)
We shall use the following result. Its proof will be presented at the end of this section.
Lemma 3.1. Assume γ  0. If u ∈ C2 is a radially symmetric solution of (1.1) then
u′(r)
√
2b2rγ /2F
(
u(r)
)1/2
, r  R˜ρ, (3.3)
for some R˜ρ Rρ .
Proof of Theorem 1.2. We claim that
KR :=
∞∫
R
1
F(t)1/2
dt < ∞, (3.4)
for some R > 0, (F(t) given by (1.6)). Indeed, taking t RI and using (2.2)(i) we get
1
F(t)1/2

(
q + 1
c1
)1/2 1
(tq+1 −Rq+1I )1/2
. (3.5)
Picking R > 21/q+1RI and t > R we get by integrating in (3.5),
∞∫
R
1
F(t)1/2
dt 
√
2
(
q + 1
c1
)1/2 ∞∫
R
1
t (q+1)/2
dt < ∞,
proving (3.4). To proceed we distinguish between two cases.
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u′′(r) = ρ(r)f (u(r))− N − 1
r
u′(r), r > 0. (3.6)
Using (3.3) into (3.6) we get
u′′(r) b1R˜γρ f
(
u(r)
)−
√
2b2(N − 1)
R˜
(2−γ )/2
ρ
F
(
u(r)
)1/2
and multiplying by u′(r) > 0,
u′′(r)u′(r) b1R˜γρ f
(
u(r)
)
u′(r)−
√
2b2(N − 1)
R˜
(2−γ )/2
ρ
F
(
u(r)
)1/2
u′(r).
Integrating from R˜ρ to r and changing variables we get
(
u′(r)
)2  2b1R˜γρ [F (u(r))− F (u(R˜ρ))]− 2
√
2b2(N − 1)
R˜
(2−γ )/2
ρ
u(r)∫
u(R˜ρ)
F (y)1/2 dy
+ u′(R˜ρ)2. (3.7)
Taking R˜ρ > 0 large enough we get u(R˜ρ) > 21/(q+1)RI . Using (3.4) with K := Ku(R˜ρ),
u(r)∫
u(R˜ρ)
F (y)1/2 dy  F
(
u(r)
) u(r)∫
u(R˜ρ)
dy
F (y)1/2
 F
(
u(r)
)
K.
Applying the earlier in (3.7) we get,
(
u′(r)
)2  2F (u(r))
[
b1R˜
γ
ρ −
√
2b2(N − 1)K
R˜
(2−γ )/2
ρ
]
+ u′(R˜ρ)2 − 2b1R˜γρ F (u(R˜ρ)). (3.8)
We rewrite (3.8) as
u′(r)2  b1
[
R˜ρ
]
F
(
u(r)
)+ b2[R˜ρ],
where
b1
[
R˜ρ
] := 2
[
b1R˜
γ
ρ −
√
2b2(N − 1)K
R˜
(2−γ )/2
ρ
]
and b2
[
R˜ρ
] := u′(R˜ρ)2 − 2b1R˜γρ F (u(R˜ρ)).
Picking R˜ρ larger enough we get b1[R˜ρ] > 0 and taking R¯ρ > R˜ρ and r  R¯ρ ,
b1
[
R˜ρ
]
F
(
u(r)
)+ b2[R˜ρ]> 0.
Therefore
u′(r)
(
b1
[
R˜ρ
]
F
(
u(r)
)+ b2[R˜ρ])1/2.
Integrating,
r∫
R¯
u′(t) dt
(b1[R˜ρ]F(u(t))+ b2[R˜ρ])1/2
 r − R¯ρ.
ρ
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u(r)∫
u(R¯ρ)
dy
(b1[R˜ρ]F(y)+ b2[R˜ρ])1/2
 r − R¯ρ,
which leads to a contradiction to (3.4) by letting r → ∞.
Case 2. γ > 2. Using (3.1) and (3.3) again and picking r  R˜ρ we have
u′′(r) b1rγ f
(
u(r)
)−√2b2rγ /2 N − 1
r
F
(
u(r)
)1/2
= rγ
[
b1f
(
u(r)
)−
√
2b2(N − 1)
r(γ+2)/2
F
(
u(r)
)1/2]
. (3.9)
We claim that,
b1f
(
u(r)
)
>
√
2b2(N − 1)
R˜
(γ+2)/2
ρ
F
(
u(r)
)1/2 (3.10)
for R˜ρ sufficiently large. This will be shown later in this section. Using (3.10) in (3.9),
u′′(r) b1f
(
u(r)
)−
√
2b2(N − 1)
R˜
(γ+2)/2
ρ
F
(
u(r)
)1/2
.
Since u′(r) > 0 we have
u′′(r)u′(r) b1f
(
u(r)
)
u′(r)−
√
2b2(N − 1)
R˜
(γ+2)/2
ρ
F
(
u(r)
)1/2
u′(r)
and integrating from R˜ρ to r , and making a change of variables we get
(
u′(r)
)2  2b1[F (u(r))− F (u(R˜ρ))]− 2
√
2b2(N − 1)
R˜
(γ+2)/2
ρ
u(r)∫
u(R˜ρ)
F (y)1/2 dy + u′(R˜ρ)2.
In a way similar to Case 1 we get
(
u′(r)
)2  2F (u(r))
[
b1 −
√
2b2(N − 1)K
R˜
(γ+2)/2
ρ
]
+ u′(R˜ρ)2 − 2b1F (u(R˜ρ)). (3.11)
We rewrite (3.11) as
u′(r)2  B1
[
R˜ρ
]
F
(
u(r)
)+B2[R˜ρ],
where
B1
[
R˜ρ
] := 2
[
b1 −
√
2b2(N − 1)K
R˜
(γ+2)/2
ρ
]
and B2
[
R˜ρ
] := u′(R˜ρ)2 − 2b1F (u(R˜ρ)).
Now, choosing R˜ρ even greater we get B1[R˜ρ] > 0. Taking R¯ρ > R˜ρ and r  R¯ρ ,
B1
[
R˜ρ
]
F
(
u(r)
)+B2[R˜ρ]> 0
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u′(r)
(
B1
[
R˜ρ
]
F
(
u(r)
)+B2[R˜ρ])1/2.
Integrating and changing variables as in Case 1 we get to
u(r)∫
u(R¯ρ)
dy
(B1[R˜ρ]F(y)+B2[R˜ρ])1/2
 r − R¯ρ.
Letting r → ∞, this leads to a contradiction to (3.4). 
Verification of (3.10). Recalling that u(r) r→∞−−−→ ∞, taking R˜ρ large enough and r  R˜ρ , using
(2.2) and p + 1 2q we have
f (u(r))
F (u(r))1/2
 C1u(r)
q
(
C2
p+1
)1/2
u(r)(p+1)/2
>
√
2b2(N − 1)
b1R˜
(γ+2)/2
ρ
so that (3.10) holds true.
Proof of Lemma 3.1. It follows from (3.1) and (3.2) that,
u′′(r) ρ(r)f
(
u(r)
)
, r  0, (3.12)
and hence
r∫
0
u′′(t)u′(t) dt 
r∫
0
ρ(t)f
(
u(t)
)
u′(t) dt. (3.13)
Taking R˜ρ Rρ we get, by (2.1),
Mρ
(
R˜ρ
)
 b2R˜γρ . (3.14)
Estimating ρ(t) in (3.13) with r ∈ [0, R˜ρ] and changing variables,
u′(r)∫
u′(0)
y dy Mρ
(
R˜ρ
) u(r)∫
0
f (y)dy.
Hence
u′(R˜ρ)2
2
Mρ
(
R˜ρ
)
F
(
u
(
R˜ρ
))
. (3.15)
Using (2.1) and (3.12) with t ∈ [R˜ρ, r] we get,
u′′(t) b2tγ f
(
u(t)
)
.
Multiplying by u′(t), integrating from R˜ρ to r , estimating and changing variables,
u′(r)∫
u′(R˜ )
y dy  b2rγ
u(r)∫
u(R˜ )
f (y) dy. (3.16)
ρ ρ
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u′(r)2
2
 b2rγ F
(
u(r)
)+ (b2R˜γρ − b2rγ )F (u(R˜ρ)).
Hence
u′(r)2
2
 b2rγ F
(
u(r)
)
.
As a consequence, (3.3) holds true. 
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Appendix A
We sketch below the proof of Theorem 2.1. For each integer n 1, consider problem,
Δu = ρ(x)f (u) in Bn, u = u on ∂Bn, (A.1)
where Bn ⊂ RN is the ball centered at the origin with boundary ∂Bn. In the sequel, u and u¯ will
stand for the restrictions of the lower and upper solutions to Bn.
Claim. Problem (A.1) admits a solution, say un ∈ C2(Bn)∩C(B¯n) such that
u un  u¯ in B¯n. (A.2)
Assume the claim has been shown. We get {un} ⊂ C2(Bn)∩C(B¯n) such that
Δun = ρ(x)f (un) in Bn, un = u on ∂Bn, u un  u¯ in B¯n.
Picking k  1 and letting n k + 1 we have
Δun = ρ(x)f (un) in Bk+1, u un  u¯ in B¯k+1. (A.3)
By the elliptic regularity theory, both un ∈ C2,ν(B¯k), with 0 < ν < 1, and∥∥un∥∥2,ν,k  M˜k(
∥∥un∥∥∞,k+1 +
∥∥ρf (un)∥∥0,ν,k+1)Mk,
where M˜k,Mk > 0 are constants. As an outgrowth, ‖un‖2,ν,k Mk for k = 1,2, . . . and n 
k + 1. Let unk := un|Bk , n k + 1.
Once Bk+1 ⊃ Bk , {unk+1}∞n=k+2 is a subsequence of {unk }∞n=k+1. Since
C2,ν(B¯k)
cpt
↪→ C2(B¯k),
it follows, by passing to subsequences that
u21, u
3
1, u
4
1, . . .
C2(B¯1)−−−−→ u1,
u32, u
4
2, u
5
2, . . .
C2(B¯2)−−−−→ u2,
u43, u
5
3, u
6
3, . . .
C2(B¯3)−−−−→ u3,
...
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u2nn , noticing that Un
n→ u in C2(B¯k) and using (4.3) we get
ΔUn = ρ(x)f (Un) in Bk, uUn  u¯ on B¯k.
Passing to the limit above as n → ∞ leads to
Δu = ρ(x)f (u) in RN, u 0, u(x) |x|→∞−−−−→ ∞.
Verification of (A.2). Let Rn := maxB¯n u¯. Take λ := λn > 0 such that
Mρ(n)f
′(t)− λ < 0, 0 t Rn,
and consider the problem
Δu− λu = ρ(x)f (u)− λu in Bn, u = u on ∂Bn. (A.4)
There is an only solution un1 ∈ C2(Bn)∩C(B¯n) of (A.4) and by the maximum principles, un1  u¯
on B¯n. Hence
Δun1 − λun1 Δu− λu in Bn, un1 = u on ∂Bn.
By the maximum principles again, u un1 on B¯n and thus u un1  u¯ on B¯n.
As earlier we get a function un2 ∈ C2(Bn)∩C(B¯n) satisfying
Δu− λu = ρ(x)f (un1)− λun1 in Bn, u = un1 on ∂Bn
and
u un1  un2  u¯ on B¯n.
In this way we construct a sequence {unl }∞l=1, with un0 := u, satisfying both
Δunl − λunl = ρ(x)f
(
unl−1
)− λunl−1 in Bn, u = unl−1 on ∂Bn (A.5)
and
u un1  · · · unl  unl+1  · · · u¯ on B¯n.
It follows that unl
l→ un in C(B¯n) and since u, u¯ ∈ L∞(Bn), we infer by Lebesgue’s theorem that
unl
l→ un in Lp(Bn) where p  1. Applying the elliptic estimates to (A.5) we get some positive
constant C such that∥∥unl+1 − unr+1∥∥2,p,Bn  C
∣∣ρ(x)[f (unl )− f (unr )]− λ(unl − unr )∣∣p,Bn
so that unl
l→ un in W 2,p(Bn). Making l → ∞ in (4.5) we are lead to
Δun = ρ(x)f (un) in Bn, un = u on ∂Bn.
As a result, u  un  u¯ on B¯n. Using Sobolev embeddings and the Schauder theory ends the
verification of (A.2).
Thus Theorem 2.1 is proved.
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