ABSTRACT Magnetic induction tomography (MIT) is a non-intrusive and non-invasive method that can image the cross-sectional conductivity distribution inside the object without contact. Target applications are conductive fluid testing in biomedical or industrial processes. The gradiometer coil is used as the front-end sensor of the proposed MIT system. As demonstrated through theoretical analysis and numerical simulation, the phase sensitivity to the conductivity of the gradiometer is greatly enhanced by eliminating the primary voltage with differential coils. The sensitivity is tunable by the residual voltage. The experimental test illustrates that 2 • /(Sm −1 ) sensitivity can be achieved at 10 MHz. The eight-channel MIT system MIT hardware is based on a dual-channel data acquisition board PCI-5122 at 100-MS/S sample rate per channel and a waveform generator PCI-5412 as the 10-MHz excitation source. One frame of data contains 64 phase measurements, and each is calculated with the built-in fast Fourier transform (FFT) function on LabVIEW. With full-period sampling and averaging, the sensor array can achieve less than 5-m • phase noise. The system yields good long-term stability with a phase drift less than 20 m • over 4 h. We use a FEM model to solve the forward problem and then reconstruct the 2D images by a one-step Laplacian regularization algorithm. The experimental phantom tests show that the system is capable of imaging the conductivity distribution and also indicate that the images' quality becomes better by tuning an appropriate regularization coefficient.
I. INTRODUCTION
Cross-sectional imaging (or tomography) of the spatial electrical conductivity distribution inside a pipe or the human body has been an active research goal in instrumentation technology. Compared with the conventional single-point measurement, tomography can provide further information indicating the true state of the measured object. The applications to image conductive fluid (mostly lower than 10 S/m [1] ) are of particular interest, because these are found in certain industrial processes [2] , [3] and medical applications [4] , [5] . Two typical low conductivity applications are imaging the saline water in multiphase flows [6] and imaging cerebral stroke [7] . For oil field production, non-intrusive and non-invasive
The associate editor coordinating the review of this manuscript and approving it for publication was Lusheng Zhai. measurement of water volumetric flowrate in pipelines and separators is important for controlling productivity [8] . Other industrial applications includes oil-saline separation process of the crude oil production [9] and water contamination treatment [10] . For clinical diagnosis, imaging the position and the size of the hematoma are vital to diagnose the stroke which is a major cause of mortality.
Magnetic induction tomography (MIT), also known as electromagnetic tomography (EMT), is a relatively new process tomography modality aimed at imaging the distribution of permeability and/or conductivity. Its low cost, non-radiative, non-intrusive and non-invasive features make this technique extremely attractive. Compared with other hard-field tomography modalities, it has great potential in large-scale industrial processes, which cannot be achieved by such as magnetic resonance imaging and ultrafast X -ray [11] .
Compared with its counterpart technique Electrical Impedance Tomography (EIT), MIT has the advantage that it does not require direct contact with the object. Therefore, MIT avoids the errors that are related to electrode contact impedances. MIT can look better through insulating layers, e.g. pipe which is made of rubber or skull which is made of bone tissue [12] . All the applications applicable to EIT are potential applications for MIT. Similar non-contact and non-intrusive characteristics are also exhibited by Electrical Capacitance Tomography(ECT) which operates effectively through an air gap for imaging of dielectric materials (electrical permittivity ( )), but ECT is unsuitable for conductive materials (σ ω ) because the air layer dominates the response.
MIT applies a primary magnetic field B with an excitation coil. The distribution of the magnetic field depends on the arrangement of the sensors and the distribution of the material in the sensing area. This is also known as the soft-field effect. A secondary magnetic field B is then generated by the eddy current induced in the object. By measuring the resultant total field B + B, the distribution of the electric properties can be reconstructed with proper algorithms. As suggested in [11] [1], MIT systems can be divided into two categories: high-conductivity imaging for metal-related applications and low-conductivity imaging for conductive fluid imaging (biological and multiphase flow). The target applications of this paper fall into the latter category. The development of MIT for conductive fluid is more difficult because the electrical conductivities are many orders of magnitude lower than those of metals. A general challenge is that the response signal has a large common-mode voltage V 0 induced by primary field B and an extremely small V induced by secondary field B [12] , giving that | V /V 0 | 1 because the conductivity is usually smaller than 2 S/m for biomedical measurement [13] and 10 S/m for industrial applications [1] . For example, | V /V 0 | can be as low as 10 −7 at β-dispersion [14] . Digital acquisition of these signals requires an impractical high resolution ADC [15] . Therefore, it is strongly recommended to eliminate the induced common-mode signal V 0 so as to improve the signal dynamic range and signal-to-noise ratio (SNR) [16] .
Significant efforts have been made in MIT system design. For the single sensing coil scheme, the requirements of the hardware system are more demanding without removing the primary field. Enhancement of the hardware resolution and SNR has been attempted with some successes by using downconversion, digital demodulation, and high-performance commercial acquisition board. S. Watson et al. designed a 16-channel system that is capable of imaging conductivity below 10 S/m [1] . The system has a fixed operating frequency of 10 MHz and the received signal is heterodyne downconverted to make measurements. W. Yin et al. proposed a highly integrated digital MIT system for metal object imaging based on field programmable gate array (FPGA) [17] . Wei and Solemani developed a two-phase flow imaging experimental platform using the 16-channel MIT system.
The experimental results indicate that a conductivity contrast as small as 1.58 S/m can be imaged [18] .
The differential configuration is a preferable solution for capacitive and inductive sensors to deal with the high common-mode signal and to enhance the dynamic range. Z. Cui et al. studied a differential configuration consisting of concentrically arranged dual array electrodes to cancel the standing capacitance for ECT and an average improvement of 10.8 dB in SNR was achieved [19] . E.J. Mohamad et al. applied two differential excitation potentials in ECT to increase the voltage across the center of the pipe and consequently, the linear relationship between the capacitances and the permittivity was improved dramatically [20] . H. Paysen at al. designed a gradiometric receive coil to attenuate the unwanted signal arising from the excitation field and a 17 dB lower background level was obtained compared to the conventional Tx-Rx coil, which is crucial for detecting low amounts of magnetic nanoparticle [21] . The differential coil scheme has also been adopted in some reported MIT systems and there are some good examples. J. Rosell-Ferrer et al. presented a multi-frequency MIT with planar gradiometer to detect signal and to improve the ratio of | V /V 0 |. The gradiometers were oriented in the z-direction producing an antisymmetric sensitivity map along the z-axis. [22] . Z. Xu et al. proposed a MIT in which the excitation coil and the detection coil are coaxially fixed, and an axial gradiometer was used as a detection coil to eliminate a primary magnetic field [16] . M. O'Toole et al. used receiver coils that are wound in a gradiometer arrangement for biomedical and metallic measurement in industrial scale applications. Lead-screw mechanism and tuning loops were used to balance the gradiometer precisely [23] [24] . Although previous works utilized gradiometer coil as an effective technique to cancel the primary field, more detailed and instructive analysis about the design parameters of the sensor is still not adequate.
This paper presents substantial sensor design about gradiometer coil (sensitivity, linearity, etc.) and develops an 8-channel MIT system using gradiometer coils as the front-end sensors. Both the measurement hardware and the image reconstruction algorithm are presented. There now follows descriptions of the gradiometer sensor in Section II, excitation and sensing electronics in Section III, forward and inverse problem in Section IV, system characteristics in Section V, and experimental results in Section VI.
II. GRADIOMETER COIL DESIGN A. MEASUREMENT PRINCIPLE
In Fig. 1 , two identical induction coils are placed coaxially at an equal distance from the excitation coil. An alternating current is applied to the excitation coil to generate a primary magnetic field. The eddy current is induced in the measurement target by the primary magnetic field. Therefore, a secondary magnetic field will be generated, which produces electromotive force in the sensing coil. Two sensing coils are connected in anti-phase to eliminate common mode signal and to pick up the differential signal.
The voltages induced by the secondary field in the sensing coils V 1 and V 2 can be expressed by a quasi-static approximation [1] :
where V 1 and V 2 are the voltages induced by the primary field in sensing coil 1 and 2, respectively. σ , r and µ r are the electrical conductivity, relative permittivity and magnetic permeability of the target, 0 and µ 0 are the permittivity and permeability of free space, ω is the angular frequency of excitation signal, P 1 and Q 1 are the geometrical factors that depend on the size and shape of the target and its position relative to the coil. The same formula applies to sensing coil 2 but with different geometry factors P 2 , Q 2 . Fig. 2 represents the primary and secondary signals by the phasor diagram. The real part of V 1 /V 1 and V 2 /V 2 is related to the change in relative permeability µ r and permittivity r while the imaginary part reflects the change in conductivity σ . The first term on the right side of equation (1) arises from the induced eddy current in the target, and the second term is from the magnetic polarization of the target. In this paper, only non-magnetic materials are considered (µ r = 1), so the second term on the right-hand side is zero.
The phase of the induced voltage in sensing coil 1 is derived from equation (1), since
The sensitivity of the phase to conductivity:
As for perfectly symmetric gradiometer coil, the distances from the two sensing coils to the excitation coil are equal and the central axis of the coil planes are aligned. In this situation, the primary voltages produced by the excitation coil in the sensing coils are equal (V 1 = V 2 = V 0 ) but connected in antiphase. The secondary voltage in the two sensing coils V 1 and V 2 are not equal because of the different separation from the target (P 1 = P 2 ). Thus, the differential output of the gradiometer coil (in Fig. 1 ) is:
The signal phase of the gradiometer coil is defined by:
The sensitivity of phase to conductivity is defined to be:
where a = ω 0 ( r − 1). The sensitivity s g of the gradiometer coil is non-linear in this case. In practice, it is difficult to adjust the gradiometer coil to be symmetric perfectly. And more importantly, considering the nonlinearity of s g in equation (6), it is unnecessary to do so.
We are going to demonstrate that presenting a small residual voltage deliberately can preserve the linearity of the sensor. Modified from equation (4), the output of the gradiometer with a small residual voltage is: (7) where V res = V 1 − V 2 is the residual voltage due to the non-ideal symmetry of the gradiometer coil.
And the corresponding phase of gradiometer coil: (8) simplifies to the form:
The resulting sensitivity (V res > 0) of the gradiometer is: With the unknown geometrical factor P 1 and P 2 , the sensitivity enhancement of the gradiometer coil cannot be distinguished intuitively by comparing formula (3) and (10) . Numerical simulations on COMSOL Multiphysics are employed in the following section to reveal the sensitivity enhancement of the gradiometer coil.
B. COMSOL SIMULATIONS
The theoretical analysis of gradiometer coil in Section II-A is validated on the AC/DC module of Comsol Multiphysics. A diagram of the gradiometer coil model together with a cylinder conductive test object is shown in Fig. 3 . The excitation coil has 4 turns and the sensing coil has 8 turns. The distance from the sensor to the object d 2 is assumed to be fixed at 5 mm. A 10-MHz primary magnetic field is produced by applying 100 mA current at the excitation coil.
The output signal of the gradiometer coil is obtained by subtracting the induced signals in sensing coil 1 and 2. In this case, d 1 = 6 mm, d = 0.15 mm. The conductivity of the test object is changed from 0 S/m to 10 S/m. Fig. 4 shows the phase sensitivity to conductivity. The results show that the sensitivity of sensing coil 1 is −0.043 • /(Sm −1 ), greater than that of sensing coil 2 −0.023 • /(Sm −1 ) because sensing coil 1 is closer to the test object. In contrast, the sensitivity of the gradiometer s g is −1.91 • /(Sm −1 ). Significant sensitivity enhancement is demonstrated with a gradiometer coil compared to a single-sensing coil.
Two key design parameters of the gradiometer sensor are further discussed, namely d 1 (the distance between excitation coil and sensing coil) and d (the distance asymmetry, see Fig. 3 ).
In formula (10), as d 1 increases, the primary voltage V 0 would decrease since the magnetic flux across the sensing coils reduces but the geometrical difference (P 1 − P 2 ) would increase. In theory, there is an optimum value of the sensitivity s g at some point. It is complicated to solve it analytically but it can be demonstrated by numerical simulation. By fixing the residual voltage V res while changing d 1 , the corresponding s g is obtained as shown in Fig. 5 . An optimal s g is achieved at d 1 = 7 mm. It would be noteworthy that s g is less sensitive to d 1 compared to d in Fig. 6 .
Another important parameter is d. When d = 0 mm, V res = 0 since the gradiometer coil is perfectly symmetrical. As shown in Fig. 6 (a) , the sensitivity is monotonic but nonlinear. The sensor is highly sensitive to changes in electrical conductivity at this state. When d > 0 (V res > 0), larger d leads to increased V res , which results in lower sensitivity but higher linearity. In Fig 6 (a) , each line is a phase response for different d. The R 2 in the figure indicates how close the data are to the linear regression. As d increases, the R 2 of linear fitting enlarges correspondingly. Fig 6 (b) shows that high sensitivity of the gradiometer can be achieved by a small d, but this would result in nonlinearity of phase sensitivity and a smaller V res meanwhile. V res should not be excessively small to ensure it does not fall below the noise level of the detectors. Therefore, due to the required SNR, the sensitivity s g is confined by an upper bound. Another problem with an excessively small d is that it is mechanically unstable and vulnerable to vibration or displacement, causing a sensitivity drifting in practical usage. Fig 6 (b) illustrates the preferable region for compromising between the sensitivity and the stability & SNR.
In summary, the characteristics of the gradiometer coil, including sensitivity, linearity, and signal-to-noise ratio (SNR), depend on d and d 1 . An advised guideline for designing a gradiometer coil includes three steps:
• Set down the radius and the number of turns of the coil.
The radius of the coil depends on the size of the sensing area and the optimum number of turns is a compromise between maximizing sensitivity and avoiding self resonance.
• Choose an appropriately large d 1 . The size of the sensor is prior to the sensitivity s g when tuning d 1 because s g is less sensitive to d 1 .
• Adjust d to get the required sensitivity and linearity. It is practical to observe V res by an oscilloscope as an indicator of d instead of measuring d directly.
III. SYSTEM DESIGN A. SYSTEM OVERVIEW
The MIT system (see Fig. 7 ) comprises four subsystems:
(1) the sensor array consisting of 8 gradiometer coils; (2) the excitation circuits to drive gradiometer coils; (3) the signal conditioning circuit; (4) the measurement and channel switching module, including a FPGA board and a host computer. The operation principle is as follows. One of the 8 excitation channels is selected and enabled. The 10-MHz signal source is provided by the National Instrument DAC board PCI-5412. The rest of the other 7 excitation channels are disabled as an open circuit. The 8 differential sensing coils are then sequentially enabled. The sensing signals are multiplexed to the measurement module to measure the signal phase by using the excitation signal as a reference.
One frame of data consists of 64 phase values covering all the excitation/sensing coil combinations (8 × 8). For conductivity imaging, two frames of data are required, one frame with the test object within the sensing area and another reference frame for an empty detector space or some other conditions. An image of the conductivity distribution is then reconstructed with the proposed Laplacian regularization method (Section IV-B). The following sections describe details of the subsystems.
B. SENSOR ARRAY
Printed circuit board (PCB) is used to fabricate the proposed coils in a low-cost and simple manner because PCB coils are mechanically stable, consistent in fabrication, and easy to adjust the separation [25] . To minimize phase shift due to capacitive coupling, all coils are connected with twisted-pair cables that are electrostatically shielded outside.
We use planar coils without ferrite ( Fig. 8 (a) ). The sensing coil has 8 turns with a trace width of 10 mils and a spacing width of 10 mils between adjacent traces. The excitation coil has 4 turns with a larger trace width of 20 mils to carry stronger excitation current. The spacing width is 12 mils between adjacent traces. The average of the inner diameter and the outer diameter is 40 mm. The inductance of the sensing coil is ∼ 6.7 µH (10 MHz) and the inductance of the excitation coil is ∼ 1.7 µH (10 MHz). Measured with an impedance analyzer (Keysight E4990A), the resonance frequencies are 32.2 MHz and 41.0 MHz for sensing coil and excitation coil, respectively. To make a gradiometer sensor, two sensing coils and one excitation coils placed at 6 mm apart with plastic screws and nuts. Plastic gaskets are used to adjust the spacing between coils slightly.
The sensor array evenly arranges 8 gradiometers outside the circumference of 12 cm in diameter, as shown in Fig. 8 (b) . There are 64 excitation/sensing combinations. Section II-A analyzes characteristics of the gradiometer coil sensor using VOLUME 7, 2019 the combination where the axial angle between the excitation and the sensing coil is 0 • as an example. The same physics applies to other combinations, but with different primary voltage and geometrical factor in formula (1). The spatial distribution of sensor sensitivity is revealed in Fig. 11 .
C. EXCITATION CIRCUITS
The excitation signal source is generated by PCI-5412, a 14-bit 100 MS/s DAC from National Instrument. The output of the signal source is passed to a power amplifier with a differential current of approximately 80 mA r.m.s. The power amplifier THS3095 from Texas Instrument has a wide bandwidth of 210 MHz and a maximum current drive of 250 mA. It has a disable function pin that places the output into the high-impedance state. Through the disable function of the chip, 8 excitation coils are enabled sequentially. The differential current source connects with the coils through shielded twisted-pair cable to guarantee minimum magnetic interference. To ensure temperature stability, a metallic heat radiator is attached on the top of each power amplifier to dissipate the heat and a cooling fan is also used.
Two 5 serial resistors R s are added at the differential output of the power amplifier to avoid high current sink. As the coils are inductors, their load impedance increases proportionally with frequency. A high supply voltage is needed to drive a strong current at high frequency. To cope with this problem, we add a capacitor in series with the resistor to resonate the coils at 10 MHz, the desired frequency of the system [26] . This method works for a single operating frequency; to generate other frequencies requires different capacitors.
D. SIGNAL CONDITIONING CIRCUIT
The wideband analog multiplexer ADG1207 switches one of eight differential inputs to a common differential output to select the sensing signals. The input stage of the signal conditioning circuit is an instrument amplifier AD8429 that differentially amplifies the sensing signals. The differential input stage provides further rejection of unwanted interference due to capacitive coupling with the excitation coils. Two grounded resistors R Bias are connected at the non-inverting and inverting input pins to provide an appropriate bias current for AD8429. They also create a closed loop for the induced current in sensing coils. Later, amplification with OPA690 enlarges the differential signal by 35 dB. A secondorder Butterworth low pass filter with a cut-off frequency of 12 MHz is further used as an anti-aliasing filter to remove noise. The output signal is then passed to the dual-channel 14-bit data acquisition board PCI-5122.
After the sampling, the dual channel data are processed in LabVIEW. The phase of signals is measured with the Fast Fourier Transform (FFT) that is accomplished by a built-in FFT tone measurement module. Although other phase measurement methods are reported, FFT is fast and capable of achieving high precision up to sub-millidegree with full-period sampling and multiple averaging [27] .
E. MEASUREMENT AND CHANNEL SWITCHING MODULE
This module includes an FPGA board and a host computer (see Fig. 19 ). The computer controls the DAC board PCI-5412 to generate a sinusoidal signal to power amplifiers and communicates with an FPGA board through a USB cable to control the operation of the excitation coils as well as the sequential measurement of the sensing coils. At the same time, dual-channel acquisition with PCI-5122 is controlled by the computer as well. The real-time measurement results are displayed and stored on the computer software programmed by LabVIEW.
IV. SENSITIVITY MAPS AND IMAGE RECONSTRUCTION A. SENSITIVITY MAPS
The linear model describing phase change and the conductivity change σ is generally expressed as:
Sensitivity matrix S is the prior information of image reconstruction that maps the conductivity distribution to phase values. It consists of self-inductance and mutual inductance values covering all excitation and sensing coil combinations. The combination of each element sensitivity can be used to describe the sensing field due to the fact that it is discretized into N elements (N = 3260 in this paper).
The sensitivity matrix S is solved based on the reciprocity theorem [28] :
56738 VOLUME 7, 2019 where Z is the transfer-impedance change. σ is the conductivity change in the sensing area. v is the voxel of the discretization mesh in COMSOL. E 1 is the electric field produced by a current I 1 injecting into the excitation coil. E 2 is the electric field produced by a current I 2 injecting into the differential sensing coil. Sensitivity matrix in (12) has been previously reported and widely used. It reveals that the sensitivity coefficient for conductivity at any point in the object should be the dot product of the two electric fields [29] . The dot product of E 1 and E 2 in (12) is further expressed as [28] :
where B 1 is the magnetic field produced by a current I 1 injecting into the excitation coil, B 2 is the magnetic field produced by a current I 2 injecting into the differential sensing coil, k is a coefficient. The 2D MIT sensitivity maps matrix is calculated using COMSOL Multiphysics and Matlab with a 1:1 sensor model as shown in Fig. 10 . In a homogeneous space, the 8-channel MIT system has 64 sensitivity maps considering all excitation and sensing combinations, whereas among them only five maps are unique because of the symmetric structure. The axial angles between the excitation coil and the sensing coils of the five unique maps are 0 • , 45 • , 90 • , 135 • , 180 • . The COMSOL simulation model is 3-D and the sensitive maps should be 3-D theoretically. To simplify the reconstruction problem, only the average value of conductivity in the z-axis direction is considered. The two-dimensional sensitive maps in the X-Y plane are obtained by summing up the sensitivity values in the z-axis direction. Fig. 11 demonstrates the five unique sensitivity maps. There are three distinct features of these sensitivity maps: (1) There is a tubular sensitive area connecting the excitation coil and the sensing coil. Away from this area, the sensitivity is basically small. This could be explained that the inductive sensors are sensitive only to the flux that is perpendicular to their main axis [30] . (2) The sensitivity is high at the close proximity to the coils.
This characteristic is similar to the sensitivity maps of other soft-field modalities like ECT and EIT. (3) At the center of MIT sensor array, the sensitivity is low because the magnetic field generated by the inductive coil is divergent [31] . 
B. IMAGE RECONSTRUCTION
The purpose of the MIT image reconstruction is to estimate the conductivity distribution inside the object, given a set of phase measurement around the object. Image reconstruction is accomplished by solving an ill-posed and nonlinear inverse problem. Based on the measured phase of the induced voltage , the optimal estimation σ of the unknown conductivity distribution σ is retrieved. It is described as the following optimization problem:
where α is the regularization coefficient and L is the regularization matrix. 1 ≤ p ≤ ∞ is related to the so-called Lp norm. When p = 2, it is the Tikhonov regularization method, and the resulting image edges are smooth and blurred. When p = 1, the method is Total Variation with a penalty of L1 that preserves the edge of the image. One iterative way to optimize (14) is by writing it into the quadratic programming form that can be solved by the interior point algorithm [32] .
As for the non-iterative method, the one-step solution of the regularization method is expressed as (15) .
where L represents the second-order Laplacian operator matrix [33] , being added to make the image smoother. The computation cost of this method is relatively low which facilitates its real-time implementation. The key parameter of the Laplacian matrix L is the edge weight. Instead of fixing the weights like [33] , we define the weight of an edge connecting vertices i and j via a thresholded Gaussian kernel weighting function [34] .
where dist(i, j) is Manhattan distance between vertice i and the vertice j, and θ is a pre-defined parameter. The window length L w of the Laplacian matrix L is adjusted according to the required image smoothness. Fig. 12 shows two Laplacian matrices for different θ when L w = 3, c = 10.
V. SYSTEM CHARACTERISTICS A. SENSOR SENSITIVITY
The sensitivity experiment was carried out on a singlechannel gradiometer. Sodium chloride solution with 0.01 S/m ∼ 10 S/m was used to test the measurement performance of gradiometer for low conductivity objects. The NaCl solution in plastic bottles with 50 ml was placed close to the sensing coil. The bottom of the plastic bottom is 2 mm. The excitation coil is driven with 50 mA r.m.s., 10-MHz sinuous signal. When the experiment was conducted, the ambient temperature is 25 • C. In Fig. 13 , the phase sensitivity of the gradiometer sensor are The results indicate that gradiometer with higher sensitivity has a larger measurement noise because V res is smaller, making it more susceptible to noise and external interference. Therefore, there is a trade-off between the sensitivity and the noise level. Fig. 14 shows that the sensitivity is less sensitive to d 1 as analyzed in Section II-B. The phase noises of three d 1 are at the same level approximately. The phase offset of three curves in Fig. 14 may due to changes in capacitive coupling between coils, which is caused by the change of separation between coils. The phase offset will not make a difference because only phase change is used for image reconstruction. 
B. PHASE LINEARITY
To evaluate the phase linearity, the phase difference of the driving signal and the reference signal was generated from 0 to 1000 millidegree with a step of 50 millidegree with a signal generator AFG3022B (Tektronix). The operation frequency was set to 10 MHz. The sampling rate of the PCI-5122 is 100 MSPS. The phase was measured by FFT tone module in LABVIEW. 30 phase values were averaged to reduce the measurement uncertainty. The phase linearity and the phase noise at each point are shown in Fig. 15 .
A linear regression model was applied to the results in order to evaluate the linear relationship between the ground truth phase and the measured phase. The correlation coefficient (R 2 ) value of the linear regression model is 1.0000 and the phase noise (standard deviation) is mostly within 1 m • .
C. PHASE NOISE
The phase noise was measured by calculating the standard deviation of the phase measurement over 30 phase samples. To determine the noise of the system, a frame of data was collected with no test object present in the array. The phase was computed for all 64 excitation/sensing combinations. The mean and the standard deviation (noise) of 30 phase value for each combination channel was calculated. The system's average noise was calculated by averaging over all 64 channel combinations.
The result in Fig. 16 shows that the maximum phase noise does not exceed 10 m • and the average phase noise of the 64 phase measurement is 4.9 m • . The phase noise show a periodic variation that is closely related with the amplitude of the induced voltage (as shown in Fig. 17) . Since the noise level of the MIT hardware system is relatively constant throughout the measurement, a larger signal amplitude associates with a larger SNR of the received signals, resulting in smaller phase noise as shown in Fig. 16 .
D. PHASE DRIFT
Phase drift represents the long-term stability of the system. In order to determine the drift of the system, 240 phase measurements are collected at a 1-minute interval. The total measurement time is 4 hours. The drift is calculated by measuring the difference between the maximum and minimum values of all measurements for each excitation/sensing combination. Then the phase drift of the system is defined as the average of all channel combinations.
Phase drift is shown in Fig. 18 . The maximum phase drift within four hours was 20 m • . The results suggest that with properly designed of the system mechanisms, such as hardware chassis, metal radiator, and cooling fan, the observed phase drift is low. These mechanisms are considered to be capable of protecting the hardware from external interference, such as temperature change.
VI. IMAGE RECONSTRUCTION EXPERIMENTS A. EXPERIMENT SETUP
Several experimental tests were carried out to show the capability of the MIT system for conductive fluid applications. Four phantoms are applied, that is, one-object, two-object, three-object, and annular phantom that simulates annular flow. The first three phantoms are simulated by placing 2-cm diameter plastic bottles filling with NaCl solution in the sensing area of the MIT system. The annular phantom is simulated with a 6.5-cm diameter bottle holding the NaCl solution and a 2.8-cm diameter bottle that drains off the solution. The conductivity of all sodium chloride solutions in this experiment is 2 S/m.
The excitation coils are driven by 10-MHz, 80 mA r.m.s. current. And 8 differential sensing coils are sequentially enabled and acquired with 100 MSPS sample rate to the measures the phase shift. It takes 20 seconds to get a frame containing 64 phase values. The frame rate is primarily constrained by the serial data acquisition sequence and long downloading time of PCI-5122. Frame rate could be accelerated with more parallel data acquisition channels.
In Fig. 19 , the system configuration shows the experimental setup of MIT system. The system consists of a sensor array with 8 coils of gradiometer, an FPGA board, an excitation and sensing circuit, a data acquisition system based on National Instrument (NI) and a host computer.
It is a good practice to warm up the system for 15 minutes before measurement. Because when the circuit is powered on, the temperature of the components gradually increases. It takes time to reach a balanced state of the circuits. In general, the measurement values are unstable before warming up. Fig. 20 illustrates one frame of phase change obtained from Phantom 1. The background frame for reference is homogeneously filled with air.
B. EXPERIMENT RESULTS
The image correlation coefficient (ICC) is used to quantitatively evaluate the image quality between the reconstructed and the ground truth conductivity [33] . A larger value of correlation coefficient suggests a better image quality. ICC is defined by:
where N is the number of pixels and in this work N = 3260; σ i and σ avr are the i th element and the average of the reconstructed conductivity variation; σ i and σ avr are the i th element and the average of the true conductivity variation, respectively. Table 1 summarizes the experimental results for four phantom tests by tuning the coefficient α of one-step Laplacian regularization in formula (15) from 10 −6 to 10 −3 . And ICC is calculated for each reconstructed image in the table.
Phantom 1 was designed to evaluate the reconstruction performance of single object. The reconstructed image is prominent and stable with the tuning parameter α. From 1 × 10 −6 to 10 −3 , the position of the target is clear and the shape is distinct. The image artifact is the smallest at 1×10 −5 where the largest ICC is obtained. Phantom 2 and 3 evaluated the reconstruction performance of multiple objects with close locations. The reconstructed results of Phantom 2 show that the two objects are clustered into a big pixel group due to the low spatial resolution if the regularization coefficient α exceeds 1 × 10 −3 . But, conversely, a smaller α results in weaker regularization effect. α = 1 × 10 −5 is the optimal parameter where ICC = 0.604. Phantom 3 tested the performance of imaging three conductive objects. The three objects tend to cluster in one group if the regularization coefficient exceeds 1×10 −5 . Although the three ground-truth objects can be visualized by tuning α = 1 × 10 −5 , they are contaminated with some image artifacts in the reconstructed images. Phantom 4 illustrated a annular flow model. It is most distinguishable at α = 1 × 10 −5 , and the corresponding ICC = 0.687.
VII. CONCLUSION
This paper introduces a magnetic induction imaging system with gradiometer coils as front-end sensors. Through theoretical analysis and numerical simulation, it is proved that the sensitivity of gradiometer coil can be significantly improved by subtracting the primary magnetic field with the differential sensing coils. The experiment results confirmed the capability of the proposed MIT hardware system and the Laplacian regularization for inverse problem. The MIT system is expected to generate high-quality images with proper α for phantom tests. For multi-object and other complicated objects, it is suggested by the results that the spatial solution is lower with obvious reconstructed errors.
The presented MIT system renders possible the noncontact imaging of the electrical conductivity by applying highly resolving hardware and elaborate signal processing. This not only led to further research to image various biomedical applications but also to certain low conductivity industrial process applications like multiphase flow measurement. Future research will focus on accelerating the speed of data acquisition and improving the quality of reconstructed images.
