Absrrofr-One of the main obstacles in the safety analysis of wntinuous and hybrid systems has been the computation of the reachable set for continuous systems in high dimensions. I n this paper, we present a novel method that exploits the structure of linear dynamical systems, and the monotonicity of the exponential function in order to obtain safeq certificates of continuous linear systems. By over-approximating the sets of initial and final states, the safety verification problem is expressed as a series of geometric programs which can be further transformed into linear programs. This provides the ability to verify the safety properties of high dimensional linear systems with realistic computation times. In addition, our optimization based formulation computes time intervals over which the system is safe and unsafe.
I. INTRODUCTION
The safety (or reachability) problem asks whether a set of unsafe (final) states is reachable from a set of initial states while satisfying the system dynamics. This is a problem that even for linear systems of the form 5 = Ax has clearly escaped analytic solution. Furthermore, exact or approximate computational approaches have been quite expensive, and, therefore, limited to systems of small dimension. This has constrained the verification of hybrid systems to systems that do not exceed three or four continuous variables.
Computing the exact reachable set for linear systems starting in a semi-algebraic set is possible under certain eigen-structure conditions [I] , [2] , by relying on expensive quantifier elimination techniques [3]. In [4], quantifier elimination techniques coupled with understanding of linear system eigenstructure resulted in over-approximating the reachable set for linear systems with almost arbitrary eigenstructure.
Methods for exact computation of reachable sets should be contrasted with approximate methods, which over-or under-approximate reachable sets using a variety of set representations such as polyhedra, level sets, or ellipsoids. Approximate reachability computations rely on numerical methods for Hamilton-Jacobi equations niques make these approaches very valuable and precise, but for small dimensional systems.
In this paper, we are interested in the following safety (reachability) problems for linear dynamical systems of the form x = Ax where state x E R". Problem 1.1: (Safety verification) Given a linear system and two polyhedral sets X U and X f , determine if system trajectories starting in XO can ever reach X f .
Solutions to the above problem can be used to prove that a certain set can be reached or avoided. They can also be used to provide refutation for counter-example guided predicate abstraction techniques for hybrid systems [9]. The following problem also extracts some timing information regarding reachability. Problem 1.2: (Timing verification) Given a linear system and two polyhedral sets X, and XI, compute the minimum and maximum amonnt of time it takes to reach Xf from xo .
Solutions to the above problem extract timing information that would be critical in abstracting dynamical systems by simple timing intervals. A solution to the above problem would also allow abstracting hybrid systems with linear dynamics by timed automata [IO] , enabling the verification of temporal properties ,of hybrid systems. In order to address the above problems for high dimensional systems, we use a combination of optimization techniques, in particular linear, geometric, quadratic, and fractional programming which are known to be very scalable. By over-approximating polyhedral initial and final states in modal or polar coordinates, the safety verification problem is written as a series of geometric programs which can be further transformed into linear programs. This provides the ability to address the above problems for high-dimensional linear systems with realistic computation times.
11. SAFETY 'ANALYSIS OF LINEAR SYSTEMS We consider linear systems of the form, x = Ax, (1) where z(t) E IW" is the state at time t, and A E WXn is the system matrix. Given an initial state 10 = x(O), the solution to the differential equation ( 
A. @stem decomposition
Our solutions to the above problems rely on the wellknown decomposition of linear systems in modal coordinates. Throughout the paper, it is assumed that system matrix A is diagonalizable, therefore A can be written as,
where A E Cnx" is a diagonal matrix whose diagonal entries are eigenvalues of matrix A, and T E Cnxn is an invertible transformation matrix. By the complex conjugate symmetry property of matrices with real entries, eigenvalues of the system matrix A can be written as, where ai are the real and w; are the imaginary palts of the eigenvalues A;. Since the matrix A is diagonalizable, the linear system (1) can be decomposed as, so that eigenvalues of AI E W("-2m)x("-2m) are the real eigenvalues in (12) and eigenvalues of A2 E Wzmxzm are the complex conjugate pairs in (10) and (I 1) .
LINEAR SYSTEMS WITH REAL EIGENVALUES
In this section, we consider linear systems with real eigenvalues. We first transform the system in modal or eigen-coordinates. Note that, throughout the paper, we use the notation min 1 max f (I) to express that the minimum and maximum values of the function f(z) are computed subject to the same constraints.
A. Transforming the system in eigen-coordinates
Assuming the matrix A is diagonalizable, we have, A = T-lAT where T E W"'" is an invertible transformation matrix whose columns are left eigenvectors of A and A E R " ' " is a diagonal matrix whose diagonal entries are eigenvalues of matrix A. If we define a new state vector z E W", z = T z , then we obtain the following equivalent differential equation and its solution,
where X i are the eigenvalues of the system matrix A and zo = TZO is the initial state vector. Hence, by the transformation z = TI, we break the verification problem of the linear system 0 = A s into verification problems of multiple I-dimensional linear systems.
The transformed states and the sets in eigen-coordinates are as follows, 
If tkax < 0 then we.can conclude that the set of final states of subsystem i is not forward reachable from the set of initial states and therefore S a f e r~, +~) ( A , X O , X,) = 1. We split the initial set of states into two subsets each of which are defined in negative orthant of the eigenspace as zo", 5 zoi < 0 and positive orthant of the eigenspace as 0 < to; 5 t$. Since I-dimensional final set of states is not reachable fiom the states that belong to the subset in the negative orthant z,$ 5 zo; < 0, it's sufficient to verify the subsystem i for the subset 0 < 5 $. The rest of the verification can be done as in case 1.
Remark:
Note that, a safety certificate for any 1-dimensional subsystem i is a sufficient safety certificate for the overall system.
B. Illustrative Example
Consider the 2-dimensional system matrix, 
C. High Dimensional Verification
We implemented our method presented in Section 111 using MATLAB. The results, performed on a laptop which has an Intel Pentium-4 2.4GHz processor and 512 MB computing over-approximations of the initial and final states in modal coordinates using linear programs.
Iv. LINEAR SYSTEMS WITH COMPLEX EIGENVALUES
In this section, we consider linear systems with complex eigenvalues. In this case, we shall transform the systems in polar coordinates.
A. Transforming the optimization in polar coordinates
The matrix A E WZmxZm can be decomposed into block diagonal form by an invertible transformatian matrix T E W2mx2m. If 
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HOXO i ho, However, we need to identify angles whose difference is an integer multiple of 271. Therefore, in the optimization programs, SF; + 2k;rr and Of, + 2 k i r for k, E Z should be used as the lower and upper bounds of Of.
For a 2-dimensional subspace, the over-approximation in polar space is illustrated in Figure 2 where z1 and z~ are the states, 2, is the original set and 50 is the over-approximated set such that 20 C 2 0 .
Subsituting the over-approximated sets (35) and (36) into (34) and writing the constraints pf; = eaitpo; as piienitpo; = 1 yield the following relaxed optimization programs, minimax t , 
B. Yerifcation in p coordinates
The 
C. Verification in 9 coordinates
The optimization programs in 9 coordinates are, midmax t , 
E. High Dimensional Verification
We implemented our method presented in Section IV using MATLAB. The results in different dimensions are V. CONCLUSIONS In this paper, we have presented a novel method to obtain safety certificates of continuous linear systems by exploiting the structure of linear systems and the monotonicity of the exponential function. 'The safety verification problem was written as series of geometric programs and further transformed to equivalent linear programs which provides the ability to verify the safety properties of (high dimensional) linear systems in realistic computation times. Our method provides time intervals over which the system is safe and unsafe.
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