In this paper we use the Zeilberger-Bressoud approach to prove a master theorem, which is stated in terms of tournaments. A tournament T on n vertices is a set of ordered pairs (i, j) such that 1 < i ] j < n and (i, j) e T if and only if (j, i) 4 T.
Equivalently, T can be thought of as a directed graph with vertices 1,. . . , n and edges directed from i to j for all (i, j) e T. Thus we write i -j] if (i, j) E T. The tournament T is transitive if the relation -, is transitive. Equivalently, T is transitive if it contains no cycles (i -
-k -* i). Otherwise, T is nontransitive. THEOREM The main results of ?2 are the corollaries of these general results that involve choices of S'and 9 for which the summations on the RHS of (1.4) and (1.5) can be expressed explicitly as a product. Many of these corollaries have been conjectured by Kadell [8] .
(MASTER THEOREM
?3 introduces the notion of a tournamented statistic on a word. This is a generalization of the z-statistic used in the Zeilberger-Bressoud proof of the q-Dyson theorem, and is central to the proof of the master theorem, which is given in ?4.
In ?5 we demonstrate how the master theorem can be used to prove the q-Dyson theorem by a method analogous to Good But these initial conditions are clearly satisfied by the RHS of the result to be proved, and the result follows for a = e. In general, the result is obtained by applying C(a; a) = C(e; a(a)). C Theorem 2.2 has been conjectured by Kadell [8] . The expansion that we have used in its proof can also be used to deduce that the master theorem for a nontransitive tournament with some vertex with out-degree = 0 follows from the master theorem for nontransitive tournaments in which every vertex has out-degree 2 1.
From Theorem 2.2 and the master theorem we now deduce the q-Dyson theorem, conjectured by Andrews [1] and proved by Zeilberger and Bressoud [15] . from Proposition A2, with yi = qa,, i 1,. . . ,n, and the result is true for all n ? 1.
E
The constant term identities given in this section up to this point have been ones in which we have used Proposition 2.1 together with Theorems 1.3 and 2.2 to express the constant term as a q-multinomial coefficient multiplied by a weighted sum of r(a(a))'s. Furthermore, we have been able to simplify these summations to single terms. There are a number of constant terms that we can treat in this way, but in which we cannot simplify the summation. Examples of these are given in the following result. 
an [15] with appropriate modifications for the fact that instead of taking the product over pairs (i, j), 1 < i < j < n, the product is taken over pairs (i, j) E T, where T will be an arbitrary tournament. Perhaps surprisingly, the arguments are no more difficult when T is an arbitrary tournament. As we shall see at the end of this section, Theorem 2.2, which takes its product over transitive tournaments, is a corollary of the argument we shall use to prove Theorem 1.3. It is assumed that the reader has access to the Zeilberger-Bressoud proof [15] , hereafter referred to as Z.-B., to which we shall frequently refer.
PROOF. Let the required generating functions be denoted by IT(a) (for INVT) and 'T(a) (for MAJT). If T has winner permutation a, then clearly T(a) = E(a(a)) and 'T(a) = 'E(a(a)
Let us initially assume that T is an arbitrary tournament on n labelled vertices and begin as in Z. Thus no row can be completely vacated unless there is a row with out-degree n -1 in T and that row has been completely vacated first. Once a row has been completely vacated we eliminate the corresponding node from all subsequent tournaments S. Since T is nontransitive we must eventually get down to a subtournament in which no vertex beats every other vertex and thus no more rows can be vacated. Since we can never completely empty all partitions in P, eventually the tournament S must be nontransitive. Ol
Let us now look at what comes out of Algorithm 3.2 modified. It will always be an element of -as defined in ?3 of Z.-B. with the following modifications:
(ii) We shall call our nontransitive tournament defined by the algorithm S to avoid confusion with the initial specified tournament T. The k th term in the RHS of ( * * ) corresponds to the tournaments in which vertex k has in-degree equal to n -1. These tournaments are disjoint for k = 1,.. , n and n contains all other tournaments on n vertices. Thus, multiplying both sides of (* *) by P(e; a) and equating constant terms, we have Similarly, we might try proving the master theorem by constructing an analogue of (***) in which the product on the LHS is taken over (i, j) E T for a nontransitive tournament T. However, we have been unable to find such an expansion in which the terms on the RHS yield recognizable constant terms. It certainly would be useful to find an analogue of (*) which allows us to deduce the master theorem, though it appears to be a difficult task.
A final approach that we mention is to try to prove that the constant term in the master theorem is equal to the negative of itself, and hence must be zero. This "asymmetry" approach can be carried out for special values of a, as given in the following result. T; al,, ak,...,a,,. ..,an) = C (T; a,,...,a,,..ak9... 
an)
and the result follows immediately. El The choice of S in the above proof was found by N. Alon (private communication). One corollary of this result is worth mentioning. 
