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Abstract
A systematic procedure is developed for constructing fermion systems in discrete
space-time which have a given outer symmetry. The construction is illustrated by
simple examples. For the symmetric group, we prove that fermion systems exist
only if the number of particles satisfies certain constraints. When applied to physical
systems, this result shows that the permutation symmetry of discrete space-time is
always spontaneously broken by the fermionic projector.
1 Discrete Fermion Systems with Outer Symmetry
We briefly recall the mathematical setting of the fermionic projector in discrete space-time
as introduced in [1] (see also [2] or [3]). Let H be a finite-dimensional complex vector space
endowed with a non-degenerate sesquilinear form <.|.>. We call (H,<.|.>) an indefinite
inner product space. To every element x of a finite set M = {1, . . . ,m} we associate a
projector Ex. We assume that these projectors are orthogonal and complete,
ExEy = δxy Ex ,
∑
x∈M
Ex = 1 , (1)
and that the images of the Ex are non-degenerate subspaces of H. We denote the signature
of the subspace Ex(H) ⊂ H by (px, qx) and refer to it as the spin dimension at x. We call
the structure (H,<.|.>, (Ex)x∈M ) discrete space-time. M are the discrete space-time points
and Ex the space-time projectors. The fermionic projector P is defined as a projector on
a subspace of H which is negative definite and of dimension f . The vectors in the image
of P have the interpretation as the quantum states of the particles of the system, and f is
the number of particles. In what follows, we refer to (H,<.|.>, (Ex)x∈M , P ) as a fermion
system in discrete space-time or, for brevity, a discrete fermion system.
We point out that in [1, 2] we assumed furthermore that the spin dimension is equal
to (n, n) at every space-time point. Here we consider a more general spin dimension (px, qx)
for two reasons. First, a constant spin dimension (n, n) would not be a major simplification
for what follows. Second, even if we started with constant spin dimension (n, n), the
corresponding simple systems (see Section 4) will in general have a spin dimension which
varies in space-time, and therefore it is more elegant to begin right away with a non-
constant spin dimension (px, qx).
In this paper we consider discrete fermion systems which have a space-time symmetry,
as described by the next definition. We denote the symmetric group of M (= the group
of all permutations of M) by Sm.
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Def. 1.1 A subgroup O of the symmetric group Sm is called outer symmetry group of
the discrete fermion system if for every σ ∈ O there is a unitary transformation U such
that
UPU−1 = P and UExU
−1 = Eσ(x) ∀x ∈M . (2)
Our aim is to characterize the discrete fermion systems for a given outer symmetry
group O.
2 Reduction of the Proper Free Gauge Group
The transformation U in Def. 1.1 is determined only up to transformations which leave
both the fermionic projector and the space-time projectors invariant, i.e.
UPU−1 = P and UExU
−1 = Ex ∀x ∈M . (3)
In simple terms, our goal is to “fix” such transformations, thereby making the transfor-
mation U in (2) unique. Then the resulting mapping σ 7→ U(σ) will be a representation
of the outer symmetry group on H, making it possible to apply the representation theory
for finite groups (see Section 3). In preparation, we need to study the transformations
of the form (3). As in [2], we introduce the gauge group G as the group of all unitary
transformations U which leave discrete space-time invariant, i.e.
UExU
−1 = Ex ∀ x ∈M .
A transformation of the fermionic projector
P → UPU−1 with U ∈ G
is called a gauge transformation. Clearly, the transformations (3) are gauge transforma-
tions, and they form the following subgroup of G.
Def. 2.1 We define the free gauge group F by
F =
{
U ∈ G with UPU−1 = P
}
.
The free gauge group describes symmetries of the fermionic projector which do not involve
a transformation of the space-time points, and which are therefore sometimes referred to
as inner symmetries. Unfortunately, the free gauge group is in general not completely
reducible, as the following example shows.
Example 2.2 Consider the case m = 2, spin dimension (1, 1) and f = 1. As in [2] we
represent the scalar product <.|.> with a signature matrix S. More specifically,
<u|v> = (u | Sv) ∀u, v ∈ H ,
where (.|.) denotes the canonical scalar product on C4 and S = S†, S2 = 1. By choosing
a suitable basis, we can arrange that
S =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 −1

 , E1 =
(
1 0
0 0
)
, E2 =
(
0 0
0 1
)
,
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where for E1/2 we used a block matrix notation (thus every matrix entry stands for a
2× 2-matrix). We represent the fermionic projector in bra/ket notation as
P = −|u><u | with <u | u> = −1 . (4)
We choose u = (1, 0, 0, 1). The free gauge group consists of all gauge transformations U
which change u at most by a phase. A short calculation yields that such U are precisely
of the form
U = eiα


1 iγ 0 0
0 1 0 0
0 0 eiβ 0
0 0 0 1

 with α, β, γ ∈ R. (5)
Hence F is group isomorphic to S1×S1×R (where R denotes the additive group (R,+)).
The subspace spanned by the vector (1, 0, 0, 0) is invariant, but it has no invariant com-
plement (this is indeed quite similar to the standard example of the triangular matrices
as mentioned for example in [5, Section 2.2]). Hence the group representation (5) is not
completely reducible. 
Our method for avoiding this problem is to mod out the subgroup of the free gauge group
which leaves every vector of P (H) invariant.
Def. 2.3 The trivial gauge group F0 is defined by
F0 = {U ∈ G with UP = P} .
Taking the adjoint of the relation UP = P we find that P = PU−1 and thus UPU−1 =
UP = P , showing that F0 really is a subgroup of F . Furthermore, for every g ∈ F ,
gF0g
−1P = gF0g
−1P 2 = g(F0P )g
−1P = gPg−1P = P ,
proving that gF0g
−1 ⊂ F0. Hence F0 is a normal subgroup, and we can form the quotient
group.
Def. 2.4 The proper free gauge group Fˆ is defined by
Fˆ = F/F0 .
In order to make Fˆ to a metric space, we introduce the distance function
d(gˆ, hˆ) = inf
g,h∈F
‖g − h‖H , (6)
where g and h run over all representatives of gˆ, hˆ ∈ Fˆ , and ‖.‖H is the sup-norm corre-
sponding to a given norm on H. Clearly, the topology generated by this metric coincides
with the quotient topology.
Example 2.5 In the setting of Example 2.2, F0 consists of all unitary transformations U
of the form (5) with α = 0. Hence the equivalence class Uˆ corresponding to a unitary
transformation of the form (5) is the set
Uˆ =

e
iα


1 iγ 0 0
0 1 0 0
0 0 eiβ 0
0 0 0 1

 with β, γ ∈ R

 .
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These equivalence classes are described completely by the parameter α, and thus Fˆ is
group isomorphic to U(1). Moreover, it is easy to verify that the topology induced by the
norm (6) coincides with the standard topology of U(1). Hence we can identify Fˆ with the
compact Lie group U(1). This group can be obtained even without forming equivalence
classes simply by restricting U to the image of P , because
U|P (H) = e
iα 1P (H) . 
The last example illustrates and motivates the following general constructions. It will
be crucial that I := P (H) is a definite subspace of H. Thus the inner product <.|.>
makes I to a Hilbert space. We denote the corresponding norm by
‖u‖I :=
√
−<u | u> .
Furthermore, we denote the unitary endomorphisms of I by U(I). Choosing an orthonor-
mal basis of I, one sees that U(I) can be identified with the compact Lie group U(f). The
condition P = UPU−1 in Def. 2.1 means that every U ∈ F maps I to itself, and thus the
restriction to I gives a mapping
ϕ : F → U(I) : U 7→ U|I .
Since every U0 ∈ F0 is trivial on I, the mapping ϕ is well-defined on the equivalence classes
F/F0. Furthermore, ϕ(U
′) = ϕ(U) if and only if U ′U−1 ∈ F0. Thus ϕ gives rise to the
injection
ϕ : Fˆ →֒ U(I) . (7)
Since every free gauge transformation U ∈ F maps the subspaces Ex(H) into themselves,
the corresponding ϕ(U) ∈ U(I) is locally unitary in the following sense.
Def. 2.6 A linear map U ∈ U(I) is called locally unitary if for all u, v ∈ I and all x ∈M
the following conditions are satisfied:
(i) Ex v = 0 ⇐⇒ Ex U v = 0.
(ii) <Ex U u | U v> = <Ex u | v>.
The group of all locally unitary transformations is denoted by Uloc(I).
Lemma 2.7 Uloc(I) is a compact Lie-subgroup of U(I).
Proof. Let A be the set of all symmetric operators A on I which satisfy for all u, v ∈ I
and x ∈M the conditions
Ex v = 0 ⇐⇒ ExAv = 0 and <ExAu | v> = <Ex u | Av> .
Obviously, A is a linear subspace of L(I) (where L(I) denotes the linear endomorphisms
of I). Furthermore, the above conditions are compatible with the Lie bracket {A,B} =
i[A,B], and thus A is a Lie algebra. The exponential map A 7→ exp(iA) maps A
into Uloc(I). In a neighborhood of 1 ∈ U(I), we can define the logarithm by the power
series
log(V ) = log(1 − (1 − V )) = −
∞∑
n=1
(1 − V )n
n
, (8)
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showing that the exponential map is locally invertible near 0 ∈ A. Hence the exponen-
tial map gives a chart near 1 ∈ Uloc(I). Using the group structure, we can “translate”
this chart to the neighborhood of any Vˆ ∈ Uloc(I) to get a smooth atlas. We conclude
that Uloc(I) is a Lie-subgroup of U(I). Finally, the conditions (i) and (ii) in Def. 2.6 are
preserved if one takes limits, proving that Uloc(I) is closed in U(I) and thus compact.
The construction of the next lemma allows us to extend every locally unitary map to a
free gauge transformation on H.
Lemma 2.8 (extension lemma) There is a constant C > 0 (depending only on I and
the norm ‖.‖H) such that for every locally unitary U ∈ U(I) there is a V ∈ F with
ϕ(V ) = U and
‖1 − V ‖H ≤ C ‖1 − U‖I .
This V can be chosen to depend smoothly on U , giving rise to a smooth injection
λ : Uloc(I) →֒ F ⊂ L(H) , (9)
which is a group homomorphism.
Proof. The first step is to “localize” U at a given x ∈M to obtain an operator
Ux : Ex(I)→ Ex(I) .
Introducing the abbreviations Ix := Ex(I) and Hx := Ex(H), we choose an injection
ιx : Ix →֒ I such that
Ex ιx = 1 Ix . (10)
We define Ux by
Ux = ExUιx : Ix → Ix .
Let us verify that this definition is independent of the choice of ιx. For two different
injections ιx and ι
′
x, we know from (10) that for all ux ∈ Ix,
Ex (ιx − ι
′
x)ux = 0 .
Using that U is locally unitary, we conclude from Def. 2.6 (i) that
0 = Ex U (ιx − ι
′
x)ux = (Ux − U
′
x)ux .
Let us collect some properties of Ux. First of all, choosing for a given u ∈ I the
injection ι′x such that ι
′
xExu = u, the above independence of Ux of the choice of the
injection implies that for all u ∈ I,
Ex U u = UxEx u (11)
and thus for all ux ∈ Ix,
Ex U ιx ux = Ux ux . (12)
As a consequence,
(U−1)x Ux ux
(12)
= (U−1)xEx U ιx ux
(11)
= Ex U
−1 U ιx ux = ux .
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In a more compact notation,
(Ux)
−1 = (U−1)x ,
and thus it is unambiguous to simply write U−1x . By restriction, we can also consider the
norm ‖.‖H on the subspace Hx. Since every unitary map in the Hilbert space I has norm
one, we can estimate the corresponding norm of Ux by
‖Ux‖H ≤ ‖Ex‖ ‖U‖I ‖ιx‖ = ‖Ex‖ ‖ιx‖ ;
note that the resulting upper bound is independent of Ux. Applying the same argument
to U−1x , we conclude that there is a constant c independent of Ux such that
‖Ux‖H + ‖U
−1
x ‖H ≤ c . (13)
Furthermore, we have the following estimates,
‖1 − Ux‖ = ‖Ex (1 − U) ιx‖ ≤ c ‖1 − U‖ (14)
‖1 − U−1x ‖ ≤ ‖U
−1
x ‖ ‖Ux − 1‖ ≤ c
2 ‖1 − U‖ . (15)
Finally, Ux is isometric on Ix. Namely, using the properties of the space-time projectors
together with Def. 2.6 (ii), we obtain that for all ux, vx ∈ Ix,
<Uxux | Uxvx> = <ExUιxux | Uιxvx> = <Exιxux | ιxvx> = <ux | vx> .
Our goal is to construct a unitary operator Vx : Hx → Hx which coincides on Ix
with Ux and satisfies the inequality
‖1 − Vx‖H ≤ C ‖1 − U‖I . (16)
Namely, provided that the operator Vx can be constructed for every x ∈ M , we can
introduce V by
V =
∑
x∈M
VxEx : H → H .
This operator is obviously unitary and invariant on the subspaces Hx, thus V ∈ F . Fur-
thermore, for all x ∈M and u ∈ I,
Ex ϕ(V )u = Ex V u = Ex Vx Ex u = Ex UxEx u
(11)
= Ex U u ,
proving that ϕ(V ) = U . Hence V really has all the required properties.
In order to construct Vx, we choose in Ix a non-degenerate subspace of maximal di-
mension and in this subspace a pseudo-orthonormal basis (ei). We extend this basis by
vectors (fj) to a basis of Ix (thus the vectors fj are all null and orthogonal to Ix). Next we
choose vectors hj ∈ Hx which are orthogonal to the (ei) and conjugate to the (fj) in the
sense that <fi | hj> = δij . Then the span of the vectors ei, fj and hj is non-degenerate,
and we can choose on its orthogonal complement a pseudo-orthonormal basis (gk). We
thus obtain a basis (ei, fj, gk, hj) of Hx. Using a block matrix notation in this basis, the
signature matrix takes the form
S =


S1 0 0 0
0 0 0 1
0 0 S2 0
0 1 0 0

 ,
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where S1 and S2 are diagonal matrices with entries equal to ±1. Without loss of generality,
we choose the norm on Hx such that it coincides in this basis with the standard Euclidean
norm on Cpx+qx.
We represent operators on Ix as 2 × 2 block matrices in the basis (ei, fj). Since the
operators Ux and U
−1
x are isometric on Ix and inverses of each other, one easily verifies
that they must be of the form
Ux =
(
W 0
C A
)
, U−1x =
(
W−1 0
D A−1
)
, (17)
where D = −A−1CW−1. The matrix W is unitary, meaning that W−1 = S1W
†S1. We
choose Vx as
Vx =


W 0 0 S1D
†
C A 0 B
0 0 1 0
0 0 0 (A−1)†

 with B = −12 ADS1D† . (18)
Obviously, Vx coincides on Ix with Ux, and a direct calculation shows that Vx is unitary
on Hx, i.e.
Vx S V
†
x S = 1 .
Using that, according to (13), the norms of all the matrix entries appearing in (17) can
be estimated in terms of c, we find that
‖1 − Vx‖ ≤ (1 + c
2)
(
‖1 −W‖+ ‖1 −A‖+ ‖1 −A−1‖+ ‖C‖+ ‖D‖
)
≤ (1 + c2) (‖1 − Ux‖+ ‖1 − U
−1
x ‖).
Applying (14, 15) give the desired inequality (16).
Finally, it is obvious from the explicit formulas (17, 18) that our choice of V depends
smoothly on U and that the mapping λ is a group homomorphism.
The last lemma shows in particular that (7) gives a one-to-one correspondence between
proper free gauge transformations and locally unitary transformations. Since Uloc(I) is a
compact Lie group, one might expect that Fˆ is itself compact. This is really the case, as
we now prove.
Lemma 2.9 Fˆ is a compact Lie group. The mapping
ϕ : Fˆ → Uloc(I) (19)
is a Lie group homomorphism.
Proof. We first consider the infinitesimal generators of the groups. We thus introduce
the following families of linear operators on H,
A = {A with A∗ = A, [A,Ex] = 0 ∀x ∈M and [A,P ] = 0}
A0 = {A with A
∗ = A, [A,Ex] = 0 ∀x ∈M and AP = 0} .
Obviously, these families are linear subspaces of L(H) which, together with the Lie bracket
{A,B} = i[A,B], form real Lie algebras. Furthermore, A0 is a subalgebra of A, and the
calculation
[A0, A]P = A0AP −AA0P = (A0P )A−A (A0P ) = 0
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shows that A0 is an ideal of A. Hence Aˆ := A/A0 is again a Lie algebra. (Since Aˆ is a
finite-dimensional vector space, we need not worry about introducing a norm or topology
on it.)
The exponential map a 7→ exp(ia) gives a mapping from Aˆ to Fˆ which is obviously
continuous. Assume conversely that Vˆ ∈ Bε(1 ) ⊂ Fˆ (corresponding to the distance
function (6)). Since restricting an operator on H the subspace I decreases its norm, we
know that for any representative V ∈ F of Vˆ ,
‖1 − ϕ(Vˆ )‖I ≤ c ‖1 − V ‖H
(with c independent of Vˆ and V ), and taking the infimum over all representatives, we find
that
‖1 − ϕ(Vˆ )‖I ≤ cε .
Since the map ϕ(Vˆ ) is locally unitary, Lemma 2.8 allows us to choose a representative V
of Vˆ satisfying the inequality
‖1 − V ‖H ≤ Cc ε .
Hence, after choosing ε sufficiently small, the logarithm of V may again be defined by the
power series (8). We conclude that the exponential map is invertible locally near 0 ∈ Aˆ,
and that its inverse is continuous. Hence the exponential map gives a chart near 1 ∈ Fˆ .
Using the group structure, get a smooth atlas. We conclude that Fˆ is a Lie group.
According to Lemma 2.8, the image of ϕ consists precisely of all locally unitary maps,
which by Lemma 2.7 form a closed subset of U(I). Furthermore, restricting the above
exponential map to I,
ϕ exp(ia) = exp
(
ia|I
)
, (20)
we obtain precisely the chart near 1 ∈ Uloc(I) constructed in Lemma 2.7. Hence ϕ is a
smooth map from Fˆ to Uloc(I). Its inverse can be written as ϕ
−1 = πλ with λ as given
by (9) and π : F → Fˆ the natural projection. Hence the smoothness of ϕ−1 follows from
the smoothness of λ.
The last lemma allows us to identify Fˆ with the compact subgroup Uloc(I) of U(I). As
the next lemma shows, compactness implies complete reducibility into definite subspaces.
Lemma 2.10 Let E be a finite group or a compact Lie group, and U a unitary represen-
tation of E on an indefinite inner product space H of signature (p, q). Then H can be
decomposed into a direct sum of irreducible subspaces, which are all definite and mutually
orthogonal.
Proof. We introduce on (H,<.|.>) in addition a positive definite scalar product (.|.). By
averaging over the group,
(u | v)E :=


1
#E
∑
g∈E
(U(g)u | U(g) v) if E is a finite group
1
|E|
∫
E
(U(g)u | U(g) v) dg if E is a compact Lie group ,
we obtain an invariant scalar product (.|.)E . Hence the representation U is unitary with
respect to both <.|.> and (.|.)E .
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In a suitable basis, (.|.)E coincides with the Euclidean scalar product on C
p+q, whereas
<.|.> takes the form
<u|v> = (u | S v)E with S = diag(1, . . . , 1︸ ︷︷ ︸
p times
,−1, . . . ,−1︸ ︷︷ ︸
q times
) .
Let H+ ⊂ H be the positive definite subspace of all vectors whose last q components
vanish. Then for every v ∈ H+ and every representation matrix U = U(g),
p∑
i=1
|vi|2 = (v | v)E = (Uv | Uv)E =
p+q∑
i=1
∣∣(Uv)i∣∣2
p∑
i=1
|vi|2 = <v | v> = <Uv | Uv> =
p∑
i=1
∣∣(Uv)i∣∣2 − q∑
i=p+1
∣∣(Uv)i∣∣2
Subtracting the two lines, we find that
q∑
i=p+1
∣∣(Uv)i∣∣2 = 0
and thus Uv ∈ H+. We conclude that H+ is an invariant subspace.
Similarly, the subspace H− of all vectors whose first p components vanish is also invari-
ant. In this way, we have decomposed H into an orthogonal direct sum of two invariant
definite subspaces. We finally decompose these invariant definite subspaces in the stan-
dard way into mutually orthogonal, irreducible subspaces.
We are now ready to prove the main result of this section. We always endow the tensor
product Cl ⊗ H of Cl with an indefinite inner product space H with the natural inner
product
<(ui) | (vj)> =
l∑
i=1
<ui | vi>H . (21)
Theorem 2.11 There are integers (lr)l=1,...,R,
1 ≤ l1 ≤ · · · ≤ lR ,
such that Fˆ is Lie group isomorphic to the product of the corresponding unitary groups,
Fˆ ≃ U(l1)× · · · × U(lR) . (22)
The inner product space (H,<.|.>) is isomorphic to the orthogonal direct sum
H ≃ H(0) ⊕
(
R⊕
r=1
C
lr ⊗H(r)
)
, (23)
where H(r) are inner product spaces of signature (p(r), q(r)). Under the isomorphism (23),
the projectors P and (Ex)x∈M take the form
P ≃ 0 ⊕
(
R⊕
r=1
1Clr ⊗ P
(r)
)
(24)
Ex ≃ E
(0)
x ⊕
(
R⊕
r=1
1Clr ⊗ E
(r)
x
)
, (25)
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where P (r) and E
(r)
x are projectors on H(r). None of the operators P (r) vanishes. Further-
more, Fˆ acts only on the factors Clr in the sense that for every representative V ∈ F of
a Vˆ = (V1, . . . , Vr) ∈ Fˆ ,
V|I =
R⊕
r=1
Vr ⊗ 1 I(r) , (26)
where we set I = P (H) and I(r) = P (r)(H(r)).
Choosing H(0) maximal in the sense that every subspace J ⊂ H satisfies the condition
J definite, P (J) = 0 and Ex(J) ⊂ J ∀x ∈M =⇒ J ⊂ H
(0) , (27)
the above representation is unique.
Note that we do not exclude the case p(0) = 0 = q(0), and thus H(0) might be zero
dimensional. The situation is different if r ≥ 1, because in this case we know that P (r)
does not vanish, and therefore the dimension of H(r) must be at least one, p(r) + q(r) ≥ 1.
We also point out that P vanishes on H(0) and thus I(0) = {0}; this is why in (26) we
could leave out the direct summand corresponding to H(0).
Proof of Theorem 2.11. The mapping λ ◦ ϕ (with ϕ and λ according to (19, 9)) is a
unitary representation of Fˆ on H. According to Lemma 2.10, this representation splits
into irreducible representations on definite, mutually orthogonal subspaces. We denote the
appearing non-trivial, non-equivalent irreducible representations by V1, . . . VR and let V0
be the trivial representation on C. We let these irreducible representations act unitarily
on the respective vector spaces Clr , lr ≥ 1, endowed with the standard Euclidean scalar
product. Collecting the direct summands of H corresponding to equivalent irreducible
representations, we obtain an orthogonal decomposition of the form
H ≃
R⊕
r=0
C
lr ⊗H(r) (28)
with inner product spaces H(r) of signature (p(r), q(r)) together with the representation
(λ ◦ ϕ)(g) =
R⊕
r=0
Vr(g) ⊗ 1H(r) ∀g ∈ Fˆ . (29)
Schur’s lemma yields that the operators P and Ex take the form
P ≃
R⊕
r=0
1Cr ⊗ P
(r) , Ex ≃
R⊕
r=0
1Cr ⊗E
(r)
x . (30)
By restricting to I, (29) gives
ϕ(g) ≃
R⊕
r=0
Vr(g) ⊗ 1 I(r) ,
and according to Lemma 2.9 this is simply the fundamental representation of Uloc(I).
Suppose that P (r) = 0. Then replacing Vr by the trivial representation, we get a new
group homomorphism λ˜ : Fˆ →֒ F with ϕ ◦ λ˜ = λ˜|I = λ|I = 1, for which the above
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construction applies just as well. Then H(r) will be combined with H(0). In this way, we
can arrange that P (r) 6= 0 unless r = 0.
Using the representation (28, 30), it is obvious that every transformation of the form
R⊕
r=0
Ur ⊗ 1 I(r) with Ur ∈ U(lr) (31)
is locally unitary. Comparing with (26), one sees that the Vr(g) can be chosen indepen-
dently and arbitrarily in U(lr). However, one must keep in mind that if I
(r) = {0}, the
corresponding summand drops out of both (26) and (31). We conclude that Uloc coincides
with the product of all those groups U(lr) for which I
(r) 6= {0}. This implies that P (0)
must vanish, because otherwise V0 = U(l0) would be a non-trivial representation. After
reordering the lr, we obtain (22) as well the desired representations (23–26).
It is obvious that every subspace J which satisfies the conditions on the left of (27)
can be combined with H(0). The only arbitrariness in the construction is the choice of
the embedding λ. Choosing H(0) maximal corresponds to choosing λ equal to the iden-
tity on a non-degenerate subspace of maximal dimension. Then the signature of each
subspace Exλ(Fˆ) coincides with the signature of the smallest non-degenerate subspace
containing Ix and is therefore fixed. As a consequence, two different choices of λ can
be related to each other by a free gauge transformation. This proves uniqueness of our
representation.
We denote the signature of E
(r)
x (P (r)) by (p
(r)
x , q
(r)
x ) and set f (r) = dimP (r)(H(r)).
Computing dimensions and signatures, we immediately obtain the following result.
Corollary 2.12 The parameters in Theorem 2.11 are related to the spin dimensions
(px, qx), the number of space-time points m and the number of particles f by
R∑
r=1
lr f
(r) = f
p(0) +
R∑
r=1
lr p
(r) =
∑
x∈M
px , q
(0) +
R∑
r=1
lr q
(r) =
∑
x∈M
qx
p(0)x +
R∑
r=1
lr p
(r)
x = px , q
(0)
x +
R∑
r=1
lr q
(r)
x = qx .
3 A Representation of the Outer Symmetry Group
The goal of this section is to construct for a given discrete fermion system with outer
symmetry a representation of the outer symmetry group defined as follows.
Def. 3.1 A unitary representation σ 7→ U(σ) of O on (H,<.|.>) is called a representa-
tion of the outer symmetry group if
U(σ)P U(σ)−1 = P and U(σ)Ex U(σ)
−1 = Eσ(x) ∀x ∈M . (32)
A representation of the outer symmetry group is very useful because it allows us to split
up the discrete fermion system by standard methods into irreducible components:
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Proposition 3.2 Assume that U is a representation of the outer symmetry group O.
Then there are inequivalent irreducible representations (Rl,C
dl)l=1,...,L of O such that H
has an orthogonal decomposition of the form
H ≃
L⊕
l=1
C
dl ⊗H [l] ,
where H [l] are inner product spaces of signature (p[l], q[l]). The representation of the outer
symmetry group and the fermionic projector take the form
U(σ) ≃
L⊕
l=1
Rl(σ)⊗ 1H[l] , P ≃
L⊕
l=1
1
Cdl
⊗ P [l] ,
where the P [l] are projectors in H [l] with negative definite image.
Proof. The proposition follows immediately from Lemma 2.10 and Schur’s lemma.
Before entering the construction of the representation, we give two simple examples.
Example 3.3 As in Example 2.2 we consider two space-time points and spin dimen-
sion (1, 1), but now for convenience in the matrix representation
S =


1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

 , E1 =
(
1 0
0 0
)
, E2 =
(
0 0
0 1
)
. (33)
We choose the one-particle fermionic projector (4) with u = 2−
1
2 (0, 1, 0, 1) and thus
P =
1
2


0 0 0 0
0 1 0 1
0 0 0 0
0 1 0 1

 . (34)
The free gauge transformations are of the form
U = diag(eiα, eiϕ, eiγ , eiϕ) with α, β, ϕ ∈ R
and thus F = U(1)×U(1)×U(1). When restricting to P (H), this transformation simplifies
to U = eiϕ 1, and thus Fˆ ≃ U(1). Theorem 2.11 gives the decomposition
H ≃ H(0) ⊕ C⊗H(1) ,
where Fˆ acts on the factor C and
H(0) = {(a, 0, c, 0) : a, c ∈ C} , H(1) = {(0, b, 0, d) : b, d ∈ C}
are both two-dimensional definite subspaces.
The system (33, 34) is symmetric under permutations of the two space-time points.
Thus we choose O = {1 , σ} with σ(1) = 2 and σ(2) = 1. The corresponding unitary
transformations U as in Def. 1.1 are of the general form
U(1) ∈ F , U(σ) ∈ F ·
(
0 1
1 0
)
. (35)
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The subspace H(0) is trivial in the sense that it is invariant under E1 and E2, and that P
vanishes on it. The fact that O has a representation on H(0) boils down to the statement
that the subspaces Ex(H
(0)) have constant signature on the orbits of O. Since this situ-
ation is very simple, we do not need to consider H(0) further. Thus, restricting attention
to H(1), the transformation U becomes unique up to a phase,
U(1)|H(1) = e
iϕ 1 |H(1) , U(σ)|H(1) = e
iϕ ·
(
0 1
1 0
)
|H(1)
.
This phase can be fixed by imposing that U should have determinant one, U ∈ SU(I(1)).
This yields the desired representation of the outer symmetry group on H(1),
U (1)(1) = 1 |H(1) , U
(1)(σ) =
(
0 1
1 0
)
|H(1)
.
In our next example we consider in the discrete space-time (33) the two-particle
fermionic projector
P =


0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

 . (36)
Now the free gauge transformations are of the form
U = diag(eiα, eiβ , eiγ , eiδ) with α, β, γ, δ ∈ R
and thus F = U(1)4. When restricting to P (H), the factors eiα and eiγ drop out, and
thus Fˆ ≃ U(1) × U(1). Theorem 2.11 gives the decomposition
H ≃ H(0) ⊕
(
C⊗H(1)
)
⊕
(
C⊗H(2)
)
,
where Fˆ acts on the factors C and
H(0) = {(a, 0, c, 0) : a, c ∈ C} , H(1) = 〈 (0, 1, 0, 0) 〉, H(2) = 〈 (0, 0, 0, 1) 〉 .
This system is again symmetric under permutations of the two space-time points, O =
{1 , σ} with σ(1) = 2 and σ(2) = 1. The corresponding unitary transformations U as
in Def. 1.1 are again of the form (35). The subspace H(0) is again trivial. Restricting
attention to its complement H(0)⊥ = H(1) ⊕H(2), there remains a U(1)× U(1)-freedom,
U(1)|H(0)⊥ =
(
eiβ 1 0
0 eiδ 1
)
|H(0)⊥
, U(σ)|H(0)⊥ =
(
0 eiβ 1
eiδ 1 0
)
|H(0)⊥
.
In order to fix the phases, we impose that U should be of the form
U|H(0)⊥ = V (U1 ⊕ U2)
with Uk ∈ SU(I
(k)) and V a permutation matrix, i.e. a 2 × 2-matrix with the entries
Vk′k = δk′,pi(k), where π ∈ S2 is a permutation. Then the U become a representation of
the outer symmetry group on H(0)⊥,
U(1 )|H(0)⊥ = 1 |H(0)⊥ , U(σ)|H(0)⊥ =
(
0 1
1 0
)
|H(0)⊥
.
This example explains why it is in general impossible to arrange that the mappings U are
invariant on the subspaces H(k). 
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These examples illustrate the statement of the following general theorem.
Theorem 3.4 In the representation of Theorem 2.11, every unitary transformation U as
in Def. 1.1 restricted to I can be represented as
U|I = f · V ·
(
R⊕
r=1
1Clr ⊗ Ur
)
(37)
with f ∈ Fˆ and unitary operators Ur ∈ SU(I
(r)). Here the operator V is a permutation
operator in the sense that there is a permutation π ∈ SR such that for all ur ∈ C
lr ⊗ I(r),
V
(
⊕Rr=1ur
)
= ⊕Rr=1upi(r) .
The permutation π satisfies the constraints
lr = lpi(r) , dim I
(r) = dim I(pi(r)) , (38)
and we identify I(r) with I(pi(r)) via an (arbitrarily chosen) isomorphism. For a given
choice of these isomorphisms, the operators V and Ur are unique.
Proof. For given σ ∈ O we let U be a unitary transformation satisfying (2). Then for
every f ∈ F , the conjugated matrix fU := UfU−1 satisfies the conditions
fUP (fU)−1 = UfU−1PUf−1U−1 = P
fUEx(f
U)−1 = UfU−1ExUf
−1U−1 = UfEσ−1(x)f
−1U−1
= UEσ−1(x)U
−1 = Ex ,
showing that fU ∈ F . We write the relation between f and fU in the form
U f = fU U . (39)
According to (26), f and fU can be represented as
f|I =
R⊕
r=1
fr ⊗ 1 I(r) , f
U
|I =
R⊕
r=1
fUr ⊗ 1 I(r) with fr, f
U
r ∈ U(lr) . (40)
We choose r, s ∈ {1, . . . R}. Restricting U to Clr ⊗ I(r) and orthogonally projecting its
image to Cls ⊗ I(s), we get a mapping
Usr : C
lr ⊗ I(r) → Cls ⊗ I(s) .
If this mapping vanishes identically, it can clearly be written in the form
Usr = Msr ⊗Asr (41)
with linear maps
Msr : C
lr → Cls , Asr : I
(r) → I(s) . (42)
Our goal is to show that Usr can also be represented in the form (41, 42) if it does not
vanish identically. In this case, we define for any non-zero vectors u(r) ∈ I(r) and u(s) ∈ I(s)
the following injection and projection operators,
ιr(u
(r)) : Clr →֒ I : v 7→ v ⊗ u(r)
πs(u
(s)) : I → Cls : w 7→
(
<ei ⊗ u
(s) | w>
)
i=1,...,ls
,
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where ei denotes the canonical basis of C
ls . Since Usr is non-trivial, we can choose u
(r)
such that the product Uιr is not identically equal to zero. Thus we can choose u
(l) such
that the operator
Msr := πs U ιr : C
lr → Cls
does not vanish identically. Using the representation (40) together with (39) and the
definitions of ιr and πs, we obtain for every f ∈ F ,
πs U ιr fr = πs Uf ιr = πs f
UU ιr = f
U
s πs U ιr
and thus
Msr fr = f
U
s Msr ∀f ∈ F . (43)
Let us show that (43) and the fact that Msr 6≡ 0 implies that Msr is bijective: We
choose a vector u ∈ Clr which is not in the kernel of Msr and set v = Msru. Then for
all f ∈ F ,
Msr fr u = f
U
s v 6= 0,
and since fr ∈ U(lr) is arbitrary, it follows that Msr is injective. Moreover, for all f ∈ F ,
fUs v = Msr (fr u) ,
and since fUs ∈ U(ls) is arbitrary, we see that Msr is surjective.
The bijectivity of Msr clearly implies that ls = lr. Furthermore, we can relate fr
and fUs by
fUs = Msr frM
−1
sr . (44)
Restricting both sides of (39) to Clr⊗I(r) and orthogonally projecting their image to Cls⊗
I(s), we get the relation
Usr (fr ⊗ 1 I(r)) =
(
fUs ⊗ 1 I(s)
)
Usr .
Using (44), we obtain
B (fr ⊗ 1 I(r)) = (fr ⊗ 1 I(s))B
with B := (M−1sr ⊗ 1 I(s))Usr. Now we can apply Schur’s lemma to conclude that B is
trivial in its first factor, (
M−1sr ⊗ 1 I(s)
)
Usr = 1Clr ⊗Asr
for some linear operator Asr : I
(r) → I(s). Multiplying both sides by (Msr ⊗ 1 I(s)) proves
the representations (41, 42).
Suppose that for a given r there are two s, s′ ∈ {1, . . . , R} with Usr 6= 0 6= Us′r. Then
we obtain from (44) that
M−1sr f
U
s Msr = M
−1
s′r f
U
s′ Ms′r ∀f ∈ F .
Since the fUs ∈ U(ls) can be chosen independently, this relation can hold only if s = s
′.
Hence Usr vanishes except for at most one s. On the other hand, the surjectivity of U
implies that for every r there is at least one r such that Urs 6≡ 0. We conclude that the
mapping r 7→ s is a permutation. We introduce π ∈ SR such that s = π(r). We conclude
that
U|I(r) = Mpi(r) r ⊗Api(r) r : C
lr ⊗ I(r) → Clpi(r) ⊗ I(pi(r)) ,
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and due to the unitarity of U , this mapping must be bijective and isometric. In particular,
I(r) and I(pi(r)) are isomorphic. Choosing an arbitrary isomorphism κ : I(r) → I(pi(r)), we
can write the above mapping as
U|I(r) =
(
Mpi(r) r ⊗ 1 I(pi(r))
)
(1Clr ⊗ κ) (1Clr ⊗ Ur) (45)
with Ur ∈ U(I
(r)). For fixed κ, this representation is obviously unique up to the phase
transformation
Mpi(r) r 7→ e
iϑMpi(r) r , Ur 7→ e
−iϑ Ur with ϑ ∈ R .
These phase transformations can be fixed by imposing that Ur ∈ SU(I
(r)). This makes
the representation (45) unique, and by restricting (37) to I(r), one sees that it coincides
precisely with the desired representation of U|I .
Corollary 3.5 Let (H,<.|.>, (Ex)x∈M , P ) be a discrete fermion system with outer sym-
metry group O. Provided that H(0) is chosen maximally (27), there are group homomor-
phisms λ(r) : O → U(H(r)) such that the operators
U(σ) = V (σ) ·
(
R⊕
r=1
1Clr ⊗ λ
(r)(σ)
)
form a representation of the outer symmetry group on H(0)⊥.
Proof. Let us choose a convenient basis in every subspace H
(r)
x := E
(r)
x (H(r)), x ∈ M ,
r ∈ {1, . . . , R}. We closely follow the construction of the special basis of Hx in the
proof of Lemma 2.8. First, in every subspace I
(r)
x := E
(r)
x P (r)(H(r)) we choose a non-
degenerate subspace of maximal dimension and in this subspace a pseudo-orthonormal
basis (e
(x,r)
i ). We extend this basis by vectors f
(x,r)
j to a basis of I
(r)
x . Next we choose
vectors h
(x,r)
j ∈ H
(r)
x which are conjugate to the f
(x,r)
j in the sense that <f
(x,r)
i |h
(x,r)
j > =
δij . Then (e
(x,r)
i , f
(x,r)
j , h
(x,r)
j ) is a basis of H
(r)
x , as the following argument shows. Suppose
that u ∈ H
(r)
x is a vector in the orthogonal complement of the span of (e
(x,r)
i , f
(x,r)
j , h
(x,r)
j ).
Then the vector space Clr ⊗ {v} ⊂ H is orthogonal to I and thus in the kernel of P .
Furthermore, it is invariant under the projectors Ex. Using that H
(0) is maximal (27), we
conclude that Clr ⊗ {v} ⊂ H(0) and and thus v = 0.
The calculation
U(I(r)x ) = (UExP )(H
(r)) = (Eσ(x) PU)(H
(r)) = (Eσ(x) P )(H
(pi(r))) = I
(pi(r))
σ(x)
shows that U maps I
(r)
x to I
(pi(r))
σ(x) , and this mapping is clearly isometric and bijective.
Introducing the isomorphism κ in (45) by mapping the basis vectors (e
(x,r)
i , f
(x,r)
j , h
(x,r)
j )
to the corresponding basis vectors (e
(σ(x),pi(r))
i , f
(σ(x,pi(r))
j , h
(σ(x),pi(r))
j ), the mapping Ur ∈
U(I(r)) in (45) is locally unitary according to Def. 2.6. Thus we can apply Lemma 2.8 to
unitarily extend Ur to H
(r). More precisely, we choose the extension on the subspaces H
(r)
x
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according to (18). The resulting mapping λ(r) : U(I(r))→ U(H(r)) allows us to define U(σ)
by
U(σ)|H(r) = (1Clr ⊗ κ) (1Clr ⊗ λ(Ur)) .
Unfortunately, in this formula the mappings κ and λ depends on σ. But we can remove
this dependence by redefining λ. Namely, for any given isomorphism κsr : I
(r) → I(s) we
rewrite U(σ) as
U(σ)|H(r) = (1Clr ⊗ κsr)
(
1Clr ⊗ λ
(r)(σ)
)
with λ(r)(σ) := (κsr)
−1 ◦ κ(σ) ◦ λ
and s = (π(σ))(r). Since we fixed the bases (e
(x,r)
i , f
(x,r)
j , h
(x,r)
j ) and constructed our
extensions simply by mapping corresponding basis vectors onto each other, it is obvious
that the mapping σ 7→ U(σ) is compatible with the group operations.
The just-constructed isomorphisms I(r) ≃ I(pi(r)) and H
(r)
x ≃ H
(pi(r))
σ(x) immediately imply
the following relations between dimensions and signatures.
Corollary 3.6 Assume that in the representation of Theorem 2.11 the vector space H(0)
is chosen maximally (27). Then the parameters in Theorem 2.11 and Theorem 3.4 are
related to each other for all x ∈M and r ∈ {1, . . . , R} by
f (r) = f (pi(r))
(p(r), q(r)) = (p(pi(r)), q(pi(r)))
(p(r)x , q
(r)
x ) = (p
(pi(r))
σ(x) , q
(pi(r))
σ(x) ) .
4 Simple Subsystems and Simple Systems
In the previous sections we constructed representations of the inner and outer symmetries,
and by completely reducing these representations we decomposed our discrete fermion
system (see Theorem 2.11, Proposition 3.2 and Theorem 3.4). Using these results, we
now turn attention to the opposite problem of building up a fermion system from smaller
components. Our goal is to give a systematic method for building up a general discrete
fermion system from smaller “building blocks,” which should be as simple as possible.
We always keep the discrete space-time points M = {1, . . . ,m} as well as the outer
symmetry group O ⊂ Sm fixed. We begin with the definitions of our smallest building
blocks.
Def. 4.1 Let (H,<.|.>, (Ex)x∈M , P ) be a discrete space-time. Assume that the spin di-
mension is constant on the orbits of O,
px = pσ(x) , qx = qσ(x) ∀x ∈M .
We set P = 0. Then the system (H,<.|.>, (Ex)x∈M , P ) is called a trivial system.
Since the spin dimension is constant on the orbits of O, we can choose pseudo-orthonormal
bases of the subspaces Ex(H) and identify the corresponding basis vectors to obtain iso-
morphisms between Ex(H) and Eσ(x)(H). This gives rise to a unitary representation U
of the outer symmetry group (see Def. 3.1).
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Def. 4.2 Let (H,<.|.>, (Ex)x∈M , P ) be a discrete space-time. Assume that we are given a
subgroup N of O together with a unitary representation U of N on H. Assume furthermore
that the following conditions are satisfied:
(i) U represents N as an outer symmetry in the sense that for every σ ∈ N , the corre-
sponding U(σ) satisfies the relations (32).
(ii) The system contains no trivial subsystems, i.e.
J ⊂ H definite, P (J) = 0 and Ex(J) ⊂ J ∀x ∈M =⇒ J = ∅ .
(iii) The proper free gauge group is simply the U(1) of global phase transformations,
Fˆ = {eiϑ 1 with ϑ ∈ 1} .
Then the structure (H,<.|.>, (Ex)x∈M , P,N ⊂ O, U) is called a simple subsystem.
We point out that only the subgroup N of O is a symmetry of the simple subsystem.
Our next step is to construct out of a simple subsystem a discrete fermion system which
has O as outer symmetry. We denote the cosets {σN with σ ∈ O} by C1, . . . , CK ; they
form a partition of the set O. Of each coset we choose one representative σk ∈ Ck. For
convenience, we set C1 = N and choose σ1 = 1. Every σ ∈ N defines via τN 7→ (στ)N a
permutation of the cosets C1, . . . , CK . This yields a homomorphism of O to the symmetric
group SK , which we denote by π,
π : O → SK . (46)
Clearly, (π(σk))(1) = k, and thus the subgroup π(O) ⊂ SK acts transitively on the set
{1, . . . ,K}.
We introduce the inner product space H˜ = CK ⊗ H (with the natural inner prod-
uct (21)). On H˜ we introduce the projectors P˜ and E˜x by
P˜ |〈ek〉⊗H = (1 ⊗ P ) |〈ek〉⊗H (47)
E˜σk(x)|〈ek〉⊗H = (1 ⊗ Ex) |〈ek〉⊗H , (48)
where (ek) denotes the canonical basis of C
K . Furthermore, we introduce for all k, l ∈
{1, . . . K} the canonical identification maps
κl,k : 〈ek〉 ⊗H ⊂ H˜ → 〈el〉 ⊗H : ek ⊗ u 7→ el ⊗ u .
In order to define a unitary representation U˜ of O on H˜, we introduce for any σ ∈ O
and k ∈ {1, . . . ,K} the parameter l = (π(σ))(k). Then the group element τ := σ−1l σσk
satisfies the condition
(π(τ))(1) = (π(σ−1l σσk))(1) = (π(σ
−1
l σ)(k) = (π(σ
−1
l ))(l) = 1
and thus τ ∈ N . Hence we may define U˜(σ) by
U˜(σ)
∣∣∣
〈ek〉⊗H
= κl,k ◦ (1 ⊗ U(τ))
∣∣∣
〈ek〉⊗H
. (49)
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Lemma 4.3 The unitary operators U˜ , (49), are a representation of the outer symmetry
group O on (H˜,<.|.>, (E˜x)x∈M , P˜ ). The definitions (47–49) are, up to isomorphisms,
independent of the choice of the group elements σk ∈ O.
Proof. We first verify that U˜ is a representation of O. For given σ, σ¯ ∈ O we set l =
(π(σ))(k) and l¯ = (π(σ))(l). Then
U˜(σ¯) ◦ U˜(σ)
∣∣∣
〈ek〉⊗H
= κl¯,l ◦ (1 ⊗ U(τ¯ ))
∣∣∣
〈el〉⊗H
◦ κl,k ◦ (1 ⊗ U(τ))
∣∣∣
〈ek〉⊗H
= κl¯,k ◦
(
1 ⊗ U(σ−1
l¯
σ¯σl)
) (
1 ⊗ U(σ−1l σσk)
) ∣∣∣
〈ek〉⊗H
= κl¯,k ◦
(
1 ⊗ U(σ−1
l¯
σ¯σσk)
) ∣∣∣
〈ek〉⊗H
= U˜(σ¯σ)
∣∣∣
〈ek〉⊗H
.
For the proof of (32) we can restrict attention to the space-time projectors E˜x, because
the fermionic projector transforms in exactly the same way, except for the simplification
that it does not carry a space-time index. We again choose any σ ∈ O and k ∈ {1, . . . ,K}.
We set l = (π(σ))(k) and τ = σ−1l σσk. Then, setting x = σ
−1
k y, we have for all y ∈M ,
U˜(σ) E˜y U˜(σ)
−1
∣∣∣
〈el〉⊗H
= (1 ⊗ U(τ)) (1 ⊗ Ex) (1 ⊗ U(τ))
−1
∣∣∣
〈el〉⊗H
=
(
1 ⊗ Eτ(x)
)
|〈el〉⊗H = E˜(σl◦τ)(x) = E˜σ(y) ,
where in the last line we used that τ ∈ N and that N is a symmetry of the simple
subsystem represented by U .
Suppose that σ¯k ∈ O is another choice of group elements with (π(σ¯k))(1) = k. Then
(π(σ¯−1k σk))(1) = (π(σ¯k)
−1 ◦ π(σk))(1) = (π(σ¯k)
−1)(k) = 1
and thus τk := σ¯
−1
k σk ∈ N . Using that N is a symmetry of the simple subsystem, we find
that
˜¯Ex
∣∣∣
〈ek〉⊗H
=
(
1 ⊗ Eσ¯−1
k
(x)
) ∣∣∣
〈ek〉⊗H
=
(
1 ⊗ E(τk◦σ−1k )(x)
) ∣∣∣
〈ek〉⊗H
=
(
1 ⊗ U(τk)Eσ−1
k
(x)U(τk)
−1
) ∣∣∣
〈ek〉⊗H
,
showing that the objects defined using σk and those defined using σ¯k are related to each
other by the unitary transformation V given by
V |〈ek〉⊗H = (1 ⊗ U(τk)) |〈ek〉⊗H .
Hence our definitions are unique up to isomorphisms.
Def. 4.4 We call the system (H˜,<.|.>, (E˜x)x∈M , P˜ ,O, U˜ ) the simple system corre-
sponding to the simple subsystem of Def. 4.2.
Theorem 4.5 Let (H,<.|.>, (Ex)x∈M , P ) be a discrete fermion system with outer sym-
metry O. Then there is a trivial system (H(0), (E
(0)
x )x∈M , P
(0), U (0)) as well as a collection
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of simple systems (H˜(a), (E˜
(a)
x )x∈M , P˜
(a), U˜ (a),Ka)a=1,...,A, A ≥ 1, together with parame-
ters na ∈ N such that we have the following isomorphisms,
H ≃ H(0) ⊕
(
A⊕
a=1
C
na ⊗ H˜(a)
)
(50)
Ex ≃ E
(0)
x ⊕
(
A⊕
a=1
1Cna ⊗ E˜
(a)
x
)
(51)
P ≃
A⊕
a=1
1Cna ⊗ P˜
(a) . (52)
The unitary operators
U(σ) = U (0) ⊕
(
A⊕
a=1
1Cna ⊗ U˜
(a)(σ)
)
are a representation of the outer symmetry group.
Proof. We present the discrete fermion system as in Theorem 2.11 withH(0) maximal (27)
and represent the outer symmetry as in Theorem 3.4 and Corollary 3.5. The orbits of the
permutation matrices V (σ) form a partition of the set {1, . . . , R} into disjoint subsets.
Let Q ⊂ {1, . . . , R} be one of these orbits. By reordering the space-time points we can
arrange that Q = {1, . . . ,K} with a parameter K in the range 1 ≤ K ≤ R. From (38)
and Corollary 3.6 we know that⊕
r∈Q
C
lr ⊗H(r) = Cl1 ⊗ CK ⊗H(1) . (53)
The action of V (σ) on Q defines a transitive group homomorphism π : O → PK . We
introduce the subsets C1, . . . CK by
Ck = {σ ∈ O | (π(σ))(1) = k} .
Clearly, N := C1 is a subgroup of O. Let us verify that the Ck coincide with the cosets
of N in O: For σ, τ ∈ Ck, the calculation(
π(σ−1 τ)
)
(1) =
(
π(σ)−1 ◦ π(σ)
)
(1) = (π(σ)−1)(k) = 1
shows that σ−1τ ∈ N , and thus σ and τ belong to the same coset. If conversely σ and τ
are in the same coset, we know that σ−1τ ∈ N and thus (π(σ)−1π(σ))(1) = 1. In other
words,
(π(σ))(1) = (π(τ))(1) =: k ,
meaning that σ, τ ∈ Ck.
Identifying the Ck with the cosets of S, the above homomorphism coincides precisely
with the action of O on the cosets as described by (46). According to (24, 25), the
projectors P and Ex act only on the last factor in the decomposition (53) and can thus be
regarded as operators on H(1). For the resulting subsystem (H(1), P,Ex), the group N is a
symmetry, which is represented by U1. The maximality condition (27) implies Def. 4.2 (ii),
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whereas Def. 4.2 (iii) follows from the representation of the proper free gauge group (26).
We conclude that (H(1), Ex, P,N , U1) is a simple subsystem.
Let (H˜(1), E˜x, P˜ , U˜1) be the corresponding simple system. Then the tensor product
of Cl1 with this system is obviously isomorphic to the restriction of our original system
to the subspace (53). Taking the direct sum of H(0) with the so-obtained systems corre-
sponding to the different orbits of V yields our original discrete fermion system.
Example 4.6 Let us build up the discrete fermion systems considered in Example 3.3.
In both examples (34) and (36), we obtain the trivial system by restricting the fermion
system to the subspace
H(0) = {(a, 0, c, 0) : a, c ∈ C} .
In the example (34), the simple subsystem is constructed as follows. We set H = C2
with −<. | .> equal to the canonical scalar product on C2 and introduce the projectors
E1 =
(
1 0
0 0
)
, E2 =
(
0 0
0 1
)
, P =
1
2
(
1 1
1 1
)
.
We again let O = {1 , σ} with σ(1) = 2 and σ(2) = 1. We choose N = O with the
representation
U(1) = 1 , U(σ) =
(
0 1
1 0
)
. (54)
Then there is only one coset, K = 1. Furthermore, π is the trivial mapping π(σ) = 1.
This system is a simple subsystem according to Def. 4.2. Since K = 1, this subsystem
coincides with the corresponding simple system. Obviously, the direct sum of this system
with H(0) is isomorphic to the system (33, 34).
In the example (36), we construct the simple subsystem by choosing H = C with
<u|v> = −uv. Furthermore, we choose
E1 = 1 , E2 = 0 , P = 1 .
We again let O = {1 , σ} with σ(1) = 2 and σ(2) = 1. But now we choose N = {1} equal
to the trivial subgroup. Then its representation is also trivial, U(1 ) = 1 = U(σ). There
are two cosets of N in O, K = 2. The mapping π : O = S2 → S2 is the identity map.
This system satisfies all the conditions in Def. 4.2. Since K = 2, the corresponding simple
system lives in the inner product space H˜ = C2 ×H ≃ C2, where −<.|.> coincides with
the canonical scalar product on C2. The resulting representation U˜ given by (49) coincides
with (54). A short calculation using (48, 49) yields
E1 =
(
1 0
0 0
)
, E2 =
(
0 0
0 1
)
, P =
(
1 0
0 1
)
.
This is a simple fermion system with outer symmetry O consisting of two simple subsys-
tems. Taking the direct sum with the trivial system H(0) gives precisely the system (33,
36). 
We finally give a useful characterization of simple systems which does not refer to
simple subsystems.
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Proposition 4.7 Let (H˜,<.|.>, (E˜x)x∈M , P˜ ,O, U˜ ) be a discrete fermion system with outer
symmetry group O represented by U˜ . This system can be realized as a simple fermion sys-
tem according to Def. 4.4 if and only if the following two conditions are satisfied:
(a) The system contains no trivial subsystems according to Def. 4.2 (ii).
(b) The system cannot be decomposed into the direct sum of two non-trivial fermion sys-
tems (H1, E1xP
1 and (H2, E2xP
2),
H˜ = H1 ⊕H2 , E˜x = E
1
x ⊕ E
2
x , P˜ = P
1 ⊕ P 2 ,
which both have O as an outer symmetry group.
Proof. It is obvious from Def. 4.2 (ii) and our above construction that a simple system
contains no trivial subsystems. Furthermore, a simple subsystem cannot be decomposed
into non-trivial subsystems because otherwise the proper free gauge group would contain
independent phase transformations of both subsystems and thus Fˆ ⊃ U(1) × U(1), in
contradiction to Def. 4.2 (iii). The corresponding simple system is by construction the
smallest system with outer symmetry group O which contains the simple subsystem, and
therefore it cannot be decomposed into smaller systems with these properties.
Assume conversely that a discrete fermion system (H˜,<.|.>, (E˜x)x∈M , P˜ ,O, U˜ ) sat-
isfies the assumptions stated in the proposition. We again present the discrete fermion
system as in Theorem 2.11 with H(0) maximal (27) and represent the outer symmetry as
in Theorem 3.4 and Corollary 3.5. Then the assumption (a) implies that H(0) is trivial.
Furthermore, the group π(O) ⊂ SR must act transitively on the set {1, . . . , R} because
otherwise the orbits of π(O) would give a splitting of the fermion system into non-trivial
smaller systems with outer symmetry O, in contradiction to assumption (b). Hence there
is only one orbit Q = {1, . . . , R}, and the construction in the proof of Theorem 4.5 shows
how the system (H˜,<.|.>, (E˜x)x∈M , P˜ ,O, U˜ ) is realized as the simple system correspond-
ing to a suitable simple subsystem.
5 The Pinned Symmetry Group
In Def. 4.2 we assumed a unitary representation U of a finite group N ⊂ O on an inner
product space (H,<.|.>) which satisfies for all x ∈M the conditions
U(σ)Ex U(σ)
−1 = Eσ(x) (55)
plus the symmetry condition for the fermionic projector UPU−1 = P . In this section
we disregard the symmetry condition for the fermionic projector and consider unitary
representations of N which only satisfy (55). Our goal is to use the gauge freedom to
bring such representations into a simple form.
Because of the completeness of the space-time projectors, we can consider instead
of U(σ) the operator products ExU(σ)Ey for x, y ∈M . We denote the orbits of the action
of N onM byM1, . . . ,MJ , J ≥ 1. The orbits form a partition ofM , and we can introduce
an equivalence relation x ≃ y by identifying the points on the same orbit. Rewriting (55)
as U(σ)Ey = Eσ(y)U(σ) and multiplying from the left by Ex, we find that
Ex U(σ) Ey = 0 unless x ≃ y. (56)
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Therefore, it suffices to consider the case that x and y are on the same orbit. Without
loss of generality we can assume that x, y ∈ M1. In other words, it remains to consider
the following restriction of U ,
U|H1 with H1 =
⊕
x∈M1
Ex(H) . (57)
Furthermore, it is no loss of generality to distinguish one point of M1, because this point
can be mapped to any other point of M1 by applying N . For simplicity, we assume
that 1 ∈ M1. We now form the subgroup of the outer symmetry group which leaves this
distinguished point invariant.
Def. 5.1 The pinned symmetry group R ⊂ N is the group of all σ ∈ N with σ(1) = 1.
In the case when O is the group of all affine orientation-preserving transformations of R3,
pinching the origin gives the group of all rotations around the origin. This is the reason
for denoting the pinned symmetry group by the letter “R.”
For every σ ∈ R, we find that U(σ)E1 = Eσ(1)U(σ) = E1U(σ). In other words, U(σ)
maps the subspace Hˆ := E1(H) into itself. Hence
V (σ) := U(σ)|Hˆ is a unitary representation of R on Hˆ . (58)
The next proposition gives a procedure to reconstruct U|H1 from a given representation V .
Proposition 5.2 Let (H,<.|.>, (Ex)x∈M ) be a discrete space-time. Assume that we are
given a group N ⊂ O such that the spin dimension is constant on the orbits of N .
Let M1 ⊂M be the orbit containing the point 1 ∈M . Suppose that V is a unitary repre-
sentation of the corresponding pinned symmetry group R (see Def. 5.1) on Hˆ := E1(H).
Then there is, up to gauge transformations, a unique unitary representation U of N on H1
(see (57)) which satisfies for all x ∈ M1 the conditions (55) and which, when restricted
to R and Hˆ, coincides with V .
Proof. Since N acts transitively on M1, we can for every x ∈ M1 choose a group
element σx ∈ N with the property that σx(1) = x. For convenience, we choose σ1 = 1.
Since the spin dimension is by assumption constant on the orbits of N , the spaces Ex(H),
x ∈ M1, are all isomorphic. Thus for every x ∈ M1 we can choose an isomorphism κx :
Hˆ → Ex(H). For convenience we choose κ1 = 1. We define U(σx) restricted to Hˆ by
U(σx)|Hˆ : Hˆ → Ex(H) : u 7→ κx(u) . (59)
Together with the given representation of R on Hˆ, (59) uniquely determines a repre-
sentation of N on H. Namely, suppose that for a given σ ∈ N and x ∈ M1, we want to
construct U(σ)|Ex(H). Setting y = σ(x), we rewrite σ in the form σ = σyρσ
−1
x . Then ρ is
an element of R and, using that U should be a group representation,
U(σ)|Ex(H) = U(σy)|Hˆ V (ρ)|Hˆ U(σx)
−1
|Ex(H)
. (60)
All the operators on the right side are given. It is straightforward to verify that the
operators (60) form a representation of N on H satisfying (55).
For the uniqueness question we let U be any unitary representation of N on H sat-
isfying (55). Then for all x ∈ M1, the operator U(σx)|Hˆ is a unitary operator from Hˆ
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to Ex(H). By a local gauge transformation at x we can arrange that this operator coin-
cides with κx. Thus we can achieve by a suitable gauge transformation that U satisfies
the conditions (59). But then U is uniquely determined according to (60).
6 Building up General Systems: A Constructive Procedure
The constructions of the previous sections yield a systematic procedure for constructing
all discrete fermion systems for a given outer symmetry group O and for given values
of the parameters (px, qx), m and f . We denote the maximal spin dimension by n =
maxx∈M{px, qx}.
1. Choose a subgroup N of O.
2. Determine the orbits M1, . . .MJ , J > 0, of the action of N on M .
3. Choose in every orbit one representative xj ∈Mj and determine the corresponding
pinned symmetry groups Rj (see Def. 5.1).
4. Choose a unitary representation of each pinned symmetry group on a corresponding
indefinite inner product space Hˆj of signature (pj , qj) and pj, qj ≤ n. The irreducible
subspaces of this representation can be chosen to be definite (see Lemma 2.10). Since
the dimension of the irreducible subspaces is bounded a-priori by n, there is only a
finite (typically small) number of possible choices of these representations.
5. The construction of Proposition 5.2 gives a unitary representation U of N on a
discrete space-time (H,<.|.>, (Ex)x∈M ) satisfying (55).
6. After completely reducing the obtained representation U on each of the invariant
subspaces
Hj =
⊕
x∈Mj
Ex(H) ,
one can characterize all projectors P which satisfy the condition UPU−1 = P (see
Proposition 3.2).
7. Restricting attention to projectors P which satisfy the conditions Def. 4.2 (ii) and (iii),
we obtain simple subsystems according to Def. 4.2. Carrying out the construc-
tion (47–49) yields corresponding simple systems (see Def. 4.4).
8. According to Theorem 4.5, a general discrete fermion system is obtained from simple
systems by taking tensor products with Ck and by taking direct sums. We must
satisfy the conditions that the spin dimension of the resulting system must nowhere
exceed (n, n) and that the number of particles should be equal to f . These conditions
reduce the allowed constructions in this step to a finite (typically small) number of
possibilities.
For systems with few particles it may be easier to avoid simple subsystems by con-
structing right away the simple systems. This gives rise to an alternative construction
procedure, for which we only need to replace the above construction steps 1 and 7 by
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1’. Choose N = O.
7’. Restricting attention to projectors P for which the corresponding discrete fermion
system satisfies the conditions (a) and (b) of Proposition 4.7, we obtain simple
systems.
7 Examples
We now illustrate the construction steps of the previous section in a few examples.
Def. 7.1 A discrete fermion system (H,<.|.>, (Ex)x∈M , P ) with outer symmetry group O
is said to be homogeneous if O acts transitively on M .
Example 7.2 (homogeneous systems with Abelian outer symmetry)
Let us consider the case of a homogeneous discrete fermion system with Abelian outer
symmetry group. Then O acts transitively onM , and thus for every x ∈M we can choose
a group element σx ∈ O with σx(1) = x. The corresponding pinned symmetry group R is
trivial, because for every σ ∈ R,
σ(x) = (σxσσ
−1
x )(x) = (σxσ)(1) = σx(1) = x ∀x ∈M ,
and thus σ = 1. As a consequence, for every x ∈ M the choice of σx is unique. In
particular, the order #O of the symmetry group equals the number m of space-time
points, and we can use the mapping x 7→ σx to identify M with O.
According to the basis theorem (see [4, Chap. II, §10]), every finite Abelian group is the
direct sum of cyclic groups of prime power order. Thus there are parameters (ln)n=1,...,N ,
each being a power of a prime pn, and corresponding group elements gn with the properties
that the (gn)n=1,...,N generate O and that each of the groups {g
k
n : k ∈ Z} is cyclic of
order ln. Introducing the group T = l1Z⊕· · ·⊕ lNZ, we can write O as the quotient group
O = ZN/T .
Identifying the points x ∈ M with the corresponding group elements σx ∈ O, we can
regard M as an N -dimensional lattice with side lengths ln.
Let (Hˆ,<.|.>) be an indefinite inner product space of signature (p, q). Since R is
trivial, its only representation on Hˆ is V ≡ 1. The construction of Proposition 5.2 yields
that the corresponding discrete space-time (H, (Ex)x∈M ) and the representation U of the
outer symmetry group O can be given as follows,
H = CM ⊗ Hˆ , M = ZN/T
Ex : ey ⊗ u 7→ δxy ey ⊗ u
U(σ) : ey ⊗ u 7→ eσ(y) ⊗ u .
In other words, H consists of Hˆ-valued functions on M , and U acts on these functions by
translating the points of M by the group O. It is convenient to use the short notation
u(x) = Exu ∈ 〈ex〉 ⊗ Hˆ ≃ Hˆ ,
where in the last step we identify the vector spaces in the natural way.
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In order to completely reduce U , we first note that, since O is Abelian, its irreducible
representations are all one-dimensional. Thus our task is to decompose H into one-
dimensional subspaces which are invariant under the action of U . An easy calculation
shows that the subspaces spanned by the vectors
u(x) = uˆ exp
(
i
N∑
n=1
knxn
)
with uˆ ∈ Hˆ, kn ∈
{
0, 1
2π
ln
, 2
2π
ln
, . . . , (ln − 1)
2π
ln
}
(61)
are invariant under the action of U . Also, counting dimensions one sees that these vectors
form a basis of H, and therefore the subspaces spanned by the vectors (61) completely
reduce U . The fermionic projectors which satisfy the conditions UPU−1 = P must be
invariant on the irreducible subspaces, i.e.
P =
∑
x,y∈M
∑
k∈K
κx,yP
(k)Ey exp
(
i
N∑
n=1
kn(xn − yn)
)
, (62)
where K is a set of vectors k = (kn)n=1,...,N with components in the range as in (61).
Here the P (k) are projectors on negative definite subspaces in Hˆ, and κx,y is the natural
isomorphism from Ey(H) to Ex(H).
Clearly, the vectors (61) are plane waves on the lattice M with periodic boundary
conditions, and (62) is the general form of a projector which is “diagonal in momentum
space.” We conclude that the construction procedure of Section 6 reduces to the usual dis-
crete Fourier transform on a finite lattice, with the only difference that the side lengths ln
are always prime powers. 
Example 7.3 (general systems with Abelian outer symmetry)
As in the previous example we consider an Abelian groupO, but which now does not neces-
sarily act transitively onM . We denote the orbits of the action of O onM byM1, . . . ,ML.
We let Kl be the subgroups of O which keep the sets Ml fixed. Since every subgroup of an
Abelian group is normal, we can form the quotient groups Ol = O/Kl. Then the groups Ol
can be regarded as a group of permutations on the sets Ml, which act transitively. There-
fore, on each of the orbits Ml we can use the construction of Example 7.2 to construct a
discrete “sub-space-time” (Hl, (Ex)x∈Ml) together with a unitary representation Ul of the
outer symmetry group Ol. Since a representation of an outer symmetry is trivial between
different orbits (56), the discrete space-time is obtained simply by taking the direct sums
of the sub-space-times.
In order to construct the fermionic projector, we first note that the irreducible sub-
spaces of H are precisely the span of the plane waves (61) of all the sub-space-times.
Let κ be an irreducible representation of O. We form the subspace Hκ ⊂ H spanned by
all those invariant subspaces on which U is equivalent to κ. According to Lemma 2.10, Hκ
is a non-degenerate subspace of H. The most general fermionic projector satisfying the
symmetry condition UPU−1 = P is the operator which is invariant on the subspaces Hκ
corresponding to the different irreducible representations of O and is on each of these
subspaces a projector on a negative-definite subspace (see Proposition 3.2). 
Example 7.4 (two-dimensional lattice with pinned symmetry)
To give an example with a non-trivial pinned symmetry group, we next consider a discrete
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space-time which, similar to Example 7.2, is a finite lattice, but now with a larger, non-
Abelian symmetry group. For a prime power l > 2 we introduce the group T = lZ ⊕ lZ
as well as the square lattice
M = Z2/T .
We let S be the group of all isometries of R2 which map the lattice points Z2 ⊂ R2
onto themselves (thus S is the group of all translations, reflections and rotations about
multiples of the angle 90◦). A short consideration shows that T is a normal subgroup
of S. We let O be the corresponding quotient group,
O = S/T .
This group has a natural action on M which corresponds to translations, reflections and
rotations on a square lattice whose opposite sides are identified.
Since O contains the translations, which act transitively on M , our system is clearly
homogeneous. Thus we can arbitrarily distinguish one point of M ; for convenience we
denote the origin in Z2/T by 1. To construct the corresponding pinned symmetry group,
we introduce the two unitary matrices
α =
(
0 −1
1 0
)
, ρ =
(
1 0
0 −1
)
. (63)
These matrices describe a rotation by 90◦ and the reflection at the x2-axis of R
2, respec-
tively. Since they are compatible with the lattice structure of Z2 and the action of T ,
they can be regarded as elements of O. Furthermore, they leave the origin of Z2 fixed and
thus α, ρ ∈ R. Since by composing 90◦-rotations with reflections we obtain all elements
of the pinned symmetry group, It is obvious that R is generated by α and ρ. Note that α
and ρ do not commute and thus R is non-Abelian.
The next step is to construct a representation V of R on an indefinite inner product
space (Hˆ,<.|.>). The possibilities depend on the signature (p, q) of Hˆ. One possible
choice clearly is the trivial representation
V (α) = 1 = V (β) . (64)
Another possibility is to choose the sign representation
V (α) = 1 , V (β) = −1 . (65)
If p > 1 or q > 1, more complicated representations are possible. For example, one can take
direct sums of the one-dimensional representations (64, 65). In this case, the corresponding
representation U of O will also split into a direct sum of representations corresponding to
the irreducible summands of V , and therefore this case is straightforward. Moreover, one
can choose higher-dimensional irreducible representations of R. To give a simple example,
we consider the two-dimensional irreducible representation by the matrices in (63),
V (α) =
(
0 −1
1 0
)
, V (ρ) =
(
1 0
0 −1
)
. (66)
Let us construct the corresponding representations U on H. For every x ∈ M , we
choose the unique translation σx ∈ O with σx(1) = x. Carrying out the construction of
Proposition 5.2 for the trivial representation (64), we obtain H = CM ⊗ Hˆ and
Ex : ey ⊗ u 7→ δxy ey ⊗ u , U(σ) : ey ⊗ u 7→ eσ(y) ⊗ u .
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In the case of the sign representation (65), we obtain the same discrete space-time as for
the trivial representation, with the only difference that the resulting representation U also
involves signs,
U(σ) : ey ⊗ u 7→ sgn(σ) eσ(y) ⊗ u ,
where sgn(σ) equals −1 if σ changes the orientation and equals +1 otherwise. In the
case of the two-dimensional irreducible representation (66), we obtain the same discrete
space-time as for the trivial representation, but now with Hˆ = C2 and the resulting
representation U given by
U(σ) : ey ⊗ u 7→ eσ(y) ⊗ V (σ)(u) ,
where in order to define V (σ) we compose σ by a translation in order to arrange that the
origin is fixed. The resulting group element is in the pinned symmetry group, and taking
its representation matrix V defines us V (σ).
It remains to completely reduce U . To this end, we first note that for the subgroup
of translations, U coincides precisely with the representation U in Example 7.2. Thus the
invariant subspaces of this subgroup are again the plane waves φk,uˆ of the form
φk,uˆ(x) = uˆ exp (i<k, x>)
with uˆ ∈ Hˆ and <., .> the canonical scalar product on R2. Here the momentum vector k =
(k1, k2) must be in the “dual lattice” K,
k ∈ K :=
{
0, 1
2π
l
, 2
2π
l
, . . . , (l − 1)
2π
l
}2
.
In order to get the invariant subspaces of the whole group O, we form the subspaces of
plane wave solutions which are mapped into each other by the action of R,
Hk :=
{
φρ(k),uˆ | ρ ∈ R, uˆ ∈ Hˆ
}
⊂ H ,
where ρ(k) is the action of R induced on the dual lattice via the relation <k, x> =
<ρ(k), ρ(x)>. If k = 0, the dimension of Hk coincides with the dimension d of Hˆ (i.e.,
it is equal to one if V is the trivial or sign representation, and it equals two for the
representation (66)). In the cases k1 = 0, k2 = 0 or k1 = k2 (and k = (k1, k2) 6= 0), Hk
is of dimension 4d. In the remaining case 0 6= k1 6= k2 6= 0, the orbit of R on k consists
of eight points and thus dimHk = 8d. On these low-dimensional subspaces, U can be
completely reduced in a straightforward way; we leave the details to the reader. 
8 Spontaneous Breaking of the Permutation Symmetry
In this section we consider the case when O = Sm is the symmetric group describing
permutations of the space-time points. The discrete fermion system is clearly homogeneous
(see Def. 7.1). This implies that spaces Ex(H) must all be isomorphic, and thus the spin
dimension is constant in space-time,
(px, qx) = (n, n) ∀x ∈M .
We first give a physical motivation of our result. If a physical system is modeled by a
discrete fermion system, the parameter n is known (for example, n = 2 for the simplest
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system involving Dirac spinors [3]), whereas the number m of space-time points will be
very large. The number f of particles will also be very large, but much smaller than
the number of space-time points (note that we also count the states of the Dirac sea as
being occupied by particles, see [1, 3], and as these states lie on a 3-dimensional surface
in 4-dimensional momentum space, their number scales typically like f ∼ m
3
4 ). Hence the
case of physical interest is
n ≪ f ≪ m .
Theorem 8.2 will show that in this case no discrete fermion systems with outer symmetry
group Sm exist. In other words, the permutation symmetry of discrete space-time is nec-
essarily destroyed by the fermionic projector, and thus a spontaneous symmetry breaking
occurs. Our result can be understood in non-technical terms as follows: One possibility
to build up fermion systems with the required symmetry is to take fermions which are
“spread out” over all of space-time. The orthogonality of the fermionic states implies that
the number of such states can be at most as large as the spin dimension. Hence not all
the particles can be “completely delocalized” in this way. Another method is to “localize”
the particles at individual space-time points. But then the permutation symmetry im-
plies that there must be a particle at every space-time point, and the number of particles
will be as large as m, which is impossible. Roughly speaking, the arguments below show
that there is no other way of building in fermions and make the orthogonality conditions
precise.
The symmetric group has two obvious one-dimensional representations: the trivial
representation U(σ) = 1 and the sign representation U(σ) = sgn(σ). The next lemma
gives a lower bound for the dimensions of all other irreducible representations.
Lemma 8.1 Suppose that U is an irreducible representation of Sk on C
N , which is neither
the trivial nor the sign representation. Then
N ≥
k
2
.
Proof. The representation theory for the symmetric group is formulated conveniently
using Young diagrams (for a good introduction see for example [5, Section 2.8]). Every
irreducible representation of Sk corresponds to a Young diagram with k positions. The
Young diagram λ corresponding to U has more than one row (otherwise U would be
the trivial representation) and more than one column (otherwise U would be the sign
representation). The hook formula (see [5, Section 2.8 and Appendix C.5]) states that the
dimension N of the representation is given by
N =
k!∏
(all hook lengths in λ)
, (67)
where the hook length of any position in a Young diagram is defined as the sum of positions
to its right plus the number of positions below it plus one.
We consider the subdiagram µ of all the positions which are to the right of the last
column having more than one position. In the following example, the subdiagram µ is
marked by stars:
1 2 ∗ ∗ ∗
λ =
3 4 ∗
5 6 ∗
7 8
29
We denote the number of positions of µ by l and the number of its rows by r. Obviously,
l ≥ r ≥ 2. We compute the hook lengths of all positions of µ and subsitute them into (67),
N =
k!
l (r − 1)! (l − r)!
1∏
(all hook lengths not in µ)
.
When computing the hook lengths of any position which is not in µ, at most (l − r + 1)
of the “stared squares” of µ contribute (because at most the stared squares in one row
are counted). Furthermore, ordering the positions of λ \ ρ beginning from the upper left
corner as indicated in the figure, one can arrange that the hook length of any position
does not involve all the previous positions. Hence the hook length of the first position is
at most (k− l) + (l− r+1) = k− r+1, the hook length of the second position is at most
k − r, and so on. We conclude that
N ≥
k!
l (r − 1)! (l − r)!
1
(k − r + 1)(k − r) · · · (l − r + 2)
=
k! (l − r + 1)
l (r − 1)! (k − r + 1)!
=
l − r + 1
l
(
k
r − 1
)
.
We consider two cases. If k = l, the diagrams λ and µ coincide, and since our Young
diagram has more than one column, we know that k > r. This allows us to simplify and
estimate the above inequality as follows,
N ≥
(
k − 1
r − 1
)
≥ k − 1 ≥
k
2
.
In the remaining case k > l, we can exploit that the number of positions in each column
decreases from the left to the right to conclude that k − l ≥ r. In the subcase r = 2, we
obtain
N ≥
l − 1
l
k ≥
k
2
.
If conversely r > 2, we have the inequalities 1 < r − 1 < k as well as l ≥ r and k − 1 ≥ l.
Hence
N ≥
l − r + 1
l
k (k − 1)
2
≥ (l − r + 1)
k − 1
l
k
2
≥
k
2
.
Theorem 8.2 Suppose that (H,<.|.>, (Ex)x∈M , P ) is a discrete fermion system of spin
dimension (n, n) with outer symmetry group O = Sm. Then the number of particles f
satisfies one of the inequalities
f ≤ n or f >
m− 1
2
.
Proof. We can clearly assume that
n <
m− 1
2
, (68)
because otherwise there is nothing to prove. In particular, we can assume that m ≥ 3.
Our aim is to get a contradiction to the assumption
n < f ≤
m− 1
2
. (69)
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Distinguishing the point 1 ∈ M , the corresponding pinned symmetry group R is the
group Sm−1 of permutations of the other points {2, . . . ,M}. Due to our assumptionm ≥ 3,
we can for every x ∈M choose an even permutation σx ∈ O with σx(1) = x.
According to Corollary 3.5, we can construct a representation U of the outer symmetry
on H. Let V be the corresponding representation of R on Hˆ := E1(H) as given by (58).
According to Lemma 2.10, the irreducible subspaces of V can be chosen to be definite.
Using Lemma 8.1 together with (68), one sees that V must be the direct sum of trivial
and sign representations. Since Hˆ has signature (n, n), we can decompose it into a direct
sum of the one-dimensional invariant subspaces
Hˆ =
n⊕
j=1
Hˆ+j ⊕
n⊕
j=1
Hˆ−j (70)
where the spaces H+j and H
−
j are positive and negative definite, respectively.
Proposition 5.2 allows us to reconstruct U from V . Let us consider what we get in the
two cases when V is the trivial or sign representation. For the trivial representation, we
can assume that Hˆ = C. The construction of Proposition 5.2 yields H = CM and
Ex : (ux)x∈M 7→ (δxy ux)x∈M , U(σ) : (ux)x∈M 7→ (uσ(x))x∈M . (71)
In other words, U is the standard representation of O on the complex-valued functions
on M . Suppose that 〈u〉 ⊂ H is an irreducible subspace corresponding to the trivial or
the sign representation. Then, since the group elements σx ∈ O are even,
Exu = Ex U(σx)u = U(σx)E1u ,
and using (71) one sees that u is a multiple of the vector (1, . . . , 1) ∈ Cm. Clearly,
U acts trivially on this vector. We conclude that H has a one-dimensional invariant
subspace where U acts trivially, and it has no invariant subspace corresponding to the sign
representation. According to Lemma 8.1, every other irreducible subspace has dimension
at least m/2. In view of (69), the fermionic projector must vanish identically on each
of these irreducible subspaces. We conclude that the subsystem corresponding to our
one-dimensional representation of V must contain either zero or one particles.
In the case when V is the sign representation, we can again assume that Hˆ = C.
The construction of Proposition 5.2 yields the same discrete space-time as for the trivial
representation, but now, using that the permutations σx are all even,
U(σ) : (ux)x∈M 7→
(
sgn(σ)uσ(x)
)
x∈M
.
Since changing the U(σ) by the sign sgn(σ) has no effect on whether a subspace in invariant,
this representation has the same irreducible subspaces as the representation corresponding
to a trivial V . Again, our subsystem must contain either zero or one particles.
The uniqueness statement in Proposition 5.2 yields that H is, in a suitable gauge, the
direct sum of the scalar product spaces Cm obtained from each direct summand in (70).
Since the spaces corresponding to the H+j are positive definite, they must not contain any
particles. As we saw above, each of the spaces corresponding to the H−j may contain at
most one particle. Hence the total number particles is at most n, contradicting (69).
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