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Temperature dependence of long coherence times of oxide charge qubits
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(Dated: October 1, 2018)
The ability to maintain coherence and control in a qubit is a major requirement for quantum
computation. We show theoretically that long coherence times can be achieved above boiling point
of liquid helium in charge qubits of oxide double quantum dots. Detuning the dots to a fraction
of the optical phonon energy, increasing the electron-phonon coupling, reducing the adiabaticity,
or decreasing the temperature enhances the coherence time. We consider a system that is initially
decoupled from the phonon bath in the polaronic frame of reference and solve the non-Markovian
quantum master equation; we find that the system decoheres after a long time, despite the fact that
no energy is exchanged with the bath.
PACS numbers: 71.38.-k, 03.65.Yz, 85.35.Be, 05.70.Ln
Introduction.—Construction of scalable quantum com-
puters has motivated identification of coherent two-level
solid-state systems. A simple solid-state two-level system
is the charge qubit. Charge qubit holds promise for high-
speed manipulation due to strong coupling of the electron
to electric field. On the other hand, large decoherence
times have not been achieved so far in the semiconduc-
tor double quantum dot systems studied as charge qubits
[1–11]. Furthermore, the quantum dots employed in the
decoherence studies had a typical diameter of ∼ 200
nm with the corresponding electron temperatures being
∼ 100 mK. Thus concomitant realization of fast opera-
tion and large coherence times in small solid state qubits
around boiling point of liquid nitrogen (or at least liquid
helium), although very useful for quantum computation,
has been elusive so far. Here, as compared to a semi-
conductor double quantum dot (DQD), we demonstrate
that an oxide (e.g., manganite) based DQD yields signif-
icantly higher decoherence times at higher temperatures
and in smaller sized systems.
Compared to semiconductors, oxides offer a vastly
richer physics involving diverse magnetic, charge, and or-
bital correlations [12–15]. Owing to significantly smaller
extent of the wavefunction, oxides can meet the miniatur-
ization demands much better than semiconductors. Low-
dimensional oxides present new opportunities for devices
where electronic, lattice, and magnetic properties can be
optimized by engineering many-body interactions, fields,
geometries, disorder, strain, etc. In this work, we il-
lustrate the device potential of low-dimensional oxides
through our analysis of an oxide DQD as a charge qubit.
Decoherence is one of the main obstacles in quan-
tum information processing that degrades the precious
resource of quantum mechanical superpositions [16, 17].
Because of system-environment interactions, the quan-
tum information of the system leaks out to the large
number of degrees of freedom of the environment. The
temperature of the environment affects the reduced sys-
tem dynamics and introduces additional relaxation chan-
nel for the system. For practical implementation, the fi-
nite temperature situation needs to be investigated thor-
oughly for cases such as boiling points of liquid helium
and liquid nitrogen and room temperature. In this pa-
per, we show that long decoherence times can be achieved
in oxide charge qubits at these elevated (above dilution
refrigerator) temperatures in contrast to semiconductor
charge qubits.
As temperature is varied, two qualitatively different
mechanisms are relevant for transport in a system of elec-
trons strongly coupled to optical phonons, namely, the
band-like motion and the random hopping of small po-
larons [18]. At higher temperatures, the overlap between
the simple-harmonic-oscillator wave functions of host
molecules on neighboring sites decreases because higher
eigenfunctions with more nodes come into play; conse-
quently, the polaron bandwidth decreases. At higher
temperatures, the random process dominates over the
band motion; the crossover from band-like motion to hop-
ping conduction occurs when the uncertainty in energy
(produced by electron-phonon scattering) is comparable
to half the bandwidth [19, 20]. Here, at various temper-
atures, we investigate in detail how coherence in a single
electron (tunneling between two dots) is effected due to
strong interaction with optical phonons.
DQD model with environment.—We consider a later-
ally coupled DQD system for our two-level qubit. The
charge in the DQD system is denoted (N1, N2) with N1
and N2 being the number of electrons on dots 1 and 2,
respectively. The quantum dots are taken to be identical
with the same charging energy EC = e
2/C where e is the
charge of an electron and C is the capacitance between
the dot and its surroundings. The capacitance C can
be conservatively approximated by the self-capacitance
C0 = 4ǫmǫ0D [21] which for a manganite dot with dielec-
tric constant ǫm = 10 and diameter D = 10 nm yields
EC ∼ 0.05 eV. We analyze situations where the thermal
energy kBT as well as the the detuning ∆ε ≡ ε1−ε2 (be-
tween the lowest energy levels in the two dots) are both
smaller than EC so that the dynamics of a single electron
can be studied when |N1 − N2| = 1. Consequently, we
2define the relevant charge states as |10〉 ≡ (N+1, N) and
|01〉 ≡ (N,N + 1).
The coupled dots are described by the following Hamil-
tonian of a single electron tunneling between them:
HDQD = ε1m1 + ε2m2 − J⊥
2
(c†1c2 + c
†
2c1) + J‖m1m2, (1)
where the electron destruction operator in dot i is de-
fined as ci and mi ≡ c†i ci. Furthermore, the energies εi
and the interdot tunnel coupling J⊥2 are adjusted by ex-
ternal gates; the nearest neighbor repulsion J‖ is due to
Coulomb interaction. The total Hamiltonian is expressed
as H = HDQD + HP + HEP where the additional term
HP =
∑
i,k ωka
†
i,kai,k is due to the optical phonon envi-
ronment while HEP =
1√
N
∑
i,k gkωk(mi− 12 )(ai,k + a†i,k)
is due to the electron-phonon interaction; here, aj,k is
the destruction operator of mode k phonons at site j, gk
is the electron-phonon coupling strength, and ωk is the
optical phonon frequency with weak dispersion.
In the strong coupling regime, to perform perturbation
theory effectively, we locally displace the harmonic oscil-
lators by Lang-Firsov (LF) transformation [22] HL ≡
eSHe−S with S = − 1√
N
∑
i,k gk(mi − 12 )(ai,k − a†i,k).
In the LF frame, the electron is clothed with phonons
reducing the tunnelling term J⊥ in Eq. (1) to Jmf⊥ ≡
J⊥e−
1
N
∑
k g
2
kcoth
βωk
2 . This reduction of the polaronic tun-
neling at enhanced temperatures occurs for the same rea-
son as that in a polaron band. Therefore, in the DQD,
the single particle energy is much smaller than the charg-
ing energy EC . The redefined polaronic system, the bath
environment with displaced harmonic oscillators, and the
interaction term in the LF frame are respectively given
by
HLs = ε1m1 + ε2m2 −
Jmf⊥
2
(c†1c2 + c
†
2c1) + J‖m1m2,(2)
HLR =
∑
i,k
ωka
†
i,kai,k, (3)
and
HLI = −
1
2
[J+⊥ c
†
1c2 + J
−
⊥ c
†
2c1], (4)
where the fluctuation of the local phonons around
the mean phonon field Jmf⊥ is given by J
±
⊥ =
J⊥e
± 1√
N
∑
k gk[(a2,k−a†2,k)−(a1,k−a†1,k)] − Jmf⊥ . Since the
small parameter is inversely proportional to the coupling
strength [23], HLI is weak in the LF frame which suits a
perturbative treatment.
Polaron dynamics.—The dynamics of the system is de-
scribed in terms of the reduced density matrix of the
system ρs(t) ≡ TrR[ρT (t)] where the degrees of free-
dom of the bath are traced out from the total system-
environment density matrix ρT (t). We start with the
simply separable initial state ρT (0) = ρs(0) ⊗ R0 in the
polaronic frame of reference with the expectation that
perturbation at large coupling will not produce much
change to the state of the system [23]. Here, R0 is
the phonon density matrix at thermal equilibrium given
by R0 =
∑
{nk} |{nk}〉ph ph〈{nk}|e−βω¯n/Z; the phonon
eigenstate and eigenenergy are given by |{nk}〉ph ≡
|{nk1}, {nk2}〉ph and ω¯n ≡
∑
k ωk(n
k
1 + n
k
2) with n
k
1 and
nk2 being the mode k phonon occupation numbers in dots
1 and 2. This separable initial state can be obtained in
a physical system such as an oxide-based DQD by using
a small value of J⊥/ωk [24].
We analyze the reduced dynamics of the system by
the second-order, time-convolutionless, non-Markovian,
quantum-master equation in the interaction picture [i.e.,
Redfield equation (see Ref. 25)]:
dρ˜s(t)
dt
= −
∫ t
0
dτT rR[H˜
L
I (t), [H˜
L
I (τ), ρ˜s(t)⊗R0]]. (5)
Here, an operator A is expressed in the interaction pic-
ture representation as A˜(t) = ei(H
L
s +H
L
R)tAe−i(H
L
s +H
L
R)t.
For our analysis we use the eigenstate basis
{
|ǫs〉 =
|10〉−|01〉√
2
, |ǫt〉 = |10〉+|01〉√2
}
(with eigenenergies ǫs and ǫt)
for zero detuning (∆ε = 0) and the basis
{
|10〉, |01〉
}
for strong detuning (∆ε >> Jmf⊥ ). For the zero (finite)
detuning case, to analyze coherence and population, we
solve for the offdiagonal density matrix element c˜st(t) ≡
〈ǫs|ρ˜s(t)|ǫt〉
(
c˜10(t) ≡ 〈10|ρ˜s(t)|01〉
)
and the diagonal el-
ement p˜s(t) ≡ 〈ǫs|ρ˜s(t)|ǫs〉
(
p˜10(t) ≡ 〈10|ρ˜s(t)|10〉
)
.
Zero detuning.—For the case when ∆ε = 0, from Eq.
(5), we get the following equations of motion for the off-
diagonal and diagonal elements of ρ˜s(t).
˙˜cst(t)
= −
[
c˜st(t)
∑
n¯+m¯=even,0
Jnmfnm(t)
− ie
iδǫt
4
(
c˜st(t)e
−iδǫt ∑
n¯+m¯=odd
Jnm
{
F
+
nm(t)− F−∗nm(t)
}
−H.c.
)]
, (6)
and
˙˜ps(t)
= − 1
4i
∑
n¯+m¯=odd
Jnm
[
p˜s(t)
{(
F
+
nm(t) + F
−
nm(t)
)
−H.c.
}
−
{
F
−
nm(t)−H.c.
}]
, (7)
where, n¯ ≡ ∑k(nk1 + nk2), m¯ ≡ ∑k(mk1 + mk2), Jnm =(
ph〈{nk}|J+⊥ |{mk}〉ph
)2
e−βω¯n
Z
, fnm(t) =
sin(ω¯n−ω¯m)t
ω¯n−ω¯m ,
and F±nm(t) =
ei(ω¯n−ω¯m±δǫ)t−1
ω¯n−ω¯m±δǫ with δǫ ≡ ǫs − ǫt. To
understand coherence and population evolution, we de-
fine the coherence factor Cst(t) ≡ cst(t)/cst(0) which
3can be obtained by solving Eq. (6) and its complex
conjugate; we also calculate the population difference
Pst(t) ≡ (2ps(t)− 1)/(2ps(0)− 1).
Finite detuning.—As a strategy to mitigate decoher-
ence, we employ sizeable energy detuning. For the case
of finite detuning ∆ε >> δǫ, the equations for the off-
diagonal and diagonal density matrix elements [obtained
from Eq. (5)] are given by
˙˜c10(t)
= − i
4
∑
{nk},{mk}
Jnm
[
c˜10(t)
(
F−∗nm(t)−F+nm(t)
)
+ (−1)(n¯+m¯)e2i∆εt
× c˜∗10(t)
(
F−nm(t)−F+∗nm(t)
)]
, (8)
and
˙˜p10(t)
= − 1
4i
∑
{nk},{mk}
Jnm
[
p˜10(t)
{(
F+nm(t) + F−nm(t)
)
−H.c.
}
−
{
F−nm(t)−H.c.
}]
, (9)
where F±nm(t) = e
i(ω¯n−ω¯m±∆ε)t−1
ω¯n−ω¯m±∆ε . To characterize the dy-
namics, we define the relevant coherence factor C10(t) ≡
c10(t)/c10(0) and the population difference P10(t) ≡
(2p10(t)− 1)/(2p10(0)− 1) which can be calculated from
the above two equations. Furthermore, when both ∆ε
and δǫ are non-negligible, a general derivation of the ma-
trix elements of the four terms on the right-hand side of
Eq. (5) is given in the Supplemental Material [26].
Results and discussion.—In oxides such as the man-
ganites, we approximate the density of states D(ωk) of
our multimode baths by a generalization of the Einstein
model and take it to be a box function of small width
ωu − ωl (= 0.1ωu) and height 1(ωu−ωl)
D(ωk)g
2
k = g
2 N
ωu − ωlΘ(ωk − ωl)Θ(ωu − ωk), (10)
where Θ(ω) is the unit step function. Notice that
1
N
∑
k g
2
k = g
2.
In our calculations, we have employed experimentally
realistic values of parameters in perovskite manganites.
For tunneling we chose J⊥/ωu = 0.5 & 2.8 with phonon
energy ~ωu = 0.05 eV; these values of J⊥ can be achieved
by adjusting a gate voltage. There is compelling ev-
idence of strong electron-phonon coupling in mangan-
ites [27, 28]. As regards strong coulpings, we used
g = 2.0 & 2.5. The strength of electron-phonon coupling
can be varied by using different rare earth (RE) elements
(such as La, Pr, & Nd) in the oxide RE1−xCaxMnO3
[29]. Thus, we can study decoherence for a reasonable
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FIG. 1. Exponential decay of coherence as a function of di-
mensionless time ωut plotted for (a) detuning energy ∆ε = 0.0
(where largest decoherence is expected) and at values of di-
mensionless thermal energy KBT/ωu = 0.01 (near boiling
point of liquid helium), = 0.15 (near boiling point of liquid
nitrogen), and = 0.5 (near room temperature); for (b) dimen-
sionless thermal energy KBT/ωu = 0.5 at various detuning
energies ∆ε/ωu reflecting different probabilities for resonance.
All the plots are at values of adiabaticity J⊥/ωu = 0.5 and
electron-phonon coupling g = 2 that are realizable in oxide
DQDs.
range of small parameter values J⊥/(2
√
2gωu) [23]. Fur-
thermore, using manganites around the ferromagnetic
colossal magnetoresistive regime would aid controllability
in the DQDs.
It is important to note that, though an exponential
decay is the usual feature of unstable systems, it can
deviate for quantum systems at short times [30]. In fact,
similar to Ref. [30], our long-time behavior of coherence
is also given exp(−α− t/τ) where τ is the coherence time
and α > 0 is a constant much smaller than unity.
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FIG. 2. Time dependence, of coherence and population differ-
ence, depicting exponential decay of coherence while popula-
tion remains unchanged for the case of maximum decoherence
(i.e., detuning ∆ε = 0) at around room temperature (i.e.,
KBT/ωu = 0.5). Adiabaticity J⊥/ωu = 0.5 and electron-
phonon coupling g = 2 in the plot.
4In Fig. 1 (a) we investigate nature of decoherence for
zero detuning and various temperatures. At a very low
temperature KBT = 0.01ωu (i.e., around boiling point
of liquid helium), we see that coherence does not de-
cay; whereas, with increasing temperature it decays more
rapidly. We compared numerical values of coherence for
temperatures 0.01ωu, with those at much lower tempera-
tures including 0 K. Over the entire time range in Fig. 1,
with respect to the zero temperature case, we find that
the coherence values for KBT = 0.01ωu do not change
at least up to the twelfth decimal place. This leads us
to infer that τ > 100 s at these low temperatures (see
Table. I). Similarly, at finite detuning values as well, by
contrasting coherence at temperature 0.01ωu with those
at much lower temperatures, we report large coherence
time τ > 100 s in Table. I. With increasing temper-
atures, not only do excited phonon states appear with
enhanced thermal probability but also the number of de-
generate phonon eigenstates increases. Even if the total
phonon bath does not exchange excitation with the sys-
tem (since δǫ << ωu), this leads to a fluctuation in lo-
cal phonon excitations causing destruction of coherence;
consequently, there is a decay in coherence while the pop-
ulation difference remains unchanged as shown in Fig. 2.
Since there is no exchange of energy between the bath
and the polaron, other unoccupied single particle states
will not be relevant in producing decoherence. The term
fnm(t) in Eq. (6) represents the contributions from de-
generate excited phonon eigenstates. At temperatures
KBT ≪ ωu, the phonon ground state (although being
probabilistically dominant) produces no decoherence as
the strength of decoherence J00 = 0; furthermore, the
next dominant term is proportional to ∼ exp(−βωu) be-
comes non-negligible only at much higher temperatures
(i.e., KBT/ωu = 0.15 & 0.5).
To obtain long coherence times even at elevated tem-
peratures, we introduce detuning in the DQD and plot
the coherence factor in Fig. 1 (b) at around the room
temperature (i.e., KBT = 0.5ωu). Here, we see that the
decoherence time is much longer for ∆ε/ωu = 0.5 com-
pared to the other two cases ∆ε/ωu = 0.2 & 0.8. The
phonon excitation ω¯n − ω¯m = 0.2ωu (ω¯n − ω¯m = 0.8ωu)
produces decoherence for ∆ε/ωu = 0.2 (∆ε/ωu = 0.8)
case. Given the small phonon frequency window ωu −
ωl = 0.1ωu, as can be seen from Eq. (8), the ther-
mal probability for the phonon excitation 0.8ωu is higher
[i.e., ∼ exp(−βωu)] compared to that for 0.2ωu [i.e.,
∼ exp(−2βωu)]. On the other hand, decoherence time for
∆ε/ωu = 0.5 in Fig. 1 (b) is the longest among all three
because the relevant thermal probability ∼ exp(−4βωu)
is comparatively smaller.
Next, we plot Fig. 3, by exploiting the linearity of
the exponential decay at times much smaller than the
large decoherence times realized near boiling point of liq-
uid nitrogen (i.e., KBT = 0.15ωu) at detuning ∆ε/ωu =
0.2 & 0.8 and for KBT = 0.5ωu at ∆ε/ωu = 0.5. Fig.
 0.9867
 0.9868
 0.9869
 0.987
 0  5000  10000  15000  20000
C 1
0(t
)
ωut
∆ε/ωu=  0.5(c)
KBT/ωu=  0.5
 0.9835
 0.9845
 0.9855
 0.9865
     
∆ε/ωu=  0.8(b)
KBT/ωu=  0.15
0.995695
0.995698
0.995701
0.995704
     
∆ε/ωu=  0.2(a)
KBT/ωu=  0.15
FIG. 3. Depiction that exponential decay of coherence is lin-
ear at small times. The coherence time is inversely propor-
tional to the slope. The coherence values are averaged over
intervals of width between successive points. At a fixed tem-
perature, among the detunings considered, the least decoher-
ence occurs when detuning ∆ε/ωu = 0.5 since it has the low-
est chance for resonance. Figures were drawn at adiabaticity
J⊥/ωu = 0.5 and electron-phonon coupling g = 2.
❳
❳
❳
❳
❳
❳
❳
❳
❳
KBT/ωu
∆ε/ωu 0.0 0.2 0.5 0.8
0.01 >100 s >100 s >100 s >100 s
0.15 50 ps 24 µs >0.1 s 83 ns
0.50 1 ps 47 ps 0.75 µs 10 ps
TABLE I. Coherence times at various values of scaled thermal
energy KBT/ωu and detuning energy ∆ε/ωu when ~ωu = 0.05
eV.
3 is in agreement with Fig. 1. The numerical values of
coherence times for the cases in Figs. 1 and 3 are re-
ported in Table. I; at temperatures much above boiling
point of liquid helium, we see that with a properly chosen
detuning one can get a decoherence time many orders of
magnitude larger than the zero-detuning case.
Lastly, in Fig. 4, we plot the coherence factor for dif-
ferent values of the coupling g and the tunneling ampli-
tude J⊥. For a fixed tunneling, coherence is maintained
for a longer time when the electron-phonon coupling is
stronger. On the other hand, at a fixed value of the cou-
pling, decoherence is enhanced when tunneling increases.
These results are consistent with the fact that decoher-
ence diminishes at lower values of the small parameter
J⊥
2
√
2gω
[23, 24]. Comparing Figs. 4 (a) and (b), we again
5 0
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FIG. 4. Plot showing coherence decays faster (slower) with
increasing adiabaticity J⊥/ωu (electron-phonon coupling g) at
two representative values of detuning, i.e., ∆ε/ωu = 0.0 & 0.2,
and near room temperature.
see that finite-detuning provides longer coherence times.
Conclusion.—Although dynamics of a carrier coupled
to optical phonons in a Holstein model has been studied
recently at both weak and strong couplings [31, 32], nev-
ertheless, it has been done for the initial condition where
the particle is uncoupled to the phonons in the laboratory
frame; furthermore, similar studies need to be conducted
for oxide DQD systems.
Our analysis shows that oxides (such as manganites)
provide a useful material platform for realizing charge
qubits with long coherence times at elevated tempera-
tures (i.e., higher than boiling point of liquid helium).
However, experimental confirmation is needed to clearly
establish that our oxide variant of double quantum dot
has an applicable combination of maneuverability and
coherence time; for universal quantum computation, it
needs to be demonstrated that high-fidelity gate opera-
tions, including two-qubit gate operations, can be per-
formed.
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“Temperature dependence of long coherence times of oxide charge qubits”
A. Dey and S. Yarlagadda
DETAILS OF THE CALCULATION OF MATRIX ELEMENTS
Here we show the detailed calculations for the matrix elements obtained from the quantum master equation given
by Eq. (5) in the main text. The double commutator in Eq. (5) can be broken into four terms. In the equation for
the matrix element 〈10|ρ˜s(t)|01〉, the first term on the right-hand side [based on Eq. (5)] is given by
〈10|
∑
n
ph〈n|H˜LI (t)H˜LI (τ)|n〉phρ˜s(t)
e−βω¯n
Z
|01〉 =
[
ξ+,+(T ) 〈10|c˜+1 (t)c˜−2 (t)c˜+1 (τ)c˜−2 (τ)ρ˜s(t)|01〉
+ ξ+,−(T ) 〈10|c˜+1 (t)c˜−2 (t)c˜+2 (τ)c˜−1 (τ)ρ˜s(t)|01〉
+ ξ−,+(T ) 〈10|c˜+2 (t)c˜−1 (t)c˜+1 (τ)c˜−2 (τ)ρ˜s(t)|01〉
+ ξ−,−(T ) 〈10|c˜+2 (t)c˜−1 (t)c˜+2 (τ)c˜−1 (τ)ρ˜s(t)|01〉
]
.
(S1)
Here, T = t − τ , i.e., the difference of times at which the the two-time correlation functions ξµ,ν(T ) are calculated.
The correlation functions can be written as
ξµ,ν(T )
=
1
4
∑
{nk}
ph〈{nk}|J˜µ⊥(T )J˜ν⊥|{nk}〉ph
e−βω¯n
Z
=
1
4
∑
{nk},{mk}
ph〈{nk}|J˜µ⊥(T )|{mk}〉ph ph〈{mk}|J˜ν⊥|{nk}〉ph
e−βω¯n
Z
=
1
4
∑
{nk},{mk}
ph〈{nk}|Jµ⊥|{mk}〉ph ph〈{mk}|Jν⊥|{nk}〉phei(ω¯n−ω¯m)T
e−βω¯n
Z
, (S2)
where we observe that
ph〈mk|J−⊥ |nk〉ph = ph〈nk|J+⊥ |mk〉ph,
and
ph〈mk|J+⊥ |nk〉ph = (−1)(n
k
1+n
k
2−mk1−mk2)
ph〈nk|J+⊥ |mk〉ph.
(S3)
Now, we calculate the phonon correlation function ξ+,+(T ) below:
ξ+,+(T )
=
J2⊥
4
[ ∑
{nk}
ph〈{nk}|e−
1√
N
∑
k gk[{a1,k(T )−a†1,k(T )}−{a2,k(T )−a†2,k(T )}] × e− 1√N
∑
k gk[{a1,k−a†1,k}−{a2,k−a†2,k}]|{nk}〉ph e
−βω¯n
Z
− e− 1N
∑
k g
2
kcoth(
βωk
2 )
∑
{nk}
ph〈{nk}|e−
1√
N
∑
k gk[{a1,k−a†1,k}−{a2,k−a†2,k}]|{nk}〉ph e
−βω¯n
Z
− e− 1N
∑
k g
2
kcoth(
βωk
2 )
∑
{nk}
ph〈{nk}|e−
1√
N
∑
k gk[{a1,k(T )−a†1,k(T )}−{a2,k(T )−a†2,k(T )}]|{nk}〉ph e
−βω¯n
Z
+ e−
2
N
∑
k g
2
kcoth(
βωk
2 )
∑
{nk}
e−βω¯n
Z
]
(S4)
8The first term in Eq. (S4) is written as
J2⊥
4
∑
{nk}
ph〈{nk}|e−
1√
N
∑
k gk[{a1,k(T )−a†1,k(T )}−{a2,k(T )−a†2,k(T )}] × e− 1√N
∑
k gk[{a1,k−a†1,k}−{a2,k−a†2,k}]|{nk}〉ph e
−βω¯n
Z
=
J2⊥
4
∑
{nk1}
ph〈{nk1}|e−
1√
N
∑
k gk{a1,k(T )−a†1,k(T )}e−
1√
N
∑
k gk{a1,k−a†1,k}|{nk1}〉ph
e−βω¯n1
Z1
×
∑
{nk2}
ph〈{nk2}|e−
1√
N
∑
k gk{a2,k(T )−a†2,k(T )}e−
1√
N
∑
k gk{a2,k−a†2,k}|{nk2}〉ph
e−βω¯n2
Z2
=
J2⊥
4
e−
2
N
∑
k g
2
kcoth(
βωk
2 )[1+cos(ωkT )]e
2
N
i
∑
k g
2
ksin(ωkT ), (S5)
where Zj =
∑
{nkj } e
−βω¯nj and
∑
{nk1}
ph〈{nk1}|e−
1√
N
∑
k gk{a1,k(T )−a†1,k(T )}e−
1√
N
∑
k gk{a1,k−a†1,k}|{nk1}〉ph
e−βω¯n1
Z1
= e−
1
N
∑
k g
2
k
∑
{nk1}
ph〈{nk1}|e
1√
N
∑
k gka
†
1,ke
iωkT
e
− 1√
N
∑
k gka1,ke
−iωkT
e
1√
N
∑
k gka
†
1,ke
− 1√
N
∑
k gka1,k |{nk1}〉ph
e−βω¯n1
Z1
= e−
1
N
∑
k g
2
k(1+e
iωkT )
∑
{nk1}
ph〈{nk1}|e
1√
N
∑
k gka
†
1,k(1+e
iωkT )
e
− 1√
N
∑
k gka1,k(1+e
iωkT )|{nk1}〉ph
e−βω¯n1
Z1
= e−
1
N
∑
k g
2
kcoth(
βωk
2 )(1+cosωkT )ei
1
N
∑
k g
2
ksinωkT . (S6)
The second and third terms in Eq. (S4) are written as
e−
1
N
∑
k g
2
kcoth(
βωk
2 )
∑
{nk}
ph〈{nk}|e−
1√
N
∑
k gk[{a1,k−a†1,k}−{a2,k−a†2,k}]|{nk}〉ph e
−βω¯n
Z
= e−
1
N
∑
k g
2
kcoth(
βωk
2 )
∑
{nk}
ph〈{n}|e−
1√
N
∑
k gk[{a1,k(T )−a†1,k(T )}−{a2,k(T )−a†2,k(T )}]|{nk}〉ph e
−βω¯n
Z
=
J2⊥
4
e−
2
N
∑
k g
2
kcoth(
βωk
2 ). (S7)
The fourth term in Eq. (S4) is
J2⊥
4
e−
2
N
∑
k g
2
kcoth(
βωk
2 )
∑
{nk}
e−βω¯n
Z
=
J2⊥
4
e−
2
N
∑
k g
2
kcoth(
βωk
2 ). (S8)
Finally we get the simplified expression for ξ+,+(T )
ξ+,+(T ) = κ2
[
e−
2
N
∑
k g
2
kcoth(
βωk
2 )cos(ωkT )e
2
N
i
∑
k g
2
ksin(ωkT ) − 1
]
, (S9)
where κ =
Jmf⊥
2 . In a similar fashion, the other correlation function can be written as
ξ+,−(T ) = κ2
[
e
2
N
∑
k g
2
kcoth(
βωk
2 )cos(ωkT )e−
2
N
i
∑
k g
2
ksin(ωkT ) − 1
]
. (S10)
Using Eqs. (S9) and (S10) we write Eq. (S1) as
〈10|
∑
n
ph〈n|H˜LI (t)H˜LI (τ)|n〉phρ˜s(t)
e−βω¯n
Z
|01〉
= ξ+,+(T )
[
− iκQ(T )(P (t)P (τ) + κ2Q(τ)Q(t))〈01|ρ˜s(t)|01〉+ κ2Q(T )(Q(t)P ∗(τ)− P (t)Q(τ))〈10|ρ˜s(t)|01〉]
+ ξ+,−(T )
[
iκ(Q(t)P ∗(T )P (τ) −Q(τ)P (t)P (T ))〈01|ρ˜s(t)|01〉+
(
κ2Q(t)Q(τ)P ∗(T ) + P (t)P (T )P ∗(τ))〈10|ρ˜s(t)|01〉].
(S11)
9The evolution of the system parts of the right-hand side of Eq. (S1) can be calculated using the following relations:
e−iH
L
s t|10〉 = [P (t)∗|10〉 − iκQ(t)|01〉]ei
J‖
4 t, (S12)
and
e−iH
L
s t|01〉 = [P (t)|01〉 − iκQ(t)|10〉]ei
J‖
4 t, (S13)
with P (t) = cos
(
t
√
∆ε2
4 + κ
2
)
+ i∆ε2
sin
(
t
√
∆ε2
4 +κ
2
)
√
∆ε2
4 +κ
2
and Q(t) =
sin
(
t
√
∆ε2
4 +κ
2
)
√
∆ε2
4 +κ
2
. For κ ≪ ∆ε, we can approximate
Eq. (S11) as
〈10|
∑
n
ph〈n|H˜LI (t)H˜LI (τ)|n〉phρ˜s(t)
e−βω¯n
Z
|01〉 = ξ+,−(T )P (t)P (T )P ∗(τ)〈10|ρ˜s(t)|01〉
= ξ+,−(T )ei∆εT 〈10|ρ˜s(t)|01〉. (S14)
The second term is given by
〈10|
∑
n
ph〈n|H˜LI (t)ρ˜s(t)⊗R0H˜LI (τ)|n〉ph|01〉
= ξ+,+(−T )
[
〈10|ρ˜s(t)|10〉
(− iκP (t)P 2(τ)Q(t) + iκ3Q(t)Q2(τ)P ∗(t))
+ 〈10|ρ˜s(t)|01〉
(
κ2P (t)P (τ)Q(t)Q(τ) + κ2Q(t)Q(τ)P ∗(t)P ∗(τ)
)
+ 〈01|ρ˜s(t)|10〉
(
P 2(t)P 2(τ) + κ4Q2(t)Q2(τ)
)
+ 〈01|ρ˜s(t)|01〉
(
iκP 2(t)P (τ)Q(τ) − iκ3Q2(t)Q(τ)P ∗(τ))]
+ ξ+,−(−T )
[
〈10|ρ˜s(t)|10〉
(− iκ3P (t)Q(t)Q2(τ) + iκQ(t)P ∗(t)P 2(τ))
+ 〈10|ρ˜s(t)|01〉
(− κ2P (t)P ∗(τ)Q(t)Q(τ) − κ2Q(t)P ∗(t)Q(τ)P (τ))
+ 〈01|ρ˜s(t)|10〉
(
κ2P 2(t)Q2(τ) + κ2Q2(t)P 2(τ)
)
+ 〈01|ρ˜s(t)|01〉
(
iκ3Q2(t)Q(τ)P (τ) − iκP 2(t)P ∗(τ)Q(τ))]. (S15)
For κ≪ ∆ε, we get
〈10|
∑
n
ph〈n|H˜LI (τ)ρ˜s(t)⊗R0H˜LI (t)|n〉ph|01〉 = ξ+,+(−T )〈01|ρ˜s(t)|10〉P 2(t)P 2(τ)
= ξ+,+(−T )〈01|ρ˜s(t)|10〉ei∆ε(t+τ). (S16)
The third term is expressed as
〈10|
∑
n
ph〈n|H˜LI (τ)ρ˜s(t)⊗R0H˜LI (t)|n〉ph|01〉
= ξ+,+(T )
[
〈10|ρ˜s(t)|10〉
(− iκP (τ)P 2(t)Q(τ) + iκ3Q(τ)Q2(t)P ∗(τ))
+ 〈10|ρ˜s(t)|01〉
(
κ2P (τ)P (t)Q(t)Q(τ) + κ2Q(τ)Q(t)P ∗(τ)P ∗(t)
)
+ 〈01|ρ˜s(t)|10〉
(
P 2(τ)P 2(t) + κ4Q2(τ)Q2(t)
)
+ 〈01|ρ˜s(t)|01〉
(
iκP 2(τ)P (t)Q(t) − iκ3Q2(τ)Q(t)P ∗(t))]
+ ξ+,−(T )
[
〈10|ρ˜s(t)|10〉
(− iκ3P (τ)Q(τ)Q2(t) + iκQ(τ)P ∗(τ)P 2(t))
+ 〈10|ρ˜s(t)|01〉
(− κ2P (τ)P ∗(t)Q(τ)Q(t) − κ2Q(τ)P ∗(τ)Q(t)P (t))
+ 〈01|ρ˜s(t)|10〉
(
κ2P 2(τ)Q2(t) + κ2Q2(τ)P 2(t)
)
+ 〈01|ρ˜s(t)|01〉
(
iκ3Q2(τ)Q(t)P (t) − iκP 2(τ)P ∗(t)Q(t))]. (S17)
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For κ≪ ∆ε, we obtain
〈10|
∑
n
ph〈n|H˜LI (τ)ρ˜s(t)⊗R0H˜LI (t)|n〉ph|01〉 = ξ+,+(T )〈01|ρ˜s(t)|10〉P 2(τ)P 2(t)
= ξ+,+(T )〈01|ρ˜s(t)|10〉ei∆ε(t+τ). (S18)
Lastly, the fourth term reads
〈10|
∑
n
ρ˜s(t)
e−βω¯n
Z ph
〈n|H˜LI (τ)H˜LI (t)|n〉ph|01〉
= ξ+,+(−T )
[
iκQ(T )(P (t)P (τ) + κ2Q(τ)Q(t))〈10|ρ˜s(t)|10〉+ κ2Q(T )(Q(t)P ∗(τ)− P (t)Q(τ))〈10|ρ˜s(t)|01〉]
+ ξ+,−(−T )
[
iκ(−Q(t)P ∗(T )P (τ) +Q(τ)P (t)P (T ))〈10|ρ˜s(t)|10〉+
(
κ2Q(t)Q(τ)P ∗(T ) + P (t)P (T )P ∗(τ))〈10|ρ˜s(t)|01〉].
(S19)
For κ≪ ∆ε, we can approximate the above expression as
〈10|
∑
n
ρ˜s(t)
e−βω¯n
Z ph
〈n|H˜LI (τ)H˜LI (t)|n〉ph|01〉 = ξ+,−(−T )P (t)P (T )P ∗(τ)〈10|ρ˜s(t)|01〉
= ξ+,−(−T )ei∆εT 〈10|ρ˜s(t)|01〉. (S20)
Putting Eqs. (S14), (S16), (S18), and (S20) in Eq. (5) of the main text and using the equalities in Eq. (S3), one
obtains Eq. (8) in the main text. In a similar way, one can deduce Eq. (9) for the diagonal element. Eqs. (6) and (7)
can be deduced by using Eqs. (S11), (S15), (S17), and (S19) without the approximation κ ≪ ∆ε and re-expressing
the terms in {|ǫs〉, |ǫt〉} basis. It should be noted that, at zero detuning, the only system excitation is given by
δǫ = 2κ = Jmf⊥ .
