Design and implementation of periodic broadcast video servers by Tran, Minh Trong
Retrospective Theses and Dissertations Iowa State University Capstones, Theses and Dissertations 
1-1-2003 
Design and implementation of periodic broadcast video servers 
Minh Trong Tran 
Iowa State University 
Follow this and additional works at: https://lib.dr.iastate.edu/rtd 
Recommended Citation 
Tran, Minh Trong, "Design and implementation of periodic broadcast video servers" (2003). Retrospective 
Theses and Dissertations. 20067. 
https://lib.dr.iastate.edu/rtd/20067 
This Thesis is brought to you for free and open access by the Iowa State University Capstones, Theses and 
Dissertations at Iowa State University Digital Repository. It has been accepted for inclusion in Retrospective Theses 
and Dissertations by an authorized administrator of Iowa State University Digital Repository. For more information, 
please contact digirep@iastate.edu. 
Design and implementation of periodic broadcast video servers 
by 
Minh Trong Tran 
A thesis submitted to the graduate faculty 
in partial fulfillment of the requirements for the degree of 
MASTER OF SCIENCE 
Major: Computer Science 
Program of Study Committee: 
Wallapak Tavanapong, Major Professor 
Johnny Wong 
Manimaran Govindarasu 
Iowa State University 
Ames, Iowa 
2003 
Copyright© Minh Trong Tran, 2003. All rights reserved. 
ii 
Graduate College 
Iowa State University 
This is to certify that the master's thesis of 
Minh Trong Tran 
has met the thesis requirements of Iowa State University 
Signatures have been redacted for privacy 
LIST OF TABLES . . 
LIST OF FIGURES . 
ABSTRACT ....... . 
ACKNOWLEDGMENTS . 
CHAPTER 1 INTRODUCTION 
1.1 Thesis Contribution 
lll 






1.2 Organization . . . . 4 
CHAPTER 2 BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 
2.1 Overview of Periodic Broadcast Protocols . . . . . . . . . . . . . . . . . . . . . . . . 5 
2.2 Overview of Memory Buffer Management for On-demand Video Servers 8 
2.3 Existing Implementation of Periodic Broadcast Servers . . . . . . . . . . 10 
2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 
CHAPTER 3 GENERALIZED PERIODIC BROADCAST SERVER ARCHITECTURE 12 
3 .1 Architecture Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12 
3.2 Using GPBS for Different Periodic Broadcast Protocols . . . . . . . . . . . . . . . . . 13 
3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14 
CHAPTER4 RESOURCESANALYSISFORGPBS. . . . . . . . . . . . . . . . . . . . . 15 
4 .1 Establishing the Disk-Memory Constraint . 15 
4.2 The Optimization Problem and its Solution 
4.2.1 Problem Statement ........ . 
18 
18 
4.2.2 The Solution of the Optimization Problem . . . . . . . . . . . . . . . . . . . . 19 
lV 
4.2.3 The Optimality and Complexity of the Solution . . . . . . . . . . . . . . . . . 21 
4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22 
CHAPTER 5 ESTIMATING THE IMPACT OF SEGMENT PINNING . 23 
5 .1 Segment Pinning 23 
5.2 Summary . . . . 28 
CHAPTER 6 ESTIMATING THE IMPACT OF IDEAL DATA PLACEMENT 29 
6.1 Modification of Analysis in an Ideal Data Placement Situation . . . . . . . . . . . . . 29 
6.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30 
CHAPTER 7 GPBS PROTOTYPE IMPLEMENTATION . . . . . . . . . . . . . . . . . . 31 
7.1 Current Status of the GPBS Prototype 31 
7 .2 Remaining Implementation Issues . 
7.3 Declaration of Some Object Classes 
7.4 Summary ............. . 
CHAPTER 8 EVALUATION STUDY .......... . 
8.1 Performance Measurements of GPBS .... . 





Effect of Disk Transfer Rates and Memory Sizes 
Effect of Sizes of Memory and Cushion Buffer 
The Impact of the Ideal Data Placement 
8.2.4 The Impact of Segment Pinning .... 
8.2.5 Comparison with On-demand Buffer Management Schemes 



















LIST OF TABLES 
Notations for discussion of buffer management in on-demand servers . 8 
Notations in the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16 
Notations for segment pinning 24 





LIST OF FIGURES 
Examples of periodic broadcast protocols in the three categories. 6 
Generalized Periodic Broadcast Server Architecture . . . . . . . . . . . . . . 12 
Maximum Buffer Management Algorithm 20 
8.1 Memory Allocation Per Video 39 
8.2 Application Memory Usage . . 41 
8.3 Effect of the memory size on the number of concurrent videos in SB 42 
8.4 Effect of the disk transfer rate on the number of concurrent videos in SB 43 
8.5 Effect of the memory size on the number of concurrent videos in PaB . 43 
8.6 Effect of the disk transfer rate on the number of concurrent videos in PaB 44 
8.7 Effect of the memory size on the number of concurrent videos in HB . . . 45 
8.8 Effect of the disk transfer rate on the number of concurrent videos in HB . 45 
8.9 Effect of memory size and cushion buffer . . . . . . . . . . . . . . . . . . . 47 
8 .10 Effect of ideal data placement on the total number of 10 minute videos 48 
8.11 Effect of ideal data placement on the total number of 89 minute videos 49 
8.12 Effect of pining the first segment of IO-minute videos in SB. 50 
8.13 Effect of pining the first segment of 89-minute videos in SB . 50 
8.14 Effect of pining the first segment of IO-minute videos in HB 52 
8.15 Effect of pining the first segment of 89-minute videos in HB 52 
8.16 Effect of pining the first segment of 89-minute videos in PaB 53 
8.17 Comparison with on-demand buffer management schemes . 55 
Vll 
ABSTRACT 
Periodic broadcast is an effective paradigm for large-scale dissemination of popular videos. In the 
periodic broadcast paradigm, a video file is logically partitioned into a number of segments. These 
segments are periodically broadcast (using multicast) on the server channels .. A client tunes into one or 
more channels at proper times to download the video segments into the client disk buffer. The client 
typically switches channels to download subsequent segments while playing out one of the buffered 
segments. Periodic broadcast guarantees a bounded service delay, which is equal to the length of 
time to broadcast the first segment, regardless of the number of concurrent requests making it suitable 
for popular videos. Considerable research efforts have gone into designing many excellent periodic 
broadcast protocols in terms of minimizing the server network bandwidth and the client resources. 
However, there are only a few implementations of periodic broadcast protocols available. This is 
probably because little has been documented on how the memory and disk bandwidth resources of 
a periodic broadcast server should be allocated. In this thesis, we present a Generalized Periodic 
Broadcast Server (GPBS) model that supports any periodic broadcast protocol. Based on this model, 
we formulate and solve a new optimization problem whose solution provides insights into the server's 
memory and disk resources allocation. We use our analysis to estimate (i) the effect of keeping some 
video segments in the server memory during the entire broadcast of the video, and (ii) the effect of 
data placement on disk in periodic broadcast servers. We also discuss our prototype implementation of 
GPBS. Our work facilitates future implementation and deployment of many existing periodic broadcast 
protocols. 
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CHAPTER 1 INTRODUCTION 
Recent years have seen the proliferation of several important applications accessing remote video 
data such as distance learning, digital libraries, Video-on-Demand, etc. The two important video 
streaming paradigms are On-demand and Periodic Broadcast. To facilitate the discussion that fol-
lows, we define a server channel as a logical unit of the server network bandwidth required to support a 
continuous delivery of video data. We also use the term server resources to indicate the server memory 
and disk resources. 
In the on-demand paradigm, the server allocates one server channel and necessary server resources 
on-demand for each arriving request or for a batch of requests of the same video [9]. The requested 
video is brought into a memory buffer one portion at a time and is transmitted to the requesting client 
at the rate of the allocated channel. A new request must wait if the available server resources are 
insufficient to serve this request. Hence, the service delay increases significantly as the request arrival 
rate rises beyond the server capacity. Over the past decade, the problem of managing critical server 
resources such as server network bandwidth, disks, and memory in on-demand servers has been well 
studied [26, 29, 21]. As a result, video streaming based on the on-demand paradigm has become a 
reality. Several server software such as RealNetworks Server, Microsoft Windows Media Server, IBM 
Video Charger, and Darwin Streaming Server are now available on the market. 
In the periodic broadcast paradigm, a video file is logically partitioned into a number of segments. 
These segments are periodically broadcast (using multicast) on the server channels. A client tunes 
into one or more channels at proper times to download the video segments into the client disk buffer. 
The client typically switches channels to download subsequent segments while playing out one of the 
buffered segments. An important characteristic of periodic broadcast is that it guarantees a bounded 
service delay, which is equal to the length of time to broadcast the first segment, regardless of the 
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number of concurrent requests. Therefore, periodic broadcast is a very good paradigm for streaming 
popular videos. In recent years, a number of periodic broadcast protocols have been proposed to reduce 
bounded service delays, utilize server network bandwidth efficiently, and minimize client resource 
requirements [42, 1, 18, 14, 33, 17, 38]. To date, only a few periodic broadcast servers for some 
specific protocols have been implemented [3, 38, 40]. 
In our opinion, the scarcity of the implementation and the deployment of periodic broadcast pro-
tocols on the Internet is due to two main reasons (i) the lack of wide spread infrastructure support for 
multicast, and (ii) little to none has been documented on the allocation of resources inside a periodic 
broadcast server. With regard to the first issue, although IP Multicast has been deployed slowly [35], 
there are numerous challenges [10] to overcome before IP Multicast becomes widely available on the 
Internet. Recent advances in application-layer multicast [19, 8, 34, 36, 43, 2] have offered an easier 
way for deploying multicast based applications on the Internet. 
Therefore, hoping to make periodic broadcast a popular application on the Internet, our goal in 
this thesis is to address the second issue. Effective management of server memory buffer and disk 
bandwidth resources in a periodic broadcast server is important. Allocating too few resources per 
video does not guarantee jitter-free1 broadcast. On the other hand, allocating too many resources per 
video limits the number of videos the server can broadcast concurrently. 
The differences among the periodic broadcast protocols might prompt one to ask why not study this 
resource allocation issue under each separate protocol. However, we advocate a general approach and 
solution that correctly captures the common characteristics of the protocols when it comes to server 
resource allocation. This strategy has two advantages. First, it provides an insight of the same issues in 
several protocols. Second, the solution could be verified independently under more than one protocols. 
Our prototype implementation based on the solution is an actual implementation of many periodic 
broadcast protocols. 
We also want to be clear that we are not proposing a new periodic broadcast protocol nor are we 
proposing how to set the best broadcast parameters for existing protocols. The originality of our work 
is that we are solving the unsolved problem by existing work on periodic broadcast. That is, existing 
'We only consider jitters caused by incorrect server memory buffer or disk bandwidth allocation. Jitters due to network 
conditions are beyond the scope of this thesis. 
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work do not provide a clear framework for calculating memory allocation inside a periodic broadcast 
video server. The outcome of our work enables the implementation of many existing periodic broadcast 
protocols. 
1.1 Thesis Contribution 
This thesis is an extension of our earlier work [ 41]. The contributions of this thesis are as follows. 
First, we present a Generalized Periodic Broadcast Server (GPBS) model that supports any periodic 
broadcast protocol. Second, we formulate the buffer management problem for the GPBS model as 
an optimization problem that maximizes the number of videos being broadcast while satisfying the 
constraints of the memory, the disk I/O bandwidth, the network 1/0 bandwidth, and the jitter-free 
broadcast. The solution of the problem specifies the buffer size for each broadcast channel, the number 
of videos and which video to be broadcast. Third, our analysis also determines memory space and disk 
bandwidth requirements for broadcasting a particular set of videos concurrently. Fourth, our analysis 
can be used to estimate the effectiveness of keeping some video segments in the server memory dur-
ing the entire broadcast of the video, and the effectiveness of data placement in a periodic broadcast 
server. Finally, we provide a prototype implementation which uses our GPBS design and analysis. Our 
prototype works well under an inexpensive commercial-off-the-shelf hardware/software system. 
1.2 Organization 
The remainder of this thesis is organized as follows. In Chapter 2, we provide the background 
for our work. We present the GPBS architecture in Chapter 3 and discuss the formulation of the 
buffer management problem and our solution in Chapter 4. In Chapter 5, we discuss how to use our 
analysis to study the effectiveness of segment pinning. In Chapter 6, we derive the upper bound of the 
server performance when utilizing an ideal data placement technique. In Chapter 7, we describe the 
implementation of our server software and the lessons learned during the implementation. In Chapter 8, 
we present the performance study. Finally, we give our conclusions and a discussion of the future work 
in Chapter 9. 
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CHAPTER2 BACKGROUND 
To the best of our knowledge, there is no prior formal study of buffer management for periodic 
broadcast servers. Hence, we begin this chapter by giving an overview of some recent periodic broad-
cast protocols. We then discuss buffer management techniques for on-demand video servers. We finally 
conclude the chapter by a discussion of related work. 
2.1 Overview of Periodic Broadcast Protocols 
In this section, we give an overview of recent periodic broadcast protocols. Existing periodic 
broadcast protocols can be classified into three major groups: the equal-bandwidth group, the equal-
size group, and the hybrid group. Fig. 2.1 depicts an example of a periodic broadcast protocol from 
each of the groups. The playback rate of a video is denoted by p and the segment i is denoted by $,. In 
this figure, three protocols are used to broadcast the same video, with the same bounded service delay. 
The figure illustrates the differences in the way the protocols segment a video, construct the broadcast 
channels, and assign the broadcast rate (bandwidth) to each channel. 
In the equal-bandwidth group, the server logically partitions a video into segments of increasing 
size and broadcasts them on channels of equal bandwidth. There is one-to-one mapping of segments 
of the same video to channels. That is, one segment is broadcast only on one channel and one chan-
nel is used to broadcast only one segment. Examples of periodic broadcast protocols in this group 
are Pyramid Broadcast [42], Permutation-Based Pyramid Broadcast [1], Skyscraper Broadcast [18], 
Greedy Disk Conserving Broadcast [14], Optimized Periodic Broadcast [25], and Optimally Struc-
tured Scheme [17]. For instance, Skyscraper Broadcast uses segments of sizes 1, 2, 2, 5, 5, ... , W of 
that of the first segment, respectively, where Wis the size of the largest segment(s). In Fig. 2.l(a), 
the video is partitioned into four segments and W is equal to five. The server simultaneously starts 
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Channel1 Is, Is, Is, Is, ls,ls, Is, ls,I s, Is, I~ 
Channel 2 s2 s2 s2 s2 s2 I~ 
Channel3 s3 s3 s3 s3 s3 I~ 
Channel4 I s. s. I~ 
(a) Skyscraper Broadcast from the Equal-bandwidth Group 
Channel 1 Is, Is, Is, Is, Is, Is, Is, Is, Is, I~ 
Channel 2 ..-I s-2 , ...... s ....... 2 l-s2 ........ l-s2 ....... l-s2-.-I s-2 ...-I s-2 .-1 s--..2 l..-s.....,2 I~ 
. 
Channel 9 I s9 I s9 IS9 I s9 IS9 IS9 I S9 Is9 I s9 ~ 
(b) Harmonic Broadcast from the Equal-size Group 
Channel1 Is, Is, Is, Is, Is, Is, Is, Is, Is, Is, Is, I~ I~ 
Channel 2 I s2 I s. I s2 I ss I s2 I s. I s2 I ss I s2 I s. I s2 I ss I~ 
(c) Pagoda Broadcast from the Hybrid Group 
Figure 2.1 Examples of periodic broadcast protocols in the three categories. p is 
the playback rate of a video. ~ denotes segment i. 
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broadcasting all the segments of a video. Each segment is repeatedly broadcast on its own channel at 
the video playback rate. 
In the equal-size group, the server logically partitions a video into n equal-size segments and broad-
casts them on n channels of decreasing bandwidth. There is also one-to-one mapping of segments to 
channels. Harmonic Broadcast and its variants [20, 32] belong to this group. Fig. 2.l(b) depicts an 
example of using Harmonic Broadcast where channel i has the bandwidth (or broadcast rate) ofl,[ 
where i E { 1, ... , n}. The server also simultaneously starts broadcasting all the segments of a video. 
Segment i is repeatedly broadcast on channel i at the broadcast rate of the channel. 
In the hybrid group, the server logically partitions a video into equal-size segments and broadcasts 
them on channels of equal-bandwidth. The mapping of segments to channels is the difference from the 
previous two groups. A segment is still broadcast on one channel, but one channel could be used to 
broadcast many segments of the same video. For example, in Fig. 2.l(c), three segments, Si,, 84, and 
S5 , are broadcast on channel 2. Periodic broadcast protocols in this group are Pagoda Broadcast and 
its variants [33, 30]. The bandwidth of each channel is the playback rate of the video. 
To receive video data, a client has to know the broadcast information from the server. This informa-
tion could be communicated through a signaling protocol or through an out-of-band mean. The client 
then tunes in appropriate server channels (i.e., joins the multicast group of the channel) to temporarily 
buffer the data on the client's local memory and/or disk. The buffered data is then decoded and dis-
played on the screen. Periodic broadcast protocols differ one from another in the number of concurrent 
channels a client has to join and the amount of buffer space required to maintain the real-time playback 
of a broadcast video. For example, Harmonic Broadcast requires a client to join all of of the server's 
channels at the same time, whereas Skyscraper Broadcast only requires a client to join at most two 
server channels. 
Some techniques have been proposed to include support for variable bit rate videos and VCR func-
tions in periodic broadcast protocols. Although the bandwidth of each channel remains constant for 
the entire broadcast, all periodic broadcast protocols can support a variable bit rate video by mapping 
it to a constant bit rate stream using the peak bandwidth of the video as the bit rate of the stream or 
using a better mapping approach [ 1 7]. Because using a contingency server channel to service each 
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client requesting VCR-like functions such as fast-forward and fast-reverse violates the goal of periodic 
broadcast to service a large number of concurrent users, recent studies modify some periodic broad-
cast protocols to offer interactivity without contingency channels [39, 12, 13]. These techniques utilize 
a larger client disk buffer and/or additional server channels to periodically broadcast VCR versions 
(e.g., 1 frame out off frames) of the video. User interactions are achieved by switching between the 
appropriate channels. 
2.2 Overview of Memory Buffer Management for On-demand Video Servers 
The buffer management techniques for on-demand video servers [28, 23, 6, 7, 16, 22, 29, 21] were 
primarily developed with the goal of reducing the service delay for each request for a database of 
videos with the same playback rates. These techniques allocate a memory buffer on the fly for each 
request. They use a single retrieval thread to retrieve data from the server's disk subsystem into multiple 
memory buffers of the requests being served by the server. To ensure a jitter-free streaming, the size 
of each buffer is carefully determined such that the buffer is not empty before the next time the data is 
retrieved into the buff er. We use the following notations to facilitate our discussion in the remaining of 
this section. 
Table 2.1 Notations for discussion of buffer management in on-demand servers 
Term Definition 
TR Disk transfer rate (Mbps) 
p The playback rate of a video (Mbps) 
DL Maximum disk latency (seconds) including both the seek time and the rotational time 
Nmax Maximum number of concurrent delivery channels the server can support 
Chang and Garcia-Molina proposed a technique for calculating the buffer size when the server is in 
a fully loaded state [6, 7]. In this state, the server cannot admit anymore new requests. The buffer size 
is equal to Nm;;/~_IJ:'m~:::R where Nmax is the largest number that satisfies Nmax < TPR. Observe that 
the buffer size is directly proportional to DL, and Nmax is inversely proportional top. The buffer size 
formula is extended to handle videos with different playback rates [6] as follows. Either the maximum 
or the greatest common divisor of all the playback rates of the videos in a database is used as the value 
of p. We call the former the MAX scheme and the latter the GCD scheme, respectively. Effective disk 
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scheduling and data placement reduce DL [6, 21], which in turns, reduce the buffer size. Consequently, 
the initial service delay of a request is also reduced because the on-demand server fills up the buffer 
allocated for the request before sending out the data. Note that the network latency is typically not 
taken into account in these studies. 
Lee et al. [22] proposed a technique for reducing service delays when the server is not in the fully 
loaded state. In this state, each buffer needs not be as large as that in the fully loaded state. Hence, 
a smaller service delay is achieved. This technique also recommends handling videos with different 
playback rates using the MAX and GCD schemes. 
Existing buffer management techniques in on-demand servers (e.g., [6, 5, 7, 22]) are not suitable 
for periodic broadcast servers due to the two following main reasons. First, reducing the service delay 
is not the objective for buffer management for periodic broadcast servers since the bounded service 
delay is determined by broadcast protocol and parameters. Second, memory management techniques 
developed for on-demand servers were designed based on the assumption that all the server channels 
have the same bandwidth. This assumption is not suitable for periodic broadcast in a number of cases. 
For instance, some periodic broadcast protocols (i.e., Harmonic Broadcast and its variants [20, 31, 32]) 
require different broadcast rates for different channel; or broadcasting a layered-encoded video may 
require different broadcast rates for different layers. To handle channels with different bandwidth, these 
techniques resort to using the maximum or the greatest common divisor of all the channel bandwidths 
as the representative channel bandwidth. 
In what follows, we argue that applying MAX and GCD schemes into a periodic broadcast server 
is inefficient. Since the value of p under the MAX scheme is the largest playback rate, the buffers for 
smaller rate videos are larger than necessary. Hence, fewer concurrent streams can be supported. Under 
the GCD scheme, several channels are needed to serve the videos with the rate higher than the common 
rate, resulting in a larger buffer. This is due to the fact that the higher the number of concurrent streams, 
the larger the buff er becomes since the retrieval thread has to spend more time to fetch the data into all 
the buffers. These inefficiencies are more serious for periodic broadcast servers since several buffers 
are needed for broadcasting single video. We show these inefficiencies in Chapter 8 Section 8.2.5 
(page 54). 
10 
2.3 Existing Implementation of Periodic Broadcast Servers 
To the best of our knowledge, the problem of managing memory buffer and disk scheduling specif-
ically for periodic broadcast servers has been little documented. Bradshaw et al. [3, 4] implemented 
a prototype video server that supports both a periodic broadcast server using Greedy Disk Conserving 
Broadcast protocol [14] and a patching protocol [15]. The server employs per-video application-level 
caching to reduce the demand on the server disk access. That is, an amount of main memory is al-
located for each video being streamed. The server issues disk requests only when the video blocks 
needed for streaming a video are not in the application-level cache of that video. The server uses the 
Least Frequently Used (LFU) cache replacement policy to manage the caches. It is unclear how the 
size of the application-level cache is calculated to maintain a jitter-free broadcast of many videos. One 
of the differences of our thesis is that our analysis helps to derive a minimum buffer requirement for 
each video. We also discuss how to use our analysis to study pinning data segments (caching without 
data replacement) in the memory during the entire time the video is broadcast. Another difference is 
that our server architecture uses only one thread to retrieve data for all the videos while their technique 
uses one disk thread per video. Hence, our server could avoid scheduling conflict of many concurrent 
reading threads. 
Thirumalai et al. presented an implementation of the fixed-delay pagoda broadcasting protocol 
on a commercial off-the-shelf hardware/software platform [40]. Their contribution is mainly about 
demonstrating a proof-of-concept implementation of a specific periodic broadcast protocol. A detail 
and specific measurements study for that particular protocol were discussed. They have also discussed 
some general solutions for dealing with the disk bottleneck. However, there is no formal analysis of 
disk and memory resources and most of their findings and measurements are probably limited to that 
particular protocol implementation. We do not gain insights about implementation/deployment of other 
periodic broadcast protocols. 
Sheu et al. report a prototype implementation of both a video server and a video client running 
Striping broadcast protocol [38]. The focus of this work is on the overall server/client architectural 
design and a new periodic broadcast protocol. Detail measurements of the prototype system are also 
discussed. However, we also can gain insight about only one specific periodic broadcast protocol but 
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not other protocols that are not implemented. 
2.4 Summary 
We have presented an overview of some recent periodic broadcast protocols and how they could be 
classified into three groups: the equal-bandwidth group, the equal-size group, and the hybrid group. We 
have also discussed recent techniques for memory management in on-demand video servers. Finally, 
we have discussed existing implementation of video servers for some particular periodic broadcast 
protocols. 
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CHAPTER 3 GENERALIZED PERIODIC BROADCAST SERVER 
ARCHITECTURE 
3.1 Architecture Description 
In this chapter, we first present our Generalized Periodic Broadcast Server (GPBS) model. We 
discuss the role of each entity in the model and how the model supports any periodic broadcast protocol. 
Fig. 3 .1 depicts our GPBS model. One delivery thread is used for each of the broadcast channels. This 
makes it easier for the server to support different broadcast rates for different channels. For examples, 
some periodic broadcast protocols (i.e., Harmonic Broadcast and its variants [20, 32]) require different 
transmission rates for different segments. Broadcasting a layer-encoded video may require different 
broadcast rates for different layers. In practice, popular videos do not necessarily have equal playback 
rates. 




Buffer for Channel 2 
Delivery 
Thread c;;-
TR ~ ns 
Delivery D~ 0 Data Retrieval Buffer for Channel 3 Thread Cl) u 
Thread ns 't: 
~ Delivery DR4 Buffer for Channel 4 -= Thread ~
0 
~ • • Cl) z Disk • 0 
Subsystem • t-• • 
Buffer for Channel "inax Delivery ORNma 
Thread 
Allocated Buffers 
Figure 3.1 Generalized Periodic Broadcast Server Architecture 
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There is one memory buffer allocated for each broadcast channel. For instance, in Fig. 3.1, a total 
of Nmax memory buffers are allocated for Nmax channels. The data to be broadcast on each channel 
must be retrieved from the disk storage into the memory buffer of the channel for the delivery thread 
to broadcast the data to the network. In this model, only one data retrieval thread is used to retrieve 
the needed data for all the channels to prevent a competition for disk accesses within our own video 
server application. To support concurrent broadcasts of many videos, each buffer must be as small as 
possible, yet a jitter-free broadcast on each channel must be guaranteed. 
The data retrieval thread services the buffers in rounds. In each round, the data retrieval thread fills 
up the buffers one by one using the entire disk bandwidth to fetch the data for each buffer. Hence, the 
model closely captures a normal disk operation that uses the whole disk transfer rate for data transfer. 
To guarantee a jitter-free broadcast on each channel, the buffer must be large enough to ensure that the 
delivery thread associated with the buffer does not run out of the data to broadcast before the buffer 
is serviced again in the next round. Once the video data in a buffer has been broadcast, the memory 
space occupied by the data is made available (on a memory page basis) for storing new data of the next 
service round of the buffer. 
It is possible to use segment pinning in GPBS to always keep the data of some frequently broadcast 
segments in the memory. The advantage of pinning some segments in the memory is that the server 
does not have to spend time to retrieve these segments from disk again after they are loaded into the 
memory. In other words, the data retrieval thread have more time to retrieve other segments that are not 
pinned. Nevertheless, this advantage comes at a cost because the amount of memory available to store 
data of other segments is reduced. For the sake of simplicity, we assume no segment pinning is used in 
our resources analysis in Chapter 4. We will then use this analysis to consider the case when segment 
pinning is used in Chapter 5. 
3.2 Using GPBS for Different Periodic Broadcast Protocols 
The GPBS model supports any periodic broadcast protocol because it is designed to only captures 
the two most basic requirements of periodic broadcast. That is, any periodic broadcast protocol requires 
(i) broadcast channels, and (ii) the continuous broadcast of the data in each of the channels. Besides 
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these two requirements, the model does not make any other assumptions about the broadcast protocols, 
making it very flexible. To understand how our model works with a particular periodic broadcast 
protocol, one only needs to find out how to map the channels, the broadcast rate of channels, and the 
data segment(s) being broadcast in each channel of the protocol to those of our model, respectively. 
The mapping is often straight forward as illustrated in the following examples. 
To broadcast a video using Skyscraper Broadcast in Fig. 2.l(a), we map Channel 1 to the first 
delivery channel with the delivery rate (DR1) set top in our GPBS model. The buffer associated with 
the first delivery thread is used to retrieve the data of the first segment ( .S) during the broadcast. This 
mapping process is repeated for the other channels. The same process is applicable for other periodic 
broadcast protocols. In Fig. 2.1 (b ), Harmonic Broadcast uses nine channels. Hence, nine buffers 
and delivery threads are used in our model. The delivery rate of the fh delivery thread is ~ and the 
associated buffer is used to retrieve the data for segment i. To broadcast the same video using Pagoda 
Broadcast in Fig. 2.1 ( c ), three buffers and three delivery threads are used. The first delivery thread 
periodically broadcasts the first segment. The second delivery thread broadcasts the data for Channel 
2; it alternately broadcasts segments 2, 4, 2, and 5 in that order. The other segments are periodically 
broadcast by the third delivery thread. 
3.3 Summary 
We have described our Generalized Periodic Broadcast Server (GPBS) model, which is a simple 
yet efficient video server model for periodic broadcast protocols. Using concrete examples, we have 
also demonstrated how our model supports different periodic broadcast protocols. In the next chapter, 
we will present our resources analysis for our GPBS model. 
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CHAPTER 4 RESOURCES ANALYSIS FOR GPBS 
In this chapter, we formulate and provide a solution to an optimization problem for the GPBS 
model that maximizes the number of videos being broadcast subject to the server memory, the disk 
bandwidth, and the network bandwidth limitations. In what follows, we first establish the disk-memory 
constraint to ensure a jitter-free broadcast of the channels. Then, we formulate an optimization problem 
that maximizes the number of videos being broadcast subject to the established constraint. Finally, we 
provide a solution to the optimization problem. The solution gives the buffer size for each channel 
of the videos and the list of videos that should be broadcast. Because the GPBS model supports any 
periodic broadcast protocol, maximizing the number of videos being broadcast under the GPBS model 
ensures the maximum number of videos being broadcast for a server that uses the model to implement 
a specific broadcast protocol. 
We use the following assumptions in our discussion. First, different videos may have different 
playback rates and lengths. Second, the amount of memory space and the disk transfer rate dedicated 
to video broadcasting are also given. Finally, the server has only one physical disk. This last assump-
tion primarily applies to commercial-off-the-self desktop/laptop systems, but not a powerful server 
equipped with a disk array. In the rest of the paper, we use the notations listed in Table 4.1. 
4.1 Establishing the Disk-Memory Constraint 
In our GPBS model, the data retrieval thread fills up the buffers associated to the delivery channels 
in service rounds. Each buffer gets served only once in a service round. The time duration of one 
service round is called the service period denoted by T. It is constant from round to round. To ensure a 
jitter-free broadcast for each channel, the associated buffer must have enough data for the corresponding 
delivery thread to broadcast during a service period. That is, the buffer size 8 can be calculated using 
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Table 4 1 Notations in the model 
Term Definition 
B Server memory space (Mb its) for broadcasting 
TR Disk transfer rate (Mbps) for broadcasting 
p The playback rate of a video (Mbps) 
DL Maximum disk latency (seconds) including both the seek time and the rotational time 
N Total number of videos available in the server 
BRj Total bandwidth required (Mbps) to broadcast video j 
NCj Total number of channels required to broadcast video j 
Ci The ith delivery channel of the server 
Bi Main buffer size (Mbits) for C;, 
CBi Cushion buffer size (Mb its) for C;, 
DRi Delivery rate (Mbps) for Ci 
Nmax Maximum number of concurrent delivery channels the server can support 
T Time duration of a service period (seconds) 
Ts eek Total disk seek and rotational time (seconds) during a service period 
Ttransfer Total data transfer time (seconds) during a service period 
the following equation. 
(4.1) 
Equation ( 4.1) can also be expressed in the following form. 
(4.2) 
When the data retrieval thread services a buffer, the disk arm moves to the cylinder storing the needed 
data. The sector having the desired data is rotated to be under the disk head. The worst latency for 
completing these two actions is denoted by D L. Because we have Nmax buffers to serve during the 
service period T, the total seek and rotational time T.seek is 
Tseek:::; Nmax X DL. (4.3) 
Ttransfer is the time taken for transferring the amount of data needed by Nmax buffers at the disk 
transfer rate. 
'\'Nrriax B· T. ui=l i transfer = TR (4.4) 
The service period T, therefore, can be expressed in terms of the total seek and rotational time and the 
transfer time. 
Tseek + Ttransfer = T (4.5) 
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By substituting Equations ( 4.1)-(4.4) into Equation ( 4.5), we have 
DRi x TR x Nmax x DL 
Bi=~~~~~~~~~~~~~~-
TR- (DR1 + DR2 + ... + DRNmax) (4.6) 
Because Bi must be positive, the disk transfer rate must be greater than the total broadcast rates of 
all the Nmax channels. Depending on the server disk scheduling algorithm, 1/0 requests to the disk 
subsystem may not get served in the requested order. In this case, we use a cushion buffer of size C ~ 
to prevent non-consumed data in the buffer to be replaced by the new data that is retrieved early from 
the disk. The cushion buffer size is varied based on the underlying disk scheduling algorithm. For 
instance, the SCAN disk scheduling algorithm requires that C ~ and Bi be the same. The size of the 
cushion buffer can be reduced by ensuring that the disk subsystem retrieves the data in the requested 
order. Using this disk scheduling algorithm, the size of the cushion buffer becomes negligible. 
We use a positive constant a to express the relationship between the sizes of the cushion buffer and 
the main buffer of a channel. 
(4.7) 
The value of a is one when SCAN disk scheduling is used. When the cushion buffer size is negligible, 
we set value of a to zero. 
The size of the buffer for Ci is the sum of Bi and C Bi. In each service period, the data retrieval 
thread retrieves only Bi amount of data in the buffer for this channel. The total size of the buffers 
(including both main and cushion buffers) for all the channels must not exceed the total memory space 
reserved for video broadcasting. That is, 
Nmax L (Bi+ CBi) :SB. (4.8) 
i=l 
By substituting Equations (4.6)-(4.7) into Equation (4.8), we have 
TR x Nmax x DL x I:~"t"' DRi < __!!_ 
TR - ~Nmax DR - 1 + a 
L.,,i=l i 
(4.9) 
We use a vector of N binary variables, Vj (j = 1, ... , N) to represent whether video j is selected for 
broadcast or not. The value of Vj is one if video j is selected for broadcasting; otherwise, the value 
of Vj is zero. Therefore, the sum of the delivery rates of all the delivery channels in Equation ( 4.9) is 
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equal to the total bandwidth required for broadcasting all the selected videos. That is, 
Nmax N 
L DRi = L(BRj x Vj)· (4.10) 
i=l j=l 
The maximum number of concurrent channels the server can support is equal to the total number of the 
delivery channels required for broadcasting all the selected videos. 
N 
Nmax = L(NCj X Vj) 
j=l 
By substituting Equations ( 4.10)-( 4.11) into Equation ( 4.9) we have 
N B N TRxB 




Hence, we have successfully established the disk-memory constraint as shown in Equation (4.12). This 
is the constraint for a single disk system. There are at least two ways to extend this constraint for a 
multiple-disk system. The first way is to find the function representing TR and DL for the multiple-
disk system and replace them into Equation (4.12). The second way is to consider each disk in a 
multiple-disk system separately, establish a different constraint for a different disk, and combine all the 
constraints together. The problem statement to maximize the number of videos being broadcast subject 
to the established disk-memory constraint (in a single disk system) is as follows. 
4.2 The Optimization Problem and its Solution 
4.2.1 Problem Statement 
Given a disk transfer rate of TR Mbps, a memory space of B Mbits, a periodic broadcast protocol, 
broadcast parameters (e.g., the bounded service delay), and a database of N videos, determine the 
videos to broadcast such that the number of videos being broadcast is maximized subject to the disk-
memory constraint in Equation (4.12) and the server network 1/0 bandwidth constraint. This problem 
statement can be formally expressed as the following optimization problem. 
N 






N B N TRxB 
(TR x L)NCj x Vj) x DL + -1 +-c) x z)BRj x Vj)::; _l_+_a_ 
j=l j=l 
N L (BRj x Vj) :S server network I/O bandwidth. 
j=l 
Vj = 1 if video j is selected for broadcast; otherwise, 'Vj = 0. 
4.2.2 The Solution of the Optimization Problem 
The solution to the optimization problem described earlier is an optimal assignment of the value of 
Vj E { 0, 1}, where j = 1, ... , N. Our optimization problem is neither a linear nor a non-linear pro-
gramming problem because of the non-linear constraint with respect to the variables Vj, j = 1, ... , N. 
However, we obtain its solution by repeatedly solving several simplified linear programming instances 
of the original problem. The best solution obtained from this process is the solution to the original 
optimization problem. 
In what follows, we discuss the idea behind our solution to the optimization problem. Then, we 
present the solution algorithm. We observe that Nmax can only be one of the positive integers in the 
range [1, M], where Mis the total number of delivery channels required to broadcast all the N videos 
using the given periodic broadcast protocol. To formulate a simplified linear programming problem, 
we first predict and substitute a constant integer value (start from M decrementing to 1) for Hnax, i.e., 
for the term l::f=1 (NCj x vj), in Equation (4.12) to obtain a linear constraint. 
Given a predicted value of Nmax, denoted by PredictedNmax, our simplified linear programming 
problem is as follows. 
subject to 
N 
maximize L Vj 
j=l 
~ TRxB L..J(Bj XVj) '.S ~~~~~~~~~~~~~~~~~ 
j=l (1 +a) X (TR x PredictedNmax x DL + 1! 0J 
1 Note that the dynamic programming approach for solving the 0-1 Knapsack problem is not applicable in this case because 
the 0-1 Knapsack problem is a special case of linear programming problems. 
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The simplified linear programming problem uses the same input parameters and has the same ob-
jective as our optimization problem does. The only difference between these two problems is their 
constraints. The solution of the simplified linear programming problem indicates a set of chosen 
videos that maximizes the number of broadcast videos for the given input parameters and the value 
of PredictedNmax· However, when the total number of the delivery channels required to broadcast all 
the videos in this set, i.e. I:_f=1 ( N Cj x Vj), is less than or equal to PredictedNmax, the set of chosen 
videos also satisfies the constraint in our original optimization problem. In that case, this set of videos is 
one of the possible solutions to our original optimization problem. This is because the set of the videos 
maximizes the number of broadcast videos while satisfying the original non-linear constraint given the 
value of PredictedNmax· We record the solution in this case. We repeat the same process to formulate 
other simplified linear programming problems with other values of PredictedNmax. Finally, after all 
possible values of Nmax are considered, we select the best solution that gives the highest number of 
videos broadcast from the recorded solutions to be the final solution to our optimization problem. The 
following MAXIMUMBUFFERMANAGEMENT algorithm demonstrates this idea. 
Input: VideoDatabase, BroadcastParameters, TR, B, DL, a 
Output: The selected videos and the minimum buffer size for each channel 
MAXIMUMB UFFERMANAGEMENT 
1. VideoDB = SEGMENTATION(BroadcastParameters,VideoDatabase ); 
2. M = CALCULATENmaxBOUND(VideoDB); 
3. VideoList = empty; 
4. PredictedNmax = 1; 
5. while (PredictedNmax ~ M){ 
6. Result= LP_SOLVE(PredictedNmax, VideoDB,TR, B, DL, a); 
7. if (PredictedNmax ~ Result.NumChannel){ 
8. VideoList = Result.VideoList; 




13. return Video List and MinBuftList; 
Figure 4.1 Maximum Buffer Management Algorithm 
The first input (VideoDatabase) of our algorithm is a collection of popular videos j (j = 1, ... , N); 
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each video is associated with its length and its playback rate. The second input (BroadcastParameters) 
indicates the periodic broadcast protocol implemented by the server and the desired bounded service 
delays for the videos. Note that each video may have a different maximum service delay. The other 
inputs for our algorithm are the disk transfer rate (TR), the memory size (B), the worst seek and 
rotational delay (DL), and the parameter a for the cushion buffer size. 
First, our algorithm calls the function SEGMENTATION to determine segment sizes, the number 
of channels, and the channel bandwidth so that the required bounded service delay is satisfied. Note 
that this function strictly follows the periodic broadcast protocol indicated in the BroadcastParameters 
input. The returned data structure VideoDB has one record for each video indicating the number of 
channels required to broadcast that video, the broadcast rates of those channels, etc. Then, the function 
CALCULATENmaxBOUND computes the upper bound of Nmax· 
The while loop (lines 5-12) basically searches through all possible values of Nnax to find the solu-
tion to our original optimization problem. For each predicted value of Nnax (denoted by the variable 
PredictedNmax), the module LP_SQLVE2 solves our simplified linear programming problem and puts 
the result in the data structure named Result. This data structure stores the list of the selected videos 
(Result.VideoList), the number of channels required to broadcast these videos (Result.NumChannel), 
and the list of the minimum buffer sizes for each channel of these videos (Result.MinBuflList). The if 
statement in line 7 ensures that only the good prediction case that is recorded in lines 8-9. When the 
while loop stops, the solution to our original optimization problem is returned (line 14). 
4.2.3 The Optimality and Complexity of the Solution 
Our algorithm is optimal because it iteratively searches through the whole possible solution space 
(the while loop) and retains only the optimal solution obtained so far. The complexity of algorithm 
is determined by the number of iterations of the while loop and the complexity of the optimization 
algorithm used by LP_SOLVE. It is well known that LP_SOLVE uses a branch and bound algorithm to 
solve a global integer programming optimization problem like ours. Theoretically, the worst case time 
complexity of this branch and bound algorithm is exponential. However, our experiences in running 
2 A known linear programming solver. 
22 
the algorithm with our particular problem has shown that the actual running time is quite reasonable 
(the algorithm produces a result after few minutes at most). 
4.3 Summary 
In summary, we have presented (i) the generalized model for periodic broadcast servers (GPBS) 
supporting any broadcast protocol, and (ii) resources analysis to obtain the maximum number of videos 
that can be broadcast concurrently. By obtaining this information, we know the resource allocation of 
the server. 
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CHAPTER 5 ESTIMATING THE IMPACT OF SEGMENT PINNING 
In this chapter, we evaluate the impact of segment pinning on the number of videos a system can 
broadcast concurrently. We investigate how much segment pinning helps periodic broadcast protocols 
and under which circumstances it is best to use segment pinning. 
5.1 Segment Pinning 
We start this section by discussing what we mean by segment pinning. That is, we have so far 
described and analyzed a periodic broadcast video server model in which the data of all video segments 
is removed from the memory after it is broadcast to the network. The next time the data is needed, it 
is retrieved again from the disk into the memory. This may be inefficient for some video segments that 
are frequently broadcast, such as the first segment of a popular video. Hence, it is better to load the 
frequently broadcast segments of a video only once into the memory at the start of the broadcast of 
that video. During the broadcast of the video, the disk retrieval thread does not have to retrieve data of 
the frequently broadcast segments from the disk anymore. The data of frequently broadcast segments 
is only removed from the memory when the video is no longer broadcast. We, therefore, call this 
method segment pinning. Note the difference between segment pinning and segment caching is that 
once a segment of a video is pinned, it will not be removed until the end of the broadcast of that video. 
Whereas, when a segment is cached it could be removed by some cache replacement algorithms. When 
the server pins a segment of a video in its memory, the server will broadcasts the remaining segments 
of that video. 
In the following, we discuss how to use our analysis in Chapter 4 to estimate the effect of segment 
pinning on the number of concurrent videos that can be broadcast. We introduce the following notations 
(see Table 5.1) to facilitate our discussion. Our main goal in this section is to establish a framework 
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to find out how much pinning the first segment of a video will help in increasing the total number of 
videos the server can broadcast concurrently. That is, after pinning the first segment of some videos we 
calculate the maximum number of videos the server can broadcast given the constrained disk, memory 
resources. In fact, this problem is almost the same as the problem presented in Chapter 4. The only 
difference is that the new available memory after pinning is less than the original memory. 
Table 5.1 Notations for segment pinning 
Term Definition 
b The size of the first segment (Mbit). 
DRa Average delivery rate of a channel (Mbps). 
Bp Remaining memory size after some segments are pinned (Mbit). 
N:nax Maximum number of concurrent delivery channels the server can support 
after pinning some segments. This excludes the number of 
channels from the pinned segments. 
Let DRa be the average delivery rate of all Nmax channels. Using Equation(4.9) (page 17), we 
have 
_T_R_x_N_:n_a_x_x_D_L_x_N_:n_a_x_x_D_R_a < _B_P_ 
TR-N{nax x DRa - l+a· (5.1) 
( ) ( / ) 2 Bp X D Ra 1 Bp X TR TR x DL x DRa x Nmax + x Nmax - :::; 0. 
l+a l+a 
(5.2) 
We want to find the maximum value of N:nax such that the inequality (5.2) still holds. Because the 
left hand side of this inequality is a quadratic function with respect to l¥nax, the value of N:nax we are 
searching for is 
_BpxDRa + (BpxDRa)2 + 4 X TR X DL X DR X BpxTR 
1 l+a l+a a l+a 
Nmax = -----~------------------2 x TR x DL x DRa (5.3) 
Let x be the number of videos that have their first segment pinned. Since the first segment itself is 
broadcast in one channel, the server has x channels for broadcasting the pinned segments. To maximize 
the number of videos that can be broadcast concurrently we need to maximize the total number of 
channels (i.e. the sum x + N:nax). 
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_ (B-xxb)xDRa + ( (B-xxb)xDRa )2 + 4 X TR X DL X DR X (B-xxb)xTR 
1 l+a l+a a l+a 
X + Nmax = X + --------'-----------------------2 x TR x DL x DRa 
(5.4) 
We find an exact solution for the maximum value of x + Nmax by using calculus. We calculate the 
first derivative of x + N:nax and find the value of x that makes this first derivative be equal to zero. We 
present the detail steps for obtaining the first derivative of x + ~ax and for finding the value of x as 
follows. 
'( N' ) bx DRa 
f x + max = 1 + 2 x TR x DL x DRa x (1 +a) 
2xb2 xDR~xx-2xBxbxDR~ _ 4xTR2 xDLxDRaxb 
(l+a)2 Ha 
+~~-=======================================-~~~~~~~~-
2x ( (B-xxb)xDRa )2 + 4 x TR x DL x DR x (B-xxb)xTR x (2 x TR x DL x DR ) l+a a l+a a 
J'(x + N:nax) = 0 
{:} 
bx DRa + 2 x TR x DL x DRa x (1 +a) 
2 x TR x DL x DRa x (1 +a) 
2xb2 xDR~ X _ 2xBxbxDR~+4xTR2 xDLxDRaxbx(l+a) 
(Ha)2 X (l+a)2 = ----;:::===========================================-----------
2 x ( (B-xxb)xDRa )2 + 4 x TR x DL x DR x (B-xxb)xTR x (2 x TR x DL x DR ) l+a a l+a a 
bx DRa + 2 x TR x DL x DRa x (1 +a) 
(1 +a) 
2xb2 xDR~ 2xBxbxDR~+4xTR2 xDLxDRa xbx (l+a) 
(l+a)2 X X - (l+a)2 
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bx DRa + 2 x TR x DL x DRa x (1 +a) - x 
(1 +a) 
2x ((B-xxb)xDRa)2+4xTRxDLxDRax (B-xxb)xTR 
l+a l+a 
2 x b2 x DR~ 2 x B x b x DR~ + 4 x T R 2 x D L x D Ra x b x ( 1 + a) = xx - -------"-----~--------
(1 + a)2 (1+a)2 
( bx DRa + 2 x TR x DL x DRa x (1 +a)) 2 x 
(1 +a) 
4 x ( ( ( B - x x b) x D Ra )2 + 4 x TR x D L x D Ra x ( B - x x b) x TR ) 
l+a l+a 
( 2 x b2 x DR~ 2 x B x b x DR~ + 4 x T R 2 x D L x D Ra x b x ( 1 + a) ) 2 -----.,----- x x - ----------~--------
(1 + a)2 (l+a)2 
4 x (bx DRa + 2 x TR x DL x DRa x (1 + a))2 
--------------.,-------~x 
(1 + a)2 
( DR~ (B2 2 B b b2 2) 4 x TR2 x DL x DRa x B (l+a)2 x - x x xx+ xx + l+a 
_ 4 x T R 2 x D L x D Ra x b x x ) 
l+a 
4 x b4 x DR4 _____ a xx2 
(1 + a)4 
4 x b2 x DR~ 2 x Bx bx DR~+ 4 x TR2 x DL x DRa x bx (1 +a) - x xx 
(l+a)2 (l+a)2 
(2 x Bx bx DR~+ 4 x TR2 x DL x DRa x bx (1 + a))2 +-------------,------------(1 + a)4 
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4 x (bx DRa + 2 x TR x DL x DRa x (1 + a))2 
-------------------~x 
(1 + a)2 
( DR~ x b2 2 2 x B x b x DR~ + ( 4 x T R 2 x D L x D Ra x b) (1 + a) -~-----,,.-.. x x - x x 
(1 + a)2 (1 + a)2 
DR~ x B2 + (4 x TR2 x DL x DRa x B)(l +a)) 
+ (1 + a) 2 
4 x b4 x DR4 = a X x2 
(1 + a)4 
4 x b2 x DR~ 2 x B x b x DR~ + 4 x T R 2 x D L x D Ra x b x (1 + a) - x xx 
(1 + a)2 (1 + a)2 
(2 x Bx bx DR~+ 4 x TR2 x DL x DRa x bx (1 + a))2 
+ (1 + a)4 
( 4 x (bx DRa + 2 x TR x DL x DRa x (1 + a))2 x DR~ x b2 - 4 x b4 x DR!) x x2 
(1 + a)4 
( 4 x b2 x DR~ 2 x B x b x DR~ + 4 x T R 2 x D L x D Ra x b x (1 + a) + x ------"-------------'---'-( 1 + a)2 (1 + a)2 
4 x (bx DRa + 2 x TR x DL x DRa x (1 + a))2 - x 
(1 + a)2 
2 x B x b x DR~ + ( 4 x T R 2 x D L x D Ra x b) (1 + a) ) xx 
(1 + a)2 
( 4 x (bx DRa + 2 x TR x DL x DRa x (1 + a))2 + (1 + a)2 x 
DR~ x B2 + (4 x TR2 x DL x DRa x B)(l +a) 
(1 + a)2 
_ (2 x Bx bx DR~+ 4 x TR2 x DL x DRa x bx (1 + a))2 ) 
(1 + a)4 
=0 
By defining 
A= ( 4 x (bx DRa + 2 x TR x DL x DRa x (1 + a))2 x DR~ x b2 - 4 x b4 x DR!) 
(1 + a)4 
B'= ( 4 x b
2 x DR~ x 2 x Bx bx DR~+ 4 x TR2 x DL x DRa x bx (1 +a) 
(1 + a)2 (1 + a)2 
4 x (bx DRa + 2 x TR x DL x DRa x (1 + a))2 - x 
(1 + a)2 
2 x Bx bx DR~+ (4 x TR2 x DL x DRa x b)(l +a)) 
(1 + a)2 
We have 
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C= (4x(bxDRa+2xTRxDLxDRax(l+a)) 2 x 
(1 + a)2 
DR~ x B2 + (4 x TR2 x DL x DRa x B)(l +a) 
(1 + a)2 
_ (2 x B x b x DR~+ 4 x T R 2 x DL x DRa x b x (1 +a) )2 ) 
(1 + a)4 
J'(x + N:nax) = 0 
A x x2 + B' x x + C = 0 (5.5) 
Therefore, we obtain the value of x (i.e., how many videos should have their first segment pinned) 
by solving the quadratic equation (5.5). 
The simulation results based on this analysis are presented in Chapter 8 Section 8.2.4 (page 49). 
5.2 Summary 
We have presented the concept of segment pinning and provided a simple mathematical framework 
for calculating how much segment pinning we should do to maximize the number of videos. 
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CHAPTER 6 ESTIMATING THE IMPACT OF IDEAL DATA PLACEMENT 
In this chapter, we discuss how to modify our resources analysis to estimate the impact of an ideal 
data placement technique in periodic broadcast servers. It is clear that using an effective data placement 
strategy reduces the total disk seek and rotational time during a service period ('l.;eek), resulting in a 
smaller memory space requirement. In our analysis in Chapter 4, the server is expected to make one 
disk arm movement and one rotation while servicing each of the Nmax buffers in a service period. 
In a situation where an ideal data placement technique is used, the server only needs to perform one 
disk arm movement and one rotation to get all the data needed for all the buffers in the service period. 
Assuming this situation, we modify our resources analysis as follows to estimate the impact of an ideal 
data placement in a periodic broadcast server. This estimation helps to decide whether is is worthwhile 
to introduce a new data placement technique for periodic broadcast servers. 
6.1 Modification of Analysis in an Ideal Data Placement Situation 
In the ideal data placement case, Equation (4.3) becomes 
Tseek = DL. (6.1) 
Equation ( 4.6) becomes 
Bi= DRi x TR x DL 
TR- (DR1 + DR2 + ... + DRNma:J. (6.2) 
Equation (4.9) becomes 
TR X DL X "\:""1:fmax DR. B L .. n=l .LLt < __ 
TR - "\:""1:fmax DR. - 1 +a. 
L...,i=l .L"1, 
(6.3) 
Finally, our disk-memory constraint in Equation (4.12) becomes 
B N TRx B 
(TR x DL+--) x L(B~ xvi):::; . 
1 +a i=l 1 +a 
(6.4) 
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We use this new disk-memory constraint in our optimization problem to derive the maximum number 
of videos broadcast when an ideal data placement technique is used. The simulation results based on 
this analysis are presented in Chapter 8 Section 8.2.3 (page 48). 
In the remaining of this section, we discuss a simple data placement method that could achieve a 
close performance to the ideal data placement. In a modem hard disk that employs Zone Bit Recording 
(ZBR) [37, 27] technique, the disk is divided into zones with different data transfer rates. A disk head 
movement within one zone usually does not count as a full disk seek [37]. Therefore a simple method 
for reducing the disk seek time is to put the data of the videos being broadcast in the same zone. When 
the total size of the videos exceeds the storage capacity of a zone, the closest zone to the current zone is 
chosen to be the next place for storing data. Thus, the disk head only has to move inside a zone or within 
neighboring zones. To also reduce the rotational time, we need to place data of a video contiguously 
on the disk tracks. We sequentially service the buffers of a video, starting from the first segment, then 
continue onto the second segment and the third segment and so od. Hence, the disk head naturally 
moves on the tracks in short steps (i.e., short distances) for retrieving the data. Different videos being 
broadcast are also placed contiguously one after another. Hence, the system has a smaller rotational 
time. To also achieve a high disk transfer rate, our placement method uses the outer most zones and 
tracks first and moves on to use inner zones and tracks later. In summary, our method is to place the 
video files being broadcast contiguously on tracks of one zone or neighboring zones starting from the 
outer most zones on the disk. 
6.2 Summary 
We have discussed how to modify our resources analysis for estimating the impact of data place-
ment in periodic broadcast servers in an ideal case. We also discuss a simple placement method for 
reducing disk seek and rotational time. Although our current placement method is not ideal, it is very 
easy to implement in a commercial-off-the-self system. 
1This technique may not work well for Pagoda Broadcast because in Pagoda Broadcast the segments a combined together 
and are not retrieved in a sequential order. 
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CHAPTER 7 GPBS PROTOTYPE IMPLEMENTATION 
In this chapter, we first report on the status of our prototype implementation based on our GPBS 
design and resource analysis. We then discuss some other features that we would like to add to the 
current prototype. We conclude the chapter by presenting some object class declarations in our server 
code. 
7.1 Current Status of the GPBS Prototype 
We implemented our server prototype in Windows platform using Visual C++. The choice of this 
platform is entirely dependent on our resources. The GPBS architecture and our memory allocation 
could also be implemented in a Unix platform. In our server prototype, there are the following main 
object classes: 
• Block: representing a memory block of size 4K.Bytes. This object holds actual video data when 
the data is retrieved from the disk into the memory. We chose this size to reflect a common virtual 
memory page size in Windows. 
• Buffer: representing a buffer space for one delivery channel. The buffer space consists of several 
blocks. The size of the buffer space is determined in advance by our analysis in Chapter 4. Then 
it is used as a setup parameter for the server. This buffer space is in fact a circular buffer. The 
disk retrieval thread fills up the buffer space from the circular buffer's tail each time the buffer 
is serviced. Meanwhile, the delivery thread moves the data, block by block, from the circular 
buffer's head to the network interface. After a data block is transfered to the network, the block 
object holding that data is returned to the circular buffer space so that the disk retrieval thread 
could store new data in that block object. Each buffer object also contains a delivery thread 
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responsible for sending the data from the buffer space into the network. 
• Segment: representing a logical segment of the video under the current periodic broadcast pro-
tocol. 
• Video: representing a video that is being broadcast. Each video object manages the list of buffers 
belong to that video. 
• PBServer: representing the server application. This object manages the whole server application 
by initializing the videos and the buffers, starting up and scheduling the disk retrieval thread. 
The server is a single process multiple threads application. There is only one disk retrieval thread. 
The server repeatedly uses this disk retrieval thread to get data for the buffers one by one. There are 
many delivery threads, each of them is exclusively assigned to deliver data from one buffer to the 
network. All the threads run concurrently. In the current implementation, the disk retrieval thread and 
the delivery threads have the same priority. We realize that there could be a problem when letting many 
delivery threads to compete with a single disk retrieval thread. However, based on our observations of 
the prototype so far, we have not seen such a problem. 
The delivery rate of a channel is obtained by averaging the amount of data sent out of that channel 
over time. This task is handled by the delivery thread of the channel. Basically, the delivery thread 
removes each data block from the buffer and sends out to the network, (i.e., the size of each data packet 
is 4KBytes, equivalent to the size of a block), then the thread calculates the average delivery rate so 
far. If the data packet is sent faster than the intended delivery rate of the channel, the delivery thread 
will go into sleep mode for awhile. Because of this delivery mechanism the block size should not be 
large. Otherwise, the outgoing traffic of the channel would be very bursty. Each outgoing data packet is 
encapsulated into a RTP (Realtime Transfer Protocol) packet format. The current implementation relies 
on native IP Multicast to deliver data. That is, data of each channel is broadcast on an IP Multicast 
address group. 
Currently, the server prototype can support three periodic broadcast protocols: Skyscraper broad-
cast, Harmonic broadcast, and Pagoda broadcast. These three protocols are chosen as a representative 
of the three protocol groups discussed in Chapter 2. To make the prototype run another periodic broad-
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cast protocol, one should add some more lines of code to the current prototype mainly to setup the 
channel information, the segment information, etc. 
To verify the correctness of our disk scheduling and memory allocation we programmed the server 
to output warnings to a debug file each time the retrieval thread cannot retrieve data as it is supposed to. 
We also output warnings from delivery threads when there is no data in buffers to broadcast or when 
the network interface cannot send out data packets fast enough. 
As far as the client software is concerned we have finished a preliminary version of the client 
software which basically tunes in the server's broadcast channels to receives data packets. The client 
software records enough packet level information. Based on this information, we can correctly verify 
that the server has sent out all the packets in time. 
7 .2 Remaining Implementation Issues 
What we have accomplished so far is enough to demonstrate that there would be no problem im-
plementing our GPBS design and our resources analysis in the real world environment. Moreover, 
our implementation also proves that we can build a periodic broadcast video server supporting many 
periodic broadcast protocols on commercial off-the-shelf hardware/software systems. In the future, we 
strive to improve our implementation on a number of following issues. 
• Signaling protocol: there should be some standardized signaling protocols (e.g, SDP, RSTP) to 
facilitate communications between the client and the server. 
• Client playback: the client software should decode and playback the received packets on the fly. 
• User interface: the user should be able to control the server setup process and the client software 
via user friendly interfaces. 
• Handling network packet loss: the client and the server should employ a mechanism ( e.g, forward 
error correction, error concealment, etc.) to cope with wide area network packet loss. Although 
the current testing of the system on a local area network shows little to no packet loss due to the 
network, it is inevitable that packet loss will occur when the system is deployed on a wide area 
network. 
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7.3 Declaration of Some Object Classes 




seqnum=O; II block sequence number in the segment 




uint seqnum, id,segmentid; 
uchar body[BLOCK_SIZE]; II the data of this block 













HANDLE hThread; II handle for the data delivery thread 
II for this buffer (worker thread). 
SOCK.ADDR_IN channel; II for WSAConnect 
IP_MREQ bgroup; II for Mutlicast Group Address for this buffer 
SOCKET s; II Socket for Sending data from this buffer 
IN_ADDR addrIP, viaIP; 
ushort port; II The port the channel will use 
II head & tail are used to implement a circular list 
II the circularlist is an array whose the current head is 
35 
II pointed by head and the current tail is pointed by tail 
II if the buffer is empty : head== tail 
II otherwise, there is smt in the buffer 
uint head, tail; 
double cbRate; //The channel broadcast rate in Mbps. 
int segmentLength; //The length of segment in minutes 
int segmentSizeNumBlocks; //The size of the segment in term of 
II the number of blocks (with BLOCK_SIZE each). 
int lastRetrievedBlock; //The block number that is last 
//retrieved for this segment. 
//File pointers to first, current, and last position of a segment. 
DWORD firstPointer,currPointer,lastPointer; 
int currSegmentID; //The segment number being served 
//by the retrieval thread 
II A linked list of segment being broadcast on this channel. 
Segment_t* BcastSegmentHead; 
II This variable is set to True if a thread is already assigned to 
//broadcast the buffer. Otherwise, it is False 
bool isBroadcasting; 
uint numBlocks; II the number of blocks for this buffer. 
//The optimal buffer size (in numbers blocks) 
//obtained from the optimization problem 
int opbSize; 
//The last sequence number sent out by this channel. 
int lastSeqNo; 




II local begin, stop, quit, & global quit 
HANDLE LBEV, LSEV, LQEV, GQEV; 
Block *buffBlock; //One block of buffer 
DWORD maxPeriod; // Maximum sending period for a BLOCK 





void Setup(int channelID,uint numBlocks, IN_ADDR addrIP, 
IN_ADDR viaIP, double cbRate,LPCTSTR file, int sLength, 
DWORD firstPointer, DWORD lastPointer,int segmentID); 
void AddSegment(int segld, int segOrder, int length, 
DWORD firstptr, DWORD lastptr); 
void FillUpData(uchar *data, int blockNum,int SegmentID,int blockSeq); 
void initRtp(rtp_hdr_t *rtp); 




bool CreateWorker(); II create the delivery thread for this channel 
static DWORD WINAPI Threadlnit(LPVOID pv) { 
return((Buffer*)pv)->ThreadProc() ;} 









II the playback rate in Mbps of this video 
double videoRate; 
II the length of the video in minutes 
int videoLength; 
II the number of segments of the video. 
int numSegment; 
II the number of channel required to broadcast a video. 
int numChannel; 
II This is where the data of the video will be stored. 
Buffer* listBuffer[MAX_NUM_OF_BUFFER]; 
II an id to identify the video out of the list of broadcast video. 
int videoID; 
II IIO Read handle for reading data of this segment from the video file. 
HANDLE hFile; 






// create the file handle to this video file 
void CreateFileHandle(int videoid); 
II called by main program to service the buffers of this video 
int ReadNext(int videoid); 
7.4 Summary 
We have presented the status of our prototype implementation based on the GPBS architecture and 
resources analysis. The current prototype has reflected exactly our design and analysis. It helps us to 
verify the correctness of our proposed periodic broadcast server architecture. We have also identified 
some key features that we would like to include in an improved version of the prototype. 
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CHAPTERS EVALUATION STUDY 
We conduct simulations and performance measurements of the prototype to evaluate our GPBS 
model. The simulations allow us to investigate the effects of various system parameters without be-
ing constrained to our hardware availability. We implemented our own simulation program using C 
language. Our code for the optimization problem is based on the code for the solution of a general 
linear programming problem from Reference [11]. We performed actual measurements on the proto-
type discussed in Chapter 7. We evaluate our GPBS model with Skyscraper Broadcast (SB), Harmonic 
Broadcast (HB), and Pagoda Broadcast (PaB). We select SB, HB, and PaB because each of them is a 
representative of the equal-bandwidth group, the equal-size group, and the hybrid group, respectively, 
as discussed in Chapter 2. In the following, we first discuss the setup and performance measurements 
of our prototype video server using the hardware available to us. We then present the results of the 
simulations under various system configurations and workload. 
8.1 Performance Measurements of GPBS 
We ran our server prototype on a machine with the following configuration: processor Pentium IV 
2.26 GHz, RAM 1 GB, hard disk Seagate Barracuda ATA IV (model number ST380021A), network 
card 1000 Mbps, and Windows XP Professional operating system. We set the a parameter of the 
cushion buffer to 1. The average seek time of the disk is 9 .16 ms and the average latency time is 
4.16 ms. The sustained transfer rate of the disk is from 27 to 44 Mbytes/sec. The clients also run on 
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Windows XP machines. The server and clients are on the same Gigabit Ethernet subnet. The server 
uses IP Multicast to broadcast the video data in RTP packet format. Because our focus is on the memory 
buffer allocation at the server, connecting the server and clients to the same network helps to verify the 
correctness of the memory allocation and scheduling in our server. 
We use our prototype to broadcast 0.3 Mbps and 1.5 Mbps videos using SB, HB, and PaB. The 
video length is 10 minutes and the bounded service delay is 1 minute. We replicate a video file into 
different places on the server disk to emulate the fact that the server are broadcasting different videos. 
After the server starts broadcasting, we use client software to randomly join channels broadcast by the 
server. We measure the inter-arrival time of packets in those channels to see ifthere is any loss or delay. 
We also measure the inter-departure time (the time the server sends out consecutive packets) of packets 
from the server to see if at any time the server fails to send out a packet on time due to incorrect buffer 
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The main point we want to report from our measurements is that our GPBS prototype can sup-
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port jitter-free broadcast using SB, HB, and PaB. This confirms the correctness of our design, memory 
allocation, and scheduling at the server. Fig. 8.1 shows the memory size allocated to each video in 
our GPBS prototype. We first derived this memory size by using our analysi~ in Chapter 4 with 
the parameters of the hardware system and the videos described earlier. We then used this memory 
size allocation in the implementation of our prototype. Finally, we ran our prototype on the hardware 
system to broadcast the videos using SB, HB, and PaB and performed our measurements. Our mea-
surements of inter-departure time of packets showed that there was no late packets. Fig. 8.2 shows 
the actual memory size used by our GPBS prototype application. The overall memory size used by 
our prototype application clearly shows the possibility of deploying our prototype on many inexpen-
sive commercial-off-the-self systems. While running HB broadcasts, we observed that the concurrent 
threading capability of the server machine was good enough for this workload so that there were no 
jitter during the broadcasts due to threading limitation. Fig. 8.1 and Fig. 8.2 also indicate that HB 
requires at least 30% and at most 80% more memory than SB does; HB also requires at least 40% and 
at most four times more memory than PaB does. 
8.2 Simulations 
In the following, we describe the setup of our simulations followed by the presentation of the 
simulation results. The simulation parameters are summarized in Table 8.1. The same bounded service 
delays are used in all simulations. We ran our simulations with a number of practical values of the 
disk transfer rate and the memory size. We use the sustained transfer rate of a disk as our disk transfer 
rate. This sustained transfer rate is the real throughput of the disk, which is smaller than the interface 
(or external) transfer rate2. For example, a Seagate Barracuda Ultra ATA/100 model has an interface 
10ur analysis gives the buffer size of a channel. We sum up the buffer size of all the channels in a video to obtain the 
buffer size per video. 
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transfer rate of 100 MBytes/sec. However, the real throughput of the disk varies only in the range of 
24-41 MBytes/sec [24]. 
Table 8 1 Parameters for simulations 
Parameter Default Variation 
value 
Number of videos 100 n/a 
Playback rate (Mbps) 1.5 n/a 
Video length (minutes) 60 n/a 
System memory B (MBytes) 1000 1000,..., 5000 
Disk transfer rate TR (MBytes/sec.) 50 20,..., 100 
Maximum disk latency DL (sec.) 0.02 n/a 
Bounded service delay (sec.) 30 n/a 
a 0 {0,1} 
We study the effect of the disk transfer rate and memory size on the number of videos that can 
be broadcast concurrently. We provide the memory size and the disk transfer rate requirements to 
broadcast a predetermined number of videos. We also compare the effect of memory size on the number 
42 
of concurrent videos when double buffering and single buffering are used.We present the comparisons 
of our buffer management (MRB) with the MAX and the GCD buffer management schemes. Finally, 
we study the impact of ideal data placement in periodic broadcast servers. 
8.2.1 Effect of Disk Transfer Rates and Memory Sizes 
We study the effect of the disk transfer rate and the memory size on the maximum number of videos 
being broadcast concurrently. The memory size was varied from 1000 to 5000 MBytes (1-5 GBytes) 
while the disk transfer rate was varied from 20 to 100 MBytes/sec. 
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Figure 8.3 Effect of the memory size on the number of concurrent videos in SB 
Fig. 8.3 demonstrates the effect of memory size on the number of concurrent videos in SB when the 
disk transfer rate (TR) is increased from 20 MBytes/s to 100 MBytes/s. When the disk transfer rate is 
less than 40 MBytes/s, the increases in memory size does not help to increase the number of concurrent 
videos. This is because the disk transfer rate is the bottleneck in this case. When the disk transfer rate 
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PaB 
is not a bottleneck anymore (i.e., TR 2'. 60 MBytes/s) the number of concurrent videos increases as the 
memory size increases. Fig. 8.4 demonstrate the increase in the number of videos supported by SB as 
the disk transfer rate increases. The increase in the disk transfer rate has faster impact on the number 
of concurrent videos than the increase in the memory size does. The reason is that with a faster disk 
transfer rate, the server can retrieve the data from the disk in less amount of time. Therefore, the server 
may spend those saved time on broadcasting new videos. 
Fig. 8.5 and Fig. 8.6 demonstrate the effect of memory size and the effect of disk transfer rate on 
the number of concurrent videos in PaB, respectively. We have similar observations for PaB when 
compared to SB. However, PaB broadcasts more number of videos than SB does. This is because PaB 
requires less transfer rate per video than SB does. 
Fig. 8. 7 and Fig. 8.8 demonstrate the effect of memory size and the effect of disk transfer rate on 
the number of concurrent videos in HB, respectively. In Fig. 8.7, when the disk transfer rate is only 
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The disk transfer rate of 20 MBytes/s is not a bottleneck in this case because HB requires relatively 
small transfer rate per video compared with SB4. Similar to SB, the number of concurrent videos in 
HB is also increased when the disk transfer rate is increased as shown in Fig. 8.8. Given the same 
system configuration, HB broadcasts less number of videos when compared with SB. To broadcast one 
video with the same bounded service delay, SB and PaB use much less number of channels than HB 
does. Hence, they require less number of buffers. In addition, HB incurs the highest total seek time 
in a service round because it has to retrieve data for many buffers in each round. Hence, although HB 
requires the least disk bandwidth, the total buffer size per video for HB is still larger than that for SB 
or PaB. 
In general, adding more memory space has a slow effect on the number of concurrent videos sup-
ported because each video requires several buffers. To broadcast an additional video without increasing 
the disk transfer rate, the data retrieval thread must spend more time to serve all existing buffers (re-
quired more space for existing buffers) and the new video. This is to maintain the continuous delivery 
of both the existing and the new videos. When the number of existing buffers is already large, the 
memory required to satisfy the continuous delivery of a new video becomes much higher. 
8.2.2 Effect of Sizes of Memory and Cushion Buffer 
Fig. 8.9 depicts the impact of memory size on the maximum number of concurrent videos when 
single buffering ( a=O) and double buffering (a= 1) are used. Double buffering is the worst case scenario 
when a disk scheduling algorithm like SCAN is used by the server. Single buffering represents the 
best case scenario when an ideal disk scheduling algorithm is used. The disk transfer rate and other 
parameters were set at their default value. 
Fig. 8.9 demonstrates that the maximum number of videos that can be broadcast concurrently in-
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creases slowly as the memory size increases. In single buffering, PaB broadcasts more videos than 
SB and HB do. When the memory size is above 2000 MBytes, HB broadcasts more videos than SB 
does because SB starts experiencing the limit of the disk transfer rate. This is because SB requires 
higher total bandwidth per broadcast video. SB-DB, PaB-DB, and HB-DB represent the number of 
videos supported by SB, PaB, and HB, respectively, when double buffering is used. The figure shows 
that the number concurrent videos in each of the techniques is reduced when double buffering is used. 
The number of videos in HB is reduced the most (24% on average) because HB requires the largest 
memory space to broadcast one video. Therefore, when the required buffer size is doubled, even less 
memory space is available for broadcasting additional videos. SB and PaB only experience about 10% 
and 8% reduction in terms of the number of concurrent videos, respectively. In summary, the results in 
this sub-section have helped us to quantify possible improvements, in terms of the number of videos, 
brought by a good disk scheduling algorithm. 
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8.2.3 The Impact of the Ideal Data Placement 
We use the model discussed in Chapter 6 for calculating the upper bound for the effectiveness of 
data placement. In Fig. 8.10 and Fig. 8.11, the number of videos for the ideal data placement in PaB, 
SB, and HB are depicted by lines PaB-DP, SB-DP, and HB-DP, respectively. The other lines (PaB, 
SB, HB) are the total revenue obtained when no data placement is used. The number of videos in HB 
is increased the most when an optimal data placement scheme is employed. This is because HB has the 
most number of channel per video, thus an optimal data placement technique saves a lot of time when 
the server switches serving a channel to another. The other two protocols also experience significant 
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These results suggest that an implementation of a periodic broadcast server should consider data 
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8.2.4 The Impact of Segment Pinning 
In this subsection we present the effect of segment pinning on SB, HB, and PaB protocols. We use 
both short videos (10 minutes) and long videos (89 minutes) in our evaluation. The reason we choose 
videos of these lengths is to reflect the length of a short news clip or a long motion picture. The disk 
transfer rate is set to 320 Mbps. We use four different memory sizes of 512, 1024, 2048, and 4096 
MBytes. Using our analysis in Chapter 5, it is possible to determine exactly, via a simple calculation, 
how many videos should have their first segment pinned to maximize the total number of videos being 
broadcast. However, in the following we show how increasing the number of videos having their first 
segment pinned gradually affects the total number of videos being broadcast. Note that the x-axis of 
the figures in this subsection only represents the number of first segment pinned. It does not represent 
the actual number of concurrent videos being broadcast, because to broadcast a video the data of all the 
segments (not just the first segment) must be brought into the memory. 
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Fig. 8.12 and Fig. 8.13 show the effect of pinning the first segment on the maximum number of 
concurrent videos in SB for short and long videos, respectively. The figures show that, at the beginning, 
the number of videos increases as the number of videos having their first segment pinned increases. This 
is because segment pinning takes advantage of unused memory space and the disk retrieval thread could 
retrieve data of other segments. However, the number of videos peak at the point where certain number 
of segments are pinned. The exact value of this number of segments corresponds to our calculation in 
Chapter 5. After that the number of videos drops. The reason is that when we pin too many segments, 
we inefficiently use the server memory space which leads to less buffering space for other segments. 
Therefore, the overall number of videos the server can broadcast is indeed decreased. 
Given a disk transfer rate, the total memory size has a strong effect on the increase of the number 
of videos when segment pinning is used. For example, in this particular server configuration, when 
the memory size is 512 MBytes, using segment pinning can only increase one video. But when the 
total memory size is 2048 MBytes we observe a 50% increase in the number of videos. When is total 
memory size is 4096 MBytes the number of videos is even doubled. 
Fig. 8.14 and Fig. 8.15 demonstrate an interesting point on using segment pinning. In most cases in 
these two figures we observe that pinning the first segment of videos does not increase the number of 
videos at all. In HB the total bandwidth of all channels of a video is small. Hence, the disk transfer rate 
of the server is not likely to be a bottleneck. Therefore, pinning does not help the disk retrieval thread 
to get more segments. On the contrary, pinning the first segment of videos in HB reduces number of 
videos the server can broadcast. This is due to the fact that HB requires much more number of channels 
per video and pinning a segment in the memory seriously reduces the memory space for the server to 
maintain continuous broadcast of other segments. Another way to explain this is that memory space is 
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We only observe the advantage of using segment pinning in HB when the memory size is large 
(2048 MBytes or 4096 MBytes) and the videos are short (see Fig. 8.14). The same obervation is not 
true for long videos (see Fig. 8.15). Because longer videos require more number of channels, having 
4096 MBytes is not enough for segment pinning to be useful. 
Fig. 8.16 depicts the effect of pinning the first segment of long videos in PaB. We omit the pre-
sentation of the effect of segment pinning for short videos in PaB because in this particular evaluation 
setting the results for short videos in PaB looks exactly like Fig. 8.12. We see that the effect of segment 
pinning for long videos in PaB is a little bit better than that of SB. This is because in this case PaB has 
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In summary, segment pinning increases the number of videos when the disk transfer rate is the 
bottleneck and there is still some unused memory space. However, pinning the first segment of too 
many videos is not good because we could quickly make the memory become the bottleneck. We also 
want to mention that pinning more number of segments per video (rather than just the first segment) 
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or pinning a longer segment of a video (rather than the first segment) will not be much more efficient 
because the memory space is exhausted faster. 
8.2.5 Comparison with On-demand Buffer Management Schemes 
In this section, we compare our buffer management scheme with the MAX and GCD schemes [6] 
discussed in Section 2.3 (page 10). The memory size was varied from 1000 to 5000 MBytes. Other 
parameters were set at their default value. We used a heterogeneous video database constructed as 
follows. The length (in minute) of the videos are randomly chosen from the set {10, 30, 45, 60, 90, 
120, 150}. The playback rate (in Mbps) of the videos are randomly chosen from the set {0.056, 0.128, 
0.3, 1.5, 2, 6}. These sets oflengths and playback rates are selected to reflect popular video types and 
their playback rate (e.g., news clips, documentary films, movies, etc.). 
The maximum playback rate for the MAX scheme is 6 Mbps and the greatest common divisor 
for the GCD scheme is 4 Kbps. We compare the maximum number of videos that can be broadcast. 
The formula in [6] only provides the number of concurrent requests. This number is equivalent to 
the number of concurrent delivery channels in our GPBS model. To compute the number of videos 
the MAX and the GCD schemes can support, we converted this number of channels to the number of 
videos in this plot. The conversion maximizes the number of videos that can be broadcast by mapping 
the video with the least number of channels satisfying the channel bandwidth first. 
In Fig. 8.17, the number of videos that can be broadcast using our buffer management technique for 
SB, HB, and PaB is depicted by the lines SB, HB, and PaB, respectively. The other lines are the number 
of videos that can be broadcast using the maximum rate method (MAX) or the GCD rate method (GCD) 
for these three broadcast techniques. Fig. 8.17 shows that using either the maximum rate method or the 
GCD rate method of the on-demand buffer management scheme on the heterogeneous video database 
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Figure 8.17 Comparison with on-demand buffer management schemes 
videos when compared with our technique. This is because our buffer management is tailored to the 
delivery rate of each channel instead of using the maximum rate for all the channels or using too many 
channels of small rates (the GCD scheme). 
8.3 Summary 
We have presented measurement results from our prototype implementation ofGPBS. These results 
indicate no packet loss and no jitter occurred under the tested environment. We have also conducted 
simulation to study the effect of disk transfer rate, memory size, data placement, and segment pinning 
on the protocols. Our results have shown that a good data placement technique always helps to increase 
the number of videos being broadcast. Investigating the data placement issues would have the most 
impact. A good disk scheduling algorithm reduces the amount of cushion buffer allocated per video, 
hence, it also increases the number of videos being broadcast. Finally, segment pinning is at its best 
when the disk transfer rate is low and the memory size is large. 
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CHAPTER 9 CONCLUSIONS AND FUTURE WORK 
We propose the architecture of a Generalized Periodic Broadcast Server supporting existing and 
future broadcast techniques. We derive the efficient buffer allocation model for this generalized archi-
tecture. The solution of an optimization problem based on our model provides the optimal revenue 
and the required memory buffer size. To the best of our knowledge, the buffer allocation problem for 
periodic broadcast servers has not been studied before. Our experiment results demonstrate that our 
buffer allocation technique offers very good performance when compared with request-centric buffer 
allocation approaches. 
For periodic broadcast to become a reality as the on-demand streaming counterpart does, several 
important issues need be investigated. This paper addresses the issue of allocation of memory and disk 
bandwidth for a periodic broadcast server. We propose a Generalized Periodic Broadcast Server model 
for periodic broadcast protocols and carry out resources analysis on the model. Our performance study 
indicates that our simple model and analysis could be implemented in an inexpensive commercial-off-
the-self hardware/software system. Thus, our work helps the deployment of many periodic broadcast 
protocols in practice. 
The following remarks are based on our analytical experiments on different periodic broadcast 
protocols. First, the number of broadcast channels per video has a significant impact on the memory 
requirement. Second, the impact of disk transfer rate and the memory size on the maximum number of 
videos broadcast concurrently depends on the total bandwidth required for broadcasting a video. There-
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fore, a server can broadcast the most number of videos concurrently when using a broadcast protocol 
that requires both a small number of channels per video and a small total broadcast bandwidth per video. 
Nevertheless, to determine which protocol is best suited in a particular circumstance, requirements of 
client resources must also be taken into account. Our study has also helped to quantify possible room 
for improving periodic broadcast protocols by designing better disk scheduling algorithm, designing 
better data placement technique, and by using segment pinning in the periodic broadcast servers. Our 
directions for future work include extending the model for a server equipped with RAID, studying the 
data striping and placement issues. 
Recent advances in application-level multicast bring a new perspective for the wide area deploy-
ment of many applications that are relying on multicast support, which includes periodic broadcast 
servers. In application-level multicast, the multicast functions (tree construction, tree maintenance, 
group management, packet replication, etc.) are placed at end hosts instead of at the routers inside the 
network. We view this new multicast paradigm as part of the core networking function at an end host, 
i.e., application-level multicast focuses on solving a problem at a low level inside an end host. On the 
other hand, the work in this thesis focuses more at the higher level (the application level) inside an end 
host. Therefore, our work can fully take advantage of an application-level multicast protocols. 
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