Abstract: Computational geometry classically assumes real-number arithmetic which does not exist in actual computers. A solution consists in using integer coordinates for data and exact arithmetic for computations. This approach implies that if the results of an algorithm are the input of another, these results must be rounded to match this hypothesis of integer coordinates. In this paper, we treat the case of two-dimensional Voronoi diagrams and are interested in rounding the Voronoi vertices at grid points while interesting properties of the Voronoi diagram are preserved. These properties are the planarity of the embedding and the convexity of the cells, we give a condition on the grid size to ensure that rounding to the nearest grid point preserve the properties. We also present heuristics to round vertices not to the nearest and preserve these properties.
Introduction
Theoretical computational geometry often assumed real-number arithmetic to model computations. In practice, this model is not implementable on an actual computer and the use of oating point computation as an approximation of real arithmetic is well known to yields di cult precision problems in the implementation of geometric algorithms. Recent trends in computational geometry consists in using integer coordinates to represent the data, and exact integer arithmetic to make the computations 4, 5 , 1 1 .
Exact output. A solution to solve precision problem consists in using some exact representation for the input and exact computations to take decisions inside the algorithm. For example, if point coordinates are b-bits integer, then the intersection of line segments can be solved using an exact 2b-bits arithmetic 3 . Unfortunately, this approach w orks only for a single algorithm. If two algorithms have t o b e c hained and the output of one must be the input of another, then we need an exact representation of the output. In the example of intersection of line segments, rational numbers with 2b-bits numerator and denominator are needed to represent intersection points coordinates. If several algorithms have to be chained this approach yields an unacceptable increase in the precision used to store results.
Rounding The alternative approach consists in rounding the result of an algorithm before starting the next one, rounding means to move the exact results to some xed sized integer representation. If results consist in points, they must be moved to coincide with the vertices of a grid. In that case, a brute force rounding may alter the properties of the result, for example a convex polygon may loose its convexity after rounding, and the second algorithm may not work on the rounded result; thus it is necessary to de ne rounded method preserving geometrical properties of objects. The rounding of geometric structure is a new concern in the domain, to the knowledge of the authors, previous works deal only with the rounding of arrangement of line segments 8, 7 and arrangement of triangles in 3D 6 . These works used snap rounding where a point is rounded to its nearest grid point.
Voronoi In this paper, we address the particular problem of rounding the Voronoi diagram of a set of points S in the plane see De nition 1. An example of chaining algorithms may be found in 3D reconstruction, where we need to compute the overlap of Voronoi diagram 1, 2 . Given a diagram a graph embedded in the plane, we will say that this diagram is planar if its edges do not cross and convex if all cells are convex. It is well known that a Voronoi diagram is planar and convex and there exist algorithms to compute the overlay o f two convex planar diagrams, but convexity and planarity m a y not be preserved if the vertices of the Voronoi diagram are snap-rounded to grid points. In Figure 1 , the rounded diagram in dashed lines has a non convex cell the shaded cell. In this paper we will investigate on which conditions the snap rounding of a Voronoi diagram will preserve planarity and convexity. We will also develop other way of rounding than snap rounding. Rounded computational geometry versus discrete geometry The use of grid in computational geometry imply some convergence with elds such discrete geometry or computer vision. The main di erence between the approaches used in these domains is a question INRIA of order of magnitude. In an image a grid point is a pixel, and the typical size of an image is 1000 1000 pixels. In computational geometry, the number of grid points depends on the integer arithmetic, a grid of 16000000 16000000 for 24 bits integer is a lower bound.
This di erence of scale has consequences on the algorithm, for example storing the entire grid is not possible with that sizes.
Voronoi de nition. De nition 1 Let S be a set of n points in the plane, M 1 , : : : , M n , which we call the sites to avoid confusion with the other points in the plane. To e ach site M i we attach the region V M i that contains the points closer to M i than to any other point in S: Given S a set of sites in the plane and p a grid step, the main purpose is to know i f the Voronoi diagram of S will keep, after snap rounding of its vertices, its properties of convexity each angle of the diagram should stay after rounding and planarity each angle of the diagram must keep its orientation after rounding. We will rst focus on a convexity criterion and then adapt the results into a planarity criterion. If the condition is not satis ed, we want to compute p M A X the distance between two consecutive grid points or grid size which guaranty the preserving of these properties. The condition must depends only on the original data: the coordinates of points of S, and the topology of the diagram which is equivalent to the knowledge of the Delaunay triangulation; the criterion should not depend on an explicit computation of the Voronoi vertices coordinates. quadrant of plane when they are rounded. Therefore, given an angle whose extremities do not lie strictly in opposite quadrants, the corresponding rounded angle is necessarily , such an angle is declared as not risky for the convexity and no further veri cations are needed. The main criterion for convexity described below will be computed only for risky con guration, i.e. whose extremities lie strictly in opposite quadrants of plane see Figure  5 . We obtain thus a preselecting criterion that we will call pre-criterion in the sequel. 
Parameterization

Main criterion
The rounding of a point can be viewed as a translation of a certain vectorũ. We will now use the fact that with the assumptions of previous paragraph, the vector of translation of points 
From Voronoi to Delaunay
We h a ve t h us obtain a criterion expressed on some length and angles in the Voronoi diagram. We n o w h a ve to explain how these quantities can be computed from the original data, that is from the sites coordinates without an explicit computation of the Voronoi vertices. We will assume that the Delaunay triangulation, which encodes all the combinatorial information of the Voronoi diagram, is known. A V oronoi angle can be deduced from its dual 1 in Delaunay see Figure 3 
Second criterion: preserving the orientation of angles
We h a ve seen that an angle close to could become non convex after rounding. Likewise, the rounding of an angle close to 0 can change its orientation, which can cause the overlapping of Voronoi cells and the appearance of non simples polygons. To a void this, we w ant to know,
given S a set of sites in the plane and p a grid size, if each angle of the rounded Voronoi diagram of S will keep its orientation, or to obtain a grid size p M A X which guaranty the preserving of the orientation. This problem being similar to the problem of convexity, w e will treat it more brie y. We use again the monotonicity o f snap rounding in order to obtain the following precriterion: given an angle whose extremities do not lie strictly in the same quadrant of plane, the corresponding rounded angle is necessarily =2. Therefore, the main criterion for the preserving of orientation will be computed only for the angles which are in a risky con guration concerning the orientation see Figure 9 . , which shows that the convexity problem is much more frequent than the orientation problem.
Statistics on the pre-criterion
Experimentally, we found that, for uniform distributions of sites, about 1=3 of the angles are in a risky con guration regarding the convexity or the orientation of the rounded angles. This ratio does not depends on the density or the number of the sites.
Complexity of the main criterion
One of the main purposes that we w ant t o a c hieve i s t o h a ve a w ay to detect the problems that occur when rounding a Voronoi diagram without computing the diagram itself. Obviously, this way m ust be cheaper than the computation of the rounded Voronoi diagram and testing its planarity and convexity. We show that above criterion can be computed in about half the time of the computation of the Voronoi diagram and its rounding. 
Complexity of the criterion
For a given Voronoi angle, we only have to compute one of the two criterions convexity and orientation. We will study here the complexity of the criterion of convexity for a nite angle. The others cases semi-in nite angles, criterion of orientation are slightly cheaper.
To a void the calculation of square roots, we will use the following variables:
b 1 = b P R = 1 2 cot 1 + cot 1 ; c 1 = c P Q = P Q 2 2 cot 1 + cot 1 n cos = x P Q , y P Q ; n sin = x P Q + y P Q n cos = x P Q x P R + y P Q y P R ; n sin = x P Q y P R , y P Q x P R Then the criterion becomes:
That is to say, after reduction:
n cos + n sin c1,b1 n cos b1 n sin 20
Hence for each V oronoi angle, we h a ve to compute:
X coordinates of vector P Q :
xP Q = x Q , x P ; yP Q = y Q , y P So for the vectors P Q , P R , QR, P S , QS, P T , RT, we count 14 additions and 14 a ectations. To know the con guration of a Delaunay angle in respect with the plane quadrants, we h a ve to sort lexicographically the 3 v ertices of the angle, which costs 6 tests in the worst case. But sorting the 3 vertices of a Delaunay face allows to treat 3 angles. The mean complexity of the pre-criterion is thus 2 tests for an angle.
We h a ve seen in 3.2 that the pre-criterion eliminated about 2=3 of the Delaunay triangulation angles. Therefore, with 2 tests for each angle, the main criterion complexity is reduce of 2=3 in mean. Hence the mean complexity for each Delaunay angle is about: 2 tests, 10 additions, 10 multiplications, 2 divisions and 8 a ectations.
Remark 2 The pre-criterion can also be used with the actual rounding of the diagram in order to detect bad angles. That is why we have done the comparison without using the precriterion. The practical results show that the computation of the criterion on the Delaunay triangulation takes about half the time of the computation of the Voronoi diagram itself from the triangulation.
Results on the criterion
The implementation of the criterion allowed us to make some statistics on its e ciency. The criterion is a su cient but non necessary condition. Indeed, assuming a maximal move of half a pixel during rounding, clearly under estimate the grid size needed for a correct rounding. The criterion detect as risky some angles that do not create problems when they are snap rounded. The following graphs show the correspondence between the the criterion and the actual rounding. As described in Section 2, the criterion can be used to certify that the snap rounding will preserve planarity and convexity or to determine a small enough grid size to ensure these properties. The interest of the criterion is to give directly a grid size relatively close to the maximal size, and thus avoid to test systematically the rounding of the Voronoi diagram with di erent grid sizes.
Our experiments see Figure 13 shows the mean value for 100 experiences of the maximal grid size allowed by the 2 criterions convexity and planarity, as a function of the sites distribution.
Rounding heuristics
When the grid size cannot be chosen according to the distribution of the sites, the snap rounding can create bad angles. To preserve the fundamental properties of the Voronoi diagram, we will have t o m o ve some vertices not in the center of the pixel which contains it, but in the center of a pixel in the neighborhood of the vertex this notion of neighborhood remains to be de ne. The main di culty comes from the adjacency relations between angles. Indeed, moving a vertex in order to convexify a given angle, can generate non convex angles in the neighborhood of this angle each V oronoi vertex belongs to 9 angles of the diagram.
We de ne brie y a rounding heuristic in the following way: can be moved inside its kernel, then we end with a failure status. A rounding preserving convexity and planarity has not been found.
Such an approach w orks well in practice. If the density o f p o i n ts is not to high, then the bad angles are sparse in the diagram and the order used to examine them has no in uence.
Very often Kv contains grid points, more precisely, quite often at least one of the vertices of the triangle used in the kernel de nition, say w, belongs to Kv; rounding v to w has the e ect of contracting the edge vwand increases the degree of the resulting vertex.
This algorithm has been implemented and gives very good results since in the worst case, it corrects all the bad angles but less than 0:05 of them. The last three lines of gure 13 correspond to data coming from a GIS databaseraw data in the rst line, dilated data on a scale of 24 bits integers in the next two lines, while the others lines correspond to an uniform distribution of points.
Generalizations Edge contraction. As noticed above, the algorithm still have a bit a freedom to choose v and v 0 . We rst can remark that the problems usually comes from an initial angle which is close to convexity or to 0 orientation, or from an initial edge whose length is small. Problems created by small edges can be solved by promoting vertex merging, if Kv contains w, a neighborofv close to v, then we can choose w as new position for v. This choice result in the contraction of edge vw.
Vertex rounding propagation Since the di culty m a y comes from the propagation of the bad angles, it would be interesting to try to direct this propagation along a centrifugal axis, i.e. in direction of the convex hull of the initial sites. Indeed, the semi-in nite Voronoi angles are less constraining than the nite ones since they contain an in nite point. In particular, the kernel polygon for an in nite vertex is an angular sector, therefore it contains an in nite number of grid points see Figure 14 .
Conclusion
We h a ve presented several results about the rounding of a Voronoi diagram preserving its planarity and the convexity of its cells. The rst idea consists in snap rounding rounding to the nearest grid point all the vertices of the diagram. We h a ve established a reasonably cheap condition which ensure that the snap rounding preserves these properties. We h a ve studied experimentally the e ciency of the snap rounding and the tightness of our condition on random Voronoi diagram.
We h a ve proposed an heuristic algorithm, which m a y round the Voronoi vertices further away in the grid, while preserving the desired properties. This algorithm works very well in practice as it is shown by our experimental results.
We h a ve proven that, in the worst case, it is impossible to preserve planarity and convexity and to guarantee a xed bound on the distance between a vertex and its rounded version. This paper prove that, with reasonable hypotheses on the data distribution, snap rounding and some heuristic will actually succeed to round the Voronoi diagram with good probability. Another, more theoretical, direction of research consists in searching a deterministic algorithm of rounding preserving convexity and planarity such that something is provable on the distance between a Voronoi vertex and its rounded correspondent. Since a constant bound is not achievable, a bound depending on the distance to the nearest site would be a good result.
