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Abstract
A considerable volume of research has recently blossomed in the literature on autono-
mous underwater vehicles accepting recent developments in mathematical modeling and
system identification; pitch control; information filtering and active sensing, including
inductive sensors of ELF emissions and also optical sensor arrays for position, velocity,
and orientation detection; grid navigation algorithms; and dynamic obstacle avoidance
among others. In light of these modern developments, this article develops and compares
integrative guidance, navigation, and control methodologies for the Naval Postgraduate
School’s Phoenix, a submerged autonomous vehicle. The measure of merit reveals how
well each of several methodologies cope with known and unknown disturbance currents
that can be constant or harmonic while maintaining safe passage distance from underwa-
ter obstacles, in this case submerged mines.
Keywords: submersible vehicles, ocean research, obstacle avoidance, guidance,
navigation, and control, linear quadratic optimal control, approximated optimal control,
reduced-order observers, MIMO, SIMO
1. Introduction
The Naval Postgraduate School’s consortium for robotics and unmanned systems education
and research (CRUSER) uses three autonomous underwater vehicles, the Remus, Aries [1], and
Phoenix [2] vehicles to enhance education and research. The oldest vehicle, Phoenix [3] is
used in this study to investigate integrated methodologies [4] for vehicle guidance, navigation,
© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and eproduction in any medium, provided the original work is properly cited.
DOI: 10.5772/intechopen.80316
© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
and control through a field of obstacles amidst unknown ocean currents that can be approxi-
mated by steady state, fixed disturbance ocean velocities, and can also be represented by
harmonically oscillating velocities. This integrated approach is a natural extension of the recent
innovations. The Phoenix vehicle’s nominal mathematical modeling was articulated in the
1988 article [5] using surge motion to perform system identification. Recent innovations
[6–10] have extended and improved the nominal system identification resulting in high-
confidence mathematically modeling in computer simulations. Such simulations permitted
Wu et al. [11] to redesign the L1 adaptive control architecture for pitch-control with anti-
windup compensation based on solutions to the Riccati equation to guarantee robust and fast
adaption of the underwater vehicle with input saturation and coupling disturbances and the
approach was applied to the pitch channel alone. Stability was emphasized in the single-
channel approach to emphasize dynamic nonlinearities and measurement errors. The Riccati
equation is also utilized in this research and proves effective when applied to all six degrees of
freedom per [4], where the approach is applied to instances of disturbances that are constant
with simultaneous harmonic disturbances simulating unknown ocean currents and waves. In
addition to these recent achievements in control, improvements have also been made to
guidance and navigation. In recent years, Bo He et al. [12] demonstrated in simulations and
open water experiments, the ability to overcome weak data links and sparse navigation data
using a technique called extended information filter (EIF) applied to simultaneous localization
and mapping (i.e. “SLAM”) that proved computationally easier to implement than traditional
extended Kalman filter (EKF) SLAM. Low computational cost is emphasized here to keep the
vehicle size low, but also to exaggerate the laudable goal of achieving optimal or near optimal
results with methods that are simple. Such is an overt goal of the new research presented here.
Just last year, Yan et al. [13] integrated the navigation system using a modified fuzzy adaptive
Kalman filter (MFAKF) to combine traditional strap-down inertial navigation with OCTANS
and Doppler velocity log (DVL) to navigate the challenging polar regions where rapidly
converging earth meridians and challenging ocean environments filled with submersed obsta-
cles. This benchmark achievement requires the research here to utilize similar challenging
ocean conditions, and provide the motivation for selection of simultaneous steady-state ocean
currents together with sinusoidal varying unknown wave conditions amidst an ocean filled
with obstacles (where here the non-polar ocean is used, so mines are added to fulfill the role of
malignant submersed obstacles). Furthermore, simplified waypoint guidance is derived, based
on the onboard-calculated distance from the vehicle to a submerged obstacle. The simplified
waypoint guidance is proven effective, and should be considered in situations where onboard
operation of a modified fuzzy adaptive Kalman filter proves to be computationally prohibitive.
The distance to an underwater obstacle was measured byWang et al. [14] with a novel method:
measuring extremely low frequency (ELF) emissions with onboard inductive sensors. Such
emissions are produced by ship hulls with relatively pronounced amplitudes compared to
small subsurface obstacles, but the harmonic line spectra and fundamental signal frequency
relate directly to the closing speed of approach to the obstacle. Experiments proved that even
such small signals were detectable at long range with high sensitivity and low-noise sensors of
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the current state of the art, thus closing distance to obstacles may now be presumed to be
known passively, permitting the simplified waypoint guidance proposed in this manuscript.
Particularly after ELF queuing, position, orientation, and velocity of obstacles may be moni-
tored optically as developed by Eren et al. [15], and these states may be used as feedback
signals together with the waypoint guidance (desired trajectory) permitting augmentation
with linear quadratic Gaussian techniques, as done in this manuscript where full-order state
observers are together optimized with attitude controller gains, followed by demonstration
that reduced-order observers may also be optimized allowing vehicle operators to compensate
for individually failed or degraded sensors, or instances where optimally estimated signals are
superior to sensor signals in an individual or multiple channel.
Integrating these latest technological developments was demonstrated last year by Wei et al.
[16], who integrated the Doppler velocity methods for obstacle monitoring into a dynamic
obstacle avoidance scheme for collision avoidance. Following data fusion, a collision risk
assessment model is used to avoid collisions, and claims to be effective in unknown dynamic
environments, although the experiments did not go so far as to stipulate near-constant ocean
currents in addition to harmonic wave actions. These challenging dynamic environments are
addressed in this manuscript as a natural extension of the current state of the art.
Autonomous vehicle angular momentum control of rotational mechanics may be achieved
using control moment gyroscopes, one potential momentum exchange actuator with a long,
historic legacy actuating space vehicles, where mathematical singularities have just recently
been overcome [17–23], permitting use of the actuator for underwater vehicles as done recently
achieved by Thorton et al. [24, 25] including combined attitude and energy storage control.
These developments suffice to reveal that attitude control is not controversial, and thus the
remainder of this manuscript focuses on guidance and navigation with a residual necessity to
implement nominal, effective pitch and yaw control.
2. Materials and methods
Submersible vehicles require control systems to guide the vehicle around obstacles that can
present dangers to vehicle health and safety in the presence of ocean currents. The challenge
addressed here is to navigate the Naval Postgraduate School’s Phoenix submersible vehicle
(Figure 1) through a minefield whose dimensions are 200 m  5100 m in the presence of 0.5 m/s
ocean currents. The field will contain at least 30 mines placed at locations using a random
number generator. The resulting controller structure has an inner-outer loop structure, and
several technologies will be described including pole-placement designs, linear-optimal (qua-
dratic) Gaussian techniques, full and partial order observers for online disturbance identifica-
tion for ocean currents (both constant lateral underwater ocean currents and also sinusoidal
varying currents), tracking systems and feedforward control designed to counter open ocean
currents, in addition to integral control. The outer loop controller uses Line-of-Site (LOS)
Autonomous Underwater Vehicle Guidance, Navigation, and Control
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guidance to provide a heading command to the inner loop. The inner loop controller uses
output heading feedback to track heading commands. The vehicle is simulated to traverse the
minefield and successfully travels no closer than 5 m from any mine and arrive within one half
meter from the commanded destination autonomously.
2.1. System dynamics
The equations of motion used to simulate the dynamic behavior of the autonomous submers-
ible vehicle in a horizontal plane are listed in Eqs. (1)–(4). All variables in these equations are
assumed to be in nondimensional form with respect to the vehicle length (7.30) and constant
forward speed (�3 ft./s). The vehicle weighs 435 lbs. and is neutrally buoyant. Time is
nondimensionalized such that 1 s represents the time it takes to travel one vehicle length
(Figure 2).
Figure 1. Submersible vehicle sample and notional minefield [1]: (a) field of randomly placed submersed mines to be
avoided by autonomous vehicle and (b) Aries submersible in open ocean.
Figure 2. Vehicle geometry and reference axes: (a) Phoenix in open ocean [1] and (b) vehicle geometry and reference axis.
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m� Yνð Þν � Yr �mxGð Þr ¼ Yrνþ Yr �mð Þrþ Yδsδs þ Yδbδb (1)
mxG �Nνð Þν � Nr � Izð Þr ¼ Nvνþ Nr �mxGð ÞrþNδsδs þNδbδb (2)
ψ ¼ r (3)
y ¼ sinψþ νcosψ (4)
In addition to the following dependent equation x ¼ cosψ� νsinψ (5)
where
The variable are The constants are Yδs = 0.01241.
ν lateral (sway) velocity m = 0.0358 Yδb = 0.01241
r turning rate (yaw) Iz = 0.0022 Nr = � 0.00047
ψ heading angle (degrees) xG = 0.0014 Nν = � 0.00178
y lateral deviation (cross-track error) Yr = � 0.00178 Nr = � 0.00390
δs stern rudder deflection Yv = � 0.03430 Nv = � 0.00769
δb bow rudder deflection Yr = 0.01187 Nδs = � 0.0047
Yv = � 0.10700 Nδb = 0.0035
The constant definitions in the mass m, mass moment of inertia with respect to a vertical axis
that passes through the vehicle’s geometric center (amidships) Iz, position of the vehicle’s
center of gravity (measured positive forward of amidships) xG, with the remaining terms
referred to as the hydrodynamic coefficients. These constants are all presented in non-
dimensional form.
Defining the state vector xf g � ν r ψ yf gT and the control uf g � δs δbf gT and assum-
ing small angles, the dynamics expressed in Eqs. (1)–(4) may be expressed in state space form
as xg ¼ A½ � xf g þ B½ � u½ �f where
A½ � ¼
�1:4776 �0:3083 0 0





















The system may also be expressed in a transfer function ratio of outputs divided by inputs in
Laplace form using Eq. (7) where observer matrix [C] is merely a proper identity matrix to this
point of the manuscript. Eq. (7) yields two transfer function relationships between each of the
two possible rudder inputs as seen in Eqs. (8) and (9). Notice that both transfer functions have
poles and zeros at the origin, while pole-zero cancelation is possible in the case of the stern
rudder. On the other hand, even after pole-zero cancelation in the bow rudder Eq. (9), there
remains an open loop pole at the origin that must be dealt with during control design, since it
represents a potentially unstable element (at the very least, in the instance where the estimated
constants are exactly correct, and these equations of motion exactly describe the system, an
Autonomous Underwater Vehicle Guidance, Navigation, and Control
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oscillatory element exists that will not decay). Nonetheless, the dynamics accord to nature.
Consider trying to steer a row-boat using the rear rudder. It is much more stable than trying to
steer the rowboat using a rudder in the front. This analogy applies to the submersible vehicle
and is verified in these results.
G Sð Þ ¼ C½ � s I½ � � A½ �ð Þ�1 B½ � (7)
G Sð Þjδs �
Y sð Þ
δs sð Þ ¼
0:2271s3 þ 0:875s2
s4 þ 2:746s3 þ 1:298s2 ¼
s2 0:2271sþ 0:875ð Þ
s2 s2 þ 2:746sþ 1:298ð Þ (8)
G Sð Þjδb �
Y sð Þ
δb sð Þ ¼
1:211s2 þ 1:518s
s4 þ 2:746s3 þ 1:298s2 ¼
s 1:211sþ 1:518ð Þ
s2 s2 þ 2:746sþ 1:298ð Þ (9)
In Figure 3, the uncontrolled system is analyzed by merely performing a circular turn with each
(and then both) rudders. The bow and stern rudders alone are each compared to the combined
use of both bow and stern rudders. The bow rudder was deflected +15� for about 21 s, while the
stern rudder was deflected for �15� for about 11 s. When both rudders were deflected the
maneuver was completed in roughly 8 seconds. Two initial conditions for the sway velocity were
investigated (ν 0ð Þ ¼ 0 and then ν 0ð Þ ¼ ffiffiffi8p ). In all cases, the bow rudder alone performed the
poorest, with the stern rudder alone performing the turn in a smaller radius and shorter time.
Furthermore, the combined use of both rudders resulting in tightest maneuver.
Two simulation methodologies were used to investigate sensitivities to integration method.
MATLAB was used with Euler integration, while SIMULINK was used with Runge-Kutta
integration with identical timesteps, Δt = 0.1 s. The results were nearly negligible and are
displayed in Table 1, from which insensitivity to integration approach is established.
Figure 3. Analysis of uncontrolled system: comparison of rudder performance: (a) counter-clockwise turn, ν 0ð Þ ¼ 0 and
(b) initial sway velocity ν 0ð Þ ¼ ffiffiffiffi8:p
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2.2. Control law design
In the system analysis, the optimal rudder implementation scheme was determined to be the
application of both rudders, where the rudders were slaved to the same maneuver angle
magnitude with the opposite sign, i.e. a “scissored-pair” per Eq. (10). In the case where only
variable y is to be measured, the new state space formulation of the system equation compo-
nents are in Eq. (11). Under the assumption of rudders constrained to behave as a scissored-
pair the transfer function from rudder input to output y is given by Eq. (12) whose poles and
zeros are listed in Eq. (13), with Eq. (14) revealing the system’s eigenvalues, noting the values
are identical to the location of the poles in accordance with theory. The controllability and
observability matrices ([CO] and [OB] respectively) are listed in Eq. (15) (whose matrix product
[OC] is in Eq. (16)) verifying these system equations are both controllable and observable, since
these matrices are full rank, while the determinant of the controllability matrix is 63.1778, a
large value with a small value of the matrix condition number, 13.4513. The nonzero determi-
nant of the controllability matrix proves controllability, but to see how close the system is to
being uncontrollable, the matrix condition number proves more useful. These two figures of
merit indicate the system equations are highly controllable, and accordingly this manuscript
will investigate and compare several options for navigation control: pole placement, linear
quadratic optimal control, linear quadratic Gaussian, and time optimal control. The same
holds true for observability, and thus linear quadratic Gaussian. The matrix product [OC] is
the same for every definition of state variables for the given system.
δb ¼ �δs (10)
A½ � ¼
�1:4776 �0:3083 0 0


















7775,C ¼ 0 0 0 1½ �,D ¼ 0½ � (11)
G Sð Þjδ �
Y sð Þ
δ sð Þ ¼
0:08164s2 � 2:06s� 4:773
s4 þ 2:746s3 þ 1:298s2 (12)
polesat : s ¼ 0, 0, � 0:6070, � 2:1388; zerosat : s ¼ �6:1279e13, near� 0, near� 0 (13)
eig Að Þ ¼ λ ¼ 0, 0, � 0:6070, � 2:1388 (14)
Rudder deflected Euler: x-distance Runge-Kutta: x-distance Euler: y-distance Runge-Kutta: y-distance
Bow 6.5471 6.5469 6.8647 6.8646
Stern 3.1665 3.1665 3.5768 3.5768
Both 2.4546 2.4546 2.6567 2.6567
1Distances calculated to traverse one circular path.
Table 1. Comparison of simulation integration methodology.




0:0816 0:8433 �2:4216 5:5544










7775 OB½ � ¼
0 0 0 1












0 0:0816 �2:838 1:3916











Diagonalizing the original system [A] matrix, the spectral decomposition T½ � Λ½ � ¼ A½ � T½ � ! Λ½ �
¼ T½ ��1 A½ � T½ � in Eq. (17) may be used to verify a diagonal matrix of eigenvalues [Λ], and then
write the system of equations in normal-coordinate form �x0g ¼ A0� � x0f g þ B0½ � u½ �; y0f g ¼ C0½ � x0½ ��
using the following transformation: A0
� � ¼ Λ½ � ¼ T½ ��1 A½ � T½ �, B0½ � ¼ T½ ��1 B½ �, and C0½ � ¼ C½ � T½ �
whose results are in Eq. (18).
Λ½ � ¼
0:4663 �0:1074 0 0














�1:4776 �0:3083 0 0













0:4663 �0:1074 0 0
















�2:1388 0 0 0




















, C0½ � ¼ 0:0006 1 1 �1f g (18)
uf gbaseline ¼ δf g ¼ �Kυυ� Krr� Kψψ� Kyy (19)
For the pole placement proportional-derivative (PD) controller articulated in Eq. (19), the poles
are set to have roughly the same time constant, while avoiding exactly coincident poles. Gains
are iterated for various time constants as displayed in Figure 4, but the following rule of thumb
is asserted as well to quickly achieve performance that closely mimics the performance of
linear-quadratic optimal (LQR) gains where the control effort and tracking error are equally
weighted in the cost function of the optimization.
RULE OF THUMB: Select unity time-constant tc to roughly locate closed-loop poles per Eq. (20). Then
place other poles at slightly different locations (e.g. sp ¼ s1 � 0:01∀p)
Pole : s1 ¼ 1tc (20)
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The gains achieved using the rule of thumb KR.O.T. = {0.5070 –0.3687 -0.7157 -0.1972} have quite
different values compared to the gains calculated through the matrix Riccati equation in the
linear-quadratic optimization KLQR = {0.0939 –1.2043 -2.2138 -1}, but nonetheless the
resulting behaviors are indeed very similar.
Next, the initial feedback control design was evaluated in simulations where the ship is initially
located off the desired track by one ship’s length port side with zero heading, and rudder
deflection was limited to 0.4 radians (23). Next, another simulation was performed to test an
initial heading angle of 30 starboard where the initial y(0) = 0. The results are displayed in
Figure 5(a) and (b) respectively. All state variations were plotted in Figure 4, highlighting the
fact that y converges to zero along with the other states. Furthermore, the results of rudder-
limited simulations are displayed in Figure 6 and Figure 7 for both scenarios (Table 2).
Figure 4. Gain values for each state iterated for various time constants.
Figure 5. Simulations testing the initial baseline feedback controller in two scenarios: (a) initially one ship’s length port
side and (b) initial heading 30o starboard.




To design a state observer, the system must be observable [4], verifiable through examination
of the observability matrix [OB] per Eq. (21), where [C] = [ν r ψ y] = [0 1 1 1]. The condition of
the observability matrix reveals the degree of observability, and it is defined by the ratio of












2.3.1. Full-order observer design
�̂x
n o
¼ A½ � x̂f g þ B½ � u½ � þ L½ � yf g � C½ � x̂f gð Þ (22)
�xg � �̂x
n o
¼ A½ � xf g � A½ � x̂f g � L½ � C½ � xf g � C½ � x̂f gð Þ
n
(23)
Figure 6. State variations for both scenarios simulated using pole-placement gains via rule of thumb: (a) initially one ship’s
length port side and (b) initial heading 30o starboard.
Time constant Kν Kr Kψ Ky
0.5 �1.5135 �1.7005 �5.1508 �3.22524
1 0.5070 �0.3687 �0.7157 �0.1972
2 1.1248 0.2870 �0.0906 �0.0116
LQR �0.0939 �1.2043 �2.2138 �1
1Reminder: state definition xf g � ν r ψ yf gT .
Table 2. Gains for various time constants and also solution to linear quadratic optimization.
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�eg � �xg � �̂x
n o
¼ A½ � � L½ � C½ �ð Þ xf g � x̂f gð Þ
nn
(24)
�eg ¼ A½ � � L½ � C½ �ð Þ ef gf (25)
Assuming that only ν measurements are available, a mathematical model of the estimated
system is in Eq. (22) with a full order observer design using the observer error Eq. (23) leading
to the error vector in Eq. (24) allowing the re-expression of Eq. (22) as Eq. (25), where the
dynamic behavior of the error vector is determined by the eigenvalues of matrix A½ � � L½ � C½ �,
where L½ � gains of the observer may be chosen as desired for systems that prove observable,
such that the error vector will converge to zero for any stable A½ � � Ke½ � C½ �. In the following
paragraphs, L½ � is designed by solving the matrix Ricatti equation leading to linear quadratic
optimal gains, and also by solving the rule of thumb relationship between gains and time
constant as done for the controller gains (Table 3).
Figure 8 displays the results of simulations revealing the accuracy of state estimation when L½ �
is calculated by the rule of thumb, where the time constant is chosen to be half (tc = 1/2) the time
constant of the controller (tc = 1) and the simulation is initialized with the heading angle 30� off,
while Figure 9 displays the simulation initialized one boat-length starboard position.
Figure 7. Rudder-limited trajectory track using pole-placement gains via rule of thumb and LQR: (a) initially one ship’s
length port side and (b) initial heading 30o starboard.
Multiple of controller time constant used for observer Observer gain matrix
1
2 tc �0:7464 1:8077 8:8270 5:1942f gT
10tc 103∗ �1:5909 �3:4121 1:5953 �0:0020f gT
1Reminder: 12 tc is used in subsequent simulations.
Table 3. Full-order observer gains designed by rule of thumb for various time constants as multiple of controller time
constant, tc.
Autonomous Underwater Vehicle Guidance, Navigation, and Control
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2.3.2. Reduced-order observer design
Assuming that some measurements are available from sensors, this paragraph describes the
possible iterations and reveals states that are relatively more important to measure with
sensors. Four possible output matrices are used to investigate observability. Four options for
output matrices C½ �i for i = 1…4 result in four reduced-order observers OB½ �i for i = 1…4 are
detailed in Eqs. (26)–(29). Output matrix C½ �1 produces an observability matrix OB½ �1 with
rank = 4 (observable) and determinant not nearly equal to zero. Output matrix C½ �2 produces
an observability matrix OB½ �2 with rank = 4 (observable) and determinant not nearly equal to
zero. Output matrix C½ �3 produces an observability matrix OB½ �3with rank = 4 (observable) and
determinant nearly equal to zero. The matrix condition number is very high indicating the
system is barely observable. Output matrix C½ �4 produces an observability matrix OB½ �4 with
rank = 3 (not observable) and determinant equal to zero with a matrix condition number equal
to infinity. This means if all other states are measured by sensors, it is not possible to use an
observer (even an optimal observer) to determine lateral deviation (cross-track error), y. It is a
Figure 8. Simulations starting 30� off heading gains via rule of thumb state observer gains, (a) true and estimated sway
velocity, ν(t), (b) true and estimated turning rate, r(t), (c) true and estimated heading angle, ψ(t), (d) true and estimated
cross track, y(t).
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key state to measure with sensors. The sensor combinations that include y are observable.
Using every other sensor, (except y) results in a system that is not observable. Furthermore,
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Figure 9. Simulations starting 1 boat-length starboard with gains via rule of thumb, (a) true and estimated sway velocity, ν(t),
(b) true and estimated turning rate, r(t), (c) true and estimated heading angle, ψ(t), (d) true and estimated cross track, y(t).
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Assuming y is to be measured by a sensor, Table 4 reveals that measuring ν in addition to y
produces the most observable system, and is recommended for designing reduced-order
observers. The drawback is measuring ν requires a Doppler sonar, which may not always be
available. If all states are measureable except ν the resulting reduced-order observer merely
estimates ν using gains on the measureable states displayed in Table 5. Figure 10 reveals very
good estimation of ν when all other states are sensed, and this estimated value of ν was fed to
the motion controller in addition to the measured states (the poorly estimated states were
neglected instead favoring the more-accurate measurements). State convergence to zero is
achieved in the instance of state initialization 30� off-heading. Figure 11 displays similar
results for the instance of state initialization one boat-length starboard.
Sensors used to measure states Observability matrix condition number
y and ν 8.8456
y and r 21.1306
y and ψ 31.2919
1Reminder: high condition number is less observable system.
Table 4. Observability matrix condition number for options to supplement y measurement.
Multiple of controller time constant used for observer Observer gain matrix
1
10 tc �0:2174 0 0:1164f gT
2tc 0:4069 0 �0:2179f gT
10tc 0:5941 0 �0:3182f gT
1Relatively faster 110 tc is used in subsequent simulations.
Table 5. Reduced-order observer gains designed by rule of thumb for various time constants as multiple of controller time
constant, tc.
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2.3.3. Gain margin and phase margin
Figure 12 compares the loop gains of the system with and without a compensator via gain
margin and phase margin with full-state feedback, while Figure 13 displays the loop gains
when output-feedback via observers is used. Each has relative strengths. Full state (theoretical)
feedback yields infinite gain margin, yet relatively lower phase margin (usually consider more
important of the two), while output feedback (real-world) yields good (but lesser) gain margin
with increased phase margin.
2.4. Tracking systems and feedforward control in the presence of constant disturbance
currents
This section evolves the earlier developed system equations and performance analysis by
adding non-quiescent conditions, in particular introduction of a lateral underwater ocean
current with an absolute velocity, υ0, requiring a modification of the system equations to add
the lateral current to Eq. (4) resulting in Eq. (30).
y ¼ sinψþ νcosψþ υ0 (30)
Figure 10. Simulations starting 30� off heading gains via rule of thumb reduced-order state observer gains: (a) true and
estimated sway velocity, ν(t) versus time (seconds), (b) true and estimated turning rate, r(t) versus time (seconds), (c) true
and estimated heading angle, ψ(t) versus time (seconds), (d) true and estimated cross track, y(t) versus time (seconds).
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2.4.1. Analysis of disturbed system in ocean currents via state equations and simulations
Using the controller (Eq. (19)) and the modified system equations where Eq. (4) is replaced by
Eq. (30), and applying the final value theorem: f tð Þt!∞sF sð Þs!0, a steady state value 1/ω + 1 has
some variable quantity added to unity for various υ0. Thus, steady-state errors exist in all caseswith
such disturbances, which are verified by simulations depicted in Figure 14 using gain values from
the rule of thumb (ROT) for unity time constant. The steady-state errors are directly proportional to
the disturbancemagnitude. Figure 15 displaysmax rudder deflection for themaximal lateral ocean
current in the study (to verify the control design continues to remain less than 0.4 radians)wherewe
learned any current greater than 0.4 cannot be eliminated; therefore we next investigate
feedforward control and integral control.
2.4.2. Elimination of steady-state error using feedforward control
Modify the control law to uf gfeedforward ¼ δf g ¼ �K1υ� K2r� K3ψ� K4y� K0 in order to elim-
inate the steady-state error, where K0 is chosen to insure zero steady-state error, where the
feedback gains are chosen by the rule of thumb (Figures 16 and 17).
Figure 11. Simulations starting one boat-length starboard with gains via rule of thumb reduced-order state observer gains:
(a) true and estimated sway velocity, ν(t) versus time (seconds), (b) true and estimated turning rate, r(t) versus time
(seconds), (c) true and estimated heading angle, ψ(t) versus time (seconds), (d) true and estimated cross track, y(t) versus
time (seconds).
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Figure 12. Infinite gain margin and 80.2o phase margin using full state feedback via full-ordered observer with rule of
thumb controller gains: (a) root locus real Axis, (b) bode plot frequency (rad/sec).
Figure 13. 61.4 gain margin and 145 phase margin using reduced-order observer (both rule of thumb gains for half-
controller tc = 0.5, and compensator with rule of thumb gains (tc = 1), (a) root locus, real axis, (b) bode plot, frequency
(rad/sec).
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Figure 14. Steady-state position error for various lateral underwater ocean currents.
Figure 15. Feedback alone unable to counter constant lateral underwater ocean currents, (a) rudder deflection, υ0 ¼ 0:5,
(b) steady state error vs. υ0.
Figure 16. Feedforward element included to counter constant lateral underwater ocean currents, (a) rudder deflection,
υ0 ¼ 0:5, (b) all states when υ0 ¼ 0:5.
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2.5. Disturbance estimation with reduced-order observer and integral control
Section 2.4 demonstrated feedforward control effectively countered the disturbance currents,
but the current was presumed to be known. In to truly be effective, the reduced order observer
is next augmented to include estimation of the unknown disturbance current velocity ν̂c,
where the observer now estimates the disturbance current velocity, the lateral sway velocity,
ν, the lateral deviation (cross-track error), y, and the heading angle ψ. Figure 18a and b display
the estimates of the unknown current for two current velocity conditions: ν̂c1 ¼ νest1 ¼ 0:1and
ν̂c2 ¼ νest2 ¼ 0:5 respectively, while Figure 18c and d display the y and ψ states for each current
velocity conditions. Notice how large rudder deflections modify the heading angle to the
command-tracking value which counters the disturbance current (sometimes referred to as
“crabbing”), and after establishing the crab heading angle, the rudder deflection goes towards
zero, illustrating the effectiveness of command tracking.
Figure 19 displays all the states versus time in seconds and also the trajectory when a worst-
case unknown disturbance current νc ¼ �0:5 is applied and estimated by the reduced-order
observer where the observer gains are solutions to the linear quadratic Gaussian optimization.
Meanwhile Figure 20 displays the results in cases utilizing command tracking with reduced
order observer and with command: ψ = �0.5 and sinusoidal disturbance current υc0 = Asin(0.1 t)
but no disturbance estimation or feedforward, while Figure 21 uses disturbance estimation
and feedforward and rule of thumb gains. Lastly, Figure 22 displays the performance of
reduced-order observers, which is especially useful in instances of limited at-sea computa-
tional capabilities.
2.6. Waypoint guidance
A simple line-of-sight guidance routine was employed based on fixing waypoints through a
minefield in order to navigate to a specified point and safely return home. The coordinates are
Figure 17. Comparison: feedback control with and without feedforward (υ0 ¼ 0:5).
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Figure 18. Reduced-order observer state estimates versus time (seconds) for two disturbance currents υc0 ¼ 0:1 0:5½ �,
where Δ is the rudder deflection using these estimates when the worst-case disturbance current is applied. (a) Sway
velocity, (b) disturbance current, (c) lateral deviation (cross-track error), (d) heading angle.
Figure 19. Performance with disturbance estimation and command tracking using LQR and rule of thumb gains in
reduced order observer, and command tracking to ψ ¼ �0:5 amidst constant disturbance current υc ¼ 0:5., (a) states, (b)
trajectory.
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fed to a logic determining when to turn per Eq. (31), where d is the distance to the waypoint,
and the heading command was autonomously calculated per Eq. (32).
Turnif :
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xc � xð Þ2 þ yc � y
� �2q
≤ d (31)





Particular attention is brought to the inverse tangent calculation, since quadrant must be
preserved in the calculation, since the vehicle will navigate in 360�.
Figure 20. Utilization of command tracking with reduced order observer, with command: ψ ¼ �0:5 and sinusoidal
disturbance current νc0 ¼ Asin 0:1tð Þ but no disturbance estimation or feedforward, (a) all states vs. time (seconds), (b)
trajectory.
Figure 21. Utilization of command tracking with reduced order observer, with command: ψ = �0.5 and sinusoidal
disturbance current νc0 ¼ Asin 0:1tð Þ and disturbance estimation and feedforward and rule of thumb gains, (a), (b).




The following paragraphs mirror Section 2. Above to provide a concise and precise description
of the experimental results, their interpretation as well as the experimental conclusions that
can be drawn in each sub-topic introduced and developed so far. Some new development
naturally follows in the paragraphs of results, in response to the lessons learned.
3.1. System dynamics
Some basics lessons come from a brief analysis of the uncontrolled system dynamics. The open
loop plant equations are potentially unstable (at least persistently oscillatory) with respect to
only the bow rudder, while the relationship can be stable with respect to the stern rudder
alone. Can be stable is exaggerated to emphasize the presence of pole-zero cancelation, which is
an unwise practice (especially in this instance with both poles and zeros at the origin on the
stability boundary) unless the estimates for the constants in the system equations are very well
known. The analysis of the dynamics also revealed the bow rudder was least relatively-
effective at maneuvering alone when compared to the stern rudder, however the bow rudder
does enhance vehicle maneuverability when used together with the stern rudder as a
“scissored-pair” where the sign of the maneuver angle is opposite for each rudder. This
“scissored-pair” constraint simplified the MIMO control design, allowing the design engineer
to treat the system as a SISO design, since one rudder’s deflection become a dependent
variable constrained to the other rudder’s deflection.
3.2. Control law design
Baseline proportional-derivative control designs effectively stabilized the dynamics, but were
ineffective in the presence of a constant lateral open ocean current. Gains selected by rule of
Figure 22. Utilization of command tracking with reduced order observer, with command: ψ = �0.5 and sinusoidal
disturbance current νc0 ¼ Asin 0:1tð Þ, (a) with disturbance estimation (and feedforward), reduced order observer, (b) with
integral control but no disturbance estimation or feedforward.
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thumb performed similar to the linear-quadratic optimal control designs, so this underwater
vehicle control could be designed at sea with rudimentary math in instances when higher
level computational abilities are not available. Augmentation of the control in include gains
tuned to reject the constant current proved effective, but required the current to be measure
to permit the control component to be properly tuned. Furthermore, when the lateral distur-
bance current had sinusoidal variation, the controller was rendered ineffective rejecting the
disturbance.
3.3. Observer design
The submersible vehicle’s system equations were verified observable by calculation of a full-
ranked observability matrix in Section 2.3. A full sate observer was designed first to permit
vehicle control with “full state feedback”, yet without directly measuring velocity. Observer
gains may be tuned using classical methods in the general spirit of duality between controller
and observers. Their dual nature also permits the matrix Riccati equation to produce optimal
gains for a linear-quadratic cost function that exclusively emphasizes state estimation error,
unlike the controller optimization where the cost function balanced control effort with state
error. State observers permit the vehicle operator to have smooth calculated estimates of all
states at all times, which proves useful in the event of sensor interruptions or failures, and
reduced-ordered observers may be used in instances where computations on-board the vehicle
must be limited, for example to minimize computer size, weight, and/or power.
Especially in light of naturally occurring (roughly) sinusoidal variations in ocean current, the
system equations were augmented to include the presumed-unknown disturbance as a state.
3.4. Tracking systems and feedforward control in the presence of disturbance currents
Simple feedforward control elements proved effective against known or estimated constant
lateral disturbance currents by allowing the vehicle to autonomously perform “set-and-drift”
principles where a highly trained helmsman would turn the bow of a ship into a current, but
the simple feedforward elements were ineffective at countering currents with sinusoidal vari-
ation. In the set and drift principle the heading is de facto non-zero, so the vehicle cannot
simultaneously maintain center-pointing while countering the disturbance. If such a require-
ment were added, designers must decouple the scissored-pair rudder constraint and design
the rudder commands separately to simultaneously counter the disturbance while maintaining
centerline pointing.
3.5. Disturbance estimation and integral control
Full-ordered observers effectively estimated constant and sinusoidal disturbance currents and
proved useful in the control designs for feedforward control, but furthermore reduced-ordered
observer were applied in cases where disturbances were forces and moments and feedforward
control was not used. Integral control was used instead to drive steady-state error to zero
where sufficiently large time-constants were used for the integrator, i.e. the fifth pole in the
pole placement control must be less negative than the other poles.
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3.6. Fully assembled system demonstration
In light of all these results, a fully assembled control system was used to navigate the proper
mathematical models of the Phoenix autonomous submersible vehicle through a simulated
200 m  500 m minefield in the presence of unknown ocean currents. The field was populated
randomly with 30+ mines, and vehicle successfully traversed the minefield in the presence of
an unknown 0.5 m/s current with a miss distance from the nearest mine not less than 5 m,
navigating from the starting point to pass within 0.5 m of a commanded en route point at sea,
and then return to the start point. The outer loop controller used line-of-sight guidance to
provide heading commands to the inner loop, and the inner loop controller was an output-
feedback heading controller. Two control strategies both proved effective: Linear-quadratic
Gaussian, and approximate optimal pole-placement by rule of thumb. In the linear-quadratic
Gaussian case, both the controller gains and observer gains were selected by optimization of
the respective matrix Riccati equation. Figure 23 displays the completed maneuver where each
dot displays the location of a randomly placed mine. Full state feedback was achieved with
state observers via the certainly equivalence principle and the states were utilized in a
proportional-derivative-integral feedback control architecture. Detailed outputs and figures
of merit are plotted in Figures 24–28 including performance of a second transit of the minefield
for validation purposes.
Figure 23. Navigation through simulated field of 30 randomly placed mines in 0.5 m/s current with linear quadratic
Gaussian PID controller and full-state observer.
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Figure 24. Continuous distance (m) to closest mine with linear quadratic Gaussian optimized PID controller and full-state
observer versus time (s).
Figure 25. Linear quadratic (Gaussian) optimal observer convergence with actual value in light-pink near zero, while
estimates are depicted oscillating in blue, (a) state ν, (b) state r.
Figure 26. Linear quadratic (Gaussian) optimal observer convergence, (a) state ψ, (b) command tracking (radians) versus
time (s).




The results of this study establish both classical and modern control paradigms to guide
autonomous submersible vehicles through obstacles in unknown ocean currents. Both elegant
and simplified autonomous controls proved effective, making this technology immediately
assessable to low-end technology implementations. The results are consistent with the signif-
icant body of literature on motion mechanics in the presence of unknown disturbances with
the added complication of restricted path planning due to randomly placed obstacles, where
mines were used in this study driving an additional requirement of minimum safe distance for
obstacle passage. This consistency with the current literature leads to a natural direction for
future research, since recent innovations in nonlinear idealized (and sometimes also adaptive)
methods have recently proven to be natural extensions of technology in these fields.
Figure 28. Validation trajectory through simulated field of 30 randomly placed mines in 0.5 m/s current with linear
quadratic Gaussian optimized PI controller and reduced-ordered observer, (a) second trajectory (results validation), (b)
heading command tracking.
Figure 27. Linear quadratic (Gaussian) optimal observer convergence of y, (c) state y, (d) state.
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A natural sequel to this manuscript would utilize the aforementioned methods ([26–39] in
particular), which comprise nonlinear mathematical amplifications of the linear methods utilized
here. The sequel should include an investigation of idealized nonlinear and adaptive methods
with a direct comparison to the current state-of-the art including time-optimal control methods.
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Abstract
The exploration of ocean space requires underwater vehicles (UV) such as submarines, auton-
omousunderwater vehicles (AUV),mannedunderwater vehicles, remotely operatedvehicles
(ROV) and ship towed instrumentation packages. Of these, AUVs dominate the exploration
of deep oceans. The list of applicationswhere UVs can be employed include long-termdeplo-
yments where they would serve as platforms for spatiotemporal samplings of physical char-
acteristics (e.g., temperature, depth, conductivity, current) of the water column; use of
multiple vehicles for mapping out an evolving phenomenon such as hydrothermal vents,
tsunamis, etc., rapidly; transiting long distances to a site for making observations as part of a
response team; search and mapping of seabed minerals; underwater warfare using subma-
rines; andmine hunting, pipe laying, and inspection andmaintenance of offshore structures.
Keywords: computational fluid dynamics, autonomous underwater vehicles,
hydrodynamic drag, wake fraction
1. Introduction
UVs can be classified in a variety of ways. Submarines are manned underwater vehicles. Their
operating speed varies from 8 to 20 m/s and depth of operation varies from 200 to 600 m. The
length of submarines in existence varies from 57.3 m (Dolphin 1 class) to 175 m (Typhoon
class). Submarines are used in underwater warfare, covert operations, and coastal defense.
AUVs are underwater robots with operational speeds varying from 0.5 to 2 m/s, and a depth of
operation varying from 200 to 6000 m. The length of AUVs varies from 1.42 m (AUV Cormo-
ran) to 10 m (AUV Urashima). They mostly have torpedo shaped hull forms. AUVs can be
employed to collect data samples of physical characteristics of water such as temperature,
salinity, density, depth and conductivity and map out hydrothermal vents, tsunamis etc. AUGs
are underwater robots which can hold their positions by gliding against the current or waves
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by making themselves neutrally buoyant and drift with the currents and waves or rest on the
sea bed. They do not require thrusters or propellers for propulsion. AUGs are capable of
carrying out a mission economically in comparison to AUVs and have much larger endurance.
Few existing AUGs even have the capability to derive their propulsive energy from the ocean
itself. One concept is to use the temperature differences in the ocean thermocline (principle of
thermal stratification to convert heat into mechanical energy). In general, these vehicles are
very small in size. Their operating speed varies from 0.1 to 0.5 m/s.
Towed fish are torpedo shaped bodies without any active propulsion. They are towed by a ship
by a mooring line and have limitations on the depth of operation. Their depth of operation is
usually limited to about 200 m. Typically, they carry instruments such as acoustic Doppler current
profiler, DRAKE (Depth and Roll Adjustable Kite for Energy flux measurements) etc. During their
deployment, the ship speed is typically in the range of 2.5–5.5 m/s. ROVs are tethered vehicles
whose mission plan is executed from onboard a ship. They are often linked to the ship by either a
neutrally buoyant tether or a load carrying umbilical cable. Their depth of operation varies from
200 to 11,000 m. They can be employed in exploration and mapping of seabed minerals.
Unlike ROVs, deep submergence vehicles (DSV), autonomous surface vehicles (ASV) and
AUGs are unmanned submersibles without tethers or umbilical cables and follow a predefined
path without operator intervention. They usually carry the power source onboard in the form
of batteries and have a payload in accordance with their mission. The power supply unit and
the speed details of few existing AUVs are given in Table 1.
Even though the initial interest in AUVs was developed for oceanographic research in the late
1960s by the University of Washington using Special Purpose Underwater Research Vehicle
AUV Speed (knots) Endurance (km or h) Energy storage/supply
device
ARCS (Canada) 5.5 (max.)
4 (cruising)
36 km (1 Ni-Cd battery)
72 km—2 Ni-Cd
235 km—Al-O2
1 or 2 Ni-Cd battery
(10 kW-h. each) or Al-O2
fuel cells (100 kW-h)
AURORA (Canada) 3.5 (max.)
1.5-2 (Cruising)
750 km Li ion battery units
THESEUS (Canada) 4 (Cruising) 780 km Ag-Zn battery units
(360 kW-h)















OKPO 6000 (Korea) 3 (max.) 10 h Ag - Zn battery units





CETUS (US) 5 (max.)
1.5-2.5 (Cruising)
20-40 km Pb-H2SO4 battery units
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(SPURV) (see Figure 1(a)), it is only recently AUVs are being actually used in oceanographic
research. Few recent instances where AUVs and ROVs are employed are: the Autonomous
Benthic Explorer (ABE) (see Figure 1(b)) deployed in 1996-1997 in the Juan de Fuca region off
the coast of Oregon to map the magnetic characteristics of a new lava flow; Odyssey IIB (see
Figure 1(c)) class vehicles from MIT employed to study the convective overturning associated
with the mixing of fresh and salt water in the Haro Strait on the US-Canadian northwest
border; Woods Hole Oceanographic Institute’s Argo ROV (see Figure 1(d)) played a major role
in the 1985 discovery of the wreck of the RMS Titanic and German battleship Bismarck; and
OKPO-6000 (see Figure 1(e)) explored successfully 2300 m deep seabed in 1996 near the Dok-
Do island in the East Sea of Korea. Few other examples of the present day AUVs are Japan’s
AUV Urashima (see Figure 1(f)), which is a torpedo-shaped vehicle with depth rating up to
3500 m and whose hull frames are made of titanium; Norway’s HUGIN 3000 (see Figure 1(g))
is a tail boomed vehicle that can operate in 3000 m depth; Canadian AUV Theseus (see
Figure 1(h)), which is a torpedo-shaped vehicle of length 10.7 m, diameter 0.127 m and depth
of operation of to 1000 m; UK’s AUVAutosub (see Figure 1(i)), which is also a torpedo-shaped
vehicle with depth rating of 6000 m, endurance of 4400 hrs and with a hull made of titanium;
Denmark’s Atlas Maridan Seaotter Mk II (see Figure 1(j)), which is a modular flat fish design
with a length of 3.65 m and depth of operation 600 m; AUG Seaglider (see Figure 1(k)) which is
a tear drop shaped vehicle of length 1.8–2 m depending on the configuration and Indian AUV
Maya (see Figure 1(l)) which is a torpedo-shaped vehicle that is 1.72 m long and 0.234 m in
diameter.
1.1. DESIGN OF UVs
The design of UV is mission specific and each UV is unique in design because it needs to cater
to its unique set of mission requirements. However, the design objectives related to their
underwater usage are based on hydrodynamic drag, power, propulsion, maneuvering and
buoyancy control. Of these, the hydrodynamic drag is most important because it directly
affects the power requirement, range, and endurance. Therefore, minimization of drag is a
central objective in AUV design and it is an important problem in the area of marine hydrody-
namics. This can be accomplished, in general, by some combination of (i) streamlined shaping
of the hull, (ii) controlling boundary-layer, e.g., polymer injection or slot suction, (iii) energy-
saving propulsion; e.g., a wake adapted propeller or a suction slot with a stern jet, and
(iv) efficient maneuvering consistent with hydrodynamic stability. The first two of this list
AUV Speed (knots) Endurance (km or h) Energy storage/supply
device
REMUS (US) 5 (max.)
3 (Cruising)
46.3 km Pb-H2SO4 battery units
(400 kW-h)
AQUA EXPLORER 2 (Japan) 2 (max.)
1 (Cruising)
24 hrs Li primary battery units
(3870 W-h)





Table 1. General characteristics of AUVs around the world (from Thomas, 2003).
Review of Autonomous Underwater Vehicles
http://dx.doi.org/10.5772/intechopen.81217
33
attempt to reduce skin friction and pressure drag while the third attempts to extract energy
lost to the fluid surrounding the vehicle. A complete systems design must simultaneously take
into account all these four aspects though the complex nature of the complete problem does
not permit analytical systems design approach [1].
Figure 1. Diverse forms of AUVs. (a) AUV SPURV [2], (b) Autonomous Benthic Explorer [3], (c) AUV Odyssey IIB [4],
(d) ROVArgo [5], (e) AUV OKPO 6000 [6], (f) AUV Urashima [7], (g) AUV Hugin 3000 [8], (h) AUV Theseus [9], (i) AUV
Autosub [10], (j) AUVAtlas Maridan 300 [11], (k) AUG Seaglider [12], (l) AUV Maya [13].
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For propelled vehicles, a body that has minimum drag need not be the one that requires
minimum power because the benefit from the reduction in drag may be lost because of poor
wake fraction which implies poor propulsive efficiency of the propeller which is fitted in the
vehicle’s wake. The efficiency of the propeller located in the wake of the hull is in general
inversely proportional to the wake fraction and also to the thrust deduction factor. In order to
optimize hull shapes of UVs, both drag (minimization) and wake fraction (minimization)
should be considered simultaneously.
At present, the UV design process is mainly dominated by ad-hoc approaches that either use
design experience or rely on simple rules of thumb [2] based on empirical formulations of
hydrodynamic drag and wake fraction. Although an empirical approach is convenient at the
preliminary design stage, it does not consider the local fairing effects on the flow, which play
an important role in the estimation of drag and wake fraction. To overcome these limitations,
the experimental approach using model testing in towing tank is often used, which, however,
is both time consuming and expensive and, as a result, cannot be done for many designs.
Typically, a maximum of three designs can be tested in a towing tank, which is certainly not
enough for establishing a near optimum design. In this regard, the recent advances in CFD can
play an important role in the UV design because with CFD the local fairing effects and the
variations of flow can be accurately predicted so that hydrodynamic evaluations of many
designs are possible in a short time economically. As a result, a near optimum design can be
obtained in principle if CFD approach is integrated into the design process. Use of CFD to
analyze the flow field around the hull and to perform computations of viscous drag has found
interesting applications in ship design [2–4].
Although CFD has the advantage of reducing the time and cost of each analysis, it is difficult to
manually change the design parameters of the UV hull form and conduct each analysis to
obtain an optimized shape. Hence, there is a requirement to solve the problem with a process
of optimization which is robust and automatic. Such attempts have been made for ships [3, 4]
with limited success. In recent years, multidisciplinary design optimization (MDO) methods
are being increasingly and effectively used to identify optimal designs [2].
The optimization of hull shape of UVs therefore, will ideally involve simultaneous minimiza-
tion of drag and wake fraction and maximization of volume subject to constraints on the
parameter space. The methodology presented in this thesis seeks to establish such a capability
wherein the optimization technique based on genetic algorithm (GA) and CFD solver are
seamlessly integrated with the computer aided geometric design (CAGD) tool in a single code
that requires no user intervention during the entire optimization process.
1.2. Literature review
A brief review of the literature is described in this section in chronological order.
Ref. [5] conducted experiments on a systematic series of 24 mathematically related streamlined
bodies of revolution to measure drag force, Reynolds stresses, pressure, kinetic energy, axial
and radial velocity profiles, stern and far wake at deep submergence. The body geometric
parameters are fineness ratio, prismatic coefficient, nose radius, tail radius and the position
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of the maximum section. The mathematically derived series of bodies of revolution, which
was designated series 58, are used to form the offsets of the models using a sixth degree
polynomial.
Ref. [6] conducted experiments on a 1:6 spheroid (MS) of 1.578 m long and 25 cm maximum
diameter in a wind tunnel at a speed of 12 m/s and measured pressure distributions, mean
velocity profiles, and Reynolds stresses in the thick axisymmetric turbulent boundary layer
near the tail of the body. The thick boundary layer is characterized by significant variations in
static pressure across it and very low level of turbulence. It is concluded that the static pressure
variation is associated with a strong interaction between the boundary layer and the potential
flow outside it, while the changes in the turbulence structure appear to be a consequence of the
transverse surface curvature. The main conclusion was that by using the thin boundary layer
calculation it is not possible to predict the behavior of the flow in the tail region of a body.
Ref. [1] introduced an automatic synthesis approach to minimum drag axisymmetric hull
shapes in non-separating flow with constraints on volume and speed. The optimization was
done in a finitely constrained parameter space with eight-parameter ‘rounded-nose- tail boom’
bodies. The parameters are the zero radius of curvature of the nose, maximum diameter and its
axial location, curvatures at the locations of the maximum diameter and aft inflection point,
radius and slope at the aft inflection point and the terminal radius of the profile. The drag was
evaluated exploiting laminar flow by avoiding flow separation. Ref. [7] developed a multi-
criteria optimization model for ship design which is a problem with multiple local optima with
widely varying sets of designs. Simulated annealing had been successfully implemented to
optimize the ship design process as a global optimization tool. The decision system was based
on the analytic hierarchy process.
Ref. [8] discussed the Approximation Management Framework (AMF), for solving optimiza-
tion problems which aims to use the cheaper low fidelity models in iterative procedures with
occasional, but systematic, recourse to expensive high fidelity models. Three versions of AMF
using nonlinear programming algorithms are implemented on a three dimensional (3D) aerody-
namic wing and a two dimensional (2D) airfoil. The three methods discussed were augmented
Lagrangian AMF, sequential quadratic programming AMF and AMF based on ‘multilevel
algorithm for large scale constrained trust-region optimization’.
Ref. [9] worked on implementing a downhill simplex method with constraints on volume
displacement and transverse moment of area of water-plane of a ship to minimize its total
drag. The parent hull form considered is classical Wigley hull of length 122 m defined by
NURBS (Non-Uniform Rational B-Spline) surface. The ITTC formula is used to calculate the
frictional drag and the wave drag was predicted using zeroth-order slender-ship approxima-
tion. Ref. [3] developed two simulation based ship design approaches, one of which is ‘narrow
band derivative-free’ approach and the other is ‘variable fidelity’ approach. They used CFD to
evaluate the objective function, which is the total drag of a ship, and validated the results by
conducting model tests. Similar work was done by [10, 11].
Ref. [12] studied practical and quantitative methods for measuring effectiveness in naval ship
design. A method is presented that uses the analytic hierarchy process combined with
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multi-attribute value theory to build an overall measure of ‘effectiveness’ and ‘overall measure
of risk function’ using trained expert opinion to replace complex analysis tools. Ref. [13]
implemented topological optimization techniques to reduce the weight of the composite
advanced sail structure. The approach is applied to reinforcement layout optimization under
an asymmetric wave slap loading condition. A high complexity model in the form of multilay-
ered shell and a low complexity model in the form of stiffened shell are developed for layout
optimization. Ref. [14] developed a framework for design optimization for problems that
involve two or more objectives which may be conflicting in nature. The framework is
implemented for the design of space propulsion involving a response surface based multi-
objective optimization of a radial turbine for a liquid rocket engine. The surrogate model is
integrated with GA-based Pareto front construction and can be effective in supporting global
sensitivity evaluations. It has been concluded that a global sensitivity analysis provided a
summary of the effects of design variables on objective function analysis and it is determined
that no variable could be eliminated from the analysis.
Ref. [15] developed an underwater glider ALEX with independently controllable main wings
and conducted wind tunnel experiments. To establish a mathematical model of the glider CFD
is used to estimate the hydrodynamic forces acting on it and the results were compared with
the experiments. Ref. [16] implemented a simulated annealing technique for the shape optimi-
zation of Cormoran AUV operating at snorkeling depths with constraints on surface area and
volume and validated the results by conducting experiments. The objective was to minimize
the wave making resistance at snorkeling depths while using an empirical formula for the
calculation of the viscous drag. Ref. [17] developed a design optimization process for AUV
using GAwith cost, effectiveness and risk as the main design objectives. The design parameters
are diameter, length to diameter ratio, forward shape coefficient, aft shape coefficient, endur-
ance, speed, communication, payload, propulsion, battery and electronics configurations, wall
thickness and material.
Ref. [18] studied the drag and turbulent noises created by the equipment like sonar array,
electronic devices, antennas and video cameras. Automatic multi-objective optimization is
applied using ‘design of experience’ as well as GA. Ref. [19] developed a Multidisciplinary
Design Optimization (MDO) approach to the design of submarine considering four objectives,
namely, deck area, drag, structural design and maneuvering. Particle Swarm Optimization
(PSO) technique is used. The length of the parallel middle body, maximum diameter, tail shape
parameter and nose shape parameter are the design variables. Ref. [20] developed an AUV
PICASSO (Plankton Investigatory Collaborating Autonomous Survey System Operon). To
improve the overall propulsive performance and maneuverability numerical and experimental
study has been carried out and concluded that by changing the fore and aft hull form propul-
sive performance has been improved.
Ref. [21] developed a hybrid driven underwater glider Petrel. CFD simulations were carried
out to study the glide mode of the glider. The glide efficiency is found to be significantly
influenced by the chord length of the wing, the stability of the vehicle is influenced by the
sweep angle of the wing and the glide stability is influenced by the location of the wing.
Ref. [22] developed the Flinders AUV. Shape optimization of the vehicle with a ducted
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propeller has been carried out using CFD software. The Design of Experiments (DOE) method
based single objective optimization problem with minimizing drag as the objective has been
formulated and solved with location of the sail, the separation between sail and transponder
and angle of attack of the nozzle as the variables. Ref. [23] developed an approach to charac-
terize the spiraling motion of underwater gliders and applied on Seawing underwater glider.
The hydrodynamic coefficients are computed using CFD. The proposed approach has been
validated by conducting field experiments. Ref. [24] investigated hydrodynamic characteristics
like drag and lift forces of the USM shallow underwater glider whose length is 1.3 m with
0.17 m diameter by using CFD.
2. Geometry definition of the hull forms
The geometry of the UV is axisymmetric and is shown in Figure 2. The parameterized shape of
the body is given by [16]:
r xð Þ ¼ rmax 1� Ln�xLn
 nn 1=nn
for 0 ≤ x ≤ Ln
r xð Þ ¼ rmax for Ln ≤ x ≤ Ln þ Lm
r xð Þ ¼ rmax 1� x�Ln�LmLt
 nt 
OR rmax þ x� Ln � Lmð ÞÞ rt � rmaxð ÞLt for Ln þ Lm ≤ x ≤ L
Ln þ Lm þ Lt ¼ L
(1)
where rmax is the maximum radius of the body so that the maximum diameter is dmax (=2rmax)
and a middle body length Lm has this radius, r (x) is the variation of radius over the total length
Figure 2. Parameterization of the hull geometry. (a) Axisymmetric body without blunt tail. (b) Axisymmetric body with
blunt tail.
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L, Ln and Lt are the lengths of the nose and the tail respectively and the exponents nn and nt are
associated with the nose and tail shapes respectively.
The shape given by Eq. (1) leads to a conical nose shape (i.e. linear r(x)) for nn = 1 and a conical
tail shape for nt = 1. For large values of nn, the nose shape profile approaches a rectangle (i.e. r(x)
approaches rmax) and for large values of nt, the tail shape profile also approaches a rectangle. For





r2 xð Þdx (2)
In this work, we have chosen two axisymmetric vehicles, namely, toy submarine USS Dallas
(Figure 3) and AUV Cormoran (Figure 4). The parameters of these five vehicles are given in
Table 2. It is to be noted that there is no parent hull form for the submarine. Its parameters,
given in Table 2.
Figure 3. Toy submarine USS Dallas.
Figure 4. AUV Cormoran.
Parameters Toy submarine USS Dallas AUV Cormoran
Parameters of two hull shapes
Ln (m) 0.045 0.24
Lm (m) 0.210 0.8
Lt (m) 0.095 0.38
L (m) 0.35 1.42
rmax (m) 0.03 0.08
rt (m) 0.0175 0
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Toy submarine USS Dallas was studied by [2] who reported drag force obtained from CFD
simulation for a speed of 0.5 m/s which translates to ReL = 1.75  105. AUV Cormoran was
studied by [16] who reported drag coefficients for a few speeds measured in towing tank.
3. Computational domain and discretization
The computational domain is shown in Figure 5 where SB is the body boundary, SF1 is a
surface enclosing the subdomain Ω1 as well as SB and SF is a surface enclosing the entire
domain Ω, which encloses Ω1. The domain Ω, bounded by SF and marked ABCD in the x-z or
the vertical plane (x-y or the horizontal plane being similar since the body is axisymmetric), has
a length 6.2 L (L being the length of the body) and a height (i.e. breadth in the z direction) of
1.2 L. The domain length upstream is 0.7 L and the domain length downstream is 4.5 L. The
domain is large enough to capture the entire viscous-inviscid interaction and the wake devel-
opment. It should be noted that the domain Ω embeds in it the domain Ω1 as well as the body
surface SB. The mesh of the domain Ω is modeled by a uniform grid such that on the bound-
aries AB and CD, the number of cells is Nz (=Ny) and on the boundaries AD and BC, the
number of cells is Nx. Thus, the domain Ω has a grid of Nx  Ny  Nz cells in x (length),
y (breadth) and z (height) directions of the cuboid Ω.
Figure 5. Fluid domain and boundaries for CFD calculations of AUV Cormoran, Afterbody 1 and AUVAutosub.
Parameters Toy submarine USS Dallas AUV Cormoran
Parameters of two hull shapes
nn 1.9 2.3
nt 1 3
ls (m) — —
U (m/s) 0.5 1
S (m2) 0.0612 0.63
∇(m3) 0.000848 0.0245
L/2rmax 5.8 8.875
∇2/3 / S 0.6795 0.134
Table 2. The hull parameters.
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The subdomain Ω1 is defined such that a point on SF1 is at a (perpendicular) distance of l from
SB and is meshed with Nr cells over this distance l with a graded mesh. The grid point nearest
to SB (wall adjacent cell size) is located at a (perpendicular) distance of l1 from it and a
successive ratio (g), defined as the ratio of successive distances between grid points normal to





and the mesh over Ω1 is an H-type structured mesh.
The successive or growth ratio (g) should be so chosen that it prevents the wall adjacent cells
from being placed in the buffer layer of yþ ¼ 1. The acceptable distance between the cell
centroid and the wall adjacent cells is usually measured in the wall unit y+. However, it
requires some trial and error to determine a suitable value of l1. In all calculations, a value of
l1 = 0.001 mm was adopted which is found to satisfy the yþ < 1 requirement. The mesh of the
domain Ω1, which embeds the body, was modeled by adopting g = 1.1 and a grid of
Nx � Nr � Nθ cells in longitudinal, radial and circumferential direction respectively. The
interface between Ω1 and Ω is handled by the CFD solver by constructing interfacial cells.
3.1. Boundary conditions
The conditions imposed on boundaries of the fluid domain (see Figure 5) are:
a. At the inlet boundary AB, velocity U normal to the boundary is specified.
b. On the boundary CD, the pressure outlet boundary condition has been imposed. It implies
that the pressure (p) is set to gauge pressure (i.e. p = 0) and the gradients of k and ω are set
to zero.
c. On the top boundaries AD, BC (z = � 0.6 L) and the two side boundaries (y = � 0.6 L), the
zero shear stress condition has been imposed.
d. On the surface boundary SB, the no slip condition is specified.
3.2. Solver parameters
The commercial CFD solver has been used and the solver parameters are presented in Table 3.
The velocity components are governed by the momentum equations. The Roe flux algorithm is
used for coupling the pressure and velocity terms. Second order upwind scheme is adopted for
the discretization of pressure, momentum, turbulent kinetic energy and turbulence dissipation
rate. The convergence criterion of 10�4 is set for velocity components and 10�6 for continuity,
k and ω. The termination of the program is based on the final steady value of drag. All simula-
tions were run using 3D steady segregated RANS solver. In all the optimization problems treated
in this thesis, the number of iterations was fixed at 2000, and the drag force has been obtained by
its average over one cycle (between a peak and a trough) preceding the last iteration number.
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This reduces the computational effort significantly because instead of about 4000–6000 iterations
for an accurately converged value of drag, one can use only 2000 iterations for all intermediate
configurations during the optimization process. The drag of the final optimized configuration,
however, is obtained by approximately 4000–6000 iterations for high accuracy.
4. CFD analysis of toy submarine USS Dallas
The mesh of the domain Ω (see Figure 5) for toy submarine USS Dallas has 260,100 cells
(=Nx  Ny  Nz = 100  51  51 = 260,100) with g = 1, which gives a cell size of about 8.2 mm
on the boundaries AB and CD, and a cell size of about 21.7 mm on the boundaries AD and BC.
The mesh in the domain Ω1 has 57,500 cells (=Nx  Nr  Nθ = 100  115  50 = 575,000) with
g = 1.1, which gives the distance between SB and SF1 (along any one of the rays) as l = 52 mm
with the size of the cell adjacent to SF1 as 4.3 mm and in the circumferential direction an angle
of 7.2 deg. The length of wall adjacent cell (l1) is 0.001 mm. The discretization of the domainsΩ
and Ω1 are shown in Figure 6 for the toy submarine.
The comparison of the drag forces obtained using CFD as reported by Alam et al. (2015) with
present CFD calculations are recorded in Table 4 showing very good match (within 0.2%
difference). The drag values obtained by Eqns. (2.3), (2.4) and (2.5) were reported by Alam
Discretization
Pressure
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Turbulent intensity (T)


















Table 3. Solver parameters and constants used in the study.
Autonomous Vehicles42
et al. (2015). The mesh convergence study is not reported here because the present mesh with
about 1 million cells is much finer than 0.69 million cells used in Alam et al. (2015).
4.1. CFD analysis of AUV Cormoran
The mesh of the domain Ω (see Figure 5) for AUV Cormoran has 26,010 cells (= Nx 
Ny  Nz = 100  51  51 = 260,100) with g = 1, which gives a cell size of about 33 mm on the
boundaries AB and CD, and a cell size of about 92.3 mm on the boundaries AD and BC. The
mesh in the domain Ω1 has 575,000 cells (= Nx  Nr  Nθ = 100  115  50 = 575,000) with
g = 1.1, which gives the distance between SB and SF1 (along any one of the rays) as l = 52 mm
with the size of the cell adjacent to SF1 as 4.3 mm and in the circumferential direction an angle
of 7.2 deg. The length of wall adjacent cell (l1) is 0.001 mm. The discretization of the domainsΩ
and Ω1 are shown in Figure 7.
Figure 6. Mesh for toy submarine USS Dallas (No. of nodes 835,100; no. of cells 956,664). (a) Mesh in the full domain for
toy submarine USS Dallas. (b) Mesh in the Ω1 for toy submarine USS Dallas.
Source D (N)
CFD (Alam et al. (2015) (realizable k-ε model) 0.1065
CFD (Present) (SST k-ω model) 0.1062
Difference (%) 0.2
Table 4. Comparison of drag forces of toy submarine USS Dallas at U = 0.5 m/s (ReL = 1.75  105).
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Figure 7. Mesh for AUV Cormoran. (a) Mesh in the full domain for AUV Cormoran(No. of nodes 835,100; no. of cells
956,664). (b) Mesh in the Ω1 for AUV Cormoran (c) panels on AUV Cormoran. (d) Panels on AUV Cormoran and free
surface (one half shown) (No. of panels = 3500 on SB, = 1500 on free surface, = 5000 total). (e) Surface wave pattern
generated by AUV Cormoran (U = 1 m/s). (f) Surface wave pattern generated by AUV Cormoran in top view (U = 1 m/s).
(g) Surface wave pattern generated by AUV Cormoran in front view (U = 1 m/s).
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The experimental drag forces as reported by Alvarez et al. (2008) are for snorkeling depth of
submergence (z = �0.05 m, see Figure 5) which will induce wave making drag in addition to
viscous drag. In order to capture the wave-making component of drag, a free surface boundary
condition is specified on the boundary AD (see Figure 5 and 7b). The dimensions of the free
surface are 2 L in the x-direction and L in the y-direction. The surface is discretized with
50 equispaced panels in the x-direction, which gives a panel size of 28.4 mm and with
30 equispaced panels in the y-direction, which gives a panel size of 35.5 mm, making a total
of 1500 panels. On the surface SB, in the x-direction, for 0 ≤ x ≤ Ln number of panels are 40 with
a g = 1.1, in between Ln ≤ x ≤ Ln + Lm, 10 with g = 1 and between Ln + Lm ≤ x ≤ L, 20 with g = 1.1
making a total of 70 panels and in the circumferential direction, 50 equispaced panels, each
making an angle of 7.2 deg. The surface wave pattern generated by AUV Cormoran for
U = 1 m/s is shown in Figures 7(e), 7(f) and 7(g).
The comparisons of the drag forces are recorded in Table 5 for four forward speeds. As can be
seen, the present calculations are very accurate.
5. Conclusion
A critical review of the literature brings out the following: Several AUV, AUG, submarine and
similar vehicle shapes had been treated using the CFD approach. A nearly exhaustive list of these
shapes are: Afterbody 1, Afterbody 2, modified spheroid and F57, AUV Rainbow, AUV Corm-
oran, AUVAutosub and AUV Soton, AUG Alex, AUV PICASSO, AUV Petrel, AUG USM, AUV
(a) Comparison with experiments
U (m/s)
CD CW CT = CD + CW
CFD (Present) CFD (Present) Experimental (Alvarez et al. [2008])
0.916 0.004524 0.004524 0.009048 0.00913
1.062 0.004463 0.004866 0.00932 0.00989
1.195 0.004325 0.007827 0.0121 0.01291
1.399 0.004222 0.003998 0.00822 0.00871




0.916 0.004524 0.0047 0.004692 0.004729
1.062 0.004463 0.004555 0.00455 0.004585
1.195 0.004325 0.00445 0.00444 0.004474
1.399 0.004222 0.004309 0.0043 0.004333
CW, coefficient of wave resistance.
Table 5. Comparison of drag coefficients of AUV Cormoran.
Review of Autonomous Underwater Vehicles
http://dx.doi.org/10.5772/intechopen.81217
45
Flinders, toy submarine USS Dallas and AUG Seawing. From the literature, it is observed that the
use of CFD in the hydrodynamic design of UVs is finding increasing acceptance, as is evident by
the fact that about 15 UV shapes have been treated. The CFDmethodology adopted in the present
work has been validated with a few example problems from the literature. The hydrodynamic
parameters computed by CFD are drag and wave resistance.
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Abstract
This research is based on the attitude sensing algorithm to design a portable intelligent
rescue system for autonomous underwater vehicles (AUVs). To lower the possibility of
losing the underwater vehicle and reduce the difficulty of rescuing, when an AUV intelligent
rescue system (AIRS) detects the fault of AUVs and they could not be reclaimed, AIRS can
pump carbon dioxide into the airbag immediately to make the vehicle resurface. AIRS
consists of attitude sensing module, double-trigger inflator mechanism, and activity recog-
nition algorithm. The sensing module is an eleven-DOF sensor that is made up of a six-axis
inertial sensor, a three-axis magnetometer, a barometer, and a thermometer. Furthermore,
the signal calibration and extended Kalman filter (SC-EKF) is proposed to be used subse-
quently to calibrate and fuse the data from the sensing module. Then, the attitude data are
classified with the principle of feature extraction (FE) and backpropagation network (BPN)
classifier. Finally, the designed double-trigger inflator can be triggered not only by electricity
but also by water damage when the waterproof cabin is severely broken. With the AIRS
technology, the safety of detecting and investigating the use AUVs can be increased since
there is no need to send divers to engage in the rescue mission under water.
Keywords: AUVs, sensing module, intelligent rescue system, extended kalman filter,
feature extracted, back propagation neural network
1. Introduction
Significant research is being conducted on the development of autonomy for underwater
robotic vehicles, which are widely employed in many fields of application such as oceano-
graphic, marine archeology [1], military organizations, and cable tracking and inspection [2].
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The advent of underwater robotic vehicles has significantly reduced the dangers in deep sea
exploration. Two kinds of robotic vehicles used in marine research are remotely operated
vehicles (ROVs) and autonomous underwater vehicles (AUVs). The main difference between
the two is that ROVs are connected to the ship by communication cables whereas AUVs
operate independently from the ship. AUVs operate without an umbilical; therefore, AUVs
are able to conduct a larger range of work area. In this research, AUV intelligent rescue system
(AIRS) can minimize the loss of losing or unpredictable catastrophic failure of AUVs caused by
emergency conditions.
In recent years, the micro-electro-mechanical system (MEMS) has almost become a vital technol-
ogy for modern society because of its small volume, low power consumption, low cost, and ease
of integration into systems or modification [3]. The MEMS technology creates entirely innovative
kinds of products, such as gyroscope sensor in camera-shake detection systems [4], multi-axis
inertial motion sensors for smartphone-based navigation [5], and rehabilitation systems based on
inertial measurement units (IMUs) [6]. Additionally, the integration of global positioning system
and inertial navigation system (GPS/INS) is usually employed to measure the position of AUVs
[7, 8]. Unfortunately, small errors in the measurement of initial data are double integrated into
larger errors progressively in attitude data, and such errors increase without bound. Error reduc-
tion calibration for initialization of INS is paramount for the systematic parameter, like scale factor,
bias, and misalignment of the axes. As the situation depicted above, a calibration method is
investigated and adopted in this research. There are many researches utilizing Kalman filter (KF)
[9], complementary filter (CF) [10], adaptive Kalman filter (AKF) [11], or extended Kalman filter
(EKF) [12] to fuse the gyroscope and accelerometer together, taking advantages of their individual
strength. In this research, we use EKF to filter IMU outputs with a balance of noise canceling and
adaptability simultaneously used in sensing attitude algorithm for AIRS.
The sensing algorithm with EKF for sensing the attitude of AUV, while employing the
backpropagation network (BPN) to classify motion data that are formed in the AUV. Before
classify the data, there is a problem. The problem is compounded by the fact that our system is
computationally complex due to values estimation of AUVand causes the high dimension that
is called “curse of dimensionality,”which donates the drastic rise of computational complexity
and the classification error. Therefore, the step of feature extraction (FE) is an important
procedure in data classification [26]. Further, we feed the data into eural network to distin-
guish every AUV motion in each operating period. The neural network consists of multiple
artificial neurons to receive inputs, and process them to obtain an output [13]. By repeating
amendments to the model weights, the neural network makes central processing unit (CPU)
more logical to calculate the nonlinear systems of AUV motion [14]. The neural network has
been widely used because of a number of advantages, including estimating which variables
are important in classification, detecting possible interactions between predictor variables, and
constructing the prediction model with a high accuracy rate. Furthermore, the neural network
has emerged as an important tool in classification which has been investigated in many
different important applications [15]. In this study, neural network classifier (NNC) is used in
the calculation of nonlinear systems AUV attitude data to detect a catastrophic failure of an
AUV. Based on the multilayer feed-forward backpropagation algorithm as NNC, we proposed
an effective activity recognition method using 10-DOF sensor module.
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The concept of AIRS is inspired from the vehicle safety device: airbags have a flexible fabric
bag that can protect and restrict the occupant from being thrown away during a crash accident
[16, 17]. Wang and Dragcevic designed the airbags, which fire via a small pyrotechnic charge
to increase motorcyclists’ safety protections when riding a motorcycle [18, 19]. The airbags are
applied to not only fall-protection devices but also automatic inflatable life buoy by the
inflatable method of a gas cylinder [20–23]. We extended the airbag systems to load on the
AUV with CO2 cylinder to implement the AIRS. In this research, we developed a malformed
detection algorithm for AUV with both EKF and BPN, and the implementation of the airbag
system loaded on AUV is underway.
2. Intelligent rescue system
In this section, we introduce the hardware components of an AIRS and its working principles.
The hardware of AIRS contains the sensing module and a double-trigger inflator. The 11-DOF
sensing module combines the 9-DOF inertial sensor, barometric pressure sensor, and temper-
ature sensor to collect the motion data and the depth of the underwater vehicle. The inflator is
used with gas cylinders as the double trigger mechanism, which can be triggered not only by
electricity but also by water damage when the waterproof cabin is severely broken. Further-
more, we used the commercial software LabVIEW™ to analyze the relation between buoyancy
force and inflator device in water, to confirm the inflator specifications (Figure 1).
2.1. Sensing module
Master control module uses ATmega2560 with the Arduino program written to read motion
data of sensor. Ten-axis motion sensor combined with the accelerometer, gyroscope, magne-
tometer, and the barometer to acquire attitude angle data through the inter-integrated circuit
(I2C) is adopted. The communication module uses Bluetooth transmit data wirelessly to the
processing software. The block diagram of the 11-DOF sensing module is shown in Figure 2.
Figure 1. The structure of the intelligent rescue system.




In case of failure and sinking of AUVs underwater, we designed an airbag system to increase
the buoyancy and reduce the overall density of the AUVs. AIRS is installed on top of AUV, an
airbag inflated in a fault condition to force the AUVs to surface up. In this section, we are going
to introduce how to manufacture an inflator mechanism of the AIRS for the AUV, including
the specification analysis and the mechanism design.
2.2.1. Specification analysis
The AIRS mechanism is installed on top of the AUV and dives down into the ocean. One
should note that the hydrostatic pressure exerted by a liquid increases with increase in ocean
depth, which influences the specification of the cylinder. Not only that, the full displacement
and weight of the AUValso affect the size of the airbag and cylinder. These interrelated factors
cause the different performance of the airbag inflation time and rescue time. To analyze the
inflator specification more accurately and conveniently, we have engineered the specification
calculator for the inflator to ensure that the airbag can be inflated and can bring the AUV to
surface successfully. From the required buoyancy and the depth of the location, the calculator
analyzes the required gas cylinders and airbag volume.
From the result of the calculation illustrated in Figure 3(b), it takes 68.1 seconds to make nylon
airbags fill with CO2 and provides 42.1 N buoyancy for AUV. The design of added buoyancy
can bring 7.47 kgw of underwater vehicle to the surface (assume that the full load displace-
ment is fixed). With this technology, we can install the appropriate number of gas cylinders
and airbags in accordance with different displacements of AUV accurately and conveniently.
2.2.2. Mechanism design
After the above analysis by the calculator, we found out the appropriate gas cylinder and
airbag, and designed the corresponding mechanism parts for the selected gas cylinder and
airbag. We are going to elaborate on the design concept of the inflator mechanism in the
following. Figure 4 illustrates a double-trigger inflator including a servomotor, horn, spring,
Figure 2. The block diagram of the sensing module.
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spring case, crowbar-striker, water-soluble PVA fiber, release button, and CO2 cylinder. The
designed double-trigger inflator can be triggered not only by electricity but also by water
damage when the waterproof cabin is severely broken.
After the above analysis by the calculator, we found out the appropriate gas cylinder and airbag,
and design the corresponding mechanism parts for the selected gas cylinder and airbag.
There are two operating mechanisms to trigger the inflator. To begin with the electricity trigger
mechanism as shown in Figure 4(b), we assume that the waterproof cabin is watertight; after
detecting the failure of AUVs, servo motor rotates for pushing the crowbar-striker, and the
crowbar-striker punches the release button, which needs 35 N normal force to release into the
airbag through the air tube. We chose MG995 for servomotor, which has product size
40.7  19.7  42.9 mm and weight 55 g; MG995 is sufficient to move the horn for the release
button with its maximum torque 127 N-cm.
Besides, if the AUV is severely impacted and causes cabin seepage, so that the power system is
damaged, the AUV cannot resurface by the thruster or the electricity-trigger inflator. Hence,
we designed the water-trigger inflator for this kind of case. When the cabin is broken, water
Figure 3. The result of calculation specification analysis. (a) The front panel of the specification calculator. (b) The growth
rate between the water depth and the airbag volume.
Figure 4. The design diagram of a double-trigger inflator. (a) before release. (b) release by servo motor. (c) release by spring.
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melts the water-soluble PVA fiber and releases the spring case as shown in Figure 4(c). Within
the spring case, the music wire is selected to spring; the true maximum load of spring is 27.985
N, which is not enough to press the release button. Thus, we extended the striker into a
crowbar-striker, and amplified the spring force by the lever principle to release the push
button. The final part is the airbag, which is made of nylon 6/6 and folded under a cover. The
airbag weighs 150 g and the value of tensile strength is 809.3 atm, which can withstand the
pressure caused by gas cylinders.
3. Sensor with activity recognition algorithm
The method and the procedure of data processing and activity recognition are described in
Section 3. The former includes the signal calibration and extended Kalman filter algorithm; the
latter is constructed of FE and BPN classifier.
3.1. Data processing of 11-DOF sensing module
The 10-DOF sensing module including the 9-DOF IMU (three accelerometers, three gyro-
scopes, three magnetometers), barometer, and thermometer integrated with a microcon-
troller (Arduino Mega2560). The six-axis inertial sensor (MPU6050), which is a complete
triple-axis gyroscope and triple-axis accelerometer inertial sensing system, is the most
suitable sensor for stabilization and attitude measurement. MPU6050 contains the digital
motion processor (DMP) which performs the motion processing algorithm itself. However,
the horizontal attitude (yaw) is not a possible measurement. We used a magnetometer
(HMC5883L) with fusion algorithm accordingly for eliminating the gyroscope offset to
recognize the AUV activity context more reliably. The barometer (BMP180) is used in
AIRS to detect the depth of the AUV and control the pressure of the airbag for supplying
the perfect buoyancy. In addition, BMP180 also includes a temperature sensor, which does
not only measure the underwater temperature but also thermal compensation for the
MPU6050. Although the development of the MEMS technology has made a great pro-
gress, the IMUs are still difficult to collect precise data in the presence of various errors.
Calibration is the process of comparing the measurement outputs with known reference
data and determining the coefficients that drive the output to agree with the reference
data over a range of output. We calibrated the sensor in terms of its thermal noise, bias,
and scale factor.
3.2. EKF strategy
A quaternion-based EKF is proposed in this section for determining the attitude of the
AUV from the outputs of IMU. Attitude estimation is a very important part of the AIRS.
If the initial data are double integrated into larger errors without bound, it brings on the
misclassification of ANN algorithm with wrong attitude values. For the sake of this error,
we used a series of measurements and observed over time for signal processing. The main
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advantage of the KF is its ability to provide the quality of the estimate, but the KF only
applies to linear and Gaussian models. The EKF conversely is a nonlinear version of the
KF which linearizes about an estimate of the current mean and covariance. In view of this,
we chose the EKF to filter IMU outputs with a balance of noise canceling and adaptability
simultaneously, used in sensing attitude algorithm for AIRS. We proposed the EKF fusing
with the accelerometer, gyroscope, and magnetometer integrated with sensor calibration
(SC). SCEKF results in an improvement of the orientation accuracy from IMU. A flow-
chart of structure performed by the proposed SCEKF is capsuled in Figure 5.
3.2.1. Prediction step
x̂k ¼ Φ Ts; ω̂k�1ð Þx 2ð Þk�1 þ ν̂k�1 (1)
P̂k ¼ Fk�1P 2ð Þk�1Fk�1T þ Bk�1QBTk�1 (2)
The first step of EKF predicts a current state and covariance matrix at time k. We estimated a
current state based on the previous states x̂k�1 ¼ âk�1ω̂k�1m̂k�1½ �T that are composed of the
gyroscope measurement ω̂k�1 and white noise ν̂k�1 ¼ aν̂ k�1ων̂ k�1mν̂ k�1
 T and the priori
covariance matrix P̂k based on a previous covariance matrix P
2ð Þ
k�1, covariance Q and a state
noise coefficient matrix Bk�1.
Figure 5. Overview of the SCEKF structure.




Fk�1 ¼ ∂Φ∂x Ts, ω̂k�1 ¼ Jf Ts; ω̂k�1ð Þ
 (3)
~yk ¼ zk � h x̂k; 0ð Þ, Hk ¼
∂h
∂x x̂k
¼ Jh x̂kð Þ
 (4)
However, in view of the nonlinear process of state transition Fk�1 and observation Hk directly,
the EKF approach requires estimation by computing the Jacobian.
3.2.3. Gravity corrections
Sk ¼ HkP̂kHkT þ Ra (5)
Kk ¼ P̂kHkT HkP̂kHkT þ Ra
 �1
(6)
x 1ð Þk ¼ x̂k þ Kk ak �Hkx̂kð Þ (7)
P 1ð Þk ¼ I4�4 � KkHkð ÞP̂k (8)
where the innovation covariance matrix Sk is based on the a priori error covariance matrix P̂k
and the measurement covariance matrix of accelerometer Ra, whose main diagonal elements
are from the accelerometer values, and nonmain diagonal elements are all zero conversely. The
Kalman gain Kk is the error covariance matrix after gravity measurement is corrected.
3.2.4. Yaw corrections
Sk ¼ HkP 1ð Þk HTk þ Rm (9)
Kk ¼ P 1ð Þk HkT HkP 1ð Þk HkT þ Rm
 �1
(10)
x 2ð Þk ¼ x 1ð Þk þ Kk mk �Hkx 1ð Þk
 
(11)
P 2ð Þk ¼ I4�4 � SkHkð ÞP 1ð Þk (12)
where the measurement covariance matrix of magnetometers Rm, which main diagonal ele-
ments are from the magnetometer values, non-main diagonal elements are all zero conversely.
P 2ð Þk is the error covariance matrix after yaw measurement is corrected.
3.3. Feature extraction (FE)
AUV motions are defined by the six degrees of freedom, including heave, surge, sway, pitch,
roll, and yaw, and they are coupling by the vehicle shape, trends, and current interaction.
Therefore, the attitude data of AUV is of high dimension and very complex. The value of FE is
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to reduce the dimension of the large measurement data and prevent program operation to run
out of memories. The characteristics of a data segment are to keep the most meaningful
features and remove the redundant data. Therefore, the FE methods have been applied for
activity detection from accelerometer data [24, 25]. İn order to extract features easily, the
continuous measurement data of sensors are divided into many overlapping segments of
which each is 20 seconds long, as illustrated in Figure 6. A sliding window technique cuts the
sensors’ data into 20 seconds (550 samples) in each short-term window with 50% overlapping.
As previous studies found that the effectiveness of FE on windows with 50% overlap is an
effective window size [24].
In this chapter, we adopted principal component analysis (PCA) as the feature selection
procedure to lower the dimension of the original features. Feature extraction is highly subjec-
tive in nature, it depends on applications. Here, we introduced the following features that are
beneficial to the classification of AUV failure detection, and used these features to discriminate
the type of AUV activity: (1) min, max; (2) mean; (3) interquartile range (IQR); (4) root mean
square (RMS); (5) standard deviation (STD); (6) root mean square error (RMSE); (7) signal
magnitude area (SMA); (8) signal vector magnitude (SVM); and (9) averaged acceleration
energy (AEE).
3.4. BPN classifier
Finally, this feature extraction by the PCA is fed into the short-term classifier and long-term
classifier sequentially, and then output the AUV conditions. In order to detect the AUV
condition accurately, reliably, stably, and robustly, we divided the recognition system into
three classifiers which are based on BPN. BPN is considered the workhorse of ANNs and is
the multilayer perceptron (MLP) based on a feed-forward algorithm. The hidden layers,
between input and output layers, use the error backpropagation (BP) algorithm to compute
the nonlinear relationship in supervised learning as shown in Figure 7. The main features of
BPN are as follows: high learning accuracy, fast response, and ability to process the nonlinear
problems.
In this chapter, a three-layer BPN is used for classifying AUV failure conditions. The topology
of the BPN classifier is shown in Figure 7 [26]. The input layer has R neurons, equal to the
dimension of the feature vectors I ¼ I 1ð Þ1 ; I 1ð Þr ;…; I 1ð ÞR
h iT
, where superscript 1 indicates the first
layer. The hidden layer has J neurons, and the output layer has P neurons, equal to the number
Figure 6. Attitude data with a long-term window, which consists of many overlapping short-term windows.
Design and Estimation of an AUV Portable Intelligent Rescue System Based on Attitude Recognition Algorithm
http://dx.doi.org/10.5772/intechopen.79980
57
of AUV conditions O ¼ O 3ð Þ1 ; O 3ð Þp ;…;O 3ð ÞP
h iT
, where superscript 3 indicates the third layer.
w 3ð Þpj and w
2ð Þ
jr denote the weight from the hidden to the output layer and from the input to the
hidden layer, respectively. b 3ð Þ and b 2ð Þ denote the bias in the third and second layers, respec-
tively. i nð Þ and o nð Þ are the input value and the activation of a neuron in the nth layer
n∈N : n ≤ 3f g. We take the interval between the hidden layer (second) and the output layer
(third) as an example. The function of the neurons in each step is defined as follows [27]:
In the BPN, the intermediate quantity net 3ð Þj is the weighted input to the neurons in the third
layer, and implements a nonlinear transformation from the output values of the second layer
to the output values of the third layer. σ is called the sigmoid function and is in general
nonlinear and differentiable. The functions of the pth neuron are given by:





w 3ð Þpj o
2ð Þ





The discrepancy E 3ð Þ between the desired output t 3ð Þp and the real output O 3ð Þp in the third layer
can motivate the BP learning algorithm as gradient descent on the sum-squared discrepancy. The
factor of 1=2 will simplify the exponent when differentiating later. The function is defined as:




t 3ð Þp �O 3ð Þp
� �2
(14)
Figure 7. The topology of the BPN classifier.
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Then, the weights are adjusted to find the partial derivative E with respect to a weight w 3ð Þpj :
Δw 3ð Þpj ∝ � η ∂E 3ð Þ=∂w 3ð Þpj
� �
. However, the discrepancy is not directly the function of weights.
Calculating the derivative of the discrepancy is done using the chain rule twice.








Let us discuss each of partial derivatives in turn. In the last term of Eq. (15) is the derivative of









w 3ð Þpj o
2ð Þ




A ¼ o 2ð Þj (16)







σ net 3ð Þp
� �
¼ σ net 3ð Þp
� �
1� σ net 3ð Þp
� �� �
¼ o 3ð Þp 1� o 3ð Þp
� � (17)
Last, we consider the derivative of E with respect to the activation. Since the neuron is in the








∂ 1=2 t 3ð Þp �O 3ð Þp
� �2� �
∂O 3ð Þp
¼ � t 3ð Þp � o 3ð Þp
� �
(18)
Finally, we substitute these results Eqs. (15)–(17) back into original Eq. (17) to find the weight
change Δw 3ð Þpj rule,
Δw 3ð Þpj ¼ η t 3ð Þp � o 3ð Þp
� �
o 3ð Þp 1� o 3ð Þp
� �zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{
εp
o 3ð Þj ¼ ηεpo 3ð Þj (19)
We can find the weight change Δw 2ð Þjr in the same processes as above and it is defined as:











o 1ð Þr ¼ ηεjo 1ð Þr (20)
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The BPN algorithm approach to recognize and intelligently detect failures is based on changes
in weight values Δw 3ð Þpj Δw
2ð Þ
jr of the AUV feature parameters.
4. Experimental test and result
4.1. SCEKF
To validate the sensor calibration and fusion method proposed in this chapter, this section
covers the results obtained from the 10-DOF sensor module with operating system of Win-
dows 8.1, 2.20 GHz CPU, 8 GB memory, and experiments are performed with the Arduino
program described in Section 2.1. The system was fixed on an anti-vibration table to minimize
interference. The proposed SCEKF algorithm was used to estimate accelerometer and orienta-
tion with 27-Hz updating rate.
As the calculation process of sensor algorithm, we used the rotary platform with outputting the
quantitative and stable signal to observe the relative signal output. The first process is fixing IMU
at the center and along the rotation axis of the platform and fixing it by valves. After installation,
setting the required rate or angle of rotation as a reference data by the user interface, we meas-
ured the output corresponding to the reference data. The performance of the orientation before/
after SCEKF algorithm is presented in Figure 8(a–c), respectively; it produced reasonable output
values within the expected ranges. It is seen that each component of Euler orientation (i.e., roll,
pitch, and yaw) is within 0�1 degree after SCEKF processing in the static test.
4.2. AUVs’ attitude simulation and experiment
Figure 9 shows the whole system of the TrenchRoDer equipped with the proposed AIRS. The
whole equipment includes the TrenchRoDer, a camera, an AIRS, a Bluetooth box, and a
floating board. We put a camera in the waterproof bags and tied them to a fixed plate in order
to observe the situation when the airbag is inflated. The function of the floating board is to
protect the Bluetooth box from immersing into the water.
Figure 8. The calibration results from the static condition produced by the SCEKF processing. (a) Roll angle calibration.
(b) Pitch angle calibration. (c) Yaw angle calibration.
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In order to construct a robust underwater vehicle fault attitude database, we simulated the
underwater vehicle motion model with different situations in the water environment, which
can provide the particular case of attitude data, such as if the AUVs suffered a crash or a disabled
propeller. Moreover, we built the fault simulator GUI interface for a more convenient operation,
in other words, the AIRS starts with the fault simulator GUI interface, after inputting the
required AUV’s dimensions, hydrodynamic coefficients, buoyancy center, and inertia coeffi-
cients. Next, the simulator calculates the different AUV motion data under different cases
through the Matlab™ program as shown in Figure 10. The above results from simulator will
combine with the experimental data as the database for the training and verification of BPN
classifier. Last but not least, the real AUV motion signal is set as the testing dataset to ensure the
establishment of the AIRS. The modular modeling equation of AUVs is selected from [28]. The
modeling method of Prestero’s which id without considering the sea conditions of emission can
help us to generate the dynamic models of AUVs quickly and conveniently. The dynamics model
and kinematics model of AUVs are established by analysis of the force working on AUVs
moving underwater, based on the theorem of the momentum of the rotation around the buoy-
ancy center and the theorem of the motion of mass center. The motion in 6-DOF of the AUVs is
determined. And then, the attitude data of AUVs at any instant are determined.
Since we simulated the AUV motion in the underwater environment without considering the
influence of currents and waves, we did the wave maker experiment in NCKU’s ship model
towing tank to observe the changes and effects on the AUV motion data for different wave
heights. By experimenting with simulation, we can be closer to the state of the real ocean
environment. The experiment of the AUVs affected by wave maker in NCKU’s ship model
towing tank is illustrated in Figure 11.
4.3. Classification results
In this chapter, we focused on 10 conditions of AUV, which are listed in Table 1.
There are two types of these AUV conditions. One of them is failure situation and the other
is functional condition and both include five motion status of the AUV. We carried out 20
Figure 9. The TrenchRoDer equipped with the proposed AIRS.
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Figure 10. The AUV’s fault simulator diagram.
Figure 11. The wave maker of the NCKU’s ship model towing tank.
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experiments for capturing data and verifying classifier. The data from 17 experiments were
adopted in the training program of the recognition scheme; the data obtained from the other
experiments were used for testing the recognition performance. Note that, since the sampling
frequency is 27.5 Hz, the total number of the short-term and long-term samplings for
each activity of each experiment is 550 and 2200, respectively, which means 20 seconds per
short-term window and 80 seconds per long-term window. The feature extraction of this chapter
was based on 50% overlapping windows using 550 samples of window sizes to avoid informa-
tion loss at the boundary of a single window. The dimension of a feature vector was 45
(an accelerometer 3 axes 9 features + a gyroscope 3 axes 6 features). Figure 12 illustrates
the first 2200 data of accelerations and Euler orientations collected from the first experiment. The
selected features of sensor’s data enabled effective recognition of the conditions and were
suggested for BPN training procedure. A computation program adopted the input features and
activated the feature classifier learning procedure with the BP algorithm, and outputted the
results to short-term classifier. Then, an AUV condition was distinguished by a long-term
classifier, of which the input is from the short-term classifier to raise the accuracy of failure
recognition. The number of neurons in each hidden layer is 4, 6, and 7 for the feature classifier,
short-term classifier, and long-term classifier, respectively, and the number of epochs is 700 for
each neural training. The BPN classifier was trained on the training data set and tested on the test
set which are from the experiment values. The classifier was created by neural network toolbox
of MATLABTM for practical implementation and for validating the proposed model.
After building up our prediction algorithm, we apply our chosen prediction algorithm on our
new test set which is from the real signal of AUV, in order to have an idea about the algorithm’s
performance on unseen data. The confusion matrix measured in the real AUV test is shown in
Table 2, which recorded the results from 20 times experiments on each condition of AUV. We
have implemented in two different ways under MATLABTM environment. In the first, we
conducted in our proposed classifier system with feature extraction and the results indicate that
the AUV failure detection on the average 97% of the time, and a successful functional condition
accuracy of 93% is achieved. Second, we chose a classifier in ANN learning algorithm without
feature extraction for comparing with the classifier that we proposed. The performance indicated
Number Activity description
1 Functional condition after horizontal sinking
2 Malfunction after horizontal sinking
3 Functional condition after vertical sinking
4 Malfunction after vertical sinking
5 Functional condition after ramped sinking
6 Malfunction after ramped sinking
7 Functional condition after turbulence
8 Malfunction after turbulence
9 Functional condition after collision
10 Malfunction after collision
Table 1. Activities performed in this experiment.
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Figure 12. The accelerations and Euler orientation of the first experiment.
20 times of testing experiments
Classified
Type




1 14/13 0/0 1/2 0/0 5/6 0/0 0/0 0/0 0/0 0/1 70/65 Malfunction 97/92
2 1/2 16/14 0/0 0/0 0/0 1/2 0/0 0/1 2/3 2/4 80/70 Functional
condition
93/88
3 1/1 0/0 15/13 0/0 0/1 0/0 0/0 0/0 1/1 0/0 75/65
4 0/0 0/0 0/0 18/16 0/0 2/2 0/1 0/0 0/0 0/0 90/80
5 4/3 0/0 2/4 0/1 15/13 0/0 0/0 0/0 0/1 0/0 75/65
6 0/1 1/1 0/0 2/3 0/0 16/15 0/0 3/4 0/0 0/0 80/75
7 0/0 0/0 0/0 0/0 0/0 0/0 17/15 1/2 0/0 0/0 85/75
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that the ANN classifier without feature extraction performs poorer than our proposed classifier.
From the confusion matrix, we can know that the malfunction and functional conditions are not
easy to be confused. However, the motions within functional condition may be misclassified
between each other, because these activities contain similar amplitude peaks and waveforms at
the AUV.
5. Conclusions and future works
The main objective of this work was to develop an intelligent AUV rescue system (AIRS)
for detecting failure to minimize loss of an autonomous underwater vehicle (AUV). We com-
bined three main ideas to construct the AIRS, including sensors algorithm, classifier conducting,
and airbag system. Complex data acquisition was done by the 10-DOF sensor module with
sensor calibration and extended Kalman filter (SCEKF), where Euler orientation fused with
gravity and magnetic field are state variables, can benefit to get the precise attitude from the
AUV. After SCEKF processed, we extracted the features of these signals from the 10-DOF sensor
module and selected these features by principal component analysis (PCA) method. The results
were incorporated with feature classifier, short-term classifier, and long-term classifier in order to
recognize 10 types of AUV conditions. According to the experimental test in Section 3, we have
shown that the 20 experimental data sets are categorized into “malfunction” or “functional
condition” categories. The outcomes of the proposed classification with features extracted,
whose failure detection accuracy is 97%, were more accurate than those of the ANN without
features extracted. These results confirmed that the technology of the AIRS was feasible and that
the proposedmethods were accurate. Furthermore, we designed an inflatable mechanism, which
fills CO2 in the airbags to generate buoyancy for AUV during failure detection.
The attitude estimation and classification applied in the underwater environment are a new
field. Considering future work, we will try to extend more condition types of AUV for
classifying more complex situations and accomplish the airbag system for setting on the
AUV. We can have the ability to construct a variety of different models for the AUV’s fault
simulation, such as underwater turbulence or underwater creatures’ interference. Providing
a more comprehensive AIRS, to not have to do the experiment in the real underwater
environment, also can improve the performance and convenience of installation to the AIRS.
20 times of testing experiments
Classified
Type




8 0/0 0/0 0/0 0/0 0/0 1/1 3/4 16/13 0/0 0/0 80/65
9 0/0 1/2 2/1 0/0 0/2 0/0 0/0 0/0 16/14 1/2 80/70
10 0/0 2/3 0/0 0/0 0/0 0/0 0/0 0/0 1/1 17/14 85/70
* Proposed classifier with feature extraction in BP algorithm/ANN classifier without feature extraction.
Table 2. Confusion matrix for all the testing experiments.
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With this technology, we can install the appropriate number of gas cylinders and airbags in
accordance with the different displacements of AUV to avoid the loss of AUV; this can even
be used in rescuing vessels to reduce shipwreck in the future, thereby minimizing loss of life
and property. This study will have outstanding contributions for the next generation of
underwater vehicles. We are looking forward to the application of the SIRS being used
widely in the future.
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Abstract
Robust visual tracking for outdoor vehicle is still a challenging problem due to large object
appearance variations caused by illumination variation, occlusion, and fast motion. In this
chapter, k-sparse constraint is added to the encoder part of stacked auto-encoder network
to learn more invariant feature of object appearance, and a stacked k-sparse-auto-
encoder–based robust outdoor vehicle tracking method under particle filter inference is
further proposed to solve the problem of appearance variance during the tracking. Firstly,
a stacked denoising auto-encoder is pre-trained to learn the generic feature representation.
Then, a k-sparse constraint is added to the stacked denoising auto-encoder, and the
encoder of k-sparse stacked denoising auto-encoder is connected with a classification
layer to construct a classification neural network. Finally, confidence of each particle is
computed by the classification neural network and is used for online tracking under
particle filter framework. Comprehensive tracking experiments are conducted on a chal-
lenging single-object tracking benchmark. Experimental results show that our tracker
outperforms most state-of-the-art trackers.
Keywords: visual tracking, k-sparse stacked denoising auto-encoder, classification neural
network, robust visual tracking, particle filter
1. Introduction
The purpose of the visual tracking for outdoor vehicle is to estimate the state of outdoor
vehicle and provide current traffic state accurately and comprehensively. At present, it has
become an important part of intelligent transport system (ITS). However, robust tracking for
outdoor vehicle is still a challenging problem due to the complex and varying outdoor
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Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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environment. Many researchers proposed solutions to the different challenging environment.
Rad [1] proposed a strategy that can solve the problem of occlusion during the tracking
process of moving vehicles on highway. But, the tracking accuracy of this method will be
greatly reduced when the lighting conditions change sharply. Zhang et al. [2] proposed a
multi-layer occlusion detection and processing framework that can be used to deal with the
problem of mutual occlusion between two vehicles. Faro et al. [3] further improved [2] by
introducing curvature scale space to segment occluded region accurately. Xin et al. [4] pro-
posed adaptive multiple cues integration for robust outdoor vehicle visual tracking in the
particle filter framework. This method has strong robustness against color interference and
partial or complete occlusion of vehicles. Although these existing methods have achieved
certain progress in outdoor vehicles visual tracking, these methods can only deal with the
occlusion problem between two vehicles or the occlusion of vehicles by other objects. How-
ever, in the actual traffic scene, the mutual occlusion between multiple vehicles often occurs
and faces the challenges of complex outdoor environments such as illumination variation (IV),
cluttered background (BC), and fast motion (FM). Therefore, the robust outdoor vehicles visual
tracking remains a thorny issue.
Existing visual object tracking algorithms are mainly divided into two major categories that
include generative model and discriminative model. The generative model learns the appear-
ance representation of the object and searches the candidate area that most closely matches the
object appearance template as the location of the object in the new frame. The discriminative
model treats the object tracking as a binary classification problem, using the learned character-
istics to distinguish the object and background information. Therefore, the extraction of robust
features is the key to the success of the object tracking technology. Traditional visual object
tracking methods rely on artificial features; the low-dimensional artificial features are not
robust to large appearance variation of object. Recently, deep learning shows promising per-
formance in automatic extracting feature that outperforms pre-defined handcraft feature
methods. Deep learning can map the original feature space to another feature space to learn
more abundant features. Recently, deep learning has been widely applied to image processing,
speech recognition, natural language processing, health care, robotics, and other fields for its
powerful feature learning capability. It has been proved that feature representation when
learnt in a deep learning way encourages sparsity. And k-sparse constraint can guarantee that
each input for a certain sparsity. At the same time, some scholars have applied it to video object
tracking technology. Due to the powerful feature representation ability of deep learning, the
robustness of visual object tracking technology has been greatly improved. Wang et al. [5]
proposed a fully convolutional networks tracker (FCNT) that uses convolutional neural net-
works to learn the characteristics of objects from large-scale classification datasets and further
analyses performance of the extracted features in the object tracking aspect. High-level features
are good at distinguishing different kinds of objects and are very robust to the appearance
variation of the object. Low-level features more focus on the local details of the object and can
be used to distinguish similar distractors in the background. FCNT can effectively prevent
object tracking drift based on the effective use of different layers of convolutional neural
network (CNN) features. Nam et al. [6] subsequently proposed theMulti-Domain Convolutional
Neural Networks (MDNet). Unlike [5], MDNet directly uses the tracking video data sets train,
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the deep learning model to obtain the universal feature representation of the object, and then
fine-tunes the network parameters for each particular video sequence in online tracking to
achieve more robust tracking. However, the tracking speed of MDNet is slow and cannot meet
the requirements of real-time performance. Existing research has demonstrated that sparseness
is encouraged when deep learning learns feature representations. Because sparse representa-
tion can reduce the complexity of the representation, which is crucial to improve the speed of
the object tracking algorithm, sparse constraints can be used to further optimize the deep
network [7, 8] and can make the original signal express more meaningful, which has been
verified by independent principal component analysis and sparse coding algorithm [9]. In
general, there are two ways to add sparse constraints into the deep network for sparse
representation: sparseness of the hidden layer response and weight sparseness between the
hidden layer and the input layer. In this chapter, we adopt the first method for sparse repre-
sentation. At the same time, we perform k-sparse constraint in neural network to keep only k
highest activities in hidden layers, which can maintain the sparse representation of each input
[10]. In other words, we add the k sparse constraint to the original stacked denoising auto-
encoder (SDAE) hidden layer unit and form kSSDAE, which is used as a feature extractor in
the target tracking to better learn the invariant feature of the object appearance. Therefore, the
application of kSSDAE in object tracking can overcome poor robustness problem and further
improve the robustness of visual tracking. The main contributions of this chapter are as
follows.
• We propose a new auto-encoder–based tracking method, namely kSSDAE tracker, to
solve the robust tracking for outdoor vehicles in complex environments, such as occlusion,
clutter background, illumination variation, and so on.
• We add the k-sparse constraint into the encoder part of stacked auto-encoder network to
learn more invariant feature of object appearance during the tracking.
• We evaluate our method on a challenging single-object tracking benchmark with 51 video
sequences and 11 attributes.
2. Related works
Deep learning has exhibited powerful automatic feature extraction capability in computer
vision tasks such as image classification, object detection, and so on. Visual object tracking is
one of the important research contents in the field of computer vision. The performance of the
tracker can be greatly improved due to the applications of the deep learning. Currently, two
kinds of deep learning models including convolution neural network and deep auto-encoder
are mainly used in the visual object tracking to perform automatic feature extraction.
2.1. Convolutional neural network for object tracking
Convolutional neural network (CNN) is a multi-layered supervised learning feedforward
neural network. A typical CNN structure includes convolutional layer, pooling layer, and full
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connection layer. Specially, the automatic feature extraction function of the CNN is mainly
realized through the convolution layer and pooling layer. The structure of the CNN deter-
mines that it has natural advantages for image processing, and it also shows a competitive
performance in visual tracking. In order to solve the problem of object drift caused by similar
or clutter background in visual tracking, Fan [11] et al. use CNN to learn spatial and temporal
invariance features between adjacent frames. Jin [12] combine a CNN with two convolutional
layers and two pooling layers and radial basis function (RBF) to perform feature extraction so
that it can better learn the invariable features of the object appearance in visual tracking. Hong
[13] use an offline-trained CNN to extract the distinctive feature map of the object in visual
tracking. Wang [14] train a two-level CNN by offline way and use it for online object tracking.
The network pays more attention to the learning of motion invariant features. Unlike most
CNN used for object tracking, the network designed by Wang [15] et al. is not a binarized
output classification result but instead generates a probability map to represent the potential
area of the object. The use of CNN greatly improves the accuracy of visual tracking, but high
computational complexity is still a limitation. In order to improve the real-time performance of
the tracking algorithm, Doulamis et al. [16] proposed a fast adaptive supervised algorithm for
object tracking and classification. In addition, although the pooling operation in CNN can
obtain invariant features to drop the recognition effect caused by the change of the object
appearance, however, it reduces the resolution of the image and leads to spatial information
loss. The loss of information of pooling operations is crucial for tracking [17]. Zhang et al. [18]
combined convolutional neural networks with spatial-temporal saliency-guided sampling for
object tracking in a correlated filter framework. The algorithm establishes an optimization
function to locate object positions based on significant region detection and significant motion
estimation. Different from other object tracking algorithms whose location estimation is based
on the last layer of the convolutional neural network, this algorithm combines intra-frame
appearance correlation information and inter-frames motion saliency information to ensure
accurate target location. All in all, the object tracking algorithm based on the convolutional
neural network can effectively track object, but the network structure is relatively complex,
consumes a lot of training time, and requires a large number of labeled training samples, and it
is difficult to achieve a balance between tracking accuracy and tracking speed.
2.2. Deep auto-encoder for object tracking
The basic idea of the deep auto-encoder (DAE) is to encode the input signal and then use the
decoder to reconstruct the original signal. The goal of the one is to minimize the reconstruction
error between the reconstructed signal and original signal. Compared with the method of
visual tracking using CNN, a DAE compresses the original signal by coding, removes redun-
dancy, and can reflect the more primitive nature of the original signal in a more concise
manner. Therefore, visual tracking using DAE has a lower calculation cost and is more suitable
for some occasions with high real-time requirements. In 2013, Wang et al. [19] proposed a
novel deep learning tracker (DLT), which for the first time uses a DAE for tracking. DLT
considers the object tracking task as a two-category problem. Firstly, using Tiny Images data
set to offline train a stacked denoising auto-encoder (SDAE) in an unsupervised manner to
obtain a universal image feature representation for object and then use it for online tracking.
The classification neural network is constructed and is fine-tuned in the tracking process to
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distinguish the target from the background. Soon after, many improved versions of the DLT
methods have been proposed. For example, Zhou [20] combined online AdaBoost feature
selection framework with SDAE for object tracking to effectively solve complex and dramatic
changes of the object appearance. Cheng et al. [21] used the SDAE network to implement
adaptive target tracking in an incremental deep learning approach under the dual particle filter
framework. Cheng et al. [22] implemented an object tracking algorithm based on enhanced
group tracker and SDAE in the framework of the popular tracking-learning-detection (TLD)
algorithm in order to solve the object drift of the tracking method based on the appearance
model. Due to the Haar-like features in the multi-instance learning (MIL) tracking algorithm
are difficult to reflect the shortcomings of the object itself and the external changes, Cheng et al.
[23] introduced SDAE to extract the effective features of the example image to achieve higher
precision tracking. In order to further improve the application performance of the stacked
denoising auto-encoder in video object tracking, some scholars have proposed many improved
tracking algorithms based on a stacked denoising auto-encoder. Dai et al. [24] proposed a local
patch tracking algorithm based on a stacked denoising auto-encoder. The algorithm partitions
the input image; then a feature extractor combining multiple stacked denoising auto-encoder is
used to describe the feature information of local patch and fuse their local features to achieve
object tracking. The local feature extraction greatly reduces the computation complexity com-
pared with the global feature representation. In the tracking process, the weight of each patch
of the object candidate region can be adaptively adjusted according to the confidence of the
corresponding network. Hua et al. [25] proposed a new visual tracking algorithm based on the
multi-level feature learning capability of the stack denoising auto-encoder under the particle
filter framework.
The training of the stacked auto-encoder network includes two stages of hierarchical pre-training
and online tracking. In the hierarchical pre-training stage, a description of multi-level image
features is obtained. In the online tracking stage, the network parameters are back-propagated
through the genetic algorithm to fine-tuning. The use of genetic algorithm in network parameter
adjustment effectively avoids the deficiency of traditional BP algorithm and further enhances the
robust performance of the network. These trackers can use SDAE for unsupervised feature
learning on data that lacks tagging, improving the problem of insufficient training data for deep
neural networks (DNNs). However, in some challenging and complex environments, these
trackers will fail to track the object. Therefore, we can further enhance the feature expression
capabilities of deep neural networks (DNNs) for more robust tracking.
In this chapter, we add the K-sparse constraint into the coding part of the SDAE to learn more
invariant feature of object appearance and propose a staked k-sparse-auto-encoder–based
robust tracking algorithm for outdoor vehicle under particle filter framework to solve the
problem of large appearance variations during the tracking.
3. The kSSDAE-based tracker
Overall structure of the proposed kSSDAE-based robust tracking algorithm for outdoor vehi-
cle is shown in Figure 1. The tracking system mainly includes three parts as follows: offline
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training of SDAE, construction of classification neural network, and estimation of object state.
The basic idea of the algorithm is: firstly, we adopt the pre-trained SDAE model proposed in
DLT [15] to learn the generic feature representation. Training data of the model are obtained
through sampling randomly 1 million images from Tiny Images data set [26]. Tiny Images
data set contains many kinds of the scene image. Before offline training, we need to pre-
process the input data with 32 � 32. Offline training way of the SDAE is unsupervised.
Secondly, we propose a kSSDAEmodel to learning more invariant feature of object appearance
during tracking and train a classification neural network to compute the confidence of each
particle. This is the key step to achieve robust tracking. Without the kSSDAE, the input cannot
be guaranteed to have a sparse representation to extract more effective features to adapt the
object appearance change. Finally, we estimate the object state under the particle filter frame-
work, that is, the object state of the current frame can be represented by the particle with
maximum confidence, which is calculated by classification neural network.
The specific implementation of the two main parts of the proposed tracking method will be
stated in detail in the next section.
3.1. Construction of classification neural network
The main function of this module is to compute the confidence of each particle during the
online tracking. Here, confidence is used for evaluating every particle’s reliability. In this
chapter, the classification neural network can be constructed by connecting the encoder of the
well-trained kSSDAE with a classification layer as shown in Figure 2.
In feedforward phase, the hidden activities function z can be computed as
z ¼ WTxþ b (1)
Figure 1. Overall structure of the proposed kSSDAE-based robust tracking algorithm for outdoor vehicle.
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where, x is the input vector, W is weight, and b is bias. We keep the k as largest hidden units
and set others to zero.
Reconstruction error can be computed using the sparsified z as follows:






In back propagate phase, weights can adjusted by the k highest activities back propagating the
reconstruction. The confidence computed by classification neural network reflects the credibil-
ity of decision in feature vector space of classifier. Ref. [27] has proved that when we use mean
square error or cross-entropy as the cost function, the output expectation of multi-layer neural
network is posterior probability of each class.
Let oi be the output of the neural network corresponding to the ki class, the output expectation
can be computed by the posterior probability
E oið Þ ¼ P kijxð Þ (3)
Generally, the class with maximum probability is taken as a decision. So, the confidence can be
obtained from the maximum output of the classification neural network.
c xð Þ ¼ E maxoið Þ (4)
At the beginning of the visual tracking, we select the object to be tracked and fine-tune the
classification neural network using positive and negative samples. In the process of online
tracking, in order to adapt specific object appearance changes, we need to fine-tune the
classification neural network again when the confidence, which is calculated by the classifica-
tion neural network, is lower than the predefined threshold.
Figure 2. Architecture of classification neural network (1024-2560-1024-512-256-1).
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3.2. Estimation of the object state
Object state can be estimated by the object tracking algorithm, which can be viewed as a
problem to estimate the posterior distribution p sitjy1:t
 
of state st at time t according to
dynamic system p sitjst�1
 
of the object state. In this chapter, object state st is represented by
six affine transformation parameters corresponding to horizontal translation, vertical transla-
tion, scale angle, aspect ratio, and skewness, and the state transition distribution p sitjsit�1
 
of
each dimension can be modeled as a zero-mean normal distribution. The purpose of visual
object tracking is to estimate the object state st (location, scale, etc.) from image sequences
given all observations by any appropriate loss function, for example, maximum a posteriori
(MAP) estimation or minimum mean square error (MMSE) estimation. The main online track-
ing steps under the particle filter framework are as follows.
3.2.1. Computing observation probability
Each particle represents a possible instantiation of the state of the object being tracked. Most
likely, particle represents the object state at time t. Confidence cit of each particle can be
calculated by the classification neural network. When the maximum confidence is lower than
the predefined threshold τ, that is, if max cit
 
≤ τ, we will fine-tune classification neural net-
work by reselecting positive and negative training samples. If max cit
 
> τ, we calculate the
observation probability by normalizing confidence
p ytjsit
 
∝ cit, i ¼ 1, 2,…, n (5)
3.2.2. Updating weight
The weights for each particle can be updated according to the observation probability







where, q stjst�1; y1:t
 
is importance distribution and is often assumed to follow a first-order
Markov process in which the state transition is independent of the observation. So the weights
are updated as wit ¼ wit�1 � p ytjsit
 
.
Finally, object state can be estimated by taking the particle with the largest weight at each time
step.
The implementation process of the proposed kSSDAE-based tracker is given as follows:
Algorithm Outdoor Vehicle Tracking
Input: Training samples; Video frame t.
Training SDAE offline;
Constructing classification neural network;
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Connecting the encoder part of kSSDAE and a classification layer as shown in Figure 2;
Adding k sparse constraint into classification neural network;
For t ¼ 1, 2,…, N frame number do
Sampling particles St ¼ sit
 n
i¼1;
Calculate confidence for each particle by (4);
If t = 1
Sampling positive and negative samples;





Sampling positive and negative samples;
Fine-tuning classification neural network.
Else
Calculating observation probability by (5);
Updating weights by (6);





In this section, we conducted a quantitative experiment to evaluate the proposed tracker
(kSSDAE-T) on a popular single-object online tracking benchmark [28]. The benchmark data
set provides 51 fully annotated video sequences that have the 11 challenging attributes. Most
of these attributes exist in the real scene of outdoor vehicles. In order to better demonstrate the
performance of our tracker, we compare our tracker with other three popular trackers, includ-
ing deep learning tracker (DLT) [15], multi-task tracker (MTT) [29], and Circulant Structure of
Tracking-by-Detection with Kernels (CSK) [30].
The main related parameters in our experiment are set as follows.
• Learning rate is set to 0.2; sparsity k is set to 40.
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• Standard deviation of the conservation likelihood σ is set to 0.001.
• The number of particles is 1000, and the particle’s confidence threshold τ is set to 0.8.
• We use momentum gradient method to optimize the network parameters, and the
momentum parameter is set to 0.5.
4.1. Quantitative evaluation
In this chapter, we adopt two quantitative evaluation indicators: one-pass evaluation (OPE) of
tracking precision and success rate [28]. The precision takes the position error as the bench-
mark, and the precision plot shows the percentage of frames whose estimation position error is
less than the given threshold, and the horizontal axis of the precision plot is scaled to the range
[0,50]. The success rate is based on the overlap rate, and the success plot counts the number of
successful frames whose overlap is greater than the given threshold, and the horizontal axis of
the success rate is scaled to the range [0,1]. We use the score for the threshold = 20 pixels of each
precision plot and the area under curve (AUC) of each success plot to rank trackers and one-
pass evaluation (OPE) for robustness evaluation. The scores and rankings of precision and
success rate for four trackers on the overall performance and the 11 attributes performance are
shown in Table 1, and the best tracking results corresponding to the overall performance and
the 11 attributes are marked in bold, and the ranking score is shown after “\.” In Table 1, SV:
scale variation, OV: out-of-view, OPR: out-of-plane rotation, OCC: occlusion, LR: low resolu-
tion, IPR: in -plane rotation, IV: illumination variation, DEF: deformation, MB: motion blur,
BC: background clutters, FM: fast motion. The precision plot and success rate plot of four
trackers on overall performance is shown in Figure 3. The precision plots and success plots of
kSSDAE-T (Ours) DLT CSK MTT
Precision Success rate Precision Success rate Precision Success rate Precision Success rate
Overall 0.585\1 0.522\1 0.550\2 0.499\2 0.545\3 0.443\4 0.475\4 0.445\3
SV 0.597\2 0.535\2 0.602\1 0.547\1 0.503\3 0.352\4 0.461\4 0.398\3
OV 0.571\1 0.537\2 0.526\2 0.552\1 0.379\3 0.410\3 0.374\4 0.392\4
OPR 0.576\1 0.492\1 0.527\3 0.464\2 0.540\2 0.439\3 0.473\4 0.423\4
OCC 0.545\1 0.504\1 0.532\2 0.502\2 0.500\3 0.404\4 0.426\4 0.422\3
LR 0.383\3 0.358\3 0.309\4 0.297\4 0.411\2 0.397\2 0.510\1 0.506\1
IPR 0.551\1 0.479\1 0.502\4 0.439\4 0.547\2 0.457\3 0.522\3 0.463\2
IV 0.543\1 0.480\1 0.514\2 0.472\2 0.481\3 0.388\3 0.351\4 0.337\4
DEF 0.500\1 0.422\1 0.433\3 0.389\2 0.476\2 0.370\3 0.332\4 0.334\4
MB 0.359\1 0.309\3 0.328\3 0.321\2 0.342\2 0.336\1 0.308\4 0.288\4
BC 0.528\2 0.440\2 0.455\3 0.398\4 0.585\1 0.491\1 0.424\4 0.411\3
FM 0.460\1 0.421\1 0.417\2 0.418\2 0.381\4 0.380\4 0.401\3 0.385\3
Table 1. Tracking performance on four trackers.
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four trackers on 11 attributes performance are shown in Figure 4. In order to analyze the
performance of the tracker in every challenging attribute, [28] has marked the characteristics
of each sequence and constructed subsets of the sequences with different saliency characteris-
tics. For example, the OCC subset includes 29 sequences; it can be used for analyzing the
ability of the tracker to handle occlusion problem. In Figure 4, the number that appears in the
legend of each graph represents the ordinal number of sequence subset.
In overall performance of precision and success rate, our tracker is significant higher than the
other three trackers. The performance of our tracker ranks first in 8 out of 11 attributes on
precision as shown in Table 1. At the same time, the performance of our tracker ranks first in 6
out of 11 attributes on success rate. For the other attributes, except for LR attribute, our tracker
has the success rate very close to the best on SV and BC attributes. The success rate of our
tracker ranks 3 on MB attribute, but it is only lower than the best (CSK), 2.7%. Therefore, it can
be concluded that the proposed kSSDAE-T tracker is the best compared with DLT, CSK, and
MTT.
According to the precision plot and success rate plot of the four properties based on OCC, IV,
MB, and FM attributes, we can see that our tracker can handle the appearance changes caused
by most of outdoor environmental factors.
All in all, the proposed tracker can learn the invariable features of the object appearance and
deal with the problem of object appearance changing caused by most of the outdoor complex
environments. It can achieve better tracking results under most outdoor challenging conditions.
4.2. Qualitative evaluation
In order to further verify the effectiveness of the proposed tracking method in real scenarios,
we compared the four trackers (proposed kSSDAE-based tracker, DLT, CSK, and MTT) on four
outdoor vehicle sequences in real scenarios (Car4, CarDark, CarScale, and Suv). The attributes
Figure 3. The overall performance of precision plot and success rate plot on four trackers.








Figure 4. The precision plots and success plots of four trackers on 11 attributes performance (SV, OV, OPR, OCC, LR, IPR,




CarScale SV, OCC, FM, IPR, OPR
Suv OCC, IPR, OV
Table 2. Attributes of four sequences.
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of four sequences are listed in Table 2. The partial tracking results of the four video sequences
are shown in Figure 5.
In the video sequence Car4, when emerging IVand OCC near the #186, #233, and #318 frames, it
can be seen from the tracking results that the CSK and the MTT tracker have different degrees of
object drift. But, our tracker and DLT have achieved better tracking results. In addition, our
tracker can also accurately track the target vehicle when SV emerges in #321, #612, and #635
frames. In the video sequence CarDark, our tracker can still perform effective tracking when the
IV and BC emerging in #62, #152, #278, #301, #387, and #392 frames, while the MTT and CSK
trackers have track drift at #301 frame, and at #387 frame, they completely lost the target vehicle.
In the video sequence CarScale, our tracker can still show great performance when OCC was
occurred in #165 and #175 frames, but CSK tracker failed. In the video sequence Suv, despite the
OCC and similar background interference, our tracker can still accurately track the target vehicle.
To summarize, the proposed kSSDAE-based tracker can perform well in most complex out-
door environment.
5. Conclusion
In this chapter, we propose an improved auto-encoder–based approach for robust outdoor
vehicle visual tracking. Our tracker can adapt the change of the object appearance during the
tracking. The quantitative analysis on a standard evaluation platform shows that our tracker
has a better tracking performance compared with the other three state-of-the-art trackers and
has higher tracking precision in most of the outdoor vehicle tracking challenges. The
Figure 5. The sampled tracking results. Frame numbers are shown in the top left of each figure.
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qualitative analysis on four outdoor vehicle sequences in real scenarios shows that our tracker
can work well in most complex outdoor environment.
The unsupervised training of kSSDAE requires that bottom image cannot be too large, other-
wise it will consume a lot of training time. The training data are obtained by down-sampling
directly from a full-sized image leading to information loss. In order to avoid loss of input
image information, we can further improve the performance of outdoor vehicle tracking
algorithms by using stacked convolutional auto-encoder (SCAE) [31] to take the outdoor
vehicle tracking algorithm into application of life and industry.
Note: this chapter is an extended version of [32].
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Abstract
This chapter covers the development of a virtual simulation platform for training a semi-
autonomous robotic vehicle (SARV) operator via an open-source game engine called 
Unity3D. The SARV such as remotely operated vehicles (ROVs) is becoming increasingly 
popular in the maritime industry for risky jobs in inhospitable environments. The primary 
element in carrying out underwater missions in a hostile environment lies within the skills 
and experience of an ROV pilot. Training for ROV pilots is essential to prevent damage 
to expensive field equipment during the real operations. The proposed simulator differs 
from the existing simulators in the market is the use of modern game engine software to 
develop a “serious game” for ROV pilot trainee at much lower cost and shorter time-to-
market. The results revealed that proposed virtual simulator can develop a high-fidelity 
virtual reality training for the underwater operation guided by classification society.
Keywords: autonomous robotic vehicle, Unity3D, remotely operated vehicle, simulation
1. Introduction
In recent years, the advancement of technology has dramatically improved the functions of 
remotely operate vehicle (ROV) [1–3] and autonomous underwater vehicle (AUV) [4] to handle 
the growing spectrum of underwater tasks [5]. Artificial Intelligence is becoming an increas-
ingly common sight in automating machines to carry functions without the need for an actual 
operator. It will continue to take on a more observatory role [6–8]. Nowadays, ROVs and AUVs 
are commonly used in the maritime industry to carry out underwater tasks. These machines 
possess the capabilities to carry heavier loads to stay in deeper underwater for a longer 
© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
duration than the human divers. These machines are operated from shore by a pilot making 
them very profitable and safer in the maritime industry. The challenge facing these ROV pilots 
is the ability to run the ROV with minimal information from the ROV feedback systems. As a 
result, the ROV pilot needs to be sufficiently skilled in maneuvering the vehicle in underwater.
With modern day technology, training simulators are developed to better equip ROV pilots 
with the necessary skills. Currently, the majority of ROV simulators available in the mar-
ket are owned and distributed by companies that build ROVs. It is much cheaper to hone a 
pilot’s competencies on a simulator than on the actual ROV as it creates room for the pilot to 
improve. It would better equip the pilots to deal with different underwater scenarios. Many 
ROV simulators are equipped with multiple scenes and a wide array of simulated sensors and 
equipment on the ROV.
This paper aims to develop a virtual simulation where ROV pilots can gain experience via 
a virtual environment using an open-source game development software to produce highly 
graphical visuals simulations for training purpose. The Unity3D game engine [8–10] was 
identified as a suitable development platform for the project due to its high graphics capabili-
ties, built-in physics engine, well-documented manual, large online community and relatively 
mild learning curve in comparison with other game engines like the Unreal Engine [11] and 
CryEngine [12]. The details of designing a low-cost pilot simulator using a game engine are 
unique to this chapter.
The chapter is organized as follows. Section 2 presents a brief methodology for the train-
ing simulator. Section 3 discusses the virtual simulation development and followed by a 
conclusion.
2. Comparison of game engines
Game engines have the graphics and physics engines to build better and more realistic simu-
lation. In this section, three commonly used open-source game engines are compared. For 
example, the commonly used software for game development is namely: Unity3D, Unreal 4 
Engine, and CryEngine.
There exists few open source game engine software that provides excellent features and devel-
oping tools. Some of the common characters of a game engine are rendering, physics (2D and 
3D rigid body), scripting, audio and animation. Depending on the requirements, these game 
engine software use traditional programming method that requires basic coding to high-level 
sandbox engine that provides “drag and drops” interface. The main objective is to simulate 
an ROV operation using high-level sandbox game engine for the ease of usability. The options 
are more toward the sandbox engine and the more common software for game development 
such as Unity3D, Unreal Engine and CryEngine. Although the software provides developers 
with a “drag and drop” interface, the features of each software somehow differ from one 
another. A brief comparison of various game engines is given below.
Unity3D was first released in 2005. It uses mostly JavaScript or C# or managed code tool chain 
that makes it simpler to support and develop new workflows and tools. It has large supporting 
communities that include the asset store for downloading different game characters, particle 
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and sound effects. Due to its popularity, there exists a good educational material and large active 
user. However, the free version of Unity does not have Profiler that allows the programmer to 
optimize the game and check the time spent on rendering, and animation during the game. 
Unity3D supports around 21 platforms (PC, Web, Console, Mobile, etc.) as compared to Unreal 
Engine 4 supporting only around six platforms. Additionally, the 3D models in Unity3D can 
merely import as game assets into the software thus improving the efficiency of development.
Unreal Engine was first released in 1998. It provides developers with powerful tools such as 
access to full source code, simulates and immerse view, persona animation, and cascade visual 
effects. It is used in a custom workstation with better and optimized performance that implies 
higher cost and complexity. Unreal has much more extensive download than Unity3D as it 
requires visual studio for its programming environment and accepts only C++ development 
language. Unreal engine can produce high-quality graphics with advanced dynamic lightings 
making it a plus point for the game engine. However, the script used in Unreal Engine 4 can 
only be written in C++, which can be a drawback for beginners. Similar to Unity3D, Unreal 
Engine 4 has an asset store to download different game assets. However, the user community 
is not as large as Unity3D.
CryEngine started in 2002. It is another modern game engine that provides superb features 
that will create great realistic gameplay. With its pixel accurate displacement mapping, it 
allows developers to craft and modify a game as precise as possible. Its excellent graphics 
capabilities exceed those in Unity3D and Unreal Engine. However, a drawback from this 
game engine is that it requires a slightly higher learning curve before one can use the game 
engine efficiently and it may be harder for those with no game development background.
It is notable that these three game engines provide great features for the most development 
process. It can be quite subjective in the selection decision. Depending on the development 
objectives and requirements, one may pick Unity3D for its capabilities in developing 2D and 
3D games, Unreal Engine for its powerful tools or CryEngine for its extreme graphics capa-
bilities. Fortunately, these game engines are freely available for education and research except 
for Unity3D which requires Pro version for advanced features. On the other hand, the Unreal 
Engine and CryEngine require a slightly higher learning curve and posing difficulty for most 
beginners. Based on the following guidelines below, the free version of Unity3D that contains 
most of the functions will be used (at least for the beginning phase of the project) in develop-
ing a simulator for ROV pipeline tracking as it is easy to use, free for research purpose and 
the presence of wide user community. It may not be the best choice for every programmer, 
but during the development of the virtual reality simulator, there are no major problems 
encountered, and hence the choice was good enough.
• Able to communicate with external hardware
• Ease to program and use graphical user interface for controlling interaction and animating 
objects
• Able to process multimedia sensory data
• Free to use for education and research
• Able to hold multiple operating systems
• Able to support development with the strong developer community
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The basic functions of the Unity3D Interface such as creating GameObjects, basics scripts and 
GameObjects for manipulation will be presented. The virtual environment and writing the 
scripts for the ROV’s control system and manipulators will then follow. Assistance can be 
sought through the Unity3D manual found online or via Unity3D’s online community and 
forums. As shown in Figure 1, the basic steps to develop the simulator can be seen. The simu-
lator designed must be able to facilitate training of an ROV pilot. The environment of a typical 
pipeline inspection will be mimicked. After the leak is detected, the ROV will flash a bright 
red light indicating danger. The pilot will take control of the ROV and press the shutdown 
button of the BlowOut Preventer (BOP) to stop the leak and the flashing red light. After that, 
the pilot can continue the control of the ROV to carry out the autonomous inspection tasks. 
All controller inputs by the pilot are controlled via the joystick controller.
3. Virtual simulation development
Unity3D is a user-friendly off-the-shelf game development engine. The engine supports high 
visual graphics and physics to produce realistic 2D and 3D worlds, with readily developed 
assets available in the Unity3D Asset Store for users to download and import into their proj-
ects. A brief overall view of the software can be seen below.
3.1. Software interface
The Unity3D interface consists of several tabs and a toolbar (see Figure 2) are used to create 
all subsystems in the virtual simulation. The games are developed in the scene tab where 
GameObjects are added. These GameObjects are edited and programmed by combining 
various components such as textures, mesh, materials and scripts to make the GameObject 
behaves as required by the developer. As shown in Figure 3, the various components are 
placed into GameObjects under the virtual environment to produce the desired outcome.
3.2. Scene and model development
The scene developed in Unity3D is modeled after a subsea production system placed on 
the seabed 900 m below the surface. It consists of manifolds, pipelines, BOPs (BlowOut 
Figure 1. Steps to develop ROV pilot simulator.
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Preventer) and PLETs (Pipeline End Termination). A map of the simulated environment 
is shown in Figure 4. The scene was developed using models found online and crafted 
within Unity3D.
Figure 2. Unity3D interface.
Figure 3. GameObject with various components.
Figure 4. Map of simulated environment.
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The ROV used in the simulation was modeled using an actual ROV used in the industry to fulfill 
requirement stated by the classification society DNV. It indicates that ROV models available in 
the simulation should be similar to the ROV in real life. In this proposed simulator, the TRV-M is 
a light work class ROV manufactured by Submersible Systems. The TRV-M in Figure 5 can dive 
up to 1000 m deep that possesses the capacity to carry a payload up to 27 kg in any environments.
3.3. Autonomous operation
Automation is an area currently being developed in the maritime industry. The autonomous-
mode component was added to the ROV in the simulator. In the simulation, the ROV begins 
in its autonomous inspection of the pipeline. It was achieved using a Unity3D function known 
as pathfinding where the object automatically computes the shortest path and moves itself to 
the desired point while avoiding the obstacles in the virtual environment. Using the pathfind-
ing algorithm, multiple waypoints were added along the path of the pipeline to guide the 
ROV during the inspection.
3.4. Controller
To create a more realistic simulator, the control system for the ROV in the simulator should be 
similar to the control system of the ROV. A joystick controller or keyboard is one of the com-
mon controllers used in the maritime industry. The joystick controller will require multiple 
turning axes to accommodate all six degrees of motion similar to the movement of a vessel. 
The simulated ROV is capable of moving in six degrees of motion that is heave, sway, surge, 
yaw, pitch, and roll in Figure 6. As shown in Figure 7, the Logitech Extreme 3D Pro is used 
as the joystick controller to control the ROV movements and functions in the virtual environ-
ment. The ROV’s controls are scripted and linked to the joystick via a Logitech Profiler. The 
various buttons and corresponding axis on the joystick are shown in Table 1.
3.5. User interface
The user interface (UI) is widely used in many control systems. It is designed to simplify the 
complicated tasks for the pilot to perform the functions. A well-designed UI can significantly 
reduce the cognitive load on the end user by merely displaying parameters and having a few 
buttons. Hence, it allows the user to control the system with focus on essential details [13]. The 
Figure 5. TRV-M ROV.
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Figure 6. Model of TRV-M ROV with four degrees of freedom used in virtual environment.
Figure 7. Logitech extreme 3D Pro joystick.
ROV function Control key
Keyboard Joystick
Move forward W Y-axis
Move backward S
Move left A X-axis
Move right D
Move down Z Button 11
Move up X Button 12
Yaw left Q Twist-axis
Yaw right E
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UI designed in this project was created using a GameObject called Canvas, in Unity3D. The 
Canvas encompasses other objects within the User Interface (UI). Figure 8 shows the UI dis-
playing parameters such as latitude, longitude, depth, heading, speed, run time and small 
main menu to allow the pilot to restart the practice session.
4. Simulation results with understanding on maritime standards
By the classification standards in the maritime industry, all virtual simulators are assigned 
with a “Class” namely: Class A, B, C or Class S [14]. The class of a simulator is assigned based 
on the requirements of the simulator on the checklist provided by the classification society. 
The comparisons will be made with the standards proposed by DNV (Det Norske Veritas). 
The comparisons are not meant to be exhaustive but should provide adequate information for 
designing the virtual simulator.
ROV function Control key
Keyboard Joystick
Pitch up I POV-north
Pitch down K POV-south
Roll left J POV-west
Roll right L POV-east
Light F Button 9
Switch camera view C Trigger
Switch between modes R Button 3
Manipulator arms activate/deactivate Tab Button 2
Table 1. Player inputs for simulator.
Figure 8. User-interface parameters displayed.
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From the results presented by the project, according to the standards of the classification 
society DNV, it can be seen that there are some criteria that the proposed Unity3D simulator 
could not meet. As seen in Table 2, items 1.1.19, 1.1.20 and 1.1.21 or any items related to the 
instructor, these requirements were not met because of the simulator was developed for a 
single purpose to train the ROV pilot in detecting a leak on a pipeline inspection. Therefore, 
it did not take into account an instructor to test the competency of the ROV pilot. Another 
observation in Table 3 on the behavioral realism for items 2.1.1, 2.1.2, 2.1.5, 2.1.7 and 2.1.8, the 
class requirements were not fulfilled as the simulation does not encompass an underwater 
current acting on the objects in the scene. Simulation of actual underwater currents will affect 
the virtual objects and ROV to make the simulator more realistic. But one would require real 
information or data to implement it. It was not performed in this chapter. In Table 4, items 
3.1.2, 3.1.4, 3.1.6 and 3.1.8 under the operating environment require a basic version of turbid-
ity, sea state, underwater fog and camera in the virtual scene. However, some items were 
included such as camera and underwater lighting in the scene as shown in Figure 9. Others 
were not added due to the lack of actual specifications of these items.
Lastly, as seen in Table 5, casualty simulation was not met. The simulation did not have 
casualty simulation for the ROV. It did not include other equipment malfunctions besides 
the leakage that occurred in one of the pipelines (see Figure 10). In summary, the primary 
simulator produced has shown that Unity3D possesses the good capability to develop a more 
realistic virtual simulation for training purposes. Further developments of the simulator 
were performed to meet these class requirements. For example, a pathfinding algorithm (see 
Figure 11) was used to simulate the autonomous mode of the ROV.
In the virtual simulation, the pathfinding algorithm helps to build the autonomous mode feature 
in the ROV. Several waypoints were placed in the scene to better guide the ROV along its inspec-
tion path. However, using this method, the ROV would pass through the terrain to reach its next 
point. Few blocks were placed within the terrain to act as obstacles along the pathfinding. They 
appeared invisible in the simulator as their mesh renders can be switched off. However, the 
proposed guidance system would only be applicable if the simulated ROV carries out its autono-
mous functions at a fixed depth. A comprehensive way to create an autonomous guidance sys-
tem for the ROV was to use a NavMesh algorithm as implemented in Figure 11. Any scene can 
easily be navigated by a GameObject with a NavMesh agent component. The NavMesh allows 
the simulated ROV to detect the size and height of objects in the scene that cannot pass through. 
The UI can be improved through the implementation of the User Interface where control buttons 
can be placed on the screen to allow the pilot to toggle them easily. The buttons on the GUI will 
serve to remind the pilot if a specific function is switched “on” or “off”. As shown in Figure 9, the 
intended ROV GUI for the simulator with a button in the scene to toggle between the multiple 
camera views and front light on the ROV was implemented. As mentioned, the simulation of 
underwater currents will help the simulation to look more realistic for the pilot. With the physics 
supported by Unity3D, the ROV in the simulation can be subjected to these forces and moments 
caused by the underwater current. It will be implemented in the future works.
The simulation test results will focus on pipeline inspection tasks near to the seabed. The differ-
ent parts of developing the simulation are integrated together with a scenario set up where there 
is a gas leakage in one of the jumpers in the top section of the subsea system. First, the ROV’s 
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task was to identify the location of the leakage, and second, the ROV will need to deactivate the 
whole system by pressing the switch on the subsea system. The data for the search operation 
were exported and plotted into a graph, and a video of the simulation was recorded.
C1 physical realism
Item Requirement Fulfilled
1.1.1 Displays and control configurations should be organized similarly to an actual ROV console. No
ROV model
1.1.2 ROV models available in the simulation should be similar to the ROV in real life. Yes
1.1.3 An altimeter should be present to show the height of the ROV above objects. No
1.1.4 The ROV should have a minimum of one manipulator. The manipulator shall have a similar 
outlook and behavior to that of it in real life.
Yes
Monitoring
1.1.5 The simulated control panel shall have a similar outlook and encompass the information 
required by the pilot to operate the ROV.
Yes
1.1.6 Digital representations of the simulated ROVs thrust, lighting, depth and heading, date and 
time.
Yes
1.1.7 The digital sonar shall encompass a display window for navigation purposes as well as 
survey missions. It shall also provide detailed sonar images in consideration to the ROV’s 
position and heading.
No
1.1.8 The tether to the ROV, if there is one, should be dynamic with a display showing the tension 
and length of the tether.
No
1.1.9 Navigational information should encompass depth, altitude, speed and heading of the ROV. Yes
Control
1.1.10 Control over thrust of ROV, hence allowing the pilot complete control of thruster. Yes
1.1.11 Navigational control over the ROV’s movement should be similar to those used for actual 
ROVs.
Yes
1.1.12 Individual manipulators should be manipulated via hardware controls. Yes
1.1.13 The pilot should be able to switch between the various camera views available. Yes
1.1.14 All panning and tilting units should be controllable by the pilot. No
1.1.15 The pilot should be given a control function to dim the appropriate lights. Yes
1.1.16 The pilot should be able to winch the tether fully at will. No
1.1.17 An active or passive motion compensator. No
1.1.18 A Launch and Recovery System (LRS) for Transportation Management System (TMS) 
operations, facilitating the docking and release of the ROV.
No
Instructor station
1.1.19 A separate station with a 3D view should be implemented for the instructor. No
1.1.20 Underwater visibility should be controllable by the instructor. No
1.1.21 Underwater currents should be controllable by the instructor. No
Table 2. Classification standards for physical realism.
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As seen in Figures 12 and 13, the ROV starts at position (0, −793, 0 m), which is at the center 
of the subsea production layout. The ROV then rotates about its Y-axis in an anti-clockwise 
direction shown in Figure 13, where the ROV’s heading is facing approximately 190° away 
from its global coordinate before it starts moving in X and Z-direction again. As shown in 
Figure 14, the ROV moves along at a constant depth of −793 m for the first 38 s before it 
moves up as the vehicle is too close to the seabed (to avoid collision). In Figures 15 and 16, 
the forward and lateral thrust (in N) produced by the ROV increases to reach the targeted 
location, i.e., to maneuver to the desired position. The thrusts reduce once the gas leakage 
C2 behavioral realism
Item Requirement Fulfilled
2.1.1 A rigid body with 6 DOF (Degree Of Freedom) should be present in the ROV and have the 
ability resolve the various forces on objects within the simulation.
No
2.1.2 The simulated ROV should be able to resolve moments and forces acting on the ROV. No
2.1.3 Deployment of the ROV from a vessel which follows the ROV on its own should be included. No
2.1.4 Exercise areas, along with the various landmass, visuals, buoys tides, and depth data should 
be available when required to attain the desired training outcome.
No
2.1.5 The simulation should encompass multiple scenarios in dynamic environments with complete 
object interactions, using detailed dynamics, mechanisms and colliders.
No
2.1.6 The Sonar simulated and data attained from said simulated sonar should be similar to a sonar 
commonly used in real life.
No
2.1.7 It should be possible to simulate the effects of heave on various mechanical parts. No
2.1.8 The ROV’s tether should be responsive to the simulated environment. No




3.1.1 All visuals should have an engaging 3D environment with detail visuals. Yes
3.1.2 Underwater visibility should controllable. No
3.1.3 Lights should be adjustable by the pilot. Yes
3.1.4 Pilot should have control over cameras allowing him to zoom, adjust and focus. No
Environmental
3.1.5 It should be possible to control the surge and speed of currents. No
3.1.6 It should be possible to control sea state. No
3.1.7 Interaction with sea floor should be realistic within simulation, e.g. clouding as 
a result of thrusters or suction.
No
3.1.8 Turbidity of the water should be controllable. No
Table 4. Classification standards for operating environment.
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Figure 9. GUI with buttons to toggle between cameras and lighting.
C4 casualty simulation
Item Requirement Fulfilled
4.1.1 It should have the capability to simulate impairment caused by severe strain on umbilical cord. No
4.1.2 It should have the capability to simulate damages due to collision impact. No
4.1.3 It should have the capability for the instructor to inject video display complications. No
4.1.4 It should have the capability for the instructor to inject thruster control complications. No
4.1.5 It should have the capability for the instructor to inject instrument display complications. No
4.1.6 It should have the capability for the instructor to inject sonar display complications. No
Table 5. Classification standards for casualty simulation.
Figure 10. Leakage in pipeline.
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and subsea system are found. Figures 12–14 show less fluctuating in the motion along the X, 
Z-axis, and yaw. The position of the ROV increases along the Z-axis while its position along 
the X-axis remains quite constant. The ROV makes a turn around the Y-axis (clockwise) to 
approximately 280° at 87 s where the position of the ROV increases along the X-axis and 
remain quite constant on the Z-axis. After approximately 140 s later, the ROV has reached the 
top section of the subsea system where the gas leakage is located in Figure 10.
Figure 11. Obstacles in the virtual scene.
Figure 12. X and Y positions of ROV at the different time frame.
Figure 13. Z position of ROV at various time frames.
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The left manipulator of the ROV was activated using a button on the GUI control panel to 
shut down the subsea system due to the leakage. The ROV can reach the targeted position 
and shut down system successfully after about 202 s. With the presence of the obstacles in 
the scene, the objects can interact with one another as though in the real environment. There 
was no obstacle being hit. The ROV pilot managed to find the gas leakage before reaching the 
targeted top section of the subsea system to deactivate the switch to prevent more leakages 
from happening. A sample of the simulation results obtained from the ROV simulator is sum-
marized in Table 6.
Figure 14. Yaw of ROV at various time frames.
Figure 15. Forward thrust at different time frame.
Figure 16. Lateral thrust at different time frame.
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5. Conclusions
This chapter has successfully demonstrated the process of developing a virtual simulator 
using an open-source modern game engine software to develop “serious game” as a train-
ing system. By integrating different game objects using event-driven programming that is 
provided within the development software, it can be seen that modern game engine is capable 
of producing an appropriate level of accuracy in a fraction amount of time and at a low cost. 
Pilot training is useful for search and rescue operation, dynamic positioning of the drill string, 
subsea operation, and inspection tasks. Working at the simulator console, the trainees learn 
necessary flying skills and experience challenges of offshore operations before their first jobs. 
The virtual ROV’s simulator creates a powerful and an efficient project preview and assess-
ment tool for training. The low-cost ROV’s pilot simulator can simulate live inputs from the 
vessel, rig to position the drill string and co-ordinates work operations efficiently in an off-
shore environment. It dramatically enhances the current training capability, workplace safety 
in an uncertain environment and reduces maintenance cost as the present cost of a complete 
ROV’s pilot simulator is quite expensive to use and maintain.
Further research can be made to examine whether a pilot candidate who experienced the 
training in a simulated environment will perform better than those who do not have prior 
training. The design of different controllers can be implemented to add robustness to the 
ROV operation in underwater. Further development could be shown to improve on the 
simulator to suit the requirements of the classification society and specifications. It will be 
necessary as ROVs are used in many underwater tasks with more autonomy in its opera-
tions. However, it is still not possible to replace the decision-making process of a human 
operator in the loop.
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Descriptions Results
Total distance traveled in x direction 79.29 m
Total distance traveled in z direction 107.27 m
Final position on y-axis −792.57 m
Final ROV is heading 169.75°
Total time was taken 202.18 s
Obstacle hits 0
Table 6. Simulated results obtained from ROV pilot simulator.
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Abstract
Unmanned aerial vehicles (UAVs) are unpiloted flying robots. The term UAVs broadly 
encompasses drones, micro-, and nanoair/aerial vehicles. UAVs are largely made up of a 
main control unit, mounted with one or more fans or propulsion system to lift and push 
them through the air. Though initially developed and used by the military, UAVs are 
now used in surveillance, disaster management, firefighting, border-patrol, and courier 
services. In this chapter, applications of UAVs in agriculture are of particular interest 
with major focus on their uses in livestock and crop farming. This chapter discusses the 
different types of UAVs, their application in pest control, crop irrigation, health moni-
toring, animal mustering, geo-fencing, and other agriculture-related activities. Beyond 
applications, the advantages and potential benefits of UAVs in agriculture are also pre-
sented alongside discussions on business-related challenges and other open challenges 
that hinder the wide-spread adaptation of UAVs in agriculture.
Keywords: agriculture, crop production, farming, livestock, unmanned aerial vehicles
1. Introduction
An Unmanned Aerial Vehicle (UAV) is a type of aircraft that operates without a human pilot 
on-board. There are different types of UAVs employed for different purposes. Originally, 
the technology was employed by the military for anti-aircraft target practice, intelligence 
gathering and surveillance of some enemy territories. The technology has however grown 
beyond its initial purpose and in recent years has gained prominence in different spheres 
of human endeavor. Advancements in technology has allowed for the increased adapta-
tion of unmanned aerial vehicles for various purposes. Without an on-board pilot, UAVs 
© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
are controlled either remotely by a pilot at a ground station or autonomously, steered by a 
pre-programmed flight plan.
There is a huge potential for the application of UAVs in Agriculture. One such application is in 
accurate and evidence-based forecasting of farm produce using spatial data collected by the 
UAV. UAVs also allow farmers to observe their fields from the sky. This sky-view can reveal 
many issues on the farm, common among which is irrigation related problems, soil variations, 
fungal and pest infestations. Further information relating to water access, changing climate, 
wind, soil quality, the presence of weeds and insects, variable growing seasons, and more 
can all be monitored with UAVs. From a livestock perspective, UAVs are being used to per-
form head counts, monitoring animals and also studying eating habits and health related 
patterns. Utilizing the information gathered, farmers can provide fast and efficient solutions 
to detected problems and issues, make better management decisions, improve farm produc-
tivity, and ultimately generate higher profit. In this chapter, various applications of UAVs 
in Agriculture are discussed both in commercial livestock farming and crop farming. This 
chapter also presents some of the open challenges to the application of UAVs in Agriculture.
Immediately following this introduction is a discussion of the various types of UAVs which 
is done in Section 2. This is followed by the applications of UAVs in crop farming and in 
livestock in sections 3 and 4 respectively. Advantages of UAVs and corresponding challenges 
are discussed in Section 5, the chapter ends with the 6th and concluding section.
2. Types of UAVs
UAVs can be classified based on usage, with some being used for photography, aerial map-
ping, surveillance, cinematography etc. However, a better classification can be made based on 
their feature sets. Vroegindeweij, et al. in their paper [1], presented an overview of the differ-
ent types of UAVs applied in Agriculture and categorized them into three main groups – fixed-
wing, Vertical Take Off and Landing (VTOL) and bird/insect. The authors identified the VTOL 
with its agility, great maneuverability and hovering ability as best suited for Agricultural 
application. In [2], the authors however argued in favor of the fixed-wing UAVs, stating that 
their long flight time and speed makes them better suited in comparison to the VTOL, which 
have comparatively shorter flight time and slow speed. In other works, authors have argued in 
favor of unmanned helicopters such as the monocopter or single-rotor UAV [3, 4]. These types 
of UAVs have long flight time, can fly at different altitudes and have good hovering abilities. 
However, they are much more complex to fly. A comprehensive survey of various UAVs was 




4. Fixed-wing-multi-rotor Hybrid UAVs
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2.1. Multi-rotor UAVs
These are the most common type of UAV, evident by their wide popularity among profes-
sionals and hobbyists alike. They find applications in photography, aerial video surveillance, 
recreational sports and games etc. They are the easiest to manufacture and also the cheapest 
type of UAV. Multi-rotor UAVs are further classified based on the number of rotors on the 
platform. There are those with three rotors called tricopter, with four rotors called quadcop-
ter, with six rotors called hexacopters and those with eight rotors called octocopter. Flying a 
multi-rotor UAV does not require exceptional skill unlike the other types of UAVs.
Multi-rotor UAVs though cheap and easy to manufacture have a few drawbacks which 
include: limited flying time, endurance and speed. They can only sustain an average fly-
ing time of between 20 and 30 minutes. This is because a large percentage of their energy is 
expended fighting gravity and wind to remain stable in the air. Figure 1 shows an octocopter 
used for precision spraying of liquid pesticides and herbicides.
2.2. Fixed-wing UAVs
These types of UAVs have wings similar to normal aircrafts. Unlike the Multi-Rotor UAVs, 
they do not exert a lot of energy to stay afloat in the air, hence able to fly longer; having 
average flight times of over an hour. Longer flight time makes them most ideal for long dis-
tance operations. However, they cannot hover on a spot and are thus not suitable for aerial 
photography. Furthermore, they are more expensive and require exceptional flying skill to 
operate. Figure 2 shows a sample fixed wing UAV used for capturing images across large 
acres of farmland.
2.3. Single-rotor UAVs
Single rotor UAVs are also called monocopters and look very much like helicopters in design 
and structure. Though they are called single rotor UAVs, they actually have two rotors - a 
large on top and a smaller one at the tail. The bigger rotor is for lift while the smaller is 
Figure 1. Multi-rotor UAV [6].
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used for control. They have significantly longer flying time than their multi-rotor counterpart, 
as they are often powered by gas engines. These UAVs are also highly maneuverable and 
much more efficient than the multi-rotor types. Similar to the multi-rotor, they are also able 
to hover, hence useful for aerial photography and precision spraying. Despite these beneficial 
attributes, they come with higher operational risks as the large sized rotor blades usually pose 
a risk which is mostly fatal in nature. Like the fixed wing UAVs, these also require special 
flying training. Figure 3 shows a sample single-rotor UAV.
2.4. Fixed-wing-multi-rotor hybrid UAVs
These types of UAV combine features of the fixed-wing and the multi-rotor UAVs, with 
the hybridization gives these UAVs a best-of-both-worlds feature set. They are able to per-
form vertical take-off and land (VTOL) as well as hovering in place like the multi-rotor and 
single-rotor. Similar to the fixed-wing and single-rotor UAVs, these also benefits from long 
flight-time, but can stay in flight for much longer. Figure 4 shows an image of one such UAV 
that is versatile enough to be used for image capturing, surveillance as well as precision 
spraying.
Figure 2. A fixed-wing UAV [7].
Figure 3. A single-rotor UAV [8].
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Though these are the four common types of UAVs, there is a unique type of UAV called the 
Flexible Membrane Wing (FMW) UAV [10]. The FMW has wings made from flexible mem-
brane material, with the advantages of this being easy of storage (as the wings can simply be 
folded up) and better control and maneuverability in windy conditions (as the flexible wings 
dynamically adjust to cater for wind preventing “adaptive washout”). The FMW is a niche 
UAV, targeted flying in harsh and windy conditions. Flexible membrane also implies lighter 
weight and by extension the possibility of carrying larger payloads.
2.5. Comparison of various UAVs
Figure 5 shows a comparison of the four different types of UAVs based on their average 
weights, payload size and flight time; Table 1 on the other hand summarizes their in-flight 
specifications. For each category, a model UAV was selected. The values shown were 
obtained from the respective manufacturer documentation and/or operator’s manual of each 
product. On Table 1, the advantage of the hybridization can clearly be seen, as it resulted in 
Figure 4. A hybrid fixed-wing-multi-rotor UAV [9].
Figure 5. UAV weight and payload vs. flight time.
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higher flying altitude, wider control range, increased speed and longer flight time compared 
to the other UAV types.
3. UAVs in plant/crop farming
According to Massachusetts Institute of Technology (MIT), UAV technology will give the 
Agriculture industry a high-technology makeover, with planning and strategy based on real-
time data gathering and processing. PwC put a $32.4 billion valuation on the UAV-powered 
Agriculture solutions market [11]. The application of UAV technology in Agriculture has 
become increasingly necessary with the increase in global population and the resultant 
pressure on agricultural consumption. The ever growing international population is not 
proportionately matched with crop growth; hence, there is a growing concern about food 
sustainability. In a bid to tackle this challenge, farmers around the globe have had to adapt 
modern and automated solutions in order to keep up with the agricultural needs of the 
world population that is in constant flux. UAVs are one such technology that could help 
improve crop yield. A number of UAV application areas are presented in the following 
subsections.
3.1. Soil and field analysis
The use of UAVs for soil information sourcing is helpful at the early start of a crop cycle. 
The data collected helps in early soil analysis, and is also useful in planning seed planting 
patterns. These data can also assists the farmer in making irrigation plans as well as determin-
ing the quantity of fertilizer needed on the soil or field after planting. Using a data-driven 
approach, the farmers can improve the overall yield quantity of agricultural produce, while 
significantly saving on fertilizers and pesticides. All these are made possible through the 
analysis of remote images captured with UAV. UAV imagery also has a huge potential in 
designing site-specific weed control treatments. With the high resolution images, farmers can 
quickly and precisely spot weeds almost immediately they spring up and apply minimal 
pesticide to contain them. The authors in [12] developed an Object-Based Image Analysis 
(OBIA) on a series of UAV images using six-band multi-spectral cameras on a maize field in 
Spain. While in [13] the technical specifications and configuration of a UAV which could be 
used to capture remote images for Early Season Site-Specific Weed Management (ESSWM) 
were given. The study also evaluated the image spatial and spectral properties necessary for 
UAV type Altitude (km) Avg. control range (km) Avg. airspeed (m/s)
Multi-rotor UAVs (DJI Agras MG-1P [6]) 2 3–5 7
Fixed-wing UAVs (AgEagle RX60 [7]) 0.125 2 18.8
Single-rotor (Alpha 800 [8]) 3 30 15.2
Fixed-wing-multi-rotor hybrid UAVs (Jump 20 [9]) 4 500–1000 30
Table 1. Feature-based comparison of UAVs.
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weed seedling discrimination. They deployed an UAV equipped with multi spectral cameras 
and analyzed the technical specifications and configuration of the UAV to generate images at 
different attitudes; with the high spectral resolution required for the detection and location of 
weed seedlings in a sunflower field. The result of the study can be of help in the selection of 
an adequate sensor and configuration of the flight mission for ESSWM.
3.2. Planting
Planting crops is a costly and cumbersome endeavor that has traditionally requires a lot of 
manpower. UAVs have simplified crop planting for farmers, with their abilities to cover large 
acres of land within a short period with utmost precision and accuracy. Today’s high-end 
UAV farming technology offers UAV-powered planting techniques that reduce planting costs 
by up to 85%. The reduction in planting costs is a result of the UAV’s capability of performing 
multiple tasks at the same time.
UAVs have become increasingly popular in recent years in agricultural research applications. 
They have been found to have capabilities of acquiring images with high spatial and tem-
poral resolutions in Agriculture. Reference [14] evaluated the performance of a UAV-based 
remote sensing system for quantification of crop growth parameters of six sorghum hybrids. 
Factors such as Leaf Area Index (LAI), fractional vegetation (fc) and yields were considered. 
The evaluation was carried out using a fixed-wing UAV, equipped with a multi spectral sen-
sor to collect images during the 2016 growing season with flight missions carried out 50 days 
after planting. The flight missions provided data covering the different growth periods of 
the sorghum hybrids. The authors inferred that high resolution images acquired using UAV 
can be effectively utilized for in-season data collection from the field. The results obtained 
proved the relationship between Normalized Difference Vegetation Index (NDVI) and LAI, 
and between NDVI and fc. It was thus possible to determine/estimate LAI and fc from UAV 
derived NDVI values. It was shown also that imagery taken at flowing stage could be bet-
ter indicator of yield, rather than NDVI obtained at earlier growth stage of sorghum crop. 
Furthermore, it was also established that early season NDVI measurement is useful index for 
estimating plant population density of sorghum.
The authors in [15] sought to develop a novel method to quantify the distance between maize 
plants at field scale using an UAV. The distance between roots and plants are essential in 
determining the final grain yield in row cops. An UAV-based image algorithm was developed 
to calculate maize plant distances. Knowledge of the exact number of plants per square meter 
is essential and helps to improve yields by deducing the fertilizer and pesticide application 
to match plant demand. Determining plant population is essential for several other processes 
such as soil-to-plant balance, nutrient recycling and resource use efficiency. The study demon-
strated the possibility of quantifying the distance between maize plants and provided an inno-
vative approach to quantify plant-to-plant variability and by extension crop yield estimates.
3.3. Crop and spot spraying
Crop spraying is usually a tough and onerous task for farmers and agricultural production 
companies. It involves covering extremely large expanses of land comprehensively to ensure 
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proper growth of crops. Agricultural UAVs have simplified crop spraying for farmers; as 
they can cover large expanse of land within a very short time interval. Using sensors, UAVs 
can automatically adjust their height when spraying across uneven fields. This improves the 
spraying accuracy and conserves resources. The advantages of using UAVs for crop spraying 
include: time and cost savings for the farmer, efficient spraying as both the plants and the 
soil below can be reached, and protecting farmers from prolonged exposure to potentially 
harmful chemicals that are hitherto associated with manual spraying. Agricultural UAVs 
utilize state-of-the-art topographical scanning techniques to dispense the optimal amount 
of fluid required for proper crop growth. This ensures even coverage with limited wastage. 
Lv et al. [16] demonstrated the practicability of infrared thermal imaging in evaluating the 
droplet deposition in the field of aerial spraying. In the study, the effect of UAV flight speed 
on the spray droplets was investigated and the variable spray test was conducted by a UAV 
simulation platform, with airborne spray system under controllable environment. Several 
conclusions were drawn from the study among which were that deposition density decreases 
with the flight speed and droplet diameter (i.e. the distribution uniformity of particle size) 
decreases with an increased flight speed resulting in the worse uniformity of the sprayed 
droplets. The authors therefore provided a theoretical support for optimizing the spraying 
parameters of plant protection UAV, aimed at improving plant yield.
Spot spraying is similar to crop spraying but targets weeds. With the use of high resolution 
cameras, the UAV can identify weeds and precisely spray a jet of herbicide. Spot spraying can 
save up to 90% on chemical herbicides. Numerous research works [17–19] have been done in 
determining the efficacy of UAVs for spot spraying. Some factors considered were balancing 
UAV altitude and speed with spraying height and accuracy as well as droplet sizes, spray 
pressure and the possible effects of the UAVs’ propeller(s) airflow direction.
3.4. Crop monitoring
A combination of large farm fields and low efficiency in crop monitoring system are some of 
the greatest farming challenges. The challenge of monitoring is further aggravated by unpre-
dictable weather conditions, which drive up risk and field maintenance costs. An agricultural 
UAV helps the farmer overcome some of these challenges. UAVs with thermal imaging cam-
eras enable the farmer to monitor his farm. The farmer can check the state of crops in the farm, 
as well as areas that need urgent attention. The result is improved yield and greater profit. [20] 
demonstrated the possibility of generating quantitative mapping products such as crop stress 
maps from UAV images and highlighted the value of UAV remote sensory when applied in 
precision Agriculture. The study applied a single-rotor UAV (monocopter), equipped with 
multiple spectral cameras, and then developed a framework to process the UAV images and 
generate mosaic images which can be aligned with maps for GIS integration at a later stage.
3.5. Irrigation
Agricultural UAVs fitted with thermal imaging cameras have the capability to providing tre-
mendous insights into specific troubled areas in the farm. Using the thermal cameras, the 
farmers are able to determine areas with low soil moisture, pinpoint crops that are dehydrated, 
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locate areas that are water-logged and in general have a sense of the overall health status of 
crops in the field. Such precise and specific monitoring were either not possible with tradi-
tional farming, inefficiently done or extremely expensive as experts have to be contracted to 
carry out the task and proffer adequate solutions. UAVs now give the farmers that ability to 
do these themselves. In [21], the authors carried out a study on vineyard water status variabil-
ity by thermal and multispectral imagery using an UAV. Assessment of the water status vari-
ability of a commercial rain-fed Tempranillo vineyard was done, and concluded that an UAV 
can be used to assess vine water status, and to map within vineyard variability which could 
be useful for irrigation practices. The work done in [22] focused on the application of thermal 
remote sensory in precision Agriculture, and some of the concerns relating to its application. 
Gonzalez-Dugo et al. [23] further dealt with the assessment of heterogeneity in water status 
in a commercial orchard as a prerequisite for precision irrigation margent. High resolution 
airborne thermal imagery was employed. A UAV with thermal camera on board was flown 
three times during the day over a commercial orchard; and the indicators derived from the 
thermal imagery described the spatial variability in crop water status and thus allows the 
mapping of an orchard on a tree by tree basis. It therefore becomes a valuable tool for water 
management in precision Agriculture.
3.6. Health assessment
Farm health assessment is crucial for detecting fungal and bacterial diseases on the farm. By 
scanning a crop using both visible and near-infrared light, UAV-carried devices can detect 
temporal and spatial reflectance variations and associate it to the farms health for early 
interventions, which ultimately saves the entire farm. These two possibilities increase a 
plant’s ability to overcome disease. And in the case of crop failure, the farmer will be able to 
document losses more efficiently for insurance claims. UAVs offer new and modern methods 
of accurately monitoring and assessing pest damage needs to be investigated. The authors 
in [24] explored the combination of UAVs, remote sensory and machine learning techniques 
as a promising technology to address the problem of agricultural pests in farmlands. UAV 
platform was deployed over a sorghum crop in South-East Queensland, Australia, to col-
lect high resolution RGB images of certain areas which were severely damaged by white 
grub pest. An image processing pipeline was implemented prior to image analysis. The 
study demonstrates how UAV-based remote sensitivity and machine learning could be 
used to achieve biosecurity surveillance and pest management. The work presented in [25] 
also corroborated the use of UAV in crop health assessment, and outlined the benefits of 
deploying UAV remote sensing over the traditional methods. They developed a method 
that can quickly monitor crop pest, based on UAV remote sensing, which was deployed for 
inspection pests in Baiyangdian agricultural zone during the growth season. An improved 
SIFT Algorithm was adapted for image matching and mosaic with good result. The method 
adopted by [24] was used to check the status information of crop pest. Similarly, in the 
work done by Yinka-Banjo et al. [26], the authors proposed the use of UAVs for bird control 
in farmlands. Their solution combined the use of autonomous vehicles with bird scare tac-
tics. The combination was reported to be more efficient than the traditional human-based 
manual approaches.
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4. UAVs in livestock farming
Livestock farming is the act of rearing animals for food and/or other uses such as medi-
cine, leather, fur and fertilizer. The authors in [27, 28] showed that traditionally Livestock 
Production Systems (LPS) were grouped into three major classes, namely: livestock produc-
tion integrated with crop, land based and agro-ecological. They further sub-divided LPS into 
11 groups – solely livestock production, temperate and tropical highlands grassland-based, 
arid and subtropics grassland, humid and subtropical mixed-farming based, temperate and 
tropical highlands rain-fed mixed farming, humid and subtropics rain-fed mixed, temperate 
and highlands irrigated mixed farming, humid and subtropics irrigated mixed farming, arid 
and subtropics irrigated mixed farming, landless monogastrics and landless ruminant farm-
ing. Similarly, in [29], the authors reviewed five (5) types of livestock production systems 
in tropical areas based on factors such as agro-ecological zones, animal type, function and 
management. The identified classes were Pastoral Range, Crop-livestock (low and highlands), 
Ranching and landless.
With respect to livestock, sheep and goats are the most farmed animals, followed by cattle. 
Table 2 shows a numerical distribution of global livestock produce adapted from [30].
Livestock farming as with other aspects of Agriculture can be monotonous and labori-
ous. Humans are however not well suited to such task over a prolonged period of time. 
Machines therefore can find practically applications in this arm of Agriculture, as they 
are designed to perform repeatable tasks, faster and possibly more efficiently (over a long 
period of time) than humans can. UAVs are therefore no exceptions and have found practi-
cal applications in livestock farming. Applications of UAVs in livestock farming are dis-
cussed as follows:
Animal type and/or produce Number/quantity (10^6)
Animal
Sheep and goats 1777








Table 2. Global livestock produce.
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4.1. Livestock censors
To further put Table 2 in perspective, according to the National Development Agency of South 
Africa, there were over 13 million units of cattle, 30 million sheep and 6.6 million goats and 1.6 
million pigs bred in each province annually between up on to 2003. The figures are even sig-
nificantly higher in European countries according to Eurostat. These are staggering numbers, 
hence monitoring and daily head counts of these large number of animals can be challenging. 
UAVs can thus find application here and be used to perform headcounts of livestock across 
these large grazing areas [31–33]. Animal counting can be done either by using image recogni-
tion [31] or using heat detecting infra-red cameras [34]. For image processing, Convolutional 
Neural Network (CNN) has emerged in recent times as the most widely used [35]. In large 
grazing areas, the UAVs can also be used to detect and count the number of animals present. 
In most of these works, the UAVs fly across the field, and counting the number of animals 
present. In the work done by [33] however, the authors proposed an approach, wherein the 
number of goats are counted and tracked using fewer numbers of pictures, sometimes only 
one. The authors reported 73% count accuracy and 78% tracking accuracy.
In contrast, in their book [34], the authors reviewed numerous methods of performing thermal 
imaging for monitoring animals in the wild. Among many other factors, the authors argued 
that thermal imagining is not dependent on time of the day unlike image processing. This 
therefore provides a unique opportunity to observe animals in their natural habitats without 
causing disturbances – which can lead to dispersion and possibly double or inaccurate counts.
4.2. Animal health
Beyond counting, research work is underway at the Texas A&M University, to investigate the 
use of infra-red cameras mounted on UAVs to monitor the health of animals. The research is 
based on the premise that, animals with fever tend to have heightened temperature. This can 
easily be detected by the UAV and appropriate medication can be administered [36]. Similar 
research targeted at monitoring health has also been carried out in [37]. Figure 6 shows a 
sample heat map of a herd of cattle captured by a UAV.
4.3. Monitoring and identification
On an individual levels, animals can be tagged with RFIDs or similar sensors and can then 
be monitored using UAVs. With this, farmers can effectively monitor the movements and 
feeding behavior of a specific animal [38]. This has also been extensively used in monitor-
ing endangered animals, raised in captivity and released into the wild. Similar to the two 
application areas discussed above, the identification can be carried out using UAVs fitted 
with normal cameras or IR cameras (which detect heat emissions from the animal) or RFID 
readers.
A major challenge to the application of RFID is that passive RFID tags have very short range, 
hence might be difficult to use. Potential solutions might include:
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1. Painting QR codes on cattle, which the cameras fitted on the drone, can simply scan in 
order to identify the animal.
2. The use of a relay drone, such as the RFly being researched at MIT [39]. The RFly acts as 
a relay between the RFID tags and the reader. Using RFly, the authors recorded up to 50 
meter range extension for passive RFID tags.
These technologies can be borrowed and used for animal identification and monitoring in 
Agriculture.
Figure 7 shows a potential use case of UAVs and RFID tags in animal identification.
4.4. Aerial mustering
Mustering is the process of using aircraft to locate and gather animals across a large span of 
land. Dogs (sheep dogs) and human on horses (cow boys) or motorcycles have traditionally 
been used to direct livestock along specific paths. For larger expanse of land, small sized 
helicopters are used. These helicopters are often piloted by one person and have highly 
Figure 6. Heat map of herd of cattle [36].
Figure 7. Animal identification using relay UAVs.
Autonomous Vehicles118
maneuverable and agile. The challenges with the use of helicopters are the need for extensive 
training, the cost of licenses and certifications, the cost of fuel and most especially the high 
level of risk exposure and casualties associated with it.
UAVs provide a unique opportunity for aerial mustering as they are comparatively risk 
free, cheaper to fly and require shorter training period, yet able to achieve similar results. 
UAVs have successfully been used in Australia and New Zealand to muster sheep and cattle 
[40]. According to [41], aerial mustering UAVs are fitted with sirens to herd sheep, deer and 
cattle. The UAVs can also be used to guide the animals to feeding, drinking and milking 
areas. Numerous case studies of the application of the DJI Phantom in Agriculture are given 
in [41]. Figure 8 shows a use case of UAVs for sheep mustering.
4.5. Geo-fencing and virtual perimeter
Geo-fencing, virtual perimeter or geo-zoning simply means creating a virtual barrier or perim-
eter around a geographical area of interest [42, 43]. It has also been defined as an enclosure, 
or a boundary without the use of physical barriers. It can be accomplished by using a combi-
nation of RFID, LoRaWAN and GPS based location sensors for instance. Sensors obtain the 
location of the subject of interest relative to a map. Geo-fencing has been used in numerous 
fields such as fleet management and logistics – to monitor movement of vehicles, proximity 
marketing – which prompt users of products when they are close enough, asset management 
– which send alerts when an asset is moved without authorization, people monitoring – such 
as in monitoring movement of children and employees and in law enforcement – to restrict 
and/or monitor persons of interest.
Figure 8. Aerial mustering using a UAV.
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Geo-fencing has also seen immense application in Agriculture, more specifically in free-range 
livestock farming. Sensors are placed on collars of cattle, goats etc. and these send location 
data to the farmer. There are two major forms of application of geo-fencing in agriculture: in 
the first, the sensors simply notify the farm owner when animals have grazed outside a pre-
defined perimeter [44]. In this system, the farmer has to actively go muster the animals back 
into the perimeter. In the second approach, the animals are given subtle stimulations when 
they wonder outside set perimeter. Such simulations might include high frequency sounds or 
low voltage jolts – this approach depends on associative learning [45]. An illustration of a geo 
(virtual)-fence is shown in Figure 9, with the red boundary showing the grazing area and the 
blue circle showing an animal grazing outside the boundary.
Recent research work has focused on improving the efficiency of geo-fencing technologies. 
Low cost GPS being the most commonly used geo-fencing sensors have an error range of 
between 5 and 10 m and sometimes take long to locate and lock on to the required number of 
satellites. In a bid to improve on them, Assisted-GPS and WiFi have been used to respectively 
improve accuracies and reduce the time-to-first-fix [43]. LoRaWAN has recently been intro-
duced as an alternative protocol for accurate location of animals [44, 46].
Though some arguments have been raised with respect to the effectiveness of geo-fencing, 
such as in the work of [47], rather than purely depending on stimuli, UAVs can be used to 
steer the animals back into range when they roam out of grazing perimeters. UAVs can there-
fore provide a cheap and effective way of getting animals back “inline” and are particularly 
useful when a number of animals stray outside different ends of the perimeter.
5. Advantages and challenges of UAVs
5.1. Advantages
1. Limited Constraints: Being air borne they are not hindered by physical constraints such as 
road/soil terrain, uneven paths and obstacles. They can simply fly over them all.
Figure 9. A virtual fence around a grazing area.
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2. Shorter travel path: It is well known that the shortest distance between two points is a 
straight path. UAVs are best suited for this, as they can fly directly in straight paths. This is 
not always the case with land based vehicles.
3. Flying dark: In the case of autonomous UAVs, the UAVs can be programmed to fly in pitch 
darkness or at times with near zero visibility when it would be difficult for humans to 
manually control them.
4. Time and labor savings: Activities such as head count, monitoring and mustering often 
require the employment of more hands to help out. These can be both labor intensive and 
time consuming. With the use of UAVs, the number of extra laborers required is signifi-
cantly cut down, while simultaneously saving time. Similarly in crop farming, UAVs can 
spray crops about 40–60 times faster than human laborers can.
5. Cost: Beyond savings in time, cutting down on laborers directly translates to cost sav-
ings. Though, capable UAVs are not cheap and there is also the added cost incurred in 
form of electricity to recharge the batteries; the cost savings and advantages of UAVs still 
significantly outweighs the manual and labor intensive processes of traditional/crude 
agriculture.
6. Aerial photography and imaging: With the use of UAVs, farmers can quickly obtain aerial 
images of their entire farm or select areas of interest. This can be useful in determining 
when fruits start to sprout or when pests and weeds are choking out crops.
5.2. Hindrances and challenges
UAVs have seen a wide range of applications in a smart city, all of which contributes greatly 
to the development of any smart city. In [48] the authors pointed out some of the challenges 
associated with the use of UAVs. Though these works focused on smart city applications, a 
number of these challenges are also applicable to the Agricultural space. The challenges were 
broadly classified into business and technical, and include:
1. Cost: The technology is perceived as expensive as a result of the technical nature of UAVs. 
Deployment, integration and training can be very expensive [48]. Similarly, in [49], the 
authors took a project management perspective to deployment of UAV related projects 
and highlighted cost as a key element that needs to be considered. It was also noted that 
proper estimations need to be using various technique prior to undertaking any such 
project.
2. Licensing and regulation issues: This is still a gray area with respect to UAVs. Regulations 
are either none-existent or a loose adaptation of aviation laws, which do not perfectly fit 
in with UAVs. There is therefore the need to draw up legislation to regulate the new pos-
sibilities and application areas of UAVs. Countries such as the USA, the UK, Germany and 
Spain [31] are leading the way in this direction by drafting guidelines for the use of UAVs 
and areas over which they can be flown. Other countries of the world are however still 
some way behind.
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3. Business Adoption: From a business perspective, it might not be out rightly easy to justify 
the adaptation of UAVs into Agriculture. Though one might argue that there might be 
cost savings in the long run, counter arguments can be put forward regarding the actual 
acquisition cost of the UAVs, insurance / replacement of crashed UAVs, purchase of high 
resolution cameras for imagery as well as the accompanying software solutions and other 
running costs. When all these are added, it makes it a hard case to sell to farmers and 
Agriculture business owners.
4. Technical Challenges: These come in the form of system integration - integration of the 
middleware services with the UAV, high performance systems for data analytics, Net-
centric infrastructure which enable any member of a team to control the UAV and retrieve 
imagery and sensor information in real time and application of machine learning / com-
putation intelligence to identify and retrieve useful insights from the large pool of data.
5. Ethics and privacy: Some feel that the use of UAVs for monitoring and surveillance would 
lead to the invasion of their privacy. A lack of standard operational and technological 
procedures needed for safe performance of the UAVs is a great challenge. There could be 
GPS-jamming and hacking because of the vulnerabilities in the command and control of 
UAV operations.
5.3. Other open challenges
1. Limited flight time: UAV flight time is largely dependent on battery capacity. In most 
UAVs, particularly the multi-rotor, batteries can often times only sustain a flight time of 
between 10 and 30 minutes, and can be less when flown during high wind speeds. For 
activities such as crop spraying UAVs are only effective on hills, small areas, and in areas 
where other equipment cannot easily reach, for longer distance/range they are less efficient 
and even more costly than larger ground-based crop spraying equipment. The same chal-
lenge can be seen in the area of NDVI imaging, where farmers obtain NDVI images to 
assess the plant health. Alternative solutions are airplanes and satellites. While UAVs are 
the most cost-effective for small areas, they are currently not competitive against planes 
and satellites for larger areas.
2. There is the need to improve battery technology and find a way of using batteries with 
bigger capacity yet small footprint in UAVs. The use of solar photo-voltaic cells to 
power UAVs, such as [50] or the hybrid fixed-wing might be promising direction to be 
explored.
3. Limited payload size: Due to the small size of most UAVs, they are unable to carry a lot at 
once. This therefore limits their applications to basic aerial photography and observation. 
Though there are large-size UAVs such as [51], these are still limited in terms of flight time 
which is even further shortened when they are fully loaded. This limitation is prominent 
in application of UAVs in crop dusting (spraying pest/weed controlling chemicals or fer-
tilizer on crops). Large gas powered monocopters might be a potential solution to this 
challenge.
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4. Autonomy of UAVs: The possibilities of UAVs in Agriculture are numerous. However, 
most are currently being manually operated by humans. This limits their applications to 
certain times of the day when there is clear visibility. Advancements in computational 
intelligence specifically in areas of navigation, obstacle avoidance automatic sensing and 
actuation (performing pre-programmed tasks) can further accelerate the acceptance and 
usage of UAVs in livestock Agriculture.
5. Data Processing: Recent research works have shown the importance of data and infor-
mation in almost all areas of human endeavor. Agriculture is certainly no exception. The 
use of UAVs as data gathering tools is still very much in its infancy. There is the need 
to develop effective techniques for data acquisition, data muling and most importantly 
converting these data to useful information. For instance, by observing the movement and 
body temperature of cows, farmers might be able to detect possible health related issues 
early on before they become fatal.
6. Empowering Farmers: In an article titled “on Drone technology as a tool for improving 
agricultural productivity”, in [2] the authors identified empowering farmers as a vital pro-
cess in improving agriculture. They concluded that it’s one thing to have the technology 
and have the ability to gather billions of data for analysis, however all these are of no use, 
if they cannot be properly integrated and applied into agricultural business processes; 
where it can bring the much needed improvement. This can only be done by empowering 
the farmers themselves – either through formal class room education or informal practical 
demonstrations.
7. Cost: The ideal UAV for agriculture applications is one that has a good balance of dura-
bility, long flight time, stability and optional ability to fly autonomously. Such a device 
would cost much more than an average farmer might be able to afford. Most especially 
for farmers in developing countries. For those in much developed countries, there might 
also be the challenge of justifying how the purchase of such expensive devices can directly 
translate to measureable profit. To this end Farmers are still largely depend on manual 
ways of carrying out their farm operations.
8. Safety: There are also safety concerns with the use of UAV in Agriculture. One such is the 
UAVs’ inability to recognize and avoid other airborne aircrafts and objects within the same 
airspace. This could result in collisions. Though obstacle avoidance is not too far-fetched, 
incorporating such features into basic UAVs would further drive up the already expensive 
cost of the UAVs.
9. Availability: There is also the problem of manufacturing, and meeting up with the demands 
for UAVs by farmers. This is largely expected since the industry is still exploring and test-
ing Agricultural use cases. Manufacturing is being done on a small scale and the fixed costs 
remain high. In [22], it was pointed out that despite the numerous potential advantages of 
thermal remote sensing has over the optical RS in crop and soil monitory, there are a num-
ber of practical difficulties in its use. These include but not limited to atmospheric attenua-
tion and absorption, calibration, climate conditions, crop growth stages as well as complex 
soil and plant interaction that have thus far limited its use in the agricultural sector.




Unmanned Aerial Vehicles or UAVs are essentially flying robots. Though initially designed 
for military use, they have are now widely used in various areas, from recreational sports, 
fire-fighting, flight simulations / trainings to toys for children. In this chapter we presented 
an application of UAVs to commercial Agriculture. We presented four major types of UAVs, 
and though the multi-rotor UAV with its ability to hover on spot and take-off and landing 
vertical may seem well suited for agriculture, its limited flight time is a major limitation. The 
hybrid-fixed-wing-motor-rotor might be a better fit. A detailed insight into the applications of 
UAVs in crop production and livestock farming was also presented. A prominent requirement 
for most UAV application in Agriculture is an integrated camera, as it allows images to be 
taken. Images are used in weed identification and control, soil analysis, animal monitoring, 
animal head counts, geo-fencing, mustering among others. Like most machines, UAVs have 
the advantage of doing repetitive and monotonous works better and more efficiently when 
compared to humans. Some advantages of applying UAVs in Agriculture were presented, 
some of which include limited path constraints, time saving and reduction in manual labor. 
However, there are a number of challenges limiting UAVs, most prominent among which is 
cost. UAVs that are well suited for Agriculture use are expensive. Operation and maintenance 
also come at a cost. It is therefore often difficult to convince farmers and Agriculture related 
stakeholders to integrate UAVs into their business. Beyond cost, battery limitations, safety 
and legal related issues are still major hurdles that need to be scaled before UAVs can find a 
strong foothold in agriculture.
Acronyms
CNN  convolutional neural network
ESSW  Mearly season site-specific weed management
GIS  geographic information system
GPS  global positioning system
LAI  leaf area index
LoRaWAN long range wide area network
LPS  livestock production systems
NDVI  normalized difference vegetation index
OBIA  object-based image analysis
QR   codequick response code
RFID  radio frequency identification
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SIFT  scale-invariant feature transformation
UAV  unmanned aerial vehicle
VTOL  vertical take off and landing
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Abstract
Prevailing utilization of airfoils in the design of micro air vehicles and wind turbines 
causes to gain attention in terms of determination of flow characterization on these flight 
vehicles operating at low Reynolds numbers. Thus, these vehicles require flow control 
techniques to reduce flow phenomena such as boundary layer separation or laminar 
separation bubble (LSB) affecting aerodynamic performance negatively. This chapter 
presents a detailed review of traditional passive control techniques for flight vehicle 
applications operating at low Reynolds numbers. In addition to the traditional methods, 
a new concept of the pre-stall controller by means of roughness material, flexibility and par-
tial flexibility is highlighted with experimental and numerical results. Results indicate that 
passive flow control methods can dramatically increase the aerodynamic performance of 
the aforementioned vehicles by controlling the LSB occurring in the pre-stall region. The 
control of the LSB with new concept pre-stall control techniques provides lift increment 
and drag reduction by utilizing significantly less matter consumption and low energy. 
In particular, new types of these methods presented for the first time by the chapter’s 
authors have enormously influenced the progress of separation and LSB, resulting in 
postponing of the stall and enhancing the aerodynamic performance of wind turbine 
applications.
Keywords: energy harvesting recovery, passive flow control techniques, partial 
flexibility, pre-stall control mechanisms
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1. Introduction
Boundary layer transition and separation phenomena have been researchable topics for 
over 100 years, but there are still many open essential issues and practical challenges con-
taining their controls. It is predicted that the fuel cost of a commercial aircraft could be 
saved to 8% if the transition phenomenon over its wing could be delayed to 50% [1]. These 
flow phenomena commonly occur at low Reynolds numbers (Re) at which laminar flow is 
dominant. A laminar boundary layer can separate from the solid surface when the adverse 
pressure gradients (APGs) play a preponderant role. Transition phenomenon in the sepa-
rated region is caused by the separated shear layer, and then the turbulent reattachment 
starts to occur because of energized vorticial structures. The region between separation and 
reattachment points is called as laminar separation bubble [2, 3] (LSB), which negatively 
affects the aerodynamic performance. LSBs can form in many aeronautical applications 
operating in low Re regime of less than 1 × 106 and angle of attack (AoA) of less than 
stall angle, such as high latitude aircrafts, micro air vehicles (MAVs), multielement airfoil 
configurations, unmanned aerial vehicles (UAVs), wind turbine, and low-pressure turbine 
blades.
As stated above, the aerodynamic efficiency can be severely decreased by LSBs by reducing 
the lift and increasing the drag forces. Besides this, it causes the increment of unsteadiness 
and noise, especially for wind turbine applications. Regarding a better understanding of 
LSBs’ topology, they can be categorized as ‘short’ and ‘long’ bubbles. Aerodynamic research-
ers recommended a few parameters so that LSBs could be classified whether they are ‘short’ 
or ‘long’ [3–5]. Assessment of effects of either ‘short’ or ‘long’ bubbles on the pressure dis-
tribution can be the best option and intuitive way. If the pressure field is drastically affected 
by strong downstream and upstream impacts, it is ‘long’. But, if the LSB causes the local and 
limited impacts on the pressure distribution, it is ‘short’. LSBs have an unsteady separated 
shear layer because of the small disturbances and these disturbances cause the vorticial struc-
tures to grow rapidly. The separation and reattachment points are affected by these structures 
and they inherently cause the shape and size of the separated region to change. Therefore, the 
laminar to turbulent transition and the instability procedures significantly affect the unstable 
characteristics of LSBs and the mean flow topology [6–8]. Toward this end, a comprehensive 
understanding of the concerning physical mechanisms of separation and transition proce-
dures is necessary. This may be concluded with beneficial separation prediction tools, which 
can result in the development of geometrical structures hydrodynamically and aerodynami-
cally. The probability of active and passive flow control techniques, which cause the negative 
effects of separation and LSBs to suppress (or at least diminish), may also be revealed by 
means of these understandings.
The objective of this study is to elucidate the traditional passive control techniques for wind 
turbine applications operating at low Reynolds number regimes. Besides the explanation of 
traditional low Reynolds number flow control methods such as VGs etc., new concept pre-
stall control mechanisms such as roughness material, flexibility and partially flexibility as 
mentioned in detailed experimental studies will be enormously highlighted.
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2. Low Reynolds number aerodynamics
The aerodynamic performances of airfoils in low Reynolds number flows considerably relate 
to a major range of engineering applications. The low Reynolds number flows are described 
that the viscous forces within fluid gain dominant characterization compared with inertial 
forces. Hereby, boundary layer physics such as laminar boundary layer separation, reattach-
ment, and transition phenomena can frequently occur at low Reynolds number flows, affect-
ing the performance of airfoils with the important changes of lift and drag forces.
2.1. Transition modes
2.1.1. Natural transition
Given there was an inflection point in the velocity profile, it was proposed that all boundary 
layer profiles were unstable according to inviscid stability theory. Prandtl [9] later explained a 
physical prediction of transition and then Tollmien [10] proved it mathematically that viscous 
instability waves (often identified as Tollmien-Schlichting (hereinafter TS) waves) could cause 
a laminar boundary layer to destabilize. But these findings were not accepted by aerodynamic 
researchers until the study performed by Schubauer and Skramstad [11], since the early 
experimental investigation for transition prediction had large free-stream turbulence level.
Now, the free-stream turbulence level is accepted as low when it is less than 1% (<1%) [12]. In 
that flow case, a laminar boundary layer becomes linearly unstable when the critical Reynolds 
number is increased, showing TS waves that have started to grow.
The sketch of the natural transition process is indicated in Figure 1. The flow in the area 
indicated by number 1 is laminar. In the area denoted by number 2, TS waves start to grow. 
After that point, the transition to turbulence may not be concluded every time due to the slow 
growth of TS waves. In aerodynamic literature, the regular transition starts to occur after the 
nonlinear waves have taken place. It can be said that the transition to turbulence is inevitable 
Figure 1. The sketch after Kurelek [13], Bertolotti [14] and Schlichting and Gersten [15] with regard to top view of 
simplified flat plate boundary layer transition. (1) Laminar flow, (2) TS waves, (3) three-dimensional waves and 
Λ-structure formation, (4) vortex breakdown, (5) turbulent spots formation, (6) turbulent flow.
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after Λ-structures and three-dimensional disturbance defined as nonlinear waves in the area 
of number 3 and 4. Once those structures form, spots spread in all directions, resulting in the 
existing turbulent boundary layer as shown in numbers of 5 and 6, respectively.
2.1.2. Bypass transition
Another type of transition is bypass transition. In this transition phenomenon, 2D instabil-
ity cases of natural transition shown in Figure 2 are bypassed when the boundary layer on 
a flat plate under free-stream turbulence intensity is larger than 1%. But, the explanation 
of bypass transition has still a mystery when free-stream turbulence level is 1%. Therefore, 
aerodynamic researchers accept as the boundary among natural and bypass transition as 
free-stream turbulence level is 1%. As mentioned before, spanwise vorticity and 3D break-
down are bypasses in bypass transition and the turbulence spots are directly produced in the 
boundary layer.
2.1.3. Separated flow transition
Transition to turbulence can exist in the free shear layer when the laminar boundary layer is 
separated from a solid surface due to sharp, blunt or rounded leading edges. As explaining 
physically, the boundary layer is able to overcome the effect of adverse pressure gradients 
at high Reynolds numbers. But, especially at low Reynolds numbers, the laminar boundary 
layer cannot overcome the adverse pressure gradient due to lack of momentum in the bound-
ary layer and it separates from the surface. This flow separation can cause the transition in 
the free shear layer. Moreover, after a while, the separated flow may reattach to the surface, 
resulting in the formation of the laminar separation bubble.
Figure 2. The different rotary wing applications according to variation in chord Reynolds number [18].
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2.1.4. Wake-induced transition
This type of transition phenomenon can generally be observed in turbomachinery flows 
because flows on the blade rows are subjected to periodically impinging wakes coming from 
the preceding blade rows [16]. In aerodynamic literature, it is suspicious whether enhanced 
turbulence in the wake or the free-stream level triggers the transition phenomenon. Thus, this 
type of transition is occasionally distinguished from bypass transition phenomenon and is 
referred to as wake-induced transition.
2.1.5. Reverse transition
Also known as re-laminarization, the reverse transition is the transition of turbulent to lami-
nar flow. This mode of transition can highly be observed because of high flow acceleration in 
the regions where favorable pressure gradients play a dominant role. It can be noted that the 
regions that have favorable pressure gradient generally occur on an airfoil near the leading 
edge of suction surface and close to the trailing edge of pressure surface. According to the 
notification carried out by Narasimha and Sreenivasan [17], turbulence dissipation, surface 
mass transfer, and thermal effects can cause possible reverse transition.
Regarding the different rotary wing applications, the variation of maximum lift coefficient 
(CL, max) with the chord-based Reynolds number range is shown in Figure 2 [18]. The fluid 
flows over airfoils at especially chord-based Reynolds number of 104 to 105 are more sophis-
ticated due to the dominant character of viscous effects. Despite most regarding studies 
performed by aerodynamic researchers, low Reynolds number aerodynamics still have 
researchable potential. This is because of the following: (i) the separated laminar boundary 
layer because of adverse pressure gradients (APGs) is sensitive; (ii) transition region is too 
broad, resulting in more unsteady behavior; (iii) short and long separation bubble forma-
tions emerge with these APGs and inadequate momentum in flow; and (iv) susceptible role 
can be played because of surface conditions free-stream turbulence.
Due to these types of flow phenomena mentioned above such as laminar boundary layer 
separation or LSBs, the detection of flow separation is too important. Flow separation can 
cause the aerodynamic stall leading to undesired dynamic or static loading statements with 
a decrease in the lift and an increase in drag for airfoils operating at low Reynolds number 
ranges. Therefore, flow control methods have been developed to mitigate (to even suppress) 
their detrimental influences in terms of aerodynamic performances. The flow control mecha-
nism can be divided into two categories as passive and active flow control. The essential 
difference between active and passive flow control techniques is that some sort of energy 
input is necessary for active flow control to manipulate the flow, while passive flow control 
methods manipulate the flow by not requiring any exterior energy resources. These two con-
trol methods have advantages and disadvantages compared to each other. One drawback 
of passive flow control technique can be that it cannot be switched on or off whenever users 
need. But most aerodynamic researchers have recently preferred the passive flow control 
methods to provide technologically and economically efficient solutions as long as it does 
not ensure any undesirable situations except for its design conditions, because they are the 
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quickest solution to implement processes and less expensive. In spite of the advantages and 
disadvantages of these two control techniques, they have been tested and researched by 
aerodynamic researchers with the aim of alleviating the stall effects and enhancing the per-
formance of the overall airfoil.
3. Passive flow control techniques
These types of flow control methods generally improve the condition of flight vehicles by 
manipulating the flow characteristics in the boundary layer, because the flow manipulation is 
an efficient way to control mixing in the separated shear layer. So far, aerodynamic research-
ers have utilized these techniques experimentally or numerically in their studies. A detailed 
explanation of these passive flow control techniques has been presented as follows:
3.1. Vortex generators
The vortex generators (VGs) as depicted in Figure 3 [19] are the most effective and simplest 
passive flow control devices that are widely preferred and utilized on wind turbine blades by 
aerodynamic researchers in order to prohibit and suppress flow separation caused by APGs. 
VG examples are not limited to airfoil [20], and they can also utilize the devices such as bluff 
bodies [21], noise reduction [22], wind turbines [23], swept wings [24], and heat exchangers 
[25, 26], just to name a few. VGs, which were first investigated by Taylor [27], are generally 
small plates having rectangular or triangular shapes. They can be mounted on the surface 
where desired to flow control at an angle of the incoming flow. They are used to decrease 
(to even suppress) the boundary layer separation, which is caused by APGs and turbulence 
effects [28]. The slower moving boundary layer is energized by VGs in conjunction with high 
momentum fluid in the outer part of boundary layer and in the free stream [29], resulting in 
reducing the drag force [30] and increasing the lift force [31, 32].
Regarding the optimization of VGs, many aerodynamic researchers have investigated the 
VG’s parameters to obtain optimal impacts on fluid flow. As shown in Figure 4 [33], it can be 
said that the important parameters are height (h), cropped edge length (b), vane length (L), 
Figure 3. A sketch of vortex generator rows [19].
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type, shape, pattern, long (D) and short (d) gaps among the vanes, size, location, and inflow 
angle (β). In addition to these important parameters, VG configurations termed as counter 
rotational and corotational also play critical roles in terms of rotational directions of vortices 
formed by VG pairs [34].
3.2. Leading-edge slats
The leading-edge slats, which were known as a passive flow controller by delaying the flow 
separation, were initially presented by Handley Page [35] in Great Britain and it was first uti-
lized for an aircraft [36]. As illustrated in Figure 5 [19, 37], the flow in space between the main 
body and slat is augmented and accelerated with either large vortices or multiple smaller 
vortices. Large vortices moving from slat’s midspan to its edge can occur at lower Reynolds 
Figure 4. (a) Isometric perspective and (b) planar sketch of the VG row [33].
Figure 5. (a) Configuration of leading-edge slat [19] and (b and c) its planar view [37].
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number, whereas smaller vortices can be observed at higher Reynolds number. Accelerating 
flow with leading-edge slats gains kinetic energy and momentum to the boundary layer, 
resulting in delaying of stall phenomenon [38]. In the literature, there are three types of slats: 
(i) fixed slat [39], (ii) retractable slat [40], and (iii) Kruger flap [41]. Recently, Genç et al. [42] 
have investigated NACA2415 airfoil with NACA22 leading-edge slat experimentally and 
computationally. Their computational results indicated that experimentally stated LSB was 
correctly estimated. Moreover, delaying of the stall phenomenon was obtained by means of 
experimental investigation, resulting in providing the maximum lift coefficient of 1.3.
3.3. Flow vanes
The flow vane, which is concepted by Pechlivanoglou [19] and can be utilized as a power 
regulator and stall controller at wind turbines, is an undiscovered item of the wind turbine 
blades. As seen in Figure 6, the flow vanes have relatively smaller chord length than the main 
body and this additional aerodynamic profile can be positioned over the suction surface of 
airfoils. The space among the flow vane and main body is closely equal to the chord length 
of the flow vane.
3.4. Leading-edge serrations
A passive flow control method entitled as leading-edge serration as shown in Figure 7 [43, 44] is 
inspired by the morphology of humpback whales [45]. This bioinspired technique has recently 
been investigated for different purposes experimentally or numerically. Wang and Zhuang [46] 
designed a modified wind turbine blades with sinusoidal wave serrations employed on the 
leading edge to control the boundary layer separation. Their numerical results indicated that 
the leading-edge serration suppressed the flow separation with the generation of the counter-
rotating vortex pairs, especially at high AoA. Cai et al. [47] also numerically investigated a 
modified airfoil with a single leading-edge protuberance at low Reynolds number. The results 
showed that the stall angle reduced at the modified airfoil. Furthermore, the pre-stall perfor-
mance of the modified airfoil decreased, whereas post-stall characteristics were increased. 
Moreover, an experimental study performed by Wei et al. [48] expressed the hydrodynamic 
Figure 6. Representation sketch of the flow vane [19].
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characteristics of hydrofoils with leading-edge tubercles at Reynolds number of 1.4 × 104. Their 
visualization results based on particle tracking revealed that the effects of flow separation were 
declined with the use of leading-edge tubercles.
3.5. Slotted airfoils
Slots (generally known as a narrow rectangular channel along spanwise of a wind turbine 
blade) are one of passive flow control methods and flow control is ensured by changing the 
flow velocity over the airfoil. The principle of a slotted airfoil is that flow velocity increases at 
the slot exit after interior flow passes within the airfoil. This increment of flow velocity at the 
slot exit causes the streamlines to disrupt, resulting in creating the flow separation. The flow 
separation occurred over the airfoil means velocity reduction. This reduction in flow velocity 
enables the local pressure underneath the airfoil to increase, resulting in producing more 
lift. Figure 8 illustrates the slot geometric characteristics performed by Belamadi et al. [49]. 
Figure 7. Schematic view of a wind turbine blade with modified models via serrations [43, 44].
Figure 8. Schematic demonstration of a slotted airfoil [49].
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Symbols of c, X, γ, and ψ mean chord of the airfoil, the slot position, the slot width, and angle 
between slot axis and chord normal, respectively. Numerical results conducted by Belamadi 
et al. [49] indicated that stall phenomenon on S809 airfoil at an angle of attack of 20° was 
completely eliminated by creating a nozzle effect over the airfoil, ensuring the extra kinetic 
energy (inherently extra momentum) to suction surface. Based on experimental and numeri-
cal results obtained by Beyhaghi and Amano [50], an increment of the lift coefficient by 30% 
was ensured without conceding any drag force.
3.6. Leading-edge microcylinder
The leading-edge microcylinders, which are used as passive control technique for boundary 
layer flow separation, are shown as a whole and enlarged view of mesh domain in Figure 9 
[51]. Regarding the principle of leading-edge microcylinder, velocity over suction surface of 
the airfoil can be accelerated by them and thus the Kelvin-Helmholtz instability of fluid flow 
is decreased. As concerning literature studies performed in advance, Luo et al. [52] designed 
a microcylinder and used in front of the leading edge of NACA0012 airfoil in order to ensure 
stall delay and decrease the flow separation zone. Based on the numerical calculation carried 
out by Wang et al. [53], an increment of 27.3% at blade torque was obtained by positioning a 
microcylinder with a suitable diameter in front of the leading edge.
3.7. Gurney flaps
Gurney flap is a small boundary layer passive control method and it can be easily mounted 
at the trailing edge of an airfoil. The Gurney flap with 2% of the chord length of the airfoil 
can affect the aerodynamic performance by increasing the lift coefficient by 0.4. Moreover, 
the lift-to-drag ratio of the airfoil can be nearly improved by 35% [54]. Flow progress and 
Figure 9. Whole and enlarged view of mesh domain for a leading-edge microcylinder [51].
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mechanism of lift increment by the Gurney flap were explained by Liebeck [55]. As depicted 
in Figure 10 [55], a pair of counter-rotating vortices composed at downstream of the Gurney 
flap creates a low-pressure zone within. This low-pressure region makes the flow to increase 
over the suction surface, resulting in rising to an increase in the suction pressure. On the 
other hand, the flow velocity is reduced at upstream of Gurney flap by anticlockwise vortices 
and pressure at the pressure surface is increased. Consequently, the variation of pressure 
distribution between surfaces leads to an increment of lift force. The unsteady flow charac-
teristics, especially at low Reynolds numbers, may be mitigated and suppressed with the use 
of Gurney flap. Based on the transient two-dimensional numerical simulations performed 
by Zhu et al. [56], the adaptive Gurney flap was compared with the fixed Gurney flap and 
the greater energy harvesting efficiency was obtained when the adaptive Gurney flap was 
selected for the oscillating wing. Shukla and Kaviti [57] numerically investigated four sym-
metric NACA airfoils in conjunction with a dimple, Gurney flap and combination of both 
dimple and Gurney flap at Reynolds number of 3.6 × 105. Their results indicated that better 
aerodynamic performance was obtained at NACA0021 airfoil with a combination of both 
dimple and Gurney flap when the angle of attack was 12°.
3.8. Self-activated deployable flap
Recently, aerodynamic researchers have focused on a technique to palliate the adverse effect 
of flow and increase the lift coefficient by inspiring the biological flows from birds’ wings. 
Therefore, a self-activated spanwise flap near the trailing edge of the airfoil as a biomimetic 
device for control of flow separation has been developed as seen in Figure 11 [58]. Regarding 
the principle of the self-activated flap, it starts to pop-up because of backflow to cope with 
critical conditions of flight when flow separation occurs on the suction surface of the wing. 
Thus, the wing can be prevented from an abrupt increase in the angle of attack because of 
perching maneuvers or gusts. Rosti et al. [59] investigated physical mechanism of the flow 
field over NACA0020 airfoil having an elastically mounted flap at Reynolds number of 2 × 104. 
It was founded that these flaps could overcome the effect of dynamic stall breakdown causing 
the abrupt lift loss. In addition, a more positive aerodynamic response such as increasing of 
lift amount was obtained during the ramp up motion of movable flap. Arivoli and Singh [60] 
and Schluter [61] also studied self-activated deployable flaps. Their results demonstrated that 
deployable flaps played crucial roles in terms of aerodynamic performance even though they 
had a little effect in Reynolds number and heavy stall conditions.
Figure 10. Flow progress at trailing-edge airfoil having a Gurney flap [55].
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3.9. Airfoils with cavity
One of the passive control techniques is the application of a cavity mounted on a thick airfoils’ 
suction surface that is taken from original Kasper’s wings [62]. The principle of this concept is to 
create a convenient pressure gradient when two counter-rotating vortices inside the cavity are 
trapped. Furthermore, these trapped vortices over the suction surface not only ensure an extra 
low-pressure region but also cause a lower drag to produce. Thus, this method has recently 
gained interests among aerodynamic researchers. Olsman and Colonius [63] investigated an 
airfoil with a cavity at Reynolds number of 2 × 104 and different angles of attack ranging 
from 0° to 15° as seen in Figure 12. Their results revealed that stall phenomenon was delayed 
by means of counter-rotating separated flows, resulted in reduced flow separation region. 
A detailed numerical study regarding the aeroacoustics of NACA 0018 cavitied airfoil was 
reported by Lam and Leung [64] at Reynolds number of 2 × 104 and Mach number (Ma) of 0.2. 
Figure 11. Illustration of a movable flap at a high angle of attack: seagull at landing (top picture) and sketch in principle 
(bottom picture) [58].
Figure 12. The vorticity contour plot over the airfoil with a cavity [63].
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The presence of cavity caused the lift-to-drag ratio to increase. Moreover, cavitied airfoil 
produced less acoustic power, making it a noiseless airfoil design at low Reynolds number 
regimes.
3.10. Roughness material
The control technique with the roughness material, which is one of the fundamental objec-
tives of the chapter, can passively control the flow over wind turbine blade operating at low 
Reynolds number ranges. Regarding the development of vortex structures at the wake of 
VG applications [65], the flow is re-energized with the vortices produced by miniramps as 
denoted in Figure 13. Furthermore, the flow is inherently gaining momentum by means of 
that passive flow controller. Therefore, the separated flow because of adverse pressure gradi-
ents that occurred generally at leading edge of airfoils may be suppressed with re-energized 
flows, resulting in the occurrence of more stable flow characteristics without boundary layer 
separation.
As occurred in VG applications, the flow control method by means of roughness mate-
rial is performed with similar ways by intervening the flow. Vortex sheds produced by 
roughness cause the flow in the boundary layer to gain more energy as seen in Figure 14 
[66]. Energized flow hinders the boundary layer flow separation and it ensures the flow 
to move along the airfoil surface by attaching. The vortex sheds can be used for a few 
different purposes over the surface of airfoils. For instance, the vortex sheds, which were 
used for recognition of flow phenomena at the study presented by Koca et al. [67, 68], gave 
the momentum to flow, resulting in lift recovery and even less vibration or noise for wind 
turbine blades.
Regarding identifying the role of roughness material on the flow characteristics over rough-
ened NACA 4412 airfoil as indicated in Figure 15, investigations based on the force measure-
ment, the smoke-wire, hot-film sensor (glue-on type), and hot-wire experiments have been 
performed by Genç et al. [8, 69]. The purpose of the experimental study was to determine the 
LSB and transition phenomena over uncontrolled NACA 4412 airfoil in detail and then was to 
observe how sandpaper as a roughness material affected the flow topology.
Figure 13. Vortex structures at the wake of VGs [65].
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The results, which were obtained from smoke-wire experiment and hot-film sensor, showing 
an integrated graph were denoted in Figure 16 [8]. The streamlines obtained from smoke-wire 
experiment clearly revealed that LSB occurred between x/c = 0.3 and x/c = 0.7 for uncontrolled 
Figure 14. Comparison of ¼” roughness height and vortex shedding characteristics at different Rec numbers [66].
Figure 15. Representation sketch of the roughened airfoil.
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airfoil, while it was seen between x/c = 0.3 and x/c = 0.5 for the roughened airfoil. It means 
that using sandpaper causes LSB’s size to shrink enormously. As physically speaking, the 
undulations acquired from voltage values, which were predefined how to obtain in Ref. [8], 
Figure 16. Comparison results of two different experiments at Reynolds number of 5 × 104 and α = 8°: (a) k/c = 0 
(uncontrolled airfoil) and (b) k/c = 0.003 [8].
Traditional and New Types of Passive Flow Control Techniques to Pave the Way for High Maneuverability…
http://dx.doi.org/10.5772/intechopen.90552
143
started to increase after x/c = 0.3, meaning the transition inception and separation point due to 
adverse pressure gradients in Figure 16(a). However, the amount of undulations at x/c = 0.5 
was less than that at x/c = 0.3, because small eddies having less energy in the aft portion of 
LSB caused the undulations amount to reduce. After x/c = 0.5 point, the obvious increment 
in undulations indicated that the flow in the boundary layer was fully turbulent because of 
energized vortices.
Figure 17 [8] shows a combination graph consisting of numerical and experimental results for 
a roughened airfoil with k/c = 0.006 at Reynolds number of 5 × 104 and α = 8°. At first glance, 
APG exhibits a dominant role on flow and it causes the flow to separate from the airfoil sur-
face of x/c = 0.3 as depicted in the flow visualization graph. Then, the flow reattaches to solid 
surface nearly at x/c = 0.6 by gaining momentum by means of roughness material. Same flow 
phenomena like boundary layer separation, reattachment and LSB are shown and proved 
with streamlines and Cp curves obtained from the numerical study. The peak point among 
separation (referred to as S) and reattachment (referred to as R) points reveal the LSB in Cp 
curve. The trend of Cp curve is almost constant after separation point due to the presence of 
dead air region having as negligible as less flow phenomenon. The position of LSB is between 
x/c = 0.3 and x/c = 0.6 as shown in the smoke-wire experiment result. Besides, a mild peak at 
x/c = 0.5 indicates the transition point over the airfoil surface.
In addition to the results mentioned above, two more important results were obtained 
from aerodynamic force measurement results as seen in Figure 18. First, the stall phenom-
enon because of flow separation was pronouncedly postponed in Figure 18(a). Second, 
lift coefficient (CL) in Figure 18(b) increased with the use of roughness material, result-
ing in enhancement of aerodynamic performance of airfoil. Moreover, it was clearly seen 
that roughness material gave good results, especially in the pre-stall region. Thus, the 
Figure 17. The combined results obtained from the numerical and smoke-wire result for the roughened airfoil with 
k/c = 0.006 at Reynolds number of 5 × 104 and α = 8° [8].
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roughness material was firstly entitled as “the pre-stall flow control mechanism” in aero-
dynamic literature by authors in Ref. [8].
3.11. Flexible membrane wings
Another essential objective of the chapter in terms of the passive flow control device is doing a 
detailed survey on flexible membrane wings. The requirement for improving the flight capa-
bilities of MAV and UAV leads to increasing concern in biologically inspired wings. It is well 
known that the wings of flying animals such as bats resemble a thin membrane-like material 
with a fixed leading edge and free, scalloped trailing edge that can be easily complied with 
the flow environment. Moreover, they can regulate the wing planform for a specific flight 
condition and their flight can be qualified by immensely unsteady and three-dimensional 
wing motions. A membrane wing is better able to tailor the atmospheric disturbances and 
makes the vehicle easier to fly [70, 71]. In other respects, the efficacy of the membrane comes 
from the ability of passive control through the flight as well as decreasing the weight of the 
wing [70]. Smith [72] paraphrased the emphasis on flexibility and wing stiffness in modeling 
the flapping motion and generation of the resultant force. A summary presentation study 
of the aerodynamics of micro air vehicles operating at low Reynolds numbers was carried 
out by Mueller and DeLaurier [73]. In order to come up with the negative effects of LSB 
for improving aerodynamic performance, researchers utilized flexible membrane wings for 
numerous practices such as hang glider, microlight, and UAVs and MAVs. An experimen-
tal investigation about time-dependent LSB formation on AR = 3 wing was conducted, and 
it was seen that in the membrane wings at low Re numbers the LSB was more prevalent. 
Leading-edge separations were influenced via both Reynolds number and leading-edge 
vortices occurring because of the separation bubbles led to time-dependent alterations on 
the vibration of the wing [74, 75]. At low AR, tip vortices delayed stall, exclusively at low Re 
numbers owing to affecting flow on the wing and separation bubble [76] and analysis of the 
Figure 18. Force measurement results at k/c = 0.006: (a) Re = 7.5 × 104 and (b) Re = 1 × 105 [8].
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instant deformation found out spanwise and chordwise, which were due to the shedding of 
leading-edge vortices’ farther tip vortices [77].
Rojratsirikul et al. [78, 79] searched flow and deformation characteristics of membrane wings 
with low aspect ratio via velocity and deformation measurement. They found membrane 
oscillations in second chordwise mode at higher incidences. The dynamic of membrane wing 
can be altered with excess length [80, 81] and support [82] of the wing. Genç [80] studied on 
a membrane wing with excess length. The results depicted that camber of membrane wing 
induced the separated flow; therefore, small separated regions were seen. Besides, Greenhalgh 
et al. [81] observed that increasing excess length caused to reduce separation incidence, and 
hysteresis interval concluded a restricted working area for the highest excess lengths. Arbós-
Torrent et al. [82] considered the effects of the geometry of front and aft of the wing on the 
aeromechanics of membrane wings. It was stated that average camber-like membrane fluctua-
tions altered with respect to the geometry and size of both front and aft supports. Besides, 
the front and aft support having rectangular cross-section everlastingly provided further lift 
and deformations of mean camber compared with circular cross-sectional support. Galvao 
et al. [83] studied experimentally on the compliant membrane wings modeled based on mam-
malian flight mechanics. They showed that three-dimensional (3D) flow and tip vortices were 
ascendant. Furthermore, the deformation of compliant wings increased with both incidence 
and deformation increasing. Bleischwitz et al. [84] surveyed membrane wings aeromechan-
ics in ground effect. Digital image correlation (DIC) and proper orthogonal decomposition 
(POD) were used for obtaining membrane vibrations. It was seen that fluctuation modes were 
adequate to hold 90% of all deformation energy closes to stall. Moreover, structural modes 
of spanwise were ensured in virtue of POD in lift increment areas. On the other hand, Hu 
et al. [85] executed a study on the flapping flexible membrane wings. It was seen that oscilla-
tion provided significant aerodynamic benefits in unsteady state regime. In other respects, it 
was concluded that generally the rigid wing had better lift capacity for flapping wings. The 
flexibility of the wing affected its aerodynamics positively [86] and membrane wings had an 
increase in maximum CL during oscillating. Furthermore, an increase in reduced frequency 
led to an increase in maximum CL. Membrane wings have a higher slope of lift and postponed 
stall [87]. Additionally, the membrane kinematics was closely relevant to membrane tension 
and free-stream velocity [88].
As previously mentioned, numerous studies have been performed for a better understand-
ing of flexible wings and examined their effects in terms of aerodynamic performance. 
Herein, it is important to give sight for the conducted researches about flexible membrane 
wing, which are tabulated in Table 1. A common result could be said from all these studies 
that membrane wings had favorable characteristics such as a higher lift-to-drag ratio and a 
higher maximum lift coefficient when compared to an equivalent rigid wing from the aero-
dynamics point of view.
Unlike these studies, Demir [98] investigated the deformation that occurred on the flexible 
membrane wing surface and how it affected the LSB. Moreover, he examined how LSB 
affected the vibrations that occurred on the membrane surface, the distribution of the flow 
characteristics, as well as the fluid-structure interactions between the membrane and flow both 
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experimentally and numerically. An experimental study was conducted by Demir and Genç 
[74] in order to examine time-dependent circumstance of flow on flexible membrane wing 
and they noticed that the size of LSB altered with time because of the indecisive flow features 
of the wing. The indecisive behavior upon the flexible membrane wing brought about various 
deformation modes to constitute at various angles of attack. The results of time-dependent 
flow visualizations for angles of attack of α = 12° and α = 10° for different time intervals are 
given in Figure 19 [75] and Figure 20 [75]. Time-dependent attitudes of LSB was obviously 
seen as analogizing obtained results at miscellaneous times between t = 0.08 s and t = 0.20 s. 
The bubble size enlarged at t = 0.16 s and then was smaller at t = 0.20 s for Re = 2.5 × 104 at 
α = 12°, as seen in Figure 19. Additionally, as it is seen in Figure 20, the size of LSB enlarged 
until t = 0.12 s and then lessened at t = 0.16 s at α = 12° and Re = 5 × 104. For this purpose, it can 
be deduced that bubble size varied with time because of the indecisive flow characteristics of 
flexible membrane wing.
Author(s) Type of wing Type of study Working range of Re 
number
Timpe et al. [71] Rigid flat plate and membrane wings 
(AR = 4.3)
Experimental 5 × 104
Rojratsirikul et al. [79, 
89, 90]
Rigid and 2D flexible membrane wing 5.31 × 104, 7.97 × 104, 
10.6 × 104
Rojratsirikul et al. [78] AR = 2 flexible membrane wing and delta 
wing
2.4 × 104–5.9 × 104
Hu et al. [85] Cybird-P1® remote control ornithopter 
model
1 × 104, 2 × 104, 8 × 104
Tamai et al. [91] Flexible membrane wings with different 
numbers of ribs (FM01, FM02, FM03, FM10)
7.5 × 104
Arbós-Torrent et al. [82] Membrane airfoils with different geometries 
of LE and TE support
9 × 104
Bleischwitz et al. [84] Rigid wing and AR = 2 membrane wing 5.6 × 104
Wrist et al. [92] Membrane wing with NACA 2504, 4504, 
6504, 4404, 4504, 4604, and 4506 frames
5.0 × 104
Attar et al. [93] Membrane wing 1.37 × 104, 2.26 × 104, 
3.63 × 104
Galvao et al. [83] Membrane wing (AR = 0.92) 7 × 104–2 × 105
Viieru et al. [94] Fruit fly (Drosophila) Numerical 104–105
Hefeng et al. [95] NACA0012 segmented flexible airfoil 1.35 × 105
Lian and Shyy [96] Flexible wing (SD7003) 6 × 104
Gordnier and Attar [97] AR = 2 flexible membrane wing Both 2.43 × 104
Song et al. [88] Rectangular membrane wing (AR = 0.9, 1.4, 
1.8)
Both 7 × 104–2 × 105
Table 1. Summary of pioneering studies on flexible membrane wing.
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As seen in Figure 21, vibrational modes in the middle section of the wing reduced and joined 
up at the tip region at α = 10° by the virtue of occurring separation bubble and these vibra-
tional modes became a chordwise mode of two at α = 12° as seen in Figure 22. The holes 
Figure 19. Smoke wire flow visualization result of AR = 3 flexible membrane wing at y/s = 0.4 for α = 12° and Re = 2.5 × 
104 [75].
Figure 20. Smoke wire flow visualization result of AR = 3 flexible membrane wing at y/s = 0.4 for α = 10° and Re = 5 × 
104 [75].
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Figure 21. Three-dimensional view of standard deviation of mean deformation of AR = 3 flexible membrane wing at 
α = 10° for Re = 5 × 104.
Figure 22. Three-dimensional view of standard deviation of mean deformation of AR = 3 flexible membrane wing at 
α = 12° for Re = 5 × 104.
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formed by the separation bubble in the middle of the wing were illustrated with white dashed 
lines and the regions with red color showed the peaks.
3.12. Partially flexible airfoil
The last major control device, which is the objective of the chapter, among passive flow con-
trollers is the flexible membrane used on the surface of the airfoil. This type of airfoil is called 
as a segmented or partially flexible airfoil. Since it is a new concept of flow control method, 
a detailed investigation of a partially flexible membrane is rarely studied in the aerodynamic 
literature. A pioneered computational fluid dynamics (CFD) analysis was performed using 
Figure 23. Different types of segmented airfoils [95].
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flexible membrane material on the airfoil surface by using ANSYS software [95]. The fluid-
structure interaction (FSI) method was used for numerical modeling to investigate interactions 
between fluid and membrane. The segmented airfoil is seen in Figure 23 [95]. The flexible 
Figure 24. Streamline of rigid and flexible airfoils, α = 13°: (a) rigid; (b) one-segment; (c) two-segment; (d) three-segment; 
and (e) four-segment [95].
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Figure 25. Configuration of the partially flexible airfoil [99].
Figure 26. Integrated sketch of the flow visualization and standard deviation of the deformation at α = 8° for (a) Re = 2.5 
× 104 and (b) Re = 5 × 104 [99].
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membrane material was used on the suction side of the airfoil. They numerically modeled 
four different cases on which the upper surface of the airfoil was flexible. In this numerical 
model, the effect of flexibility on aerodynamic performance in various regions on the airfoil 
was investigated for a Reynolds number of 1.35 x 105. Figure 24 [95] gives information about 
flow over the uncontrolled airfoil and the segmented flexible airfoils. It has been observed 
that the interaction between flow and the segmented airfoil decreases flow separations at high 
angles of attack. It has been found that the airfoil with three separate flexible zones shows the 
best aerodynamic performance and increased the lift coefficient by 39% compared to the rigid 
airfoil around the stall angle.
Apart from numerical study, first detailed experimental investigations on a partially flexible 
airfoil at low Reynolds numbers were carried out by Açıkel and Genç [99]. They modified 
the rigid NACA 4412 airfoil by using a membrane material that was located on the upper 
side of the airfoil as denoted in Figure 25 [99]. The location of the membrane was between 
x/c = 0.2 and x/c = 0.7. In this study, different experimental methods such as force measure-
ment, velocity measurement, deformation measurement, and smoke wire visualization were 
used to investigate flow control on partially flexible membrane airfoil.
According to the experimental results, flow control with flexibility is more effective at low 
angles of attack. Figure 26 [99] demonstrates a combined sketch of the membrane standard 
deviation and smoke wire visualization for α = 8°. This sketch showed that the membrane 
vibration modes were increased with increasing Reynolds number.
4. Conclusion
A detailed review with regard to passive control methods affecting the flow especially at low 
Reynolds numbers was presented in this chapter. The main purpose of this study is to clarify 
the passive control techniques for UAVs and MAVs operating at low Reynolds numbers. 
Besides the explanation of those techniques, especially three passive flow methods at low 
Reynolds numbers have been highlighted with their results as follows:
• Using the sandpaper as a passive flow controller [8, 69] on the surface of the airfoil has 
caused the LSB’s size to reduce enormously, resulting in aerodynamic performance recov-
ery. Moreover, the roughness-induced transition phenomenon also mentioned in studies 
performed by Puckert and Rist [100] and Bucci et al. [101] has occurred with the usage of 
sandpaper. Therefore, a more stable flow characteristic has been obtained.
• Time-dependent attitudes of LSB obtained from results of flexible membrane wings [74] 
showed that bubble size first increased and then reduced at different low Reynolds numbers 
and angles of attack. That is, it can be understood that fluid-structure interaction positively 
exhibited a good effect on aerodynamic performance by varying the bubble size with time.
• Regarding the usage of the partially flexible airfoil [99], flow control in conjunction with 
partial flexibility is more effective especially at low angles of attack. Both flow and flexibil-
ity-induced undulation over membrane material have caused the vibration modes, helping 
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the bubble size to be reduced. Thus, better aerodynamic performance with the increasing 
of lift coefficient has been obtained.
Consequently, this detailed chapter will present a comprehensive, practical, effective road-
map for the aerodynamic researchers especially interested in the flow control techniques over 
wind turbine blade or MAV applications operating at low Reynolds number regimes.
Nomenclature
Abbreviation
LSB laminar separation bubble
UAV unmanned aerial vehicle




POD proper orthogonal decomposition






CFD computational fluid dynamics
APG adverse pressure gradient
AoA angle of attack
Symbols
Re Reynolds number
Rec critical Reynolds number
c chord length of airfoil
Autonomous Vehicles154
s span length of membrane wing
h height of VG
b cropped edge length of VG
L vane length of VG
D long gaps among vanes









α angle of attack
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Abstract
Micro air vehicles (MAVs) is a technology that is becoming more and more important and
popular nowadays. It is used as a tool to deal with different tasks that were not possible in
the past. For most MAV models, the GPS sensor is the only way of estimating its pose in
the environment. However, besides the fact of not having a secondary position estimation
system besides the GPS, this is also risky because the GPS may fail like any other sensor.
To overcome this weakness and make the MAVs more robust to autonomous tasks, the
research community proposed many different localization systems for different con-
straints. In this chapter, the most popular, recent, and important MAV localization sys-
tems are reviewed, as well as the promising future works in this field.
Keywords: MAVs, GPS, localization system, maps, images
1. Introduction
One of the first uses of micro air vehicles (MAVs) was during the World War I [1]. Since then,
MAVs have been considered as a promising technology, and nowadays they are being used in
several different tasks, such as agriculture [2], patrolling [3], mapping [4], and delivering [5].
Compared to conventional human-crewed aerial vehicles, MAVs are a low-cost and entirely
suitable alternative for repetitive or high-precision demanding tasks. Besides, they are also
recommended for low-altitude flights and for those that demand a high range of maneuvers.
The estimation of the MAVs’ position, i.e., its localization in the world, is the main common
requirement between all the before mentioned tasks, even if they would be addressed by other
types of mobile robots rather than MAVs. For such complex tasks, localization and navigation
are fundamental capabilities that allow MAVs to accomplish their mission [6]. The localization
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for MAVs is usually solved by the global positioning system (GPS) [7], in which an embedded
GPS sensor communicates with different satellites that are orbiting the Earth to estimate the
position. Other MAV models rely on different ways of estimating their position, such as
inertial sensors or visual odometry algorithms. However, most of these models do not have a
second position estimation system in addition to the primary system, i.e., the GPS [7]. There-
fore, the MAVs that depend exclusively on GPS to estimate their position are more likely to fail
on their tasks or missions; once like any other sensor, the GPS might fail, and they do not have
a redundant position estimation system.
Even though it is widely used in different situations and for distinct goals, the GPS sensor is
vulnerable to some problems [8, 9]. The amount of satellites that are available to establish a
communication with the GPS influences the position estimation certainty, as well as the signal
quality between them. The signal might be affected by the weather, such as cloudy and rainy
days, and by obstacles, like high buildings or hills. Hence, the higher is the number of
connected satellites and the stronger is the signal, the lower is the GPS position estimation
error. In addition to this GPS weakness, there is another problem that might disturb the GPS
position estimation, the so-called Jamer guns. While the GPS sensor is reading the satellite
signal to estimate the position, these guns jam the signal, and hence, the estimation becomes
unreliable [10, 11].
The mobile robotics research community has investigated the MAV position estimation prob-
lem, and valuable works have been proposed. In general, it is addressed by them as the
localization problem from the mobile robotics field, in which the goal is to estimate the pose
of a robot, based on readings of its sensors, in an a priori knownmap [12]. The works proposed
by the community covers a considerable variety of approaches, in which the main differences
are the kind of data used to represent the environment and the technique used to estimate the
pose. Despite this diversity, one characteristic that most of them share is the use of visual data
from cameras to estimate the localization. This choice is made due to the advantages of
cameras to deal with this problem in comparison to the other sensors, such as the low weight
for MAVs, the distinct information from one image (color, depth, intensity, etc.), and the long-
distance range for the readings.
This chapter covers the most important proposed works that aimed to deal with visual MAV
localization problem. As aforementioned, there are two main topics that are worthy to be
covered when presenting this kind of works, which are the data used as a map and how the
estimation is calculated. Therefore, this chapter first presents a discussion about different maps
used so far, followed by the review of the localization itself. In addition to detailing and
comparing them, it also presents what the next trends or future work for this problem are.
2. Localization problem
Mobile robots aiming to perform tasks without human interference, i.e., autonomously, must
know their pose within the environment. The same necessity applies for MAVs that have only
GPS sensor as position estimation. Estimating the robot’s pose would be a simple task, but
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only if all the sensors of the robot were perfect and the environment fully static. Given that this
scenario is not realistic, in which the sensor readings are not precise and many agents are
moving through the environment, the difficulty level of the localization problem increases, and
hence, it is necessary to estimate the robot’s pose.
Despite its difficulty level, localization is a fundamental problem in the mobile robotics field [13].
It is defined as the robot’s pose estimation relative to a previously known environmental map
[12]. Even though its definition is simple, this problem has two main variations: local and global
estimations. In the former, the initial robot pose in the map is known, and the local localization
approach only tracks the robot as it moves through the environment. The error of the first pose
estimation is low, and the goal is to keep it low using the sensor readings and the motion
information from the robot. In contrast to the former variation, the second one is significantly
harder. In this case, the initial robot pose is unknown, and hence, the error of the pose estimation
is originally high. Instead of considering just a small part of the map at the beginning, in the
global localization, the whole map must be considered for the estimation since the initial pose is
unknown [14]. Figure 1 illustrates the differences between local and global localization. The
global localization is illustrated in Figure 1(a), in which the error estimation is high at the
begging, and the goal is to reduce it as the robot moves through the environment. The opposite
happens in Figure 1(b), which depicts the local localization. The error estimation begins consid-
erably low, and even though it increases through time, as well as the global localization, the goal
is to reduce it.
The most popular approaches that deal with localization in the mobile robotics field are
grouped either as probabilistic or as deterministic. In the first group, there are two main
approaches that are worth it to be mentioned, Kalman filter [15] and particle filter (Monte
Carlo) [16]. Even though both implement the Bayes filter, each one has its specific advantages,
and therefore, they are suitable for different situations and constraints. On the other hand, the
most popular approach for the second group is based on interval analysis, and the estimation is
defined through boxes that must be minimized [17]. As the goal of this chapter is not to go deep
into these approaches, the reader is invited to look at the references for more details about them.
Independent of the approach used to deal with the localization problem, all of them have the
same characteristics: as input, they require an environment representation, a sensor to read the
environment, and odometry data; and as output, the robot’s position in the environment
representation that was estimated, as shown by Figure 2. Hence, localization systems try to
find the best pose in the map that fits both the sensor reading and the odometry information.
The best the system is, the more accurate is the pose estimation. Figure 2 presents an example
of using Lidar and 2D map, but it is important to highlight that the same idea also applies to
other sensors or types of maps.
Even though the setup of the mobile robot localization problem seems quite simple, with input
and output well defined, the difficulty level is considerably high. The robot’s pose is not sensed
directly, it must be estimated, and that is where the problem lies. Usually, the robot’s sensors,
both to read the environment and to measure the odometry, are noisy, and hence, the data that
they provide does not correctly represent the real world. In addition to that, some types of
robots have restrictions about which kind of sensor they support, and they can not have the
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Figure 1. Comparison between the error estimation of (a) global and (b) local localization methods. Both localizations
were made considering the robot movement in a (c) 2D map.
Figure 2. The concepts of a localization system, in which a 2D map, sensor reading, and odometry information are used
as input in (a), processed by the system in (b), and the estimated robot’s pose is the output in (c).
Autonomous Vehicles166
best sensor for their tasks. In MAVs, for example, a camera is the most popular sensor used for
this purpose, since they are smaller, lighter, and cheaper than most range-finder lasers, for
instance. However, using images to estimate the odometry information is not ideal, although
there are algorithms that compute this estimation.
The localization approaches overcome the noise data problem modeling the error of the
sensors. Besides, since just one reading is insufficient to the pose estimation, these approaches
also have to integrate the data over time to reduce the error estimation. In environments that
have different regions that look alike, such as a building with many corridors and doors, it is
quite impossible to estimate the robot’s pose considering just one reading. For example,
imagine that at some point, the robot is observing a door after having observed a wall and a
frame. Then, instead of searches for all the spots in the map that contain a door, the localization
system searches for spots that also matches with the wall and the frame. In this way, the past
observations are also considered when estimating the robot’s pose.
Despite the generic localization problem explanation presented so far, the research community
has explored the UAV localization problem throughout the years, and many different
approaches have been proposed. The most significant difference between them relies on the
map representation and also on the method that they use to compare the sensor readings and
the small parts of the map. The next section covers the most popular proposed approaches
aiming to deal with this problem and how they differ from each other.
2.1. Alternatives for UAV localization systems
In this section, we review the most important works proposed to deal with UAV localization
problem. First, this section presents an analysis of the environment representation that these
works used as a map, their advantages and disadvantages. Second, what these works use to
compare the sensor readings with different parts of the map. Then, Table 1 in this section
introduces other qualitative comparisons between these works, such as the single or multi
MAV pose estimation and indoor or outdoor localization.
2.1.1. Environment representation
The first environment representation presented here is the 2D satellite image map. In general,
it is downloaded beforehand from any imagery map source, either entirely or divided into
many small images to be stitched later, and then used by the localization approaches to the
pose estimation [18, 21, 26, 31]. Even though the research community does not that much
explore it, it is also possible to fly the MAV over the region of interest and build the 2D image
from the environment, to then use it as a map for the localization estimation. Also, another
common choice between the approaches that adopt this kind of map is to point the MAV
camera downwards. Then, the MAVs images are compared to different patches from the
satellite image map by different comparison methods. The advantages of using the 2D satellite
image as a map are the free access to this kind of data through Google Maps or any geograph-
ical imagery system (GIS), the excellent representation of the environment by colorful images,
and the world coverage. Usually, a GIS also provides the geographic coordinates of satellite
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images, and then, it is possible to infer the latitude and longitude of each pixel of that image.
Therefore, at the same time that a localization system estimates in which pixel from the satellite
image map the MAV’s pose is, it also estimates the pose in relation to the world, due to the
latitude and longitude information in the pixel. In contrast, the disadvantages of such kind of
map are the limited point of view (2D) and that some places of the world are not often visited
by satellites, and hence, the images are not updated. The comparison methods from the works
mentioned above are proposed aiming to be robust against such differences between the
outdated 2D satellite images and the MAV image [18, 21, 26, 31].
The disadvantage of a limited point of view from the 2D satellite images motivated the
researches to investigate the benefits of 3D maps [19, 20, 23, 30]. The authors argue that by
using 3D maps, it is possible to take advantage of the environment structures to estimate the
localization, besides the color of the map. Usually, the localization estimation is made based on
the 3D structure alignment or even the point cloud matching. For the 3D map case, the MAV
camera can be set in different angles, exploring different sights. As well as the 2D satellite
images, this kind of 3D representation can be either built right before the localization estima-
tion, as done by the works [20, 23], or downloaded from a GIS, as the case of [19]. Despite these
advantages in comparison to the 2D maps, 3D maps generally allocate more computational
resources than the 2D one, both to be stored and manipulated, and is not as easy to be found as
the 2D maps, what limits the places that it is possible to estimate the MAV’s pose.
It is important to highlight that even though flying the MAV before the localization estimation
to build the map provides a certainly updated map, for both 2D and 3D ones, this option
presents a trade-off. First, a human must pilot the MAV to gather 2D or 3D data from the
environment, to then submit it to a mapping approach. Second, it demands more time to start
the localization algorithm, since flying the MAV over an area takes more time than
downloading a map from a GIS.
In contrast to these two types of maps that represent the whole environment, other map
options are more straightforward in terms of details and what is represented. Instead of having
a map illustrating all the obstacles, free spaces, and etc., these simple maps only show the
position of a few markers. In this case, the idea is to measure the distance between the MAV
and all the markers within the map and then estimate the MAV’s pose. The type of the markers
also varies considerably, such as the case of WLAN access points [28], which are fixed in some
spots of the environment and whose received signal strength is measured as part of the
localization estimation, and ultraviolet LED markers [24], which emit light in frequencies that
are less common in nature than the visible light or infrared radiation. Then it increases the
precision of the distance measurement. In this work, the LED markers are not fixed, they are
embedded in every MAVs, and they have a mutual relative localization [24]. In more details,
they estimate a MAV’s pose to another MAV, instead of the global coordinate system. Another
marker that it is worth to be mention is the use of tether [27]. The tether reel is fixed in a specific
position, and the tether is attached to the MAV. For this case, the MAV is localized to the tether
reel by using mechanics model. In general, the use of markers map is adopted for indoor
localization, since the sensors that measure the markers have a more limited range than
cameras for the 2D or 3D maps presented earlier. The work that relies on ultraviolet LED
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markers is one exception for this indoor limitation, but this occurs because the MAV’s pose is
the estimation concerning other MAVs, not to the environment.
Besides the maps presented in this section, other types were tested in the MAV localization
problem by the research community. However, they are really specific for a kind of sensor or
configuration, and our goal here is to cover the most popular and recent ones. About the types
of maps presented here, each one has its advantages and disadvantages, as well as its specific
constraints that fit better in some situations. For instance, the 2D satellite image is available on-
line and free but is not suitable for indoor localization. On the other hand, markers map is the
option that is most used for indoor localization, but usually, it requires many markers spread
through the environment, and it has a short range to be detected. Given that the map of a MAV
localization system is essential for the estimation, the type of the MAV, the environment, and
the embedded sensor must be taken into account to choose the type of map that fits the
constraints better.
2.1.2. Localization estimation methods
In addition to the environment representation, i.e., the map, the methods that estimate the
MAV’s pose also play an important role in localization systems. Usually, they receive as input
the map of the environment and the sensor reading, and then the goal is to find the part of the
map that best matches with the sensor reading. In Figure 2, the localization estimation method
is within the localization system, Figure 2(b), and together with the motion model, it is
possible to properly estimate the MAV’s pose, Figure 2(c).
Different from the previous section, which introduced the maps used by the MAV localization
systems in big groups, such as the 2D satellite images or the marker maps, the localization
estimation methods do not share the same similarity between themselves. Then, here they are
discussed individually, and as well as in the previous section, their advantages and disadvan-
tages are highlighted.
It is natural that the works that rely on 2D satellite image as a map have an estimation method
that is based on image comparison, since their sensor readings are images. The general idea is
to compare every MAV image with different patches from different poses within the map, and
the most similar one probably represents the MAV’s pose in the map. To extract the so-called
patches from the map, some global localization works use the Monte Carlo algorithm to
extract patches from the whole map [18, 31], whereas the local localization ones, given that
the MAV’s initial pose is known, only extract a patch from the initial pose and keep extracting
them as it moves through the environment [21, 26]. When comparing the MAV images against
the patches, each Monte Carlo-based work proposed a novel measurement model, in which
one has a new image descriptor called abBRIEF to robustly compute an image signature to the
comparison [31], and the other used SURF descriptors [32] and machine learning to compare
MAV images and the patches [18]. Both approaches can compute the similarity between all
pairs of MAV image and patch and find the most similar pair. On the other hand, the other
local localization approaches have a reduced search space, since they know the initial patch
from the satellite image. In this case, the image comparison is mainly made by two methods:
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either by template matching [22], in which a pixel-by-pixel comparison is performed between
two images, or by feature matching [26], that involves the detection, extraction and matching
of the features from the two images. In general, given that all these works rely on an image,
they use either features or image descriptors to represent the images and then perform the
comparison. In their proposal, they aim to overcome the problem of illumination and color
changes that occur when dealing with images and outdoor environment, as the case of MAV
localization systems.
The alignment technique is also used by other approaches to estimate the MAV’s pose, even
the ones that rely on 3D maps. In [23], the alignment is made considering the 2D keypoints
from the MAV image and the 3D landmarks of the 3D map. To do so, the authors cluster the
landmarks into visual words to speed up the matching and alignment with a nearest neigh-
bour search. This 2D to 3D alignment, or transformation, is also applied in another work [19].
Given that the map in this work is a 3D representation of the environment, but the MAV image
is a simple 2D RGB image, they have to transform the MAV image into a 3D data, to then align
the lines and edges detected in both. As these both works perform local localization, they have
an initial reduced search space, which helps them to have a good alignment at the beginning.
Besides the estimation methods presented so far, other ones are even more specific. In [25], for
instance, a robust and quick response landing pattern is designed to be visually detected
through images and then assist the MAV to its landing. In such a case, the pattern is the map,
and the computer vision method proposed by the authors of this work can detect the scale of
the map and then estimate the MAV localization. In [24] a markers detection-based approach
is also proposed to estimate the MAV's pose. However, in contrast to [25], in [24] the markers
are ultraviolet LED that are embedded in the MAVs. Hence, the estimation, in this case, is a
mutual one, i.e. one MAV estimates its pose in relation to another one and vice versa. First,
their algorithm detects the size of the markers in the image, and then it estimates the internal
distance between a pair of markers. Therefore, they can calculate the distance between two
MAVs and their pose. In addition to that, in [27] tether-based feedback and inertia sensing are
used to estimate the MAV’s pose. In more details, the length, azimuth, and elevation angle of
the tether are the input for a mechanics model that calculates the absolutely straight tether
between the origin and the MAV. The work [28] also relies on a non-popular sensor to estimate
the MAV’s pose, and the goal is to detect access points (AP) and measure the received signal
strength. Then, they can estimate the MAV’s pose relative to the APs that have their positions
well defined in the map. A similar approach is proposed in [30], in which the MAV’s pose is
estimated in an urban environment by the transmission of beacons. They are located in
different buildings, and they provide a local frame of reference, supporting the MAVs for their
location estimation by providing the details of the area and height of the buildings. It is also
possible to say that sonar is another type of sensor not easily found embedded on MAVs, and
this is the sensor used in [29]. To estimate the MAV’s pose, the authors proposed a multi-ray
model based on the four sonars sensors embedded in a MAV. This model approximates a beam
pattern accurately, and it does not require high computational power.
In general, the localization estimation methods are responsible for comparing the sensor read-
ing and a sample of the map. In another way, it is also known as a transformation from the local
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coordinate system, i.e., the robot sensor reading, to a global one, i.e., the map. Given the works
presented in this section, we can notice that sometimes the sensor reading and the map are
different data, such as 2D images from a regular RGB camera and a 3D map. Also, in some
cases, these methods have to estimate the MAV’s pose based on an outdated map. Because of
that, they have to be robust against differences between the real and the mapped environment,
and even though they might not represent the same area, the pose should be estimated.
2.1.3. Summarization
Table 1 compiles the information presented in Section 2.2. This review shows how the type of
map and the sensor changes from system to system. Even though some approaches seems very
similar, such as [18, 31], they are still different. Hence, they have their own advantages and
disadvantages.
2.2. The future of UAV localization systems
Despite the great effort of the research community to deal with the MAV localization problem,
there is no solution that works for all the possible environments and constraints. This problem
varies considerably, such as the environment, which can be either indoor or outdoor, the
knowledge about the initial position, whether it is known or not, and the amount of MAVs
that are being localized, which can be single or multiple MAVs. Despite these difficulties, there
is also the map issue, which is caused either by a low updating frequency, such as a satellite
that takes some time to revisit a specific area, or by a quick environmental change, like a snowy
day that makes the whole environment become white.
To deal with the problem of the type of environment, the approaches that seem more likely to
work are the one that recognizes the objects within the environment and the other that deals
Paper Type of localization Type of map Indoor or outdoor Sensor Multiple or single MAV
[28] Local Access points Indoor RSS WLAN Single
[29] Local 2D map Indoor Sonars Single
[21] Local 2D Satellite image Outdoor Camera Single
[26] Local 2D Satellite image Outdoor Camera Single
[23] Local Point cloud Outdoor Camera Single
[19] Local 3D map Outdoor Camera Single
[25] Local Landing pattern Outdoor Camera Single
[27] Local Tether reel Both Tether Single
[24] Mutual LED markers Both Camera Multiple
[30] Global 3D map Outdoor LFR reader Multiple
[31] Global 2D Satellite image Outdoor Camera Single
[18] Global 2D Satellite image Outdoor Camera Single
Table 1. Comparison between all the discussed works in terms of different information.
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with 3D structures. Hence, independently of being indoor or outdoor, it would be possible to
recognize objects or detect the environment’s shape in both scenarios, to then continue the
pose estimation calculation. On the other hand, the problem of the outdated map could be
overcome by using deep learning, which provides robust solutions for different seasons or
illumination changes in images [33]. Another solution that is possible through the use of deep
learning is to teach a net to differentiate roads, buildings, and forest, to then segment both the
map and the MAV sensor readings. Hence, instead of, for instance, matching the color of
different pixels from MAV images and patches from the 2D satellite image map, the matching
would be done considering the classes of the environment, avoiding the problems caused by
color or illumination changes.
Due to the fact that MAV is a certainly popular technology and that it is being used in many
different tasks, another promising matter that should be investigated is the localization system
for multiple MAVs. As there will be even more MAVs flying and cooperating in the future, it is
essential to have localization approaches that take advantage of the high amount of MAVs
available in the air and, therefore, improve the pose estimation.
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Abstract
The increased interest in space exploration drives the development of novel technologies
that are useful in other areas, such as aviation. The use of these technologies gives rise to
new challenges and applications. Space tourism is an emerging application due to
advances in space exploration technologies. This paper addresses two challenges aimed
at ensuring continued internet access in space tourism. The first is designing network
architecture to ensure continued internet access for space tourists aboard a space vehicle.
The second is using aerial vehicle technology to enhance access to cloud content in areas
with poor telecommunication infrastructure. The paper proposes the distributed hand-
over algorithm ensuring that the space vehicle can execute handover from terrestrial
wireless networks to aerial platforms and satellites as a last mile connection. It also pro-
poses the concept of aerial diversity ensuring low cost access to cloud content. Perfor-
mance simulation shows that the use of the distributed handover algorithm enhances
channel capacity by 18.4% on average and reduces latency by 11.6% on average. The use
of the cloud content access system incorporating aerial diversity enhances the channel
capacity of terrestrial wireless networks by up to 85% on average.
Keywords: Space Tourism, Wireless Communications, Wireless Handover, aerial
platforms, satellites, space tourist
1. Introduction
The internet comprises multiple converging technologies that interact together in a global
network. Information access via the internet faces a significant number of challenges. These
challenges influence the ease with which information can be accessed via the internet. The
quality of service (QoS) associated with internet access is determined by metrics such as
channel capacity, latency, throughput and packet loss rate.
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Advances in networking have played a significant role in internet evolution. For example, the
internet initially used wired technology as the communication media; however, the internet is
now accessed via wireless radio [1–3]. This transition increases the mobility of subscribers
seeking to access data [4, 5]. The emergence of smartphones has improved subscriber ability
to access the internet. This increased access requires network algorithms to support the reali-
zation of enhanced QoS in fifth generation (5G) wireless networks and beyond 5G (B5G)
networks.
Internet access via wireless technologies benefits from new technologies such as: (i) new
variants of the internet protocol (IP) and the transmission control protocol (TCP) [6–10], (ii)
improved packet switching [11–13], (iii) World Wide Web [14], (iv) IEEE 802.11 wireless
network standard [15], and (v) artificial intelligence [16, 17].
Currently, there is increased interest in space exploration leading to the development of
technologies such as small satellites [18, 19] and aerial vehicles such as stratospheric plat-
forms [19] and drones [20]. The development of these technologies enables capital constrained
organizations to engage in space exploration. This also enables the emergence of new applica-
tions requiring internet access such as space tourism. The emergence of space tourism [21–39]
requires a solution to providing uninterrupted internet access to subscribers aboard a space
vehicle, as well as improving accessibility to the cloud content internet.
S/N Acronym Meaning
1 APSH Aerial Platform to Satellite Handover
2 C-RAN Cloud Radio Access Network
3 DHA Distributed Handover Algorithm
4 eNB Evolved Node B
5 gNB Next generation Node B
6 MAV Manned aerial vehicle
7 MIPv6 Mobile internet protocol version 6
8 P-GW Packet data gateway
9 PMIPv6 Proxy mobile internet protocol version 6
10 QoS Quality of Service
11 S-GW Serving gateway
12 SMIPv6 Seamless mobile internet protocol version 6
13 SISH Sub –orbital Intersatellite Handover
14 TCP Transmission Control Protocol
15 TWAH Terrestrial Wireless Network to Aerial Network Handover
16 TWNH Terrestrial Wireless Network Handover
17 UAV Unmanned Aerial Vehicle
Table 1. Acronyms used in this paper.
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S/N Parameter Meaning
1 N Set of wireless networks
2 C Set of cloud platforms
3 S Set of subscribers
4 nS Set of satellite networks
5 nT Set of terrestrial wireless networks
6 nrS The rð Þth satellite network.
7 nuT The uth terrestrial wireless network
8 Ci The ið Þth cloud platform hosting content that subscriber sz seeks to access
9 sz The zð Þth subscriber desiring access to cloud based content
10 α nuT
 
The coverage region of nuT
11 α nrS
 
The coverage region of nrS
12 β Is the network sub – indicator
13 I β;Ci; tj
 
Cloud access indicator at epoch tj
14 ∅. Null set
15 θ Set of possible subscriber locations.
16 θg Set of ground locations for subscribers
17 θae Set of aerial locations for subscribers
18 θcg The cth ground location
19 θnae The nth aerial location
20 N0 Updated set of wireless networks
21 ϕSU the network designed to provide access to cloud content for θsu
22 E sxð Þ Mean latency for subscriber sx
23 Th sx; β; tj
 
Throughput associated with data accessed by sx; sx E S via network entity β at epoch tj
24 D sx; tj
 
Size of data accessed by sx from network entity β at epoch tj
25 Pth γð Þ Threshold signal strength for terrestrial wireless network base station entity.
26 lth Threshold Latency
27 E1 szð Þ The mean latency computed for multiple subscribers.
28 γ Set of terrestrial wireless network base station entities
29 Ϸ Set of stratospheric platforms
30 ƿ Set of satellites
31 ϰ E γb;Ϸl; ƿt
 
Entity ϰ denotes transmitting nodes in terrestrial, stratosphere and outer space respectively.
32 P ϰ; tj
 
; The strength of the signal form entity ϰ at epoch tj
33 Cter Channel capacity of space vehicle in terrestrial plane
34 Cae Channel capacity of space vehicle in aerial plane
35 Csp Channel capacity of space vehicle in space plane.
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This chapter addresses two challenges: it designs (i) a network infrastructure with associated
mechanisms to ensure continued access for space tourist subscribers aboard a space vehicle
and (ii) a solution to improve the cloud service accessibility in developing nations. The chapter
makes the following contributions:
1. Firstly, it proposes a network architecture that incorporates the space tourist subscriber in
commercial space flights. The space tourist subscriber requires access to cloud-based
content and the proposed network architecture ensures that there is a continuity of access
to cloud content at every tier via the proposed handover mechanism.
S/N Parameter Meaning
36 B z0; bð Þ Bandwidth of channel z0 for the bth terrestrial wireless network base station entity
37 B z0; lð Þ Bandwidth of channel z0 for the lth stratospheric platform base station entity
38 B z0; cð Þ Bandwidth of channel z0 for the cth in – orbit satellite.
39 Ptr γd; z
0  Transmit power between the space vehicle and terrestrial wireless network γd on channel z0
40 Ptr Ϸl; z0ð Þ Data transmit power between the space vehicle and high altitude platform Ϸl on channel z0
41 Ptr ƿc; z0ð Þ Data transmit power between the space vehicle and in – orbit satellite ƿc on channel z0
42 Pint γd; z
0  Interference power between the space vehicle and terrestrial wireless network on channel z0
43 Pint Ϸl; z0ð Þ Interference power between the space vehicle and high altitude platform on channel z0
44 Pint ƿc; z0ð Þ Interference power between the space vehicle and in – orbit satellite on channel z0
45 h11 γd; z
0  Transmit channel gain between space vehicle and terrestrial wireless network on channel z0
46 h11 Ϸl; z0ð Þ Transmit channel gain between the space vehicle and high altitude platform on channel z0
47 h11 ƿc; z0ð Þ Transmit channel gain between the space vehicle and in – orbit satellite on channel z0
48 h12 γd; z
0  Interference channel gain between space vehicle and terrestrial wireless network on channel z0
49 h12 Ϸl; z0ð Þ Interference channel gain between the space vehicle and high altitude platform on channel z0
50 h12 ƿc; z0ð Þ Interference channel gain between the space vehicle and in – orbit satellite on channel z0
51 Cave Average channel capacity for the space vehicle
52 I γd;Ϸl
 
Handover indicator between γd and Ϸl
53 I Ϸl; ƿcð Þ Handover indicator between Ϸl and ƿc
54 D0 Amount of transmitted data in bytes
55 β1 Latency associated with data transmission in absence of proposed handover mechanism
56 β2 Latency associated with data transmission after incorporating the handover mechanism
57 Pco γb
 
Probability of network congestion occurring on terrestrial wireless network γb
58 Th γb
 




Aggregate channel capacity of accessing cloud content without proposed cyber – physical system
60 Thcl2 γb
 
Aggregate channel capacity of accessing cloud content with proposed cyber – physical system
Table 2. Set of notations used in this paper.
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2. Secondly, it proposes a novel architecture that incorporates aerial diversity i.e. use of
unmanned and manned aerial vehicles to achieve access to cloud content. This has the
benefit of reducing congestion on in terrestrial wireless networks. The architecture uses
manned and unmanned aerial and robotic entities for information delivery in the internet.
3. Thirdly, it formulates the performance metrics and benefits for the proposed mechanisms.
These metrics are examined considering networks that do and do not incorporate the
proposed mechanism. The metric is the aggregate throughput for a network comprising
multiple base station entities.
The rest of the paper is structured as follows. Section 2 formulates the problem being
addressed in this chapter. Section 3 presents the proposed mechanisms. Section 4 formulates
the performance model. Section 5 presents and discusses the simulation results and perfor-
mance benefits. Section 6 is the conclusion.
The list of acronyms and the set of notations used in this paper are shown in Tables 1 and 2
respectively.
2. Problem formulation
The discussion here is divided into three parts. The first part describes the system model. The
second defines the problem and challenges being addressed in this chapter. The third focuses
on the challenge being addressed as regards access to cloud based services.
2.1. System model
The network scenario comprises cloud radio access networks (C-RANs). Each C-RAN com-
prises a base station entity such as the evolved Node B (eNB) or next generation Node B (gNB).
The eNB or gNB is connected to a cloud platform that provides resources in the network
control plane. The base station entity is connected to cloud platforms that host content being
demanded by subscribers. The system model assumes that subscribers can access the network
i.e. cloud content at the desired epoch. The network comprises terrestrial wireless and satellite
network segments. A scenario showing the network is shown in Figure 1.
The scenario in Figure 1 shows the connection between two eNBs (i.e. eNB1 and eNB2) with
overlapping coverage. The first eNB i.e. eNB 1 is connected to the cloud platform being the
closer of the two eNBs. The packet data gateway (P-GW) of eNB 1 interacts with the gateway
entity at the cloud platform hosting the content being accessed. The eNBs can execute hand-
over to support the migration of subscriber SH. This is realized by the dynamics associated
with serving gateway (S-GW) in seamless handover execution [40].
2.2 Problem definition: the ‘space tourist’ subscriber
The considered scenario comprises multiple networks enabling subscribers to access cloud-
based content. Let N, S and C be the set of wireless networks, subscribers and cloud platforms,
respectively. Such as:
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N ¼ nS; nTf g (1)




nS ¼ n1S; n2S;…; npS
 
(4)




nS and nT are the set of satellite and terrestrial wireless networks respectively.
sz, szE S is the zð Þth subscriber desiring access to cloud-based content.
nrS, n
r
SE nS is the rð Þth satellite network.
nuT, n
u
TE nT is the uð Þth terrestrial wireless network.
Ci, Ci E C is the ið Þth cloud platform hosting content that subscriber sz seeks to access.
The coverage region of nuT and n
r









E 0; 1f g, βE nuT ; nrS
 
, tj E t, t ¼ t1; t2;…; twf g be the cloud access indicator at epoch tj.
The states I β ¼ nuT ;Ci; tj
  ¼ 0 and I β ¼ nuT ;Ci; tj
  ¼ 1 signify that the ið Þth cloud platform Ci
is inaccessible and accessible to base station entities of the uð Þth terrestrial wireless network at
epoch tj respectively. The indicator I β ¼ nrS;Ci; tj
  ¼ 0 and I β ¼ nrS;Ci; tj
  ¼ 1 signify that the
ið Þth cloud platform Ci is inaccessible and accessible to base station entities of the rð Þth satellite
network, respectively. The ground-based entity of the rð Þth satellite network is the terrestrial
component of a satellite network.
A scenario described by the transition I β ¼ nuT ;Ci; tj
  ¼ 0, I β ¼ nuT ;Ci; tjþ1
  ¼ 1, tjþ1E t is one
in which the cloud platform Ci is connected to network nuT at epoch tjþ1 and not connected at
Figure 1. Network scenario showing the system model.
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epoch tj respectively. Another plausible scenario is β ¼ nuT ;Ci; tj
� � ¼ 0, I β ¼ nrS;Ci; tjþ1
� � ¼ 0,
I β ¼ nrS;Ci; tjþj0
� �
¼ 0, tjþj0E t, which describes a case where subscriber sz moves through the
regions where access to cloud content via terrestrial network is infeasible at epochs tj and tjþ1
but feasible at epoch tjþj0 .
The variable I β;Ci; tj
� �
can have a varying number of contexts described by transitions
between different scenarios for different β, Ci and tj. A common factor across these scenarios
is the implied assumption that N ∩ nS∪nTf g 6¼ ∅. However, this does not consider the require-
ment to provide internet access in outer–space. Hence, another scenario that is yet to be
considered is one described as N ∩ nS∪nTf g ¼ ∅ that considers the space tourist subscriber
which has not been considered.
In the terrestrial plane, the subscriber sz accesses the cloud content from a terrestrial location.
However, cloud content can be accessed from other locations such as the ocean, and near space














θg and θae are the set of ground and aerial locations respectively.
θcg,θ
c




ae E θae is the n
th aerial location.





suE θsu is the v
0 sub – orbital location.
The definition of θ excludes the underwater and underground locations.
There is coverage for locations θg and θae given that I β ¼ nuT ;Ci; tj
� � ¼ 1∀θg,θae hold true. The
condition I β;Ci; tj
� � ¼ 1∀θg,θae indicates that there is no network coverage for locations θg and
θae. Satellite and terrestrial wireless networks cannot deliver cloud access to space tourist
subscribers when:
I β ¼ nuT ;Ci; tj
� �
; I β ¼ nuT ;Ci; tjþ1
� �
; I β ¼ nuT ;Ci; tjþj0
� �
;…; I β ¼ nuT ;Ci; tw
� �n o ¼ 0, ∀θsu (10)
I β ¼ nrS;Ci; tj
� �
; I β ¼ nrS;Ci; tjþ1
� �
; I β ¼ nrS;Ci; tjþj0
� �
;…; I β ¼ nuT ;Ci; tw
� �n o ¼ 0, ∀θsu (11)
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This is because terrestrial and satellite networks do not provide internet access for space tourist
subscribers.




Where ϕSU is the network designed to provide access to cloud content for θsu, then it is desired
that:
I N0 ∩Nð Þ0;Ci; tj
� �
; I N0 ∩Nð Þ0;Ci; tjþ1
� �
; I N0 ∩Nð Þ0;Ci; tjþj0
� �
;…; I N0 ∩Nð Þ0;Ci; tw
� �n o ¼ 0, ∀θsu
(13)
This paper designs a network architecture which ensures that (13) holds true at all epochs.
The discussion so far assumes that data access from the cloud in the contexts considered above
is accompanied with a high QoS. This assumes the availability of reliable network infrastruc-
ture. For instance, this assumption is not true where exists poor availability of high-
performance terrestrial network infrastructure, or subscribers’ inability to access expensive
satellite networks. This assumption is true for cloud service providers in nations with a high
population demanding access to cloud content; described by the conditions:
I β ¼ nuT ;Ci; tj
� �
; I β ¼ nuT ;Ci; tjþ1
� �
; I β ¼ nuT ;Ci; tjþj0
� �
;…; I β ¼ nuT ;Ci; tw
� �n o ¼ 0, ∀nT,θg (14)
I β ¼ nrS;Ci; tj
� �
; I β ¼ nrS;Ci; tjþ1
� �
; I β ¼ nrS;Ci; tjþj0
� �
;…; I β ¼ nuT ;Ci; tw
� �n o ¼ 0, ∀nS (15)
If we let D sx; tj
� �
and Th sx; β; tj
� �




denote, respectively, the size of data accessed by
sx from network entity β and throughput associated with data accessed by sx; sx E S via net-
work entity β at epoch tj, then the mean latency E sxð Þ can be expressed as:











Th sx; β ¼ nrS; tj
















Given the threshold latency lth, the subscriber sx has a significant delay if E sxð Þ≫ lth. The delay
E sxð Þ refers to that of a single subscriber. In the case of multiple subscribers, the latency E1 szð Þ
is given as:





































There is a significant degradation associated with accessing cloud-based content when
E1 szð Þ≫ lth,. Hence, a solution which ensures that the condition E1 szð Þ ≤ lth holds true for a
significantly long duration is required. Such a solution is proposed in this paper. This section
presents the two challenges being addressed in this paper, namely:
1. Ensuring that space tourist subscribers engaged in sub– orbital space tourism flight have
continued access to internet and cloud-based content. For example, space tourist sub-
scribers should be able to upload content observed at high altitudes and in outer space to
the cloud with low latency.
2. Designing a solution which ensures that the condition E1 szð Þ ≤ lth holds true for subscribers
desiring to access cloud-based content and for a significantly long duration.
3. Proposed solution(s) and associated mechanisms
This section presents the proposed solutions and is divided into two parts. The first part
presents the solutions, mechanisms and associated network architecture to address the chal-
lenge involving space tourist subscribers. The second part discusses the solution that aims at
ensuring the delivery of cloud-based content to subscribers at low latency when E1 szð Þ≫ lth .
3.1. Internet access continuity in space tourism
Space tourism subscribers are conveyed in a space vehicle that hosts communication subsys-
tems which enables internet access. The space vehicle begins its journey from a terrestrial
location with access to terrestrial wireless networks. The space tourists have access to the
internet via the gateway of the terrestrial wireless network. In the context of the LTE-A
utilizing the eNB, the P-GW and S-GW are the gateway entities. A handover is required to
ensure the continuity of internet access as the space vehicle travels from the terrestrial location
to outer space. Three handover levels are required in the proposed solution, these are:
1. Terrestrial Wireless Network Handover (TWNH): The TWNH refers to the handover
executed between base station entities i.e. eNB. It is executed using protocols such as the
seamless mobile internet protocol version 6 (SMIPv6) [41], mobile internet protocol version
6 (MIPv6) and proxy mobile internet protocol version 6 (PMIPv6) [42, 43]. The handover
context implied in TWNH has been sufficiently addressed in literature.
2. Terrestrial Wireless Network to Aerial Network Handover (TWAH): The TWAH is
necessary if the space vehicle connects to an aerial platform such as a high altitude
platform as it sojourns to outer space. It involves the handover of a session from terrestrial
wireless networks to aerial platforms. The aerial platforms in this context are connected
using inter-platform links. Existing protocols such as that in [44] address the challenge of
executing handover between terrestrial wireless networks and high altitude platforms.
3. Aerial Platform to Satellite Handover (APSH): The APSH involves executing a handover
to the satellite on the uplink when subscribers access data from the cloud. The execution of
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the APSH becomes necessary as the space vehicle’s altitude increases as it approaches low
earth orbit. Existing approach consider that satellites should handover to stratospheric
platforms in reaching the subscribers. The case here is different because the satellite
network is in the last mile.
4. Sub-orbital Intersatellite Handover (SISH): The execution of the SISH is required to ensure
that the in-orbit space vehicle connects to the satellite enabling it to have the highest
throughput and lowest latency. The SISH redefines the role of satellites in accessing cloud
based information via the internet. This is because inter-satellite links have often been used
with the aim of achieving global coverage using satellite networks; and not in the context of
providing seamless high QoS internet connections to subscribers as a last mile technology.
The space tourist subscriber requires internet access for obtaining content from the internet or
storing content for storage and later access. This should be realized without significant space
segment acquisition costs. The contexts implied in the APSH and SISH require novel mecha-
nisms and accompanying network architecture. This is because the APSH and SISH phases are
peculiar to the space tourist subscriber. The relations between the TWNH, TWAH, APSH and
SISH are shown in Figure 2.
Figure 2. Relations between the TWNH, TWAH, APSH and SISH.
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The scenario in Figure 2 shows a space vehicle sojourning from a terrestrial location to outer
space. The space vehicle passes through the terrestrial plane, aerial plane and the space plane.
The space vehicle(s) is connected to the terrestrial wireless network base stations and access the
cloud based content via the internet through the gateways. In the aerial plane, the space
vehicle is connected to the high altitude platform.
The high altitude platform receives contents from select ground based stations. These ground
stations are those being used for radio astronomy. However, they are not engaged in receiving
radio astronomy signals during epoch of use by high altitude platform. The use of such ground
stations is feasible considering the emergence of multi-mode ground stations that can be used
for radio astronomy and packet processing [45]. The multi-mode ground station is connected
to the computing infrastructure of the astronomy organization. The computing infrastructure
is linked to the cloud computing platform hosting the content to be accessed by the space
tourist subscriber. Idle multi-mode ground stations relay cloud based content to the
space vehicle in the space plane. The cloud platform sends the cloud content to be sent to
select ground stations that communicate with stratospheric platforms in the aerial plane. The
select ground stations are also used to enable communications between satellites and the space
vehicle in the space plane.
Aerial platforms communicate with each other using inter-platform links that utilize free space
optics to ensure low latency. This is done when the space vehicle moves from the coverage of a
high altitude platform to the coverage of another high altitude platform. In moving from the
aerial plane to the space plane i.e. executing the APSH, the space vehicle does not have line of
sight and communicates with the satellite via the ground station. In the space plane, the space
vehicle is able to move between satellites. This is enabled by satellite communications with
selected ground stations.
The proposed handover mechanism requires that the space vehicle conveying space tourists
pass overhead through radio astronomy observatories. This provides the added benefit of
enhancing astro-tourism and enables space tourists to have an aerial view of astronomical
observatories. The re-use of existing astronomy infrastructure [46] reduces the cost associated
with launching an anchor satellite to maintain high QoS internet connectivity for the
concerned space vehicle. The use of selected ground station infrastructure improves the reve-
nue potential for astronomy organizations; and increases the utilization of the high perfor-
mance infrastructure and ground stations. The space vehicle connects to a geostationary
communications satellite [47–51]. The ground segment of the geostationary satellite is an idle
multi-mode ground station.
The handover algorithm that enables the provision of seamless internet connectivity for the
space vehicle comprises entities that function in the space vehicle, ground stations, high
altitude platforms and satellites. The proposed distributed handover algorithm (DHA) func-
tions are for the aerial and space modes. The DHA executes the TWAH and the SISH in the
aerial mode and space mode, respectively.
The space vehicle host mechanisms that enable it to execute the TWAH, and the handover
between aerial platforms. However, these mechanisms are not designed since they have
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received considerable research attention. Let γ, Ϸ and ƿ be the set of terrestrial wireless network
base station entities, stratospheric platforms and satellites, respectively.
γ ¼ γ1;γ2;…; γd
� �
(19)
Ϸ ¼ Ϸ1; Ϸ2;…; Ϸhf g (20)
ƿ ¼ ƿ1; ƿ2;…; ƿnf g (21)
In addition, let P ϰ; tj
� �
,ϰ E γb; Ϸl; ƿt
� �
,γb E γ; ϷlE Ϸ; ƿtE ƿ denote the strength of the signal form
entity ϰ at epoch tj. Given that Pth γð Þ is the threshold signal strength for terrestrial wireless
network base station entity; the space vehicle measures the value of P ϰ ¼ γb; tj
� �
and
P ϰ ¼ Ϸl; tj
� �







P ϰ ¼ γb; tj
� �
















P ϰ ¼ Ϸl; tj
� �
(23)







P ϰ ¼ Ϸl; tj
� �
















P ϰ ¼ γb; tj
� �
(25)
The space vehicle is in the terrestrial plane if (22), (23) hold true and is in the aerial plane when
(24), (25) holds true. The space vehicle moves from the aerial to the space plane if:
ϔ 1 < ϔ 2 < ϔ 3 (26)





P ϰ ¼ Ϸl; tj
� �
(27)





P ϰ ¼ Ϸl; tj
� �
(28)





P ϰ ¼ Ϸl; tj
� �
(29)
The transition in (26)–(29) involves a movement of the space vehicle from the aerial plane to
the space plane. This handover is executed in the APSH. A set of relations describing the
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handover and the associated transition involving movement from the terrestrial plane to the
aerial plane has not been presented. This kind of handover has been sufficiently addressed in
the literature focused on aerial–terrestrial communications [45, 52, 53]. However, the context
being addressed here is that of ensuring connectivity with a manned aerial vehicle (MAV) i.e.
the space vehicle intended for space tourism.
The handover and transition implied in the SISH becomes activated when P ϰ ¼ Ϸl; tj
 
<
P ϰ ¼ Ϸlþ1; tj
 
; Ϸlþ1 E Ϸ and the space vehicle selects satellite Ϸlþ1. The flowchart in Figure 3
describes the relations executed in a handover procedure. The MAV searches for other net-
works of aerial platforms if the satellite signal is detected given that (26)–(29) holds true. In
Figure 3, it is assumed that the space vehicle is able to connect to the concerned entities; i.e.,
high-altitude platforms or satellites depending on the decision context. The space vehicle
connects to the entity with the highest transmit power.
3.2. Cyber: physical system - enhancing cloud access
The discussion presents a solution that enables subscribers to access cloud content when
E1 szð Þ ≤ lth . This scenario i.e. E1 szð Þ ≤ lth describes one in which terrestrial subscribers cannot
access cloud content at low latency. In a terrestrial wireless network, a high latency arises when
there is network congestion or network overloading. The occurrence of network congestion
results in a low aggregate throughput in the network segment as well as a high latency.
Existing research has considered the use of unmanned aerial vehicles to enhance the capacity
of existing terrestrial wireless networks in several contexts [40, 41, 44]. Hence, unmanned
aerial vehicles are suitable for addressing the challenge by providing an alternative path for
accessing cloud content. Hence, unmanned aerial vehicles provide a cyber-physical extension
(window) into the cloud platform. The proposed cyber-physical cloud comprises a central
cloud platform or data center with several cloud extensions (windows). The use of the cyber-
physical cloud also enhances the ability of space tourists to access cloud content. In this case,
the space tourist is in the terrestrial plane when the condition E1 szð Þ ≤ lth is observed to hold
true. Hence, the proposed cyber-physical cloud access system also enhances the provision of
cloud based content to the internet.
In the cyber-physical cloud, the central cloud platform connects to the terrestrial wire-
less network and the cyber-physical windows as shown in Figure 4. In Figure 4, the
cloud connects to either the aerial vehicle or the terrestrial wireless network. The subscribers
desiring access to cloud based content are connected to the base station or the aerial vehicle.
In the event that E1 szð Þ≫ lth, the notification is sent to the cloud and aerial vehicles are
deployed.
The condition E1 szð Þ≫ lth is verified at the cloud platform using information on the latency
associated with data reception by each individual desiring access to cloud content. Each
subscriber receiving content from the cloud via own terminals send information on the latency
associated with content reception to the cloud platform. The usage of the term aerial vehicle
implies both manned aerial vehicles (MAVs) and unmanned aerial vehicles (UAVs). The joint
usage differs from the approach where only UAVs are used in the system [54].
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Figure 3. Functional flowchart showing the execution of the proposed handover for the space vehicle i.e. MAV.
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The sole use of UAVs in the absence of aerial diversity does not consider regional aviation
safety concerns. The incorporation of MAVs with UAVs enables the use of aerial vehicles in a
manner that meets aviation safety concerns. For example MAVs are human driven and can be
used in areas with constraints on aviation safety. The MAV is an aerial vehicle with smaller
dimensions than the conventional manned aircraft; it is equipped with a communication
payload that enables data communication with the cloud platform.
In the cyber–physical cloud, the central cloud platform connects to the terrestrial wire-
less network and the cyber–physical windows as shown in Figure 4. In Figure 4, the cloud
can connect to either the aerial vehicle or the terrestrial wireless network. The subscribers
desiring access to cloud-based content are connected to the base station or the aerial vehicle.
In the event that E1 szð Þ > lth, the notification is sent to the cloud and aerial vehicles are
deployed.
The condition E1 szð Þ > lth is verified at the cloud platform using the information on the latency
associated with data reception by each individual desiring access to cloud content. Each
subscriber receiving content from the cloud via own terminals sends information on the
latency associated with content reception to the cloud platform. The usage of the term aerial
vehicle implies both MAVs and UAVs. The joint usage differs from the approach where only
UAVs are used in the system [54]. The sole use of UAVs in the absence of aerial diversity does
not consider stringent regional aviation safety concerns. The incorporation of MAVs with
UAVs enables the use of aerial vehicles in a manner that meets stringent aviation safety
concerns. For example, MAVs are human driven and can be used in areas with stringent
constraints on aviation safety. The MAV is an aerial vehicle with smaller dimensions than
conventional manned aircraft. It is equipped with a communication payload that enables data
communication with the cloud platform.
Figure 4. Incorporation of MAV and UAV into enabling cloud access.
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4. Performance modeling and formulation
This section focuses on formulating the performance model of the proposed mechanisms. It is
divided into two parts. The first part formulates the performance metrics of the mechanism
enabling the internet access in space tourist applications. The second part formulates the
performance analysis for the cyber-physical cloud system incorporating aerial diversity.
4.1. Performance model: pace tourist enabling mechanism
The formulated QoS metrics are the channel capacity and latency. The channel capacity for the
space vehicle is formulated considering cases where the proposed handover mechanism is
used and not used. The channel capacity achievable by the space vehicle in the terrestrial
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B z0; cð Þ log 2 1þ Ptr ƿc; z
0ð Þ h11 ƿc; z0ð Þj j2
Pint ƿc; z0ð Þ h12 ƿc; z0ð Þj j2 þ σ2
 !
; ƿcE ƿ (32)
Where:
z0 is the channel z0 which is distinct for each concerned communication entity.
Ptr γd; z
0� �, Ptr Ϸl; z0ð Þ and Ptr ƿc; z0ð Þ are the operational data transmit power between the space
vehicle and (i) terrestrial wireless network on channel z0, (ii) high altitude platform on channel
z0 and (iii) communication satellite on channel z0 respectively.
Pint γd; z
0� �, Pint Ϸl; z0ð Þ and Pint ƿc; z0ð Þ is the interference power between the space vehicle and (i)
terrestrial wireless network on channel z0, (ii) high altitude platform on channel z0 and (iii)
communication satellite on channel z0 respectively.
h11 γd; z
0� �, h11 Ϸl; z0ð Þ and h11 ƿc; z0ð Þ are the transmit channel gain between the space vehicle and
(i) terrestrial wireless network on channel z0, (ii) high altitude platform on channel z0 and (iii)
communication satellite on channel z0 respectively.
h12 γd; z
0� �, h12 Ϸl; z0ð Þ and h12 ƿc; z0ð Þ are the transmit channel gain between the space vehicle and
(i) terrestrial wireless network on channel z0, (ii) high altitude platform on channel z0 and (iii)
communication satellite on channel z0 respectively.
The average channel capacity of the space vehicle is denoted as Cave and given as:
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Cave ¼ 13 Cter þ I γd; Ϸl
� �






E 0; 1f g is the handover indicator between γd and Ϸl. The cases I γd; Ϸl
� � ¼ 0 and
I γd; Ϸl
� � ¼ 1 signify that a handover is not executed and is executed between γd and Ϸl
respectively.
I Ϸl; ƿcð ÞE 0; 1f g is the handover indicator between Ϸl and ƿc. The cases I Ϸl; ƿcð Þ ¼ 0 and
I Ϸl; ƿcð Þ ¼ 1 signify that a handover is not executed and is executed between Ϸl and ƿcrespectively.
The latency associated with transmitting D0 bytes of data without and with the incorporation
of the proposed handover is denoted β1 and β2 respectively and given as:
β1 ¼ 8�D0 � Caveð Þ�1
���
I γd;Ϸlð Þ¼0, I Ϸl;ƿcð Þ¼0
(34)
β2 ¼ 8�D0 � Caveð Þ�1
���
I γd;Ϸlð Þ¼1, I Ϸl;ƿcð Þ¼1
(35)
The cases 8�D0 � Caveð Þ�1
���
I γd;Ϸlð Þ¼1, I Ϸl;ƿcð Þ¼0
and 8�D0 � Caveð Þ�1
���
I γd ;Ϸlð Þ¼0, I Ϸl;ƿcð Þ¼1
have not
been considered. This is because our discussion does not consider a partial handover as
implied in the cases described by I γd; Ϸl
� � ¼ 1, I Ϸl; ƿcð Þ ¼ 0 and I γd; Ϸl
� � ¼ 1, I Ϸl; ƿcð Þ ¼ 1. A
partial handover results in a scenario where QoS of the space tourist subscribers suffer severe
degradation due to frequent interruption.
4.2. Performance model: cyber-physical aided cloud access system
The deployment of either the UAV or MAV in the proposed cyber–physical cloud access
system enables the delivery of cloud content when it could otherwise be challenging. This is
due to the incidence of network congestion or any other event that could lead to high delay in
the terrestrial wireless network segment. In the formulation, the cloud content traverses mul-
tiple cells in an infrastructure-based network. The occurrence of congestion on any of the
forwarding network nodes increase the latency associated with accessing cloud content by
remote subscribers. The probability of congestion on terrestrial wireless network γb with own
base station and associated gateway entity is denoted Pco γb
� �
;γb E γ. The probability of
deploying either MAVs or UAVs that spans the coverage of γj j terrestrial wireless networks is
denoted as Pcy γj jð Þ. Given that the channel capacity of γb is denoted as Th γb
� �
; the aggregate
channel capacity associated with cloud content without and with the cyber–physical system is

























































5. Simulation and discussion of results
This section presents and discusses the simulation results and performance benefits of the
proposed mechanisms. It is divided into three parts. The first part presents the simulation
parameters for the proposed mechanisms. The second part presents results indicating the
performance of the space tourist subscriber. The third part presents results on the proposed
cyber-physical aided cloud system.
5.1. Simulation parameters
The simulation parameters used to investigate the performance benefit of the handover mech-
anism for the space tourist subscriber are shown in Table 3. The parameters used to investigate
the performance of the cyber – physical cloud access system are shown in Table 4.
5.2. Discussion of results – space tourist
The results of performance simulation are presented in this subsection. The performance
benefit of the proposed handover mechanism is investigated using the channel capacity and
latency as metrics. In addition, the performance benefit of incorporating aerial diversity is
investigated using the aggregate channel capacity. The proposed aerial diversity mechanism
is used to improve access to cloud content in terrestrial wireless networks.
S/N Parameter Value
1 Mean of transmit power Ptr γd; z
0� � for the space vehicle. 202.9 mW
2 Mean of interference power for space vehicle in terrestrial plane, Pint γd; z
0� � 10.3 mW
3 Channel bandwidth in terrestrial plane, B z0; bð Þ 1.5 MHz
4 Number of channels that are simultaneously accessed in terrestrial plane 4
5 Mean of transmit power of space vehicle in aerial plane, Ptr Ϸl; z0ð Þ 313 mW
6 Mean of interference power of space vehicle in aerial plane, Pint Ϸl; z0ð Þ 38.9 mW
7 Channel bandwidth in aerial plane 2.25 MHz
8 Number of channels that are simultaneously accessed in aerial plane 4
9 Mean of space vehicle transmit power Ptr ƿc; z0ð Þ in space plane. 227.6 mW
10 Average space vehicle interferer power in space plane, Pint Ϸc; z0ð Þ 32.6 mW
11 Channel bandwidth in space plane 5 MHz
12 Number of channels that are simultaneously accessed in space plane 4
Table 3. Parameters used to investigate the performance of the handover mechanism.
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1 0.3888 0.5685 35.3279 0.3664 0.4411 29.3312
2 0.7627 0.6175 29.5502 0.5061 0.4600 34.6044
3 0.5962 0.4267 19.5083 0.5352 0.5510 29.7344
4 0.7723 0.5495 21.4568 0.7274 0.5709 42.5083
5 0.6186 0.5712 22.3693 0.5334 0.5342 28.5267
6 0.6430 0.4176 35.3991 0.5230 0.6319 22.5061
7 0.3911 0.5927 30.0374 0.3145 0.6141 34.6840
8 0.3109 0.4928 31.4955 0.4969 0.5486 27.6927
9 0.4991 0.4411 21.9782 0.2291 0.4413 25.4814
10 0.5953 0.4336 49.2761 0.2747 0.4072 41.4290
11 0.4421 0.5791 28.4492 0.5575 0.6513 33.4003
12 0.6049 0.4986 41.8964 0.1730 0.5996 41.9393
13 0.3588 0.4654 13.7261 0.1503 0.2617 12.4052
14 0.5273 0.3811 28.5571 0.4534 0.3425 25.8474
15 0.5528 0.6437 45.3798 0.5048 0.5061 38.7138
16 0.6340 0.3282 11.0572 0.3233 0.5900 8.7650
17 0.3755 0.4869 25.0408 0.3963 0.5300 29.4266
18 0.5843 0.4820 34.9777 0.6028 0.4556 29.6869
19 0.3843 0.5792 30.5558 0.5304 0.5177 37.5723
20 0.5794 0.4632 29.2089 0.5655 0.5562 35.5610
21 0.6785 0.4600 31.2913 0.5464 0.5881 25.5595
22 0.2695 0.4369 37.4373 0.6859 0.6047 38.6078
23 0.5935 0.4550 40.7390 0.5582 0.4034 29.8772
24 0.3468 0.5875 35.4107 0.4412 0.4862 38.5071
25 0.4491 0.4572 39.0279 0.3655 0.4827 33.7495
26 0.4212 0.5881 27.4572 0.2794 0.5679 34.3914
27 0.4929 0.5598 30.8914 0.5723 0.5080 25.5206
28 0.5301 0.3996 34.4666 0.5208 0.6065 33.9866
29 0.5138 0.5482 21.8294 0.3015 0.5177 29.1524
30 0.4620 0.5018 42.4102 0.4737 0.4948 51.8990
31 0.5426 0.5050 18.7730 0.6504 0.3931 15.3598
32 0.6005 0.4215 35.4899 0.5052 0.5537 28.0000
33 0.1818 0.6061 38.9559 0.1964 0.5787 39.6352
34 0.5360 0.6202 10.5887 0.5137 0.6282 6.8601
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Simulation result for the space vehicle average channel capacity is presented in Figure 5.
Figure 5 shows two sub-figures, i.e. a and b. The average channel capacity before and after
the incorporation of the proposed handover mechanism is presented in Figure 5a and b,






















35 0.5848 0.4162 35.9282 0.4419 0.5076 29/9443
36 0.2103 0.5099 22.9408 0.4989 0.6247 38.3689
37 0.2227 0.6742 21.7225 0.5790 0.5600 44.0250
38 0.7069 0.6086 37.3177 0.6596 0.4421 27.1582
39 0.4296 0.6832 39.0351 0.4496 0.6709 34.6300
40 0.4539 0.4368 34.1860 0.4793 0.6442 36.4133
Table 4. Simulation parameters – cyber – physical aided cloud access mechanism.
Figure 5. Average channel capacity of the space vehicle before and after introducing the proposed scheme. (a) Average
channel capacity achieved by space vehicle in Mbps in the absence of the proposed handover mechanism. (b) Average
channel capacity achieved by space vehicle in Mbps after introducing the proposed handover mechanism.
Figure 6. Average latency of the space vehicle before and after introducing the proposed scheme. (a) Average latency
achieved by space vehicle without the proposed handover mechanism. (b) Average latency achieved by space vehicle
after the incorporation of the proposed handover mechanism.
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respectively. Analysis of the result shows that the incorporation of the proposed mechanism
enhances channel capacity. This is because of the continuity in data transmission during space
vehicle sojourn. It is observed from the results that the channel capacity is enhanced on
average by 18.4%.
The result for the latency of the space vehicle is presented in Figure 6a and b. Figure 6a and b
shows the latency without and with the proposed mechanism, respectively. Results show that
the proposed mechanism reduces the latency associated with accessing cloud content by the
space vehicle. Analysis shows that the proposed handover mechanism reduces latency on
average by 12%.
Aggregate channel capacity (bits per second)







Without aerial diversity With aerial
diversity
2 6.76  104 3.85  104 1.88  105 3.94  105
4 1.61  1011 1.56  1012 8.78  1012 1.72  1013
6 1.73  1019 4.10  1019 1.73  1020 3.54  1020
8 3.33  1026 7.87  1026 1.89  1027 5.75  1027
10 4.45  1033 1.23  1034 1.10  1034 5.44  1034
12 1.01  1041 1.92  1041 2.05  1041 1.15  1042
14 5.74  1047 1.10  1048 3.82  1047 3.45  1048
16 6.40  1054 1.66  1055 7.47  1054 6.75  1055
18 9.49  1061 2.62  1062 8.71  1061 1.02  1063
20 1.18  1069 3.34  1069 1.74  1069 1.99  1070
22 1.16  1076 3.02  1076 2.42  1076 2.98  1077
24 1.94  1083 4.54  1083 4.04  1083 3.71  1084
26 3.17  1090 6.85  1090 8.46  1090 7.67  1091
28 9.40  1089 1.53  1090 1.26  1090 1.42  1091
30 9.40  1089 1.18  1097 1.26  1090 2.07  1098
32 7.64  1096 9.06  10103 1.11  1097 1.29  10105
34 5.85  10103 9.87  10110 1.11  10104 2.80  10112
36 5.74  10110 2.17  10125 8.62  10110 6.46  10126
38 1.31  10125 5.59  10132 1.74  10125 1.59  10134
40 3.69  10132 7.34  10139 4.43  10132 3.67  10141
Mean improvement in aggregate channel
capacity
70.3634% Mean improvement in
aggregate channel capacity
85.1583%
Table 5. Aggregate Channel capacity before and after incorporating aerial diversity.
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The investigation also examines how aerial diversity enhances cloud content access. The use
of aerial diversity ensures that network congestion does not affect the ability of the space
vehicle subscriber to access cloud content. The metric used to investigate the performance
benefit of incorporating aerial diversity is the aggregate channel capacity. This is the achieved
channel capacity when the access of cloud content requires communications between multiple
base stations. This is investigated using the parameters in Table 4. The aggregate channel
throughput obtained via simulations for two epochs (i.e. epoch 1 and epoch 2) is shown in
Table 5.
The simulation results in Table 5 show that incorporating aerial diversity enhances the aggre-
gate channel capacity. The incorporation of aerial diversity enables the delivery of cloud
content when the terrestrial wireless network experiences congestion. The aggregate channel
capacity is increased as aerial diversity influences data transmission for an increasing number
of base stations. This is because the MAV and UAV are deployed in a manner that enables the
delivery of cloud content for a larger terrestrial wireless network coverage area. Therefore,
aerial diversity enhances the aggregate channel capacity associated with accessing cloud
content by the space vehicle subscribers as seen in epochs 1 and 2. Aerial diversity enhances
the aggregate channel capacity by 70.4 and 85.2% on average at epoch 1 and epoch 2,
respectively.
6. Conclusion
This paper has proposed a distributed handover algorithm (DHA) for a network comprising
terrestrial, aerial and space-based segments. DHA enables aerial platform to satellite handover
and suborbital intersatellite handover in a space vehicle. The network uses ground stations
deployed for radio astronomy. Simulation shows that DHA enhances channel capacity and
reduces latency by 18.4 and 11.6% on average, respectively. The paper also proposed the joint
use of manned and unmanned aerial vehicles for improving accessibility to cloud content
while minimizing aviation safety concerns. The aerial vehicles are deployed when cloud access
via terrestrial wireless networks is subject to significant latency due to network congestion.
Simulations show that using aerial diversity reduces the effect of network congestion on
terrestrial wireless networks. The aggregate throughput achieved on the terrestrial wireless
network increases by up to 85% on average.
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