Abstract. This paper generalizes the exponential Runge-Kutta asymptotic preserving (AP) method developed in [G. Dimarco and L. Pareschi, SIAM Numer. Anal., 49 (2011), pp. 2057-2077 to compute the multi-species Boltzmann equation. Compared to the single species Boltzmann equation that the method was originally applied on, this set of equation presents new difficulty that comes from the lack of local conservation laws due to the interaction between different species. Hence extra stiff nonlinear source terms are needed to be treated properly to maintain the accuracy and the AP property. The method we propose does not contain any nonlinear nonlocal implicit solver, and can capture the hydrodynamic limit with time step and mesh size independent of the Knudsen number. We prove the positivity and strong AP property of the scheme, which are verified by several numerical examples.
Introduction
We are interested in developing efficient numerical methods for the nonlinear multispecies Boltzmann equation ( [12] ):
Here f i (t,x,v) represents the distribution function of the i-th species at time t, position x and velocity v, and f = ( f 1 , f 2 ,··· , f N ) T , d is the dimensionality and N is the number of species. The collision term is given by 
. The equation (1.1) describes the evolution of rarefied gas that has more than two components whose particles usually have different masses. It is often used in modeling the high altitude gas, which is usually considered as a binary mixture of Oxygen and Nitrogen, and the environment at the reentry to the earth of spacecrafts. In (1.2b), the gaining part is marked as Q + ik and the rest is the losing part marked as f i Q − ik with f i extracted out of the integration. In (1.1), the ε is called the Knudsen number, indicating the ratio of mean free path over the typical domain size. When ε = O(1), the equation is in kinetic (microscopic) regime. As ε → 0, one gets to fluid (macroscopic) regime with the Euler equations as the first order approximation in Chapman-Enskog Expansion( [7] ).
Numerical challenge comes from the time discretization due to the Knudsen number. On the one hand, it is impractical to design an implicit method since it requires the inversion of the nonlocal and nonlinear collision term. On the other hand, if explicit method is used, the time step is limited by the smallest Knudsen number for stability reasons, which usually leads to unaffordable computational cost.
There has been a great amount of literature on removing the numerical stiffness in (1.1), many of which are based on domain decomposition [9, 10, 15, 17, 24, 25, 32] . The idea is to solve (1.1) when the Knudsen number is of O(1), and to solve its Euler limit when the Knudsen number is small. Despite its success in theory, the method encounters two difficulties in practice: 1. It is hard to identify how small the Knudsen number should be so that the Euler limit is a good approximation, hence the boundary that separates the two domains is not clear; 2. Given the boundary, the coupling condition of the two systems can not be easily derived (e.g. [2-5, 26, 30] ).
An alternative approach, that we are going to pursue in this paper, is called the asymptotic preserving (AP) method [20, 21] . It looks for fast and simple solvers for the Boltzmann equation in all ranges of Knudsen number. When the Knudsen number gets small, it automatically captures its macroscopic asymptotic limits without resolving the mesh. Compared to the multi-physics domain decomposition methods, this framework only solves the microscopic equations, and thus avoids the complexity introduced by switching back and forth to the macroscopic equations. There are several variations of the AP property, including weakly-AP, relaxed-AP, and strongly-AP defined respectively as follows:
• weakly-AP. If the data are within O(ε) of the local equilibrium initially, they remain so for all future time steps;
• relaxed-AP. For non-equilibrium initial data, the solution will be projected to the local equilibrium beyond an initial layer (after several time steps).
• strongly-AP. For non-equilibrium initial data, the solution will be projected to the local equilibrium immediately in one time step.
In general, the strongly-AP property is preferred, and is the designing principle for most of the classical AP schemes [6, 19] . The relaxed-AP is a concept introduced recently in [13] , which was shown numerically sufficient in capturing the hydrodynamic limit. The weakly-AP is often a necessary condition for the AP property. We refer to [13] for more details.
Recently several AP methods are generated for the single species system. Based on the fact that BGK operator is a good approximation to the collision term, Filbet and Jin proposed a BGK penalization method [13] . It writes the collision term as a summation of the BGK approximation, which is stiff and treated implicitly, and a remainder term, which is not stiff and is computed explicitly. The method has two benefits: it is an AP scheme and thus the time step is relaxed; although the BGK operator is treated implicitly, there exists an explicit way to compute it [8] . Another major AP method was developed by Pareschi and Dimarco in [11] . They used the time splitting method, and during the collision step, they wrote the equation in an exponential way so that under mild conditions on the Runge-Kutta (RK) method, the distribution function is forced to the equilibrium numerically, which captures the asymptotic limit. This method was generalized in [28] later on, where the time splitting was avoided so that the RK method could be applied to the entire equation, and the numerical accuracy can reach up to an arbitrary order. Other AP methods can be found in the Wild Sum ( [14] ) and the micro-macro decomposition method ( [27] ).
However, one encounters essential difficulties in extending these AP methods to the multi-species system (1.1). Since the species exchange momentum and energy [16, 18] , the conservation laws break down for each single species, and the associated macroscopic quantities are hard to be obtained. Therefore it is hard to compute the local Maxwellian, which the aforementioned AP methods highly rely on. In fact, the collision term (1.2) is nonlinear and of O(ε −1 ), which brings up a difficulty in computation. Besides that, theoretically, species should gradually share the common velocity and common temperature as time evolves. Hence, to prove the AP property of numerical methods for multi-species system, it is no longer enough to only prove the convergence to the equilibrium, which is usually the case for the single species system.
In order to overcome these difficulties, we develop an exponential Runge-Kutta (Exp-RK) method where a newly defined unified Maxwellian is embedded instead of the local Maxwellian used in [11] . It reduces the complexity in the computation of the local Maxwellian, while preserves the correct asymptotic limit. Compared to [22] where relaxed-AP is achieved, this method is strongly AP, hence only one time step is needed for arbitrary initial data. Moreover, it preserves the positivity of the distribution function, which is usually hard for high-order accurate schemes to maintain.
The rest of the paper is organized as follows. In Section 2, we briefly introduce the properties of the multi-species Boltzmann equation. The numerical method will be described in details in Section 3, with the analysis of its properties given in Section 4. We present two numerical examples to show the performance of the method in Section 5, and make conclusive remarks in Section 6
Properties of the multi-species Boltzmann equation
In this section, we briefly introduce the macroscopic quantities, conserved quantities, and the Euler limit of the multi-species Boltzmann equation (1.1).
Macroscopic quantities and conservation
For the i-th species, the number density n i , the mass density ρ i , the average velocity u i , the total energy E i , the specific internal energy e i , the temperature T i , the stress tensor S i , and the heat flux vector q i are defined by
The total mass density ρ, the total number density n, the mean velocityū, the total energy E, the internal energy nē and the mean temperatureT are defined by
2)
The equation (1.1) implies, for each species, the mass is conserved, but not the momentum and energy. On the other hand, the total momentum and energy is conserved. This means
The Euler limit
When the system reaches the local equilibrium, the gaining part balances the losing part, i.e. Q i ( f ) = 0 for each i. Therefor, by [1] , 
where I is the identity matrix. Note that in the first equation of (2.5), the advection term is ρ iū instead of ρ i u i , since u i →ū and T i →T as ε → 0.
Exponential Runge-Kutta method
We systematically introduce the Exponential Runge-Kutta (Exp-RK) method to solve (1.1) in this section. The algorithm consists of two parts for each time step,
Step 1. Solve the convection part,
Step 2. Solve the collision part,
This is based on the Strang splitting algorithm, and thus the accuracy is second order in time. The details of the numerical solvers for the two parts are shown below. Here we only consider d = 1, and leave the high-dimensional case for future study since it is technically more involved.
Convection part
We use the upwind scheme with the van Leer limiter to compute (3.1):
where ∆t is the time step. The flux term for the i-th species at grid point x j is discretized as:
where in order to not get confused, we have omitted the species index i in f j , i.e. f j means the approximation of the i-th species function f i at x j . In (3.4), ν = v/∆x, with ∆x being the mesh size. j 1 = j for v > 0, j 1 = j+1 for v < 0, and
Collision part
Since (3.2) is a stiff equation, the time step in explicit methods is limited by ε while implicit method has difficulties in directly inverting Q. In order to overcome these difficulties, one could use the Exp-RK method, and the idea is to reformulates (3.2) into the exponential form, and then solves it by the Runge-Kutta scheme. 6) and rewrite (3.2) as:
Reformulation
in which we have used the fact that dM i /dt = 0 since ρ i ,ū andT do not change in the collision step.
Remark 3.1. 1. The equation (3.7) describes the evolution of the distance between the distribution function f i and its equilibrium M i multiplied by an integration factor, and thus removes the stiffness in (3.2) ( [11]). 2. Equation (3.7) holds for arbitrary constant µ. The way we choose µ is to guarantee the positivity of P; we refer to [28] for more details.
Runge-Kutta method
Applying the K-stage Runge-Kutta method to the equation (3.7) gives
Final stage: 
where µ is given in (3.6), and f l+ 1 2 is obtained in (3.3) . In this formulation, one needs to compute M and P, both of which will be discussed in details below.
Computation of M
To get M defined in (2.4), we only need to compute the following quantities
where the computation for the flux term is given in (3.4). The first equalities are due to the invariance of these quantities in the collision step.
Evaluation of Q P = Q+µ f
, and the computation of the collision term is based on the spectral method introduced in [22, 29] . We use a ball B(0,S) to represent the domain, out of which f is
L is chosen much larger than S to avoid non-physical collision at different periods of the periodized f . Define the Fourier and inverse Fourier transforms as:
where i = √ −1 is the imaginary unit. Then Q + ik in (1.2b) becomes
where
Particularly, when B ik is a constant (for Maxwell molecule),
Then (3.12) becomes
One can use FFT to computef i (p) andf k (q), and get Q ik by the inverse FFT. The computation for f i Q − ik is much simpler,
Altogether, Q i = ∑ k Q ik .
Positivity and asymptotic preserving properties
In this section, we discuss the positivity and asymptotic preserving properties of the Exp-RK method introduced in Section 3. 
Theorem 4.1 (Positivity
The proof of Theorem 4.1 is essentially the same as in [28, Theorem 1] , and we omit the details here. In order to prove the AP property, we need the following assumption: Assumption 1. The operator P satisfies
Remark that this assumption is true for Maxwell molecule in the d 2 norm defined in P s (R d ) space ( [31] ). This can be easily seen by a similar argument that one of the authors did in [28, Appendix] .
Assume f l and g l are the initial conditions to (3.8). Define
and A is a K×K strictly lower triangular matrix and E is a diagonal matrix given by
where a αβ , b α and c α are the coefficients of the Runge-Kutta method in (3.8), λ is given in (3.9) and e is a K-dimensional vector. Then we have the following contraction lemma. (3.8) , the scheme satisfies:
Lemma 4.1. After one time step iteration in
where I is the identity matrix, and C > 0 is a constant.
Proof. The equation (3.8) implies, for α = 1,··· ,K,
). Using the triangle inequality and Assumption 1 produces
where we have used the fact that A is a strictly lower triangular matrix. The final step in (3.8) yields
Then (4.5) and Assumption 1 imply
which completes the proof.
Lemma 4.2. Under Assumption 1, f l
By (3.3) and (3.10), one has
The above two inequalities imply the conclusion.
Theorem 4.2. the Exp-RK method defined in (3.3) and (3.8) is strong AP.
Proof. By Lemma 4.2, it suffices to prove that R(λ) =O(ε) for small ε. Considering that A is a strictly lower triangular matrix and is thus a nilpotent, one has
where B = E −1 AE, and we have used
α is a matrix with the elements of at most O(λ K ). Therefore, when ε ≪ 1,
This completes the proof.
Remark 4.1. Note that in the derivation for (3.7), the only requirement on M is that it does not change with respect to time in the collision part. Analytically, one can replace this M by arbitrary function that does not has the time variable. However, the associated numerics simply can not preserve the right asymptotic limit, as indicated in Lemma 4.2.
Numerical Example
We take the examples in [22, 23] for the convenience of comparisons. We compute the reference solution by the forward Euler method using very small time step and mesh size.
Example 5.1 (A Stationary Shock). We consider the two species model, i.e. N = 2 in (1.1), and choose the initial conditions so that a shock with zero speed would form in its Euler limit with the following parameters,
The corresponding initial conditions are taken far away from the Maxwellian,
We choose ∆t = 0.0005 and ∆x = 0.01. In Figure 1 , we compare the numerical results given by the Exp-RK method, the BGK penalization method, and the reference solution for ε = 1 and 0.1. In Figure 2 , we verified the AP property of the Exp-RK method, i.e. as ε goes to zero, the numerical results capture the stationary shock. We compare the convergence of the velocities for two species in Figure 3 , where they gradually converge to the mean velocity u, and the smaller ε gives the faster convergence rate.
Example 5.2 (A Sod Problem). The parameters in the Euler limit are taken as
The corresponding initial conditions for f i , i = 1,2 are
where In this example, the two species have the same mass, therefore the results of computing this system as a mixture of two species should agree with those of a single species system. We take ∆t =??? and ∆x =???. We show this indistinguishability in Figure 4 . In Figure 5 , we compare the numerical results of the Exp-RK method to those of the BGK penalization method and the reference solution for ε = 1 and 0.1. In Figure 6 , we verify the AP property by taking ε → 0. As one can see, the numerical results capture the corresponding Euler limit. In Figure 7 , we show that in the long time limit, the two species have the same velocity, and the smaller ε gives the faster convergence rate. We show the difference between f and local Maxwellian M at t = 0.1 for ε = 10 −6 in Figure 8 .
Conclusion
In this paper, we generalized the Exp-RK method in [11] to compute the multi-species Boltzmann equation. Compared to the single species Boltzmann equation that was originally studies in [11] , we need to embed the unified Maxwellian to the method in order to overcome the difficulties from the lack of local conservation laws, which is due to the interaction between different species. The method we propose does not contain any non- linear nonlocal implicit solver, and we prove it is strongly AP and preserves the positivity. which is usually hard for high-order accurate schemes to maintain. The numerical examples presented here are only in one dimension, and we leave the case of higher dimension for future study since it is technically more involved.
