G 2 MPLS is a network control plane architecture that implements the concept of grid network services. In the framework of the IST Phosphorus project, GNS allows the provisioning of network and grid resources in a single step through a set of seamlessly integrated procedures. The implementation of GNS imposes a number of requirements in the control planes of the underlying network infrastructure. This article describes services such as GNS set up and restoration, GNS resource and service discovery, and advance reservation services, which are the main trigger factors of the G 2 MPLS control plane architectures. The article provides an overview of overlay architecture prior to turning to the main focus of the article, which is the integrated architecture through service procedures and the grid-enabled network interfaces provided by the Phosphorus project.
INTRODUCTION
The advent of grid computing and optical networks requires the development of interoperable procedures for requesting and establishing dynamic network and non-network services between clients, applications, and computational resources (e.g., CPUs, storage, etc.) -all connected by the transport network [1, 2] . The development of these procedures requires the definition of a network control plane (NCP) able to support connectivity services through the transport network for grid end points, signaling protocols used to invoke the grid and network services, and auto-discovery procedures to aid signaling. All these procedures are required to facilitate on demand, as well as in-advance grid and network services.
In the Information Technologies Society (IST) Phosphorus project, the solution adopted for the implementation of this grid-enabled NCP considers a grid evolution of generalized multi-protocol label switching (GMPLS) protocols, namely, grid-GMPLS (G 2 MPLS). The G 2 MPLS seamless procedures serve grid jobs by co-allocating and provisioning network and grid resources in a single step. The G 2 MPLS architecture is expected to expose interfaces specific for grids and is made of a set of extensions to the standard automatically-switched optical network (ASON)/GMPLS architecture. ASON/GMPLS specifies an architecture applicable to synchronous digital hierarchy (SDH) transport networks and optical transport networks. As such, G 2 MPLS built on top of ASON/GMPLS primarily focuses on the issues of seamless automatic control of grid and network services in optical networks. Therefore, G 2 MPLS results in a more powerful NCP solution than the standard ASON/GMPLS, because it complies with the requirements for enhanced network and grid services required by network power users/applications (i.e., the grids). The enrichment of G 2 MPLS is driven by procedures, languages, and schemas standardized by the Open Grid Forum (OGF) and the Organization for the Advancement of Structured Information Standards (OASIS) and thus, is not conceived to be an application-specific architecture. Nevertheless, the requirements of standard users who only require the automatic set up and resiliency of their connections across the transport network still are supported by the backward-compatibility of G 2 MPLS with standard GMPLS. G 2 MPLS aims to provide part of the functionality related to the selection, coallocation, and maintenance of both grid and network resources in the same tier, guaranteeing service availability and tailoring to user requirements.
The G 2 MPLS NCP can bring innovation in this field because of:
• Faster dynamics for service set up in the same time-scale as the NCP.
• Availability of well-established procedures for traffic engineering.
• Resiliency and crankback.
• Uniform interface (G.OUNI) for the griduser to trigger grid and network transactions not natively dependent on a specific grid middleware. Moreover, the compliance of the G 2 MPLS to the ASON/GMPLS architectures fosters the possible integration of grids in real operational networks, by overcoming the current limitation of grids operating as standalone networks with their own administrative ownership and procedures. The main goal of this article is to provide a description of the two main Phosphorus architectural models -briefly, for the overlay model but primarily, for the integrated model -driven by requirements for NCP design in photonic grid networks. Then, a description of service models, which are the rationale for the G 2 MPLS deployment of the integrated model, together with a set of network reference points is identified and characterized in terms of available functionalities, along with the NCP components that are required to provide the single-step control of grid and network resources. Finally, we provide a description of GNS message end-to-end message flow, toward the G 2 MPLS implementation, together with the routing and signaling extensions.
PHOSPHORUS NETWORK AND SERVICE ARCHITECTURAL MODELS
The Phosphorus framework identifies different layering solutions with respect to the positioning between the grid services layer and the NCP. The layers involved are:
The grid layer comprises grid users/applications, grid resources, and grid middleware. Within the Phosphorus perspective, the relevant aspect of this layer is the functionality exported to/by the underlying network control and management planes. The NCP plays different roles depending on the architectural model chosen. Finally, the transport plane (TP) is the basic layer comprising all the data-bearing equipment and the configuration interfaces. The functionality associated with each layer and the relationship between them constitutes the different Phosphorus architectural models, namely, overlay and integrated. Note that despite the fact that this denomination is equal to the one given by the Internet Engineering Task Force (IETF) GMPLS deployment models, the scope differs because IETF is based on relationships between different control plane segments/domains. These models refer principally to the positioning between the grid service layer and the network control plane and require different capabilities of the G 2 MPLS NCP.
In the G 2 MPLS overlay model, the grid layer has both grid and network routing knowledge (Fig. 1) . G 2 MPLS provides automatic configuration for the network service part only; moreover, it acts as an information bearer of network and grid resources. Therefore, in this context, G 2 MPLS basically implements the ASON switched connections (SCs) and operates as a slave of the grid layer (the grid scheduler, in particular), which has the overall responsibility for initiation and coordination of the (advance) reservation process through the participating grid sites and the network. In G 2 MPLS overlay, the role of the network interfaces is mainly scoped to the network service creation, but they also piggyback opaquely and provide end-to-end grid information concerning resource availability, site capability (routing), and job description data (signaling).
In the G 2 MPLS integrated model, most of the co-allocation functionalities are moved to the NCP (Fig. 2) . G 2 MPLS is responsible for scheduling and configuring all the job parts: those related to the grid sites and those related to the network. The grid scheduler functionality still is required to coordinate workflow services, because G 2 MPLS NCP is capable of managing just the workflow elementary unit, namely, the grid job. In this model, the role of the network interfaces is scoped to GNS creation, which implies that grid information concerning grid resource availability (routing) and job description data (signaling) become transparent at those interfaces in which a decision process must be provided: these are the grid optical user network interface (G.OUNI), by which a G 2 MPLS is entered, and the grid external network-network interface (G.E-NNI), by which the border between domains is traversed. G 2 MPLS NCP architecture sets analogous reference points with respect to the ASON/GMPLS, with evolved network interfaces capable of managing and advertising the semantic of both grid and network resources. Network interfaces in the scope of Phosphorus are detailed below.
PHOSPHORUS SERVICE PROVISIONING DEFINED TO ADDRESS GRID NETWORK REQUIREMENTS
The implementation of GNS [3] for the G 2 MPLS integrated model poses a number of requirements on the control planes (CPs) of the underlying network infrastructure. To match these requirements, the Phosphorus CP proposes a number of grid-enabled GMPLS procedures, a comprehensive description of which is discussed in the remainder of this section.
GNS DISCOVERY PROCEDURES
Grid service discovery is essential for any NCP solution supporting GNS. The NCP must provide mechanisms for the negotiation of grid and network services, configurable across the interface between the grid user/site and the network. The service discovery mechanism includes network specific resources and operation modes (e.g., types of signals, protocols, routing diversity, amount of bandwidth, etc.), as well as grid specific capabilities and resources (e.g., amount and types of CPU, storage, operating system [OS], etc.). In G 2 MPLS the functional entity responsible for discovering grid and network capabilities between a grid site attached to the G.OUNI (client side) and the network CP is the GNS discovery agent (G-SDA). Discovery of capabilities is generally referred to as service discovery, and this functional entity is conceived as an extension of the standard service discovery functionality described in [4] . The main actions of the G-SDA can be classified into two categories. The standard service discovery includes negotiation of the signaling protocol and its version to be used across the G.OUNI, correlation of the service attributes of all the transport links connecting the grid site to the network (e.g., encoding type, signal types, etc.), and discovery of network capabilities (e.g., transparency in case of synchronous optical network [SONET]/SDH, diversity routing capability). In addition, an auto-discovery mechanism enabling the quick discovery of available resources or acquiring updates when resources become available or unavailable in the domain is an important feature supported by G 2 MPLS. The result of autodiscovery is the identification of connectivity between the client and the network and the available network services.
PATH COMPUTATION ISSUES
Enhanced routing is an essential functionality in the G 2 MPLS control plane, allowing the consideration of both grid and network parameters into the path computation process. The Phosphorus CP is based on a distributed path computation approach in which the path computation element (PCE) [5] is responsible for providing inter-and intra-domain routes based on specified constraints (e.g., network, grid application requirements, etc.). The PCE is a functional entity implementing the routing algorithm on the stored and updated topology view of grid and network resources. The computed path scope may range from a portion of a route to the full end-to-end path across a chain of domains. The details of the topology information stored in the PCE and consequently, of the computed routes, depends on the adopted routing policy, that is, the amount of information that each network operator configures and publishes internally (i.e., in its domain) and toward the neighboring domains.
GNS SET UP AND RESTORATION
GNSs require rapid set up and restoration mechanisms to efficiently allocate grid and network resources. In the G 2 MPLS control plane, the GNS set up and restoration uses the well-established GMPLS signaling procedures, including crankback. In this case, crankback is essential to cope with the scenarios of missing resources in two possible time spaces. The time space of immediate reservations (as in standard GMPLS) and the time space of advance reservation, with or without resource calendars, advertised by open shortest path first (OSPF). The amount of calendar information flooded by OSPF determines the amount of CP traffic in the network, as well as the size of the link state database (LSDB) and respectively influences the crankback that is expected to occur.
ADVANCE RESERVATIONS AND "GRID-FAST" CIRCUIT SET UP
A set of demanding grid applications require advance reservations to reserve grid and network resources for future (non-instantaneous) execution by specifying start time and duration of the required service.
To provide feasibility of advance reservations in G 2 MPLS and to cope with a guaranteed service at the time of execution of the job, partitioning of the transport network resources is required, distinguishing the resources to be used for bookings from those that could be used for immediate reservations (e.g., by standard ASON/GMPLS users). Because reservations are scheduled for the future, it is required to have a calendar instance for maintenance of resource bookings. Calendars can be kept centralized or distributed for a single or even a multi-domain environment and must be scalable and open solutions to schedule various types of resources, including not only network parameters (e.g., bandwidth, virtual local area network [VLAN] ids, SDH time slots, etc.) but also typical grid attributes (number of processors, amount of memory, etc.).
Apart from advance reservation set-up procedures, there are also on-the-fly path-establishing procedures. These mechanisms must create a path between grid resources as fast as possible, taking into consideration the switching time associated with the optical data plane. The "gridfast" circuit set up is done by the standard GMPLS exchange of the path set-up messages between ingress and egress nodes.
GNS CONTROL AND MANAGEMENT
The GNS transaction and G 2 MPLS call controller (G2-CCs) is the functional entity responsible for the control and management of both GNS transactions and the related G 2 MPLS calls. The GNS transaction and the G 2 MPLS call have an end-to-end scope, but their control and management is required only when a domain boundary is traversed, be it between the user network and a G 2 MPLS domain or between two G 2 MPLS domains. In compliance with ASON/GMPLS architecture, the consequent steps for routing and signaling the connections -label-switched paths (LSPs) -under each call segment do not require any knowledge (processing) of the GNS transaction and G 2 MPLS call. However, in the implementation, they could convey transparently this information from one side to the other by enabling coordination among the G2-CCs.
The G 2 MPLS routing controller (G2-RC) is the functional entity responsible for storing an updated topology view of grid and network resources. Topology is detailed for the domain under its ownership and summarized at different extents for the neighboring domains (i.e., just reachability information; reachability + inter-domain grid network connectivity; reachability + inter-domain + summarized intradomain network connectivity, and grid resource availability, etc.). The detail of the information stored in the G2-RC grid network topology and consequently, of the computed grid resources and routes depends on the adopted policy, namely, the amount of information that each grid and network operator configures and publishes internally (i.e., in its domain in the case of distributed G2-RC) and toward the neighboring domains [7] .
G 2 MPLS RECOVERY
The guarantee of the required service during the execution of a task might be compromised by possible faults of the involved network or grid resources. The NCP should provide means for faulty condition detection and reaction, as well as a mechanism for diverse routing between the failing path and its back ups and for intra-and inter-domain connections. To deliver reliable services, G 2 MPLS requires a set of procedures to provide protection or restoration of the data traffic. In case of failure occurrence on a working LSP, these recovery procedures must be fast enough not to disrupt the application data connections and capable of performing rapid restoration even across multiple domains. In case of a grid resource/job failure, the G 2 MPLS recovery procedure moves to the selection of new job performers -if not strictly specified by the application/middleware -and/or moves the notification towards the grid layer/user that could make the final decision on releasing all of the already used resources, re-scheduling the job, and sending a new request to the G 2 MPLS CP.
BEYOND POINT-TO-POINT SERVICES
In grid networks, typical point-to-point connections (p2p) might not be sufficient to satisfy the wide spectrum of grid applications. For example, there are specific applications where a number of distributed users are simultaneously sending a large amount of data to a single computation point for hardware correlation. Also grid tasks that are executed on separated cluster environments may require high bandwidth connections between each other to synchronize computation data.
In the G 2 MPLS architecture, three types of connections are identified, representing upcoming enhancements for optimal routes provisioning with more than two end points:
G 2 MPLS INTERFACES
The deployment of the enhanced G 2 MPLS NCP establishes analogous reference points with respect to the ones defined by ASON/GMPLS. The resulting network interfaces are a gridaware evolution of the standard interfaces (user network interface [UNI], internal-network-network interface [I-NNI], E-NNI), with a set of procedures that maintains the backward compatibility with the original ASON references, but also provides a seamless and single-step control of both grid and network resources (Fig. 3) .
Five network interfaces are identified in the G 2 MPLS NCP: • G.OUNI, the grid optical user-network interface that supports grid and network signaling and discovery between the grid site and the G 2 MPLS domain. • G.I-NNI, the grid internal node-node interface that supports the routing and signaling procedures between adjacent nodes. • G.E-NNI, the grid external network-network interface that propagates grid and network topology information across different CP domains and supports the interdomain signaling mechanisms.
• SBI, the southbound interface that retrieves resource status from the specific TP and translates CP actions into appropriate configurations of those resources.
• NBI, the northbound interface that groups two interfaces toward upper layers: one toward the grid layer (G.NBI) and one toward the network service plane (including network resource provisioning system NRPS, N.NBI). 
GRID OPTICAL USER NETWORK INTERFACE
The Grid Optical User Network Interface (G.OUNI) comprises a number of procedures to facilitate on demand, as well as in-advance, access to grid services over G 2 MPLS NCP. G.OUNI is conceived also to interface with the current GMPLS transport network in a limited downgraded configuration, by acting as a standard O-UNI. Interoperable procedures between grid users/resources (e.g., storage, processor, memory) and the optical network for agreement negotiation and grid service activation must be developed. In Phosphorus G.OUNI, job submission description language (JSDL) [6] documents sent by the user using Web services (WS)-Agreement procedures toward the network are mapped to signaling messages (Resource Reservation Protocol with Traffic Engineering Extensions (RSVP-TE)) at G.OUNI-C. Similarly, grid laboratory uniform environment (GLUE) schema [7] used to describe IT resources (both capability and availability) is translated to routing messages (OSPF-TE) to publish resource information through G 2 MPLS NCP. A more visionary approach reported in the Open Grid Forum (OGF) [8] and initiated by Phosphorus, describes a generic G.OUNI that could directly connect grid users/applications/resources or any type of grid middleware (e.g., Globus, uniform interface to computing resources (UNICORE), gLite, etc.) with any type of service provisioning system (e.g., NRPS, GMPLS, OBS) as illustrated in Fig.  4 . The goal of this work is to describe G.OUNI requirements driven from GNS use cases (i.e., Phosphorus, Enlightened, G-Lambda, Tbps transmission, routing, and switching [3TNET]
[2]) and in turn provide specific G.OUNI capabilities to meet these requirements.
G.I-NNI AND G.E-NNI
The G.I-NNI and G.E-NNI interfaces have knowledge of the GNS semantic and implement the following functionalities through numerous routing and signaling messages for intra-domain and interdomain communication. The interfaces support:
• Grid and network resource announcement:
flooding of local and learned grid resource capabilities (e.g., type and quantity of CPU, storage, etc.) and network resources (TE links, etc.) • Grid and network resource discovery: flooding of local and learned grid resource availabilities in the same manner.
• Network Service (NS) request: network call/connections requests only. Issued in case of explicit specification of the network attachment points. • GNS request: Grid + network requests.
Issued in case of implicit specification of the network attachment points.
• Network Service status: Status enquiry for a given network connection.
• Network Service notify: Notification message sent autonomously to indicate a change in the status of a given network connection (e.g., unrestorable connection failure).
NORTH-BOUND INTERFACES
Grid network service requires interaction and coordination of procedures supported both by grid middleware and G 2 MPLS NCP to provision
I Figure 3. G 2 MPLS interfaces.

G.NBI Grid user
Grid site A network and grid resources in a single step. A G.NBI with knowledge of the grid semantics is required to support all message transactions between the grid middleware and G.OUNI-C to support GNS integrated procedures (e.g., resource reservation and co-allocation). The NRPS and the network service plane (NSP) operate just in the network domain and are used by the grid layer as a meta-grid service [9] . The use of the G 2 MPLS northbound interface by an NRPS and/or the NSP limits the services exportable by that interface to network-only. Therefore, in this context, G 2 MPLS is used as standard GMPLS CP. The N.NBI is used only to request/tear down network connections and to retrieve topology and connection status information. This interface is based on a simple request/response model, which abstracts and generalizes transactions between NSP and GMPLS.
GNS MESSAGE FLOW AND PROTOCOL EXTENSIONS TOWARD G 2 MPLS CP IMPLEMENTATION
Implementation of G 2 MPLS CP based on the integrated model requires protocol extensions, both signaling and routing, to support grid services and resources. The formation of such extensions is driven by grid service layer mechanisms (e.g., JSDL, GLUE, etc.) and the goal is to provide a seamless grid and network service system. WS-agreement (WS-AG) [10] is deployed to encapsulate JSDL, GLUE information, and also support service level agreement (SLA); a key element to provide and maintain a compliant interdisciplinary service system. Figure  5 illustrates the message flow for all required information exchange between the grid service layer and grid end points with G 2 MPLS CP.
These messages are then translated to the protocol extensions (OSPF and RSVP-TE) that are described in following section.
The message flow is divided into three main phases -advertisement, reservation, and activation. During the advertisement phase, service and resource capability and availability information is advertised from grid sites (e.g., grid scheduler, local resource management system (LRMS)) to the G 2 MPLS NCP. Such information, provided by GLUE schema, is mapped to WS-AG and propagated to G.OUNI-gateway (GW). The G.OUNI-GW is responsible for identifying and passing such information to G.OUNI-C where the translation to an OSPF update message containing the grid opaque LSAs is realized. In the second phase, the GNS service discovery and reservation occurs. An advance reservation (AR) application request is first initiated by the grid user toward the grid scheduler. A location request is then sent to the index service and after a positive response, the grid scheduler can initiate the AR by deploying WS-AG. In this case, JSDL information is mapped to WS-AG protocol and sent to G.OUNI-GW. The G.OUNI-GW identifies and passes it to G.OUNI-C where the translation to extended RSVP-TE messages happens. This is propagated through various G.INNIs or even G.E-NNIs over the G 2 MPLS CP until the other end (G.OUNI-C) is reached. The path message used for reservation is then translated back to the WS-AG message and forwarded to LRMS. The LRMS sends a response to G.OUNI-GW, which is then encapsulated to a Resv message and sent back to the initiating G.OUNI-C and after translation to WS-AG message, to the grid scheduler. To handle grid advance reservations, the grid service and resource availability calendar information are carried in grid-opaque LSAs and stored in a new
I Figure 4. Grid user-network interface with grid endpoints as well as grid middleware with network provi-
sioning systems [8] . 
G 2 MPLS EXTENSIONS FOR OSPF (G2.OSPF-TE) AND RSVP-TE (G2.RSVP-TE)
Routing extensions provided by Phosphorus reflect the grid information provided by GLUE schema. GLUE is able to provide a description of resources as abstract and implementationindependent as possible [9] . To provide a sufficient detail of information for the grid elements and at the same time to limit the size of the routing database and the amount of routing control traffic, only a relevant and minimum set of properties was selected from the GLUE schema (Fig. 6b) . This way G 2 MPLS will not substitute the grid information service (GIS), but on the contrary, will support the grid middleware toward the creation of single-step reservations for network and grid resources.
Phosphorus has chosen the OSPF protocol for advertisement of grid resource description and availability. The extensions applied to the G 2 MPLS routing suite using new types of the OSPF opaque LSA are presented in Fig. 6a . The information carried by OSPF is inserted in the grid opaque information field of grid opaque LSA as a hierarchy of type-length-values (TLVs). The OSPF extensions to the TE-link top-level TLV are considered as optional parameters and can be added with the same TLV to the description of both inter-domain and intra-domain TE links. Grid LSA top-level TLVs (Fig. 6b ) publish a mix of detailed and summarized information about a grid site and must be carefully selected to avoid scalability issues of the routing database and traffic. G 2 MPLS extensions to RSVP-TE for the different G 2 MPLS network reference points (G.OUNI, G.I-NNI, G.E-NNI) are conceived to cope with:
• Grid job/service requests translated in the set up of GNS transactions • Support of advance reservations JSDL specifies capabilities and amounts of resources (computational and/or storage) among the involved sites required during job submission. Only a relevant and minimum set of properties was selected from the JSDL schema for G 2 MPLS signaling to provide a sufficient detail of information during the GNS set-up phase. The hierarchical schema derived from JSDL is shown in Fig. 6d .
To accommodate such extensions, two new RSVP objects -GNS_CALL_EXT object and GNS_UNI object -describing GNS attributes are added. Both objects follow the same standard structure defined in the IETF for RSVP-TE objects. GNS_CALL_EXT is based on the standard CALL_ID object, extending its attributes to specify job identification and time specification (advance reservation) for the job I Figure 5 . End-to-end message flow for grid network service provisioning over G 2 MPLS CP. (Fig. 6c) . Just one object is defined (C-type = 1) in this class. It extends the call attributes specified through the standard CALL_ID object by adding a reference to the parent GNS transaction (job) ID, the time specification of the job, and the human-readable name for the job and the project. GNS_UNI is based on the standard generalized UNI object containing grid specific parameters derived from the JSDL document. This information is then organized in GNS_UNI sub-objects to describe all the JSDL types shown in Fig. 6d . TLV specifications are defined for each JSDL parameter [14] .
CONCLUSIONS
In this article we described the requirements, architectures, service models, and interfaces for a grid-enabled GMPLS control plane. This work aims to address some of the key technical challenges to enable on-demand and in-advance endto-end GNSs across multiple domains in a seamless and efficient way. The G 2 MPLS NCP is an innovate approach because of its faster dynamics for service set up in the same timescale of the NCP approaches, availability of wellestablished procedures for traffic engineering, resiliency, and crankback and uniform interface (G.OUNI) for the grid-user to trigger grid and network transactions not natively dependent on a specific grid middleware. Moreover, the compliance of the G 2 MPLS to the ASON/GMPLS architecture fosters the possible integration of grids in existing operational networks, by overcoming the current limitation of grids operating over dedicated networks with their own administrative ownership and procedures. Analysis and low-level definition of G 2 MPLS extensions for OSPF and RSVP-TE protocols to support GNS services have been defined and developed. All these features have been specified by the Phosphorus project and will be demonstrated by the experimental activities on the project testbed.
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