Abstract. In this note we show that similar to the classical case the ring of representations of symmetric groups in a tensor derived category is certain ring of symmetric functions. We also show that in the general setting considered here, the Adams operations compute the characteristic series associated to powers of endomorphisms.
§1. Introduction
In this note we deal with a a Karoubian É-linear tensor category A and the subcategory Rep A (G) of representations of a group G in A. That is the non-full subcategory of objects X with an action G → Aut(X). Morphisms in this category are G−equivariant morphisms.
Consider the case where G is the symmetric group Σ n . Let R n (A) be the Grothendieck group of Rep A (Σ n ). As in the classical case there is the ring of A−representation of symmetric groups
This ring can be shown to be isomorphic to R ⊗ K 0 (A) where R is the usual ring of É−representations of symmetric groups. That is the representation ring of symmetric groups in A is in one to one correspondence with the ring of symmetric functions with coefficients in K 0 (A).
In most cases A has more structures than just direct sums and tensor products. For general additive A as above there is a natural λ-ring structure on K 0 (A). Here we are concerned with well-definedness of this structure in the case of abelian categories and in some special cases of triangulated categories. In this case K 0 (A) is taken with respect to exact sequences or triangles. We do not make any remark for the case of general triangulated categories. It should be mentioned that for most of the examples of triangulated categories we have in mind, the λ-ring structure is well-defined. 1 In the last section we consider the relationship via general characteristic X → χ X between the Grothendieck ring of the category of representations in A of a group G and the ring of Λ End A (½) -valued central functions on G. This characteristic is also compatible with respective intrinsic λ-ring structures or equivalently Adams operations ψ n . It is this structure that helps to compute the trace of arbitrary power of endomorphisms inductively. That is χ ψn(X) (g) = χ X (g n ).
The case of some particular (triangulated) examples shall be considered in forthcoming notes.
§2. Ring and category of representations
Let A be a É−linear tensor category in the sense of [10, I.0.1.2, I.2.4]. In particular such a category as A is equipped with an associative, commutative, and unital tensor structure. We assume that A is essentially small and Karoubian, i.e. every projector p = p 2 ∈ End(X) has a kernel. A G−object or representation of a group G in A is a pair (X, ξ X ) consisting of an object X of A and a homomorphism ξ X : G → Aut A (X) written as a → a X or just a → a. A G−morphism (or G−equivariant morphism) between two such representations (X, ξ X ) and
Definition 2.1. The subcategory Rep A (G) of A is defined to have representations of G in A as objects and G−morphisms as morphisms.
We immediately note that Rep A (G) is a É−linear tensor subcategory where the action of G on Z = X⊗Y is given by a → a X ⊗a Y . Note that the commutativity and associativity constraints are by functoriality G−equivariant. Moreover the unit ½ provides a trivial representation of G via the homomorphism ÉG → É → End A (½). Proof. Let f : X → Y be a morphism in Rep A (G). Let K be a kernel of this morphism in A. For a ∈ G, let a K be the unique endomorphism of K making the Example 2.4. We consider the following example. For n ≥ 0 denote by R n the Grothendieck group of the semi-simple abelian category of finitely generated ÉΣ n −modules. This is a free abelian group on the set of isomorphism classes of irreducible objects (which is indexed by the set of partitions of n). Let 0 have one and only one partition. The ring of representations of symmetric groups is defined to be
This is a commutative, associative, and unital ring with the multiplication of classes of a ÉΣ p −module V and a ÉΣ q −module W given by cl(V )cl(W ) = cl Ind Σp+q Σp×Σq V ⊗ W . Note that each R n is also a ring but we ignore this structure. Now let Λ n be the ring of symmetric polynomials in n variables, i.e. the subring of [x 1 , · · · , x n ] consisting of elements f with σf = f for all σ ∈ Σ n . The substitution x n+1 = 0 defines a morphism Λ n+1 → Λ n of graded rings. The graded ring of symmetric functions is defined to be the projective limit Λ := lim ←− gr Λ n taken in the category of graded rings. The remarkable result is that there is a ring isomorphism R ≃ Λ. An isomorphism is given by cl(V π ) → s π where s π is the Schur function associated to π. Proofs of this can be found in [1, §1] and [9, III] . As we shall see this is extended to more general settings.
Let A be as above an arbitrary Karoubian É−linear tensor category. Let V be a finite dimensional É−representation of Σ n , i.e. an object of Rep É−fgmod (Σ n ). Let Y be an object of A. Define the object V ⊗ Y of A to be a direct sum of dim(V ) copies of Y . This turns out to be a functorial assignment, that is V ⊗ X represents a functor from A to É − fgmod. Therefore there is a natural action of Σ n on V ⊗ Y .
This gives a functor
In fact from tenosr product of categories, but we do not need this. Now let X be an object in Rep A (Σ n ). Let V be any irreducible finite dimensional É−representation of Σ n . By basic results of representation theory of Σ n in characteristic zero we know that V = π V ÉΣ n for an idempotent π
. A better notation is obviously Hom Σn (V, X) but we use the above notation. We let Irr n be the set isomorphism classes of irreducible finite dimensional É-representation of Σ n .
Lemma 2.5.− There is a natural Σ n −isomorphism
Proof. This is a formal consequence of the corresponding result in the case A is the category ÉΣ n − fgmod. See also [5] where Σ n −objects of the form X = Y ⊗n are considered.
Example 2.6. For A as above, let
For any irreducible finite dimensional representation V π of Σ n over É (where π is a partition of n), and following the standard notations we denote
The isomorphism 2.5 helps us to give alternative definitions for notions familiar from classical representation theory. For example let p + q = n, W a representation of Σ p × Σ q over É and Y an object of A. Define
In particular if X p and X q are two respective representations of Σ p and Σ q in A, then by 2.5 the representation X p ⊗X q of Σ p ×Σ q is isomorphic to a direct sum of representations of the form V ⊗ Y . Applying the above definition of induced modules to each summand, we obtain a representation of Σ n which is denoted by Ind
Remark 2.7. The restriction to G = Σ n in the above discussions is only for conventional reasons and simplicity of formulas.
§3. Operations on Grothendieck rings
Let A be an essentially small Karoubian É−linear tensor category. Let the notation below be as in 2.6. It is easily seen that K 0 (A) is an associative commutative unital ring. We use only the general results of [5, 1] . This section overlaps with [7] and follows the suggestion from [2, 1.] .
For an element X of the set of isomorphism classes of A define as in [2] the element
where the sum is taken over all partitions µ of |µ| ≥ 0, V µ is the irreducible ÉΣ |µ| −module corresponding to µ, and K 0 (A) R := K 0 (A) ⊗ R for R is the representation ring (1).
Proof. We must show that
We compare the coefficients of t n . Let π be a partition of n. By [5, Proposition 1.8] we have the formula
which is in turn a result of functorial isomorphism in 2.5. Note that the integers c
With notations as in 3.1, consider λ Σ . Composing with natural projection onto
, we obtain a well-defined (not a homomorphism) mapping
We use the ring structure of K 0 (A) and define the product S µ S η value-wise. A few of the following results can be derived differently, however we give direct proofs. Lemma 3.2.− For any x, y ∈ K 0 (A) and each partition π we have
Proof. For each generator cl(V µ ) of R define ev x (V µ ) to be S µ (x). This gives a well-defined −linear map
First let x = cl(X). It follows from [5, Proposition 1.6] that for partitions µ and η we have
That is ev x is in fact a ring homomorphism for x = cl(X). By definition of the ring structure of R and the identity λ Σ (x + y) = λ Σ (x)λ Σ (y) we obtain the second equality. For the first equality note that by making use of the second equality it is enough to show that for any object X of A and any partition π with |π| > 0 we have in K 0 (A)
To see this note that the left hand side is the image under ev cl(X) of a similar sum in Λ ≃ R of 2.4 with S π 's replaced by corresponding Schur functions s π . Now by the general results [9, Chap. I, III], Λ is the free special λ−ring on one variable a 1 and any function s π can be written as S π (a 1 ). Therefore the sum above is
Now define the homomorphism λ :
Note that by 3.1 this is a well-defined homomorphism because product of summands in K 0 (A) ⊗ cl(V (n) t ) lands in similar summand. We note that
Proof. This is proved in Remark 3.5. Using the isomorphism i * :
we may want to introduce a λ−ring structure on K 0 (K b (A)). We show that this can be done on the level of triangulated category.
Proof. We must show that if ∆ :
. By definition, we may assume that ∆ is a standard distinguished triangle, i.e. Z n = Y n+1 ⊕ X n with standard differentials. It is then enough to show that for each bounded complex X we have
To see this let gr
be the functor of the associated graded object of the dummy filtration, i.e.
Note that cl(X) = cl(gr S (X)) and more generally for each partition π we have cl(gr S (S π (X))) ≃ cl(S π (gr S (X))). In particular λ Σ (X) = λ Σ (gr S (X)). Now the result follows from [2, Proposition 3.2] and (7) that
As in the case of K 0 (A) in (9) define λ on the Grothendieck ring of
Proposition 3.7.− Thus defined λ gives K 0 K b (A) the structure of a special λ−ring and the isomorphism
Proof. This is straightforward. As it is the case for λ−rings, any equation that we need, holds once it is checked for objects of the form cl(X). Let i * be the isomorphism of K 0 groups induced by A → K b (A). This induces an isomorphism on respective rings of power series, again denote by i * . Note that λ • i * = i * • λ by (10) . That is i * respects the λ-ring structures. This and the additive case 3.4 shows that the structure is special.
Example 3.8. Let X be an object of the Karoubian É−linear tensor category A.
It follows from 3.7 that via the isomorphism
K 0 (A) → K 0 K b (A) we have λ(X) −1 = λ K b (A) (X[1]) = cl(Sym n (X))(−t) n .
§4. Abelian categories and their derived categories
Now we consider the case of abelian categories and their derived categories. We let A be an essentially small abelian É−linear tensor category, we assume that ⊗ is biexact. Rigid tensor abelian category in the sense of [10, I, §5] is in our practices the most important case. Let K 0 (A) be the Grothendieck group of A; defined as a quotient of K 0 (A add ), where A add is the underlying additive subcategory of A, by the subgroup generated by cl(Z) − cl(X) − cl(Y ) for any exact sequence 0 → X → Z → Y → 0. Consider the assignment X → λ Σ (X) with the same definition as in the previous case (5).
in K 0 (A) for any exact sequence 0 → X → Y → Z → 0 and any partition π.
Proof. This follows from the method used in the proof of [5, 1.19 ]. More precisely S π (Y ) has a finite increasing filtration whose object of graded pieces is S π (Y ⊕ Z). 
where i * := K 0 (i) is commutative. Proof. The proof is similar to 3.6. In this case consider gr τ defined by
Note that for each complex Z we have cl(Z) = cl(gr
⊗n by standard Künneth formula. The simple but important observation is that this isomorphism is defined in D b (A) and is in fact Σ n −equivariant. See for example [3] for a proof. By 4.2 we have
For the general case consider the long exact sequence
and divide it into short exact sequences. Use the above formula (11) and 4.1 to
Remark 4.4. We have not used the standard presentation of a distinguished triangle in D b (A) to prove 4.3. The proof above can be utilized in a slightly more general setting of tensor triangulated categories with compatible t−structure considered in [3] .
As in the previous cases consider the homomorphism λ on K 0 D b (A) defined by linear extension of (12) λ(cl(X)) = cl(Alt n (X))t n .
Proposition 4.5.− λ defines a λ−ring structure on K 0 D b (A) and the diagram
is a commutative diagram of special λ−rings.
Proof. Set R := K 0 (A) and
] is well-defined and hence λ gives a λ−ring structure to S. Note that by the proof of 4.3 we can write λ(X) as the power series product (i.e. sum in Λ(S)) of λ(H n X)
n . This immediately shows that λ S commutes with λ-structures on S and Λ(S). That is the diagram above is commutative. Finally note that
where * is the ring multiplication of Λ(S) := 1 + tS [[t] ] and λ S : S → Λ(S) is the λ−structure. Commutativity of the diagram proves the identity above. 12). That is if the assignment (5) (or equivalently (9)) is well-defined on K 0 (D). What the above shows is that this is the case for homotopy category of complexes, derived category of an abelian tensor category, and any category D with compatible t−structure. More generally, a localization of tensor triangulated categories (when preserving tensor structure) should be considered.
§5. Representation rings of symmetric groups
In this section we consider the case of triangulated categories. Needless to say that additive and abelian categories can be treated likewise. We let A = D be an essentially small É-linear tensor triangulated category. Consider Rep D (Σ n ). This is by the above discussion a É-linear tensor category. We define K We call such a triangles to be an exact sequence in Rep A (Σ n ). As in §2 we let R n be the Grothendieck group of the abelian category Rep É−fgmod (Σ n ). Define
Proposition 5.1.− h is an isomorphism of rings.
Proof. First we show that h is well-defined. It is enough to show that the functor
respects exactness in both arguments. Respecting the exactness in the first arguments amounts to respecting finite direct sum and hence trivial. For the second argument, let ∆ : X → Z → Y → X[1] be an exact triangle and V a finite dimensional É−representation of Σ n . The sequence
is a direct sum of dim(V ) copies of ∆ and hence exact. Therefore h is well-defined. Next we define an inverse of h. Let Irr n be a finite set of isomorphic classes of irreducible ÉΣ n modules V such that cl(V )'s form a basis of free −module R n .
Note that with notations as in (2) Y ) ). This means that g is welldefined. To prove the proposition it is enough to prove that h • g and g • h are respective identity maps. To see this note that for V and W in Irr n we have
Similarly note that h • g = id by 2.5.
Remark 5.2. For an additive (resp. abelian) category A, the group K 0 (Rep A (G)) is defined. The result above is valid in this case with a minor improvement in notations.
We define the ring of representation in D of symmetric groups to be
Lemma 5.3.− This defines a commutative associative unital ring structure on R D .
Proof. Fix integer p and q, let n = p + q and consider the assignment
This is biexact. Therefore the multiplication on K 0 's is well-defined. We show that it is commutative and associative. Let X (resp. Y ) be a Σ p (resp. Σ q ) module object. It is enough to show that commutativity constraint τ :
The proof of this is identical to the classical case [9, III, p. 128] . Associativity is proved similarly.
Next we want to define a λ−ring structure on R D . For this note that the direct sum of all isomorphisms in 5.1 corresponding to different n's gives an isomorphism
We immediately note that by definitions (4) after 2.5 H is an isomorphism of rings. For the rest of this section assume that λ in (9) is well defined on K 0 (D). For example D can be taken as one of those in 3.7 or 4.5. Therefore we obtain a λ−ring structure on R D . Note that the λ−ring structure on R ⊗ K 0 (D) is the natural one; for r ∈ R and x ∈ K 0 (D)
Here we have denoted for example the embedding Λ(R) → Λ(R ⊗ K 0 (D)) by f → f ⊗ 1. Collecting all these together we have Theorem 5.4.− There is a natural isomorphism of special λ−rings
be the bounded derived category of a tensor abelian category over a field k of characteristic zero. There is a natural isomorphism
n cl(H n (X)). Therefore for A a result similar to the above holds. The above implies that λ Σ in (5) gives a homomorphism µ defined by the composite
By the above results and 3.1 we conclude that µ is an injective homomorphism of abelian groups. From the definitions we have
Note that in general situations µ(cl(X))(1 − cl(X)t) = 1. §6. Characteristic series of general group representations For any ring A let F C(G, A) be the ring of central functions from G to A, that is functions t : G → A with t(gh) = t(hg) and where ring structure on F C(G, A) is defined value-wise. If A is a (special) λ ring, then F C(G, A) is also a (special) λ ring with value-wise definitions
Let A be a É−linear tensor category as in §2 in which every object has a dual. In such a (rigid) category there is defined a É-linear trace tr : End(X) → End(½) f → tr(f ; X).
See [5, 1.16 ]. Now let G be a group (or monoid) and consider Rep A (G). As in the classical case define χ :
Proof. This is almost trivial from discussions above. Namely, first note that for general
is a ring homomorphism denoted tr G :
For example note that the action of G on X ⊗ Y is nothing but g → g X ⊗ g Y and hence tr(g; X ⊗ Y ) equals tr(g; X)tr(g; Y ). By the previous results the homomorphism
is a λ−homomorphism of λ−rings. By functoriality of A → Λ(A) we conclude that Λ(tr G ) • λ is a λ−homomorphism of λ−rings. But this composition is nothing but χ.
For any object X define d X := tr(id; X) ∈ End A (½). For any partition π of n = |π| we let d π be the polynomial whose value at an integer m is exactly the dimension of S π (W ) where W is a É−vector space of dimension m. The non-trivial fact is that due to Weyl character formula such a polynomial exists.
Lemma 6.2.− For any object X and any partition π we have for certain a π σ ∈ . By [4] we know that tr(σ; X ⊗n ) is a power of tr(id; X) by the number of disjoint-cyclic decomposition of σ. Therefore there is a polynomial in É[U] independent from A (and G and X) such that tr(id; S π (X)) = P (tr(id; X)). Using this for A the category of finitely generated É−modules and G = 1 we see that P (m) = d π (m) for all positive integers m. We obtain the result. Example 6.3. In particular the above result shows that in general
an element of R n . Applying the morphism ev X : R → K 0 (A ′ ) from (8), we obtain an element which we denote by To see this note that the formula is -linear on V . It is enough to prove this for irreducible V = V π . We know that V π ⊗ S Vπ (X) is the image of the projector q := χ π (1) n! χ π (σ −1 )σ : X ⊗n → X ⊗n and since χ π (1) = dim(V π ) = 0 we have tr(S Vπ (f ); S Vπ (X)) = 1 χ π (1) tr(id ⊗ S Vπ (f ); V π ⊗ S Vπ (X)) = 1 χ π (1) tr(qf ⊗n ; X ⊗n ) = 1 n! σ∈Σn χ π (σ −1 )tr(σf ⊗n ; X ⊗n ).
Now we consider the Adams operations. For an integer n ≥ 1 and a λ−ring A, define the n−th Adams operation ψ n : A → A to be given by
ψ n (x)(−t) n .
We shall obtain a formula that is similar to the one in [11, 9.1, Ex. 3] for the classical case of A = k − fgmod 
Now it is enough to apply tr G • ev X to the identity n k=1 (−1) k p k e n−k = −ne n in Λ ≃ R where e i 's correspond to alternating representations and p j 's are the above power sums. The result is an identity between coefficients in (17) so that
tr(g n ; X)(−t) n 1 I thank B. Kahn for pointing out to me this reference.
in the λ−ring Λ(k) = 1 + tk [[t] ]. The rest is a formal consequence of definitions.
Remark 6.6. Note that the proof does not really use G as whole. The formula is valid for any endomorphism. Also note that the formula in 6.5 states nothing but χ ψn(X) (g) = χ X (g n ).
