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The canonical Euler-Hamilton theory is used to establish the connection 
between extremum principles and the hypercircle for a class of biharmonic 
problems. An illustration of the results is provided by calculations for a clamped 
plate. 
1. INTRODUCTION 
In his book on the hypercircle, Synge [l] h as d escribed a geometrical approach 
to the question of solving a large class of boundary value problems of mathe- 
matical physics. There the analytical problem of solving a differential equation 
subject to certain boundary conditions is transformed into a geometrical problem 
of finding the point of intersection of two affine subspaces in a suitably chosen 
function space. The possibility of applying the hypercircle method to a boundary 
value problem depends very much on whether the problem corresponds to a 
variational principle. In fact, for a number of variational principles there is a 
standard procedure due to McConnell [2], who uses the Euler-Lagrange action 
integral to suggest the choice of metric appropriate for the hypercircle method. 
However, as shown recently for Dirichlet-Neumann problems [3], it is only 
when we go to the Euler-Hamilton theory of variational calculus that we discover 
the full connection between the geometrical and variational approaches. The 
reason for this is that the hypercircle is basically canonical in structure, and its 
metric is directly related to the second variation of the Euler-Hamilton action 
integral. 
These ideas are developed here for a class of biharmonic problems which arise 
in elasticity theory. We use canonical variational theory to derive the associated 
dual extremum principles and show how these possess a geometrical formulation 
in terms of the hypercircle. 
The work is illustrated by a simple problem for a clamped plate. 
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2. CLASS OF BIHARMONK PROBLEMS 
The biharmonic boundary value problems which concern us in this paper are 
described by equations of the form 
L#I G Vr# - div (Mgrad+) =f(.x,y) in b7, (2.1) 
+=o on B, (2.4 
acgan = 0 on 6 , (2.3) 
= -b’P+ on B, = B - B, , (2.4) 
which arise in the theory of thin elastic plates (cf. [4]). Here V is a region in the 
xy-plane which has a piecewise smooth boundary B, + is the deflection of the 
plate normal to the surface, f(.z, y) is a measure of normal loading, and M is a 
positive symmetric stress matrix. The boundary conditions (2.3) and (2.4) 
correspond to a plate which is clamped on parts B, of the boundary and 
is simply supported on the remainder B, = B - B, , where n is the outward 
pointing normal to the boundary, and b = p/(v - I), p being the radius of 
curvature of B and Y being Poisson’s ratio. This includes the separate cases where 
the whole of the boundary is clamped (B, = 0) and where the whole of the 
boundary is simply supported (B, = 0). 
3. CANONICAL FORMALISM 
Since we want to employ a Hamiltonian approach in this paper our first step 
is to formulate the problem in terms of the generalized canonical equations 
(cf. PI) 
T$ = aH/au, (3.1) 
T*u = aHI+, (3.2) 
where T is some linear operator and T* is its adjoint with respect to a suitable 
inner product. To cast Eq. (2.1) into this form we write the positive symmetric 
matrix M as 
M = NtN, (3.3) 
where t denotes transpose, and introduce the operators 
and 
(3.4) 
(3.5) 
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T,* = V2, (3.6) 
and their adjoints 
where 
T,* = -div (IV .), (3.7) 
1 
V 
t,hTl+ dx dy = s (T,*a,h)+ dx dy + boundary terms, (3.8) 
V 
j-vwtTzW=‘y = j-72 *w)+ dx dy + boundary terms, (3.9) 
for all suitable #, $, and w. These are now used to define the operator T and its 
adjoint T*, which are such that 
T4 = (2;) (3.10) 
for all suitable scalar functions I$, and 
T*u = Tl*u(l) + T,*@’ (3.11) 
for all suitable vector functions u with components u(l) and u@), where u(l) is a 
scalar and ut2r is a 2-vector. From these definitions it follows directly that the 
relation between T and T* can be written 
where 
s, d-4 dx dy = J; (T*u)+ dx dy + S(u, 4)~ > 
From (2.1) and (3.3) to (3.7) we see that 
L = T,*T, -f T,*T,, 
= T*T 
by (3.10) and (3.11). Thus Eq. (2.1) takes the form 
T* T4 = f (x, Y) in V, 
subject to the boundary conditions 
+=0 on B, 
a+lan = 0 on 4 , 
= -bT& on B, . 
(3.12) 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
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We can write (3.16) in the canonical form of (3.1) and (3.2) by taking 
T4 zz u z JHl& 
T*u = f(x,y) = ZH/&# 
with boundary conditions 
in I’, (3.20) 
in V, (3.21) 
4-0 on B, (3.22) 
al$/an = 0 on & , (3.23) 
= .-.~~‘” on B2 , (3.24) 
where tl = (G, u(~))“. A suitable Hamiltonian H in (3.20) and (3.21) is 
H(u, 4) = i Z&L + f$. (3.25) 
The exact solution of the problem in (3.20) to (3.24) is denoted by s (% 44 
If b > 0, the solution is unique if it exists. We regard the solution s = (u, #) as a 
point in a real linear vector space Q = {si == (ZQ , &)} = Q, x Q, , where ui 
and & are continuously differentiable square-integrable functions belonging to 
the vector spaces Qn, and Q, , respectively. We can introduce a metric on the set 
Q, setting the scalar product of two functions si and sj in Q equal to 
(3.26) 
This gives an inner product space P = (Q, ( , >). 
4. DUAL EXTREMUM PRINCIPLES 
Complementary variational principles associated with the boundary problem 
in (2.1) to (2.4) have been obtained in [6]. We summarize briefly those results 
which are relevant here. 
The variational description involves the canonical action integral 
I(u, 4) = j 
V 
{utT# - H(u, 4)) dx dy - .c, [u(l) 2 - $$$I dB 
- 
s 4 
@(u(‘))~ dB - .r, +u(~)~IV (2x,, 
= j 
V 
{(T*u)+ - H(u, c$)) dx dy - s,, @(u(‘))” dB, (4.2) 
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where we have used (3.12) and (3.13). Th is action is stationary at the exact 
solution s = (u, 4) of Eqs. (3.20) to (3.24). 
To go further and obtain extremum principles we define two affine subspaces 
of the vector space Q by 
Qr= (~l,~l)tSZ:~~l=vlinV,bl=OonB,~= 
! 
0 on B, , 
?f!- = -but”’ on B 
an 1 
and 
Q2 =((u~,+~)EQ: T*u, =fin V>. (4.4) 
These subsets intersect at the exact solution (u, 4) of the problem in (3.20) to 
(3.24). 
Using the action and these two subsets we can define functionals J and G by 
setting 
and 
JW = I@+ , $1) via (4-l), with (% 9 CA) E -Ql 2 (45) 
W,) = I@, C2) via (4.2), 
These lead to the expressions 
with (% ,421 EQ2. (4.6) 
J(h> = Jv MV24~>” + Q&d 41)~ M grad A - f4d dx dr 
+ sB2 U/WGV,/~~>2 dB, (4.7) 
and 
G(u,) = -+ j- (4.8) 
V 
u2*u2 dx dy - 8 1 b(ut’)2 dB. 
B2 
If b = 0, the term in b-l is omitted from J. It follows from these definitions that 
J(#Q) is stationary at 4 and G(u,) is stationary at u. In addition we find that 
J(h) - J(d) = 8 $, (~1 - 4” (~1 - 4 dx dr $- 3 I,, b&l’) - u(l))2 dB, 
(4.9) 
and 
G(u) - G(u,) = + j-V (u2 - u)” (u2 - u) dx dy + $ J^,, b(u$) - u(l))2 dB. 
(4.10) 
Hence, if 
b 2 0, (4.11) 
409/59/z- 11 
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we have, as in [6], the dual extremum principles 
G(u,) G G(u) = &G d) = J(C) < Jh1), (4.12) 
equality holding when #r = + and ua == U. From (4.7) and (4.8) it is readily seen 
that the exact action bounded in (4.12) is given by 
= -4 
s 
utu dx dy - 3 
s 
b(~‘l’)~ dB. (4.13) 
V B2 
5. THE HYPERCIRCLE 
We now use these dual extremum principles to construct a metrical geometry 
which turns out to be a suitable hypercircle geometry for our boundary value 
problems. 
Our procedure is to introduce a new inner product space U = (Q, , ui . uj) 
consisting of the points ui of the vector space .Qn, together with a new scalar 
produce denoted by ui . uj . Th e f orm of this scalar product is such that the 
second variations (4.9) and (4.10) of the action integrals J and G provide a 
natural measure of distance. Thus, guided by (4.9) and (4.10) we take 
Ui ’ Uj = Jv U,tUj dx dy + JBa bup)u,!‘) dB (5.1) 
for all ui = (Q, ~j’))~ in Q, . This is an acceptable scalar product on Qn, under 
condition (4.11). If we use the notation 
ui ’ ui = ui2, 
we see that (4.9) and (4.10) can be written as 
(5.2) 
04 - 4” = Wc#d - J($w, (5.3) 
and 
(~2 - 4” = 2lGO4) - G(uz)>, (5.4) 
which shows the geometrical significance of the second variations. There is also a 
connection between the quadratic terms in the Euler-Lagrange action integral 
(4.7) and ui2, and this is the basis of the procedure used by McConnell [2] to 
find a suitable metric for Dirichlet problems. 
Next we consider two subsets of U 
Ul = (J&41 , ui * Uj) and r;, = FL, , ui - 4, (5.5) 
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where Q,, and Q,, are the u components of the affine subspaces of Q defined by 
(4.3) and (4.4). It is clear that the solution u of the problem is in the intersection 
of U, and Us. Moreover, U, is orthogonal to Us . To see this, take any vector 
ur - iz, lying in U, , that is, the join of any two points in U, , and take any 
vector u2 - @2 lying in U, . Then by (5.1) we have 
(ill - q) - (u2 - ii2) = jv (ul - iiJt (u2 - ir2) dx dy 
+ jB2 b(uf’ - izl”)(u~’ - iiF> dB. 
Using (4.3) and (4.4) we see that the first term on the right is 
a (uy -_ an - i$‘) . (Cl - 4,)) dB 
=- s b(up’ - a~‘)(~$’ - ix:‘) dB. % 
Hence 
(Ul - ill) * (ff2 - u,) = 0, (5.6) 
and proves orthogonality. 
Next we prove that the solution u is unique by showing that the subsets U, and 
U, cannot intersect in more than one point. To do this, suppose U, and U, have 
in common two distinct points, u’ and u”. Then u’ - un is a vector lying in U, 
and also in U, . Since U, and U, are orthogonal, every vector lying in the one is 
orthogonal to every vector lying in the other. Therefore u’ - u” is orthogonal 
to itself, so that (u’ - zJ’)s = 0. But this is impossible if u’ and u” are distinct, 
since the metric is positive definite. Thus the uniqueness of the intersection is 
established and hence the solution u is unique. 
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It follows from (5.6) that the solution u satisfies 
(ul - 24) . (u2 - 24) = 0, 
that is, 
(5.7) 
(u - c)” = R2, c = 3(u1 + u2), 4R” = (ul - u~)~. (5.8) 
We have thus located the solution u on a hypersphere (5.8) with center c and 
radius R. 
By choosing a third point us in either U, or Us we determine the plane in which 
u lies, and hence u is located on a hypercircle. 
These hypercircle results appear to be new. In the case M = 0, B, = 0, 
they reduce to known results (cf. [l]). 
The orthogonality of U, and U, means that we have 
(ul - u2)2 = (ul - u)” + (u2 - u)” (5.9) 
for all ur in U, and u, in U, , where u is the exact solution. By (5.3), (5.4), and 
(5.8), this gives 
(ul - u2)2 = 2{J(&) - G(u,)} = 4R2. 
From (5.1) we see that 
(5.10) 
u2 = u * u = 
s 
utu dx dy +- 
s 
bu’W1 dB (5.11) 
V *, 
= -21(u, 4) (5.12) 
by (4.13). Also, 
We find that 
c2 = c . c = i(u, - u2)2 + 241 * 112 
= R= -j- u1 . u2 . (5.13) 
241 * up = 
s 
f#l dx dy, (5.14) 
V 
and so (5.13) gives 
c2 = WA> - G@2)1 + Jvf#l dx 4c (5.15) 
by (5.10) and (5.14). 
In (5.3), (5.4), (5.10), (5.12), and (5.15) we have a statement of the connection 
between the variational and hypercircle approaches. The variational expressions 
on the right-hand sides are based on the space P = (Sz, { , }) and the structure of 
the boundary value problem is fed in through the action, while the hypercircle 
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expressions on the left-hand sides are based on the space U = (QU , ui * uj) 
which automatically includes the structure of the boundary value problem 
through the scalar product. 
6. ERROR BOUNDS 
If we are interested in approximate solutions of the problem we can take the 
equation (U - c)” = R2 for the hypersphere and look upon it as an equation for 
the error R in the function c = $(ui + u2), Once we have chosen functions ui 
and u2 , the function c is known and the error R can be calculated. In practice 
u1 and u2 will contain free parameters which are optimized by minimizing R. 
In view of (5.10) this is equivalent to minimizing J and maximizing G separately. 
The radius R of the hypersphere also provides upper bounds for the errors in ui 
and u2 separately, since by simple geometry 
and 
(ul - u)” < (ul - u2)2 = 4R2, (6.1) 
(u2 - u)” < (ul - u2)2 = 4R2. (6.2) 
From the geometry of the hypersphere it follows that u2 is bounded by 
(I c 1 - R)2 < u2 < (I c I + R)2, (6.3) 
where 1 c 1 = (c . c)rj2. Also we have from (5.12) that 
23 = -2qu, #), (6.4) 
and so by (4.12) we obtain the alternative bounds 
-2J(+,) < u2 < --2G@,). (6.5) 
These variational bounds for u2 each depend on one vector only, +i or u2 , and 
are therefore different from the geometrical bounds (6.3), each of which depends 
on the two vectors ul and u2 . 
7. AN EXAMPLE 
To illustrate these results we consider the problem 
I& = vy - vy = 1 in V 
+=o on B, 
a+jan = 0 on B, 
(7.1) 
(7.2) 
(7.3) 
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for a clamped plate. This corresponds to 
B, = B, B, = 0, 
and we take V to be the square 
V-(-l <x,y < I}. 
(7.4) 
(7.5) 
(7.6) 
We seek to confine the solution to a hypersphere of small radius. 
We select two vectors ui and ua in U, and U, , respectively: 
Ul = (Vdl , a+,/% a$l/aYr)“, (7.7) 
$1 = (1 - ~“)“(l - ~“)~{a, + aa&’ + Y’) + a,x2y2 + a,(X” + y4)L (7.8) 
and 
u2 -= (e5, , +,/ax, a+,hw, (7.9) 
4, = -$(x2 + y”) + b, cash & cash & + 6, (cash x + cash y) 
+ f b, (cash px cos py + cos px cash py), (7.10) 
r=3 
with p = (Y -- (5/2))~. Here we have nine parameters which are optimized by 
minimizing the radius R of the hypersphere. By (5.10) this is equivalent to 
minimizing J and maximizing G separately; and in this case the results are 
available from [6]. These results together with the new hypercircle results are 
given in Table I. 
An upper bound on the error in ur is available from (6.1), which gives 
/ u1 - u I < 2R = 0.0021. (7.11) 
We also have bounds on u2 which by the geometrical results (6.3) are 
0.02299 < u2 ,< 0.02363, (7.12) 
and by the variational results (6.5) are 
0.023307 < up < 0.023311. (7.13) 
In terms of these bounds, the approximate solution (7.7), (7.8) is very accurate, 
and we have succeeded in confining it to a hypersphere of radius R = 0.001. 
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TABLE I 
Hypercircle-Variational Parameters” 
Parameter Value 
a1 
a8 
0% 
a4 
J 
b, 
b, 
b, 
b, 
b, 
G 
ICI 
R 
1.8789(-2) 
5.3218(-3) 
6.7401(-3) 
3.9789(-4) 
-1.165338(-2) 
- 8.0044 
4.4378 
-1.8817(-l) 
5.6447( - 5) 
-2.0251(-7) 
-1.165557(-2) 
1.527(-l) 
1.046( - 3) 
a Here m( -n) means m x lo-“. 
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