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MODEL CATEGORY STRUCTURES ARISING FROM DRINFELD
VECTOR BUNDLES
SERGIO ESTRADA, PEDRO GUIL ASENSIO, MIKE PREST, AND JAN TRLIFAJ
Abstract. We present a general construction of model category structures
on the category C(Qco(X)) of unbounded chain complexes of quasi-coherent
sheaves on a semi-separated scheme X. The construction is based on making
compatible the filtrations of individual modules of sections at open affine sub-
sets of X. It does not require closure under direct limits as previous methods.
We apply it to describe the derived category D(Qco(X)) via various model
structures on C(Qco(X)). As particular instances, we recover recent results
on the flat model structure for quasi-coherent sheaves. Our approach also in-
cludes the case of (infinite-dimensional) vector bundles, and of restricted flat
Mittag-Leffler quasi-coherent sheaves, as introduced by Drinfeld. Finally, we
prove that the unrestricted case does not induce a model category structure
as above in general.
1. Introduction
Let X be a scheme and Qco(X) the category of all quasi-coherent sheaves on X .
A convenient way of approaching the derived category D(Qco(X)) goes back to
Quillen [27], and consists in introducing a model category structure on C(Qco(X)),
the category of unbounded chain complexes on Qco(X). In particular, one can
compute morphisms between two objectsX and Y of D(Qco(X)) as the C(Qco(X))-
morphisms between cofibrant and fibrant replacements of X and Y , respectively,
modulo chain homotopy.
Recently, Hovey has shown that model category structures naturally arise from
small cotorsion pairs over C(Qco(X)), [20]. Since Qco(X) is a Grothendieck cat-
egory [8], there is a canonical injective model category structure on C(Qco(X)).
However, this structure is not monoidal, that is, compatible with the tensor product
on Qco(X), [21, pp. 111-2]. Another natural, but not monoidal, model structure on
C(Qco(X)) was constructed in [22] under the assumption of X being a Noetherian
separated scheme with enough locally frees.
The lack of compatibility with the tensor product was partially solved in [14, 25]
by using flat quasi-coherent sheaves. The main result of [14] shows that in case
X is quasi-compact and semi-separated, it is possible to construct a monoidal flat
model structure on C(Qco(X)). The weak equivalences of this model structure are
the same as the ones for the injective model structure, hence they induce the same
cohomology functors (see [25] for a different approach). However, the structure of
flat quasi-coherent sheaves is rather complex, and it is difficult to compute the as-
sociated fibrant and cofibrant replacements. Moreover, the methods of [14] depend
heavily on the fact that the class of all flat modules is closed under direct limits.
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A different approach has recently been suggested in [10] for the particular case of
quasi-coherent sheaves on the projective line P1(k). In that paper it was shown that
the class of infinite-dimensional vector bundles (i.e., those quasi-coherent sheaves
whose sections in all open affine sets are projective) imposes a monoidal model cat-
egory structure on C(Qco(P1(k)). The proofs and techniques in [10] are strongly
based on the Grothendieck decomposition theorem for vector bundles over the pro-
jective line [18], hence they cannot be extended to more general situations.
In the present paper, we show that the main results of [10] and [14] are particular
instances of the following general theorem that provides for a variety of model
category structures on C(Qco(X)) parametrized by sets Sv (v ∈ V ) of modules of
sections (see Section 4 for unexplained terminology):
Theorem 1.1. Let X be a semi-separated scheme. There is a model category struc-
ture on C(Qco(X)) in which the weak equivalences are the homology isomorphisms,
the cofibrations (resp. trivial cofibrations) are the monomorphism with cokernels
in dg C˜ (resp. C˜), and the fibrations (resp. trivial fibrations) are the epimorphisms
whose kernels are in dg C˜⊥ (resp. C˜⊥). Moreover, if every M ∈ Sv is a flat R(v)-
module, and M ⊗R(v) N ∈ Sv for all M,N ∈ Sv, then the model category structure
is monoidal.
The proof of Theorem 1.1 is based on new tools for handling filtrations of quasi–
coherent sheaves developed in this paper. Thus it avoids the usual assumption of
closure under direct limits.
Theorem 1.1 immediately yields the following generalization of [10, Theorem
6.1]:
Corollary 1.2. Let X be a scheme having enough infinite-dimensional vector bun-
dles (for example, a quasi-compact and quasi-separated scheme that admits an am-
ple family of invertible sheaves, or a noetherian, integral, separated, and locally
factorial scheme). Let C be the class of all vector bundles on X.
Then there is a monoidal model category structure on C(Qco(X)) where weak
equivalences are homology isomorphisms, the cofibrations (trivial cofibrations) are
the monomorphisms whose cokernels are dg-complexes of vector bundles (exact com-
plexes of vector bundles whose every cycle is a vector bundle), and the fibrations
(trivial fibrations) are the epimorphisms whose kernels are in dg C˜⊥ (C˜⊥).
Similarly, we immediately recover [14, Theorem 6.7]:
Corollary 1.3. Let X be a scheme with enough flat quasi-coherent sheaves (for
instance, let X be quasi-compact and semi-separated, see [25, Proposition 16]).
Then there there is a monoidal model category structure on C(Qco(X)) where weak
equivalences are homology isomorphisms, the cofibrations (trivial cofibrations) are
the monomorphisms whose cokernels are dg-flat complexes (flat complexes). The
fibrations (trivial fibrations) are the epimorphisms whose kernels are dg-cotorsion
complexes (cotorsion complexes).
However, there are further interesting applications of Theorem 1.1. Drinfeld
has proposed quasi-coherent sheaves whose sections at affine open sets are flat and
Mittag-Leffler modules (in the sense of Raynaud and Gruson [26]) as the appropriate
objects defining infinite-dimensional vector bundles on a scheme, see [2, p.266]. Here
we call such quasi-coherent sheaves the Drinfeld vector bundles, and show that the
restricted ones (bounded by a cardinal κ) fit into another instance of Theorem 1.1:
Corollary 1.4. Let X be a semi-separated scheme possessing a generating set G
of Drinfeld vector bundles. Let κ be an infinite cardinal such that κ ≥ |E| (in the
notation of Section 3) and each M ∈ G is ≤ κ-presented. For each v ∈ V , let Sv
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denote the class of all ≤ κ-presented flat Mittag-Leffler modules. Denote by C the
class of all Drinfeld vector bundles M such that M(v) has a Sv-filtration for each
v ∈ V .
Then there is a monoidal model category structure on C(Qco(X)) where weak
equivalences are homology isomorphisms, the cofibrations (trivial cofibrations) are
monomorphism with cokernels in dg C˜ (C˜), and the fibrations (trivial fibrations) are
epimorphisms whose kernels are in dg C˜⊥ (C˜⊥).
The reader may wonder whether it is possible to apply Theorem 1.1 to the entire
class of Drinfeld vector bundles and impose thus a (monoidal) model category
structure on C(Qco(X)). Our final theorem shows that this is not the case in
general. We adapt a recent consistency result of Eklof and Shelah [6] concerning
Whitehead groups to this setting, and prove (in ZFC):
Theorem 1.5. The class D of all flat Mittag-Leffler abelian groups is not precov-
ering. Thus D cannot induce a cofibrantly generated model category structure on
Qco(Spec(Z)) ∼= Mod−Z compatible with its abelian structure.
2. Notation and Preliminaries
Let A be a Grothendieck category. A well-ordered direct system of objects of A,
(Aα | α ≤ λ), is said to be continuous if A0 = 0 and, for each limit ordinal β ≤ λ,
we have Aβ = lim
→
Aα where the limit is taken over all ordinals α<β. A continuous
direct system (Aα | α ≤ λ) is called a continuous directed union if all morphisms
in the system are monomorphisms.
Definition 2.1. Let L be a class of objects of A. An object A of A is L-filtered if
A = lim
→
Aα for a continuous directed union (Aα | α ≤ λ) satisfying that, for each
α+ 1 ≤ λ, Coker (Aα → Aα+1) is isomorphic to an element of L.
We denote by Filt(L) the class of all L-filtered objects in A. A class L is said
to be closed under L-filtrations in case Filt(L) = L.
Definition 2.2. Let D be a class of objects of A. We will denote by D⊥ the
subclass of A defined by
D⊥ = KerExt1A(D,−) = {Y ∈ Ob(A) | Ext
1
A(D,Y ) = 0, for all D ∈ D}.
Similarly,
⊥D = KerExt1A(−,D) = {Z ∈ Ob(A) | Ext
1
A(Z,D) = 0, for all D ∈ D}.
Analogously, we will define
D⊥∞ = {Y ∈ Ob(A) | ExtiA(D,Y ) = 0, for all D ∈ D and i ≥ 1}
and
⊥∞D = {Z ∈ Ob(A) | ExtiA(Z,D) = 0, for all D ∈ D and i ≥ 1}.
Let us recall the following definitions from [16].
Definition 2.3. A pair (F , C) of classes of objects of A is called a cotorsion pair
if F⊥ = C and if ⊥C = F . The cotorsion pair is said to have enough injectives
(resp. enough projectives) if for each object Y of A there exists an exact sequence
0→ Y → C → F → 0 (resp. for each object Z of A there exists an exact sequence
0 → C′ → F ′ → Z → 0) such that F, F ′ ∈ F and C,C′ ∈ C. A cotorsion pair
(F , C) is complete provided it has enough injectives and enough projectives.
The proof of the following lemma is the same as for module categories (see [16,
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Lemma 2.4. Let A be a Grothendieck category with enough projectives and let
(F , C) be a cotorsion pair on A. The following conditions are equivalent
a) If 0→ F ′ → F → F ′′ → 0 is exact with F, F ′′ ∈ F , then F ′ ∈ F .
b) If 0→ C′ → C → C′′ → 0 is exact with C′, C ∈ C, then C′′ ∈ C.
c) Ext2(F,C) = 0 for all F ∈ F and C ∈ C.
d) Extn(F,C) = 0 for all n ≥ 1 and all F ∈ F and C ∈ C.
A cotorsion pair satisfying the equivalent conditions above is called hereditary.
So (F , C) is a hereditary cotorsion pair, if and only if F = ⊥∞C and C = F⊥∞ .
We finish this section by recalling the notion of a Mittag-Leffler module from
[26].
Definition 2.5. Let R be a ring and M a right R-module. Then M is Mittag–
Leffler provided that the canonical map M ⊗R
∏
i∈I Mi →
∏
i∈I M ⊗RMi is monic
for each family of left R–modules (Mi | i ∈ I).
For example, all finitely presented modules, and all projective modules, are
Mittag–Leffler. Any countably generated flat Mittag-Leffler module is projective.
In fact, projectivity of a module M is equivalent to M being flat Mittag-Leffler and
a direct sum of countably generated submodules (see [26] and [2, Theorem 2.2]).
We refer to [5, 16, 19, 21] for unexplained terminology used in this paper.
3. Filtrations of Quasi–Coherent Sheaves
Let X be a scheme. Let QX = (V,E) be the quiver whose set, V , of vertices is a
subfamily of the family of all open affine sets of X such that V covers both X and
all intersections O ∩O′ of open affine sets O,O′ of V . The set of edges, E, consists
of the reversed arrows v → u corresponding to the inclusions u ⊆ v where u and v
are in V . We say that QX is a quiver associated to the scheme X . Note that this
quiver is not unique, because different choices of the set of vertices V may give rise
to non-isomorphic quivers associated to the same scheme X .
As explained in [8, Section 2], there is an equivalence between the category of
quasi–coherent sheaves on X and the category of quasi–coherent R–modules where
R is the representation of the quiver QX by the sections of the structure sheaf
OX . A quasi–coherent sheaf F on X corresponds to a quasi–coherent R-module M
defined by the following data:
(1) An R-module on X , that is, an R(u)-module Mu, for each u ∈ V and a
R(u)–morphism ρuv :Mu →Mv for each edge u→ v in E;
(2) The quasi–coherence condition, saying that the induced morphism
idR(v) ⊗ ρuv : R(v)⊗R(u) Mu → R(v)⊗R(u)Mv ∼=Mv
is an R(v)-isomorphism, for each arrow u→ v in E;
(3) The compatibility condition, saying that if w ⊆ v ⊆ u, with w, v, u ∈ V ,
then ρuw = ρvw ◦ ρuv.
Note that quasi–coherent subsheaves F′ of F correspond to quasi–coherent R-sub-
modules M′ of M (where the latter means that M ′v is an R(v)–submodule of Mv
and the map ρ′uv is a restriction of ρuv for each edge u → v in E). If (Fi)i∈I are
quasi–coherent subsheaves of F then F′ =
∑
i∈I Fi (resp. F
′ = F1∩F2) corresponds
to the quasi-coherent submodule M′ such that M ′v =
∑
i∈I(Mi)v (resp. such that
M ′v = (M1)v ∩ (M2)v) and the maps ρ
′
uv are restrictions of ρuv.
Recall that Qco(X) denotes the category of all quasi–coherent sheaves on X .
This is a Grothendieck category by [8, p.290]. Note that in our setting, if u ⊆ v are
affine open subsets in V , then R(u) is a flat R(v)–module, see [19, III.9].
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Recall that a quasi-coherent sheafM on X is a (classical algebraic) vector bundle
if M(u) is a free R(u)-module of finite rank for every open affine set u. In this paper
we adopt the following more general definition: M is a vector bundle if M(u) is a
(not necessarily finitely generated) projective R(u)–module for each open affine set
u (see [2, §2. Definition]).
In [2, Section 2.Remarks], Drinfeld proposed to consider the following more gen-
eral notion of a vector bundle (see also [3, Appendices 5 and 6]). Thus, we call
a quasi–coherent sheaf M a Drinfeld vector bundle provided that M(u) is a flat
Mittag–Leffler R(u)–module for each open affine set u (cf. [2, p.266]).
One of the main goals of this paper is to construct monoidal model category
structures associated to these generalized notions of vector bundles. In order to
achieve this aim we will need to characterize these classes as closures under filtra-
tions of certain of their subsets.
The following tools will play a central role in our study of these filtrations, both
in the case of modules over a ring, and of quasi-coherent sheaves on a scheme.
The first tool is known as Eklof’s Lemma (see [4, Theorem 1.2]):
Lemma 3.1. Let R be a ring and C be a class of modules. Let M be a module
possesing a ⊥C-filtration. Then M ∈ ⊥C.
Remark 3.2. The proof of Lemma 3.1 given in [16, Lemma 3.1.2] needs only
embeddability of each module into an injective one, so the lemma holds in Qco(X),
and in fact in any Grothendieck category.
Our second tool is known as Hill’s Lemma (see [16, Theorem 4.2.6], [28, Lemma
1.4], or [30, Theorem 6]). It will allow us to extend a given filtration of a module
M to a complete lattice of its submodules having similar properties.
Lemma 3.3. Let R be a ring, λ a regular infinite cardinal, and J a class of <λ–
presented modules. Let M be a module with a J –filtration M = (Mα | α ≤ σ).
Then there is a family H consisting of submodules of M such that
(1) M⊆ H,
(2) H is closed under arbitrary sums and intersections,
(3) P/N has a J –filtration for all N,P ∈ H such that N ⊆ P , and
(4) If N ∈ H and T is a subset of M of cardinality <λ, then there exists P ∈ H
such that N ∪ T ⊆ P and P/N is <λ–presented.
We will also need the following application of Lemma 3.3 (see [16, Theorem
4.2.11] and [30, Theorem 10]):
Lemma 3.4. Let R be a ring, λ a regular uncountable cardinal, and J a class
of <λ–presented modules. Let A = ⊥(J ⊥), and let A<λ denote the class of all
<λ–presented modules from A. Then every module in A is A<λ–filtered.
If κ is a cardinal and M a quasi–coherent sheaf, then M is called locally ≤ κ–
presented if for each v ∈ V , the R(v)–module M(v) is ≤ κ–presented. Notice
that if κ ≥ |V | and κ ≥ |R(v)| for each v ∈ V , then this definition is equivalent
to saying that M is κ+–presentable in the sense of [14, Lemma 6.1], and also to
|
⊕
v∈V M(v)| ≤ κ.
For future use in Section 4 we now present a version of Hill’s Lemma for the
category Qco(X). For this version, we assume that X is a scheme, λ a regular
infinite cardinal such that λ>|V | and λ>|R(v)| for all v ∈ V , and J a class of
locally <λ–presented objects of Qco(X). Further, let M be a quasi–coherent sheaf
possessing a J –filtration O = (Mα | α ≤ σ).
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By [9, Corollary 2.3], there exist locally <λ–presented quasi-coherent sheaves
Aα ⊆ Mα+1 such that Mα+1 = Mα + Aα for each α<σ. A set S ⊆ σ is called
closed provided that Mα ∩Aα ⊆
∑
β<α,β∈S Aβ for each α ∈ S.
Lemma 3.5. Let H = {
∑
α∈S Aα | S closed }. Then H satisfies the following
conditions:
(1) O ⊆ H,
(2) H is closed under arbitrary sums,
(3) P/N has a J –filtration whenever N,P ∈ H are such that N ⊆ P.
(4) If N ∈ H and X is a locally <λ–presented quasi–coherent subsheaf of M,
then there exists P ∈ H such that N + X ⊆ P and P/N is locally <λ–
presented.
Proof. Note that for each ordinal α ≤ σ, we have Mα =
∑
β<αAβ , hence α is a
closed subset of σ. This proves condition (1). Since any union of closed subsets is
closed, condition (2) holds.
In order to prove condition (3), we consider closed subsets S, T of σ such that
N =
∑
α∈S Aα and P =
∑
α∈T Aα. Since S ∪ T is closed, we will w.l.o.g. assume
that S ⊆ T . We define a J –filtration of P/N as follows. For each β ≤ σ, let
Fβ = (
∑
α∈T\S,α<β Aα +N)/N. Then Fβ+1 = Fβ + (Aβ +N)/N for β ∈ T \ S and
Fβ+1 = Fβ otherwise.
Let β ∈ T \ S. Then Fβ+1/Fβ ∼= Aβ/(Aβ ∩ (
∑
α∈T\S,α<β Aα + N)), and since
β ∈ T \ S and T is closed, we have
Aβ ∩ (
∑
α∈T\S,α<β
Aα +N) = Aβ ∩ (
∑
α∈S,α>β
Aα +
∑
α∈T,α<β
Aα) ⊇
⊇ Aβ ∩ (
∑
α∈S,α>β
Aα + (Mβ ∩Aβ)) ⊇Mβ ∩Aβ.
Let Bβ =
∑
α∈S,α>β Aα +
∑
α∈T,α<β Aα We will prove that Aβ ∩Bβ = Mβ ∩Aβ .
We have only to show that for each v ∈ V , Aβ(v) ∩ Bβ(v) ⊆ Aβ(v) ∩Mβ(v). Let
a ∈ Aβ(v) ∩ Bβ(v). Then a = c + aα0 + · · · + aαk where c ∈
∑
α∈T,α<β Aα(v) ⊆
Mβ(v), αi ∈ S and aαi ∈ Aαi(v) for all i ≤ k and αi>αi+1 for all i<k. W.l.o.g.,
we can assume that α0 is minimal possible. If α0>β, then aα0 = a − c − aα1 +
· · · − aαk ∈ Mα0(v) ∩ Aα0(v) ⊆
∑
α∈S,α<α0
Aα(v) (since α0 ∈ S), in contradiction
with the minimality of α0. Since β /∈ S, we infer that α0<β, a ∈ Mβ(v), and
Aβ ∩Bβ = Aβ ∩Mβ.
So if β ∈ T \ S then Fβ+1/Fβ ∼= Aβ/(Mβ ∩ Aβ) ∼= Mβ+1/Mβ, and the latter is
isomorphic to an element of J because O is a J –filtration of M. This finishes the
proof of condition (3).
For condition (4) we first claim that each subset of σ of cardinality <λ is con-
tained in a closed subset of cardinality <λ. Since λ is regular and unions of closed
sets are closed, it suffices to prove the claim only for one–element subsets of σ. By
induction on β we prove that each β<σ is contained in a closed set S of cardinality
<λ. If β<λ we take S = β + 1.
Otherwise, consider the short exact sequence 0→Mβ∩Aβ → Aβ →Mβ+1/Mβ →
0. By our assumption on λ, since Aβ is locally <λ–presented, so is Mβ∩Aβ . Hence
for each v ∈ V , Mβ(v) ∩ Aβ(v) ⊆
∑
α∈Sv
Aα(v) for a subset Sv ⊆ β of cardinality
<λ. By our inductive premise, the set
⋃
v∈V Sv is contained in a closed subset S
′
of cardinality <λ. Let S = S′ ∪ {β}. Then S is closed because S′ is closed, and
Mβ ∩Aβ ⊆
∑
α∈S′ Aα.
Finally ifN =
∑
α∈S Aα and X is a locally<λ–presented quasi–coherent subsheaf
of M, then X ⊆
∑
α∈T Aα for a subset T of σ of cardinality <λ. By the above we
can assume that T is closed and put P =
∑
α∈S∪T Aα. By (the proof of) condition
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(3) P/N is J –filtered, and the length of the filtration can be taken ≤ |T \ S|<λ.
This implies that P/N is locally <λ–presented. 
Our third tool is essentially [8, Proposition 3.3] (where we omit the condition of
M′(v) being a pure submodule in M(v), because we do not need it in the sequel).
This tool will be applied to form filtrations of quasi–coherent sheaves by connecting
the individual R(v)–module filtrations for all v ∈ V .
Lemma 3.6. Let QX = (V,E) be a quiver associated to a scheme X, and let
M ∈ Qco(X). Let κ be an infinite cardinal such that κ ≥ |V |, and κ ≥ |R(v)| for
all v ∈ V . Let Xv ⊆ M(v) be subsets with |Xv| ≤ κ for all v ∈ V . Then there is
a locally ≤ κ-presented quasi-coherent subsheaf M′ ⊆ M such that Xv ⊆ M
′(v) for
all v ∈ V .
Now we fix our notation:
Notation 3.7. Let QX = (V,E) be a quiver associated to a scheme X , and κ be
an infinite cardinal such that κ ≥ |V | and κ ≥ |R(v)| for all v ∈ V . For each v ∈ V ,
let Sv be a class of ≤ κ–presented R(v)–modules, Fv = ⊥(S⊥v ), L be the class of
all locally ≤ κ–presented quasi–coherent sheaves N such that N(v) ∈ Fv for each
v ∈ V , and C be the class of all quasi–coherent sheaves M such that M(v) ∈ Fv for
each v ∈ V .
Theorem 3.8. Each quasi–coherent sheaf M ∈ C has an L–filtration.
Proof. Let v ∈ V and put λ = κ+. Denote by F≤κv the subclass of Fv consisting of
all ≤ κ-presented modules. By Lemma 3.4, M(v) has a F≤κv -filtrationMv. Denote
by Hv the family associated to Mv in Lemma 3.3. And let {mv,α | α<τv} be an
R(v)-generating set of the R(v)-module M(v). W.l.o.g., we can assume that τ = τv
for all v ∈ V .
We will construct an L–filtration (Mα | α ≤ τ) of M by induction on α. Let
M0 = 0. Assume that Mα is defined for some α<τ so that Mα(v) ∈ Hv and
mv,β ∈ M(v) for all β<α and all v ∈ V . Set Nv,0 = Mα(v). By Lemma 3.3.(4),
there is a module Nv,1 ∈ Hv such that Nv,0 ⊆ Nv,1, mv,α ∈ Nv,1 and Nv,1/Nv,0 is
≤ κ-presented.
By Lemma 3.6 (with M replaced by M/Mα, and Xv = Nv,1/Mα(v)) there is
a quasi-coherent subsheaf M′1 of M such that Mα ⊆ M
′
1 and M
′
1/Mα is locally
≤ κ-presented. Then M′1(v) = Nv,1 + 〈Tv〉 for a subset Tv ⊆ M
′
1(v) of cardinality
≤ κ, for each v ∈ V .
By Lemma 3.3.(4) there is a module Nv,2 ∈ Hv such that M′1(v) = Nv,1+ 〈T 〉 ⊆
Nv,2 and Nv,2/Nv,1 is ≤ κ-presented.
Proceeding similarly, we obtain a countable chain (M′n | n<ℵ0) of quasi-coherent
subsheaves of M, as well as a countable chain (Nv,n | n<ℵ0) of R(v)-submodules
of M(v), for each v ∈ V . Let Mα+1 =
⋃
n<ℵ0
M′n. Then Mα+1 is a quasi-coherent
subsheaf of M satisfying Mα+1(v) =
⋃
n<ℵ0
Nv,n for each v ∈ V . By Lemma 3.3.(2)
and (3) we deduce that Mα+1(v) ∈ Hv and Mα+1(v)/Mα(v) ∈ F≤κv . Therefore
Mα+1/Mα ∈ L.
Assume Mβ has been defined for all β<α where α is a limit ordinal ≤ τ . Then
we define Mα =
⋃
β<αMβ. Since mv,α ∈Mα+1(v) for all v ∈ V and α<τ , we have
Mτ (v) = M(v), so (Mα | α ≤ τ) is an L–filtration of M. 
Remark 3.9. Recall that a module N is strongly ≤ κ-presented provided that N
has a projective resolution consisting of ≤ κ-generated projective modules. If this
is the case we will always consider only the projective resolutions of N that consist
of ≤ κ-generated modules.
A class of modules C is syzygy closed if for each C ∈ C, the first (and hence each)
syzygy of C in some projective resolution of C is contained in C.
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We note that Theorem 3.8 remains true under the stronger assumption that
for each v ∈ V , Sv is a class of strongly ≤ κ-presented R(v)-modules and Fv =
⊥∞(S⊥∞v ).
It is clear that the class C is closed under extensions, retractions and direct sums.
As a consequence of Theorem 3.8 we get the following two corollaries.
Corollary 3.10. Let X be any scheme with associated quiver QX . Let C and L be
the subclasses of Qco(X) defined above. Then C = Filt(L).
Proof. The inclusion C ⊆ Filt(L) follows by Theorem 3.8, and Filt(L) ⊆ Filt(C) ⊆
C by Lemma 3.1 (and Remark 3.2). 
Corollary 3.11. Let X be any scheme with associated quiver QX . Let C and L
be the subclasses of Qco(X) defined above. Suppose that C contains a generator of
Qco(X). Then (C,L⊥) is a complete cotorsion pair.
Proof. Since L ⊆ ⊥(L⊥), we have Filt(L) ⊆ Filt(⊥(L⊥)). By Lemma 3.1,
Filt(⊥(L⊥)) = ⊥(L⊥). So by Corollary 3.10, C ⊆ ⊥(L⊥).
In order to prove that (C,L⊥) is a complete cotorsion pair, we first show that
⊥(L⊥) ⊆ C. By [11, Lemma 2.4, Theorem 2.5], for all Q ∈ Qco(X) there exists a
short exact sequence
(1) 0→ Q→ P→ Z→ 0
where P ∈ L⊥ and Z has an L-filtration. Given any M ∈ Qco(X), since the
generator G of Qco(X) is in C, there exists a short exact sequence
0→ U→ G′ →M→ 0
where G′ is a direct sum of copies of G ∈ L. Now let
0→ U→ N→ Z→ 0
be exact with N ∈ L⊥ and Z admitting an L-filtration. Form a pushout and get
0 0y
y
0 −−−−→ U −−−−→ G′ −−−−→ M −−−−→ 0y
y
∥∥∥
0 −−−−→ N −−−−→ W −−−−→ M −−−−→ 0y
y
Z Zy
y
0 0
Then since G′ is a direct sum of copies of G ∈ C and Z has an L-filtration (so
Z ∈ C by Corollary 3.10), we see that W ∈ C. Also N ∈ L⊥. Hence if M ∈ ⊥(L⊥)
we get that 0→ N→W→M→ 0 splits and so M is a direct summand of W ∈ C.
But then M ∈ C because C is closed under direct summands.
This proves that C = ⊥(L⊥). Moreover (1) shows that the cotorsion pair (C,L⊥)
has enough injectives, and the second line of the diagram above that it has enough
projectives. 
Focussing on particular classes of modules, we obtain several interesting corol-
laries of Theorem 3.8:
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Corollary 3.12 (Kaplansky Theorem for vector bundles). Let X be a scheme and
κ an infinite cardinal such that κ ≥ |V | and κ ≥ |R(v)| for all v ∈ V . Then
every vector bundle on X has an L–filtration where L is the class of all locally
≤ κ–presented vector bundles.
In particular, if X is a scheme, QX = (V,E) is a quiver associated to X, and
both V and all the rings R(v) (v ∈ V ) are countable, then every vector bundle on
X has a filtration by locally countably generated vector bundles.
Proof. This follows by taking Sv = {R(v)} (so Fv is the class of all projective
R(v)-modules) for all v ∈ V , and then applying Theorem 3.8. 
Let κ be an infinite cardinal such that κ ≥ |V | and κ ≥ |R(v)| for all v ∈ V . For
the next corollary, we fix C to be the class of quasi–coherent sheaves M such that
each M(v) has a filtration by ≤ κ–presented flat Mittag–Leffler modules.
Corollary 3.13. Let X be a scheme, κ an infinite cardinal such that κ ≥ |V | and
κ ≥ |R(v)| for all v ∈ V . Let L be the class of locally ≤ κ-presented Drinfeld
vector bundles. For each v ∈ V , let Sv denote the class of all ≤ κ–presented flat
Mittag–Leffler modules. Let Fv and C be defined as before Corollary 3.10. Then
Filt(L) = C.
In 5.7, we will see that in general Corollary 3.13 fails for arbitrary Drinfeld vector
bundles. Our final application goes back to [8, Section 4]:
Corollary 3.14. Let X be a scheme. Let κ be an infinite cardinal such that κ ≥ |V |
and κ ≥ |R(v)| for all v ∈ V .
Then every flat quasi–coherent sheaf on X has an L–filtration where L is the
class of all locally ≤ κ–presented flat quasi–coherent sheaves.
Proof. For each vertex v ∈ V , we take a set Sv of representatives of iso classes
of flat R(v)–modules of cardinality ≤ κ. Then by Lemma 3.1 and [1, Lemma 1] it
follows that Fv = ⊥(S⊥v ) is the class of all flat R(v)–modules. Finally, we apply
Theorem 3.8. 
4. Quillen Model Category Structures on C(Qco(X)).
In this section we develop a method for constructing a model structure on
C(Qco(X)) starting from a priori given sets of modules over sections of the structure
sheaf associated to X . Our main tool will be Hovey’s Theorem relating cotorsion
pairs to model category structures (see [20, Theorem 2.2]).
We recall some standard definitions concerning complexes of objects in a Gro-
thendieck categoryA. Let (M, δ) (or justM , for simplicity) denote a chain complex
in A.
· · · →M−1
δ−1
−→M0
δ0
−→M1
δ1
−→ · · ·
We write Z(M) = · · · → ZnM → Zn+1M → · · · and B(M) = · · · → BnM →
Bn+1M → · · · for the subcomplexes consisting of the cycles and the boundaries of
M .
Given an M in A, let Sn(M) denote the complex which has M in the (−n)th
position and 0 elsewhere (n ∈ Z). We denote by Dn(M) the complex · · · → 0 →
M
id
→M → 0→ · · · where M is in the −(n+ 1)th and (−n)th positions (n ∈ Z).
If (M, δM ) and (N, δN ) are two chain complexes, we define Hom(M,N) as the
complex
· · · →
∏
k∈Z
Hom(Mk, Nk+n)
δn
→
∏
k∈Z
Hom(Mk, Nk+n+1)→ · · · ,
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where (δnf)k = δk+nN f
k − (−1)nfk+1δkM . Write ExtC(A)(M,N) for the group of
equivalence classes of short exact sequences of complexes 0 → N → L → M → 0.
Let us note that C(A) is a Grothendieck category having the set {Sn(G) : n ∈ Z}
(or {Dn(G) : n ∈ Z}) as a family of generators (where G is a generator for A). So
the functors Exti, i ∈ Z, can be computed using injective resolutions.
Let (C, C⊥) be a cotorsion pair in A. We recall from [13] the following definitions.
An exact complex E in C(A) is a C⊥-complex if ZnE ∈ C⊥, for each n ∈ Z. Let
C˜⊥ denote the class of all C⊥-complexes. Then a complex M = (Mn) in C(A)
is a dg-C complex if Hom(M,E) is an exact complex of abelian groups for any
complex E ∈ C˜⊥ and Mn ∈ C, for each n ∈ Z. Let dg C˜ denote the class of all dg-C
complexes of objects in A.
Dually we can define the classes C˜ and dg C˜⊥ of C-complexes and dg-C⊥ com-
plexes of objects in A.
We will need the following lemma.
Lemma 4.1. Let X be a scheme and κ be a regular infinite cardinal such that
κ ≥ |V | and κ ≥ |R(v)| for all v ∈ V . Let N = (Nn),M = (Mn) be exact complexes
of quasi–coherent sheaves on X such that N ⊆ M. For each n ∈ Z, let Xn be a
locally ≤ κ–presented quasi–coherent subsheaf of Mn. Then there exists an exact
complex of quasi–coherent sheaves T = (Tn) such that N ⊆ T ⊆ M , and for each
n ∈ Z, Tn ⊇ Nn+Xn, and the quasi–coherent sheaf Tn/Nn is locally ≤ κ–presented.
Proof. (I) First, consider the particular case of N = 0. Let Yn0 = Xn+ δ
n−1(Xn−1).
Then (Yn0 ) is a subcomplex of M.
If i < ω and Yni is a locally ≤ κ–presented quasi–coherent subsheaf of M
n, put
Yni+1 = Y
n
i +D
n
i + δ
n−1(Dn−1i ) where D
n
i is a locally ≤ κ–presented quasi–coherent
subsheaf of Mn such that δn(Dni ) ⊇ Zn+1M ∩ Y
n+1
i . (Such D
n
i exists by our
assumption on κ, since Zn+1M∩Y
n+1
i ⊆ Ker(δ
n+1) = Im(δn).) Let Tn =
⋃
i<ω Y
n
i .
Then Zn+1M∩Tn+1 =
⋃
i<ω(Zn+1M∩Y
n+1
i ) ⊆
⋃
i<ω δ
n(Yni+1) ⊆ δ
n(Tn). It follows
that T = (Tn) is an exact subcomplex of M. By our assumption on κ, Tn is locally
≤ κ–presented.
(II) In general, let M¯ = M/N and X¯n = (Xn +N
n)/Nn. By part (I), there is an
exact complex of quasi–coherent sheaves T¯ such that T¯ ⊆ M¯, and for each n ∈ Z,
T¯n ⊇ X¯n, and the quasi–coherent sheaf T¯n is locally ≤ κ–presented. Then T¯ = T/N
for an exact subcomplex N ⊆ T ⊆M, and T clearly has the required properties. 
As mentioned above, we will apply [20, Theorem 2.2] to get a model structure on
C(Qco(X)). We point out that Qco(X) is a closed symmetric monoidal category
under the tensor product (in the sense of [21, Section 4.1]) and hence C(Qco(X))
is also closed symmetric monoidal. We will therefore investigate when the model
structure is compatible with the induced closed symmetric monoidal structure.
Let X be a scheme with an associated quiver QX (see Section 3). Let κ ≥| V |,
and κ ≥| R(v) | for each v ∈ V . We will assume that X is semi–separated, that is
the intersection of two affine open subsets of X is again affine.
For the rest of this section, we fix our notation as in Notation 3.7 and let λ = κ+.
We will moreover assume that C contains a generator of Qco(X). Then, by
Corollary 3.11, (C,L⊥) is a cotorsion pair.
Lemma 4.2. (C˜, dgL˜⊥) is a complete cotorsion pair in C(Qco(X)).
Proof. (C˜, dgL˜⊥) is a cotorsion pair by [13, Corollary 3.8].
We will prove that each complex C ∈ C˜ is L˜–filtered. Then the completeness of
(C˜, dgL˜⊥) follows as in the proof of Corollary 3.11 because C˜ contains a generating
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set of C(Qco(X)) (for example {Dn(G) | n ∈ Z} where G ∈ C is a generator of
Qco(X)).
Let C = (Mn) ∈ C˜. Then for each n ∈ Z, ZnC ∈ C and therefore ZnC has an
L–filtration On = (Mnα | α ≤ σn). For each n ∈ Z, α < σn, consider a locally
≤ κ–presented quasi–coherent sheaf Anα such that M
n
α+1 = M
n
α + A
n
α, and the
corresponding family Hn as in Lemma 3.5. Since the complex C is exact, the L–
filtration On+1 determines a canonical prolongation of On into a filtration O′n =
(Mnα | α ≤ τn) of M
n where τn = σn + σn+1 (the ordinal sum).
By definition, for each α ≤ σn+1, δn maps Mnσn+α onto M
n+1
α . So for each α <
σn+1 there is a locally ≤ κ–presented quasi–coherent subsheaf Anσn+α of M
n
σn+α+1
such that δn(Anσn+α) = A
n+1
α . Since for each σn ≤ α < τn we have Ker(δ
n) ⊆Mnα,
it follows that Mnα+1 = M
n
α +A
n
α.
Let H′n be the family corresponding to A
n
α (α < τn) by Lemma 3.5. Since
each closed subset of σn is also closed when considered as a subset of τn, we have
Hn ⊆ H′n. Note that Filt(L) ⊆ C, so H
′
n ⊆ C by condition (3) of Lemma 3.5.
Notice that ZnC = M
n
σn
=
∑
α<σn
Anα. We claim that for each closed subset
S ⊆ τn, we have ZnC ∩
∑
α∈S A
n
α =
∑
α∈S∩σn
Anα ∈ Hn. To see this, we first
show that
∑
α<σn
Anα(v) ∩
∑
α∈S A
n
α(v) =
∑
α∈S∩σn
Anα(v) for each v ∈ V . The
inclusion ⊇ is clear, so consider a ∈ (
∑
α<σn
Anα(v)) ∩
∑
α∈S A
n
α(v). Then a =
aα0 + · · · + aαk where αi ∈ S, aαi ∈ A
n
αi
(v) for all i ≤ k, and αi > αi+1 for all
i < k. W.l.o.g., we can assume that α0 is minimal possible. If α0 ≥ σn, then
aα0 = a−aα1−· · ·−aαk ∈ (
∑
α<α0
Anα(v))∩A
n
α0
(v) ⊆
∑
α∈S,α<α0
Anα(v) as α0 ∈ S
and S is closed, in contradiction with the minimality of α0. Hence α0 < σn, and
a ∈
∑
α∈S∩σn
Anα(v). So ZnC ∩
∑
α∈S A
n
α =
∑
α∈S∩σn
Anα, and the latter quasi–
coherent sheaf is in Hn because S ∩ σn is closed in σn. This proves our claim.
By induction on α, we will construct an L˜–filtration (Cα | α ≤ σ) of C such that
Cα = (N
n
α), ZnCα ∈ Hn and N
n
α ∈ H
′
n for each n ∈ Z.
First, C0 = 0, and if Cα is defined and Cα 6= C, then for each n ∈ Z we take a
locally ≤ κ–presented quasi–coherent sheaf Xn such that Xn * Nnα in case N
n
α (M
n
(this is possible by our assumption on κ), or Xn = 0 if M
n = Nnα. If M
n = Nnα for
all n ∈ Z, we let σ = α and finish our construction.
By Lemma 4.1 there exists an exact subcomplex T = (Tn) of C containing Cα
such that for each n ∈ Z, Tn ⊇ Nnα + Xn, and the quasi–coherent sheaf T
n/Nnα
is locally ≤ κ–presented. Then Yn = Tn = Nnα + X
′
n for a locally ≤ κ–presented
quasi–coherent subsheaf X′n ofM
n. By condition (4) of Lemma 3.5 (for N = Nnα and
X = X′n), there exists a quasi–coherent sheaf Y
′
n = Pn in H
′
n such that N
n
α + X
′
n =
Tn ⊆ Pn and Pn/Nnα is locally ≤ κ–presented. Iterating this process we obtain a
countable chain Yn ⊆ Y′n ⊆ Y
′′
n ⊆ . . . whose union N
n
α+1 ∈ H
′
n by condition (2)
of Lemma 3.5. Then Cα+1 = (N
n
α+1) is an exact subcomplex of C containing Cα.
Since Nnα+1 ∈ H
′
n, we have ZnCα+1 = ZnC ∩N
n
α+1 ∈ Hn by the claim above.
In order to prove that Cα+1/Cα ∈ L˜, it remains to show that for each n ∈ Z,
Zn(Cα+1/Cα) ∈ C. Since the complex Cα+1/Cα is exact, it suffices to prove that
F = (δn(Nnα+1) +N
n+1
α )/N
n+1
α ∈ C.
We have Nnα+1 =
∑
α∈S A
n
α where w.l.o.g., S is a closed subset of τn containing
σn. Let S
′ = {α < σn+1 | σn + α ∈ S}. Then S′ is a closed subset on τn+1 =
σn+1 + σn+2. Indeed, for each α ∈ S′, we have
∑
β<α
An+1β ∩A
n+1
α = δ
n(
∑
β<σn+α
Anβ)∩δ
n(Anσn+α) ⊆ δ
n(
∑
β<σn+α,β∈S
Anβ) =
∑
β<α,β∈S′
An+1α
where the inclusion ⊆ holds because S is closed in τn and Ker(δn) ⊆
∑
β<σn+α
Anβ .
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Since δn(Nnα+1) =
∑
β∈S′ A
n+1
β , and N
n+1
α =
∑
β∈T A
n+1
β for a closed subset T
of τn+1, we have F =
∑
β∈S′∪T A
n+1
β /
∑
β∈T A
n+1
β , so F ∈ C by condition (3) of
Lemma 3.5 for H′n+1. This finishes the proof of Cα+1/Cα ∈ L˜.
If α is a limit ordinal we define Cα =
⋃
β<α Cβ = (N
n
α). Then N
n
α ∈ H
′
n by
condition (2) of Lemma 3.5, and ZnCα = ZnC∩Nnα ∈ Hn by the claim above. This
finishes the construction of the L˜–filtration of C. 
Following [20, Definition 6.4], we call a cotorsion pair (F , C) in an abelian cate-
gory A small provided that (A1) F contains a generator of A, (A2) C = S⊥ for a
subset S ⊆ F , and (A3) for each S ∈ S there is a monomorphism iS with cokernel
S such that if A(iS , X) is surjective for all S ∈ S, then X ∈ C.
We now show that condition (A3) above is redundant in case A is a Grothendieck
category:
Lemma 4.3. Let (F , C) be a cotorsion pair in a Grothendieck category A satisfying
conditions (A1) and (A2) above. Then (F , C) is small.
Proof. We will show that (F , C) satisfies a slightly weaker version of condition (A3),
namely that for each L ∈ S there is a set EL of exact sequences 0→ K → U → L→
0 such that Y ∈ C if and only if Hom(U, Y ) → Hom(K,Y ) → 0 is exact for each
exact sequence in EL. For a given L, we define EL as the set of all representatives
of short exact sequences 0 → K → U → L → 0 where U is ≤ κ–presented (where
κ comes from [9, Corollary 2.3] for Y = L; in particular, we can take κ is as in
Notation 3.7 in case A = C(Qco(X))).
Suppose that G is an object of A such that Hom(U,G) → Hom(K,G) → 0 is
exact for each exact sequence in EL. We will prove that Ext
1(L,G) = 0 for all
L ∈ F . By condition (A2), it suffices to prove that Ext1(L,G) = 0 for all L ∈ S.
So let 0 → G → V → L → 0 be exact with L ∈ S. We want to show that this
sequence splits. By our choice of κ, there is U ⊆ V such that U is ≤ κ–presented
and V = G + U . Then the sequence 0 → G ∩ U → U → L → 0 is isomorphic to
one in EL.
Consider the commutative diagram
0 −−−−→ G ∩ U −−−−→ U −−−−→ L −−−−→ 0y
y
∥∥∥
0 −−−−→ G −−−−→ G+ U −−−−→ L −−−−→ 0.
Our hypothesis now implies that the inclusion G ∩ U → G can be extended
to U → G so, since the left–hand square is a pushout, we see that the bottom
row splits. This proves that Ext1(L,G) = 0. Now, replacing the set S by S ′ =
{L(card(EL)) | L ∈ S}, we see that both conditions (A2) and (A3) hold for S ′, hence
the cotorsion pair (F , C) is small. 
Now we can prove the main theorem of our paper.
Theorem 4.4. Let X be a semi-separated scheme. There is a model category struc-
ture on C(Qco(X)) where the weak equivalences are the homology isomorphisms,
the cofibrations (resp. trivial cofibrations) are the monomorphisms with cokernels
in dg C˜ (resp. in C˜), and the fibrations (resp. trivial fibrations) are the epimorphisms
whose kernels are in dg L˜⊥ (resp. L˜⊥).
Moreover, if every M ∈ Sv is a flat R(v)-module, and M ⊗R(v)N ∈ Sv whenever
M,N ∈ Sv, then the model structure is monoidal with respect to the usual tensor
product of complexes of quasi-coherent sheaves.
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Proof. We will apply Hovey’s Theorem [20, Theorem 2.2]. First, the results of
[20, Section 5] guarantee that the weak equivalences of our model structure are
the homology isomorphisms. In our case W is the class of all exact complexes
of quasi–coherent sheaves. It is easy to check that this is a thick subcategory
of C(Qco(X)). Now, according to Hovey’s Theorem, we will have to check that
the pairs (dg C˜, dg L˜⊥ ∩ W) and (dg C˜ ∩ W , dg L˜⊥) are complete cotorsion pairs
(notice that our notion of completeness coincides with Hovey’s notion of ’functorial
completeness’). We will proceed in three steps, proving that
(1) The pairs (C˜, dg L˜⊥) and (dg C˜, L˜⊥) are cotorsion pairs.
(2) dg C˜ ∩ W = C˜ and dg L˜⊥ ∩W = L˜⊥.
(3) The cotorsion pairs (C˜, dg L˜⊥) and (dg C˜, L˜⊥) are complete.
Condition (1) follows from [13, Corollary 3.8].
Let us check condition (2). By [14, Corollary 3.9] (4. ⇒ 1.) it suffices to prove
that dg C˜ ∩ W = C˜. The inclusion C˜ ⊆ dg C˜ ∩ W was proven in [13, Lemma 3.10].
Let us prove that dg C˜ ∩ W ⊆ C˜. So let Y be a complex in dg C˜ ∩ W (so Y(v)
is a complex of R(v)-modules, for all v ∈ V ). To see that Y is in C˜ we have to
check that ZnY ∈ C, for all n ∈ Z. But this means that the R(v)-module ZnY(v)
belongs to Fv for all v ∈ V . By [14, Corollary 3.9] if a complex of R(v)-modules is
exact and belongs to dgF˜v then it belongs to F˜v (so ZnY(v) ∈ Fv for all v ∈ V ).
Therefore we will be done if we prove that Y(v) is exact and belongs to dgF˜v. Since
the complex Y is exact, for each affine open set v ∈ V , Y(v) is an exact complex
of R(v)-modules. Let us see that Y(v) ∈ dgF˜v, for all v ∈ V . So let E be a
complex of R(v)-modules in S˜v
⊥ (so E is exact and ZnE ∈ Sv
⊥). We have to
check that Hom(Y(v), E) is exact. Since X is semi-separated, by [19, Proposition
5.8] there exists a right adjoint i∗v : R(v)-Mod→ Qco(X) of the restriction functor
i∗v : Qco(X)→ R(v)-Mod (defined by i
∗
v(M) = M(v)). The adjointness situation
can be lifted up to C(Qco(X)). Then there is an isomorphism
HomC(R(v))(Y(v), E) = HomC(R(v))(i
∗
v(M), E) ∼= HomC(Qco(X))(Y, i∗v(E))
and since the functor i∗v preserves exactness, i∗v(E) will be an exact complex in
C(Qco(X)). Since Y ∈ dg C˜, once we show that i∗v(E) ∈ L˜⊥ we will finish by the
comment above. But, Zni∗v(E) = i∗v(ZnE). Hence, for each T ∈ C,
Ext1Qco(X)(T, i∗v(ZnE))
∼= Ext1R(v)(i
∗
v(T), ZnE) = 0,
where the last equality follows because i∗v(T) = T(v) ∈ Fv and ZnE ∈ Sv
⊥.
Now let us prove condition (3). By Lemma 4.2 the cotorsion pair (C˜, dg L˜⊥) is
complete. We claim that the cotorsion pair (dg C˜, L˜⊥) is also complete. Let I ′ be a
set of representatives of the quasi–coherent sheaves in L. Then clearly (I ′)⊥ = L⊥.
We will prove that I⊥ = L˜⊥ where I = {Sn(A) | A ∈ I ′, n ∈ Z}∪{Sn(G) | n ∈ Z}
(and G ∈ C is a generator of Qco(X)). Then the claim will follow by Lemma 4.3
and [20, Corollary 6.6]. It is easy to check that I ⊆ dg C˜ for Sm(A)l ∈ C (l ∈ Z),
and for every exact complex M ∈ L˜⊥, Hom(Sm(A),M) is the complex
· · · → Hom(A,Ml)→ Hom(A,Ml+1)→ · · ·
which is obviously exact because ZnM, BnM ∈ L⊥. Therefore I⊥ ⊇ (dg C˜)⊥ = L˜⊥.
We now prove the converse: let N ∈ I⊥. We have to see that N is exact and that
ZnN ∈ L⊥. First, we prove that N is exact. It is clear that this is equivalent
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to each morphism Sn(G) → N (for G a generator of Qco(X)) being extendable to
Dn(G)→ N for each n ∈ Z. But this follows from the short exact sequence
0→ Sn(G)→ Dn(G)→ Sn+1(G)→ 0
since Ext1(Sn+1(G),N) = 0. Now we prove that ZnN ∈ L⊥. Since I⊥ = L⊥ we
only need to prove that Ext1Qco(X)(A, ZnN) = 0 for all n ∈ Z. But there exists a
monomorphism of abelian groups
0→ Ext1Qco(X)(A, ZnN)→ Ext
1
C(Qco(X))(S
−n(A),N)
(see e.g. [10, Lemma 5.1]) and since the latter group is 0, we get that ZnN ∈ L⊥.
This proves our claim, and thus finishes the proof of condition (3).
Finally to get that the model structure is monoidal we apply [14, Theorem 5.1]
(by noticing that the argument of the proof of [14, Theorem 5.1] carries over without
the assumption of F being closed under direct limits). If Sv is contained in the class
of all flat modules then every quasi–coherent sheaf in C is flat. So condition (1) of
[14, Theorem 5.1] holds. Now if M ⊗R(v) N ∈ Sv, where M,N are R(v)-modules
in Sv, it follows that L ⊗R(v) T ∈ Fv, where L, T are Sv-filtered R(v)-modules
(because the tensor product commutes with direct limits). And so L⊗R T ∈ C, for
any L,T ∈ C. So condition (2) of [14, Theorem 5.1] also holds. Finally condition (3)
of [14, Theorem 5.1] is immediate because, for all v ∈ V , Fv contains all projective
R(v)-modules, so in particular R ∈ C. 
The proof of Corollaries 1.2 and 1.3. In Theorem 4.4, we take Sv = {R(v)},
and Sv = a representative set of all flat modules of cardinality ≤ card(R(v)) + ℵ0,
respectively. Notice that in the first case, C is the class all of vector bundles, while
in the second, C is the class of all flat quasi–coherent sheaves. 
If X = Pn(R) where R is any commutative noetherian ring, then every quasi–
coherent sheaf on X is a filtered union of coherent subsheaves, and the family
of so–called twisting sheaves {O(n) | n ∈ Z} generates the category of coherent
sheaves on X cf. [19, Corollary 5.18], so
⊕
i∈Z O(n) is a (vector bundle) generator
for Qco(X). So Corollary 1.2 applies to this setting. In particular, we extend here
[10, Theorem 6.1] which deals with the case of the projective line.
Finally, we consider the case of restricted Drinfeld vector bundles:
The proof of Corollary 1.4. In view of Theorem 4.4, the proof will be complete
once we show
Lemma 4.5. If R is a commutative ring and M and N are ≤ κ-presented flat
Mittag-Leffler modules, then so is N ⊗R M .
Proof. It is clear that N ⊗R M is ≤ κ-presented. Let us check the Mittag-Leffler
condition (see Definition 2.5). So let (Mi | i ∈ I) be a family of R-modules. Since
N is flat Mittag-Leffler the canonical map N ⊗R
∏
i∈I Mi →
∏
i∈I N ⊗R Mi is a
monomorphism. Now since M is flat, we get a monomorphism
(M ⊗R N)⊗R
∏
i∈I
Mi ∼=M ⊗R (N ⊗R
∏
i∈I
Mi)→M ⊗R (
∏
i∈I
N ⊗RMi).
Now we apply the fact that M is Mittag-Leffler to the family (N ⊗RMi | i ∈ I) to
get a monomorphism
M ⊗R (
∏
i∈I
N ⊗RMi)→
∏
i∈I
M ⊗R (N ⊗RMi) ∼=
∏
i∈I
(M ⊗R N)⊗RMi.
So the claim follows by composing the previous monomorphisms. 
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5. Flat Mittag–Leffler Abelian Groups
Let X be a scheme having a generating set consisting of Drinfeld vector bun-
dles. We have already seen that restricted Drinfeld vector bundles impose monoidal
model structures on C(Qco(X)) whose weak equivalences are the homology isomor-
phisms (see Corollary 1.4). This result suggests that the entire class of all Drin-
feld vector bundles could also impose a cofibrantly generated model structure in
C(Qco(X)). The aim of this section is to prove Theorem 1.5 and show thus that
this is not the case in general.
We recall that, given a class of objects F in a Grothendieck category A, an
F-precover of an object M is a morphism ϕ : F → M with F ∈ F such that
HomA(F
′, F )→ HomA(F ′,M) is an epimorphism for every F ′ ∈ F . The class F is
said to be precovering if every object of A admits an F -precover (see [12, Chapters
5 and 6] for properties of such classes). For example the class of projective modules
P is precovering. Similarly as P is used to define projective resolutions, one can
employ a precovering class F to define F–resolutions and a version of relative
homological algebra can be developed (see [12]).
Let D denote the class of all flat Mittag–Leffler modules over a ring R.
Both the flat and the Mittag–Leffler modules are clearly closed under pure–
submodules, hence so is the class D. Similarly, D is closed under (pure) extensions
(see [26, 2.1.6]). Moreover, the countably generated modules in D are exactly the
countably generated projective modules by [26, 2.2.2]. In general, the modules in
D are characterized by the following theorem from [26] (cf. [2]):
Theorem 5.1. Let R be a ring and M ∈ Mod–R. Then the following are equiva-
lent:
(1) M is a flat Mittag-Leffler module.
(2) Every finite (or countable) subset ofM is contained in a countably generated
projective submodule which is pure in M .
(3) Every finite subset of M is contained in a projective submodule which is
pure in M .
This theorem implies that the class D is closed under D–filtrations (see Definition
2.1).
We start with a more specific characterization of flat Mittag–Leffler modules in
the particular case of Dedekind domains with countable spectrum. Recall that a
moduleM over a right hereditary ring is ℵ1–projective (ℵ1–free) provided that each
countably generated submodule of M is projective (free).
Lemma 5.2. Assume that R is a Dedekind domain such that Spec(R) is countable.
Let M ∈Mod–R. Then M ∈ D iff M is ℵ1–projective.
Proof. If M ∈ D and C is a countably generated submodule of M , then C is
contained in a countably generated projective (and pure) submodule P of M by
Theorem 5.1. Since R is right hereditary, C is also projective.
In order to prove the converse, in view of Theorem 5.1, it suffices to prove that
each countable subset C is contained in a countably generated pure submodule P
of M . Since M is flat and P is projective, the purity of the embedding P ⊆M can
be tested only w.r.t. all simple modules by [17, Lemma 11], that is, one only has
to construct a countably generated module P ⊇ C such that P ⊗R S → M ⊗R S
is monic for each simple left module S. But the class of all simple modules has a
countable set of representatives by assumption, so we obtain our claim by applying
[29, I.8.8]. 
From now on, we will restrict ourselves to the particular case of (abelian) groups.
By Lemma 5.2, a group A is flat and Mittag–Leffler iff A is ℵ1–free. Our aim is
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to show that the class of all ℵ1–free groups is not precovering. We will prove this
following an idea from [6] where the analogous result was proven consistent with
(but independent of) ZFC + GCH for the subclass of D consisting of all Whitehead
groups.
The reason why our result on D holds in ZFC rather than only in some of its
forcing extensions rests in the following fact whose proof goes back to [23] (see
also [15]): for each non–cotorsion group A, there is a Baer–Specker group (that
is, the product Zκ for some κ ≥ ℵ0) such that Ext
1
Z(Z
κ, A) 6= 0; moreover, the
Baer–Specker group can be taken small in the following sense:
Lemma 5.3. Define a sequence of cardinals κα (α ≥ 0) as follows:
• κ0 = ℵ0,
• κα+1 = supi<ω κα,i where κα,0 = κα and κα,n+1 = 2
κα,n, and
• κα = supβ<α κβ when α is a limit ordinal.
Let α be an ordinal and A be a non–cotorsion group of cardinality ≤ 2κα . Then
Ext1Z(Z
κα , A) 6= 0.
Proof. This is a consequence of [15, 1.2(4)] where the following stronger assertion
is proven:
’If A is any group of cardinality ≤ 2κα such that Ext1Z(Dκα , A) = 0 (where
Dκα is a certain subgroup of Z
κα) then Ext1R(Q, A) = 0, that is, A is a cotorsion
group.’ 
Remark 5.4. Under GCH, the definition of the κα’s simplifies as follows: if κα =
ℵβ, then κα+1 = ℵβ+ω.
It follows that though the class D of all ℵ1–free groups is closed under D–
filtrations, it is not of the form ⊥C for any class of groups C:
Theorem 5.5. Let R = Z. Then D 6= ⊥C, for each class C ⊆ Mod–Z. In fact,
⊥(D⊥) is the class of all flat (= torsion-free) groups.
Proof. Since all the Baer–Specker groups are ℵ1–free (see e.g. [5, IV.2.8]), Lemma
5.3 implies that D⊥ coincides with the class of all cotorsion groups, so ⊥(D⊥) is the
class of all flat groups. Since Q /∈ D, we haveD 6= ⊥C for each class C ⊆Mod–Z. 
Lemma 5.6. Let α be an ordinal and A be an ℵ1–free group of cardinality ≤ 2κα
where κα is defined as in Lemma 5.3. Then Ext
1
Z(Z
κα , A) 6= 0.
Proof. In view of Lemma 5.3, it suffices to verify that no non–zero ℵ1–free group
is cotorsion. Indeed, each reduced torsion free cotorsion group A has a direct
summand isomorphic to Jp (the group of all p–adic integers for some prime p ∈ Z)
by [5, V.2.7 and V.2.9(5),(6)]. However, if A is ℵ1–free, then it is cotorsion–free by
[5, V.2.10(ii)], so Jp does not embed into A. 
Remark 5.7. Theorem 5.5 already implies that we cannot improve Corollary 1.4
by extending the claim to all Drinfeld vector bundles (that is, removing the κ-
filtration restriction): consider the afine scheme X = Spec(Z). Then there is a
category equivalence Qco(X) ∼= Mod–Z by [19, Corollary 5.5]. By Theorem 5.5, for
each infinite cardinal κ, there is a Drinfeld vector bundle M which does not have a
C-filtration where C is the class of all locally ≤ κ-presented Drinfeld vector bundles.
In more detail, if κ = κα (see Lemma 5.3) and D≤κ denotes the class of all
≤ κ-generated ℵ1-free groups, then Z2
κ
∈ D \ ⊥((D≤κ)⊥).
Indeed, denote by E a representative set of elements of the class D≤κ. Then
| E |≤ 2κ, so by [7, Theorem 2], there exists A ∈ E⊥ such that | A |= 22
κ
and A
has a E-filtration. In particular, A is ℵ1-free, and Ext
1
Z(Z
2κ , A) 6= 0 by Lemma 5.6.
Hence Z2
κ
/∈ ⊥(E⊥).
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In view of Remark 5.7, the class of all ℵ1–free groups cannot induce a cofibrantly
generated model category structure on Qco(Spec(Z)) ∼= Mod−Z compatible with
its abelian structure. This is the second claim of Theorem 1.5. In order to prove
the (stronger) first claim of Theorem 1.5, it remains to show the following
Theorem 5.8. The class of all ℵ1–free groups is not precovering.
Proof. Assume there exists a D–precover of Q, and denote it by f : B → Q. We
will construct an ℵ1–free group G of infinite rank such that there is no non–zero
homomorphism from G to B. Since G has infinite rank and Q is injective, there is a
non–zero (even surjective) homomorphism g : G→ Q. Clearly g does not factorize
through f , a contradiction.
First, we take an ordinal α such that µ = 2κα ≥ card(B) (see Lemma 5.3). The
ℵ1–free group G will be the last term of a continuous chain of ℵ1–free groups of
infinite rank, (Gν | ν ≤ τ), of length τ ≤ µ+. The chain will be constructed by
induction on ν as follows: first, G0 is any free group of infinite rank.
Assume Gν is defined for some ν<µ
+ and consider the set Iν of all non–zero
homomorphisms from Gν to B. If Iν = ∅, we put τ = ν and finish the construction.
Otherwise, we fix a free presentation 0 → K →֒ F → Zκα → 0 of Zκα , and denote
by θ the inclusion of K into F .
For each h ∈ Iν , let Ah be the image of h. By Lemma 5.6, Ext
1
Z(Z
κα , Ah) 6= 0,
so there exists a homomorphism φh : K → Ah which does not extend to F . Since
K is free and h maps onto Ah, there is a homomorphism ψh : K → Gν such that
hψh = φh.
Denote by Θ the inclusion of K(Iν) into F (Iν), and define Ψ ∈ HomZ(K(Iν), Gν)
so that the h-th component of Ψ is ψh, for each h ∈ Iν .
The group Gν+1 is defined by the pushout of Θ and Ψ:
K(Iν)
Θ
−−−−→ F (Iν)
Ψ
y Ω
y
Gν
⊆
−−−−→ Gν+1.
Note that Gν+1/Gν ∼= F (Iν)/K(Iν) is ℵ1–free because Zκα is ℵ1–free by [5,
IV.2.8]. It follows that Gν+1 is an ℵ1–free group of infinite rank.
If ν ≤ µ+ is a limit ordinal we put Gν =
⋃
σ<ν Gσ. Clearly Gν has infinite rank,
and since Gσ+1/Gσ is ℵ1–free for each σ<ν by construction, Gν is also ℵ1–free.
It remains to show that there exists ν ≤ µ+ such that Iν = ∅. Assume Iν 6= ∅
for all ν<µ+ (hence Gν is defined for all ν ≤ µ+); we will prove that Iµ+ = ∅.
Assume there is a non–zero homomorphism f : Gµ+ → B and let ν<µ
+ be such
that h := f ↾ Gν 6= 0.
Using the notation introduced in the non–limit step of the construction, we will
prove that Ah is a proper submodule of the image of h
′ = f ↾ Gν+1. If not, then
h′Ω extends hΨ to a homomorphism F (Iν) → Ah. Denote by ιh and ι′h the h-th
canonical embedding of K into K(Iν) and of F into F (Iν), respectively. Then h′Ωι′h
extends hΨιh = hψh = φh to a homomorphism F → Ah, in contradiction with the
definition of φh.
This proves that the image of f ↾ Gν is a proper submodule of the image of f ↾
Gν+1 for each ν ∈ C, where C is the set of all ν<µ+ such that f ↾ Gν 6= 0. However,
f 6= 0 implies that C has cardinality µ+, in contradiction with card(B)<µ+. This
proves that HomZ(Gµ+ , B) = 0, that is, Iµ+ = ∅. 
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