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КЛАССИЧЕСКОЕ РЕШЕНИЕ СМЕШАННОЙ ЗАДАЧИ ДЛЯ УРАВНЕНИЯ ТИПА 
КЛЕЙНА – ГОРДОНА – ФОКА С ХАРАКТЕРИСТИЧЕСКИМИ КОСЫМИ 
ПРОИЗВОДНЫМИ В ГРАНИЧНЫХ УСЛОВИЯХ1
Аннотация. Рассматривается смешанная задача для уравнения типа Клейна – Гордона – Фока в полуполосе 
с первыми косыми производными в граничных условиях. При ее решении с помощью метода характеристик возни-
кают эквивалентные интегральные уравнения Вольтерры второго рода. Для полученных интегральных уравнений 
доказано существование единственного решения в классе дважды непрерывно дифференцируемых функций при 
заданной гладкости начальных данных. Также показано, что для гладкости решения исходной задачи необходимо 
и достаточно выполнения условий согласования заданных функций при их достаточной гладкости. Метод характе-
ристик сводится к разбиению всей области решения на подобласти, в каждой из которых строятся решения подзадач 
с использованием начальных и граничных условий. Полученные решения затем склеиваются в общих точках, по-
рождая условия склейки, которые и являются условиями согласования. Для случая, когда направления косых произ-
водных в граничных условиях совпадают с характеристическими направлениями, доказывается усиление требова-
ний на гладкость заданных функций. Данный подход позволяет строить как точные, так и приближенные решения. 
Точные решения могут быть найдены тогда, когда удается разрешить эквивалентные интегральные уравнения Воль-
терры. В противном случае можно найти приближенное решение задачи либо в аналитическом, либо в численном 
виде. При этом при построении приближенного решения существенными оказываются условия согласования, кото-
рые необходимо учитывать при использовании численных методов решения задачи.
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решение, смешанная задача, условия согласования
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CLASSICAL SOLUTION OF THE MIXED PROBLEM FOR THE KLEIN – GORDON – FOCK TYPE EQUATION 
WITH CHARACTERISTIC OBLIQUE DERIVATIVES AT BOUNDARY CONDITIONS
Abstract. The mixed problem for the one-dimensional Klein – Gordon – Fock type equation with oblique derivatives at 
boundary conditions in the half-strip is considered. The solution of this problem is reduced to solving the second-type Volterra 
integral equations. Theorems of existence and uniqueness of the solution in the class of twice continuously differentiable 
func tions were proven for these equations when initial functions are smooth enough. It is proven that fulfilling the matching 
conditions on the given functions is necessary and sufficient for existence of the unique smooth solution, when initial func-
tions are smooth enough. The method of characteristics is used for the problem analysis. This method is reduced to splitting 
the ori ginal definition area into subdomains. The solution of the subproblem can be constructed in each subdomain with the help 
of the initial and boundary conditions. The obtained solutions are then glued in common points, and the obtained glued 
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conditions are the matching conditions. Intensification of smoothness requirements for source functions is proven when 
the di rections of the oblique derivatives at boundary conditions are matched with the directions of the characteristics. This 
approach can be used in constructing both the analytical solution, when the solution of the integral equation can be found 
explicitly, and the approximate solution. Moreover, approximate solutions can be constructed in numerical and analytical 
form. When a numerical solution is constructed, the matching conditions are significant and need to be considered while 
developing numerical methods.
Keywords: Klein – Gordon – Fock type equation, method of characteristics, oblique derivatives, classical solution, 
mixed problem, matching conditions
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Введение. Уравнение типа Клейна – Гордона – Фока, описывающее динамику релятивист-
ской квантовой системы [1, 2], представляет собой дифференциальное уравнение в частных про-
изводных, относящееся к классу гиперболических уравнений второго порядка.
В данной статье с помощью метода характеристик изучена смешанная задача для уравнения 
типа Клейна – Гордона – Фока с косыми производными первого порядка в граничных условиях 
для случая, когда направления косых производных в граничных условиях совпадают с харак те-
ристическими. Изучению смешанных задач для гиперболических уравнений с косыми произво-
дными в граничных условиях посвящен ряд статей. Так, например, в [3] рассмотрена смешанная 
задача для уравнения колебания полуограниченной струны, в [4] анализируются задачи для ко-
лебания уже ограниченной струны с косыми производными в граничных условиях. Для иссле-
дования поставленной задачи использовался метод характеристик, который успешно себя заре-
комендовал при изучении, например, смешанных задач для волнового уравнения [5], а также 
первой смешанной задачи для уравнения типа Клейна – Гордона – Фока [6]. В [7] рассматрива-
лась смешанная задача для уравнения типа Клейна – Гордона – Фока с косыми производными 
в граничных условиях, в случае, когда направление косых производных не совпадает с характе-
ристическим. 
В настоящей работе получены условия согласования на исходные данные для случая, когда 
направления косых производных первого порядка совпадает с характеристическим. Для данного 
случая показывается, что с ростом временного параметра гладкость решения ухудшается. Ре ше-
ние поставленной задачи получено в виде интегральных уравнений Вольтерры второго рода, 
которые достаточно легко поддаются численному решению. Выводятся необходимые и достаточ-
ные условия существования единственного решения в классе ( ).C Q∞
1. Постановка задачи. В замыкании Q  области = {( , ) | (0; ),  (0; )}Q t x t T x l∈ ∈  задается 
гиперболическое дифференциальное уравнение второго порядка 
 2 2 2 ( , ) = ( , ),t xLw w a w t x w f t x= ∂ − ∂ − λ  (1)
где 
( 1) ,  0,n lT n
a
+
= ∈  и для определенности считаем, что a > 0.
К уравнению (1) присоединяются начальные 
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Условия (3) называются граничными с косыми производными [3; 4; 8, c. 403 ].
      Весці Нацыянальнай акадэміі навук Беларусі. Серыя фізіка-матэматычных навук. 2019. T. 55, № 1. С. 7–21 9
2. Частное решение неоднородного уравнения. В силу линейности задачи (1)–(3) общее решение w 
уравнения (1) принадлежит классу ( )2 ,C Q  если оно представимо в виде ( , ) = ( , ) ( , ),w t x v t x u t x+  где 
( )2( , )v t x C Q∈  – частное решение неоднородного уравнения, а ( )2( , )u t x C Q∈  – общее решение 
однородного уравнения.
Область Q с помощью прямых линий = klt
a
 разделим на подобласти Q(k), где 
( ) ( 1)= ( , ) | ; ,  (0; ) ,  0,1,2,..., .k kl k lQ t x t x l k n
a a
+  ∈ ∈ =  
  
 Разбиение области Q на подобласти изо-
бра жено на рис. 1. Построение частного решения v(t,x) будем осуществлять локально на под-
множествах Q(k) области Q.
Далее рассмотрим неоднородное уравнение 
 2 2 2 ( , ) = ( , )t xLv v a v t x v f t x= ∂ - ∂ - l  (4)
относительно функции ( )2v C Q∈  с однородными условиями Коши
 (0, ) = 0, (0, ) = 0,  [0; ].tv x v x x l∂ ∈  (5)
Общее решение уравнения (4), определенное на ( ) ,kQ  можно записать в виде [8, 9]
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∫ ∫
 (6)
где (1, ) (2, ),  k kh h  – произвольные независимые функции из класса 2 ,n kC - +  которые являются 
решениями однородного волнового уравнения 2 2 2 = 0.t xv a v∂ - ∂
Т е о р е м а  1. Пусть ( )1( , ), ( , ) ,nt x f t x C Q+l ∈  ( )(1, ) 2 [ ( 1) ; ( 1) ] ,k n kh C k l k l- +∈ - + - -  
( )(2, ) 2 [ ;( 2) ] ,k n kh C kl k l- +∈ +  тогда решение v(k)(t,x) уравнения (6) существует в классе ( )2 ( )n k kC Q- +  
Рис. 1. Область Q
Fig. 1. Domain Q
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и может быть найдено с помощью метода последовательных приближений. При этом функция 
( ) ( )( , ) ( , ),( , )k kv t x v t x t x Q= ∈  принадлежит классу ( )2 .C Q
Д о к а з а т е л ь с т в о. За счет выбора функций ( , ) , 1,2; 0,1,2,..., ,j kh j k n= =  соответствующим 
образом получим частное решение v(t,x) уравнения (4) из класса ( )2 ,C Q  удовлетворяющее 
условиям (5), где ( ) ( )( , ) ( , ), ( , ) ,k kv t x v t x t x Q= ∈  v(k) – решение интегрального уравнения (6).
С л е д с т в и е 1. Теорема
,
 1 справедлива, если в качестве n подставить ∞. При этом функция 
( ) ( )( , ) ( , ),( , )k kv t x v t x t x Q= ∈   принадлежит классу ( ).C Q∞
Так как задача (1)–(3) линейна, то при выполнении теоремы 1 она сводится к решению задачи 
для однородного уравнения Lu = 0, т. е. задачи 
 2 2 2 ( , ) = 0,t xu a u t x u∂ - ∂ - l  (7) 
 (0, ) = ( ), (0, ) = ( ), [0; ],tu x x u x x x lj ∂ ψ ∈  (8) 
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где ( ) ( ) ( )( ) = ( ) ( , ), {0, },i i it t B v t i i lµ µ - ∈  а v – решение задачи (4)–(5) для неоднородного уравнения.
3. Задача (7)–(9). Уравнение (7) можно записать в каноническом виде. Для этого сделаем за-
мену независимых переменных
 = ,  =x at x atξ - η +   (10)
или




η- ξ η+ ξ  (11)
В результате замены (10) уравнение (7) представимо в виде
 ( , ) = 0,q b qξη∂ - ξ η  (12)
где 2 2
1 1




ξ - η ξ+ η ξ η -l - l 
 
Область Ω, которая является образом области Q при преобразовании (10), разделим прямыми 
= 2 ,  = 0,1,..., ,kl k nη ξ+  на подобласти Ω(k). Подобласть Ω(k) находится между прямыми = 2klη ξ+  
и = 2( 1) .k lη ξ+ +
В подобластях Ω(k) решение ( ) ( , )kq ξ η  уравнения (12) путем интегрирования представим в виде 
уравнения Вольтерры
 ( ) ( ) ( ) ( )
( 1)
( , ) = ( , ) ( , ) ( ) ( ),k k k k
kl k l
q b y z q y z dzdy p g
ξ η
- +
ξ η + ξ + η∫ ∫  (13)
где p(k), g(k) – произвольные функции.
В уравнении (13) вернемся к переменным (t,x) с помощью замены (11)
 ( ) ( ) ( ) ( )2
( 1)
1
( , ) = ( ) , ( ) ( ).
2 24
x at x at
k k k k
kl k l
z y z y




- + - l + - + + 
 
∫ ∫  (14)
При замене (11) подобласти Ω(k) перейдут в подобласти Q(k), которые изображены на рис. 1.
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Те о р е м а  2. Пусть ( )1 ( )( , ) ,m kt x C Q+l ∈  тогда решение u(k)(t,x) уравнения (14) существует, 
единственно, принадлежит классу ( )2 ( )m kC Q+  и непрерывно зависит от правой части тогда 
и только тогда, когда функции ( ) ( )( ) 2 ( ) 2[ ( 1) ; ( 1) ] ,  [ ;( 2) ] , .k m k mp C k l k l g C kl k l m+ +∈ - + - - ∈ + ∈
Д о к а з а т е л ь с т в о аналогично доказательству теоремы, приведенному в [9, 10].
С л е д с т в и е 2. Теорема 2 справедлива, если принять m = ∞.
Каждую из областей Q(k) для каждого индекса = 0,1,2,...,k n характеристиками 
= ,  = ( 1)x at kl x at k l- - + +  разделим на четыре подобласти ( , ) , = 1,4,k jQ j  следующим образом:
 





( ,2) ( )= {( , ) | (0; / 2],  < < ( 1) },k kQ t x Q x l kl x at x k l∈ ∈ + - + +  
  
 ( ,3) ( )= {( , ) | [ / 2; ), ( 1) < < },k kQ t x Q x l l x k l at kl x∈ ∈ - + + +    
 




Подобласти Q(k,j) представлены на рис. 2.
Рассмотрим решение задачи (7)–(9) в каждой из подобластей ( ) ,kQ  используя условия Коши 
и граничные условия с косыми производными.






( , ) | = ( ),  [0; ],




t t kl a
u t x x x l




Задача Коши (14), (15) решается аналогично случаю с граничными условиями первого рода, 
который рассмотрен в [6]. Выпишем значения функций p(k) и g(k) в этом случае:
 ( ) ( )
22
( ) ( ) ( ) ( )
( 1)
1
( ) = ( ) ( ) , ,  [ ; ( 1) ],
2
klz kl
k k k k
k l z
p z z kl z kl C u d d z kl k l
η-+
+
j + -Ψ + - + ξ η ξ η ∈ - - -∫ ∫   (16) 
Рис. 2. Разбиение области Q(k) на подобласти ( , ) ,  = 1, 4k jQ j
Fig. 2. Splitting domain Q
(k) on the subdomains ( , ) ,  = 1, 4k jQ j
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 ( ) ( )( ) ( ) ( ) ( )
( 1) 2
1
( ) = ( ) ( ) , ,  [ ;( 1) ],
2
y kl
k k k k
k l kl
g y y kl y kl C u d d y kl k l
-
+ η-
j - + Ψ - + + ξ η ξ η ∈ +∫ ∫   (17)
где (k) (k)
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
Исходя из формул (16), (17), выпишем представление решения задачи (7)–(9) в области Q(k,1): 
 
( ) ( )
( )
( ) ( ) ( ) ( )
2 2
( ) ( )
1
( , ) = , ( ) ( )
2
1
( ) ( ) .
2
x at x at
k k k k
x at kl y kl
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u t x u d d x at kl x at kl
x at kl x at kl
- +
+ - +
ξ η η ξ+ j - + + j + - +
+ Ψ + - -Ψ - +
∫ ∫ 
 (18)
Из (16) и (17) выразим функции ( ) ( )( ), ( ).k kx xj Ψ  Для этого в формуле (16) введем замену 
,x z kl= -  а в выражении (17) – замену ,x y kl= +  тогда
( )
( ) ( )
( ) ( ) ( ) ( )
( 1)
( ) ( ) ( ) ( ) ( )
( 1) 2 2
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x kl x kl
k k k k
k l kl
x kl x kl kl
k k k k k
k l kl kl
x p x kl g x kl u d d





j - + + + ξ η ξ η
 







Установим зависимость гладкости решения задачи (14), (15), определенного по формуле (18), 
от гладкости функций ( ) ( )( ), ( ).k kx xj Ψ
Л е м м а  1. Пусть ( )( , ) ,mt x C Ql ∈  тогда функции p(k) и g(k) будут из класса Cm+1 на мно-
жестве своего задания тогда и только тогда, когда ( ) ( ) 1( ), ( ) ([0; ]).k k mx x C l+j Ψ ∈
Д о к а з а т е л ь с т в о. Достаточность. Рассмотрим систему (16), (17) и уравнение (18). Из 
урав нения (18) и достаточности теоремы 2 следует, что ( )( ) 1 ( ,1)( , ) ,k m ku t x C Q+∈  так как задан -
ные функции ( ) ( ) 1( ), ( ) ([0; ]).k k mx x C l+j Ψ ∈  Из формулы (16) и того, что функции 
( ) ( ) 1( ), ( ) ([0; ]),k k mx x C l+j Ψ ∈  следует, что p(k) принадлежит классу C m+1 на множестве своего 
задания. Аналогично из (17) следует, что g(k) входит в класс C m+1 на множестве своего задания.
Необходимость. Рассмотрим систему (19). Поскольку p(k) и g(k) принадлежат классу Cm+1 
на множестве своего задания, то по достаточности теоремы 2 имеем ( )( ) 1 ( ,1)( , ) .k m ku t x C Q+∈  
Из представления (18) и необходимости теоремы 2 следует, что ( ) ( ) 1( ), ( ) ([0; ]).k k mx x C l+j Ψ ∈  
Условие на левой границе. С помощью первого из условий (9) получаем следующее урав-
нение для нахождения неизвестной функции p(k) в области Q(k,2): 
 
( ) ( )

(0) (0) ( ) ( ) (0) (0)
2 1 2 1
( 1)




( ) ( ) ( , ) ( ) ( ) ( )
( , ) ( ) ( ) ( , ) ( )






k k k k
kl kl k l
k
r t ar t u at z dz dp at r t ar t








- - + - + + ×  
 
 








где ( ) ( )= .
2
k k Cg g -
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Далее введем в рассмотрение функцию θ(z), которая определяется по формуле 




   θ - - -   
   
 (21)
В уравнении (20) в левую часть вынесем все слагаемые, содержащие неизвестную функцию p(k). 
С помощью (21) и замены = ,  [ ( 1) ; ]at z z k l kl- ∈ - + -  уравнение (20) запишется в виде 
 ( ) (0) ( ) ( ) (0)3 3( ) ( ) ( ) = ( ) ,2
k k kz z Cz dp z r p z Z z r
a a
   θ + - - -   





(0) (0)( ) (0) ( )
2 1
( 1)
( ) (0) ( )( ) ( )
3
( 1)
( ) = ( ) ( , )






kl kl k l
z z z
Z z u z d r ar
a a a
z






      µ - - θ ξ η η- - + - ×      
      







не содержит ни неизвестной функции p(k), ни свободной постоянной C.
С учетом того, что функция ( ) 0,θ ξ ≡  уравнение (22) перестает быть дифференциальным и пре-
вращается в алгебраическое относительно неизвестной функции p(k): 
 (0) ( ) ( ) (0)3 3( ) = ( ) ,  [ ( 1) ; ].2
k kz z Cr p z Z z r z k l kl
a a
   - - - ∈ - + -   
   
 (24)




( ) ( ) ( )1
(0) (0)
3 3
( ) ( )
( 1)
( ) 2 ( , ) ( )









p z a u z d dg z
a ar r
C




     µ    = - - - ξ - ξ + - -                  













( ) ( ) ( ,2)1
(0)
3
( , ) = ( , ) ( ) ( )
2 ( , ) ( ) ,  ( , ) .
x at x at






u t x u d d g x at g x at
ar
r x at






 µ - ξ η η ξ+ - - - + + + -     





Для рассматриваемого случая, поскольку ( ) 0,θ ξ ≡  условия согласования для функции p(k), 
опре деленной по формуле (16), и p(k), выраженной формулой (25), в точке =z kl-  запишутся в виде 
 ( )(0) (0) ( ) (0) ( ) (k)3 1(0) (0) (0) = 0,k kkl kl klr r ada a a
     µ - j - j +ψ     
     
 (27) 
 
( )(0) ( ) 2 ( ) ( )1
(0) (0)
(0) ( ) ( ) ( )1
3 (0) (0)
3 3= / = /
1
,0 (0) (0) (0)
( )1 1 ( )
(0) (0) (0) = 0,
( ) ( )
k k k
k k k





r d d d
a a a r t r t
    l j + j + ψ -        
    µ    - j + ψ -ψ +                 
 (28)
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1
(0) (0) ( ) ( ) 3 ( ) 2 ( )
1 3 2 2
(0) (0)
2 ( ) ( ) 21
2 (0) 2
3 = /
2 2 1,0 (0) ,0 (0) (0) (0)
( )1 1 ((0) ,0 (0) 2 1
( )




kl kl kl klar r d d
a a a a aa a
r tkld d d
aa r t a
−
          − ∂ λ ϕ + λ ψ + ϕ + ψ −                    




2 ( ) ( ) ( ) ( ) 21 1
(0) (0)
3 3= / = /
)
( )
( ) ( )1 1 12 (0) (0) (0) (0) = 0.
( ) ( )
t kl a
k k k k
t kl a t kl a
t
r t
r t r td d d d d




      − ϕ + ψ − ϕ + ψ               
 
(29)
Л е м м а  2. Пусть функции ( ) 3([0; ]),k C lϕ ∈   
( ) 2 ([0; ]),k C lψ ∈  ( )
(0) 2 [0; ] ,C Tµ ∈  
( )(0) 2 [0; ] ,  = 1,3,ir C T i∈  ( )2( , ) .t x C Qλ ∈  Функция p(k), определенная по формулам (16), (25), при­
надлежит классу ( )2 [ ( 1) ; ( 1) ]C k l k l− + − −  тогда и только тогда, когда выполняются условия 
согласования (27)–(29).
Д о к а з а т е л ь с т в о. В силу леммы 1 функция p(k), определенная по формуле (16), будет при­
надлежать классу ( )2 [ ; ( 1) ]C kl k l− − −  тогда и только тогда, когда ( ) 2 ([0; ]),k C lϕ ∈  а ( ) 1([0; ]).k C lψ ∈  
Функция p(k), определенная по формуле (25), принадлежит классу ( )2 [ ( 1) ; ] ,C k l kl− + −  если на функ­
ции ( ) ( )( ), ( )k kx xϕ ψ  будут налагаться более сильные требования на гладкость. Пусть ( )(0) 2 [0; ] ,C Tµ ∈  
( )(0) 2 [0; ] ,  = 1,3.ir C T i∈  Рассмотрим выражение (26). Для того чтобы ( )( ) 2 ( ,2)( , ) ,k ku t x C Q∈  необ­
ходимо и достаточно, чтобы ( ) ( )kdg z  была дважды непрерывно диффренцируемой, а следо ва­
тель но, функция ( ) ( )kg z  была трижды непрерывно диффренцируемой на области своего зада­
ния. Для выполнения последнего условия в силу леммы 1 необходимо и достаточно, чтобы 
( ) 3([0; ]),k C lϕ ∈ ( ) 2 ([0; ]).k C lψ ∈  Дважды непрерывная дифференцируемость функции p(k) на от­
резке [ ( 1) ; ( 1) ]k l k l− + − −  следует из ее дважды непрерывной дифференцируемости на отрезках 
[ ( 1) ; ]k l kl− + −  и [ ; ( 1) ],kl k l− − −  а также выполнения условий согласования (27)–(29) в точке z = –kl.
З а м е ч а н и е  1. Если выполняется тождество (0) (0)1 2( ) ( ) 0,r t r t≡ ≡  то требования на функции 
φ(k), ψ(k) и λ в лемме 2 можно ослабить: ( ) 2 ([0; ]),k C lϕ ∈ ( ) 1([0; ]),k C lψ ∈ ( )1( , ) .t x C Qλ ∈
Д о к а з а т е л ь с т в о. Для доказательства достаточно в первое граничное условие (9) под­
ставить (0) (0)1 2( ) ( ) 0,r t r t≡ ≡  затем разделить полученное выражение на 
(0)
3 ( ),r t  так как 
(0)
3 ( ) 0.r t ≠  
В итоге получится граничное условие первого рода, задача для которого рассмотрена в [6]. 
Условие на правой границе. Исследование второго граничного условия из (9) во многом 
повторяет исследование граничного условия на левой границе.
Из второго условия в (9) получаем следующее уравнение для нахождения неизвестной функ­
ции g(k) в области Q(k,3):
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( 1)
( ) ( ) ( )
2
( 1)
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l l lk k l
l at l at
l k k k
kl k l
l at l at
l k k
kl k l
r t ar t dg l at r t g l at t
r t a u y l at dy a u l at z dz adp l at





+ + + + µ −
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− + − − − − −  
 
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− −  
 
 
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где ( ) ( )= .
2
k k Cp p +  Введем обозначение 
 ( ) ( )( ) ( )2 1( ) = .l ll at r t ar tρ + +  (31)
С помощью (31) и замены = ,  [( 1) ;( 2) ],y l at y k l k l+ ∈ + +  уравнение (30) запишется в виде 
 ( ) ( ) ( ) ( ) ( )3 3( ) ( ) ( ) = ( ) ,2
k l k k ly l y l Cy dg y r g y Y y r
a a
- -   ρ + +   










( ) ( ) ( )
2 1
( ) ( )
( 1)
( ) = ( , ) (2 )
( ) ( , )
(2 , ) (2 ) .
l y y








y l y l
Y y r u d d p l y
a a
y l y l
y u y d r ar
a a






 - -   µ - ξ η η ξ+ - -         
- -    -ρ ξ ξ - - ×        
 








Так как функция ( ) 0,yρ ≡  то уравнение (32) записывается в виде 
 ( ) ( ) ( ) ( )3 3( ) = ( ) .2
l k k ly l y l Cr g y Y y r
a a
- -   +   
   
 (34)








( ) ( )1
( )
( 1)3
( ) = ( , ) (2 )
2 (2 , ) (2 ) ,
2
[( 1) ;( 2) ].









g y u d d p l y
ar
r y l C
a u l y d dp l y
ar




  µ -  - ξ η η ξ+ - -          





















( , ) = ( , ) ( ) –
( , ) (2 )
2 (2












u t x u d d p x at
ar
u d d p l x at









 µ + - ξ η ξ η+ - +      
 
- ξ η η ξ+ - - -  
 






 ( ), ) (2 ) .kx at d dp l x at
 
- η η+ - -  
 
 (36)
Поскольку для данного случая ( ) 0,ρ ξ ≡  условия согласования для функции g(k), определенной 
по формулам (17) и (35), в точке = ( 1)y k l+  запишутся в следующем виде: 
 ( ) ( ) ( ) ( ) ( ) ( )3 1
1
( ) ( ) ( ) = 0,l l k l k k
kl kl kl
r l ar d l l
a a a a
      µ - j - j - ψ      
      
 (37) 
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( ) ( ) 2 ( ) ( )
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( ) ( ) ( ) ( )1
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3 3= / = /
1 1
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kl kl
r l l a d l d l
a a a a
r tkl t
r d l l d l d
a a a r t r t
      l j + j - ψ -            
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3 3= /
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kl kl kl kl
a r r l l l l d l d l
a a a a aa a
r tkl t
l l d d
aa r t a r t
-
          - ∂ l j - l ψ - j + ψ -                    
   µ   - l j - + +         
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= /
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( ) ( )
3 3= / = /
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)
( ) ( )1 1 1
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k k k k
l l
t kl a t kl a
d l
r t r t
d d l d l d l l d
a a ar t r t
 
- j +  
 
      + j + ψ + - j + ψ               
 (39)
Таким образом, лемма доказана.
Л е м м а 3. Пусть дана задача (7)–(9) на множестве ( ,1) ( ,3) .k kQ Q

  Функции ( ) 3([0; ]),k C lj ∈  
( ) 2 ([0; ]),k C lψ ∈  ( )
( ) 2 [0; ] ,l C Tµ ∈  ( )
(0) 2 [0; ] ,  = 1,3,ir C T i∈   ( )2( , ) .t x C Ql ∈  Функция g(k) принад-
лежит классу ( )2 [ ;( 2) ]C kl k l+  тогда и только тогда, когда выполняются условия согласования 
(37)–(39).
Усиление требований на гладкость функций ( ) ( )( ), ( )k kx xj ψ  доказывается аналогично 
случаю, описанному в лемме 2.
З а м е ч а н и е  2. Если выполнено тождество ( ) ( )1 2( ) ( ) 0,
l lr t r t≡ ≡  то требования на функции 
φ(k), ψ(k) и λ в лемме 3 можно ослабить: ( ) 2 ([0; ]),k C lj ∈  
( ) 1([0; ]),k C lψ ∈  ( )1( , ) .t x C Ql ∈  
Д о к а з а т е л ь с т в о проводится аналогично доказательству замечания 1.
Нахождение решения в области Q(k,4). В области Q(k,4) решение строится автоматически по 
формуле (14), где функция g(k) задается по формуле (35), а функция р(k) – по формуле (25).
Из лемм 2, 3 вытекает следующее 
У т в е р ж д е н и е. Пусть выполняются условия лемм 2, 3. Решение u(k) задачи (7)–(9) из класса 
( )2 ( ) ,kC Q  определенное на всем множестве ( ) ,kQ  существует и единственно тогда и только 
тогда, когда выполнены условия согласования (27)–(29), а также (37)–(39).
З а м е ч а н и е  3. Формула (18) определяет решение задачи (7)–(9) в области Q(k,1). Однако 
косые характеристические производные вносят ухудшение гладкости. Так, если ограничить 
глад кость функций ( ) ( )( ), ( )k kx xj Ψ  только второй степенью, то максимальная гладкость ре-
шения в области Q(k,2) будет только первого порядка. Для того чтобы добиться дважды 
непрерывной дифференцируемости решения в области ( , ) ,  2,4,k jQ j =  гладкость функций 
( ) ( )( ), ( ),k kx xj Ψ  а также ядра λ(t,x) должна повышаться. Если при этом одновременно выполнены 
условия в замечаниях 1, 2, то дополнительного усиления гладкости не требуется, так как в этом 
случае задача (7)–(9) сводится к первой смешанной задаче.
4. Задача в полуполосе. В предыдущем пункте было построено решение задачи (7)–(9) и по-
лучены условия согласования для него в каждой отдельной области Q(k). В [6] получены 
необходимые и достаточные условия существования единственного решения в классе ( )2C Q  
для первой смешанной задачи. Определим начальные функции φ(k) и ψ(k) следующим образом: 
 
( 1) ( 1)( ) ( 1) ( )
( 1)
( ) = , = ( , ) ( ) ( ),
x kl x kl
k kk k k
k l kl
kl





 j ξ η η ξ + - + + 
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 ψ ∂ ξ + ξ - 
 





Введем обозначение ( 1, ) ( ) ( )( , ) ( , ),  ( , ) ,  { 1, }.k k i iu t x u t x t x Q i k k- = ∈ ∈ -
Л е м м а  4. Для того чтобы решение ( )( 1, ) 2 ( 1) ( )( , ) ,k k k ku t x C Q Q- -∈   необходимо и доста-
точно, чтобы функции φ(k) и ψ(k) были определены по формуле (40), а функция ( )( 1) 2 ( 1)Q ,k i ku C- + -∈
где i = 1, если ( ) ( )2 2(0) (0)1 2( ) ( ) 0r t r t+ ≠  либо ( ) ( )2 2( ) ( )1 2( ) ( ) 0,l lr t r t+ ≠  в противном случае i = 0.
Д о к а з а т е л ь с т в о проводится аналогично доказательству, описанному в [6, 7]. Рассмотрим 
дополнительное требование на усиление гладкости решения. Пусть выполнены условия 
( ) ( )2 2(0) (0)1 2( ) ( ) 0r t r t+ ≠  или ( ) ( )2 2( ) ( )1 2( ) ( ) 0,l lr t r t+ ≠  тогда требования на усиление гладкости 
вытекают из замечания 3. В случае, когда выполнены условия ( ) ( )2 2(0) (0)1 2( ) ( ) 0r t r t+ ≡  
и ( ) ( )2 2( ) ( )1 2( ) ( ) 0,l lr t r t+ ≡  производные вида 3 ( ) 2 ( ),k kd dj ψ  в выражении для 2 ( ) ( , )ku t x∂
присутствовать не будут. 
Из леммы 4 вытекают следствия.
С л е д с т в и е  3. Пусть ( ) ( )2 2(0) (0)1 2( ) ( ) 0r t r t+ ≠  или ( ) ( )2 2( ) ( )1 2( ) ( ) 0.l lr t r t+ ≠  Решение
( )( ) 2 ( )k ku C Q∈   тогда и только тогда, когда решение (0) 2 (0)( ), .ku C Q k n+∈ ≤
Для д о к а з а т е л ь с т в а  данного следствия требуется по индукции по номеру области (k) 
повторить доказательство леммы 4.
Следствие 3 требует, чтобы в точках (0,0), (0,l) выполнялись следующие условия согласования:
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Для д о к а з а т е л ь с т в а  данного следствия в условия согласования (27)–(29), а также (37)–
(39), подставляются значения функций φ(k–1) и Ψ(k–1), которые определяются по формуле (40). После 
приведения подобных слагаемых и упрощения выражений получаются условия согласования 
при k – 1, а также дополнительное условие согласования вида (43)–(44), где 0,3.j =  Продолжая 
этот процесс далее, получаем требуемое утверждение. 
Таким образом, справедлива 
Те о р е м а  3. Пусть ( ) ( )2 2(0) (0)1 2( ) ( ) 0r t r t+ ≠  или ( ) ( )2 2( ) ( )1 2( ) ( ) 0.l lr t r t+ ≠  Функции 3([0; ]),nC l+j∈  
2 ([0; ]),nC l+ψ∈  { }
( )( ) 2, ([0; ]),  0, ,  = 1,3,jj nir C T j l i
+µ ∈ ∈  ( )2 .nC Q+l∈  Решение задачи (7)–(9) суще-
ству ет и единственно в классе ( )2C Q  тогда и только тогда, когда выполняются условия 
согласования (41)–(42) при = 0, 2.j n +
В постановке задачи (7)–(9) область Q была ограничена сверху прямой ( 1) / .t T n l a= = +  
Для доказательства существования единственного решения задачи в неограниченной полуполосе, 
т. е. при T = ∞, достаточно в теореме 3 положить n = ∞. Сформулируем для этого случая теорему.
Те о р е м а  4. Пусть ( ) ( )2 2(0) (0)1 2( ) ( ) 0r t r t+ ≠  или ( ) ( )2 2( ) ( )1 2( ) ( ) 0.l lr t r t+ ≠  Функции ([0; ]),C l∞j∈  
([0; ]),C l∞ψ∈  { }
( )( ) , ([0; )),  0, ,  = 1,3,jj ir C j l i
∞µ ∈ ∞ ∈  ( ).C Q∞l∈  Решение задачи (7)–(9) суще-
ству ет и единственно в классе ( )C Q∞  тогда и только тогда, когда выполняются условия согла-
со вания (41)–(42) при = 0, .j ∞
З а м е ч а н и е  4. Пусть выполняются тождества ( ) ( )2 2(0) (0)1 2( ) ( ) 0r t r t+ ≡  и ( ) ( )2 2( ) ( )1 2( ) ( ) 0,l lr t r t+ ≡  
тогда получаем первую смешанную задачу, которая рассмотрена в работе [6].
Отметим, что предыдущие теоремы сформулированы для однородного уравнения (7). Для 
того чтобы получить необходимые и достаточные условия существования единственного глад-
кого решения смешанной задачи для неоднородного уравнения (1)–(3), воспользуемся условиями 
согласования, полученными для однородного уравнения, но заменим в них ( ) (0)j id µ  на 
 { }( ) ( ) =0(0) ( , ) | ,  0, ,j i j i td d B v t i i lµ - ∈  где v(t,x) – решение задачи (4)–(5).
Рассмотрим выражение ( )( ) ( ) ( )( ) =0 =01 2 3( , ) | = ( ) ( , ) ( ) ( , ) ( ) ( , ) |i i lj i jt t x td B v t i d r t v t i r t v t i r t v t i∂ + ∂ +  по-
дроб нее. Данный полином представляет собой сумму 
 ( )( ) ( ) 1 ( ) ( )=0 1 1 1
=0 =0
( , ) | = ( ) ( , ) ( ) ( , ) ( ) ( , )
j
j i q j q i q j q i q j q i q
t xt t tj
q t
d B v t i C d r t v t i d r t v t i d r t v t i- + - -∂ + ∂ + ∂ ∂∑ . (45)
Найдем значения выражений =0( , ) | ,  = 0, 1,
q
tt v t i q j∂ +   и =0( , ) | ,  = 0,q x tt v t i q j∂ ∂ .
С учетом начальных условий (5), (0, ) = (0, ) = 0.tv i v i∂  Также из (5) будет следовать, что 
=0( , ) | = 0
j k
x tt v t i∂ ∂  как касательные производные. Из уравнения (4) получаем, что 
2 (0, ) = (0, ).t v i f i∂  
Для того чтобы вычислить производные более высоких порядков, продифференцируем урав-
нение (4) по переменной t. Получим 
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 3 2 2 = .t t x t t tv a v v v f∂ - ∂ ∂ + ∂ l + l∂ ∂  
Из того, что (0, ) = (0, ) = 0,tv i v i∂  следует, что 
3 (0, ) = (0, ).t tv i f i∂ ∂  Дифференцируя уравнение (4) 
еще раз по переменной t, находим
 4 2 2 2 2 2 22 = ,t t x t t t t tv a v v v v f∂ - ∂ ∂ + ∂ l + l∂ + ∂ l∂ ∂  
откуда 4 2(0, ) = (0, ) (0, ) .t tv i i f i f∂ -l + ∂  Продолжая процесс, получаем рекуррентное выражение 




0,  = 0,1;
(0, ) = (0, ),  = 2,3;






v i f i q







∂ - ∂ l
  (46)
Таким образом, значения функций ( ) ( ) =0(0) ( , ) |
q i q i
td d B v t iµ -  выражаются через известные 
функции ( ) , ,i fµ l  и их производные.
Функция w(t,x) представляет собой сумму решения u(t,x) задачи для однородного уравнения 
(7)–(9), а также функции v(t,x) – решения задачи для неоднородного уравнения (4)–(5). Данные 
функции принадлежат классу ( )2 .C Q  Отсюда следует, что функция w(t,x) будет принадлежать 
классу ( )2C Q  при выполнении условий согласования (41)–(42), где ( ) (0)n id µ  заменяется на 
( ) ( )
=0(0) ( , ) | ,
n i n i
td d B v t iµ -  а значения производных (0, )
j
t v i∂  вычисляются по формуле (46). 
Сфор мулируем полученный результат в виде теоремы.
Те о р е м а  5. Пусть ( ) ( )2 2(0) (0)1 2( ) ( ) 0r t r t+ ≠  или ( ) ( )2 2( ) ( )1 2( ) ( ) 0.l lr t r t+ ≠  Функции 
3([0; ]),nC l+j∈  
2 ([0; ]),nC l+ψ∈  
 ( )( ) 2, ([0; ]),  {0, },  = 1,3,jj nir C T j l i
+µ ∈ ∈  ( )2 , nf C Q+l ∈ . Реше-
ние задачи (1)–(3) существует и единственно в классе ( )2C Q  тогда и только тогда, когда 
выполняются условия согласования (41)–(42) при = 0, 2,j n +  где ( ) (0)j id µ  заменяется на 
( ) ( )
=0(0) ( , ) | ,
j i j i
td d B v t iµ -  а значения производных (0, )jt v i∂  вычисляются по формуле (46).
Отметим, что для функции u(t,x) в теореме 4 выведены необходимые и достаточные условия 
принадлежности решения классу ( ).C Q∞  В силу следствия 1 можно построить частное реше-
ние v(t,x) также из класса ( ).C Q∞  Таким образом, для решения w(t,x) задачи (1)–(3) справедлива 
Те о р е м а  6. Пусть ( ) ( )2 2(0) (0)1 2( ) ( ) 0r t r t+ ≠  или ( ) ( )2 2( ) ( )1 2( ) ( ) 0.l lr t r t+ ≠  Функции 
([0; ]),C l∞j∈  ([0; ]),C l
∞ψ∈  
( )( ) , ([0; )),  {0, },  = 1,3,  jj ir C j l i
∞µ ∈ ∞ ∈  ( ), .f C Q∞l ∈  Решение задачи 
(1)–(3) существует и единственно в классе ( )C Q∞  тогда и только тогда, когда выполняются 
условия согласования (41)–(42) при = 0, ,j ∞  где ( ) (0)j id µ  заменяется на ( ) ( ) =0(0) ( , ) |j i j i td d B v t iµ -  
и значения производных (0, )jt v i∂  вычисляются по формуле (46).
Заключение. Рассмотрена смешанная задача для уравнения типа Клейна – Гордона – Фока 
с косыми производными первого порядка в граничных условиях. Для поставленной задачи с по-
мощью метода характеристик выведены необходимые и достаточные условия суще ство вания 
единственного классического решения при заданной гладкости исходных данных. Кроме того, 
доказано, что в случае, когда направление косой производной совпадает с характе рис ти ческим, 
происходит ухудшение гладкости решения. Также показано, что в случае, когда выпол няются 
тождества ( ) ( )2 2(0) (0)1 2( ) ( ) 0r t r t+ ≡  и ( ) ( )2 2( ) ( )1 2( ) ( ) 0,l lr t r t+ ≡  поставленная задача сводится к 
первой смешанной задаче, рассмотренной в работе [6]. При этом условия согласования, 
полученные в обоих случаях, совпадают.
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