Abstract: In this paper, we investigate the iterated order of solutions of higher order nonhomogeneous linear differential equations
Introduction and main results
In this paper, we shall assume that the reader is familiar with the fundamental results and the standard notations of the Nevanlinna value distribution theory of meromorphic functions see ( [10] , [13] , [22] ), such as T (r, f ) , N (r, f ) , m (r, f ) . For the definition of iterated order of meromorphic function, we use the same definition as in [15] , [16] . For all r ∈ R, we define exp 1 r := e r and exp p+1 r := exp ( exp p r ) , p ∈ N. We also define for all r ∈ (0, +∞) sufficiently large log 1 r := log r and log p+1 r := log ( log p r ) , p ∈ N.
Definition 1.1 ([15]
, [16] ) Let f be a meromorphic function. Then the iterated p-order ρ p ( f ) of f is defined by ρ p ( f ) := lim sup r→+∞ log p T (r, f ) log r , (p ≥ 1 is an integer). is the integrated counting function of distinct zeros of f in {z : |z| ≤ r}. For p = 1, this notation is called exponent of convergence of the sequence of distinct zeros and for p = 2 hyper-exponent of convergence of the sequence of distinct zeros. Definition 1.5 [15] The finiteness degree of the iterated convergence exponent is defined by
if n (r, a) = O (log r) , min { j ∈ N : λ j ( f , a) < +∞ } , for some j ∈ N with λ j ( f , a) < +∞ exists, +∞, if λ j ( f , a) = +∞ for all j ∈ N. Remark 1.1. If a = 0, then we set
.
The Lebesgue linear measure of a set E ⊂ [0, +∞) is m (E) = ∫ E dt, and the logarithmic
and the upper logarithmic density of the set F ⊂ (1, +∞) is defined by
For all H ⊂ (1, +∞) the following statements hold:
For k ≥ 2, we consider the homogeneous and non-homogeneous linear differential equations
and 
will guarantee that every solution f ̸ ≡ 0 of (1.1) has an infinite order? For the above question, there are many results for the second and higher order linear differential equations (see for example [1] , [2] , [7] , [12] ).
and F (z) ̸ ≡ 0 are meromorphic functions, a precise estimation of the hyper-order of meromorphic solutions of the above equations has been given by Long and Zhu in [17] , where they provided that there exists one dominant coefficient. Recently, in [18] the authors improved the previous results by studying the growth of meromorphic solutions of
and obtained the following results.
Theorem A [18] Let H be a set of complex numbers satisfying log dens{|z| : z ∈ H} > 0 (or m l ({|z| : z ∈ H}) = +∞) and let A j (z) (
Theorem B [18] Let H be a set of complex numbers satisfying log dens{|z| : z ∈ H} > 0 (or m l ({|z| : z ∈ H}) = +∞) and let A j (z) (
(p ≥ 1 is an integer) and for some constants 0 ≤ β < α, we have, for all ε > 0 sufficiently small,
Remark 1.2. Following the Lemma 2.7 of this paper, when the dominant coefficient in equation 
and H satisfy all of the hypotheses of Theorem C (ii) .
Recently, El Farissi in [8] investigated the relationship between solutions and their derivatives of the homogeneous differential equation (1.1) for k ≥ 2 and small functions, where A j ( j = 0, 1, · · · , k − 1) are meromorphic functions of finite iterated p−order and obtained the following result. 
In the present paper, we continue to study the oscillation problem of solutions and their derivatives, we improve and extend Theorem C, Theorem D and Theorem E for equations of the form (1.4) by using the concept of the iterated order. We obtain the following results.
Theorem 1.1 Let H be a set of complex numbers satisfying log
(p ≥ 1 is an integer) and for some constants 0 ≤ β < α, we have,
In this equation, we have
It is easy to see that the conditions (1.6) , (1.7) and (1.8) of Theorem 1.1 are satisfied with α = √ 2 and β = 1. Since ρ 2 (F) = ρ (A 0 ) = 1, then by Theorem 1.1 (i), every meromorphic solution f of equation ( * ) with λ
It is easy to see that the conditions (1.6) , (1.7) and (1.8) of Theorem 1.1 are satisfied with α = √ 2 and
with at most one exceptional solution. We see for example that the
solution which satisfies equation ( * * ) and we have
We define the following sequence of functions.
(1.9) 
9) . Then every meromorphic solution g of the equation
In the following theorem, we study the stability of the exponent of convergence of the sequence of zeros (resp. distinct zeros) of solutions for higher order differential equation (1.4) with their derivatives. 
It is easy to see that the conditions (1.6) , (1.7) and (1.8) of Theorem 1.1 are satisfied with α = 2 √ 2 and
. We see for example that the function f 0 (z) = e e z z with λ
When φ (z) = z in Theorem 1.2, we obtain the following corollary which improve and generalize Theorem D. 
Preliminary lemmas
We need the following lemmas to prove our results. 
By using similar proof of Lemma 3.5 in [19] , we easily obtain the following lemma when ρ p ( f ) = ρ p (g) = +∞. 
holds for all |z| = r outside a set E 2 of r of finite logarithmic measure. 
Lemma 2.3 [5] Let g(z) be an entire function of finite iterated order satisfying i(g)
= p + 1, ρ p+1 (g) = ρ, i µ (g) = q + 1, µ q+1 (g) = µ, 0 < p, q < +∞,r 1 = r 1 (α) > 0 such that φ(r) ≤ ψ(αr) for all r > r 1 . Lemma 2.5 [9] Let p ≥ 1 be an integer, and let f (z) be an entire function such thati ( f ) = p, ρ p ( f ) = ρ < +∞. Then,there exists a set E 4 ⊂ (1, +∞) of r of finite linear measure such that for any given ε > 0, we haveexp { − exp p−1 { r ρ+ε }} ≤ | f (z)| ≤ exp p { r ρ+ε } (r / ∈ E 4 ) . Lemma 2.6[18] Let f (z) = g(z) d(z) be a meromorphic function, where g (z), d (z) are entire functions. If 0 ≤ ρ p (d) < µ p ( f ) , then µ p (g) = µ p ( f ) and ρ p (g) = ρ p ( f ) . Moreover, if ρ p ( f ) = +∞, then ρ p+1 (g) = ρ p+1 ( f ) .
Lemma 2.7 Let H be a set of complex numbers satisfying log
Using Lemma 2.1, there exists a set E 1 ⊂ (1, +∞) with m l (E 1 ) < +∞ and a constant B > 0, such that for all z satisfying |z|
By the hypotheses of Lemma 2.7, there exists a set H with log dens{|z| : z ∈ H} > 0 (or m l ({|z| : z ∈ H}) = +∞) such that for all z ∈ H as z → ∞, we have
3)
) ,
On the other hand, by the hypotheses of Lemma 2.7, for sufficiently large r, we have
By Lemma 2.5, for any given ε > 0, there exists a set E 4 ⊂ (1, +∞) of finite linear measure, such that for all z satisfying |z| = r / ∈ E 4 , we obtain
It follows by (1.3) that 
By substituting (2.6), (2.7) and (2.9) into (2.8), we obtain 
The proofs of the following lemma is essentially the same as in the corresponding results for the usual order. For details, see Chapter 2 of the book by Goldberg-Ostrovskii [10] . So, we omit the proofs.
Lemma 2.8 Let f and g be meromorphic functions with i
( f ) = i (g) = p + 1. Then ρ p+1 ( f + g) ≤ max (ρ p+1 ( f ) , ρ p+1 (g)) , ρ p+1 ( f g) ≤ max (ρ p+1 ( f ) , ρ p+1 (g)) .
Lemma 2.9 [13] Let f be a meromorphic function and let k
where S (r, f ) = O (log T (r, f ) + log r), possibly outside a set E 5 ⊂ (0, +∞) with a finite linear measure. If f is a finite order of growth, then
be meromorphic functions and let f (z) be a meromorphic solution of (1.4) with infinite p−order such
Proof. We assume f (z) is a meromorphic solution of (1.4) with infinite p−order. By (1.4), it is easy to see that if f has a zero at z 0 of order α > k, and A 0 , A 1 , · · · , A k are all analytic at z 0 , then F must have a zero at z 0 of order at least α − k. Hence,
Now (1.4) can be rewritten as
By Lemma 2.9 and (2.13), for |z| = r outside a set E 5 of finite linear measure, we have
Therefore, by (2.12) and (2.14), we obtain
for all sufficiently large r / ∈ E 5 . For sufficiently large r, we have
We assume first that
By using the definition of the iterated order, for any given ε(0 < 2ε < ρ p+1 ( f ) − b), and for sufficiently large r, we have
By (2.15) , (2.16) , (2.17) and (2.18) , for r / ∈ E 5 sufficiently large, we obtain
Hence for any f , by (2.19) , we have
Since by definition, we have
By using the definition of the iterated order, for any given ε (0 < 2ε < ρ p+1 ( f ) − d) , and for sufficiently large r, we have 
Hence for any f , by (2.22) , we have
This implies that
Thus, Lemma 2.10 is proved.
Lemma 2.11 Suppose f (z) and g(z) are two nonconstant meromorphic function in the
This is a contradiction.
Lemma 2.12 [4] Let f be a meromorphic function of
23)
Proof. Assume that f is a solution of equation (1.4) and let g i = f (i) . We prove that g i is a solution of the equation (2.23). Our proof is by induction. For i = 1, differentiating both sides of (1.4), we obtain
Substituting (2.25) into (2.24), we get
Using (1.9), (2.27) becomes
Suppose that the assertion is true for the values which are strictly smaller than a certain i. We suppose g i−1 is a solution of the equation
Differentiating both sides of (2.28), we can write
From (2.28) , we have
Substituting (2.30) into (2.29), we get
By (2.31) and (1.9) , we have
Thus, Lemma 2.13 is proved.
3 Proof of Theorems and Corollary 1.1
Proof of Theorem 1.1. Assume f is a meromorphic solution of (1.4) with λ p
Combining (1.4) and the first main theory in Nevanlinna theory, we get
By using the similar way in proving
Combining (3.1) and (3.2), we get
where c 1 > 0, c 2 > 0 are some constants. It follows from max
which contradict the fact that ρ p (F) = +∞.
Hence ρ p ( f ) = +∞. Now, we assume that
. By the elementary theory of differential equations, all solutions of (1.4) can be represented in the form
where B 1 , · · · , B k ∈ C and the function f 0 has the form
where C 1 (z), · · · ,C k (z) are suitable meromorphic functions satisfying
where
, f k and their derivatives with constant coefficients, and 
Also, we have that 
By Lemma 2.12, (3.6) , (3.7) and (3.8) , for j = 1, · · · , k, we have
Hence from (3.4) , (3.5) and (3.9) , we obtain
, then by (3.10) , every meromorphic solution f of equation (1.4)
Hence, every meromorphic solution f of equation (1.4) with λ p
gives that every meromorphic solution f of equation
On the other hand, we affirm that (1.4) can only possess at most one exceptional solution f 0 satisfying
is a solution of (1.3), this contradicts Lemma 2.7. Then, ρ p+1 ( f ) = ρ p (A 0 ) holds for all solutions of (1.4) with at most one exceptional solution f 0 satisfying
Therefore, by Lemma 2.10, we get that
holds for all meromorphic solutions f of (1.4) satisfying λ p
. This complete the proof of Theorem 1.1.
k } is a fundamental system of meromorphic solutions of the corresponding homogeneous equation
of (1.10). By Lemma 2.13, it follows that f
Then, we have
where P(z) is a polynomial of degree less than i. Since α 1 f 1 + α 2 f 2 + · · · + α k f k is a solution of the corresponding homogeneous equation (1.3) of (1.4), then P is a solution of (1.3) and by Lemma 2.7, we conclude that P is an infinite iterated p−order solution of (1.3), this leads to a contradiction. Therefore, P is a trivial solution. We deduce that
} is a fundamental system of meromorphic solutions of (1.3), we get α 1 = α 2 = · · · = α k = 0. Now, let g be a non-trivial solution of (1.10). Then, using the fact that
} is a fundamental system of meromorphic solutions of (3.12) , we claim that there exist constants α 1 , α 2 , · · · , α k not all equal to zero, such that g = α 1 f
be a solution of (1.4) and h (i) = g. Then, by Lemma 2.12, we have ρ p+1 (h) = ρ p+1 (g) and by the conditions of the Corollary 1.1, we obtain ρ p (h) = ρ p (g) = +∞ and ρ p+1 (h) = ρ p+1 (g) = ρ p (A 0 ) with at most one exceptional solution g 0 satisfying ρ p+1 (g 0 ) < ρ p (A 0 ) .
Proof of Theorem 1.2 Assume f is a meromorphic solution of (1.4) with λ p ( 1 f ) < µ p ( f ). Then by Theorem 1.1 (ii), we get i ( f ) = p + 1, ρ p+1 ( f ) = ρ p (A 0 ) with at most one exceptional solution f 0 satisfying ρ p+1 ( f 0 ) < ρ p (A 0 ) . Taking g i = f (i) , then by using Lemma 2.13, we have g i is a solution of (2.23) and by Corollary 1.1, we obtain i (g i ) = p + 1, ρ p (g i ) = +∞, ρ p+1 (g i ) = ρ p (A 0 ) with at most one exceptional solution g 0 satisfying ρ p+1 (g 0 ) < ρ p (A 0 ) . Let g i be a solution of (2.23) such that i (g i ) = p + 1, ρ p (g i ) = +∞, ρ p+1 (g i ) = ρ p (A 0 ) and let φ (z) (̸ ≡ 0) be a meromorphic function satisfying i (φ) < p or ρ p+1 (φ) < ρ p (A 0 ) . Now, set w(z) = g i (z) + φ (z). Then i (w) = i (g i ) = p + 1, ρ p+1 (w) = ρ p+1 (g i ) = ρ p+1 ( f ) = ρ p (A 0 ) .
(3.14)
On other hand, by using the fact that g i = w + φ and Lemma 2.13, we get Suppose that ρ p (D i (z)) < +∞. Then by (3.16), we have By (1.6) , (3.14) and (3.20) , we get
So, by Lemma 2.10 we know that all solutions of (3.15) with ρ p+1 (w (z)) = ρ p (A 0 ) satisfy i λ (w) = i λ (w) = i (w) = p + 1, λ p+1 (w) = λ p+1 (w) = ρ p+1 ( f ) = ρ p (A 0 ) . (3.22) By (3.22), we get i λ (
, with at most one exceptional solution f 0 satisfying ρ p+1 ( f 0 ) < ρ p (A 0 ) .
