Abstract-We focus on two-user Gaussian interference channels (ICs) with fast fading and study implementation of (explicit) all public and Han-Kobayashi (HK) coding schemes with low-density parity-check (LDPC) codes. Stability conditions for the studied coding schemes are derived, and a modified form of the EXIT chart analysis is implemented to estimate the decoding thresholds of LDPC code ensembles. The proposed code design is employed in several examples and the resulting rate pairs are compared with the achievable rate region (ARR) boundaries demonstrating that rate pairs very close to the ARR boundaries are attained. Performance of finite block length codes are also studied through simulations of specific codes picked from the optimized LDPC code ensembles in order to verify the analysis.
I. INTRODUCTION
A large body of work is available on information theoretic characterization of the two-user interference channel (IC). However, except for some special cases, the capacity region is still unknown. For the general case, the best known inner bound to date is attained with the Han-Kobayashi (HK) coding scheme [1] . In this scheme, the transmitters split their messages into public and private parts. The public messages are decoded at both receivers, while the private messages are decoded at the corresponding receivers only. On the other hand, there are only a limited number of works available regarding the practical and implementable coding schemes over ICs, and most of these works consider the special case of Gaussian ICs (GICs). Specifically, to the best of our knowledge, there is no work on code design for fading ICs in the literature. With this motivation and considering wireless communications applications, in this paper, we focus on designing low-density parity-check (LDPC) codes for ICs with fast fading.
LDPC codes are powerful error correcting codes [2] , [3] , and they show promising performance in both single-user communications and in certain multi-user scenarios. Specifically, the authors in [4] utilize LDPC codes in fast fading broadcast channels by employing superposition coding at the transmitter and joint decoding at the better receiver. They show that the designed codes can perform close to the achievable rate region (ARR) boundaries. The superior performance of LDPC codes in multiple-access channels (MACs) and relay channels are reported in [5] and [6] , respectively. In [6] , the authors also design LDPC codes for GICs by assuming symmetric rate pairs and partial joint decoding. Implementation of the HK coding scheme for general GICs based on LDPC codes is performed in [7] , where the authors perform decoding threshold analysis via Monte Carlo simulations. They show that with the proposed code design method, rate pairs close to the HK-ARR boundaries can be achieved. In [8] , the authors consider the problem of designing polar codes for discrete-memoryless (DM) ICs. They show that all the corner points of the HK-ARR can be achieved by employing a combination of joint decoding and single-user decoding at the receivers. However, the limitation with these aforementioned studies on ICs is that they all consider non-fading ICs.
In this paper, we consider two-user fast fading IC and design LDPC codes. This is motivated by the fact that wireless channels are well modeled as fading channels. In the code design, we utilize random perturbations for code search and perform decoding threshold analysis via a modified extrinsic information transfer (EXIT) chart analysis relying on a binary erasure channel (BEC) approximation at the state nodes. We also derive the stability condition for improving the decoding threshold analysis and utilize it in the code design. We consider several specific encoding and decoding examples. For the all public case, we show that rate pairs close to the ARR boundaries can be achieved. We also demonstrate a rate pair with the general HK encoding, which is outside the ARRs by no message splitting, i.e., by treating interference as noise (TIN), all public messages with simultaneous unique decoding (SUD), and all public messages with simultaneous non-unique decoding (SND) schemes [9] . This finding clearly illustrates the need for general HK encoding based channel codes for fast fading ICs. We also report improvements compared to the use of point-to-point (P2P) codes designed for single-user additive white Gaussian noise (AWGN) channels.
The paper is organized as follows. In Section II, we describe the channel model and detail the encoding and decoding procedures. In Section III, we derive the stability condition for joint decoding of LDPC codes over fading ICs, and present our modified EXIT chart analysis to estimate the decoding threshold of the LDPC code ensembles when one private and two public messages are jointly decoded. In Section IV, we elaborate on the code optimization procedure utilizing random perturbations. In Section V, the achieved rate pairs and finite block length simulation results are provided. Finally, we conclude the paper in Section VI.
II. SYSTEM MODEL AND PRELIMINARIES
A two-user fading IC can be represented by the following set of input-output relationships
where is the signal emitted from transmitter subject to the power constraint { 2 } ≤ , ℎ is the fading channel gain between transmitter and receiver , and is the received signal at receiver , for , = 1, 2. The noise terms 's are independent and identically distributed (i.i.d.) Gaussian random variables with zero mean and } with , = 1, 2, ∕ = , respectively. Without loss of generality, we take 1 = 2 = 1 and 0 = 1. We illustrate the channel model in Fig. 1 .
At each transmitter, the message is split into private and public parts. The private ( ) and public ( ) messages are separately encoded by component LDPC codes and modulated with binary phase shift keying (BPSK), i.e., 0 is mapped to +1 and 1 is mapped to −1. Then the superposition (sum) of the modulated signals is transmitted, namely,
where ∈ [0, 1] is a parameter utilized for adjusting the power allocated to the private message. Fig. 2 shows the block diagram of the transmitter under consideration. At each receiver, we employ a joint decoder with three component LDPC decoders working in parallel connected via a state node at which the LLRs from the component decoders and the channel are exchanged. Fig. 3 shows the block diagram of the receiver. At receiver , the outgoing 1 In this work we assume a real channel for simplicity. However, the results presented can be easily extended to channels with complex coefficients in a straightforward manner. LLR from the state node corresponding to the ℎ coded bit of the message is calculated as [7] ( ( ), ( )) = log
>W ŶĐŽĚĞƌ
where ( ) represents the ℎ coded bit of the message , which can be public or the intended private message.
is the vector that consists of the ℎ coded bits of all the public and private codewords i.e., = { 1 ( ), 1 ( ), 2 ( ), 2 ( )}. ( ) is the probability that is being transmitted, and it is determined by the outputs of the component LDPC decoders.
is the probability density function (PDF) of , and + ( − ) is the set of all codewords with ( ) = 0 ( ( ) = 1).
Throughout the paper, following the notation in [10] , the variable node and check node degree distributions of an ensemble of irregular LDPC code is denoted by ( ) = ∑ =2 −1 and ( ) = ∑ =2 −1 , respectively, where is the maximum degree of the variable nodes and is the maximum degree of the check nodes.
III. PERFORMANCE ANALYSIS OF LDPC CODES
OVER FAST FADING ICS In this section, our objective is to find the decoding threshold of the LDPC code ensembles over fast fading ICs. First, we derive the stability condition for a given code ensemble, which is essential for eliminating error floors. Then, we introduce a modified version of the EXIT chart analysis to estimate the decoding threshold in Subsection III-B.
A. Stability Condition
The stability condition characterizes the convergence behavior of the iterative decoder under the assumption that a small error probability has already been achieved. Stability conditions for LDPC codes for certain multiuser communication scenarios have been studied previously in [4] and [7] . Here, we follow the approach in [7] , and extend the approach to the fast fading IC scenario under joint iterative decoding. We assume asymptotic conditions, which impose cycle-free LDPC codes and almost zero decoding error, and we consider small perturbations to investigate the behavior of the joint decoder to arrive at the results.
1) All Public Scheme: In this scheme, all messages are decoded at both receivers. Hence we can model the resulting signaling as a compound MAC. As it is shown in [11] , in order to find the stability condition on the degree distributions of the LDPC codes for MAC channels, one can assume that the other message has been decoded completely. Therefore, the corresponding stability condition boils down to two single-user stability conditions with the modified channel ′ = ℎ + . By applying the stability condition results for point-to-point (P2P) channels [10] , the stability condition for this case becomes
where ′ (0) denotes the first derivative of the variable node degree distribution polynomial ( ) evaluated at = 0, and ′ (1) denotes the first derivative of the check node degree distribution polynomial ( ) evaluated at = 1. ℎ ( ℎ ) indicates the expectation with respect to the random variable ℎ (ℎ ).
2) General HK Encoding Scheme: In this case, each receiver decodes two public messages and its intended private message, however, the unintended private message is not decoded. Following a similar approach used for MAC channels, in order to derive the stability condition on the degree distribution of the LDPC codes, we assume that all other messages except the unintended private message have been completely decoded. Hence, the modified channel outputs for the public and intended private messages become
respectively. We note that Eq. 4 (Eq. 5) expresses the modified channel outputs for the public (private) message of user ( ) at receiver . In order to calculate the stability condition, we utilize the Bhattacharyya constant of the channel | ( ) ∼ ℎ 1 + ℎ 2 + , where ∈ {±1} is equally likely, and the channel gains are real and constant, that can be expressed as [4] (
where indicates the expectation with respect to the random variable ∼ (0, 1 2 ). Based on this result, the stability condition for the intended private message can be obtained as
Similarly, the stability condition for the public messages is obtained as
As it is not feasible to calculate the expectations in (7) and (8) analytically, we resort to numerical integration techniques for their evaluation.
B. Modified EXIT Chart Analysis
EXIT chart analysis is a prominent technique for estimating the decoding threshold of LDPC code ensembles [12] . Here, we assume that the exchanged LLRs are Gaussian distributed with a single parameter. Hence, the mutual information of the LLRs incoming to the check nodes can be calculated as
where → and → represent the mutual information of the LLRs from the check nodes to the variable nodes and the mutual information of the LLRs from the state nodes to the variable nodes, respectively. ( ) is defined as
In addition, the mutual information of the LLRs outgoing from the check nodes and the variable nodes can be calculated as
respectively. Here˜( ) stands for the variable node degree distribution polynomial from the node perspective [13] . Calculation of the mutual information for the LLRs outgoing from the state nodes to the variable nodes is challenging since the state nodes are highly nonlinear. In order to circumvent this difficulty, we follow the approach given in [4] and model the links of the incoming LLRs from the component LDPC decoders as binary erasure channels (BECs) with erasure probability 1 − → . Under BEC modeling, value of the interfering signal is known by the state node with probability → , and it is completely unknown with probability 1 − → . After averaging over all the possibilities, for the message passed from the state node to the three component LDPC decoders, we obtain
where and indicate the other two component LDPC decoders connected to the state node, and the mutual information terms are the average of the instantaneous mutual information terms for different realizations of the fading channel.
We now provide a small example to validate our approximation. Fig. 4 shows the state node transfer function → 1 vs.
1
→ for the LDPC code ensemble given in Table V in [7] with rate (0.307, 0.258). We observe that the curve obtained with the BEC approximation is very close to that obtained with density evolution (DE), that is, despite being simple, our approach is expected to be efficient in code design.
IV. LDPC CODE DESIGN FOR FAST FADING ICS
In the proposed code design approach, we utilize an instance of differential evolution armed with the performance analysis approach developed in the previous section. For given and values, we initialize the optimization procedure with a code ensemble designed for P2P transmission. We generate new code ensembles using random perturbations. We aim at improving the code rates while keeping the decoding error probability near zero, which is examined using the stability condition and the modified EXIT chart analysis. Once the code rates are improved, we assign the corresponding code ensemble as the new one, and we continue the evolution until no further improvements are observed.
In each perturbation step, we generate new code ensembles with a specific rate increment Δ . For this purpose, we perturb both the check node and variable node polynomials. The ℎ coefficient of the check node polynomial is perturbed as¯= + , where is the ℎ element of perturbing vector e . We assume = 0 if = 0, and notice that the perturbing vector should satisfy ∑¯= 1, which results in
In order to control the amount of perturbation, we also limit the norm square of this vector as
For the variable node polynomial, we employ a perturbing vector e , which satisfies (14) and (15) as well. Let Δ 1 be the rate increment after perturbing the check node polynomial. In order to have an overall rate increment of Δ , the rate increment obtained via perturbing the variable node polynomial should be Δ 2 = Δ − Δ 1 . This enforces an extra constraint on e given by ∑ = Δ 2 ∑(
where 0 is the rate before perturbation. Clearly, two elements of e and three elements of e are dependent coefficients. We generate the remaining free coefficients according to a normal distribution.
V. SPECIFIC CODE DESIGN EXAMPLES
In this section, we provide newly designed LDPC code ensembles for use over fast fading ICs, and investigate their performance. Two coding schemes, namely, the all public scheme and the general HK encoding scheme, are under consideration. We design LDPC codes with the objective of rate maximization, and compare the optimized rate pairs with the corresponding ARR boundaries. Similar to [7] , we select nonzero variable node degrees as {2, 3, 4, 9, 10, 19, 20, 49, 50}. We also pick 2 = 0.005 and Δ = 0.005 0 .
A. Scenario I -All Public Scheme
In this scenario, we consider the all public (SUD) transmission scheme over a fast Rayleigh fading channel with parameters 1 = −3dB, 1 = −2.25dB, 2 = −2.5dB and 2 = −1.75dB. For simplicity we assume a singleton check node degree distribution, i.e. ( ) = −1 . In Table I , we provide the designed degree distributions, and in Fig. 5 , we illustrate the achieved rate pairs along with the theoretical ARRs. We observe in Fig. 5 that the achieved rate pairs are outside the TIN-ARR boundary, and they are close to the boundary of the SUD-ARR. We also note that there is no design advantage for the rate pairs near the vertical and horizontal edges of the ARR. This is because, for those points of the region, one of the messages is decoded much faster, and the IC behaves like a P2P channel as far as the other message is concerned.
B. Scenario II -General HK Scheme
For this scenario, we consider an HK encoding scheme over a fast Rayleigh fading channel with parameters 1 = 2 = −3.5dB and 1 = 2 = −6.5dB. In the code optimization process, the initial code ensembles have singleton check node degrees, however, during the evolution we let the check nodes have wider degree supports. In Table II , we provide the designed degree distributions, and in Fig. 6 , we show an achieved rate pair along with the corresponding ARRs. We observe that the achieved rate pair is close to the HK-ARR boundary and it is outside of the TIN-ARR, SUD-ARR and SND-ARR. Namely, this rate pair cannot be achieved without splitting the messages into public and private parts. We also observe that the achieved rate pair surpasses the optimal P2P code performance demonstrating the need for new code designs as done in this paper.
C. Finite Block Length Results
Finally, we provide bit error rate (BER) performance results via finite block length simulations of specific codes picked from some of the designed LDPC code ensembles. In Fig. 7 , we consider block lengths of 5k and 50k, and we demonstrate the resulting BERs for the messages with the worst error rate (bottleneck). The maximum number of iterations is set to 500, and the ratios of 1 to 2 , 1 and 2 are kept constant throughout the simulations. We observe that a BER of 10 −4 is achieved with a 50k length code at only about 1 dB away from the decoding threshold measured with the modified EXIT chart analysis. We also observe that about 1 dB extra power is needed in order to achieve the same BER with a 5k block length.
VI. CONCLUSIONS
In this paper, we study code design for two user fading ICs assuming two different signaling schemes, namely, all public encoding and general HK encoding schemes. A practical method for designing LDPC codes over fast fading ICs is proposed. The proposed method is evaluated for several channel parameters, and the achieved rates are compared with the corresponding achievable rate region boundaries. We observe that rate pairs close to the boundary of the SUD-ARR can be achieved, which are out of TIN-ARR, for the all public scheme. For the general HK encoding scheme, we achieve a rate pair outside the TIN, SUD and SND ARRs. We also notice that improvements over optimal P2P code designs can be attained. Furthermore, simulation results are provided using specific codes picked from the optimized code ensembles to confirm the asymptotic results.
