In the phase of industry digitalization, data are collected from many sensors and signal processing techniques play a crucial role. Data preprocessing is a fundamental step in the analysis of measurements, and a first step before applying machine learning. To reduce the influence of distortions from signals, selective digital filtering is applied to minimize or remove unwanted components. Standard software and hardware digital filtering algorithms introduce a delay, which has to be compensated for to avoid destroying signal associations. The delay from filtering becomes more crucial when the analysis involves measurements from multiple sensors, therefore in this paper we provide an overview and comparison of existing digital filtering methods with an application based on real-life marine examples. In addition, the design of special-purpose filters is a complex process and for preprocessing data from many sources, the application of digital filtering in the time domain can have a high numerical cost. For this reason we describe discrete Fourier transformation digital filtering as a tool for efficient sensor data preprocessing, which does not introduce a time delay and has low numerical cost. The discrete Fourier transformation digital filtering has a simpler implementation and does not require expert-level filter design knowledge, which is beneficial for practitioners from various disciplines. Finally, we exemplify and show the application of the methods on real signals from marine systems.
Introduction
Data analysis has a vital role in many different industries, e.g. medicine (gene analysis), economics (stock exchange) and in marine engineering (as the ship industry enters the Shipping 4.0 phase (Rødseth et al., 2016) ). There is a need to collect and process huge quantities of measurements as time series data (signals) that comes from many sources, often referred to as big data (DNV-GL, 2017) .
The marine industry is now entering the challenging phase of smarter shipping, including on-board monitoring systems and advisory tools. Modern vessels will be equipped with various on-line data collection and advanced monitoring systems. The on-board measurements from sensors of many installations play a crucial role, and their availability expands the functionality of marine products. The aim of data analysis in the marine application is to develop on-shore and on-board advisory tools using prediction of propulsion power or ship performance monitoring, as well as enhancing knowledge about specific systems and components, and the relationship between systems (Swider and Pedersen, 2017) .
Machine learning algorithms and statistical modelling have become widely used tools in equipment monitoring and advisory systems. However, they are sensitive to data quality, and in particular to relationships between subsystems retained as correlations in the data. A fundamental step in the analysis of measurements, and before applying machine learning, is data preprocessing (Taleb et al., 2015; Garcı´a et al., 2016) .
Unfortunately, in the literature from different industries (e.g. Kuhn and Johnson, 2013) , the importance of the quality of the time series is limited. Because measurements play an important role in marine applications, proper data preprocessing and improvement of their quality is critical to ensure correct interpretation on board the vessel or during off-line analysis. A major source of the disturbances and distortions in measurements is the data acquisition system (DAS). The role of the DAS is to collect measurements of the desired variables, transmission and conversion of the recorded signals to digitized form (Bendat and Piersol, 2010) . Among the most common disturbances and distortions (Bendat and Piersol, 2010; Vaseghi, 2009 ) are white noise, poor calibration and digitization effects (analogue-to-digital converter (ADC) quantization or aliasing) (Randall, 2011) . Data cleaning is a necessary stage, where distortions and disturbances are eliminated as far as possible. It plays an important role during data analysis (Fre´nay and Verleysen, 2014) . A typical data analysis scheme is depicted in Figure 1 . It contains some major steps such as data collection, data cleaning and feature extraction before the machine learning or statistical modelling can be applied. In this paper, we focus on the data cleaning stage.
Processing of data from several marine systems creates many challenges. One is the lack of data synchronization, which can be introduced by specific systems setups, different time intervals or preprocessing. In the literature from data analytics, data cleaning is mainly based on principal component analysis (PCA), outlier detection and not a number (NaN) removal (Duda et al., 2000; Hastie et al., 2009; Kuhn and Johnson, 2013; Slavakis et al., 2014; Qiu et al., 2016; Perera, 2017) . In digital signal processing, the most common technique to clean time series is linear digital filtering. A very important aspect of digital filtering is the delay introduced into the signal. Ignoring this delay can lead to incorrect conclusions being drawn in the case of, for example, on-board monitoring systems. A delay can also affect the reliability of on-board monitoring systems. The consequences of the delay that comes from DASs or from digital filtering on the conclusions and predictive models were described and presented in Swider and Pedersen (2017) . This topic has become even more important in the era of the Internet of things (IoT) and multisensor signal analysis. In that case, time delays from network, processors, calculations or preprocessing can have serious consequences on the signals relations from various subsystems. It is very important to secure the synchronization of the subsystems and provide delayless preprocessing that will not obscure the associations between signals. In addition, signals can have different noise levels, which motivate use of different filters. Knowing that, it is necessary to look for filtering methods that do not introduce a delay or compensate for it.
In this paper, we present a comparison and application of existing digital filtering methods that have practical applications. We describe discrete Fourier transformation (DFT) filtering as a tool for efficient big data preprocessing, which does not introduce a time delay, and which has low numerical cost. We show that the use of DFT filtering does not require specialist knowledge of filter design, which is beneficial for practitioners from various disciplines. We emphasize the limitations of classical digital filtering methods and show that the delay introduced by classical digital filtering has consequences for big data analysis: this is added value for industrial data scientists. In addition, we compare the performance of the DFT approach with the standard time domain filtering to motivate the usage of the DFT method. We document and exemplify our results based on real signals from marine onboard systems from an offshore vessel.
Delays introduced by digital filtering
In this section we present the properties of digital filters. We describe the properties of the filter amplitude and phase responses, which are often neglected by non-experts applying digital filtering. The phase response has properties that determine the proper filter choice and should not be ignored. The phase response of digital filters is significant especially for multi-sensor signal processing, because it is a cause of preprocessing delay. For further discussion, we assume analysis of big data in the form of digital signals, which are sampled versions of analogue signals, i.e.
where n is the number of samples and F s is the sampling rate that fulfils the Nyquist theorem (Mitra, 2010) . As described in the previous section, most disturbances considered in the literature are additive, such as additive white Gaussian noise (AWGN), and can be efficiently removed by linear filters. This is why we focus in this paper on this type of filter. The frequency response of a digital filter is very often expressed by the formula:
where jH(f )j is the amplitude response and u(f ) is the phase response. The amplitude response of filters is very well known and it is used for classification of filters in the frequency domain, e.g. low-pass, high-pass filter.
Unfortunately, the phase response and its effects are often ignored. The phase response can be interpreted as follows:
1. if u(f ) = 0, then the digital filter does not delay the input signal (n 0 = 0); 2. if u(f ) is a linear function of f, then the digital filter delays the input signal, but without disturbances, and the delay is constant (n 0 = const:); 3. if u(f ) is a nonlinear function, the digital filter introduces phase distortion; it distorts the time relation between single frequency components from the input signal (n 0 = n 0 (f )) (Oppenheim and Schafer, 1975) .
One straightforward way to analyse the properties of the filter phase response u(f ), is the phase delay, defined as
and group delay
The phase delay can be interpreted as the time delay of each single complex sinusoidal component of the input signal x½n. The group delay highlights the deviations from linearity, which comes from the basic property of the differentiation. The physical interpretation of the group delay is difficult, however it can be interpreted as the time delay of the signal envelope for the signal with amplitude modulation (Oppenheim and Schafer, 1975; Mitra, 2010) . The interpretation of the phase and group delay is presented in Figure 2 .
Based on the signal with amplitude modulation (variation of the amplitude), as can be seen from Figure 2 , the carrier (blue) at the output y½n is delayed compared with the input x½n by the phase delay. The envelope (red) of the output signal is delayed compared to the envelope of the input signal by the group delay. These properties of the filter phase response are crucial in data analysis algorithms, where the time relation between signals is an important aspect.
Unfortunately, very often the problem of synchronization and processing delay is omitted in the literature from data analysis (e.g. Hastie et al., 2009; Kuhn and Johnson, 2013) . Unsynchronized data can result in incorrect conclusions being drown at the end of the analysis and distorted correlations between signals. The delay effect can have a negative influence on machine learning algorithms or statistical modelling (Swider and Pedersen, 2017) .
In this section we have shown that classical digital filtering introduces a delay to the output signal. Very often in practical solutions the phase response of the filters, which is causing the delay, is neglected. However, in big data preprocessing it will have a crucial impact on the time relation between signals. The description and importance of the delay from digital filtering on the data-driven models will be presented in the next section.
Influence of the delay from digital filtering on the quality of data-driven models
In this section we present the influence of the delay from digital filtering on the quality of data-driven models by analysing a simple example. The example of linear prediction is studied to show the negative influence of the delay from filtering. To analyse our model, we assume the data collection system gathers p different signals X 1 , X 2 , . . . , X p , see Figure 3 . In machine learning, these are called predictors (independent variables, features or variables) and the signal Y is the output of the prediction model (the response or dependent variable).
The aim of the prediction (regression) model is to estimate the output signal Y based on the formula (Kay, 2005) :
whereŶ is the estimate of response Y and a i are linear predictor coefficients that are to be determined. The optimal coefficients are chosen to minimize the mean square error (MSE), given by
It can be shown that the solution of this equation is given by Kay (2005) ; Theodoridis and Koutroumbas (2008) : 
and the MSE error is as follows:
The matrix given by (7) (the correlation matrix) contains information about the relation between measured signals. Based on the matrix we can conclude how the delay of a single signal influences the prediction model. For example, if the first signal X 1 is delayed, then the delay will influence the first row and column of the correlation matrix: the relation between X 1 and X 2 , . . . , X P and Y will be distorted. In the case of the delay introduced by digital filtering in many signals, the final output of the prediction model will not be consistent. The statistical inferences based on such a model will be biased by high error (Hastie et al., 2009) . To visualize the achieved results, we analyse the model with one variable X 1 . An example from Swider and Pedersen (2017) shows the signal of voltage Y = sin (2pfn) and current X 1 = sin (2pfn) registered on the resistor with the resistance R = 1O, see Figure 4 . From Ohm's law, the relation between current and voltage is given as g p Figure 2 . Interpretation of the group delay (Mitra, 2010) , where x½n is the input signal and y½n is the output signal, red denotes the signal envelope, blue denotes the waveform of the signal, t p is the phase delay and t g is the group delay. 
If we assume that the current signal only is filtered by a digital filter with a phase delay of n 0 , it can be expressed by the formula:
If we would like to calculate the regression coefficient and the MSE values, we apply Equations (7) and (8) to achieve:
In Figure 5a , we show the regression coefficient and the MSE as a function of n 0 , which is the introduced delay. We can see that if the delay is n 0 = 0 (CASE 1), then a 1 = 1, Y = X 1 and the result is according to the physical law; see the upper plots in Figure 5b . For CASE 2, when the delay is present in the signal n 0 = 1=(4f ), the regression model shows a nonlinear relation between the voltage and current, a 1 = 0, Y = 0, which is contradictory to Ohm's law; see the lower plots in Figure 5b . This simple example shows the importance of the delay introduced by filters and how the delay can completely change the result. The delay influences the quality of the prediction and statistical inference so the delay from filtering should be compensated for. Unfortunately in the literature from big data and machine learning this aspect is not well described (e.g. Bishop, 2011; Kuhn and Johnson, 2013) .
To illustrate the influence of the delay from filtering on the relationship between signals in data analysis from many sensors, we show the scatter plots of two signals from marine on-board monitoring systems, see Figure 6 . One signal (yaxis) is the main propulsion power in megawatts measured on the shaft, the second signal (x-axis) is the main propulsion power (in megawatts) calculated in the drive. We would like to verify the linear relationship between the calculated and measured power, which is useful for confirming the calculation methodology in the drive system. In Figure 6 (a) we see the raw measurements, with high variance. The noise present in the measurements obscures the linear relationship between the calculated and measured power. In this case, and also based on the time series and the spectrum analysis, digital filtering is recommended to remove the noise and emphasize the real relation between signals. More details are given in the section 'Experiment based on real measurements from marine systems '. Figure 6(b) shows the filtered measurements with distorted time relation (the delay between signals is equal to 150 s). Despite the filtering, the linear relation is distorted, which is the result of the delay introduced by different lengths of the filter. The different filter length was applied to depict the influence of disparate filters in the case of signals from various sources. Figure 6 (c) shows the filtered signals with compensated delay, which is desirable to confirm the linear relationship.
Based on this example we can see that only delayless filtering (or delay compensation) can provide the proper results necessary for further analysis. Based on Figure 6 (b) we are not able to determine whether the measured and calculated signals are consistent or not. This is proven based on the results presented in Table 1 , which show the MSE values and the regression equation. The linear relation between calculated and measured power can only be confirmed with the smallest MSE value, which corresponds to filtering without destroying the time relation between analysed signals.
In this section we have presented two simple examples (synthetic and real) where we tried to find the relation for a single input single output model. We have to remember that during big data analysis, when we have multiple input models, the delay introduced by digital filtering will destroy the time relation between many signals, and can be difficult to detect. In addition, the delay has the impact on the quality of the prediction model and statistical inferences. This conclusion holds for all data-driven models. By presenting the importance of the delay introduced by filtering we would like to focus in this paper on the review of filtering methods and show a method that is straightforward to implement, is delayless and additionally has low computational cost (which makes it a good choice for preprocessing time series in big data, e.g. from marine systems).
In the next section we describe more advanced methods of digital filtering that do not introduce a delay and can be applied for preprocessing of archival sequence data.
Digital filtering without delay
In the previous section, it was shown that classical filtering, which can be implemented on-line and off-line, always introduces a delay. If the filtering of sequence data is required in off-line analysis (e.g. noise filtering), then filtering algorithms that do not introduce the delay should be used and more sophisticated methods are needed for filtering of archival sequence data.
In general, digital filtering can be applied in the time domain or in the frequency domain (spectrum domain, DFT domain). In the following sections we show the basics of digital filtering in the time domain (Lyons, 2010 ) and then we focus on the DFT domain (Proakis and Nikias, 1992; Rao and Yip, 2000) because more delayless methods are available in this domain.
Digital filtering in time domain
One solution, which can be applied in the time domain is zero-phase filtering (Lyons, 2010) . This type of filtering in the time domain can be performed as shown in Figure 7 .
The same filter is applied twice with a time reversal between the two filters. The time reversal step is a left-right flipping of a time domain sequence. The output signal y½n is a filtered and delayless version of the signal x½n. Such an approach can be applied while preprocessing archival sequence data, because the algorithm requires flipping the signal in the time domain. It is straightforward to show that the relation between the spectrum of the input and output signal is given by the relation:
where X (f ) is the discrete time Fourier transform (DTFT) of input signal x½n, H(f ) is the frequency response of digital filter and Y (f ) is DTFT of output signal y½n, defined as follows:
Therefore, the algorithm shown in Figure 7 implements a zero-phase filter with a frequency response jH(f )j 2 . The main disadvantages of such an approach are as follows.
In the most common implementation it has high numerical costs, however this can be reduced (for the finite impulse response (FIR) filters) by fast convolution (Mitra, 2010) . Based on relation (12), the algorithm works properly only if the ideal frequency response is H(f ) 2 R and H(f ) = H(À f ). This means that the implementation Figure 6 . Example of the relation between two signals: the power calculated in the drive and the power measured on the shaft: (a) the raw measurements; (b) filtered measurements with different delays; (c) filtered measurements without delay. Figure 7. Zero phase filtering (Lyons, 2010) , where x½n is the input signal, x 1 ½n is the signal at the output of the filter, x 1 ½Àn is the flipped signal, x 2 ½n is the signal at the output of the filter and y½n is the final output signal.
of some filters is impossible, e.g. differential filter, integral filter, etc. The complex design of the digital filter, which requires specialist knowledge. Lack of expertise can result in some important details (e.g. convolution properties or ripples in the passband) being omitted. These details can have an influence on the result of the filtering.
The above disadvantages are not present in filtering in the spectrum domain DFT, which will be described in the following section. The main advantage of the DFT domain is that there are no constraints about the frequency response of the filter, so the differential filter, integral filter can be implemented. DFT is very often referred as the fast Fourier transform (FFT), however it is worth remembering that FFT is a fast algorithm for computing the DFT. The idea behind the FFT is to decompose the N-point DFT computation into computations of smaller size DFT and to take advantage of the periodicity and symmetry properties of DFT. In the literature, DFT and FFT are used interchangeably (Mitra, 2010) .
Filtering in the frequency domain (via DFT)
The spectrum of the output signal is equal to the product of the complex frequency response of the filter and the spectrum of the input signal. This can be described by the following relation:
Then relation (14) can be written in the following way:
where H½k is the N-point frequency response of the filter, X ½k is the N-point DFT of the signal on the output of the filter and Y ½k is the N-point DFT of the signal y½n, given by formula:
where k for the N-point DFT transformations are given by
The main advantage of this approach is that the digital filter is directly implemented in the frequency domain, i.e.
which is a simplification of the filtering algorithm.
The filtering algorithm in the DFT domain can be described by the following relation:
where the inverse discrete Fourier transform (IDFT) is calculated using
which is depicted in Figure 8 and is called basic DFT filtering. The quality of the filtering based on relation (19) is very often poor. It results from use of the circular convolution instead of the linear convolution (Mitra, 2010) . In practice, we use two approaches that improve the quality of the filtering, which are described in the following.
Filtering with zero-padding. In this algorithm, the preprocessing of the signal x½n is done based on extending the signal with Z values equal to 0, i.e.
The typical size of the zero-padding is equal to N. This means that the length of the signal x 1 ½n is equal to 2N . The filtering with zero-padding algorithm is represented by the block diagram in Figure 9 . For such a prepared sequence x 1 ½n we apply the relation (19), which ensures a y 1 ½n sequence as follows:
The sequence y 1 ½n has length N + Z, so it is necessary to remove the last value of Z:
Modification of the sequence, which is given by (21), allows us to reduce the aliasing in the time domain, which is the main reason for significant distortions in DFT algorithms. Extension of the input signal x½n by zero-padding reduces the negative effects of the circular convolution.
Filtering with the even symmetric extension. In this algorithm data flipping is applied (Smith and Eddins, 1987; Kiya et al., 1994) , i.e. signal x 2 ½n consists of the signal x½n and its mirror reflection, which can be described by the formula: Filtering with the symmetric extension is represented by the block diagram in Figure 10 .
For a preprocessed signal we apply the algorithm (19), based on which we achieve the sequence y 2 ½n as follows:
In the last stage, we choose the N initial values, i.e.
Very often the filtering algorithm with the symmetric extension is called the Cheh-Pan modification (Pan, 1996 (Pan, , 2001 . It should be noted that publications on this topic were available before the Cheh-Pan articles Eddins, 1987, 1990) .
Simulation experiments
In this section we describe the properties and performance of digital filtering algorithms without the delay based on synthetic signals. The benefits of such an approach include the possibility to evaluate the output of the algorithms based on a priori knowledge. In addition, we can check the performance and the quality of solutions applying the filtering error, given by formula (27):
where e½n is the filtering error, y½n is the output signal and y ideal ½n is the ideal output signal. The performance of the filtering can be described also by the MSE given by the relation
Analysis of filtering based on simulations and synthetic examples allows us to measure the quality of the filtering, because in the analytical way we can calculate the formula for the output signal of an ideal filter. In addition, such experiment allows to simulate the properties of the input signal that are significant for the quality of the filtering.
Comparison of delayless filtering algorithms is based on low-pass filtering: in this example we assume that the signal contains two frequency-separated components. The aim of the filter is to remove one of the components. This problem often appears in practice where the useful part of the signal energy spectrum is located in low frequencies (we would like to extract this part). The high-frequency components are noise.
Low-pass filtering appears often in practice. Preprocessing of sequence data for machine learning algorithms to remove the noise from measurements improves their performance. Using the non-filtered (raw) signal on the input of the machine learning algorithm results in poor quality output. High noise levels reduce the amount of information from measurements (Duda et al., 2000) . In the experiment we assumed that the signal is the sum of two components, given by the formula:
where desired signal contains sine waveform, trend (2n=N ) and DC value. Noise component is a sine waveform with frequency 0:1 ffiffi ffi 2 p . We add trend to signal x½n because it has a significant meaning for assessment of the quality of filtering. This is described in detail in the following.
The aim of the filtering is to remove the component above frequency f = 0:07. We can define low-pas filtering based on the frequency response of the ideal filter and the following relation:
ð30Þ Figure 9 . Filtering with zero-padding, where x½n is the input signal, x 1 ½n is the input signal after zero-padding, X½k is the DFT of x 1 ½n, H½k is the frequency response of the filter, Y½k is the product of X½k and H½k, y 1 ½n is the IDFT from Y½k and y½n is the output signal. Figure 10 . Filtering with the symmetric extension, where x½n is the input signal, x 2 ½n is the input signal after symmetric extension, X½k is the DFT of x½n, H½k is the frequency response of the filter, Y½k is the product of X½k and H½k, y 2 ½n is the IDFT from the Y½k and y½n is the output signal.
This filter can be implemented as FIR, with an impulse response given by
where M is the length of impulse response. To design the filter we should find the sufficient value M and the window function in such a way that the frequency response will fulfil the design requirements. More about digital filter design can be found in Lyons (2010) and Mitra (2010) . For FIR filter the output signal y½n is given by the formula:
This means that this is a linear convolution between input signal x½n and impulse response. Another way to implement the filtering is to take advantage of filtering in the DFT domain. To achieve this we need to design only the frequency response of the filter, which can be done by the following formula:
From (14) and (33), we see that the implementation of the filter in the frequency domain DFT is simpler than in the time domain (classical approach). This property will be used later in the paper to motivate usage of this solution.
In Figure 11 we show results from the following experiment. In Figure 11 , (a) shows the input signal x½n (blue) and the desired ideal filtered signal (red), (b)-(f) show the output of the filtering (blue) and the desired signal (red). As we can see the output of the applied filter is delayed to the desired output signal for classical filtering. The reason for the delay is the implementation of the step given by the relation (32). The delay is equal to (M À 1)=2 = 25. In addition, we can observe high distortion at the beginning of the signal for almost all algorithms. The smallest distortion has the filtering with symmetrical extension, which we explain in the following.
Transients that appear at the beginning and at the end of the filtered signals by DFT algorithm in Figure 11 are highlighted in Figure 12 and are primarily influenced by properties of the DFT. The main assumption in DFT is signal periodicity, i.e.
where N is the primary period. If in the signal x½n a significant difference appears between the last value of the first period of signal, x½N À 1, and the first value of the next period, x½N = x½0 (according the formula (34)), then transients will appear at the beginning and at the end of the filtered signal y½n as a result of filtering (Pan, 2001) . The common solution to eliminate transients is the removal of linear trend from the filtered signal x½n, i.e. 
where x 0 ½n is a signal without trend and x t ½n is the linear trend. As a result of detrending we achieve
This operation tapers the samples towards same values at the end points, and so there is no discontinuity with a hypothetical next period. It is worth noting that filtering with symmetrical extension causes exactly that x 2 ½0 = x 2 ½2N À 1, i.e. the first and the last sample of the signal x 2 ½n are the same (Pan, 2001 ) and results in damped transients. In the example analysed above, we aimed to show the influence of the trend in the signal on the quality of filtering. Transients that appear from classical and zero-phase filtering were discussed in Gustafsson (1996) . The cause of transients are the non-zero level of the first samples of the signal and DC value (Sadovsky´and Bartusˇek, 2000) . The solution of this problem is the calculation of the initial buffer values in applied filters, which are dependent on filtered signal x½n and filter impulse response h½n, more can be found in Gustafsson (1996) and Sadovsky´and Bartusˇek (2000) . Based on this solution, the commercial solutions (e.g. in MATLAB) of the zerophase filtering is improved.
For the performance evaluation of the applied algorithms (the classical filtering is omitted, owing to its poor properties), we use the formula (27) and results are shown in Figure 12 .
The highest error is at the beginning and end of the signal for all algorithms as the result of transients. The algorithm with the smallest error is filtering with the symmetric extension. Filtering with symmetric extension has the best properties and zero-phase filtering the worst. Conclusions are confirmed by the MSE values presented in the Table 2 , where the highest MSE is for the zero-phase filtering and the lowest for the symmetric extension. To improve the quality of the filtering in the DFT domain detrending (35) can be applied. This approach will improve the quality of the DFT spectrum, more details can be found in Oppenheim and Schafer (1975) .
Experiment based on real measurements from marine systems
In this section we present real examples where digital filtering is needed to remove noise from two low-frequency signals.
We consider real signals, the vessel roll and the main propulsion power signal, both sampled with sampling frequency F s = 1 Hz. There are many examples such as this with lowfrequency measurements and many more with high-frequency measurements (F s ) 1 Hz), where selective filtering is a common way to extract specific frequency components. The first example depicts the digital filtering of the vessel roll signal. The vessel roll signal is registered by the motion reference unit (MRU) on board the vessel. The vessel roll describes the motions of the vessel around the longitudinal axis. This signal contains information about the permanent vessel heel (slow variable component or DC component), however the signal also contains movement of the vessel on the sea waves (fast variable component, AC component). The vessel heel is needed to describe the loading conditions and safe ship operations. To be able to extract vessel heel from the roll signal, we have to remove the higher frequencies that come from the waves, this can be achieved by low-pass digital filtering. Figure 13 shows the vessel roll signal which has the length 180 [Sa] (1Sa [ 1s) . To extract the slow variable component, we applied low-pass filtering with the cut-off frequency f c = 0:05 [1/Sa] (1=Sa [ 1Hz). The previously described algorithms were applied to this problem. The length of the classical FIR filter is 101 [Sa] . As shown in Figure 13 , we clearly see the delay from classical filtering. The algorithms that perform Figure 12 . Errors' waveforms of filtering with zero-phase (red), basic DFT (green), zero-padding (blue) and symmetric extension (black). Figure 13 . Waveforms of the raw vessel roll signal (blue) and filtered signal: by the classical filtering (red), by the zero-phase (green), DFT (black), zero-padding (black dashed) and symmetric extension (red star).
without delay are the filtering in the DFT domain and the zerophase filtering. Beyond the beginning and end of the signal, all delayless algorithms perform similarly, which was expected based on the results from the experiment with synthetic signals.
The behaviour of the algorithms at the edges show small discrepancies, and in this case they can be neglected. The small error from the DFT filtering is due to the first and last values in the signal that are similar (x½0'x½N À 1'0), which we can interpret as a single period of the periodic signal. In addition, there is no trend present in this signal. For a comparison of the quality of filtering we use the signal-to-noise ratio (SNR), which is defined in following way: SNR = 10 log 10 power of signal power of noise ð37Þ
For calculation of the power of the signal and power of the noise, we use properties of the power spectral density (PSD). PSD quantifies the distribution of power with frequency and it is defined in the following way (Kay, 2013 )
where E is the mean value, M is the number of samples and f denotes discrete-time frequency, which is assumed to be in the range À 0:5 f \0:5. In our case, power of the signal is the power of the signal in the frequency band ½0, f c (desired DC component is in this interval), however power of the noise is the power of the signal in the frequency band ½f c , 0:5. We apply the following properties of the PSD, which allow us to estimate power of the signal in the selected band, i.e.
Average power in ½f
Power of the signal and noise can be calculated in the following way:
When we substitute formula (40) with (37), we achieve SNR = 10 log 10
In practice, the PSD has to be estimated and we decided to use the Welch estimator as it is recommended for this purpose (Hayes, 1996; Kay, 1999) .
In Table 3 we show the SNR calculated by (41) for the roll signal and power measured and calculated described further in the paper. In Table 3 we show the SNR for the roll signal before filtering (SNR = À 16:8 dB) and after filtering to evaluate different filtering method's performance. A negative value of the SNR of signal x½n can be explained by slow variable component (DC), which has a small amplitude compared with the AC component, see Figure 13 . As a result of LP filtering, the AC component is filtered and according to Table 3 , the highest SNR we receive is for zero-phase and symmetric extension filtering.
We can conclude that the DFT and zero-phase filtering are better algorithms than the classical filtering. To emphasize the differences between all delayless methods, we present the second example.
The second example uses two signals: calculated and measured power. The objective is to verify the consistency of the calculated and measured power, see Figure 6 . The measured power is the product of the torque and revolutions per minute (rpm) measured by a sensor installed on the shaft between the electric motor and the main propulsion thruster. The calculated power is the power calculated in the drive based on the internal motor model. The model uses the motor nameplate values and internal measured current, modulated voltage and frequency to estimate the shaft power. There are many uncertainties in this calculation based on tolerances and other changing parameters. However, based on experience from tests, where the actual power was delivered on shaft and compared with drive calculation, we can rely on this signal within an accuracy of a few per cent of the maximal power. As we saw from Figure 6 (a), for small values of the calculated and measured power (in the range 1-1000 kW), there is a high variance. Therefore, in Figure 14 we have shown two cases: one when the measured and calculated power have low values (left subplot) and second when power signals have high values (right subplot). To investigate fluctuations and high variance of power signals, we depicted their spectrum. In Figure 14 (a) and (c) we can see that for the calculated power in the drive (red) there are many fluctuations from waves, which confirms the peak in the spectrum at 0.18 Hz. The peak from the wave is not present for the measured power on the shaft ( Figure 14(c) , blue). We see also that the time series of measured power has lower variance than calculated power, so it is hard to compare both signals. In addition, there is less variance for high power values (Figure 14(b) ). The difference between calculated and measured power is in range of 4-5% of the maximal power and can be the result of the accuracy of calculations or the nonlinear characteristic of the torque sensor. We can see that for high-power values the noise looks like AWGN (Figure 14(d) , red). Based on this we concluded that to enable comparison of signals digital filtering is required to remove the noise and the wave component from measurements. To be more specific, to confirm the linear relation between the measured signal and the calculation procedure that is not obvious from the raw data, as depicted in Figure 6 (a).
In Figure 15 , we show the results from filtering the measured and the calculated power by the methods described above. To extract the slow variable component we applied low-pass filtering with the cut-off frequency f c = 0:01 [1/Sa].
The length of the classical filter is 101 [Sa] and the delay from this type of filtering is obvious. The delay is not present during the DFT and zero-phase filtering, however there are distortions at the signal boundaries. The worst results were obtained for the zero-padding and zero-phase filtering, which results from the constant component present in the signal (mean ' 200). Despite the long length of the signal (600 [Sa] ; 10 min) the transition in the zero-padding and zero-phase filtering at the boundaries is significant. The length of transitions states is equal approx 10% of the signal length and they should be omitted in further analysis, which is a limitation of those methods. In the case of processing data blocks of short time intervals transition states are significant. The best results we received for the DFT and DFT with symmetric extension filtering, which comes from the properties of the DFT.
In Table 3 we showed the SNR for the measured and calculated power. For measured power, SNR = 11:2 dB before filtering and from the analysis of Figure 15a we see that the cause of distortions is low quality of the AC/DC converter and the AC component from ocean waves (Fossen, 2002) . For calculated power the dominant distortion is ocean waves, which have larger amplitude than the measured power, which causes lower SNR = 3:6 dB than for measured power. We can see that the LP filtering improved the SNR significantly and the SNR for calculated power increased about 8 dB; however, for the measured power the difference before and after filtering is not significant (the level of distortions is low). Based on the results shown in Table 3 we see that the zerophase filtering gave the highest SNR, which is a result of (12) and Figure 7 where we see that the filtering is applied twice. In the case of measured and calculated power the difference between filtering methods is not as significant as for the roll signal. In this case to evaluate the performance of filtering it would be beneficial to study the calculation time for all these methods, which is done in the next section. We can conclude that the DFT methods are delayless, so in the case of processing data from many sources, as in the case of big data, these methods are desirable for filtering. In addition, the DFT with symmetric extension has the best quality, which was shown both in the theoretical and real examples. This results from the fact that symmetrical extension enforces the periodicity without discontinuities. The good properties of the DFT will depend on the signal periodicity, so in some situations the results will be similar to the DFT with symmetric extension and in other situations they will be worse. In the case of time series without a trend, all delayless algorithms will perform similarly. We would like to recommend the DFT as a tool for digital filtering for big data owing to the robustness of this algorithm. In addition, delayless differentiation, integration, etc., can be applied only in the DFT domain (e.g. Hilbert Filter in MATLAB), which makes the DFT more appropriate than zero-phase filtering. In addition, in the following section we present the numerical complexity of the DFT method, which makes it suitable for big data preprocessing.
Numerical complexity
In the previous section we showed that filtering in the DFT domain does not introduce delay, and its quality is therefore better compared with classical filtering solutions. An additional property of the DFT filtering is low computational cost in comparison with classical filtering. It results from the numerical cost of the N-point DFT being of order N 2 . If we apply the FFT, calculations will be the fastest for length of the signal equal N = 2 m , where m 2 N; then the numerical cost is approximately equal to 0:5N log 2 N (Mitra, 2010; Oppenheim and Schafer, 1975) . In Figure 16 we show the results from the experiment to compare the numerical costs for all described solutions.
The experiment was carried out for the synthetic signal of length from 100 to 10 6 Sa, As we see from Figure 16 , the numerical cost is highest for filtering in direct time domain (implemented by (32)) and also increases with the length of the signal. We obtained lower computational costs for the other types of the filtering in the DFT domain, which was expected according to the DFT/FFT properties. The use of the recursive filter in the zero-phase filtering results in lower computational cost than non-recursive filters, however the design of the non-recursive filters is more complex and it is not possible to implement some types of filters.
In addition, we evaluated the performance of filtering based on real examples presented in the previous section. Results are shown in Table 4 . We see that the shortest computation time we achieved for the algorithm implemented in the DFT/FFT, i.e. for raw DFT and symmetric extension compared with the classical filtering and the zero-phase filtering. To conclude, the recommendation is to use the DFT filtering for big data preprocessing.
Conclusions
Today, there is a focus on data analysis from many sensors, often referred to as big data in the IoT era. In the case of sequence data, preprocessing is essential. One of the main algorithms for data preprocessing is digital filtering. In this paper we have presented and compared existing algorithms of digital filtering from the perspective of the delay that is introduced by filtering. This is important during analysis data from many sources. The reason for the delay from digital filtering is the phase response of filters, which is often neglected by engineers. To avoid introducing distortions through digital filtering it is desirable to ensure a linear phase response, and this is possible only for non-recursive filters. Based on the prediction model, we have shown that the delay of some of the input signals influences the output of the prediction model, which was demonstrated also based on the correlation matrix. This motivates the use of delayless digital filtering. In this paper we presented a comparison and application of existing digital filtering methods in the DFT domain based on real-life marine examples. The performance of the delayless algorithms was documented based on synthetic and real data and compared with classical filtering. Using synthetic signals we were able to measure the MSE of algorithms and we have shown the limitations of zero-phase filtering. The best performance was achieved for the DFT filtering with symmetric extension. The solution gave almost ideal results without distortion at the beginning or end of the signal based on the simulation and real examples. This property is important for practical applications while processing data split into blocks, when distortions can be significant. The achieved results from real signals verified that the DFT with symmetric extension is the most robust and appropriate method for digital filtering. In addition, we made a comparison of the numerical costs for different types of filtering, which is essential while preprocessing big data. Furthermore delayless differentiation, integration, etc., can be applied only in the DFT domain, which makes the DFT more appropriate than zerophase filtering. The achieved results lead us to recommend the DFT algorithms owing to the following benefits: the algorithms are delayless, have straightforward implementation and are numerically efficient. The design of the filter in the DFT domain is simpler than the classical approach: it does not require filter coefficients and expert knowledge of filter design, which is beneficial for practitioners from various disciplines. We can apply sophisticated frequency response of filters in the DFT domain to solve complex filtering (e.g. extracting a multiple single-frequency components). All these aspects motivates the use of this method for preprocessing big data.
