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ABSTRACT 
The present work is concerned with reconstructing cross-sections of composite structures when 
complete projection data is not available from the experhenis. A novel approach combining the algebraic 
reconstruction technique (ART) and convolution back projection (CBP) algorithm has been developed 
for reconstruction with such data. The numerical results obtained reveal that a combination of ART and CBP 
is able to reconstruct cross-sections from incomplete data to an extent that is meaningful for non-desituctive 
evaluation. 
Keywords: Algebraic reconstruction technique, convolution back projection, combined ART-CBP, 
image reconstruction, non-destructive evaluation, computerised tomography 
1 .  INTRODUCTION the entire object is scanned from every aspect 
Non-destructive evaluation (NDE) using 
computerised tomography1 (CT) is an important 
methodology for inspection of material samples, 
including flaw detection in diverse applications, 
such as welded joints and solid rocket propellants. 
The utility of the convolution back projection 
(CBP) algbrithm for CT in this class of 
has been reviewed by the authors2. The success 
of CT as a non-destructive evaluation technique 
has prompted its usage for large objects as well. 
It has been seen in applications that obtaining 
the required projection data for large objects 
may not be possible due to the limitation in the 
size of the scanners3. This is a major limitation 
when using the CBP algorithm. The input data for 
CT is obtained by scanning the object from various 
angles, starting from 0' and going up to 180'. The 
projection data is said to be complete only when 
of view angle. Commercial scanners in many 
situations cannot scan the full object, thereby 
record incomplete projection data. The present 
study explores the possibility of using incomplete 
data obtained from such scanners for image 
reconstruction. 
During measurements related to NDE, 
the projection data is obtained for individual 
cross-sections to be reconstructed using x-ray 
and y-ray sources. To gain experience with 
various algorithms, it is not however necessary to 
conduct physical experiments. Instead, the 
projection data can be calculated mathematically 
for geometrically simulated specimens. This 
approach has been adopted in the present 
study. The algebraic reconstruction technique 
(ART) family of algorithm has been used as a 
preconditioner to map the partial data to complete 
data, making it suitable for the CBP algorithm. 
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2. RECONSTRUCTION ALGORITHM 
Tomographic inversion for reconstructing 
cross-sections using x-rays and y-rays is based on 
the attenuation of the radiation intensity as it 
passes through the solid material being tested. 
The number of photon counts (N) after passing 
along a curve C in the material is given by 
N = No exp - j,u(r,& dl I. J 
where the integration is along the chord length 
of curve C, No is the initial photon counts. In 
Eqn (I), ,u is the attenuation coefficient that 
changes with position in a composite material. 
Since ,II depends on the material distribution as 
well as the energy of radiation, a distribution of ,u 
is a direct indicator of the material composition of 
the component being studied only for monoenergetic 
radiation sources. For the present study, the 
radiation source has been taken to be monoenergetic 
and the dependence of ,u on the local material 
density alone has been included, ignoring the 
dependence on the wavelength. Equation (1) can 
be rewritten as 
The LHS of Eqn (2) is obtained from the measured 
data. Equation 2 is then to be viewed as the basis 
for calculating the density distribution in the object 
via the attenuation coefficient. 
Tomographic algorithm used to solve Eqn (2) 
for ,u (r,& can be classified into the following 
three categories: 
(a) Transform methods, eg, CBP4 and direct 
Fourier techniques 
(b) ARTs, additive and multiplicative 
(c) Optimisation techniques, eg, entropy and 
energy. 
When the projection data available is large and 
complete, transform methods can be competently 
used. For incomplete data with a limited number 
of projections, ART has been recommended in the 
literature5. Transform methods are direct, whereas 
algorithms belonging to ART family are iterative. 
3. ALGEBRAIC RECONSTRUCTION 
TECHNIQUE 
The numerical solution of Eqn (2) using ART 
requires the discretisation of the cross-section of 
the object6. To formulate a discretised model, 
a Cartesian grid of square picture elements, 
called pixels, is introduced in the region to 
be reconstructed. These pixels are numbered 
following a regular fashion as shown in Fig. 1. The 
attenuation coefficientf; is assumed to be constant 
throughout the J* pixel. The source and the detector 
are considered as points, and the rays between 
these as lines. During measurement, the full cross- 
section is scanned by moving the source-detector 
pair by a translator mechanism. The length of 
intersection of the P ray and J* pixel, denoted by 
w!, represents the contribution of jlh pixel to the 
total attenuation along the iIh ray. The indices i and 
j vary as i = 1, 2...M and j = 1, 2 ,... N. 
The attenuation of the ith ray within the object 
is denoted by and represents the line integral of 
the attenuation function along the path of the ray. 
Measurements lead to the data in terns of 4,. In 
the discretised model, the line integral is represented 
by the sum 
Thus, the discretised model may be described 
by a system of linear equations. In matrix notation 
The problem now reduces to inversion of the 
rectangular matrix [@',,I, and subsequent calculation 
of the field values 1; at the pixel locations. 
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Figure 1. Discretisation of an object cross-section into an 
a m y  of pixels. 
The algorithm based on the ART family, which 
is used to invert the matrix, is iterative and consists 
necessarily of four major steps: (i) assumption of 
the test field, (ii) calculation of the pixel-level 
correction, (iii) application of correction, and 
(iv) test for convergence. 
Let be the projection due to ieIh ray with 
the angle of irradiation 8 and4 be the initial guess 
of the field value. An intermediate quantity T, is 
computed using the guessed field as 1.9 
where i, denotes the ith ray of the irradiation 
specified by angle 0 and 1 < i, < M,. The subsequent 
calculation steps are as follows: 
For each angle of radiation 0 
Srep 1 .  Calculate the correction term K for 
each ray 
Srep 2 .  Apply the correction for each cell j 
of the test field if w,,,, is non-zero 
in the form 
f Y = f Pfd + K (additive ART) I J 
f;" = fid x K (multiplicative ART) 
Step 3. Repeat srep 2 for all the rays of the 
irradiation with angle 8 
Update the approximate projection using 
Eqn ( 5 )  
Repeat the above procedure for all the angles 
of irradiation. This completes the rh global 
iteration 
Iterate until 
where e is the stopping criterion, say 0.01 per cent. 
The correction term K is different for each 
class of the ART algorithm. The correction term7 
for additive.ART is 
where h is the relaxation factor. 
In multiplicative ART (MART), the correction 
terms is multiplicative and is given as 
else 
K = l  
Here, h is once again a suitable relaxation 
factor having a value between zero and two. In 
practice, the relaxation factor in Eqns (6) and (7) 
is kept at values below unity for achieving good 
contrast. 
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Figure 2. Original as well as reconstructed cross-sections using additive ART and MART algorithms with 64 rays x 64 views: 
(a) original object on 64 x 64 grid, (b) reconstructed image using additive ART, I = 0.9, ART iteratibus = 80, 
CPU time = 1.5 min, and (c) reconstructed image using MART, I = 0.9, MART iterations = 750, CPU time = 14 min. 
4. RECONSTRUCTION WITH COMPLETE 
DATA USING ART & MART 
To check the intrinsic correctness of the 
ART family of algorithms, a simulated object has 
been reconstructed with complete data. Figure 2 
shows the reconstruction of the object with a 
projection data set of 64 rays and 64 views. 
Figure 3 shows a similar result with a projection 
dataset of 256 rays and 256 views. The original 
object cross-section on a 64 x 64 and a 256 x 256 
grid has been included for comparison with the 
reconstructions. 
Examining Figs 2 and 3, the reconstructed 
images are seen to be quite similar to the simulated 
object. The pixel-level errors have been calculated 
to be within reasonable limits for both ART and 
MART. It is worth noting that the reconstruction 
using ART and MART preserves small as well 
as global features in the simulated object. The 
present quality of reconstructions favourably 
compares with the reconstructions using the CBP 
algorithm2. Comparing Fig. 2 with Fig. 3, it can be 
seen that the quality of the reconstructed image 
improves significantly as the number of views 
and rays are increased. 
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Figure 3. Original as well as reconstructc$l cross-sectiona using additive ART and MART algorithm8 with 
256 rays x 256 views: (a) original object on 256 x 256 grid. (b) reconstructed image using additive ART, 
A - 0.9, ART iterations - 18, CPU time = 210 min, (c) reconstructed image using MART, 
L = 0.9, MART iterations - 120, CPU time = 1560 min. 
An assessment of the algorithm in terms of Predictions of MART are superior from a 
the absolute error in the object reconstruction non-destructive evaluation perspective when 
leads to the following conclusions: the number of views are restricted. 
An additional observation applicable to both 
Errors in MART are less and evenly distributed algorithms is that the A~~ family is capable of 
whereas those in ART are more but localised. treating partial projection data and converges to 
an intermediate solution. Increasing the number of rays and views, 
predictions of ART appear to be superior 5. COMBINED A R T ~ B P  A L G O R I ~ M  
to MART. FOR INCOMPLETE DATA 
The CPU time requirement ofART is consistently As stated earlier, large-sized objects cannot 
lesser than that of MART. be fully scanned by commercially available 
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source-detector systems. This leads to a situation 
wherein the projection data is incomplete, making 
an algorithm, such as CBP ineffective. A modified 
approach to circumvent this difficulty has been 
developed. The data required to test the proposed 
algorithm has also been numerically determined. 
Though the data is incomplete wrt a given view 
angle, it is important to ascertain that all the 
projections together carry the total information 
about the object. 
The algorithm developed in the present study 
for reconstruction of image cross-sections from an 
incomplete set of projection data is as follows: 
Step 1. Reconstruct the object with the incomplete 
projection data using ART 
Step 2. Compute the complete projection data 
numerically for the image reconstructed in 
step I 
Step 3. Combine the original (partial) dataset with 
that of step 2 
Step 4. Reconstruct the object with the complete 
projection data now available from step 3 
using CBP 
Step 5. Repeat steps 2 and 3 
Step 6. Reconstruct the object with the projection 
data of step 5 using ART. This completes 
an iteration 
Step 7. Repeat steps from 2 to 6 until the difference 
in the images of two successive iterations 
in terms of pixel values is negligible. 
6. RESULTS OF PROPOSED ALGORITHM 
The star-shaped object considered in Figs 2 
and 3 has been taken for analysis once again. 
Though the projection data is incomplete, the 
essential symmetricity of the object has 
been retained. As before, projections have been 
computed numerically. Experiences with both 
the additive ART and MART have been reported. 
Figs 4 to 7 deal with 75 per cent partial data, while 
Figs 8 and 9 are for 50 per cent data. The CPU 
time referred in Figs 2 to 9 were obtained on an 
intel P-I1 computer, 400 MHz clock speed, with 
128 Mbyte RAM. 
Figures 4 and 5 show reconstruction using 
ART and MART, respectively with 64 rays and 
64 views. Figures 6 and 7 show reconstmction 
with ART and MART, respectively with 256 rays 
and 256 views. Each of the Figs 4 to 7 shows 
reconstruction with projection data obtained 
by scanning 75 per cent of the object. For 
reconstructions shown in Figs 8 and 9, only 
50 per cent of the object has been scanned. The 
projection data used for Fig. 8 comprises 64 rays 
and 64 views, while that for Fig. 9 has 256 rays 
and 256 views. Both the original image and the 
image reconstructed with incomplete projection data 
have been included in each of the figures. The 
intermediate images obtained using CBP and 
the images obtained after each iteration are also 
included for comparison. It should be noted that 
the original image referred here pertains to its 
representation on the appropriate grid, namely, 
64 x 64 or 256 x 256. Errors are to be referred 
to the discretised original image during the 
assessment of the algorithm. 
The first reconstruction obtained with ART1 
MART with incomplete projection data, shows 
the presence of unrealistic artifacts. Though the 
dominant features are seen to be captured, the 
quality of the image is poor and the outer boundary 
is not clearly discerned. When the first iteration 
is complete, the projection data set is complete and 
significant improvement in the images is 
obtained. The outer circular boundary reappears 
and the artifacts introduced at the first step of 
first iteration diminish in strength. With increasing 
iterations, the reconstructed image approaches the 
original image. These trends can be seen with ART 
as well as MART algorithm. The trends are similar 
for the projection data with 64 rays x 
64 views and projection data with 256 rays x 
256 views. The errors in MART are marginally 
less when the number of views are lesser, 
compared to ART. With 256 views, however, the 
object is fully resolved at local and global scales 
and the errors in the simulation are quite lesser. 
The difference in CPU time of each algorithm is 
an important factor. 
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4. Combined ART-CBP algorithm results with 75 per cent complete symmetric data for 64 rays x 64 1 
(a) original object on 64 x 64 grid, (b) reconstructed image using CBP, (c) reconstructed image using 
(d) reconstructed image with partial data using ART, A = 0.9, ART iterations = 80, CPU time = 1.5 min, (e) imag~ 
flrst iteration, li = 0.9, ART iterations = 120, CPU time = 2 min, and (f) image after second iteration, A 
ART iterations = 120, CPU time = 2 min. 
riews: 
CBP, 
c after 
= 0.9, 
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Figure 5. Combined ART-CBP algorithm results w i th  75 per cent complete symmetric data for 256 rays x 256 views: 
(a) original object on 256 x 256 grid, (b) reconstructed image using CBP, (c) reconstructed imsge using CBP, 
(d) reconstructed image w i th  part ia l  data using ART, I = 0.9, ART iterations = 17, CPU time = 210 min, 
(e) image after first iteration, I - 0.9, ART iterations = 20, CPU time = 240 min, and (f) image after second iteration. 
I = 0.9, ART iterations = 20, CPU time = 240 min. 
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Figure 6. Combined CBP-MART algorithm results w i th  75 per cent complete symmetric data for  64 rays x 64 views: 
(a) original object on 64 x 64 grid, (b) reconstructed image using CBP, (c) reconstructed image using CBP, 
(d) reconstructed image with partial data using MART, A = 0.9, MART iterations = 830, CPU time = 14 min, 
(e) image after first iteration, A = 0.9, MART iterations = 910, CPU time = 16 min, and (0 imnge after second 
iteration, A = 0.9, MART iterations = 920, CPU time = 16 min. 
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Figure 1. Combined MART-CBP algorithm results with 75 per cent complete symmetric data for 256 rays x 256 views: 
(a) original object on 256 x 256 grid, (b) reconstructed image using CBP, (c) reconstructed image using CBP, 
(d) reconstructed image with partial data using MART, I = 0.9, MART iterations = 130, CPU time = 1560 min, 
(e) image after f i rst iteration, Ir = 0.9, MART iterations = 135, CPU time = 1570 min, and (f) image after second 
iteration, I = 0.9, MART iterations = 135, CPU time = 1570 min. 
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Figure 8. Combined ART-CBP algorithm results with SO per cent complete symmetric data for 64 rays x 64 views: 
(a) original object on 64 x 64 grid, (b) reconstructed image using CBP, (c) reconstructed image using CBP, 
(d) reconstructed image with partial data using ART, h = 0.9, ART iterations = 80, CPU time = 1.5 min, 
(e) image after Brat iteration, A = 0.9, ART iterations = 100. CPU time = 2 min, and (f) image after second 
iteration, h = 0.9, ART iterations = 110, CPU time = 2 min. 
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(C) (0 
Figure 9. Combined ART-CBP algorltbm results with 50 per cent complete symmetric data for 256 rays x 256 views: 
(a) original object on 256 x 256 grid, (b) reconstructed image using CBP, (c) reconstructed image using CBP, 
(d) reconstructed image with partial data using ART, 5 = 0.9, ART iterations = 18, CPU time = 200 min, 
(e) image after first iteration, l, = 0.9, ART iterations = 22, CPU time = 245 min, and (0 image after second 
iteration, 5 = 0.9, ART iterations = 24, CPU time = 250 min. 
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There is a significant improvement in the 
reconstructed images with iterations, but a 
bright ring appears in the object field. The size 
of the ring is exactly equal to that of the 
projection data, namely, 0.75 (Figs 4 to 7) and 0.5 
(Figs 8 and 9). It is of one pixel-width. The ring 
is then to be expected at the interface between 
the interior recorded projection dataset (that 
is fixed from one iteration to the next) and 
the exterior projection dataset that is updated 
iteratively using CBP. 
With iterations, the ring becomes brighter and 
attains the highest pixel value. The formation of 
a ring is not a problem since it can be removed 
at any stage by conventional image processing 
operations, such as filtering. 
The object reconstruction obtained with 
the 50 per cent projection data has more artifacts 
and distortions as compared to the 75 per cent 
data set. The trends in the solution are seen to 
be similar when the combined ART-CBP 
algorithm is used. On a conservative side, 
however, it should be concluded that scanning 
only 50 per cent of the object in each projection 
would result in serious artifacts. Thus despite 
convergence, the solution may not be useful even 
for a qualitative evaluation. 
7 .  CONCLUSIONS 
A novel approach of combining the 
CBP and the ART to account for incomplete 
projection data during tomographic inversion 
has been proposed. The results obtained lead 
to the following conclusions: 
With the proposed algorithm, the reconstruction 
with incomplete projection data is qualitatively 
acceptable. There is a marked improvement 
in the reconstructed images using the 
combined ART-CBP algorithm over those 
obtained using ART alone. 
The artifacts introduced due to incomplete 
data diminish using ART-CBP algorithm, with 
increasing iterations. However, a bright ring 
of one pixel-width appears at the interface 
of the original projection data and projection 
data obtained from reconstructed image. 
Working with less than 50 per cent of the 
total object size is not recommended for the 
CT. 
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