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We report the results of a theoretical study of quasielastic electron and neutrino interactions with
carbon. Our approach takes into account the effects of final-state interactions between the struck
nucleon and the residual nucleus, neglected in the impulse approximation, through a generalization
of the spectral function formalism. The calculated electron-scattering cross sections turn out to
be in very good agreement with the available data over a broad kinematical region. The impact
of nuclear effects on the reconstruction of neutrino energy in charged-current quasielastic processes
is also studied, and the results of our approach are compared to the predictions of the relativistic
Fermi gas model, routinely employed in most Monte Carlo simulations. Finally, we discuss the
limitations of the existing procedure for energy reconstruction and propose a new, improved, one.
At energy ∼600 MeV, we observe a sizable difference between neutrino and antineutrino scattering,
important for the measurements of charge-parity symmetry violation. Our analysis suggests that a
reliable determination of neutrino energy can only be obtained from models validated by a systematic
comparison to the available electron-scattering data.
PACS numbers: 13.15.+g, 25.30.Pt, 25.30.Fj
I. INTRODUCTION
The results of neutrino experiments reported in the
past few years have significantly improved our knowledge
of the oscillation parameters [1, 2]. Further progress, in-
cluding constraints on the neutrino-mass hierarchy and
the phase violating charge-parity (CP) symmetry, is ex-
pected to come from ongoing and future measurements
by, for example, the T2K [3] and NOνA [4] Collabora-
tions. However, oscillation studies carried out with ac-
celerator and atmospheric neutrinos heavily rely on the
reconstruction of neutrino energy. Therefore, the cor-
rect interpretation of their outcome requires an accurate
estimate of the neutrino cross sections for the relevant
nuclear targets.
The description of charged-current (CC) quasielastic
(QE) scattering plays a particularly important role, since
this reaction mechanism is known to be dominant at neu-
trino energy ∼600 MeV, the kinematical setup of T2K,
and it yields a sizable contribution to the total cross sec-
tion in the few-GeV region [5], the kinematics of NOνA.
Owing to the difficulties of hadron reconstruction, in
CC QE events, the neutrino energy is typically recon-
structed from the measured kinematics of the charged
lepton only. The accuracy of this method is limited by
the accuracy to which nuclear effects are described by the
Monte Carlo simulations involved in data analysis.
The simulations of many recent experiments [6–8] were
performed using the relativistic Fermi gas (RFG) model,
with different ad hoc modifications introduced as a rem-
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edy for its shortcomings. The development of more realis-
tic models of nuclear structure and dynamics, capable to
provide a truly quantitative description of neutrino cross
sections, appears to be needed to meet the requirements
of precise neutrino oscillation studies.
In this article, we develop an approach suitable to pro-
vide an estimate of the CC QE cross section across the
broad range of neutrino energy, 0.1 . Eν . 10 GeV,
relevant to accelerator and atmospheric neutrino exper-
iments. We employ a generalization of the impulse ap-
proximation (IA) scheme [9, 10], based on the assumption
that the interaction between the beam particle and the
nucleus involves a single nucleon, the remaining (A− 1)
nucleons acting as spectators. Within this picture, the
information on the target initial state is contained in the
hole spectral function (SF), while the propagation of the
struck nucleon in the final state is described by the parti-
cle SF. Our calculations make use of the hole SF obtained
in Ref. [11] combining experimental information and ac-
curate many-body calculations. Final-state interactions
(FSI) between struck nucleon and the spectator system
are taken into account within the correlated Glauber ap-
proximation discussed in Refs. [10, 12].
The main original feature of our work is the inclu-
sion, in the energy spectrum of the struck nucleon, of
the real part of the optical potential obtained from the
Dirac phenomenological analysis of Cooper et al. [13].
We consider the carbon nucleus, employed in the NOνA
detectors [4] and in the T2K near detector [14], and re-
strict our discussion to the region of momentum transfer,
150 . |q| . 500 MeV, where the QE peak can be unam-
biguously identified. Also, of paramount importance is
the comparison to precise electron-scattering data [15–
18], which allows us to understand and quantify the un-
certainties of our calculations, involving no adjustable
2parameters.
The strong motivation of our work becomes fully ap-
parent when one considers that a firm handle on the un-
certainties associated with the calculated cross sections
translates into well-controlled uncertainties in neutrino
energy reconstruction. To gauge the dependence of the
unfolding of the neutrino cross section on the descrip-
tion of the scattering process, we compare the results ob-
tained from our approach to the predictions of the RFG
model. We also analyze the impact of FSI on energy re-
construction, and pay special attention to the difference
between neutrino and antineutrino interactions arising
from Coulomb effects. Finally, we discuss limitations of
the standard energy reconstruction method, and propose
possible improvements to it.
As the problems of energy reconstruction and unfold-
ing are essential for neutrino oscillation studies, their var-
ious aspects have been discussed in the literature. In
their study of neutrino-oxygen interactions, performed
within an approach similar to ours, Benhar and Mel-
oni [19] observed that the unfolding procedure is af-
fected by nuclear effects not taken into account within
the RFG model. Leitner and Mosel [20] used the
Giessen Boltzmann-Uehling-Uhlenbeck (GiBUU) trans-
port model to analyze the effect of absorbed or unde-
tected pions in carbon. Their results show that the re-
constructed energy of such events is typically lower than
the true one by ∼300 MeV. Martini et al. [21] argued that
multinucleon final states tend to redistribute the strength
of the reconstructed flux from the peak to the tails, and
that neglecting this effect in oscillation analysis affects
the extracted oscillation parameters. Nieves et al. [22]
showed that the unfolding of the total CC QE cross sec-
tion performed without accounting for multinucleon ef-
fects on reconstructed energy may significantly distort
its energy dependence. Finally, Lalakulich et al. [23]
extended the GiBUU model by adding the two-nucleon
knockout contribution to the CC QE cross section, ob-
tained from a fit to the MiniBooNE data based on a phys-
ically well-motivated ansatz. They observed that, while
the effect of two-nucleon processes on energy reconstruc-
tion is more relevant in the low-energy region, the role of
pion-related backgrounds is more pronounced at higher
energy.
Recently, Coloma and Huber [24] have reported a siz-
able bias from nuclear effects in the determination of the
oscillation parameters, resulting from an analysis car-
ried out using the extended GiBUU model. Coloma et
al. [25] have also performed a comparison between the
GiBUU and GENIE Monte Carlo generators, used in
data analysis by various experiments, and observed that
while the CC QE results obtained without FSI effects
are in good agreement, their inclusion leads to an appar-
ent shift between the event distributions as a function of
reconstructed energy.
To address the problem of FSI in CC QE interactions,
we first deduce the accuracy our approach from compar-
isons to the precise 126C(e, e
′) cross sections and then an-
alyze its predictions for neutrino and antineutrino inter-
actions. We make use of the carbon optical potential of
Ref. [13]. The same potential is employed in the relativis-
tic mean-field models of Refs. [26–28], extensively applied
in analyses of electron and neutrino scattering [29–36].
In the mean-field models, FSI are accounted for by
strong potentials and they have a significant effect, yield-
ing the dominant contribution to the tail of the cross sec-
tion at large energy transfer. Within the SF approach,
on the other hand, the effect of FSI is much weaker and
it leads to a slight enhancement of the cross section’s tail
originating from short-range correlations between nucle-
ons in the initial state [9].
This article is organized as follows. The elements of
our approach are outlined in Sec. II, while Sec. III is
devoted to the discussion of numerical results. Finally,
in Sec. IV we state the conclusions.
II. FORMALISM
In our approach, the cross section is obtained within
the convolution scheme [37], which amounts to integrat-
ing the IA prediction with a folding function that de-
scribes the effects of FSI between the struck particle and
the spectator system. The resulting expression is
dσFSI
dωdΩ
=
∫
dω′fq(ω − ω
′)
dσIA
dω′dΩ
, (1)
where ω and Ω are the energy transfer and the solid angle
specifying the direction of the outgoing lepton, respec-
tively.
The folding function can be decomposed in the form
fq(ω) = δ(ω)
√
TA +
(
1−
√
TA
)
Fq(ω), (2)
showing that the strength of FSI is driven by (i) the
nuclear transparency TA, and (ii) the finite-width func-
tion Fq(ω). Both these quantities are strongly affected
by short-range nucleon-nucleon correlations, leading to
a suppression of the probability that the struck nucleon
interacts with the spectator particles within a distance
. 1 fm of the interaction vertex.
In the limit of full nuclear transparency to the struck
nucleon, i.e. TA → 1, the folding function reduces to
δ(ω), and the IA cross section is recovered from Eq. (1).
The effects of FSI on the cross section can be qual-
itatively understood in terms of the optical potential
U = UV + iUW , originally proposed in the context of
(e, e′) processes by Horikawa et al. [38]. Within this
picture, the real part of the potential, UV , determines
a modification of the energy spectrum of the final-state
nucleon, while the imaginary part, UW , moving strength
from single-particle excitations to more complex final
states, is related to the folding function of Eq.(2) through
Fq(ω) =
1
π
UW
U2W + ω
2
.
3As a consequence, UV produces a shift of the cross sec-
tion, while UW brings about a quenching of the QE peak
and the associated enhancement of its tails. Note, how-
ever, that in the optical potential model the latter effect
is overestimated, owing to the infinite tails of Fq(ω) [12].
To account for the modification of the struck nucleon’s
energy, we include UV in the argument of the folding
function, replacing
fq(ω − ω
′)→ fq(ω − ω
′ − UV ). (3)
The above prescription is somewhat reminiscent of the
procedure used in the Fermi gas model, in which an av-
erage nucleon-separation energy ε is included in the ar-
gument of the energy-conserving δ function.
The proton optical potential of carbon has been de-
termined by Cooper et al. [13] using Dirac phenomenol-
ogy. Within this approach, widely employed in analyses
of electron-induced proton knockout and nucleon scatter-
ing [39–41], the optical potential is described by means
of the (complex) scalar and vector potentials, S and V ,
appearing in the Dirac equation. Their dependence on
kinetic energy, tkin, and radial coordinate, r, is found by
fitting the scattering solutions to the measured elastic
cross section, analyzing power, and spin rotation func-
tion, available for protons of kinetic energy in the range
29 ≤ tkin ≤ 1040 MeV.
In the presence of the scalar and vector potentials, the
total energy of proton E′tot = E
′
tot(tkin, r) can be written
in the form
E′tot =
√
(M + S)2 + p′2 + V, (4)
withM and p′ being the nucleon’s mass and momentum,
respectively. Because in our calculations the optical po-
tential is an r-independent modification to the on-shell
energy, Ep′ =
√
M2 + p′2, it is simply related to E′tot
through ∫
d3rρ(r)E′tot = Ep′ + U, (5)
where ρ(r) denotes the nuclear density distribution.
Hence, its real part is given by
UV =
∫
d3rρ(r)ℜ(E′tot)− Ep′ , (6)
where ℜ(x + iy) = x. Using the density distribution of
carbon—unfolded from the measured charge density [42]
following to the procedure described in Ref. [43]—and the
A-independent fit of Ref. [13], we obtain the proton UV
shown in Fig. 1. It clearly appears that in the low-tkin re-
gion, particularly relevant to QE scattering, interactions
with the spectator system lead to a sizable modification
to the struck protons’s spectrum. We assume that the
neutron UV (tkin) only differs from the proton one due to
the (constant) Coulomb correction, which we estimate to
be 3.5 MeV.
To evaluate the folding function (2), we use the nu-
clear transparency of carbon reported in Ref. [44], and
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FIG. 1. (color online). Real part of the carbon optical poten-
tial for proton, obtained from the Dirac phenomenological fit
of Cooper et al. [13], as a function of proton’s kinetic energy.
neglect the |q| dependence of Fq(ω). This choice is moti-
vated by the results of Ref. [37], suggesting that, at large
|q|, Fq(ω) depends weakly on momentum transfer. In
addition, its inclusion has a small effect—not exceeding
13%—on the cross sections discussed in this paper. The
numerical results reported in this work are obtained with
Fq(ω) calculated at |q| = 1 GeV.
Note that in Eq. (1), the nucleon kinematics is inte-
grated out. Therefore, in our approach, TA = TA(tkin)
and UV = UV (tkin) are evaluated at
tkin =
E2k(1− cos θ)
M + Ek(1− cos θ)
, (7)
where Ek and θ denote the energy of the beam particle
and the angle of the outgoing lepton, respectively. The
above equation corresponds to scattering of a massless
particle on a nucleon at rest.
The proton and neutron (N = p , n) contributions to
the IA cross section [10] are obtained from
dσIAℓN
dωdΩ
=
∫
d3p dEPNhole(p, E)
M
Ep
dσelemℓN
dωdΩ
×PNpart(p+ q, ω − E − tA−1), (8)
where Ep =
√
M2 + p2, σelemℓN is the elementary cross
section stripped off the energy-conserving δ function, and
tA−1 denotes the recoil energy of the residual nucleus, of
mass MA−1 = MA −M + E and momentum p.
The hole SF, PNhole(p, E), is the probability distribution
of removing a nucleon N with momentum p from the
nuclear ground state, leaving the (A−1)-nucleon residual
system with excitation energy E, whereas the particle
SF, PNpart(p
′, T ′), describes the propagation of the struck
nucleon, carrying momentum p′ and kinetic energy T ′.
The hole SF of carbon [11], used in this paper, has been
obtained within the local-density approximation (LDA),
combining the information on the shell-model structure
extracted from experimental data [45, 46] with the corre-
lation contribution calculated in uniform nuclear matter
4at different densities [47]. In addition to being extensively
used in the analysis of electron-scattering data in a va-
riety of kinematical regimes, the carbon SF of Ref. [11]
yields a momentum distribution consistent with the one
extracted from (e, e′p) data at large missing energy and
momentum [44].
For the particle SF, we test two different approxima-
tions. In the crudest one [9], Pauli blocking is accounted
for through the action of the Heaviside step function, as
in the Fermi gas model. The resulting expression is
P θpart(p
′, T ′) = δ(Ep′ −M − T
′)
[
1− θ(pF − |p
′|)
]
, (9)
where pF = 211 MeV is determined from the LDA aver-
age,
pF =
∫
d3rρ(r)pF (r),
with pF (r) =
3
√
3π2Aρ(r)/2. In the LDA treatment of
Ref. [48], the particle SF is calculated from the momen-
tum distribution of isospin-symmetric nuclear matter at
uniform density ρ, nNMρ (p
′), using
PLDApart (p
′, T ′) = δ(Ep′ −M − T
′)
×
[
1−
∫
d3rρ(r)Cρn
NM
ρ (p
′)
]
, (10)
where Cρ = 4πp
3
F (r)/3. Note that Cρn
NM
ρ (p
′) corre-
sponds to θ
(
pF (r) − |p
′|
)
in the local Fermi gas model.
To account for the distortion of the charged lepton
kinematics arising from the interaction with the Coulomb
field of the nucleus, we employ the effective momentum
approximation (EMA′), described in Ref. [49].
III. NUMERICAL RESULTS
In Fig. 2, the calculated 126C(e, e
′) cross sections are
compared to the experimental data of Refs. [15–17]. Note
that, in the carbon nucleus, the giant dipole resonance,
of width Γc.m. = 3.2 MeV, can be excited providing the
energy Ex = 22.6 MeV [50, 51]. In addition, nuclear
excitations belonging to the discrete spectrum are known
to appear at Ex . 10 MeV [52, 53]. In the kinematics
under consideration, the corresponding energy transfer is
ω = Ex+ tA, with the nuclear recoil energy tA increasing
from 1.0 MeV in Fig. 2(a), to 4.5 MeV in Fig. 2(e), and
to 10.9 MeV in Fig. 2(i).
The low-ω data also contain a contribution arising
from elastic scattering on the nucleus, corresponding to
Ex = 0 MeV, well visible in Figs. 2(a)–2(f). This process
is strongly quenched when the beam energy or the scat-
tering angle increase, the cross section dropping down
by 3 [2] orders of magnitude between the kinematics of
Figs. 2(b) and 2(i) [Figs. 2(a) and 2(c)].
Having identified the contributions of the additional
reaction mechanisms in the data, we can unambiguously
analyze the QE peaks. The short-dashed and solid lines
of Fig. 2, representing the results obtained using the par-
ticle SF of Eqs. (9) and (10), respectively, clearly show
that our approach is capable to describe the measured
cross sections with remarkable accuracy. Comparison to
the long-dashed lines, corresponding to the IA results,
provides a measure of FSI effects, the inclusion of which
turns out to be essential. In the kinematical conditions
considered in our work, both FSI effects—the redistribu-
tion of the strength from the peak to the tails and the
shift of the cross section toward lower energy transfers—
play a significant role. The real part of the proton op-
tical potential, driving the latter effect, turns out to be
−33.3, −22.0, and −11.8 MeV in the kinematical setups
of Figs. 2(a), 2(e), and 2(i), respectively.
For comparison, in Fig. 2, we also show the results
of RFG calculations performed with Fermi momentum
221 MeV and separation energy ǫ = 25 MeV. These pa-
rameters were determined in Ref. [17] from a fit to the
data displayed in Fig. 2(i). It clearly appears that, while
that data set is fairly well described by the RFG model,
this is no longer the case when the values of |q| and ω
(or Q2) at the QE peak decrease. At the kinematics
of Figs. 2(h)–2(a), the calculated cross sections begin to
sizably disagree from the data and the inability of the
RFG model to reproduce position, shape, and height of
the QE peak becomes manifest. Even though for any se-
lected kinematical setup the observed discrepancies could
be reduced adjusting the model parameters, such a pro-
cedure cannot bring the calculations to overall agreement
with the (e, e′) data in the broad kinematical region of
interest for neutrino oscillation studies.
Note that, thanks to the use of a realistic hole SF [11],
our calculations account for some of the processes in-
volving two-particle–two-hole (2p2h) final states, namely
those triggered by initial-state correlations between nu-
cleons. This contribution produces the high-ω tail of the
cross section, in excellent agreement with the data pre-
sented in Figs. 2(a)–2(c). Nevertheless, at higher beam
energy and scattering angle, the obtained cross sections
tend to underestimate the experimental points above the
QE peak, see Figs. 2(d)–2(i). As suggested in Ref. [54],
this feature is likely to be related to the contribution of
two-body reaction mechanisms [55–57] not included in
our approach, as well as to the occurrence of inelastic
processes [58].
The authors of Ref. [56] correctly pointed out that 2p2h
final states may have a threefold origin, resulting from
one-body interactions involving (i) initial- or (ii) final-
state correlations, as well as from (iii) two-body interac-
tions, such as those involving meson-exchange currents.
However, their approach was based on a simplified de-
scription of nuclear dynamics in terms of perturbative
pion exchange, in which correlation effects were taken
into account through an ad hoc modification of the πNN
vertex. The results of recent theoretical calculations car-
ried out using state-of-the-art many-body wave functions
and current operators have confirmed the findings of the
pioneering work of Ref. [56], showing that the effect of
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FIG. 2. (color online). Double differential electron-carbon cross sections, dσ/dωdΩ. The results obtained with Pauli blocking
accounted for in the local-density (solid lines) and step-function (short-dashed lines) approximations are compared to the
experimental data reported by (a)–(g) Barreau et al. [15], (h) Baran et al. [16], and (i) Whitney et al. [17]. The IA (long-
dashed lines) and RFG calculations (dotted lines) are also shown, for reference. The panels are labeled according to beam
energy, scattering angle, and values of |q| and Q2 at the quasielastic peak.
interference between the mechanisms leading to the ex-
citation of 2p2h final states are large, and must be taken
into account in a consistent fashion [59]. Therefore, the
accurate description of the high-ω tail of the QE peak is
beyond the scope of the present work.
It is noteworthy that at low scattering angles, QE scat-
tering may be the dominant reaction mechanism even for
high beam energy. In such cases, our calculations are in
good agreement with the data, as shown in Fig. 2(h).
To account for Pauli blocking, we apply two clearly
different approximations, corresponding to Eqs. (9) and
(10). It turns out, however, that in most cases discussed
here, they yield rather similar results in the region of
the QE peak. Where other reaction mechanisms do not
contribute and a distinction can be made, the data show
only a slight preference for the LDA prescription, see
Figs. 2(c)–2(e).
At low energy transfers, Pauli blocking plays an im-
portant role. Should it be neglected, the agreement with
experimental cross sections would be spoiled, as shown
in Fig. 3. The influence of Pauli blocking decreases when
the momentum transfer becomes comparable with a typ-
ical nucleon momentum, of the order of pF , and vanishes
at |q| exceeding 2pF . This behavior is well understood
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FIG. 3. (color online). Role of Pauli blocking at different kinematics, corresponding to the momentum transfers of (a) 143, (b)
295, and (c) 450 MeV at the quasielastic peak. The calculations neglecting this effect (long-dashed lines) are compared with
those accounting for it in the local-density (solid lines) and step-function (short-dashed lines) approximations.
within the RFG model.
Our approach can be readily applied to neutrino CC
QE scattering. To discuss how the procedure of energy
unfolding is influenced by nuclear effects, we consider the
probability distribution that a charged lepton of given
energy Eℓ and production angle θ originates from the
interaction of a neutrino of energy Eν ,
P(Eν)
∣∣
Eℓ, cos θ
=
dσ(Eν)
dEℓd cos θ∫
dEν
dσ(Eν)
dEℓd cos θ
. (11)
Figure 4 shows a comparison between P(Eν) obtained
from our calculations, the IA approach, and the RFG
model, at the kinematics particularly relevant to νµ CC
inclusive interactions in the T2K experiment [14]. As this
region corresponds to high values of the nuclear trans-
parency, FSI do not cause a sizable broadening of P(Eν),
leaving its shape and width largely unaffected. The main
difference between the approach of this paper and the IA
calculations is, therefore, related to the shift toward low
Eν produced by the real part of the optical potential.
On the other hand, the results of our approach and the
RFG model turn out to clearly differ, in both shape and
width. In the low-Eν region, this behavior may be traced
back to the different treatment of Pauli blocking. At high
Eν , it is a consequence of nucleon-nucleon correlations,
neglected in the RFG model, which lead to the appear-
ance of the tail of the cross section in our calculations.
As for the neutrino energies corresponding to the max-
imum of P(Eν), our approach and the RFG model give
rather consistent results for cos θ of 0.92 (0.87), the cor-
responding values being 655 and 653 (678 and 673) MeV,
respectively. However, at cos θ = 0.97, we observe a
larger difference between the energies predicted by our
approach, 633 MeV, and the RFG model, 649 MeV.
Should the separation energy 34 MeV [6] be applied in the
RFG calculations instead of 25 MeV, the maxima would
shift by ∼9 MeV, further increasing the discrepancy.
The observed differences do not come as a surprise, in
view of the (e, e′) cross sections discussed above. Note
that in the kinematical conditions corresponding to the
maxima in Fig. 4 and to the QE peaks of Figs. 2(a), 2(d),
and 2(f) the nuclear response is probed in a similar re-
gion of the
(
|q|, Q2
)
plane. The width and the position
of the QE peak in electron scattering are determined by
the same nuclear effects which shape the neutrino CC
QE cross section in Eq. (11). Therefore, the large body
of available 126C(e, e
′) data clearly shows that accurate
energy unfolding, required by precise oscillation measure-
ments, cannot be performed using the RFG model. On
the other hand, our approach reproduces those data well,
which allows us to expect a comparable accuracy in neu-
trino interactions.
The double differential CC QE cross section entering
the definition of P(Eν) is obviously affected by processes
involving the excitation of 2p2h final states. As their
contribution cannot be currently taken into account in
an ab initio manner, one needs to resort to an effective
approach.
A consistent analysis of the NC and CC QE cross sec-
tions measured by the BNL E734 [60], MiniBooNE [61,
62], and NOMAD [8] experiments, performed in Ref. [63],
leads to the observation that—barring the normalization
of the MiniBooNE cross sections—the available data are
in agreement with the results of SF calculations carried
out setting the axial mass to MA = 1.23 GeV, a value
larger than the one extracted from deuteron measure-
ments. Because it applies to both the NC QE cross sec-
tions as a function of knocked-out proton’s energy and
the CC QE cross sections depending on charged lepton’s
kinematics, this finding seems to point to a general prop-
erty of the cross section in the SF approach.
Therefore, the calculations presented in Fig. 4 are per-
formed using the axial mass MA = 1.23 GeV [6]. How-
ever, settingMA = 1.03 GeV [64] would change P(Eν) at
the peak by less than 0.50 (0.85)% for cos θ of 0.97 (0.87).
Such a weak dependence on the axial mass follows from
the definition of P(Eν), independent of the cross sec-
tion’s absolute normalization, and from the rather nar-
row range of Q2 yielding a sizable contribution to the
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FIG. 4. (color online). Probability distributions for a muon
of energy 0.6 GeV and cosine of production angle 0.97, 0.92,
and 0.87 to originate from the interaction of a neutrino of
energy Eν , calculated within (a) the approach discussed in
this article, (b) the IA approach, and (c) the RFG model.
The positions of maxima in (a), shown by arrows in (b) and
(c), correspond to the |q| (Q2) values of approximately 156,
257, and 335 MeV (0.02, 0.06, and 0.11 GeV2), respectively.
discussed results.
We observe that for Eν ∼ 600 MeV, the Coulomb en-
ergies of the struck nucleon and the final lepton, together
with a somewhat deeper binding of neutrons than pro-
tons, introduce a sizable difference between neutrino and
antineutrino CC QE scattering. This effect is of utmost
importance for the measurements of CP violation. For a
600-MeV antimuon observed at cos θ of 0.97 (0.87), we
find the most probable ν¯µ energy lower by 14 (17) MeV
than that of νµ for muon at the same kinematics.
The relevance of the above observation for oscillation
experiments can be illustrated considering reconstructed
energy distributions. Recall that the standard recon-
struction method is based on the observation that in CC
QE scattering off a bound nucleon at rest, the energy can
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FIG. 5. (color online). Relevance of FSI effects on the recon-
structed energy distributions in (a) νµ and (b) ν¯µ interactions
at the true energy 600 MeV. Our calculations (solid lines) are
compared to the IA results (dashed lines), setting the sepa-
ration energy to 19 MeV [6 MeV] in (a) [(b)]. For reference,
our calculation with ǫ of 34 MeV [30 MeV] (dotted lines) is
also shown in (a) [(b)].
be exactly determined from the measured kinematics of
the charged lepton only. The energy and momentum con-
servation than give
E(N at rest)ν =
2EℓM˜ − (m
2 + M˜2 −M2)
2(M˜ − Eℓ + |kℓ| cos θ)
, (12)
where M˜ = M − ǫ and k2ℓ = E
2
ℓ − m
2, with ǫ and m
being the nucleon separation energy and the mass of the
charged lepton, respectively. The same expression ap-
plied to CC QE scattering off a nuclear target,
Erecν = E
(N at rest)
ν , (13)
defines the reconstructed energy [21–23, 48, 65].
To determine the parameter ǫ, we require the Erecν dis-
tribution to be peaked at the true energy Eν = 600 MeV.
The corresponding value of the separation energy is 19
(6) MeV in the case of νµ (ν¯µ) scattering described by
the approach of this article.
As shown in Fig. 5, the effects of FSI on the Erecν distri-
butions calculated at Eν = 600 MeV are a ∼30-MeV shift
of the maximum, produced by the real part of the optical
potential, and a broadening of the distribution, resulting
from the folding function. We also observe that for ǫ
fixed to 34 (30) MeV in νµ (ν¯µ) energy reconstruction as
8TABLE I. Positions of the maximum of the Erecν distribution
as a function of the true neutrino energy, in units of MeV. The
results of the approach proposed in this article (FSI) are com-
pared to those obtained within the IA, for different values of
the separation energy entering the definition of Erecν [Eq. (12)].
The numerical uncertainty is estimated to be 1 MeV.
Eν 200 400 600 800 1000
FSI, νµ, ǫ = 19 MeV 211 401 600 799 998
IA, νµ, ǫ = 19 MeV 173 370 570 770 970
FSI, νµ, ǫ = 34 MeV 229 419 617 816 1015
FSI, ν¯µ, ǫ = 6 MeV 210 402 600 799 999
IA, ν¯µ, ǫ = 6 MeV 172 369 569 769 969
FSI, ν¯µ, ǫ = 30 MeV 239 429 627 826 1025
FSI, νe, ǫ = 19 MeV 206 401 599 799 998
FSI, ν¯e, ǫ = 6 MeV 206 402 600 799 999
in Refs. [6, 66], the maximum of the Erecν distribution in
our calculations is off by 17 (27) MeV.
Note that the shift of the Erecν distribution is larger
than the average value of UV which drives this effect.
The reason is twofold: (i) the dependence of Erecν on the
energy of the charged lepton is nonlinear, see Eq. (12),
and (ii) it is minimal at cos θ = 1, where Eℓ is subject to
the largest change by the real part of the optical poten-
tial.
At the kinematics most relevant to the T2K experi-
ment, the observed shift of the maximum does not show
a sizable Eν dependence. Table I illustrates that the sep-
aration energies determined at Eν = 600 MeV are able
to bring the peaks of the Erecν distributions into a good
agreement with the true values of (anti)neutrino energy,
and the differences do not exceed 2 MeV for Eν between
400 and 1000 MeV. This is also the case for interactions
of electron neutrino and antineutrino.
According to our findings, the separation energies in
neutrino and antineutrino scattering differ by 13 MeV,
compared to 4 MeV assumed in the analysis of the
MiniBooNE [6, 66] and MINERνA [67, 68] experiments.
While we estimate that the Coulomb field of the car-
bon nucleus changes the energy of a charged particle by
3.5 MeV, this modification affects the ℓ− and ℓ+ energies
with opposite sign, and adds to the difference between the
real part of the optical potential for proton and neutron.
Moreover, Coulomb effects shift the neutron and proton
energy levels in carbon by 2.8 MeV [63]. Although each
of those modifications is small, altogether they introduce
a sizable difference between neutrino and antineutrino in-
teractions, 3 × 3.5 + 2.8 ≈ 13 MeV, that will be crucial
in the context of measurements of CP violation.
Analyzing electron-scattering data in Fig. 2, we have
observed that a constant value of the separation energy
is not able to reproduce the position of the QE peak
over the broad kinematic region relevant to neutrino os-
cillation studies. Because of the universality of nuclear
effects affecting electron and neutrino interactions, the
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FIG. 6. (color online). Contributions to the Erecν distribution
coming from (a) 0.9 ≤ cos θ ≤ 1.0, (b) 0.5 ≤ cos θ ≤ 0.6,
and (c) 0.3 ≤ cos θ ≤ 0.4 bins, calculated at the true energy
of 600 MeV. The new method of neutrino energy reconstruc-
tion [Eq. (14), solid lines] is compared with the standard one
[Eq. (13), dashed lines].
same issue has reappeared in the context of the probabil-
ity distributions P(Eν), shown in Fig. 4. However, the
energy reconstruction by means of Eq. (13) treats the
separation energy as a single parameter.
To improve the accuracy of energy reconstruction, one
should also take into account, in Eq. (12), the dependence
of separation energy on the charged lepton’s kinematics,
described by the function
ǫ = ǫ(Eℓ, cos θ).
The above function can be determined, for example,
requiring the positions of the maximum of P(Eν) to be
reproduced over the kinematics of interest.
Equivalently, energy reconstruction can be performed
using the information on the maxima of P(Eν) in a direct
way, identifying the most probable neutrino energy at Eℓ
9and cos θ with the reconstructed energy,
Erecν = E
max
ν , (14)
where Emaxν = E
max
ν (Eℓ, cos θ) is the energy correspond-
ing to the maximum of P(Eν) at Eℓ and cos θ.
To illustrate the difference between this novel method
of energy reconstruction and the standard one, based on
Eq. (13), in Fig. 6 we compare the corresponding con-
tributions to the Erecν distribution coming from different
cos θ bins, calculated for the true energy Eν = 600 MeV.
At 0.9 ≤ cos θ ≤ 1.0, the standard and new methods
are in good agreement, see Fig. 6(a), yielding distribu-
tions peaked at 601 and 602 MeV, respectively. When
the muon production angle increases, we observe an in-
creasing difference between the true value of energy and
the peak of the standard Erecν distribution, located at 591
and 581 MeV for 0.5 ≤ cos θ ≤ 0.6 and 0.3 ≤ cos θ ≤ 0.4,
respectively. On the other hand, the maxima predicted
by the new reconstruction method, 599 and 591 MeV in
Figs. 6(b) and 6(c), respectively, turn out to be in better
agreement with Eν .
The decreasing accuracy of the the standard recon-
struction method at higher production angles can be
traced back to the real part of the optical potential,
which in our approach is directly related to cos θ, see
Eq. (7). For example, over the interval 0.9 ≤ cos θ ≤ 1.0
(0.3 ≤ cos θ ≤ 0.4) the Erecν distribution for Eν = 600
MeV picks up contributions corresponding to the real
part of the optical potential −38 ≤ UV ≤ −25 MeV
(−6 ≤ UV ≤ −5 MeV). The separation energy fixed to
reproduce the true energy at the dominant kinematics
(cos θ ∼ 0.83) turns out not to be appropriate at the
subdominant ones. Note, however, that the kinematics
of Figs. 6(a), 6(b), and 6(c) play non-negligible role in
CC QE scattering, contributing 8.2, 8.2, and 6.2% of
the cross section, respectively, compared to the dominant
10.9% contribution from 0.8 ≤ cos θ ≤ 0.9.
The new method of energy reconstruction, which, by
construction, accounts for the shift produced by the real
part of the optical potential, appears to be able to bring
the reconstructed energy into better agreement with its
true value.
IV. CONCLUSIONS
We have carried out a systematic study of the elec-
troweak response of carbon in the QE sector. Our ap-
proach, based on a generalization of the SF formalism,
allows for a consistent inclusion of FSI effects and does
not involve any adjustable parameters.
To validate our computational scheme and quantita-
tively assess its accuracy, in view of applications to the
study of neutrino interactions, we have performed an ex-
tensive comparison to the available electron-scattering
data [15–18, 69–72]. These results, presented in this pa-
per and provided as Supplemental Material [73], allow us
to assign a 5% uncertainty to the absolute values of the
(e, e′) cross sections, in the absence of interaction mech-
anisms other than QE scattering induced by one-nucleon
currents. In the region of |q| and ω (or, equivalently,
Q2) under consideration, we estimate at 5 MeV the un-
certainty of the QE peak position, consistently with the
value deduced from comparisons of different parametriza-
tions of the carbon optical potential [13, 74]. In the
kinematical setups corresponding to the excitation en-
ergy Ex . 26 MeV, where the basic assumptions of our
model no longer apply, we assign 100% uncertainty to
the obtained results. We emphasize that this is a general
limitation of the IA framework, and not a feature specific
to the model of this article.
Our approach allows a consistent and accurate deter-
mination of the neutrino and antineutrino cross sections,
which will be required for the measurement of the CP
violating phase.
In the considered kinematical conditions, we assign to
P(Eν) a conservative 2% uncertainty related to the ax-
ial mass value. Because the assumptions underlying our
approach do not apply to scattering at excitation energy
below ∼26 MeV, and in this region we are not able to val-
idate our calculations against data, the obtained results
for cos θ = 0.97 (0.87) should be considered 100% uncer-
tain for Eν . 631 (634) MeV. We estimate that the most
probable values of Eν resulting from our calculations are
determined with an uncertainty of 5 MeV.
Analyzing the standard method of neutrino energy re-
construction, we have found that the values of the separa-
tion energy suitable at the kinematics of the T2K experi-
ment are 19 MeV for neutrinos and 6 MeV for antineutri-
nos. We estimate their (correlated) uncertainties, coming
predominantly from the uncertainty of the carbon opti-
cal potential, at 6 MeV. The 13-MeV difference between
the separation energies in the neutrino and antineutrino
case, that will play a critical role in the searches for CP
violation, is subject to an uncertainty of 2 MeV.
Based on the comparison between different production
angles at fixed neutrino energy, we have argued that the
standard reconstruction method cannot be accurate over
a broad kinematical region. As a remedy, we have pro-
posed a new procedure, exploiting the precise determina-
tion of the QE peak position provided by our approach.
It may be used to increase the accuracy of energy re-
construction in experiments collecting events in a broad
range of production angles.
The availability of accurate and reliable calculations of
the cross section over the broad kinematical region rele-
vant to the flux-integrated neutrino cross sections allowed
for a trustable analysis of the reconstruction of neutrino
energy, the results of which clearly show that the unfold-
ing procedure is significantly affected by the description
of nuclear structure and dynamics.
The approach based on nuclear many-body theory and
the spectral function formalism has reached a remarkable
degree of accuracy in describing processes induced by the
one-nucleon current. We hope that, thanks to the pro-
vided uncertainty estimates, it will turn out to be useful
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for analysis of experimental data, and that uncertainty
estimates will become a new standard in theoretical mod-
eling of neutrino cross sections. The extension of our
approach outlined in Ref. [59], allowing for a consistent
treatment of processes involving the excitation of 2p2h
final states, will be an important step towards the de-
velopment of an accurate, self-consistent, and complete
description of neutrino cross sections. As advocated by
the authors of Ref. [75], such an approach is necessary for
a reliable analysis of precise oscillation experiments per-
formed over a broad kinematical region, where different
reaction mechanisms contribute.
As a final remark, we note that in this analysis, we have
not considered QE-like neutrino interaction arising from
resonance excitation followed by meson absorption by the
nucleus. As this mechanism constitutes an important
irreducible background to QE scattering [20], we leave
its consistent inclusion for future studies.
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