In this paper general classes of continuous distribution are characterized by considering the conditional expectation of function of Dual generalized order statistics. The specific distribution considered as a particular case of the general class of distribution are Weibull, Pareto, exponential (Exp), power function, Burr, beta of the first kind, rectangular, Rayleigh, Lomax, inverse Weibull (IW), exponentiated gamma (EG), exponentiated Weibull (EW), exponentiated Pareto (EP), generalized Rayleigh (GR) and exponentiated exponential (EE).
Introduction
The concept of dual generalized order statistics was given by Burkschat et al. (2003) to enable a common approach to descending ordered random variables like reversed order statistics and lower record values. Ahsanullah (2005) , Mbah and Ahsanullah (2007) and Khan, Anwar and Athar (2008) have studied various developments on dual generalized order statistics and related topics. In this paper a general classes of distributions have been characterized through conditional expectation of dual generalized order statistics.
Let F(x) be an absolutely continuous distribution function with probability density function f(x). Further, let F(x) be and inverse distribution function. Also, 
The dual generalized order statistics as generalized order statistics also unify the study of order statistics, record values, k-records, Pfeifer's records and several other cases of ordered random variables. The model of generalized order statistics contains as special cases, order statistics (m=0, k=1), k-th record values ( i γ = k, i.e., m 1 =m 2 =…=m n-1 =-1, k∈N), sequential order statistics
α ,…, n α >0), order statistics with non-integral sample size ( i γ = α -i+1; α >0).We may consider two cases: The density function of r th dual generalized order statistic denoted by X (r, n, m, k) ′ is given by
and the joint density function of (r,s) th dual generalized order statistics X (r, n, m, k) 
and joint pdf of (r,s) th dual generalized order statistics X (r, n, m, k)
where,
Conditional expectation of certain distributions
Let us define for i j Case I: m = m = m; i, j=1, 2, ..., n-1,
and for Case II: γ γ , i j, i, j=1, 2,..., n-1,
where φ(.) is a monotonic, continuous and differentiable function.
Main Results i j
Case I: m = m = m; i, j=1, 2, ..., n-1.
Theorem 1: Let X be an absolutely continuous random variables with cumulative density function F(x) and pdf f (x), respectively. Suppose F(x) < 1for x (α,β) ∈ , F(α)=0 and F(β)=1. Then (Table 1) 
where φ(.) is a monotonic, continuous and differentiable function on (α, β) and a 0; c>0, b ≠ are finite constants.
Integrating (2.3) by parts by treating
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By integrating by parts (2.4) and using F(α)=0 , we get
After some simplification, we get (2.2), which proves the necessary condition. To prove the sufficient condition, from (2.2) and (1.8), we obtain
Taking the derivative with respect to x we get r+1 r+1 r+1
Thus, the theorem is proved. 
where φ(.) is a monotonic, continuous and differentiable function on (α, β) and a 0, c>0, b ≠ are finite constants. Proof: From (1.9), it is clear that
Proceeding similarly as in Theorem 1, we can easily get
After some simplification, we get (2.5). Then the necessary condition is proved. To prove the sufficient condition, from (2.7) and (1.9), we obtain
Conditional expectation of certain distributions
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Taking the derivative with respect to x and after some simplification, we get (2.1).
Thus, the theorem is proved. φ(x)
Beta of first kind Theorem 3: Let X be an absolutely continuous random variables with cdf F(x) and pdf f (x), respectively. Suppose F(x) < 1for x (α, β) ∈ , F(α) = 0 and F(β) = 1. Then (Table 2) -cφ(x) λ 
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Using (2.8) in (2.11), we obtain r+1 r+1 r+1
After some simplification relation (2.9) can be derived from relation (2.12) then the necessary condition is proved. To prove the sufficient condition, from (2.9) and (1.8), we have r+1 r+1
r+1 r+1
Taking the derivative with respect to x we get r+1 r+1 r+1 r+1 r+1
a-be Thus, the theorem is proved. 
Theorem 4:
Let X be an absolutely continuous random variables with cdf F(x) and pdf f (x), respectively. Suppose F(x) < 1for x (α, β) ∈ , F(α) = 0 and F(β) = 1. Then (Table 2) -cφ(x) λ 
Proceeding similarly as in Theorem 3 we obtain
After some simplification relation (2.13) can be derived from relation (2.15) then the necessary condition is proved. To prove the sufficient condition, from (2.13) and (1.9), we have 
Rayleigh
Discussion
Shawky and Bakoban (2009) characterized general classes of distributions through conditional expectation of lower record values. In this paper we have characterized the same generalized family with the help of dual generalized order statistics, which covers the lower record value as a special case.
