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In this paper we present and analyze a nutrient–phytoplankton–zooplankton–organic
detritus-dissolved oxygen mathematical model simulating eutrophication processes into
aquatic media. As a main result, we obtain existence and uniqueness results for the
solution of the system, under realistic hypotheses of non-smooth coeﬃcients (in particular,
a non-regular water velocity). This lack or regularity prevent us from using the standard
semigroup approach, forcing us towards the utilization of more reﬁned techniques.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The normal use of the word eutrophication (which has its roots in two Greek words: eú = well, and trophé = nour-
ishment) is related to the enrichment of the environment with nutrients and the concomitant production of undesirable
effects. The eutrophication is classically deﬁned (Oxford English Dictionary) as “the process of nutrient enrichment (usually
by nitrogen and/or phosphorus) in aquatic ecosystems such that the productivity of the system ceases to be limited by the
availability of nutrients. It occurs naturally over geological time, but may be accelerated by human activities (e.g. sewage or
land drainage).” However, inside our environmental framework, eutrophication is strictly understood as “the enrichment of
water by nutrients causing an accelerated growth of algae and higher forms of plant life to produce an undesirable distur-
bance to the balance of organisms present in the water and to the quality of the water concerned, and therefore refers to
the undesirable effects resulting from anthropogenic enrichment by nutrients.” This more satisfactory description provides
both the causes of eutrophication and the symptoms of effects (cf. de Jonge and Elliott [12]).
The effects of hypernutriﬁcation can give rise to eutrophication (the presence of nuisance or toxic algal blooms as a result
of nutrient enrichment), depending upon the environmental conditions. Eutrophication of aquatic media has been consid-
ered one of the major threats to the health of ecosystems since the mid 20th Century (see, for instance, Nixon [24]), and
the different processes and effects of coastal eutrophication are well known and documented (see, for instance, Cloern [11]
and references therein).
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be (i) the point sources (such as sewage treatment outfall pipes and storm overﬂows) which may be connected to a sewage
pipe system, (ii) the application of commercial fertilizer and subsequent catchment run-off resulting in large quantities of
nutrients to both surface and groundwater, or (iii) the animal waste which contributes signiﬁcantly to nitrogen run-off,
especially in rural areas. Under natural conditions, the addition of nutrients to water bodies (which stimulate algal growth)
is usually a slow process that results in healthy and productive ecosystems. Nevertheless, accelerated nutrient input to
ecosystems can cause excessive growth of algae leading to the degradation of environmental conditions.
Initial signs of eutrophication include a decrease in light availability, a change in algal dominance and an increase in
organic matter production. Nutrient over-enrichment may also substantially increase oxygen concentration in surface waters
as a result of increased photosynthesis by dense phytoplankton blooms. Additionally, a signiﬁcant proportion of this in-
creased primary production falls to the waterbed further reducing oxygen concentration in bottom waters, which can result
in benthic animals being killed or excluded from the area (Clark [10]).
Eutrophication has been the subject of a wide range of biological researches. However, from a mathematical point of
view, related mathematical models have been much less examined. Inside the framework of ordinary differential equations,
several models have been proposed and analyzed: Solidoro et al. [31] present a model for macroalgae evolution based
on a system for nitrogen, phytoplankton and dissolved oxygen. Jang et al. [18,19] introduce a nutrient–phytoplankton–
zooplankton model related to toxin studies. Garulli et al. [17] recently presented a more complete ordinary differential
system for nutrient, phytoplankton, zooplankton and dissolved oxygen. For the mathematical analysis of these ordinary
differential systems, several partial results on existence, bifurcation and equilibria points can be found, for instance, in the
recent works of Dimitrov and Kojouharov [13] or Ackleh et al. [1]. Inside the more complex framework of partial differential
equations, the contributions are less numerous: A one-dimensional spatial model for oxygen dynamics is given by Lunardini
and Di Cola [22]. Two-dimensional depth-averaged models for nutrient–phytoplankton have been given by Arino et al. [3]
and Cioﬃ and Gallerano [9] for the case of shallow water, by means of different systems of partial differential equations. For
the fully three-dimensional case, several numerical models have been proposed, for instance, by Drago et al. [15], Yamashiki
et al. [33] or Park et al. [27], but any of them presents theoretical results of existence or uniqueness of solution, only
numerical simulations for particular lagoons and bays. The most remarkable result of existence of (periodic) solution for
a nutrient–phytoplankton–zooplankton–oxygen model can be found in the recent paper of Allegretto et al. [2]. We have
been unable, however, to ﬁnd in the mathematical literature general existence–uniqueness results for a complete model of
eutrophication, under realistic regularity hypotheses for coeﬃcients and data.
So, in Section 2 we present the mathematical formulation of the model, setting the system of partial differential equa-
tions for a complete set of ﬁve species: nutrient, phytoplankton, zooplankton, organic detritus and dissolved oxygen, and
introducing two alternative deﬁnitions of solution: the weak solution and the very weak solution. In Section 3 we analyze
an auxiliary generic parabolic equation, obtaining existence–uniqueness–regularity results for it, which will be useful in
the analytical study of the eutrophication system. Finally, in Section 4, we prove our main result, related to existence and
uniqueness of solution for the eutrophication system, under the realistic assumption of non-smooth coeﬃcients. Section 5
is devoted to the analysis of the additional regularity for the solution in the case of classical smoothness assumptions on
coeﬃcients and data.
2. Mathematical formulation of the model
2.1. Governing equations
Mathematical models governing eutrophication processes are based in systems of partial differential equations with a
high complexity due to the great variety of phenomena appearing on them. In this work we have considered a relatively
simple—although realistic—model, where only ﬁve biological variables appear (the formulation of the biochemical interaction
terms and their meaning can be found, for instance, in Canale [8] or Drago et al. [15]). Thus, we consider u = (u1, . . . ,u5),
where
u1: Generic nutrient, for instance, nitrogen (as will our case) or phosphorus,
u2: Phytoplankton,
u3: Zooplankton,
u4: Organic detritus,
u5: Dissolved oxygen.
The time and space interaction of these ﬁve species into a ﬁxed, bounded water domain Ω ⊂ R3 (with a smooth enough
boundary ∂Ω) and along a time interval of length T can be described by the following system of coupled partial differential
equations for advection–diffusion–reaction with Michaelis–Menten kinetics:
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∂u1
∂t
+w · ∇u1 − ∇ · (μ1∇u1)+ Cnc L u1
KN + u1 u
2 − Cnc Kru2 − Cnc KrdΘθ−20u4 = g1 in Q ,
∂u2
∂t
+w · ∇u2 − ∇ · (μ2∇u2)− L u1
KN + u1 u
2 + Kru2 + Kmf u2 + Kz u
2
KF + u2 u
3 = g2 in Q ,
∂u3
∂t
+w · ∇u3 − ∇ · (μ3∇u3)− C f zKz u2KF + u2 u3 + Kmzu3 = g3 in Q ,
∂u4
∂t
+w · ∇u4 − ∇ · (μ4∇u4)− Kmf u2 − Kmzu3 + KrdΘθ−20u4 + W fd ∂u4
∂x3
= g4 in Q ,
∂u5
∂t
+w · ∇u5 − ∇ · (μ5∇u5)− Coc L u1
KN + u1 u
2 + Coc Kru2 + Coc KrdΘθ−20u4 = g5 in Q ,
μi∇ui · n+ αiui = hi on Σ,
ui(0) = ui0, ∀i = 1, . . . ,5, in Ω,
(1)
where
Q = Ω × (0, T ),
Σ = ∂Ω × (0, T ),
w is the water velocity,
μi , i = 1, . . . ,5, are the diffusion coeﬃcients of each species,
Cnc is the nitrogen–carbon stoichiometric relation,
L is the luminosity function, given by
L
(
x, t,u2
)= μCθ(x,t)−20t I0Is e−(φ1+φ2u2)x3 ,
with μ the maximum phytoplankton growth rate, Ct the phytoplankton growth thermic constant, θ the water
temperature, I0 the incident light intensity, Is the light saturation, φ1 the light absorption by water, and φ2 the
light absorption by phytoplankton. In our model we will consider that φ2 = 0 (i.e., light intensity only depending
on water depth, not on phytoplankton concentration), and that the regularity of the water temperature is such
that θ(x, t) ∈ L∞(Q ) (the boundedness of temperature is not a restrictive hypothesis, since the solution of the
heat equation will bounded for bounded data, see Lemma 20),
KN is the nitrogen half-saturation constant,
Krd is the detritus regeneration rate,
Θ is the detritus regeneration thermic constant,
Kr is the phytoplankton endogenous respiration rate,
Kmf is the phytoplankton death rate,
Kz is the zooplankton predation (grazing),
KF is the phytoplankton half-saturation constant,
C f z is the grazing eﬃciency factor,
Kmz is the zooplankton death rate (including predation),
W fd is the falling velocity of organic detritus, and
Coc is the oxygen–carbon stoichiometric relation,
all the above coeﬃcients being non-negative, except for half-saturation constants KN and KF which will be strictly positive.
Finally, functions gi , αi and hi stand, respectively, for source terms distributed in the domain, and mass ﬂow coeﬃcients
through its boundary.
It is worthwhile mentioning here that the varied phenomena involved in the eutrophication processes occur in very
different spatial scales (ranging from meters to kilometers) and time scales (yearly for phytoplankton/zooplankton life cycles,
daily for metabolic processes, photosynthesis, tidal cycles, and so on). Moreover, the diffusion coeﬃcients μi for each one
of the ﬁve species could be split into a horizontal diffusion coeﬃcient μHi and a vertical diffusion coeﬃcient μ
V
i (even
depending on the vertical coordinate μVi (x3) for highly stratiﬁed water bodies). However, for a simpler presentation of our
results, we have considered a unique diffusion coeﬃcients μi , that is of similar order for all the ﬁve species involved in
the process (see, for instance, Drago et al. [15]). Finally, in order to take into account the fact that some phenomena (like,
for instance, detritus mineralization) are more remarkable at the sediment layer, homogenization techniques can be applied
(in the spirit of the classical works of Papanicolaou [25,26] on the reaction–diffusion equations in porous random media) in
order to obtain a system of equations of the type (1) with constant effective coeﬃcients.
Another important point in the formulation of the mathematical model is that related to the relative importance of
transport and diffusion. The speciﬁc character of the problem is shown through the dimensionless Péclet number Pe relating
the rate of advection of a ﬂow (given by its characteristic length and velocity) to its rate of diffusion (given by its diffusivity).
In the case of large Péclet number (Pe > 10) the transport is predominantly convective. In the opposite case (Pe < 0.1) it is
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in the case of lakes and reservoirs.
Remark 1. Due to the essentially three-dimensional character of our study, nutrient regeneration from the sediment layer
to the water column is nowadays recognized as an important driving force of eutrophication processes (mainly in coastal
waters), as was reported, for instance, in de Wit et al. [14] (for a general review on sediment buffer capacity), in Risgaard-
Petersen [28] (for estuarine eutrophication), or in Viaroli et al. [32] (for applications to coastal lagoons). Although, for the
sake of simplicity, we have not consider in this paper these phenomena, it should be very interesting to take into account
the role of sediments as sink and source of nutrients in future works. In order to do that, the classical approach consists
of considering a boundary condition at the bottom, relating the deposition rate, the erosion (re-suspension) rate, and the
bed shear stress (see Mehta and Partheniades [23]). Within a mathematical framework these sedimentation–consolidation
processes have been analyzed in deep, for instance, in the interesting works of Bürger and Wendland [6,7].
As can be seen from previous system, the equation for dissolved oxygen u5 plays a role completely different from the
other species, since it can be solved once the other species u˜ = (u1, . . . ,u4) have been computed. Thus, the fundamental
coupling of the system relies in the equations modelling the interaction of the generic nutrient, the phytoplankton, the
zooplankton and the organic detritus. That is the reason why we separate the theoretical analysis of the dissolved oxygen
equation from the rest of the species.
So, in order to have a more simple expression for the system of Eqs. (1) we will consider, for u = (u˜,u5), the following
mappings A˜= (A1, . . . , A4) : Ω ×R+ ×R4+ → R4 and A5 : Ω ×R+ ×R4+ → R, where
A˜(x, t, u˜) =
⎡⎢⎢⎢⎢⎢⎢⎣
−Cnc[L(x, t) u1KN+u1 u
2 − Kru2] + Cnc KrdΘθ(x,t)−20u4
[L(x, t) u1
KN+u1 u
2 − Kru2] − Kmf u2 − Kz u2KF+u2 u
3
C f zKz
u2
KF+u2 u
3 − Kmzu3
Kmf u2 + Kmzu3 − KrdΘθ(x,t)−20u4
⎤⎥⎥⎥⎥⎥⎥⎦ (2)
and
A5(x, t, u˜) = Coc
[
L(x, t)
u1
KN + u1 u
2 − Kru2
]
− Coc KrdΘθ(x,t)−20u4. (3)
The sedimentation term W fd
∂u4
∂x3
will be incorporated into the convective term w · ∇u4, by redeﬁning a new artiﬁcial
velocity w4 = w + (0,0,W fd). About boundary conditions, we will assume that the species are isolated in our domain Ω
(that is, αi = hi = 0, ∀i = 1,2, . . . ,5). Eventually could appear oxygen interchange anywhere in the boundary (generally,
the part in contact with atmosphere), which would be translated into non-null coeﬃcients α5 and h5 in that part of the
boundary. The theoretical analysis of the problem with non-homogeneous boundary conditions is completely analogous to
the isolated case and, for the sake of simplicity, will not be detailed.
Thus, taking into account previous considerations, the system (1) can be written in the following equivalent way:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂ui
∂t
+wi · ∇ui − ∇ · (μi∇ui)= Ai(u˜) + gi in Q ,
∂ui
∂n
= 0 on Σ,
ui(0) = ui0, ∀i = 1, . . . ,5, in Ω,
(4)
where wi =w for i = 1,2,3,5, and w4 =w+ (0,0,W fd).
2.2. The concept of solution
Let us assume that the initial conditions ui0 ∈ L2(Ω) and the source terms gi ∈ L2(Q ), for all i = 1,2, . . . ,5. The main
diﬃculty in order to ﬁnd a solution of the system of Eqs. (4) is due to the lack of regularity of the water velocity ﬁeld w
(usually, this ﬁeld will be not smooth since it cames from the resolution of the Navier–Stokes equations).
Let us denote by I = (0, T ), V= H1(Ω)5, H= L2(Ω)5, and W 1,p,q(I; V1, V2) the space given by (cf. [29]):
W 1,p,q(I; V1, V2) =
{
u ∈ Lp(I; V1): du
dt
∈ Lq(I; V2)
}
, (5)
for V1 and V2 Banach spaces such that V1 ⊂ V2. (We must note that, for the particular case in which V1 = V and V2 = V′ ,
we have the injection W 1,p,q(I;V,V′) ⊂ C(I;H) if q  pp−1 ; however, if q < pp−1 , we can only assure that W 1,p,q(I;V,V′) ⊂
C(I;V′).)
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equation), where we are assuming the classical framework H1(Ω) ⊂ L2(Ω) ≡ L2(Ω)′ ⊂ H1(Ω)′:
Deﬁnition 2. We say that u ∈ W 1,2,1(I;V,V′) ∩ L∞(I;H) is a very weak solution of (4) when it satisﬁes:
5∑
i=1
{
−
T∫
0
〈
dzi
dt
,ui
〉
dt +
∫
Q
w · ∇ui zi dxdt +
∫
Q
μi∇ui · ∇zi dxdt
}
=
5∑
i=1
{∫
Q
Ai(u˜)zi dxdt +
∫
Q
gi zi dxdt +
∫
Ω
ui0z
i(0)dx
}
, ∀z ∈ W 1,∞,∞(I;V,V′) such that z(T ) = 0. (6)
Deﬁnition 3. We say that u ∈ W 1,2,2(I;V,V′) with ui(0) = ui0, ∀i = 1,2, . . . ,5, is a weak solution of (4) when it satisﬁes:
5∑
i=1
{〈
dui
dt
, zi
〉
+
∫
Ω
w · ∇ui zi dx+
∫
Ω
μi∇ui · ∇zi dx
}
=
5∑
i=1
{∫
Ω
Ai(u˜)zi dx+
∫
Ω
gi zi dx
}
, ∀z ∈ V, a.e. t ∈ I. (7)
Remark 4. As can be deduced from previous deﬁnitions, the main difference between the concepts of very weak solution
and weak solution relies in the regularity of the time derivative of the solution. In the case of a very weak solution, the
lack of smoothness in the time derivative of the solution does not allows us to take it as a test function in the deﬁnition;
while, in the case of a weak solution, this will be possible. Any weak solution will be a very weak solution; however, for a
very weak solution to be a weak solution will be necessary that dudt ∈ L2(I;V′) (see [29] for more details), which will not be
directly satisﬁed.
It is important to bear in mind that—from the deﬁnition of weak solution—it is a direct process to obtain energy esti-
mates, just by taking as a test function the own solution. However, for the case of very weak solutions, the energy estimates
will not immediately achieved, and the use of more reﬁned techniques will be mandatory.
Remark 5. For the type of equations we are analyzing, the regularity of the ﬂuid velocity w will be the factor determining
if we can work with weak or very weak solutions for the system (4). That is,
• if w · ∇v ∈ Lp(I; H1(Ω)′) with 1  p < 2, ∀v ∈ L2(I; H1(Ω)) ∩ L∞(I; L2(Ω)), then we will be only able to work with
very weak solutions,
• if w · ∇v ∈ Lp(I; H1(Ω)′) with 2 p, ∀v ∈ L2(I; H1(Ω)) ∩ L∞(I; L2(Ω)), then we can work with weak solutions,
where the condition w ·∇v ∈ Lp(I; H1(Ω)′), ∀v ∈ L2(I; H1(Ω))∩ L∞(I; L2(Ω)) is guaranteed if w ∈ Lq(I; L3σ (Ω)), for 1q + 12 =
1
p , where
L3σ (Ω) =
{
v ∈ D(Ω)3: div(v) = 0 in Ω}L3(Ω)3 .
(In the case that Ω be a bounded domain with Lipschitz boundary, it is well known—see, for instance, Galdi [16]—that:
L3σ (Ω) =
{
v ∈ L3(Ω)3: div(v) = 0 in Ω, γn(v) = 0 in ∂Ω
}
,
where γn stands for the normal trace operator.)
Finally, we must remark that the regularity of velocity w is not restricted to the class Lq(I; L3σ (Ω)), being possible to
choose spaces of the type Lp(I; Lr(Ω)) with suitable p and r (cf. [21]).
3. Preliminary results
The theoretical analysis of the system (4) goes necessarily through the resolution of the following generic parabolic
equation:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂u
∂t
+w · ∇u − μu + k1(x, t)u − k2(x, t)u = f in Q ,
∂u
∂n
= 0 on Σ,
u(0) = u0 in Ω,
(8)
where μ > 0, and k1(x, t),k2(x, t) 0 a.e. (x, t) ∈ Q (the regularity of coeﬃcients and data will be detailed in each result).
We will divide the results into three blocks:
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for Eq. (8) in the case we are only working with very weak solutions. In order to do that, we have been inspired by the
techniques and results of Blanchard and Murat [4] and Boccardo et al. [5], among others.
• In the second block we will demonstrate the existence and uniqueness of solution for Eq. (8).
• Finally, in the third block, we will present several auxiliary results giving supplementary information for the solution of
Eq. (8), which will be used in the theoretical analysis of the original system (4).
3.1. Auxiliary results for uniqueness of solution
All along this section we will assume the following functional framework:
H10,Γ0 (Ω) ⊂ L2(Ω) ≡ L2(Ω)′ ⊂ H10,Γ0 (Ω)′,
where for an integer m, Hm0,Γ0 (Ω) = {u ∈ Hm(Ω): u|Γ0 = 0}, with Γ0 ⊂ ∂Ω such that meas(Γ0) 0.
Lemma 6. Let us consider the following functional space:
K =
{
θ ∈ L2(I; H10,Γ0 (Ω)): dθdt ∈ L2(I; H10,Γ0 (Ω)′)+ L1(I; L1(Ω))
}
.
Then, K ⊂ C(I; L1(Ω)), and
‖θ‖C(I;L1(Ω))  C
(
‖θ‖L2(I;H10,Γ0 (Ω)) +
∥∥∥∥dθdt
∥∥∥∥
L2(I;H10,Γ0 (Ω)′)+L1(I;L1(Ω))
)
.
Remark 7. We must note that H10,Γ0 (Ω)
′, L1(Ω) ⊂ (H2Γ0 (Ω))′ . Thus, the sum space in the deﬁnition of K makes sense.
Proof. The proof will be developed into three steps.
Step 1. As a ﬁrst step we will construct a linear prolongation operator
P : K →
{
z ∈ L2(R; H10,Γ0 (Ω)): dzdt ∈ L2(R; H10,Γ0 (Ω)′)+ L1(R; L1(Ω))
}
such that:
P (θ)|(0,T ) = θ, ∀θ ∈ K,∥∥P (θ)∥∥L2(R;H10,Γ0 (Ω))  C1‖θ‖L2(I;H10,Γ0 (Ω)),∥∥∥∥dP (θ)dt
∥∥∥∥
L2(R;H10,Γ0 (Ω)′)+L1(R;L1(Ω))
 C2
(
‖θ‖L2(I;H10,Γ0 (Ω)) +
∥∥∥∥dθdt
∥∥∥∥
L2(I;H10,Γ0 (Ω)′)+L1(I;L1(Ω))
)
.
In order to construct this operator we begin with a zero prolongation: We consider a function η ∈ C∞(R) such that:
η(t) =
{
1 if t  T4 ,
0 if t  3T4 ,
and 0 η(t) 1, ∀t ∈ R. For an arbitrary mapping f deﬁned in (0, T ) we deﬁne its zero prolongation f˜ deﬁned in (0,∞)
by
f˜ (t) =
{
f (t) if t < T ,
0 if t  T .
We have that ηθ˜ ∈ L2(0,∞; H10,Γ0 (Ω)) and
d(ηθ˜)
dt = η d˜θdt + η′θ˜ ∈ D′((0,∞); H10,Γ0 (Ω)′ + L1(Ω)). On the other hand, since
θ ∈ K, we have:
dθ
dt
= α + β, with α ∈ L2(I; H10,Γ0 (Ω)′) and β ∈ L1(I; L1(Ω)).
So,
d˜θ = α˜ + β˜, with α˜ ∈ L2(0,∞; H10,Γ0 (Ω)′) and β˜ ∈ L1(0,∞; L1(Ω)).dt
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d(ηθ˜)
dt
= (η′θ˜ + ηα˜) + ηβ˜ ∈ L2(0,∞; H10,Γ0 (Ω)′)+ L1(0,∞; L1(Ω)),
from which we obtain the estimate for the norm of d(ηθ˜)dt in the sum space L
2(0,∞; H10,Γ0 (Ω)′) + L1(0,∞; L1(Ω)):∥∥∥∥d(ηθ˜)dt
∥∥∥∥
L2(0,∞;H10,Γ0 (Ω)′)+L1(0,∞;L1(Ω))
 C
(
‖θ‖L2(I;H10,Γ0 (Ω)) +
∥∥∥∥dθdt
∥∥∥∥
L2(I;H10,Γ0 (Ω))+L1(I;L1(Ω))
)
.
Once the zero prolongation is deﬁned we follow with a reﬂection: For any u ∈ L2(0,∞; H10,Γ0 (Ω)) with dudt ∈
L2(0,∞; H10,Γ0 (Ω)′) + L1(0,∞; L1(Ω)) we deﬁne its prolongation by reﬂection by
u∗(t) =
{
u(t) if t > 0,
u(−t) if t < 0.
We have that:
du∗
dt
=
{
du
dt (t) if t > 0,
− dudt (−t) if t < 0.
Moreover,∥∥u∗∥∥L2(R;H10,Γ0 (Ω)) √2‖u‖L2(0,∞;H10,Γ0 (Ω)),∥∥∥∥du∗dt
∥∥∥∥
L2(R;H10,Γ0 (Ω)′)+L1(R;L1(Ω))
 2
∥∥∥∥dudt
∥∥∥∥
L2(0,∞;H10,Γ0 (Ω))+L1(0,∞;L1(Ω))
.
Then, if we denote v1 = (ηθ˜)∗ ∈ L2(R; H10,Γ0 (Ω)) and v2 = ((1 − η)θ̂)∗∗ (where θ̂ ∈ L2(−∞, T ; H10,Γ0 (Ω)) is the
analogous zero prolongation for t  0 of θ ∈ L2(I; H10,Γ0 (Ω)) and u∗∗ ∈ L2(R; H10,Γ0 (Ω)) is the analogous reﬂection of
u ∈ L2(−∞, T ; H10,Γ0 (Ω)) with respect to T ), we will deﬁne P (θ) = v1 + v2. Clearly, this prolongation operator veriﬁes
previous properties and supp(P (θ)) ⊂ [−T ,2T ].
Step 2. As a second step we will use a convolution approximation. We consider a sequence of functions {ρn}n∈N such
that:
ρn ∈ D(R), ∀n ∈ N,
supp(ρn) ⊂ B
(
0,
1
n
)
, ∀n ∈ N,
ρn  0, ∀n ∈N,∫
R
ρn dx = 1, ∀n ∈ N.
From classical results we know that for all n ∈N:
θn = ρn ∗ P (θ) ∈ C∞
(
R; H10,Γ0 (Ω)
)
,
dθn
dt
= ρn ∗ dP (θ)
dt
= αn + βn ∈ L2
(
R; H10,Γ0 (Ω)′
)+ L1(R; L1(Ω)),
where dP (θ)dt = α + β , with α ∈ L2(R; H10,Γ0 (Ω)′) and β ∈ L1(R; L1(Ω)), αn = ρn ∗ α and βn = ρn ∗ β . Moreover,
θn → P (θ) in L2
(
R; H10,Γ0 (Ω)
)
,
dθn
dt
→ dP (θ)
dt
in L2
(
R; H10,Γ0 (Ω)′
)+ L1(R; L1(Ω)),
αn → α in L2
(
R; H10,Γ0 (Ω)′
)
,
βn → β in L1
(
R; L1(Ω)),
and supp(θn) ⊂ [−2T ,3T ] for n large enough.
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γδ(r) =
⎧⎪⎨⎪⎩
1s if r  δ,
r
δ
if − δ  r  δ,
−1 if r −δ.
Its primitive is given by the expression:
Kδ(r) =
r∫
0
γδ(s)ds =
⎧⎪⎨⎪⎩
r − δ2 if r  δ,
r2
2δ if − δ  r  δ,
−r − δ2 if r −δ.
A simple computation also gives that 0 |r| − Kδ(r) δ2 , ∀r ∈ R.
Let us see now that γδ(θn) ∈ L2(R; H10,Γ0 (Ω)). To do that, we will ﬁrst prove that for all u ∈ H10,Γ0 (Ω), γδ(u) ∈ H10,Γ0(Ω).
Since
H10,Γ0 (Ω) =
{
v ∈ D(Ω): v |Γ0 = 0
}H1(Ω),
for all u ∈ H10,Γ0(Ω) there will be a sequence {un}n∈N ⊂ {v ∈ D(Ω): v |Γ0 = 0} such that un → u in H1(Ω). Moreover,
∇γδ(un) = γ ′δ (un)∇un , from which γδ(un) ∈ H1(Ω) ∩ C(Ω) with γδ(un)|Γ0 = 0. Thus, γδ(un) ∈ H10,Γ0 (Ω). On the other hand,
γδ(un) → γδ(u) in L2(Ω),∥∥∇γδ(un)∥∥L2(Ω)3  1δ ‖∇un‖L2(Ω)3
⎫⎬⎭ ⇒ γδ(un) ⇀ γδ(u) in H1(Ω)
(in fact, it can be easily proved that the convergence is strong, due to the fact that γδ(s) = min(1,max(−1, sδ )) and that
the substitution operator associated to absolute value is strongly continuous from H1(Ω) into itself). Then, since H10,Γ0 (Ω)
is weakly closed in H1(Ω), we obtain that γδ(u) ∈ H10,Γ0(Ω). Finally, from the estimate ‖γδ(u)‖H10,Γ0 (Ω)  C‖u‖H10,Γ0 (Ω) , we
can obtain that the function γδ : L2(R; H10,Γ0 (Ω)) → L2(R; H10,Γ0 (Ω)) is well deﬁned and demicontinuous (continuous from
the strong topology to the weak one).
Now, from classical results (see, for instance, Kavian [20]), we have that the mapping Q δ : v ∈ L2(Ω) → Q δ(v) =∫
Ω
Kδ(v(x))dx ∈ R is differentiable with 〈Q ′δ(u), v〉 =
∫
Ω
γδ(u)v dx. Then, from the fact that θn ∈ C∞(R; H10,Γ0 (Ω)), we can
say that:
d
dt
∫
Ω
Kδ
(
θn(t)
)
dx =
∫
Ω
γδ
(
θn(t)
)dθn
dt
(t)dx =
〈
dθn
dt
(t), γδ(θn)(t)
〉
H10,Γ0
(Ω)′,H10,Γ0 (Ω)
.
So, integrating in [−2T , t] the analogous expression for θn − θm:∫
Ω
Kδ
(
θn(t) − θm(t)
)
dx =
t∫
−2T
〈
αn(s) − αm(s), γδ
(
θn(s) − θm(s)
)〉
H10,Γ0
(Ω),H10,Γ0
(Ω)′ ds
+
t∫
−2T
∫
Ω
(
βn(s) − βm(s)
)
γδ
(
θn(s) − θm(s)
)
dxds
 ‖αn − αm‖L2(−2T ,3T ;H10,Γ0 (Ω)′)
∥∥γδ(θn − θm)∥∥L2(−2T ,3T ;H10,Γ0 (Ω))
+ ‖βn − βm‖L1(−2T ,3T ;L1(Ω))
∥∥γδ(θn − θm)∥∥L∞(Q ). (9)
Now, since
∇γδ(θn − θm) = γ ′δ (θn − θm)∇(θn − θm) a.e.,
we obtain that∥∥γδ(θn − θm)∥∥L2(−2T ,3T ;H10,Γ0 (Ω))  1δ ‖θn − θm‖L2(−2T ,3T ;H10,Γ0 (Ω)).
Taking the supremum in above expression (9):
0 sup
t∈[−2T ,3T ]
∫
Kδ
(
θn(t) − θm(t)
)
dx 1
δ
‖θn − θm‖L2(R;H10,Γ0 (Ω))‖αn − αm‖L2(R;H10,Γ0 (Ω)′) + ‖βn − βm‖L1(R;L1(Ω)),Ω
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sup
t∈I
∫
Ω
∣∣θn(x, t) − θm(x, t)∣∣dx 1
δ
‖αn − αm‖L2(R;H10,Γ0 (Ω)′)‖θn − θm‖L2(R;H10,Γ0 (Ω))
+ δ
2
meas(Ω) + ‖βn − βm‖L1(R;L1(Ω)), ∀δ > 0.
Then, taking δ =
√
2‖θn−θm‖L2(R;H10,Γ0 (Ω))
‖αn−αm‖L2(R;H10,Γ0 (Ω)′)
meas(Ω) , we have that:
‖θn − θm‖C(I;L1(Ω))  C
(‖θn − θm‖L2(R;H10,Γ0 (Ω)) + ‖αn − αm‖L2(R;H10,Γ0 (Ω)′))+ ‖βn − βm‖L1(R;L1(Ω)).
This fact, together with the convergence of sequences {θn}n∈N , {αn}n∈N and {βn}n∈N in L2(R; H10,Γ0 (Ω)), L2(R; H10,Γ0 (Ω)′)
and L1(R; L1(Ω)), respectively, assures that {θn}n∈N is a Cauchy sequence in C(I; L1(Ω)) and, consequently, θ ∈ C(I; L1(Ω)).
Finally, analogous computations allow us to obtain the estimate:
‖θ‖C(I;L1(Ω))  C
(‖θ‖L2(I;H10,Γ0 (Ω)) + ‖α‖L2(I;H10,Γ0 (Ω)′))+ ‖β‖L1(I;L1(Ω)). 
Corollary 8. If θ ∈ K ∩ L∞(I; Lr(Ω)), then θ ∈ C(I; Lp(Ω)), ∀p ∈ [1, r). Moreover,
‖θ‖C(I;Lp(Ω))  C
[
‖θ‖L2(I;H10,Γ0 (Ω)) + ‖θ‖L∞(I;Lr (Ω)) +
∥∥∥∥dθdt
∥∥∥∥
L2(I;H10,Γ0 (Ω)′)+L1(I;L1(Ω))
]
.
Proof. Let us take the same sequence {θn}n∈N from the proof of previous Lemma 6. We know that, for p1, p2, p ∈ [1,∞]
and λ ∈ [0,1]:
1
p
= λ
p1
+ 1− λ
p2
⇒ ‖v‖Lp(Ω)  ‖v‖λLp1 (Ω)‖v‖1−λLp2 (Ω), ∀v ∈ Lp1 (Ω) ∩ Lp2 (Ω).
Then, if p ∈ [1,∞] is such that 1p = λ + 1−λr , with λ ∈ [0,1], we have:∥∥θn(t) − θm(t)∥∥Lp(Ω)  ∥∥θn(t) − θm(t)∥∥λL1(Ω)∥∥θn(t) − θm(t)∥∥1−λLr(Ω),
from which we obtain:
sup
t∈I
∥∥θn(t) − θm(t)∥∥Lp(Ω)  C sup
t∈I
∥∥θn(t) − θm(t)∥∥λL1(Ω), ∀p ∈ [0, r),
with λ such that 1p = λ + 1−λr .
Thus, {θn}n∈N is a Cauchy sequence in C(I; Lp(Ω)), ∀p ∈ [1, r), and, consequently, θ ∈ C(I; Lp(Ω)), ∀p ∈ [1, r). 
Corollary 9. If θ ∈ K, then∫
Ω
Kδ
(
θ(t)
)
dx−
∫
Ω
Kδ
(
θ(0)
)
dx =
t∫
0
∫
Ω
β(s)γδ
(
θ(s)
)
dxds +
t∫
0
〈
α(s), γδ
(
θ(s)
)〉
ds, ∀t ∈ I.
Proof. It is enough to consider the corresponding formula for the elements of the sequence {θn}n∈N and pass to the limit,
using its convergence in C(I; L1(Ω)) ∩L2(I; H10,Γ0 (Ω)), the continuity (see Kavian [20]) of the mapping Q δ from L1(Ω) to
R and the following convergence:
βn → β in L1
(
I; L1(Ω)),
αn → α in L2
(
I; H10,Γ0 (Ω)′
)
,
γδ(θn) ⇀ γδ(θ) in L
2(I; H10,Γ0 (Ω)). 
The following technical result, whose proof can be obtained with similar arguments to those employed in previous
lemma, will be very useful in the demonstration of the existence of solution for Eq. (8):
Lemma 10. Let v ∈ W 1,∞,∞(I; H10,Γ0 (Ω), H10,Γ0 (Ω)′) and u ∈ W 1,1,1(I; H10,Γ0 (Ω), H10,Γ0 (Ω)′) ∩ L∞(I; L2(Ω)). Then, for all 0 
t1  t2  T , we have
(
u(t2), v(t2)
)
L2(Ω) −
(
u(t1), v(t1)
)
L2(Ω) =
t2∫
t1
〈
du
dt
(s), v(s)
〉
H10,Γ0
(Ω)′,H10,Γ0 (Ω)
ds +
t2∫
t1
〈
dv
dt
(s),u(s)
〉
H10,Γ0
(Ω)′,H10,Γ0 (Ω)
ds.
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In this paragraph we will demonstrate that Eq. (8) has a unique solution, which is also continuous with respect to data.
In order to do that, we will assume a minimal requirement on the regularity of the coeﬃcients w, k1 and k2.
The analysis of linear parabolic equations where the bilinear form is only L2 in time is hard to handle, mainly when
we are trying to obtain uniqueness results. In the mathematical literature we can ﬁnd a generalization of the Lions–Tartar
Theorem to the case L2 in time (see [30]) where the existence of solution is obtained via the Rothe method. In the following
lemma we will demonstrate the existence and uniqueness of solution for a particular case of linear parabolic equation with
bilinear form is only L2 in time, being the proof generalizable—under the corresponding hypotheses on the bilinear form—to
any type of linear parabolic equation.
So, we consider the following mappings:
a : H1(Ω) × H1(Ω) →R, a(ξ1, ξ2)= ∫
Ω
μ∇ξ1 · ∇ξ2 dx,
b : L3σ (Ω) × H1(Ω) × H1(Ω) →R, b
(
w, ξ1, ξ2
)= ∫
Ω
(
w · ∇ξ1)ξ2 dx,
c : L 32 (Ω) × H1(Ω) × H1(Ω) → R, c(k, ξ1, ξ2)= ∫
Ω
kξ1ξ2 dx.
Lemma 11. Let us assume that f ∈ L2(Q ), u0 ∈ L2(Ω), k1 ∈ L2(I; L 32 (Ω)), k2 ∈ L∞(Q ) and w ∈ L2(I; L3σ (Ω)). Then, there exists a
unique very weak solution u ∈ W 1,2,1(I; H1(Ω), H1(Ω)′) of the parabolic equation (8). Moreover, u ∈ K ∩ L∞(I; L2(Ω)), and the
mapping
( f ,u0) ∈ L2(Q ) × L2(Ω) → u ∈ W 1,2,1
(
I; H1(Ω), H1(Ω)′)∩ L∞(I; L2(Ω))∩ K
will be Lipschitz continuous. Finally, the following energy inequality will be veriﬁed:
∥∥u(t)∥∥2L2(Ω) + 2μ
t∫
0
∥∥∇u(s)∥∥2L2(Ω)3 ds ‖u0‖2L2(Ω) + 2‖k2‖L∞(Ω)
t∫
0
∥∥u(s)∥∥2L2(Q ) ds + 2
t∫
0
(
f (s),u(s)
)
L2(Ω) ds. (10)
Proof. For the existence we will use a classical Galerkin approach. Let {w1, . . . ,wm, . . .} be a basis of H1(Ω). We denote
Wm = 〈{w1, . . . ,wm}〉 and assume the existence of a self-adjoint projection Pm : L2(Ω) → L2(Ω) such that Pm(H1(Ω)) =
Wm with ‖Pm |H1(Ω)‖L(H1(Ω),H1(Ω))  C , where C is a positive constant independent on m. (As it is well known the set of
eigenfunctions of the Laplacian operator with Neumann boundary conditions provides us with a basis under those condi-
tions. The only point where we will make use of this property will be in obtaining the energy inequality (10).) Finally, let
us take a sequence {u0,m}m∈N such that u0,m ∈ Wm and u0,m → u0 in L2(Ω).
We consider then the approximated problem corresponding to (8), consisting of ﬁnding um(t) =∑mj=1 g j,m(t)w j ∈ Wm
solution of⎧⎪⎪⎪⎨⎪⎪⎪⎩
d
dt
(
um(t),wi
)
L2(Ω) + a
(
um(t),wi
)+ b(w(t),um(t),wi)+ c(k1(t),um(t),wi)
= c(k2(t),um(t),wi)+ ( f (t),wi)L2(Ω), ∀i = 1, . . . ,m,
um(0) = u0,m.
(11)
If we introduce the following notations:
(Cm)i, j = (w j,wi)L2(Ω), ∀i, j = 1, . . . ,m,(
B1m(t)
)
i, j = b
(
w(t),w j,wi
)+ c(k1(t),w j,wi), ∀i, j = 1, . . . ,m,(
B2m(t)
)
i, j = c
(
k2(t),w j,wi
)
, ∀i, j = 1, . . . ,m,
(Am)i, j = a(w j,wi), ∀i, j = 1, . . . ,m,(
gm(t)
)
i = gi,m(t), ∀i = 1, . . . ,m,(
dm(t)
)
i =
(
f (t),wi
)
L2(Ω), ∀i = 1, . . . ,m,
(u0,m)i such that u0,m =
m∑
(u0,m)i wi,
i=1
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dgm
dt
(t) = −(Cm)−1
(
Am + B1m(t) − B2m(t)
)
gm(t) + (Cm)−1dm(t) a.e. t ∈ I,
gm(0) = u0,m.
(12)
We must note that the second member of above equation is not continuous and, although there exist several general
results in order to prove the existence of solution of this type of equations, we will present here an alternative simpler
proof for the sake of completeness.
In order to demonstrate that problem (12) has a unique solution gm : I → Rm , we only need to prove that the mapping
T : η ∈ C(I;Rm) → T (η) ∈ C(I;Rm) given by
T (η)(t) = u0,m −
t∫
0
(Cm)
−1(Am + B1m(s) − B2m(s))η(s)ds + t∫
0
(Cm)
−1dm(s)ds
has a unique ﬁxed point. In C(I;Rm), we will consider the following norm:
‖η‖B = sup
0tT
{
e−kt
∥∥η(t)∥∥
Rm
}
,
with a suitable k > 0. Let A˜m(t) = (Cm)−1(Am + B1m(t) − B2m(t)). Since w ∈ L2(I; L3σ (Ω)), k1 ∈ L2(I; L
3
2 (Ω)) and k2 ∈ L∞(Q ),
we have that A∗m ∈ L2(I;Mm×m(R)), and∥∥∥∥∥
t∫
0
(Cm)
−1(Am + B1m(s) − B2m(s))η(s)ds
∥∥∥∥∥
Rm
 e
kt
√
2k
‖ A˜m‖L2(I;Mm×m(R))‖η‖B .
Thus,
sup
0tT
{
e−kt
∥∥∥∥∥
t∫
0
(Cm)
−1(Am + B1m(s) − B2m(s))η(s)ds
∥∥∥∥∥
Rm
}
 1√
2k
‖ A˜m‖L2(I;Mm×m(R))‖η‖B ,
from which, taking k large enough such that
‖A∗m‖L2(I;Mm×m(R))√
2k
< 1, we obtain that mapping T is contractive in space C(I;Rm)
endowed with the norm ‖ · ‖B , and, consequently, it has a unique ﬁxed point gm ∈ C(I;Rm), solution of (12).
Now, multiplying (11) by (gm)i and summing in i, we obtain that (note that
dgm
dt ∈ L2(I;Rm) since dm ∈ L2(I;Rm)):
1
2
d
dt
(
um(t),um(t)
)
L2(Ω) + a
(
um(t),um(t)
)+ c(k1,um(t),um(t))= c(k2,um(t),um(t))+ ( f (t),um(t))L2(Ω). (13)
Integrating in [0, t], we achieve the following energy inequality for um (recall that k1(x, t) 0 a.e. (x, t) ∈ Q ):
∥∥um(t)∥∥2L2(Ω) + 2μ
t∫
0
∥∥∇um(s)∥∥2L2(Ω)3 ds
 ‖u0,m‖2L2(Ω) + 2
t∫
0
(
f (s),um(s)
)
L2(Ω) ds + 2‖k2‖L∞(Q )
t∫
0
∥∥um(s)∥∥2L2(Ω) ds, (14)
from which we easily obtain, by Gronwall’s lemma, that:
‖um‖2L∞(I;L2(Ω))  e1+2‖k2‖L∞(Q )T
[‖u0,m‖2 + ‖ f ‖2L2(Q )],
T∫
0
∥∥Ê∇um(s)∥∥2L2(Ω)3  12μ e1+2‖k2‖L∞(Q )T [‖u0,m‖2 + ‖ f ‖2L2(Q )]. (15)
Thanks to (15) and the convergence of u0,m to u0 in L2(Ω), we know that {um}m∈N is bounded in L2(I; H1(Ω)) ∩
L∞(I; L2(Ω)), thus, there exist a subsequence of {um}m∈N , still denoted in the same way, such that:
um ⇀ u in L
2(I; H1(Ω)), um ⇀∗ u in L∞(I; L2(Ω)).
This convergence, along with the integration by parts formula obtained in Lemma 10, allows us to pass to the limit in
Eq. (11), obtaining that u ∈ W 1,2,1(I; H1(Ω), H1(Ω)′) ∩ L∞(I; L2(Ω)) is a very weak solution of (8). Moreover, u satisﬁes
analogous estimates to those obtained in (15) replacing um by u and u0,m by u0.
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adjoint projection Pm under the hypotheses given at the beginning of this proof. Even in this case we can assure (see [29])
that ‖ dumdt ‖L1(I;H1(Ω)′)  C . Thus, thanks to the compactness of injection W 1,2,1(I; H1(Ω), H1(Ω)′) ⊂ L2(Q ), we have that
um → u in L2(Q ).
Multiplying now equality (14) by φ(t), with φ ∈ D(0, T ), φ  0, and integrating in I we have:
T∫
0
{∥∥um(t)∥∥2L2(Ω) + 2μ
t∫
0
∥∥∇um(s)∥∥2L2(Ω)3 ds
}
φ(t)dt

T∫
0
{
‖u0,m‖2 + 2
t∫
0
(
f (s),um(s)
)
L2(Ω) ds + 2‖k2‖L∞(Q )
t∫
0
∥∥um(s)∥∥2L2(Ω) ds
}
φ(t)dt,
from which, passing to the inferior limit thanks to previous convergence for um , we can obtain that
T∫
0
{∥∥u(t)∥∥2L2(Ω) + 2μ
t∫
0
∥∥∇u(s)∥∥2L2(Ω)3 ds
}
φ(t)dt

T∫
0
{
‖u0‖2 + 2
t∫
0
(
f (s),u(s)
)
L2(Ω) ds + 2‖k2‖L∞(Q )
t∫
0
∥∥u(s)∥∥2L2(Ω) ds
}
φ(t)dt, ∀φ ∈ D(0, T ), φ  0.
Thus, we obtain the energy inequality (10) for a.e. t ∈ I .
Finally, in order to prove the uniqueness of the solution, let us assume the existence of two very weak solutions u1 and
u2 for Eq. (8) and call u12 = u1 − u2. We have that du12dt = α + β with α ∈ L2(I; H1(Ω)′) and β ∈ L1(I; L1(Ω)) satisfying:
〈α, z〉 = −
T∫
0
∫
Ω
μ∇u12 · ∇z dxdt, ∀z ∈ L2
(
I; H1(Ω)),
β = −w · ∇u12 − ku12.
Then, by Corollary 9, we know that∫
Ω
Kδ
(
u12(t)
)
dx+ μ
t∫
0
∫
Ω
∇u12(s) · ∇
(
γδ
(
u12(s)
))
dxdt
+
t∫
0
∫
Ω
k1(s, x)u12(s)γδ
(
u12(s)
)
dxdt +
t∫
0
∫
Ω
w(s) · ∇u12γδ
(
u12(s)
)
dxdt
=
t∫
0
∫
Ω
k2(s, x)u12(s)γδ
(
u12(s)
)
dxdt a.e. t ∈ I.
Now, bearing in mind that∫
Ω
∇u12(s) · ∇
(
γδ
(
u12(s)
))
dx =
∫
Ω
γ ′δ
(
u12(s)
)∣∣∇u12(s)∣∣2 dx 0 a.e. s ∈ I,
∫
Ω
w(s) · ∇u12(s)γδ
(
u12(s)
)
dx =
∫
Ω
w(s) · ∇(Kδ(u12(s)))dx = 0 a.e. s ∈ I,
∫
Ω
k1(s, x)u12(s)γδ
(
u12(s)
)
dx 0 a.e. s ∈ I,
∫
Ω
k2(s, x)u12(s)γδ
(
u12(s)
)
dx ‖k2‖L∞(Q )
∥∥u12(s)∥∥L1(Ω) a.e. s ∈ I,
and taking into account that 0 |r| − Kδ(r) δ2 , we have that
∥∥u12(t)∥∥L1(Ω)  δ2 meas(Ω) + ‖k2‖L∞(Ω)
t∫ ∥∥u12(s)∥∥L1(Ω) ds, ∀δ  0,0
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and, consequently, u12 ≡ 0, that is, there exists a unique solution u1 ≡ u2.
In order to conclude the proof of the lemma, we only need to demonstrate the continuity of the solution with respect to
data. So, we consider f1, f2 ∈ L2(Q ) and u0,1,u0,2 ∈ L2(Ω). Let u1,u2 ∈ L2(I; H1(Ω))∩ L∞(I; L2(Ω)) be the unique solutions
of Eq. (8) corresponding to data ( f1,u0,1) and ( f2,u0,2), respectively. Then, thanks to the linearity of the equation and the
estimates analogous to (15) for u, we have:
‖u1 − u2‖L∞(I;L2(Ω))∩L2(I;H1(Ω))  C
(‖ f1 − f2‖L2(Q ) + ‖u0,1 − u0,2‖L2(Ω)).
Recovering the time derivatives from the equation, we also have:∥∥∥∥d(u1 − u2)dt
∥∥∥∥
L1(I;L1(Ω))+L2(I;H1(Ω)′)
 C
(‖ f1 − f2‖L2(Q ) + ‖u0,1 − u0,2‖L2(Ω)).
So, we obtain that u1 − u2 ∈ K ∩ L∞(I; L2(Ω)) and
‖u1 − u2‖C(I;Lp(Ω))  C
(‖ f1 − f2‖L2(Q ) + ‖u0,1 − u0,2‖L2(Ω)).
Thus, the solution is Lipschitz continuous with respect to data in the space C(I; Lp(Ω)) ∩ W 1,2,1(I; H1(Ω), H1(Ω)′) ∩
L∞(I; L2(Ω)), with p ∈ [1,2). 
3.3. Supplementary results on the solution
In this paragraph we will prove several technical results in order to obtain additional properties for the solution of Eq. (8)
under more restrictive hypothesis on coeﬃcients. We will obtain ﬁrstly these results for the case in which the regularity of
the coeﬃcients allows us to deal with weak solutions, and then we will obtain then, by a time regularization procedure, for
the case of less smooth coeﬃcients and very weak solutions. We begin by introducing several notation in order to simplify
the exposition of the following properties:
Hypothesis 12. We say that the coeﬃcients w, k1 and k2 of Eq. (8) verify the very weak Hypothesis 12 if:
• w ∈ L2(I; L3σ (Ω)),
• k1 ∈ L2(I; L 32 (Ω)),
• k2 ∈ L∞(Q ).
Hypothesis 13. We say that the coeﬃcients w, k1 and k2 of Eq. (8) verify the weak Hypothesis 13 if:
• w ∈ L∞(I; L3σ (Ω)),
• k1 ∈ L∞(I; L 32 (Ω)),
• k2 ∈ L∞(Q ).
The notation of each hypothesis is given by the type of solution that can be obtained for data f ∈ L2(Q ) and u0 ∈ L2(Ω),
that is, for coeﬃcients w, k1 and k2 verifying the very weak Hypothesis 12 there will be a unique very weak solution of
Eq. (8) and, in an analogous way, for coeﬃcients w, k1 and k2 verifying the weak Hypothesis 13 there will be a unique weak
solution of Eq. (8). In the following lemma we will demonstrate a technical result giving us information on the very weak
solutions of Eq. (8) from results on the weak solutions:
Lemma 14. Let us consider coeﬃcients w, k1 and k2 verifying the very weak Hypothesis 12. Let {wn}n∈N and {k1,n}n∈N be sequences
such that ∀n ∈N, wn, k1,n and k2 satisfy the weak Hypothesis 13 and
wn →w in L2
(
I; L3σ (Ω)
)
, k1,n → k1 in L2
(
I; L 32 (Ω)).
Then the sequence of weak solutions {un}n∈N ⊂ W 1,2,2(I; H1(Ω), H1(Ω)′) of Eq. (8) with coeﬃcients wn, k1,n and k2 veriﬁes:
un ⇀ u in L
2(I; H1(Ω)), un ⇀∗ u in L∞(I; L2(Ω)), un → u in L2(Q ),
with u ∈ W 1,2,1(I; H1(Ω), H1(Ω)′) ∩ L∞(I; L2(Ω)) very weak solution of Eq. (8) with coeﬃcients w, k1 and k2 .
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‖un‖2L∞(I;L2(Ω)) + ‖Êun‖2L2(I;H1(Ω)) max
(
1,
1
μ
)
e1+‖k2‖L∞(Q )T
[‖u0‖2L2(Ω)Ê+ Ê‖ f Ê‖2L2(Q )].
From previous inequality we obtain that the sequence {un}n∈N is bounded in L2(I; H1(Ω)) ∩ L∞(I; L2(Ω)) and, thus,
(recovering dundt from the equation) also in W
1,2,1(I; H1(Ω), H1(Ω)′). Now, since the space W 1,2,1(I; H1(Ω), H1(Ω)′) ∩
L∞(I; L2(Ω)) is compactly embedded in L2(Q ) (in fact, in L 103 −(Q ) for any  > 0), there will exist a subsequence of
{un}n∈N , still denoted in the same way, such that:
un ⇀ u in L
2(I; H1(Ω)),
un ⇀
∗ u in L∞
(
I; L2(Ω)),
un → u in L2(Q ).
It only remains to prove that u is solution (in fact, the unique solution) of (8) with coeﬃcients w, k1 and k2. In order to
do this, we will take as test function z = v(t), with v ∈ W 1,∞,∞(I; H1(Ω), H1(Ω)′) and v(T ) = 0, in the weak formulation
of un , integrate in time (for obtaining a very weak formulation) and pass to the limit in n. Thus, we obtain that u is the
desired solution of (8). 
Remark 15. An argument similar to that of the proof of Lemma 6, allows us to regularize in time any element v ∈
Lp(I; Lq(Ω)), with p, q  1 and p < ∞ by means of a sequence {vn}n∈N ⊂ L∞(I; Lq(Ω)) convergent to v in Lp(I; Lq(Ω)).
Thus, above lemma can be completed by saying that any very weak solution of Eq. (8) can be approximated by a sequence
of weak solutions of (8) obtained by a time regularization of the coeﬃcients.
Lemma 16. Let us assume that the ﬂuid velocity w and the reaction coeﬃcients k1 and k2 verify the weak Hypothesis 13. Then,
∀ f ∈ L2(Q ) and ∀u0 ∈ L2(Ω) such that f (x, t)  0 a.e. (x, t) ∈ Q and u0(x)  0 a.e. x ∈ Ω , the unique weak solution u ∈
W 1,2,2(I; H1(Ω), H1(Ω)′) of (8) veriﬁes u(x, t) 0 a.e. (x, t) ∈ Q .
Proof. The positivity of the weak solution will result from taking as test function its negative part u− = min(u,0). Bearing
in mind that we are dealing with weak solutions, by classical results, we know that u− ∈ L2(I; H1(Ω)) ∩ C(I; L2(Ω)) and
that the following integration formula is satisﬁed:
2
t2∫
t1
〈
du
dt
(s),u−(s)
〉
H1(Ω)′,H1(Ω)
ds = ∥∥u−(t2)∥∥2L2(Ω) − ∥∥u−(t1)∥∥2L2(Ω).
On the other hand, it is also well known that for any Lipschitz continuous function G : R → R and for any ξ ∈ H1(Ω), it is
veriﬁed that G ◦ u ∈ H1(Ω) with:
∂(G ◦ ξ)
∂xi
= (G ′ ◦ ξ) ∂u
∂xi
, ∀i = 1, . . . ,n.
Thus, taking as a test function z = u−(t), integrating in [0, t], and using that, due to the positivity of data, u−(0, x) = 0
a.e. x ∈ Ω and f (x, t)u−(x, t) 0 a.e. (x, t) ∈ Q , we obtain:
1
2
∥∥u−(t)∥∥2L2(Ω) + μ
t∫
0
‖∇u−‖2L2(Ω) dxdt +
t∫
0
∫
Ω
k1(x, t)u
2− dxdt 
t∫
0
∫
Ω
k2(x, t)u
2− dxdt.
From previous inequality we deduce that:
∥∥u−(t)∥∥2L2(Ω)  2‖k2‖L∞(Q )
t∫
0
∥∥u−(s)∥∥2L2(Ω) ds,
what, thanks to Gronwall’s lemma, implies that u−(x, t) = 0 a.e. (x, t) ∈ Q and, consequently, u(x, t) 0 a.e. (x, t) ∈ Q . 
In an analogous way, we can demonstrate a similar result for the very weak solution, by using Lemmas 16 and 14:
Lemma 17. Let us assume that the ﬂuid velocity w and the reaction coeﬃcients k1 and k2 verify the very weak Hypothesis 12. Then,
∀ f ∈ L2(Q ) and ∀u0 ∈ L2(Ω) such that f (x, t)  0 a.e. (x, t) ∈ Q and u0(x)  0 a.e. x ∈ Ω , the unique very weak solution u ∈
W 1,2,1(I; H1(Ω), H1(Ω)′) ∩ Cw(I; L2(Ω)) of (8) veriﬁes u(x, t) 0 a.e. (x, t) ∈ Q .
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Lemma 18. Let us assume that the coeﬃcients w, k1 and k2 verify the weak Hypothesis 13. Then, ∀ f ∈ L2(Q ) and ∀u0 ∈ L2(Ω) such
that f (x, t) M a.e. (x, t) ∈ Q and that u0(x) M a.e. x ∈ Q , with M  0, we have that the unique weak solution of (8) veriﬁes:
u(x, t) M(1+ T )eT‖k2‖L∞(Q ) a.e. (x, t) ∈ Q . (16)
Proof. Denoting by λ = ‖k2‖L∞(Q ) , we consider the change of variable u = eλtu1. Then, we have that u1 will be the solution
of the following equation:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂u1
∂t
+w · ∇u1 − μu1 + k1(x, t)u1 +
(
λ − k2(x, t)
)
u1 = e−λt f in Q ,
∂u1
∂n
= 0 on Σ,
u1(0) = u0 in Ω.
Deﬁning now k3(x, t) = k1(x, t) + λ − k2(x, t), it is clear that k3(x, t)  0 a.e. (x, t) ∈ Q . If we consider the new change of
variable u1 = u2 + Mt , the equation veriﬁed by u2 will read:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂u2
∂t
+w · ∇u2 − μu2 + k3(x, t)u2 + k3(x, t)Mt = e−λt f − M in Q ,
∂u2
∂n
= 0 in Σ,
u2(0) = u0 in Ω.
Taking as a test function v = (u2 − M)+ and arguing as in the proof of Lemma 16 we obtain that:
1
2
∥∥(u2 − M)+∥∥2L2(Ω) + μ
t∫
0
∥∥∇(u2 − M)+(s)∥∥2L2(Ω)3 ds
+
t∫
0
∫
Ω
k3(x, s)(u2 − M)2+ dxds +
t∫
0
∫
Ω
k3(x, s)M(u2 − M)+ dxds
+
t∫
0
∫
Ω
k3(x, s)Ms(u2 − M)+ dxds 1
2
∥∥(u0 − M)+∥∥2L2(Ω) = 0,
from which we directly deduce that u2(x, t) M a.e. (x, t) ∈ Q . Thus, taking into account the previous changes of variable:
u2(x, t) M ⇒ u1(x, t) M(1+ T ) ⇒ u(x, t) M(1+ T )eλT . 
Arguing in an analogous way, by Lemma 14, we can obtain the following boundedness result for the very weak solution:
Lemma 19. Let us assume that the coeﬃcients w, k1 and k2 verify the very weak Hypothesis 12. Then, ∀ f ∈ L2(Q ) and ∀u0 ∈ L2(Ω)
such that f (x, t) M a.e. (x, t) ∈ Q and that u0(x) M a.e. x ∈ Q , with M  0, we have that the unique very weak solution of (8)
veriﬁes:
u(x, t) M(1+ T )eT‖k2‖L∞(Q ) a.e. (x, t) ∈ Q . (17)
Finally, combining above results we can deduce the following lemma, which we enunciate here in its more general
presentation corresponding to very weak solutions:
Lemma 20. Let us assume that the coeﬃcients w, k1 and k2 verify the very weak Hypothesis 12. Then, ∀ f ∈ L2(Q ) and ∀u0 ∈ L2(Ω)
such that | f (x, t)| M a.e. (x, t) ∈ Q and |u0(x)| M a.e. x ∈ Ω , the unique very weak solution u ∈ W 1,2,1(I; H1(Ω), H1(Ω)′) ∩
L∞(I; L2(Ω)) of (8) veriﬁes:∣∣u(x, t)∣∣ M(1+ T )eT‖k2‖L∞(Q ) a.e. (x, t) ∈ Q . (18)
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In this section we will demonstrate that the eutrophication system (4) has a unique bounded solution. In order to obtain
the existence of solution, we will use the Schauder’s ﬁxed point theorem on the subsystem formed by the four equations
corresponding to the species u1, . . . ,u4, and then we will analyze the equation for u5, which is uncoupled from the rest.
Finally, the uniqueness will be obtained by standard techniques, analogous to those used for the uniqueness of solution for
Eq. (8).
Theorem 21. Let us assume the following hypotheses on coeﬃcients and data:
w ∈ L2(I; L3σ (Ω)),
gi ∈ L∞(Q ) such that 0 gi(x, t) M a.e. (x, t) ∈ Q , ∀i = 1, . . . ,4,
g5 ∈ L∞(Q ) such that ∣∣g5(x, t)∣∣ M a.e. (x, t) ∈ Q ,
ui0 ∈ L∞(Ω) such that 0 ui0(x) M a.e. x ∈ Ω, ∀i = 1, . . . ,4,
u50 ∈ L∞(Ω) such that
∣∣u50(x)∣∣ M a.e. x ∈ Ω.
Then, there exists a unique very weak solution u ∈ W 1,2,1(I,V,V′) ∩ L∞(Q ) for the system of Eqs. (4) such that:
‖u‖W 1,2,1(I,V,V′)∩L∞(I;H)  C(T ,M), (19)
0 u j(x, t) C(T ,M) a.e. (x, t) ∈ Q , ∀ j = 1, . . . ,4, (20)∣∣u5(x, t)∣∣ C(T ,M) a.e. (x, t) ∈ Q , (21)
where C(T ,M) is a positive constant only depending on M and T . Moreover, the very weak solution u ∈ C(I; Lp(Ω)5), with 1 p < ∞
and it is locally Lipschitz continuous with respect to data.
Proof. The proof of the existence of solution will be divided into two steps. As a ﬁrst step, we will demonstrate the existence
of solution for the variable u˜= (u1, . . . ,u4) via the Schauder’s ﬁxed point theorem, and, as a second step, we will prove the
existence of variable u5. Let us begin by establishing several notations related to the reaction and the source terms for the
original system (1):
R˜(x, t, u˜, v˜) =
⎡⎢⎢⎢⎢⎢⎢⎣
Cnc L(x, t)
v2
KN+u1
Kr + Kmf + Kz u3KF+u2 − L(x, t)
u1
KN+u1
Kmz − C f zKz v2KF+v2
KrdΘθ(x,t)−20
⎤⎥⎥⎥⎥⎥⎥⎦ , (22)
F˜(x, t, v˜) =
⎡⎢⎢⎢⎣
g1(x, t) + Cnc Kr v2 + Cnc KrdΘθ(x,t)−20v4
g2(x, t)
g3(x, t)
g4(x, t) + Kmf v2 + Kmzv3
⎤⎥⎥⎥⎦ . (23)
Let us deﬁne now the mapping G˜ : u˜ ∈ B̂ → G˜(u˜) = v˜ ∈ B̂, where B̂ is the following bounded, closed, and convex subset of
L2(Q )4:
B̂= {u˜ ∈ L2(Q )4: u˜(x, t) 0 a.e. (x, t) ∈ Q }
and the image of u˜ by the mapping G˜, v˜= (v1, . . . , v4), is the solution of the following system, linear in each equation (not
globally), with the following order in the resolution: Eq. 2 → Eq. (3) → Eq. (4) → Eq. (1):⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂vi
∂t
+w · ∇vi − ∇ · (μi∇vi)+ Ri(x, t, u˜, v˜)vi = F i(x, t, v˜) in Q ,
∂vi
∂n
= 0 on Σ,
vi(0) = ui0 in Ω.
(24)
Let us check now that the mapping G˜ veriﬁes the hypotheses (H1) and (H2) of the Schauder’s theorem:
(H1) The mapping G : B̂→ B̂ is well deﬁned:
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R˜(x, t, u˜, v˜) =
⎡⎢⎢⎢⎢⎢⎣
Cnc L(x, t)
v2
KN+u1
Kr + Kmf + Kz u3KF+u2
Kmz
KrdΘθ(x,t)−20
⎤⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸
R˜1(x,t,u˜,v˜)
−
⎡⎢⎢⎢⎢⎢⎣
0
L(x, t) u
1
KN+u1
C f zKz
v2
KF+v2
0
⎤⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸
R˜2(x,t,u˜,v˜)
.
We begin by solving the second equation of system (24), that is, the equation corresponding to v2. For this equa-
tion we have that, for any given u˜ ∈ B̂, R2(x, t, u˜, v˜) is independent on v˜. In fact, R21(x, t, u˜, v˜) ≡ R21(x, t, u˜) ∈ L2(Q ), and
R22(x, t, u˜, v˜) ≡ R22(x, t, u˜) ∈ L∞(Q ) (since L is bounded, and u1 is non-negative). Then, we are under the hypotheses of
Lemma 11 and, thus, there exists a unique v2 ∈ W 1,2,1(I; H1(Ω), H1(Ω)′) ∩ L∞(I; L2(Ω)) very weak solution of the second
equation of system (24), verifying the following estimate (direct consequence of the energy inequality (10)):
∥∥v2(t)∥∥2L2(Ω) + 2μ2
t∫
0
∥∥∇v2(s)∥∥2L2(Ω)3  ∥∥u20∥∥2L2(Ω) + 2‖L‖L∞(Q )
t∫
0
∥∥v2(s)∥∥2L2(Ω) + 2
t∫
0
(
g2(s), v2(s)
)
L2(Ω) ds

∥∥u20∥∥2L2(Ω) +
t∫
0
∥∥g2(s)∥∥2L2(Ω) + (2‖L‖L∞(Q ) + 1)
t∫
0
∥∥v2(s)∥∥2L2(Ω) ds
 C(1+ T )M2 + (2‖L‖L∞(Q ) + 1) t∫
0
∥∥v2(s)∥∥2L2(Ω) ds
from which, by Gronwall’s lemma, we obtain that:∥∥v2∥∥L2(I;H1(Ω)) + ∥∥v2∥∥L∞(I;L2(Ω))  C(T ,M), ∀u˜ ∈ B̂.
So, recovering the time derivative from the equation,∥∥v2∥∥W 1,2,1(I;H1(Ω),H1(Ω)′)∩L∞(I;L2(Ω))  C(T ,M). (25)
Finally, by Lemmas 17 and 19, the solution v2 will be non-negative, and bounded by a constant C(T ,M) only depending
in M , i.e.,
0 v2(x, t) C(T ,M) a.e. (x, t) ∈ Q . (26)
Let us pass now to solve the third equation of system (24), that is, the equation for v3. We have that R31(x, t, u˜, v˜) ≡
R31(x, t) ∈ L∞(Q ) and R32(x, t, u˜, v˜) ≡ R32(x, t, v˜) ∈ L∞(Q ) (since v2 is non-negative). Thus, arguing in an analogous way to
previous case, there exists a unique v3 ∈ W 1,2,1(I; H1(Ω), H1(Ω)′)∩ L∞(I; L2(Ω)) very weak solution of the third equation
of system (24), which will be non-negative and bounded:∥∥v3∥∥W 1,2,1(I;H1(Ω),H1(Ω)′)∩L∞(I;L2(Ω))  C(T ,M),
0 v3(x, t) C(T ,M) a.e. (x, t) ∈ Q . (27)
Once obtained the existence and uniqueness for Eqs. (2) and (3), we try now to solve in a similar way the fourth
equation. We only need to take into account that, in this case, the already found solutions v2 and v3 only appear in
the source term F 4(x, t, v˜), that will be in L∞(Q ) (since v2 and v3 are bounded). Thus, there exists a unique v4 ∈
W 1,2,1(I; H1(Ω), H1(Ω)′) ∩ L∞(I; L2(Ω)) very weak solution of the fourth equation of system (24), which will be non-
negative and bounded:∥∥v4∥∥W 1,2,1(I;H1(Ω),H1(Ω)′)∩L∞(I;L2(Ω))  C(T ,M),
0 v4(x, t) C(T ,M) a.e. (x, t) ∈ Q . (28)
Finally, for the last equation left to solve (which is actually the ﬁrst equation of system (24)), by putting together previous
arguments, we can also obtain the existence of a unique v1 ∈ W 1,2,1(I; H1(Ω), H1(Ω)′) ∩ L∞(I; L2(Ω)) very weak solution
of the ﬁrst equation of system (24), which will also be non-negative and bounded:∥∥v1∥∥W 1,2,1(I;H1(Ω),H1(Ω)′)∩L∞(I;L2(Ω))  C(T ,M),
0 v1(x, t) C(T ,M) a.e. (x, t) ∈ Q . (29)
152 L.J. Alvarez-Vázquez et al. / J. Math. Anal. Appl. 349 (2009) 135–155We must remark that the different constants C(T ,M) appearing in the estimates (25)–(29) are independent on u˜, which
will play a crucial role in our proof. So, deﬁning as C(T ,M) the larger of previous constants, we have that, ∀u˜ ∈ B̂, the
element v˜= G˜(u˜) veriﬁes:∥∥G˜(u˜)∥∥W 1,2,1(I;H1(Ω)4,[H1(Ω)4]′)  C(T ,M),
0 G˜(u˜)(x, t) C(T ,M) a.e. (x, t) ∈ Q .
If we deﬁne now the set B˜ = {u˜ ∈ B̂: ‖u˜‖L2(Q )  C(T ,M)}, from above estimates we have that ∀u˜ ∈ B̂, G˜(u˜) ∈ B˜. So,
G˜|B˜ : B˜→ B˜.
(H2) The mapping G˜|B˜ : B˜→ B˜ is compact:
Since we are working in a metric space B˜, in order to prove that G˜ in continuous, it is enough to demonstrate that it is
sequentially continuous. So, we will consider a sequence {u˜n}n∈N ⊂ B˜ convergent in L2(Ω)4 to an element u˜ ∈ B˜. We only
need to prove that v˜n = G˜(u˜n) → G˜(u˜) in L2(Ω)4. We know that, due to the fact that G˜(u˜n) is bounded in W 1,2,1(I; H1(Ω)4,
[H1(Ω)4]′) ∩ L∞(I; L2(Ω)4) by a constant only dependent on data, we can ﬁnd a subsequence of {v˜n}n∈N , still denoted in
the same way, and an element v˜ ∈ B˜ such that:
v˜n → v˜ in L2(Q )4,
v˜n ⇀ v˜ in L
2(I; H1(Ω)4),
v˜n ⇀
∗ v˜ in L∞
(
I; L2(Ω)4). (30)
We have to demonstrate that v˜= G˜(u˜). From the deﬁnition (24) of v˜n = G˜(u˜n) we have that each element of the sequence
{v˜n}n∈N must verify:
4∑
i=1
{∫
Q
μi∇vin · ∇zi dxdt +
∫
Q
w · ∇vinzi dxdt −
T∫
0
〈
dzi
dt
, vin
〉
dt +
∫
Q
Ri(x, t, u˜n, v˜n)v
i
nz
i dxdt
}
=
4∑
i=1
{∫
Q
gi zi dxdt +
∫
Q
F i(x, t, v˜n)z
i dxdt +
∫
Ω
ui0z
i(0)dx
}
, ∀z˜ ∈ W 1,∞,∞(I; H1(Ω)4, [H1(Ω)4]′) s.t. z(T ) = 0.
The pass to the limit in the above variational formulation is possible by the convergence (30). The only diﬃculties in this
pass to the limit appear in the terms of the type
∫
Q
ukn
K+u jn
v jnz
i ,
∫
Q
ukn
K+ukn v
j
nz
i dxdt ,
∫
Q
vln
K+vln v
j
nz
i dxdt or
∫
Q
vln
K+ukn v
j
nz
i dxdt ,
but in these cases the boundedness and the pointwise convergence of u
k
n
K+ukn to
uk
K+uk , and of
1
K+ukn to
1
K+uk a.e. (x, t) ∈ Q ,
together with the strong convergence of v jn to v
j in L
10
3 −(Q ) for  > 0, allows us to overcome these diﬃculties. Thus, we
conclude that v˜= G˜(u˜), which proves the continuity of the mapping G˜.
Finally, the compactness of G˜ is a direct consequence of the generalized Aubin–Lions’ lemma [29], which states that the
embedding of the space W 1,2,1(I; H1(Ω)4, [H1(Ω)4]′) ∩ L∞(I; L2(Ω)4) into L 103 −(Q )4 is compact, for  > 0.
Thus, since hypotheses (H1) and (H2) are satisﬁed, Schauder’s ﬁxed point theorem allows us to obtain the existence of,
at least, a ﬁxed point u˜= (u1, . . . ,u4) ∈ B˜ such that u˜= G˜(u˜), that is, satisfying the system (4).
In order to prove the uniqueness of u˜ we will use a similar technique to that used in the proof of Lemma 11. It is clear
that any ﬁxed point u˜ of the mapping G˜ will be bounded, since u˜ = G˜(u˜) and we have demonstrated that all the images
of G˜ are bounded. Thus, we will be able to obtain estimates on several term, necessary in order to achieve the uniqueness
of solution. Let us assume that the mapping G˜ has two ﬁxed points u˜1 and u˜2, solutions of the system (4), and denote by
u˜12 = (u112, . . . ,u412) = u˜1 − u˜2. For demonstrating that u˜12 ≡ 0, we will need the following computation:
uk1
K + uk1
u j1 −
uk2
K + uk2
u j2 = γ1
(
K ,uk1
)
u j12 + γ2
(
K ,uk1,u
j
2
)
uk12 + γ3
(
K ,uk1,u
j
2,u
k
2
)
uk21,
where uk12 = uk1 − uk2, uk21 = uk2 − uk1, and the coeﬃcients γi are given by
γ1
(
K ,uk1
)= uk1
K + uk1
, γ2
(
K ,uk1,u
j
2
)= u j2
K + uk1
, γ3
(
K ,uk1,u
j
2,u
k
2
)= uk2u j2
(K + uk1)(K + uk2)
.
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∂ui12
∂t
+wi · ∇ui12 − ∇ ·
(
μi∇ui12
)+ Ai1(u˜12) + Ai3(x, t, u˜1, u˜2, u˜12)
= Ai2(u˜12) + Ai4(x, t, u˜1, u˜2, u˜12) in Q ,
∂ui12
∂n
= 0 on Σ,
ui12(0) = 0 in Ω,
(31)
where
A˜1(u˜12) =
⎡⎢⎢⎢⎢⎣
0 0 0 0
0 Kr + Kmf 0 0
0 0 Kmz 0
0 0 0 KrdΘθ(x,t)−20
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
u112
u212
u312
u412
⎤⎥⎥⎥⎥⎥⎦ ,
A˜2(u˜12) =
⎡⎢⎢⎢⎢⎣
0 KrCnc 0 Cnc KrdΘθ(x,t)−20
0 0 0 0
0 0 0 0
0 Kmf Kmz 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
u112
u212
u312
u412
⎤⎥⎥⎥⎥⎥⎦ ,
A˜3(x, t, u˜1, u˜2, u˜12) =
⎡⎢⎢⎢⎢⎢⎣
Cnc L(x, t)γ2
(
KN ,u11,u
2
2
)
Cnc L(x, t)γ1
(
KN ,u11
)
0 0
L(x, t)γ3
(
KN ,u11,u
2
2,u
1
2
)
Kzγ2
(
KF ,u21,u
3
2
)
Kzγ1
(
KF ,u21
)
0
0 C f zKzγ3
(
KF ,u21,u
3
2,u
2
2
)
0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
u112
u212
u312
u412
⎤⎥⎥⎥⎥⎥⎦ ,
A˜4(x, t, u˜1, u˜2, u˜12)
=
⎡⎢⎢⎢⎢⎢⎣
Cnc L(x, t)γ3
(
KN ,u11,u
2
2,u
1
2
)
0 0 0
L(x, t)γ2
(
KN ,u11,u
2
2
)
Kzγ3
(
KF ,u21,u
3
2,u
2
2
)+ L(x, t)γ1(KN ,u11) 0 0
0 C f zKzγ2
(
KF ,u21,u
3
2
)
C f zKzγ1
(
KF ,u21
)
0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
u112
u212
u312
u412
⎤⎥⎥⎥⎥⎥⎦ .
Since we are dealing with very weak solutions of the system (4), we cannot take u˜12 as a test function (due to the lack
of regularity). Instead of this, we will take a truncate of it (in the same way as we did in the proof of Lemma 11). Thus, by
Corollary 9, and taking into account the positivity and boundedness of u˜1, u˜2, and the boundedness of coeﬃcients γi , we
have that:
4∑
i=1
{∫
Ω
Kδ
(
ui12(t)
)
dx
}

4∑
i=1
{ t∫
0
∫
Ω
Ai2(u˜12)γδ
(
ui12
)
dxdt +
t∫
0
∫
Ω
Ai4(x, t, u˜1, u˜2, u˜12)γδ
(
ui12
)
dxdt
}
.
So,
4∑
i=1
∥∥ui12(t)∥∥L1(Ω)  2δmeas(Ω) + C 4∑
i=1
t∫
0
∥∥ui12(s)∥∥L1(Ω) ds, ∀δ > 0,
or, equivalently,
∥∥u˜12(t)∥∥L1(Ω)4  2δmeas(Ω) + C
t∫
0
∥∥u˜12(s)∥∥L1(Ω)4 ds, ∀δ > 0.
Thus, by Gronwall’s lemma:∥∥u˜12(t)∥∥L1(Ω)4  2δmeas(Ω)eCT , ∀δ > 0,
which implies that u˜12 ≡ 0 or, equivalently, that there exists a unique ﬁxed point u˜1 ≡ u˜2 of the mapping G˜.
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a direct consequence of Lemmas 11 and 20.
As above, in order to obtain the continuity of solution with respect to data, we will only detail the computations for
variable u˜ (since the proof for u5 is similar to the one made in Lemma 11). So, we consider g1, g2, and u0,1, u0,2 under the
hypotheses of the theorem. Let u1,u2 ∈ W 1,2,1(I;V,V′) ∩ [L∞(Q )]5 be the corresponding solutions of (4). We only need to
check that:
‖u˜1 − u˜2‖W 1,2,1(I;V,V′)∩[L∞(Q )]5  C(T ,M)
(‖g˜1 − g˜2‖L∞(Q ) + ‖u˜0,1 − u˜0,2‖L∞(Ω)).
Arguing as in previous point, we have that z˜= u˜1 − u˜2 satisﬁes the following system of equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂zi
∂t
+w · ∇zi − ∇ · (μi∇zi)+ Ai1(z˜) + Ai3(x, t, u˜1, u˜2, z˜)
= Ai2(z˜) + Ai4(x, t, u˜1, u˜2, z˜) + gi1 − gi2 in Q ,
∂zi
∂n
= 0 on Σ,
zi(0) = ui0,1 − ui0,2 in Ω.
Then, arguing as in Lemma 11, we can deduce:
‖z˜‖W 1,2,1(I;H1(Ω)4,[H1(Ω)4]′)∩L∞(I;L2(Ω)4)  C(T ,M)
(‖g˜1 − g˜2‖L∞(Q )4 + ‖u˜0,1 − u˜0,2‖L∞(Ω)4).
But, on the other hand, by Lemma 20 we have:
‖z˜‖L∞(Q )4  C(T ,M)
(‖g˜1 − g˜2‖L∞(Q )4 + ‖u˜0,1 − u˜0,2‖L∞(Ω)4),
which concludes the proof. 
5. Additional regularity
In above sections we have been interested on obtaining existence and uniqueness results for the eutrophication system
with non-smooth coeﬃcients. However, for the case in which coeﬃcients and data are more regular, we can improve
previous regularity results by re-injecting the nonlinear terms in the second member, and using classical regularity results
for the linear resulting equations. Because of Theorem 21 we know that, if coeﬃcient w and data g and u0 satisfy certain
hypotheses, then there exists a unique solution of system (4), which is also positive and bounded. Consequently, if we
consider as second members in (4) the terms gi + Ai(u˜) we have, due to the estimates obtained in Theorem 21 and to
the positivity of solution, that they are bounded in L∞(Q ). Thus, the additional regularity of the solution will depend
exclusively on the initial datum u0 and the ﬂuid velocity w. In the following lemma (which is a direct consequence of the
results of Ladyženskaja et al. [21]) we present an additional regularity result depending on the smoothness of the initial
datum u0 and the velocity w:
Lemma 22. Let us assume the following hypotheses on coeﬃcients and data:
w ∈ L2(I; L3σ (Ω))∩ Lr(Q )3,
gi ∈ L∞(Q ) such that 0 gi(x, t) M a.e. (x, t) ∈ Q , ∀i = 1, . . . ,4,
g5 ∈ L∞(Q ) such that ∣∣g5(x, t)∣∣ M a.e. (x, t) ∈ Q ,
ui0 ∈ W 2−
2
q ,q(Ω) such that ui0(x) 0 a.e. x ∈ Ω, ∀i = 1, . . . ,4,
u50 ∈ W 2−
2
q ,q(Ω),
where q > 52 (note that, in this case, W
2− 2q ,q(Ω) ⊂ C(Ω)), and r is such that
r =
{
max{q,5} if q = 5,
5+  if q = 5.
Then, there exists a unique weak solution u ∈ [W 1,q(0, T ; Lq(Ω)) ∩ Lq(0, T ;W 2,q(Ω)) ∩ C(Q )]5 for the system of Eqs. (4) such that
its norm in that space satisﬁes
‖u‖[W 1,q(0,T ;Lq(Ω))∩Lq(0,T ;W 2,q(Ω))]5  C
(
T ,M,‖u0‖
W
2− 2q ,q(Ω)5
)
.
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In this paper we have analyzed a complex system simulating the interactions of nutrient, phytoplankton, zooplankton,
organic detritus and dissolved oxygen into the eutrophication processes. With our technique we have obtained existence and
uniqueness of solution for the eutrophication system with non-smooth coeﬃcients (which is the actual advantage from the
standard semigroups technique, not applicable here because of the lack of regularity in the ﬂuid velocity w). Additionally,
we have also obtained supplementary results improving the smoothness of this solution, for the case of more regular
coeﬃcients and data.
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