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Abstract
The melting of polar ice sheets and evidence of global warming continue to remain
prominent research interests among scientists. To better understand global volumetric
change of ice sheets, NASA intends to launch Ice, Cloud and land Elevation Satellite-2
(ICESat-2) in 2017. ICESat-2 employs a high frequency photon-counting laser altimeter,
which will provide signicantly greater spatial sampling. However, the combined eects
of sub-beam complex surfaces, as well as system eects on returning photon distribution
have not been systematically studied. To better understand the eects of various system
attributes and to help improve the theory behind lidar sensing of complex surfaces, an
analyticalmodel using a rst principles 3-DMonte Carlo approach is developed to predict
system performance.
Based on the latest ICESat-2 design, this analytical model simulates photons which
propagate from the laser transmitter to the scene, and reected to the detector model. A
radiometric model is also applied in the synthetic scene. Such an approach allows the
study of surface elevation retrieval accuracy for landscapes, as well as surface reectivi-
ties. It was found that ICESat-2 will have a higher precision on a smoother surface, and a
surface with smaller diuse albedo will on average result in smaller bias.
Furthermore, an adaptive density-based algorithm is developed to detect the surface
returns without any geometrical knowledge. This proposed approach is implemented
using the aforementioned simulated data set, as well as airborne laser altimeter mea-
surement. Qualitative and quantitative results are presented to show that smaller laser
iii
iv
footprint, smoother surface, and lower noise rate will improve accuracy of ground height
estimation. Meanwhile, reasonable detection accuracy can also be achieved in estimating
both ground and canopy returns for data generated using Digital Imaging and Remote
Sensing Image Generation (DIRSIG) model. This proposed approach was found to be
generally applicable for surface and canopy nding from photon-counting laser altimeter
data.
Acknowledgements
First of all, I would like to expressmy sincere gratitude tomy advisor Dr. John Kerekes
for the continuous support of my study and research, for his patience, enthusiasm, and
encouragement. My dissertation would not be nished without his guidance.
Besides my advisor, I would like to thank the rest of my thesis committee: Dr. Reynold
Bailey, Dr. Jan van Aardt and Dr. James Ferwerda, for their insightful comments, and
valuable questions.
In addition, there are several individuals Iwould like to expressmy appreciation. First,
I would like to thank Dr. Beata Csatho and Dr. Toni Schenk in the University at Bualo
for their immerse knowledge in geoscience and guidance in completing this project. Also
I would like to thank Dr. Scott Brown and Dr. AdamGoodenough for their work in gener-
ating datasets in DIRSIG and useful suggestions in analytical simulations. Finally, I would
like to thank Cindy Schultz and Sue Chan for their patience and help.
Last but not least, a special thanks to my family. Words cannot express how grateful I
am to Mom, Dad and Zhengyan. Thank you all for your unconditional support.
v
Contents
List of Tables ix
List of Figures x
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 An analytical model of spaceborne photon-counting lidars 6
2.1 Description of laser ranging approaches . . . . . . . . . . . . . . . . . . . . 6
2.2 Photon counting lidar product chain . . . . . . . . . . . . . . . . . . . . . . 7
2.3 ATLAS design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.1 Transmitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Elevation retrieval statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Complex scene modeling 18
3.1 Modeling of synthetic scenes . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.1 Algorithms for scene synthesis . . . . . . . . . . . . . . . . . . . . . 18
3.1.2 Frequency synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.3 Example results for synthetic scenes . . . . . . . . . . . . . . . . . . 21
3.2 BRDF implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
vi
Contents vii
3.2.1 BRDF overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.2 Ward BRDF model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.3 An analytical snow BRDF . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4 Performance of a spaceborne photon-counting lidar on complex surfaces 31
4.1 Multiple pixel PMT performance on horizontal and sloped surfaces . . . . 31
4.1.1 Horizontal at surfaces . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.2 Sloped surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Elevation retrieval on complex surfaces . . . . . . . . . . . . . . . . . . . . 34
4.2.1 Returning photon distribution . . . . . . . . . . . . . . . . . . . . . 35
4.2.2 Sensitivity to surface roughness . . . . . . . . . . . . . . . . . . . . 36
4.2.3 Sensitivity to diuse albedo . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5 Ground and vegetation canopy detection algorithm 40
5.1 Noise reduction and surface nding for a photon-counting lidar data set . 40
5.1.1 Introduction to MABEL . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.1.2 Realistic photon-counting laser altimetry data from MABEL . . . . 41
5.1.3 Other science teams’ work on ground detection . . . . . . . . . . . 44
5.2 An adaptive clustering method for surface detection . . . . . . . . . . . . . 48
5.2.1 Introduction to clustering . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2.2 Overview of common clustering algorithms . . . . . . . . . . . . . 49
5.2.3 Introduction to DBSCAN algorithm . . . . . . . . . . . . . . . . . . 52
5.2.4 A modied DBSCAN for surface detection . . . . . . . . . . . . . . 54
5.3 Surface detection using the proposed adaptive clustering model . . . . . . 57
5.3.1 Estimation of clustering parameters . . . . . . . . . . . . . . . . . . 57
5.3.2 Ground and vegetation canopy detection using the adaptive clus-
tering model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6 Performance assessment of surface detection algorithm 61
6.1 Simulated rst principle photon-counting laser altimetry data . . . . . . . 61
6.1.1 Point cloud dataset from rst principle simulation . . . . . . . . . . 61
Contents viii
6.1.2 Algorithm performance evaluation . . . . . . . . . . . . . . . . . . . 62
6.2 A photon-counting laser altimeter dataset generated using DIRSIG . . . . 68
6.2.1 Introduction to DIRSIG . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.2.2 Lidar platform generation using DIRSIG . . . . . . . . . . . . . . . 70
6.3 ICESat-2 photon-counting lidar analysis on the glacier and ice sheets gen-
erated by DIRSIG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.3.1 Glacier and ice sheet scene generation . . . . . . . . . . . . . . . . . 71
6.3.2 ICESat-2 photon-counting lidar data collection using DIRSIG simu-
lation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.3.3 Surface detection and elevation retrieval for ICESat-2 photon-counting
lidar data on the glacier sites . . . . . . . . . . . . . . . . . . . . . . 72
6.4 ICESat-2 photon-counting lidar analysis on canopy scenes generated by
DIRSIG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.4.1 Photon-counting lidar data collection over canopy scenes . . . . . . 75
6.4.2 Ground and canopy detection . . . . . . . . . . . . . . . . . . . . . . 78
6.4.3 Algorithm performance analysis . . . . . . . . . . . . . . . . . . . . 79
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7 Conclusions and future work 85
Bibliography 88
List of Tables
2.1 Predicted performance of the PMT on dierent landscapes. . . . . . . . . . 14
3.1 Surface characteristics for dierent types of landscapes . . . . . . . . . . . 28
ix
List of Figures
1.1 Transmitted and received signals in a wooded area with a small-footprint
and a large-footprint waveform lidar . . . . . . . . . . . . . . . . . . . . . . 2
2.1 Single pulse analog andmicropulse photon countingmeasurement approaches
for characterization of forest canopy height and vertical structure . . . . . 7
2.2 Product chain for 3D imaging laser radar system that employs photon-
counting detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Illustration of ATLAS design . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Illustration of photon-counting lidar modeling. . . . . . . . . . . . . . . . . 10
2.5 ICESat-2 ground track and footprint . . . . . . . . . . . . . . . . . . . . . . 11
2.6 Multiple pixel PMT onboard ICESat-2 layout . . . . . . . . . . . . . . . . . 13
2.7 Photon returns under Poisson distribution assumption . . . . . . . . . . . 15
2.8 Illustration of reference elevation within each laser footprint . . . . . . . . 17
3.1 Synthetic terrain generated using frequency synthesis . . . . . . . . . . . . 19
3.2 Illustration of white noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Plot of resampled ATM ICESS data in geographic coordinates . . . . . . . 21
3.4 Simulated power spectrum in comparison to that of the ATM ICESS data set 22
3.5 Synthetic surfaces created using dierent p values in 1/ f p lter . . . . . . 23
3.6 Curve of root mean square (RMS) height (σ) versus p for the synthetic sur-
face studied . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.7 Light geometry for BRDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.8 Ward BRDF plots in polar coordinates for dierent incident angles . . . . 26
3.9 Reectance distribution for an analytical a snowBRDFmodelwith dierent
incident angles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
x
List of Figures xi
4.1 Number of normalized triggers versus at surface elevation retrievals for
dierent numbers of PMT pixels. . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2 Flat surface elevation retrievals using 100-shot packet and standard error
within the 100 shots for single-pixel and four-pixel PMT . . . . . . . . . . . 33
4.3 Number of normalized triggers on sloped surface elevation retrievals for
dierent slope angles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 Elevation retrieval of mean elevation and standard deviation versus slope
angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.5 Returning photon point cloud for elevation retrieval . . . . . . . . . . . . . 36
4.6 Standard deviation for retrieved elevation bias for a weak spot versus sur-
face roughness parameter p . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.7 Elevation bias and standard deviation of derived elevation dierence ver-
sus p, for weak and strong spot. . . . . . . . . . . . . . . . . . . . . . . . . 38
4.8 Elevation bias and standard deviation for retrieved elevation for a strong
spot versus diuse albedo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.1 Example MABEL data collected in Jakobshavn Glacier . . . . . . . . . . . . 42
5.2 Example MABEL data collected in Wisconsin . . . . . . . . . . . . . . . . . 43
5.3 Point cloudproles across Lake Erie ice cover for the four channels on Beam
3 in SIMPL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.4 MAPCP vs. MPSCP in noise removal and signal detection for 3d lidar point
cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.5 Ground and canopy detection using simulated ICESat-2 data . . . . . . . . 47
5.6 2D elevation prole of a section of Jakobshavn Glacier based on detected
surface return photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.7 Overview of CURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.8 Chameleon processing demonstration . . . . . . . . . . . . . . . . . . . . . 51
5.9 Sample Databases before clustering . . . . . . . . . . . . . . . . . . . . . . . 52
5.10 Core points and border points . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.11 Density-reachability and density-connectivity . . . . . . . . . . . . . . . . . 55
5.12 Clusterings discovered in the sample dataset using DBSCAN . . . . . . . . 55
5.13 Modication of the search area using DBSCAN . . . . . . . . . . . . . . . . 56
5.14 Flowchart of surface detection using the modied DBSCAN algorithm. . 59
List of Figures xii
5.15 Result for detection of ground for MABEL dataset collected over Jakob-
shavn Glacier and Wisconsin using modied DBSCAN . . . . . . . . . . . 60
6.1 Simulated ICESat-2 point cloud of 0.1 second ight over test scene with a
noise rate of 2 MHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.2 Classication result using modied DBSCAN for simulated ICESat-2 data
set on synthetic scene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.3 Demonstration of 5 test tracks over the same simulated scene. . . . . . . . 64
6.4 Hits, false alarms and misses for point cloud after classication . . . . . . 65
6.5 Plot of F-measure with error range versus surface roughness parameter p 66
6.6 Plot of F-measure with error range versus laser footprint radius . . . . . . 66
6.7 Plot of F-measure with error range versus noise rate for ground detection
method using elliptical and circle search shape in DBSCAN . . . . . . . . 67
6.8 Illustration of core photon mapping concepts . . . . . . . . . . . . . . . . . 69
6.9 An overview of an end-to-end system simulation using DIRSIG for data
generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.10 Generated scene for 113435+133058 site . . . . . . . . . . . . . . . . . . . . 72
6.11 Generated scene for 113435+133058 site with three ight passes presented
by colored lines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.12 Returning photon point cloud from pass 1 on 113435+133058 site for the
strong beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.13 Elevation retrieval for the point cloud from pass 1 on 113435+133058 site . 75
6.14 Point cloud and elevation retrieval for pass 1 on 113435+133058 site for the
weak beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.15 Point cloud and elevation retrieval for pass 1 on 122619+132430 site for the
strong beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.16 RMSE plot versus scene surface roughness over glacier scenes generated by
DIRSIG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.17 Point cloud plots and description of canopies for a “patch” forest using data
generated by DIRSIG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.18 Ground and canopy detection for data set generated by DIRSIG using dif-
ferent density thresholds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.19 Plot of point cloud and ground truth generated by DIRSIG . . . . . . . . . 81
List of Figures xiii
6.20 Plot of ground truth and photons within the volume where both canopy
and ground can be found . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.21 Demonstration of True Positive (TP), False Positive (FP), TrueNegative (TN)
and False Negative (FN) for the classied result . . . . . . . . . . . . . . . . 82
6.22 ROC curve for surface nding using “patch” forest data generated by DIRSIG 83
Chapter 1
Introduction
1.1 Background
Light detection and ranging (lidar) is an active remote sensing technique providing di-
rect range measurement between the laser scanner device and the Earth’s surface. In re-
mote sensing, laser ranging devices actively emit pulses of short duration (typically a few
nanoseconds) in the infrared or visible domain of the optical electromagnetic spectrum.
The distance is derived from the measured round trip time of the signal between sensor
and target. Such distance measurements are mapped into 3-D point clouds through a di-
rect georeferencing process involving GPS and inertial measurements [1]. It enables fast,
reliable, accurate, but irregular mapping of terrestrial landscapes from geospatial plat-
forms [2]. Topographic lidar is now fully operational for many specic applications such
as metrology [3], forest parameter estimation [4], target or power-line detection [5], cor-
ridor, coastal [6], and opencast mapping of large areas. For example, a demonstration of
a lidar transmitted and received signal in a wooded area with small- and large-footprint
lidar can be seen in Figure 1.1.
Compared to airborne lidar, spaceborne laser altimeters typically use modest energy,
solid state lasers, large telescopes, and high detection thresholds to achieve unambiguous
surface returns with few or no “false alarms” resulting from solar background noise [7].
Examples of such systems include the Mars Orbiter Laser Altimeter [8], the Geoscience
Laser Altimeter System [9], and the Vegetation Canopy Lidar [10]. It has been demon-
strated theoretically that the conventional high Signal-to-Noise Ratio (SNR) approach to
laser altimetry does not make ecient use of the available laser photons [7]. The surface
1
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Figure 1.1: Transmitted and received signals in a wooded area with (a) a small-footprint
lidar and (b) a large-footprint lidar [1].
return rate of an orbiting altimeter can be increased by up to two orders ofmagnitude for a
given laser output power by emitting the available photons in a high frequency (few kHz)
train of low energy (<1 mJ) pulses, as opposed to a low frequency train of high energy
pulses, and by employing single photon detection [7].
Although the latest and potential spaceborne lidar system enables more accurate and
ecient surface elevation detection, the combined eects of complex surfaces and sys-
tem attributes on returning photon distribution have not been systematically studied yet.
In this dissertation, we will study the potential performance and limitations of a space-
borne photon-counting lidar system, and also explore the eect of sub-beam geometry on
returning signals.
1.2 Related work
In recent years satellite and aircraft have been providing observations on the remarkable
changes in polar ice sheets [11][12][13]. These changes, including ice loss from ice sheets
and rapid declines in Arctic sea ice, could contribute a large part to sea level rise and aect
global climate change [14]. Hence, accurate knowledge of surface elevation is required
to monitor the amount of ice sheet balance and sea level change [15][16]. To serve that
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purpose, the Ice, Cloud and land Elevation Satellite (ICESat) was launched by NASA in
2003 [17][18]. Since then, by providing data on a global scale, ICESat has made great
contributions on understanding ice sheets [19][20][21]. The successor of ICESat, the Ice,
Cloud and land Elevation Satellite-2 (ICESat-2) is currently scheduled for launch in 2017
[22]. ICESat-2 is designed to provide elevation data to determine the temporal and spatial
change of ice sheet elevation, as well as sea ice freeboard. It is also intended to measure
land topography and vegetation characteristics [14]. These objectives will be achieved
through the use of the Advanced Topographic Laser Altimeter System (ATLAS) on board
ICESat-2, which employs 532 nm micropulse photon-counting detection.
In waveform laser altimeters, such as the Geoscience Laser Altimeter System (GLAS)
on board ICESat, multiple photons reected from anywhere within the illuminated spot
are recorded by a waveform digitizer and deconvolved using a complex algorithm in or-
der to obtain a single range measurement [23]. As a result of this design, spacecraft prime
power typically restricts spaceborne operations to low repetition rates, which limits the
along-track spatial sampling to one sample every few hundred meters. Therefore, it ap-
pears to be impractical to obtain a higher along-track sampling using simple scaling of the
laser. However, it has been theoretically demonstrated that spaceborne lidar performance
can be enhanced when operating in a photon-counting mode [7]. Photon-counting li-
dars increase the surface return rate by emitting laser pulses in a high frequency (∼ kHz)
train and employing single photon detection. This improvement then enables photon-
counting topographic lidars to provide dense along-track sampling, as well as centimeter
level ranging resolution. Previous work has demonstrated the performance and capa-
bilities of airborne photon-counting laser altimetry [24]. One example is a compact 3D
photon-counting imaging lidar operated at rates up to 22 kHz [25]. It uses a 532 nm laser
pulse to produce a 100 pixel volumetric 3D image with 10×10 pixel multiple stop detec-
tor, as well as a 1064 nm infrared laser. Another example is the Multiple Altimeter Beam
Experiment Lidar (MABEL) laser altimeter on board NASA’s high-altitude ER-2 airborne
science aircraft [26]. MABEL used a photon-counting detector to collect data over the
Greenland ice cap and surrounding sea ice elds. Further investigation on MABEL’s data
shows almost all ground returns can be found in clear atmospheric conditions, and sur-
face detection can be improved by post processing, such as noise ltering [27][28].
Because of their high eciency, photon-counting lidars scale much more easily to or-
bital altitudes than conventional multiphoton lidars. There has been signicant scientic
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interest in estimating the performance of such lidar systems on elevation retrieval. Pre-
vious work has addressed the impact of clouds on surface altimetry from spaceborne
photon-counting lidars [29][30]. It was demonstrated that cloud attenuation lowers the
average number of arriving photons, and that the cloud forward scatteringmakes the sur-
face appear further away from satellite. However, the detectability of spaceborne photon-
counting lidar systems and the accuracy of elevation retrieval on complex surface still
remains uncertain. In addition, since photon-counting detectors introduces signicant
noise, such as from solar photons and system dark current, an eective approach would
be necessary for denoising and classifying returns from surface as well as canopy.
1.3 Objectives
The objectives of this dissertation are as listed below:
1) Develop a workow to theoretically study spaceborne photon-counting lidar sys-
tems, as well as scene modeling in terms of the end-to-end performance analysis;
2) Characterize the behavior of laser returns from surfaces with complex geometry
smaller than the laser footprint;
3) Develop and evaluate the utility of a noise ltering and surface detection algorithm
for post lidar data analysis.
1.4 Thesis organization
To advance scientic understanding of theory behind topographic lidar sensing, as well
as in support of the ICESat-2 mission, a model which simulates the behavior of space-
borne photon-counting lidar systems on complex surfaces is required. In this disserta-
tion, a framework is established to theoretically explore performance of a spaceborne mi-
cropulse lidar system with photon-counting detectors. Within this framework the behav-
ior of amultiple pixel photomultiplier tube (PMT) receiver is studied, aswell as the system
performance on surface elevation retrieval and sensitivity to surface roughness and dif-
fuse albedo. A density based clustering method is then developed for noise ltering and
surface detection of photon-counting laser altimeter data. The algorithm performance is
evaluated using classication results based on simulated point clouds and realistic mea-
surements.
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The rest of this dissertation is organized into the two main parts: system modeling
and performance assessment. In Chapter 2 the framework is established for modeling
spaceborne photon-counting lidars consisting of the laser transmitter and receiver. In
Chapter 3, based on parameters derived from a real data set, complex surfaces are pro-
duced using frequency synthesis, including the bidirectional reection distribution func-
tion (BRDF) implementation. In Chapter 4, returning photon detection and quantitative
elevation retrievals for ICESat-2-like lidar sensing are obtained. Performance of a space-
borne photon-counting lidar system is evaluated on at, sloped, and complex surfaces,
including its accuracy of elevation retrieval.
Performance assessment of noise ltering and surface detection is addressed in Chap-
ter 5 and 6. In Chapter 5, selected clustering algorithms for data analysis are discussed.
An adaptive density-based algorithm is developed to detect the surface returns without
any geometrical knowledge. This proposed approach is implemented using the afore-
mentioned simulated data set, as well as airborne Multiple Altimeter Beam Experiment
Lidar (MABEL) laser altimeter measurements. Qualitative and quantitative results are
presented to show the impact of laser footprint size, surface roughness and noise rate on
accuracy of ground height estimation. In Chapter 6, it is shown that reasonable detec-
tion accuracy can also be achieved in estimating both ground and canopy returns for data
generated using Digital Imaging and Remote Sensing Image Generation (DIRSIG) model.
Conclusions and future work are presented in Chapter 7.
Chapter 2
An analytical model of spaceborne
photon-counting lidars
2.1 Description of laser ranging approaches
Three-dimensional imaging with a laser radar system is an active sensing technique used
for numerous remote sensing applications, among them high spatial resolution terrain
mapping [31][32]. These laser radar systems record precise time-of-ight measurements
(i.e. the laser pulse two-way travel time between system and scene), along with precise
platform position, platform attitude, and laser pointing data [33]. These recorded data
sets are combined to produce X-Y-Z coordinates that describe the 3D composition of the
illuminated scene of interest.
The rst commercially available airborne laser scanners provided only one backscat-
tered echo per emitted pulse. The recording of a single echo is sucient if there is only
one target within the diraction cone. To detect more targets within one pulse, multi-echo
or multiple pulse laser scanning systems are required. They are designed to record more
than one echo per pulse. Some are able to discriminate up to six individual returns from
a single pulse [34].
For multi-echo systems, pulse detection is performed in realtime on the backscattered
signal. The hardware system detector turns a continuous waveform into several time-
stamped pulses, giving the position of individual targets. The number and the timing
of the recorded pulses are critically dependent on the detection methods [35][36]. Since
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2004, new commercial airborne laser scanning systems, called full-waveform lidar, have
appeared with the ability to record the complete waveform of the backscattered signal
echo. Waveform analysis allows one to set up advanced processing methods which in-
crease pulse detection reliability, accuracy, and resolution. Furthermore, the new technol-
ogy of full-waveform lidar systems givesmore control to the end user in the interpretation
process of the physical measurement [1].
Figure 2.1: Single pulse analog and micropulse photon counting measurement ap-
proaches for characterization of forest canopy height and vertical structure, adapted from
[37].
Besides full waveform lidar using analog detection, photon counting detection is an
alternative approach for laser ranging. The dierence can be seen in Figure 2.1. Photon-
counting topographic lidars are considered the most ecient, since they require only one
detected photon per surface measurement.
2.2 Photon counting lidar product chain
A product chain analysis is required to understand the photon counting lidar product
properties by considering the practice of remote sensing as a series of steps. In this analy-
sis, each step is a link in a chain. A generic product chainwill be introduced for spaceborne
3D imaging laser system that employs a photon-counting detector. The key physical pro-
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cess involved in generating a lidar point cloud will be discussed. This work is a rst step
toward further understanding of the quality and interpretability of products generated
with data collected by photon-counting lidar systems.
A proposed product chain is shown in Figure 2.2. In this chapter, details of photon-
counting lidar will be discussed, including the laser transmitter and receiver components.
Scene synthesis will be be discussed Chapter 3. Noise ltering and data analysis will be
addressed later.
Scene 
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•  Digital Surface Mode 
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implementation	

Figure 2.2: Product chain for a 3D imaging laser radar system that employs a photon-
counting detector.
2.3 ATLAS design
The ATLAS instrument on board ICESat-2 is a multiple-beam laser altimeter [38]. The
Diractive Optical Element (DOE) will split one single pulse, lasting approximately 1
nanosecond, into 6 beams which will illuminate the ground simultaneously. The sensor
will have a high pulse repetition rate of 10 kHz, which operates continuously. Like most
remote sensing lidars, the detector on board ICESat-2 will measure the time-of-ight of
reected energy to derive surface elevation. ICESat-2 also adopts a high-pulse-repetition
laser with dense along-track sampling and photomultiplier tube (PMT) technology with
single photon detectability. With this signicant improvement, ICESat-2 will have the
ability to retrieve elevation of the underlying terrain with high along-track resolution. A
brief illustration of the ATLAS design can be seen below in Figure 2.3.
In the rest of this chapter, details on spaceborne photon-counting lidar modeling will
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Figure 2.3: Illustration of ATLAS design [38].
be discussed. Simulation of a ICESat-2-like lidar system, consisting of models for the
laser transmitter and multiple pixel PMT receiver is addressed, while an illustration of
the system model is shown in Figure 2.4.
2.3.1 Transmitter
ICESat-2’s laser transmitter source uses a Master Oscillator Power Amplier (MOPA) that
emits 532 nmmicropulse lightwith a 10 kHz pulse rate. Transmission through a lens array
and reection o the primarymirror toward the earth’s surface yields six footprints. These
beams are grouped into three sets of twins with 2.5 km spacing between twin beams and
3.3 km spacing between sets. Each twin set contains two dierent energies with the strong
beam having 4 times the power of the weak one. An illustration of ICESat-2 ground track
and footprint is shown in Figure 2.5. The numbers (4,1) shown next to the strong and
weak spots in Figure 2.5 are relative energies. The laser output energy is chosen so that
under a specic “high-signal” condition, the mean number of photoelectrons generated
in each spot is 8 for each strong spot and 2 for each weak spot. Nominally this translates
to 0.9 mJ per pulse, adjustable from 250 to 900 µJ.
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Figure 2.4: Illustration of photon-counting lidar modeling. The whole workow contains
transmitter and receiver models, a scene model and the processing mode. Attributes
based on the latest ICESat-2 design are considered for each stage.
2.3. ATLAS design 11
Track 
Direction	

Weak (1)	
 Weak (1)	
 Weak (1)	

Strong (4)	
 Strong (4)	
 Strong (4)	

90 m	

6.61 mR	

(3.3 km)	

5 mR	

(2.5 km)	

Figure 2.5: Illustration of the ICESat-2 ground track and footprint, adapted from [38].
For each laser ring, each photon packet emitted by the laser transmitter is spatially
modeled as circular Gaussian with a FWHM (Full Width Half Maximum) pulse width
of 10 m, which yields a σ of 4.25 m on the ground. For a given ICESat-2 footprint, the
location of the footprint center will be known, but the point of origin of any recorded
photon within a footprint will not be known and is assumed to be random. As such, all
received photons are spatially collapsed into the footprint center [28]. In addition, the
temporal shape of laser photons is also modeled with a Gaussian distribution, with a 1
ns FWHM pulse width. Laser along-track sampling is 0.7 m based on the latest design of
ICESat-2. For reasons of simplicity, the simulation only considers one laser beam and the
underlying terrain it reaches, rather than the six beams that will be the case for ICESat-2.
The dierences between strong and weak spot will also be considered.
2.3.2 Receiver
In the ATLAS receiver a telescope and aft optics form an image of the earth surface in a
focal plane, which consists of 6 bers for each individual eld of view of the laser beam.
Each ber captures the signal and background light and carries it to the Optical Filter
Assembly (OFA). The OFA rejects most of the light collected by the receiver, passing on
to the Detector Array Assembly (DAA) only that light within a 30 picometer bandwidth
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around the laser wavelength. The detector optics (six sets) take light from each of the six
bers coming from the OFA and re-forms it to match the geometry of the detectors [38].
The detectors are segmented-anode photomultiplier tubes (PMTs). Each PMT has a
4×4 segmented anode inwhich each segment can be regarded as an independent detector.
Light carried through the DAA will spread evenly across each PMT. For each PMT of a
strong spot, the signal from each anode segment is processed independently, resulting
in 16 digital outputs. Meanwhile, for each PMT of a weak spot, signal from groups of 4
anode segments are summed before the discrimination function, resulting in four digital
outputs. A illustration can be seen in Figure 2.6.
To simulate the behavior of the ATLAS receiver, a probabilistic model is used to calcu-
late the number of photons hitting the detector and triggering a current pulse and forming
digital pulses. As a stochastic process, the number of photons arriving at the detector can
be modeled with the Poisson distribution:
pk(λ) =
λk
k! e
−λ (2.1)
where pk(λ) is the probability to have k arriving photons when the average number is
λ. An example plot of p versus k for dierent mean number λ can be seen in Figure 2.7.
Based on the ATLAS radiometry model for ice sheets and glaciers [39] (also shown below
in Table 2.1), the mean received photoelectrons per shot is set as 2.04 for a weak spot and
8.17 for a strong spot.
Each photon incident on a detector results, with a certain probability, in a digital pulse
coming out of the detector electronics. The photon detection eciency (PDE) is assumed
to be 50%, which represents the triggering probability for arriving photons. In addition,
not all the light will be spread evenly across the PMT. Therefore, a binomial probability
representing ll factor is combined to simulate the reduction of photons in the process.
In the rest of this paper, a PDE=50% and ll factor=80% are utilized, unless pointed out
explicitly.
Due to detector dead time, a triggered photon-counting detector will not register any
additional arriving photons until after a period of time, typically 3 ns. Thus, the derived
surface elevation will be biased toward the photon which arrives early, and this will make
the surface appear higher than reality [29]. This eect is called rst photon bias. To mit-
igate the bias created by dead time, multiple pixels are utilized in the PMT. The detector
is then able to record more signals, since these pixels can independently register return-
2.3. ATLAS design 13
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Figure 2.6: Illustration of multiple pixel PMT onboard ICESat-2 layout, adapted from [38].
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Table 2.1: Predicted performance of the PMTon dierent landscapes [39]. The table shows
mean photonelectrons received for dierent laser beams.
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Figure 2.7: Photon returns under Poisson distribution assumption. λ is the expected num-
ber of photon returns.
ing photons and the returning photon distribution can be used to retrieve the surface
elevation. Compared to a single pixel detector, multiple channel designs quantitatively
improve detection accuracy on elevation retrieval, as will be demonstrated in detail in the
Results and Discussion section.
For a satellite mission, noise such as solar background photons and detector dark
current will also be recorded by the receiver. For simplicity, a clear sky is assumed in
our simulation. Since the objective of this study is to investigate detectability of space-
borne photon-counting lidar systems on complex surfaces and the accuracy on elevation
retrieval, only photons reected by the surface are simulated at the receiver in this pa-
per. In other words, the simulation below assumes an algorithm will be applied in data
analysis that separates laser returns from noise returns. Therefore, the impact of noise
and atmospheric scattering in ICESat-2-like systemmodeling will be not be considered in
Chapter 2 to 4, but will be studied in Chapter 5 and future work.
2.4. Elevation retrieval statistics 16
2.4 Elevation retrieval statistics
To evaluate the performance of spaceborne lidar systems, a precise denition for the sur-
face elevation is thus required in our framework. In our simulation, the recorded time
between laser ring and photons arriving at the detector is then translated into appar-
ent surface elevation, zi , based on the speed of light. Therefore, the data train consisting
of the retrieved elevation for each returned photon is achieved. For a given lidar foot-
print, the location of the footprint center (xi , yi) is known, but the point of origin of any
recorded photon within a footprint will not be known. Therefore, the output is given as
a 2-D projection of the cloud of single-photon reections versus the along-track distance
of a ground track [28].
Here we dene “reference elevation”, zr , as the mean value of a circle area within the
laser beam width for each laser shot. Obviously, for horizontal at surfaces, the reference
elevation is always a constant. For sloped surfaces, the reference elevation denotes the
altitude for the laser beam center on ground. When it comes to complex surfaces, the
reference elevation will vary along track. As can be seen in Figure 2.8, for complex sur-
faces, the mean value of a circle area within the laser beam footprint width is dened as
the reference elevation, such as z1 for laser center (x1, y1), and z2 for laser center (x2, y2).
Then the accuracy of the lidar derived elevation is determined by comparing the retrieved
elevation, zi , with the reference elevation, zr [40]. Statistically, the mean and standard de-
viation for dierences between the retrieved and reference elevation will be computed.
Hereafter, we refer to the mean dierence as the “elevation bias.”
2.5 Summary
In this chapter, a framework was presented for the simulation of ICESat-2-like space-
borne photon-counting detector performance. In this analytical model, the photomulti-
plier tube (PMT) detector simulation takes into account detector dead-time and multiple
pixels based on the latest ICESat-2 design, as well as photon detection eciency (PDE)
for probabilistic modeling. A denition for surface elevation retrieval bias was also ad-
dressed to estimate detection accuracy for further study.
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Figure 2.8: Illustration of reference elevation for zr . It is dened here as the mean value
of a circle area within the laser beam width for each laser shot, such as z1 for laser center
(x1, y1), and z2 for laser center (x2, y2).
Chapter 3
Complex scene modeling
3.1 Modeling of synthetic scenes
In our framework, the simulation for the aforementioned spaceborne micropulse lidar
system requires a synthetic surface. In this section, dierent types of surfaces will be
created and tested: a horizontal surface, sloped surface, and complex surface. The at
and sloped surfaces are trivial to construct, but the complex surfaces used in this research
require some explanations. In this section, the algorithm used for scene synthesis will be
introduced and some example complex surfaces will be produced, as well as including a
description of the implementation of its reective properties.
3.1.1 Algorithms for scene synthesis
Our objective in this work is to study the photon returns for a realistic complex surface.
The art of scene synthesis has progressed from line drawing to shaded polygon tiling to
fractal surfaces [41]. Among these methods, fractal terrains [42] represent a major step
in creating natural-looking landscapes. Landscapes are regarded as self-similar because
they demonstrate the same characteristics at dierent scales. This self-similarity can be
characterized by power law ltering which introduces correlation over a wide range of
scales [41]. Voss [43] presented a method of generating fractal scenes by ltering a back-
ground consisting of white noise with a 1/f lter in the spatial frequency domain. An
example of synthetic terrain is shown in Figure 3.1. In our framework, a similar approach,
which is called frequency synthesis, will be utilized to create a synthetic scene.
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Figure 3.1: Synthetic terrain generated using frequency synthesis, adapted from [44].
3.1.2 Frequency synthesis
First the two dimensional white noise w(x , y) is created on a N × N grid. An example can
be seen in Figure 3.2. Then it is transformed into the frequency domain using the Discrete
Fourier Transform (DFT):
W(u , v) = 1
N2
N−1∑
x=0
N−1∑
y=0
w(x , y)e−i2pi(ux/N+vy/N) (3.1)
The next stage is to scale each value with a 1/ f p lter, where p controls how rough or
smooth the surface is. This lter is applied to both the real and imaginary values of the
harmonics in the frequency domain:
H(u , v) = W(u , v)
(u2 + v2)p/2
(3.2)
Finally, each value in the frequency domain is transformed to the spatial domain. The
surface elevation map h(x , y) is achieved using the inverse DFT:
3.1. Modeling of synthetic scenes 20
Figure 3.2: White noise within a 128×128 grid.
h(x , y) =
N−1∑
u=0
N−1∑
v=0
H(u , v)e i2pi(ux/N+vy/N) (3.3)
Note that as the Fourier method assumes periodic bounds, the elevation map can tile
perfectly. Therefore, a large area can be produced using this approach.
Obviously, a good approximation of p is important for realistic scene simulation using
this method. Here the simulated terrain is compared to an empirical model based on
an airborne topographic mapper (ATM) data set used to estimate a realistic value for p.
Our work will use as a reference a resampled ATM data set processed by an evolving
program initially called ICESS (now ICESSN; neither is an acronym) [45], containing ice
sheet elevation data collected in Greenland by a NASA aircraft. An example point cloud
for a swath of 256m is shown in Figure 3.3. This data set has 1meter along-track sampling,
and the ight track is almost a straight line.
Comparing a fractal model simulated power spectrum with that of the ATM ICESS
data set, it is shown in Figure 3.4 that p between 1.5 and 2.0 will t the empirical power
spectrum best. Therefore, a synthetic surface model similar to an empirical scene can be
created using an appropriate p value.
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Figure 3.3: Plot of resampled ATM ICESS data in geographic coordinates with X and Y
representing its location in longitude and latitude. Arbitrarily one corner is moved to the
coordinate origin by applying an oset for each point.
3.1.3 Example results for synthetic scenes
As can be seen below in Figure 3.5, two scenes were created using frequency synthesis.
The total elevation range is approximately 1 m, which is comparable to the range in the
ATM ICESS data set. One of the benets of using a 1/ f p lter, is that p can be adjusted
to create scenes with similar shape, but dierent roughnesses. Visually, a larger p results
in a smoother surface. In addition, since Fourier synthesis assumes periodic bounds, the
use of this approach via a parametric model enables the creation of large synthetic scenes
in a computationally ecient manner.
To quantify the eect of p on the surface height, a curve of root mean square (RMS)
height (σ) [46] for a sample along the along-track proles versus p is plotted in Figure 3.6.
For a discrete one-dimensional surface prole, consisting of N points with height zi , the
RMS height (σ) is calculated as:
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Figure 3.4: Simulated power spectrum in comparison to that of the ATM ICESS data set. p
is the parameter used in 1/ f p lter, here the simulated curve is the multiplication of 1/ f p
lter and white noise background.
σ =
√√
1
N
[
N∑
i=1
z2i − Nz¯2] (3.4)
where,
z¯ = 1
N
N∑
i=1
zi (3.5)
It is shown that a larger p value represents a smoother surface, which is consistent
with the surface visualization shown in Figure 3.5.
3.2 BRDF implementation
3.2.1 BRDF overview
Modeling of the radiometry using synthetic surfaces requires assignment of reective
properties to the surface materials. This can be achieved by using the function which de-
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(a) p=1.6
(b) p=2.0
Figure 3.5: Synthetic surfaces created using dierent p values in 1/ f p lter.
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Figure 3.6: Curve of root mean square (RMS) height (σ) versus p for the synthetic surface
studied.
termines how reected radiance is distributed in terms of incident irradiance [47], which
is the BRDF. The denition is:
fr(ωi , ωr) =
dLr(ωr)
dEi(ωi)
= dLr(ωr)
Li(ωi) cos θidωi
(3.6)
where L is radiance, E is irradiance, θi is the angle between ωi and the surface normal
n. The index i indicates incident light, whereas the index r indicates reected light. An
illustration is shown in Figure 3.7.
BRDF may be thought of as quantitatively dening the qualitative property of “shini-
ness” as viewed from dierent directions. Amaterial may be described as being “diuse”
or “specular”; for example, amirror is highly specular, and hence scatters minimal energy
outside of the reection angle. On the other hand, a projector screen is highly diuse,
where the apparent brightness (radiance) of the screen is the same regardless of viewing
orientation.
3.2.2 Ward BRDF model
As an empirical model, the Ward BRDF has several advantages over prior BRDF models
and has become widely used in the computer graphics community [49]. It is easy to con-
trol because only a few parameters are used in this model. The Ward BRDF consists of
two main components:
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Figure 3.7: Light geometry for BRDF [48]. The terms are the same as in Eq. 3.6
fr(i, r) = fd(i, r) + fs(i, r) (3.7)
The diuse term fd(i, r) can be simply described as:
fd(i, r) =
ρd
pi
(3.8)
where ρd controls the reectivity. The specular component fs(i, o) has aGaussian anisotropic
gloss lobe dened as shown below [49]:
fs(i, r) =
ρs
4piαxαy
√
(i · n)(r · n) exp(−
(h · x/αx)2 + (h · y/αy)2
(h · n)2 ) (3.9)
Here, i, r, and n denote incident, out, and normal direction vectors, respectively. Half
direction, h, is dened to lie midway between i and r. ~x is a unit vector in the surface
slope, while ~y is a unit vector in the surface plane perpendicular to ~x. The material prop-
erties are given by the specular reectance, ρs , and the roughness values, αx and αy , that
characterize the standard deviation of the surface slopes in the perpendicular directions,
are represented by ~x and ~y.
In our simulation, we simply assume that the lobe is isotropic, which makes αx = αy .
As the ATM ICESS data were collected in Greenland, the surface material is modeled
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(a) θi=0°
(b) θi=20°
Figure 3.8: Ward BRDF plots in polar coordinates for (a) θi=0° and (b) θi=20°. The test
scene is set as an isotropic surface with ρd = 0.9 and ρs = 0.05, and a roughness of αx =
αy = 0.3. The black cross is the incident direction.
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as snow. Previous work has shown that snow reectance is close to Lambertian, while
the largest reectance is observed in the forward scattering direction, particularly at large
viewing angles [50]. Therefore, theWardBRDFwill be used to simulate that characteristic.
Based on a review of previous papers [50][51], it was decided that ρs = 0.05 and αx = αy =
0.3, respectively. Meanwhile, a range of diuse albedo ρd (from0.6 to 0.9 [52], which varies
due to snow grain size and absorption caused by impurities [53]) will be tested later so
that the surfacematerial can also bemodeled as dierent types of snow. Ward BRDF plots
with respect to dierent incident light angles are shown in Figure 3.8.
3.2.3 An analytical snow BRDF
As can be seen, some parameters are assumed in the Ward BRDF model. To compare the
result with that of realistic snow, another snow BRDF model might be required. Here an
analytical BRDF presented byKokhanovsky and Breon [50] in a slightlymodied notation
is tested:
R(µs , µv , ϕ) =R0(µs , µv , ϕ)
× exp[−αK0(µs)K0(µv)/R0(µs , µv , ϕ)]
(3.10)
R0(µs , µv , ϕ) =
a + b(µs + µv) + cµsµv + p(θ)
4(µs + µv)
(3.11)
K0(µs , µv , ϕ) =
3
7(1 + 2µ) (3.12)
p(θ) =11.1 exp(−0.087θ) + 1.1 exp(−0.014θ) (3.13)
cos(θ) = − µsµv + ss sv cos(ϕ) µs = cos(ϑs)
µv = cos(ϑv) ss = sin(ϑs) sv = sin(ϑv)
(3.14)
where α =
√
γL and γ = 4pi(χ+M)/λ, χ is the imaginary part of ice refractive index, λ
is the wavelength, and ϑs and ϑv represent incidence and viewing zenith angle, while ϕ
is the relative azimuth angle (RAA). The value of L is approximately equal to 13d, where
d is the average optical diameter of snow grains.
In our simulation, laser wavelength is set as 532 nm with χ=2.54×10−9. In addition,
the parameter M is set to be 5.5×10−8, with a = 1.247, b = 1.186, c = 5.157, based on
Kokhanovsky’s paper [50]. Therefore, a reectance distribution can be derived using this
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Table 3.1: Surface characteristics for dierent types of landscapes [52].
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model, given a specic snow grain size d.
Note that this BRDF model calculates reectance, which is pi×BRDF. The plots below
in Figure 3.9mathematically showmany similarities withWard BRDFmodel results. Nei-
ther of them is a precise predication, but rather an approximation for snow reectivity for
light at dierent incident angles. Therefore, the Ward BRDF model will still be used later
for our simulation.
Since our framework assumes a clear sky for now, multiple scattering in the atmo-
sphere is not considered here. Therefore, among all the directions that photons are re-
ected into, only those in the back scattering direction will arrive at the receiver. Hence,
for a specic photon, the BRDF function is used to determine whether it will be reected
in its own back scattering direction. The combined eects of returning photons of com-
plex surfaces modeled with BRDF and the multiple pixel PMT on returning photons is
then complicated as compared to returns from at surfaces.
3.3 Summary
In this chapter, Fourier synthesis was introduced to create synthetic surfaces based on
parameters derived from an empirical Digital Elevation Model (DEM) data set. Synthetic
surface roughness can be adjusted using a frequency spectrumlter. A radiometricmodel
using a bidirectional reectance distribution function (BRDF) model was also applied to
the synthetic scene.
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(a) θi=15°
(b) θi=30°
(c) θi=45°
Figure 3.9: Reectance distribution for a snow BRDFmodel with d = 200 µm and incident
angle φi = 0° and (a) θi = 15°; (b) θi = 30°; and (c) θi = 45°, denoted by the black cross in
gure.
Chapter 4
Performance of a spaceborne
photon-counting lidar on complex
surfaces
4.1 Multiple pixel PMT performance on horizontal and sloped
surfaces
Having completed the framework for systemmodeling, simulationperformance for space-
borne photon-counting lidars can now be studied. In this chapter, the results and dis-
cussions are presented for lidar system performance on horizontal, sloped, and complex
surfaces.
4.1.1 Horizontal at surfaces
Asdiscussed above, for those photonswhich arrive at the detector duringdead time (mod-
eled as 3 ns in our simulation), a photon-counting detector is not able to record that event.
Therefore, if there are multiple photons arriving at the detector, the derived surface eleva-
tion will be biased towards the earlier photons. To mitigate that impact, the PMT receiver
in our simulation uses a multiple pixel design where each pixel can be triggered indepen-
dently.
To demonstrate the improvement on elevation retrieval using amultiple channel PMT,
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N = 100, 000 trials of laser ring are tested for a horizontal at surface normal to the beam
using the Monte Carlo method. Parameters for a weak spot are applied here with surface
diuse albedo ρd=0.9 and ρs=0.05. Figure 4.1 shows the histogram of surface elevation
derived from arriving photons, with dierent colors representing dierent numbers of
pixels in the detector. Since all photon events can be registered by an ideal detector, the
retrieved elevation for the ideal case shows no bias. For a realistic photon-counting detec-
tor, the surface elevation results are biased by the lidar system. As a result, the derived
surface elevation is higher than the actual one. However, this bias can be corrected with a
multiple pixel PMT design. As the colored lines in Figure 4.1 demonstrate, the averaged
elevation bias can be closer to 0 when more pixels are utilized in the detector. However,
it is not always an advantage using multiple pixels PMT compared to a single detector,
especially when the signal is very weak, (e.g., number of mean photoelectron per shot is
much smaller than 1.) In this situation, multiple measurement will yield the same range
distribution as a single detector.
Figure 4.1: Number of normalized triggers versus at surface elevation retrievals for dif-
ferent numbers of PMT pixels.
Another detailed example is demonstrated below in Figure 4.2, where the derived
elevation for a at surface is plotted for 40 trials, each showing the mean and standard
error of arriving photons within a 100-shot packet. The rest of parameters remain the
same as in previous cases. As a result, the averaged elevation bias is decreased from 3.46
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cm to 0.884 cm when the number pixels is increased from 1 to 4.
Figure 4.2: Flat surface elevation retrievals using 100-shot packet and standard error
within the 100 shots, for PMT using (a) 1 pixel (green dots and error bar) and (b) 4 pixels
(blue dots and error bar). Reference elevation is 0 cm.
4.1.2 Sloped surfaces
It is interesting to explore PMT performance on the retrieved elevation for a sloped sur-
face, as an intermediate case between at and complex surfaces. Previouswork has shown
the slope altimetry using photon-counting lidar for quasi-Lambertian surfaces [7]. For
sloped surfaces, the incident light angle increases as the slope angle goes up. Thus, the
probability distribution for photons being reected in the back scattering direction can
vary for dierent slopes. The Ward BRDF suggests that fewer photons will arrive at the
detector as slopes become steeper.
A histogram plot of photon triggers versus retrieved elevation for dierent sloped sur-
faces is shown in Figure 4.3. The Monte Carlo simulation is done with N = 100, 000 trials
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of laser shots for the same sloped surface. Since slopes raise elevation uncertainty within
a sampled area, the standard deviation for returning photons increases as the slope angle
goes up for these photon-counting detectors. Hence, compared to horizontal at surfaces,
uncertainty in elevation retrieval for slopes appears to result from a combined eect of
laser pulse width spatially and temporally, as well as surface BRDF variation.
Figure 4.3: Number of normalized triggers on sloped surface elevation retrievals for dif-
ferent slope angles.
Quantitative sensitivity of retrieved elevation versus surface slope angle is shown be-
low in Figure 4.4. Averaged and standard deviation are computed using N = 100, 000
trials on a sloped surface, with the slope angle ranging from 0° to 10°. As shown in Figure
4.4, the mean elevation bias and the standard deviation for arriving photons goes up as
slope angle increases. Note these results are specic to the system parameters assumed
here. A more realistic, complex surface will be discussed next.
4.2 Elevation retrieval on complex surfaces
Before presenting results for complex surfaces, we need to review the details for calculat-
ing the retrieved elevation and associated errors. For a spaceborne photon-counting lidar
system, there is no way to tell where each detected photon comes from within a given
laser footprint area on the ground. Hence, it is not practical to derive an exact surface
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Figure 4.4: Elevation retrieval of (top) mean elevation and (bottom) standard deviation
versus slope angle. Note that the reference elevation in this case is 0 cm.
elevation for each laser shot [29]. A statistical approach for many laser shots is necessary
for elevation retrieval. So far we have focused on understanding the general behavior of
a multiple pixel PMT system. That is why a large number (N = 100, 000) was used in our
analysis for horizontal at and sloped surfaces.
4.2.1 Returning photon distribution
Based on a proposed ICESat-2 data post-processing algorithm, a window containing 200
shots will be used statistically for estimating the surface elevation for complex surfaces
[54]. To evaluate system behavior, 200 laser shots with 0.7 m along-track sampling is
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simulated on a synthetic surface produced using p = 1.8 with the reective properties
assumed previously. Here, other parameters for the PMT detectors are: 3 ns dead time
and 50% probability of detection. For the transmitter, the laser temporal pulse width is 1
ns, with a footprint diameter of 10 m on ground.
Figure 4.5: Returning photon point cloud for elevation retrieval. Red points represents
returning photons and the blue line represents the along-track prole (reference surface).
In Figure 4.5, each red point represents an arriving photon and its altitudewith respect
to the actual surface prole, as shown in the blue line. As discussed before, the accuracy of
the ICESat-2 derived elevation is determined by comparing the retrieved elevation with
the reference elevation, which is the mean value of a circle area within the laser beam
for each laser shot. The elevation bias, also known as accuracy, is statistically calculated
as the mean for dierences between the retrieved and reference elevations. In addition,
the standard deviation for the elevation dierence denotes the precision of the elevation
retrieval.
4.2.2 Sensitivity to surface roughness
To investigate the impact of complex surface roughness on elevation retrieval, the syn-
thetic surfaces discussedpreviously usingdierent p values are tested (surfaces for p = 1.6
and p = 2.0 are shown in Figure 3.5). The rest of the parameters for system modeling re-
main the same. To reduce statistical uncertainty, the simulation is done for a ight track
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containing 1, 000 laser shots for each individual scene. Note that each laser footprint is
assumed to have a FWHM diameter of 10 m. Since the synthetic surfaces have 1 m res-
olution, the impacts of sub-beam terrain characteristics on the returning lidar signal are
studied here.
Figure 4.6: Standard deviation for retrieved elevation bias for a weak spot versus p, show-
ing its value for an individual pixel and average over 4 outputs.
The result of the simulation for ATLAS detection using the weak beam on a complex
surface with dierent roughnesses is shown in Figure 4.6 [55]. Each bar for a specic p
value represents its bias standard deviation for each of the 4 individual outputs, while
red line shows the average result. As stated before, the signal of a weak spot from groups
of 4 anode segments are summed before the discrimination function, resulting in 4 digital
outputs, labeled as pixel A, B, C and D in Figure 4.6. The standard deviation of retrieved
error becomes smaller as p increases. This conrms that a smoother surface will result in
higher precision in elevation retrieval.
The comparison between elevation retrieval for weak and strong spots is shown in
Figure 4.7. For the weak spot, each result is achieved by averaging 4 individual outputs,
while for the strong spot it is done by averaging 16 outputs. Note that for a strong spot,
the mean photoelectrons per shot is 8.17 [39]. As the curves indicate, retrieved elevation
bias is approximately similar for the two laser intensities. This is because the ratio of pixel
numbers of strong spot to weak spot is similar to the ratio of laser intensities of the two.
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(a) Weak spot
(b) Strong spot
Figure 4.7: Elevation bias and standard deviation of derived elevation dierence versus
p, for weak and strong spot.
4.2.3 Sensitivity to diuse albedo
Another test is done by changing the diuse albedo for the same synthetic surface. Here
p is set to be 2.0, while diuse albedo ρd changes from 0.6 to 0.9. As the Lambertian
reectance increases, the number of returning photoelectrons will also increase propor-
tionally. The mean and standard deviation for elevation retrieval in this case is shown in
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Figure 4.8 for a strong spot. It can be seen that the two curves vary slightly for this range
of albedo. However, a smaller diuse albedo will result in a smaller bias average. This is
partially because for the Ward BRDF model, a decrease in diuse reection will increase
the quasi-specular reection simultaneously, which will potentially increase the number
of back-scattered photons for small slopes. This result conrms that ATLAS will yield
reduced bias on snow surfaces with a smaller diuse albedo, such as those with larger
snow grain sizes or melting snow.
Figure 4.8: Elevation bias and standard deviation for retrieved elevation for a strong spot
versus diuse albedo.
However, remaining uncertainties in solar background noise and dark current may
have additional impacts on the accuracy of retrieved elevation data. In the rest of this
thesis, these noise sources and their impact on surface elevation retrieval will be studied,
so that ICESat-2 like system performance can be condently derived.
4.3 Summary
In this chapter, surface elevation retrieval accuracywas studied for landscapeswhich have
dierent shapes, as well as reectivities. Comparing the results of returning photon de-
tection for example surfaces, it was found that ICESat-2 would have a higher precision on
a smoother surface, and a surface with smaller diuse albedo would on average result in
smaller bias.
Chapter 5
Ground and vegetation canopy
detection algorithm
In the last chapter, the performance of ICESat-2 on surface elevation retrieval accuracy
was studied in a noise-free condition. However, in a realistic scenario, photon-counting
detectors introduce signicant noise, such as from solar photons and system dark current.
Therefore, an eective approach is required for denoising and classifying returns from the
ground surface as well as canopy. In this chapter, a brief introduction will be addressed
on the airborne photon-counting lidar measurement. Then noise reduction and surface
nding algorithmwill be discussed aswell as the relatedwork. Adensity-based clustering
method will be proposed to detect the ground and vegetation for point cloud extracted
from photon-counting lidar altimetry.
5.1 Noise reduction and surface nding for a photon-counting
lidar data set
To validate ICESat-2’s measurement approach, NASA is currently conducting ights over
areas of interest using Multiple Altimeter Beam Experiment Lidar (MABEL) laser altime-
ter. Measurement from MABEL provides a capability for airborne photon-counting al-
timetry and therefore serves as a prototype and simulator for the upcoming ICESat-2 mis-
sion [26]. TheMABEL dataset contains point cloud collected on dierent landscapes such
as ice/snow, terrain and canopy.
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5.1.1 Introduction to MABEL
The current concept of ICESat-2 measurement uses a high-repetition-rate (10 kHz), low
pulse energy laser with single-photon-sensitive detectors to measure the range of the
Earth’s surface. To simulate ICESat-2-like data, the airborne Multiple Altimeter Beam
Experiment Lidar (MABEL) laser altimeter was developed. MABEL provides a capability
for airborne photon-counting altimetrymeasurement and therefore servers as a prototype
and simulator for the upcoming ICESat-2 mission [26].
The MABEL instrument uses a high-repetition-rate pulsed laser variable from 5 to 25
kHz, with a pulse length of 2 ns. The laser generates both 1064- and 532- nm outputs. MA-
BEL records the time-position of each individual photon via detectors with single-photon
sensitivity. The increased sensitivity often results in a noisier data set, since background
photons and system noise can also trigger the detector. While dierent methodologies
have been developed to process lidar elevation data [56][57][58], an eective noise reduc-
tion and ground detection approach is required for micropulse photon-counting lidar
altimeter data.
5.1.2 Realistic photon-counting laser altimetry data fromMABEL
Two example data sets fromMABELwill be used in this study. The rst one was collected
near the Jakobshavn Glacier on April 19, 2012 under clear sky conditions in daytime, as
shown in Figure 5.1. The other one was collected in Wisconsin, USA on September 26,
2012 under clear sky conditions in nighttime, as shown in Figure 5.2. The data set used
in this study (L2A, Release 8) consists of range and positional information (corrected for
aircraft pitch, roll and yaw) of all received photon detection events, as calculated by the
sensor based on time of departure/arrival. Surface elevation can then be inferred from the
detected range and altitude of the aircraft. In Figure 5.1, a 2D elevation prole of a section
of Jakobshavn Glacier versus ight time is plotted in Figure 5.1(a), while its aerial photo
is shown in Figure 5.1(b). In Figure 5.2, a 2D elevation prole of a section of Wisconsin
versus ight time is plotted in Figure 5.2(a), while its aerial photo is shown in Figure 5.2(b).
The two example data sets here represent dierent scenes in dierent atmospheric
conditions. The one from Jakobshavn Glacier is for snow/ice covered ground with high
noise rate, while the one fromWisconsin is for hilly terrain covered by canopies with low
noise rate. A fast algorithm is then required for the detection of photons reected from the
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(a) Point cloud collected by MABEL in Jakobshavn Glacier
(b) Aerial photo in Google Earth.
Figure 5.1: ExampleMABEL data collected in JakobshavnGlacier onApril 19, 2012. (a) 2D
elevation prole of a section of Jakobshavn versus ight time; (b) aerial photo in Google
Earth. Green line shows the ight track on the ground for one hour.
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(a) Point cloud collected by MABEL in Wisconsin
(b) Aerial photo in Google Earth
Figure 5.2: Example MABEL data collected in Wisconsin, USA on Sep. 26, 2012. (a) 2D
elevation prole of a section of Wisconsin versus ight time; (b) aerial photo in Google
Earth, showing an area corresponding to about two seconds of ight time.
5.1. Noise reduction and surface nding for a photon-counting lidar data set 44
ground as well as vegetation. Several algorithm concepts are inspired by concepts of the
geostatistical classication method andmodied to solve the lidar data analysis problem,
such as [59][60]. In the next section a brief introduction is presented of selected science
teams’ research on noise removal and surface nding for lidar point clouds, including
Debney [61], Vasile [62], Herzfeld [28] and Horan’s work [27].
5.1.3 Other science teams’ work on ground detection
Dabney and his group studied the Slope ImagingMulti-polarization Photon-counting Li-
dar (SIMPL) performance on various surfaces [61]. SIMPL is an airborne instrument de-
veloped to demonstrate laser altimetry measurement methods and components that en-
able ecient, high-resolution, swathmapping of topography and surface properties from
space. The SIMPL transmitter is an 11 KHz, 1064 nm, plane polarized micropulse laser
transmitter that is frequency doubled to 532 nm and split into four push-broom beams.
The receiver employs single-photon, polarimetric ranging at 532 and 1064 nmusing Single
Photon Counting Modules. Measurement results for Lake Erie are illustrated here using
a 260 m long ight segment crossing an open water lead, a polynya covered by skim ice,
dark nilas ice and new grey-white ice, as can be seen in Figure 5.3. It is shown that the
character of the point cloud diers for the four channels illustrated by Beam 3. The prob-
ability of detection is indicated by the density and thickness of the surface return point
cloud. Here, signicant variability is observed between the channels and along the pro-
les. Between-beam consistency at short length scales for each channel indicates that the
variability is not noise. Amplitude dierences between a channel’s four beams are due to
instrumental eects.
Vasile and his team present an improved algorithm for noise removal and signal de-
tection, called Multiple-Peak Spatial Coincidence Processing (MPSCP), which has a two-
stage ltering process. The noisy 3D lidar data are initially stored in Universal Transverse
Mercator (UTM) coordinate system, a 3D Cartesian coordinate space [63]. The rst pro-
cessing step of MPSCP is to transform the data from UTM space to an appropriate line of
sight (LOS) space. In the next stage, MPSCP uses the output level estimate to determine
statistical signicance of spatially coincident returns, where the statistical signicance is
determined in terms of a maximum likelihood estimator. Field data collected using an
airborne Lidar sensor in support of the 2010 Haiti earthquake operations, were used to
test the MPSCP algorithm against current state-of-the-art, Maximum A-posteriori Coin-
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Figure 5.3: Point cloud proles across Lake Erie ice cover for the four channels on Beam
3 in SIMPL. From top to bottom they are the 532 nm parallel and perpendicular channels
and the 1064 nm parallel and perpendicular channels. The prole location is along the
bottom edge of the video frame composite, adapted from [61].
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cidence Processing (MAPCP). A comparison plot is shown in Figure 5.4. The MPSCP
algorithm is shown to have a 3x improvement in angular and range resolution, a 21% im-
provement in ground detection compared to MAPCP [62]. Other qualitative and quanti-
tative results are also presented to show howwell the proposed algorithm removes image
noise while preserving signal and reconstructing the best estimate of the underlying 3D
scene.
Figure 5.4: (A) MAPCP vs. MPSCP line spread function (LSF), showing that MPSCP has
an improvement of about 3x in angular resolution. (B) MAPCP range resolution versus
MPSCP range resolution, showing an improvement in theMPSCP result of 2x. (C)Ground
coverage forMAPCP and (D)MPSCP,with voids shown as black pixels. MPSCP recovered
21% more ground cover compared to MAPCP. Figure is adapted from [62].
In addition, Herzfeld and her group are doing research to derive an algorithm that
allows detection of ground under dense canopy and identication of ground and canopy
levels in simulated ICESat-2 data, based on airborne observations with a Sigma Space
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micropulse lidar [28]. The mathematical algorithm uses spatial statistical and discrete
mathematical concepts, including radial basis functions, density measures, geometrical
anisotropy, eigenvectors, andgeostatistical classicationparameters andhyper-parameters.
Validation shows that ground and canopy elevation, and hence canopy height, can be ex-
pected to be observable with high accuracy by ICESat-2 for all expected beam energies
considered for instrument design (93.01% - 99.57% correctly selected points for a beam
with expected return of 0.93 mean signals per shot (MSP), and 72.85% - 98.68% for 0.48
MSP). The algorithmderived here is generally applicable for elevation determination from
photon counting lidar altimeter data collected over forested areas, land ice, sea ice, and
land surfaces, as well as for cloud detection. One of the results using their method is
shown in Figure 5.5.
Figure 5.5: Data and ground/canopy detection for the stronger beam (mean signals per
shot = 9) with resampling using Herzfeld’s method, adapted from [28].
Besides these studies, Horan and Kerekes [27] develop an automated statistical anal-
ysis technique for noise reduction on measurements obtained from MABEL. The general
approach of their analysis technique is to: 1) divide the received photons into bins, 2)
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calculate the mode for each bin, and 3) compare each photon elevation to the mode for
that bin, retaining only those photons that fall within a set threshold. Because this tech-
nique uses statistical analysis to separate the surface elevation photons from the solar
background photons, nding the surface return is computationally very light, making it
ideal for large data sets. An example result using this technique is shown in Figure 5.6.
Figure 5.6: 2D elevation prole of a section of Jakobshavn Glacier using only those pho-
tons that make up the surface return, as determined by the automated statistical analysis
technique. The white points describe the elevation and location from which the sensor
has determined the detected photons were reected, adapted from [27].
5.2 An adaptive clustering method for surface detection
5.2.1 Introduction to clustering
The aforementioned research provides some fundamental approaches to post processing
of lidar point clouds. In our work ow, we aim to nd a method which is reliable and
fast for small scale data sets. Meanwhile, it does not require so much prior-knowledge for
dierent scenarios or the system parameters. This alternative way is to use clustering for
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classication, as in data mining.
Cluster analysis [64][65] divides data into groups (clusters) for the purposes of sum-
marization or improved understanding. For example, cluster analysis has been used to
group related documents for browsing, to nd genes and proteins that have similar func-
tionality, or as ameans of data compression [66]. In the same paper, it is also demonstrated
that clustering algorithms are especially attractive for the task of class identication in
spatial databases.
Several tasks of knowledge discovery in databases (KDD) have been dened in the lit-
erature [67]. The task considered in this chapter is class identication, i.e., the grouping
of the objects of a database into meaningful subclasses. It is required to identify signals
from background noise in point clouds extracted fromphoton-counting lidar simulations.
There could be landscape surface, canopy, vegetation, and sea icebergs in the lidar scan-
ning area. In other words, these objects should be identied as dierent classes distinct
from background noise. A fast and ecient clustering algorithm is required here.
5.2.2 Overview of common clustering algorithms
Clustering algorithms are attractive for the task of class separation. However, the applica-
tion to large spatial databases raises the following requirements for clustering algorithms
[68]:
(1) Minimal requirements of domain knowledge to determine the input parameters,
because appropriate values are often not known in advance when dealing with large
databases.
(2) Discovery of clusters with arbitrary shape, because the shape of clusters in spatial
databases may be spherical, drawn-out, linear, elongated etc.
(3) Good eciency on large databases, i.e., on databases of signicantlymore than just
a few thousand objects.
Since the publication of [69], many clustering methods have been developed, which
can be broadly categorized into partitioning methods [70], hierarchical methods [71][72],
density-based methods [68][73], as well as gridbased methods [74][75][76]. For low di-
mensional data, some clustering algorithms have shown good performance, such as Clus-
tering Using REpresentatives (CURE) [77][78], Chameleon [79] and Clustering Large Ap-
plications based on RANdomized Search (CLARANS) [80].
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CURE
The clustering algorithm called CURE is more robust to outliers and identies clusters
having non-spherical shapes and wide variances in size. CURE achieves this by repre-
senting each cluster by a certain xed number of points that are generated by selecting
well scattered points from the cluster and then shrinking them toward the center of the
cluster by a specied fraction. Having more than one representative point per cluster al-
lows CURE to properly adjust to the geometry of non-spherical shapes and the shrinking
helps to dampen the eects of outliers. To handle large databases, CURE employs a com-
bination of random sampling and partitioning. A random sample drawn from the data
set is rst partitioned and each partition is partially clustered. The partial clusters are
then clustered during a second pass to yield the desired clusters. An overview of CURE
is shown below in Figure 5.7.
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Figure 5.7: Overview of CURE.
Chameleon
The key feature of the Chameleon algorithm is that it accounts for both interconnectivity
and closeness in identifying themost similar pair of clusters. It thus avoids the limitations
discussed earlier. Furthermore, Chameleon uses a novel approach to model the degree of
interconnectivity and closeness between each pair of clusters. This approach considers the
internal characteristics of the clusters themselves. Thus, it does not depend on a static,
user-supplied model and can automatically adapt to the internal characteristics of the
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merged clusters. The main steps of Chameleon is shown below in Figure 5.8 [79].
Figure 5.8: Chameleon uses a two-phase algorithm, which rst partitions the data items
into subclusters and then repeatedly combines these subclusters to obtain the nal clus-
ters, adapted from [79].
CLARANS
CLARANS is motivated by PAM and CLARA. PAM (Partitioning Around Medoids) was
developed by Kaufman and Rousseeuw [65]. To nd k clusters, PAM’s approach is to
determine a representative object for each cluster. This representative object, called a
medoid, is meant to be the most centrally located object within the cluster. Once the
medoids have been selected, each non-selected object is grouped with the medoid to
which it is the most similar.
Designed by Kaufman and Rousseeuw to handle large data sets, CLARA (Clustering
LARge Applications) relies on sampling [65]. Instead of nding representative objects for
the entire data set, CLARAdraws a sample of the data set, applies PAMon the sample, and
nds the medoids of the sample. The point is that, if the sample is drawn in a suciently
random way, the medoids of the sample would approximate the medoids of the entire
data set. To come up with better approximations, CLARA draws multiple samples and
generates the best clustering as the output.
LikeCLARA,CLARANSdoes not check every neighbor of a node. But, unlikeCLARA,
it does not restrict its search to a particular subgraph. In fact, it searches the original
graph. Meanwhile, one key dierence between CLARANS and PAM is that the former
only checks a sample of the neighbors of a node. But, unlike CLARA, each sample is
drawn dynamically in the sense that no nodes corresponding to particular objects are
eliminated outright. In other words, while CLARA draws a sample of nodes at the begin-
ning of a search, CLARANS draws a sample of neighbors in each step of a search. This has
5.2. An adaptive clustering method for surface detection 52
the benet of not conning a search to a localized area. Experimental results show that
CLARANS outperforms CLARA and PAM in terms of both eciency and eectiveness.
5.2.3 Introduction to DBSCAN algorithm
Among those clustering algorithms, one approach particularly addresses our interest to
deal with photon-counting laser altimeter data, namely Density Based Spatial Clustering
of ApplicationswithNoise (DBSCAN). A brief introduction toDBSCANwill be discussed
here [68], including its main denitions as well as how to process a dataset.
When looking at the sample sets of points depicted in Figure 5.9, we can easily and
unambiguously detect clusters of points and noise points not belonging to any of those
clusters.
Figure 5.9: Sample Databases.
The main reason why we recognize the clusters, is that within each cluster we have
a typical density of points which is considerably higher than outside of the cluster. Fur-
thermore, the density within the areas of noise is lower than the density in any of the
clusters.
The key idea for DBSCAN is that for each point of a cluster, the neighborhood of a
given radius has to contain at least a minimum number of points, i.e., the density in the
neighborhood has to exceed some threshold. The shape of a neighborhood is determined
by the choice of a distance function for two points p and q, denoted by dist(p , q).
Denition 1: (Eps-neighborhood of a point) The Eps-neighborhood of a point p, de-
noted by NEps(p), is dened by NEps(p) = {q ∈ D |dist(p , q) ≤ Eps}.
A naive approach could require that for each point in a cluster, there are at least a
minimum number (MinPts) of points in an Eps-neighborhood of that point. However,
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this approach fails because there are two kinds of points in a cluster, points inside of the
cluster (core points) and points on the border of the cluster (border points). In general,
an Eps-neighborhood of a border point contains signicantly fewer points than an Eps-
neighborhood of a core point. Therefore, we would have to set the minimum number of
points to a relatively low value in order to include all points belonging to the same cluster.
In the following processing, this goal will be accomplished through the denitions 2-4.
Denition 2: (directly density-reachable) A point p is directly density-reachable from a
point q with respect to Eps, MinPts if
1) p ∈ NEps(q) and
2) |NEps(q)| ≥ MinPts
It denes the core points in a cluster. Obviously, directly density-reachable is symmet-
ric for pairs of core points. In general, however, it is not symmetric if one core point and
one border point are involved, as shown in Figure 5.10.
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Figure 5.10: Two kinds of point in a cluster: points inside of the cluster (core points, such
as p) and points on the border of the cluster (border points, such as q). Density-reachable
is not symmetric for core and border points.
Denition 3: (density-reachable) A point p is densit y− reachable from a point q with
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respect to Eps and MinPts if there is a chain of points p1 , . . . , pn , p1 = q, pn = q such that
pi+1 is density reachable from pi .
Density-reachability is a canonical extension of direct density-reachability. This rela-
tion is transitive, but it is not symmetric. Figure 5.11 depicts the relations of some sample
points and, in particular, the asymmetric case. As it can be seen, two border points of the
same cluster C are possibly not density reachable from each other because the core point
condition might not hold for both of them. However, there must be a core point in C from
which both border points of C are density-reachable. Therefore, we introduce the notion
of density-connectivity which covers this relation of border points.
Denition 4: (density-connected) A point p is density connected to a point q with re-
spect to Eps andMinPts if there is a point, o, such that both p and q are density-reachable
from o with respect to Eps and MinPts.
Density-connectivity is a symmetric relation. For density reachable points, the relation
of density-connectivity is also reexive. Now that both core points and border points are
achieved, we are able to dene the density-based notion of cluster.
Denition 5: (cluster) Let D be a database of points. A cluster C with respect to Eps
and MinPts is a non-empty subset of D satisfying the following conditions:
1) ∀p , q: if p ∈ C and q is density-reachable from p with respect to Eps and MinPts,
then q ∈ C. (Maximality) 2) ∀p , q ∈ C: p is density-connected to q with respect to Eps and
MinPts. (Connectivity)
Denition 6: (noise) Let C1 , . . . , Ck be the clusters of the database D with respect to
parameters Epsi and MinPtsi , i = 1, . . . , k. Then we dene the noise as the set of points
in the database D not belonging to any cluster Ci , i.e., noise ={p ∈ D |∀i : p < Ci }.
Based on denition 1-4, points in a cluster can be classied as core points and border
points. According to denition 5 and 6, clusters and noise can be discovered in a spatial
database. Ideally, we would have to know the appropriate parameters Eps and MinPts
of each cluster. However, there is no simple way to get this information in advance for all
clusters in the database. Here, DBSCAN uses global values for Eps and MinPts, i.e., the
same values for all clusters. An example result can be seen in Figure 5.12.
5.2.4 A modied DBSCAN for surface detection
For a 2D dataset collected using photon-counting laser altimeter measurements, the dis-
tance between two points p(tp , hp) and q(tq , hq) is dened as:
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Figure 5.11: Density-reachability and density-connectivity. (a) Two border points (p, q) of
the same cluster are possibly not density reachable from each other. (b) However, there
must be a core point o from which both border points are density-reachable.
To test the efficiency of DBSCAN and CLARANS, we
use the SEQUOIA 2000 benchmark data. The SEQUOIA
2000 benchmark database (Stonebraker et al. 1993) uses real
data sets that are representative of Earth Science tasks. There
are four types of data in the database: raster data, point data,
polygon data and directed graph data. The point data set con-
tains 62,584 Californian names of landmarks, extracted
from the US Geological Survey’s Geographic Names Infor-
mation System, together with their location. The point data
set occupies about 2.1 M bytes. Since the run time of CLAR-
ANS on the whole data set is very high, we have extracted a
series of subsets of the SEQUIOA 2000 point data set con-
taining from 2% to 20% representatives of the whole set.
The run time comparison of DBSCAN and CLARANS on
these databases is shown in table 1.
The results of our experiments show that the run time of
DBSCAN is slightly higher than linear in the number of
points. The run time of CLARANS, however, is close to qua-
dratic in the number of points. The results show that DB-
SCAN outperforms CLARANS by a factor of between 250
and 1900 which grows with increasing size of the database.
6. Conclusions
Clustering algorithms are attractive for the task of class iden-
tification in spatial databases. However, the well-known al-
gorithms suffer from severe drawbacks when applied to
large spatial databases. In this paper, we presented the clus-
tering algorithm DBSCAN which relies on a density-based
notion of clusters. It requires only one input parameter and
supports the user in determining an appropriate value for it.
We performed a performance evaluation on synthetic data
and on real data of the SEQUOIA 2000 benchmark. The re-
sults of these experiments demonstrate that DBSCAN is sig-
nificantly more effective in discovering clusters of arbitrary
shape than the well-known algorithm CLARANS. Further-
more, the experiments have shown that DBSCAN outper-
forms CLARANS by a factor of at least 100 in terms of effi-
ciency.
Future research will have to consider the following issues.
First, we have only considered point objects. Spatial data-
bases, however, may also contain extended objects such as
polygons. We have to develop a definition of the density in
an Eps-neighborhood in polygon databases for generalizing
DBSCAN. Second, applications of DBSCAN to high di-
mensional feature spaces should be investigated. In particu-
lar, the shape of the k-dist graph in such applications has to
be explored.
WWW Availability
A version of this paper in larger font, with large figures and
clusterings in color is available under the following URL:
http://www.dbs.informatik.uni-muenchen.de/
dbs/project/publikationen/veroeffentlichun-
gen.html.
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Table 1:  run time in seconds
number of
points 1252 2503 3910 5213 6256
DBSCAN 3.1 6.7 11.3 16.0 17.8
CLAR-
ANS 758 3026 6845 11745 18029
number of
points 7820 8937 10426 12512
DBSCAN 24.5 28.2 32.7 41.7
CLAR-
ANS 29826 39265 60540 80638
 database 1  database 2  database 3
figure 6: Clusterings discovered by DBSCANFigure 5.12: Clusterings discovered in the sample dataset using DBSCAN.
dist(p , q) = [
(tp − tq)2
t2scale
+
(hp − hq)2
h2scale
]
1
2 (5.1)
where t represe ts delta_time in Figure 5.1(a) and Figure 5.2(a), which can be consider d
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as along-track distance, and h represents elevation. tscale and hscale are used for normal-
ization so that the points in test data set have a comparable order over t and h axis. Hence
dist(p , q) is now unitless.
In our algorithm, since most of the clusters (surface returns) have a higher density in
the horizontal than vertical direction, it is reasonable to modify the shape of the search
area accordingly. Therefore, the distance between point p(tp , hp) and q(tq , hq) is nowmod-
ied as:
dist(p , q) = [
(tp − tq)2
t2scalea
2 +
(hp − hq)2
h2scaleb
2 ]
1
2 (5.2)
p 
q 
p 
q 
Figure 5.13: Modication of the search area using DBSCAN. (Left) By using a circular
searching area, point q is density-connected to point p, also classied as part of the clus-
ter. (Right) Since the search area is modied as an ellipse, point q is no longer density-
connected to point p, therefore q is now classied as noise.
As can be seen in Figure 5.13, the search area is modied as an ellipse with centroid p,
major axis with length 2a, and minor axis with length 2b, while a > b. Due to the change
in search area, points in the horizontal direction have more weight with respect to the
search area center than points in the vertical direction. Therefore, continuous points in
a roughly horizontal direction are more likely to be classied as belonging to the cluster.
That is also the same as in the detection of ground for MABEL lidar point clouds.
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5.3 Surface detectionusing theproposed adaptive clusteringmodel
5.3.1 Estimation of clustering parameters
As the ellipse shape is determined by a and b in Eq. (5.2), two parameters are needed for
the modied DBSCAN implementation: MinPts and Eps. Here we develop a simple but
eective heuristic way to determine the two parameters. For simplicity, Eps=2 is used all
the time so that only MinPts will be modied. This can be achieved by estimating the
average point density within the search ellipse.
(1) A partition of points from a test data set is rst extracted. This example covers a
ight time of δt and an elevation range of δh. The Area S of this sample data set is:
S = δt · δh; (5.3)
(2) For an ellipse with dist(p , q)=Eps, its area s1 is:
s1 = pi · Eps2 · tscalehscale · ab (5.4)
where: a=0.5, b=0.2. Hence, the number of ellipses within the example data set is roughly
estimated as S/s1;
(3) The number of points in the example data set is found to be N . Therefore, the
average point density (ρ) within the search ellipse can be calculated:
ρ = N/S · s1; (5.5)
(4) To better estimate ρ, more than one example data set are extracted from the test
data set and processed through steps (1) to (3), then averaged. In the proposed clustering
method, the point density for clusters should be higher than the average density of the
whole data set. MinPts can be empirically estimated as:
MinPts ≥ 4 · ρ (5.6)
Practically we can always start with the minimum integer larger than 4ρ and increase this
value by 1 gradually. For the MABEL photon-counting lidar data sets, as shown in Figure
5.1(a), tscale = 0.1 and hscale = 1.0 are used, where ρ ≈ 0.36 and MinPts = 4 are nally
applied. For the other data set, as shown in Figure 5.2(a), tscale = 1.0 and hscale = 10.0 are
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used, where ρ ≈ 3.85 and MinPts = 16 are used. A owchart showing the main steps of
proposed detection algorithm can be seen in Figure 5.14. MinPts is the only parameter
that needs to be optimized. Other parameters, such as a, b, and Eps, are determined
before implementation and independent of the point cloud. This proposed clustering
algorithm can be quickly implemented and is adaptive to photon-counting lidar data sets
with dierent point densities.
5.3.2 Ground and vegetation canopy detection using the adaptive clustering
model
The result for detection of the ground surface for MABEL data is shown in Figure 5.15.
Here red dots represent classied surface returns while black dots represent classied
noise. It is shown that the prole of ground is reliably extracted from the point cloud,
as can be seen in Figure 5.15(a). Meanwhile, both the ground surface and canopy can be
detected from background noise, as can be seen in Figure 5.1(b). The proposed algorithm
is seen to be robust detecting ground and vegetation canopy and adaptive for data sets
with dierent point clouddensities. However, since the vegetation canopywouldpartially
block the forward- and backscattered photons from ground, the point density of ground
in that region is lower than ground without canopy coverage. Therefore, that part of
ground is hard to detect using the proposed method.
5.4 Summary
In this chapter, a post-processing algorithm for point cloud extraction from lidar datasets
was proposed. A modied clustering algorithm based on Density Based Spatial Cluster-
ing of Application with Noise (DBSCAN) was introduced and tested to detect the terrain
surface without any geometrical knowledge. The proposed algorithm was implemented
using airborne Multiple Altimeter Beam Experiment Lidar (MABEL) laser altimeter mea-
surement. This approach is seen to be robust detecting ground and vegetation canopy as
well as background noise reduction.
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Figure 5.14: Flowchart of surface detection using the modied DBSCAN algorithm.
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(a) Jakobshavn
(b) Wisconsin
Figure 5.15: Result for detection of ground for MABEL dataset collected over Jakobshavn
Glacier and Wisconsin using modied DBSCAN. Here red dots represent classied sur-
face returns while black dots represent classied noise. Parameters used in clustering are:
a=0.5, b=0.2, Eps=2, (a)MinPts=4, (b)MinPts=16.
Chapter 6
Performance assessment of surface
detection algorithm
In the previous chapter, an adaptive density-based clustering algorithm is developed for
surface detection. The proposed approach is seen to be robust on detecting both ground
and canopy for photon-counting laser altimeter data from MABEL measurements. How-
ever, quantitative evaluation of this algorithm has not been studied yet. To achieve the
performance assessment, it is required to compare the detection result with ground truth.
Here two sources of simulated data will be studied. The rst one is simulated rst princi-
ple photon-counting laser altimeter data, which will be analyzed in section 6.1 for glacier
scenes. The other one is point clouds generated using the Digital Imaging and Remote
Sensing Image Generation (DIRSIG) by RIT. After a brief introduction to DIRSIG simu-
lation (section 6.2), photon-counting lidar performance over ice sheets (section 6.3) and
canopy scenes (section 6.4) will both be evaluated.
6.1 Simulatedrst principle photon-counting laser altimetry data
6.1.1 Point cloud dataset from rst principle simulation
The rst data set is based on the rst principle simulation of photon-counting laser al-
timetry. As mentioned in the framework in our previous paper [55] and chapter 2 - 4, the
transmitter and receiver are simulated using a model of the ICESat-2 ATLAS instrument.
The laser beam is characterized as a circular Gaussian with a 1/e2 diameter of 10 m on
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the ground. Meanwhile, the temporal shape of laser photons is modeled with Gaussian
distribution with a 1 ns full-width at half-maximum (FWHM) pulse width. Laser along-
track sampling is 0.7 m based on the latest ICESat-2 design. The number of mean received
photoelectrons per shot was set as 2.04 for a weak spot and 8.17 for a strong spot [39]. A
3D synthetic surface is also generated using fractal techniques. Here the created terrain
has a size of 1024×1024 m, with a resolution of 1 m.
For the surface reectancemodel, an analytical snowBRDF, presented byKokhanovsky
and Breon [50] in a slightly modied notation, is used here. Laser wavelength λ is set as
532 nmwith χ=2.54×10−9. Meanwhile, parameterM is set to be 5.5×10−8, with a = 1.247,
b = 1.186, c = 5.157, based on Kokhanovsky’s paper [50]. The snow grain size is set to be
200 µm.
In addition, noise is added to the point cloud with a uniform random distribution.
With a noise rate of 2 MHz, an ICESat-2 point cloud of 0.1 second ight (700 m distance
on the ground) over a test 3D synthetic scene is plotted in Figure 6.1.
Figure 6.1: Simulated ICESat-2 point cloud of 0.1 second ight over test scene with a noise
rate of 2 MHz.
6.1.2 Algorithm performance evaluation
The proposed clustering algorithm is tested using the simulated photo-counting laser al-
timeter data. In the rst principle simulation, parameter p in the 1/ f p lter for generating
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the 3D synthetic surface is 2.0. The noise rate is set as 2MHz. As can be seen in Figure 6.2,
surface returns can be reliably classied as ground returns using the proposed algorithm.
Figure 6.2: Classication result using modied DBSCAN for simulated ICESat-2 data set
on synthetic scene. Here red dots represent returns classied as surface, while black dots
represent returns classied as noise.
To evaluate the performance of the proposed algorithm, ground truth information is
required. From the synthetic terrain, a 2D prole of illuminated terrain can be directly
extracted, which contains ground elevation versus ight distance or time. Note that the
laser footprint has a radius of 5m. Hence, due to the variance of groundwithin the circular
laser footprint, it is hard to designate the returning photon to a specic location within
the illuminated area. A statistical method is then necessary to dene a region for accuracy
evaluation. Here, an upper/lower boundary along the 2D ground truth is created with
a specic height above/below the terrain prole. The two boundaries enable a window
which can be regarded as the criterion of true surface returns. Therefore, each photon
is designated to an elevation with respect to ight distance, and can be categorized as
surface returns if it is within the contour “window". A height of 10 cm, which is close to
the expected elevation bias standard deviation for ICESat-2 and comparable to ndings
in Chapter 4, is chosen for performance assessment [39][55].
In addition, the statistical indicators known as recall and precision are computed. Re-
call R is the fraction of true signal points that are successfully enclosedwithin the contour
window. PrecisionP is the fraction of true signal points fromall the points enclosedwithin
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the detected contours. They are dened as below [81]:
R = TP
TP + FN (6.1)
P = TP
TP + FP (6.2)
where TP, FP, and FN represent the numbers of true positives (hit), false positives (false
alarm) and false negatives (miss), respectively. To be more specic, true positives repre-
sent points which are enclosed in the contour window being detected as surface returns,
and false positive represent points which are not enclosed in the contour window being
detected as surface returns. For a better estimation of performance assessment, the pro-
posed algorithm is evaluated for ve sets of point clouds, each of which was collected by
dierent test tracks (as can be seen in Figure 6.3).
Figure 6.3: Demonstration of 5 test tracks over the same simulated scene.
For each track, a statistical indicator is calculated to nd TP, FP, and FN , respectively.
As can be seen in Figure 7, the contour window is labeled as a black dashed line. Returns
classied as ground which are enclosed inside the window are TP (Hit), and those not
enclosed inside the window are FP (False Alarm). Meanwhile, classied noise enclosed
inside the window is FN (Miss). A demonstration of the classication for a point cloud
from one specic track is shown in Figure 6.4.
In order to use a single performancemeasure that will allow for comparison of results,
the harmonic mean of recall and precision will be used:
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Figure 6.4: Hits, false alarms and misses for point cloud after classication. Insert gure
shows the detail.
F = 2PR
P + R (6.3)
For all the 5 tracks, the F-measure value is calculated separately and then averaged. Thus,
uncertainty caused by ground surface variation will be mitigated. The result of the F-
measure versus surface roughness parameter p is shown in Figure 6.5. Note that as p
increases, the synthetic terrain becomes less rough [55] and the F-measure increases sig-
nicantly from 0.58 to 0.86. Therefore, the proposed algorithm has better performance on
a smoother surface.
It is also interesting to investigate the impact of laser footprint size. Since the terrain
resolution is 1 m, the impact of subbeam geometry on elevation retrieval accuracy is in-
vestigated here. A plot of F-measure versus laser beam size is shown in Figure 6.6. As we
can see, as the laser footprint radius is enlarged from 2 m to 8 m, the F-measure yields an
approximate reduction of 10% (decreases from 0.84 to 0.76). This is due to the decrease of
variation of photon returns within an illumined area that has a smaller footprint radius.
In addition, the impact of noise rate is studied. Noise rate varies based on atmospheric
and solar conditions: 0.5 MHz simulates nighttime acquisitions, while 2 MHz and 5MHz
represent daytime acquisitions with clear sky and hazy atmosphere, respectively [82]. As
we increase the noise rate from 0.5 MHz to 5 MHz, the F-measure maintains an average
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Figure 6.5: Plot of F-measure with error range versus surface roughness parameter p. It
is shown that our classication method has better performance when the surface is less
rough.
Figure 6.6: Plot of F-measure with error range versus laser footprint radius. It is shown
that our classication method has better performance when the laser footprint is smaller.
of 0.8 (blue curve in Figure 6.7) and the elliptical DBSCAN algorithm is seen to be robust.
However, it is shown that lower noise rate will lead to slightly better detection perfor-
mance.
Meanwhile, the improvement of ground detection accuracy is studied using the pro-
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posed elliptical DBSCAN over the conventional circle DBSCANmethod. For comparison,
all the parameters used in the proposed algorithm remain the same for the circle DB-
SCAN method, except that in equation (2), a=b=0.5 is used to change the search area to
a circle. The result of ground detection accuracy using circle DBSCAN is plotted in red
color in Figure 6.7. With a low noise rate (around 1 MHz), both reach the F-measure of
around 0.8. As the noise rate increases, the ground detection accuracy is signicantly im-
proved while using elliptical DBSCAN method. This quantitative plot also shows that
the proposed method using elliptical DBSCAN has better performance despite the solar
noise rate. Note that this conclusionworks for photon-counting laser altimeter datawhose
point density of surface returns is higher than the background noise. If the surface return
rate is too low to visually distinguish surface returns from noise, it is dicult to achieve
good performance of the proposed algorithm [83].
Figure 6.7: Plot of F-measure with error range versus noise rate for ground detection
method using elliptical (blue) and circle (search) search shape in DBSCAN. The proposed
method using elliptical search area has better F-measure generally, and improves detec-
tion accuracy signicantly in the high noise rate conditions.
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6.2 A photon-counting laser altimeter dataset generated using
DIRSIG
When a more complicated scene or atmospheric conditions are studied, a more compre-
hensive modeling tool is required to realize that simulation. A brief introduction to such
a tool, known as Digital Imaging and Remote Sensing Image Generation (DIRSIG), will be
addressed with descriptions from Brown’s paper [84], and then performance assessment
will be studied for point clouds generated using DIRSIG over dierent types of surface.
6.2.1 Introduction to DIRSIG
The initial development of the Digital Imaging and Remote Sensing Image Generation
(DIRSIG) model was begun at Rochester Institute of Technology (RIT) in the late 1980’s as
a 3D simulation environment for predicting images that would be produced by thermal
infrared systems. Since that time, the model has been expanded to cover the 0.35 to 20.0
micron region of the spectrum. The model is designed to produce passive broad-band,
multi-spectral, hyperspectral imagery through the integration of a suite of rst principles-
based radiation propagationmodules. These object orientedmodules address tasks rang-
ing from bi-directional reectance distribution function (BRDF) predictions of a surface,
to time and material dependent surface temperature predictions, to the dynamic viewing
geometry of scanning imaging instruments on agile platforms [85].
The addition of an active, laser radar capability to the DIRSIG model was accom-
plished by the addition of a suite of new components to the existing radiometry frame-
work. In general, the model is designed to predict the returned uxes from the scene as a
function of timewith respect to the shooting of the source laser. The approach used here is
called photon mapping [86]. The photon mapping approach is a hybrid of traditional for-
ward and backwardMonte-Carlo ray tracing techniques. In this two-pass method, source
photons are shot from a source into the scene using forward ray tracing during the rst
pass and then collected using a backward ray tracing during the second pass, as can be
seen in Figure 6.8.
The integration of photon mapping into the DIRSIG model entailed the implementa-
tion of several new objectives. The rst was the quick search support for photon map-
ping using a kd-tree. This entailed the implementation of a 3D data structure that can be
quickly searched using spatial queries and the creation of a photon object that would be
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Figure 6.8: Illustration of core photon mapping concepts which are (a) forward propa-
gation of photons, (b) the resulting photon map, and (c) using photon map to predict
received photon counts at the detector. Figure adapted from [84].
propagated and stored into the photon map. The next object was a exible source model
that could support directional characteristics and the spatial, spectral, and temporal dis-
tribution of the source photons. In the current implementation, the system is modeled in
a monochromatic mode at the peak wavelength of the source. The temporal shape of the
pulse is stored parametrically in each photon rather than shooting photons as a function
of time. The pointing and spatial distribution of the source is numerically modeled based
on either Gaussian or top-hat spatial distributions.
In addition, atmospheric impact is also considered in the DIRSIG model. Ideally, ro-
bust atmospheric optical models like MODerate resolution atmospheric TRANsmission
(MODTRAN) and Fast Atmospheric Signature CODE (FASCODE) would drive both the
extinction and scattering optical properties of the atmosphere. At this time, the extinc-
tion coecients used by the DIRSIG model are extracted from existing MODTRAN and
FASCODE derived tables.
Finally, most operational laser radar instruments are own on aircraft and utilize some
method of aircraft relative scanning to increase the spatial coverage of the system. The
changes in viewing geometry during the scanning process and the location, orientation,
and stability of the instrument platform can aect the nal data products. The DIRSIG
model also has a exible platform model that allows the platform to be positioned and
oriented as a function of time. Furthermore, the instrument can be pointedwith respect to
the platform either statically or dynamically using one of the available instrument mount
objects. These mount objects can support temporal scanning, including basic sinusoidal
across-track scanning as a function of a user-dened scan rate.
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With the basic components of the model now described, the overall modeling process
can now be summarized. A modeling run consists of the user specifying the scene to be
modeled, the instrument and instrument mount description, the source description, the
platform positioning data, and a set of tasks that describe time windows over which data
are to be generated. The nal product of the DIRSIG tool is a 3D cube consisting of photon
counts as a function of two horizontal spatial dimensions and one temporal dimension,
as can be seen in Figure 6.9.
Figure 6.9: An overview of an end-to-end system simulation using DIRSIG for data gen-
eration. Figure adapted from [84].
6.2.2 Lidar platform generation using DIRSIG
AsDIRSIG is capable of simulation for active laser ranging, it is also used here to generate
photon-counting lidar data. The advantage is that more complicated scenes, including
canopies and buildings, can be modeled using DIRSIG. An end-to-end system simulation
for an ICESat-2 like lidar can be implemented in DIRSIG. As mentioned in the framework
in chapter 2, the transmitter and receiver are simulated using a model of the ICESat-2
ATLAS instrument.
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6.3 ICESat-2 photon-counting lidar analysis on the glacier and
ice sheets generated by DIRSIG
6.3.1 Glacier and ice sheet scene generation
The glacier and ice sheet scenes were measured by the ATM platform on April 4, 2012
during overlapping ight collections. These polygonmeshes are then used for each of the
seven overlap regions, a pair of cropped point clouds were generated by the team at UB,
representing the two ight lines that intersect. Three dierent ATM overlap regions are
selected for DIRSIG scene generation, chosen span from a very jagged region to a very
smooth region. A plot for the 113435+133058 site is shown in Figure 6.10 (Case #3a, outlet
glacier, winter). The other two are 122619+132430 site (Case #4, outlet glacier, summer)
and 132430+164518 site (Case #1a, ice sheet interior, winter).
There are 3 passes across the site. Each pass is separated from the neighboring pass
by 10 meters (the Tx beam spot at 1/e2 is 12.5 meters). Tx/Rx link budget was about 3.8
photoelectrons/beam (strong) and 1.0 photoelectrons/beam (weak). Figure 6.11 shows
the plot for all three passes for the 113435+133058 site. Note that each pass includes the
90 meter cross-track separation between the strong and weak beam spots.
6.3.2 ICESat-2 photon-counting lidar data collection using DIRSIG simula-
tion
After the implementation of ICESat-2 platform as well as the scene, photon-counting li-
dar altimeter data can be achieved by running simulation using DIRSIG. For each pass,
returning photons from strong beam are combined for the individual 16 channels into one
output. This will help increase the number of signal photons, i.e. photons coming back
from the surface. The same processing will be done for the weak beam. As can be seen in
Figure 6.12, returning photon point cloud is plotted from pass 1 on 113435+133058 site for
the strong beam. Blue points represent returning photons and the green line represents
the along-track prole (reference surface center).
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Figure 6.10: Generated scene for 113435+133058 site. Dierent color shows its altitude.
6.3.3 Surface detection and elevation retrieval for ICESat-2 photon-counting
lidar data on the glacier sites
Data post-processing consists of ltering and smoothing. A modied DBSCAN ltering
method discussed in Chapter 5 and also proposed in Zhang’s paper [83] is applied here.
After that, signal photons and noise photons are separated. Then a LOWESS (LOcally
WEighted Scatterplot Smoothing) algorithm is used to achieve the surface contour. As
can be seen in Figure 6.13, red dots represent detected signal photons and the black dots
represent the detected noise photons. Blue dash line shows the prole after smoothing,
while the green solid line shows the ground truth. It is seen that some details about the
surface variation for this complicated surface are lost using our surface detectionmethod.
The reason is that many signal photons in the rugged, crevassed regions cannot be reli-
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Figure 6.11: Generated scene for 113435+133058 site with three ight passes presented by
colored lines.
ably detected since they are mixed with noise photons. In addition, since the diameter
of ICESat-2 laser on the ground is 12.5 m, the exact location of any photon coming back
within that area cannot be retrieved. Therefore, for a rough surface, a smoothed surface
prole can be achieved using the proposed surface detection method. However, some
sub-beam details are lost.
The similar algorithm can also be used for weak beam point cloud without changing
the parameters. As can be seen in Figure 6.14, returning photonpoint cloud is plotted from
pass 1 on 113435+133058 site for theweak beam. Compared to Figure 6.12 and Figure 6.13,
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Figure 6.12: Returning photon point cloud from pass 1 on 113435+133058 site for the
strong beam. Blue points represent returning photons and the green line represents the
along-track prole (reference surface center).
the number of returning photons is signicantly reduced due to the lower laser power. A
smoothed surface prole can also be achieved but without some details on the surface
variation.
The elevation retrieval accuracy can be signicantly improved for a smoother surface.
As can be seen in Figure 6.15, returning photon point cloud is plotted from pass 1 on
122619+132430 site for the strong beam. Compared to the rough site showed in Figure
6.12, the retrieved surface contour is much closer to the ground truth. Therefore, higher
accuracy can be achieved by using our method for surface detection on a smooth surface.
At last, a quantitative summary for elevation retrieval accuracy versus surface rough-
ness is plotted below. The surface roughness is computed as Rq or the RMS value [87]:
Rq = (
1
L
∫ L
0
y˜2dx)
1
2 (6.4)
with y˜ = y − min(y) where y is the elevation along the track and L is the distance. As
shown in Figure 6.16, RMSE (Root Mean Square Error) is plotted by comparing the re-
trieved surface elevation and ground truth when the surface roughness varies. Smaller
RMSE means better surface detection accuracy. All the data sets from three scenes with
three passes are analyzed here. It is shown that the proposed elevation retrieval algorithm
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Figure 6.13: Elevation retrieval using modied DBSCAN ltering and LOWESS algo-
rithm. Red dots represent detected signal photons and the black dots represent the de-
tected noise photons. Blue dash line shows the prole after smoothing, while the green
solid line shows the ground truth.
has better performance for a smoother surface. Meanwhile, using strong beam data set
will result in slightly better result compared to weak beam.
6.4 ICESat-2 photon-counting lidar analysis on canopy scenes gen-
erated by DIRSIG
6.4.1 Photon-counting lidar data collection over canopy scenes
In section 6.3, photon-counting lidar performance is analyzed over glacier and ice sheet
scenes. When the satellite orbits the non-polar regions of the earth, a lot vegetation areas
will be covered. Reliable global estimates of forest biomass and its dynamics are critically
important for understanding the global carbon cycle and its dynamics [88]. Many studies
have been published regarding the estimation of above-ground biomass using airborne
or satellite analog lidar systems [89][90].
To complete the simulation of photon-counting lidar altimetry over the vegetation cov-
ered areas, the capability of canopy scene generation is required. Here one scene with the
presence of both ground surface and vegetation canopy is simulated using DIRSIG. The
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(a) Returning photon point cloud from pass 1 on 113435+133058 site for weak beam
(b) Elevation retrieval for the point cloud in (a)
Figure 6.14: (a) Returning photon point cloud from pass 1 on 113435+133058 site for weak
beam. Blue points represent returning photons and the green line represents the along-
track prole (reference surface center). (b) Elevation retrieval using modied DBSCAN
ltering and LOWESS algorithm. Red dots represent detected signal photons and the
black dots represent the detected noise photons. Blue dash line shows the prole after
smoothing, while the green solid line shows the ground truth.
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(a) Returning photon point cloud from pass 1 on 122619+132430 site for the strong beam
(b) Elevation retrieval for the point cloud in (a)
Figure 6.15: (a) Returning photon point cloud from pass 1 on 122619+132430 site for the
strong beam. Blue points represent returning photons and the green line represents the
along-track prole (reference surface center). (b) Elevation retrieval using the modied
DBSCAN ltering and LOWESS algorithm. Red dots represent detected signal photons
and the black dots represent the detected noise photons. Blue dash line shows the prole
after smoothing. It is seen that for a smoother surface, the surface retrieval accuracy is
signicantly improved and the surface contour can be reliably extracted.
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Figure 6.16: RMSE plot versus scene surface roughness. Red line represents elevation
retrieval accuracy for the strong beams while the blue line is for the weak beams.
generated point cloud can seen below in Figure 6.17. All the parameters are selected as
mentioned before according to ICESat-2’s concept. The simulated scene in Figure 6.17 is
a single area where four dierent “patches” of canopies (as shown in Figure 6.17(a)) are
presented with variable leaf area index (LAI) and tree coverage (as can be seen in Figure
6.17(b)), where each “patch” covers a region of about 500 m on the ground.
6.4.2 Ground and canopy detection
Surface detection andnoise reduction can be achievedusing the aforementioned approach.
Since data are summedupusing 16 individual outputs, the average point density is higher
than rst principle photon-counting lidar simulation, which uses only one channel out-
put. Therefore, estimation for cluster density (MinPts) should be adjusted. Here it was
found that 2 times of average point density would be a good estimation (that is,MinPts ≈
2ρ). The other parameter for search distance, Eps, remains a constant (Eps=2).
Although a range of cluster density parameter values, MinPts, can classify ground
and canopy from background noise, the detection performance varies, as can be seen in
Figure 6.18. Here three dierent values for MinPts are implemented for surface detec-
tion: 20, 30 and 40. It is demonstrated that a smaller value of MinPts can have a higher
probability of detecting possible canopy and ground returns, while a larger value can re-
sult in less background noise. Therefore, an evaluation method is required to assess the
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(a) Point cloud plots for “patches” of forest
(b) Description of “patch” forest canopy in dierent regions of (a)
Figure 6.17: (a) Point cloud plots for a “patch” forest using data generated by DIRSIG; and
(b) description of “patches” of forest for dierent regions in scene (a).
proposed algorithm performance.
6.4.3 Algorithm performance analysis
As part of the DIRSIG simulation for ICESat-2-like lidar, scene modeling gives us the
model of canopy and the grid map of underlying terrain. This information provides the
ground truth for performance evaluation. As can be seen in Figure 6.19, surface eleva-
tion and canopy coverage for an along-track distance of 200 m is plotted as a solid line.
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(a) MinPts=20
(b) MinPts=30
(c) MinPts=40
Figure 6.18: Result for detection of ground and canopy for data set generated by DIRSIG
using modied DBSCAN. Here red dots represent classied surface returns while black
dots represent classied noise. Parameters used in clustering are: a=0.5, b=0.2, Eps=2,
(a)MinPts=20, (b)MinPts=30, (c)MinPts=40.
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Note that the ground truth for both canopy and ground is the average within each 10 m
diameter spot.
Figure 6.19: Plot of point cloud and ground truth for “patch” forest generated by DIRSIG.
Returning photons are shown in red dots, while ground and canopy truth are shown in
solid lines.
Theoretically, return photons that come from the distance between the canopy and
ground can be considered as signals. Then the rest of the photons are considered as back-
ground noise. It is also noticeable that in some areas, the ground and canopy truth lines
overlap. This is because there is no canopy coverage in that area. These bare terrain re-
gions (without canopy coverage) will not be considered in our evaluation. Therefore, the
actual regions where the proposed algorithm is evaluated are shown in Figure 6.20.
After the implementation of the proposed detection algorithm, return photons will
be clustered into two subsets: surface returns and noise. Then surface returns which are
between the canopy and ground truth, are True Positives (TP), while those outside of the
two boundaries are False Positives (FP). In addition, the classied noise returns which fall
into the region between canopy and ground truth are False Negatives (FN), while those
outside of the two boundaries are True Negatives (TN). An example of these indicators
can be seen below in Figure 6.21, where circles are positives while triangles are negatives.
The return photons from the bare ground regions will not be considered here.
As this method can be applied to thewhole data set, a receiver operating characteristic
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Figure 6.20: Plot of ground truth and photons within the volume where both canopy and
ground can be found. Returning photons are shown in red dots, while ground and canopy
truth are shown in solid lines.
Figure 6.21: Demonstration of True Positive (TP), False Positive (FP), True Negative (TN)
and False Negative (FN) for the classied result. Surface returns which are between the
canopy and ground truth are True Positives (TP), while those are outside of the two
boundaries are False Positives (FP). The classied noise which fall into the region between
canopy and ground truth are False Negatives (FN), while those are outside of the two
boundaries are True Negatives (TN).
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(ROC), or ROC curve can be plotted to estimate the detection performance. TheROCcurve
can be plotted as the fraction of TPR (True Positive Rate) versus the FPR (False Positive
Rate), at various threshold settings. Here, TPR, or sensitivity (equal to hit rate or recall)
can be calculated as:
TPR = TP
TP + FN (6.5)
And FPR can be calculated as:
FPR = FP
FP + TN (6.6)
As dierent values forMinPts can be used for detection, ROC curve can be analyzed. As
can be seen in Figure 6.22, the proposed method achieves reasonable detection accuracy
in estimating both ground and canopy returns within noisy lidar data for a “patch” forest.
However, TPR is not high when FPR is low. This is because the ground and canopy truth
are the averages within each illuminated spot. The spatial variance within that area will
introduce errors in detection.
Figure 6.22: ROC curve for surface nding using “patch” forest data generated byDIRSIG.
Red solid line represents the detection performance.
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6.5 Summary
In this chapter, the proposed surface nding algorithmwas evaluated for simulatedphoton-
counting laser altimeter data. Qualitative and quantitative results were presented to show
that smaller laser footprints, smoother surfaces and lower noise levels result in improved
accuracy of ground height estimation. Meanwhile, the proposed algorithm was also im-
plemented for a data set generated using the Digital Imaging and Remote Sensing Im-
age Generation (DIRSIG) model. It conrmed the previous study on elevation retrieval
on glacier and ice sheets. It was also shown that reasonable detection accuracy can be
achieved in estimating both ground and canopy returns given noisy lidar data.
Chapter 7
Conclusions and future work
In this research, the objectiveswere to: (1) develop aworkow to theoretically study space-
borne photon-counting lidar systems, as well as scene modeling in terms of end-to-end
performance analysis; (2) characterize the behavior of laser returns from surfaces with
complex geometry smaller than the laser footprint; (3) develop and evaluate the utility of
a noise ltering and surface detection algorithm for post-processing of photon-counting
lidar data.
In Chapter 2, we have presented a framework for the simulation of ICESat-2-like space-
borne photon-counting detector performance on a complex surface. Amultiple pixel PMT
and lidar system model was constructed to test detectability on at and sloped surfaces,
quantifying the improvement on elevation retrieval accuracy using a multiple pixel de-
sign. Then in Chapter 3, we created synthetic complex terrains using fractal lters in the
spatial frequency domain. A versatile BRDF was then implemented to accurately model
returning photon ux from a complex surface. In Chapter 4, even without considering
atmospheric and background noise, simulation of a ICESat-2-like lidar system shows that
the retrieved elevation bias varies between 0.5 and 2.0 cm, depending on parameters. It
was also demonstrated that the high-repetition laser and multiple pixel PMT on board
ICESat-2 will achieve lower elevation bias on smoother terrain. In addition, snow sur-
faces with lower diuse albedos will result in higher accuracy of elevation retrieval.
In Chapter 5, we derived an adaptive noise ltering and surface detection algorithm
based on the concept of point density for the photon-counting lidar altimeter data. Moti-
vated by the characteristics of photon-counting datasetswhere a higher density for surface
returning photons exits in the horizontal direction, the shape of search area was modied
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as an ellipse instead of circle. Based on results from MABEL observations, the proposed
approach was seen to be robust detecting ground and vegetation canopy, as well as back-
ground noise reduction. In Chapter 6, qualitative and quantitative results were presented
to show that smaller laser footprints, smoother surfaces and lower noise levels result in
improved accuracy of ground height estimation. Meanwhile, the proposed algorithmwas
also implemented for data sets generated using the Digital Imaging and Remote Sensing
Image Generation (DIRSIG) model. Reasonable detection accuracy could be achieved in
estimating glacier, ground surface and canopy returns within noisy lidar data. The whole
work aims to aid our understanding of the scientic theory behind topographic lidar sens-
ing and make contributions to the ICESat-2 project.
In summary, the key contributions of this work are:
•Aworkowwas developed for photon-counting lidar systemsmodeling and perfor-
mance assessment;
• Based on the characterization analysis of laser returns, smoother terrain and snow
surface with smaller diuse albedo was shown to achieve higher accuracy in elevation
retrieval;
• A density-based clustering method was modied for noise ltering and surface de-
tection of photon-counting laser altimeter data and its performance was studied.
Several points are provided here for future research work:
(1) The ICESat-2-like lidar system performance is studied under clear sky condition.
Its performance should be studiedunder dierent atmospheric conditions, such as clouds,
or dierent surface characteristics, such as blowing snow. This can be achieved byutilizing
MODTRAN and FASCODE in the simulation.
(2) DIRSIG was used to modify simulations on a realistic scene created from Digital
Elevation Model (DEM) data. Then multiple ights over the same area can be modeled
to study the slight change of point cloud as well as the resulting impact on ground point
detection. In addition, simulation results could be studied to develop change detection
algorithms for ice-sheet movement analysis.
(3) Currently, smooth terrains are studied in this work, other studies could extend
the research on surface detection accuracy to more complicated surface geometry, such
as crevasses, hilly mountains, and other scenes with the coverage of dense vegetations.
Related research can also be addressed on the surface retrievals and reconstructions of
sub-beam geometry on such surfaces .
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(4) Further study also could focus on lidar system performance as a function of surface
optical properties, such as reectivities and absorption. Meanwhile, other remote sensing
tools, such as Radar, can also be used to provide useful data sets for data fusion and
surface detection algorithm development.
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