ABSTRACT Human action recognition is a challenging problem, especially in the presence of multiple actors in the scene and/or viewpoint variations. In this paper, three modalities, namely, 3-D skeletons, body part images, and motion history image (MHI), are integrated into a hybrid deep learning architecture for human action recognition. The three modalities capture the main aspects of an action: body pose, part shape, and body motion. Although the 3-D skeleton modality captures the actor's pose, it lacks information about the shape of the body parts as well as the shape of manipulated objects. This is the reason for including both the body-part images and the MHI as additional modalities. The deployed architecture combines convolution neural networks (CNNs), long short-term memory (LSTM), and a fine-tuned pre-trained architecture into a hybrid one. It is called MCLP: multi-modal CNN + LSTM + VGG16 pre-trained on ImageNet. The MCLP consists of three sub-models: CL1D (for CNN1D + LSTM), CL2D (for CNN2D + LSTM), and CMHI (CNN2D for MHI), which simultaneously extract the spatial and temporal patterns in the three modalities. The decisions of these three sub-models are fused by a late multiply fusion module, which proved to yield better accuracy than averaging or maximizing fusion methods. The proposed combined model and its submodels have been evaluated both individually and collectively on four public data sets: UTkinect Action3D, SBU Interaction, Florence3-D Action, and NTU RGB+D. Our recognition rates outperform the state-ofthe-art rates on all the evaluated data sets.
I. INTRODUCTION
The problem of recognizing human actions from 3D skeleton data and/or RGB images is not new. However, the techniques for solving the problem are continuously evolving and being improved. Classical techniques, based on handengineered features extracted from 3D skeleton data (such as covariance of 3D joint positions over the action sequence, histogram of 3D skeleton joint locations (HOJ3D), mapping of the skeleton configuration and actions to points and curves, skeleton joint angles, joint angular velocities, and joint velocities) combined with conventional classifiers (such as Support Vector Machine (SVM), Hidden Markov Model (HMM) and Random Forest) have been proposed in [1] - [3] and [4] , respectively. Recently, deep-learning techniques have become widely used in many application domains including action recognition for automatic extraction of spatio-temporal features from raw data. Convolution Neural Network (CNN) [5] is a neural network architecture that is typically used in deep learning for automatic feature extraction from raw data. The CNN1D [6] , CNN2D [7] [8] , and 3DCNN [9] have been applied to extract features from 1D signals, 2D images, and 3D video data, respectively. Another group of techniques relies on Recurrent Neural Networks (RNNs) or Long-Short Term Memory (LSTM) for capturing the temporal dependencies in the skeleton joint sequences for action recognition, such as [10] , [11] and [12] . CNN can be combined with LSTM to perform classification, bringing the best of the two worlds together: automatic feature extraction by CNN, and capturing of temporal dependencies in sequences of these features by LSTM.
In this paper, a (M)ulti-modal (C)NN + (L)STM + (P)retrained model (MCLP) human action recognition model is proposed that integrates the skeleton 3D joint coordinates, body parts, and the motion history images (MHI) to model the body pose, part shape, and body motion, respectively. It is worth noting that MHI's are derived from RGB data, and hence they do not constitute a totally independent modality. Therefore, by adding the MHI's, we are actually combining multi-channel features that are derived from two modalities: skeleton and RGB. Nevertheless, for simplicity of presentation, we use the term modality throughout the paper to refer to either a modality or a feature channel. Other important features of this model are summarized as follows: 1) Exploiting the integration and the complementarity between the skeleton joints and body parts images modalities to reduce the complexity and training time of the adopted neural networks and avoid overfitting.
2) The proposed model consists of three sub-models:
CL1D (for CNN1D + LSTM), CL2D (for CNN2D + LSTM) and CMHI (CNN2D for MHI) that deal with 3D skeletons stream, body parts image stream and 2D MHI of each action stream, respectively. The decisions of these sub-models are fused by Late Multiply Fusion module to classify a given action sequence. 3) Using MHI to transform the 3D human action recognition problem into a 2D problem by capturing all dynamic pixels in the scene over a sequence of frames, reducing the effect of noise (chairs, tables, and any none moving objects present in the scene and may lead to misclassification) and preventing the need for frames up/ down sampling. 4) Combining the advantages of MHI and transfer learning by using a pre-trained model; to outperform the current state of the art results on well known large (NTU RGB+D) and small (UT-Kinect, SBU Interaction, and Folerance3D) datasets.
The rest of the paper is organized as follows: the most recent works related to the proposed model are discussed in Section II. Section III introduces the architecture of the proposed model (MCLP). Experiments are presented and results are analyzed in Section IV. Discussion about the obtained results is presented in Section V. The conclusion of the paper and the future work are summarized in Section VI.
II. HUMAN ACTION RECOGNITION METHODS BASED ON DEEP LEARNING
In this section, the most recent research related to applying deep learning techniques on the raw data modalities or on handcrafted features extracted from these modalities are summarized. The differences with our proposed approach are highlighted. Tables 1 and 2 list the main deep architectures as well as the data modalities used in recent research works in the area of human action recognition. Table 1 focuses on deep  architectures which perform automatic feature extraction  from raw data, while Table 2 focuses on deep architectures that receive handcrafted features at their input for further extraction of higher order spatio-temporal features that can be useful for classification. The main differences with the proposed work can be summarized as follows: 1) Our model fuses and integrates three modalities: skeleton, body parts images, and the MHI that are needed to train the proposed MCLP model. 2) Our model divides the body into parts.
3) In our model, deep LSTM is used but is preceded with CNN1D and CNN2D to extract features from the skeleton as well as body parts image data. Therefore, spatio-temporal features are extracted. 4) 2D motion history images are extracted from videos in addition to image body parts; to tune a pre-trained model [13] . 5) We use data augmentation by rotating and translating our training data to increase the number of samples, to deal with cross-view scenarios, and for the generalization issue.
III. PROPOSED NETWORK MODEL FOR REPRESENTING MULTIPLE MODALITIES
The proposed model benefits from 3D skeleton data, body parts RGB sub-images/ patches, and RGB videos. 3D skeleton data facilitate the localization of the relevant body parts such as face, left hand, right hand, left foot, and right foot in the images. These parts provide information that is not captured by the skeleton data but needed to recognize the performed action. Figure 1 shows samples of two different actions, in which the poses are similar at times t, t + 1, and t + 2 while the body part shapes (the hands in this case) can differentiate between them. Similarly, the MHI provide information about all moving objects in the action video. In Figure 2 (a) pixels whose grayscale differences between two successive frames are greater than a specified threshold are colored in white, while stationary pixels whose differences do not exceed the threshold are colored in black. Then, all differences frames are combined in one 2D MHI to reflect the motion pattern of all moving objects as shown in Figure 2 (b).
In the proposed MCLP model, the CL1D and CL2D submodels benefit from the capacity of CNN in extracting the spatial dependencies; in an input stream; between adjacent joints in the case of skeletons, and adjacent pixels in the case of images. The extracted features are fed to an LSTM to extract the temporal features. The CMHI sub-model benefits from the power of 2D MHI and the efficiency of a pretrained VGG16 architecture. The output scores of the three sub-models are multiplied by the Late Multiply Fusion to make the final classification decision. In the next subsections, the architectures of CL1D, CL2D, CMHI and MCLP are presented.
A. CL1D: THE POSE SUB-MODEL
The 3D skeleton is an excellent source of information about the body pose over time. The CL1D sub-model focuses on the 3D skeleton modality to capture such information. The 3D skeleton is typically provided as a set of 3D coordinates for a number of body joints. First, the preprocessing performed on these raw joint coordinates is explained then the architecture of the CL1D sub-model is described.
FIGURE 1.
One running example of two actions, Reading and Clapping, from the NTU dataset [15] , where the skeleton poses are relatively similar at times t , t + 1, and t + 2 while the body shapes are different. Upon integrating pose with part shapes, our model can discriminate between the two actions. VOLUME 6, 2018 FIGURE 2. (a) Example of how the moving objects are captured in some frame sequence (starting from the upper-left corner to the right-bottom corner), and (b) How the final MHI is generated after combining all differences in all frames of the punching/slapping other person action on NTU RGB+D dataset.
1) 3D SKELETON PREPROCESSING
There are three main preprocessing steps: (1) Joint arrangement, (2) Coordinate normalization, and (3) Frames sampling.
Joint arrangement aims to represent the skeleton coordinates in a form that enables the CNN1D to detect the spatial patterns between related joints. We adopt the joint arrangement scheme proposed in [16] , which selects only 16 out of the 25 skeleton joints provided by the Kinect v2 sensor. The joints are arranged in a tree-traversal order while allowing repetition of some joints such that the total number of joint instances becomes 31. Joint coordinates are stacked so that joints in the same traversal path are put next to each other and ordered according to their position in the traversal tree. This makes it easier for the network to learn patterns of correlation between the adjacent joint coordinates.
The second processing step is the joint coordinates normalization. The objective of this step is to make the joint coordinates invariant to the subject's location and orientation with respect to the camera as well as to the subject's skeleton size. It is performed over two phases. The first phase transforms the skeleton joint coordinates from the camera frame to subject coordinate system, whose origin and main axes are defined with respect to the subject's body. In the case of 20-joints skeleton dataset, we selected the same 16 joints. However, all the 15-joints are selected in the case of the 15-joints dataset. The second phase maps each dimension of the joint coordinates over the entire sequence onto the interval [0, 1]. In other words, this phase treats all the joints coordinates in the whole sequence as one group of points and linearly maps this group into the unit 3D box such that each of the box's boundaries includes at least one point.
The last pre-processing step is frame sampling, which has two objectives: first, to fix the length of the input sequence to make it suitable for training the network. Second, to make the model more robust by introducing some randomness.
Particularly, we follow the frame sampling scheme of [15] , which divides the input sequence into N equally long segments, and then choosing one frame from each segment at random. Similar to [15] , we chose N = 8.
2) CL1D's ARCHITECTURE
The first sub-model receives randomly chosen frames from N isegments, as explained above. For a skeleton with 25 joints, produced by the Kinect v2, only 16 joints are selected, some of which are repeated to reach 31 joints as in [16] . Therefore, the skeleton is represented by 93 values (31 joints × 3 dimensions). With N = 8, the input layer to CL1D has (8×93) nodes. The overall architecture of CL1D is shown in Figure 3 (a). The architecture consists of two stages: 1D Feature Extraction (FE1D ) and Classification.
The feature extraction stage, FE1D, uses three consecutive convolutional layers with 32, 48, and 64 kernels, respectively, all of the size 3 × 1 with rectified linear (relu) activation functions to improve the training performance [33] . This three-layer design allows for three levels of feature extraction, which would hopefully match the intuition of detecting low level (edge-like) patterns at the lowest level, body part motion at the second level, and whole body motion at the top level (similar to the three-level manually-designed hierarchy in [14] ).
The output of each convolutional layer is reduced in size using a max-pooling layer that halves the number of features. Next, the reduced features are sent one sample at a time to the LSTM to learn the temporal pattern present in the sequence of features over time. The number of LSTM neurons is chosen to be 128, which gave the best validation accuracy after experimenting with 16, 32, 64, 128, and 256 neurons. Two cascaded LSTMs, of the same architecture, are used except that the first returns the whole generated output sequence (8×128) after each time step while the second returns the last output (128). The two LSTMs follow the formulation in [34] to update their input (i t ), forget (f t ) and output (o t ) gates, in addition to cell state (C t ) and output vector (h t ), at each time step. The input vector (U t ) to the first LSTM layer corresponds to feature maps extracted by the previous layer while the output vector of the first LSTM layer is the input to the second LSTM layer. For completeness, we include below the LSTM update equations: Finally, the classification stage of CL1D uses two Fully Connected Layers (FCL), with a number of hidden neurons equal to the number of classes in the dataset. The first FCL uses tanh as an activation function and the second uses the softmax (sm) activation function to determine the probability of assigning an input sequence to one of the action classes. We also use a dropout layer [33] of probability 0.5 after the first LSTM layer to avoid over-fitting.
B. CL2D: THE PART-SHAPE SUB-MODEL
Despite the utility of 3D skeleton data in identifying an action, they are lacking vital elements, such as hands and feet shapes as well as the manipulated objects. In the second submodel of our proposed architecture, CL2D, we use images as a complementarity modality to 3D skeleton data. To make processing and learning faster, we integrate our knowledge about the skeleton data by cropping only specific body part regions from the images. In the following, we first explain the pre-processing steps, then, the CL2D architecture as well as its application to the body parts are detailed.
1) IMAGE PREPROCESSING
The preprocessing of RGB images involves three stages. First, we convert every RGB image to grayscale in order to save time and space. Then, the target body parts, which include the face, left hand (LH), right hand (RH), left foot (LF), and right foot (RF), are cropped from the image based on their skeleton joints locations red which require the presence of mapping files to map the skeleton joints to their corresponding locations in the RGB images, as shown in Figure 4 . This is done by finding the smallest bounding box in the image that includes all the part's joints (See Table 3 ). For example, to crop the left hand part, we find the smallest bounding box including its joints, which are (from Table 3 ), wrist left (WL), hand tip left (HTL), and thumb left (TL). Then, a margin of 20% along each dimension of the bounding box is added to ensure that the entire part is visible in the VOLUME 6, 2018 cropped patch. Finally, all cropped patches of the body parts are resized to a size of 16 × 16. In the second step, pixels intensities are normalized to [−1..1] by subtracting the mean pixel value over the training sample and dividing by the range, which is 255. Finally, in the third step, to fix the number of frames, the same frame sampling procedure used in the CL1D sub-model is applied (Section III-A). The segmentation process of body parts is algorithmically simple and is automated during an offline phase.
2) CL2D's ARCHITECTURE Figure 3 (b) illustrates the architecture of the CL2D submodel, which is used with each body part to represent its shape. like CL1D, CL2D consists of two stages: 2D Part Feature Extraction (FE2D part ) and Classification. Five instances of FE2D part , which are FE2D f , FE2D lh , FE2D rh , FE2D lf , and FE2D rf , are simultaneously deployed in our model to extract face, left hand, right hand, left foot, and right foot parts 2D features that are not captured in the 3D skeleton data. Figure 5 shows the information received by the CL2D sub-model and the generated output scores based on the body parts shape features. Each feature extraction module (FE2D) receives 8 images one at a time of size 16 × 16 for each corresponding body part. CL2D deploys both convolutional and LSTM layers. In contrast to CL1D's architecture, CL2D uses only one max-pooling layer after the third convolutional layer because the input dimensions are relatively small, 16 × 16. As in CL1D, CL2D deploys two cascaded LSTM layers, of 128 neurons each, after the three CNN2D, maxpooling, and flatten layers. The LSTM layers follow the update equations 1-5. A dropout layer of probability 0.5 is added in between the two LSTM layers to avoid overfitting. As illustrated in Figure 3(b) , 32, 48, and 64 filters are used for the first, second, and third CNN2D layers of CL2D, respectively, all of size 3 × 3. The extracted features are flattened to be correctly used as an input to the first LSTM. Afterwards, the extracted features from the last LSTM layer of each instance are concatenated to represent the whole body shape feature which is used as an input to the classification stage to generate the output score. The classification stage of the CL2D sub-model is identical to the CL1D sub-model's classification stage.
C. CMHI: THE MOTION SUB-MODEL
In spite of the advantages of using both the CL1D and CL2D sub-models to capture the pose and body parts shape of the action performer, there is still a need to exploit any extra information available in the scene. Towards this goal, the CMHI sub-model monitors the motion dynamics in the RGB video and generates the motion history images (MHI). The MHI capture the moving objects in the RGB video in the scene over time as shown in Figure 2 (a). This offer several benefits. First, filtering the noisy skeletons such as tables and chairs as shown in Figure 6 (a), (b), and (c) which are fixed objects and has no effect with respect to action discrimination. Second, utilizing MHI to transfer the 3D action recognition problem into 2D image recognition problem. By this way, we can use available pre-trained models for image recognition such as VGG16 [13] . Third, because all changes in pixels over time are recorded into one 2D image, there is no need for frames downsampling. Finally, the model will be view invariant and can discriminate among different view points especially if data augmentation is used. In the next section, the preprocessing steps and the architecture of CMHI submodel are explained. Further, we explain how a pre-trained VGG16 model is adopted in our architecture, through transfer learning, in two different scenarios.
1) IMAGE PREPROCESSING AND MOTION HISTORY IMAGE CREATION
In order to track all the moving objects in the scene, a 2D MHI is constructed for each action as shown in Figures 2 and 6 . MHI are generated in the following steps: First, all RGB frames representing an action are converted into grayscale with the first frame considered as a background. Next, the absolute differences are calculated between the corresponding pixels in successive frames.If a difference is greater than a fixed threshold the corresponding pixel is considered as a dynamic pixel and is assigned a white color. Otherwise, it is a stationary pixel and colored in black. The MHI in all datasets are generated based on a threshold value equal to 25. We have empirically found that this value is suitable for all the datasets used in this paper, as shown in Figures 2 and 7 . All the generated images are combined into a single 2D image as shown in Figure 2 (b) that is converted again to RGB and resized to (224 × 224) to be compatible with the input of the pre-trained VGG16 model which is (224 × 224 × 3). Finally, MHI are normalized by subtracting the training and testing data from the mean image then divided by the max image. Finally, the image augmentation is used to enhance 
2) CMHI's ARCHITECTURE
Motivated by the similarity between IMAGENET and our target (MHIs of the NTU RGB+D) datasets, we decided to benefit (in this sub-model) from VGG16's architecture that is pre-trained on IMAGENET and consists of RGB images belonging to 1000 classes. Some modifications have been introduced to suit our human action recognition problem. Transfer learning is applied in two different scenarios as revealed in Figure 8 (a) and (b). VGG16's architecture consists of two stages: the first stage includes the bottom layers, which are responsible for the automatic feature extraction, from the received 2D input image of size (224 × 224 × 3), while the second stage includes the top layers responsible of the classification to one out of 1000 classes. Figure 8 (a) shows the first scenario that is used for knowledge transfer from the VGG16 to our model by using its bottom layers only as feature extractors to the universal features of the MHI. Then the extracted features of size (7 × 7 × 512) is reshaped to a vector of size 25008. This feature vector is classified to one of the 60 classes of the NTU RGB+D dataset by our new top layers. They consist of four fully connected layers of 1000, 500, 150, and 60 neurons with rectified linear, sigmoid, sigmoid, and softmax activation functions, respectively. Also, we tried the scenario in Figure 8 (b) by loading the VGG16 architecture and parameters then removing its top layers. Next, the eight bottom feature extraction layers are frozen because they are responsible of extracting universal features from the input images. The remaining layers are further trained on the specific features of the new dataset. However, the first scenario proved to be more efficient in terms of training time and testing accuracy.
D. COMBINING POSE, PART-SHAPE, AND MOTION SUB-MODELS IN MCLP
The main contribution of our work is to combine and integrate the modalities represented by pose, body parts shapes and motion, which are processed by the CL1D, CL2D and the CMHI sub-models, simultaneously. The three submodels, CL1D, CL2D, and CMHI are first trained separately (this is why we consider them as pre-trained sub-models). Regarding CL2D, their flattened output features (FE2D f , FE2D lh , FE2D rh , FE2D rf , and FE2D lf ) corresponding to face, left hand, right hand, right foot, and left foot, respectively, are concatenated to generate one feature vector, F shape , which represents the body shape as shown in equation (6) . Thereafter, in the Late Multiply Fusion module (dashed box in Figure 3) , the output scores of the three sub-models are multiplied element-wise to obtain a new scores vector. This vector is fed to the last classification phase which responsible of the generation of the output class label. It consists of two fully connected layers with a dropout layer in between. Each layer consists of 60 neurons. The first with rectified VOLUME 6, 2018 linear units (relu) and the second with softmax (sm) activation functions as shown in Figure 3 . All modules are tuned in an end-to-end manner (not independently). We used the Adaptive Moment Estimation (Adam) optimizer to update all the parameters of the proposed model (MCLP) iteratively. Adam optimizer is chosen for the adaptation process because of its effectiveness in the presence of a large number of parameters. The default settings suggested in [35] for the learning rate (alpha), decay rates (beta1 and beta2, where beta1 is the exponential decay rate for the first moment estimates and beta2 is the exponential decay rate for the second-moment estimates) and a very small number (epsilon) that prevents any division by zero, have been used. These are alpha=0.001, beta1=0.9, beta2=0.999 and epsilon=10 −8 . Typical values of the other parameters -such as number of epochs, batch size, number of layers and number of neurons for the CMHI and both CL1D and CL2D -have been proposed, after careful analysis, in [13] and [16] . This fusion module is trained simultaneously with the pre-trained sub-models.
The overall architecture of the proposed combined model (MCLP) is shown in Figure 3(d) .
IV. EXPERIMENTS
The implemented experiments targeted the micro (individual) and macro (collective) evaluations of the proposed CL1D, CL2D, CMHI and MCLP architectures. Towards this goal, four known benchmark datasets have been used. These datasets, their main characteristics and the architectures capable of dealing with their formats, are shown in Table 4 . A list of abbreviations for sub-models and their corresponding denotations are summarized in Table 5 . In this section, we begin with a brief description of the implementation details, then how the micro and macro collective evaluations are performed and finally, we present our experimental results, comparisons and discussion.
A. IMPLEMENTATION DETAILS
Experiments are conducted on a workstation with an Intel (R) Xeon(R) CPU E5-2699 v3 @ 2.30 GHZ, 256 GB RAM, and a GPU of type NVIDIA Quadro K4200, running a Windows 10 64-bit operating system. We used the latest version of Theano and Keras packages [6] for the implementation of the submodels (CL1D,CL2D, and CMHI) and the combined model (MCLP). The two sub-models, CL1D and CL2D, are trained using the root mean square propagation optimizer, 1 which is a good choice when LSTM is involved in the model.
We followed the same technique described in [15] to filter out erroneous skeleton models in the data. Moreover, in the case of a scene with two actors, such as in the SBU interaction and NTU RGB+D datasets, we based our work on the main actor skeleton as in [15] . The actor that achieves the maximum total variance in his 3D skeleton joints coordinates is selected as the main actor.
The proposed combined model, MCLP, has millions of parameters, which means that the model needs a huge amount of time to be trained. To overcome this problem, we started by training each sub-model separately for helping in obtaining good starting points in the search space. Then, these pretrained sub-models are fine-tuned and trained end-to-end with the Late Multiply Fusion module (see the dashed box in Figure 3 ) to achieve the objective of our proposed model (the integration and complementarity among body pose, shape, and motion). The first sub-model (CL1D) is trained as an independent model over the 3D skeleton data until no improvement in validation accuracy is observed. The model achieving the highest validation accuracy has been saved. The CL2D sub-model; which deals with the body parts; was considerably slower to train (one day was needed for 15 training epochs). Therefore, the model was saved after reaching a validation accuracy of 35%. 2 Then, it is combined and trained with the other two sub-models. Also, some experiments have been conducted to test how the CL2D's recognition accuracy is affected by the number of training epochs and the type of input (as explained in section IV-C). The CMHI sub-model which captures all moving objects in the scene is trained for 400 epochs until it reaches its highest recognition rate. Afterwards, it is integrated and trained end-to end with the other two sub-models (CL1D and CMHI) by the Late Multiply Fusion module to produce the proposed MCLP model (see Figure 3) . All the generated output scores from the three sub-models are multiplied element-wise to produce a more discriminative descriptor. This new descriptor is used to train two fully connected layers to generate the final scores. A dropout layer with dropout probability equals to 0.5 is used in between the two fully connected layers to increase the generalization power of our Late Multiply Fusion module. The pre-trained sub-models and the Late Multiply Fusion module are trained end-to-end using Adam's optimizer [35] to manage the integration of the large number of parameters in the proposed model (MCLP).
B. MICRO EVALUATION OF THE SUB-MODELS
In this section, the CL1D and CMHI sub-models are evaluated on three public datasets (UTKinect-Action3D, SBU Interaction, and Folerance3D) that have skeleton coordinates and RGB images as well. As shown in Table 4 , the CL2D submodel could not be tested on these datasets for compatibility reasons. 3 Depending on the organization of the skeleton's joints, two CL1Ds are proposed: CL1D part and CL1D tree . The CL1D part receives the joints arranged according to their adjacency in the body parts (Table3 illustrates the grouping of the part joints). All X's, Y's, and Z's coordinates of all parts joints are stacked horizontally to simplify the function of the CNN to extract the spatial features of the related parts. However, CL1D tree receives the joints arranged in a tree rooted at the spine joint and the joints coordinates are stacked horizontally according to the tree-traversal algorithm given in [16] . The CMHI sub-model is a fine-tuned VGG16 model according to the dataset classes. The sub-models (CL1D tree + CMHI) are combined by maximization, averaging, or multiplication of their output and training another classifier to integrate their benefits.
1) BOOSTING THE SUB-MODELS PERFORMANCE USING NTU RGB+D DATASET
Noting the high similarity between the action classes in the large NTU RGB+D dataset and each of the small datasets Folerance3D, SBU Interaction, and UT-Kinect, we were able to further increase the recognition accuracy of (CL1D tree + CMHI) by adopting a transfer learning strategy; as shown in Figure. 9; using the largest NTU RGB+D dataset and the three small datasets Folerance3D, SBU Interaction, and UT-Kinect datasets as source and target datasets, respectively. This resulted in a knowledge transfer from the CMHI sub-model of the NTU RGB+D to the CMHI sub-model of the three datasets. The same procedure, explained in sub-section III-C2, has been followed except that the number of classes has been adjusted to fit the corresponding number in the target datasets. On the other hand, the transfer learning process from the CL1D sub-model of the NTU RGB+D dataset to the corresponding sub-model for the target datasets is not straightforward because the number of skeleton joints and their ordering are not the same in these datasets. To solve this problem, first, two instances of CL1D sub-model are trained on the NTU RGB+D dataset, one dealing with 20 skeleton joints and the other with 15 joints. The twenty and fifteen joints are selected out of the 25-joints of the NTU RGB+D dataset to be compatible with the datasets 3 The reason of the incompatibility between the three datasets and the CL2D architecture is the lack of the mapping files that project the skeleton joints into their corresponding RGB images.
that have 20-joints skeleton (like UT-kinect and SBU Interaction) and 15 skeleton-joints (such as Folerance3D), respectively. Second, the sub-models are fine-tuned as explained in (sub-section III-C2). Finally, the sub-models are trained on the target datasets.
2) MICRO EVALUATION RESULTS
The comparison of the performance of the proposed CL1D, CMHI, and (CL1D + CMHI) sub-models with the state of the art techniques for the corresponding datasets are recorded in Tables 6, 7 , and 8. In the comparison, we followed the same experimental settings and testing protocols adopted in the compared methods. Our method TL( Mul(CL1D tree + CMHI)) which uses Late Multiply Fusion module to fuse the scores obtained by both CL1D tree and CMHI sub-models and adopts the transfer learning (on the NTU RGB+D dataset) outperforms the state of the art techniques for all datasets. The reasons for this improvement are: (1) the consideration of the spatial relations between the skeleton joints by making a tree arrangement (CL1D tree ), then the extraction of the spatiotemporal features by a sequence of CNNs and LSTMs as in the CL1D sub-model, (2) elimination of the effect of noise by the CMHI sub-model, (3) fusion of CL1D and CMHI by by Late Multiply Fusion module, and (4) adoption of transfer learning from the NTU RGB+D dataset to the UTKinectAction 3D, SBU Interaction, and Florence3D Action datasets.
Regarding UTKinect dataset, the methods in [2] and [37] are more likely to be affected by the noise such as illposed skeletons. The method in [36] is less vulnerable to noise due to its dependence on only few key poses. In [31] , the recognition accuracy is increased to 95.96% because of using a line distance geometric feature between joints which reduces the effect of noisy skeletons but does not eliminate it completely. ST-LSTM [16] has a trusted gate to check the reliability of the skeleton joints, however, it doesn't have any information about the object shape limiting its recognition accuracy to 97.0%. . GCA-LSTM [18] , the current state of the art technique with a recognition rate of 98.5%, extracts a global-context aware information which selects the important joints. However, it is still exposed to noise because it is based only on the skeleton modality. Similar to the above methods, our Cl1D tree sub-model achieves recognition rate of only 92.3%. On the other hand, by combining pose, shape and motion information, using data augmentation and transfer learning, our proposed model TL (Mul(CL1D tree + CMHI)) achieves a 99.2% recognition accuracy.
The SBU Interaction dataset consists of 8 classes of actions including two actors one acting and the other reacting. The methods in [44] , [45] , and [46] are based on hand-crafted features which are affected by the presence of errors in the skeleton joints. In addition, these methods don't consider the interaction between the performers of the action. LSTM-based methods such as Deep LSTM [11] , HBRNN [10] , Co-occurrence [11] , ST-LSTM [16] , and STA-LSTM [17] receive the skeleton joints position, skeleton parts joints, the tree traversal arrangement of the skeleton joints, the important joints of the skeleton of each frame, respectively. However, none of these methods consider the interactivity between the action performers but smooth the joint's position to reduce the effect of noise. Accordingly, they have a lower accuracy compared with other methods such as Path Signature [32] and JI-d [31] which take into consideration the relation between the skeleton joint's by drawing the path signature over time and the line distance between joints, respectively, to be used as an input to LSTM. Consequently, managing the presence of ill-posed skeletons, including the shape information of the objects, and regarding the interaction between actors are all considered in the proposed TL(Mul(CL1D tree + CMHI)). As a result, the overall accuracy is improved to be (99.3%).
The Florence 3D Action dataset suffers from a highly cluttered background and has some actions that are misclassified because they share the same joint dynamics, for example, ''clap hands'' and ''read watch''. The skeleton modality doesn't have any information about the held object. Therefore, methods in [3] , [36] , [37] , [48] , and [49] are affected by this problem. However, our TL(Mul(CL1D tree + CMHI)) model combines two sub-models after being adapted on the NTU RGB+D dataset, to benefit from pose, motion, and implicit shape information (for example, partial information about an object held by the actor is detected in the motion history image, as can be observed for the mobile held by the actor in Figure 6 (a) ) achieving an accuracy of 96.5%.
C. MACRO EVALUATION OF THE PROPOSED COMBINED MODEL (MCLP)
The NTU RGB+D is the largest known dataset for human action recognition. Table 4 gives the main features of this dataset. It includes all the information needed to test the proposed sub-models as well as the combined MCLP model. VOLUME 6, 2018 The experiments reported in this section aim at proving the correctness of our hypothesis that the integration of body pose, part shape, and motion modalities results in a robust classifier for human action recognition. As before, CL1D is evaluated in two modes CL1D tree and CL1D parts . Also, CL2D is evaluated when face, hands, feet, and all body parts are used as defined in Table 9 and 10: CL2D Face , CL2D Hands , CL2D Feet , CL2D BodyParts , respectively. We follow the evaluation protocol suggested in [15] which consists of two scenarios: cross view (CV) and cross subject (CS). Table 9 shows the results of testing of each of the submodels (CL1D, CL2D, and CMHI) based on the type of input they receive. The highest recgnition rate for CL1D is reached when the tree arrangement (CL1D tree ) for the skeleton Joints is used while this occurs when the body part images are fed to CL2D. The CMHI sub-model outperforms both the CL1D and the CL2D sub-models because it uses all frames in each sample and benefits from the pre-trained models. Afterwards, different sub-model combinations are tested: Mul(CL1D tree + CL2D UpperParts ), Mul(CL1D tree + CL2D BodyParts ), and Mul(CL1D tree + CMHI). As can be observed from Table 9 , the best combination comes from the (CL1D tree + CMHI) because both sub-models are less susceptible to over-fitting. Table 9 . It has a large performance gap (10.1 % in CS and 9 % in CV) relative to our old contribution MCL [50] . This is attributed to the addition of the CMHI sub-model that considers all information in the scene without downsampling, the application of the transfer learning approach, the Late Multiply Fusion among sub-models, and data augmentation (by adding samples based on 2-D rotations and translations). All these factors contributed to the robustness of the implemented architecture. Table 10 reports the published results on the NTU RGB+D dataset obtained using both the CS and CV testing scenarios. Overall, the obtained results for the most methods in CV evaluation is much larger than the collected results of CS protocol. This is because videos captured by the Kinect cameras are less accurate in the side view. Some of the reported techniques use hand-crafted features, while others use deep learning for feature extraction. The results of the first and second parts of the table are given in [15] . The methods, in the first part of the table, use hand-crafted features based on the depth and/or 3D skeleton data. HOG 2 [51] , Super Normal Vector [52] , and HON4D [53] achieved their highest score in the CS scenario because these representations are not viewpoint invariant. On the other hand, Lie Groups [3] , Skeleton Quads [54] , and FTP Dynamic Skeletons [55] achieved better scores in the CV scenario because they are viewpoint invariant and hence perform better when the same subject appears in training and testing. Deep learning techniques are used in the remaining parts of the table. The best scores in the second part of the table are achieved in both CV and CS scenarios by a 2-Layer P-LSTM [15] . The P-LSTM method classifies the action based on the contribution of each body part in the performed action, however, it ignores the interaction between multiple actors. The third part of the table, includes some LSTMbased methods that extended the power of the LSTM in extracting the spatial and temporal features such as ST-LSTM (TT + TG) [16] , STA-LSTM [17] , GCA-LSTM network [18] , VA-LSTM [27] , and the ST-LSTM [16] . The CNNbased methods such as Clips + CNN + MTLN [26] , JTM + CNN [7] , and JDM + CNN [22] receive the temporal clips, JTM, and JDM, respectively. Nonetheless, the extended CNN-based methods are affected by the ill-poses because they are view variant, however, the presence of convolution and pooling layers reduce this effect. It is noted that the VA-LSTM [27] method outperforms all hand-crafted features (part 1 in table), base-line (part 2 in the table), the LSTMbased and CNN-based methods (part 3 in the table), and the previous state of the art (ST-LTM [16] ) with scores (79.2 % in CS and 87.7 % in CV). The VA-LSTM adapts the skeleton view to be view-invariant. However, it uses only the skeleton modality which means that the methods can't differentiate between actions that share the same joints dynamic, while the information about the shape of the performer or the manipulated objects aren't included. However, the proposed method (MCLP) is superior (84.3 % in CS and 90.4 % in CV). This verifies our initial hypothesis that combining and integrating the body pose, part shape, and body motion, as well as leveraging the power of CNN, LSTM, and incorporating pretrained models are effective mechanisms in action recognition that resulted in a robust model with high discrimination capability. Table 11 and Figure. 10 summarize the best obtained results on the four datasets. It is observed from Figure 10 that for all datasets CL1D achieves its highest recognition rate when the skeleton coordinates are arranged in a tree which FIGURE 10. Our recognition rate (%) on the UTKinect-Action3D, SBU Interaction, Florence, and NTU RGB+D datasets.
V. DISCUSSION
enhances the capacity of the CNN layers in extracting the spatial relations. Also, the CMHI sub-model always gives better results than Cl1D or CL2D sub-models because of its ability to utilize the relevant motion information in the scene, in addition to the advantage gained from using a VGG16 pre-trained model. The best sub-models combination on all datasets is (CL1D tree + CMHI) when multiplication of their output scores is applied with the Late Multiply Fusion module. Then, more improvement has been achieved by using transfer learning from the largest dataset (NTU RGB+D) to the small datasets. In order to solve the over-fitting problem, enhance the generalization capability of our model, and make our system view invariant, the data augmentation is utilized by rotating and translating the input images. Finally, when testing the combination of the three sub-models, on the NTU RGB+D dataset, the achieved performance; in the both the CS (NTURGB + D CS ) and CV (NTURGB + D CV ) scenarios; outperforms the current state of the art performance.
VI. CONCLUSION AND FUTURE WORK
The MCLP model, proposed in this paper, combines CNN, LSTM, and pre-trained VGG16 deep architectures to capture the spatio-temporal features; body pose, part shape and body motion; in human actions. The proposed MCLP fuses the output scores of CL1D, CL2D, and CMHI by Late Multiply Fusion module to obtain the joint probability of the performed action and take the final decision. The integration between CL1D and CMHI sub-models and fine-tuning of their corresponding sub-models using the NTU-RGB+D dataset outperformed the state of the art results on UTKinect-Action 3D, SBU Interaction, and Florence 3D datasets. The MCLP model is evaluated on the large NTU-RGB+D dataset in two experimental scenarios (CS and CV) and showed superiority over prior work. In the future, we will extend this work by deploying and integrating more modalities such as direction of motion.
