Abstract. News system requires news classification and personalized recommendation to improve user's efficiency and interest, and to enhance user's experiences. This paper constructed a news automatic classification and recommendation system through natural language processing, text classification, collaborative filtering algorithm. The published news contents were word-segmented and model-trained automatically first to determine which category the news belonging to. Users can also manually modify the classification so that later classification can be updated and improved. After that, the similarity between users was calculated by collaborative filtering and the users having higher similarity with the recommended users were selected. The news seen by the certain users were recommended to the users that were divided into the same group. This paper takes the news corpus of Fudan University's text classification research center as experimental data. Text classification accuracy is tested by this corpus. The experimental results show that the system can serve the news users well. It achieves effective classification and recommendation of news personally.
Introduction
In the 21st century, people's demand for science and technology makes them pay more attention to science and technology and independent innovation. People gradually turn their attention from material to efficiency. Many companies at home and abroad have seen this. In addition, with the development and expansion of e-commerce, the variety and quantity of commodities are also increasing. Whatever your identity, users or administrators, are always at a loss when facing thousands of products. Users need to spend a lot of time in category judgment and browsing the information of goods that are not useful to them. For an era of efficiency, it will inevitably lead to the loss of a large number of users. In order to improve the efficiency of users and reduce the time spent on useless information, the automatic classification and recommendation system is becoming more and more popular. [1, 2] After entering the Internet age, with the rapid development of cloud computing and large data, the automatic classification and recommendation system has been developed unprecedentedly and truly realized the so-called "humanization" [3] . There are tens of millions of different kinds of goods in online shopping malls. The same products also have many sellers, and the sellers' products are also uneven. Users often spend a lot of time on the type and information of goods. When the automatic classification and recommendation system appears, users only need to fill in the corresponding commodity information, the system can automatically classify it. The shopping platform can analyze a series of implicit or explicit features such as the user's purchase, get other users with high similarity to the user or predict what the user may need, and push the results to the user. This enables users to quickly find the goods they want.
For enabling users to quickly find the news they are interested in when viewing news, this paper studies and designs a news automatic classification and recommendation system. This system mainly includes four parts: news text processing, keyword extraction, category judgment and personalized recommendation of news. The system can meet the relevant needs of news users, improve the user's efficiency, and promote the personalized development of news system [4] .
Approach
Using TF-IDF algorithm and nouns to extract news keywords. This paper divides the topics into two categories: "military news" and "educational news". There are corresponding keywords in every news category. For example, there are key words in military news: navy, air force, missile, Ministry of defense, etc. This paper first uses the ANSJ[5] segmentation technique to divide the news word and save the word character of each word, then calculates the TF-IDF value of each word with the TF-IDF algorithm, and takes the noun which the TF-IDF value is greater than 0.1 to be the key word of the news in descending order.
For example, we analyzed the news "The PLA launcher is 'red'. Why do things still shoot backward? ". First, we will divide the content of the news. By calculating the key words, we generally think that the more times a word appears in this document, the word is more important in the document. So, we need to find out the most frequent word in this document, so we first use ANSJ to carry out the word segmentation operation, save each word's word character and count its frequency, to calculate the frequency of the word in the whole document (TF). During this period, we need to set up several stop-words. We found a lot of words with high frequency, such as: I, we, and so on. It is meaningless to set up the disuse words to remove these meaningless words and improve the accuracy of obtaining high frequency words.
After filtering out the stop-words, we found that some of these words, such as China, airborne soldiers and anti-tank rocket systems, are the same frequency, but the importance of the three words is different, and the distinction between the news categories is different, so we need to further screen out more important key words. At this point, we need to calculate its inverse document frequency (IDF), as shown in Eq. 1.
Total number of documents Inverse document frequency (IDF)=log ( ) Number of documents with term t in it+1 .
From the formula (1) we can see that if a word appears few times in other news, but in this document, there is a lot of appearance, then we think that the word has a very strong division, we can do the key words. Finally, we multiplied the frequency of each word (TF) and the inverse of the document and arranged the term in descending order and took the noun whose TF-IDF value was greater than 0.2 as the key word for the news.
Using LibSVM to realize the news classification. LibSVM[6] is a simple, easy to use, fast and efficient software package for SVM pattern recognition and regression developed by Lin Chih-Jen at National Taiwan University. The software has a characteristic that the parameters involved in SVM are relatively small, and many default parameters are provided, using these default parameters. It can solve many problems and provide the function of Cross Validation. This software can solve the problem of C-SVM classification, V-SVM classification, which is based on a pattern recognition algorithm for multi class problem.
We use the keywords of two news categories collected by TF-IDF as the attributes of classification. We stipulate that -1 represents military news, and 1 expresses educational news. For example, there are 100 military news now. We selected 80 of them as training news sets, and the remaining 20 as the news sets of the test. We carry out the segmentation operation of each news, save the word of the word, and find out whether there is a word in the attribute word, if the word appears in the attribute word concentration, then the attribute is marked as 1, otherwise it is recorded as 0. In this way, the news in the training set is transformed into the data format needed by LibSVM, and then LibSVM is used to train it to get the corresponding model. Finally, the news set of the test is processed according to the above participle, and transformed into the data format required by LibSVM, and the model is compared with the obtained model, and the prediction results are obtained.
Using collaborative filtering algorithm to recommend. Collaborative filtering is a simple way to recommend information to users who may be interested in using like-minded groups with similar characteristics. It is generally divided into two categories: user based collaborative filtering and item based collaborative filtering algorithm. As far as this system is concerned, a user based collaborative filtering algorithm is adopted, which is about to take a few bits with higher similarity to the user after a certain calculation with the user's interest or a similar user or other items like the item that the user likes. The steps are as follows: a. Find users with similar interests. Cosine similarity is used to calculate the similarity between two users. If N (u) is a collection of news reports for user u, N (v) is a collection of news V for user V, and the similarity between user u and V can be calculated according to Eq. 2.
(2) b. Recommending news. We use the set S (u, K) to find out the K users with the highest similarity between the U and the recommended users from the matrix, and extract all the keywords of the news that are interested in the users in S. For each candidate news I, the degree to which u is interested in the recommended user P (u, i) can be calculated by Eq. 3. r vi represents the degree of interest of the user v to the keyword i. Because the different users of this system are different in measuring the key words for each news, all the weight of the key words in this system is set to 1. In the subsequent continuous development, the weight of the key words can be set. Finally, we sorted the degree of interest of the calculated keywords, then extracted the news containing these keywords from the database and recommended them to the users to be recommended.
Implementation and Experiment
System process design. The system process starts with the release of news. First, the ANSJ segmentation tool is used to process the news, including the use of stop words and the extraction of user defined words. The TF-IDF value of each word is calculated, the noun whose value is high is used as the key word for the news, then the class of the news is judged by the trained SVM model, and the results of the classification are fed back to the user. If the user is not satisfied with the recommended results, the category can be modified manually. Since the trained SVM model is based on the news in the existing database, it makes it difficult to give the user a better feedback when the amount of news is less. At this time, to improve the accuracy of the classification results, before classifying the news, we will divide the existing news set indefinite, make up some of the nouns with larger TF-IDF values, and deal with these set of news as the test set required by the LibSVM. The classified news will be displayed to the user according to the different categories, and we will also calculate the user's similarity to the user according to the user's behavior information and recommend the news that the user has not seen before. The automatic news classification process is shown in Figure 1 . The news recommendation process is shown as Figure 2 . 
Summary
This paper designs and implements the automatic classification and recommendation system for news. This system preprocesses the news content through ANSJ segmentation, filters key words and stops words. Using TF-IDF technology and selecting nouns, the key words are extracted and the keywords set is used as the basis of news classification. LibSVM is used to train the training set to get the model. The system uses this model to analyze and judge the category of the news. The system uses the collaborative filtering algorithm based on items to calculate the user's similarity and then recommends the news that user may interest to the certain user. The experiment shows that the news automatic classification and recommendation system can meet the needs of the news users, improve the efficiency of the news viewer and embody the personalization of the news system. The next step is to study the performance of collaborative filtering algorithm to improve the accuracy of recommendation.
