We propose and investigate new complementary methodologies for estimating predictive variance networks in regression neural networks. We derive a locally aware mini-batching scheme that result in sparse robust gradients, and show how to make unbiased weight updates to a variance network. Further, we formulate a heuristic for robustly fitting both the mean and variance networks post hoc. Finally, we take inspiration from posterior Gaussian processes and propose a network architecture with similar extrapolation properties to Gaussian processes. The proposed methodologies are complementary, and improve upon baseline methods individually. Experimentally, we investigate the impact on predictive uncertainty on multiple datasets and tasks ranging from regression, active learning and generative modeling. Experiments consistently show significant improvements in predictive uncertainty estimation over state-of-the-art methods across tasks and datasets.
Introduction
Quality of mean predictions have dramatically increased in the last decade with the rediscovery of neural networks [LeCun et al., 2015] . The predictive variance, however, has turned out to be a more elusive target with established solutions being subpar. The general finding is that neural networks tend to make overconfident predictions [Guo et al., 2017] , that has the possibility of being harmful or offensive [Amodei et al., 2016] . This may be explained by neural networks being general function estimators, that does not come with principled uncertainty estimates. Another explanation is that variance estimation is a fundamentally different task than mean estimation, and that the tools for mean estimation perhaps do not generalize. We focus on the latter hypothesis within regression. To illustrate the main practical problems in variance estimation, we consider a toy problem where data is generated as y = x · sin(x) + 0.3· 1 +0.3·x· 2 , with 1 , 2 ∼ N (0, 1) and x is uniform on [0, 10] (Fig. 1) . As is common, we do maximum likelihood estimation of N (µ(x), σ 2 (x)), where µ and σ 2 are neural nets. While µ provides an almost perfect fit to the ground truth, σ 2 shows three problems:
• σ 2 is significantly underestimated.
• σ 2 is almost independent of x, i.e. it is near constant.
• σ 2 does not increase outside the data support to capture the poor mean predictions.
These findings are general (Sec. 4), and alleviating them is the main purpose of the present paper. We find that this can be achieved by a combination of methods that 1) change the usual mini-batching to be location aware; 2) only optimize variance conditioned on the mean; and 3) enforce well-behaved interpolation and extrapolation of variances through a suitable network architecture. We empirically
Methods
The opening remarks (Sec. 1) highlighted three common problems that appear when µ and σ 2 are neural networks. In this section we analyze these problems and propose solutions.
Preliminaries. We assume that datasets D = {x i , y i } N i=1 contain i.i.d. observations y i ∈ R, x i ∈ R D . The targets y i are assumed to be conditionally Gaussian, p θ (y|x) = N (y|µ(x), σ 2 (x)), where µ and σ 2 are continuous functions parametrized by θ = {θ µ , θ σ 2 }. The maximum likelihood estimate (MLE) of the variance of i.i.d. observations
2 , whereμ is the sample mean. This MLE does not exist based on a single observation, unless the mean µ is known, i.e. the mean is not a free parameter. When y i is Gaussian, the residuals (y i − µ) 2 are gamma distributed.
A local likelihood model analysis
By assuming that both µ and σ 2 are continuous functions, we are implicitly saying that σ 2 (x) is correlated with σ 2 (x + δ) for sufficiently small δ, and similar for µ. Consider the local likelihood estimation problem [Loader, 1999, Tibshirani and Hastie, 1987] at a point x i , logp θ (y i |x i ) = N j=1 w j (x i ) log p θ (y j |x j ),
where w j is a function that declines as x j − x i increases, implying that the local likelihood at x i is dependent of the points nearest to x i . Noticep θ (y i |x i ) = p θ (y i |x i ) if w j (x i ) = 1 i=j . Consider, with this w, a uniformly drawn subsample (i.e. a standard mini-batch) of the data {x k } M k=1 and its corresponding stochastic gradient of Eq. 1 with respect to θ σ 2 . If for a point, x i , no points near it are in the subsample, then no other point will influence the gradient of σ 2 (x i ), which will point in direction of the MLE, that is highly uninformative as it does not exist unless µ(x i ) is known. Local data scarcity, thus, implies that while we have sufficient data for fitting a mean, we, locally, have insufficient data for fitting a variance. Essentially, if a point is isolated in a mini-batch, all information it carries goes to updating µ and none is present for σ 2 .
If we do not use mini-batches, we encounter that gradients wrt. θ µ and θ σ 2 will both be scaled with 1 2σ 2 (x) meaning that points with small variances effectively have higher learning rates [Nix and Weigend, 1994] . This imply a bias towards low-noise regions of data.
Horvitz-Thompson adjusted stochastic gradients
We will now consider a solution to this problem within the local likelihood framework, which will give us a reliable, but biased, stochastic gradient for the usual (nonlocal) log-likelihood. We will then show how this can be turned into an unbiased estimator.
If we are to add some local information, giving more reliable gradients we would choose a w in Eq.1 that reflects this. Assume for simplicity that w j (x i ) = 1 xi−xj <d for some d > 0. The gradient of logp θ (y|x i ) will then be informative as more than one observation will contribute to the local variance if d is chosen appropriately. Accordingly, we suggest a practical mini-batching algorithm that samples a random point x j and let the mini-batch consist of the k nearest neighbors of x j .
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In order to allow for more variability in a mini-batch, we suggest to sample m points uniformly, and then sample n points among the k nearest neighbors of each of the m initially sampled points. Notice this is a more informative sample, as all units in the sample are likely to influence the same subset of parameters in θ, effectively increasing the degrees of freedom, hence the quality of variance estimation. In the supplementary material, we have a small empirical analysis of the sparsity and variation in gradients to emphasize the increase in information in gradients of σ 2 . For pseudo-code of this sample-scheme, see supplementary material.
While such a mini-batch would give rise to an informative stochastic gradient, it would not be an unbiased stochastic gradient of the (nonlocal) log-likelihood. This can, however, be adjusted by using the Horvitz-Thompson (HT) algorithm [Horvitz and Thompson, 1952] , i.e. rescaling the log-likelihood contribution of each sample x j by its inclusion probability π j . With this, an unbiased estimate of the log-likelihood (up to an additive constant) becomes
where O denotes the mini-batch. With the nearest neighbor mini-batching, the inclusion probabilities can be calculated as follows. The probability that observation j is in the sample is n /k if it is among the k nearest neighbors of one of the initial m points, which are chosen with probability m/N , i.e.
where O k (i) denotes the k nearest neighbors of x i .
Mean-variance split training
The most common training strategy is to first optimize θ µ assuming a constant σ 2 , and then proceed to optimize θ = {θ µ , θ σ 2 } jointly, i.e. a warm-up of µ. As previously noted, the MLE of σ 2 does not exist when only a single observation is available and µ is unknown. However, the MLE does exist when µ is known, in which case it isσ 2 (x i ) = (y i − µ(x i )) 2 , assuming that the continuity of σ 2 is not crucial. This observation suggests that the usual training strategy is substandard as σ 2 is never optimized assuming µ is known. This is easily solved: we suggest to never update µ and σ 2 simultaneously, i.e. to only optimize µ conditioned on σ 2 , and vice versa. This reads as sequentially optimizing p θ (y|θ µ ) and p θ (y|θ σ 2 ), as we under these conditional distributions may think of µ and σ 2 as known, respectively. We will refer to this as mean-variance split training (MV).
Variance network architecture
When σ 2 (x i ) is influenced by few observations, underestimation is still likely due to the left skewness of the gamma distribution ofσ
2 . As always, when in a low data regime, it is sensible to be Bayesian about it; hence instead of point estimatingσ 2 i we seek to find a distribution. Notice we are not imposing a prior, we are training the parameters of a Bayesian model. We choose the inverse-Gamma distribution, as this is the conjugate prior of σ 2 when data is Gaussian. This means θ σ 2 = {θ α , θ β } where α, β > 0 are the shape and scale parameters of the inverse-Gamma respectively. So the log-likelihood is now calculated by integrating out σ
where
are modeled as neural networks. Having an inverse-Gamma prior changes the predictive distribution to a located-scaled 4 Student-t distribution, parametrized with µ, α and β. Further, the t-distribution is often used as a replacement of the Gaussian when data is scarce and the true variance is unknown and yields a robust regression [Gelman et al., 2014 , Lange et al., 1989 . We let α and β be neural networks, that implicitly determine the degrees of freedom and the scaling of the distribution. Recall the higher the degrees of freedom, the better the Gaussian approximation of the t.
If we evaluate the local log-likelihood (Eq. 1) at a point x 0 far away from all data points, then the weights w i (x 0 ) will all be near-zero (or exactly zero). Consequently, the local log-likelihood is approximately 0 regardless of the observed value y(x 0 ), which should be interpreted as a large entropy of y(x 0 ). Since we are working with Gaussian and t-distributed variables, we can recreate this behavior by exploiting that entropy is only an increasing function of the variance. We can re-enact this behavior by letting the variance tend to an a priori determined value η if x 0 tend away from the training data. Let {c i } L i=1 be points in R D that represent the training data, akin to inducing points in sparse GPs [Snelson and Ghahramani, 2006] . Then define δ(x 0 ) = min i c i − x 0 and
where ν : [0, ∞) → [0, 1] is a surjective increasing function. Then the variance estimate will go to η as δ → ∞ at a rate determined by ν. In practice, we choose ν to be a scaled-and-translated sigmoid function: ν(x) = sigmoid((x + a)/γ) where γ is a free parameter we optimize during training and a ≈ −6.9077γ to ensure that ν(0) ≈ 0. The inducing points c i are initialized with k-means and optimized during training. This choice of architecture is similar to that attained by posterior Gaussian processes when the associated covariance function is stationary. It is indeed the behavior of these established models that we aim to mimic with Eq. 5.
Experiments

Regression
To test our methodologies we conduct multiple experiments in various settings. We compare our method to state-of-the-art method for quantifying uncertainty: Bayesian neural network (BNN) [Hernández-Lobato and Adams, 2015] , Monte Carlo Dropout (MC-Dropout) [Gal and Ghahramani, 2016] and Deep Ensembles (Ens-NN) [Lakshminarayanan et al., 2017] . Additionally we compare to two baseline methods: standard mean-variance neural network (NN) [Nix and Weigend, 1994] and GPs (sparse GPs (SGP) when standard GPs are not applicable) [Rasmussen and Williams, 2006] . We refer to our own method(s) as Combined, since we apply all the methodologies described in Sec. 3. Implementation details and code can be found in supplementary material.
Toy regression. We first return to the toy problem of Sec. 1, where we consider 500 points from
In this example, the variance is heteroscedastic, and models should estimate larger variance for larger values of x. The results 5 can be seen in Figs. 2 and 3. Our approach is the only one to capture the increasing variance, whereas e.g. MC-Dropout seem to increase variance, when the first derivative changes. This is most likely because MC-Dropout mostly quantifies model uncertainty. Variance calibration. To our knowledge, no benchmark for quantifying variance estimation exists. We propose a simple dataset with known uncertainty information. More precisely, we consider weather data from over 130 years.
6 Each day the maximum temperature is measured, and the uncertainty is then given as the variance in temperature over the 130 years. The fitted models can be seen in Fig. 4 . Here we measure performance by calculating the mean error in uncertainty:
The numbers are reported above each fit. We observe that our Combined model achieves the lowest error of all the models, tightly followed by Ens-NN and GP. Both NN, BNN and MC-Dropout severely underestimate the uncertainty. Ablation study. To determine the influence of each methodology from Sec. 3, we experimented with four UCI regression datasets (Fig. 5) . We split our contributions in three: the locality sampler (LS), the mean-variance split (MV) and our combined model, which included both the LS, MV and the variance architecture. The results show that LS has the most impact on performance. Combined with MV results further improve, and adding the architecture again further improves the results. The results indicate that the proposed methodologies are complementary.
UCI benchmark. We now follow the experimental setup from [Hernández-Lobato and Adams, 2015] , by evaluating models on a number of regression datasets from the UCI machine learning database. Additional to the standard benchmark, we have added 4 datasets. Test set log-likelihood can be seen in Table 1 , and the corresponding RMSE scores can be found in supplementary material.
Our Combined model performs best on 10 of the 13 datasets. For the small Boston and Yacht datasets, the standard GP performs the best, which is in line with the experience that GPs perform well when Wine (white) data is scarce. On these datasets our model is the best performing neural network. On the Energy and Protein datasets Ens-NN perform the best, closely followed by our Combined model. One clear advantage of our model compared to Ens-NN is that we only need to train one model, whereas Ens-NN need to train 5+ (see supplementary material for training times for each model). The worst performing model in all cases is the baseline NN model, which clearly indicate that the usual tools for mean estimation does not carry over to variance estimation.
Active learning. The performance of active learning depend on predictive uncertainty [Settles, 2009] , so we use this to demonstrate the improvements induced by our method. We use the same network architectures and datasets as in the UCI benchmark. Each dataset is split into: 20% train, 60% pool and 20% test. For each active learning iteration, we first train a model, evaluate the performance on the test set and then estimate uncertainty for all datapoints in the pool. We then select the n points with highest variance (corresponding to highest entropy [Houlsby et al., 2012] ) and add these to the training set. We set n = 1% of the initial pool size. This is repeated 10 times, such that the last model is trained on 30%. We repeat this on 10 random training-test splits to compute standard errors.
In Fig. 6 , we visualize the evolution of average RMSE for each method during the data collection process for the Boston, Superconduct and Wine (white) datasets (all remaining UCI datasets are visualized in supplementary material). In general, we observe two trends. For some datasets we observe that our Combined model outperforms all other models, achieving significantly faster learning. This indicates that our model is better at predicting the uncertainty of the data in the pool set. On datasets where the sampling process does not increase performance, we are on par with other models.
Generative models
To show a broader application of our approach, we also explore it in the context of generative modeling. We focus on variational autoencoders (VAEs) Welling, 2013, Rezende et al., 2014] , that are popular deep generative models. A VAE model the generative process:
where p(z) = N (0, I d ). This is trained by introducing a variational approximation q φ (z|x) = N (z|µ φ (x), σ estimate both a mean and a variance function. Thus using standard training methods, the same problems arise as in the regression setting. Mattei and Frellsen [2018] have recently shown that estimating a VAE is ill-posed unless the variance is bounded from below. In the literature, we often find that 1. Variance networks are avoided by using a Bernoulli distribution, even if data is not binary.
2.
Optimizing VAEs with a Gaussian posterior is considerably harder than the Bernoulli case. To overcome this, the variance is often set to a constant e.g. σ 2 (z) = 1. The consequence is that log-likelihood reconstruction term in the ELBO collapse into a L2 reconstruction term.
3. Even though the generative process is given by Eq. 6, samples shown in the literature are often reduced tox = µ(z), z ∼ N (0, I). This is probably due to the wrong/meaningless variance term.
We aim to fix this by training the posterior variance σ 2 θ (z) with our Combined method. We do not change the encoder variance σ 2 φ (x) and leave this to future study. Artificial data. We first evaluate the benefits of more reliable variance networks in VAEs on artificial data. We generate data inspired by the two moon dataset 7 , which we map into four dimensions. The mapping is thoroughly described in supplementary material, and we emphasize that we have deliberately used mappings that MLP's struggle to learn, thus with a low capacity network the only way to compensate is to learn a meaningful variance function.
In Fig. 8 we visualize the results by plotting pairs of output dimensions using 5000 generated samples. For all pairwise combinations we refer to supplementary material. We observe that samples from our Comb-VAE capture the data distribution in more detail than a standard VAE. For VAE the variance seems to be underestimated, which is similar to the results from regression. The bad sample quality of a standard VAE can partially be explained by the arbitrariness of decoder variance function σ 2 (z) away from data. In Fig. 7 we calculated the accumulated variance D j=1 σ 2 j (z) over a grid of latent points. We clearly see that for the standard VAE, the variance is low where we have data and arbitrary away from data. However, our method produce low-variance region where the two half moons are and a high variance region away from data. We note that [Arvanitidis et al., 2018] also dealt with the problem of arbitrariness of the decoder variance. However their method relies on post-fitting of the variance, whereas ours is fitted during training. Additionally, we note that [Takahashi et al., 2018 ] also successfully modeled the posterior of a VAE as a Student t-distribution similar to our proposed method, but without the extrapolation and different training procedure.
Image data. For our last set of experiments we fitted a standard VAE and our Comb-VAE to four datasets: MNIST, FashionMNIST, CIFAR10, SVHN. We want to measure if there is an improvement to generative modeling by getting better variance estimation. The details about network architecture and training can be found in the supplementary material. Training set ELBO and test set log-likelihood can be viewed in Table 2 . We observe on all datasets that on average tighter bounds and higher Table 2 : Generative modeling of 4 datasets. For each dataset we report training ELBO and test set log-likelihood. The standard errors are calculated over 3 trained models with random initialization. log-likelihood is achieved, indicating that we better fit the data distribution. We quantitatively observe (see Fig. 9 ) that variance has a more local structure for Comb-VAE and that the variance reflects the underlying latent structure.
MNIST
Discussion & Conclusion
While variance networks are commonly used for modeling the predictive uncertainty in regression and in generative modeling, there have been no systematic study of how to fit these to data. We have demonstrated that tools developed for fitting mean networks to data are subpar when applied to variance estimation. The key underlying issue appear to be it is not feasible to estimate both a mean and a variance at the same time, where data is scarce.
We have proposed a new mini-batching scheme that sample locally to ensure that variances are better defined during model training. We have further argued that variance estimation is more meaningful when conditioned on the mean, which implies a change to the usual training procedure of joint mean-variance estimation. Finally, we have highlighted that variance networks need to extrapolate differently from mean networks, which imply architectural differences between such networks. We specifically propose a new architecture for variance networks that ensure similar variance extrapolations to posterior Gaussian processes from stationary priors.
Experimentally, we have demonstrated that the methods are complementary and provide significant improvements over state-of-the-art. In particular, on benchmark data we have shown that our method improves upon the test set log-likelihood without improving the RMSE, which demonstrate that the uncertainty is a significant improvement over current methods. Another indicator of improved uncertainty estimation is that our method speeds up active learning tasks compared to state-of-the-art. Due to the similarities between active learning, Bayesian optimization, and reinforcement learning, we expect that our approach carry significant value to these fields as well. Furthermore, we have demonstrated that variational autoencoders can be improved through better generative variance estimation. Finally, we note that our approach is directly applicable alongside ensemble methods, which may further improve results.
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A Further results
Gradient experiments In Fig. 10 we have plotted the sparsity index and variance of gradient for both the mean (top row) and variance function (bottom row). We do this for both normal minibatching and our proposed locality sampler. Sparsity is measured as . We observe for the mean function, that the sparsity index and variance is similar for the two methods, indicating that our locality sampler does not improve on the fitting of the mean function, as expected. However for the variance function we see a clear gap in sparsity and variance, indicating that our locality sampler gives more local and stable updates to variance networks.
, Table 3 the test set RMSE results for the UCI regression benchmark can be seen. We clearly observe that all neural network based methods achieve nearly identical RMSE for all datasets, indicating that the mean function is similarly trained for all the methods. Table 3 : Dataset characteristics and RMSE for the different methods. A -indicates the models was infeasible to train. Table 4 we show the average computation time for each model. The experiments was conducted with an Intel Xeon E5-2620v4 CPU and Nvidia GTX TITAN X GPU.
UCI benchmark (RMSE) In
Timings of models In
We note that our model suffers from long computations for very large datasets, mainly due to the computation of the neighborhood graph in the locality sampler. This could be reduced by using fast approximative method for k-nearest-neighbor and by reducing data dimensionality e.g. PCA dimensionality reduction. Table 4 : Timings(s) for the different models evaluated on the UCI benchmark Ablation study (RMSE) In Fig. 11 we have plotted the RMSE for different combinations of our methodologies. Since the RMSE is only influenced by how well µ(x) is fitted, the difference in log likelihood that we observe between the models (see paper) must be explained by how well σ 2 (x) is fitted. Active learning In Figs. 12 and 13 we respective shows the progress of RMSE and log likelihood on all 13 dataset. We observe that for some of the datasets (Boston, Superconduct, Power) our proposed Combine model achieves faster learning than other methods. On all other datasets we are equally good as the best performing model.
Generative modeling toy data In Fig. 15 we show marginal distribution, pairwise pointplots and pairwise joint distribution for our artificially dataset used in the generative setting. Top row show the ground true data, middle row shows reconstructions and samples from standard VAE model and bottom row show reconstructions and samples from our proposed Comb-VAE model. We observe that reconstruction are similar for the two models, but the quality of the generative samples are much better for Comb-VAE.
Generative modeling of image data In Fig. 14 we show a meshgrid of samples from VAE and Comb-VAE on the MNIST dataset. We clearly see how proper extrapolation of variance in Comb-VAE can be used to "mask" when we are inside our data region and when we are outside. For standard VAE we observe a near constant variance added to the images.
B On the parametrization of the t-distributed predictive distribution
We parametrize the Student-t distribution by letting the variance σ 2 have an inverse-Gamma distribution with shape and scale parameters α and β. We use that if σ 2 ∼ INV-GAMMA(α, β) then 
where we substituted the variable σ 2 with 1 σ 2 and used that the remaining was a Gamma integral.
C Parameters of the locality sampler
In Algorithm 1 a pseudoimplementation of our proposed locality sampler can be seen. The two important parameters in this algorithm are the primary sampling units (psu) and secondary sampling units (ssu). In Fig. 16 and 17 we visually show the effect of these two parameters.
For all our experiments we set psu=3 and ssu=40 when we are training the mean function and for variance function we set psu=1 and ssu=10. 
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Algorithm 1 Locality-sampler
Input N datapoints, a metric d on feature space R D , integers m, n, k. 1: For each datapoint calculate the k nearest neighbors under the metric d. 2: Sample m primary sampling units with uniform probability without replacement among all N units. 3: For each of the primary sampling units sample n secondary sampling units among the primary sampling units k nearest neighbors with uniform probability without replacement. Output All secondary sampling units is a sample of at most m · n points. If a new sample is needed repeat from Step 2.
D Implementation details for regression experiments
All neural network based models were implemented in Pytorch [Paszke et al., 2017] , except for the Baysian neural network which was implemented in Tensorflow [Abadi et al., 2015] . GP models where implemented in GPy [GPy, since 2012]. Below we have stated details for all models:
GP Fitted using a ARD kernel and with default settings of GPy. SGP Fitted using a ARD kernel and with default settings of GPy. Number of inducing points was set to min(500, |D train |). NN Model use two networks, one for the predictive mean and one for the predictive variance. Model was trained to optimize the log-likelihood of data. BNN We use a standard factored Gaussian prior for the weights and use the Flipout approximation [Wen et al., 2018] for the variational approximation. MC-Dropout Model use a single network, where we place dropout on all weights. The dropout weight was set to 0.05. The model was trained to optimize the RMSE of data. Ens-NN Model consist of an ensemble of 5 individual NN models, each modeled as two individual networks. Each are trained to optimize the log-likelihood of data. Only difference between ensemble models is initialization. Combined Model use three networks, one for the mean function, one for the α parameter and one for the β parameter. We set the number of inducing points to min(500, |D train |). For the γ in the scaled-and-translated sigmoid function ν(x) we initialize it to 1.5, and try to minimize it during training. Model was trained to optimize the log-likelihood of data. For each neural network based approach, we follow the experimental setup [Hernández-Lobato and Adams, 2015] . All individual networks was modeled a single hidden layer MLPs with 50 neurons for all other datasets than "Protein" and "Year" where we use 100 neurons. Except for the output of each network, the activation function used is ReLU. For the output of the mean networks, no activation function is applied. For the output of the variance network, the Softplus activation function is used to secure positive variance. All neural network based models where trained using the Adam optimizer [Kingma and Ba, 2015] with a learning rate of 10 −1 using a batch size of 256. All models were trained for 10.000 iterations.
The code will be published alongside the paper, but currently an anonymous version is available at https://anonymous.4open.science/r/f8733507-d83f-490f-9507-95c2d1fcb73e/.
E Generative network architecture
Pixel values of the images were scaled to the interval [0, 1] . Each pixel is assumed to be i.i.d. Gaussian distributed. For the encoders and decoders we use multilayer perceptron networks, see table below. The numbers corresponds to the size of the layer and the parenthesis states the used activation function and whether or not batch normalization was used. D indicates the size of the images i.e. D = width × height × channels. For MNIST and FashionMNIST these are 28,28,1 and for CIFAR10 and SVHN these are 32,32,1. d indicates the size of the latent space. For MNIST and FashionMNIST we set d = 2 for visualization purpose and for CIFAR10 and SVHN we set d = 10 to be able to capture the higher complexity of these datasets.
To train the networks we used the Adam optimizer [Kingma and Ba, 2015] with learning rate 10 −3
and a batch size of 512. We train for 20000 iterations without early stopping. Additionally, we use warm-up for the KL term [Sønderby et al., 2016] , by scaling it with w = min 1, it warmup where it is the current iteration number and warmup was set to half the number of iterations. This secures that we converge to stable reconstructions before introducing too much structure in the latent space. 
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Figure 18: An example of the two moon data, and its transformation into R 4 . Shown as pairwise scatterplots.
