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Abstract
We study Cameron-Liebler k-sets in the affine geometry, so sets of k-spaces in
AG(n, q). This generalizes research on Cameron-Liebler k-sets in the projective geome-
try PG(n, q). Note that in algebraic combinatorics, Cameron-Liebler k-sets of AG(n, q)
correspond to certain equitable bipartitions of the association scheme of k-spaces in
AG(n, q), while in the analysis of Boolean functions, they correspond to Boolean degree
1 functions of AG(n, q).
We define Cameron-Liebler k-sets in AG(n, q) by intersection properties with k-
spreads and show the equivalence of several definitions. In particular, we investigate
the relationship between Cameron-Liebler k-sets in AG(n, q) and PG(n, q). As a by-
product, we calculate the character table of the association scheme of affine lines.
Furthermore, we characterize the smallest examples of Cameron-Liebler k-sets.
This paper focuses on AG(n, q) for n > 3, while the case for Cameron-Liebler line
classes in AG(3, q) was already treated separately.
1 Introduction
The investigation of Cameron-Liebler line classes in the projective geometry PG(n, q) goes
back to Cameron and Liebler in 1982 [4]. Their motivation was the investigation of the
subgroup structure of PGL(n+1, q). Particularly, a line orbit of a subgroup of PGL(n+1, q)
acting on PG(n, q) with the same number of point- and line-orbits is a Cameron-Liebler line
class.
The concept of Cameron-Liebler line classes was rediscovered several times, see the in-
troduction of [8] for a short overview. In particular, algebraic combinatorialists studied
equitable bipartitions as a natural generalization of perfect codes under various names in
several highly symmetric families of graphs such as hypercubes and Johnson graphs. Simi-
larly, they also correspond to Boolean degree 1 functions in the analysis of Boolean functions.
In the special case of PG(3, q), a Cameron-Liebler line class can be defined as a family
of lines which intersects all spreads of PG(3, q) in exactly x lines for some constant x [4].
We call x the parameter of the Cameron-Liebler line class. In PG(3, q), there exists a list of
examples which we refer to as trivial : (1) the empty set with parameter x = 0, (2) all lines
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through a fixed point with parameter x = 1, (3) all lines in a fixed plane with parameter
x = 1, (4) the union of (2) and (3), when disjoint, with parameter x = 2, and (5)–(8) the
complements of (1)–(4) with parameters x = q2 + 1, q2, q2, q2 − 1. Cameron and Liebler
conjectured that these are the only examples. This was disproven by Drudge who found an
example with parameter x = 5 in PG(3, 3) [10]. Nowadays there are several infinite families
of non-trivial examples known [1, 5, 12, 14]. In contrast to this, there are no non-trivial
examples known for n > 3. Hence, there is some difference in behaviour between n = 3 and
n > 3. This carries over to AG(n, q), where this paper handles the case n > 3, while we
treat the case n = 3 separately in [9].
Cameron-Liebler line classes were generalized to k-spaces of PG(n, q) in [2, 8]. These
are families of k-spaces which lie in the span of the point-(k-space) incidence matrix. We
call such families Cameron-Liebler k-sets of PG(n, q). Note that if L is a Cameron-Liebler
k-set of PG(n, q), then its parameter x is defined by |L| = x[n
k
]
q
where
[
n
k
]
q
denotes the
q-binomial coefficient. We call a family L of k-spaces of AG(n, q) which intersects all spreads
of k-spaces of AG(n, q) in exactly x elements for some constant x, a Cameron-Liebler k-set
with parameter x of AG(n, q). Equivalently, |L| = x[n
k
]
q
.
After some preliminaries, we start our paper with some general properties of Cameron-
Liebler k-sets in Section 3. In particular, we show the following.
Theorem 1.1. Let L be a Cameron-Liebler k-set with parameter x in PG(n, q) which
does not contain k-spaces in some hyperplane H. Then L is a Cameron-Liebler k-set with
parameter x of AG(n, q) ∼= PG(n, q) \H.
We also obtained a result on the converse of Theorem 1.1. In particular, we show the
following.
Theorem 1.2. Let (k + 1) | (n+ 1) or k = 1. If L is a Cameron-Liebler k-set of AG(n, q)
with parameter x, then L is a Cameron-Liebler k-set of PG(n, q) with parameter x in the
projective closure PG(n, q) of AG(n, q).
To show this theorem for k = 1, we make use of the character table of the association
scheme of affine lines. This association scheme has been investigated before as it is a well-
known 3-class association scheme. See Van Dam [25] for a more detailed study. We could
not find the character table of the affine lines scheme in the literature, so we provide the
latter in Section 5. While for PG(n, q) the character tables of the association scheme of
k-spaces is explicitly known due to Delsarte [7] and Eisfeld [11], the determination of the
character tables of the association scheme of k-spaces in AG(n, q) is still open.
A 3-class association scheme has four common eigenspaces V0, V1, V2, V3, where V0 is
spanned by the all-ones vector. In our ordering, we provide explicit bases for V0 + V1 and
V0 + V3, and we give a spanning set for V0 + V2 + V3.
An immediate consequence of Theorem 1.2 is that the following results for Cameron-
Liebler k-sets of PG(n, q) are also valid for Cameron-Liebler k-sets of AG(n, q), with the
assumption that (k+1) | (n+1) or k = 1. More general, we call the assumption that every
Cameron-Liebler k-set in AG(n, q) is a Cameron-Liebler k-set of the same parameter x in
PG(n, q) by A1. In particular A1 holds if (k + 1) | (n+ 1) or k = 1.
Theorem 1.3. [2, Theorem 4.9] Let A1 be true, then there are no Cameron-Liebler k-sets
in AG(n, q), with n ≥ 2k + 2, of parameter
2 ≤ x ≤ 1
8
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The statement in [2, Theorem 4.9] is slightly different and its proof currently contains
an error. The authors of [2] are working on a correction. Based on their preliminary notes,
we are convinced that it will be ready in the near future.∗ For n ≥ 52k+ 32 , a similar bound
is given in [19, Theorem 7]. For n = 2k + 1, there is a better bound.
Theorem 1.4 (Metsch [22, Theorem 1.4]). For k ≥ 3 and A1, there are no non-trivial
Cameron-Liebler k-sets with parameter x in AG(2k + 1, q) for 2 ≤ x ≤ q/5 and q ≥ q0 for
some universal constant q0.
Note that [22, Theorem 1.4] requires that k < q log q − q − 1. This condition can be
removed, see [18, Theorem 1.8]. Complementary to the two previous results, Theorem 1.1
also implies that the situation is known for small q.
Theorem 1.5. [13, Theorem 1.4] Let n ≥ 2k + 1 > 3 and suppose that A1 holds. Then
there are no non-trivial Cameron-Liebler k-sets in AG(n, q) for q ≤ 5.
We conclude with Section 7, where we obtain a classification of the smallest Cameron-
Liebler k-sets of AG(n, q).
Theorem 1.6. All Cameron-Liebler k-sets of AG(n, q) with parameter x ≤ 2 are trivial.
Note that this cannot be deduced from the literature on PG(n, q). We are also able to
classify all Cameron-Liebler sets of hyperplanes in AG(n, q), this will be done in Section 8.
We conclude with suggestions for future work in Section 9.
2 Preliminaries
Consider a prime p and let q = ph, with h ≥ 1. Then consider PG(n, q), and AG(n, q), for
n > 2, as the n-dimensional projective, and affine, space over Fq respectively. Suppose that
we consider a hyperplane π∞ in PG(n, q), which from now on will be called the hyperplane
at infinity. Then we can consider all the points, lines, planes, and other spaces that do not
lie inside π∞. In this way we obtain the affine space AG(n, q). The following notation will
be used throughout this article.
Definition 2.1. For a, b ∈ N, we denote the Gaussian binomial coefficient by[
a
b
]
q
=
(qa − 1) · · · (qa−b+1 − 1)
(qb − 1) · · · (q − 1) .
The Gaussian binomial coefficient
[
a
b
]
q
equals the number of (b− 1)-spaces in PG(a− 1, q).
Here we define that
[
a
b
]
q
= 0 if b > a.
In general we take k ≥ 1 with n ≥ k + 1, unless otherwise stated. Note that if we also
ask that (k + 1) | (n+ 1), there automatically follows that n ≥ 2k + 1.
Definition 2.2. Consider PG(n, q), or AG(n, q) respectively.
1. A partial k-spread is a set of pairwise disjoint k-spaces.
2. A conjugated switching set is a pair of disjoint partial k-spreads that cover the same
set of points.
∗If you read this, check if arXiv:1805.09539 [math.CO] contains a second version.
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3. A k-spread is a partial k-spread that partitions the point set of PG(n, q), or AG(n, q)
respectively.
We will give some examples of k-spreads in AG(n, q), which we will denote by respectively
type I, II and III for future purposes.
Lemma 2.3. Consider the affine space AG(n, q) and the corresponding projective space
PG(n, q). Then the following k-sets S are k-spreads in AG(n, q).
1. (Type I) Every k-spread in PG(n, q) restricted to the affine space.
2. (Type II) Consider a (k − 1)-space K in π∞ and define the set S as the set of all
affine k-spaces through K.
3. (Type III) Consider an (n − 2)-space πn−2 in π∞, then there are exactly q other
hyperplanes through πn−2 not equal to π∞. Call these hyperplanes πi, for i ∈ {1, ..., q}.
If we select for every hyperplane πi a (k − 1)-space τi ⊆ πn−2 (not all equal), then we
can define the k-spread
S := {K | K a k-space in AG(n, q), τi ⊆ K ⊆ πi for some i ∈ {1, ..., q}}.
Proof. 1. Consider a projective k-spread S, then it is clear that every two k-spaces of
S are affinely disjoint. Secondly, S restricted to AG(n, q) partitions the point set of
AG(n, q), since its extension reaches every (affine) point in PG(n, q).
2. Trivial.
3. It is clear that all these elements are disjoint. Thus we only need to prove that for
every affine point p there exists an element of S that contains it. Consider for this
point p the hyperplane 〈p, πn−2〉, then this is a hyperplane through πn−2. Without
loss of generality we may assume that it is πi. Such that 〈p, τi〉 is a k-space in S which
contains p. This proves that S is indeed a k-spread.
Remark 2.4. The size of a k-spread in AG(n, q) is equal to q
n
qk
= qn−k, where qk is the
number of points in an affine k-space and qn is the total number of points in AG(n, q). An
analogous result can be obtained in PG(n, q), where the size of a k-spread is known to be
qn+1−1
qk+1−1
. Note that this number is only an integer if (k + 1) | (n+ 1), so it follows that this
is a necessary condition for the existence of k-spreads in PG(n, q). It is proven in [17] that
this is also a sufficient condition.
Previous observation will lead to a special case in the study of Cameron-Liebler k-spaces
in AG(n, q). We will later on say more about the case (k + 1) | (n+ 1).
Definition 2.5. Let us denote the set of k-spaces in PG(n, q), and AG(n, q), by Πk, and Φk,
respectively. If we number the points and the k-spaces in these spaces, then we can define
the point-(k-space) incidence matrix Pn and A respectively. These matrices are 0, 1-valued
matrices with a 1 on position (i, j) if and only if point i lies on k-space j.
We now give a special construction for the matrix Pn.
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Construction 2.6 (Incidence matrix). Consider now the point-(k-space) incidence matrix
Pn of PG(n, q), where the rows correspond to the points and the columns correspond to
the elements of Πk. We order the rows and columns in such a way that the first rows and
columns correspond to the affine points and affine k-spaces respectively. Then Pn is of the
following form:
Pn =
[
A 0¯
B2 Pn−1
]
, (1)
where A is the incidence matrix of AG(n, q), where again the rows correspond to the points
and the columns correspond to the elements of Φk. The matrix 0¯ is the zero-matrix and the
part that remains unnamed, we call B2.
We will use the notation of Construction 2.6 in the following results. These results give
some information about the characteristic vector of Cameron-Liebler k-sets. This charac-
teristic vector is a 0, 1 valued vector, which contains a 1 on position i if and only if the ith
k-space belongs to the Cameron-Liebler k-set.
Lemma 2.7. [9, Lemma 2.4] Consider a set L of k-spaces in AG(n, q) such that χL ∈
(ker(A))⊥. Then it follows that for every affine k-spread S that
|L ∩ S| = x,
for a fixed integer x.
Theorem 2.8. [9, Theorem 2.3] Consider the projective space PG(n, q) and consider a set
of k-spaces L. If its characteristic vector χL ∈ (ker(Pn))⊥ and L also contains no k-spaces
at infinity, then χL restricted to the affine space belongs to (ker(A))
⊥.
2.1 Cameron-Liebler k-sets in PG(n, q)
Our goal here is to state some important results that are known for Cameron-Liebler k-sets
in PG(n, q). We start with the definition of Cameron-Liebler k-sets in PG(n, q). Since not
every space PG(n, q) has k-spreads, we cannot define these sets by k-spreads.
Definition 2.9. A Cameron-Liebler k-set L in PG(n, q) is a set of k-spaces such that for
its characteristic vector χL, it holds that χL ∈ Im(PTn ). We say that L has parameter x if
and only if
|L| = x
[
n
k
]
q
.
Remark 2.10. The fact that χL ∈ Im(PTn ) states that χL is a linear combination of the
rows of PTn . In some literature, for example [13], the characteristic vector χL is called a
Boolean degree 1 function in PG(n, q). The same holds for the incidence matrix in AG(n, q).
In this section we list some results on Cameron-Liebler k-spaces in PG(n, q). We refer
to [2] for more information.
Theorem 2.11. [2, Theorem 2.9] Let L be a non-empty set of k-spaces in PG(n, q), n ≥
2k+1, with characteristic vector χ, and x so that |L| = x[n
k
]
q
. Then the following properties
are equivalent.
1. χ ∈ Im(PTn )= (ker(Pn))⊥, with Pn the point-(k-space) incidence matrix of PG(n, q).
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2. For every k-space K, the number of elements of L disjoint from K is equal to (x −
χ(K))
[
n−k−1
k
]
q
qk
2+k.
3. For every pair of conjugated switching sets R and R′, |L ∩ R| = |L ∩ R′|.
If PG(n, q) has a k-spread, then the following property is equivalent to the previous ones.
4 For every k-spread S, |L ∩ S| = x.
Example 2.12. [2, Example 3.2] The following k-sets are examples of Cameron-Liebler
k-sets in PG(n, q).
1. The set of all the k-spaces through a fixed point is an example of a Cameron-Liebler
k-set of parameter x = 1.
2. If we consider the set of k-spaces inside a fixed hyperplane, then this is a Cameron-
Liebler k-set of parameter x = q
(n−k)−1
q(k+1)−1
. Note that x is only an integer if and only if
(k + 1) | (n+ 1).
In order to give some context on the study of Cameron-Liebler k-sets in PG(n, q), we
now give some classification results
Theorem 2.13. [13, Theorem 4.1] Let q ∈ {2, 3, 4, 5}. Then all Cameron-Liebler k-sets in
PG(n, q) are of the form of Example 2.12, if k, n− k ≥ 2 and either (a) n ≥ 5 or (b) n = 4
and q = 2.
Theorem 2.14. [2, Theorem 4.1] Let L be a Cameron-Liebler k-set with parameter x = 1
in PG(n, q), n ≥ 2k + 1. Then L consists out of all the k-spaces through a fixed point or
n = 2k + 1 and L is the set of all the k-spaces in a hyperplane of PG(2k + 1, q).
Theorem 2.15. [2, Theorem 4.2] There are no CameronLiebler k-sets in PG(n, q) with
parameter x ∈]0, 1[ and if n ≥ 3k+2, then there are no CameronLiebler k-sets with parameter
x ∈]1, 2[.
3 Cameron-Liebler k-sets in AG(n, q)
Definition 3.1. A Cameron-Liebler k-set L in AG(n, q) is a set of k-spaces such that for
every k-spread S in AG(n, q), it holds that
|L ∩ S| = x.
Here x is called the parameter of L.
Due to Lemma 2.3, we know that for every value of n, the affine space AG(n, q) contains
k-spreads. Therefore this definition is unambiguous. Remark that this definition implies
that x is always an integer, this is an important difference with Cameron-Liebler k-spaces
in PG(n, q).
Lemma 3.2. Consider a Cameron-Liebler k-set L in AG(n, q) with parameter x, then
|L| = x
[
n
k
]
q
.
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Proof. By double counting the pairs (K,S), where S is a k-spread of type II and K ∈
L ∩ S.
Lemma 3.3. Consider L and L′ to be Cameron-Liebler k-sets with parameter x and x′ both
in AG(n, q) or both in PG(n, q) respectively, then the following properties hold.
1. If L is a Cameron-Liebler k-set in AG(n, q) or PG(n, q), then we have that 0 ≤ x ≤
qn−k or 0 ≤ x ≤ qn+1−1
qk+1−1
respectively.
2. If L ∩ L′ = ∅, then L ∪ L′ defines a Cameron-Liebler k-set of parameter x+ x′.
3. If L′ ⊆ L, then L \ L′ defines a Cameron-Liebler k-set of parameter x− x′.
4. If L is a Cameron-Liebler k-set in AG(n, q) or PG(n, q), then the complement of L in
AG(n, q) or PG(n, q) is a Cameron-Liebler k-set with parameter qn−k−x or qn+1−1
qk+1−1
−x
respectively.
Proof. Due to the definition of Cameron-Liebler k-sets in AG(n, q) and [2, Lemma 3.1] for
the projective case.
We now give some general results that will give a connection with Cameron-Liebler k-sets
in PG(n, q). We now prove Theorem 1.1 from the introduction.
Proof of Theorem 1.1. Suppose that L is a Cameron-Liebler k-set in PG(n, q) that misses
the set of k-spaces in π∞. Then, by Theorem 2.8, we obtain that for its characteristic
vector χL in AG(n, q) it holds that χL ∈ (ker(A))⊥. Here A is the point-(k-space) incidence
matrix of the affine space from Construction 2.6. From Lemma 2.7 we conclude that L is
a Cameron-Liebler k-set in AG(n, q), where the parameter is the same due to its size, and
Lemma 3.2.
Lemma 3.4. If R and R′ are conjugated switching k-sets in PG(n, q), then their restrictions
to AG(n, q) also form conjugated switching k-sets in AG(n, q).
Proof. We denote RA and R′A as the restriction of R and R′ respectively to AG(n, q). It is
clear that
RA ∩R′A ⊆ R ∩R′ = ∅.
Since RA ⊆ R and R′A ⊆ R′, we know that no two k-spaces in the same set intersect. Thus
both are still partial k-spreads. So we only need to show that they still cover the same set
of points. If an affine point p is covered by RA, then this point (which is also a projective
point) is also covered by R and hence by R′. Since this point was affine, the corresponding
k-space of R′ is contained in R′A and hence the point is covered by R′A.
This lemma also shows that there exist conjugated switching sets in AG(n, q), since they
exist in PG(n, q). We now can prove the following equivalences.
Theorem 3.5. Consider in the affine space AG(n, q) a set of k-spaces L with n ≥ 2k + 1,
then the following properties are equivalent.
1. The characteristic vector χL ∈ (ker(A))⊥ = Im(AT ), where A is the point-(k-space)
incidence matrix of the affine space.
2. For every pair of conjugated switching k-sets R and R′, |L ∩ R| = |L ∩ R′|.
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Proof. From (1) to (2): Consider a pair of conjugated switching sets R and R′, then for
their characteristic vectors χR and χR′ it holds that
χR − χR′ ∈ ker(A).
This is valid since they cover the same set of points. But from this we can obtain that
χL · (χR − χR′) = 0,
such that we find that
|L ∩ R| = |L ∩ R′|.
From (2) to (1): Consider the corresponding projective space PG(n, q). If we now use
Lemma 3.4, then we see that every pair of conjugated switching sets of PG(n, q) defines a
pair of conjugated sets in AG(n, q). But since L is a set of affine k-spaces, we know that
every pair of conjugated switching sets in PG(n, q) will have the same intersection size with
L. Thus L defines a Cameron-Liebler k-set in PG(n, q). By Theorem 2.11, we know that
the characteristic vector of L in PG(n, q) equal to χ˜L lies in (ker(Pn))⊥. This space is the
dual of the kernel of the point-(k-space) incidence matrix of PG(n, q). Due to the fact that
L has no k-spaces at infinity, we may use Theorem 2.8 to obtain that the characteristic
vector χL in AG(n, q) satisfies property (1).
4 The case (k + 1) | (n+ 1)
In this section we suppose that (k + 1) | (n + 1), from which we conclude that there exist
k-spreads in PG(n, q). Hence, this is a property that we will exploit in many results. With
this fact we obtain generalizations of results in [9], by using similar methods.
Theorem 4.1. If (k + 1)|(n + 1) and L is a Cameron-Liebler k-set with parameter x of
AG(n, q), then L also defines a Cameron-Liebler k-set of the same parameter x in the
projective closure PG(n, q) of AG(n, q).
Proof. From Lemma 2.3 follows that every k-spread S in PG(n, q) is also a k-spread in
AG(n, q). Hence, by the definition of a Cameron-Liebler k-set L in AG(n, q), there follows
that
|L ∩ S| = x.
Since (k + 1) | (n+ 1), we know that there exist k-spreads. So we can use Theorem 2.11 to
conclude that L is a Cameron-Liebler k-set of parameter x in PG(n, q).
This theorem shows half of Theorem 1.2 from the introduction. A second important
result is a sort of converse of this theorem, which states:
Theorem 4.2. Suppose for (k+1) | (n+1) that L is a Cameron-Liebler k-set of parameter
x in PG(n, q). Then L defines a Cameron-Liebler k-set in AG(n, q) of the same parameter
x if and only if L is skew to the set of k-spaces in the hyperplane at infinity of the affine
space.
Proof. Suppose that L is a Cameron-Liebler k-set in PG(n, q) that misses the set of k-spaces
in π∞. Then, by Theorem 1.1, we obtain that L defines a Cameron-Liebler k-set in AG(n, q)
that has the same parameter x.
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Let L be a Cameron-Liebler k-set in PG(n, q) that defines a Cameron-Liebler k-set in
AG(n, q) of the same parameter x. Then we can define the restriction of L to AG(n, q) by
L′. Using Theorem 4.1, we know that L′ is a Cameron-Liebler k-set in PG(n, q). So, by
Lemma 3.3, it follows that L\L′ is a Cameron-Liebler k-set of parameter x = 0 in PG(n, q).
This Cameron-Liebler k-set lies in the hyperplane at infinity. So clearly L\L′ = ∅. Thus L
does not contain k-spaces at infinity.
Theorem 4.3. Let (k + 1) | (n + 1). If there exists an affine Cameron-Liebler k-set with
parameter x in AG(n, q), then there exists a Cameron-Liebler k-set of parameter x+ q
n−k−1
qk+1−1
in the projective closure PG(n, q).
Proof. Due to Theorem 4.1, we know that L defines a Cameron-Liebler k-set in PG(n, q).
Using Lemma 3.3 and Example 2.12, we can extend every Cameron-Liebler k-set in AG(n, q)
as follows: L′ := L ∪ {K a k-space in PG(n, q) | K ⊆ π∞}. This set is a Cameron-Liebler
k-set in PG(n, q) of parameter x+ q
n−k−1
qk+1−1
.
Remark 4.4. Let (k + 1) | (n + 1). If we now combine Theorems 4.2 and 4.3, we find
another interesting observation. Recall that every Cameron-Liebler k-set of parameter x
in AG(n, q) can be extended by adding all k-spaces at infinity to a Cameron-Liebler k-set
of parameter x + q
n−k−1
qk+1−1
in PG(n, q). But the other way also holds. Suppose we have a
Cameron-Liebler k-set of parameter x + q
n−k−1
qk+1−1
in PG(n, q) that contains all the k-spaces
at infinity. Then, by Lemma 3.3, we can remove all the k-spaces at infinity and obtain a
Cameron-Liebler k-set of parameter x in AG(n, q).
Theorem 4.5. Consider the affine space AG(n, q) and let (k + 1) | (n+ 1). Let L be a set
of k-spaces such that |L| = x
[
n
k
]
q
for a positive integer x. Then the following properties are
equivalent.
1. For every k-spread S, |L ∩ S| = x.
2. The characteristic vector χL ∈ (ker(A))⊥ = Im(AT ), where A is the point-(k-space)
incidence matrix of the affine space.
3. For every pair of conjugated switching k-sets R and R′, |L ∩ R| = |L ∩ R′|.
Proof. Note that from Theorem 3.5 and Theorem 2.7, we know that (2) and (3) are equiv-
alent and that (2) implies (1). It remains to show that (1) implies (2).
Suppose that (1) holds, then, by definition, L is a Cameron-Liebler k-set of parameter
x in AG(n, q). Let χL be the characteristic vector of L in AG(n, q). From Theorem 4.1,
we obtain that L defines a Cameron-Liebler k-set in PG(n, q). So we know that for the
characteristic vector χ˜L towards PG(n, q), it holds that
χ˜L =
(
χL
0
)
∈ (ker(Pn))⊥.
Here Pn is the point-(k-space) incidence matrix of PG(n, q). Using Theorem 2.8, we obtain
that the characteristic vector χL ∈ (ker(A))⊥. This is what we needed to prove.
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5 The association scheme of affine lines
Our goal in this section is that we want to investigate the association scheme of lines in
AG(n, q). We start with repeating some definitions of association schemes. If the reader is
not familiar with association schemes, we refer to [3, 16].
Definition 5.1. [3, Section 2.1] Let X be a finite set. A d-class association scheme is a
pair (X,R), where R = {R0,R1, ...,Rd} is a set of binary symmetrical relations with the
following properties:
1. {R0,R1, ...,Rd} is a partition of X ×X .
2. R0 is the identity relation.
3. There exists constants plij such that for x, y ∈ X , with (x, y) ∈ Rl, there are exactly
plij elements z with (x, z) ∈ Ri and (z, y) ∈ Rj . These constants are called the
intersection numbers of the association scheme.
In such a d-class association scheme we can define adjacency matrices as follows.
Definition 5.2. Consider a d-class association scheme (X,R), where R = {R0,R1, ...,Rd}
and X = {x1, ..., xn}. Then we can define d+1 matrices A0, ..., Ad of dimension n×n, such
that
(Ak)ij =
{
1, if (xi, xj) ∈ Rk
0, if (xi, xj) 6∈ Rk.
These matrices are called the adjacency matrices of the association scheme.
An important property of these adjacency matrices is that they can be diagonalized
simultaneously, so we obtain common (right) eigenspaces V0, ..., Vd. It is also known that
these adjacency matrices span a (d+1)-dimensional commutative C-algebraA. This algebra
is called the Bose-Mesner algebra, which has a basis of idempotents {Ei | 0 ≤ i ≤ d}. One
can prove that every matrix Ei is the orthogonal projection to the eigenspace Vi. If we
would consider the common eigenspaces, we can denote all the eigenvalues in a matrix.
This matrix is called the eigenvalue matrix.
Definition 5.3. Consider a d-class association scheme (X,R), where R = {R0,R1, ...,Rd}
and X = {x1, ..., xn}. Let A0, ..., Ad be the adjacency matrices and {Ei | 0 ≤ i ≤ d} be the
idempotent basis of the Bose-Mesner algebra. Then the eigenvalue matrix P = [Pij ] and
the dual eigenvalue matrix Q = [Qij ] are the matrices for which it holds that
Aj =
d∑
i=0
PijEi and Ej =
1
n
d∑
i=0
QijAi.
Here 0 ≤ i, j ≤ d.
Since every Ei in the idempotent basis gives an orthogonal projection onto Vi, it is indeed
true that the values Pij are the eigenvalues. Another important fact is that PQ = nId+1 =
QP .
We now give a well known example of such an association scheme.
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Example 5.4. [16, Example 1.1.2] Consider the set of lines in PG(n, q), with n ≥ 3.
Then this is a finite set, which we will call Π1. Consider now the following set of relations
R′ = {R′0,R′1,R′2}. Then for ℓ and ℓ′ in Π1, we have that
• (ℓ, ℓ′) ∈ R′0 if ℓ = ℓ′.
• (ℓ, ℓ′) ∈ R′1 if they meet in a point.
• (ℓ, ℓ′) ∈ R′2 when they do not meet at all.
It is well-known that ∆′ = (Π1,R′) gives an association scheme. This concept can be
generalized to k-spaces in PG(n, q).
We try to define a similar association scheme for lines in AG(n, q). Note that due to
the fact that there exists a concept of infinity in AG(n, q), this will lead to an increase of
relations. Here we see that relation R′1 will split into two separate relations.
Construction 5.5. Consider the set Φ1 of lines of AG(n, q), with n ≥ 3. Then we can
define a 3-class association scheme ∆ = (Φ1,R), where we denote the following relations
R = {R0,R1,R2,R3} as follows. Pick ℓ, ℓ′ ∈ Φ1, then
• (ℓ, ℓ′) ∈ R0 if ℓ = ℓ′.
• (ℓ, ℓ′) ∈ R1 if they meet in an affine point.
• (ℓ, ℓ′) ∈ R2 if they meet in a point at infinity.
• (ℓ, ℓ′) ∈ R3 when they do not meet in the corresponding projective space.
In order to prove that this is an association scheme, we can refer to [20, Chapter 4], where
the intersection numbers were explicitly calculated. Another way to view this, is as a semi
lattice and conclude, due to [7], that ∆ is indeed an association scheme.
Let us consider ∆. If we number the lines of AG(n, q) in a fixed order{
ℓi | i ∈
{
0, ...,
qn−1(qn − 1)
(q − 1) − 1
}}
,
then we can define the adjacency matrices as A0, A1, A2 and A3. We know that these are
qn−1(qn−1)
(q−1) × q
n−1(qn−1)
(q−1) matrices over C that have common (right) eigenspaces. If we define
these common (right) eigenspaces by V0, V1, V2 and V3, then we know that C
Φ1 = V0 ⊥
V1 ⊥ V2 ⊥ V3. Consider now the Bose-Mesner algebra A of the association scheme ∆,
which will be a 4-dimensional C-algebra. Then we know that A has a basis of idempotents
{Ei | 0 ≤ i ≤ 3}, such that every Ei is the orthogonal projection onto Vi.
5.1 Calculating the eigenvalue matrix and dual eigenvalue matrix
of ∆
In order to find the eigenvalue matrix P and the dual eigenvalue matrix Q, we need to define
some other matrices known as the intersection matrices.
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Definition 5.6. Consider a d-class association scheme with intersection numbers pkij . Then
we can define the following (d+ 1)× (d+ 1) matrices for i ∈ {0, ..., d}
Pi = [pkij ]k,j ,
hence the (k, j)-entry is Pi(k, j) = pkij . These matrices are known as intersection matrices.
These intersection matrices for the association scheme of Construction 5.5 can be calcu-
lated:
P0 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,
P1 =

0 q
(
qn−1
q−1 − 1
)
0 0
1 (q − 1)2 +
(
qn−1
q−1 − 2
)
q − 1 (q − 1)
(
qn−1
q−1 − 1− q
)
0 q2 0 q
(
qn−1
q−1 − 1− q
)
0 q2 q q
(
qn−1
q−1 − 1− (q + 1)
)
 ,
P2 =

0 0 qn−1 − 1 0
0 q − 1 0 qn−1 − q
1 0 qn−1 − 2 0
0 q 0 qn−1 − 1− q

and
P3 =

0 0 0 q
2−(q+1)qn+q2n−1
q−1
0 −q2 + qn −q + qn−1 q
3+q2−(2 q2+q−1)qn−1−q+q2n−1
q−1
0 − q3−qn+1
q−1 0
q3+q2−(2 q+1)qn+q2n−1
q−1
1 − q3+q2−q−qn+1
q−1 −q − 1 + qn−1
q3+3 q2−(2 q2+2 q−1)qn−1−2 q+q2n−1
q−1
 .
For these calculations we refer to [20, Chapter 4].
Lemma 5.7. [3, page 45, Lemma 2.2.1] Consider a d-class association scheme together
with the eigenvalue matrix P and the intersection matrices Pi, for i ∈ {0, ..., d}. Then
P · Pi · P−1 =

P0i 0 0 ... 0
0 P1i 0 ... 0
...
...
...
. . .
...
0 0 0 ... Pdi
 .
Consequently, Pi and the adjacency matrix Ai have the same eigenvalues.
This lemma implies that the intersection matrices can be diagonalized simultaneously.
In order to find P , we use the following theorem.
Theorem 5.8. [3, Proposition 2.2.2] Consider a d-class association scheme and let ui, for
i ∈ {0, ..., d}, be the set of common left normalized (column) eigenvectors of the intersection
matrices. Here we mean with normalized, that (ui)0 = 1 for every i. Then the rows of the
eigenvalue matrix P are the elements (ui)
T .
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This lemma together with the following left (normalized) eigenvectors of the intersection
matrices above, will give us the eigenvalue matrix.
u0 =
(
1,−q + q
n+1 − 1
q − 1 − 1, q
n−1 − 1, q + qn + q
2n−1 − 1
q − 1 −
2
(
qn+1 − 1)
q − 1 + 1
)T
,
u1 =
(
1,−q + q
n − 1
q − 1 − 1,−1, q −
qn − 1
q − 1 + 1
)T
,
u2 = (1,−q,−1, q)T ,
u3 =
(
1,−q, qn−1 − 1, q − qn−1)T .
These left eigenvectors were calculated by using Sage [24]. From this together with
the lemma above, we can obtain the eigenvalue matrix P of the association scheme ∆, see
Construction 5.5. So we conclude that
P =

1 − q2−qn+1
q−1 q
n−1 − 1 q2−(q+1)qn+q2n−1
q−1
1 − q2−qn
q−1 −1 q
2−qn
q−1
1 −q −1 q
1 −q qn−1 − 1 q − qn−1
 (2)
and due to PQ = qn−1
(
qn−1
q−1
)
I4 = |Φ1|I4 = QP , we obtain that
Q =

1 qn − 1 − (q
2+1)qn−q2−q2n
q2−q
qn−q
q−1
1
(q2+1)qn−q2−q2n
q2−qn+1 −
(q2+1)qn−q2−q2n
q2−qn+1 −1
1 q−q
n+1
qn−q
(q2+1)qn−q2−q2n
(q−1)qn−q2+q
qn−q
q−1
1 q−q
n+1
qn−q
qn+1−q
qn−q −1
 . (3)
6 Cameron-Liebler line classes in AG(n, q)
Recall that many results for Cameron-Liebler k-spaces in AG(n, q) depend on the fact that
(k+1) | (n+1). In this section we try to remove this claim for Cameron-Liebler line classes
in AG(n, q). Our first goal in this section is to prove the following theorem, which, due to
Theorem 4.5, is already valid for 2 | (n+ 1).
Theorem 6.1. Consider a Cameron-Liebler line class in AG(n, q), n ≥ 3, with charac-
teristic vector χL. Then χL ∈ (ker(A))⊥, where A is the point-line incidence matrix of
AG(n, q).
To prove this theorem, we make use of the association scheme of Section 5. Let us recall
∆ from Construction 5.5, then we first start with the concept of inner distributions.
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6.1 Inner distribution
Definition 6.2. ([3, Section 2.5] and [21, Definition: Section 5, (10)]) Consider a d-class
association scheme (X,R) and let L be a subset of X , then we can consider its characteristic
vector χL. For this vector we can define its inner distribution as the row vector u =
(u0, u1, u2, ..., ud) with elements in R, for which it holds that
ui =
1
|L| |Ri ∩ (L × L)|.
Remark 6.3. Note that for the inner distribution u = (u0, u1, u2, ..., ud) of a certain
characteristic vector χL, it holds that
ui =
1
|L|χ
T
L ·Ai · χL,
for 0 ≤ i ≤ d.
The following theorem will give us a way to observe in which eigenspaces of ∆ a charac-
teristic vector lies in.
Theorem 6.4. ([3, Lemma 2.5.1 and Proposition 2.5.2]) Consider the d-class association
scheme Γ = (X,R) and let A be its Bose-Mesner algebra. Denote the idempotent basis of
A by {Ei | 0 ≤ i ≤ d}, with common eigenspaces V0, ..., Vd. Then it follows for every subset
L of X, that its characteristic vector χL ∈ Rd can be written as follows
χL = a0v0 + a1v1 + · · ·+ advd,
with vi ∈ Vi and ai ∈ R for each 0 ≤ i ≤ d. If u is the inner distribution of χL, then the
following properties are equivalent for fixed 0 ≤ i ≤ d
1. (u ·Q)i = 0, with Q the dual eigenvalue matrix of Γ.
2. Ei · χL = 0.
This last property implies that the projection of χL onto the eigenspace Vi is zero, thus
ai = 0.
Now we mention the next very useful theorem stated in [7]. Our formulation is based
on unpublished notes of Klaus Metsch.
Theorem 6.5. [7, Theorem 6.8] Let Γ = (X,R) be a d-class association scheme, with
{Ei | 0 ≤ i ≤ d} the idempotent basis of the Bose-Mesner algebra. Suppose G is a subgroup
of Aut(Γ) that acts transitively on X and whose orbits are the relations R0, ...,Rd. Let χ
and ψ be vectors of R|X|. Then the following two statements are equivalent.
1. For all k ≥ 1, we have Ek · χ = 0 or Ek · ψ = 0.
2. χ · ψg is constant for all g ∈ G.
Remark 6.6. We know that property (1) is equivalent with the fact that both vectors lie
in opposite (common) eigenspaces besides V0.
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Remark 6.7. A second observation is that in the 3-class association scheme ∆, the group
AGL(n, q) acts indeed transitively on pairs of lines of the same type in AG(n, q). It is also
clear that elements of AGL(n, q) send line spreads of type I and type II to line spreads of
type I and type II respectively.
The same happens for line spreads of type III, we explicitly proved this fact. But first
we give a definition.
Definition 6.8. Let S be a line spread of type III, with the property that all the chosen
points pi in πn−2 are chosen differently. Then we call S a line spread of type III+.
Lemma 6.9. The affine collineation group AGL(n, q) sends spreads of type III to spreads
of type III. In particular, it sends spreads of type III+ to spreads of type III+.
Proof. Consider S to be a line spread of type III, defined by an (n − 2)-space πn−2 ⊆ π∞,
the set of hyperplanes H = {πi | i ∈ {1, ..., q}} and the q points pi ∈ πn−2. If we now
consider θ ∈ AGL(n, q), then πθn−2 ⊆ π∞ and all the hyperplanes of H = {πi | i ∈ {1, ..., q}}
are sent to different hyperplanes through πθn−2. Also all the points pi are sent to points
pθi ∈ πθn−2, which if they all are different points they shall remain so. We conclude that
Sθ = {Kθ ∈ Φ1 | pi ∈ K ⊆ πi for some i} = {K ′ ∈ Φ1 | pθi ∈ K ′ ⊆ πθi for some i},
which is of the required form.
6.2 About the common eigenspaces
In this section we give a basis for V0 ⊥ V1 and V0 ⊥ V3, and give a spanning set for
V0 ⊥ V2 ⊥ V3 in the association scheme ∆ from Construction 5.5.
Definition 6.10. A point-pencil in PG(n, q) or AG(n, q) is the set of lines through a fixed
point in PG(n, q) or AG(n, q) respectively.
Theorem 6.11. ([6, Theorem 9.5]) The point-line incidence matrix of AG(n, q) and PG(n, q)
has full rank, which equals the number of points in AG(n, q) and PG(n, q) respectively. Hence
the rows of these incidence matrices, which correspond to points and give point-pencils are
linearly independent.
Lemma 6.12. [3, Lemma 2.2.1 (ii)] Consider the dual eigenvalue matrix Q in an associa-
tion scheme, then Q0i = dim(Vi).
We now prove the following theorem that characterizes the space V0 ⊥ V1.
Theorem 6.13. Consider the affine space AG(n, q) and the 3-class association scheme ∆
(see Construction 5.5). Then the point-pencils form a basis of the space V0 ⊥ V1.
Proof. Let us first find the inner distribution of a point-pencil. It can be seen that this is
equal to
u =
(
1,
qn − q
q − 1 , 0, 0
)
.
Thus we obtain that
u ·Q =
(
qn − 1
q − 1 , −
(q + 1)qn−1 − 1− q2n−1
q − 1 , 0, 0
)
.
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Hence these first two entries will never be zero for n > 1 and q a prime power. So Theorem
6.4 shows that all the point-pencils lie inside V0 ⊥ V1.
From Lemma 6.12 and the description of Q in Equation (3), we obtain that dim(V0 ⊥
V1) = 1 + (q
n − 1) = qn. This number is equal to the number of point-pencils in AG(n, q).
Together with Lemma 6.11, we have that the point-pencils form a basis for the space V0 ⊥
V1.
We now give a second result on these eigenspaces.
Lemma 6.14. In the affine space AG(n, q) with association scheme ∆ (see Construction
5.5), we have the following:
1. The line spreads of type II form a basis for the space V0 ⊥ V3.
2. The space V0 ⊥ V2 ⊥ V3 is spanned by line spreads of type III+ and for the character-
istic vector χS of such a line spread S, it holds that E2 · χS 6= 0 6= E3 · χS .
Proof. 1. This is done in a similar way as the previous lemma. The inner distribution of
a line spread S1 of type II is equal to
s1 =
(
1, 0, qn−1 − 1, 0) .
From this we obtain that
s1 ·Q =
(
qn−1, 0, 0,
q2n−1 − qn
q − 1
)
.
The first and last entry will never be zero for n > 1 and q a prime power. So from
Theorem 6.4, we obtain that χS1 ∈ V0 ⊥ V3. Note that these line spreads are in fact
subsets of point-pencils in the hyperplane at infinity in PG(n, q). But due to the fact
that no two subsets contain the same line, we know that these line spreads are also
linearly independent. From Lemma 6.12 and the description of Q in Equation (3), we
obtain that
dim(V0 ⊥ V3) = 1 + q
n − q
q − 1 =
qn − 1
q − 1 .
This dimension is equal to the number of spreads of type II, which proves that these
line spreads form a basis.
2. Analogously for a line spread S2 of type III+. The inner distribution is equal to
s2 =
(
1, 0, qn−2 − 1, qn−1 − qn−2) ,
such that
s2 ·Q =
(
qn−1, 0, q2n−2 − qn−2, −
(
q2 − q + 1)qn−2 − q2n−2
q − 1
)
.
The first and third entry will never be zero for n > 1 and q a prime power. The
last entry needs some arguments. If (q2 − q + 1)qn−2 − q2n−2 = 0, then q = 0 or
q(q − 1) = qn − 1 and thus q = 0 or qn−1 + ... + q2 + 1 = 0. This statement is
never true if n > 1 and q a prime power. Hence, using Theorem 6.4, we obtain that
χS2 ∈ V0 ⊥ V2 ⊥ V3 and especially we have that E2 · χS2 6= 0 6= E3 · χS2 .
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To show that V0 ⊥ V2 ⊥ V3 is spanned by line spreads of type III+, we use Theorem
6.5. Suppose that these line spreads would span V0 ⊥ W1, with V2 ⊥ V3 = W1 ⊥ U1,
then we want to show that W1 = V2 ⊥ V3. If there exists a ψ ∈ U1 \ {0}, then we
know that E2 · ψ 6= 0 or E3 · ψ 6= 0. Let us now consider a line spread S of type III+,
then we know that its characteristic vector χS ∈ V0 ⊥W1 ⊆ V0 ⊥ V2 ⊥ V3. Hence χS
lies in the complementary space V0 ⊥W1 of U1, thus χS · ψ = 0. Due to Lemma 6.9,
we have that for every θ ∈ AGL(n, q) it holds that χSθ ·ψ = 0. So from Theorem 6.5,
we obtain that E2 · χS = 0 or E3 · χS = 0. This is a contradiction with the end of the
preceding paragraph.
6.3 The proof of Theorem 6.1
Proof. Consider the association scheme ∆ from Construction 5.5 and let L be a Cameron-
Liebler line class in AG(n, q) of parameter x. Denote the characteristic vector of L by χL.
Then our goal is to prove that χL ∈ V0 ⊥ V1, since, from Theorem 6.13, it then follows that
χL ∈ Im(AT ).
Consider S to be a line spread of type III+. Such a line spread exists if we can choose
q different points in πn−2. This is clearly the case if n ≥ 3. If we denote the characteristic
vector of S by χS , we know by the definition of L that
χL · χS = x.
In combination with Lemma 6.9, we know that
χL · χSθ = x,
for all θ ∈ AGL(n, q). Hence, from Theorem 6.5 and Lemma 6.14 (Property (2)) which
states that E2 · χS 6= 0 and that E3 · χS 6= 0, we may conclude that E2 · χL = 0 = E3 · χL.
Thus using Theorem 6.4, we obtain that
χL ∈ V0 ⊥ V1.
This proves the theorem.
6.4 Consequences of Theorem 6.1
In this section we give some consequences of Theorem 6.1. One should compare these results
with the results obtained in Section 4. The following theorem shows the last part of Theorem
1.2 in the introduction.
Corollary 6.15. Consider a Cameron-Liebler line class L in AG(n, q), with n ≥ 3. Then
L also defines a Cameron-Liebler line class in the corresponding projective space PG(n, q)
with the same parameter x.
Proof. Consider the characteristic vector χL of the line class L, then, due to Theorem 6.1,
we know that χL ∈ Im(AT ). Here A is the point-line incidence matrix of AG(n, q). Due to
Construction 2.6 with k = 1, we know that(
χL
0¯
)
∈ Im(PTn ),
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with 0¯ the vector of dimension
[
n
2
]
q
that only contains zeroes. Note that
(
χL
0¯
)
is in fact
the characteristic vector of L in PG(n, q). So L is by definition a Cameron-Liebler line class
in PG(n, q).
Corollary 6.16. Let L be a Cameron-Liebler line class in PG(n, q), with n ≥ 3. Then L
defines a Cameron-Liebler line class in AG(n, q) with the same parameter x if and only if
L is skew to the set of lines in the hyperplane at infinity of this affine space.
Proof. Similar as Theorem 4.2, where we will use Corollary 6.15 instead of Theorem 4.1.
Theorem 6.17. Consider the affine space AG(n, q), n ≥ 3. Let L be a set of lines in
AG(n, q), such that |L| = x
(
qn−1
q−1
)
. Then the following properties are equivalent.
1. For every line spread S, |L ∩ S| = x.
2. The characteristic vector χL ∈ (ker(A))⊥ = Im(AT ), where A denotes the point-line
incidence matrix of AG(n, q).
3. For every line ℓ, the number of elements of L affinely disjoint to ℓ is equal to(
q2
[
n− 2
1
]
q
+ 1
)
(x− χL(ℓ)) (4)
and through every point at infinity there are exactly x lines of L.
Proof. Properties (1) and (2) are equivalent due to Theorem 6.1 and Lemma 2.7.
So we only need to prove the equivalence between Property (3) and the rest. First if L is
an affine Cameron-Liebler line class with parameter x, then, by Corollary 6.15, we get that
L defines a Cameron-Liebler line class in PG(n, q). Here we know that for every (affine) line
ℓ there are exactly
q2
[
n− 2
1
]
q
(x− χL(ℓ))
lines of L projectively disjoint to ℓ. So we only still need to consider the lines of L through
the point ℓ∩ π∞. But since this is a point at infinity, which defines a line spread of type II,
we have a total of x lines of L through this point. Thus if we add those x − χL(ℓ) lines of
L not equal to ℓ, we get a total of(
q2
[
n− 2
1
]
q
+ 1
)
(x− χL(ℓ))
lines of L disjoint to ℓ in AG(n, q).
Conversely, suppose that Property (3) holds, then we look at the corresponding projective
space PG(n, q). We can see that of the(
q2
[
n− 2
1
]
q
+ 1
)
(x− χL(ℓ))
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lines of L that are disjoint in AG(n, q) to an affine line ℓ, there are
q2
[
n− 2
1
]
q
(x− χL(ℓ))
elements of L projectively disjoint to ℓ.
If we now pick a line ℓ in π∞, then there are
qn − 1
q − 1 − (q + 1) = q
2
[
n− 2
1
]
q
points in π∞ not in ℓ. Through every such point, there are exactly x lines of L that are
disjoint to ℓ. If we combine these results we obtain that, by Theorem 2.11, it follows that
L is a Cameron-Liebler line class in PG(n, q) with parameter x. Using Corollary 6.16, we
see that L is also a Cameron-Liebler line class in AG(n, q) with the same parameter x.
Remark 6.18. One should compare this result with Theorem 2.11 and Theorem 4.5. Since
these theorems were the inspiration of the theorem above.
7 Classification results
In this section we will focus on some classification results of Cameron-Liebler k-sets in
AG(n, q) with certain parameters. In order to do this, we will need the following result.
Theorem 7.1. [23, Theorem 3]
Let 0 ≤ t ≤ k be positive integers. Let S be a set of k-spaces in PG(n, q), pairwise
intersecting in at least a t-space. If n ≥ 2k + 1, then
|S| ≤
[
n− t
k − t
]
q
.
Equality holds if and only if S is the set of all k-spaces through a fixed t-space, or n = 2k+1
and S is the set of all k-spaces inside a fixed (2k − t)-space.
Before we give the classification results, the reader should keep Example 2.12 in mind,
where we gave some examples of Cameron-Liebler k-sets in PG(n, q). Note that by restric-
tion to AG(n, q) we actually obtain fewer examples or stronger conditions on Cameron-
Liebler k-sets. We first give the following lemma.
Lemma 7.2. A non-empty set of k-spaces contained in a hyperplane of AG(n, q), is not a
Cameron-Liebler k-set in AG(n, q).
Proof. Let L be a Cameron-Liebler k-set in AG(n, q), that consists out a set of k-spaces
inside a hyperplane π. Pick a k-space K ∈ L, which we can consider in the projective
closure PG(n, q). Then we can define a type II k-spread S1 as the set of affine k-spaces
through K∩π∞. Analogously we can define S2 as the set of affine k-spaces through another
(k − 1)-space at infinity that does not lie in π. It is clear that
|L ∩ S1| 6= |L ∩ S2| = 0.
This is a contradiction.
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This lemma gives the following classification result.
Theorem 7.3. [13, Theorem 4.1] Let q ∈ {2, 3, 4, 5} and either (k + 1) | (n+ 1) or k = 1.
Then all Cameron-Liebler k-sets in AG(n, q) consist out of all the k-spaces through a fixed
point, if k, n− k ≥ 2 and either (a) n ≥ 5 or (b) n = 4 and q = 2.
Proof. Here we use the combination of Theorem 1.2, Theorem 2.13 and Lemma 7.2.
7.1 Cameron-Liebler k-sets with parameter x = 1 in AG(n, q)
Example 7.4. Consider L as the set of k-spaces through a fixed affine point in AG(n, q).
Then L is a Cameron-Liebler k-set in AG(n, q) of parameter x = 1. This can be seen from
Corollary 1.1 together with the fact that L also is a Cameron-Liebler k-set in PG(n, q) of
parameter x = 1.
Using Theorem 2.14, we know that for n > 2k+1 this example is the only example of a
Cameron-Liebler k-set of parameter x = 1 in PG(n, q). If n = 2k+1, the set of all k-spaces
in a hyperplane also gives an example of a Cameron-Liebler k-set with parameter x = 1.
We can ask a similar question for AG(n, q). So we will prove that Example 7.4 is the only
example of a Cameron-Liebler k-set of parameter x = 1 in AG(n, q).
Remark 7.5. By Theorem 1.2 and Lemma 7.2, it is true that previous statement is already
valid for Cameron-Liebler k-sets, with (k + 1) | (n+ 1) or k = 1.
Lemma 7.6. Consider a Cameron-Liebler k-set L in AG(n, q) with parameter x = 1. If we
now consider the projective closure PG(n, q), then all the elements of L intersect projectively.
Proof. If n < 2k + 1, it is trivial, since then every two k-spaces intersect projectively in at
least a point. So suppose that n ≥ 2k + 1. Let L be as in the statement of the lemma and
pick K1,K2 ∈ L. Suppose that they are projectively disjoint, thus K1 ∩ π∞ and K2 ∩ π∞
are disjoint. Then we will consider these k-spaces in the projective closure, see Figure 1.
Using the identity of Grassmann, we obtain dim(〈K1,K2〉) = 2k + 1. Suppose now that
pi∞
pi
K1 ∩ pi∞
K2 ∩ pi∞
K1 K2
Figure 1: Defining π˜
τ := 〈K1,K2〉 ∩ π∞, then we find that dim(τ) = 2k. We also know that from the identity
of Grassmann, it follows that
dim(〈K1 ∩ π∞,K2 ∩ π∞〉) = dim(K1 ∩ π∞) + dim(K2 ∩ π∞)− dim((K1 ∩ π∞) ∩ (K2 ∩ π∞))
= 2k − 1 < 2k = dim(τ).
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Since n ≥ 2k + 1, we also have that n− 1 ≥ 2k, n− 2 ≥ 2k − 1, and we are able to pick an
(n− 2)-space π˜ ⊆ π∞, such that τ 6⊆ π˜ and
〈K1 ∩ π∞,K2 ∩ π∞〉 ⊆ π˜.
We chose this specific π˜, since we then get that
dim(〈π˜,K1,K2〉) = dim(π˜) + dim(〈K1,K2〉)− dim(π˜ ∩ 〈K1,K2〉)
= dim(π˜) + dim(〈K1,K2〉)− dim(π˜ ∩ (〈K1,K2〉 ∩ π∞))
= dim(π˜) + dim(〈K1,K2〉)− dim(π˜ ∩ τ)
= (n− 2) + (2k + 1)− (2k − 1) = n.
Therefore, K1 and K2 cannot lie in the same hyperplane through π˜, see Figure 2. Here we
pi∞
pi
K1 K2
α1
α2
Figure 2: Defining the k-spread
get due to the identity of Grassmann, for i ∈ {1, 2}, that
dim(〈Ki, π˜〉) = dim(Ki) + dim(π˜)− dim(Ki ∩ π˜) = k + (n− 2)− (k − 1) = n− 1.
So we obtain two hyperplanes α1 := 〈K1, π˜〉 and α2 := 〈K2, π˜〉. Now we can define a k-
spread S of type III defined by π˜ that contains in the set of hyperplanes the hyperplanes
α1 and α2 corresponding to the (k− 1)-spaces K1 ∩π∞ and K2 ∩π∞ respectively. Thus we
know that we can definitely define a k-spread S that contains K1 and K2. This implies a
contradiction since the parameter of L is equal to x = 1.
The following theorem proves the first part of Theorem 1.6 from the introduction.
Theorem 7.7. Consider the affine space AG(n, q) and let L be a Cameron-Liebler k-set
with parameter x = 1 in this affine space. If also n ≥ 2k + 1, then L consists of all the
k-spaces through an affine point.
Proof. By Lemma 7.6, we obtain that in the corresponding projective space PG(n, q), the
k-spaces of L pairwise intersect in at least a point. So we can use Theorem 7.1 to obtain
that
|L| ≤
[
n
k
]
q
.
But due to Lemma 3.2 we in fact obtain equality. Using Theorem 7.1 again, this then implies
that L consists out of all the k-spaces through a point or in the specific case that n = 2k+1,
L could also consist out of all the k-spaces inside an (n− 1)-space. Due to Lemma 7.2 this
last case cannot occur.
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7.2 Cameron-Liebler line classes of parameter x = 2 in AG(n, q)
Note that the following result is known.
Theorem 7.8. [9, Corollary 4.5] There do not exist Cameron-Liebler line classes with
parameter x = 2 in AG(3, q).
Our goal is to generalize this result to AG(n, q).
Lemma 7.9. Consider an affine Cameron-Liebler line class L with parameter x = 2 in
AG(n, q), with n ≥ 4. Then for every two points p1 and p2 in π∞, there are two lines of L
through each of them. These 4 lines generate at most a 3-space.
Proof. Denote the lines of L through p1 by ℓ1 and ℓ2, and denote the lines of L through p2 by
r1 and r2. We start by considering 〈ℓ1, ℓ2, r1〉, then we know that dim(〈ℓ1, ℓ2, r1〉) ∈ {2, 3, 4}.
pi∞
ℓ1
ℓ2
r1
r2
τ
t1
p1
p2
Figure 3: Sketch for the proof of Lemma 7.9
Suppose now that dim(〈ℓ1, ℓ2, r1〉) = 4. If we now call the plane 〈ℓ1, ℓ2〉 = τ , then we know
that dim(τ ∩ π∞) = 1. This intersection line we call t1, see Figure 3. Now we can find a
(n− 2)-space π˜ such that
〈t1, p2〉 ⊆ π˜
and
〈ℓ1, ℓ2, r1〉 ∩ π∞ 6⊆ π˜.
This is possible, since first 〈ℓ1, ℓ2, r1〉 ∩ π∞ is a 3-dimensional space that contains 〈t1, p2〉 as
a 2-dimensional subspace. And, secondly, since n ≥ 4, we know that n− 2 ≥ 2.
Thus with the identity of Grassmann, we obtain that
dim(〈π˜, τ〉) = n− 2 + 2− dim(π˜ ∩ τ) = n− 1,
dim(〈π˜, r1〉) = n− 2 + 1− dim(π˜ ∩ r1) = n− 1
and
dim(〈ℓ1, ℓ2, r1, π˜〉) = dim(〈ℓ1, ℓ2, r1〉) + dim(π˜)− dim(〈ℓ1, ℓ2, r1〉 ∩ π˜)
= dim(〈ℓ1, ℓ2, r1〉) + dim(π˜)− dim((〈ℓ1, ℓ2, r1〉 ∩ π∞) ∩ π˜)
= 4 + (n− 2)− 2 = n.
Thus we can conclude that 〈π˜, ℓ1, ℓ2〉 6= 〈π˜, r1〉. So we can define a line spread S of AG(n, q)
(of type† III) that contains ℓ1, ℓ2 and r1, such that |L ∩ S| ≥ 3, which is a contradiction.
†This exists due to n ≥ 4.
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Thus from this we can conclude that dim(〈ℓ1, ℓ2, r1〉) ≤ 3. Analogously, we can obtain that
〈ℓ1, ℓ2, r2〉 and in general every space generated by three of these four lines is at most a
3-dimensional space. To show that these four lines span at most a 3-space, we need to
consider some cases.
1. First if p2 6∈ t1, then 〈ℓ1, ℓ2, r2〉 intersects 〈ℓ1, ℓ2, r1〉 in at least the point p2 and the
plane τ . So, since p2 6∈ τ , both 3-spaces are the same. Hence, from now on, we assume
that p2 ∈ t1.
2. If r1 and/or r2 are contained in τ , we are done, since these four lines span a plane or
a 3-space.
3. If r1 and r2 are not contained in τ and 〈r1, r2〉 ∩ τ = t1, then again we can conclude
that all four lines lie in a 3-space.
4. If r1 and r2 are not contained in τ and 〈r1, r2〉 ∩ τ 6= t1. Then 〈r1, r2〉 ∩ π∞ ∩ t1 = p2
and we analogously obtain from previous cases that 〈r1, r2, ℓ2〉 and 〈r1, r2, ℓ1〉 are two
3-spaces that now contain p1 6∈ 〈r1, r2〉 and 〈r1, r2〉.
This proves the theorem.
Let us now state the following known theorem.
Theorem 7.10 (Folklore). Consider a set of k-spaces E in PG(n, q), 1 ≤ k ≤ n− 1, such
that every two k-spaces intersect in a (k − 1)-space. Then E consists out of a subset of all
the k-spaces through a fixed (k − 1)-space or all the k-spaces inside a (k + 1)-space.
We are ready to state the main theorem. This theorem proves a second part of Theorem
1.6 in the introduction.
Theorem 7.11. There does not exist a Cameron-Liebler line class L of parameter x = 2
in AG(n, q), n ≥ 4.
Proof. Suppose there exists a Cameron-Liebler line class L of parameter x = 2. Then we
can define E as the set of planes, such that each plane is defined by a point at infinity and
the two corresponding lines of L through this point. Due to Lemma 7.9 we know that these
planes pairwise intersect in a line or coincide. Using Theorem 7.10, we can conclude that E
consists out of a subset of all the planes through a fixed line or all the planes in a 3-space σ.
If E would consist out of all the planes in a 3-space σ, then L is a set of lines inside σ and
thus inside a certain hyperplane. This is a contradiction with Lemma 7.2. So we conclude
that E consists out of planes through a fixed line ℓ.
If ℓ would be a line at infinity then |L| = 2(q + 1), since every point at infinity belongs
to two lines of L. Note that for n ≥ 3 this number is strictly smaller than the size of a
Cameron-Liebler line class in AG(n, q) of parameter x = 2, which has size 2 q
n−1
q−1 . So the
line ℓ should be affine. See Figure 4.
Note that |E| = qn−1−1
q−1 , since every point at infinity will define exactly one plane in E
by definition. Hence this is also the size of all planes through a line, such that we know
that E consists out of all the planes through ℓ. Let us denote s = ℓ ∩ π∞. Now we can
use Theorem 6.17, where we have shown that being an affine Cameron-Liebler line class in
AG(n, q) is equivalent with the following statement. For every affine line ℓ1, the number of
affine lines in L disjoint to ℓ1 in AG(n, q) is equal to(
q2
qn−2 − 1
q − 1 + 1
)
(x− χL(ℓ1)). (5)
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π∞
ℓ
s
Figure 4: The last possible option in AG(n, q).
Consider now an affine line ℓ′ through s that is contained in L and not equal to the inter-
section line ℓ. Note that this is always possible, since s belongs to exactly two lines of L.
Then all lines of L except those in the plane 〈ℓ, ℓ′〉, are disjoint to ℓ′. Since every other
plane through ℓ has 2q lines of L skew to ℓ′ and we also need to count the other line of L
through s, this number is equal to
(|E| − 1) · 2q + 1.
With some calculations, we find that this equals
2q2
(
qn−2 − 1
q − 1
)
+ 1.
This number should be equal to Equation (5). In this equation we fill in χL(ℓ
′) = 1, and
we obtain that there should be
(
q2 q
n−2−1
q−1 + 1
)
(2 − 1) lines disjoint to ℓ′ ∈ L. These two
numbers are not equal. So there does not exist Cameron-Liebler line classes with parameter
x = 2 in AG(n, q), n ≥ 4.
This theorem implies the following result.
Theorem 7.12. There do not exist Cameron-Liebler line classes in AG(n, q), n ≥ 3, of
parameter x = 2.
Proof. This is a combination of Theorem 7.8 and Theorem 7.11.
7.3 Characterisation of the parameter x of Cameron-Liebler k-sets
in AG(n, q)
Our goal here is to prove non-existence conditions on the parameters of a Cameron-Liebler
k-set in AG(n, q). We will do so by connecting every Cameron-Liebler k-set to a Cameron-
Liebler line class of the same parameter. For this we will need the following observation.
Lemma 7.13. Let L be a Cameron-Liebler k-set with parameter x in AG(n, q). Then the
number of elements of L through a fixed i-space at infinity, for −1 ≤ i ≤ k − 2, is equal to[
n− i− 1
k − i− 1
]
q
x.
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Proof. Consider an i-space I at infinity. Then we can count all the elements of L through
I, by counting the number of (k − 1)-spaces through I inside π∞ and multiplying this by
the number of elements of L through each (k − 1)-space. Both numbers are known, since
through every (k − 1)-space at infinity there are x elements of L. The assertion follows
A remarkable observation is that
[
n−i−1
k−i−1
]
q
x equals the size of a Cameron-Liebler (k −
i− 1))-set in AG(n− i− 1, q). This observation will lead to the following construction.
Construction 7.14. Consider a Cameron-Liebler k-set L in AG(n, q) of parameter x, and
pick an i-space I at infinity, for 0 ≤ i ≤ k − 2 and n ≥ k + 2. Then, by Lemma 7.13, there
are [
n− i− 1
k − i− 1
]
q
x
k-spaces of L that contain I. Pick now an (n− i− 1)-space π in PG(n, q) skew to I. Then
every k-space of L through I will intersect π in a (k − i − 1)-space in PG(n, q), see Figure
5. We shall denote this set of (k− i− 1)-spaces by J . Remark that π is in fact a projective
π∞
π
I
Figure 5: Here the red elements are k-spaces in L through I and we get the purple (k−i−1)-
spaces after the projection onto the (n− i− 1)-space π.
space of dimension n − i − 1, which defines an affine space πA (≃ AG(n − i − 1, q)) of the
same dimension with hyperplane at infinity equal to π ∩ π∞.
We first give a result on k-spreads.
Lemma 7.15. Given Construction 7.14. Then every (k−i−1)-spread in πA can be extended
to an affine k-spread in AG(n, q), such that all the k-spaces in this k-spread contain I.
Proof. Let S ′ be a (k − i− 1)-spread in πA, then
S := {〈I,N〉 | N ∈ S ′}
is a k-spread in AG(n, q).
Theorem 7.16. Consider Construction 7.14. Then the set J defines a Cameron-Liebler
(k − i− 1)-set in πA (≃ AG(n− i− 1, q)), which has the same parameter x.
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Proof. Consider L and J as in Construction 7.14, then we need to prove that J is a
Cameron-Liebler (k − i − 1)-set with the same parameter x in πA. We know that, due to
Lemma 7.15, every (k− i− 1)-spread S ′ in πA can be extended to a k-spread S in AG(n, q)
such that every element of S contains I. Since L is a Cameron-Liebler k-set in AG(n, q), it
holds that |L∩S| = x. But since every k-space of L∩S contains I, it projects to an element
of J ∩ S ′ and vice versa. So we have that |J ∩ S ′| = x. This proves the theorem.
Remark 7.17. Note that this construction cannot be done in a similar way for PG(n, q).
We now have found a way to reduce Cameron-Liebler k-sets to Cameron-Liebler line
classes of the same parameter x. Hence this will lead to a translation of existence results.
Theorem 7.18. Let L be a Cameron-Liebler k-set in AG(n, q), with n ≥ k+2. Suppose now
that L has parameter x, then x satisfies every condition which holds for Cameron-Liebler
line classes in AG(n− k + 1, q).
Proof. We can use Theorem 7.16 for i = k − 2 and obtain that there exists a Cameron-
Liebler line class in AG(n − (k − 2) − 1, q) with the same parameter x. This proves the
theorem.
This theorem has the following consequences.
Theorem 7.19. Suppose that L is a Cameron-Liebler (n − 2)-set with parameter x of
AG(n, q), then it holds that
x(x − 1)
2
≡ 0 mod (q + 1).
Proof. Use Theorem 7.18 for n− 2 = k and the modular equality from [9, Corollary 4.3] or
[15, Theorem 1.1].
The following theorem completes the proof of Theorem 1.6 in the introduction.
Corollary 7.20. There do not exist Cameron-Liebler k-sets in AG(n, q) with parameter
x = 2, with n ≥ k + 2.
Proof. If there would exist a Cameron-Liebler k-set L of parameter x = 2 in AG(n, q),
we can use Theorem 7.18 and obtain that there exists a Cameron-Liebler line class in
AG(n− k + 1, q) with parameter x = 2. Since n− k + 1 ≥ 3, we may use Theorem 7.12 to
obtain a contradiction.
8 Cameron-Liebler sets of hyperplanes in AG(n, q)
In this section we study Cameron-Liebler sets of hyperplanes in AG(n, q). We will be able
to give a complete classification. This will be done by giving a classification of affine (n−1)-
spreads.
Lemma 8.1. The only (n− 1)-spreads in AG(n, q) are spreads of type II.
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Proof. Let S be an (n− 1)-spread, then we need to prove that L is of type II. Consider now
the projective closure PG(n, q), then we know that every two hyperplanes of S will intersect
in an (n−2)-space. Due to the fact that S is an affine (n−1)-spread, these intersections must
lie at infinity. But since every affine hyperplane only has a (n− 2) dimensional intersection
with infinity, all these (n− 2)-spaces need to be the same. Hence, we have that S is of type
II.
The fact that we are able to classify all (n− 1)-spreads in AG(n, q), gives us information
how we can construct these Cameron-Liebler sets of hyperplanes in AG(n, q).
Theorem 8.2. Let L be a set of affine hyperplanes in AG(n, q) and consider the projective
closure PG(n, q). Then L is a Cameron-Liebler set of hyperplanes of parameter x if and
only if L a set of hyperplanes such that through every (n−2)-space at infinity we have chosen
x arbitrary hyperplanes.
Proof. This assertion follows from Lemma 8.1.
9 Future research
We want to end this paper with some suggestions for further research. There is still a lot
of work to be done to obtain similar results for Cameron-Liebler k-sets in AG(n, q) for k
and n without any restrictions. This can be done by generalizing Section 6, which means
a generalization of the denoted association scheme. This will lead to a generalization of
the affine association scheme, which can be interesting to calculate the eigenvalues for. One
could also attempt to classify more parameters of a Cameron-Liebler k-set in AG(n, q), since
intuitively this will be less difficult than PG(n, q). We remind the reader of Theorem 1.2,
which states that some Cameron-Liebler k-sets in AG(n, q) are special cases of Cameron-
Liebler k-sets in PG(n, q)
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