In the past few years, the Kriging model based on the adaptive design of experiments (DoE) has attracted extensive attention in analyzing the reliability of structures involving time-consuming simulations or complicated implicit performance function. Although varieties of sampling strategies have been proposed, they update DoE mainly by selecting the sample at which its corresponding learning function value is the maximum or minimum. However, there are usually two drawbacks. First, the training samples in DoE are easily clustered or overlapped. Second, the existing strategies usually only consider the improvement of prediction accuracy at the new training sample rather than the accuracy improvement of the region near the new training sample. Unfortunately, these two drawbacks can cause some unnecessary performance function evaluations. Therefore, an efficient adaptive sampling strategy and reliability analysis algorithm based on Kriging model, weighted average misclassification rate, sampling uniformity and gradient of prediction uncertainty are proposed. Furthermore, an improved stopping criterion based on the relative error estimation of failure probability is also developed to further reduce iteration. Subsequently, two explicit examples from the literature are analyzed to verify the effectiveness and superiority of the proposed method. Finally, a truss structure subjected to six external loads is investigated to illustrate the feasibility of the proposed reliability analysis method in engineering applications.
I. INTRODUCTION
For an engineering structure or system, the uncertainties of its intrinsic properties or external loads affect the working performance and safety. The reliability analysis is an attempt to estimate the extent of structural safety or failure under these uncertainties. From the perspective of reliability analysis, the extent of structural failure (i.e. failure probability) P f is described as
where x represents a vector containing M random inputs which make the structural response uncertain.
G(x) denotes
The associate editor coordinating the review of this manuscript and approving it for publication was Cristian Zambelli. of failure probability with sufficient precision. Nevertheless, it requires enormous calls of the performance function, especially for the problem with small failure probability. As a result, the computational time and cost are excessively large and it is always unacceptable for the structure with timeconsuming finite element analysis (FEA). Therefore, some variance reduction approaches (Line Sampling (LS) [6] , Subset Simulation (SS) [7] , Importance Sampling (IS) [8] , etc.) are generated to alleviate the computational burden and refine accuracy. Despite the fact that these methods require much fewer samples than MCS, their computational efficiency is still difficult to satisfy the requirements of engineering applications [9] .
In recent years, kinds of surrogate model-based approaches, including Response Surface Method (RSM) [10] , Neural Networks (NNs) [11] , Support Vector Machine (SVM) [12] , Kriging meta-model [13] - [15] and Radial Basis Function (RBF) [16] , have been increasingly favored due to their significant efficiency in reliability analysis. The basic principle of these methods is to construct a surrogate model as an alternative to the implicit performance function, and then complete the reliability assessment. Considering that the surrogate model requires far fewer calls of performance function than other methods, its efficiency is much higher [17] . Kriging model whose theoretical basis is constructed by Matheron is a spatial interpolation technique with minimizing mean square error [18] , [19] . It provides the predicted response while giving the corresponding prediction variance. Due to these properties, increasingly importance has been attached to the application of Kriging model in reliability analysis. Accordingly, this paper is dedicated to the research on the Kriging-based reliability analysis.
More recently, various Kriging-based adaptive strategies for DoE have been generated to further decrease the calls of performance function, among which the learning function is the most widely studied. Inspired by expected improvement function (EIF), expected feasibility function (EFF) introduced by Bichon et al. [20] concentrates on the sample closest to G(x) = 0. Echard et al. [21] add the most easily misclassified sample to DoE through the defined learning function U. Lv et al. [22] develop an innovative function H which can quantitatively judge the uncertainty of prediction. Yang et al. [23] , [24] introduce an expected risk function (ERF) to measure the possibility that the sign of sample is predicted wrongly. Sun et al. [9] propose a least improvement function (LIF) to search the sample which furthest improves the prediction precision of failure probability. Zhang et al. [15] develop a reliability-based expected improvement function (REIF) to select the new training sample. Simultaneously, on the basis of learning functions, various strategies for DoE are proposed from the aspects of sampling region and error estimation of failure probability to further reduce the calls of performance function, such as sequential Kriging reliability analysis method (SKRA) [25] , global sensitive analysis-enhanced surrogate modeling (GSAS) [26] , failure-pursuing sampling framework (FPS) [27] , error rate-based adaptive Kriging (REAK) [14] , etc.. However, the new training sample should reside as far as possible from existing samples in DoE so as to avoid unnecessary performance function evaluations. Although the Euclidean distance has been used to ensure the sampling uniformity [27] , due to the influence of the magnitude difference between Euclidean distance and learning function value, the selected training samples not only overlap but may have inappropriate learning function values, such as U (x) > 2. Consequently, the influence of magnitude difference between them must be eliminated. In addition, the new training sample selected by learning functions can only improve the prediction accuracy at this sample, but it is difficult to improve the prediction accuracy of the region near it. Moreover, although Hu and Wang et al. [14] , [26] develop two similar stopping criteria based on the error estimation of failure probability, their stopping criteria still have defects due to conservative or inaccurate estimations.
To this end, this research introduces an efficient reliability analysis method which combines Kriging and learning function U and takes into consideration the sampling uniformity and the gradient information of prediction uncertainty. This paper contains the following contents. Section 2 succinctly describes the basic principles of Kriging-based reliability analysis method. Some widely used learning functions are introduced in Section 3. Section 4 introduces the proposed method and its implementation procedures in detail. Using two common academic examples, Section 5 verifies its efficiency and accuracy in reliability assessment. Besides that, the proposed method is also employed to estimate the reliability of truss structure so as to illustrate its feasibility in engineering applications. Section 6 summarizes the conclusions.
II. KRIGING METHOD FOR RELIABILITY ANALYSIS
This section compendiously explains the theoretical basis of Kriging-based reliability analysis. In general, Kriging model [18] , [28] , [29] , including a polynomial regression and a Gaussian distribution, is a semi-parametric and accurate interpolation simulation method and it expresses the performance function as the following form:
where g(x) T β, as the polynomial regression, implements the global approximation of simulation. The g(x) T , called basis function, specifies the polynomial form of random variables and the vector β is composed of corresponding regression coefficients. In this research, a zero-order polynomials is selected as the basis function, i.e.
The Gaussian stochastic process z(x) provides the local adjustment of Kriging model to satisfy the interpolation capability and it is assumed to have the following VOLUME 7, 2019 statistical characteristics:
where σ shows the standard deviation of z(x), x and w denote two random samples and R(x, w; θ) represents their spatial correlation containing the unknown parameters θ. Some functions have been defined to calculate the correlation, among which the Gaussian correlation model is the most commonly used. Its expression is
where M denotes the dimension of the sample, x k i , x k j and θ k correspond to the kth elements of x i , x j and θ , respectively. Given a training set (i.e. the DoE) S = [X, Y ], containing N samples, the estimations of parameters β and σ 2 are respectivelyβ
where e represents an N -dimensional vector whose elements are all 1 and matrix R is filled with the correlation between random samples. Obviously, given the dependence ofβ andσ 2 on the unknown parameters θ in R, θ must first be obtained by maximum likelihood estimation.
Subsequently, for an unobserved sample x, its corresponding response can be predicted according to
where r(x) denotes the correlation between the unobserved sample x and the training samples in S and it is expressed as
Meanwhile, with the aim of minimizing the mean square error of predictionĜ (x), its variance σ 2 G (x) is computed by
where u (x) = e T R −1 r (x) − 1. Therefore, the response predicted by Kriging model can be considered to obey the Gaussian distribution N µ G (x) , σ 2 G (x) . Furthermore, the derivate of predicted response and variance can be calculated bŷ
where J g (x) and J r (x) represent the Jacobian of g(x) and r(x), respectively. The elements in Jacobian can be obtained by
After a Kriging model is established, the estimated failure probability is provided bŷ
where N MC denotes the number of Monte Carlo random samples, x i (i = 1, 2 . . . , N MC ) is the ith sample and IĜ (x) represents the failure indicator function, i.e. as long asĜ (x) ≤ 0, it is 1, otherwise it returns 0. And the coefficient of variation ofP f is
The relative error ofP f is determined as
whereP MCS f is calculated by MCS. Considering that the results estimated by MCS are the most robust,P MCS f is usually treated as the ''true'' value for accuracy comparisons.
III. SEVERAL WIDELY APPLICABLE LEARNING FUNCTIONS
Various types of learning functions have been generated to select the new training sample for refining the accuracy of Kriging model. Here, only a few widely applicable and relatively mature learning functions are introduced.
A. LEARNING FUNCTION EFF
EFF, proposed in the EGRA method [20] , describes the extent to which the prediction of an unobserved sample satisfies the constraint
Generally speaking, b is usually taken as 0 and ζ takes double standard deviation in the reliability assessment. Obviously, the closer the sample approaches G(x)= 0 or the greater uncertainty of its predictionĜ (x) has, the larger EFF becomes. Therefore, the optimal sample (i.e. the new training sample) is the point which has the maximum EFF value.
B. LEARNING FUNCTION U
The learning function U takes great interests in the samples which are very potential to cross the limit state, i.e. the samples that can be easily misclassified. It reads
Similarly, it can easily conclude that the smaller mean or the higher uncertainty or both, the easier its sign is to be misclassified. Accordingly, the sample which corresponds to the minimum U value should be treated as the new training sample so as to construct a more accurate Kriging model.
IV. WEIGHTED AVERAGE MISCLASSIFICATION RATE IMPROVEMENT-BASED RELIABILITY ANALYSIS FRAMEWORK
Combining learning function U and Kriging model, this section develops an innovative reliability analysis framework. Taking into consideration the sampling uniformity, the improvement of average misclassification rate and the gradient of prediction uncertainty, a new strategy for selecting the optimal sample is designed with the aim of establishing Kriging model more quickly and accurately. In addition, the learning function U can cause some unnecessary calls of performance function due to its conservative stopping criterion (i.e. min(U ) > 2). To this end, an improved stopping criterion is also introduced from the point of view that the predicted failure probability meets the accuracy requirement.
A. IDENTIFICATION OF REGION WITH MAXIMUM WEIGHTED AVERAGE MISCLASSIFICATION RATE
Existing learning functions usually regard the sample which has the maximum or minimum function value as the optimal sample. Nevertheless, the problem that the distance between training samples is too close will be encountered in practical applications. In other words, the training samples overlap or cluster, and this flaw can clearly be shown in Fig. 1 . Unfortunately, the overlapped training samples not only have negligible contributions to the accuracy improvement of Kriging model but cause unnecessary calls of performance function.
For this reason, the Reference [27] divides the sampling space into N clusters by applying Voronoi partition to ensure the sampling uniformity. This paper also introduces the Voronoi partition into the proposed adaptive reliability analysis framework. The fundamental principle of Voronoi partition is to divide the sampling space according to the nearest neighbor principle. In other words, for a sample point x j in the given training set s, its corresponding Voronoi cluster R j is defined as
In the process of searching for the optimal sampling region, the [27] determines the Voronoi cluster which has the greatest influence on the predicted failure probability as the sampling region by Leave-One-Out-Cross-Validation (LOOCV). However, existing cross validation-based DoE strategies have two inherent drawbacks. Firstly, the computational cost of cross validation increases with the increasing of the total number of training samples in DoE. Secondly, they usually ignore certain training samples when constructing a surrogate model and adopt various types of measurement indicators to select the optimal sample or sampling region. Due to the neglect of the influence of these training samples on the accuracy of surrogate model, it has difficulty in interpreting explicitly which of the new training sample and the ignored one is more important. To this end, this paper proposes an innovative method for determining the optimal sampling region based on weighted average misclassification rate.
According to the learning function U, the probability that the sign of actual response at sample x is opposite to the predicted one, i.e. the prediction uncertainty, is
where (·) is the cumulative density function of the standard normal distribution. Therefore, for the Voronoi cluster R j , its average misclassification rate (AMR) is defined as (20) where N j denotes the total number of random samples in the jth Voronoi cluster (j = 1, 2, . . . , N ) and (-U ij j ) represents VOLUME 7, 2019 the probability of wrongly predicting the signs of samples belonging to the jth cluster. Obviously, the new training sample should be selected from the cluster with large average misclassification rate so as to refine the accuracy of Kriging model. However, Equation (20) cannot yet be directly used as a guideline for selecting the optimal sampling region. According to the learning function U, it can be easily concluded that the samples residing in the region U (x) ≤ 2 contribute much to AMR. Nevertheless, for the cluster with higher joint probability density, despite the fact that the number of samples with U (x) ≤ 2 in it is larger than that of other Voronoi clusters, its corresponding AMR may be very small due to the large number of random samples. Conversely, the cluster located in lower probability density region may have a high AMR because the total number of random samples and samples with U (x) ≤ 2 are both small. Therefore, a weight (denoted by Weig) is introduced to consider the effect of number of samples with U (x) ≤ 2 in the Voronoi cluster and it is defined as
where N jU and N U represent the total number of samples whose U values are less than 2 in the jth cluster and entire sampling space, respectively. Subsequently, the weighted average misclassification rate (WAMR) is proposed, which can be calculated by
Evidently, the cluster with the maximum WAMR is determined as the optimal sampling region. In order to clearly illustrate the advantage of WAMR over AMR and the identification process of optimal sampling region, a nonlinear two-dimensional problem [30] is taken as an example. Its performance function is expressed as
where x 1 ∼ N (10, 5 2 ), x 2 ∼ N (9.9, 5 2 ) and they are independent of each other. Fig. 2(a) depicts the results of random samples being divided into eight clusters, in which the cluster centers (i.e. eight initial training samples) are represented by $. And the corresponding AMR (green bars), Weig (red bars) and WAMR (black bars) of eight clusters are shown in Fig. 2(b)∼(d) , respectively, where the heights of bars represents their sizes. As shown in Fig. 2(b) , (c) and (d), although cluster 7 has the largest AMR, it cannot be selected as the optimal sampling region because of its low number of samples with U (x) ≤ 2, whereas cluster 4 should be the most desirable sampling region. 
B. A NEW STRATEGY OF DETERMINING THE OPTIMAL SAMPLE
In this subsection, considering sampling uniformity and gradient of prediction uncertainty, an innovative strategy for selecting new training sample in the optimal sampling region is proposed. Although the sampling uniformity has been maintained by the Voronoi partition, it is also necessary to pay attention to the sampling uniformity when selecting new training sample in the optimal sampling region. To this end, the Euclidean distance between training samples is usually used to avoid them being too close and it is calculated by
where x s is the candidate sample and x t is the training sample. In addition to considering the sampling uniformity, this paper also introduces the gradient information of prediction uncertainty into the sampling strategy. Combining (10)∼ (12) and (19) , the derivate of prediction uncertainty can be obtained by (25) where φ(x) is the PDF of standard normal distribution and the derivate U (x) of U (x) is provided by
where the derivate σ G (x) is computed by
Therefore, the maximum variation rate of prediction uncertainty (i.e. the modulus of gradient) at sample x is given by
It is obvious that the extent of prediction uncertainty near the sample x decreases along with the increase of GP err . For existing learning functions or adaptive DoE strategies, they always search for the point at which its corresponding function value is the largest or smallest. However, there are plenty of points that satisfy a certain condition theoretically. Consequently, it is highly possible that another sample will be more valuable than the one with the maximum or minimum function value. To distinctly illustrate this situation, Fig. 3 depicts the contour distribution near P error = 0.5, where the P error values corresponding to sample 1 (blue diamond) and 2 (red circle) are approximately equal. Nevertheless, the contours of prediction uncertainty near sample 2 are denser, that is, the gradient of prediction uncertainty of sample 1 is lower than that of sample 2. This means that the signs of samples near sample 1 have a higher risk of being predicted wrongly than those near sample 2. Accordingly, sample 1 is more valuable and should be selected as the new training sample. Therefore, this paper focuses on the sample with higher prediction uncertainty, lower gradient of prediction uncertainty and larger distance from existing training samples. The selection process of new training sample proposed in this research is elaborated in detail below.
Step 1 Generate a candidate sample set by MCMC algorithm [31] . According to the function U, the prediction uncertainty increases as the U value decreases. Consequently, this research generates candidate samples with U (x) ≤ 0.1 by MCMC in the optimal sampling region.
Step 2 Calculate the Euclidean distance between the candidate samples and the existing training samples and store the minimum distance corresponding to each candidate sample. According to (24) , the Euclidean distance between them can be denoted by 
it is also necessary to obtain and store the gradient of corresponding prediction uncertainty of candidate samples.
Step 3 Select the optimal sample according to the following criterion in (30) . Obviously, the gradient of prediction uncertainty and the distance should be integrated into (17) to develop a new selection principle. Naturally, (29) is firstly proposed to pursue the desired sample. Unfortunately, the new training sample determined by (29) is almost identical to that selected by (17) due to the influence of the magnitude difference between U , d min and GP err . Therefore, U , d min and GP err must be normalized to eliminate this adverse impact. Thus, (30) is eventually proposed as the guideline for selecting new training sample.
x * = arg min UGP err d min (29) x * = arg max U GP err d min (30) where U , GP err and d min denotes their normalized values, respectively, and they can be obtained by
C. STOPPING CRITERION
As the iteration proceeds, the accuracy of Kriging model is gradually improved. Given that the stopping criteria corresponding to existing learning functions will cause unnecessary calls of performance function, Hu and Wang et al. [14] , [26] develop two similar stopping criteria based on the relative error estimation of failure probability. Nevertheless, the stopping criteria proposed by them are also flawed, either conservative or inaccurate. To this end, this research proposes an improved stopping criterion based on their theory. According to the function U, the sign of sample with U (x) > 2 can be considered to be deterministic, whereby VOLUME 7, 2019 the relative error of predicted failure probability in (15) can be rewritten as (32) where Nf Analogous to the failure indicator function I G (x), an indicator function I w (x) is defined to discriminate whether the sign is predicted wrongly or not. 
It is obvious that the Lindeberg-Feller central limit theorem adopted in [14] is not suitable here because the number of samples is not large enough. In addition, it is also inappropriate to use the Poisson distribution to approximate the Poisson binomial distribution according to the applicable conditions of Le cam's theorem in [32] . To this end, this paper simulates the distribution of S sw and S fc using the normal distribution which has been proved to have a good approximation effect on Poisson binomial distribution [32] .
Subsequently, the distribution of N f 2 can be easily obtained, i.e.
fc . Consequently, when the confidence level is 0.95, the confidence interval of N f 2 is
In Reference [26] , the range of N f 2 is defined as 0, Nˆs 2 + Nf 2 , which is obviously too conservative.
Furthermore, when the Kriging model is not accurate enough, the lower confidence limit of N f 2 determined by the (36) will be too large because of large numbers of samples with U (x) ≤ 2. This inevitably lead to the fact that the true number of failure samples is not included in the interval Nf
and a wrong error estimation of failure probability may be obtained. This defect also exists in the stopping criterion proposed in [14] . Therefore, a reasonable range of N f 2 must be correctly estimated. According to the function U, Nf 1 should be as large as possible, i.e. N f 2 should be only a small proportion of the total number of failure samples. Accordingly, a scale factor α is introduced to redefine the lower limit of N f 2 so as to ensure that the interval of true number of failure samples can be accurately estimated. In this research, α is set to 0.05.
Therefore, the maximum relative error of predicted failure probability can be estimated by
Consequently, as long as the maximum relative error satisfies the condition in (39), that is, the estimated failure probability satisfies the accuracy requirement, the iteration stops. In this paper, the threshold ε thr is set to 0.03.
D. THE ENTIRE PROCEDURES OF THE PROPOSED RELIABILITY ANALYSIS APPROACH
The main process of proposed algorithm is listed below, and its flow diagram is depicted in Fig. 4 .
Step 1 Generate an initial training sample set s DoE = [x 1 , x 2 , . . . , x N ] within ±5 standard deviations utilizing Latin Hypercube Sampling (LHS) method, and then obtain their corresponding structural response y DoE = [y 1 , y 2 , . . . , y N ] by mathematical methods or FEA. Generally speaking, only a small amount of initial training samples are needed. Then, new training samples are added in subsequent iterations.
Step 2 Establish a Kriging surrogate model based on the existing DoE using the toolbox DACE which widely used in [33] - [35] .
Step 3 Generate N MC Monte Carlo random samples and identify the optimal sampling region. Subsequently, construct a candidate sample set s C in the selected sampling region by MCMC algorithm. Since the main concern is the sample with greater prediction uncertainty, this research generates 2000 samples with U (x) ≤ 0.1 in the optimal sampling region and regards them as the candidate samples.
Step 4 Identify the optimal sample from the candidate sample set s C according to the proposed sampling strategy in section IV.B. Simultaneously, calculate the maximum relative error ε max of predicted failure probability. If (39) is not satisfied, the optimal sample is added to the training set and return to step 2, otherwise the next step is performed. The iteration strategy will continue to carry on, provided that the stopping criterion has not been reached. Furthermore, it is worth noting that the performance function only requires to be called once in each iteration.
Step 5 Estimate failure probability and its coefficient of variation according to (13) and (14) . If δP f ≤ 0.03 is satisfied, stop iteration and output some interested results, otherwise expand the number of Monte Carlo samples and repeat steps 3∼5 until the condition δP f ≤ 0.03 is satisfied.
V. ACADEMIC VALIDATION A. SERIES SYSTEM WITH TWO RANDOM VARIABLES
The first example focuses on a series system consisting of four parts and it is widely adopted by [9] , [17] , [21] . Its performance function is given by
where x 1 ∼ N (0,1), x 2 ∼ N (0,1) and they are mutually independent. VOLUME 7, 2019 Six initial training samples are generated by LHS for establishing an initial Kriging model and 10 6 Monte Carlo random samples are employed to estimateP f . For the sake of reducing the influence of different DoE and Monte Carlo samples on the results, the average results of running 15 times for different methods are summarized in Table 1 . It consists of the following results: the total number of calls of performance function N call , the estimated failure probabilitŷ P f and its coefficient of variation δP f , the relative error εP f . Furthermore, Fig. 5 also clearly and intuitively presents the variation ofP f and maximum relative error ε max with the number of iterations N it under different methods. Obviously, Table 1 and Fig. 5 clearly indicate that the results obtained by the approach presented in this research are almost the same as those using other methods. Meanwhile, the proposed method requires fewer calls of performance function than other approaches when the predicted failure probability satisfies the accuracy requirement of reliability analysis.
The processes that the predicted limit state converges to the actual one by different algorithms are depicted in Fig. 6 . The red line denotes the actual limit state and the blue line shows the predicted one. Each column in Fig. 6 uniformity but converges to the actual limit state faster and better.
B. A NONLINEAR OSCILLATOR WITH MULTIPLE INPUTS
The above example is mainly for low-dimensional problems. Here, the nonlinear undamped single degree of freedom system [14] , [15] , [30] , as shown in Fig. 7 , is taken as a research object involving multiple variables. Its performance function can be explicitly expressed as
where
M . Six random variables belong to normal distribution and are mutually independent. Their corresponding distribution characteristics are presented in Table 2 . Twelve initial training samples are generated by LHS and 5.0×10 6 random samples are utilized to analyze P f for this example. Table 3 and Fig. 8 compare the results obtained by the approach presented in this research with those using MCS, AK-MCS, FPS and REAK. By comparison, the proposed approach only calls the actual performance function about 34.91 times and achieves almost the same precision as other methods, that is, the number of calls to the performance function is reduced by at least 34%. This means that the proposed method can also achieve good results in multidimensional problems.
C. ENGINEERING APPLICATION: TRUSS STRUCTURE WITH FEA
The truss structure with 23 bar elements [9] , [17] , [36] , [37] , as sketched in Fig. 9 , is taken as an engineering example requiring finite element analysis (FEA). It contains 10 independent random input variables: six applied loads (denoted by P 1 to P 6 ) on the upper chord members, Young's moduli of chord members and web members (denoted by E 1 and E 2 ), cross-sectional area of chord members and web members (denoted by A 1 and A 2 ) . The distribution information of these variables is reported in Table 4 .
In this structure, the response refers to the deflection of mid-span, says γ . Once the deflection γ is larger than 0.14m, the structure will be damaged. Therefore, its performance function can be expressed as G (x) = 0.14 − |γ (x)|
The number of initial training samples is taken as 15 and 2 × 10 7 random samples are utilized to analyze P f for VOLUME 7, 2019 FIGURE 10. Comparison ofP f and ε max using different methods.
this structure. In this example, 4 × 10 7 random samples should be used to estimate the failure probability, but too many samples easily lead to insufficient computational memory. In addition, an accurate estimation of failure probability can also be obtained for samples smaller than 4 × 10 7 . Therefore, 2 × 10 7 random samples are utilized to analyze reliability. Table 6 summarizes the results obtained by IS, AK-MCS, FPS, REAK and the approach described in this research, in which the failure probability 3.45 × 10 −5 obtained by IS method is regarded as the reference value. According to the results in Table 6 , AK-MCS still does not terminate iteration after the performance function is called 215 times, but the proposed method only needs about 148 iterations to stop. Furthermore, special attention should be paid to the fact that the proposed method only takes about 25.6 hours to complete the reliability analysis, whereas other methods need at least 36 hours, which also indicates that the proposed method is superior to other methods in efficiency.
VI. CONCLUSIONS
This research proposes an efficient method based on Kriging model and weighted average misclassification rate improvement for structural reliability analysis, which takes into consideration the sampling uniformity and the gradient of prediction uncertainty. Furthermore, a new convergence criterion is also developed to improve the defect that the interval estimation of the number of actual failure samples is conservative or inaccurate. Two widely used academic examples and an actual engineering structure are analyzed, aiming at validating the accuracy, efficiency and applicability of proposed reliability analysis method. The results of examples 1 and 2 show that compared with other methods, the training samples selected by the proposed method are more evenly distributed and some unnecessary calls of performance function are avoided. In addition, according to the averaged results of two academic examples, the conclusion is reached that the proposed method not only satisfies the reliability analysis requirements but requires fewer calls of performance function than other methods, i.e. it is more efficient. The last example indicates that the reliability analysis approach proposed in this research is feasible in engineering applications and superior to other methods.
In summary, the proposed method is applicable for reliability analysis involving nonlinear, medium and high-dimensional problems or engineering structures with time-consuming FEA. However, it is not applicable for the structure with very small failure probability, and relevant investigations will be conducted to address this issue in the future.
