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Zusammenfassung
Was versteht man unter High-Level Synthese? Wie beschreibt man
das Verhalten einer Schaltung in VHDL? Diese zwei Fragen sollen hier
er

ortert werden. Zuerst wird kurz das High-Level Synthese Programm
Caddy vorgestellt und die internen Verarbeitungsschritte kurz aufge-
zeigt. Dann werden die verschiedenen Stufen der Schaltungsbeschrei-
bung mit ihren jeweiligen Vor{ und Nachteilen diskutiert. Zum Schluss
wird noch auf die Grenzen von VHDL-Verhaltensbeschreibungen ein-
gegangen und m

ogliche L

osungsvorschl

age gemacht, um diese Gren-
zen zu erweitern. Es wird im Grossen und Ganzen nur die momentane
Entwicklung zusammengefasst. Dabei soll dieser Bericht auch als An-
leitung zur VHDL-Verhaltensbeschreibung dienen.
2
1 Einleitung
Dieser Bericht entstand aus der Arbeit an einem Projekt names
"
FPGA-
Entwurf\, das von der DFG gef

ordert wird. In diesem Projekt arbeiten
Lehrst

uhle von drei Universit

aten zusammen: Lehrstuhl f

ur Rechnersysteme
der Universit

at Leipzig
4
, Lehrstuhl f

ur Rechnergest

utztes Entwerfen der TU
M

unchen
5
und Lehrstuhl f

ur Technische Informatik der Universit

at T

ubin-
gen
6
.
F

ur die High{Level Synthese entstand in den letzten Jahren, am Lehr-
stuhl f

ur Technische Informatik T

ubingen in Zusammenarbeit mit dem FZI
Karlsruhe Bereich
"
Systementwurf in der Mikroelektronik\, das Synthesepro-
grammCaddy [CR89]. Durch die zwischenzeitlichenVer

anderungen der Ein-
gangssprache, von der speziell f

ur Caddy entwickelten Sprache DSL[CW85]
zu der weit verbreitetenHardwarebeschreibungssprache VHDL [IEE88] [IEE93],
wurde es n

otig, diese Ver

anderung zu diskutieren. Auch im Hinblick auf die
Erstellung eines geeigneten VHDL Frontend Compilers ist dies von zentraler
Bedeutung. Dazu kommt noch, dass ein Ingenieur unter dem Begri beha-
vioral VHDL zum Teil etwas anderes versteht als ein Informatiker. Diese
H

urde gilt es zu

uberwinden, denn sie macht die Sache nur unn

otig kom-
pliziert. Hier werden vor allem andere Ver

oentlichungen zu diesem Thema
zusammengefasst. Das Ziel soll sein, zu einer Denition der High{Level Syn-
these zu gelangen, an welcher man sich bei der Spezikation einer Schaltung
orientieren kann.
2 CADDY
Eine zentrale Rolle in diesem Bericht spielt das High-Level-Synthesis System
Caddy
7
. Durch die Einhaltung von Programmierstandards ist es inzwischen
f

ur verschiedene Unix-Plattformen verf

ugbar, wie zum Beispiel AIX, SunOS
und Linux. Es ist das zentrale Programm in einem System f

ur High-Level
Synthese [SMH95]. Es soll hier aber nicht auf die Details dieses Systems
eingegangen werden, sondern eher auf die prinzipiellen Eigenschaften der
High-Level-Synthese. Eine der ersten Berichte dar

uber ndet sich in [CR89].
[WC91] bietet ein anderen

Uberblick

uber die High-Level Synthese inclusive
verschiedener Syntheseprogramme.
4
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2.1 Eingangs- und Ausgangssprachen
Caddy versteht als Eingabe nur eine spezielle Form eines Flussgraphen[CW85].
Diese Darstellung einer zu synthestisierenden Schaltung ist zu speziell, um
damit vern

unftig arbeiten zu k

onnen. Man entwickelte dazu eine Hochsprache
namens DSL die sehr eng an den Flussgraph angelehnt ist, aber eine Syn-
tax

ahnlich einer Imperativen Programmiersprache aufweist. Da mit dem
Flussgraph nur das beschrieben werden kann, was in DSL beschrieben wer-
den kann und umgekehrt, scheint diese Kombination auf den ersten Blick
ideal. Der Nachteil an DSL ist, dass es wenig verbreitet und kein Stan-
dard ist. Aus diesem Grund w

aren Frontend Compiler f

ur andere Sprachen
w

unschenswert. Eine der verbreitetsten Sprachen in diesem Sektor ist VHDL,
welche auch standardisiert ist und zwar in zwei Normen VHDL87[IEE88],
VHDL93[IEE93]. Ein Nachteil, den manche auch als Vorteil sehen ist, dass
VHDL sehr viel mehr kann als die Flussgraphdarstellung zul

asst. Anderer-
seits kann man mit dem Flussgraph einiges beschreiben, was sich mit VHDL
nicht ausdr

ucken l

asst.
F

ur die Ausgabe von Caddy wiederum eignet sich VHDL sehr gut, da es
von vielen anderen Syntheseprogrammen verstanden wird und damit leicht
weiterverarbeitet werden kann.
2.2 Verarbeitungsschritte
Ohne sehr tief in Caddy einzusteigen, sind im folgenden die internen Ab-
laufschritte von VHDL-Verhaltensbeschreibungseingabe zur VHDL-RT-Be-
schreibungsausgabe dargestellt. Bei der Ausgabe wird der Datenpfad und
das Steuerwerk getrennt. Dies ist sinnvoll, da das Steuerwerk eine Kompo-
nente des Datenpfades ist.
 Frontend Compiler
Zuerst muss die VHDL-Beschreibung in das interne Flussgraphenfor-
mat umgewandelt werden. Jeder Knoten des Graphen beinhaltet eine
Operation. Diese Operation kann arithmetisch, logisch oder ein Ver-
gleich sein. Bei einem Vergleich, hat der Knoten mehr als einen Nach-
folger.
 DFG Konstruktion
Als n

achstes wird aus dem Flussgraphen ein Datenussgraph extra-
hiert. Darin werden dann die Datenabh

angigkeiten sichtbar.
 Allocation
4
Jetzt werden die Bauteile aus der Bibliothek ausgesucht. Jedes Bau-
teil wird durch zwei Gr

ossen charakterisiert. Erstens die Verz

ogerung
und zweitens der Platzbedarf des Bauteils. Anhand dieser beiden Cha-
rakteristikas werden die Komponenten so ausgesucht, dass die Schal-
tung m

oglichst klein und m

oglichst schnell wird. Diese Kriterien liegen
meistens im Widerspruch zu einander und deshalb wird ein Optimum
gesucht.
 Scheduling
Sind die Komponenten ausgesucht, lassen sich die Zust

ande des Au-
tomaten nden. Dazu m

ussen die Datenabh

angigkeiten und die ver-
wendeten Komponenten beachtet werden. Jede Komponente kann pro
Zustand nur einmal benutzt werden. Dieses erreicht man, indem der
Datenpfad erstellt wird und ihn in Zeitabschnitte (Takte) aufteilt.
 Controller Generation
Nachdem die Zust

ande nun festgelgt wurden kann der Automat (FSM)
erzeugt werden. Das ist der erste Schritt im Kontrollussgraphen.
 Assignment
Was noch fehlt sind die Variablen und Signale. An den Zustands

uber-
g

angen m

ussen noch Register eingef

ugt werden, sonst gehen die Daten
beim

Ubergang von einemZustand in den n

achsten verloren.Wenn man
geschickt vorgeht, kann man mit einer minimalen Anzahl an Registern
auskommen. Auch dies wird von Caddy beachtet.
 Structure Generation
Das ist der letzte Schritt. Alle Operationen und Register stehen jetzt
fest. Was noch fehlt sind die Kontrollsignale vom Steuerwerk. Diese
werden nun eingef

ugt und das Steuerwerk kann vollendet werden.
 Ausgabe
Der Datenpfad und das Steuerwerk werden in seperaten VHDL Be-
schreibungen ausgegeben. Diese enthalten nur noch die RT-Beschreibung.
Manche dieser Stufen k

onnen auch mehrmals durchlaufen werden. Beson-
ders dann, wenn das Ergebnis danach sich stark verschlechtert hat. Caddy
hilft bei der Auswahl der Bauteile nach der Allocation durch grasche Bedie-
nungselemente (Abbildung 1). Jeder Punkt in der Grak ist eine m

ogliche
Besetzung der Bauteile. Auf der X{ und Y{Achse ist die Geschwindigkeit
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Abbildung 1: Allocation | Scheduling
und der Platzbedarf der verwendeten Komponenten abgetragen. Die Hyper-
bel zeigt das Optimum.
In der rechten H

alfte der Abbildung 1 ist das gleiche nocheinmal darge-
stellt, aber nach dem Scheduling. Man sieht eine zweite Hyperbel auf der sich
nach dem Scheduling das neue Optimum bendet.
3 Abstraktionsebenen
Um eine Schaltung zu beschreiben, gibt es verschiedene Abstraktionsebenen.
In der Literatur werden verschiedene Denitionen der einzelnen Ebenen ge-
geben, wobei die Grenzen auch iessend sind. Hier soll versucht werden eine
m

oglichst exakte Denition zu nden ohne, oder mit geringen iessenden
Grenzen. In [Leh94] wird, die technologieabh

angigen Ebenen dazugerechnet,
zwischen f

unf Stufen unterschieden. Im Y-Diagramm (Abbildung 2) aus die-
sem Buch sind sie dargestellt. Es interessieren hier nur die technologieun-
abh

angigen Darstellungen. F

ur die High-Level Synthese mit Caddy ist nur
der linke Zweig (Verhalten) von Bedeutung. Auch f

ur die anderen Zweige
(Struktur, Geometrie) gibt es Syntheseprogramme. Es kann auch sein, dass
bei der Abbildung von einer Ebene auf die andere der Zweig gewechselt wird.
Zum Beispiel von den Algorithmen zur Register-Transfer, dann auf die rechte
Seite zu den Gattern, Flip-Flops, Leitungen nach unten zu Masken, Polygo-
6
nen. Das Ziel einer Abbildung ist es immer eine Abstraktionsebene tiefer zu
kommen.
 Verhaltensbeschreibung:
Im Englichen auch behavioral description genannt und in Abbildung
2 als algorithmische Beschreibung bezeichnet. Darunter soll eine Be-
schreibung auf h

ochster Ebene verstanden werden. Diese steht etwa auf
gleicher Stufe wie gew

ohnliche Imperative Programmiersprachen. Der
Zustandsautomat, den die meisten Schaltungen besitzen, wird nicht
explizit dargestellt. Im allgemeinen arbeitet man auf dieser Stufe mit
Schleifen (z.B. WHILE, FOR), die dann vom Syntheseprogramm in
Automaten umgewandelt werden. Schleifen mit fester L

ange geh

oren
eigentlich nicht in diese Stufe, da sie aufgerollt werden k

onnen und so-
mit keine Schleifen im eigentlichen Sinne sind. Auf dieser Stufe kann
man nur absch

atzen wieviele Takte die Schaltung ben

otigt.
Verhalten Struktur
Cluster
Geometrie
Systemebene
Algorithmische Ebene
Register -
Transfer Ebene
Logikebene
Schaltkreis
Ebene
Systemspezifikation
Algorithmen
Register-Transfers
Boolsche Gleichungen
Differentialgleichungen Transistoren, Leitungsstücke
Gatter, Flip-Flops, Leitungen
Module, Leitungen
Subsysteme, Busse
CPUs, Speicher
Masken, Polygone
Zellen
Floorplan
Partitionierung
Abbildung 2: Y-Diagramm aus [Leh94]
 Register-Transfer Beschreibung:
7
Manchmal wird diese Stufe schon behavioral description genannt, dann
ist allerdings die Register-Transfer Ebene auf demVarhaltens-Zweig ge-
meint, welche in diesem Sinne hierzu geh

ort. In der Register-Transfer
Beschreibung l

asst sich der Automat schon deutlich erkennen. Die ver-
schiedenen Zust

ande sind direkt sichtbar. Schleifen gibt es auf dieser
Stufe keine mehr. Das Schaltwerk l

asst sich schon deutlich erkennen.
Auf der einen Seite stehen die Register und auf der anderen Seite das
Schaltnetz, das die Register ver

andert (Abbildung 3).
 Logik Beschreibung:
Dies hier nur der Vollst

andigkeit halber. Das Schaltwerk wird direkt
mit logischen Gattern und Flip-Flops bzw. Registern dargestellt.
Dies sind zwar Kriterien, um eine Beschreibung in die eine oder andere
Stufe einzugliedern, aber man k

onnte nat

urlich auch sagen, dass eine Lo-
gik Beschreibung auch als Verhaltensbeschreibung zu sehen ist. Um dies zu
dierenzieren soll die Beschreibung immer zur tiefstm

oglichen Stufe geh

oren.
Damit sind die Stufen ziemlich genau abgegrenzt. Jetzt l

asst sich wieder
ohne komplizierte Erkl

arungen dar

uber reden. Leider ist in der Literatur die
Abgrenzung selten so genau und es kommt somit unn

otigerweise zu Verwir-
rungen.
3.1 Abstraktionsebenen in VHDL
In jeder der Ebenen sind nur spezielle VHDL Anweisungen zugelassen. Man-
che Anweisungen machen in der einen oder anderen Stufe einfach keinen
Sinn.
 Verhaltensbeschreibung:
Wie schon erw

ahnt, wird hier der Algorithmus wie in einer gew

ohnli-
chen imperative Programmiersprache beschrieben. Man k

ummert sich
nicht um die Takte oder sonstiges Hardwarespezisches. Dieses soll
komplett vom Syntheseprogramm

ubernommen werden. Welche An-
weisungen machen nun Sinn?
Es wird nur mit Variablen gearbeitet. Ausdr

ucke und Zuweisungen in
beliebig komplexer Form sind erlaubt. Verzweigungen, wie zum Beispiel
IF-THEN-ELSE oder CASE. Das wichtigste hier und davon unterschei-
det sich diese Stufe von den anderen, sind die SchleifenkonstrukteWHI-
LE und FOR. Dazu kommen noch Konstruktionen, die auf die eben ge-
nannten Anweisungen aufbauen, das w

are bei WAIT UNTIL der Fall,
8
welches durch eine WHILE Schleife ersetzt wird. Dies hat nat

urlich da-
mit eine ganz andere Bedeutung als man es von der RT-Beschreibung
her kennt.
Die meisten Konstrukte, die hier keine Sinn machen, sind wieder in der
RT-Beschreibung relevant. Der Vollst

andigkeit halber werden sie hier
nur aufgez

ahlt. Im n

achten Abschnitt wird n

aher darauf eingegangen.
Da man wie gesagt, in dieser Stufe noch keine Aussagen

uber Takte,
weder L

ange noch Anzahl, machen kann ist die Festlegung PROCESS
sinnlos. Im Prinzip ist jede Anweisung ja ein eigener Prozess im RT-
Sinne und k

onnte, von Datenabh

angigkeiten abgesehen, parallel ablau-
fen. Damit verbunden sind auch die Anweisungen WAIT ON signal
und WAIT FOR time. Bei WAIT FOR macht man inzwischen kleine
Einschr

ankungen , indem man einfach den resultierenden Takt so aus-
richtet, dass man auf diese Zeit warten kann. Wie man sich schnell klar
macht, sind SIGNALE auch unsinnig.
 Register-Transfer Beschreibung:
Ziemlich genau die Anweisungen, die in der Verhaltensbeschreibung
keinen Sinn machen, werden in der RT-Beschreibung genutzt. Vermut-
lich das wichtigste Konstrukt auf dieser Stufe ist der PROCESS. Da-
mit wird ein Block eingeleitet, dessen Ablaufzeit exakt einen Takt lang
ist. Der Prozess wird gestartet, wenn sich bestimmte Signale

andern.
Dieses ist genau das Verhalten eines Schaltwerks (Abbildung 3). Daher
Takt
Eingang
Schaltnetz
Register
Ausgang
Abbildung 3: Schaltwerk
begr

undet sich auch die Unterscheidung zwischen SIGNALEN und VA-
9
RIABLEN. Die Signale sind die Ausg

ange der Register. Wie zum Bei-
spiel die, die im ENTITY beschrieben sind. Sie

andern sich erst am Ende
des Prozesses oder nach der WAIT Anweisung. Variablen hingegen wer-
den als Zwischenspeicher benutzt und werden sofort mit dem Wert be-
legt, der ihnen zugewiesen wird. Auf der RT-Stufe kann man auch mit
exakten Zeiten arbeiten. Dies ist besonders wichtig, wenn die Schal-
tung nicht alleine sondern in Verbindung mit anderen Komponenten
steht, und sich dadurch an gewisse zeitliche Vorgaben halten muss. In
VHDL wird das durch die Anweisung AFTER oder WAIT FOR time
beschrieben. Die AnweisungWAIT UNTIL hat hier eine andere Bedeu-
tung. Diese wird meistens dazu benutzt die Register zu spezizieren.
Man gibt an auf welche Signale oder Signal

anderungen die Register,
bzw. Flip-Flops, reagieren sollen. Dies ist die einzige M

oglichkeit den
Ablauf mit demTakt zu steuern, denn das Schaltnetz vor den Registern

andert sein Ausgang genau dann, wenn sich der Eingang

andert.
 Logik Beschreibung:
Auf dieser Stufe wird kaum imVHDL beschrieben. Der Unterschied zur
RT-Beschreibung ist hier, dass das Schaltnetz direkt mit den Gattern
angegeben wird.
4 High-Level Synthese
In diesem Kapitel wird diskutiert, wozu nun High-Level Synthese verwendet
wird und was ihre Vor{ und Nachteile sind.
4.1 Vorteile der Verhaltensbeschreibung
Wer schon einmal einen mathematischen Algorithmus auf RT-Ebene be-
schrieben hat, wird wissen, wie m

uhsam das sein kann. Und von diesen Al-
gorithmen gibt es gen

ugend. Beispiele daf

ur sind:
 mathematische Algorithmen:
gausssches Eliminationsverfahren, Integration, Zufallszahlen, ... Das
einfachste und geteste ist der gr

osste gemeinsame Teiler.
 geometrische Algorithmen:
Linien, Kurven, Clipping, ...
 Kryptologie
 Datenkomprimierung
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4.2 Grenzen der Verhaltensbeschreibung
Wenn man genau hinschaut, sieht man der Denition bereits die Grenzen an.
Da man noch keine Aussage

uber das Zeitverhalten der Schaltung machen
kann, gibt es Probleme, wenn man von der theoretischen Basis weg und zu den
praktischen Anwendungen geht. Die Schaltung muss dann meistens, wenn sie
in einem fertigen Chip steckt, mit diverser Peripherie kommunizieren. Die
Daten, die verarbeitet werden sollen, m

ussen aus einem externen Speicher
gelesen und eventuell auch wieder dahin zur

uckgeschrieben werden. Diese
Bauteile verlangen aber ein exaktes Timing. In diesem Fall muss zum Beispiel
die Adresse angelegt werden und nach einer bestimmten Zeit liegt das Datum
vor. Dazu kommen noch Signale wie zum Beispiel request oder acknowledge.
Da es keine direkten Zugri auf Signale in dieser Beschreibung gibt, muss
man sich hier etwas einfallen lassen.
Auch globales Zeitverhalten wie die globalen Taktfrequenzen lassen sich
nicht

uber Direktiven in der VHDL-Verhaltensbeschreibung bestimmen. Es
k

onnte aber durchaus w

unschenswert sein, ein Design zu spezizieren das
mit genau zum Beispiel 20MHz l

auft.
Wie schon angesprochen, k

onnen Schleifen, wenn sie eine feste L

ange ha-
ben, aufgerollt werden. Das heisst, der Schleifenk

orper wird sovielmal kopiert
wie die Schleife lang ist. Auch dies l

asst sich in der VHDL-Beschreibung nicht
genauer spezizieren.
Des weiteren hat man in der VHDL-Beschreibung keine Kontrolle dar

uber
welche Bauteile nun wirklich verwendet werden. Es kann durchaus sein, dass
statt zumBeispiel eines Multiplizierers und eines Addierers eine ALU benutzt
wird, die beide Operationen ausf

uhren kann.
Diese Liste liesse sich sicher fortf

uhren und auf die meisten Probleme
st

osst man erst, wenn man eine spezielle Schaltung beschreibt, die eben genau
eines dieser Probleme beinhaltet.
4.3 L

osungsvorschl

age
Eine L

osung wird in [GR94] beschrieben. Der Zugri wird in Prozeduren ver-
steckt. Das bedeutet man beschreibt eine Komponente, die mit dem Speicher
kommuniziert. Diese Komponente wird benutzt wie jede andere Operation.
Der Vorteil ist, dass diese in RT beschrieben ist. Um bei diesem Beispiel
zu bleiben, es wird also eine Operation RAM_read als Prozedur geschrieben,
welche die Daten aus dem Speicher liest. Da es eine RT-Beschreibung ist
k

onnen auch Zeitspezikationen gemacht werden. Im gleichen Bericht werden
einige Neuerungen in der High-Level Synthese bez

uglich Timing-Problemen
beschrieben. Es wird dabei zugelassen, dass solche Konstrukte wie WAIT
11
FOR time in der Beschreibung vorkommen d

urfen. Das Syntheseprogramm
bearbeitet dieses dann entsprechend.
Auch f

ur die anderen oben genannten Probleme gibt es nat

urlich L

osun-
gen. Zum Teil sind sie sogar schon in Caddy implementiert. Das Synthe-
seprogramm fragt den Benutzer w

ahrend der Synthese nach Details in der
Ausf

uhrung. Zum Beispiel bei den konstanten Schleifen kann man w

ahlen,
ob sie aufgerollt werden sollen oder nicht. Das globale Zeitverhalten l

asst
sich auch w

ahrend der Synthese einstellen. Des weiteren hat man dort eine
Kontrolle

uber die Auswahl der Komponenten.
Somit hat man zwei Teile bei der Erstellung eines Designs zu beach-
ten. Das w

are zuerst die Beschreibung in VHDL selber und zweitens die
Steuerung des Syntheseablaufs mit Hilfe des Synthesewerkzeugs. Nur wenn
beide Teile zusammen optimal ausgenutzt werden, kann man eine optima-
le Schaltung erwarten. Man geht meistens so vor, dass zuerst eine korrekte
VHDL-Beschreibung entworfen wird und wenn die Synthese in den Normal-
einstellungen nicht das gew

unschte Ergebnis liefert, wird die Feinarbeit mit
den Schaltern des Synthesewerkzeugs vorgenommen.
5 Zusammenfassung
Jede Stufe im Designow (Abbildung 4) hat ihre eigenen Vor{ und Nachteile.
Es ist ganz

ahnlich zur Programmierung mit den herk

omlichen imperativen
Programmiersprachen. Dies ist nat

urlich auch beabsichtigt, denn genauso
wie es heute kaum mehr Assembler-Programmierer gibt, so wird heute kaum
mehr eine komplexe Funktion von Hand auf Logik-Ebene entwickelt. So-
mit k

onnen auch Unerfahrene schnell gute Schaltungen entwerfen. F

ur die
Feinarbeit und um wirklich das letzte aus dem Silizium herauszuholen wird
man beim Programmieren, sowie bei Schaltungsentwurf immer Spezialisten
ben

otigen. Wenn nun die Syntheseprogramme immer besser werden und man
sich an die neue Entwurfsmethodik gew

ohnt hat, werden die Zeiten, von der
Idee bis zur fertigen Schaltung, immer k

urzer und damit wird die Schaltung
immer billiger.
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Behavioral
Logik
Register Transfer
Abbildung 4: Designow
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