An approximation technique is introduced that greatly facilitates the estimation of the Epidemic-Type Aftershock Sequence (ETAS) model introduced by Ogata (1988) , which is widely used to describe earthquake catalogs. The proposed approximation greatly simplifies the integral term in the log-likelihood, the computation of which is by far the greatest hurdle in maximum likelihood estimation. The approximation is close provided the observed region contains most of the aftershock activity caused by earthquakes within the observation region. Through simulations and an example involving earthquakes in Hector Mine, CA, the proposed method is shown to produce stable and accurate results, with rapid convergence.
Introduction
Epidemic-Type Aftershock Sequence (ETAS) models were introduced by Ogata (1988) to describe the times and magnitudes of earthquakes. The models were extended to the spatial-temporal case in Ogata (1998) and have since been widely used to describe earthquake catalogs (see e.g. Helmstetter and Sornette 2003 , Ogata et al. 2003 , Sornette 2005 , Vere-Jones and Zhuang 2008 , Console et al. 2010 , Chu et al. 2011 , Wang et al. 2011 , Werner et al. 2011 , Zhuang 2011 , Tiampo and Shcherbakov 2012 .
However, estimation (or inversion, in geophysical parlance) of the parameters in the ETAS model is not trivial. This article describes how point process models such as ETAS are typically estimated using standard statistical methodology, and then suggests an approximation that greatly facilitates this estimation. By far the hardest part of maximum likelihood estimation is the computation of the integral term in the log-likelihood function, and the approximation proposed here simplifies this integral term enormously. As long as the observed region contains most of the aftershock activity caused by earthquakes within the observation region, the approximation is close. The effectiveness of this approximation method is demonstrated using simulations and an application to earthquakes in Hector Mine, CA.
Maximum Likelihood Estimation of ETAS models
Spatial-temporal point processes are typically estimated by maximizing the log-likelihood.
The maximum likelihood estimator (MLE) of a point process is, under quite general conditions, asymptotically unbiased (its expected value converges to the true parameter value), consistent (it converges in probability to the true value of the parameter), asymptotically normal, and asymptotically efficient (it has minimal variance among asymptotically unbiased estimates). For proofs of these desirable properties, see Ogata (1978) .
Suppose one obtains a catalog {(t i , x i , y i , M i ); i = 1, 2, ..., n} of the estimated origin (or centroidal) times, longitudes, latitudes, and magnitudes, respectively, of earthquakes occurring in some spatial-temporal region S = U × [0, T ], where the lower magnitude cutoff for the catalog is M 0 . Such a catalog is typically modeled as a simple point process with conditional intensity λ.
Then the log-likelihood is
According to the ETAS models of Ogata (1998) , the conditional intensity λ may be written
where the triggering function, g, is given by
and where ρ(x, y) is a spatial density on U .
To express the spatial and temporal components of g as densities, one may instead equivalently write g as:
correspondingly.
Note that, after some calculus, one may show that with g thus expressed as the product of densities, for each earthquake (t j , x j , y j , M j ),
Finding the parameter vector θ = {µ, K, c, p, a, d, q} that maximizes the log-likelihood can be achieved using any of the various standard optimization routines, such as the quasi-Newton methods implemented in the function optim() in R.
The spatial background rate ρ(x, y) can be estimated in various ways, such as via kernel smoothing seismicity from prior to the observation window or kernel smoothing the largest events in the catalog (see e.g. Ogata 1998 or Schoenberg 2003 . The focus here is not on the estimation of ρ but on the estimation of the other parameters in the ETAS model.
log{λ(t i , x i , y i )} is easy to program and for small or medium-sized datasets can be computed very rapidly. The integral term in (1), however, is extremely difficult to compute for point processes in general (Harte 2012 ) and for ETAS in particular (Ogata 1998) . One option is to approximate the integral numerically, but numerical approximation of a spiky function in 3 dimensions can be very computationally taxing, and this integral must be estimated repeatedly, for each value of the parameter vector θ attempted in the optimization routine. In addition, approximation methods for the integral term can work poorly with optimization routines: if the approximation is poor for certain values of θ far from the truth, the poor integral approximation may lead the optimization routine to select a local maximum far from the true value of θ. Ogata (1998) recommends dividing the space into some number K of quadrants around each earthquake and integrating over each quadrant, which may yield a close approximation for large K, but the procedure is very computationally intensive, and it is unclear how the user should choose K. Note that while the integral in (1) requires O(N ) computations, where N is the number of observed events, the
computations, and thus for extremely large datasets the sum may actually be more computationally taxing to compute.
Proposed approximation
Note that, after normalizing the triggering density as in (4) or (5), interchanging the integral and summation,
The approximation (7) can be computed extremely rapidly and easily, and would be exact if the entire aftershock region for each earthquake were entirely contained within the observation region. Indeed, the approximation is close provided the observation window contains most of the aftershock activity the observed earthquakes.
The approximation (7) has one other very attractive property. For any j and any values of the parameters in the ETAS model, Ke
As a result, if for some parameter values the approximation (7) is
, and as a consequence, the optimization routine maximizing the loglikelihood (1) will tend to avoid such parameter values.
The ease and rapidity of the computation of (7) allows one to use an iterative procedure to obtain reasonable starting values for the optimization of the log-likelihood.
For instance, given an observation region U and time span [0, T ], one may choose a 
Simulations
The accuracy and speed of the proposed approximate maximum likelihood estimator may be assessed using simulations. Figure 1 shows the generally slow decline in the root mean squared error (RMSE) of the parameter estimates, for 100 simulations of an ETAS model with spatial background rate µ = 1, and all other parameters equivalent to those in the 2nd row of Table 3 of Ogata (1998) , based on the fit of this model to real seismicity off the East Coast of Tohoku District. Specifically, 0.388, 0.0304, 1.122, 1.456, 0.0501, 1.721) . Since the focus here is on the estimation of the parameters in g rather than the spatial background rate ρ(x, y), for simplicity in what follows, we will assume ρ is constant. (Note that K in equation (4) here is equivalent to the constant K listed in Ogata (1998) multiplied
For each simulation, estimates are made after 50 days, 100 days, 150 days, etc., using the approximation (7), and in each case the starting values in the optimization procedure are the final estimates for the previous time period. For the initial 50 day estimates, the starting values are 2 times the true parameter values. The estimates of µ are more volatile and are not shown in Figure 1 for ease of visualization. The estimates of p and q appear to be especially slow to converge. A variety of other true parameters were selected, as well as modeled triggering function (5) instead of (4), and in most cases the results were similar to those in Figure 1 , provided the parameters p and q were not so extreme that most of the aftershock activity was outside the observation spatial-temporal region.
Note that the spatial background rate in the model simulated and fitted here is assumed homogeneous. In typical applications, it is rare that the most seismically active zones are near the boundaries of the observation window. In such cases, less induced seismicity would occur outside the observation window, and hence the approximation in (7) would be considerably more accurate. Ogata (1998) , the mean time to compute a single log-likelihood using the approximation (7) was only 0.01832 seconds.
Note that, for purpose of comparison, a "standard" method of estimating the integral term in the log-likelihood for space-time ETAS models seems to be elusive, though most computer packages have standard methods of approximating the numerical integration of an arbitrary function of time and space. An example of such as a function is adaptIntegrate() in the package cubature in R. The speed of its implementation depends on the user's choice of tolerance value which indicates when the routine should end. Using a tolerance value of 1, the time to approximate merely the integral term in the log-likelihood for a typical 200-300 event simulation was 18.05 minutes, or about 5.9 million times as long as the computation time for the entire log-likelihood using (7).
While the approximate maximum likelihood estimates proposed here may be biased due to leakage in the sense of earthquakes occurring outside the observed space-time window, in practice there may also be bias due to magnitude leakage as well, i.e.
earthquakes missing because they are outside the observed magnitude range. To investigate this, 100 ETAS processes with triggering function parameters as in Figure   1 were simulated on the square [0, 10] × [0, 10] for magnitudes down to 1.0, and maximum likelihood estimates using (7) were obtained on the subsets of these catalogs containing only those events with magnitude ≥ 3.0. For these same simulations, subcatalogs were generated consisting only of the events above magnitude 3.0 whose entire ancestry in the branching structure consists of events of magnitude ≥ 3.0, i.e. the events one would observe if one only observed events above magnitude 3.0, their aftershocks above magnitude 3.0, and so on. The root mean square errors for the former, more complete dataset, were (0.189, 0.0218, 1.47, 0.281, 0.0974, 6 .39) for the parameters K, c, p, a, d, and q, respectively, and for the latter, less complete subcatalog, the corresponding root mean square errors were (0.170, 0.0782, 2.84, 0.328, 0.0343, 5.65 ).
These results are qualitatively similar to those in Schoenberg et al. (2010) , in that the bias due to missing small earthquakes is quite substantial.
Application to Hector Mine Earthquakes
Consider the catalog of California earthquakes around and after the 1999 Hector Mine earthquake, previously analyzed in Ogata et al. (2003) . Using the approximation (7) and the ETAS model with triggering function (4), the convergence of the approximate MLEs is evident after approximately 200 days. Figure   4 shows the convergence of these parameter estimates. In this case, the background rate parameter µ appear to be the slowest to converge. The final parameter estimates using (7) In order to assess how well the estimates made using data from the early part of the sequence perform subsequently, the conditional L-test and N -test were performed (see e.g. Schorlemmer et al. 2007 or Zechar et al. 2010 . The L-test and N -test compare the likelihood or total number of observed events, respectively, with their corresponding distributions under the assumption of the null model being tested. Using data in the first half of the observation window and approximation (7), the maximum likelihood estimates of the parameters in the ETAS model were {μ,K,ĉ,p,â,d,q} = {0.0460, 0.462, 0.0653, 1.40, 1.13, 0.000111, 1.68}. For the L-test, conditional on the events in the first half of the observation window, the information gain for the 2nd half of the dataset was then computed using these parameter estimates, and this was compared to the information gain of 100 simulated ETAS processes with these parameters, with each simulation initiated by the data in the first half of the observation window.
The corresponding p-value was 0.46, revealing no significant disagreement between the second half of the dataset and the model as estimated by the first half of the dataset.
The N -test, which compares the number of observed events with the corresponding number observed in simulations, resulted in a p-value of 0.04, revealing barely significant lack of fit, as the second half of the observed Hector Mine dataset contained fewer events than one would expect from the ETAS model. Another simple statistic that may be useful for such comparisons is the sum τ =
over all N points in the test portion of the dataset (Stoyan and Grabarnik, 1991) .
by the martingale formula, one may assess whether τ is close to the volume of the testing spatial-temporal observation region as a measure of fit (Stoyan and Grabarnik, 1991) . The statistic τ has the advantage of being very easy to compute. In the present example, using the first half of the Hector Mine observation window for fitting and the second half for testing, one obtains a value τ = 391 and |S| = 424. The corresponding p-value based on 100 simulations is 0.36, indicating the lack of fit is not statistically significant.
Summary
The proposed approximate maximum likelihood method for estimating ETAS parameters works well in most circumstances, since typically the observation region is wide enough and the clustering is dense enough that the observed region contains most of the aftershock activity for earthquakes within the observation region. Note that this approximation method relies very heavily on the fact that the spatial and temporal components of the triggering function are written as densities in (4) and (5). Incidentally, another advantage of writing these components as densities is that it facilitates replacing one of these components with an alternative density, without drastically changing the other parameters in the model.
In addition to speeding up computation time, the proposed approximation method also offers a huge reduction in programming time and ease. The computation of the simple sum in (7) is vastly easier than the quadrant method of Ogata (1998) or numerical integration schemes, and another potential advantage of the estimates using the approximation proposed here may offer improved stability due to the reduction in programming errors.
Data and Resources
Estimated origin times, centroid locations and moment magnitudes recorded the Southern California Seismic Network (SCSN) were obtained from the Southern California Earthquake Data Center searchable earthquake catalog website, http://www.data.scec.org/eq-catalogs (last accessed on March 27, 2012).
Computations were made using optim() in the stats package of R, and adaptIntegrate() in the package cubature in R. Mean estimation time, using the approximation in (7) and ETAS with triggering model (4) with parameters (µ, K, c, p, a, d, q) = (1, 0.388, 0.0304, 1.122, 1.456, 0.0501, 1.721) from Ogata (1998) , over 100 simulations over a 10 × 10 spatial region with time T , as a function of T . Figure 4 : Convergence of ETAS parameter estimates, for Hector Mine data, using approximation (7) and triggering model (4). To ease visualization, 10 3d is shown instead ofd because the estimate of d is so small.
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