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In this work, we consider random elliptic interface problems, namely, the media in
elliptic equations have both randomness and interfaces. A Galerkin method using bi-
orthogonal polynomials is used to convert the random problem into an uncoupled system
of deterministic interface problems. A principle on how to choose the orders of the
approximated polynomial spaces is given based on the sensitivity analysis in random
spaces,withwhich the total degree of freedomcanbe significantly reduced. Then immersed
finite element methods are introduced to solve the resulting system. Convergence results
are given both theoretically and numerically.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Inmany applications, a simulation domain is often formed by severalmaterials separated by curves or surfaces from each
other, and this often leads to the so-called interface problem consisting of the usual boundary value problem of the diffusion
equation, the usual boundary condition, and jump conditions across the material interface required by pertinent physics.
An efficient solver for this type of interface problem is critical in many applications of engineering and sciences, including
flow problems [1,2], electromagnetic problems [3–5], shape/topology optimization problems [6–8] etc. The immersed finite
element (IFE) method [9,10] for solving this popular interface problem is a good choice. This method possesses both the
advantages of the finite volume element method and those of the IFE method. In particular, in this method, we can use a
Cartesian mesh to solve a boundary value problem with a discontinuous coefficient, whose interface consists of nontrivial
piecewise smooth curves.
On the other hand, in many cases, the information available for a given problem is far from complete and is in general
very limited. This leads to the use of stochastic partial differential equations (SPDEs), whose coefficients depend onmaterial
properties that are known to some accuracy. The samemay occur with its boundary conditions and even with the geometry
of its domain; see, e.g., [11,12]. Therefore, there has been growing interest in designing efficient methods for the solution
of SPDEs. The methods for solving such problems include Monte Carlo and sampling based methods [13,14], perturbation
methods [15,16], generalized polynomial chaos (gPC) methods [17–20] etc.
In real applications, one may encounter both of the two difficulties mentioned above, e.g., an interface problem together
with randomness. However, as far as we know, very few people have considered such problems, which are important
in application; in this area, Tartakovsky and Xiu have carried out some work on the effective properties of random
composites [21]. In this work, we focus on numerical methods for a simple random elliptic interface problem. In the
beginning, KL expansion [22] is used to arrive at a finite dimension of random spaces. Then, we use a Galerkin framework
to convert the random problem into a deterministic system. In particular, the bi-orthogonal polynomials introduced in
[23,24] are used, by which we can decouple the equation in the random space, and obtain a sequence of uncoupled interface
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Fig. 2.1. A sketch of the domain for the interface problem.
problems. Sensitivity analysis in random spaces suggests that the main error comes from the first-order derivative with
respect to the lowmodes in probability space. This motivates us to use more bases for small lowmodes in probability space
and use fewer bases for high modes, and by doing so, we can reduce the total degree of freedom of the resulting system
significantly. At last, immersed finite element methods are introduced to solve the resulting system. Numerical examples
are given to illustrate the efficiency of the proposed methods.
The remainder of the paper is organized as follows. In Section 2, we set up the problem. In Section 3, we describe details
of the proposed numerical methods. A numerical example is given in Section 4 to support the theoretical results. We finally
give some conclusive remarks in Section 5.
2. Problem definition
Let (Ω,A,P ) be a complete probability space, whose event space isΩ and is equippedwith σ -algebraA and P : A→ D
is a probability measure. Consider the following random elliptic interface equation: find a random function, u : D×Ω → R
such that P-almost everywhere inΩ , or in other words, almost surely, the following equation holds:
−∇ · (β(x, ω)∇u) = f , x = (x1, x2) ∈ D, (2.1)
u|∂D = g, (2.2)
[u] |Γ = 0,
[
β
∂u
∂n
]
Γ
= 0. (2.3)
The solution domainD is separated by the interfaceΓ into two sub-domains, see a sketch in Fig. 2.1. The coefficientβ(x, y, ω)
is a piecewise random function such that
β(x, ω) =

β−(x, ω) x ∈ D−,
β+(x, ω) x ∈ D+. (2.4)
Furthermore, β−, β+, f : D × Ω → R are stochastic functions with continuous and bounded covariance functions. If
we denote by B(D) the Borel σ -algebra generated by the open subsets of D, then β, f are assumed measurable with the
σ -algebra (A⊗B(D)). In what follows we shall assume that β is bounded and uniformly coercive, i.e.,
∃βmin, βmax ∈ (0,∞)⇒ P{ω ∈ Ω : β(x, ω) ∈ [βmin, βmax], ∀x ∈ D} = 1. (2.5)
Additionally, f (ω, ·) is square integrable with respect to P , i.e., D E[f 2]dD <∞, where E stands for the expectation.
Without lost of generality,wewill first consider the problemswith a fixed interface, and the issuewith a random interface
will be discussed in Section 3.4. Although in Eq. (2.3) we set homogeneous jump conditions, the results in the following can
be extended to the cases in which the jump conditions are non-homogeneous.
2.1. Modified Sobolev spaces and the weak formulation
In this section, we introduce the modified Sobolev spaces for those functions satisfying homogeneous jump conditions
at the interface:
H1Γ (D) = {v ∈ L2(D)|v ∈ H1(D+) ∩ H1(D−), [v]|Γ = [βv]|Γ = 0} (2.6)
with the norm defined by
‖v‖1,Γ = (‖v‖2H1(D+) + ‖v‖2H1(D−))1/2. (2.7)
The related space H10,Γ (D) formed by those functions of H
1
Γ (D)with zero boundary values can be defined as usual.
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Next, we introduce the following Hilbert spaces:
• V P = L2P(Ω)⊗ H10,Γ (D), equipped with the norm ‖v‖2P =

D+ E|∇v|2dD+ +

D− E|∇v|2dD−,
• V PΓ ,β ≡ {v ∈ V P |

D E(β|∇v|2)dD}, equipped with the norm ‖v‖P,β =

D− E(β
−|∇v|2)dD− + D+ E(β+|∇v|2)dD+.
Problems (2.1)–(2.3) with homogeneous boundary conditions can be written in a weak form as follows: find u ∈ V Pα,β , such
that, ∫
D−
E(β−∇v∇u)dD− +
∫
D+
E(β+∇v∇u)dD+ =
∫
D
E(f v)dD, ∀v ∈ V PΓ ,β . (2.8)
A straightforward application of the Lax–Milgram theorem allows one to state the well posedness of problem (2.8).
2.2. Finite dimensional noise assumption
In many problems the source of randomness can be approximated using just a small number of uncorrelated, sometimes
independent, random variables, for example, the case of a truncated Karhunen–Lòeve expansion [22]. This motivates us to
make the following assumption.
Assumption 2.1. The randommedia has a form:
β±(x, ω) = β±(x, y1(ω), . . . , yN(ω)) onΩ × D, (2.9)
where {yi}Ni=1 are real valued random variables with mean value zero and unit variance.
Example (Karhunen–Loève Expansion).We Denote the mean and the covariance of β(x, ω) as
β0(x) =
∫
β(x, ω)dP(ω)
and
Covβ(x, x′) =
∫
Ω
(β(x, ω)− β0)(β(x′, ω)− β0)dP(ω)
respectively, the Karhunen–Loève (KL) expansion is a spectral representation of random processes. For any random process
β(x, ω)with x as the spatial or time coordinates defined over the domain D, the KL expansion takes the form
β(x, ω) = β0(x)+
∞−
i=1

λiβi(x)yi(ω), (2.10)
where {λi}∞i=1 and {βi}∞i=1 are the eigenvalues and orthogonal eigenfunctions of Covβ(x, x′), i.e.,∫
Ω
Covβ(x, z)βi(z)dz = λiβi(x).
By definition, Covβ(x, x′) is symmetric and positive semidefinite, and there exists a countable sequence of eigenpairs
{λi, βi}∞i=1 satisfying
λ1 ≥ λ2 ≥ · · · ≥ λn ≥ · · · → 0,
and the eigenfunctions {βi(x)} are orthogonal in L2(D), Moreover, {yi(ω)} is a set of uncorrelated random variables with
mean value zero. If the eigenfunctions are normalized, {yi(ω)} all have unit variance.
It is known in [22] that the KL expansion is optimal among all possible representations of random processes in the sense
of the mean-square error. The N-term truncation of KL expansion reads
β˜(x, ω) = β0(x)+
N−
i=1

λiβi(x)yi(ω). (2.11)
Using this truncation formula, the considered problem becomes
−∇ · (β˜(x, y)∇v) = f , x = (x1, x2) ∈ D, (2.12)
v|∂D = g, (2.13)
[v] |Γ = 0,
[
β˜
∂v
∂n
]
Γ
= 0, (2.14)
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where y = (yi, . . . , yN) is a N-variable random vector and
β˜(x, y) =

β˜−(x, y) = β˜−0 (x)+
N−
i=1

λiβ˜
−
i (x)yi, x ∈ D−
β˜+(x, y) = β˜+0 (x)+
N−
i=1

λiβ˜
+
i (x)yi, x ∈ D+.
(2.15)
Remark 2.1. Note in the discussion above, we have assumed that there are similar variables in each part of β˜ , and this is
just for notation simplicity, the case for different variables can be handled in the same way.
In what follows, we will denote with ηi ≡ yi(Ω) the image of yi,Θ = ΠNi=1ηi. We will also use {ρi(y)}Ni=1 and ρ(y) to stand
for the probability density functions of the random variables {yi(ω)}Ni=1 and the cumulative density function respectively,
and for notation simplicity, we will omit the symbol ω.
3. Numerical methods
In this section, we propose a numerical method to solve the problem above. The method includes the approximation
of the random spaces using the bi-orthogonal polynomials and the approximation in physical space by immersed finite
element methods. We will introduce the two parts separately in the following.
3.1. Approximation of random spaces
For y ∈ Θ , we use the double orthogonal polynomial function space [25,26,23] to approximate L2(Θ, ρ), which decouples
the equation in the y-space, yielding a sequence of uncoupled equations. We now construct the double orthogonal basis. For
any r ∈ N, the space of single-variable polynomials of degree at most r is denoted as Pr . For r = (r1, r2, . . . , rM) ∈ NM , we
construct the multi-variable polynomial space
Pr = Pr1 ⊗ Pr2 ⊗ · · · ⊗ PrM ∈ L2(Θ, ρ).
For the space Pri , i = 1, 2, . . . ,M , we use the double orthogonal functions, denoted as {φj,i}rij=0 as basis instead of the other
simple polynomial basis. We require
∫
ηi
ρ(yi)φj,iφk,idyi = δjk, j, k = 1, 2, . . . , ri∫
ηi
yiρ(yi)φj,iφk,idyi = Ck,iδjk, j, k = 1, 2, . . . , ri
(3.1)
where {Ck,i}rik=0 are nonzero constants. Next we construct a basis function of Pr by selecting one polynomial basis function
fromeach Pri , i = 1, 2, . . . ,M , and thenmultiplying these selectedM basis functions together. So given r = (r1, r2, . . . , rM),
we have totally Ny = ΠMi=1(ri + 1) basis for Pr.
Let i = (i1, i2, . . . , iM), if 0 ≤ il ≤ rl, ∀1 ≤ i ≤ M; we say that i ≤ r. It is clear that there are total Ny multi-index i, which
is less than or equal to r. Each i corresponds to one basis function for Pr. Then the basis functions for Pr as the set
{Φi(y)|Φi(y) = ΠMk=1φik,k(yk), ik ∈ {0, 1, . . . , rk}}i≤r.
In Section (8.7.2) in [27], itwas shown that finding the above basis for {Prjı}Ni=1 result in eigenproblems, and the computational
work for the eigenproblems is negligible comparing to the cost required to solve the coupled equations if ri is not large.
The basis functions defined by (3.1) satisfy the following equations:∫
Θ
ykρ(y)Φi(y)Φj(y)dy = Cik,kδij (3.2)
where yk ∈ {yk}Mk=1. To see why (3.2) holds, note
Φi(y) = φi1(y1) · · ·φiM (y1), Φj(y) = φj1(y1) · · ·φjM (y1).
Then ∫
Γ
ykρk(y)Φi(y)Φj(y)dy =
∫
ykφik(yk)φjk(yk)dyk
 M∏
l=1, l≠k
∫
ρlφil(yl)φjl(yl)dyl

= Cik,kδij.
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3.1.1. Decoupling procedure
By the discussion above, we can construct an approximated solution
vP(x, y) =
−
i≤r
vi(x)Φi(y).
Substituting vP into Eqs. (2.12)–(2.14) and making a Galerkin projection yields (∀i ≤ r)
−∇ · (β˜i(x)∇vi) = fi, x ∈ D, (3.3)
vi|Γ = 0, (3.4)
[vi] |Γ = 0,
[
β˜i
∂vi
∂n
]
Γ
= 0, (3.5)
where
β˜i(x) =

β˜−i (x) = β˜−0 (x)+
N−
j=1

λjβ˜
−
j (x)Cij , x ∈ D−,
β˜+i (x) = β˜+0 (x)+
N−
j=1

λjβ˜
+
i (x)Cij , x ∈ D+.
(3.6)
This is a system of Ny standard interface problems.
The statistics of the solution can be found from the approximate solutions ui(x). For example, the mean of v(x, y) can be
approximated by,
E(vP) =
∫
Θ
ρ(y)vP(x, y)dy =
−
i≤r
vi(x)
∫
Θ
ρ(y)Φidy (3.7)
similarly, the second-order moment of the solution can be calculated by∫
Θ
ρ(y)
−
i≤r
viΦi
2
dy =
−
i≤r
(vi)
2
∫
Θ
ρ(y)(Φi)2dy =
−
i≤r
(vi(x))2. (3.8)
3.1.2. Sensitivity analysis: a principle for choosing the space orders {Prj}Nj=1
We know, from the above discussion, that given index vector r = (r1, r2, . . . , rM), we have total Ny = ΠMi=1(ri + 1) basis
for Pr. If we use the same order (for example, r) of polynomial spaces in each direction, wewill arrive atNy = rM . This means
Ny will became very large when r becomes large, which is a waste of computation time. To this end, we claim that it will
help little if we enhance rj for large j, more precisely, we will provide the following theorem.
Theorem 3.1. Let us assume homogeneous boundary conditions and the forcing term f (x) is deterministic. Then the derivatives
of the exact solution associated to the random spaces behaves as∂v(·, y)∂yi

L2(D)
∼ O

1
jm

, i = 1, 2, . . . ,N (3.9)
provided that λj have some typically decay [22] as 1j2m , m ≥ 1.
Proof. For any fixed y, we know ∀w ∈ H10,Γ (D),∫
D−
β−(x, y)∇v(x, y)∇w(x)dD− +
∫
D+
β+(x, y)∇v(x, y)∇w(x)dD+ =
∫
D
(f v)dD. (3.10)
Differentiating this identity with respect to the variable yj gives∫
D−
β−(x, y)∇∂yjv(x, y)∇w(x)dD− +
∫
D+
β+(x, y)∇∂yjv(x, y)∇w(x)dD+
= −λj ∫
D−
β−j (x)∇v(x, y)∇w(x)dD− +
∫
D+
β+j (x)∇v(x, y)∇w(x)dD+

.
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Selecting in (3, 7) the functionw(x) = ∂yjv(x, y), and using both ellipticity and continuity of the bilinear form, we obtain
βmin‖∂yjv(·, y)‖2L2(D) ≤
∫
D−
β−(x, y)|∇∂yjv(x, y)|2dD− +
∫
D+
β+(x, y)|∇∂yjv(x, y)|2dD+
= −λj ∫
D−
β−j (x)∇v(x, y)∇∂yjv(x, y)dD− +
∫
D+
β+j (x)∇v(x, y)∂yjv(x, y)dD+

≤ λj‖βj‖L∞(D)‖v‖L2(D)‖∂yjv‖L2(D),
which yields
‖∂yjv(·, y)‖L2(D) ∼

λj.
Then we obtain the smoothness information of v in the random spaces∂v(·, y)∂yi

L2(D)
∼ O

1
jm

, i = 1, 2, . . . ,N.  (3.11)
Remark 3.1. The high-order derivatives of the solution can be obtained using the same methods above, for example, we
can derive that∂2v(·, y)∂yi∂yj

L2(D)
∼ O

1
imjm

, i, j = 1, 2, . . . ,N. (3.12)
We know that the approximation error by orthogonal polynomials usually depends on the derivatives of the exact solution.
Theorem 3.1 and Remark 3.1 suggest that the leading error mainly comes from the first derivative with respect to yi when
i is small. This tells us that we can use relatively large ri when i is small, and use relatively small ri when i is large. By doing
this, the total degree of freedom of the resulting system (3.3)–(3.5) can be significantly reduced.
3.2. Approximation of physical spaces
As to the numerical methods for the resulting system (3.3)–(3.5), as we mentioned in the introduction, many existing
techniques can be used, such as finite differencemethods [28,29], finite elementmethod [30], and collocationmethods [31].
Sincewe aremainly concerned about the approximation properties in random spaces, we just review some basic ideas about
the IFEmethods in the following. For details about thismethod and other numerical techniques please refer to the references
mentioned above. It is proposed in [32] that a general idea of solving interface problems with rough coefficients is to use a
FE space constructed specifically according to the problem to be solved. One way is to align element edges of the partition
along the interface, and consequently the resulting finite element method can produce approximation with an optimal
convergence rate [30]. However, the finite element methods based on boundary conforming partitions are awkward for
those applications such as the optimal shape design problem [33] in which an interface problem has to be solved repeatedly,
each timewith a different interface because all of those quantities involving the partition have to be generated over and over
again. Also, there are many applications [34] that require to solve interface problems efficiently over a structured partition.
For these types of applications, [35] implements the fundamental idea of [32] using linear polynomials with a partition
independent of the interface. This idea has been further developed as the so-called immersed finite element methods. The
main differences between the IFE methods and the standard FE methods for interface problems can be summarized as
follows:
• To achieve the optimal accuracy, the partition used in a standard FE method has to be formed according to the location
of the interface, but the partition of an IFE method can be formed independently of the interface.
• On the other hand, the basis functions in a standard FE method are formed independent of the interface, but some of the
basis functions in an IFE method will incorporate the interface location and the interface jump conditions.
Typically, for system (3.3)–(3.5), the bilinear IFE interpolation spaces can be used to approximate the physic spaces, and we
have the following approximation capability.
Theorem 3.2. Assuming that the exact solution v(x) to the interface problem has the required regularity implied in the estimates
below, then there exists a constant C such that
‖v − vh‖0,D ≤ Ch2‖v‖2,D,∂(v − vh)∂z

0,D
≤ Ch‖v‖2,D, z = x, y
for any u ∈ PH2int(D) and h > 0 small enough.
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The space PH2int(D) is defined as
PH2int(D) =

u ∈ C(T ), u|T s ∈ H2(T s), s = −,+,
[
β
∂u
∂nΓ
]
= 0 on Γ ∩ T

.
For details, see [36].
3.3. Error separation
For every i ≤ r, let vhi be the numerical solution using IFE methods for vi. Then the approximated solution can be
given by
vPh (x, y) =
−
i≤r
vhi Φi(y). (3.13)
The mean-square error between the numerical methods and the exact solution reads
‖u− vPh‖2 =
∫
Θ
∫
D
ρ(y)(u− vPh )2dxdy
≤ ‖u− v‖2 + ‖v − vP‖2 + ‖vP − vPh‖2.
The first term of the total error is introduced by the truncated KL expansion, and its convergence can be guaranteed by the
KL expansion theory [22]. The second term of the error is actually a spectral approximation by the bi-orthogonal basis, and if
the solution is analytic in the random spaces (usually the case for elliptic problems), the errorwill goes to zero exponentially.
As to the last term, Note
‖vP − vPh‖2 =
∫
Θ
∫
D
ρ(y)(vP − vPh (x, y))2dxdy =
−
i≤r
‖vhi − vi‖2, (3.14)
hence, the error is nothing but the approximation error in physical spaces and its convergence is guaranteed by Theorem3.2.
3.4. Discussions of the randomness of the interface
In real applications, it is also important to model the interface Γ as a random curve (a random variable for the one
dimensional case), due to the lack of information for the media. We assume that for the two dimensional case, the
randomness of the interface comes only from a single random variable like the one dimensional case. For example, the
interface is a circle and the randomness comes from its radius, or the interface behaviors as a line and the randomness
comes from its slope. Luckily, for this spatial case, we can use a one-to-one function map to fix the interface.
(I). For the one dimensional case, the randomness comes from a single point α, and the interface is divided into (0, α) and
(α, 1). In this case, we use a map y = y(x) that satisfies yx ≥ c0 > 0, to convert (0, α, 1) into (0, 12 , 1), and Eq. (2.1) will be
changed nothing but introduce another randomness into each part of the media. As to the function maps, those used in the
mapped Jacobi spectral methods can be used here, for example,
y = g(x, λ) = 2
π
arctan

λ tan

π(x− 1)
2

+ 1, λ > 0 (3.15)
where λ is a random variable and is chosen such that g( 12 , λ) = α, namely
λ = 1
tan

π(1−α)
2
 . (3.16)
We also have
dy
dx
= λ
1+ (λ2 − 1) sin2

π(x−1)
2
 . (3.17)
If we assume that α has a uniform distribution in ( 13 ,
1
2 ), then
λ ∈
√
3
3
, 1

, 0 < cmin <
dy
dx
< cmax. (3.18)
(II). For the two dimensional case, for example the interface reads a circle x21+x22 = γ 2 where γ is a random variable and has
a uniform distribution for instance in ( 13 ,
2
3 ), we can change the variables x
′
1 = x1/γ and x′2 = x2/γ to change the interface
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Fig. 4.1. Numerical solutions for mean (Left) and error distribution (Right). The first row is for σ = 8, and the second row is for σ = 80.
into x′2+x′22 = 1. Similar transformation can be found for the casewhere the interface behaves as a line and the randomness
comes from its slope.
Although we can find the corresponding transformations, we failed to have the KL expansion structure in this particular
random direction. As to the numerical methods for these cases, we can used the simple based methods in this particular
dimension, for example, stochastic collocation methods [37], and used the methods introduced above in other random
dimensions. Thismeans thatwe need to solve a lot of systems as system (3.3), whichwill lower the efficiency of the proposed
methods. Finding more efficient numerical methods for such problems will be part of our future work.
Also, for more complicate problems, i.e., moving interface problems combined with uncertainty in CFD, the designing
of numerical methods is much more difficult. The ideas of level set methods together with some stochastic computation
techniques might be a good choice. This will also be part of our future research.
4. An example for illustration
In this section, we present a numerical example to illustrate the features of the numerical methods. We consider the
interface problem defined by (2.1)–(2.3) on the typical rectangular domain D = [−1, 1] × [−1, 1]. The interface curve Γ is
a circle with radius r0 = π/6.28 that separates D into two sub-domains D− and D+ with D− = {(x1, x2)|x21 + x22 ≤ r20 }. The
coefficient function is
β =

β− =

1+ 0.1 ∗
4−
j=1
1
n2
yj

, x ∈ D−,
β+ = σ

1+ 0.1 ∗
4−
j=1
1
n2
yj

, x ∈ D+,
(4.1)
where σ controls the degree of the difference between the two parts of the media. In the computation, we assume that
{yj}4j=1 are independent variables and each has a uniform distribution in [−1, 1]. Note that, we directly assume that β has
the form of KL expansion, so that the spatial error is zero. The boundary condition function and the source term are chosen
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Fig. 4.2. Numerical solutions for Std (Left) and error distribution (Right). The first row is for σ = 8, and the second row is for σ = 80.
such that the following function u is the exact solution.
u =

rα
β−
x ∈ D−,
rα
β+
+

1
β−
− 1
β+

rα0 , Otherwise.
(4.2)
The errors between the numerical solutions unum and the exact solutions uexa are defined as follows, error in mean:
emean = max
x
|E(unum)− E(uexa)|,
error in standard deviation (STD):
estd = max
x
|σunum − σuexa |,
and the mean-square error:
e2 = max
x
(E(unum − uexa)2)1/2.
In Fig. 4.1 we plot the numerical mean solutions for different σ together with the error distribution. In Fig. 4.2 we plot
the numerical std solutions for different σ together with the error distribution. For both cases, the approximate orders of
(4, 3, 2, 2) are used. From thepictures,we can see that the numerical error is small although very lower order of approximate
spaces are used. To check the convergence properties in the random spaces, we plot in Fig. 4.3 the uniform convergence
result, here ‘‘uniform’’ we mean that the same order for each direction is used. We find that the methods converge fast.
In Table 1, we give some convergence results for nonuniform approximation. It is clear in the table that enhancing one
order for lower index i can help much more than that of the large index i, and this gives a good support for the discussion
in Section 3.1.2. Note that, we use the framework of the Galerkin methods, in which usually 3–5 orders of expansion are
enough to obtain better convergence results for smooth solutions. Using together the principle to choose the relatively small
order for large i, quite few uncoupled equations will be need to solve. Therefore, the proposed method is very efficient.
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Fig. 4.3. Uniform convergence for different errors, σ = 2 (Left), σ = 80 (Right).
Table 1
Nonuniform convergence for different directions for σ = 80 (Top), and for σ = 2 (Bottom).
Order emean estd e2
(1, 3, 3, 1) 0.3865 0.3378 1.3979
(1, 3, 3, 2) 0.3845 0.3376 1.3978
(2, 3, 3, 1) 3.4814e−2 5.1600e−2 1.3347e−1
(3, 3, 3, 3) 2.7479e−3 5.9764e−3 2.7634e−2
(3, 3, 3, 4) 2.7474e−3 5.9684e−3 2.7549e−2
(4, 3, 3, 3) 2.3836e−4 6.8189e−4 7.0764e−3
(1, 3, 3, 1) 0.7507 1.5048 1.5614
(1, 3, 3, 2) 0.7507 1.5048 1.5446
(2, 3, 3, 1) 6.7616e−2 2.3010e−1 9.3347e−1
(3, 3, 3, 3) 5.3361e−3 2.6626e−2 4.7634e−1
(3, 3, 3, 4) 5.3354e−3 2.6603e−2 4.7549e−1
(4, 3, 3, 3) 4.6294e−4 3.0380e−3 6.0764e−2
5. Conclusion
A Galerkin method using bi-orthogonal polynomials is proposed for the elliptic interface problems with random data,
the proposed methods decouples the equation in the random space, yielding just a number of uncoupled systems, which
can be solved by many existing numerical method. The numerical example show the efficiency of the proposed methods.
The method proposed here uses a Galerkin framework but resulting a uncoupled system like those in collocation methods
and other simple based methods.
To reduce the number of bases of the approximate polynomial spaces, a principle on how to choose the orders is given
based on sensitivity analysis in Section 3.1.1. Therefore, the method in some sense overcomes ‘‘curse of dimensionality’’.
The numerical example in Section 4 gives a good support to the analysis. The proposed algorithms provide a competitive
alternative for stochastic collocation methods. We remark that sensitivity analysis for stochastic problems is an important
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issue. Other works related to this issue include Xiu et al. [38] on sensitivity analysis for burgers equations with stochastic
initial conditions, and the work in [39], where the authors designed an adaptive collocation methods for the stochastic
elliptic problems based on a rough sensitivity analysis. As we mentioned in Section 3.4, the more complicate case,
i.e., problems with a random interface, which is much more difficult, but important in real application, will be part of our
future work.
We address the issue here andwant to open up the possibility of designing efficient numericalmethods to other interface
problems with uncertainty, such us nonlinear problems [40,41].
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