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STABILIZING GRAPH-DEPENDENT SWITCHED SYSTEMS
NIKITA AGARWAL
Abstract. We give sufficient conditions for stability of a continuous-time
linear switched system consisting of finitely many subsystems. The switch-
ing between subsystems is governed by an underlying graph. The results are
applicable to switched systems having some or all non-Hurwitz subsystems.
We also present a slow-fast switching mechanism on subsystems comprising
simple loops of underlying graph to ensure stability of the switched system.
1. Introduction
We consider a continuous-time switched system which is a piecewise contin-
uous dynamical system consisting of finitely many subsystems. The switching
between subsystems is determined by a switching signal which is a piecewise
constant function. The signal is represented by the admissible switching from
one subsystem to another using the architecture of an underlying directed
graph and the times at which these switchings take place. The system can
switch from one subsystem to another if there is an edge between the cor-
responding vertices on the underlying graph. Such systems have been stud-
ied in [2, 12, 15, 13, 14, 3]. Switched systems have applications in electrical
and power grid systems, where the underlying graph structure varies with
time. The networks whose topology changes randomly have been studied
in [1, 8, 9, 23, 25, 24]. Synchronization in oscillator networks with varying
underlying topology is discussed in [20, 22]. We refer to an editorial by Be-
lykh et al. [5] for a review on switched systems as an evolving dynamical system
and its potential applications.
The stability of a switched system not only depends on the properties of sub-
systems but also on the switching signal. It is known that a switched system
with all stable subsystems can be unstable for a particular switching signal.
On the other hand, there are several conditions in the literature under which a
switched system is stable for arbitrary signals, see Liberzon [18]. Using dwell
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2 NIKITA AGARWAL
time and average dwell time approach, sufficient conditions are present in the
literature to ensure stability of switched system with all stable subsystems,
see [2, 7, 15, 13, 14, 21]. Sufficient stability conditions for planar switched sys-
tems with all Hurwitz subsystems are discussed in [4]. In [11], stability results
are presented for the case when all the subsystem matrices commute pairwise.
Moreover, for switched systems where some unstable subsystems are present
with atleast one stable subsystem, there are sufficient conditions under which
the switched system can be stabilized. Stability of switched systems with both
stable and unstable subsystems are discussed in [29], using average dwell time
approach. For switched positive linear systems having both stable and un-
stable subsystems, stability results are given in [30]. Sufficient conditions in
terms of the network topology and also using the concept of flee time from
an unstable subsystem and dwell time in a stable system are given in [2]. In
their paper, using the concept of standard decomposition, a concept of sim-
ple loop dwell time is introduced to get a slow-fast switching mechanism. Of
course, such systems are not stable under arbitrary signals since for a con-
stant switching signal which keeps the system in the unstable subsystem, the
switched system is unstable.
Further, it is also known that even when all subsystems are unstable, the
switched system can be stable for some switching signal, see [18]. In this
case, finding sufficient conditions for stability of the switched system is chal-
lenging. Most of the results present in the literature use state-dependent
switching [6, 19, 18, 26, 28]. There are only a few results with respect to time-
dependent switching signals which we will now discuss.
In 2018, Ma et al. [17] gave a sufficient condition for stability of a discrete-time
switched system, which can be easily verified for linear systems. Xiang and
Xiao in [27] proposed a sufficient condition for stability of a continuous-time
linear switched system using discretized Lyapunov function approach. Their
condition demands that the time spent by the system in each subsystem is
bounded below and above by fixed quantities.
In this paper, we provide a set of new sufficient conditions for stability of the
switched system, which are given in Theorem 3.2. Our conditions are in terms
of the Jordan decomposition of the subsystem matrices and the underlying
graph. As in [27], our sufficient conditions also gives a lower bound and an
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upper bound on the (dwell) times that the switched system spends in each
subsystem. In certain cases, we will see that there is no lower bound on the
dwell time. Moreover, we provide conditions necessary for the hypothesis of
our Theorem 3.2 to be satisfied (see Remark 3.3 (5) and Proposition 3.8).
Another useful feature of our sufficient conditions, which are in terms of the
spectral norm and Jordan decomposition, is that it is easy to check, in con-
trast to the sufficient conditions given in the existing literature [27], where one
needs to solve a large number of matrix inequalities. For planar systems, in
particular, our conditions reduce to solving certain inequalities presented in
Section 3.2. The Jordan decomposition technique was also used by the author
in [2] and Karabacak in [13] for situations when all subsystems are stable or
atleast one subsystem is stable. The sufficient conditions given in this paper
reduce to conditions given in [2, 13] when all subsystems are stable.
The paper is organized as follows: in Section 2, we give the necessary back-
ground material, discuss results in Section 3, and specifically focus on planar
systems in Section 3.2. We give numerical examples illustrating our results in
Section 4. Finally, in Section 5, we summarize our results and discuss future
directions.
2. Background
In this section, we give preliminaries on directed graphs and describe a
switched linear continuous-time system whose switching is given by a finite or
an infinite path on a fixed underlying graph. For a n× n matrix M = (mij),
‖M‖ will denote its spectral norm, ρ(M) its spectral radius, and sn(M) ≥ 0
the smallest singular value of M which is the square root of the smallest (real)
eigenvalue of M tM . The Frobenius norm of M , denoted by ‖M‖F , is defined as
the trace of M tM , which is equal to
∑n
i=1
∑n
j=1 |mij|2. Clearly ‖M‖F ≥ ‖M‖.
2.1. Graph-dependent switched system. A directed graph (or a digraph)
consists of a set of vertices and directed edges from one vertex to another.
For a graph G with k vertices, we label them as v1, . . . , vk. The set of vertices
{v1, . . . , vk} is denoted by v(G). The edge set, denoted by E(G), is the collection
of all ordered tuples (i, j), where there is an edge from vertex vi to vj, for
i, j ∈ {1, . . . , k}. A path in the graph G is a sequence of vertices and directed
edges such that from each vertex there is an edge to the next vertex in the
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sequence. The number of edges describing a path p is called the length of the
path, denoted by `(p). If the sequence of vertices in the path p is vi1 , . . . , vi`(p) ,
we will denote the path as p = (i1, . . . , i`(p)). A path whose terminal vertices
are the same is called a loop. An acyclic graph is a graph without any loops.
A loop having all distinct vertices is called a simple loop. Every loop can be
uniquely expressed as a union of simple loops, see Section 2.2 for standard
decomposition algorithm.
Let G be a directed graph with k vertices {v1, . . . , vk} and no self-loops (an
edge from a vertex to itself). Let σ : [0,∞) → {1, . . . , k} be a piecewise
constant right-continuous function with discontinuities 0 = t0 < t1 < t2 < . . . ,
such that (σ(ti), σ(ti+1)) ∈ E(G), for all i ≥ 0. Let σi denote the value of σ in
the time interval [ti−1, ti), for i ≥ 1. Thus (σ1, . . . , σm) is a path of length m
in G. We call such a signal σ, a G-admissible signal. Each G-admissible signal
comprises of the following: switching times (tn)n≥1 and a path in G given by
the sequence (σn)n≥1. The collection of all G-admissible signals is denoted by
SG. We now define a sub-class of the collection of switching signals SG, which
we will use in this article. Label the edges of G as e1, . . . , e`, where ` is the
number of edges in G. Define
SG(I1, . . . , I`) = {σ ∈ SG | time τi spent on edge ei satisfies τi ∈ Ii},(1)
where Ii is an open sub-interval of (0,∞), for each i = 1, . . . , `.
Let A1, . . . , Ak be n×n matrices with real entries. We call a matrix stable (or
Hurwitz) if all its eigenvalues have negative real part, and a matrix is called
unstable if it has at least one eigenvalue with positive real part. A matrix
which is not Hurwitz will be called non-Hurwitz throughout the paper.
For σ ∈ SG, consider the switched linear system in Rn given by
(2) x′(t) = Aσ(t)x(t), t ≥ 0.
The system (2) is called a switched system with a G-admissible signal σ ∈ SG.
For each i ≥ 1, the linear system x′(t) = Aσix(t), t ∈ [ti−1, ti), is called a
subsystem of (2). This subsystem is known as stable (respectively, unstable,
non-Hurwitz) if Aσi is a stable (respectively, unstable, non-Hurwitz) matrix.
The matrices A1, . . . , Ak are called subsystem matrices of the switched system.
We will now discuss the stability notions for switched systems.
A graph-dependent switched system (2) with σ ∈ SG is globally exponentially
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stable if there exist positive constants α and β such that for all initial conditions
x(0) ∈ Rn, ‖x(t)‖ ≤ αe−βt‖x(0)‖. In this paper, we will discuss sufficient
conditions which will guarantee global exponential stability of the switched
system. Since we will only discuss global exponential stability, we will just
call it stability for convenience. We will need the following lemmas in this
paper.
Lemma 2.1. If A is a n× n invertible matrix then ‖A−1‖ = 1
sn(A)
.
Proof. Since sn(A) = infx 6=0
‖Ax‖
‖x‖ , we get
1
sn(A)
= sup
x 6=0
‖x‖
‖Ax‖ = supy=Ax 6=0
‖A−1y‖
‖y‖ = ‖A
−1‖.

Lemma 2.2. If A and B are invertible matrices of size n with ‖A‖ ≥ 1,
‖B‖ ≥ 1, and ‖AB‖ < 1, then sn(A) < 1 and sn(B) < 1.
Proof. The result follows from the inequality
1 > ‖AB‖ ≥ max{sn(A)‖B‖, sn(B)‖A‖} ≥ max{sn(A), sn(B)}.

2.2. Standard Decomposition Algorithm. Let G be a directed graph with
vertex set {v1, . . . , vk}. Consider a signal σ ∈ S(G), with associated switching
times (tn)n≥1 and an infinite path (σn)n≥1 in G, with edges en = (vσn , vσn+1),
n ≥ 1. In [2], a standard decomposition algorithm of paths (σ1, . . . , σn), n ≥ 1,
into simple loops and an indecomposable path was introduced which we de-
scribe now.
Step 1: Let p0 = (σ1, σ2, . . . σn) be the path with edges e1, e2, . . . , en−1, and
let i(p0) be the set consisting of subscripts j of all ej that comprise p0. Let
r2 ∈ i(p0) be the minimum index such that σr2 = σj+1 for some j < r2 in the
index set i(p0) (that is, the initial vertex of er2 is the terminal vertex of ej).
Let r1 ∈ i(p0) be such that r1 < r2 and σr1+1 = σr2 . If such a pair does not
exist, then the path p0 is indecomposable and the algorithm stops. Otherwise,
we proceed to Step 2. It is easy to see that the subpath p0 = (σr1+1, . . . , σr2)
of p0 with edges er1+1, . . . , er2−1 is a simple loop in G.
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Step 2: Let p1 = (σ1, . . . , σr1+1, σr2+1, . . . , σn) be the path obtained by delet-
ing the edges of p0 from p0. If p1 is indecomposable, the algorithm stops,
otherwise repeat Step 1 by replacing p0 by p1.
Using this algorithm, σ(n) can be decomposed into simple loops and an inde-
composable path. Such a decomposition is called the standard decomposition.
Note that the steps of this decomposition can be used to express any loop in
G into a union of simple loops.
Example 2.3. Let p0 = (1, 2, 3, 2, 3, 1, 2) be a path in G (see Figure 1). It
can be checked that p0 = (σ2, σ3, σ4) = (2, 3, 2), thus p1 = (σ1, σ2, σ5, σ6, σ7) =
(1, 2, 3, 1, 2). Then p1 = (σ1, σ2, σ5, σ6) = (1, 2, 3, 1), thus p2 = (σ1, σ7) = (1, 2)
which is an indecomposable path. Thus p0 is a union of simple loops p
0, p1
and an indecomposable path p2.
V1
V2V3
Figure 1. The graph G.
3. Results
Consider the switched system (2) and let λi be the real part of the eigen-
value of Ai with maximum real part, for each i = 1, . . . , k. We assume the
following hypotheses (H), see Remark 3.1.
(H) The switching signal σ ∈ S(G) has infinitely many discontinuities (tn)n≥0
and tn →∞ as n→∞.
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Remark 3.1. If (H) is not satisfied then there exists T ≥ 0 such that σ(t) = j,
for all t ≥ T , for some j ∈ {1, . . . , k}. Hence the switched system is stable if
and only if the switched system with constant switching signal with value j is
stable. Moreover, (H) implies that the graph G is not acyclic, that is, it has
atleast one loop.
For the remainder of the paper, we will consider stability issue of the switched
system (2) with G, σ, and A1, . . . , Ak satisfying (H). By (H), it is clear that
zeno behavior does not occur in the switched systems under consideration. We
now state and prove our main result giving sufficient conditions for stability
of switched system.
Theorem 3.2. If there exist invertible matrices P1, . . . , Pk such that PiJiP
−1
i
is a Jordan decomposition of Ai, for i = 1, . . . , k, and for each (r, s) ∈ E(G),
there exists η(r,s) > 0 such that
‖P(r,s)eη(r,s)Jr‖ < 1,(3)
where P(r,s) = P
−1
s Pr, then the switched system (2) is stable for every switching
signal σ ∈ SG(I1, . . . , I`), where Ii is some open interval in (0,∞) containing
η(r,s) with ei = (r, s), i = 1, . . . , `.
Remarks 3.3. 1) It should be noted that if ‖P(r,s)‖ ≥ 1, then the left end point
of Ii is strictly positive, where ei = (r, s).
2) Note that the inequalities (3) imply invertibility of I−P(r,s)eη(r,s)Jr , for each
(r, s) ∈ E(G).
3) Since G has a closed loop by (H) and Remark 3.1(1), there exist atleast one
(i, j) ∈ E(G) such that ‖P(i,j)‖ ≥ 1: If (i1, . . . , ip, i1) is a loop in G, then since
I = (P−1i1 Pip)(P
−1
ip
Pip−1) . . . (P
−1
i3
Pi2)(P
−1
i2
Pi1)
= P(ip,i1)P(ip−1,ip) . . . P(i2,i3)P(i1,i2),
we get 1 ≤ ‖P(ip,i1)‖‖P(ip−1,ip)‖ . . . ‖P(i2,i3)‖‖P(i1,i2)‖.
Let P1, . . . , Pn satisfy the hypothesis in the statement of Theorem 3.2, and let
E1(G) = {(i, j) ∈ E(G) | ‖P−1j Pi‖ ≥ 1} 6= ∅, and
E2(G) = E(G) \ E1(G).(4)
4) For all ei = (r, s) ∈ E2(G), since ‖P−1s Pr‖ < 1, there exists η(r,s) > 0 such
that ‖P−1s PreJrη(r,s)‖ < 1. Hence the hypothesis of Theorem 3.2 is satisfied.
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In particular, when Ar is diagonalizable over C, we have ‖P(r,s)eη(r,s)Jr‖ ≤
‖P(r,s)‖eη(r,s)λr < 1 provided
0 < η(r,s) < −
ln ‖P(r,s)‖
λr
,
when λr > 0. In this case, we can take Ii =
(
0,− ln ‖P(r,s)‖
λr
)
. For ei =
(r, s) ∈ E2(G), if λr ≤ 0, we can take Ii = (0,∞).
Thus for a given set of matrices P1, . . . , Pk, it is enough to check hypothesis of
Theorem 3.2 for (r, s) ∈ E1(G).
5) Let P1, . . . , Pn satisfy the hypothesis in the statement of Theorem 3.2, then
by Lemma 2.2, for (r, s) ∈ E1(G), sn(eJr) < 1 since ‖P(r,s)‖ ≥ 1. More-
over, if Ar is diagonalizable over C, sn(eJr) < 1 holds if and only if Ar has
an eigenvalue with negative real part. Note that this is not true for non-
diagonalizable case: the smallest singular value s2(e
J) of the non-diagonalizable
matrix A = J =
(
a 1
0 a
)
is less than one for all values of a < 0.48. Hence, for
the hypothesis in the statement of Theorem 3.2 to be satisfied, for (r, s) ∈ E1(G)
with Ar diagonalizable over C, Ar must have an eigenvalue to the left of the
imaginary axis.
6) If Ar was stable matrix, that is, λr < 0, then for each 0 > λ
∗
r > λr, there
exists β > 0 such that ‖P(r,s)etJr‖ ≤ β‖P(r,s)‖etλ∗r will be less than 1 for all
t > 0 satisfying
t > − ln
(
β‖P(r,s)‖
)
λ∗r
,
for any choice of Pr, Ps. See Agarwal [2], Karabacak [13] and references therein
for related bounds on dwell time in case of all stable subsystems. Further we
refer to [2] for stability of switched system having atleast one stable subsystem
and when the subgraph of G corresponding to unstable subsystems is acyclic.
Proof. (Proof of Theorem 3.2) If for each (r, s) ∈ E(G), there exists η(r,s) > 0
such that
‖P(r,s)eη(r,s)Jr‖ < 1,
then for all i = 1, . . . , `, there exist a bounded interval Ii ⊆ (0,∞) containing
η(r,s) such that
‖P(r,s)eηJr‖ < 1,
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for all η ∈ Ii, where ei = (r, s). We show that the switched system (2) is stable
for all σ ∈ SG(I1, . . . , I`).
For t ∈ [tn−1, tn), the solution of the switched system (2) with initial condition
x(0) is given by x(t) = eAσn (t−tn−1)eAσn−1 (tn−1−tn−2) . . . eAσ1 t1x(0). Using Jordan
decomposition Ai = PiJiP
−1
i , we get
‖x(t)‖ = ‖eAσn (t−tn−1)eAσn−1 (tn−1−tn−2) . . . eAσ1 t1x(0)‖
≤ ‖PσneJσn (t−tn−1)‖‖P−1σ1 ‖
(
n−1∏
j=1
‖P(σj ,σj+1)eJσj (tj−tj−1)‖
)
‖x(0)‖
≤ Caσn‖x(0)‖,(5)
where the constant C > 0 is given by
C = sup{‖PsetJs‖‖P−1r ‖ | (t, r, s) ∈ Λ},
with Λ is the collection of all triples (t, r, s) with r, s ∈ {1, . . . , k} such that
there is a path (of any length) from vr to vs and t ∈ Ii, for edges ei originating
at the vertex vs, i = 1, . . . , `. The constant C is independent of σ and n, for
all n, and
aσn =
n−1∏
j=1
‖P(σj ,σj+1)eJσj (tj−tj−1)‖.
Each term in the product is less than K < 1, where
K = sup{‖P(r,s)etJr‖ | t ∈ Ii, ei = (r, s) ∈ E(G), i = 1, . . . , `}.
Hence aσn → 0 as n → ∞ (at an exponential rate). Thus the switched sys-
tem (2) is stable for every switching signal σ ∈ SG(I1, . . . , I`). 
Proposition 3.4. If Pi, Qi, Ji, Ki, i = 1, . . . , k are matrices such that Ai =
PiJiP
−1
i and Ai = QiKiQ
−1
i are Jordan decompositions of Ai with Pi and Qi
having all columns with unit norm, then the following are equivalent:
1) For each (r, s) ∈ E(G), there exists η(r,s) > 0 such that
‖P(r,s)eη(r,s)Jr‖ < 1,
where P(r,s) = P
−1
s Pr.
2) For each (r, s) ∈ E(G), there exists ζ(r,s) > 0 such that
‖Q(r,s)eζ(r,s)Kr‖ < 1,
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where Q(r,s) = Q
−1
s Qr.
Proof. For each i = 1, . . . , k, since Ji = RiKiR
t
i, for some rotation matrix R,
PiJiP
−1
i = PiRiKiR
−1
i P
−1
i = QiKiQ
−1
i .
Hence Qi = PiRiUi for some unitary matrix Ui. Thus for (r, s) ∈ E(G),
‖P(r,s)eη(r,s)Jr‖ = ‖U−1s R−1s Q(r,s)RrUreη(r,s)Jr‖ = ‖Q(r,s)eη(r,s)Jr‖.
Take ζ(r,s) = η(r,s). 
Remark 3.5. In view of Proposition 3.4, if the eigenvector matrices P1, . . . , Pk
satisfying the hypothesis of Theorem 3.2 have unit norm columns, then the hy-
pothesis of the theorem are satisfied for any choice of eigenvector matrices with
unit norm columns. In Example 3.6, we will see that the hypothesis of Theo-
rem 3.2 may not be satisfied by eigenvector matrices with unit norm, but may
be satisfied with appropriate scaling of eigenvectors.
If the columns of the invertible matrices P1, . . . , Pk have unit norm, then
by Proposition 3.4, we can fix a choice of these matrices and correspond-
ing J1, . . . , Jk such that Ai = PiJiP
−1
i is a Jordan decomposition of Ai, i =
1, . . . , k, and then the hypothesis of Theorem 3.2 is equivalent to finding in-
vertible diagonal matrices D1, . . . , Dk such that
‖D−1s P(r,s)DreJrη(r,s)‖ < 1,(6)
for some η(r,s) > 0, (r, s) ∈ E(G).
Example 3.6. In this example, the hypothesis of Theorem 3.2 is not satisfied
if we take Pi having unit norm columns, whereas inequalities (6) are satisfied
for some choice of D1, . . . , Dk.
Consider a switched system on a unidirectional ring with two vertices as the
underlying graph and with planar subsystems with A1 = diag(−1, 1) and A1 =
diag(1,−2). Both A1 and A2 are unstable. If we insist on columns of Pi having
unit norm, then P1 = P2 = I with J1 = A1 and J2 = A2 (we can make this
choice in view of Proposition 3.4). Clearly with these choices of P1 and P2,
the hypothesis in Theorem 3.2 is not satisfied. But if we take
D1 = diag(e
2, e−3), D2 = I,
STABILIZING GRAPH-DEPENDENT SWITCHED SYSTEMS 11
inequalities (6) are satisfied, for all η(1,2) ∈ (2, 3) and η(2,1) ∈ (1.5, 2).
This example is special because if T1 is the time spent in subsystem A1 and
T2 is the time spent in subsystem A2, then the switched system is stable if
T2 < T1 < 2T2 since then ‖eA2T2eA1T1‖ = ‖eA2T2+A1T1‖ < 1. This example
can be generalized to a unidirectional graph with k vertices and pairwise com-
muting subsystem matrices A1, . . . , Ak. If there exist T1, . . . , Tk > 0 such that
‖eT1A1+···+TkAk‖ < 1, then the switched system is stable for some switching
signal. In particular, if a convex combination of A1, . . . , Ak is Hurwitz, then
the switched system is stabilized. This condition of existence of convex Hur-
witz combination appears in quadratic stability of switched system via state
dependent switching, see Liberzon [18]. Further if each A1, . . . , Ak is a diago-
nal matrix, then the switched system with unidirectional ring as the underlying
graph is stable if and only if a convex combination of A1, . . . , Ak is Hurwitz.
3.1. Few Estimates when E2(G) 6= ∅. We recall subsets of the edge set
E(G) defined in equation (4). Let the hypotheses of Theorem 3.2 be satisfied
for a choice of P1, . . . , Pk and intervals Ii, for each ei = (r, s) ∈ E2(G). Let
s1 . . . , sp be simple loops in G (recall Remark 3.1(1)). For each j = 1, . . . , p,
let ηj(r,s) > 0 be the time that the system spends in each subsystem r before
switching to subsystem s with (r, s) ∈ E(sj). We assume that ηj(r,s) ∈ Ii, for
all ei = (r, s) ∈ E(sj) ∩ E2(G). For each ei = (r, s) ∈ E(sj) ∩ E2(G), let
Kj(r,s) = sup{‖P(r,s)etJr‖ | t ∈ Ii} < 1.
3.1.1. Bound on the total time spent on edges in E2(G) on each simple loop.
For j = 1, . . . , p, let
Mj =
∑
(r,s)∈E(sj)∩E2(G)
ln ‖P(r,s)‖ < 0,(7)
Nj =
∑
(r,s)∈E(sj)∩E1(G)
lnKj(r,s) < 0,(8)
λj = max
(r,s)∈E(sj)∩E2(G)
λr.(9)
Recall proof of Theorem 3.2 and with notation as before, since every finite
path in G can be decomposed into simple loops and a path of length at most
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k − 1 in standard decomposition (described in Section 2.2), we get
ln aσn = b
σ
n +
p∑
j=1
nσj
 ∑
(r,s)∈E(sj)
ln ‖P(r,s)eJrη
j
(r,s)‖

≤ bσn +
p∑
j=1
nσj
[
Mj + λ
jηj +Nj
]
where ηj =
∑
(r,s)∈E(sj)∩E2(G) η
j
(r,s). Since (r, s) ∈ E2(G), ‖P(r,s)‖ < 1, there is
no lower bound on ηj(r,s) > 0 (see also Remark 3.3(4)). Hence there is no lower
bound on ηj > 0. The term bσn corresponds to the indecomposable path in the
standard decomposition.
As n → ∞, for some j = 1, . . . , p, the number nσj of simple loops tends to
∞. Moreover bσn is finite. Hence ln aσn → −∞ when for all j = 1, . . . , p,
Mj + λ
jηj + Nj < 0, which is true if λ
j ≤ 0. If λj > 0, Mj + λjηj + Nj < 0
provided
0 < ηj < −Mj +Nj
λj
.
Thus we have an upper bound on the total time spent on edges (r, s) ∈ E2(G)
that lie on the simple loop sj in the standard decomposition. This gives a fast
slow mechanism on these edges of the loop.
The bound described in this section is only applicable when E(sj)∩E2(G) 6= ∅.
3.1.2. Bound on the maximum time spent on edges in E2(G) on each simple
loop. For j = 1, . . . , p, let
γj =
∑
(r,s)∈E(sj)∩E2(G)
λr.(10)
Recall proof of Theorem 3.2 and with notation as before, since every path in
G can be decomposed into simple loops and a path of length at most k − 1 in
standard decomposition (Section 2.2), we get
ln aσn = b
σ
n +
p∑
j=1
nσj
 ∑
(r,s)∈E(sj)
ln ‖P(r,s)eJrη
j
(r,s)‖

≤ bσn +
p∑
j=1
nσj
[
Mj + γ
jζj +Nj
]
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where ζj > 0 is the maximum time spent on each edge (r, s) ∈ E(sj) ∩ E2(G).
As n → ∞, for some i = j, . . . , p, the number nσj of simple loops tends to
∞. Moreover bσn is finite. Hence ln aσn → −∞ when for all j = 1, . . . , p,
Mj + γ
jζj + Nj < 0, which is true if γ
j ≤ 0. If γj > 0, Mj + γjζj + Nj < 0
provided
0 < ζj < −Mj +Nj
γj
.
Thus we have an upper bound on the time spent on edges (r, s) ∈ E2(G) and
the simple loop sj.
3.2. Planar systems. In this section, we will focus on switched systems in
R2. A matrix A is called Schur stable if ρ(A) < 1. As an aside, Schur
stability of a matrix A is equivalent to the following: for each symmetric
positive definite matrix Q, there exists a unique positive definite matrix P such
that P − AtPA−Q = 0, see [10]. For a matrix A of size two, Schur stability
of A is equivalent to the following two conditions: |trace(A)| < 1 + det(A) and
|det(A)| < 1, we refer to [16]. Moreover, for a real matrix A, ‖A‖ < 1 if and
only if AtA is Schur stable.
Example 3.7. Let G be a unidirectional ring with two vertices. Suppose both
A1 and A2 are non-Hurwitz matrices of size two which are diagonalizable over
C. Every G-admissible switching signal σ switches between these two subsys-
tems. Let Ai = PiJiP
−1
i be the Jordan decomposition of Ai, i = 1, 2. By
Remark 3.3(3), without loss of generality, we can assume that ‖P(1,2)‖ ≥ 1.
Further for the hypothesis ‖P(1,2)eJ1t0‖ < 1 of Theorem 3.2 to be satisfied
for some t0 > 0, using Lemmas 2.1, 2.2 and ‖eJ1t0‖ ≥ 1, we have 1 >
‖P(1,2)eJ1t0‖ ≥ ‖P(1,2)‖‖eJ1t0‖ ≥ s2(P1,2) = 1/‖P(2,1)‖, hence ‖P(2,1)‖ > 1.
Also, ‖P(2,1)eJ2s0‖ ≥ s2(eJ2s0) and ‖P(1,2)eJ1s0‖ ≥ s2(eJ1s0), by Lemma 2.2.
Let us analyze various possibilities for the eigenvalues of A1 and A2. If A1
has complex conjugate pair of eigenvalues λ1 ± iµ1 with λ1 ≥ 0 (since it is
non-Hurwitz), then ‖P(1,2)eJ1s0‖ ≥ σ2(eJ1s0) = eλ1s0 ≥ 1. Similarly for A2.
Hence for the hypothesis of Theorem 3.2 to be satisfied, both A1 and A2 have
a pair of real eigenvalues, one non-negative (since they are non-Hurwitz) and
other negative (using Remark 3.3(5)).
Let J1 = diag(−α1, α2) and J2 = diag(−β1, β2), with α1, β1 > 0, α2, β2 ≥ 0.
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The conditions in Theorem 3.2 are:
‖P−11 P2eJ2s0‖ < 1, and ‖P−12 P1eJ1t0‖ < 1,(11)
for some t0, s0 > 0. It should be noted that if inequalities (11) are satisfied
then
‖P−11 P2eJ2s0P−12 P1eJ1t0‖ = ‖P−11 eA2seA1t0P1‖ < 1, and
‖P−12 P1eJ1t0P−11 P2eJ2s0‖ = ‖P−12 eA1t0eA2s0P2‖ < 1.
Further observe that P1 = PD1 and P2 = QD2, where P and Q are fixed matri-
ces with all columns having unit norm and D1, D2 are diagonal matrices with
all diagonal entries non-zero. Let Q−1P = (aij). Then P−12 P1 = D
−1
2 Q
−1PD1.
If D1 = diag(p, q) and D2 = diag(r, s), then P
−1
2 P1 =
(
a11p/r a12q/r
a21p/s a22q/s
)
. The
inequalities (11) are satisfied if and only if all of the following conditions hold
true:
T1 < 1 +D1, D1 < 1, T2 < 1 +D2, and D2 < 1,(12)
where
T1 = e
−2α1t0p2
(
a211
r2
+
a221
s2
)
+ e2α2t0q2
(
a212
r2
+
a222
s2
)
,(13)
D1 = e
2(α2−α1)t0
(pq
rs
(a11a22 − a12a21)
)2
,
T2 =
e−2β1s0
1
s2
((a21p)
2 + (a22q)
2) + e2β2s0
1
r2
((a11p)
2 + (a12q)
2)(pq
rs
(a11a22 − a12a21)
)2 ,
D2 =
e2(β2−β1)s0(pq
rs
(a11a22 − a12a21)
)2 .
Thus hypotheses of Theorem 3.2 are equivalent to solving four inequalities T1 <
1 + D1, D1 < 1, T2 < 1 + D2, and D2 < 1 in six variables: positive t0, s0
and non-zero p, q, r, s. Further for planar switched system (2) with underlying
graph G having ` edges, we need to solve 2` inequalities in 2k + ` variables.
Weaker sufficient conditions can be obtained using Frobenius norm. Since the
Frobenius norm ‖.‖F is greater than the spectral norm, inequalities (11) are
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satisfied if
‖P−11 P2eJ2s0‖F = T2 < 1, and ‖P−12 P1eJ1t0‖F = T1 < 1.(14)
Note that this is possible only if
e2α2t0q2
(
a212
r2
+
a222
s2
)
< 1, and
e2β2s0s2
(
(a11p)
2 + (a12q)
2
)
< (pq(a11a22 − a12a21))2 .
If A1 = J1 = diag(α, β) and A2 = J2 = diag(γ, δ) are diagonal matrices,
then P = I, Q = I, P−12 P1 = diag(a, d) for some non-zero a, d. Hence
inequalities (11) are satisfied for some non-zero a, d and t, s > 0 if and only if
max{|a|eαt, |d|eβt, eγs/|a|, eδs/|d|} < 1.
Note that this is satisfied provided either (i) α < 0, β ≥ 0, γ ≥ 0, and δ < 0,
or (ii) α ≥ 0, β < 0, γ < 0, and δ ≥ 0. Let us assume (i) holds true (other
case (ii) can be analyzed similarly).
If α < 0 ≤ β and δ < 0 ≤ γ, it is easy to check that a, d, t, s exist if and only
if βγ < αδ if and only if A1 and A2 have a Hurwitz convex combination.
Since A1 and A2 commute, this existence of a Hurwitz convex combination is
a necessary and sufficient condition for stability, also see Example 3.6.
Observe that D1 < 1 and D2 < 1 implies e
2(β2−β1)s0 < e2(−α2+α1)t0, which is
impossible for any positive t0, s0, if β2 ≥ β1 and α2 ≥ α1 (that is, if trace(A1) ≥
0 and trace(A2) ≥ 0). Thus, we have the following proposition.
Proposition 3.8. For planar systems, if s = (i1, . . . , ip, i1) is a loop in G , then
for the hypothesis of Theorem 3.2 to satisfied, the trace of all the subsystem
matrices Ai1 , . . . , Aip, cannot be non-negative.
Proof. For the hypothesis of Theorem 3.2 to satisfied, ‖P(ij ,ij+1)eη(ij ,ij+1)Jij ‖ <
1, for all j = 1, . . . , p, with η(ij ,ij+1) > 0, ip+1 = i1. Since the switched system
is planar, from the preceding discussion, det(P(ij ,ij+1)e
η(ij ,ij+1)Jij ) < 1, for all
j = 1, . . . , p. Taking a product of all the terms, we get
1 >
p∏
j=1
det(P(ij ,ij+1))det(e
η(ij ,ij+1)Jij ) =
p∏
j=1
e
η(ij ,ij+1)traceJij ,
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since
∏p
j=1 P(ij ,ij+1) = I. Since all η(ij ,ij+1) > 0, the above inequality is not
satisfied when the trace of all the subsystem matrices Ai1 , . . . , Aip , are non-
negative. 
4. Examples
Example 4.1. The following system taken from [27] for highlighting a com-
parison of our results with existing literature. Consider a planar switched
system with the underlying graph G as a unidirectional ring with edge set
E(G) = {(1, 2), (2, 1)}, and subsystem matrices
A1 =
(
−1.9 0.6
0.6 −0.1
)
, A2 =
(
0.1 −0.9
0.1 −1.4
)
.
The system is used by authors of [27] to illustrate Theorem 2 in their paper,
which gives sufficient conditions for stability of a switched system with all
unstable subsystems. The sufficient conditions in [27] involves solving a large
number of matrix inequalities, which is calculation intensive. We show that
this system satisfies the hypothesis of our main Theorem 3.2. Since this system
is planar, our sufficient conditions for stability just reduce to solving the set of
four inequalities given in (12), involving T1, T2, D1, D2, as described earlier.
0 5 10 15 20 25 30
0
20
40
60
80
100
(a)
0 5 10 15 20 25 30
0
20
40
60
80
100
(b)
Figure 2. Shaded region represents the values of (t, x), where
(a) ‖P−12 P1eJ1t‖ < 1, (b) ‖P−11 P2eJ2t‖ < 1.
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Figure 3. Shaded region represents the values of (t, x), where
both ‖P−12 P1eJ1t‖ < 1 and ‖P−11 P2eJ2t‖ < 1.
With the notation used in Example 3.7, we have
P =
(
−0.957092 −0.289784
0.289784 −0.957092
)
, Q =
(
0.530691 0.997589
0.847565 0.069403
)
,
J1 =
(
−2.08167 0
0 0.0816654
)
, J2 =
(
−1.33739 0
0 0.0373864
)
.
Assuming D1 = D2 and setting p/q = x, equations (13) become
T1 = e
−2α1t0 (a211 + a221x2)+ e2α2t0 (a212x2 + a222
)
,(15)
D1 = e
2(α2−α1)t0(a11a22 − a12a21)2,
T2 =
e−2β1s0 (a221x
2 + a222) + e
2β2s0 (a211 + a
2
12x
2)
(a11a22 − a12a21)2 ,
D2 =
e2(β2−β1)s0
(a11a22 − a12a21)2 .
Figures 2 and 3 are plots in (t, x)-plane. For each value of x (on the vertical
axis), Figure 2(a) shows the allowed values of t (in the shaded region) for
which ‖P−12 P1eJ1t‖ < 1, and Figure 2(b) shows the allowed values of t (in the
shaded region) for which ‖P−11 P2eJ2t‖ < 1. Further, for each value of x (on
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the vertical axis), Figure 3 shows the allowed values of t (in the shaded region)
for which ‖P−12 P1eJ1t‖ < 1 and ‖P−11 P2eJ2t‖ < 1. From this, it is clear that
the switched system is stable for all periodic signals σ with tn+1 − tn = τ , for
all n ≥ 0, with any period τ between 2 and 13.
(a)
(b)
1 2 3 4 5 6
s
-0.4
-0.2
0.2
0.4
0.6
0.8
Figure 4. (a) Plot of ‖P(1,2)eJ1s‖ − 1 and (b) Plot of
‖P(2,1)eJ2s‖ − 1.
5 10 15 20 25 30
t
-1
1
2
3
σ(t)
Figure 5. Switching signal σ.
Example 4.2. Consider a planar switched system with underlying graph G
as a unidirectional ring with edge set E(G) = {(1, 2), (2, 1)}, with subsystem
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5 10 15 20 25 30
-2
2
4
Figure 6. Solution trajectories with initial condition (5,−2)
with switching signal σ.
matrices
A1 =
(
−1 0
0 0.2
)
, A2 =
(
1.76363 −1.66363
11.7636 −11.6636
)
.
Let P1 = I, P2 =
(√
2 0.5
10 0.5
)
, J2 =
(
−10 0
0 0.1
)
, J1 =
(
−1 0
0 0.2
)
.
For s ∈ I(2,1) = (0.5, 3) and t ∈ I(1,2) = (1, 4), we get ‖P(2,1)eJ2s‖ < 1 and
‖P(1,2)eJ1t‖ < 1, see Figure 4. Note that the matrices A1 and A2 are non-
commuting and there exists a Hurwitz convex combination of these matrices.
Consider a switching signal σ, shown in Figure 5, with randomly chosen first
twelve switching times within the allowed interval range I(1,2) and I(2,1),
(2.43717, 2.86591, 2.27316, 0.826817, 2.84621, 1.46092,
2.87292, 2.39123, 3.033, 2.66629, 3.98035, 2.90419).
Figure 6 shows the convergence of solution trajectory of the switched system
with this switching signal σ.
Example 4.3. In these examples, hypotheses of Theorem 3.2 are not satisfied
if we take Pi to have unit norm columns. Moreover inequalities (6) are not
satisfied for any choice of diagonal matrices.
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a) Consider a planar switched system with underlying graph G as a unidirec-
tional ring with edge set E(G) = {(1, 2), (2, 1)}, and subsystem matrices
A1 =
(
1 1
3 0.4
)
, A2 =
(
2 1
0.1 −0.6
)
.
Both A1 and A2 are non-commuting unstable matrices with positive trace.
Moreover, no convex combination of these matrices is Hurwitz.
b) Consider a planar switched system with underlying graph G with edge set
E(G) = {(1, 2), (1, 4), (2, 3), (3, 1), (4, 1)}, and subsystem matrices
A1 =
(
1 −1
1 1
)
, A2 = A3 =
(
2 1
0 −3
)
, A4 =
(
4 −1
−1 −3
)
.
All of the subsystem matrices are unstable and the matrices A1 and A4 have
positive trace. Hence, by Proposition 3.8, the switched system does not satisfy
the hypothesis of Thereom 3.2.
(a)
(b)
(c)
0.5 1.0 1.5 2.0 2.5 3.0
s
2
4
6
8
10
12
Figure 7. (a) Plot of ‖P(1,2)eJ1s‖−1, (b) Plot of ‖P(2,3)eJ2s‖−1,
and (c) Plot of ‖P(3,1)eJ3s‖ − 1.
Example 4.4. Consider a unidirectional ring G with three vertices and let
A1 =
(
1 0
0.9 0.1
)
, A2 =
(
0.538462 1.38462
1.84615 −4.53846
)
, A3 =
(
26.8725 −98.6387
8.62228 −31.8725
)
.
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Here J1 = diag(1, 0.1), J2 = diag(−5, 1), J3 = diag(1,−6).
See Figure 7, hypothesis of Theorem 3.2 is satisfied for
P1 =
(
1 0
1 1
)
, P2 =
(
−0.769231 2.30769
3.07692 0.769231
)
, P3 =
(
−0.23485 23.1004
−0.0616001 7.69847
)
.
Here ‖P(1,2)‖ < 1, ‖P(2,3)‖ > 1 and ‖P(3,1)‖ > 1.
5. Concluding Remarks
In this paper, we have given sufficient stability conditions for switched sys-
tems, which are particularly useful for switched systems with all non-Hurwitz
subsystems. Several examples are given to illustrate the applicability of our
result. Even though it is easy to check when the hypothesis of Theorem 3.2
are not valid using Remark 3.3(5) and Proposition 3.8, it is not straightfor-
ward to find sufficient conditions only in terms of the subsystem matrices
A1, . . . , Ak and the architecture of the underlying graph G, under which the
hypotheses hold true. For planar systems, hypotheses of Theorem 3.2 can be
reduced to simple computable conditions as discussed in Example 3.7 and also
in Proposition 3.8. Example 4.1 provides a comparison of our result with the
existing result in the literature. An analytical comparison of the sufficient
conditions presented here with the conditions available in the literature is an
ongoing project. Further applicability of our results to large scale systems and
estimating computation costs can be explored.
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