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For an algebraic curve C with genus 0 the vector space L(D) where D is a divisor of
degree 2 gives rise to a bijective morphism g from C to a conic C2 in the projective
plane. We present an algorithm that uses an integral basis for computing L(D) for a
suitably chosen D. The advantage of an integral basis is that it contains all the neces-
sary information about the singularities, so once the integral basis is known the L(D)
algorithm does not need work with the singularities anymore. If the degree of C is odd,
or more generally, if any odd degree rational divisor on C is known then we show how to
construct a rational point on C2. In such cases a rational parametrization, which means
deflned without algebraic extensions, of C2 can be obtained. In the remaining cases a
parametrization of C2 deflned over a quadratic algebraic extension can be computed.
A parametrization of C is obtained by composing the parametrization of C2 with the
inverse of the morphism g.
c° 1997 Academic Press Limited
1. Introduction and Outline
There exist several algorithms for computing parametrizations of algebraic curves C with
genus g(C ) = 0. To parametrize a curve means to compute a birational equivalence of
the curve with a projective line P1. This means computing an isomorphism between the
function fleld of the curve C and the function fleld of the projective line. The algorithms
in .Sendra and Winkler (1991, .1993, .1994) and .Hilbert and Hurwitz (1890) produce
parametrizations using an algebraic extension of the constants of degree at most 2.
In .van Hoeij (1994b) an algorithm is given that, given a point on the curve, computes
a parametrization. When a rationalz point is given the algorithm performs well. But
if no point is given this algorithm will choose a point, which can introduce a large
(at most the degree of the curve) algebraic extension. Then the algorithm produces
a parametrization over this algebraic extension. The use of a possibly large algebraic
extension is a disadvantage of this approach. Basically the method consists of computing
a divisor D on the curve, consisting of only 1 point, and then computing L(D) using
y E-mail: hoeij@sci.kun.nl
z In this paper \rational" means: deflned over the same constants fleld L over which the curve itself
is deflned. More precisely: invariant under the action the Galois group Gal(L=L).
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integral basis computation. The problem with the method is that the divisor D need not
be rational, and the algebraic extension used to denote this divisor appears in the output
as well.
The approach in this paper is to compute a vector space L(D) where nowD is a rational
divisor (note: this does not mean that the places in D are rational, only that D itself is
invariant under the Galois group). We can take D equal to ¡1 times a canonical divisor.
It follows from the Riemann{Roch theorem that the degree of D is ¡1 ¢ (2g(C )¡ 2) = 2
and the dimension of L(D) is 3. The main new results in this paper consist of several
tricks for computing a basis g1; g2; g3 of L(D) in an e–cient way. The map (g1; g2; g3) from
the curve C to the projective plane P2 is a bijective morphism from C to a conic C2
in P2. We can compute the inverse morphism, so a morphism from C2 to C . Now a
parametrization of C is found by computing a parametrization of C2, and composing it
with the morphism from C2 to C .
The problem that remains is to compute a parametrization of the conic C2, preferably a
rational parametrization. Note that we can always flnd a point over an algebraic extension
of degree • 2 by intersecting C2 with a line. So we can always compute a parametrization
using an algebraic extension of degree • 2. It is known that if the degree of C is odd
then C has a rational point. So in such cases it must be possible to construct a rational
point on the conic C2. We use the following approach to flnd such a point. Construct
(if possible) a rational divisor of odd degree on C . This can be done if we can flnd a
place on C that is deflned over an algebraic extension of odd degree. For example if
the degree of the curve is odd such a place can be found by intersecting the curve with
a line. Or if one of the Puiseux series that were used in the integral basis algorithm is
algebraic of odd degree. Then construct a rational divisor on C2 from this. After adding
to this divisor a suitable multiple of the divisor consisting of the two points at inflnity
we obtain a divisor D2 on C2 of degree 1. Then the quotient G1=G2, where G1; G2 is
a basis of L(D2), has one unique pole on C2. This will be a rational point P on the
curve C2. We can use it to compute a rational parametrization of C2. By composing
this with the morphism from C2 to C a rational parametrization of C is obtained. Or,
instead of computing the inverse of the morphism (g1; g2; g3) we can use the point P
to construct a rational parameter (a parameter is generator of the function fleld of C ).
This parameter is a bijective morphism from C to P1. A parametrization of C is then
obtained by computing the inverse morphism from P1 to C .
So for any odd degree curve we can compute a rational parametrization and for
even degree curves a parametrization deflned over a fleld extension of degree • 2.
The algorithm in this paper is implemented and is available via WWW from http://
www-math.sci.kun.nl/math/compalg/IntBasis and by e-mail request. Note: the name
of the IntBasis package has been changed. It is now called algcurves and will be included
in the next version of Maple.
2. Preliminaries, Notations and Assumptions
In this paper the ground fleld is Q. The algorithm works over other ground flelds L
of characteristic 0 as well, provided that one has the basic computer algebra tools for L
like algorithms for solving linear equations and factoring polynomials over L.
In this section we list our notations and a number of facts about algebraic curves.
For proofs and more facts see Chapter IV in .Hartshorne (1977), or .Gri–ths and Harris
(1978).
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† F is a homogeneous polynomial of degree n in Q[x; y; z] which is irreducible over Q.
Then F deflnes an irreducible algebraic curve C (P2) in the projective plane P2 =
P2(Q). Q denotes the algebraic closure of Q.
† Q(C ) is the function fleld of this curve. Denote f = Fz=1, i.e. f is F with z = 1
substituted. The function fleld Q(C ) can be identifled with Q(x)[y]=(f).
† A place P on the curve is a discrete valuation ring Q ‰ P ‰ Q(C ) such that Q(C )
is the fraction fleld of P . A place P corresponds to a discrete valuation
vP : Q(C )! Z
[
f1g:
The algebraic curve C is the set of all places P . Every place P of C contains a
local ring of precisely one point on the curve C (P2). This deflnes a map
C ! C (P2) ‰ P2: (2.1)
The local ring of a point P is a place if and only if P is a regular point. So we can
identify a regular point with a place. This way we can view C as the set C (P2)
minus the set of singularities plus the set of places above the singularities.
† A non-constant morphism from a curve C1 to a curve C2 is a pair (m; g) such that
g : Q(C2)! Q(C1) is a Q-homomorphism (hence an embedding) and m : C1 ! C2
is a map such that for any place P 2 C1 we have m(P ) = fh 2 Q(C2) j g(h) 2 Pg,
i.e. m(P ) = g¡1(P ). The degree of this morphism is the degree of the fleld extension
g(Q(C2)) ‰ Q(C1).
† For elements g 2 Q[x; y] denote deg(g) as the degree of g in x and y, i.e. the maximal
i+ j for which the monomial xiyj has a non-zero coe–cient in g. Write degy(g) as
the degree of g considered as a polynomial in y.
By abuse of notation we will consider the symbols x and y as variables but also
as elements of the function fleld Q(C ) = Q(x)[y]=(f). An element h 2 Q(x)[y]=(f)
can be represented in a unique way as a polynomial in y of degree < degy(f) with
coe–cients in Q(x). It can also be represented as h1=h2 where h1 2 Q[x; y] with
degy(h1) < degy(f) and h2 2 Q[x].
† We assume that degy(f) = deg(f) = n. This is equivalent with the assumption
that (0; 1; 0) is not a point on the curve. It implies that y in Q(C ) is integral over
Q[x]. \Integral over a ring R" means \root of a monic polynomial over R". Then
the map
(x; y; z) 2 C (P2) 7! (x; z) 2 P1 (2.2)
is deflned. Combined with (2.1) this gives a morphism from C to P1. This morphism
corresponds to the embedding of the function fleld Q(x) of P1 in the function
fleld Q(C ) of C . Denote eP for a place P on C as the ramiflcation index of this
morphism.
A second assumption is that Fz=0;x=1 2 Q[y] is square-free. This means that the
points at inflnity (the points on the line z = 0) are regular and are not ramifled
(i.e. have ramiflcation index 1). The two assumptions can be satisfled by applying
a linear transformation on x; y; z in F .
† Q(C ) can also be identifled with the fleld Q(z)[y]=(Fx=1). We can write elements of
Q(C ) as rational functions in x and y, but also as rational functions in z and y. A
conversion from a function in x{y syntax to z{y syntax is done by flrst making the
function homogeneous (multiply all terms in the numerator and denominator by a
suitable power of z such that the numerator and denominator become homogeneous
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polynomials of the same degree) and then substituting x = 1. The function xiyj is,
written in z{y syntax, equal to yj=zi+j .
In both syntaxes we always write elements of the function fleld as polynomials in y
of degree < n, with rational functions in x or z as coe–cients.
† A place is called flnite if vP (x) ‚ 0 (in other words: x 2 P ) and inflnite if vP (x) < 0
(then vP (x) = ¡1 because of the assumption that there are no ramiflcation points
at inflnity). Denote A ‰ C as the set of flnite places. This corresponds to the part
of the curve on the a–ne plane A2 = f(x; y; 1) j x; y 2 Qg ‰ P2. Denote B ‰ C
as the set of inflnite places. This corresponds to the part of the curve on the line
z = 0. Denote
OA =
\
P2A
P and OB =
\
P2B
P:
OA is the set of functions with no poles on the a–ne part of the curve and OB is
the set of functions with no poles at inflnity. So OA
T
OB is the set of functions
with no poles on the curve, hence equal to Q.
OA is the integral closure of Q[x] (this is the set of functions in the function fleld
of P1 with no poles except at inflnity) in the function fleld.
OB is the integral closure of Q[z](z) (this is the set of functions in the function fleld
of P1 that have no pole at z = 0) in the function fleld.
† A divisor D is a formal Z-linear combination of places
D =
X
P2C
nP ¢ P
where nP 2 Z is zero in all but a flnite number of places P 2 C . The set L(D) is
deflned as
L(D) = fg 2 Q(C ) j vP (g) + nP ‚ 0 for all P 2 Cg:
This is a Q-vector space (note that 0 2 L(D) because vP (0) = 1). The degree of
the divisor D is deflned as
deg(D) =
X
P2C
nP :
Assume that the genus g(C ) of the curve is 0. If deg(D) ‚ 0 then
dim(L(D)) = deg(D) + 1
according to the Riemann{Roch theorem. Suppose g1 and g2 are non-zero elements
of L(D) and h = g1=g2 is not a constant. Then the number of poles (which is
also the number of roots) N , counted with multiplicity, of h is • deg(D). Then
Q(h) ‰ Q(C ) is a fleld extension of degree N . For generic elements g1; g2 this
number N equals deg(D).
If the divisor D has degree 2 and g1; g2; g3 is a basis of L(D) then the 6 products
gigj , 1 • i • j • 3 span the vector space L(2D) of dimension 5 (proof: choose
a place P . For divisors of the form 2P it is easy to see that the statement holds.
Then it also holds for D by writing D as 2P plus the divisor of an element of the
function fleld). So these products are linearly dependent and hence g1; g2; g3 satisfy
a homogeneous polynomial relation F2(g1; g2; g3) = 0 of degree 2. Let C2 be the
curve deflned by F2. Then the map
(g1; g2; g3) : C ! C2(P2) ‰ P2 (2.3)
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deflnes a morphism from C to C2. The function fleld of the image of this morphism
is Q(g1=g3; g2=g3). The morphism corresponds to the embedding of this fleld in the
function fleld Q(C ) of C . It is bijective (i.e. it has degree 1) because
Q
µ
g1
g3
;
g2
g3
¶
= Q(C ): (2.4)
To see that this equation holds note that g1=g3; g2=g3; 1 is a basis of L(P1 + P2)
for some places P1 and P2 on C . Choose a non-constant element h 2 L(P1). A
function h with only 1 pole generates the function fleld, so Q(C ) = Q(h). Now
L(P1) ‰ L(P1 + P2) so h is a Q-linear combination of g1=g3; g2=g3; 1 hence Q(h) ‰
Q(g1=g3; g2=g3). The fact that (g1; g2; g3) is a bijective morphism from C to a curve
in P2 of degree deg(D) = 2 can also be found in .Hartshorne (1977, chapter IV,
example 3.3.2, page 309).
† Let K be the divisor of the difierential dx, K is called a canonical divisor. From
the assumption that there are no ramiflcation points at inflnity it follows that
K =
‡X
P2A
(eP ¡ 1)P
·
¡
‡
2
X
P2B
P
·
:
Denote D = ¡K. The degree of a canonical divisor is 2g(C )¡ 2 = ¡2, so
deg(D) = 2:
Denote \the divisor of the line at inflnity"
D1 =
X
P2B
P
The elements of L(2D1) have pole order • 2 on B , in other words: they are
elements of 1z2OB . Furthermore they have no poles on A, which means that they
are elements of OA as well. Since D • 2D1 we have
L(D) ‰ L(2D1) = OA
\ 1
z2
OB :
We brie°y summarize the assumptions that were done:
1. F 2 Q[x; y; z] is a homogeneous polynomial of degree n.
2. The curve in P2 given by F is irreducible over Q and has genus 0.
3. f = Fz=1 has degree n as a polynomial in y.
4. Fz=0;x=1 2 Q[y] is square-free.
Assumptions 3 and 4 can be satisfled by applying a linear transformation on F .
3. Rational Parametrization by a Conic
The topic in this section is computing, for a given curve C , a birational equivalence
with a conic C2. The steps in the following algorithm are explained in Sections 3.1, 3.2
and 3.3.
Algorithm Rational Parametrization by a conic
Input: f 2 Q[x; y] such that f is irreducible in Q[x; y] and has genus 0, and two vari-
ables s and t.
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Output: A polynomial f2 2 Q[s; t] of degree • 2 and two elements X(s; t) and Y (s; t) of
Q(s)[t]=(f2) giving a bijective morphism from the curve C2 deflned by f2 to the curve C
deflned by f . In a number of cases a rational point P on C2 will be given in the output
as well.
1. n := deg(f)
2. if n 6= degy(f) then apply recursion on fx=x+y (f with x + y substituted for x)
end if
3. F := the homogeneous element of Q[x; y; z] of degree n for which f = Fz=1.
4. if Fz=0;x=1 is not square-free then apply recursion on (Fz=z+x)z=1 end if
5. Compute an integral basis (a basis of the Q[x]-module OA) b0; : : : ; bn¡1 of the form
bi = bi;1=bi;2 with bi;2 2 Q[x] monic and where bi;1 2 Q[x; y] is monic in y with
degy(bi;1) = i.
6. if (n¡ 1)(n¡ 2)=2¡Pi deg(bi;2) 6= 0 then exit \the genus is not 0" end if
7. d := bn¡1;2
8. Compute a basis 1; R0=d; : : : ; Rn¡1=d of L(D1).
9. v := (1; R0=d; : : : ; Rn¡1=d; xR0=d; : : : ; xRn¡1=d) is a basis for L(2D1).
10. a := dydx 2 Q(x)[y]=(f).
11. v := a basis for those elements g in the vector space spanned by v for which ga 2 OA.
12. i := n
13. while the number of elements in the basis v is > 3 do
(a) i := i¡ 1
(b) a := dbidx
(c) v := a basis for those elements g in the vector space spanned by v for which
ga 2 OA.
end do
14. gi := d times the ith element of v for i = 1; 2; 3.
15. F2(s; t; u) :=
P
ajks
jtku2¡j¡k, 0 • j • 2, 0 • k • 2¡ j where the ajk, s, t and u
are variables.
16. i := 0
17. while the number of variables ajk in F2 is more than 1 do
(a) r := the remainder of a division of (F2(g1; g2; g3))x=i by fx=i
(b) Solve the system fcoe–cient(r; y; j) = 0 j j = 0; : : : ; n ¡ 1g and substitute the
solution into F2.
(c) i := i+ 1
end do
18. Substitute the value 1 for the one remaining variable ajk in F2.
19. if degs(F2) = 1 or degu(F2) = 1 then apply a permutation on s; t; u to obtain
degt(F2) = 1 and apply the same permutation on g1; g2; g3. end if
20. f2 := (F2)u=1
21. Now g1g3 7! s and
g2
g3
7! t gives an isomorphism from Q(x)[y]=(f) = Q( g1g3 ;
g2
g3
) to
Q(s)[t]=(f2). Denote this isomorphism by “.
22. if degt(f2) = 1 then s generates Q(s)[t]=(f2) so g1=g3 generates Q(x)[y]=(f). Com-
pute rational functions X(s); Y (s) 2 Q(s) such that x = X(g1=g3) and
y = Y (g1=g3) and go to step .30 end if
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23. Ps(X) := the characteristic polynomial of “(x) over the fleld extension Q(s) ‰
Q(s)[t]=(f2).
24. Pt(X) := the characteristic polynomial of “(x) over the fleld extension Q(t) ‰
Q(t)[s]=(f2).
25. P := Ps(X)¡ Pt(X).
26. X(s; t) := solve X in Q(s)[t]=(f2) from the equation P = 0.
27. Repeat steps .23 to .26 with y instead of x and Y instead of X.
28. Check the result heuristically as follows: take a point s0; t0 on the curve C2, i.e.
f2(s0; t0) = 0, and check if f(X(s0; t0); Y (s0; t0)) = 0. Use modular arithmetic to
speed up this check.
29. Try to flnd a rational point P on C2
(a) if f2 has a rational point at 1 then flnding P is easy, go to step .30 end if
(b) if n is odd or during the Puiseux series computation that was done to compute
the integral basis a Puiseux series was found that corresponds to a place that
is algebraic over Q of odd degree then
i P1 := a place on C which is algebraic of odd degree m over Q.
ii P2 := the point (g1(P1); g2(P1); g3(P1)) 2 P2
iii if m = 1 then P := P2, go to step .30 end if
iv G :=
P
aijs
itj , 0 • j • 1, 0 • i • (m+ 1)=2¡ j where aij are variables.
v solve the system fG(P 02) = 0 j P 02 2 the set of conjugates of P2 over Qg.
vi G1; G2 := a basis of solutions.
vii P := the pole of G1=G2.
end if
30. exit X(s; t); Y (s; t); f2 and, if found, the point P .
If a rational point P on C2 is found then we can compute a rational parametrization
of C2 and combine it with (X(s; t); Y (s; t)) : C2 ! C to flnd a rational parametrization
of C . If no rational point P is found then we take a point in a quadratic algebraic
extension and flnd a parametrization of C2 (and hence of C ) over this extension.
3.1. the steps in the algorithm
Steps 1 to 4. Note that the characteristic of the ground fleld should be 0, otherwise
the recursion need not terminate. After step 4 there are no singularities nor ramiflcation
points at inflnity and (0; 1; 0) is not a point on the curve.
Steps 5, 6 and 7. We can compute elements bi 2 Q(x)[y]=(f) (a so-called integral
basis, cf. .Trager (1984); .Ford (1978); .van Hoeij (1994a)) such that
OA = Q[x]b0 + ¢ ¢ ¢+Q[x]bn¡1:
Any integral basis can easily be transformed into a basis in the form that is specifled
in step 5. The algorithm in .van Hoeij (1994a) produces an integral basis that is already
in this form. Furthermore the denominator d of the last basis element bn¡1 is the least
common multiple of all denominators in the integral basis. So
OA ‰ 1
d
Q[x; y]=(f): (3.1)
Our integral basis algorithm uses Puiseux expansions, cf. .Duval (1989). The Hurwitz
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theorem gives a formula for the genus of C in terms of the ramiflcation indices eP . This
formula can be translated into a formula that is expressed in terms of Puiseux expansions,
cf. Section 3.1 in .van Hoeij (1995). So, as a byproduct of our integral basis algorithm,
the value of g(C ) is obtained.
The genus can also be computed from the integral basis itself, as follows. One has
g =
(n¡ 1)(n¡ 2)
2
¡
X
P2C (P2)
–P :
Here the number –P for a point P is deflned as the co-dimension of the local ring at P
in the intersection of the places at P , cf. exercise 1.8 on page 298 in .Hartshorne (1977).
The points P at inflnity are regular points, which implies –P = 0. The sum of the –P
for the flnite points P 2 A2 on the curve equals the co-dimension of Q[x; y] (which is
the intersection of the local rings for all flnite points) in OA (which is the intersection
of the flnite places). The integral basis explicitly gives OA and so this co-dimension can
be computed from the integral basis. Our integral basis algorithm produces a basis for
which the numerators are monic polynomials in y with degrees 0; 1; : : : ; n ¡ 1 and the
denominators are polynomials in x. Then this co-dimension is the sum of the degrees of
the denominators in this integral basis. The genus is (n¡ 1)(n¡ 2)=2 minus this sum.
Steps 8 to 14. See Section 3.2 for steps 8 and 9, and Section 3.3 for steps 10 to 13.
As was explained in Section 2, equation (2.3), the map (g1; g2; g3) deflnes a bijective
morphism to a conic in P2. In step 14 we multiply by d to eliminate the denominators,
cf. equation (3.1). So g1; g2; g3 2 Q[x; y].
Steps 15 to 20. About the notation: In step 17b the expression \coe–cient(r; y; j)"
stands for the coe–cient of yj in r where r is viewed as a polynomial in y. Solving
the system of linear equations means to express as many as possible variables ajk as
linear expressions in the other variables aj0k0 . So when substituting the solution into F2
a maximal number of variables ajk is eliminated from F2.
The six products gigj , 1 • i • j • 3 span a vector space of dimension 5. So, up to a
constant factor, there is precisely 1 linear relation. Hence F2 is unique up to a constant
factor. The condition on F2 is that F2(g1; g2; g3) is 0 in Q(x)[y]=(f). So the necessary
and su–cient condition on the variables ajk is that the remainder of F2(g1; g2; g3) after a
division by f is 0. Instead of computing this remainder, we compute a smaller expression
namely this remainder with a value substituted for x. This speeds up the computation
but it does not need to give su–cient linear conditions on the variables ajk. So we need
to substitute several values for x until F2 is determined up to a constant factor, i.e. until
only 1 variable ajk remains. Then we can substitute an arbitrary non-zero value for this
variable. Now we substitute u = 1 in F2 and flnd the function fleld Q(g1=g3; g2=g3) ’
Q(s)[t]=(f2) of the curve C2.
Steps 21 to 27. g1=g3 and g2=g3 generate the function fleld, cf. equation (2.4) in
Section 2, and satisfy the equation f2. So “ is an isomorphism. At this point we only know
the images of the generators g1=g3 and g2=g3 under “ but not the images of x and y. These
images are computed as follows. We may assume that s does not generate the function
fleld Q(s)[t]=(f2), because if it does then degt(f2) = 1 and we can apply step 22 below.
Furthermore we may assume that t does not generate Q(s)[t]=(f2) because this situation
is reduced in step 19 to the case where s generates the function fleld. So we can assume
that Q(s) ‰ Q(s)[t]=(f2) is a fleld extension of degree 2. The characteristic polynomial
Ps(X) 2 Q(s)[X] of “(x) over this fleld extension is a monic polynomial in X of degree 2
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for which Ps(“(x)) = 0. Similarly Pt(X) is a monic polynomial in X of degree 2 and
Pt(“(x)) = 0. Then P = Ps(X) ¡ Pt(X) has degree 1 in X and so X can be solved
from P by performing a division in Q(s)[t]=(f2). This way X(s; t) = “(x) 2 Q(s)[t]=(f2)
is obtained.
The remaining question is how to compute Ps(X) in step 23. “ is an isomorphism.
Hence the characteristic polynomial Ps(X) of “(x) over Q(“(g1=g3)) = Q(s) is the image
under “ of the characteristic polynomial of x over Q(g1=g3).
Computing Ps(X) is the same problem as computing the characteristic polynomial
of x over µ(x0) in Section 4.1 in .van Hoeij (1995). Ps(X) can be obtained from
r = Resy(sg3 ¡ g1; f)
(replace x by X in r). To speed up the computation of this resultant r we flrst substitute
a generic value i (preferably a small integer to keep the expressions small) for x. This
way rx=i is obtained. Ps(X) can be constructed by computing rx=i for flve difierent
generic i, cf. .van Hoeij (1995).
Step 22. This is more or less the same as step 23 above, except this time we need to
compute only three difierent rx=i (where r is the resultant of sg3 ¡ g1 and f) instead of
flve. This step is explained in more detail in .van Hoeij (1994b).
Step 28. To be sure that the result is correct we should test if f(X(s; t); Y (s; t)) is 0 in
Q(s)[t]=(f2). However, this can be a lengthy computation. So instead of doing a complete
check we check the result for only 1 point on C2. This is still useful for debugging the
implementation, and by applying modular arithmetic this test will not take much time.
Step 29. If n is odd then we can choose a generic integer i, intersect the curve with the
line x = i and flnd n regular points on the curve. Since the number of points is odd, one
of these points must be deflned over an algebraic extension of odd degree over Q. Take
such a point P1 = (x0; y0; 1) 2 P2 and compute P2 = (g1(P1); g2(P1); g3(P1)) on C2.
Suppose n is even and suppose we found the following Puiseux expansion during the
integral basis computation
x = fi; fi = fi1 + fi2tr and y = fl 2 Q((t))
where fi1; fi2 2 Q, r 2 N is the ramiflcation index, t is a local parameter. Suppose that
fi1; fi2 is algebraic of odd degree over Q and fl is algebraic of odd degree (note that
a Puiseux expansion with this property need not exist) over Q(fi1; fi2)((t)). A Puiseux
expansion corresponds to a place P1 on C . We want to evaluate (g1; g2; g3) at this place
to obtain a point P2 on C2.
On a computer (gi)x=fi;y=fl 2 Q((t)), 1 • i • 3 can be evaluated only up to a flnite
accuracy a, i.e. these expressions are computed modulo ta. The algorithm must evaluate
the (gi)x=fi;y=fl with an increasing accuracy a until at least one of the gi is non-zero
modulo ta. Then divide the gi by a suitable power of t such that (g1; g2; g3)x=fi;y=fl with
t = 0 substituted is non-zero. Then the point P2 on C2 is determined. Since “ is a rational
(i.e. deflned over Q) bijection between C and C2 the conjugates of the point P2 over Q
correspond to the conjugates of the place P1 over Q. Hence the number of conjugates
of P2 is odd, so P2 is deflned over an algebraic extension of Q of odd degree.
The system of equations in step 29b5 can be solved over Q as follows. Suppose P2 is
deflned over Q(fi) where fi 2 Q is algebraic of odd degree m over Q. Write the equation
G(P2) = 0 in the form e0fi0 + ¢ ¢ ¢ + em¡1fim¡1 = 0 where e0; : : : ; em¡1 are Q-linear
expressions the aij . The system in step 29b5 is formed by this linear equation and all its
conjugates over Q. This system is equivalent with e0 = e1 = ¢ ¢ ¢ = em¡1 = 0. The reason
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is that the transition matrix (this is a Vandermonde matrix) between these two systems
of linear equations is invertible. So we have a system of equations over Q. Hence we can
flnd a rational basis G1; G2 of solutions. Now G1; G2 have pole orders • (m+1)=2 at the
two points at inflnity, and have m roots on C2 in common, hence G1=G2 has only one
pole P on C2. Because G1=G2 is rational the conjugates of P must be poles of G1=G2
as well, hence equal to P . So P is invariant under conjugation, in other words P is a
rational point.
3.2. steps 8 and 9: the points at infinity
OA = Q[x]b0 + ¢ ¢ ¢+Q[x]bn¡1 ‰ 1
d
Q[x; y]:
OB is the set of functions g in Q(z)[y]=(Fx=1) that have no poles in B . It is the integral
closure of Q[z](z) (this is the set of all rational functions with no pole at z = 0) in
the function fleld Q(z)[y]=(Fx=1). Like for OA we can compute an integral basis for OB .
However, because of our assumption that Fz=0;x=1 is square-free it follows that z does not
divide the discriminant of Fx=1. A necessary condition [see for example .Trager (1984);
.Ford (1978); .van Hoeij (1994a)] for having a non-trivial integral basis at z = 0 is that z2
divides the discriminant (a necessary and su–cient condition is that there are singularities
on the line z = 0). So the integral basis is trivial, which means
OB = Q[z](z)y0 + ¢ ¢ ¢+Q[z](z)yn¡1:
In x{y syntax this means that
g
h
2 OB () deg(g) • deg(h)
for elements g 2 Q[x; y] and h 2 Q[x] with degy(g) < n.
The divisor D1 is the sum of the points
(1; fi; 0) 2 P2(Q)
for which fi is a root of the polynomial Fz=0;x=1 2 Q[y]. Because of the assumption
that Fz=0;x=1 is square-free there are n such points, deg(D1) = deg(Fz=0;x=1) = n. By
the Riemann{Roch theorem and the fact that the genus is 0 the dimension of L(D1) is
deg(D1)+1 = n+1. The set of functions with at most a pole of order one at the inflnite
places is 1zOB so
L(D1) = OA
\ 1
z
OB :
The inclusion map
L(D1) ‰ 1
z
OB
is injective. By taking the quotient of these vector spaces and the vector space OB we
obtain an injective map (note that L(D1)
T
OB = Q)
\mod OB" : L(D1)=Q!
µ
1
z
OB
¶
=OB :
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The right-hand side has the following basis (as Q vector space)
y0
z
; : : : ;
yn¡1
z
:
The left-hand side has dimension n as well. Hence this map is bijective and so there
must exist elements Qi 2 L(D1) (which are determined modulo Q) such that Qi is yi=z
modulo OB . Now 1; Q0; : : : ; Qn¡1 are linearly independent elements of L(D1) and hence
this forms a basis. Then
1; Q0; : : : ; Qn¡1; xQ0; : : : ; xQn¡1
is a basis for L(2 ¢D1).
Qi 2 OA ‰ 1dQ[x; y] so we can write
Qi =
Ri
d
where Ri 2 Q[x; y] with degy(Ri) < n. Since Qi is determined up to constants, Ri
is determined up to constants times d hence Ri is uniquely determined if we add the
condition that the coe–cient of xdeg(d)y0 in Ri is zero. Since conjugates of Ri 2 Q[x; y]
over Q satisfy the same conditions and Ri is uniquely determined by these conditions it
follows that Ri is invariant under conjugation and hence
Ri 2 Q[x; y]:
Write Ri as a polynomial in y with coe–cients Rij in Q[x]
Ri =
n¡1X
j=0
Rijy
j :
The fact that Qi 2 1zOB means in x{y syntax that
deg(Ri)¡ deg(d) • 1
so
deg(Rij) • 1 + deg(d)¡ j: (3.2)
The fact that Qi mod OB is yi=z means in x{y syntax that (assume d is monic now) the
coe–cient of x1+deg(d)¡j in Rij is 1 if i = j and 0 otherwise. So the coe–cients in Q of
the monomials xpyq of Ri are known for all p + q > deg(d) and for (p; q) = (deg(d); 0)
(this coe–cient was chosen to be 0 to make Qi uniquely determined).
We can compute the Ri with the following \algorithm". Because Qi 2 OA there must
exist polynomials aij in x such that Qi =
P
j aijbj hence
Ri =
n¡1X
j=0
aijBj (3.3)
where Bj = dbj 2 Q[x; y]. First consider the coe–cient of yn¡1 in this expression. Note
that on the right-hand side this coe–cient only depends on ai;n¡1. Since we have a bound
on deg(Ri;n¡1) we have a bound on deg(ai;n¡1) as well. So we can write ai;n¡1 as a
polynomial in x with undetermined constant coe–cients. Then by taking the coe–cient
of yn¡2 in equation (3.3) and applying (3.2) a bound on the degree of ai;n¡2 can be
obtained. Again write ai;n¡2 with undetermined coe–cients. Note that we know certain
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coe–cients of Ri, namely the coe–cients of the monomials with degree > deg(d) and the
coe–cient of xdeg(d)y0. This implies a set S of linear conditions on the coe–cients of ai;n¡2
and ai;n¡1. Solving S decreases the number of indeterminates in ai;n¡2 and ai;n¡1. Then
we can proceed in the same way with ai;n¡3, compute a bound for the degree, write it
with undetermined coe–cients, compute linear equations, solve, reduce the number of
indeterminates, etc. When flnally we end with ai;0 the linear equations must uniquely
determine all the aij because Ri is uniquely determined by its properties and any solution
of these linear equations will give rise to a Ri with the same properties.
In our implementation we use a small modiflcation of this algorithm. Instead of com-
puting R0; R1; : : : ; Rn¡1 we compute all Ri at the same time by computing R where
R =
n¡1X
i=0
ciRi
and where the ci are variables. Write
R =
n¡1X
i=0
diX
j=0
fiijx
jBi:
Here the di are not a priori known, these are computed during the algorithm. Only
dn¡1 = 1 + deg(d)¡ (n¡ 1) is known a priori. Now we search for the coe–cients
fiij 2 Qc0 + ¢ ¢ ¢+Qcn¡1:
With this modiflcation the following algorithm is obtained.
Algorithm L(D1)
Input: f 2 Q[x; y] satisfying the conditions in Section 2.
Output: A basis for L(D1)
n := degy(f) (is assumed to be equal to deg(f))
R := 0
Let bi = Bi=d, i = 0; : : : ; n¡ 1 be the integral basis from step 5 in Section 3.
for i from n¡ 1 down to 0 do
dx := 1 + deg(d)¡ i
Introduce a new undetermined variable ci
CR := coe–cient(R; y; i)¡ cixdx
CB := coe–cient(Bi; y; i)
di := deg(CR)¡ deg(CB)
Introduce new variables fii;0; : : : ; fii;di .
fii := fii;0x0 + ¢ ¢ ¢+ fii;dixdi
S := fcoe–cient(CR ¡ fiiCB ; x; j) = 0jj ‚ dxg
if i = 0 then S := S
Sffii;0 = 0g end if
solve this set S in the variables fii0;j where i0 ‚ i and j ‚ 0
if there is no solution then
exit with the message: \The genus is > 0, or f is reducible, or f
has singularities at inflnity"
end if
R := substitute solution of S in R¡ fiiBi
Comment: Now the coe–cient of xjyi in R is ci if j = dx and 0 if j > dx.
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end do
Now Ri is obtained by substituting ci = 1 and cj = 0 for j 6= i in R.
Output:
1;
R0
d
; : : : ;
Rn¡1
d
:
Note that the equation fi0;0 = 0 that we add to S is not equivalent to the condition
we posed that the coe–cient of xdeg(d)y0 in R is zero. However, this condition fi0;0 = 0
serves the same purpose, which is to make R uniquely determined.
3.3. steps 10 to 13: the ramification points
For a1; : : : ; ad 2 Q(C ) deflne
Va1;:::;ad = fg 2 L(2D1) j gai 2 OA for each ig:
Suppose that
8P2A8i vP (ai) ‚ 1¡ eP (3.4)
and
8P2A [eP > 1 =) (9i vP (ai) = 1¡ eP )]: (3.5)
For a list a1; : : : ; ad with these Properties (3.4) and (3.5) we have g 2 Va1;:::;ad if and
only if g 2 L(2D1) and vP (g) ‚ eP ¡ 1 for all P 2 A. So
Va1;:::;ad = L(D)
where D is the divisor ¡K deflned in Section 2.
Lemma 3.1. The list ai = dbidx , i = 1; : : : ; n¡ 1 has Properties (3.4) and (3.5).
Proof. Let P 2 A and let t be a local parameter at P such that x = fi1 + fi2tr with
fi1; fi2 2 Q and where r = eP 2 N is the ramiflcation index. If g 2 OA then g can be
written as
g =
1X
i=0
git
i
with gi 2 Q. Then
dg
dx
=
dg
d(fi1 + fi2tr)
=
dg
fi2rtr¡1 dt
=
1
fi2rtr¡1
1X
i=1
giit
i¡1:
So vP ( dgdx ) ‚ vP (1=tr¡1) = 1 ¡ eP and we have equality if and only if g1 6= 0. Hence
Property (3.4) holds.
Now let P 2 A with eP > 1. By the Riemann{Roch theorem it is easy to show that
there exists a g 2 OA with vP (g) = 1. Then vP ( dgdx ) = 1¡ eP . Since g 2 OA we have
g =
n¡1X
i=0
cibi
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for some ci 2 Q[x]. Then dgdx =
P
i(ci
dbi
dx +
dci
dx bi) has valuation 1¡ eP . Hence for at least
one i we have vP (ci dbidx +
dci
dx bi) • 1¡ eP . The valuations of ci, dcidx and bi are ‚ 0 hence
vP (dbidx ) • 1¡ eP . So Property (3.5) follows as well. 2
In the algorithm in steps 10 and 13b we take the list a1 = dydx and ai+1 =
dbn¡i
dx for i > 0.
From the lemma it follows that this list a1; a2; : : : has Properties (3.4) and (3.5). The
expression v in step 11 and 13c is a basis for Va1 , in the next step Va1;a2 etc. The reason
for taking the ai in this order is that this way often a sublist consisting of 1, sometimes 2
and very rarely more than 2 elements of this list will be su–cient. Having a su–ciently
long sublist a1; : : : ; at of this list, i.e. a sublist that has Properties (3.4) and (3.5), can
be detected because then the dimension of Va1;:::;at is 3. So we need not always treat the
derivatives of all integral basis elements but we can stop when the number of elements
in the basis v for Va1;:::;at is 3. Then the list v is a basis for L(D).
The remaining question is how to do step 11 (and 13c which is the same). Given an
element a 2 Q(x)[y]=(f) for which vP (a) ‚ 1 ¡ eP for all flnite places P . Furthermore
given a basis v of some vector space contained in L(2D1). The problem now is to compute
the subspace of elements g satisfying
ga 2 OA: (3.6)
First, we want to flnd the ramiflcation points. Let disc be the discriminant of f , i.e.
the resultant of f and dfdy
disc = Resy
µ
f;
df
dy
¶
2 Q[x]:
b0;2; : : : ; bn¡1;2 2 Q[x] are the denominators of our integral basis b0; : : : ; bn¡1. Let
dr =
disc
(
Q
i bi;2)2
:
From the following lemma it follows that dr is a polynomial and that the roots of dr are
the x-coordinates of the ramiflcation points.
Lemma 3.2. For fi 2 Q denote Mfi as the valuation of dr in Q((x¡ fi)), i.e. Mfi is the
largest integer for which dr=(x¡ fi)Mfi 2 Q[[x¡ fi]]. Then
Mfi =
X
P
(eP ¡ 1)
where the sum is taken over all places on the line x = fi.
Since eP ¡ 1 ‚ 0 it follows that Mfi ‚ 0 for all fi 2 Q so dr is a polynomial. Mfi is the
multiplicity of the factor x¡ fi in dr. From the Hurwitz theorem it follows that the sum
of the eP ¡ 1 for all flnite P is 2n¡ 2 because there are no ramiflcation points at inflnity
and g = 0. So the degree of dr is 2n¡ 2.
Proof. Let P1 be a point at inflnity and let p be a non-constant element of L(P1). So p
has only one pole with multiplicity 1, hence it is a parameter (a generator of the function
fleld). So Q(x)[y]=(f) = Q(p) = Q(x; p). Hence p is algebraic over Q(x) of degree n.
Let g 2 Q(x)[Z] be the minimum polynomial in the variable Z (g is monic in Z) of p
over Q(x). Since p 2 OA it follows that g 2 Q[x; Z]. Since x 2 Q(p) it follows that
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degx(g) = 1 hence there are no singularities on the curve given by g. Denote dg 2 Q[x]
as the discriminant of g with respect to Z. Let z1; : : : ; zn 2 Q((x¡ fi)) be the roots
of g in the algebraically closed fleld Q((x¡ fi)), so g = Q(Z ¡ zi). These zi are Puiseux
expansions. The discriminant dg is the product of zi ¡ zj taken over all i = 1; : : : ; n and
j 6= i. Using the fact that there are no singularities it follows that the valuation (that
is the smallest power of x ¡ fi with a non-zero coe–cient) of zi ¡ zj is 0 if zi and zj
correspond to difierent places, and the valuation is 1=eP if zi and zj correspond to the
same place P . The sum of the valuations of the zi¡ zj is the valuation of the product dg
of the zi ¡ zj . For each P there are eP (eP ¡ 1) pairs i 6= j of Puiseux expansions that
correspond to P hence the valuation of dg is
P
eP (eP ¡ 1) ¢ 1=eP =
P
(eP ¡ 1) where the
sum is taken over all places on the line x = fi. Now the lemma follows if we can prove
that dg=dr is a constant.
Suppose L is a fleld, a and b are algebraic over L of degree n and L(a) = L(b). De-
note ma and mb as the minimum polynomials of a and b over L. We have two bases
a0; : : : ; an¡1 and b0; : : : ; bn¡1 for the L-vector space L(a) = L(b). Let M be the trans-
formation matrix between these two bases. Then the quotient of the discriminant of ma
and the discriminant of mb is (det(M))2, cf. any introduction book on algebraic number
theory. Apply this to L = Q(x). Then to prove the lemma we need to show that the de-
terminant of the transformation matrix between the bases y0; : : : ; yn¡1 and p0; : : : ; pn¡1
is a constant times
Q
i bi;2.
Lemma 1 in .van Hoeij (1995) says
Q[x]b0 + ¢ ¢ ¢+Q[x]bn¡1 = OA = Q[x]p0 + ¢ ¢ ¢+Q[x]pn¡1:
Hence the transformation matrix between p0; : : : ; pn¡1 and b0; : : : ; bn¡1 is invertible over
Q[x], and so the determinant of this matrix is a constant. The transformation matrix
between b0; : : : ; bn¡1 and y0; : : : ; yn¡1 is on triangular form because degy(bi) = i. Further-
more the numerators of the bi are monic in y hence the determinant of the transformation
matrix is the product of the denominators of the bi. 2
Now we continue with step 11. vP (a) ‚ 1¡eP ‚ ¡MfieP = ¡vP (dr) in a flnite place P
with x-coordinate fi. So vP (dra) ‚ 0 for flnite places P in other words dra 2 OA. So we
know a priori that gdra 2 OA. Equation (3.6) is equivalent to
gdra 2 drOA (3.7)
in other words gdra is zero in OA modulo drOA. We have a Q[x]-basis
drb0; : : : ; drbn¡1
for the Q[x]-module drOA. Like our integral basis this basis is in \triangular form", i.e.
written as polynomials in y the degrees are 0 to n¡ 1. This is convenient for computing
in OA modulo drOA. A basis for the elements g in the vector space spanned by
v = (v1; : : : ; ve)
that satisfy equation (3.7) is obtained as follows. Write g =
P
i givi where the gi are
variables. Then compute the remainder of drga modulo drOA in the same way as in
Section 3.1 in .van Hoeij (1994b). Equating the remainder to zero gives the necessary
and su–cient linear conditions on the gi. Solving these equations gives the basis for the
elements g with the Property (3.6).
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If dr = d1d2 with gcd(d1; d2) = 1 then equation (3.7) is equivalent with drga is zero
modulo d1OA and zero modulo d2OA. Doing two computations modulo small polynomi-
als, one modulo d1 and one modulo d2, is usually faster than one computation modulo a
larger polynomial dr. So a factorization of dr can speed up the computation. We can take
for example a square-free factorization. Or we can take d1 to be the largest factor of dr
that has gcd 1 with the largest denominator d in the integral basis. Then we can flrst
treat the ramiflcation points from the factor d1 as follows: Multiply ga by d1, take the
numerator (which is a polynomial in x and y with degy smaller than n) and equate the
remainder of this numerator after a division by d1 to 0. This gives the linear conditions on
the variables gi coming from the ramiflcation points on d1. Afterwards, the ramiflcation
points on d1 need not be considered anymore. So then we can replace a by d1a. This
makes the denominator of a smaller, which speeds up the computation.
4. Parametrization by a Line
In some cases the algorithm in Section 3 produces a parametrization by a line (in
step 22), in the remaining cases the curve is parameterized by a conic. In these remain-
ing cases a parametrization of C can be obtained in several ways. The approach in
Section 3 is to compute a point P on C2. P is algebraic of degree 2 over Q if step 29 fails
and P is rational otherwise. Then we can use this point P to compute a parametrization
of C2. Composition of this parametrization with the morphism from C2 to C gives a
parametrization of C .
A difierent way to use the point P 2 C2(P2) is to construct a parameter p on C from
it. Write P 2 P2 as (P1; P2; P3). After applying a permutation on P1; P2; P3 and the
basis g1; g2; g3 of L(D) we may assume P3 6= 0. Then (P3s¡P1)=(P3t¡P2) has only one
pole on C2 hence this is a parameter. So p = (P3g1¡P1g3)=(P3g2¡P2g3) is a parameter
on C . Then we can apply step 22, with g1; g3 replaced by P3g1 ¡ P1g3; P3g2 ¡ P2g3 to
flnd a parametrization of C . So then steps 23 to 27 can be skipped. In the test examples
that were done this approach is faster than the approach in Section 3 if P is a rational
point (3 resultant computations instead of 5), but slower if P is not rational.
4.1. an example
The following polynomial deflnes an algebraic curve with genus 0
f = y4 + 8xy3 ¡ 17x2y2 ¡ xy2 + 8x3y ¡ 2x2 + 5x3 ¡ 2x4:
The integral basis is
b0 = 1; b1 = y; b2 =
y2
x
; b3 =
y3 + 9xy2 ¡ 9xy ¡ x
x(x¡ 1) :
Basis for L(D1):
1; x;
¡xy + x2y
x(x¡ 1) ;
¡y2 + xy2
x(x¡ 1) ;
¡x¡ 9xy + 9y2 + y3
x(x¡ 1) :
Basis for L(D), multiplied by d = x(x¡ 1) to eliminate the denominators:
g1 = 233y3 + 1378xy2 + 719x2y2 ¡ 2066x2y ¡ 31xy ¡ 1077x3 + 618x2 + 226x4;
g2 = ¡103y3 + 339xy3 + 3158x2y2 ¡ 1034xy2 + 101xy ¡ 2225x2y + 560x2 ¡ 796x3;
g3 = 110y3 + 386x2y2 + 604xy2 ¡ 1310x2y ¡ 19xy + 339x3y + 284x2 ¡ 394x3:
Rational Parametrizations of Algebraic Curves 225
Now g1; g2; g3 2 Q(x)[y]=(f) satisfy a homogeneous quadratic relation F2(s; t; u). This re-
lation can be computed quickly from the fact that (g1)x=2; (g2)x=2; (g3)x=2 2 Q[y]=(fx=2)
and (g1)x=3; (g2)x=3; (g3)x=3 2 Q[y]=(fx=3) satisfy the same relation as well (we start
with x = 2 because the lines x = 0 and x = 1 contain singularities).
f2(s; t) = (F2)u=1 = 116t2 + 1521st¡ 2872t+ 2844s2 + 11000¡ 11151s
Now f2(g1=g3; g2=g3) = 0 in Q(x)[y]=(f) and (g1; g2; g3) is a bijective morphism from C
to the curve C2 deflned by f2.
The following Puiseux expansion at the singularity (1; 1; 1)
x = t+ 1; y = t0 +
1
2
t1 + ¢ ¢ ¢
is deflned over Q. The image of this place under (g1; g2; g3) is the point (26=5;¡71=10; 1)
on C2. This means that
p =
(g1 ¡ 265 g3)
(g2 + 7110g3)
generates the function fleld Q(x)[y]=(f). Expressing x as a rational function in p can be
done by computing
r = Resy
µ
s
µ
g2 +
71
10
g3
¶
¡
µ
g1 ¡ 265 g3
¶
; f
¶
:
Now r is of the form a polynomial in x times (149 541 39s4 +248 285 52s3 +153 356 76s2 +
417 052 8s+420 544)x+670 761s4+138 574 8s3+106 952 4s2+365 472s+466 56. Solving x
from this gives
X(s) = ¡ 670 761s
4 + 106 952 4s2 + 466 56 + 365 472s+ 138 574 8s3
149 541 39s4 + 248 285 52s3 + 153 356 76s2 + 417 052 8s+ 420 544
:
Note that in large examples (not in this example) the resultant computation can be
costly. Then we flrst substitute a small integer i for x, so that rx=i is obtained. X(s) can
be reconstructed from a few such rx=i. In a similar way we get
Y (s) = ¡ 288 206 1s
4 + 538 984 8s3 + 375 692 4s2 + 115 747 2s+ 133 056
149 541 39s4 + 248 285 52s3 + 153 356 76s2 + 417 052 8s+ 420 544
:
Now (X(s); Y (s)), s 2 P1 parametrizes C . The total computation time for this example
is 6 seconds under Maple 5.3 for Linux on a Pentium 100.
We can simplify this parametrization as follows. The Puiseux expansions (these were
needed for the integral basis algorithm) show that there are two rational places above
(0; 0) and two rational places above (1; 1). So there are 4 rational values of s 2 P1 for
which (X(s); Y (s)) 2 f(0; 0); (1; 1)g. Now we can write s = (at + b)=(ct + d) and flnd
equations for the following: (X(s); Y (s)) = (0; 0) for t 2 f0; 1g and (X(s); Y (s)) = (1; 1)
for t = ¡1. These equations have several solutions. We pick one of these solutions:
a = ¡ 12 c19 ; b = 18 c19 ; d = ¡ 26 c19 . Then the following parametrization is obtainedµ
81 t2 (t¡ 1)2
101 t4 + 98 t3 ¡ 339 t2 ¡ 460 t+ 200 ;¡
(9 t¡ 9) (t¡ 5) (t+ 4) t
101 t4 + 98 t3 ¡ 339 t2 ¡ 460 t+ 200
¶
:
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5. Discussion of the Results
The main problem treated in this paper is the computation of L(D) where D = ¡K,
for a curve with genus 0. It is known that for any divisor D it is possible to compute the
vector space L(D). Computing this vector space can be reduced to computing and solving
a (possibly large) system of linear equations. So our L(¡K) could also be computed
by a generic L(D) algorithm. The main result in this paper is a fast L(D) algorithm,
speciflcally written for the case D = ¡K, g = 0. So it is more e–cient and less general
than a generic L(D) algorithm. To obtain an e–cient algorithm we apply a divide and
conquer approach, i.e. the problem is reduced to several smaller subproblems. The flrst
subproblem is to compute L(D1). For this subproblem we again apply a divide and
conquer approach. To compute L(D1) we need to solve linear equations. In Section 3.2
the problem of solving one large system of equations is reduced to solving smaller systems,
by flrst only considering the coe–cient of yn¡1, then the coe–cient of yn¡2, etc.
The next step is to treat the ramiflcation points. Suppose for example that k is an
irreducible factor of multiplicity 1 of the discriminant. Let fi 2 Q such that k(fi) = 0. In
this situation there is one ramiflcation point (fi; fl) on the line x = fi. One could make
use of this point because the elements of L(¡K) must have value 0 at this point. This
gives necessary linear equations that can be computed by substituting the point (fi; fl)
in the basis v in step 9. However, we found experimentally that this results in a large
intermediate expression swell because fl, expressed as an element of Q(fi), is usually
a large expression. This severely limits the size of the curves that the algorithm can
handle on a computer. The solution given in this paper to this problem is not to use the
y-coordinate fl of the ramiflcation point, but instead to handle the ramiflcation points
using derivatives of integral elements (Section 3.3).
The examples on the web site show that our implementation can handle very large
inputs on normal sized computers. Without the optimizations described above, our im-
plementation would not be e–cient enough to handle such large examples.
5.1. remaining problems
The algorithm in this paper uses the fact that the curve is in some generic position
(degy(f) = deg(f) and no ramiflcation points at inflnity). This generic position can be
achieved by a linear transformation. Such a transformation looks theoretically innocent,
however, in concrete examples this can have a bad impact on the computation time.
Indeed the implementation is often much slower on test examples which use such a
transformation than on examples which require no transformation. Applying such a linear
transformation usually increases the size of f . But what is even worse is that useful
properties that f may have could be erased in this way. An example of a useful property
is that degy(f) is odd because then we can easily flnd a rational point on C2. Another
useful property would be that degy(f) is small, i.e. smaller than deg(f), because this
means: fewer elements in the integral basis, fewer ramiflcation points, smaller resultants
etc. It would be useful for these cases to modify (if possible) the method in such a way
that these linear transformations are no longer needed.
The second problem is that the coe–cients in the output of our algorithm are some-
times very large. One step in the algorithm is to compute a conic f2 from a basis for
the vector space L(D). Now the question is: can one flnd a linear transformation on f2
(on the vector space L(D) this means taking a difierent basis g1; g2; g3) such that the
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coe–cients in f2 get smaller? A second question is the following: given a point P on C2,
flnd a difierent point which has \small" coe–cients. These questions appear to be quite
di–cult in general. An answer to these two questions would improve the quality (i.e.
reduce the size) of the output of the parametrization algorithm.
A difierent way to view this problem is the following: a morphism (X(s; t); Y (s; t)) from
a conic to the curve C is computed in Section 3. This allows us to compute points on C .
If we intersect C with a line we flnd a point with small coe–cients in a large algebraic
extension. If we compute a point by substituting a value in (X(s; t); Y (s; t)) then we flnd
a point with large coe–cients in a small (degree • 2) algebraic extension. So there are
points with small coe–cients, and there are points over small algebraic extensions, but
the problem is to flnd a point having both advantages at the same time. Such a point
could then be used to compute a parametrization that has both advantages as well.
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