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Abstract 
The aim of this research is to improve routing fault tolerance in Mobile Ad hoc 
Networks (MANETs) by optimising multipath routing in a well-studied reactive and 
single path routing protocol known as Ad hoc On-demand Distance Vector (AODV). 
The research also aims to prove the effect of varying waiting time of Route Reply 
(RREP) procedure and utilising the concept of efficient routes on the performance 
of multipath extensions to AODV. Two novel multipath routing approaches are de- 
veloped in this thesis as new extensions to AODV to optimise routing overhead by 
improving Route Discovery Process (RDP) and Route Maintenance Process (RMP) 
of multipath AODV. The first approach is a link-disjoint multipath extension called 
"Threshold efficient Routes in multipath AODW (TRAODV) that optimises routing 
packets overhead by improving the RDP of AODV which is achieved by detecting 
the waiting time required for RREP procedure to receive a threshold number of effi- 
cient routes. The second approach is also a link-disjoint multipath extension called 
"On-demand Route maintenance in Multipath AoDv" (ORMAD) which is an exten- 
sion to TRAODV that optimises routing packets and delay overhead by improving 
the RMP of TRAODV. ORMAD applies the concepts of threshold waiting time and 
efficient routes to both phases RDP and RMP. It also applies RMP only to efficient 
routes which are selected in the RDP and when a route fails, it invokes a local re- 
pair procedure between upstream and downstream nodes of the broken link. This 
mechanism produces a set of alternative subroutes with less npmber of hops which 
enhances route efficiency and consequently minimises the routing overhead. 
TRAODV and ORMAD are implemented and evaluated against two existing mul- 
tipath extensions to AODV protocol and two traditional multipath protocols. The 
existing extensions to AODV used in the evaluation are a well-known protocol called 
Ad hoc On-demand Multipath Distance Vector (AOMDV) and a recent extension 
called Multiple Route AODV (MRAODV) protocol which is extended in this thesis 
to the new approach TRAODV while the traditional multipath protocols used in 
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the evaluation are Dynamic Source Routing (DSR) and Temporally Ordered Routing 
Algorithm (TORA). Protocols are implemented using NS2 and evaluated under the 
same simulation environment in terms of four performance metrics; packet delivery 
fraction, average end-to-end delay, routing packets overhead, and throughput. 
Simulation results of TRAODV evaluation show that the average number of routes 
stored in a routing table of MRAODV protocol is always larger than the average num- 
ber of routes in TRAODV. Simulation results show that TRAODV reduces the overall 
routing packets overhead compared to both extensions AOMDV and MRAODV, es- 
pecially for large network size and high mobility. A vital drawback of TRAODV is 
that its performance is reduced compared to AOMDV and MRAODV in terms of 
average end-to-end delay. Additionally, TORA still outperforms TRAODV and the 
other extensions to AODV in terms of routing packets overhead. 
In order to overcome the drawbacks of TRAODV, ORMAD is developed by im- 
proving the RDP of TRAODV. The performance of ORMAD is evaluated against 
RREP waiting time using the idea of utilising the efficient routes in both phases 
RDP and RMP. Simulation results of ORMAD show that the performance is affected 
by varying the two RREP waiting times of both RDP and RMP in different scenar- 
ios. As shown by the simulation results, applying the short and long waiting times in 
both phases tends to less performance in terms of routing packets overhead while ap- 
plying the moderate waiting times tends to better performance. ORMAD enhances 
routing packets overhead and the average end-to-end delay compared to TRAODV, 
especially in high mobility scenarios. ORMAD has the closest performance to TORA 
protocol in terms of routing packets overhead compared to AOMDV and MRAODV. 
Relevant concepts are formalised for ORMAD approach and conducted as an 
analytical model in this thesis involving the whole process of multipath routing in 
AODV extensions. ORMAD analytical model describes how the two phases RDP 
and RMP interact with each other with regard to two performance metrics; total 
number of detected routes and Route Efficiency. 
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Chapter 1 
Introduction 
1.1 Overview 
Mobile Ad hoc Network (MANET) concept is developed recently to convoy the in- 
creasing demand on mobile and ubiquitous access to network resources, especially the 
Internet [1]. Thus, MANET is a key part in the next generation network structure 
in which the wireless Internet will be involved. A MANET is a collection of mobile 
nodes that form a dynamic topology and highly resource constrained network [2). 
Unlike Wireless LAN (WLAN) which is a single hop and an infrastructure-based net- 
work, MANET is considered a multi-hop and infrastructureless network which means 
that MANETs operate without support of any fixed infrastructure or centralised ad- 
ministration [3]. 
In MANETs, mobile nodes are arbitrary pLnd dynamically connected to form a 
network depending on their positions and transmission ranges. A node in MANETs 
is an autonomous terminal which means that it functions as both a host and a router 
[4). Nodes must cooperate to provide connectivity in a multi-hop manner and this is 
the reason why MANETs are called multi-hop networks [5)[6][7). 
Routing issue is one of the most challenging and interesting research areas in 
MANETs [1][2]. Generally, the main function of routing in a network is to detect 
and maintain the optimal route to send data packets between a source and destination 
via intermediate node(s). Multipath routing concept is a new trend addressed in so 
many extensions to traditional routing protocols in MANETs. Generally, multipath 
routing is considered as an advantage due to easy recovery from a route failure, and 
thus multipath protocols are considered more reliable and robust than single path 
protocols [9]. In a broad sense, multipath routing enables route reliability and also 
facilitates load balancing which are commonly used in several applications, especially 
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in routing fault tolerance and Quality of Service (QoS) provisioning for heavy mul- 
timedia and real-time traffic. Both single path and multipath routing protocols in 
MANETs usually consist of two main processes (phases), Route Discovery Process 
(RDP) and Route Maintenance Process (RMP) [10][11]. Most extensions to tradi- 
tional routing protocols in MANETs try to optimise either RDP or RMP, or both. 
The aim of this thesis is to improve routing fault tolerance in MANETs by opti- 
mising multipath routing in a well-studied traditional reactive and single path routing 
protocol known as Ad hoc On-demand Distance Vector (AODV). [12). AODV is ba- 
sically designed as a single path routing protocol even though multiple routes can be 
detected due to routing discovery. AODV maintains only the optimal route, which 
has the minimum hop count, and discards the other routes so that some efficient 
routes are probably lost. The definition of an efficient route is introduced later in 
Chapter 4. 
In this thesis, we develop two novel multipath routing approaches in MANETs 
as new extensions to the traditional protocol AODV. The first approach is a link- 
disjoint multipath extension called "Threshold efficient Routes in multipath AODW 
(TRAODV) that tries to optimise routing overhead in the Route Discovery Process 
(RDP) of traditional reactive protocol AODV. Optimisation in TRAODV is achieved 
by detecting the waiting time required for Route Reply (RREP) procedure until 
receiving a threshold number of efficient routes. 
Our second approach is also a link-disjoint multipath extension called " On-demand 
Route maintenance in Multipath AoDv" (ORMAD) which is an extension to TRAODV 
that improves the Route Maintenance Process (RMP) of traditional AODV protocol. 
Unlike TRAODV which immediately reinvokes a new RDP when detecting a link 
failure in the primary route, ORMAD first invokes a local repair procedure to fix the 
link failure before reinvoking a new RDP. ORMAD applies the mechanism of thresh- 
old waiting time and efficient routes to both phases RDP and RMP. Furthermore, it 
applies the local repair procedure only to efficient routes. 
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Our novel approaches in this thesis, TRAODV and ORMAD, are implemented 
and evaluated against two existing multipath extensions to AODV protocol and two 
traditional multipath protocols. The existing extensions to AODV used in the evalua- 
tion are a well-known protocol called Ad hoc On-demand Multipath Distance Vector 
(AOMDV) [17] and a recent extension called Multiple Route AODV (MRAODV) 
[13] which is extended in this thesis to the new approach TRAODV while the tradi- 
tional multipath protocols used in the evaluation are Dynamic Source Routing (DSR) 
[151 and Temporally Ordered Routing Algorithm (TORA) [16). Protocols are imple- 
mented using Network Simoulator-2 (NS2) and evaluated under the same simulation 
environment in terms of four performance metrics; packet delivery fraction, average 
end-to-end delay, routing packets overhead, and throughput. 
In order to narrow down the research area, an experimental study is carried 
out in Chapter 3 for three traditional reactive ad hoc routing protocols, namely 
DSR, AODV, and TORA based on a simulation using NS2 to verify the feasibility 
of developing AODV protocol to new multipath extensions as it is well-known and 
well-proven ad hoc routing protocol, or there is any other candidate protocol. Hence, 
the overall performance of the traditional multipath protocols (DSR and TORA) 
is evaluated against the overall performance of the traditional single path protocol 
(AODV) and its extensions. 
1.2 Motivation and Significance 
MANETs gain an increasing significance in today's modern civilisation, especially 
with the enormous advancement of information technology and mobile communica- 
tion. There are many applications where ad hoc networking is needed; for example, 
in military applications, rescue operations in natural disasters, sensor networks, and 
even initiating a conference using laptop computers in a Local Area Network (LAN). 
Such applications require a kind of instant networking regardless of any fixed infras- 
tructure, and this is the idea behind MANETs which are very flexible networks and 
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suitable for these types of applications. 
The motivation of choosing the scope of multipath AODV for this research comes 
from the fact that the routing issue is considered one of the most challenging and 
interesting research areas in MANETs. Additionally, the results of the experimental 
study which is carried out in this thesis for the. most common traditional routing 
protocols and some common extensions to AODV protocol shows that AODV is 
more desirable than the other compared protocols in MANETs, especially in the 
case of high mobility and high traffic load. The results also show that multipath 
protocols outperform single path protocols and the multipath extensions to AODV 
almost outperform the traditional multipath protocols in terms of the most common 
performance metrics. 
As mentioned earlier in this chapter, multipath abstraction is considered as an 
advantage for routing issue so that multipath protocols are considered more reliable 
and robust. Furthermore, whenever detecting a link failure in a primary route, the 
source node can select the optimal route among multiple available routes. This mech- 
anism enhances route availability and consequently minimises frequent re-establishing 
of RDP, saves energy, reduces frequent routing update, enhances data transmission 
rates, and increases the network bandwidth [181. For these reasons, multipath routing 
is useful for many applications in MANETs such as heavy multimedia and real-time 
traffic, routing fault tolerance, diversity coding, link security strengthen and finally, 
load and energy balancing. Using multipath in these applications is covered in details 
later in Chapter 2. 
1.3 Problem Statement 
Single path abstraction requires a source node to re-establish a new RDP when 
detecting a link failure in the current primary route. Hence, it is considered as a 
significant drawback of traditional AODV routing protocol in MANETs. In ad hoc 
environment, so many multipath extensions to AODV are conducted focusing on the 
optimisation of multipath abstraction in both RDP and RMP of this protocol. In 
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traditional AODV, a RDP is invoked on-demand whenever the current primary route 
fails due to a link failure. When a link failure is detected, a RMP starts by generating 
and sending a Route ERRor (RERR) packet to all nodes that have one or more routes 
involving the failed link to update their routing tables. Then, a new RDP is invoked 
to obtain an alternative route among multiple detected routes. AODV selects only 
a single route (the optimal) to be used for data transmission and the other routes 
are discarded. When a link failure is detected again, a new RDP is invoked again 
to obtain an alternative route, and so on. The main problem of the single path 
mechanism of AODV is that it increases frequent route rediscovery attempts and 
consequently increases delay and control overhead. 
Many approaches are conducted to solve the main problem of the single path 
feature in AODV either the partial-route re-establishment or multipath establishment 
approaches [13). For example, numerous early extensions to AODV propose a backup 
route to solve the problem of link failure in the primary route. However, the problem 
would not be solved if a link failure would be detected in the backup route itself. In 
order to overcome this problem, more recent extensions are developed to detect more 
than two routes for each destination in the network. Most of these extensions aim 
to detect as large number of multiple routes as possible regardless of the efficiency 
of those routes. These extensions usually have a lot of inefficient routes which lead 
to more routing overhead, especially in end-to-end delay, network bandwidth, and 
memory consuming. For example, numerous approaches of this type of extensions 
utilise RREP timeout (waiting time) used in traditional AODV which is not sufficient 
to detect all possible routes, and consequently many efficient routes can be missed 
due to the short period of the Route Reply (RREP) timeout. Some approaches 
extend the RREP timeout to detect all possible routes however, it is considered a 
long period so that many efficient routes that are detected early become inefficient 
due to the mobility of the nodes which leads to an increase of the probability of link 
failure occurrence in these routes. Thus, instead of waiting in the routing table for 
long time hopefully more routes may arrive, the efficient routes should be utilised 
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by a source node as soon as possible to avoid the effect of the mobility on the links. 
In addition, only efficient routes should be stored in the routing table to minimise 
routing control overhead and, this is the first problem concerned by this research. 
Most literatures of multipath extensions to AODV deal with the route mainte- 
nance problem by invoking a global route discovery to detect a new end-to-end route 
by sending a Route Request (RREQ) from the source to the destination via inter- 
mediate node(s). Invoking global route discovery frequently leads to an increased 
routing overhead and a greater consumption of the network resources such as band- 
width, energy, memory, and computing time. Instead, local route discovery can be 
invoked to minimise this overhead which is the second problem focused by this re- 
search. 
The simulation results of the experimental study which is carried out in this 
thesis (Chapter 3) show that traditional multipath protocols outperform the single 
path protocol in terms of all performance metrics except average end-to-end delay. 
As shown by the results, the rate of routing packet overhead is less in a network that 
uses multipath routing. It also shows that using multipath routing protocols results 
in a higher throughput and packet delivery fraction than that in single path protocols. 
However, even with its single path feature, the overall performance of AODV is better 
than the individual performance of each traditional multipath protocol in terms of 
average end-to-end delay and it converges to large extent to their performances for 
the other performance metrics. Thus, AODV is proven as the more desirable protocol 
than the other protocols, especially in the case of high mobility and high traffic load, 
which means that it is feasible to develop many efficient extensions by combining 
AODV features with the multipath feature of some traditional protocols. 
For these reasons, the two multipath extensions to AODV (AOMDV and MRAODV) 
are evaluated against the traditional multipath protocols in MANETs (DSR and 
TORA) in order to determine the starting point of our research. Simulation results 
show that both AOMDV and MRAODV have better average performance compared 
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to the traditional multipath protocols in terms of all performance metrics except 
the routing packets overhead which is still better in traditional protocol TORA. 
In addition, even though that MRAODV enhances the routing packets overhead in 
AOMDV to a certain extent, a vital drawback in the average end-to-end delay ap- 
peared in MRAODV. Instead of enhancing the average end-to-end delay in AOMDV, 
the performance of MRAODV is reduced compared to AOMDV performance in terms 
of average end-to-end delay. 
The results of the experimental study prove that MANETs still need developing 
more efficient extensions to AODV to overcome the drawbacks of the existing exten- 
sions such as AOMDV and MRAODV. Thus, the novel approaches TRAODV and 
ORMAD are developed to optimise routing packet overhead and average end-to-end 
delay of multipath extensions to AODV. 
1.4 Research Contributions 
This thesis presents two new approaches called TRAODV and ORMAD as efficient 
extensions to AODV that are developed to overcome the drawbacks of the existing 
extensions such as AOMDV and MRAODV. Developing these two novel approaches 
aims to optimise routing packet overhead and average end-to-end delay which are 
the vital disadvantages in the performance of the existing multipath extensions to 
AODV. 
TRAODV approach is a link-disjoint multipath establishment approach focuses on 
optimising RDP of AODV routing protocol in MANETs (see Chapter 4). TRAODV 
aims to reduce routing overhead by detecting the waiting time needed to receive 
threshold number of efficient routes. Furthermore, it tries to decrease routing delay 
overhead and increase route availability in the routing table by calibrating the RREP 
timeout so that most efficient routes can be detected without causing a link failure 
occurrence in the efficient routes that are detected early. The link-disjoint feature of 
TRAODV helps the protocol to detect independent efficient routes which decrease 
the probability of sharing link failures between different available routes and this 
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consequently reduces routing overhead. 
ORMAD approach is a link-disjoint multipath extension to TRAODV (see Chap- 
ter 5) that focuses on optimising RMP of AODV routing protocol in MANETs by 
applying a RMP only to efficient routes starting with the most optimum route and 
ending with the least optimum route. Also, ORMAD still utilises the mechanism of 
TRAODV in its route discovery process. 
Another novel aspect of this thesis is that it introduces an analytical model for 
ORMAD approach so that it describes the whole process of a multipath extension to 
AODV, especially its two main core processes, RDP and RMP. The analytical model 
of ORMAD also describes how these two core processes interact with each other in 
multipath routing with regard to two performance metrics, namely total number of 
detected routes and route efficiency. In addition, the analytical model introduced in 
this thesis for ORMAD can be applied not only to multipath extensions to AODV but 
also to any other on-demand multipath protocol in MANETs with some modifications 
that may be needed according to the nature of each protocol. The analytical model 
of ORAMD is implemented and tested using Matlab 6.0 to prove the behaviour of the 
total number of multiple routes and the route efficiency in terms of different scenarios 
of connectivity, mobility, and route reply waiting time. 
1.5 Research Scope 
Figure 1.1 shows the scope of this research inside MANETs area. The two approaches 
developed in this research are shown in the bottom of the diagram. These approaches 
represent the two goals of this research which are improving RDP and improving RMP 
respectively in multipath AODV. 
1.6 Research Methodology 
The following steps summarise the methodology used to achieve the goals of this 
research: 
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9 Initially, an extensive study in NIANETs is employed, especially in the area of 
routing protocols and multipath routing is carried out. 
* The primary goal of the extensive study is to identify and establish the concrete 
boundary of multipath routing related work and consequently determine the 
scope and the starting point of' this research. 
9 An experimental evaluation is carried out based on NS2 simulation to narrow 
down the research area and to recognise the lack in the existing protocols. 
This is achieved by analysing through a simulation three traditional routing 
protocols in MANETs including AODV. In addition, two inultipath extensions 
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to AODV are evaluated against traditional multipath protocols in MANETs. 
Based on the starting point of this research which is improving multipath rout- 
ing in AODV, MRAODV is chosen to be optimised, and the result is our novel 
approach TRAODV which is implemented and evaluated against MRAODV us- 
ing the implementation of AOMDV which is recently involved by NS2 version 
2.26. 
" TRAODV is implemented so that some modifications are applied to the original 
implementation of AOMDV, especially in the RDP mechanism which is mod- 
ified using several steps. Firstly, it is modified by extending the waiting time 
of receiving RREP packets at the source node. Secondly a selection criterion 
that is used to select the efficient routes is developed. Thirdly, all detected 
routes (multiple routes) are stored in the routing table of the source node. Fi- 
nally, all inefficient routes which are determined based on the selection criterion 
mentioned above are removed from the routing table. 
"A simulation is executed for both MRAODV and TRAODV under the same 
environment with an analysis and comparison study of their performance in 
terms of predefined performance metrics. 
Determining the second point of this research which is improving the route 
maintenance process, RMP, of multipath AODV using the concept of local 
repairing. A simulation is executed for both ORMAD under the same envi- 
ronment of TRAODV simulations. Simulation results of ORMAD performance 
are evaluated against TRAODV and the other extensions to AODV in terms 
of predefined performance metrics. 
The third point is introducing an analytical model for the whole multipath 
routing process of ORMAD. The analytical model is implemented and tested 
numerically using Matlab to prove the behaviour of the total number of multiple 
routes and the route efficiency in terms of different scenarios of connectivity, 
mobility and route reply waiting time ratios. 
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1.7 Thesis Organisation 
This thesis is organised into nine chapters including this chapter. The following 
paragraphs provide brief descriptions of the remaining chapters of this thesis. 
Chapter 2 is concerned with firstly overview, characteristics, factors, applications, 
issues, and a reference model of MANETs. Secondly, it presents a brief overview of 
the most significant issues in MANETs such as routing, QoS, security, and multicas- 
ting. Thirdly, routing issue in MANETs is more focused including characteristics, 
routing issues, requirements, and classification of routing protocols in MANETs. Fi- 
nally, a literature review for multipath routing in MANETs is presented including its 
applications, classification, and design issues. 
Chapter 3 presents firstly an experimental study by means of NS2 simulation which 
focuses on comparing the performance of three traditional reactive routing protocols 
in MANETs. Simulation environment, input parameters, and performance metrics, 
and results of the simulation are presented. Secondly, a simulation-based evaluation 
using NS2 is presented to evaluate two multipath extensions to AODV against two 
traditional multipath protocols in MANETs using the same simulation environment, 
input parameters, and performance metrics of the first study. The evaluation of all 
protocols with a general discussion is presented in the end of the chapter. 
Chapter 4 presents TRAODV approach. Simulation environment, input parame- 
ters, and performance metrics of TRAODV simulation are presented in this chapter 
while the results of the study and evaluation of TRAODV are presented later in 
Chapter 7. 
Chapter 5 presents ORMAD approach introducing an analytical model for the whole 
process of multipath AODV routing, especially for the two main core processes, RDP 
and RMP. The implementation of ORMAD using Matlab is presented in the end 
of this chapter. Applying testing data, input parameters, and defining performance 
metrics of ORMAD implementation are presented in this chapter while the results of 
the study and evaluation of ORMAD are presented later in Chapter 7. 
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Chapter 7 presents the results of the research including TRAODV and ORMAD 
simulation results. The results of the numerical implementation and testing of for- 
malising the relevant concepts of ORMAD approach are presented in the end of the 
chapter. 
Chapter 8 presents the conclusions and the future work of the research. 
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Chapter 2 
Mobile Ad Hoc Networks (MANETs) 
2.1 Introduction 
MANETs are considered a vital part in beyond third generation wireless networks 
[4] [5]. A MANET is a new wireless networking paradigm developed for autonomous 
mobile nodes. MANETs do not use any kind of fixed infrastructure which is usually a 
significant part of traditional wireless local area networks such as WLANs, and thus 
MANETs work in a cooperative and distributed environment [2][6]. 
Since it is infrastructureless which means that no Access Points (APs), no routers, 
no configuration prior to setup of the network, and no predetermined topology [14], 
a MANET is also considered a self-creating network. For these reasons, a MANET 
is considered also a self-organising and self-administering network because no central 
control can be applied in creating the network. Actually, it is difficult to apply any 
kind of central administration on MANETs such as central routing, authentication, 
or congestion control due to the dynamic nature of the network topology in MANETs. 
For all reasons mentioned above, MANETs are suitable for many significant ap- 
plications such as military, emergency, collaboration, and ubiquitous computing. 
This chapter presents an overview of MANETs covering the characteristics, appli- 
cations, challenges, and a reference model of MANETs. The most significant issues in 
MANETs are reviewed which include routing, QoS, security, and multicasting. Since 
routing in MANETs is the general scope of this research, routing is more focused 
later in Section 2.8 and a review of state-of-the-art multipath routing is presented in 
Section 2.9. 
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2.2 MANETs Overview 
MANETs are often related to the concept of WLANs which are well-known as single 
hop and infrastructure-based wireless networks [2][5]. This means that there is at 
least one fixed Access Point (AP) that governs the transmission between different 
mobile nodes inside a WLAN. An AP functions as a bridge between the stations and 
an existing network backbone [7]. Also, WLAN is often connected to a wired network 
via a hub or switch. Existence of an AP can strongly help controlling the security and 
QoS issues in a network. In WLAN, no routing is needed between different mobile 
nodes inside the network because the communication is done via the AP in a single 
hop manner. WLAN implementations often include wireless network standards devel- 
oped by Institute of Electrical and Electronics Engineers (IEEE) 802 project (IEEE 
802.11, IEEE 802.11b, IEEE 802.11g, IEEE 802.11a, and IEEE 802.11n [201) and 
High Performance Radio Local Area Network Type 2 (HiperLAN2), the European 
version of IEEE 802.11a which is being developed by European Telecommunications 
Standardisation Institute (ETSI) Broadband Radio Access Networks (BRAN) project 
[19]. Most of these standards operate at a frequency of 2.4GHz except IEEE 802.11a 
which operates at 5GHz. The bandwidths (transmission rates) of these standards are 
2Mbps for IEEE 802.11,11Mbps for IEEE 802.11b, 54Mbps for IEEE 802.11g and 
IEEE 802.11a, and 1OOMbps for IEEE 802-11n [20]. Figure 2.1 illustrates a single 
hop WLAN with one AP. 
A MANET is a new wireless networking paradigm for mobile hosts. As mentioned 
earlier in this chapter, MANETs do not depend on any kind of fixed infrastructure. 
Instead, hosts (nodes) depend on each other in a cooperative manner to keep the 
network connected. Thus, the goal of mobile ad hoc networking is to provide an 
ubiquitous communication and computing which can be deployed rapidly independent 
of a pre-existing infrastructure such as AN or base stations [211. Hence, a MANET 
can be defined as a peer-to-peer network that enables wireless clients to communicate 
amongst each other without depending on any infrastructure. It can be also defined 
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Figure 2.1: An example of a single hop WLAN with one All 
a. s a collection of mobile nodes that form a dynamic topology and highly resource 
constrained network [1][2]. Unlike NVLAN which is a single hop network, NIANET is 
a multi-hop network which means that nodes in a network cooperate to perform the 
major functions of' the network ý3]. 
NIANETs encounter inore challenges in routing, QoS, energy conservation and se- 
curity [7] due to the absence of infrastructure, its cooperative nature, high mobility, 
resource constrains (power, storage, and bandwidth) ý22] and finally, the dynamic 
topology of nodes operating in MANETs environment. 
Ad hoc networking is not a new concept because it was initiated in Defence 
Advanced Research Projects Agency (DARPA) Packet Radio projects ý23] for military 
applications since 1970s as a technology for dynamic wireless networks. Developing 
MANETs was interested commercialh, in the last two decades an(] it has recently 
grown due to the development in wireless communications. 
A new working group is fornied for NIANET within the Internet Engineering 
Task Force (IETF) [4] to develop standard Internet routing support for mobile IP 
autonomous segments and also to develop a framework for IP-based protocols in 
NIANETs. The increasing improvement in the recent IEEE standards of 802 project 
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for wireless networks [241 has increased the research interest in tile field of wireless 
Internet and mobile IP-based networks. 
Based on the type of involved inobile nodes, a NIANET can be either homogeneous 
or heterogeneous. A NIANET that contains the same type of all mobile nodes is 
considered a homogeneous, while a NIANET that contains different types of mobile 
nodes is considered a heterogeneous MANET. Figure 2.2 illustrates it homogeneous 
NIANET while Figure 2.3 illustrates a heterogeneous NIANET, 
NIANETs use the same family oHEEE 802.11 standards that are used in NVLANs 
in addition to Bluetooth 1251ý261. Table 2.1 shows a comparison between WLAN and 
NIANET. 
1"Ji 
Figure 2.2: An example of a homogeneous 'NIANET 
2.3 Characteristics of MANETs 
Request For Comments (RFC) 2501 document [271 which is published by MANET 
working group within the IETF describes the inain characteristics of NIANETs which 
differs froin the characteristics of traditional wireless local area networks such as 
WLANs due to the dynamic and the infrastructureless natures of INIANETs ý281- 
The most significant characteristics of a NIANET are sunimarised as follows: 
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Figure 2.3: Ail example of a heterogeneous NIANET 
9A collection of autonomous terminals means that each mobile node in a NIANET 
functions as both a host and a router. 
9A peer-to-peer and multi-hop wireless network means that no central routing 
in NIANET. 
9 It has a dynamic topology means that it contains a set, of nodes that are con- 
tinuously moving leading to random change in the network topology rapidly at 
unpredictable times. 
9 It has a distributed operation which means that the control and management 
of the network is distributed among the nodes due to the absence of any type 
of infrastructure that usually supports the central control of the network op- 
erations. The nodes involved in a NIANET should collaborate amongst each 
other, and each node acts as a host and router at the same time to implement 
network functions such as security and routing. 
9 It can be rapidly deployed. 
e It does not rely on pre-existing infrmtruct tire.. 
9A bandwidth-constrained network with variable capacity links. 
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Table 2.1: A COMDarison between WLAN and MANET 
Comparison Aspect WLAN MANET 
Communication mechanism Base station type access Peer-to-Peer 
Single/multi-hop Single hop Multi-hop 
Infrastructure-based Yes (APs / routers / 
servers) 
No 
Self-configurartion No Yes 
jecurity policy Centralised Distributed 
Autonomous terminals No Yes 
Mobile hosts/routers No Yes 
Centralised/distributed opera- 
tion 
Centralised Distributed 
Static/dynamic topology Static Dynamic 
_ Bandwidth-constrained net- 
work 
No Yes 
Routing Easy (rarely needed) A big challenge 
_ Power awareness Does not matter Yes 
QoS guarantee Can be guaranteed eas- 
ily 
A big challenge 
Scalability Easy A big challenge 
Multicasting Easy A big challenge 
Typical applications Home/enterprise net- 
working 
Military/emergency 
* Self-adapts to the connectivity and propagation patterns. 
e Adapts to traffic and mobility patterns. 
* It has a limited physical security, especially in the absence of any centralised 
authentication or encryption. Existing link security techniques are often ap- 
plied within wired networks and WLANs to reduce security threats however, 
MANETs are generally more prone to physical security threats than are wired 
networks or WLANS. 
9 It has an energy-constrained operation so that energy conservation of batteries 
in mobile nodes may be considered one of the most significant design criteria 
for optimisation in MANETs. 
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There are several reasons (advantages) why MANETs are considered good candidates 
for mobile networking, the most significant reasons for that are the easy to use and 
speedy deployment, robustness and low cost because there is no dependence on any 
type of infrastructure, and the basis of ubiquitous computing such as wireless Internet. 
The most significant disadvantages of MANETs are the complexity of routing 
because of the consistently moving nodes, mobility and dynamic topology, vulnera- 
bility of security due to the cooperation principle in MANETs, and the low computing 
power due to small devices used in MANETs. 
2.4 Applications of MANETs 
MANETs are very flexible networks and suitable for several types of applications, as 
they allow the establishment of temporary communication without any pre-installed 
infrastructure. The following is a summary of the major applications in MANETs: 
9 Personal communications (e. g. cell phones, laptops and ear phone). 
9 Cooperative environments (e. g. taxi cab network, meeting rooms, sports stadi- 
urns, boats and aircrafts). 
9 Emergency operations (e. g. policing, fire fighting and earthquake rescue). 
9 Military environments (battlefield). 
e Conferencing (using mobile nodes). 
9 Enterprise network. 
9 Vehicle network. 
9 Home network (almost used for PANs [28)). 
9 Hospitals (e. g. healthcare). 
9 Wireless mesh networks (very reliable networks that are closely related to 
MANETs, the nodes of a mesh network generally are not mobile [29)). 
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9 Wireless sensor networks (a very hot research area of ad hoc networking which 
includes fixed networks or mobile sensors [2][6]). 
9 Hybrid wireless networks (which aims to cost savings, performance improve- 
ments and enhanced resilience to failures [301). 
9 Collaborative and distributed computing. 
2.5 Challenges and Issues of MANETs 
There are several challenges and factors specifically important for ad hoc networking 
design and implementation. The most significant challenges and factors affecting 
MANETs are surnmarised as follows: 
Application/Market penetration: multi-hop technology is not commercialisable 
till now [311 which can be justified by the limitations of the short coverage area 
of the wireless products that belong to the standard of IEEE 802.11. 
Design/Implementation: because MANETs have limited physical security, bandwidth- 
constrained operation, and they are energy-constrained, the design and imple- 
mentation of MANETs must be reliable, manageable, survivable, and secure. 
Limited wireless transmission range: depends on the capabilities of wireless 
technology. 
9 Operational/Business-related: how to manage the network and how to bill 
for 
services. 
9 Mobility: often considered the first enemy of the designer of MANET 
[2]. 
Scalability: a MANET can grow to thousands of nodes in some applications 
such as large environmental sensor fabrics, battlefield deployments, and urban 
vehicle grids. Unlike infrastructure-based networks, It is difficult to handle 
the scalability in a MANET due to unlimited and random mobility, and the 
infrastructureless nature of MANETs [21). 
20 
2.5 Challenges and Issues of MANETs 
o Energy conservation: most ad hoc nodes such as Laptops, Personal Digital 
Assistants (PDAs), and sensors are often power supplied using batteries which 
have limited power. Thus, energy conservation is a big challenge for MANETs. 
4p Address assignment. 
9 Power budget versus latency. 
* Cross-layer interaction. 
9 Incompatible standards. 
The major issues that affect the design, deployment, and performance of an ad hoe 
wireless system are summarised bellow. The four most important issues in MANETs 
are listed first in the following list and they are covered in more details later in this 
section. 
" Routing 
" QoS provisioning 
" Security 
41 Multicasting 
" Energy management 
" Medium access scheme 
" Pricing scheme 
" 'I'Yansport layer protocols 
" Self organisation 
" Addressing and service discovery 
" Scalability 
" Deployment considerations 
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2.5.1 Routing 
Routing support between any pair of nodes has become one of the most significant 
issues in MANETs because the topology of the network is constantly changing. Most 
ad hoc routing protocols are based on reactive (on-demand) routing instead of proac- 
tive (table-driven) (3]. Proactive protocols update periodically routing information 
to various nodes in the network so that a source node can find the route to a destina- 
tion whenever needed. Unlike proactive protocols, reactive protocols should discover 
and select the optimal route on-demand among multiple routes that are detected 
during the route discovery process. A hybrid protocol is a combination between both 
proactive and reactive protocols [2][3). 
Routing in MANETs differs from routing in traditional wired and wireless net- 
works [28)[321 due to the following reasons: 
Both router and host (the node itself is the router and the host at the same 
time) are mobile. Thus, both route discovery process and route maintenance 
process of a routing protocol are affected by the mobility of the node. Link 
failure/repair may be increased when nodes move fast, which does not matter 
in traditional networks. 
The infrastructureless nature of a MANET causes a difficulty to use any cen- 
tralised administration of routing which is often needed for the deployment pro- 
cess of a routing protocol in traditional networks. The operation in MANETs 
is fully distributed including the coordination regarding routing information 
exchange. Another issue related to this cooperation is the security issue which 
is usually preferred to be centralised and under control of the administrators in 
traditional networks. 
The scarce energy and link capacity of a node in MANETs [22] lead to adopt 
new performance criteria to measure the routing efficiency. A most significant 
example of such new criterion which is associated with MANET concept is 
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route stability despite mobility and energy consumption. In addition to the old 
criteria of traditional networks such as bandwidth consumption, routing packet 
overhead, routing delay overhead, security awareness, and QoS awareness, this 
new criterion should be taken into account when designing an ad hoc routing 
protocol. 
2.5.2 QoS Provisioning 
The notion of QoS is a guarantee of a set of predetermined service performance con- 
straints to be satisfied by the network to the user [331. In other words, QoS is the 
performance level of services offered by a service provider or a network to the user 
in terms of many performance metrics of QoS such as the average end-to-end delay, 
packet delivery, and available bandwidth. QoS provisioning often requires negotia- 
tion between the host and the network regarding the resource reservation schemes, 
priority scheduling, and call admission control. Hence, providing different quality of 
service levels in a highly changing environment is a significant issue in MANETs. In 
MANETs, the presence of additional bandwidth, link and medium constraints, and 
high change in network topology makes QoS provisioning more difficult than in fixed 
wired networks, which only need to deal with static constraints such as bandwidth, 
memory, or processing power [7]. To support multimedia services in MANETs, an 
adaptive QoS must be implemented over the traditional resource reservation tech- 
niques [2] [8]. 
2.5.3 Security 
Ad hoc networks are highly vulnerable to security attacks and dealing with this 
issue is one of the main challenges of MANET developers. In addition to the com- 
mon vulnerabilities of wireless connections, a MANET has its own particular security 
problems due to various reasons such as malicious attacks of a neighbour node, shared 
broadcast radio channel, insecure operating environment, lack of central authority, 
lack of association among nodes, limited availability of resources, and physical vul- 
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nerability. The most interested attributes of security in MANETs are availability, 
confidentiality, integrity, authentication, and non-repudiation [8][10][34]. 
In brief description, availability ensures the survivability of network services de- 
spite denial of service attacks. Confidentiality ensures that certain information is 
never disclosed to unauthorised entities, Integrity guarantees that a message being 
transferred is never corrupted. Authentication enables a node to ensure the identity 
of the peer node which is communicating with. And finally, non-repudiation ensures 
that the origin of a message cannot deny the message sending [34][351. The major 
security threats/attacks that exist in MANETs are summarised as follows: 
* Denial of service 
9 Passive eavesdropping 
9 Signaling attacks 
9 Resource of service (e. g. energy depletion, buffer overflow) 
9 Host impersonation. 
9 Information disclosure. 
2.5.4 Multicasting 
Multicast routing is another significant issue of MANETs because the multicast tree is 
not static in MANETs due to the random movement of nodes in the network. Routes 
of each pair of nodes may potentially contain multiple hops. This type of communica- 
tion is more complex than the single hop communication, Multicast routing becomes 
necessary when multicast packets should be sent to groups in several networks. In 
MANETs, multicasting plays a vital role in several applications such as emergency, 
rescue operations, and military operations. Node mobility with the power and band- 
width constraints make multicast routing very challenging in MANETs [2)[36]. 
24 
2.6 MANET Layers 
2.6 MANET Layers 
Network architecture can be described generally using a reference model that de- 
scribes the layers of hardware and software necessary to transmit data between two 
points or to enable interoperating of multiple devices/applications in a network. Ref- 
erence models are necessary to increase compatibility in the network between different 
components from different manufacturers [37]. The Open Systems Interconnection 
(OSI) reference model proposed by the International Organisation for Standardisa- 
tion (ISO) consists of seven layers [38] which are ordered from layer 1 (the lowest) 
to layer 7 (the highest) as shown in Figure 2.4. These seven layers are (from lower 
to higher) the physical layer, data link layer, network layer, transport layer, session 
layer, presentation layer, and the application layer. 
Device A Device B 
Application ý ------------------------------------------- ý Application 
Presentation k ------------------------------------------- *j Presentation 
Session 14 ------------------------------------------- 
Transport ý ------------------------------------------- 
Network 1-4 ------------------------------------------- 
Data Link 1-4 ------------------------------------------- 
I Physical I 
Figure 2.4: ISO-OSI reference model 
Session 
t 
Transport 
Network 
Data Link 
t 
Physical 
Physical layer handles the transmission of bits over a communications channel. 
It is responsible for bit encoding and determining the voltage levels to be used for 
transmitting the bit stream over the physical medium and the time duration of each 
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bit. It also concerns other physical specifications such as connectors, media choice, 
and modulation techniques. The functions of data link layer are to coordinate the 
access of multiple nodes to a shared medium, take the data and transforming it into a 
frame with header, control and address information, error detection code, flow control, 
and Medium Access Control (MAC) addressing. Network layer is responsible for 
creating, maintaining and ending network connections. It transfers a data packet from 
node to node within the network. In other words, it is responsible for routing (scope 
of this thesis), congestion control, IP addressing, and internetworking. Transport 
layer provides an end-to-end error-free network connection, and makes sure the data 
arrives at the destination exactly as it left the source. Session layer is responsible 
for establishing sessions between users while presentation layer performs a series of 
functions necessary for presenting the data package properly to the sender or receiver 
such as encryption and compression. 
The highest layer is the application layer which enables the user to access the net- 
work. The main role of this layer is to handle frequent disconnection and reconnection 
with peer applications and to supports data transmission and services between users 
such as electronic mail and remote file transfer. 
applications 
transport layer 
network layer 
link layer 
radio layer 
Figure 2.5: A MANET architecture of 5-layer reference model 
A MANET architecture is suggested in most literatures of MANETs using a 
5-layer reference model [7][39] as shown in Figure 2.5. The five layers suggested 
for MANETs are radio layer (instead of physical layer), link layer, network layer, 
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transport layer, and applications layer. Figure 2.6 shows a 5-layer niodel proposed 
by [7] for NIANETs with the corres pond ii ig research issues associated with each layer. 
As shown in the Figure, the three higher layers in ISO-OSI reference 111odel (L5, L6 
and L7) are inerged iii one laver (M) in NIANET's reference model. The lower layers 
(LI, L2, U and L4) are identical in the two reference models and their functions are 
also identical with more challenges encountered due to the nature of' MANETs. 
Layer Challenges in the layer 
Cross-layer challenges 
I 
(All layers) 
I 
L5: 
Application layer 
Presentation layer 
Session layer 
L4: 
Transport layer 
L3: 
Network layer 
L2: 
Data link layer 
Ll: 
Physical layer 
New/killer applications 
Network auto -c onfiguratio n 
Location services 
Security (authentication and 
encryption) 
TCP adaptation 
Back off window 
Routing 
IP addressing 
Optimization 
Multicasting 
Media access control 
Error control 
Optimization 
Spectrum usage/allocation 
Energy conservation 
QOS 
Reliability 
Scalability 
Network simulation 
Performance optimization 
H/W and SIW tools support 
Figure 2.6: NIANET layers and the con-esponding reseai-(, Il issues 
2.7 Topology Structures in MANETs 
There are two types of topology stiýtictui-es/arcilit(ý(-ttii-es in NIANETs, Flat and Ili- 
erarchical structure. In a flat structure, all nodes in a network are at the saine level 
and have the same routing functionality. Flat routing is simple and efficient for small 
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networks. The problem is that when a network becomes large, the volume of rout- 
ing information becomes larger leading to spend long time for routing information 
to arrive at remote nodes [3][8][401. For large networks, hierarchical (cluster-based) 
routing may be used to solve the above problem. Characteristics of a flat structure 
in MANETs are surnmarised as follows: 
9 Nodes are at the same level which means that they have the same functions 
and responsibilities. 
9 There is no hierarchy/clustering in the network which means that the whole 
network is one cluster. 
e All nodes cooperate for routing and security policies which means that it is 
fully distributed network. 
In hierarchical routing, nodes in a network are dynamically organised into parti- 
tions called clusters, and then clusters are collected again into larger partitions called 
super-clusters and so on. Organising a network into clusters maintains a relatively 
stable network topology. Clusters limit the high dynamics of membership and net- 
work topology. However, less volume of routing information is propagated across a 
long distance in the network. This information contains only stable and high level 
information such as the cluster level or the super-cluster level. Hence, the routing 
overhead may be largely reduced using hierarchical routing [3][8] [40] [411. Character- 
istics of a hierarchical structure in MANETs are surnmarised as follows: 
e Consists of more than one level. 
9 Nodes are collected in clusters. 
e Each cluster has a cluster head. 
* Routing is accomplished through cluster heads. 
e Heads keep locations information for clusters. 
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There is a sort of centralisation that leads to lower reliability, easier routing, 
and better security. 
9 Cluster heads may consume more power and bandwidth than other members. 
2.8 Routing in MANETs 
Since routing in MANETs is the main scope of this thesis, it is focused again in 
more details in this section which presents a review for routing in MANETs covering 
characteristics, issues, requirements, and classification of routing protocols. 
2.8.1 Overview of routing issues in MANETs 
Routing is the most challenging and interesting research area in MANETs. It can be 
defined as detecting and maintaining the optimal route to send data packets between 
a source and destination via intermediate node(s) in a network [2][41). 
In addition to its basic function, ad hoc routing issue has a coherent relationship 
with the most significant basic operations of the network such as QoS, security, band- 
width, and power constraints [1][42]. Thus, so many routing approaches in MANETs 
concern such relationship and so many titles of these approaches concern a sort of 
combination between routing issue and other issues such as QoS, power, and security. 
The responsibilities of a routing protocol in MANETs are almost concentrated in the 
two core processes of any routing protocol, RDP and RMP. Thus, it is useful to sum- 
marise the responsibilities of a routing protocol with regard to these two processes 
as follows: 
9 Exchanging route information. 
Detecting one or more feasible route(s) to a destination and selecting the opti- 
mal route based on criteria such as hop count and/or delay time. 
9 Handling the lifetime of the route. 
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9 Handling the lifetime of wireless links. 
11 Gathering information about the route breaks (due to the involved link failures). 
* Repairing the broken routes. 
o All the above functions should be performed with minimum processing power 
and bandwidth. 
In traditional routing protocols, each node in the network maintains a routing 
table which lists the next node for each destination that can communicate the source 
node. The routing table is usually designed using a distributed data structure. The 
goal of a routing protocol is to ensure that the overall data structure of all routing 
tables in a network contains a consistent and correct view of the actual network 
topology. Some troubles can be encountered due to the inconsistency and incorrect 
information of routing tables: 
9 Packets can loop in the network. 
* Packets can be dropped. 
* Routing delay overhead can increase. 
* More energy of the nodes can be consumed. 
Since routing in MANETs is very hard due to its dynamic topology, a variety of new 
routing protocols in MANETs have been developed in recent years taking into account 
the nature of MANETs. The design problem of a routing protocol in MANETs is not 
simple since an ad hoc environment introduces new challenges that are not present 
in traditional networks. A routing protocol of MANET should be capable to handle 
a very large number of hosts with limited resources such as bandwidth and energy. 
The main challenge of a routing protocol in MANETs is that it must deal with 
the host mobility which means that the hosts can frequently move to various loca- 
tions in short time duration. Hence, all hosts of a MANET act as routers and must 
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participate in the RDP and RMP of the routes to the other hosts. For ad hoc routing 
protocols, it is essential to reduce routing messages overhead despite the increasing 
number of hosts and their mobility. Keeping the routing table small is another im- 
portant challenge, because the increasing of the routing table will affect the control 
packets sent in the network which leads to increase routing control overhead [2] [8][43]. 
All ad hoc routing protocols consist of the following two main phases (also called 
processes or components): 
e Route discovery process, RDP, which is the process of finding a route between 
two nodes. 
Route maintenance process, RMP, by which a source node detects if the network 
topology has changed leading to break the current primary route due to node 
moving out of the range of the sender, then the failed route is repaired or an 
alternative route is detected by invoking a new RDP. RMP is considered a big 
challenge, especially in reactive ad hoc routing protocols. 
2.8.2 Characteristics and design issues of an ad hoc routing 
protocol 
Many characteristics and issues must be taken into account when designing an ideal 
routing scheme for MANETs. MANET working group defines some desirable quali- 
tative properties for ad hoc routing protocols [44]: 
e Distributed operation: this property is essential to MANETs to enable any 
host in the network join or leave the network whenever it decides. 
9 Loop-freedom: this property refers to avoiding packets spinning around in 
the network for arbitrary time. 
Demand based operation: ad hoc routing does not have to update the status 
of the links. Instead, it can discover the valid route(s) as needed (on-demand). 
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This mechanism may increase route discovery delay overhead however, band- 
width and energy resources can be more efficiently utilised if this mechanism is 
implemented intelligently. 
9 Security: because of the vulnerabilities in the physical security, ad hoc routing 
protocols are exposed to many types of attacks. Securing routing protocols must 
be taken into account in modern communication, especially for mobile nodes 
that are vulnerable to intrusion due to broadcasting. 
9 Sleep period operation: this property has to reduce the energy used by hosts 
and a routing protocol in MANETs should be able to deal with sleep periods 
effectively. 
" Unidirectional link support: many routing protocols in MANETs use bidi- 
rectional links for data transmission. Unidirectional links are however more 
general in radio networks because they are more reliable than bidirectional 
links. Unidirectional links offer two opposite ways one for request and the 
other for reply while the bidirectional links use the same link for both request 
and reply operations. 
" Multiple routes: this property has to reduce the number of reactions to 
changes of topology. Multiple routes property improves QoS, especially for 
multimedia applications in MANETs. It maximises the reliability of routes that 
are used for data transmission and improves the load balance among different 
nodes involved by the set of paths selected for data transmission. 
e Power conservation: the nodes in MANETs are powered by batteries which 
are very limited in power and therefore, it may be useful to use a sort of stand-by 
mode to save power in mobile nodes. 
4o Quality of Service support: a routing protocol in MANETs may essentially 
incorporate a sort of QoS to support multimedia applications. Large number 
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of users, user mobility, and frequently changing topology make a big challenge 
for an ad hoc routing protocol to support QoS. 
The scalability of the protocol with network size: the size of a MANET 
may be quite large in many applications such as communications in battlefields 
and disaster emergency operations. As there is no fixed infrastructure, the 
same bandwidth is used to find and maintain routes as well as to transmit 
data. As the size of the network grows, the amount of information maintained 
by each node in a MANET grows exponentially leading to increase routing 
control overhead dramatically [451. 
9 Frequent topological changes: The topology of a MANET may change 
rapidly in unpredictable time. When the current primary route is broken, a 
new one must be re-established. 
Up to now, none of the proposed protocols for MANETs has all the above properties 
[46] however, the protocols are still under development and are probably extended 
with more functionality and more enhanced performance. 
Generally, routing involves two basic activities, determining optimal routing paths 
and transporting information groups (packets) through a network. Despite this fact, 
finding the optimal route is not yet a crucial function of an ad hoc routing protocol 
and the primary function is still to find a route to the destination. 
The major requirements of designing an efficient routing protocol in MANETs are 
surnmarised as follows: 
9 Minimum route acquisition 
9 Route reconfiguration in very short time 
e Loop-free routing 
9 Distributed routing approach 
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e Minimum control overhead 
9 Scalability 
a QoS provisioning 
9 Real-time traffic support 
o Security and privacy 
2.8.3 Conventional routing protocols 
Routing protocols in conventional wired networks are usually based on either dis- 
tance vector or link state routing protocols. Both of these protocols require periodic 
routing advertisements to be broadcast by each router. The question is: why not 
use a conventional routing protocol like link state or distance vector for MANETs? 
Even though the conventional routing protocols are well tested and most computer 
communications' people are familiar with them, the main problem with link state 
and distance vector is that they are designed for a static topology, which means that 
they would have problems of convergence to a steady state in a MANET with a very 
frequently changing topology. Link state and distance vector would probably work 
very well in a MANET in low mobility scenarios. 
Because many of the proposed ad hoc routing protocols have a traditional routing 
protocol as underlying algorithm, it is necessary to understand the basic operation 
of conventional protocols like link state, distance vector, and source routing. These 
three conventional protocols can be explained briefly as follows: 
* Link State Routing means that each node maintains a view of the complete 
topology with a cost for each link. To keep these costs consistent, each node 
periodically broadcasts the link costs of its outgoing links to all other nodes 
using flooding. On receiving this information by a node, it updates its view of 
the network and applies a shortest path algorithm to choose the next hop for 
each destination. 
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Distance Vector Routing means that each node only monitors the costs of 
its outgoing links, but instead of broadcasting this information to all nodes, it 
periodically broadcasts to its neighbour an estimate of the shortest distance to 
every other node in the network. The receiving nodes then use this information 
to recalculate the routing tables by using a shortest path algorithm. 
Source Routing means that each packet must carry the complete path that 
takes the packet to the destination. Therefore, the routing decision is made 
at the source node. The advantage of this approach is that it is easy to avoid 
routing loops while the disadvantage is that each packet requires individual 
overhead. 
2.8.4 Classification of routing protocols in MANETs 
Many routing protocols have been proposed so far for MANETs, each one offering 
some advantage over the other approaches. However, the properties mentioned in 
subsection 2.10.2 are generally common desirable and each routing protocol designed 
for a MANET should possess. 
Routing protocols in MANETs are classified into three types, proactive (table- 
driven), reactive (on-demand), and hybrid protocols [2][3][41][47]. 
Proactive, reactive and hybrid routing protocols: 
Proactive protocols update periodically routing information to various nodes in the 
network so that a source node can find the route to the destination whenever needed. 
As the route is always known, forwarding packets is faster in proactive protocols 
[3][481. The main disadvantage of such protocols is the large overheads of route 
discovery process which is launched periodically. Also, more bandwidth and power 
are consumed for updating process in proactive protocols [41]. Destination Sequenced 
Distance Vector (DSDV) [491 and Wireless Routing Protocol (WRP) [501 are examples 
of proactive routing protocols in MANETs. Proactive protocols characteristics are 
surnmarised as follows: 
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o Use table driven mechanism. 
9 Continuously evaluate routes. 
* No latency in route discovery. 
9 Need a large capacity to keep network information updated. 
9A lot of routing information may never be used. 
9 Route is determined based on the metric of small delay. 
9 Use significant wireless resources. 
In reactive protocols, the optimal route is discovered on-demand and selected 
among multiple detected routes. As the route detected when needed and no updating 
overhead occurs, reactive protocols have smaller overheads of route discovery process 
than proactive protocols. Furthermore, less bandwidth and power are consumed in 
reactive protocols. More delay time may be spent to receive RREP packets of route 
discovery [3][48]. DSR, AODV, and TORA are examples of reactive routing protocols 
in MANETs. Reactive protocols characteristics are surnmarised as follows: 
9 Use route discovery mechanism by global search. 
* More latency of route discovery. 
e May not be appropriate for real-time communication. 
9 Evaluate route on-demand. 
9 End-to-end delay is significant. 
9 Route is usually determined based on the metric of minimum hop count. 
e Avoid wastage of resources. 
Hybrid routing protocols in MANETs combine between both proactive and re- 
active mechanisms. An example of hybrid protocols in MANETs is Zone Routing 
Protocol (ZRP) [51]. 
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Location-based routing protocols: 
In addition to proactive, reactive, and hybrid, there is a fourth type of ad hoc routing 
protocols includes location-based routing protocols which claim that no routing tables 
need to be maintained, and thus no overhead due to RDP and RMP is imposed. 
However, they need to obtain position data of their corresponding destinations either 
by an internal discovery process or by an independent position service (e. g. Global 
Positioning System - GPS), which will then impose overhead to maintain the position 
information either proactively or reactively. In location-based routing protocols, three 
location components can be used in both route discovery and packet forwarding, the 
position relationship between an intermediate node (a packet-forwarding node) and 
the destination, together with the node mobility [6]. An example of location-based 
routing protocols is Location-Aided Routing protocol (LAR) [52]. Based on the 
mechanism used for routing, most of position-based protocols can be also classified 
as proactive, reactive, or hybrid routing protocols (e. g. LAR is considered a reactive 
[531). Thus, the first three types are still considered the typical types of ad hoc 
routing protocols. 
Hierarchical routing protocols: 
All routing protocols mentioned above as examples of proactive and reactive routing 
have flat structure because they use a flat network topology. A hierarchical routing 
protocol is a protocol that uses a hierarchical network topology. 
As mentioned earlier in this chapter, the nodes in the network are dynamically or- 
ganised into partitions called clusters and then, the clusters are aggregated again into 
larger partitions called super-clusters and so on. The centralisation associated with 
this type of routing protocol in MANETs enhances routing reliability and security. 
Based on the mechanism of routing in the cluster itself and between different 
clusters, most position-based protocols can be also classified as proactive, reactive, or 
hybrid routing protocols. An example of such protocols is the Cluster-head Getaway 
Switch Routing protocol (CGSR) [541 which is a proactive routing protocol uses a 
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hierarchical network topology. 
Single path vs. multiPath protocols: 
Single path abstraction in routing protocols means that multiple routes can be de- 
tected due to routing discovery process and one route of them (usually the optimal) 
is maintained in the source node routing table. DSDV and AODV are examples of 
single path routing protocols. In multipath routing protocols, multiple routes can be 
detected due to routing discovery process and all routes are maintained in a source 
node routing table. All of these routes can be utilised for data transmission between 
the source and the destination nodes. DSR and TORA are examples of multipath 
routing protocols. There are several criteria can be used for comparing single path, 
Classification of routing protocols in MANETs 
(With some typical examples) 
FI ---I 
Flat Routing HierarcWcal Routing 
ZRP 
(Hybrid) 
Proactive Reactive Single/Multipath 
(Table driven) (On-demand) 
DSDV WRP DSR AODV TORA 
Single Path 
11 
4 Multipath 
Figure 2.7: Classification of routing protocols in MANETs with some examples 
and multipath routing in MANETs. The first is the overhead of route discovery 
in multipath routing which is expected to be much more than that of single path 
routing. On the other hand, the frequency of route discovery which is expected to 
be much less in a network which uses multipath routing, since the system can still 
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operate even if one or a few of the multiple paths between a source and destination 
fail (these expectations are mentioned in some literatures as facts however, they are 
tested, verified and evaluated for single path against multipath protocols later in 
Chapter 3). The second criterion is throughput; it is commonly believed that using 
multipath routing results in a higher throughput. The reason is that all nodes are 
assumed to have a fixed and limited capacity which is represented by bandwidth 
and processing power. Since multipath routing balances the load better, t he overall 
throughput would be higher in multipath comparing to single path routing [40][551. 
Throughput along with other criteria such as packet delivery fraction and average 
end-to-end delay are also tested, verified, and evaluated for single path against mul- 
tipath protocols later in Chapter 3. The four criteria mentioned above are defined 
later in Chapter 3 as performance metrics of the simulation process of ad hoc routing 
protocols. 
Figure 2.7 shows a 4-level classification of routing protocols in MANETs with 
some examples of proactive, reactive, hybrid, single path and multipath protocols. 
2.8.5 Proactive Routing Protocols 
Proactive protocols update periodically routing information to various nodes in the 
network so that a source node can find the route to the destination whenever needed. 
As the route is always known, forwarding packets is faster in proactive protocols. The 
main disadvantage of proactive protocols is the large overheads of the route discovery 
process which is invoked periodically. Additionally, more bandwidth and power are 
consumed for updating process in proactive protocols [41]. DSDV and WRP are 
examples of traditional proactive routing protocols in MANETs [47]. 
DSDV: 
DSDV [49] is a flat (non hierarchical) and proactive routing protocol which means 
that routes to all destinations are readily available at every node at all times. It is 
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considered a distributed routing protocol because it is an enhanced version of the dis- 
tributed Bellman-Ford algorithm [57] [581. In DSDV, every node maintains a routing 
table that contains next-hop entry and the number of hops needed for all reachable 
destinations. DSDV uses the abstractions of single path and bidirectional links, and 
thus DSDV does not support a unidirectional link. In DSDV, nodes broadcast a 
periodical route advertisement frequently to maintain routing information within a 
network. Routing table entries are involved in the route advertisements. On receiving 
a route advertisement, a nodes routing table is updated. Sequence numbers are used 
for optimal route selection so that the optimal route is the route that has greater 
sequence number. Hop count is the next criteria of optimality so that a route with 
lower hop count is chosen if the sequence numbers are equal. 
An Example that explains the process of sending packet from a source node (node 
1) to a destination node (node 13) is shown in Figure 2.8. It is clear from the figure 
that the optimal path which is updated proactively is the path 124 12 
13. 
Another Example that explains the process of broken link is shown in Figure 2.9. 
Based on this example, the route maintenance process of DSDV is surnmarised as 
follows: 
* Node 12 is the old next node of node 4 before updating its routing table. 
* Node 8 is the new next node of node 4 after updating its routing table. 
9 Routing table of node 8 is also updated. 
Both routing tables of node 4 and node 8 are updated also with a new sequence 
number greater than the old one for node 8 itself (the destinations of node 4) 
and node 12 (the destinations of node 8). 
DSDV protocol has the following major advantages: 
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DSDV is an efficient protocol for route discovery and it has much less delay in 
the route setup process due to the availability of routes to all destinations at 
all times, and hence latency of route discovery is very low when using DSDV 
protocol. 
Loop-free routes are guaranteed when use DSDV protocol, 
DSDV has less routing overhead of RMP because of the updates are propagated 
throughout the network in order to maintain an up-to-date view of the network 
topology at all nodes. 
e As a proactive protocol, DSDV outperforms reactive protocols in low mobility. 
DSDV has also the following major disadvantages: 
e Heavy control overhead due to the updates needed at any link failure, especially 
in high mobility scenarios. 
e In DSDV, routing control overhead is proportional to the number of nodes in 
the network, and thus DSDV is not scalable in MANETs that have limited 
bandwidth and highly dynamic topologies. 
Because of the table-driven mechanism (updating routing tables periodically), 
DSDV does not perform well in high rates of node mobility. 
WRP: 
Similar to DSDV, WRP [501 inherits the properties of the distributed Bellman-Ford 
Algorithm [57][58]. It guarantees loops freedom and avoids temporary routing loops 
by using the predecessor information which is the novel part of WRP protocol [2]. 
However, while DSDV maintains only one topology table, WRP requires each node 
to maintain four routing tables [48][531 which are distance table, routing table, link- 
cost table, and message retransmission list table [2]. Distance table contains the 
network view of the neighbours of a node matrix where each element contains the 
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distance and the last hop node reported by a neighbours for a particular destination. 
Routing table contains the up-to-date view of the network for all known destination. 
It keeps the shortest distance, the next hop, the last hop (the next node to reach the 
destination), and a flag indicating the status of the path. The path status may be 
correct (a simple path), or error (a loop), or null (the destination node not marked). 
Link-cost table contains the number of update periods and the cost (e. g. the number 
of hops to reach the destination) of relaying message through each link (e. g. for a 
broken link, the cost is oo). Finally, message retransmission list table contains an 
entry for every update message that is to be retransmitted and maintains a counter 
for each entry [50]. 
Link changes are propagated using update messages sent between neighbouring 
nodes. Hello messages are periodically exchanged between neighbours. A node does 
not only update the distance for transmitted neighbours but also checks the other 
neighbours distance, hence convergence in WRP is much faster than DSDV. 
In addition to the same advantages of DSDV, WRP has faster convergence, in- 
volves fewer table updates, eliminates looping situations in a better way, and checks 
the consistency of all neighbours every time [2][53][591. On the other hand, WRP 
has two main disadvantages; the first is related to consuming a significant amount of 
memory due to maintaining four tables. The second is that WRP is not suitable for 
highly dynamic and very large MANETs due to the routing control overhead involved 
in updating table entries at high mobility scenarios [2][531. 
2.8.6 Reactive Routing Protocols 
In reactive protocols, the optimal route should be discovered on-demand and selected 
among multiple detected routes. As the route detected and no updating overhead 
occurs, reactive protocols have smaller overheads of route discovery than proactive 
protocols. Thus, less bandwidth and power are consumed in reactive protocols. In 
reactive protocols, less delay time may be spent to receive RREPs of RDP. DSR, 
AODV, and TORA are examples of traditional reactive protocols in MANETs [1][141. 
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DSR: 
DSR [15] is a flat and fully reactive routing protocol which means the route is detected 
when needed and no updating overhead occurs. It is also considered a distributed 
and multipath routing protocol. DSR is a source routing protocol which means 
that an ordered list of all routes used by a packet sent between a source and any 
intermediate node (or the destination itself) are maintained in the packet header. 
Each node in the network maintains a route cache in which all routes used frequently 
to any given node are stored. Since it is a reactive protocol, DSR uses on-demand 
route discovery mechanism by flooding RREQ packets through the network nodes. 
Each intermediate node looks for the required route in its route cache and if the 
route is found, the node replies a RREP packet back to the source node using the 
source route maintained in the RREQ packet. If the required route is not found, 
the intermediate node forwards the RREQ to all neighbours and so on until reaching 
the destination node. The destination node replies back to the source node a RREP 
packet for each RREQ packet received. Each RREP is replied using the source route 
maintained in the corresponding RREQ packet. Each RREP received by the source 
represents an independent path to the destination. All these multiple routes are 
maintained in the routing table of the source node, and thus DSR is considered a 
multipath protocol. Finally, DSR uses route maintenance mechanism in the case of 
link failures. 
Because of DSR is a source routing protocol, it is resistant to the presence of rout- 
ing loops. Any intermediate node can detect a loop by comparing its own address 
with the sequence hop list in the header of the RREQ packet. Existence of a fresh 
route to the destination in the route cache of any intermediate node may assist in 
stopping RREQ flooding through the rest of nodes in the network by sending back a 
RREP early. Furthermore, routes to the destination can be learned and recorded by 
intermediate nodes while forwarding the RREP packets [60]. 
Figure 2.10 and Figure 2.11 illustrate examples of route request and route reply 
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in DSR protocol. As shown in Figure 2.10, each RREQ packet maintains a list of all 
routes to the source node. This is because DSR is a source routing protocol. The 
destination uses the source routes to send RREPs to the source node as shown in 
Figure 2.11. 
Source 
D-; Tt7llnaU7on 
Figure 2.10: Route request in DSR route discovery 
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Figure 2.11: Route reply in DSR route discovery 
An example of route maintenance in DSR is the situation illustrated in Figure 
2.12. When detecting a link failure such as the link between node 8 and node 9, a 
RERR packet is generated from the node adjacent to the broken link (node 8) to 
inform the source node (node 1) using the source route 5)3)2)1. In 
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this case, the source node reinitiates the route establishment procedure to detect an 
alternative route. The cached entries related to the failed route at the intermediate 
nodes (nodes 3,5) and the source node are removed when a RERR packet is received. 
DSR protocol has the following major advantages which are almost verified and 
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Figure 2.12: Route maintenance in DSR 
evaluated later in Chapter 3: 
Destination 
9 Less routing control overhead because this protocol is a reactive approach which 
eliminates the need to periodically flood the network with table update mes- 
sages. 
eA route to a destination node is established only when it is required, and thus 
no need to find routes to all other nodes in the network. 
Routing control overhead is also reduced by the intermediate nodes that utilise 
the route cache information without need to forward RREQ packets in the case 
of a fresh route to the destination is found. 
DSR has also the following major disadvantages: 
9 Because of DSR is a source routing protocol, packet header grows with route 
length. This consequently increases routing control overhead (larger size of 
routing packets) and routing delay overhead. 
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Because of the concept of route cache and multipath abstraction, applying DSR 
leads to consume a lot of network resources such as the memory and computing 
time. 
9 DSR performance is decreased when several simultaneous route requests initi- 
ated and when many route replies due to caching. This consequently increases 
routing delay overhead. 
AODV: 
AODV [12] is a reactive, flat, single path, and distributed routing protocol designed 
for MANETs. Unlike proactive protocols, which maintain updated information about 
all routes related to each node in its routing table, AODV builds routes between a 
source and destination only on-demand of source nodes, and thus it does not require 
mobile nodes to maintain routes to destinations that are not communicating [8]. 
Unlike DSR, AODV is not a source routing protocol meaning that a packet does 
not maintain a list of all routes to the source node. Instead, AODV deals only with 
neighbours of the first hop to forward a RREQ or reply RREPs. In AODV, routing 
table stores information about the next hop to the destination and a sequence number 
to guarantee loop-free routes [61]. 
Based on AODV mechanism, one route entry (usually the optimal route) is main- 
tained in the routing table of each node to each destination that the node is commu- 
nicating with in the network. This feature is called single route abstraction in AODV 
[45]. When a source wants to send a data packet to a destination, supposed that no 
valid entry for that destination is in its routing table, it floods a RREQ packet to 
all first hop neighbours in the network. A RREQ packet contains source identifier, 
destination identifier, source sequence number, destination sequence number, broad- 
cast identifier, time to live field, and a hop count. A RREQ is flooded by forwarding 
it to the whole network until the destination is reached from different routes. The 
destination node keeps track all detected routes and then sends back RREPs in a 
backward process until the source node is reached using all routes established in the 
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forward process. On receiving a RREP packet by an intermediate node, hop count 
is incremented and the routing table entry is updated ý22]153]. 
AODV uses error inessages for route maintenance. When a node detects a broken 
link to the next hop, it generates a HERR message that contains a list of unreachable 
destinations and sends it to corresponding nodes. The source node should re-establish 
a new RDP to detect an alternative route to the destination [1]. 
Figure 2.13 demonstrates ail example t hat explains the process of sending a RR EQ 
from source node I to destination node 13, and sending back a RREP to the source 
node using AODV protocol. Ail example that explains the route inaint(mance process 
in AODV protocol is illustrated in Figure 2.14. 
AODV protocol has the following major advantages which are almost verified and 
evaluated later in Chapter 3: 
4o Less routing control overhead because routes are established on-deinand. 
9 The latest route to the destination can be found out using the destination 
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sequence numbers associated with the RREQ and RREP packets. 
The connection setup delay is less because no route-status update from any 
intermediate node is needed. 
AODV has also the following major disadvantages which are verified and evaluated 
later in Chapter 3: 
e The intermediate nodes can lead to inconsistent inforination of the routes which 
consequentlY leads to detect some invalid routes. Because of AODV is a single 
path protocol, this drawback cannot be considered a vital problern if the optimal 
route is not one of these routes. 
9 Stale entries can be found if the source sequence number is very old and the 
interinediate nodes have a higher but not the latest destination sequence nuin- 
ber. This consequently leads to detect some invalid routes as discussed above 
in the previous drawback. 
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Routing control overhead may be increased due to receiving multiple RREP 
packets in response to a single RREQ packet. 
9 Periodic beaconing using flooding inechanism for RREQ packets leads to un- 
necessary bandwidth consumption. 
TORA: 
TORA ý16] is it reactive, flat, multipath, distributed, and highly adaptive loop-free 
routing protocol designed for NIANETs. It is designed to operate in a high mobility 
environment of a network, and it has a inechanisin belongs to a family oflink reversal 
algorithin ý22]. During the route creation and maintenance phases ill TORA, nodes 
use a height metric to establish a Directed AcYclic Graph (DAG) rooted at the 
destination ý48]ý53]ý62]. 
A routing path moving direction, speed, and transmission range are monitored to 
predict if a route failure is found by DAG. Timing is an important factor for TORA 
because the height inetric is dependent on the logical time of a link failure. TORA 
assumes that all nodes have synchronised clocks which can be accomplished via an 
external time source such as CPS [21. 
The idea behind TORA is taking into account the status of tile communica- 
tion links between nodes which is related to the variiibility in inobility and network 
topology. Based on this idea, TORA is designed to resist the variability of network 
topology due to many considerations such as mobility and power considerations. The 
key design concept of' TORA is to use control messages in a small set of nodes near 
the potential change of topology. Each node in this set of nodes maintains routing 
information about the first hop neighbours. TORA utilises sorne sort of route main- 
tenance process to repair link failures that usually occur in the network ý71ý8]ý631. 
TORA has three main functions: 
9 Establishing routes: the process of creating routes (multiple routes) which con- 
sists of determining a sequence of links that are directed for each path connects 
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between the source and the destination. 
Maintaining routes: the repairing process which is a reaction to topology 
changes. When a primary route gets broken down, this process is invoked 
to re-establish alternative routes (multiple routes) within a finite time. 
* Erasing routes: when a partition is detected in the network, all invalid routes 
must be removed from the network. This is done by making directed routes 
undirected. 
TORA has the following major advantages which are almost verified and evaluated 
later in Chapter 3: 
A reactive and source initiated routing protocol, As mentioned earlier in DSR 
protocol, these properties are considered advantages. 
Uses an artificial intelligence approach which reduces the route discovery over- 
head. 
* Less routing control overhead because TORA limits the control packets for 
route reconfigurations to a small region. 
9A multipath protocol which mitigates congestion. 
o Creates loop-free routes. 
9 Handles partitions by erasing invalid routes. 
TORA has also the following major disadvantages which are almost verified and 
evaluated later in Chapter 3: 
* Using an artificial intelligence approach in TORA is also considered a disad- 
vantage from the perspective of the implementation complexity. 
9 The local reconfiguration of paths in TORA results in non-optimal routes which 
consequently lead to increase routing delay overhead. 
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2.8.7 Hybrid Routing Protocols 
A hybrid routing protocol in MANETs is a combination between a reactive and 
proactive protocols. A very common example of hybrid protocols in MANETs is 
ZRP [51) which combines the best features of both proactive and reactive routing 
protocols. ZRP proactively maintains routes within a local region of the network 
which is called the routing zone. The information of the routing zone topology is 
utilised by ZRP to improve the efficiency of a reactive route query/reply mechanism. 
ZRP can be configured for a particular network by a single parameter adjustment 
which is the routing zone radius. 
The key concept employed in this protocol is to use a scheme of a proactive routing 
protocol called Intra-zone Routing Protocol (IARP) within a local routing zone in the 
r-hop neighbourhood of every node, and use a scheme of a reactive routing protocol 
called Inter-zone Routing Protocol (IERP) for nodes beyond this zone. 
The routing zone of a given node is a subset of the network. Each node exchanges 
periodic route update packets to maintain the information about routes to all nodes 
within its routing zone. The IERP is responsible for finding paths to the nodes which 
are not within the routing zone. IERP uses the routing information available at every 
node's routing zone. ZRP protocol has the following major advantages: 
9 Combines the best features of both proactive and reactive routing protocols. 
9 Reduces the routing control overhead compared to both traditional reactive and 
proactive protocols which have the disadvantages of using the RREQ flooding 
mechanism and periodic flooding of routing information packets respectively. 
ZRP has also the following major disadvantages: 
9 Higher routing control overhead is produced in the absence of a query control, 
especially if there is a large overlapping between routing zones of the nodes. 
* The query control must ensure that the duplicated RREQs are not forwarded 
to the neighbours. 
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Finally, it may be useful to summarise the most significant differences between 
the four typical proactive and reactive routing protocols in MANETs, namely DSDV, 
DSR, AODV, and TORA which are evaluated based on the simulation presented in 
Section 3.6. The differences are surnmarised in Table 2.2. 
Table 2.2: Comparison of typical proactive and reactive ad hoc routina protocols 
Comparison Aspect DSDV AODV DSR TORA 
Routing Form Flat Flat Flat Flat 
(Flat/hierarchical) 
Routing Mechanism Table- On- On- On- 
driven demand demand demand 
Loop Free Routes Yes Yes Yes Yes 
Multipath Abstraction No No Yes Yes 
Distributed Yes Yes Yes Yes 
Route Maintenance Sup- No No Yes Yes 
port 
Unidirectional Link Sup- No No Yes Yes 
port 
QoS Support No No No No 
Capability of Applying No No No Possible 
Security Techniques 
Route cache strategy No No Yes No 
Power-aware No No No No 
Routing Metric(s) Greater most re- shortest shortest 
cent and path path sequence shortest 
number, path 
and less hop count 
2.9 Multipath Routing in MANETs 
Multipath routing concept is a new trend addressed in so many efficient routing 
protocol extensions in MANETs. Multipath abstraction is considered an advantage 
due to easy recovery from a route failure, and thus multipath protocols are consid- 
ered more reliable and robust [9). Also, multipath routing can save energy, reduce 
frequent routing update, enhance data transmission rates, and increase wireless net- 
work bandwidth [181. In a broad sense, multipath routing enables route reliability 
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and facilitates load balancing. These two advantages are commonly used in several 
applications, especially in routing fault tolerance and QoS provisioning for heavy 
multimedia and real-time traffic. 
Single path routing is a feature associated with many traditional routing protocols 
in MANETs. It means that the optimal route only is maintained in the source node 
routing table even multiple routes can be detected during a routing discovery process. 
As mentioned earlier in this chapter, AODV in addition to many other protocols such 
as DSDV and WRP are examples of single path protocols. 
In contrast with single path, multipath protocols maintain all routes that can 
be detected due to a routing discovery process in the source node routing table. All 
detected routes can be used sequentially (e. g. as backup routes) or cooperatively (e. g. 
for load balancing) for data transmission process between a source and destination 
nodes. In multipath protocols, a source can select the optimal route among multiple 
available routes, which enhances the route availability and consequently minimises 
frequent re-establishing of RDP. 
This section presents a review of state-of-the-art multipath routing in MANETs 
covering applications, classification, and design issues of multipath routing in MANETs. 
A novel aspect of this review is that multipath routing protocols in MANETs are clas- 
sified into new four paradigms. This classification is figured out based on analyzing 
the most significant aspects and properties of multipath routing in MANETs. 
2.9.1 Historical background 
Multipath routing concept between a source and destination nodes is proved in wired 
networks either voice networks or data networks [80][81] [82](831. The general using 
of multipath routing is related to cooperating and balancing loads. Instead of using 
a single path, the data flow is divided among a number of paths which leads to a 
better balancing of load and energy throughout the network [551. 
As an example of using multipath routing in voice networks, traditional circuit 
switched telephone networks used a set of paths for each pair of source and destination 
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nodes. This type of multipath routing is called alternative path routing. Each set of 
paths consists of a primary path and one or more alternative paths. An alternative 
path can be used when the primary path fails. 
Multipath routing is also used in data networks to support QoS using connection- 
oriented service. Standard Private Network-to-Network Interface (PNNI) in Asyn- 
chronous Transfer Mode (ATM) networks uses a set of paths between each pair of 
source and destination nodes [841. As a backup, the alternative path is used when 
the primary optimal path fails. 
In the context of MANETs, multipath routing is proposed in both the early 
reactive and hybrid routing protocols such as DSR, TORA, ZRP, and the Optimised 
Link-State Routing protocol (OLSR) [851. The same idea of route backup is utilised 
in MANETs meaning that the alternative path is used when the primary optimal 
path fails. 
Multipath routing consists of three components route discovery, route mainte- 
nance, and traffic allocation [11]. Only the first two components are considered in 
the scope of this thesis while the third component is out of scope of this thesis. This 
is because the first two components represent the routing process which is the main 
scope of this thesis while traffic allocation component concerns the data transmission 
process which deals with distributing data among the set of routes assigned to a 
session between a source and destination nodes. 
2.9.2 Applications of multipath routing in MANETs 
Multipath routing is useful for several applications in MANETs, the following points 
summarise the most significant applications of multipath routing in MANETs: 
e Heavy multimedia and real-time traffic: applications of this type are 
related to QoS issue in multipath routing. The most significant design issues 
of a QoS-aware multipath routing are congestion control and video transport 
over MANETs with path diversity [86]. Path diversity of video transport over 
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MANETs mainly focuses on how to distribute the video traffic among multiple 
paths [87]. 
9 Routing inprovernent: related to minimising routing overhead and end-to- 
end delay, and maximising the reliability of routes that are used for data trans- 
mission (i. e. maximising fault tolerance) [11][88). 
Hybrid network reliability: concerns the MANETs that may contain het- 
erogeneous nodes, where some nodes are more reliable than the other nodes. 
The reliable nodes should not be deployed randomly, especially when the num- 
ber of reliable nodes is small. The idea behind increasing reliability in hybrid 
networks is to look for different segments of multiple node-disjoint subroutes. 
The reliable path is formed by the concatenation of these reliable segments [89]. 
Diversity coding: the idea behind using multipath in diversity coding is to im- 
prove the reliability of data packet transmission. A multipath traffic allocation 
scheme is introduced in [901 by splitting a packet into equal size blocks and then, 
an overhead is added to each block in the packet. On packet transmission, the 
total blocks are allocated among the multiple routes assigned for transmission 
process between the source and the destination nodes hopefully the probability 
of losing no more than the overhead blocks is maximised. Another approach 
that applies diversity coding is introduced in [871, in which multiple description 
coding is used to distribute video traffic over multiple paths in MANETs. 
Load balancing: concerns improving the load distribution among different 
nodes that are involved by the set of paths assigned to a session of data trans- 
mission between a source and destination nodes. The better the load balance 
the lower the resource consuming such as bandwidth, memory, and energy con- 
suming, and additionally the lower end-to-end delay overhead of routing and 
data transmission [881. 
9 Energy consumption balancing: which is a result of balancing the load 
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among the multiple cooperative routes of a session between a source and desti- 
nation nodes. Node-disjoint routes are expected to balance the load (and then 
the energy consumption) efficiently better than link-disjoint and non-disjoint 
routes [88]. 
Security strengthen of a link key in MANETs: by establishing a multi- 
path key reinforcement through multiple disjoint paths [35]. Node-disjoint and 
link-disjoint routes can be utilised to strengthen link security, while non-disjoint 
routes will increase the probability of security threats due to link sharing among 
different routes. Intrusive link/node is a serious threat of the information in- 
tegrity, thus the higher the disjointness of multiple routes the lower the security 
threats of a link. 
2.9.3 Classification of multipath routing protocols in MANETs 
Multipath routing protocols in MANETs can be classified into four paradigms; classi- 
fication based on a multipath goal, classification based on the basic type of a routing 
protocol, classification based on a multipath application, and finally classification 
based on routes disjointness type. 
Classification based on a multipath goal: 
Traffic allocation may be either centralised or distributed based on the goal of multi- 
path routing. When traffic allocation is concentrated only on the optimal route, the 
other routes are considered as backup routes. This is usually applied to enhance the 
reliability of the routing algorithm. However, the goal of multipath routing may be 
determined to use all routes cooperatively to transmit data to the same destination, 
which is usually applied to balance heavy loads such as multimedia and real-time 
data. In this case traffic allocation is distributed. From the perspective of load 
balancing, data transmission load may be balanced among different routes or con- 
centrated only on one route. Thus, multipath routing can be classified into two types 
based on a multipath goal: 
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Centralised traffic allocation multipath routing protocols: in this type, 
multiple routes are used only for route reliability while data transmission is 
always accomplished using the optimal valid route. Thus, this type of multipath 
is considered a non-balanced-load multipath data transmission. Examples of 
this type are the approaches developed in [891, [91], [92], and [93]. 
Distributed traffic allocation multipath routing protocols: in this type, 
all multiple routes assigned to the pair of source-destination nodes are used 
to balance a load for data transmission, and thus this type of multipath is 
considered a balanced-load multipath data transmission. Examples of this type 
are the approaches developed in [941, [95], [96], and [97). 
It is worthy to mention that some literatures tried to prove the infeasibility of 
using multipath for load balancing in MANETs. Many simulation results in several 
literatures proved that even the common belief is that multipath routing balances 
the load significantly better than single path routing in wired networks; this is not 
essentially the case in MANETs. For example, the model proposed in [551 introduces a 
new model for evaluating the load balance under multipath routing which shows that 
unless using a very large number of paths, which is very costly, the load distribution 
is almost the same as single shortest path routing. However unlike these results, the 
framework proposed in (95] have concluded how the amount of overheads is affected 
by the number of multiple paths, and it shows in particular that when this number 
is more than three paths, the additional amount of overheads is significant. On the 
other hand, many literatures recommend using different numbers for a maximum 
number of paths without any clear justification. Thus, to consider the conclusions 
of the above two models as facts, both models need more evaluation and verification 
in different scenarios taking into consideration all parameters that may affect the 
performance of single path and multipath routing in MANETs. 
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Classification based on the basic type of a routing protocol: 
Multipath abstraction is associated with different types of routing protocols regardless 
of the proactivity or reactivity feature of a routing protocol [2] [88]. Thus, multipath 
routing can be classified into five types based on the basic type of a routing protocol 
in MANETs: 
e Proactive multipath routing protocols: Most of proactive routing proto- 
cols in MANETs are proposed with the single path abstraction such as DSDV, 
WRP, and OLSR. However, there have been some multipath proactive proto- 
cols that are developed recently. Global State Routing (GSR) [98] and Fisheye 
State Routing (FSR) [991 are examples of multipath proactive routing protocols 
in MANETs. 
Reactive multipath routing protocols: The original DSR and TORA are 
well-known as multipath routing protocols in MANETs. Many extensions of 
these two protocols in addition to many extensions to the original AODV are 
also considered multipath routing protocols in MANETs. 
Hybrid multipath routing protocols: ZRP is a well-known multipath hy- 
brid routing protocol in MANETs. Another multipath hybrid algorithm is 
called Ant Agents for Hybrid Multipath Routing in Mobile Ad Hoc Networks 
(AntHocNet) which is proposed in [1001. The route setup of this scheme is per- 
formed by reactive algorithm and the route probing and exploration are done 
by proactive scheme. 
Hierarchical multipath routing protocols: Most of hierarchical routing 
protocols in MANETs are proposed with the single path abstraction such as 
Cluster-head Getaway Switch Routing protocol (CGSR) [54] and Hierarchical 
State Routing (HSR) [101). However, some recent protocols are considered 
multipath hierarchical routing protocols such as Zone-based Hierarchical Link 
State Routing Protocol (ZHLS) [1021 (ZHLS can be multipath if more than one 
virtual link exists [53]). 
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Location-based multipath routing protocols: LAR protocol is described 
in Section 2.8 as an example of single path location-based routing protocols in 
MANETs. A multipath routing version of LAR is called Multipath Location- 
Aided Routing (MLAR) which is proposed in [60). MLAR uses position infor- 
mation (21) or 3D) to make routing decisions at each node. 
Classification based on a multipath application: 
There have been many recent multipath routing protocols in MANETs which can 
be considered as application-oriented protocols. Multipath routing protocols can be 
classified into four types based on the application type of multipath routing: 
9 QoS-aware multipath routing protocols. 
9 Fault-tolerance-aware multipath routing protocols. 
9 Energy-aware multipath routing protocols. 
9 Security-aware multipath routing protocols. 
Multipath routing protocols that are designed for QoS, energy conservation, fault 
tolerance, and security strengthen are reviewed in details later in Section 4.5. 
Classification based on routes disjointness type: 
In the first two phases of multipath routing RDP and RMP, a multipath routing 
protocol may use one of three route restrictions when looking for routes; node-disjoint, 
link-disjoint, or non-disjoint routes. In node-disjoint routes, no nodes or links are 
shared by a route. In link-disjoint routes, one or more nodes can be shared by a 
route, however no links are shared. In non-disjoint routes, both nodes and links can 
be shared [11][17][103]. A multipath routing protocol should be one or mixed of the 
following types: 
Node-disjoint multipath routing protocols: such as approaches proposed 
in [181, [89), [92], and [1041. 
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Link-disjoint multipath routing protocols: such as the approach proposed 
in [17], TRAODV, and ORMAD. 
Non-disjoint multipath routing protocols: such as approaches proposed 
in [13], [65], [105]. 
2.9.4 Design issues of multipath protocols in MANETs 
This section focuses on the most significant design issues of multipath routing in 
MANETs; QoS, fault tolerance, energy conservation, and security. 
Multipath routing and QoS: 
QoS is one of the most issues in MANETs that can benefit from multipath routing. 
The notion of QoS is mentioned earlier in this chapter, which is the performance level 
of services offered by a service provider or a network to the user in terms of many 
performance metrics of QoS such as the average end-to-end delay, packet delivery, 
and available bandwidth. The cost of transport and total network throughput may be 
included as parameters. The task of any QoS protocol is related to resource operations 
such as resource identification, resource request, resource reservation, and resource 
releasing, while the task of any QoS-aware routing protocol is to find a suitable route 
between the source and the destination, so that the route should have the necessary 
resources available to meet the constraints of QoS for the desired service. Both tasks 
together can be indicated by QoS routing [331. 
The major challenge of providing multimedia services in MANETs is that some 
QoS metrics [1061 such as packet delivery ratio, delay, and jitter must be satisfied. 
In MANETs, two characteristics impose two major challenges for provisioning QoS, 
the shared wireless medium and the mobility of nodes. Unlike wired networks in 
which most of the QoS solutions rely on the availability of precise link utilisation 
information, all traffic within the transmission range of a mobile node in MANETs 
contends for medium access. Therefore, medium access must consider the relevant 
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service level of a flow and the impact of the flow on the neighbouring flows, which 
dramatically increase the complexity of medium contention. 
In addition to affecting the dynamic change of load traffic, the node movement 
also affects on the primary routing path leading to a link break and as a result some 
packets may be lost. In a large scale network, this effect becomes more significant, 
especially with long communication paths. When a link is broken, a new RDP should 
be initiated, which leads to higher routing overhead and packet transmission delay. 
Therefore, reducing routing overhead and the number of routing control packets are 
significant to offer effective provisioning of QoS in MANETs. 
AODV Backup Routing (AODV-BR) [105] tries to solve the delay problem while 
rediscovering a new routing path by intermediate backup nodes. Those backup nodes 
are arranged when route discovery phase and would forward packets automatically if 
they detect the original radio link is failure. However, the multimedia applications in 
MANETs are restricted by the unreliable radio link and insufficient bandwidth. Thus, 
backup nodes/paths protocols can forward packet temporarily but cannot increase 
the total throughput if the original routing path have no sufficient bandwidth. 
A scheme is proposed in [90] where a packet is fragmented into small blocks 
which are distributed among available multiple routes. Then, some overhead is added 
to each packet with a lower failure probability. Network traffic is dispatched over 
multiple disjoined paths to minimise the packet drop ratio and improve the end-to- 
end delay. 
An interfering-aware QoS multipath routing protocol is proposed in [1071 for QoS- 
constraint multimedia and real-time applications in MANETs. A scheme is applied to 
evaluate available bandwidth according to the network capacities with different MAC 
protocols. It is concluded that maintaining multiple routes with stable bandwidth 
in MANETs leads to resource consuming. It is also concluded that a MAC protocol 
with power control scheme will decrease the interfering ratio between routing paths. 
Video transport over MANETs with path diversity is studied in [87]. This ap- 
proach mainly focuses on how to distribute the video traffic among multiple routes. 
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In this approach, multiple description coding is used to distribute video traffic over 
multiple paths. In Serial Multiple Disjoint Trees Multicast Routing protocol (Se- 
rial MDTMR) [108], the problem of real-time video communication over MANETs 
is addressed for both the unicast and multicast cases. For the unicast case, a mul- 
tipath source routing protocol is applied to both interactive and video on-demand 
applications. For the multicast case, multiple tree multicast streaming is applied as a 
way to provide robustness for video multicast applications using a distributed double 
disjoint tree multicast routing protocol. However, this approach does not provide 
any suggestions to reduce the routing overhead while maintaining the ability to find 
disjoint routes. 
A QoS-aware multipath DSR-based routing approach is proposed in [109). This 
approach tries to help improving the reliability of the connections while balancing 
the load over multiple routes, which leads to decrease the end-to-end delay. A QoS- 
aware architecture is also proposed using a cross-layer scheme in which a network 
layer scheduler manages different priority traffics and operates according to the IEEE 
802.11e MAC layer. One drawback of this approach is that it provides non-disjoint 
paths so that it is difficult to distinguish which of the paths are better than the others 
in terms of node and link status. 
A recent approach based on the DSR protocol is proposed in [110]. This approach 
applies a cross-layer QoS-provisioning algorithm that uses information collected at 
different layers of the network's protocol stack. It develops a multipath routing 
scheme based on DSR protocol to provide multiple source-to-destination loop-free 
paths. Multipath design is analyzed with focusing on the benefits of load balancing 
and the video frame losses. A more recent approach called Distributed Cross-Layer 
QoS (DCLQ) architecture is proposed in [104] based on node-disjoint multipath rout- 
ing to provide QoS guarantees for real-time traffic and best-effort traffic in MANETs. 
DCLQ implements per-hop QoS-aware priority scheduling and QoS consideration of 
MAC layer to ensure the flow of real-time with minimum routing control overhead 
while matching the requirements of the service level. 
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One of the most recent approaches of QoS-aware multipath routing is proposed 
in [111]. In this approach, an algorithm is proposed to optimise the source rate 
and the routing scheme for video streaming over MANETs. The algorithm uses 
dual decomposition to split the problem into multiple subproblems, and then solve 
each subproblem in at the same time. The fully distributed nature of the proposed 
algorithm leads to make the optimal results converge quickly. This characteristic 
leads to fast rerouting when the network topology changes due to node movement 
or channel failure. The approach also shares the computation among all the nodes, 
which leads to save the energy consumption of each node. 
Multipath routing and fault tolerance: 
MANETs are prone to numerous types of faults due to the mobility and dynamic 
topology, some of the most possible faults in a MANET [11] are surnmarised as 
follows: 
" 'kansmission errors 
" Node failures 
" Link failures 
" Route breakages (e. g. stale routes) 
9 Congested nodes or links 
To be effective, a routing protocol in MANETs must deal with these types of 
faults. As mentioned earlier, multipath routing can be used to support reliability 
(fault tolerance) for both routing and QoS issues in MANETs. Node-disjoint and 
link-disjoint multipath routing can provide higher fault tolerance than non-disjoint 
multipath routing in MANETs. 
A multipath extension to DSR that employs packet salvaging is proposed in [911. 
Multipath routing is utilised in this approach for fault tolerance. If a source cannot 
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send a packet due to a route failure, the packet can be routed using an alternative 
valid route. 
Node-Disjoint Multipath Routing (NDMR) protocol is proposed in [921 as a mod- 
ification and extension to AODV in order to include the path accumulation feature of 
DSR in RREQ and RREP packets, so that lower route overhead is used to discover 
multiple node-disjoint routing paths. NDMR reduces routing overhead dramatically 
and produces multiple node-disjoint routing paths. 
MP-DSR is a multipath QoS-aware extension to DSR proposed in [931. This 
protocol attempts to provide end-to-end reliability as the QoS metric. 
A novel and nearly linear heuristic approach is proposed in [112] for constructing 
a highly reliable path set in MANETs environment. 
AODV Multipath (AODVM) [891 is an extension to AODV, which introduces a 
framework for reliable routing in MANETs. It produces multiple routes with only 
node-disjoint property, which leads to more reliability in the set of routes. 
A more recent framework is introduced in [941 which has investigated three as- 
pects in modelling multipath routing in ad hoc networks; load balancing, delay, and 
reliability. Using these analytical results, given link broken probability, node process- 
ing rate, and traffic intensity, the reliability of a routing framework and the optimal 
traffic distribution pattern are estimated in this approach. 
Multipath routing and energy conservation: 
Energy conservation is crucial issue for maintaining the life-time of routes. One of 
the most significant reasons of a link failure is related to the batteries discharging 
of the nodes. Thus, both a single path and multipath routing protocol should be 
an energy-aware to be an energy-efficient protocol. This is the reason that many ad 
hoc routing protocols are proposed for the purpose of energy conservation. However, 
most of them rely on single path routing for data transmission sessions. 
Unlike single path, multipath routing can improve the average time of a node 
failure and balance the load, so that it outperforms single path routing in such issues. 
65 
2.9 Multipath Routing in MANETs 
An energy-aware multipath routing protocol in MANETs called Multipath Power 
Sensitive Routing Protocol (MPSR) is introduced in [1131. MPSR shows how an 
efficient heuristic-based multipath scheme can improve the mean time to node failure 
and maintain the variance in the power of all the nodes as less as possible. MPSR is 
a flat topology in which every node is treated equally taking into account the critical 
concern of stability and end-to-end delay reduction. 
Another multipath energy-efficient routing protocol for MANETs called Multi- 
path Energy-Efficient Routing (MEER) is conducted in [114]. This approach utilises 
the advantages of on-demand protocols to prolong the network lifetime by using a 
rational power control mechanism. 
The two approaches proposed in [113] and [1141 are non-disjoint routing ap- 
proaches, thus do not utilise the benefits of route disjointness, which is useful to 
balance the energy consumption among different nodes in disjoint routes. 
An Ant-based Energy Aware Disjoint Multipath Routing Algorithm (AEADMRA) 
in MANETs is proposed in [1151. The proposed routing algorithm is based on swarm 
intelligence, especially on the ant colony based meta heuristic. Ant colony algorithms 
are a subset of swarm intelligence which consider the ability of simple ants to solve 
complex problems by cooperation. AEADMRA exploits the concept of a routing 
protocol called GRID [1161 (the idea behind the name GRID is that the geographic 
area is treated as a number of logical grids) to discover multiple energy aware routing 
paths with a low routing overhead. 
A good combination between QoS and energy conservation issues is introduced 
in [181, in which a minimum Energy Collision- Constrained node-disjoint multipath 
routing Algorithm (ECCA) is proposed for MANETs. ECCA defines correlation 
factor to weigh the collision probability among node-disjoint multipath, and then 
calculates an upper limit for correlation factor according to service requirement and 
finds a minimum energy node-disjoint multipath routing to satisfy that upper limit. 
The main advantage of this approach is that it deals with the collision problem in 
node-disjoint multipath taking into account the energy conservation issue. It tries to 
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find a trade-off between minimum energy and collision avoidance when transmitting 
data simultaneously. 
A more recent approach is conducted in [1171, which proposes a simple scheme 
for multipath routing based on spatial relationships among nodes, and then com- 
bines stochastic geometric and queuing models. The proposed approach develops a 
continuum model for MANETs by carrying out an evaluation of different types of 
scenarios. It proposes a family of energy balancing strategies and studies the spatial 
distributions of energy loads based on some statistics. It shows how the optimisa- 
tion depends on the relative values of energy storage, supply rates, and network load 
characteristics. 
Multipath routing and security: 
The cooperative nature of MANETs leads to increase the vulnerability of MANETs. 
Threats and attacks can intrude a MANET in a distributed environment, especially 
in absence of any kind of centralised administration. Multipath routing can offer 
many benefits for securing routing protocols in MANETs. 
A reliable (secure) multipath routing approach is proposed in [1181 for MANETs. 
In this approach, multiple routes are selected so that security can be guaranteed 
against some malicious nodes using coding technique. The approach introduces an 
analytical study for both proactive and reactive routing protocols in MANETs. 
Scheme proposed in [119] tries to handle the security issue by presenting trust 
and key management models for intrusion detection and prevention. The existence 
of multiple routes between nodes in MANETs is exploited to increase the robustness 
of transmitted data confidentiality. The proposed algorithm is tested against time 
for intrusion detection and robustness. 
Another multipath routing algorithm for data security enhancement, which is 
called Multipath TCP Security (NITS), is conducted in [120]. In NITS, the source 
node chooses multiple routes adaptively rather than testing the stored routes one by 
one. Simulation results show that this approach provides a good level of security 
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and performance. Compared to AODV and DSR, MTS has a better number of 
participating nodes and highest interception ratio. Results also show that at high 
mobility, NITS performs better in respect to the other two routing protocols in terms 
of average end-to-end delay. 
More recent approach is introduced in [1211 to secure data transmission in MANETs 
using multipath routing. This approach presents and evaluates a scheme, in which 
multipath routing is combined with feedback mechanism to handle misbehaviours on 
data delivery comes by one or more misbehaving nodes in a MANET. Data and con- 
trol packets are transmitted through two node-diSjoint paths. The source is notified 
of suspected behaviour of any intermediate node using a feedback mechanism. 
Secure, Disjoint, Multipath Source Routing Protocol (SDMSR) [122] is another 
recent multipath approach. This approach concerns the problem of secure routing 
in fully distributed MANETs using multipath routing. SDMSR starts with studying 
the effect of multipath routing in terms of security, and then it proposes a multipath 
heuristic algorithm to protect the route discovery and secure the routing protocol 
while reducing security overhead. 
2.10 Summary 
An overview of MANETs covering the characteristics, applications, challenges, and 
a reference model of MANETs are presented in this chapter. The most significant 
issues in MANETs such as routing, QoS, security, and multicasting are reviewed 
and the routing issue is more focused in Section 2.8 because it is the general scope 
of this research. Routin aspects covered in this section are characteristics, issues, 
requirements, and classification of routing protocols in MANETs including proac- 
tive, reactive, and hybrid protocols. A review of state-of-the-art multipath routing 
is presented in Section 2.9 covering applications, classification, and design issues of 
multipath routing in MANETs. A novel aspect of this review is that multipath rout- 
ing protocols in MANETs are classified into new four paradigms. This classification 
is figured out based on analyzing the most significant aspects and properties of mul- 
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tipath routing in MANETs. The features and the differences between node-disjoint, 
link-disjoint, and non-disjoint multipath protocols are discussed also in this review. 
In the next chapter, an experimental study is presented to evaluate the performances 
of reactive routing protocols in MANETs. The evaluation is conducted for three reac- 
tive routing protocols, namely AODV, DSR, and TORA against each other, and then 
for the two traditional multipath protocols DSR and TORA against two multipath 
extensions to AODV, namely AOMDV and MRAODV. 
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Chapter 3 
Experimental Study of Reactive 
Multipath Routing Protocols 
3.1 Introduction 
As mentioned earlier in the previous chapter, routing is one of the most challenging 
issues and interesting research areas in MANETs. A routing protocol is developed 
mainly to detect and maintain the optimal route to send data packets between a 
source and destination nodes. In traditional routing protocols, each node in the 
network maintains a routing table which lists the next node to each destination that 
is desired to be communicated with the source node. A routing protocol of MANET 
should be able to handle a very large number of autonomous nodes with limited 
resources such as bandwidth and energy. 
Many ad hoc routing protocols have been proposed so far and each protocol is 
developed with some advantage over the other protocols. The performance of each 
protocol is different from the others depending on the structure, features, and the 
applications of the protocol. For this reason, some ad hoc routing protocols are 
obsolete while the others are still working and extended to more recent versions. 
An experimental study is presented in this chapter which focuses on comparing 
the performance of reactive routing protocols in MANETs. The evaluation is con- 
ducted between three reactive routing protocols, namely DSR, AODV, and TORA, 
and then between two traditional multipath protocols, namely DSR and TORA and 
two multipath extensions to AODV, namely AOMDV and MRAODV. Finally, a 
results study of the simulation that is performed using NS2 (version 2.26 on Linux 
platform - Fedora 5) is presented. The reason that NS-2.26 is used for the simulations 
of this experimental study is that NS2.26 incorporates stable and well-tested imple- 
mentations of DSR, AODV, TORA, and AOMDV routing protocols [561. MRAODV 
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routing protocol is implemented in NS2 by modifying the existing implementation of 
AOMDV protocol. 
Routing protocols in MANETs have been tested and evaluated in so many lit- 
eratures, especially in relation to the comparison of their performance from several 
perspectives. 
Numerous comparison studies are carried out to evaluate the most common reac- 
tive protocols in MANETs, AODV and DSR such as studies presented in [641, [66], 
and [681. Simulation results of these studies have shown that DSR is better than 
AODV in general. However, when the network size increases, AODV becomes better 
because DSR is a source routing protocol. Results also have shown that the source 
routing protocols such as DSR had very high throughputs while the distance vector 
protocols such as AODV exhibit a very short end-to-end delay of data packets. 
These studies have focused more on reactive flat protocols. As concluded by these 
studies, a combination between AODV and DSR could be a solution with better 
performance than the original AODV and DSR. The idea of combining AODV and 
DSR features is exploited and a new multipath extension to AODV called Dynamic 
Manet On-demand (DYMO) routing (651 is produced recently. As for DSR, DYMO 
enables the source node only to record one possible next hop to every destination 
while in the original AODV, every node records the next hop to send a packet to a 
specific destination. 
In [67], a comparison study is introduced for four typical ad hoc routing protocols, 
namely DSDV, TORA, DSR, and AODV. This study is carried out in more dynamic 
environment. This means that it takes the mobility parameter into consideration. 
However, this study does not concern the aspects of single path and multipath rout- 
ing which makes a clear difference in the routing performance, especially in overall 
throughput. 
A recent study is performed in [69] with performance evaluation and comparison 
of four typical routing protocols of MANETs which are discussed from the perspective 
of varying network size. These protocols are DSDV, DSR, AODV, and, TORA. In 
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this study, jitter and connectivity are used as computer metrics. 
A more recent study is carried out in [70] to compare DSR and AODV along with 
the traditional proactive protocol DSDV. The experimental is performed by vary- 
ing network load, mobility, and network size. This comparison is performed in the 
context of comparing the single path protocols against each other and later on, the 
paper compares some multipath protocols against each other taking into account the 
QoS parameters. However, the paper is not coherent and the objectives of the paper 
are not clear because the paper does not compare between single path and multipath 
protocols. In this paper, it is not clear why both comparisons are performed in the 
same context. Additionally, the paper considers DSR as a single path protocol which 
is not absolutely true. DSR is well-known as a multipath traditional protocol in 
MANETs. 
The experimental study introduced in this thesis presents a performance evalu- 
ation using a simulation study for three traditional reactive protocols in MANETs, 
namely DSR, AODV, and TORA. This evaluation is performed for the three tradi- 
tional protocols against each other and then, for the traditional single path against 
traditional multipath protocols, and finally for two multipath extensions to AODV 
against traditional multipath protocols. The first advantage of this study is that 
TORA, a multipath and reactive protocol, is involved in the evaluation. Involv- 
ing TORA in the studies of this thesis is justified in the experimental evaluation of 
multipath protocols presented later in this chapter. The second advantage of this ex- 
perimental study is that the evaluation involves two multipath extensions to AODV; 
the first one is AOMDV which is developed early in the year 2001 and the second 
is MRAODV which is more recent (developed in 2004). The third advantage of this 
study is that the evaluation is performed in terms of four performance metrics; packet 
delivery fraction, average end-to-end delay, routing packets overhead, and through- 
put. Mobility is used as a main input parameter in the simulation process of this 
experimental study. The goals of the experimental study presented in this chapter 
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are to narrow down the research area of this thesis, recognise the lack in the existing 
protocols, and consequently to determine the starting point of our research. 
3.2 The Simulation Process of Reactive Protocols 
Evaluation 
This section presents the simulation process of the experimental evaluation performed 
on three traditional reactive routing protocols in MANETs, namely DSR, AODV, 
and TORA which are discussed in Chapter 2. The same environment is used for the 
simulations of all protocols using NS2. This section describes the mobility and traffic 
scenarios, input parameters, and performance metrics used in the simulation process. 
The results of the study and evaluation are presented later in the next section. 
3.2.1 Simulation environment 
NS2 is a discrete event network simulator for network research and it is running on 
UNIX-like operating systems [711. The simulator consists of two parts; an object 
oriented simulator part in C++ and an Object Tool command Language (OTcl) part 
to execute command scripts of the user. The C++ part is used for fast execution 
and therefore useful for running protocols, while the OTcl part is used to configure 
the input via user scripts and it has the advantage that the entire system has not to 
be recompiled when an input has changed. 
A very important note which is worthy to be mentioned here is that the environ- 
ment of the simulations of NS2 used in this thesis including network size (number 
of nodes), simulation time, speeds, packet sizes, queuing, traffics, MAC layer specifi- 
cations, mobility and connection scenarios, and performance metrics are all inspired 
from the NS2 simulation environments that are commonly used with slight differences 
in so many literatures to evaluate routing protocols in MANETs (e. g. [13], [171, [1051, 
and [124]). Environment of all simulations in this thesis is illustrated in Chapter 7 
(the results study chapter of this thesis) by the configuration of fixed parameters 
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and different scenarios of the simulations which are ilustrated by Tables 7.1 and 7.2 
respectively. 
Simulation scenarios including fixed parameters, traffic models, and mobility mod- 
els are constructed prior to carrying out the NS2. Traffic connections of Transmission 
Control Protocol (TCP) or Constant Bit Rate (CBR) can be set up between mobile 
nodes using a generator script traffic scenario. This traffic generator script is avail- 
able under the directory ns/indep-utils/cmu-scen-gen in NS2 installed package, and 
it is called cbrgen. tcl. It is used in this thesis to create CBR traffic connections for the 
simulations. Command (A. 1) in Appendix A represents the traffic scenario generator 
script used to configure traffic models of the simulations using NS2 [72]. 
CBR traffic sources are used with a packet size of 512B and IEEE 802.11b wire- 
less standard of speed 11Mbps which is used for MAC layer configurations. Finally, 
protocols maintain a send buffer of 64 packets which is fixed during the simulation 
process. For the simulations carried out, traffic models are generated for 20,50,80, 
and 100 nodes with maximum CBR traffic sources 10,30,50, and 60, and maxi- 
mum number of connections of 15,40,70, and 90 links respectively for each number 
of nodes with a transmission rate of 1OKbps (usually uniformly chosen between 0 
and 20Kbps [75]). The node movement generator used to configure the simulator is 
available under the directory nslindep-utilslcmu-scen-genlsetdest in NS2 installed 
package which consists of setdestf. cc,. h} and makefile. Command (A. 2) in Appendix 
A represents the node movement generator script used to configure the mobility mod- 
els of the simulations using NS2 [73]. 
The mobility model used is the random waypoint model [76] in a rectangular area. 
The area used for the simulation is 500m x 500m with 50 nodes scattered randomly. 
Based on the random waypoint model, each node moves from a random location to 
a random destination with a speed chosen randomly so that the maximum speed of 
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the nodes is set to 20m/s, a node pauses for a while and then moves again to another 
random location within the specified area. 
For packet transmission, a packet starts travelling from a source chosen randomly 
with a speed of 1OKbps. Once the packet reaches the destination, another random 
destination is targeted after a pause, Simulations are run for 250 seconds and the 
pause time is varied as Os, 10,20,40,50,100, and 250 seconds. All protocols are 
simulated using the same mobility and traffic scenarios for more accurate results. 
Simulation results are evaluated based on the average values for all scenarios of the 
simulation against the mobility (pause time). 
Regarding buffering, packets are dropped if they wait in the node buffer for more 
than 30s. An interface queue is used to maintain packets (both data and routing) 
sent by the routing layer. When MAC layer is ready, it transmits these packets and 
then releases the interface queue. The maximum size of interface queue used for 
simulations is 50 packets using a priority queue. A higher priority is assigned for 
routing packets and a lower for data packets. 
3.2.2 Input parameters 
Mobility is considered here the most important input parameter that affects the 
behaviour of the routing protocols under study. Pause time is used to measure the 
degree of mobility so that a small pause time value indicates a high mobility (e. g. 
pause time =0 means that nodes do not stop). On the other hand, a large pause 
time value indicates a low mobility (e. g. pause time = 250 sec means that nodes do 
not move). Medium mobility is considered here in this thesis at 40 and 50 seconds. 
3.2.3 Performance metrics 
The performance metrics used to evaluate the simulation results are summarised as 
follows: 
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9 Packet Delivery Fraction (PDF): represents the ratio of the data packets deliv- 
ered to the destination to the sent packets [77]. 
Average end-to-end Delay (AVGD) of data packets: the average time a packet 
takes to reach its destination including delays caused by buffering, queuing, 
retransmission delay propagation time, and transfer time (78]. 
Normalised routing load (Routing Packets Overhead - RPO): represents the 
number of routing packets transmitted per data packet delivered to the desti- 
nation [771. 
9 Throughput: represents the number of packets successfully received by their 
final destination per unit time [78]. It is worthy to notice that there is a 
difference between PDF and throughput in this thesis based on the definitions 
mentioned above. 
Steps of executing the simulation in NS2 are presented in details in Appendix A. 
Commands of the simulator, the form of output files, and figures of the visualisation 
are also presented in Appendix A. 
3.3 Results Study of Reacive Protocls Evaluation 
In this section, results study and evaluation of the simulations are presented to com- 
pare the three traditional reactive routing protocols, namely DSR, AODV, and TORA 
which are discussed earlier in Chapter 2. Evaluation is accomplished for all protocols 
under the same circumstances according to the performance metrics of the simulation 
environment which are defined in the previous section. 
3.3.1 Packet delivery fraction 
All protocols perform particularly well in terms of packet delivery fraction in all 
mobility scenarios. As shown by the simulation results of the average raw data of 
all scenarios of the simulations regarding PDF metric which are listed in Table 3.1 
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against mobility scenarios, and as illustrated by Figure 3.1 which represents the raw 
data of PDF, DSR has the highest average packet delivery fraction, and then TORA 
and AODV respectively. 
Table 3.1: Packet delivery fraction (the average raw data of all scenarios of the 
simulations against mobility) 
PD F 
Pause Time DSR AODV TORA 
0 97.66974 92.836235 97.421186 
10 99.18448 90.59411 94.48411 
20 91.58919 93.80405 96.44187 
30 94.79524 77.38466 96.11287 
40 92.8721 91.622905 90.46329 
50 96.0638 92.761635 96.23079 
100 98.97 94.33 95.63681 
250 97.06942 94.98 96-91983 
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Figure 3.1: Comparison of packet delivery fraction 
3.3.2 Average end-to-end delay 
As shown by the simulation results of the average raw data of all scenarios of the 
simulations regarding AVGD metric which are listed in Table 3.2 against mobility 
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scenarios, and as illustrated by Figure 3.2 which represents the raw data of AVGD, 
AODV protocol has the lowest average end-to-end delay compared to DSR and TORA 
, especially in 
high mobility scenarios. Even though AODV is a single path protocol, 
it outperforms both traditional multipath protocols DSR and TORA in terms of 
AVGD. By comparing DSR and TORA, DSR has a total average performance better 
than TORA in terms of AVGD. 
Table 3.2: Average end-to-end delay (the average raw data of all scenarios of the 
simulations against mobility) 
AVGD 
Pause Time DSR AODV TORA 
0 0.262538867 0.374687933 0.436345333 
10 0.472643833 0.3554784 0.385811667 
20 0.488896167 0.325468367 0.286315667 
30 0.488623367 0.262696667 0.1 
40 0.655471767 0.426948633 0.425048333 
50 0.438954633 0.26756602 0.487226667 
100 0.279350033 0.590044933 0.276636 
250 0.4201685 1 0.608750477 0.413954667 
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Figure 3.2: Average end-to-end delay for each protocol 
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3.3.3 Routing packets overhead 
As shown by the simulation results of the average raw data of all scenarios of the 
simulations regarding RPO metric which are listed in Table 3.3 against all mobility 
scenarios, and as illustrated by Figure 3.3 which represents the raw data of RPO, 
TORA outperforms DSR and AODV in terms of the average routing packets overhead 
during all mobility scenarios. DSR performs significantly lower routing overhead than 
AODV which means that DSR has a better performance than AODV in terms of 
RPO. 
Table 3.3: Routing packets overhead (the average raw data of all scenarios of the 
simulations against mobility) 
RPO 
Pause Time DSR AODV TORA 
0 0.206 0.518 0.231 
10 0.367 0.601 0.212 
20 0.43 0.547 0.284 
30 0.467 0.566 0.175 
40 0.632 0.687 0.203 
50 0.322 0.661 0.278 
100 0.103 0.567 0.327 
250 0.284 1 0.502 1 0.299 
3.3.4 Throughput 
As shown by the simulation results of the average raw data of all scenarios of the 
simulations regarding throughput metric which are listed in Table 3.4 against mo- 
bility scenarios, and as illustrated by Figure 3.4 which represents the raw data of 
throughput, DSR has the highest average throughput, and then TORA and AODV 
respectively. 
As shown by the simulation results of the reactive protocols DSR, AODV, and 
TORA, DSR outperforms AODV and TORA in terms of data packet delivery and 
throughput, especially in high mobility scenarios while AODV outperforms DSR and 
TORA in terms of average end-to-end delay, especially in high mobility scenarios. 
79 
3.3 Results Study of Reacive Protocls Evaluation 
, 27 
e.! 
OJ 
0 04 
Rout in g packets overhead of traditional protocols 
................................. ........ 
........ ....... 
r .................... N -------------------- 4r 
ý9 ........... --------------- -------- 
.................... ................... 
7n ----------- 
.................. ------- I --------- I -------- 
T T-2' F T=Iý ;:. T -4 ) ;: T-!,: ;: T=10ý X 
Figure 3.3: Routing packets overhead for each protocol 
Table 3.4: Throughput (the average raw data of all scenarios of the simulations 
against mobility) 
Throug hput 
Pause Time DSR AODV TORA 
0 1105 1087 1113 
10 1115 1081 1081 
20 1073 1094 1106 
30 1116 911 1099 
40 1105 1111 1035 
50 1109 907 1101 
100 1117 1103 769 
250 1103 1 1101 1 1108 
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Figure 3.4: Throughput for each protocol 
TORA outperforms DSR and AODV in terms of routing packets overhead in all 
scenarios of the mobility. 
3.3.5 Evaluation of low and medium mobility scenarios 
As shown in Table 3.1 and Figure 3.1, DSR still outperforms the other protocols in 
terms of PDF in medium and low and medium mobility scenarios, however AODV 
performance converges to DSR performance in low mobility. TORA performance 
also converges to DSR performance in both low and medium mobility. Regarding 
AVGD, DSR and TORA performances converge to AODV performance in low mo- 
bility. However, AODV is still better in high and medium mobility scenarios which 
is clear by Table 3.2 and Figure 3.2. 
Regarding RPO, it is clear that TORA outperforms the other protocols in all 
mobility scenarios. However, as shown in Table 3.3 and Figure 3.3, DSR performance 
converges to TORA performance in low mobility scenarios, 
Regarding throughput, it is shown by Table 3.4 and Figure 3.4 DSR is better in 
medium and low mobility in addition to high mobility scenarios. 
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3.4 Evaluation of traditional single path and mul- 
tipath protocols 
In this section, a simulation-based evaluation of traditional single path against tra- 
ditional multipath routing protocols in MANETs is introduced for the same typical 
routing protocols analyzed in the previous sections. In this section, protocols are 
evaluated from the perspective of single path and multipath features. The evalua- 
tion is performed here for AODV which represents traditional single path protocols 
against DSR and TORA which represent traditional multipath protocols. 
3.4.1 Packet delivery fraction 
Figure 3.5 shows that the average of the two traditional multipath protocols outper- 
form the traditional single path protocol in terms of the average PDF, especially in 
high mobility scenarios. However, the performance of traditional single path proto- 
col converges to the performance of traditional multipath protocols in low mobility 
scenarios. This can be justified as the following; the system can still operate in mul- 
tipath protocols even if one or a few of the multiple routes between a source and 
destination fail. 
3.4.2 Average end-to-end delay 
Figure 3.6 shows that traditional single path protocol outperforms the average of 
the two traditional multipath protocols in terms of the average AVGD, especially 
in low mobility scenarios. However, the performances converge to each other in low 
and high mobility scenarios in which the two multipath protocols slightly perform 
better than the single path protocol. This can be justified as the following; because 
of the reactive feature and the effective mechanism of route discovery process in 
AODV, it has a good performance in terms of AVGD which is very close to the 
performance of multipath protocols, and individually it is better than each one of 
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Figure 3.5: Average PDF of single path against traditional multipath routing pro- 
tocols 
the traditional multipath protocols DSR and TORA in terms of AVGD, especially in 
high and medium mobility scenarios. 
3.4.3 Routing packets overhead 
Figure 3.7 shows that the average of traditional multipath protocols outperforms 
the traditional single path protocol in terms of the average RPO, especially in high 
and low mobility scenarios. However, the performance of the single path protocol 
is better in medium mobility scenarios. Even though TORA individually has the 
best performance of RPO in all mobility scenarios, the average of total performance 
of both multipath protocols is affected by the bad performance of DSR in terms of 
RPO, especially in medium mobility. 
3.4.4 Throughput 
Figure 3.8 shows that the average of traditional multipath protocols outperforms the 
traditional single path protocol in terms of the average throughput, especially in 
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Figure 3.7: Average RPO of single path against traditional multipath routing pro- 
tocols 
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high and medium mobility scenarios. However, the performance of the single path 
protocol is enhanced in low mobility scenarios. 
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Figure 3.8: Average throughput of single path against traditional multipath routing 
protocols 
Figure 3.9 shows a comparison of the average performance ratio of traditional 
multipath to traditional single path routing protocols in terms of each performance 
metric individually. 
3.4.5 Discussion 
Based on the results of the experimental evaluation presented in this section for 
the most common traditional routing protocols in MANETs, the main point of the 
research scope is determined by verifying whether it is feasible to develop AODV pro- 
tocol to new multipath extensions as it is well-known and well-proven ad hoc routing 
protocol, or there is any other protocol that is a more feasible candidate. 
Figures 3.10,3.11,3.12, and 3.13 show the average performance for each protocol 
in terms of PDF, AVGD, RPO, and throughput respectively. It is shown that DSR 
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Figure 3.9: Percentage of the average performance of traditional multipath protocols 
with respect to the single path protocol 
and TORA (traditional multipath) outperform AODV (traditional single path) in all 
performance metrics except in AVGD by which AODV outperforms DSR and TORA. 
However, it should be noticed that AODV performance is very close to traditional 
multipath protocols performance in terms of PDF, RPO, and throughput even with 
its single path feature. 
Generally, simulation results show that traditional multipath protocols outper- 
form the single path protocol in terms of all performance metrics except AVGD. The 
results study shows that the rate of routing packet overhead is less in a network 
that uses multipath routing. It also shows that using multipath routing protocols 
results in a higher throughput and packet delivery fraction than that in single path 
protocols. Single path protocol performs well only in terms of the average end-to-end 
delay which is reduced in single path routing. 
Even though multipath protocols have generally better performance than the 
single path protocol, AODV has individually a good performance in terms of AVGD 
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Figure 3.11: Average performance of each protocol in terms of AVGD 
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Figure 3.12: Average performance of each protocol in terms of RPO 
Figure 3.13: Average performance of each protocol in terms of throughput 
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which is better than both traditional multipath protocols DSR and TORA. As shown 
by the simulation results, AODV performance has also a good convergence to the 
performance of traditional multipath protocols DSR and TORA in terms of PDF, 
RPO, and throughput. Additionally, AODV is a well-proven and well-known as an 
effective reactive routing protocol in MANETs even with its single path feature. 
For these reasons, AODV is a more desirable protocol than the other protocols, 
especially in the case of high mobility and high traffic load. This means that it 
is strongly recommended to develop many efficient extensions by combining AODV 
features with the multipath feature of some traditional protocols. As concluded by the 
literature review of this thesis, multipath extensions to AODV look more interesting 
than the extensions to any other traditional protocol in MANETs. 
3.5 Related Work of Multipath Extensions to AODV 
As mentioned earlier in Chapter 2, single path abstraction is one of the most draw- 
backs of AODV that are extensively addressed in the recent studies of AODV ex- 
tensions. Single path abstraction requires a source node to re-establish a new RDP 
when detecting a link failure in the primary current route. 
In traditional AODV, a RDP is invoked on-demand whenever the current route 
fails due to a link failure. A RMP starts by sending a RERR packet throughout the 
network. When a link failure is detected, a RERR is sent to all nodes related to that 
link to update their routing tables. In such case, a new RDP is invoked to obtain 
an alternative route. AODV selects only a single route (the optimal route) from all 
routes that are detected during a RDP. The mechanism of AODV increases frequent 
route rediscovery attempts and consequently increasing delay and control overhead. 
Many approaches are conducted to solve this problem of AODV either partial- 
route re-establishment or multipath establishment approaches. AODV-BR [105] is an 
example of re-establishment approaches that try to find a partial-route as a backup 
when the routing protocol detects a broken link in the primary current route. Backup 
route is maintained at each neighbour of the primary current route to be used when 
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needed. AODV-BR has a drawback of the limit number of routes. 
MNH approach [124] is another extension to AODV. It is an example of multiple- 
route establishment extensions that keeps track all of nodes that send RREQ messages 
and wait for RREPs. In case of receiving multiple RREP messages from multiple 
nodes, multiple routes can be detected. However, number of routes that MNH can 
detect is very small, because MNH does not take into consideration waiting time 
needed to receive all possible RREPs. So, MNH can miss some efficient routes in 
routing tables and consequently it launches a RDP frequently, which leads to more 
routing overhead. 
AOMDV [171 is another example of multiple-route establishment extensions to 
AODV. AOMDV detects multiple loop-free and link-disjoint routes. A notion of 
advertised-hop-count is used to guarantee loop-freedom of a route. In order to pro- 
duce link-disjoint routes, a strong restriction is applied to route discovery process in 
AOMDV by the first-hop field in a RREQ packet, which is compared to the first-hop- 
list in a routing table. A vital drawback of AOMDV is that many efficient routes can 
be missed due to the restriction of link-disjoint routes, which leads to consume too 
much memory with increasing in routing overhead. Another drawback with AOMDV 
is that it deletes links when they seem to have failed. The protocol sometimes con- 
siders congested links as broken links, and thus highly congested paths are removed 
by AOMDV mechanism. 
AODVM [891 is another extension to AODV, which produces multiple routes with 
only node-disjoint feature. However, AODVM consumes too much memory with 
increasing in routing overhead because the node-disjoint restriction still produces 
inefficient routes. 
A recent extension to AODV is MRAODV [13] which is considered a non-disjoint 
multipath protocol. MRAODV reduces routing overhead by extending the waiting 
time of RREPs until detecting all possible routes included by all RREPs. In addition, 
MRAODV connects the separated reverse path fragments to help increasing number 
of multiple routes. However, MRAODV mechanism tends to wait for long time to 
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check if there are more available routes including inefficient routes. Furthermore, 
receiving so many routes consumes more memory and requires more search time to 
find out the alternative route among large number of routes stored in routing table. 
Most recent multipath extensions to AODV are the Two Hops Backup Routing 
(2HBR) [125] and AODV with Meshed Multipath (AODV-MM) [126]. The approach 
of 2HBR focuses on the RMP by detecting two hops alternative routes in case of a 
link failure. However, it leads to the original AODV performance if there is a failure 
in the backup route itself. In AODV-MM, 2HBR is extended and modified to improve 
packet delivery ratio by building meshed multiple alternative routes when receiving 
RREP packets. Like all the previous work, 2HBR and its extension, AODV-MM, do 
not take into account the efficiency of the routes. They are interested only in the 
increasing the number of alternative routes regardless of their efficiency. 
3.6 Simulation-Based Evaluation of AOMDV and 
MRAODV 
In this section, two multipath extensions to AODV, namely AOMDV and MRAODV 
are evaluated against AODV and the two tiaditional multipath protocols DSR and 
TORA. Evaluation is accomplished for all protocols under the same environment of 
the simulation mentioned earlier in this chapter. The same performance metrics and 
input parameters are used here again to evaluate multipath protocols in MANETs. 
Simulations are carried out using NS2 version 2.26 on Linux platform - Fedora 5 
with the same mobility models and traffic scenarios described earlier in details in this 
chapter. 
The mechanisms of AOMDV and MRAODV are presented later in Chapter 4. 
For MRAODV simulations, the implementation of AOMDV is modified by extending 
the RREP waiting time parameter to 20 seconds instead of 1 second in AOMDV 
simulations. The time of 20 seconds is the average waiting time measured during the 
simulation when reaching to the average maximum number of multiple routes. As the 
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implementation of AOMDV which is involved by NS2,26 is applied also to MRAODV, 
this means that MRAODV is simulated as a link-disjoint version of the original 
MRAODV because of the link-disjoint feature associated with the implementation of 
the original AOMDV itself 
3.6.1 MRAODV against AOMDV 
By comparing the two multipath extensions to AODV, AOMDV and MRAODV, 
Figure 3.14 illustrates a comparison between AOMDV and MRAODV in terms of 
PDF. The simulation results show that MRAODV outperforms AOMDV in high and 
medium scenarios. As shown by the figure, the performances of the two protocols 
converge at the low mobility scenarios. 
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Figure 3.14: Average PDF of MRAODV against AOMDV 
Figure 3.15 illustrates a comparison between AOMDV and MRAODV in terms 
of average end-to-end delay. Simulation results show that AOMDV has better per- 
formance than MRAODV in terms of AVGD in all mobility scenarios. As shown by 
the figure, the performance of MRAODV converges to AOMDV performance at the 
medium mobility scenarios. 
Figure 3.16 illustrates a comparison between AOMDV and MRAODV in terms 
of RPO. Simulation results show that MRAODV has less routing packets overhead 
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Figure 3.15: Average end-to-end delay of MRAODV against AOMDV 
than AOMDV in high and medium mobility scenarios. As shown by the figure, the 
performances of the two protocols converge at the low mobility scenarios. 
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Figure 3.16: Average RPO of MRAODV against AOMDV 
Figure 3.17 illustrates a comparison between AOMDV and MRAODV in terms of 
throughput. Simulation results show that MRAODV outperforms AOMDV in high 
mobility scenarios while AOMDV outperforms MRAODV in low mobility scenarios. 
As shown by the figure, the performances of the two protocols converge at the medium 
mobility scenarios. 
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Figure 3.17: Average throughput of MRAODV against AOMDV 
As shown in the last four figures, MRAODV outperforms AOMDV in terms of all 
performance metrics except AVGD. It is clear from the figures that the performances 
of AOMDV and MRAODV sometimes converge to each other which can be justified 
by the mechanism and the implementation of MRAODV which is just a modification 
of the mechanism of AOMDV. As mentioned earlier in this chapter, MRAODV is 
implemented by extending the waiting time of RREP process in AOMDV implemen- 
tation. 
3.6.2 MRAODV and AOMDV against traditional multipath 
protocols 
As shown in Figures 3.18 and 3.19, MRAODV and AOMDV perform well compared to 
DSR and TORA in terms of packet delivery fraction and throughput in all mobility 
scenarios. Figure 3.20 shows that AOMDV and MRAODV outperform both DSR 
and TORA in terms of average end-to-end delay for all mobility scenarios while their 
performances are less compared to TORA in terms of RPO during different scenarios 
of mobility which is shown clearly in Figure 3.21. 
A significant conclusion of these results is that AOMDV and MRAODV have 
better average of performance in terms of all performance metrics; except RPO as 
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shown in Figure 3.21, and this is why we still need to develp a new extension to 
AODV. Another significant conclusion is that MRAODV has less performance than 
AOMDV in terms of AVGD. Because of the significant of these two conclusions, they 
are discussed again later in the next section. 
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95 
3.7 General Discussion 
AWDV* AVGO of AARAODV and AOMCIV PgainstA00V and tradtona I mullipach 
mutog protocol& 
)49 
044 
4 
ý ýz 
ACDI A. Wcv V; A. ^CV MR T--PA 
Figure 3.20: Average end-to-end delay of AOMDV and MRAODV against DSR 
and TORA protocols 
3.7 General Discussion 
In this section, simulation results of AOMDV prove that multipath extensions to 
AODV perform well comparing to traditional multipath protocols in MANETs; DSR 
and TORA. Simulation results show the average performance of AOMDV against 
AODV and traditional multipath routing protocols DSR and TORA. It is shown 
that AOMDV generally outperforms the single path version of AODV and both 
multipath protocols DSR and TORA. For this reason, a recent multipath extension to 
AODV; MRAODV is simulated and evaluated against DSR and TORA to determine 
the starting point of this research, which is determined later as developing a new 
multipath extension to MRAODV. 
As shown in the simulation results, MRAODV has the highest overall perfor- 
mance amongst the compared multipath protocols including AOMDV and traditional 
multipath protocols DSR and TORA in terms of the overall PDF and throughput. 
MRAODV also outperforms AOMDV and DSR in terms of the overall RPO. A sig- 
nificant result here is that both AOMDV and MRAODV have better average perfor- 
mance compared to the traditional multipath protocols in terms of all performance 
metrics except RPO which is still better in traditional protocol TORA. In addition, 
even though that MRAODV enhances the RPO in AOMDV to a certain extent, a 
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Figure 3.21: Average RPO of AOMDV and MRAODV against DSR and TORA 
protocols 
vital drawback in AVGD is appeared in MRAODV. Instead of enhancing AVGD in 
AOMDV, the performance of MRAODV is reduced compared to AOMDV. 
For these reasons, MANETs still need a new extension to AODV which can de- 
velop MRAODV so that the new extension should solve the drawbacks of MRAODV. 
Hence, the starting point of this research is determined as developing a novel approach 
called TRAODV which is conducted as a link-disjoint extension to MRAODV. While 
MRAODV extends the waiting time of RREP until receiving all possible routes by the 
source node including efficient and inefficient routes, TRAODV varying the waiting 
time until receiving threshold number of efficient routes, which are only the routes 
that are stored in the routing table of the source node. TRAODV approach is de- 
scribed in details later in Chapter 4. 
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Chapter 4 
Threshold Efficient Multiple Routes in 
AODV (TRAODV Approach) 
4.1 Introduction 
Most multipath extensions to AODV aim to detect large number of multiple routes 
regardless of the route efficiency. In such extensions, a large percentage of inefficient 
routes is associated with the route discovery process leading to a higher routing over- 
head. On the other hand, resource consuming is considered a challenge in MANETs 
so that a routing protocol should deal with the end-to-end delay, network band- 
width, and memory consuming which are affected by storing and employing a large 
percentage of inefficient routes. 
In contrast, several multipath extensions to AODV utilise Route Reply (RREP) 
timeout used in traditional AODV, which is insufficient to detect all possible routes, 
and consequently many efficient routes can be missed due to the short period of the 
RREP timeout. Some approaches extend the RREP timeout to detect all possible 
routes however, they employ too long a period so that many efficient routes that are 
detected early become inefficient due to the mobility of the nodes, which leads to 
increase link failure occurrence in these routes. Thus, instead of storing the routes in 
a routing table for long time while waiting for more arrival routes, the efficient routes 
should be utilised by the source node as soon as possible to minimise the effect of 
nodes' mobility on the efficient routes. 
In the experimental study presented in Chapter 3, two existing multipath exten- 
sions to AODV, namely AOMDV and MRAODV are evaluated against two tradi- 
tional multipath protocols in MANETs, namely DSR and TORA in order to narrow 
down the starting point of the research. Simulation results of this experimental study 
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show that both AOMDV and MRAODV have some drawbacks in their performances 
compared to the traditional multipath protocols, especially in terms of the routing 
packets overhead which is still better in the traditional protocol TORA even though 
that MRAODV enhances the routing packets overhead compared to AOMDV to a 
certain extent. Additionally, a crucial drawback is associated with MRAODV perfor- 
mance with regard to the average end-to-end delay. Instead of enhancing the average 
end-to-end delay, a recession is observed in the performance of MRAODV which is 
reduced compared to the performance of AOMDV. For these reasons, a new multi- 
path extension to AODV is developed in this chapter to overcome the drawbacks of 
the previous extensions AOMDV and MRAODV. 
This chapter presents our first novel approach called Threshold Efficient Multiple 
Routes in AODV (TRAODV) which is developed in this thesis as a new extension 
to AODV protocol in MANETs. TRAODV is considered a link-disjoint multipath 
establishment routing approach, which tries to improve Route Discovery Process 
(RDP) in multipath AODV by extending the waiting time required to receive all 
RREPs in the RDP taking into account the time required to detect threshold number 
of efficient routes. TRAODV is considered a link-disjoint extension to the existing 
protocol MRAODV [13], which is in turn a recent extension to Multiple Next Hops 
(MNH) protocol [1241, a direct extension to traditional AODV. 
In the beginning of the chapter, the routing mechanism of AODV protocol is pre- 
sented and analysed aiming at showing the changes that have taken place in single 
path mechanism of AODV to implement the multipath mechanism of multipath ex- 
tensions of AODV such as AOMDV, MRAODV, and TRAODV. Then, a related work 
review of multipath routing in AODV is introduced and finally, TRAODV approach 
is presented. A result study of TRAODV simulation using NS2 is presented later in 
Chapter 7 with an evaluation of TRAODV performance against the performances of 
AOMDV, MRAODV, DSR, and TORA protocols. 
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4.2 Routing Mechanism in AODV 
Based on the fact that AODV is a single path reactive protocol, nodes compute routes 
in AODV only when they are needed and one route only is selected at the moment of 
receiving the routes. Each received route is compared to the current primary route 
to determine which one is better based on some predetermined selection criteria [12]. 
Similar to all routing protocols in MANETs, AODV has two main phases RDP and 
RMP. This section focuses on the mechanisms of these two main phases in AODV 
routing protocol. 
4.2.1 RDP mechanism in AODV 
In AODV, the source node invokes a RDP by flooding a RREQ packet in the network 
when a route is not available for the destination. It may obtain multiple routes to 
different destinations from a single RREQ. The major difference between AODV and 
other on-demand routing protocols is that it uses a Destination Sequence Number 
(DestSeqNum) to determine an up-to-date path to the destination. A node updates 
its path information only if the DestSeqNum of the current packet received is greater 
than the last DestSeqNum stored at the node. A RREQ carries the Source IDentifier 
(SrcID), Destination IDentifier (DestlD), Source Sequence Number (SrcSeqNum), 
DestSeqNum, Broadcast IDentifier (BcastID), and finally the Time To Live (TTL) 
field. The field DestSeqNum indicates the freshness of the route that is accepted by 
the source node [12][2][8]. Steps of RDP mechanism in AODV are surnmarised as 
follows: 
9 When a source node decides to communicate a destination node, it sends a 
RREQ message to its neighbours. 
9 On receiving the RREQ message by an intermediate node, it either forwards it 
or prepares a RREP packet if it has a valid route to the destination. 
9 All intermediate nodes that have valid routes to the destination, or the desti- 
nation node itself, are allowed to send RREP packets back to the source node 
100 
4.2 Routing Mechanism in AODV 
via the Intermediate nodes. 
* When an intermediate node receives a RREP packet, information about the 
previous node from which the packet was received is also stored in order to for- 
ward the data packet to this next node as the next hop toward the destination. 
For instance, suppose the following example shown in Figure 4.1 for RDP in 
AODV which explains the process of sending a RREQ from a source node S to a 
destination node D and retransmits RREP from the destination node to the source 
node. Steps of RDP mechanism in AODV are summarised for this example as follows: 
SourceNode DestinationNodo IntermdiateNodo 
SDN 
Figure 4.1: RDP in AODV routing protocol 
9 The source node S initiates a route discovery process by flooding a RREQ in 
the network towards the destination node D, assuming that the RREQ contains 
a destination sequence number and a source sequence number. 
9 When the intermediate nodes receive the RREQ packet, they check their routes 
to the destination. 
9 In case a route to the destination is not available in the intermediate nodes, 
they forward it to their neighbours. 
If the destination sequence number at an intermediate node is greater than the 
others, then only this node is allowed to reply along the stored route to the 
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source. This is because this node has a more recent route to the destination (it 
has greater destination sequence number). 
9 If the R. REQ reaches the destination (node D) through a particular route or 
aiiv other alternative route, the destination also sends a RREP to the source 
using the saine route. 
4p Multiple RREP packets nlay reach the source node. 
9 All the intermediate nodes receiving a RREP update their routing tables with 
the latest destination sequence number of a single route. 
* They also update the routing inforniation if it leads to a shorter path between 
the source and the destination. 
9 All detected routes are discarded except the optimal route. 
Figures 4.2,4.3,4.4,4.5, and 4.6 show the complete procedures of RDP in AODV. 
Routing table Graph 
y 
Set neighb :: 
jO 
y Emst? 
> 
N 
Add to active-neighbor 
Figure 4.2: Set the neighbours in AODV 
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Figure 4.3: Send RREQ to neighhours in AODV 
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Open routing table of Checký active 
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D 
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Figure 4A Forward a 13REQ in AODV 
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Figure 4.5: Btfild a, reversed path in AODV 
4.2.2 RMP mechanism in AODV 
AODV uses error messages for route maintenance. When a node detects a broken 
link to the next hop, it generates a RERR message that contains a list of unreachable 
(lest inat ions and sends it to related nodes. 'rile source nodc should re-establish a new 
route discovery process to detect an alternative route to the sanie destination. 
For instance, suppose the following example shown in Figure 4.7 for RTNIP in 
AODV which explains the process of repairing the broken route between a source 
node S and a destination node D assuming that two intermediate nodes are the 
upstream node N,, and the downstream node Nd of the broken link. In AODV, both 
the upstream and the downstream nodes send RERR messages to the source and the 
destination nodes respectively. Steps of RNIP mechanism in AODV are suniniarised 
for this example as follows: 
The Patti between the source node S and the destination node D breaks clue to 
it f'ailure of the link connects between the two intermediate nodes , V,, and VI. 
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RREP Routing table 
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Figure 4.6: Receive a RREP in AODV 
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Figure 4.7: RNIP in AODV routing protocol 
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9 Bot li N, and Nj nodes initiate RERR inessages to inforin t heir end nodes about 
the link break. 
o The end nodes delete the corresponding entries from their routing tables. 
* The source node S reinitiates the route discovery process with the new BcastID 
and the previous destination sequence number. 
9 Steps of' IMP mentioned above in this section are relmited mitil selecting the 
alternative optimal route aniong multiple detected routes. 
Figure, 1.8 shows a How chart of'AODV for building the routing table in AODV's 
route discovery process, while Figure 4.9 shows the flow chart of invoking a RNIP 
during a procedure of sending a data message using AODV protocol. 
Inputs RREQ RREP Routing table 
User choose a 
source and a 
destination 
-Me source Build/update 
has a valid 
> 
Send a Receive the routing 
route to the RREQ RREP(s) ble tar 
destination? 
y ý <Z) /) 
Do not build/update 
the routing table 
Figure 4.8: Bifilding rollting table in AODV's RDP 
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Figure 4.9: Invoking a RNII, while sending a data nicssage using AODV 
4.3 TRAODV Approach 
This section presents our new intiltipath establishment approach, TRAODV, which 
tries to optimise the routing overhead in RDP by detecting the waiting time required 
to receive threshold number of efficient routes. TRAODV mechanism utilises the 
idea of extending the waiting time of RREPs to receive larger number of routes 
which is proposed by NIRAODV approach. The first difference between TRAODV 
and NIRAODV is that the waiting time is restricted in TRAODV by receiving a 
threshold number of eflicient routes while it is restricted in NIRAODV by receiving 
all RREPs related to a particular RREQ packet sent by a source node to discover the 
routes to a destination node. The second difference is the nature of the routes that 
are stored in the routing table and employed fOr data transmission. TRAODV stores 
only the efficient routes while NIRAODV stores all routes including both efficient and 
inefficient routes. 
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TRAODV definitely aims to reduce routing packets overhead and average end-to- 
end delay overhead by detecting tile waiting time needed to receive threshold number 
of efficient routes. TRAODV also tries to increase the route efficiency in the routing 
table of a source node. The main disadvantage of TRAODV is that it concerns only 
the phase of RDP, it does not concern the route maintenance process in AODV which 
is focused in the second novel approach of this thesis, ORMAD, which is presented 
later in Chapter 5. 
4.3.1 TRAODV mechanism 
TRAODV utilises the multipath abstraction of DSR in AODV by keeping more than 
one route in the routing table of the source node. It also utilises the idea of MRAODV 
by extending the waiting time required to receive all RREPs in a RDP. MRAODV 
waits for long time until receiving all RREPs which leads to receive more routes. 
However, waiting for long time in a high mobility environment may lead to more 
link failures and consequently more route faults. MRAODV tries to reduce routing 
delay overhead by detecting the waiting time needed to receive threshold number of 
efficient routes. Increasing the waiting time may lead to receive more routes which 
probably include more inefficient routes. TRAODV tries to make a trade-off between 
receiving as larger number of routes as possible and as less number of inefficient routes 
as possible. 
4.3.2 RDP mechanism in TRAODV 
Figure 4.10 shows the mechanism of receiving RREPs during a RDP of TRAODV 
which is used in the implementation, The mechanism of route discovery process in 
TRAODV looks like the RDP of the original AODV which is shown earlier in Figure 
4.6 with some differences. The first difference in TRAODV is the the waiting time of 
RREP is extended to T, where T,,, i,, < T,, <T...... . T,, is the threshold waiting time 
used by TRAODV, T,, i,, is the normal waiting time used by traditional AODV and 
the extension AOMDV, and T ..... is the waiting time used by MRAODV to receive 
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all possible RREP packets by the source node. The optimisation method used to 
find out the threshold T,,, is the random search method which is used in TRAODV 
simulations by varying the waiting time T,, randomly between T,,, i,, and T,,,,, until 
reaching the threshold number of efficient routes. Threshold number of efficient routes 
is the global maximum number of efficient routes that can be detected between the 
two waiting time boundaries T,,, i,, and T,,,,.,. 
Efficient route selection: 
There have been many route selection criteria that are proposed by many routing 
literatures on MANETs. The most common criteria used in path selection are greater 
sequence number and less hop count which are used by DSDV proactive protocol, 
most recent and the shortest path (minimum number, of hops) which are used by 
AODV, and the shortest path only which is used by DSR and TORA. A more recent 
approach is proposed in [140) in which different selection criteria are used such as 
link-cost and node-cost. In node-cost selection criteria, the sum of node-cost of all 
nodes on the route is calculated and assigned as the route cost. Link-cost is similar 
to node-cost, the sum of link-cost of all links on the route is calculated and assigned 
as the route cost. One of the most recent approaches of path selection criteria is 
proposed in [1411 which uses a link expiration time and busy rate to calculate the 
route cost and compares it to a threshold value to decide the degree of traffic in the 
route. However, this criteria are used for route selection in the routing table. They 
are not used to determine the route efficiency. 
Multiple routes selection in a routing table depending on the path length a 
weighted is used in some literatures of multipath routing in MANETs. For example, 
in [1421, the weight of a particular path is inversely proportional to the length of 
the path and for path selection, path longer than 1.2 times the average is ignored. 
However, this is not mentioned as a precise definition of an efficient route, and ad- 
ditionally it ignores the connectivity factor which certainly affects a route efficiency 
along with the length of the route. 
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Figure 4.10: Receiving RREPs diiring the RDP of TRAODV 
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The selection strategy used in this thesis for multiple efficient routes is based on 
the Threshold Hop Count (HCth) which is a combination between the path length 
a weighted and number of connections that indicates the degree of connectivity in a 
network. This selection strategy is used to determine the number of efficient routes 
in both approaches developed in this thesis; TRAODV and ORMAD. 
An Efficient Route is defined in this thesis as the route that has a Hop Count (HC) 
less than the Threshold Hop Count (HCth) of all multiple routes stored in the routing 
table of a source node to the same destination. HCth is defined in this approach as 
in (4.1) which is derived experimentally by observations during the simulations of 
TRAODV using NS2. 
HCth ý HC, ý, 
OHC,,, 
L 
Where HC,,, is the average hop count of all multiple routes stored in the routing 
table of a source node to the same destination, OHCav is defined in this approach LI 
as the consistency of HCa, and L in the NS2, L denotes to "Links" or number of 
connections in a network, and 0 is a constant with a default value of 0=1. 
0 is defined in this approach as Threshold Factor by which the level of HCth and 
consequently number of efficient routes can be increased or decreased while storing 
and scheduling multiple routes in a routing table. 
The simulations of TRAODV using NS2 are carried out based on (4.1). The 
relationship between the average hop count (HC,,, ) and thrshould hop count (HCth) 
in TRAODV simulations is illustrated in Figure 4.11 at 0=1. As shown in the figure, 
HC,,, is proportional to the number of connections (L) in the network. It is clear 
from the figure that by increasing number of connections leads to increasing in HC,,,,. 
Suppose that HC,,, is proportional linearly to L, the relationship becomes as in 
(4.2): 
HC,,, = KL (4.2) 
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Where K is constant,. K<1 because the number of hops in a network is always less 
than the total number of links. 
By substituting HC., from (4.2) into (4.1), HCth can be derived as in (4.3): 
HCth = OK 
2L (4.3) 
The idea behind the term OHCa,, in (4.1) comes from the supposed consistency in L 
the NS2 for the average hop count (HCa, ) with respect to the number of connections 
(L). Figure 4.11 shows the consistency of HC,,, and L during TRAODV simulations. 
Even though the consistency of HCa, and L looks like a constant in Figure 4.11, the 
value of 15"ca" is approximately fixed in a very small range of values between 0.39 L 
and 0.45 at 0=1, which is scaled and ilustrated by Figure 4.12. 
Thtrelations hip tmhveen Awrage Hop Count JHCaý4 and Thrshould 
Hop Count JHCthj In TRAC)DVsimulations 10 -1, nz5Oj 
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Figure 4.11: The relationship between HC,,, and HCth in TRAODV simulations 
(n=50) 
Based on (4.2) and (4.3), we can find the rate of change (slope) of HC,,, and HCth 
respectively with respect to L. Hence, dHCav =K is the rate of change of HC,,, with dL 
respect to L, and 
dHCth 
= OK' is the rate of change of HCth with respect to L. If dL 
0=1 then, dHCth =K2. As K<1, the rate of change in HCth with respect to L is dL 
much less than in HCth, which is shown clearly in Figure 4.11. 
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4.3.3 RMP mechanism in TRAODV 
Route maintenance process in TRAODV and MRAODV are similar while it is differ- 
ent in AOMDV. In AOMDV, when the primary route fails, the backup route is used. 
If the backup route also fails, a new RDP is reinvoked by local repairing procedure 
between the source and the destination nodes to detect an alternative primary route 
and a single backup route. In TRAODV and MRAODV, if the primary route and 
all backup routes fail, a local RDP is invoked by local repairing procedure between 
the upstream node (at the first end of the broken link) and the destination node to 
detect an alternative primary route and multiple backup routes. If the local repairing 
also fails, the source node should re-establish a new global route discovery to detect 
a new set of multiple routes to the destination. 
4.4 TRAODV Implementation and Simulation 
The simulations are carried out using of NS2.26 under Linux platform of Fedora 
5 to evaluate TRAODV against MRAODV, AOMDV, DSR, and TORA protocols. 
As mentioned earlier in Chapter 3, the implementation of AOMDV is modified for 
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MRAODV simulation by extending the RREP waiting time parameter to 20 seconds 
instead of 1 second in AOMDV simulations. Also, it is mentioned that the time of 20 
seconds is measured by varying the waiting time until reaching the maximum number 
of multiple routes of a session between a source and destination nodes. In this case, 
the implementation of AOMDV which is involved by NS2.26 is applied to MRAODV 
with the required modifications, which means that MRAODV is simulated as a link- 
disjoint version of the original MRAODV due to the link-disjoint feature associated 
with the implementation of AOMDV protocol. 
Another difference between MRAODV and AOMDV implementations is concern- 
ing scheduling process of multiple routes. For AOMDV, no multiple route scheduling 
is applied because it selects only one backup route (the next shortest path) for the 
primary one (the shortest path which has the least number of hops). Multiple route 
scheduling is implemented for MRAODV using Selective Weighted Round Robin 
(SWRR) algorithm which is developed and implemented in NS2 for AOMDV exten- 
sions by Gonner and Schatzmann [1421. SWRR algorithm is used in MRAODV by 
assigning a weight for each available route so that the weight is proportional to the 
number of hops of that route with respect to the number of connections. The weight 
and the next hop are stored in the routing table of the source node. The optimal 
selection of routes in MRAODV is accomplished based on the least weight of each 
route. 
In TRAODV, two policies are applied to multiple routes selection in SWRR. The 
first policy is called N out of M in which best N is selected out of total M routes and 
the second policy is to use only the best (N = 1) out of M routes and keep the rest 
as backup [142). The two selection policies mentioned above are used sequentially in 
TRAODV so that firstly N efficient routes are selected out of the total routes, and 
secondly the best route out of N is selected as the primary route and the rest out of 
N are kept as backup. 
To apply these policies in TROADV, SWRP algorithm is utilised by assigning a 
weight for each available route so that the weight is proportional to number of hops 
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of that route. However, the route that are concerned by TRAODV should have a 
hop number less than the average number of all hop numbers of all routes available 
for the same source node. In this case, the route is considered efficient; otherwise, 
the route is inefficient. 
As shown in Figure 4.10, all routes in TRAODV are firstly stored in the routing 
table of the source node with their weights and the next hops. Then, the average 
number of hop counts of all routes in the table is estimated, and finally all inefficient 
routes are removed from the table. Hence, only the efficient routes are stored in the 
routing table. The optimal selection of routes in TRAODV is accomplished based on 
the least weight of each route. 
Even though that MRAODV is a non-disjoint and TRAODV is a link-disjoint 
multipath protocol, both of them are simulated here as link-disjoint versions due to 
the link-disjoint feature associated with the implementation of AOMDV. Simulations 
using this feature for these two protocols do not affect on the simulation results 
because they are mainly compared while they are subjected to the same conditions 
and the same disjoint restrictions. Moreover, the feature of MRAODV which is mainly 
utilized in TRAODV implementation is related only to waiting time extending during 
RREP procedure. Thus, TRAODV can be considered as, a link-disjoint extension to 
the non-disjoint MRAODV protocol. 
Simulations are carried out under the same simulation environment, mobility and 
connection models, input parameters, and performance metrics used in the simula- 
tions of the experimental study carried out in Chapter 3. 
4.5 General Discussion 
TRAODV approach is the first new approach developed in this thesis as a link-disjoint 
multipath extension to AODV in MANETs. TRAODV aims to reduce routing packets 
overhead and average end-to-end delay overhead which are considered disadvantages 
in the existing extensions; AOMDV and MRAODV. TRAODV tries to improve the 
RDP of MRAODV by detecting the waiting time needed to receive threshold number 
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of efficient routes. TRAODV also tries to increase the route efficiency in the routing 
table of a source node. 
TRAODV is implemented and simulated using NS2 environment by modifying the 
implementation of MRAODV. While MRAODV extends the waiting time of RREP 
until receiving all possible routes by the source node including efficient and inefficient 
routes which is measured as 20 seconds, TRAODV calibrates the waiting time be- 
tween I sec (AOMDV mode) and 20 sec (MRAODV mode) until receiving threshold 
number of efficient routes, which are only the routes that are stored in the routing 
table of the source node. Threshold waiting times of TRAODV are measured ap- 
proximately at 5 sec, 8 sec, 12 sec, and 14 sec as the average times of all scenarios 
listed in Table 7.2. TRAODV performance is evaluated against the performances of 
MRAODV, AOMDV, DSR, and TORA protocols as shown later in the results study 
presented in Chapter 7. The environment of TRAODV simulations, input parameters 
are the same used in Chapter 3 for the simulations of traditional protocols and multi- 
path extensions to AODV. Tables 7.1 and 7.2 in Chapter 7 show the fixed parameters 
and the different scenarios of the simulations of TRAODV. The main disadvantage 
of TRAODV is that it concerns only the phase of RDP, it does not concern the route 
maintenance process in AODV. As shown by simulation results, TRAODV performs 
well in terms of routing packets overhead, however it still performs worse than the 
traditional protocol TORA. Moreover, the performance of TRAODV is reduced in 
terms of average end-to-end delay compared to AOMDV and MRAODV. The second 
novel approach of this thesis, ORMAD, which is presented later in Chapter 5 focuses 
on the RMP of TRAODV aiming at reducing routing packets overhead and average 
end-to-end delay in multipath extensions to ADV protocol. 
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On-demand Multiple Route Maintenance 
in AODV (ORMAD Approach) 
5.1 Introduction 
Many multipath extensions to AODV protocol in MANETs are conducted to solve 
the problem of the single path abstraction associated with the traditional AODV. 
However, few of these extensions to AODV focus on the two core processes of routing; 
RDP and RMP by applying the RMP to all routes that may be failed due to a 
broken link including efficient and inefficient routes. Applying RMP to inefficient 
routes leads to more alternatives of inefficient subroutes due to increasing in number 
of hops. In addition, routing overhead is increased and the network resources are 
consumed due to repairing inefficient routes. On the other hand, many literatures of 
multipath extensions to AODV deal with the route maintenance problem by invoking 
General RDP (GRDP) which sends an end-to-end RREQ from the source to the 
destination via intermediate node(s). Invoking GRDP frequently leads to increase 
routing overhead and consume the network resources such as bandwidth, energy, 
memory, and computing time. 
This chapter presents our second novel approach of multipath AODV called On- 
demand Route maintenance in Multipath AODV (ORMAD) which applies RMP by 
invoking a Local RDP (LRDP) only for efficient routes starting with the most opti- 
mum route and ending with the least optimum route. ORMAD is a link-disjoint mul- 
tipath extension to TRAODV which applies the concepts of threshold waiting time, 
threshold number of efficient routes, and threshold hop count to both phases; RDP 
and RMP. These concepts are defined earlier in Chapter 4. Thus, unlike TRAODV, 
which focuses only on the RDP, ORMAD approach focuses on both phases; RDP and 
RMP. ORMAD applies RMP only to efficient routes which are selected in the RDP 
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and when a route fails, it invokes a local repair procedure between upstream and 
downstream nodes of the broken link. This mechanism produces a set of alternative 
subroutes with less number of hops which enhances route efficiency and consequently 
minimises the routing overhead. 
ORMAD aims to enhance the routing packets overhead and the average end-to- 
end delay overhead in multipath extensions to AODV protocol. It is implemented 
using NS2 and its performance is evaluated against the previous extensions to AODV; 
TRAODV, MRAODV and AOMDV, in addition to the two traditional multipath 
protocols; DSR and TORA. Results study and evaluation of ORMAD are presented 
later in Chapter 7. 
5.2 Related Work of ORMAD 
This section presents the related work of ORMAD which is almost related to the 
route maintenance process in multipath extensions to AODV. Three directions have 
been addressed in the literatures for manipulating route failures in reactive routing 
protocols of MANETs. The first direction is related to the single path protocols 
that launch a new GRDP when a link fails. The second direction is related to the 
multipath protocols. Similar to the first direction, they launch a GRDP when a link 
fails. The third direction is related to the multipath protocols that launch a LRDP 
- during a RMP - when a link fails and then, if the problem could not 
be fixed, they 
re-establish a new GRDP. 
The first direction is the traditional direction which is adopted by the original 
single path protocols such as the original AODV. In this direction, when a link failure 
is detected in the single route maintained in the routing table of a source node, a 
new GRDP should be invoked to rediscover an alternative route. This process is 
achieved by flooding a network-wide RREQ packets via different paths to the same 
destination and waiting for RREP(s) that would be sent by the destination [12). A 
single route (the optimal) is selected again among many detected routes and this new 
single route only can be used for data transmission as long as the route is valid [121. 
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In protocols of this direction, invoking frequent RDP leads to increase both delay 
and control overhead [921. 
The second direction is adopted by many multipath extensions to on-demand 
protocols such as DSR and its early extensions such as [17], [91], [127] and [128), 
TORA and its extension, Routing On-demand Acyclic Multipath (ROAM) [1291 and 
many other on-demand multipath extensions such as [105], [1251, [1301, [131) and 
[132]. In most of these multipath extensions, a concept of backup route(s) often 
used, when all available routes maintained in a multipath routing table of a source 
node are become invalid due to link failures, a new GRDP should be invoked to 
rediscover an alternative set of routes. 
The third direction is adopted by the most recent multipath extensions to AODV 
protocol such as TRAODV, MRAODV [131, AODVM [89], NMH [1241 and AODV- 
MM [1261. In these protocols, if all available routes fail, a LRDP should be invoked 
between the upstream node of the broken link and the destination node to detect 
an alternative set of routes. The main objective of all multipath extensions of this 
direction is to minimise frequent route re-discovery attempts and consequently min- 
imising delay and control overhead. ORMAD belongs to this direction of multipath 
extensions in MANETs with a modification related to invoking a LRDP between 
upstream and downstream nodes instead of upstream and destination nodes. 
5.3 RMP Mechanism in AODV extensions 
In this subsection, the mechanism of RMP in AODV extensions is described covering 
three mechanisms of the three directions of route maintenance in AODV and its 
extensions. The first direction is related to RMP mechanism in the original single 
path AODV which is described in details before in Chapter 4. Thus, only RMP 
mechanisms of the other two directions are presented in this chapter. 
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5.3.1 RMP mechanism in the second direction of AODV ex- 
tensions 
Similar to RMP mechanism in the original single path AODV (the first direction), 
protocols of the second direction also uses route error (RERR) messages for route 
maintenance. As described for the original AODV, when a node detects a broken link 
to the next hop, it generates a RERR message that contains a list of unreachable 
destinations and sends it to related nodes. 
The main difference between RMP mechanism in the first and the second direc- 
tions is that when the primary route fails in the first direction, the source node should 
re-establish a new global route discovery directly to detect an alternative route to 
the same destination while in the second direction, the source node should first try to 
employ an alternative route from the set of routes that are maintained in its routing 
table since the most recent global route discovery is invoked. If all alternative multi- 
ple routes maintained in its routing table fail, the source node should re-establish a 
new global route discovery to detect a new set of multiple routes to the same desti- 
nation. Figure 5.1 shows a conceptual activity diagram for RMP procedure during a 
procedure of sending a data message in the second direction protocols of multipath 
AODV extensions. 
5.3.2 RMP mechanism in the third direction of AODV ex- 
tensions 
Similar to RMP mechanism in the second direction, protocols of the third direction 
also uses route error (RERR) messages for route maintenance. As described above 
for the second directions, when a node detects a broken link to the next hop, it 
generates a RERR message that contains a list of unreachable destinations and sends 
it to related nodes. 
The main difference between RMP mechanism in the second direction and that 
in the third direction is that when the primary route fails in the second direction, 
the source node should try to utilise all available multiple routes maintained in its 
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Figure 5.1: RNIP in the second direction protocols 
routing table before re-establishing a new global route discovery to detect a new set 
of multiple routes. In the third direction, when the primary route fails, the source 
node should trY multiple routes and it' all of thern fail, it should try a local repairing 
by invoking a local route discovery between the upstrearn node of the broken link 
and the destination node. And finally, if the local repairing also fails, the source node 
should re-establish a new global route discovery to detect a new set of multiple routes 
to the destination. Figure 5.2 shows a RMP in of the third direction protocols of 
multipath AODV extensions with the restrictions of the waiting time and threshold 
number of routes, 
5.4 RMP Mechanism in ORMAD Approach 
As mentioned earlier in the pre-vious s(Ttion, ORMAD belongs to the third direc- 
tion of routing maintenance in multipath AODV. As shown in Figure 5.3, ORNIAD 
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utilises the idea of LRDP between any two neighbours upstream and down stream 
nodes ý13] of a broken link while the other extensions of the third direction invoke 
a LRDP between the upstream node and the destination. The idea of LRDP is ad- 
dressed ill Some 111111tipatIl routing approaches such as ý131,11241, ý136ý, and 1131-1. 
In such approaches, it is supposed that when a link fails, the intermediate nodes are 
responsible to rediscover other alternative routes using their routing tahles. However, 
in such inultipath extensions, a RINIP can be applied to any failed route regardless of 
its efficiency. Hence, an inefficient route can be get repaired regardless of generating 
more inefficient alternative routes as a result of applying a RNIP to an inefficient 
broken route. To avoid such redundancy in the number of inefficient routes, OR- 
MAD applies RMP only to efficient routes which are selected in the route discovery 
phase. It also invokes the local repairing procedure only between the upstream and 
the downstream nodes which leads to minimise routing overhead and produce alter- 
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native subroutes with less number of hops. Hence, the abstraction of efficient routes 
ill both RDP and RMP is used in ORMAD to minimise routing overhead of delay 
aud routhig packets. 
As defined carlier ill Chapter 4, efficient, route is the route that, has a Hop Count 
(HC) less than the Thrcshold Hop Count (HCth) of all multiple routes stored ill 
the routing table of a source uode to the same destinatiou. HCth is defined also ill 
Chapter 4 as ill Equation (4.1). 
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Unlike the approaches of the third direction of inultipath AODV extensions, OR- 
MAD invokes a LRDP only to efficient routes which are selected in tile route discovery 
phase and extends RREP waiting time of the RNIP. If the local repair procedure fails 
to fix the problem, a new GRDP is invoked. This mechanism leads to ininimise 
routing overhead of both delay and network resources consuming by minimising the 
attempts of route re-discovery. Invoking a new GRDP is very less likely to be occurred 
in ORNIAD because it should match many conditions. Some of these conditions have 
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a less probability to be met for all invalid routes and all broken links at the same 
time. For example, the following are some conditions required to be met to invoke a 
new GRDP: 
1. All routes in the routing table fail including both efficient and inefficient routes 
meaning that a valid inefficient route can be used if all efficient routes became 
invalid which is rarely occurred. 
2. All broken links in all invalid routes that are repaired do not have any alternative 
subroute that could be detected between an upstream and an downstream nodes 
of any broken link either due to a node power failure, a node shutdown, or a 
node movement to a new location that causes no end-to-end route could be 
detected between these two nodes. 
The first condition can be met due to the mobility of the nodes while the second 
condition is less likely to be met for all broken links of all invalid routes at the same 
time, and hence it is less likely for a GRDP to be invoked frequently. 
5.5 ORMAD Implementation and Simulation 
The simulations are carried out using of NS2.26 under Linux platform of Fedora 
5 to evaluate ORMAD against TRAODV, MRAODV, AOMDV, DSR, and TORA 
protocols. The implementation of TRAODV is modified for ORMAD simulation by 
extending the RREP waiting time parameter in RMP and applying the local repair 
procedure to efficient routes that are stored in the routing table. Unlike TRAODV 
which belongs to the third direction extensions that invoke a LRDP between the 
upstream node and the destination, ORMAD invokes a LRDP between the upstream 
and the downstream nodes at the two ends of a broken link. 
The selection strategy and scheduling process of multipath routing that is used 
in TRAODV is also used for ORMAD. SWRR algorithm is used for TRAODV by 
assigning a weight for each available route so that the weight is proportional to the 
number of hops of that route with respect to the number of connections. The weight 
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and the next hop are stored in the routing table of the source node. The optimal 
selection of routes in ORMAD is accomplished based on the least weight of each 
route. Also the concept of threshold hop count is also used in ORMAD to determine 
whether the route is efficient or not. This concept is applied to both phased RDP 
and RMP. In RDP the concept of threshold hop count is applied to the hop count of 
the route, while it is applied in RMP to the hop count of the subroute that may be 
detected by local repairing between the upstream and the down stream nodes at the 
two ends of a broken link. 
Simulations are carried out under the same simulation environment, mobility and 
connection models, input parameters, and performance metrics used in the simu- 
lations of the experimental study carried out in Chapter 3 and the same as the 
environment of TRAODV simulations. 
5.6 General Discussion 
ORMAD approach is the second new approach developed in this thesis as a link- 
disjoint multipath extension to TRAODV in MANETs. ORMAD aims to reduce 
routing packets overhead and average end-to-end delay overhead which are consid- 
ered disadvantages of the previous extensions; TRAODV, MRAODV and AOMDV. 
ORMAD tries to improve the performance of multipath extensions to AODV by ap- 
plying the concepts of threshold waiting time and threshold number of efficient routes 
to both phases RDP and RMP. Figures 5.2 and 5.3 show the mechanism of the RMP 
in ORMAD approach which is similar to RMP mechanism of the third direction 
protocols of multipath AODV extensions with the restrictions of the waiting time 
and threshold number of routes. ORMAD invokes a LRDP only for efficient routes 
with extending RREPs waiting time of the RMP, and if this process fails to fix the 
problem, a new GRDP is invoked. This mechanism leads to minimise routing over- 
head including routing packet overhead, average end-to-end delay, and even network 
resources consuming by minimising the attempts of route rediscovery. 
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ORMAD is implemented and simulated using NS2 environment by modifying 
the implementation of TRAODV. While TRAODV applies the concepts of threshold 
waiting time and threshold number of efficient routes to RDP phase, ORMAD applies 
them to both phases RDP and RMP. The boundaries of RDP waiting time that are 
used in ORMAD are similar to that used in TRAODV which are between 1 sec 
(AOMDV mode) and 20 sec (MRAODV mode). However, the boundaries of RMP 
waiting time used in ORMAD are between 1 and 5 seconds. Justifications of using 
these boundaries are explained later in Chapter 7. 
Threshold waiting times of RMP is measured approximately at 3 sec as the av- 
erage time of all scenarios listed in Table 7.2. As shown by simulation results of 
ORMAD, varying both waiting times of RDP and RMP in different scenarios affects 
the performance of ORMAD in terms of all performance metrics. ORMAD per- 
formance is evaluated against the performances of TRAODV, AOMDV, MRAODV, 
DSR, and TORA protocols as shown later in the results study presented in Chapter 
7. The environment of ORMAD simulations, input parameters are the same used 
in Chapter 3 for the simulations of traditional protocols and multipath extensions 
to AODV and the same as TRAODV simulations. Tables 7.1 and 7.2 in Chapter 7 
show the fixed parameters and the different scenarios of the simulations of ORMAD. 
As shown by simulation results, ORMAD performs well in terms of routing packets 
overhead which is the closest to TORA performance, however it still less than the per- 
formance of the traditional protocol TORA. Moreover, the performance of ORMAD 
in terms of average end-to-end delay is enhanced ORMAD compared to TRAODV, 
MRAODV, and AOMDV, especially in high mobility scenarios. 
Relevant concepts are formalised for ORMAD approach and conducted in Chapter 
6 as an analytical model in this thesis involving the whole process of multipath routing 
in AODV extensions. ORMAD analytical model describes how the two phases RDP 
and RMP interact with each other with regard to two performance metrics; total 
number of detected routes and route efficiency. 
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Formalising Relevant Concepts for 
ORMAD Approach 
6.1 Introduction 
Multipath routing modelling in MANETs is not addressed sufficiently compared to 
the increasing significance of multipath routing in so many applications of MANETs. 
For example, very few literatures are interested in developing a model for the whole 
process of multipath extensions to AODV with an analytical description of the two 
main phases of AODV extensions; RDP and RMP and how they interact with each 
other. Additionally, very few literatures are interested in developing an analytical 
model that studies the impact of RREP timeout on the total number of detected 
routes and the route efficiency in both phases RDP and RMP. Also, a researcher 
cannot find easily an analytical model that describes the relationship between the 
behaviours of RREP timeouts in these two phases and how they interact with each 
other. 
Furthermore, efficient routes and route efficiency are new expressions focused re- 
cently in multipath routing area. Unfortunately, these expressions are not addressed 
precisely in the most literatures of multipath routing. A difficulty is encountered to 
find out a precise definition for route efficiency either in traditional routing proto- 
cols or their extensions in MANETs. These two expressions become significant in 
the modelling of RMP in multipath routing. Additionally, most literatures of mul- 
tipath extensions to AODV deal with the route maintenance problem by invoking 
GRDP which sends an end-to-end RREQ from a source to destination via interme- 
diate node(s). Invoking GRDP frequently leads to increase routing overhead and a 
higher consumption of the network resources such as bandwidth, energy, memory, 
and computing time. 
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Some multipath analysis approaches are conducted in some literatures such as 
[92], [103], and [133]. NDMR [921 is a recent extension of AODV. It utilises from 
the path accumulation feature of DSR for AODV so that it can discover multiple 
node-disjoint routing paths with a low routing overhead. In [1331 and its extension 
[1341, a routing scheme that uses multiple paths simultaneously is proposed. The 
information is divided between multiple paths hopefully the information would be 
received at the minimum delay. However, it does not concern the whole process of 
multipath extensions. In [1031, an analysis of non-disjoint multipath routing is intro- 
duced by estimating the probability of path disjointness. However, the approach does 
not concern the whole process of multipath extensions. Instead, it concerns only the 
disjointness problem in on-demand extensions. Although they are good frameworks 
for on-demand protocols, the approaches [92], [1031, [1331, and [1341 do not take into 
account the effects of mobility, connectivity and waiting time on route efficiency and 
the total number of multiple routes in on-demand extensions. 
This chapter introduces an analytical model for the whole process of ORMAD 
approach as one of the most recent extensions to AODV developed in this thesis. The 
analytical model describes the two main core phases of ORMAD; RDP and RMP and 
how these two phases interact with each other with regard to the total number of 
detected routes and the route efficiency. Based on this model, ORMAD is analysed, 
implemented using Matlab 6.0, tested, and evaluated against multipath extensions to 
AODV of the third direction using two performance metrics; total number of routes 
and route efficiency. Also, route efficiency that is achieved by ORMAD is evaluated 
against the other multipath AODV extensions of the third direction. The testing and 
evaluation results are presented later in Chapter 7 to prove the behaviour of the total 
number of multiple routes and the route efficiency in terms of different scenarios of 
connectivity, mobility, and route reply waiting time. 
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6.2 General analysis of ORMAD Approach 
Let us suppose that N is a number of nodes, L is a number of initial links, and B is 
a number of broken links in a particular session. L is chosen based on (6.1) and B is 
chosen based on (6.2). 
L=aN, N <a< N(N-1) (6.1) 2--2 
B =, 3L, 0 <, 3 <1 (6.2) 
6.2.1 Connectivity ratio (, q) 
From (6.1), the term ýý <a< 
N(N-1) is normalised to become as in (6.3): 2--2 
1< 2a < 
N-1 - N(N-1) - 
(6.3) 
Let us define 
2a 
= 77, whereq is the Connectivity Ratio, CNR which indicates the N(N-1) 
ratio of links in the network with respect to the total number of nodes N. Connectivity 
is used recently in many literatures related to MANETs in different ways and different 
definitions. For example, connectivity is defined in [138] as the fraction of time 
that every node is reachable (in one or more hops) by every other node. While the 
definition of connectivity in [1381 concerns the time fraction of a connection, the 
connectivity ratio definition in this research concerns the ratio of number of links 
with respect to number of nodes in a network. From (6.3), the boundaries of q can 
be written as in (6.4): 
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6.2.2 Mobility ratio (p) 
(6.4) 
By substituting L from (6.1) into (6.2), number of broken links can be rewritten as 
in (6.5): 
B= a)3N, 0< ap: 5 
N(N-1) (6.5) 2 
Rom (6.5), the boundaries of a, 3 are normalised to become as in (6.6): 
< 2ap < 
N(N-1) - 
(6.6) 
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Let us define 
2aO 
= p, where it is the Mobility Ratio, MBR which indicates the N(N-1) 
ratio of broken links with respect to the number of nodes due to mobility in a network. 
Rom (6.6), the boundaries of p can be written as in (6.7): 
< 
6.2.3 Waiting time ratios (T,, T,,, ) 
(6.7) 
Let us define T,,, represents a GWT, as the initial waiting time ratio which is used in 
the last GRDP and T,,,, represents a LWT, as the Waiting Time Ratio, WTR which 
is used in the last RMP. T,, and T,, boundaries can be written as in (6.8): 
T. :51,7. :5T. <1 (6.8) 
If T,, = -r,, (the mechanism of AODV and its early extensions), a very small waiting 
time, 7-, is applied to RREP packets for a RDP. And, if T,, =1 (MRAODV mecha- 
nism), meaning that the waiting time needed to receive all possible RREP packets is 
applied until no more RREP packets are available. Waiting time of the most recent 
multipath extensions is often between 7-,, and 1. T,, does not seem to be used as a 
variable in most of literatures that are revised during this research. Very few litera- 
tures has argued this issue briefly, for example, a tuneable timeout value is used in 
[139] during a local repair process of a failed route. If the route is not repaired within 
the timeout, it should be invalidated. However, [139] concerns only the repairing of 
a single path which is replaced by another single path. It does not introduce a mul- 
tipath scheme nor analyze the timeout value and its relationship with the timeout of 
the RDP. 
6.3 The total number of multiple routes (Mt) 
Suppose that the terms IZT-O and 2L-- are denoted by A,, and \,,, respectively as shown 14 A 
in (6.9), A is defined generally in this chapter as the MDG of a multipath protocol. 
RT-- 17T- (6.9) 
14 7 
Am = 14 
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6.3.1 Mt after applying a RDP 
Suppose that M,, is the maximum number of routes that could be received due to a 
GRDP of a source node during a particular session in ideal circumstances (an ideal 
circumstance can be offered at the highest A., which means the highest connectivity, 
the lowest mobility, the longest waiting time T,,, see Equation (6.9)). Mt, the total 
number of routes in a routing table of a source node per session is proportional to the 
maximum number of routes M, and thus the initial Mt can be written as in (10): 
C. Allmý 
Where Q, is the multipath constant of a RDP. 
Assumptions: 
It is assumed in this analytical study that MO is the maximum value that could 
be reached in the ideal circumstances. In the conventional wisdom of MANETs, the 
higher the connectivity, the higher the probability of a route reply. The higher the 
mobility the higher the probability of a route reply and a link to be broken down. 
The longer the waiting time the higher the probability of a route reply and a link to 
be broken down. Assumptions here come from this wisdom, and thus this study tries 
to know how the behaviour of Mt would be affected by the variability of mobility, 
connectivity and waiting time ratios and how Mt converges or diverges from the 
maximum value (Mo) of the ideal case due to the variability of these ratios. 
An efficient route can be easily detected by verifying the route efficiency bit (e-bit) 
in the routing table as shown in Table 6.1 which shows the routing table structure 
in the analytical model of ORMAD . If e=1, the route associated with the bit is 
efficient otherwise, the route is inefficient. When a LRDP finishes and the alternative 
subroutes are detected, old contents of the routing table shown in Table 6.1 should 
be flushed and then updated. Prior to flushing the table, some estimated information 
that may be needed in the future should be saved, such as Mt, M,,, M. Mno, Hoav, 
B, and H,, (defined later in this chapter). Routing table contents is updated by the 
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information of the alternative routes detected by applying the Combinations function 
(nCr) between the links that are still valid in a particular invalid main route and all 
subroutes detected due to the LRDP applied to each link in the primary route. 
New routes are combined now according to the sequence of the still-valid-links and 
the subroutes detected for each broken link in the primary route. The parameters 
related to the RMP can be estimated now, such as Mt (updated), M., Mem, Mnm, 
H,,, 
av, and route efficiency bit (e). 
Note: 
In this chapter, when the "route" is mentioned in a routing table, it means the next 
hop of that route in the routing table as shown in Table 6.1). 
Tnhlp (1-1 - Rmitinp- t.. q. hlp structure in ORMAD 
SrcID DesID I # of 
Hops 
I Next Hop I RREQ# I neighbours I Efficient (e) 
Integer Integer l Integer 
_Integer 
I Integer I String Yes/No 
6.3.2 Mt after applying a RMP 
Suppose that M,,, is the maximum number of routes that are generated due to a 
RMP in the ideal circumstances (same assumptions as for M,, except the longest 
waiting time here is T,, ). Suppose that M,,, is a number of efficient routes that are 
found in a routing table before applying the RMP and suppose that all these efficient 
routes can fail due to link failures. M,,, is defined as a number of efficient routes that 
became invalid routes due to link failures. These efficient routes would be replaced 
by other valid routes in a routing table during RMP. Suppose that M,,,, is a number 
of efficient routes that are detected due to a RMP and M,, is the total number of 
inefficient routes that are detected during the two processes, RDP and RMP. And 
finally, suppose that M,,,, and M,,,, are numbers of inefficient routes that are detected 
due to RDP and RMP respectively. 
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6.3.3 Multiple-route scenarios 
M,, and M.. and then Mt can be affected by connectivity, mobility and waiting time 
factors as follows: 
* M,, increases when connectivity ratio increases, that is due to increasing in the 
number of links. 
9 M. decreases when mobility ratio increases, that is due to increasing in the 
number of link failures. 
e M,, increases when mobility ratio increases, that is, increasing in mobility ratio 
may cause more link failures which lead to a need for inviting more RMPs and 
then more alternative routes could be detected. 
M,, increases when connectivity ratio increases, that is, in high connectivity 
scenarios, a RMP has a chance to detect more subroutes between upstream and 
downstream nodes. Also, when a connectivity ratio increases, larger number 
of inefficient routes (M,,,,, ) with larger hop count could be detected during a 
RMP. 
e Both M,, and M,, increase when waiting time ratio increases, that is, more 
RREPs could be received by a source node in the two processes, RDP and 
RMP. 
9 And finally, Mt generally decreases when mobility ratio increases, that is, in- 
creasing in mobility ratio causes more link failures in the efficient routes (M. ) 
which are replaced and then removed from a routing table during RMP(s). 
Based on these scenarios and since Mt is proportional to M,, and M,,, (M,,, is 
considered here the initial number of routes in a routing table before applying a 
RMP) and since the number of invalid efficient routes (M,, ) is replaced by a valid 
number of alternative routes that are involved by M,,,, therefore, Mt for all multipath 
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AODV extensions except ORMAD can be rewritten as in (6.11): 
C. A. A-M. ) + C. A. Mm 
Or it can be expressed in terms of 77, y, T, and T,,, as in (6.12): 
mt = C.! ZT-,. (M. - M. ) + C. , 
T- m.. (6.12) 
9 14 
Where C,,, is the multipath constant of a RMP. 
6.4 Number of maintenance routes (Mm) 
Consider H,,,,, the average hop count detected after updating a routing table during 
a RMP, Hj the initial hop count of a particular effective route i, B, j a number of 
broken links in route i and T,, the waiting time ratio of LRDP between upstream 
node and downstream node of a particular broken link in route i during a LRDP of 
" particular session. Suppose that H is a hop count of subroutes detected due to 
" RMP of a particular broken link j and waiting time ratio T,,,. H increases when 
receiving more subroutes due to a waiting time extension (T,,, ) of a LRDP and thus 
H increases when T,,, increases and consequently, M.. increases. M,,, also increases 
when connectivity ratio and mobility ratio increase. Hi, the total hop count of all 
subroutes that are detected due to all LRDPs of all broken links in a particular 
primary route i can be written as in (6.13): 
B, j Rij 
Hi ý-- EE Hijk (6.13) 
j=l k=l 
Where Hijk is a hop count of a particular subroute k detected as an alternative 
subroute for a particular broken link j in a particular primary route i that became 
invalid in a routing table of a source node, Rij is the total number of subroutes 
detected as alternatives for a particular broken link j in a particular primary route 
i that became invalid in a routing table of a source node and finally, B, i is the 
total number of broken links in a particular primary route i that became invalid in 
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a routing table of a source node. Suppose that L, j is a number of valid links in a 
primary route i, it can be written as in (6.14): 
L, i = (H,, i - B, j) (6.14) 
Where H,, i is the initial hop count of a particular primary roufe i that became invalid 
in a routing table of a source node. The term (H,, i - B, j) is the difference between a 
hop count of a particular route i and the number of broken links in that route, the 
result is the number of the valid links in the primary route i. 
M,,, i, the total number of subroutes that can be detected due to a RMP applied 
to all broken links in a particular invalid primary route i can be written as in (6.15) 
using pOmbinations function: ar 
M. i =-L, 
i! 
_ Hi! (Li - Hj)! 
Combinations function is applied to L, j and Hi to obtain all alternative routes of 
an invalid primary route i. M,,,, the total number of multiple routes detected in a 
routing table of a source node in a particular session due to a RMP, can be written 
as in (6.16): 
M. M. i 
mm =Z (6.16) 
i=, Hi! (Li - 
7ii)-! 
Where M,,, is the initial number of efficient routes that are currently repaired by 
a RMP. A4,,, can be estimated by increment a counter H,, for each detected route 
during a GRDP. A route is considered efficient if it has a hop count less than HCth 
which is estimated by Equation (4.1) in Chapter 4. As shown by Equation (4.1), 
HCth is estimated based on H,,,,, the average hop count of all initial routes (M,, ) in 
a routing table, and the number of connections L. H,,,, can be derived as in (6.17). 
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After applying (6.17), let M,, = H, 
mo 
Hoav == -L E H,, i (6.17) mo i=l 
By substituting Hi from (6.13) into (6.16), M,,, can be rewritten as in (6.18): 
meo L, i! mm= Z (6.18) 
i=, 
(B, i R, j Bri E 1: Hijk)! 
ýL, 
i -Z2 Hijký! 
j=l k=l j=I k=I 
Where the condition of M,, validity can be written as: 
L, i > Hi 
Referring to (6.14), the condition of M,,, validity can be also expressed in terms of 
H,, i and B, j as in (6.19): 
Hýj - B, j > Hi (6.19) 
The validity condition in (6.19) means that the total number of hops in all detected 
subroutes during a RMP of Bj broken links in a particular primary route i must 
be less than the number of valid links in that route. Rom this condition, it is con- 
cluded that a waiting time T,,, should not be so long. The longer the waiting time 
the larger the hop count of a detected subroute which leads to invalid number of M,,,. 
This conclusion meets the assumption mentioned before in this section regarding the 
relationship between a route efficiency and a hop count, the larger the hop count 
the larger the number of inefficient routes. To maintain the positive result of (6.19) 
mathematically, modulus signs are used before applying the factorials. 
Mt can be expressed in terms of hop counts by substituting M,,, from (6.18) into 
(6.11), Mt can be rewritten as in (6.20): 
C. A. Mt. + C. A. MM (6,20) 
Where: 
Mt. = (M,, - Mý. ) 
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And: 
mm (JB Rij B, i Rij E Hijk Li -ZE HijkýI 
k=l j=I k=I 
6.5 Number of efficient and inefficient routes 
The Optimal Route is defined generally in a single path AODV extension as the 
route that has a minimum number of accumulative weight (number of hops or the 
accumulative delay between links involved by the path) [7]. In this chapter, the 
Optimal Route is defined here as the route that has a hop count less than the average 
hop count of all primary routes stored in a routing table including efficient and 
inefficient routes. From (6.20), the term Mt,, can be defined so that it is equal to 
C,,, \, (M,, - M,,, ) as a number of inefficient routes M,,,, detected in a routing table 
before applying a RMP. It can be expressed as in (6.21): 
C. A,, (M. - Mýý-) (6.21) 
Since the total number of inefficient routes M,, is equal to the summation of the 
numbers of inefficient routes in the initial state - before applying a RMP - (M,,, ) and 
in the final state (M,,,, ) - after applying a RMP -, therefore, M,, can be written as 
in (6.22): 
M. " + M.. (6.22) 
M.,,,,, can be estimated by increment a counter H,,,,, for each route detected in a 
LRDP. As define in this chapter, a route is considered efficient if it has a hop count 
greater than HCth which is estimated here for subroutes detected by the RMP as 
shown in Equation (4.1) in Chapter 4. HCth is estimated here based on H,,,,,, the 
average hop count of all routes (M,,, ) detected during a RMP in a routing table, and 
number of connections L. H,., is derived as in (6.23). After applying (6.23), let 
M.,,, = H,,,,,. 
M,,, B, j Rij 
H,, av EEE 
Hijk (6.23) 
mm i=l j=l k=l 
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Since it is obvious that M,,,,, = M,, - M,,,, and from (6.21) and (6.22), M,, can be 
rewritten as in (6.24): 
M. = C. A. A-M. ) + C,. A. (M. - me. ) (6.24) 
Equation (6.24) can be also expressed in terms of q, y, T,, and T,,, as in (6.25): 
T M. = C. 111ý1 (M. - M. 
) + C.,, T- (M. - M, ý. ) (6.25) A It 
6.6 Route efficiency (E) of multipath AODV 
Route efficiency E in multipath AODV can be generally derived as in (6.26): 
ml-mn 
mt (6.26) 
Rom (6.11) and (6.25), E can be written as in (6.27) for all multipath AODV exten- 
sions except ORMAD: 
cm Am mem EOther-extensions --` Coxo(mo-Afeo)+cm, \rnmm 
= 
mem 
-. t ( Af T- 0 
EOther-extensions 
(mo (6.27) 
Te 
Meo) + Mm 
Where C, is the constant of route efficiency, C, = ca and T, is the waiting time CM 
factor of route efficiency, T, = -T-, T,,, :5Z. If T, = 1, then T,,, = T. which means To 
that GRDP and LRDP should wait for RREPs using the same waiting time. 
From (6.12), (6.25) and (6.27), it is concluded that Mt and M,, can be affected by 
77, u, T,, and T,, while E is affected only by T,. E increases when T, increases (the 
best value when T,,, becomes much closer than T,, regardless of the value of each one 
of them) while Mt and M,, increase when T,, or T,,, or both of them increase. E is 
also affected by M,,, and M., which depend on H., (see Equation (6.17)) and H,,,,,, 
(see Equation (6.23)) respectively. 
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6.7 ORMAD analysis 
In ORMAD, flushing routing table before applying RMP removes the term of Mt,, in 
(6.20) thus, Mt becomes as in (6.28): 
C. A. M. (6.28) 
Equation (6.28) can be also expressed in terms of 77, it, T,, and T,,, as in (6.29): 
mt = C. , 
T- M. (6.29) 
It 
For ORMAD, M,, can be written as in (6.30): 
M. = C. A. (M. - me. ) (6.30) 
Equation (6.30) can be also expressed in terms of 77, y, T,, and T,,, as in (6.31): 
m, = c. T- (mm - mý. ) (6-31) m 
By substituting (6.28) and (6.30) into (6.26), E can be rewritten for ORMAD 
extension as in (6.32): 
Cr,, AmM. -CmA. (Al. -Afg, n) EORMAD: 
-- CMAMMM 
MLCM (6.32) EORMAD 'ý jvfm 
Route efficiency ratio that is achieved by other multipath AODV extensions with 
respect to ORMAD can be obtained by dividing (6.27) on (6.32) as shown in (6.33): 
Enth-uUnsiýns 
= 
Af- Eratio 
EORMAD Ue 
Tj A- Meo) + M. 
Eratio : -- 
1 (6.33) C, (Mý-Af_) + TV MTn 
From (6.20), it can be concluded the following: 
o Mt, can be affected by 77, p, Tý , T,,, and M,,,. 
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The result of the term C,, 7TO (M,, - M,,, ) does not lead to any efficient route and 14 
thus all routes detected by applying this term could be considered inefficient 
routes. 
By comparing (6.11) with (6.28), ORMAD may lead to less number of total routes 
(Mt). However, it minimises the number of insufficient routes (M,, ), and thus route 
efficiency should be essentially tested before issuing a judgment regarding a satisfac- 
tion of the total number of routes. Also, from (6.33), it can be concluded that the 
route efficiency ratio is always <1 and in the worst case it is equal to I (in case of 
M,, = M,, ). Thus, it is clear that ORMAD outperforms other multipath extensions 
in terms of maximising route efficiency and consequently minimising the overhead 
of detecting these inefficient routes. Actually, ORMAD tries to prevent the frequent 
inviting of a GRDP in case of link failures. In order to maximise E,,, ti,, of ORMAD 
against other extensions in (6.33), T, should be minimised as less as possible so that 
T,,, << T.. This result is expected because waiting for longer time in a RMP may 
lead to receive more inefficient routes due to mobility and larger hop counts of the 
detected subroutes. 
Rom (6.28), (6.30), and (6.32) it can be concluded that both Mt and M,, can be 
affected by 77, p and T,,,. They cannot be affected by T,. Also, it is shown from the 
equations that route efficiency, E, cannot be affected neither by 77, P, T,, nor T,,. It 
is affected mainly by the value of M,,,, which is affected by H,,,,, that is expressed in 
(6.23). 
6.8 Multipath Degree A 
A is defined earlier in this chapter as the Multipath Degree, MDG, of a multipath 
routing protocol. It is a new input parameter defined in this chapter (another novelty 
aspect) for testing the performance of a multipath routing protocol depends on the 
two new performance metrics, Mt and E. As shown in (6.34), the input parameter of 
MDG combines - in a qualified manner - three input parameters that are commonly 
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used for testing and evaluation in MANETs routing protocols, mobility connectivity 
and waiting time ratios. The ideal case of a simulation or a real environment can 
be indicated to by the highest A, which means the highest connectivity, the lowest 
mobility, the longest waiting time T, see Equation (6.34). 
A multipath routing protocol can be measured by the total number of routes and 
the route efficiency of multiple routes detected by applying the routing protocol in 
different scenarios of MDG which are varying from high to low. As shown in (6.9), 
there are two types of MDGs in a multipath routing protocol, \,, and A,,, associated 
with the two routing processes, RDP and RMP respectively. Mt can be maximised if 
MDGs \, and \,,, are both in the ideal case. Generally, \ can be written as in (6.34): 
(6.34) 
Suppose that it is required to test the rate of change of A in terms of q, ti, and T 
depending on (6.34). It can be analyzed as follows: 
L- and -2A-: A has a linear relationship with the two parameters 77 and 
T, thus 
all OT 
, 9A with respect to each one of them is a constant. 
aA 
=T ý7, p and T= constant, 5- 7 
19A = R, p and 77 = constant N 14 
DA with respect to y: L- is derived as in (6.35): 014 
(6.35) 
Where 77 and T are constants. 
In order to detect the maximum value of A in (6.35), the following condition 
should be met: 
11.1 
=o ýTl 
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This is not valid in the MANET's real world, so it is more suitable for the condition 
to be as in (6.36): 
A : -- flo (6.36) 
Where p,, is a very small value (e. g. /, I,, E )0,0001]). 
6.9 General Discussion 
An analytical model is presented in this chapter for the whole process of ORMAD 
approach as a multipath extension to AODV protocol in MANETs. The analytical 
model describes how the two main core phases of ORMAD; RDP and RMP describes 
interact with each other with regard to the total number of detected routes and the 
route efficiency. The analytical model of ORAMD is implemented and tested to prove 
the behaviour of the total number of multiple routes and the route efficiency in terms 
of different scenarios of connectivity, mobility, and route reply waiting time, 
The analytical model of ORMAD is tested on 6561 records of testing data using 
Matlab 6.0 and evaluated for ORMAD against multipath extensions to AODV of 
the third direction using two performance metrics; total number of routes and route 
efficiency. Results study of the testing and evaluation of the analytical model is 
presented later in Chapter 7 
A novel aspect of the analytical model of ORMAD defines precisely the concepts 
of Efficient Route (EFR), Inefficient Route (JER), and Route Efficiency (E) in multi- 
path ad hoe routing, especially for multipath AODV extensions. A set of definitions 
introduced for several terms in this analytical model of ORMAD can be applied 
not only to AODV multipath extensions but also to any reactive multipath protocol 
extensions in MANETs. 
Another novel aspect of the analytical model of ORMAD defines the relationship 
between a Global Waiting Time (GWT) needed by a Global Route Discovery Process 
(GRDP) and a Local Waiting Time (LWT) needed by a Local Route Discovery Process 
(LRDP). GWT is defined in this approach as the timeout applied by a source node 
while receiving RREP packets sent back by a destination (or by any intermediate 
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node have a route to the destination) during a GRDP invoked due to a link failure. 
LWT is also defined in this analytical model as the timeout applied by an upstream 
node while receiving RREP packets sent back by a downstream node (or by any 
intermediate node that has a route to the downstream node) during a LRDP invoked 
due to a link failure. 
Finally, the analytical model of ORMAD defines a new input parameter called 
Multipath Degree (MDG), which is used to study the relationship between CWT and 
LWT. Multipath degree is a combination of three input parameters; waiting time, 
connectivity, and mobility ratios. The impact of these three input parameters on the 
total number of multiple routes detected due to a RDP or a RMP can be analyzed 
and tested using multipath degree. Multipath degree can be calibrated by varying 
these parameters to reach the optimum performance of the total number of routes 
in a multipath routing protocol. On the other hand, the impact of varying a LWT 
with respect to the corresponding GWT can be calibrated to reach the optimum 
route efficiency of alternative routes that are detected during a RMP. Utilising the 
combination of these three input parameters analytically in addition to the definitions 
of GRDP, LRDP, GWT and LWT can be applied not only to AODV multipath 
extensions but also to any reactive multipath protocol extensions in MANETs. 
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Results Study of TRAODV and ORMAD 
Approaches 
7.1 Introduction 
The results study of this thesis is presented in this chapter including the results study 
and evaluation of TRAODV approach and its extension, ORMAD approach. Firstly, 
TRAODV performance is evaluated against AOMDV and MRAODV protocols by 
means of the simulations using NS2. Secondly, the results study of ORMAD approach 
is presented against the other multipath extensions to AODV protocol also by means 
of the simulations using NS2. 
The simulations of the two protocols are based on the environment and the imple- 
mentation conditions which are presented earlier in Chapter 3. As shown in Chapter 
3, setting up the simulation environment (mobility and connection scenarios), figur- 
ing out input parameters, and defining performance metrics are discussed in details. 
All configurations applied to the experimental study in Chapter 3 are also applied 
here to TRAODV and ORMAD simulations. 
Table 7.1 shows the fixed parameters configuration of the simulation while Table 
7.2 shows the different scenarios of the simulation. The scenarios of network size 
(number of nodes) and fixed parameters are chosen based on the common scenarios 
used in the literatures of routing evaluation in MANETs, and the numbers of links 
and traffic sources are chosen so that they are uniformly distributed for each scenario 
of network size. Applying network sizes more than 100 nodes are not recommended 
in NS2 simulations because the simulator becomes slower at these scenarios. For this 
reason, the maximum network size used in this thesis is 100 nodes and the scenarios 
are uniformly distributed as 20,50,80, and 100 nodes. 
As mentioned earlier in Chapter 3, the environment (Tables 7.1 and 7.2), input 
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parameters, and performance metrics of the simulations of NS2 used in this thesis are 
inspired from the NS2 simulation environments that are commonly used with slight 
differences in so many literatures to evaluate routing protocols in MANETs (e. g. [131, 
[17), [105], and [124). 
The boundaries of waiting time of RDP in TRAODV are chosen as 1 sec (AOMDV 
mode) and 20 sec (MRAODV mode). The upper boundary (20 sec) is the average 
waiting time of all scenarios MRAODV simulations by which the average of maximum 
number of multiple routes is reached (38.4375 routes). Threshold times of TRAODV 
are detected between the lower and the upper boundaries of RREP waiting time. 
For ORMAD, the same boundaries are used for RREP waiting time in RDP (T,,, ), 
however the boundaries of RREP waiting time in RMP Tv2 are chosen between 1 and 
seconds because the simulations show that waiting more than 5 seconds in a RMP 
is not feasible. The performance is affected dramatically as T,,, increases, especially 
in terms of average end-to-end delay overhead which is shown clearly later in the next 
section. 
T-qhIp 71 - Pnrn. mp. tp. r confir-ruration of the simulation 
Dimensions 500m x 500m 
Simulation time 250s 
Radius of coverage area of each node loom 
Packet size 512 Bytes 
Queue length 50 Packets 
Queue buffering Packets dropped for more than 30s 
Send buffer size 60 Packets 
The mobility model Random waypoint model 
Maximum speed of the nodes 20m/s 
Packet transmission rate 1OKbps 
Pause times Os, 10s, 20s, 40s, 50s, 100s, 250s 
MAC layer protocol IEEE 802.11b (Max. trans. rate is 1IMbps) 
Source type CBR 
Waiting time scenarios used are divided into two types. The first is T,,, which 
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'Pnhlga 7 '). - qr-nnnr; no nf +1,. 
Scenarios 
Nodes 20 0 80 100 
Connections 5,10,15 10,20,30,40 10,30,50,70 10,30,50,70,90 
Týraffic sources 5,10 10,20,30 10,20,30,40,50 10,20,30,40,50,70 
Boundaries of RREP waiting time (T,,, ) for RDP 1- 20s 
Boundaries of RREP waiting time (T,, 2) for RMP (ORMAD case) 1- 5s 
is used for TRAODV simulations and second is the combination between T,,, and 
T,, 2 which is used for ORMAD simulations. The results studies are presented by 
means of the total average value of each performance metric against mobility during 
all scenarios of the simulations. Results of number of routes and efficient routes are 
presented as needed versus number of connections or versus network size. 
Usually, the results are presented in terms of packet delivery fraction (PDF), av- 
erage end-to-end delay (AVGD), routing packets overhead (RPO), and throughput 
respectively. As an exception, we only present the results of the metrics which have 
more influence due to applying the approach. Fore example, the results of average 
end-to-end delay and routing packets overhead are sometimes focused more than 
packet delivery fraction and throughput because their behaviours are fluctuating be- 
tween each protocol and its extension while the behaviours of packet delivery fraction 
and throughput are enhanced onward so that the extensions are almost better than 
the parent protocols in this context. 
Finally, an analytical testing and evaluation are achieved numerically in this chap- 
ter for the analytical model of ORMAD which is developed in Chapter 6. The imple- 
mentation is run on 6561 records of testing data using Matlab 6.0. Input parameters 
and performance metrics used for the testing process of the analytical model are de- 
scribed later in this chapter. The analytical model of ORAMD is implemented and 
tested to prove the behaviour of the total number of multiple routes and the route 
efficiency in terms of different scenarios of connectivity, mobility, and route reply 
waiting time. 
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7.2 Results Study of TRAODV Simulation 
In this section, simulation results are firstly presented for the behaviours of total 
number of routes and number of efficient routes against waiting time of the RDP 
in TRAODV. Then, TRAODV is evaluated against AOMDV and MRAODV using 
the same simulation environment, input parameter, and performance metrics of the 
experimental study presented earlier in Chapter 3. 
7.2.1 Number of routes against waiting time 
The results study of TRAODV with regard to the total number of routes (M,,, ) and 
number of efficient routes, EFR, are presented here by estimating the average values 
of different scenarios (Table 7.2) associated with each number of nodes (n). Waiting 
time (T .. 1) of RREPs in TRAODV, which is denoted by T,,, along this section, is 
varied between 1 seconds (AODV mode) and 20 seconds (MRAODV mode) to detect 
a threshold time for each connection scenario. Threshold time is measured at the 
maximum number of efficient routes EFR (note: EFR is denoted in the figures as 
N,,, ). Hence, each connection scenario has a different value of T.. due to the differences 
in the number of connections for each scenario. Usually, number of connections is 
considered an indicator of the degree of connectivity in a network. As shown by the 
simulation results, the larger the number of connections the better the connectivity, 
and consequently the larger number of efficient routes. This result can be shown by 
the figures described bellow for different scenarios of n=50 and number of connections 
L=10,20,30, and 40 links. Since it represents a medium network size, this scenario is 
chosen as a sample of the results study that shows the behaviours of total number of 
routes and number of efficient routes against waiting time and number of connections 
in a network. 
Connection scenario of n= 50, L=10: 
Figure 7.1 shows the average total number of routes and efficient routes using TRAODV 
at the connection scenario of L= 10 links and a network size of n= 50. As shown in 
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the figure, M,,, increases as T,, increases while N,,, increases with T" until reaching 
the threshold time (T,,, =5 sec) by which the maximum average number of efficient 
routes is reached (N,,, =3.25 routes). After this point, N,,, decreases as T,,, increases. 
The maximum average total number of routes is reached at T,, =20 see (the case 
of MRAODV) by which M,,, =6.75. However, this number includes both average 
numbers of efficient and inefficient routes which are estimated at this point (20 see) 
as 2.5 and 4.25 respectively. These results are illustrated by Figure 7.2 in which the 
average numbers of efficient and inefficient routes are denoted by N,,, and IER,, 
respectively. 
As shown in the figure, IER,,, increases as T,,, increases while N,,, starts decreasing 
after reaching the threshold time (T,, =5 sec). As shown in Figure 7.2, it should be 
observed that IER,,, = N,,, at T,, =9.5 sec where the two curves are intersected. 
A%eragt of tot ad number of routes I Maxi and efficient routes llla%l 
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Figure 7.1: Average total number of routes and efficient routes at n=50, L=10 
Connection scenario of n=50, L=20: 
Figure 7.3 shows the average total number of routes and efficient routes using TRAODV 
at the connection scenario of L= 20 links and a network size of n= 50. As shown in 
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Figure 7.2: Average number of efficient and inefficient routes at n=50, L=10 
the figure, Al., increases as T,, increases while N,,, increases with T,,, until reaching 
the threshold time (T,,, =8 sec) by which the maximum average number of efficient 
routes is reached (N,,,, =G. 25 routes). After this point, N,,, decreases as T,, increases. 
The maximum average total number of routes is reached at T,,, =20 see (the case 
of NIRAODV) by which M., =15-75. However, this number includes both average 
numbers of efficient and inefficient routes which are estimated at this point (20 sec) 
as 4 and 11.75 respectively. This results are illustrated by Figure 7.4 in which the 
average numbers of efficient and inefficient routes are denoted by N,,, and IER,,, 
respectively. 
As shown in the figure, IER,,,, increases as T,,, increases while N,,,, starts decreasing 
after reaching the threshold time (T,, =8 sec). As shown in Figure 7.4, it should be 
observed that IER,,, = A.,, at at three waiting times; T,,, =2.5,5.5, and 11 sec where 
the two curves are intersected. 
Connection scenario of n=50, L=30: 
Figure 7.5 shows the average total number of routes and efficient routes using TRAODV 
at the connection scenario of L= 30 links and a network size of n= 50. As shown in 
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the figure, jlL, increases as T.. increases while N,,, increases with T, " until reaching 
the threshold time (T,,, =12 see) by which the maximum average number of efficient 
routes is reached (A',,, =9.25 routes). After this point, N,,, decreases as T,, increases. 
The maximum average total number of routes is reached at T,, =20 sec (the case of 
MRAODV) by which Al., =18. However, this number includes both average numbers 
of efficient and inefficient routes which are estimated at this point (20 sec) as 8 and 10 
respectively. This results are illustrated by Figure 7.6 in which the average numbers 
of efficient and inefficient routes are denoted by N.,, and IER,,, respectively. 
As shown in the figure, IER,,, increases as Tt, increases while N., starts decreasing 
after reaching the threshold time (T, =12 sec). As shown in Figure 7.6, it should be 
observed that IER,,, = A',,, at at T, =16 see where the two curves are intersected. 
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Figure 7.5: Average total number of routes and efficient routes at n=50, L=30 
Connection scenario of n=50, L=40: 
Figure 7.7 shows the average total number of routes and efficient routes using TRAODV 
at the connection scenario of L= 40 links and a network size of n= 50. As shown in 
the figure, AL, increases as T,,, increases while N., increases with T,,, until reaching 
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Figure 7.6: Average number of efficient, and inefficient routes at n=50, L=30 
the threshold time (T,, =14 sec) by which the maximum average number of efficient 
routes is reached (Al., =11.5 routes). After this point, N., decreases as T,, increases. 
The maximum average total number of routes is reached at T,, =20 sec (the case of 
MRAODV) by which Al., =26. However, this number includes both average numbers 
of efficient and inefficient routes which are estimated at this point (20 sec) as 9.75 
and 16.25 respectively. This results are illustrated by Figure 7.8 in which the average 
numbers of efficient and inefficient routes are denoted by N., and IER,,, respectively. 
As shown in the figure, IER,,,, increases as T,, increases while N,,, starts decreasing 
after reaching the threshold time (T,,, =14 see). As shown in Figure 7.8, it should be 
observed that ]ER,,, = A,,,, at at T,, =16 sec where the two curves are intersected. 
Figure 7.9 shows the behaviour of threshold number of efficient routes and thresh- 
old waiting time against number of connections in TRAODV simulations at n=50. 
It is shown from the figure that threshold N., and threshold T,, have proportional 
relationships with L so that they increase as L increases. 
Generally, Figure 7.10 shows the behaviours of maximum number of routes, 
152 
7.2 Results Study of TRAODV Simulation 
1: 
V i! 
A, Arag* of total numbor of rout*% lIvIa%4 and efficient routes Illa%j 
lot different %wking time period* in TRADDV 
In-50 and number of cionnoctions - 401 
.............. ............... 
............ 
----------- 
..... ........................... 
...................... Yhreshold We 
............ ........... ------------ 
E vit , -, .4 :1 
Figure 7.7: Average total number of routes and efficient routes at n=50, L=40 
.I 
.4 
t. 
A, q a go number of inefficient rout*% IlEna%4 and efficient routes 
1144 for different wailing We perods in TRAODV 
jllumb*r of connections - 401 
.......................................................... 
........... 
........... ........... .......... ....... ... 
Thresholý time 
............ ........... ........... 
........... ........... ............. 
........... ........... 
............ ........... .......... ----------- .... ..... 
............ ........... ........... ........... ----------- 
........... ........... 
IE VA 1,14 
Figure 7.8: Average number of efficient and inefficient routes at n=50, L=40 
153 
7.2 Results Study of TIIAODV Simulation 
it 
Threshold affic ant rout* sand thrits hold va itingtime against 
number of connections In TRAODV simulations I rv-501 
-0- t49, -" ................ 1jj 
................ . ...................... .................. 
........... 
........... ---------- 
........................................ 
13 ;3 33 43 
Ilunberol conn*ctions ILI 
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threshold number of efficient routes, and threshold hop count against maximum num- 
ber of connections in all network sizes (n=20,50,80, and 100). As shown by the 
figure, the maximum number of routes increases according to uniformly increasing 
in the network size while both threshold numbers of efficient routes and hop count 
increase slightly so that their curves have much less slope than the curve of the 
maximum number of routes. This means that as the network size increases, thresh- 
old number of efficient routes in TRAODV protocol converges to a saturation value. 
Hence, the average number of routes stored in a routing table of MRAODV protocol 
is always more than the number of routes in TRAODV. However, the routes stored 
and employed in TRAODV are only the efficient routes while MRAODV stores and 
employs all routes including efficient and inefficient routes. The evaluation of the 
performances of both protocols which is presented next in this section shows the ef- 
fect of the routing mechanism mentioned above on the performance of each protocol. 
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Restilts of chunging tlie factor 0: 
Figure 7.11 shows the behaviours of threshold N., and threshold HC,,, against 0 in 
TRAODV simulations tit n=50, L=40, T,,, =14. As shown by the figure, there are 
proportional relationships between both threshold N,,, and threshold HC,,, and the 
factor 0. As 0 increases, both threshold values of N., and HC,,, increase. 
Figure 7.12 shows the average number of inefficient routes IER,,, and efficient 
routes A.. against 0 in TRAODN' simulations at n=50, L= 40, T,, =14. It should 
be noticed that the summation of the numbers of efficient and inefficient routes is 
always eclual to the total number of routes. As shown in the figure, the number of 
efficient routes Increases as the factor 0 increases and vice versa for inefficient routes. 
Increasing number of efficient routes to a large extent in the routing table is not an 
advantage in most multipath routing protocols in MANETs because they affect the 
performance of routing. The idea in TRAODV is to reach a threshold number of 
efficient rout(--i that lead to the optimum performance. Figure 7.13 shows the average 
RPO and AVGD in TRAODV against 0 in TRAODV approach at n=50, L=40, 
T. =I-I. As shown in the figure, the optimum performance of TRAODV in terms of 
RPO and AVGD can be found in the range between 1 and 1.4 of the factor 0. For 
155 
7.2 Results Study of TRAODV Simulation 
Thtisholdilavandl, fCavagainstO In TRAODV simulations 
In-50, L-40, Tw-1Aj 
1$ 
U 
V 
e 
4 
0 
4...... ........ N::,. 
... ..... 
.............................................. 
........ .............................. 
.......................... 
12 1CS 
Figure 7.11: Thrwhold A'., and threshold HC., against 0 in TRAODV 
these reasons, the default Value 0=1 is used for testing and evaluation in this thesis 
for TRAODV and ORNIAD approaches. 
7.2.2 Evaluation of TRAODV against MRAODV and AOMDV 
In this section, the average results of all scenarios of the simulations are presented. 
R(--itilts and evaltintion of TRAODV performance against MRAODV and AOMDV 
are present(A in terms of packet delivery fraction (PDF), end-to-end delay (AVGD), 
routing packets overhead (RPO), and throughput. 
Figure 7.14 illustrates a comparison of TRAODV performance against MRAODV 
and AOhIDV in terms of PDF by which the simulation results show that TRAODV 
slightly outperforms MRAODV and AOh, IDV in all mobility scenarios. As shown in 
the figure, the performance of NIRAODV is slightly better than the performance of 
AONIDV in terms of PDF. 
Figure 7.15 illustrates a comparison of TRAODV performance against MRAODV 
and AOhIDV in terms of AVGD, by which the simulation results show that AODV 
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Figure 7.14: Average packet delivery fraction of TRAODV against MRAODV and 
AOMDV 
outperforms both extensions MRAODV and TRAODV, especially in high mobility 
scenarios. However, as shown in the figure, the performances of MRAODV and 
TRAODV converge to the performance of AOMDV in medium and low mobility sce- 
narios. In general, AOMDV is the best in terms of AVGD while MRAODV performs 
better than TRAODV in all mobility scenarios. This drawback of TRAODV with 
regard to AVGD is justified later in this section. 
Figure 7.16 illustrates a comparison of TRAODV performance against MRAODV 
and AOMDV in terms of RPO, by which simulation results show that TRAODV 
outperforms MRAODV, especially in high mobility scenarios. As shown in the fig- 
ure, the performance of MRAODV converges to the performance of TRAODV in low 
mobility scenarios. Hence, RPO is enhanced in MRAODV compared to AOMDV 
and enhanced more in TRAODV compared to MRAODV and this is the main ad- 
vantage of TRAODV. Results of TRAODV simulations are more discussed later in 
this section with regard to RPO metric. 
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Figure 7.17 illustrates a comparison of TRAODV performance against MRAODV 
and AOMDV in terms of throughput, by which the simulation results show that 
TRAODV slightly outperforms MRAODV and AOMDV in all mobility scenarios. 
As shown in the figure, the performance of MRAODV is better than the performance 
of AOMDV in terms of throughput. 
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Figure 7.17: Average throughput of TRAODV against MRAODV and AOMDV 
7.2.3 TRAODV performance against waiting time 
Simulation results of TRAODV show that the performance metrics PDF, "GD, 
RPO, and throughput are significantly affected by varying RREP waiting time in the 
route discovery process. For this reason, TRAODV performance is presented here 
against waiting time aiming at showing the effect of varying RREP waiting time in 
the performance of a multipath extension to AODV protocol. 
Figure 7.18 shows the average performance of TRAODV in terms of PDF against 
waiting time based on the average simulation results of all scenarios. As shown in the 
figure, the maximum value of PDF is 103.625 which is reached at a threshold time of 
12 sec (note: the higher the PDF the better the performance). As shown in the figure, 
PDF decreases while the waiting time moves to I sec (the case of AOMDV) and 20 
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sec (the case of MRAODV). The worst case is reached at 1 sec which represents 
AOMDV case. 
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Figure 7.18: Average PDF versus waiting time in TRAODV 
Figure 7.19 shows the average performance of TRAODV in terms of RPO against 
waiting time based on the average simulation results of all scenarios. As shown in the 
figure, the minimum value of RPO is 0.3015 which is reached at a threshold time of 
12 sec (note: the lower the RPO the better the performance). As shown in the figure, 
RPO increases while the waiting time moves to I sec (the case of AOMDV) and 20 
sec (the case of MRAODV). The worst case is reached at 20 sec (RPO=0.3409) which 
represents MRAODV case. 
Figure 7.20 shows the average performance of TRAODV in terms of AVGD against 
waiting time based on the average simulation results of all scenarios. As shown in 
the figure, the minimum value of AVGD is 0.3309 which is reached at a threshold 
time of 5 sec (note: the lower the AVGD the better the performance). As shown 
in the figure, AVGD increases while the waiting time moves to 20 sec (the case of 
MRAODV) which is the worst case (AVGD=0.34225 at this point). From the figure, 
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Figure 7.19: Average RPO versus waiting time in TRAODV 
it is clear that AVGD becomes better near the case of AOMDV protocol which has 
the best performance in terms of "GD amongst the three extensions to AODV. 
Figure 7.21 shows the average performance of TRAODV in terms of throughput 
against waiting time based on the average simulation results of all scenarios. As shown 
in the figure, the maximum value of throughput is 1123.125 which is reached at a 
threshold time of 12 sec (note: the higher the throughput the better the performance). 
As shown in the figure, throughput decreases while the waiting time moves to 1 sec 
(the case of AOMDV) and 20 sec (the case of MRAODV). The worst case is reached 
at 20 sec which represents MRAODV case. 
7.2.4 Discussion 
The mechanism of TRAODV is that it calibrates the waiting time until receiving 
threshold number of efficient routes, which are only the routes that are stored in the 
routing table of the source node. As mentioned earlier in Chapter 4, simulations of 
TRAODV are carried out for different values of RREP waiting time in a range be- 
tween I and 20 seconds. Different threshold waiting times are detected for different 
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Figure 7.21: Average throughput versus waiting time in TRAODV 
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number of connections and the performance metric. Each threshold time is evaluated 
a. s the time by which the protocol TRAODV has the best performance in terms of 
the corresponding performance metric. As shown in the results and as illustrated by 
Figure 7.22, TRAODV has the highest performance of RPO compared to AONIDV 
and NIRAODV with respect to TORA performance which is still the best in ternis 
of RPO. AONIDV, NIRAODV, and TRAODV have performances 76,78%, 81-55,7c, 
an(] 8-1.73VO iýespectively with respect to TORA performance. TRAODV has an im- 
provenient, of 3.18% in RPO compared to MRAODV. However, INIRAODV is still 
better than TRAODV in terms of AVGD in which the performance of MRAODV is 
22.69'Y(, with respect to the performance of the original protocol AODV, while the. 
performance of TRAODV is reduced to 17.572%, the reduction is about 5.11'7e coin- 
pared to NIRAODV performance. Generally, AOI\lDV still has the best performance 
in ternis of AVGD aniongst the three extensions so that it performs 27.20% with 
respect to the performance of the original protocol AODV. 
Figure 7.22: RPO in TRAOD'Veompared to AONIDV and NIRAOD%' 
Figures 7.24,7.25,7.26, and 7.27 show the average performance of TRAODV 
in ternis of PDF, AVGD, RPO, and throughput respectively compared to AODV, 
AONIDV, MRAODIV, and the two traditional multipath protocols: DSR and TORA. 
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Figure 7.23: AVGD in TRAODV compared to AONIDV and NIR. AODV 
The reason of the worse performance of TRAODV in terms of the average end-to- 
end delay compared to MRAODV, especially in high mobility scenarios is that both 
protocols invoke a new RDP when a broken link is detected. As NIRAOD%' has so 
many inefficient routes in its routing table, it detects the need to reinvoke it RDP 
earlier than TRAODV. Before invoking a new RDP, TRAODV first tries to utilise 
all efficient routes in the table. Because of the high mobility, an efficient route that 
is utilised for data transmission may fail after a short time, which leads to reinvoke 
a new IMP with some delay. This delay is considered more overhead on the average 
end-to-end delay of the whole routing process. Using a local repair procedure for link 
failures instead of reinvoke a new RDP is a solution for this problem. This solution is 
applied later in ORMAD approach (the second novel approach of this thesis) which 
concerns the phase of route maintenance in multipath AODV. Furthermore, it fuzzy 
logic model may be useful to detect the number of efficient routes that are exactly 
needed. which may reduce the delay overhead of TRAODV. This solution is suggested 
in the Chapter 8 as a future work of this research. 
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Figure 7.24: Average PDF in TRAODV compared to AODV extensions and tradi- 
tional intiltipath protocols 
Figure 7.25: Average AVGD in TRAODV compared to AODV extensions and 
traditional intiltipath protocols 
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Figure 7.26: Average RPO in TRAODV compared to AODVextensions and tradi- 
tional niultipath protocols 
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7.3 Results Study of ORMAD Simulation 
Simulation results of ORMAD approach, the extension to TRAODV, is presented in 
this section by means of the average results of all scenarios of the simulations. In 
the first part of this section, the performance of ORMAD is evaluated against RREP 
waiting times; T,,, and T,, 2 using the idea of utilising the efficient routes in both 
phases; RDP and RMP. As mentioned earlier in this chapter, ORMAD evaluation 
against T,,,,, and T,, 2 focuses more on the two performance metrics average end-to- 
end delay (AVGD) and routing packets overhead (RPO) because these two metrics 
are targeted to be enhanced in TRAODV and the previous multipath extensions to 
AODV. Even though TRAODV performs well in terms of RPO, it has a drawback 
with regard to AVGD. In addition, TORA is still better than TRAODV and the 
other extensions to AODV which are under study in this thesis in terms of RPO. 
In the second part of this section, the performance of ORMAD is evaluated against 
TRAODV and the other multipath extensions to AODV, namely MRAODV and 
AOMDV in terms of the performance metrics; packet delivery fraction (PDF), average 
end-to-end delay (AVGD), routing packets overhead (RPO), and throughput which 
are usually used to evaluate the performances of all protocols under study in this 
thesis. Moreover, ORMAD is evaluated against the original AODV protocol in terms 
of AVGD aiming at showing the enhancement percentage of AVGD from AODV 
to ORMAD. ORMAD is also evaluated against the traditional multipath protocol 
TORA in terms of routing packets overhead because TORA still outperforms all 
AODV extensions under study of this thesis including our new approach, TRAODV 
in terms of RPO. 
7.3.1 ORMAD performance against waiting time 
In TRAODV, simulation results prove that using the idea of utilising efficient routes 
and threshold waiting time in RREPs of route discovery process (RDP) improves the 
performance of multipath extensions to AODV compared to traditional multipath 
protocols; DSR and TORA in terms of the four performance metrics; PDF, AVGD, 
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RPO, and throughput. The same idea is applied in ORMAD but for the two phases 
RDP and RMP by varying two time variables; T,,, and T,, 2 for RDP and RMP re- 
spectively. Simulation results of ORMAD show that the performance is affected by 
varying TI and T,, 2 in different scenarios. 
As shown by Figure 7.28, the performance of ORMAD in terms of RPO improves 
toward the threshold point (T,,, 1=8s and T,,,, =3s) where RPO reaches the best case 
(RPO=0.2865). As shown by the figure, the performance reduces by moving to the 
ends of T,,,; ls and 20s. The worst case is 0.3112 which is reached at the point 
T,, 1=20s and T,, 1=5s. Figure 7.29 shows the average RPO in ORMAD for each wait- 
ing time of RMP; T,,, 2=1,3, and 5 seconds. As shown by the figure, the best average 
performance is achieved at T,, 2=3s regardless of the value of T,,,. However, the opti- 
mal value of RPO is reached at the intersection point T.,,, 2=3s with T,, 1=8s which is 
illustrated by Figure 7.28. 
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Figure 7.28: RPO in ORMAD against waiting times of RDP (Twl) and RMP 
(Tw2) 
As shown by Figure 7.30, the performance of ORMAD in terms of AVGD improves 
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Figure 7.29: Average RPO in ORNIAD for each waiting time of RNIP (Tw2) 
toward the threshold point (T,,,, =5s and Tj =3s) where AVGD reaches the best caý., e 
(AVGD=0.320077). As shown by the figure, the performance reduces by moving 
to the upper end of T,,,, (20s) more than to the tipper end of Tj (Is). The Nvorst 
case is 0.3375482 which is reached at the point T,,, 1=20s and T", 1=5s. Figure 7.31 
shows the average AVGD in ORMAD for each waiting time of RNIP; Tv2=1,3, and 5 
seconds. As shown by the figure, the best average perforniance is achieved at T,, 2= 3s 
regardless of the value of T,,,. However, the optinial value of AVGD is reached at t lie 
intersection point T,,, 2=3s with T,,, 1=5s which is illustrated by Figure 7.30. 
7.3.2 ORMAD evaluation against the other extensions 
Figure 7.32 illustrates a comparison of ORMAD performance against TRAODV, 
NIRAODV, and AOXIDV in ternis of PDF by which the simulation results show 
that ORINIAD outperforms TRAODV, NIRAODV, and AONIDV, especially in high 
inobilitv scenarios. As shown in the figure, the performance of' ORINIAD converges 
to the performance of TRAODV and NIRAODV in low mobility scenarios. AONIDV 
has the worst performance in ternis of PDF in high mobilitY sceilarius however, it 
converges to the performance of NIRAOD%" in low inobilitY scenarios. As shown in 
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Figure 7.30: AVGD in ORNIAD against waiting times of RDP (T,,., ) and 101P 
( '1',,, 2 ) 
Figure 7.31: Average AVGD in ORNIAD for each waiting time of'RINIP (T,,, 2) 
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thc figure, ORNIAD and TRAODV perforins better than the others in low mobility 
scenarios. 
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Figure 7.32: Average PDF of ORMAD against TRAODV, NIRAODV. and AOMDV 
Figure 7.33 illustrates a comparison of ORMAD performance against TRAODV, 
NIRAODV, and AOMDV in terms of AVGD by which the simulation results show 
that ORMAD slightly outperforms TRAODV, NIRAODV, and AONIDV, especially 
in high mobility scenarios. As shown in the figure, the performance of ORNIAD 
converges to the performance of TRAODV and NIRAODV in low inobility scenarios. 
AONIDV has the worst performance in terms of AVGD during all mobility scenarios. 
Figure 7.34 shows the average AVGD of ORNIAD against TRAODV, AOMDV, 
and NIRAODV at T,, 1=5s and T,, 2=3s (average of high mobility scenarios). As shown 
by the figure, ORNIAD outperforms the other extensions in terms of AVGD in high 
mobility scenarios. It has a very close performance to AONlDV performance and 
TRAODV is the next, then MRAODV. However TRAODV has better performance 
than NIRAODV and ORMAD respectively in low mobility scenarios which is shown 
by Figure 7.35. As a general performance which is shown by Figure T36 , AONIDV is 
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Figure 7.33: Average AVCD of ORINIAD against TRAODV, INIRAODV, and AONIDV 
still the best in all mobility scenarios in terms of AN7GD, then NlRAODV, ORNIAD, 
and finally TRAODV which has the worst general perforniance. 
Figure 7.37 illustrates a comparison of ORMAD against TRAODV, TRAODV, 
NIRAODV, and AOMDV in terms of routing packet overhead. As shown b. ", the 
figure, ORMAD outperforms the other extension,, in terms of' RPO ill all Inobil- 
ity scenarios and especially in high scenarios. Figure 7.38 shows that ORMAD lim 
the closest performance to TORA performance, then NIRAODV, TRAODV, and 
AOINIDV respectively. As shown by Figures 7.39 and 7.40 ORNIAD also still hit.,; 
the best performance in terms of RPO in medium scenarios and even ill the average 
performance of all mobility scenarios. However, the traditional multipath protocol 
TORA is still the best in terms of RPO with a slight difference from ORNIAD. 
Figure 7.41 illustrates a comparison of ORMAD performance against TRAODV, 
MRAODV, and AOMDV in terms of throughput by which the simulation results show 
that ORNIAD outperforms TRAODV, NIRAODV, and AOMM'. especiAly in high 
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Figure 7.34: Average of AVGD in ORMAD against all protocols (high mobility 
Scenarios) 
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Figure 7.35: Average of AVGD in ORMAD against all protocols (low mobility 
scenarios) 
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Figure 7.36: Average of AVGD in ORMAD against all protocols (all mobility sce- 
lmrios') 
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Figure 7.37: Average RPO of ORNIAD against TRAODV, TRAODV, NIRAODV, 
and AOINIDV 
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Figure 7.38: Average of RPO in ORMAD against all protocols (high mobility 
scenarios) 
Figure 7.39: Average of RPO in ORNIAD against all protocols (low mobility see- 
narios) 
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Figure 7.40: Average of RPO in ORMAD against all protocols (all mobility scenar- 
i0s) 
mobility scenarios. As shown in the figure, the performance of ORNIAD converges to 
the performance of TRAODV and NIRAODV in low mobilitY scenarios. AOINIDNIlias 
the worst performance in terms of throughput, especially in high mobilit. v scenarios. 
It converges to the performance of the other extensions at low mobility scenarios. As 
shown in the figure, ORMAD and TRAODV performs bettel- than the others in low 
mobility scenarios. 
7.3.3 Discussion 
As shown by sinaiiation results the short and long waiting times in both plmscs IMP 
and RNIP tend to less performance of ORNIAD with regard to RPO. On the other 
liand, moderate waiting tinies tend to better performance. This can be justified 
mainly in high mobility scenarios in which the routes are affected by the mobility of 
the nodes which causes frequent link breakdowns. In both phases RDP and RNIP, 
waiting for very long time tends to MRAODV case Which loses more efficicilt routes 
stored in the routing table which get broken down. Despite the fact that ORMAD 
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Figure 7.41: Average throughput of ORMAD against TRAODV, TRAODV, 
NIRAODV, and AONIDV 
tries to repair the broken efficient routes as needed (on-dernand), the long waiting 
time in RMP may cause other failures in the other routes or in the other valid links 
of tile route under repairing. Also, applying very short durations of waiting time in 
R. DP leads to AONIDV case which detect a very few number of routes. Sinfilarl, "', it 
leads to less number of efficient subroutes while repairing a failed primary route. For 
these remons, applying moderate waiting times are recommended for both RDP and 
ICNIP to improve ORNIAD performance in terms of RPO, and this is also true for 
PDF and throughput which have the optimal values at the same threshold point of 
RPO. However, the performance with regard to AVGD has different behaviour which 
is described later in this section. 
Table 7.3 and its representation in Figure 7.42 shows the percentage of RPO 
enhancement in AODV extensions with respect to the performance of TORA. As 
shown by the figure, ORMAD enhances the performance of TRAODV in terms of 
RPO performance metric, it has the best performance (and the closest to TORA 
performance) amongst all multipath extensions to AODV which are under study in 
this thesis, and this is a significant advantage of ORNIAD approach. 
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'Irnt-On 7 '1- PPO ;,, A()nX7 -,; 
Protocol Average 
R PO 
Total Enhancement IX 
(w. r. to AODV Perfor- 
mance) 
Partial Enhancement W 
(w. r. to Performance of' the 
preceding extension) 
TORA 0.251125 - 
AODV 0.581125 - - 
AONIDV 0.32775 76.78 76.78 
N, IRAODV 0.312 81.55 4.77 
TRAODV 0.3015 84.73 3.18 
ORNIAD 0.2865 89.28 4.55 
Porceit age of RPO enhancement vi AODVextensions wth resp*ctto 
TOR. A p*rforniatict 
,z . 0 CL 
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Figure 7.42: Percentage of RPO enhancement in AODV extensions with respect to 
the performance of TORA 
The case of AVGD is similar to RPO case with regard to the waiting time ofboth 
phases RDP and RNIP. Moderate times still tend to better performance in terms of 
AVGD and the justification mentioned above for RPO case is still valid for AVGD 
case. However, the threshold point of AVGD is different so that the waiting thile of' 
RDP is moved to T,, 1=5s while T,, 2 is fixed at 3 seconds. This can be justified bY the 
overhead ofthe waiting time on the average end-to-end delay ofthe routing process. 
The lower the waiting time the lower the delay overhead but not absolutely because 
waiting for very short time leads to detect a very few number of' routes which leads 
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to the case of AOMDV and sometimes to the behaviour of the single path protocol 
AODV. Hence, the threshold point of the optimal AVGD is reasonable in ORMAD 
performance. 
Table 7.4 and its representation in Figure 7.43 shows the percentage of AVGD 
enhancement in AODV extensions with respect to the performance of the original 
AODV. As shown in the figure, ORMAD has a good performance in high mobility 
scenarios in terms of AVGD so that it tries to balance the reduction in TRAODV 
performance by applying the local repairing process on the efficient routes and ex- 
tending the waiting time to RREPs in RMP, and this is another significant advantage 
of ORMAD approach. 
rll, hl. 7 A- ANIP-T) s3nhnnrpmpnfcz in AC)T)V Pvfpnc: innQ 
Protocol AVGD Total Enhancement % 
(w. r. to AODV Perfor- 
mance) 
Partial Enhancement % 
(w. r. to Performance of the 
preceding extension) 
AODV 0.401 - - 
AOMDV , 0.292 
27.20 27.20 
MRAODV 0.310 22.69 -4.51 
TRAODV 0.331 17.57 - 5.11 
ORMAD 0.320 20.27 2.70 
7.4 Testing and Evaluation of the Analytical Model 
of ORMAD 
In this section, an analytical study is achieved numerically for the analytical Model of 
ORMAD by implementing the analytical model developed in Chapter 6 and running 
it on 6561 records of testing data using Matlab 6.0. Firstly, Equation (6.35) is imple- 
mented and run on the testing data to study the rate of change of multipath degree 
A with respect to the mobility ratio /-t. Secondly, Equation (6.12) is implemented and 
run on the testing data to study the behaviour of the total number of routes (Mt) 
in terms of three input parameters connectivity, mobility and waiting time ratios. 
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Figure 7.43: Percentage of AVGD enhancement in AODV extensions with respect 
to the performance of the original AODV 
Thirdly, Equation (6.27) is implemented and run on the. testing data to study the 
behaviour of the route efficiency (E) of all rnultipath extensions of the third direc- 
tion of route maintenance except ORMAD in terms of three input parameters Al, 
Af,, and T,. Different scenarios are involved using a combination of various ranges 
(high-inediuni-low) of the parameters. Finally, Equation (6.33) is implement(, (] and 
run on t lie testing data to prove the performance of ORMAD against other multipatli 
AODV extensions in terins of route efficiency ratio 
(Eraho)- 
7.4.1 Input parameters and performance metrics 
Input parameters used in tile ORMAD study were ýLs the following: 
o Connection ratio 17 
9 Mobility ratio p 
9 IMP waiting time ratios T,, 
9 RNIP waiting time ratios T.. 
9 Route efficiency waiting time ratio T, 
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9 Multipath degree A 
Supplementary input parameters that are estimated from the analytical formalising 
are as follows: 
9 Total number of routes in RDP M,, 
9 Total number of routes in RMP M.. 
* Number of efficient routes of RDP M,,, 
e Number of efficient routes of RMP M,,,, 
Performance metrics used for ORMAD study are as follows: 
9 Total number of routes Mt during both RDP and RMP. 
9 Route efficiency E of a multipath routing approach. 
7.4.2 Rate of change of MDG 
Equation (6.35) is implemented as shown in Figure 7.44 which shows the rate of 
change of MDG with respect to the mobility ratio (, L, ', ) using various scenarios of 71 at 
and T. It increases dramatically with increasing in the mobility ratio. Thus, it is 
concluded that the rate of change of MDG is affected by mobility ratio more than 
connectivity and waiting time ratios especially in the low mobility scenarios. 
7.4.3 Behaviour of the total number of multiple routes 
The behaviour of the total number of multiple routes (Mt) in multipath AODV 
extensions is tested by implementing (6.12) and running it on the testing data using 
three input parametersq, it, T,,, and T,,. The other parameters in (6.12) M,,, M,,,, C,, 
and C.. are fixed during the testing process as they are constants. 
As shown in Figure 7.45, the maximum value of Mt is 65 which is reached at ?7 
= 0.9, T,,, = 0.1, T,, = 0.9, and p= 0.1 (high connectivity ratio, low T,,,, high T,, and 
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Figure 7.45: Mt at a range of q values and low/high T,, IT,, 
low mobility ratio). Figure 7.46 shows that the maximum value of Mt is 90 which is 
reached at 77 = 0.9, T,,,, = 0.4, T,, =0.9 and p=0.1 (high connectivity ratio, medium 
T,,,, high T,, and low mobility ratio). Figure 7.47 shows that the maximum value 
of Mt is 140 which is reached at 77 = 0.9, T,, = 0.9, T,, = 0.9 and p=0.1 (high 
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Figure 7.46: Mt at a range of q values and medium/high T .. IT,, 
connectivity ratio, high T,,,, high T,, and low mobility ratio) and thus, it is clear that 
the global maximum result of Mt is reached at high connectivity ratio, high waiting 
time ratios (both of T,, and T,, ), and low mobility ratio. 
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Figure 7.47: Mt at a range of q values and high/high T,, IT,, 
184 
7.4 Testing and Evaluation of the Analytical Model of ORMAD 
7.4.4 Behaviour of the route efficiency 
Route efficiency (E) of AODV extensions of the third direction of route maintenance 
is tested according to (6.27) by varying three input parameters M,,,, M,,,, and T, 
(-T) in a wide range of values (low-medium-high). The other parameters in (6.27), Ira 
M,,, M,, and C, are fixed during the testing process as they are constants. 
Figure 7.48 shows that the maximum value of the route efficiency E at low waiting 
time ratio T, is 0.524 under the ideal circumstances (at high M,,,, and M,,, ). Figure 
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Figure 7.48: E in multipath AODV extensions at low T, 
7.49 shows that the maximum value of the route efficiency E at medium waiting time 
ratio T, is 0.815 under the ideal circumstances (at high Me and M,,, ). Figure 7.50 
shows that the maximum value of the route efficiency E at high waiting time ratio 
T, is 0.909 under the ideal circumstances (at high M,,,, and M,,, ). 
7.4.5 Route efficiency of ORMAD 
Equation (6.32) shows that there is a linear relationship between route efficiency and 
M,,,, in ORMAD. Route efficiency in (6.32) does not depend on M,,, which means 
that, unlike other extensions, route efficiency in ORMAD is not affected by the initial 
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Figure 7.50: E in multipath AODV extensions at high T, 
state of routes. Evaluation of route efficiency ratio of other AODV extensions against 
ORMAD that are expressed in (6.33) is shown in Figure 7.51. 
It is clear that ORMAD mechanism outperforms other AODV extensions with 
regard to route efficiency which is increased by 1.67 times 
(EORAIAD= 1.67 or 
Eoth, 
Eothers EORMAD 
0.6) in the worst case (where T, = 1) and by 7.14 times in the best case (where T, = 
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Figure 7.51: E,,, ti,, of AODV extensions vs. ORMAD 
0.11). It is concluded from Figure 7.51 that the worst case of ORMAD against other 
extensions can be reached when T, = 1. As shown in Figure 7.50, route efficiency of 
the other extensions can reach its best case at this ratio. This means that ORMAD 
outperforms other AODV extensions even in the high waiting time scenarios and 
thus, ORMAD decreases the waiting time overhead. 
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Conclusions and Future Work 
Conclusions 
Two novel multipath routing approaches are developed in this thesis as new multi- 
path extensions to AODV routing protocol in MANETs, one of them is developed 
to optimise route discovery process and the other is developed to optimise route 
maintenance process in multipath extensions to AODV. The first approach is called 
TRAODV which is a link-disjoint approach that tries to improve routing overhead in 
RDP by detecting the waiting time required to receive threshold number of efficient 
routes. In TRAODV, waiting time is calibrated until receiving a threshold number 
of efficient routes. 
Tile second approach is called ORMAD which is an extension to TRAODV that 
optimises routing packets and delay overhead by improving the RMP of TRAODV. 
ORMAD applies the concepts of threshold waiting time, threshold number of efficient 
routes, and threshold hop count on the two phases; RDP and RMP. It applies a RMP 
by invoking a local route repair procedure only to efficient routes which are selected 
in the RDP and when a route fails, it invokes a local repair procedure between up- 
stream and downstream nodes of the broken link. This mechanism produces a set of 
alternative subroutes with less number of hops which enhances route efficiency and 
consequently minimises the routing overhead. 
Simulations are carried out for TRAODV using of NS2.26 under Linux platform of 
Fedora 5 to evaluate the performance of TRAODV against some existing extensions 
to AODV, namely MRAODV, AOMDV in addition to the traditional multipath pro- 
tocols DSR, and TORA. Simulation results show that TRAODV reduces the overall 
routing packets overhead compared to AOMDV and MRAODV, especially for large 
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network size and high mobility. A significant drawback of TRAODV is the reducing 
in its performance compared to AOMDV and MRAODV in terms of the average 
end-to-end delay. Another drawback of TRAODV is that it still has less performance 
in terms of routing packets overhead compared to the traditional multipath protocol 
TORA . Simulation results of TRAODV show also that the average number of routes 
stored in a routing table of MRAODV protocol is always larger than the average 
number of routes in TRAODV. The reason for that is to store and employ all routes 
in MRAODV including efficient and inefficient routes while the efficient routes only 
are stored and employed in TRAODV. Performance evaluation of TRAODV and 
MRAODV shows clearly the effect of the routing mechanism on the performance of 
each protocol. 
ORMAD is implemented and simulated using NS2 and the same environment of 
TRAODV simulations. The aim of developing ORMAD is to reduce routing packets 
overhead and average end-to-end delay overhead which are associated with TRAODV 
as significant drawbacks. The results of ORMAD performance are evaluated against 
AOMDV, MRAODV, DSR, and TORA protocols. The implementation of TRAODV 
is modified for ORMAD simulation by extending the RREP waiting time parameter 
in RNIP and applying the local repair procedure only to efficient routes stored in 
the routing table. Simulation results show that ORMAD enhances the performance 
of routing packets overhead compared to TRAODV. The performance of ORMAD 
in terms of routing packets overhead is the closest to TORA performance, however 
it still less than the performance of the traditional protocol TORA. Moreover, the 
performance of ORMAD in terms of average end-to-end delay is enhanced ORMAD 
compared to TRAODV, MRAODV, and AOMDV, especially in high mobility scenar- 
ios while the performance of TRAODV and ORMAD converges together in low and 
medium mobility. Simulation results of ORMAD also show that the performance is 
affected by varying the two RREP waiting times of both RDP and RMP in different 
scenarios. As shown by results, short and long waiting times in both phases RDP 
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and RMP tend to less performance in terms of routing packets overhead while the 
moderate waiting times tend to better performance. 
An analytical model is also presented in this thesis for ORMAD approach to 
describe the whole process of multipath routing in ORMAD, especially the two main 
core phases of multipath routing; route discovery process and route maintenance 
process. In addition, the analytical model describes how these two phases interact 
with each other in terms of two performance metrics; the total number of detected 
routes and route efficiency. 
The analytical model of ORMAD involves the RDP mechanism which is addressed 
by TRAODV. The total number of routes and route efficiency are analysed in the 
analytical model for connectivity, mobility, and waiting time ratios. The analyti- 
cal model is implemented and tested using Matlab and the results are evaluated for 
ORMAD against other multipath extensions AODV. It is concluded from the results 
study that the total number of routes is affected by the mobility more than connec- 
tivity and waiting time ratios. Route efficiency in multipath AODV extensions is 
affected only by the ratio of the waiting time of local route discovery process with 
respect to the waiting time of general route discovery process and number off efficient 
routes detected in a route maintenance process. ORMAD mechanism outperforms 
the mechanism of other multipath extensions to AODV in terms of maximising route 
efficiency, especially in low waiting time ratio of route maintenance process, which 
may lead to minimise the overhead of repairing inefficient routes. 
8.2 Future Work 
Multipath routing in MANETs is promising for so many applications in different areas 
of wireless networks thus, there are many trends of multipath routing in MANETs, 
especially in routing disjointness for reliability, improving QoS, increasing power con- 
servation, help in security strengthen, increasing reliability in hybrid networks and 
finally, in many applications and design issues of wireless mesh and sensor networks. 
190 
8.2 Future Work 
As a future work of this research, a simulation-based study can be carried out to 
estimate the percentage of effective routes that might be lost by reducing waiting time 
in TRAODV. A fuzzy logic approach may be useful for a TRAODV extension that 
can be developed to improve its RDP by detect the optimal waiting time needed to 
receive the optimum threshold number of efficient routes which are almost needed by 
a source node. The selection criteria of multiple routes may be improved in TRAODV 
by involving the mobility and the energy of the nodes as new parameters which may 
optimise the estimation of threshold hop count. 
ORMAD can be extended using a fuzzy logic approach to optimise the waiting 
time needed by the route maintenance process so that some sort of balance may be 
achieved between the time of local repairing and the life time of efficient routes. A 
fuzzy logic approach can be also developed to determine the optimal ratio of the two 
waiting times in both RDP and RMP which can achieve a significant enhancement 
in both routing packet overhead and average end-to-end dely overhead in ORMAD 
approach. 
Finally, a simulation study can be applied to TRAODV and ORMAD individually 
involving traffic allocation component of routing, node-disjoint, and node-disjoint in 
the simulation study for some applications of MANETs such as heavy traffic mul- 
timedia and real-time transmission. An evaluation can be performed for TRAODV 
and ORMAD approaches against some existing protocols to evaluate the feasibility 
of utilising efficient routes in such applications. 
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Appendix A 
Executing the Simulations 
A. 1 Simulator commands 
The simulations are executed in the experiments of this thesis by applying a set of 
commands in one batch file for the simulation of each protocol. For example, the 
batch file "DSR. sh" contains the following nine commands: 
e /root/Desktop/ns2.26/ns-allinone-2.26/ns-2.26/indep-utils/cmu-scen-gen/setdest/setdest 
-n 100 -p 0.0 -s 20.0 A 250.0 -x 500 -y 500 > scen-100-0-20-250-500 
" echo "scene is created ...... 
" ns /root/Desktop/ns2.26/ns-allinone-2.26/ns-2.26/indep-utils/cmu-scen-gen/cbrgen. tcI 
-type cbr -nn 100 -seed 1.0 -mc 10 -rate 10.0 > cbr-100-10-10 
" echo " cbr is created ...... 
" ns adhoc. tcl protocol cbr-100-10-10 scen-100-0-20-250-500 
" javac parsertrace. java 
" echo " Java compiling finished 
" Java parsertrace 
" echo "simulation finished ....................... 
Command (A. 1) represents the traffic scenario generator script used to configure 
traffic models of the simulations using NS2 [72]: 
ns cbrgen. tcl [-type cbr-tcp] [-nn nodes] [-seed seed] [-Mc connectionsff-rate rate] > 
[outdir/traffic-filel (A. 1) 
Where nn is a number of nodes, seed is a random floating point number between 
zero and one [71][751, mc is a number of connections, rate is a transmission rate of 
a packet sent by a source node, and finally outdir/traffic-file is the file in which the 
generated scenario of traffic is saved. 
The value of seed is used to initialize the pseudo-random number generator of 
a simulation. Using a fixed seed value produces exactly the same sequence of ran- 
dom numbers in all simulations. If seed = 0, a new seed for every simulation run 
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is produced [74). For all simulations of this thesis, seed value is fixed at 1 because 
the same circumstances are needed to be applied in order to perform more accurate 
evaluations for the routing protocols under study. 
Command (A. 2) represents the node movement generator script used to configure 
the mobility models of the simulations using NS2 [731: 
. Isetdest 
[-n no-of-nodes] [-p pausetime] f-s maxspeed] [-t simtime] [-x maxx] [-y 
maxy] > [outdir/movement-file] (A. 2) 
Where n is a number of nodes, p is a pause time, s is a maximum speed of the moving 
node, t is a simulation time, x and y are the maximum positions of x and y of the 
simulation area, and finally outdir/movement-file is the file in which the generated 
scenario of node mobility is saved. The sign of ">" in the command denotes to the 
direction of the data moving between the system and the file. In this case the file is 
an output file and the date is written into the file. 
The nine commands mentioned above can be explained briefly as follows: 
The first command concerns generating the mobility models of the simulation 
based on Command (A. 2). The command means that the following scenario 
of node movement will be generated; number of nodes is 100, pause time is Os 
(highest mobility), maximum speed of a moving node is 20m/s, simulation time 
is 250s, and the maximum x and y positions of the simulation area are 500m 
and 500m respectively. 
" The second command displays a confirmation message of generating the CBR 
traffic scene based on Command (A. 1), the scene is then saved in the output file 
"scen-100-0-20-250-500" which is in turn used as an input file for the compiling 
process in the fifth command. The command mains that the following traffic 
scenario will be generated; traffic source type is CBR, number of nodes is 100, 
seed is 1, number of connections is 10, and packet transmission rate is 1OKbps. 
" The third command concerns path setting of traffic models scenario file. 
" The fourth command displays a confirmation message of creating the scenario 
of the selected traffic models and saving it in the output file "cbr-100-10-10" 
which is in turn used as an input file for the compiling process in the fifth 
command. 
" The fifth command concerns the compiling process of "adhoc. tcl" file [791 with 
three parameters; the file name, the routing protocol (e. g., DSR), the input 
file "scen-100-0-20-250-500", and the input file "ebr-100-10-10". Two out- 
put files are produced by the compiling process, "protocol-out. tr" and "pro- 
tocol-out. nam". The first file is used as an input file for the parsing process in 
the sixth command while the second is used for visualising the simulation. 
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0 The sixth, seventh, and eighth commands concern compiling and executing 
of the parsing process of the file "parsertrace. java" [791 using Java compiler. 
The input file of this process is "protocol-out. tr" and the output file is "pro- 
tocol-out. txt" which represents the results statistics of the simulation process 
of the protocol in terms of the four performance metrics mentioned earlier ill 
Chapter 3. 
40 The ninth command confirins the end of the simulation proces's. 
For the three traditional protocols, the simulation process is carried out using 
three batch filesý "DSR. sli", "AODV. sli". and "TORA. sh". The implementations of 
tile protocols are available in both cc and h files under the corresponding directorY 
of each protocol in the main directory nsl of NS2 installed pacLage. 
To visuali. se the simulations, a visualisation process is performed using NANI 
(Network Animator) on the nam file associated with each protocol simulation. Figure 
A. 1, Figure A. 2, and Figure A. 3 show snapshots of three NAM windows for the 
simulation processes of DSR, AODV, and TORA protocols as examples of using the 
above scenarios. DSR simulation looks like AODV while TORA is different due to 
the difference in its mechanism. Each circle shown in Figure A. 3 represents an area 
ot'sniall set of nodes near the potential change of topology. Each node in this set of 
nodes' 11mintains routing information about the first hop neighbour,,. 
Efle )Aews lanalysis DSR-out, nam 
0,206000 Step: 2.0m 
.......... . ....... 
0 
0 
- (1 00 E C. 000 00 
00 
ob 
co co 
----------- 
Figure A. l: DSR sinitilation process . in NS2 
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Figure A. 2: AODV simulation process in NS2 
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Figure A. 3: TORA sirntilation process in NS2 
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A. 2 Parsing the simulation trace files 
After each simulation, trace files of both traffic and node movements are generated. 
Trace files are parsed to extract the information needed to measure the performance 
metrics. The trace format of a trace file looks like the following: 
s -t 0.320645992 -Hs 1 -Hd 5 -Ni 0 -Nx 8.00 -NY 4.00 -Nz 0.00 Ne 2.000000 -NI 
RTR -Nw -Ma 0 -Md 0 -Ms 0 -Mt 0 1i 20 -Is 1.255 -1d 5.255 -It 
In this format, it should be noticed that a packet is sent (s) at time (t) = 0.320645992 
sec, from source node (Hs) 1 to destination node (Hd) 5. The source node id (Ni) is 0 
with x-coordinate (N., ) of 8.00, y-coordinate (N. ) Of 4.00, z-coordinate (Aý) of 0.00, 
energy level (N, ) of 2.000000, trace level (NI) of RTR (Routing Trace level), and 
blank node event (N,, ). The MAC level information is 0 which is given by duration 
(M,, ), destination and source Ethernet addressess (Md) and (M, ) are both 0, and 
the Ethernet type (Mt) is 0. The IP packet level information id (1j) is 20, source 
address. source port number (I, ) is 1.255, the destination address. destination port 
number (Id) is 5.255, and finally packet type is given by It. 
A. 2.1 Important note regarding the parsing process 
In order to avoid the randomisation in the results, three simulations are carried out 
for each mobility scenario and consequently three trace files (Ar) are produced for 
each protocol. each trace file is parsed and the average results of each performance 
metric are recorded as shown in Tables 3.1,3.2,3.3, and 3.4. 
A. 2.2 Evaluation of packet delivery fraction 
The number of "sent packets" is calculated using the following trace form: 
I^s *- NI AGT. *-Is (\djI, 2}). \dj1,2j -ld (\d{1,2}). \dfl, 2}. *-It cbr. *-Ii (\d{1,4})/ 
Where AGT means Agent-level Trace. 
The number of "received packets" is calculated using the following trace form: 
/^r -t (\dfl, 2}. \df6}). *-NI\AGT. *-Is (\dfl, 2}). \d{1,2} -ld (\dfl, 2}). \dll, 2}. *-It 
cbr. *-Ii (\df 1,4})/ 
Then, the packet delivery fraction is calculated using the following formula: 
PDFI'lo = (received packets/sent packets) *100 
A. 2.3 Evaluation of average end-to-end delay 
For each packet with id(Ij) of trace level AGT and type CBR, sending time t,,, 
receiving time t, and average it are finally calculated. 
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A. 2.4 Evaluation of normalised routing load 
Evaluating normalised routing load (routing packets overhead) is accomplished by 
calculating the number of routing packets sent depending on the following format: 
1^[slf]. *-NI RTR. *-It (?: AODVImessage) -Il (\dfl, 2})/ 
Where f denotes to forward while RTR denotes to Routing Trace level, AODV is an 
example of the protocol used. 
Then, the normalised routing load is calculated using the following formula: 
Normalised routing load = routing packets sent/received 
A. 2.5 Evaluation of throughput 
Evaluating throughput is performed by calculating only the number of "sent packets" 
using the same trace form mentioned above for packet delivery fraction evaluation. 
Calculating the number of "received packets" is not required for throughput. 
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