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Abstract
We investigate the quantum-secure covert-communication capabilities of lossy thermal-noise bosonic
channels, the quantum-mechanical model for many practical channels. We determine the expressions
for the covert capacity of these channels: Lno-EA, when Alice and Bob share only a classical secret,
and LEA, when they benefit from entanglement assistance. We find that entanglement assistance alters
the fundamental scaling law for covert communication. Instead of Lno-EA
√
n, entanglement assistance
allows LEA
√
n log n covert bits to be transmitted reliably over n channel uses.
I. INTRODUCTION
In contrast to standard information security methods (e.g., encryption, information-theoretic
secrecy, and quantum key distribution (QKD)) that protect the transmission’s content from unau-
thorized access, covert or low probability of detection/intercept (LPD/LPI) communication [1]–
[3] prevents adversarial detection of transmissions in the first place. The covertness requirement
constrains the transmission power averaged over the blocklength n to ∝ 1/√n, where the power is
either measured directly in watts [1], [2] and mean photon number [4], [5] output by a physical
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2transmitter, or indirectly, as the frequency of non-zero symbol transmission over the discrete
classical [6], [7] and quantum [8], [9] channels.
For many channels, including classical additive white Gaussian noise (AWGN) [1], [2], and
discrete memoryless channels (DMCs) [6], [7], the power constraint prescribed by the covertness
requirement imposes the square root law (SRL): no more than L
√
n covert bits can be transmitted
reliably in n channel uses. We call constant L the covert capacity of a channel, since it only
depends on the channel parameters and captures a fundamental limit. Attempting to transmit
more results in either detection by the adversary with high probability as n→∞, or unreliable
transmission. Even though Shannon capacity [10] of such channels is zero (since limn→∞ L
√
n
n =
0), SRL allows reliable transmission of a significant number of covert bits for large n.
To date, the focus has been on classical covert communication. However, quantum mechanics
governs the fundamental laws of nature, and quantum information theory [11], [12] is required to
determine the ultimate limits of any communications system. Here we focus on the lossy thermal
noise bosonic channel depicted in Fig. 1, called the bosonic channel for brevity, and formally
described in Section II-B. The bosonic channel is a quantum-mechanical model of many practical
channels (including optical, microwave, and radio frequency (RF)). This channel is parametrized
by the power coupling (transmissivity) η between the transmitter Alice and the intended receiver
Bob, and the mean photon number n¯B per mode injected by the thermal environment, where a
single spatial-temporal-polarization mode is our fundamental transmission unit. We call a covert
communication system quantum secure when it is robust against an adversary Willie who not
only knows the transmission parameters (including the start time, center frequency, duration, and
bandwidth), but also has access to all the transmitted photons that are not captured by Bob, as
well as arbitrary quantum information processing resources (e.g., joint detection measurement,
quantum memory, and quantum computing). While we adapt the security standards from the
QKD literature, covertness demands a different set of assumptions. We require excess noise that
is not under Willie’s control (e.g., the unavoidable thermal noise from the blackbody radiation at
the center wavelength of transmission and the receiver operating temperature). This assumption
3Fig. 1. Single-mode bosonic channel E(η,n¯B)
A→BW modeled by a beamsplitter with transmissivity η and an environment injecting
a thermal state ρˆn¯B with mean photon number n¯B. aˆ, eˆ, bˆ, and wˆ label input/output modal annihilation operators.
is not only well-grounded in practice, but also necessary for covertness, as the transmissions
cannot be hidden from quantum-capable Willie that fully controls noise on the channel [4, Th. 1],
[13]. Finally, we assume that Alice and Bob share a resource that is inaccessible by Willie.
This enables covertness irrespective of channel conditions, as well as substantially increases the
number of reliably-transmissible covert bits when the resource is an entangled quantum state.
In [5] we develop an expression for the maximum mean photon number n¯S that Alice can
transmit under the aforementioned quantum-secure covertness conditions. We also present the
expression for the covert capacity L for the bosonic channel and argue that it is achievable using
a random coding scheme. However, [5] focuses on the prescription for maintaining covertness
of a transmission, with the capacity proofs left out. Here, we fill in this gap by rigorously
examining the coding limits for covert communication over the bosonic channels.
Our main contribution is the analysis of the covert communication system depicted in Fig. 2
and formally described in Sec. II-C, with and without an entangled resource state shared by
Alice and Bob. Since entanglement assistance gain manifests only when n¯S → 0 and n¯B > 0,
we expect it to benefit covert communication. However, we find that entanglement assistance, in
fact, alters the fundamental scaling law of covert communication! Using the asymptotic notation
defined in Sec. II-A:
1) We show that without entanglement assistance, the SRL has a standard form: Mno-EA =
4Fig. 2. Covert communication over the bosonic channel. Alice has a bosonic channel, depicted in Fig. 1, to receiver Bob
and adversary Willie. Alice and Bob share a bipartite resource state ρˆS
mRm that is inaccessible by Willie and may or may
not be entangled. Alice uses her share of ρˆS
mRm in S systems to encode message x with blocklength n code, and chooses
whether to transmit it using E(η,n¯B)
A→BW n times. Willie observes his channel from Alice to determine whether she is quiet (null
hypothesis H0) or not (alternate hypothesis H1). A covert communication system must ensure that any detector Willie uses is
close to ineffective (i.e., a random guess between the hypotheses), while allowing Bob to reliably decode the message (if one
is transmitted).
Lno-EA
√
n+ o(√n) covert bits transmissible reliably over n channel uses. Our second-order
bound is similar to classical [14]: Mno-EA ≥ Lno-EAδ√n+Kno-EAΦ−1()n1/4+O(ln n), where
 is the average decoding error probability and Φ−1(x) is the inverse-Gaussian cumulative
distribution function.1 We also show that quadrature phase shift keying (QPSK) modulation
achieves the same constants Lno-EA and Kno-EA as the optimal Gaussian modulation.
2) We show that with entanglement assistance, the scaling law becomes MEA = LEA
√
n log n+
o(√n log n). We derive the expression for the optimal constant LEA and the second-order
bound.2 While a receiver structure that achieves LEA is an open problem, we discuss a
design [15] that achieves the O(√n log n) scaling law, albeit with a constant ≈ LEA2 .
Next, we present the mathematical prerequisites, including the asymptotic notation, the channel
and system models, the formal definitions of covertness and reliability, and the bounds we need.
1Note that Φ−1(x) < 0 for 0 < x < 12 .
2Our fundamental information unit is a bit and log x indicates the binary logarithm, while ln x is the natural logarithm.
5We state and prove our results in Sec. III. We conclude with the discussion of future work
in Sec. IV, including investigating the shared resource state size, the entanglement-assisted
receiver design for covert communication, and the possible relationship of the scaling law for
entanglement-assisted covert communication to a corner case in classical and non-entanglement
assisted classical-quantum covert communication.
II. PREREQUISITES
A. Asymptotic notation
We use the standard asymptotic notation [16, Ch. 3.1], where f (n) = O(g(n)) denotes an
asymptotic upper bound on f (n) (i.e. there exist constants m, n0 > 0 such that 0 ≤ f (n) ≤ mg(n)
for all n ≥ n0) and f (n) = o(g(n)) denotes an upper bound on f (n) that is not asymptotically
tight (i.e. for any constant m > 0, there exists constant n0 > 0 such that 0 ≤ f (n) < mg(n) for all
n ≥ n0). We note that f (n) = O(g(n)) is equivalent to lim supn→∞
 f (n)g(n)  < ∞ and f (n) = o(g(n))
is equivalent to limn→∞ f (n)g(n) = 0.
B. Channel model
We focus on a single-mode lossy thermal noise bosonic channel E(η,n¯B)A→BW in Fig. 1. It quantum-
mechanically describes the transmission of a single (spatio-temporal-polarization) mode of the
electromagnetic field at a given transmission wavelength (such as optical or microwave) over
linear loss and additive Gaussian noise (such as noise stemming from blackbody radiation). Here,
we introduce the bosonic channel briefly, deferring the details to [17]–[20]. The attenuation in
the Alice-to-Bob channel is modeled by a beamsplitter with transmissivity (fractional power
coupling) η. The input-output relationship between the bosonic modal annihilation operators of
the beamsplitter, bˆ =
√
ηaˆ +
√
1 − ηeˆ, requires the “environment” mode eˆ to ensure that the
commutator
[
bˆ, bˆ†
]
= 1, and to preserve the Heisenberg uncertainty law of quantum mechanics.
On the contrary, classical power attenuation is described by b =
√
ηa, where a and b are complex
amplitudes of input and output mode functions. Bob captures a fraction η of Alice’s transmitted
6photons, while Willie has access to the remaining 1 − η fraction. We model noise by mode eˆ
being in a zero-mean thermal state ρˆn¯B , respectively expressed in the coherent state (quantum
description of ideal laser light) and Fock (photon number) bases as follows:
ρˆn¯B =
1
pin¯B
∫
C
exp
[
− |α |
2
n¯B
]
d2α |α〉 〈α | =
∞∑
k=0
tk(n¯B) |k〉 〈k | , (1)
where
tk(n¯) = n¯
k
(1 + n¯)k+1 (2)
and n¯B is the mean photon number per mode injected by the environment.
C. System model
The covert communication framework is depicted in Fig. 2. Our fundamental transmission
unit is the field mode described above. We assume a discrete-time model with n = 2TW modes
available to Alice and Bob. TW is the number of orthogonal temporal modes, which is the product
of the transmission duration T (in seconds) and the optical bandwidth W (in Hz) of the source
around its center frequency, and the factor of two corresponds to the use of both orthogonal
polarizations. The orthogonality of the available modes results in the bosonic channel E(η,n¯B)A→BW
being memoryless. Alice and Bob have access to a bipartite resource state ρˆS
mRm occupying
m systems S at Alice and R at Bob. Correlations between parts of ρˆS
mRm in systems S and R
can either be classical or quantum, resulting in either a classical-quantum or an entangled state
ρˆS
mRm . The latter allows entanglement-assisted communication.
D. Coding and reliability
Alice desires to transmit one of 2M equally-likely M-bit messages x ∈ {1, . . . , 2M} covertly
to Bob using n available modes of the bosonic channel E(η,n¯B)A→BW and her share of the resource
state ρˆS
mRm . Her encoder is a set of encoding channels
{
M(x)Sm→An
}
. Alice encodes message x by
acting on m systems S of ρˆS
mRm withM(x)Sm→An , transforming ρˆS
mRm to ρˆA
nRm
x =M(x)Sm→An(ρˆS
mRm).
7Transmission of the resulting n systems A over n uses of E(η,n¯B)A→BW results in Bob receiving the
state ρˆB
nRm
x = TrWn
[ [
E(η,n¯B)A→BW
]⊗n (M(x)Sm→An(ρˆSmRm))] , where ρˆA = TrB [ ρˆAB] denotes the partial
trace over system B. Bob decodes x by applying a positive operator-valued measure (POVM){
Λ
(x)
BnRm
}
to ρˆB
nRm
x . Denoting by X and Xˇ the respective random variables corresponding to
Alice’s message and Bob’s estimate of it, the average decoding error probability is:
Pe =
1
2M
2M∑
x=1
P(Xˇ , x |X = x), (3)
where P(Xˇ , x |X = x) = Tr
[(
Iˆ − Λ(x)BnRm
)
ρˆB
nRm
x
]
. We call the communication system reliable
if, for any  ∈ (0, 1), there exists n large enough with a corresponding resource state ρˆSmRm ,
encoder
{
M(x)Sm→An
}
, and decoder POVM
{
Λ
(x)
BnRm
}
, such that Pe ≤  .
E. Quantum-secure covertness
As is standard in information theory of covert communication, we assume that Willie cannot
access ρˆS
mRm , although he knows how it is generated. However, to be quantum secure, a covert
communication system has to prevent the detection of Alice’s transmission by Willie, who has
access to all transmitted photons that are not received by Bob and arbitrary quantum resources.
Thus, the quantum state ρˆW
n
1 =
∑2M
x=1
1
2M TrBnRm
[ [
E(η,n¯B)A→BW
]⊗n (M(x)Sm→An(ρˆSmRm))] , observed by
Willie when Alice is transmitting, has to be sufficiently similar to the product thermal state ρˆ⊗nηn¯B
that describes the noise observed when she is not.
We call a system covert if, for any δ > 0 and n large enough, D
(
ρˆW
n
1 ‖ ρˆ⊗nηn¯B
)
≤ δlog e . Arbitrarily
small δ > 0 implies that the performance of a quantum-optimal detection scheme is arbitrarily
close to that of a random coin flip through quantum Pinsker’s inequality [12, Th. 10.8.1]. The
properties of both classical and quantum relative entropy are highly attractive for mathematical
proofs, and were used to analyze covert communication [1]–[9]. We discuss the significance of
8the quantum relative entropy in [5, Sec. II.B]. The maximum mean photon number per mode
n¯S that Alice can transmit under the covertness constraint is [5]:
n¯S =
√
δccov√
n
, (4)
where
ccov =
√
2ηn¯B(1 + ηn¯B)
1 − η . (5)
When the exact values for the environment mean photon number per mode n¯B and the trans-
missivity η are unknown, Planck’s law and the diffraction-limited propagation model provide a
useful lower bound. Coherent-state modulation using the continuous-valued complex Gaussian
distribution [4, Th. 2] and practical QPSK scheme [5, Th. 2] achieve the constant (5).
While quantum resources, such as entanglement shared between Alice and Bob, or quantum
states lacking a semiclassical description (e.g., squeezed light) do not improve signal covertness,
the quantum methodology allows covertness without assumptions of adversary’s limits, other than
the laws of physics. However, the square root scaling in (4) holds even when Willie uses readily-
available devices such as noisy photon counters [4, Th. 5], with a constant larger than ccov.
Nevertheless, here we show that quantum resources—specifically, entanglement assistance—
allow the transmission of significantly more covert bits. Next, we discuss the finite blocklength
capacity bounds that we use in our proofs.
F. Finite blocklength capacity bounds for bosonic channels
It is straightforward to obtain the converse results for covert communication using the standard
channel coding theorems. However, covertness introduces the dependence of the mean photon
number per mode n¯S on the blocklength n in (4). This complicates both classical and quantum
achievability proofs by rendering invalid the conditions for employing standard results such as
the asymptotic equipartition property. Classical results [6], [7] overcome this issue using the
information spectrum methods. Quantum information spectrum approaches [21], [22] predate
9their classical counterparts [23], [24]. However, until recently their application has been limited
to channels with output quantum states living in the finite-dimensional Hilbert space, which is
not the case for bosonic channels. We now rehash a lower bound on the second-order coding
rate from [25], [26] that is based on the new quantum union bound [25].
Define quantum relative entropy D(ρˆ‖σˆ) between states ρˆ and σˆ, and its variance V(ρˆ‖σˆ):
D(ρˆ‖σˆ) = Tr [ρˆ log ρˆ − ρˆ log σˆ] (6)
V(ρˆ‖σˆ) = Tr
[
ρˆ (log ρˆ − log σˆ − D(ρˆ‖σˆ))2
]
. (7)
The finite blocklength capacity of a memoryless classical-quantum channel described in Sec. II-C
is characterized as follows:
Lemma 1. Suppose that the channel from Alice to Bob is memoryless, such that over n uses
NAn→Bn = (NA→B)⊗n. There exists a coding scheme that employs a shared resource state ρSmRm
to transmit M bits over n uses of NA→B with arbitrary decoding error probability  for a
sufficiently large n and m, such that:
M ≥ nD
(
ρˆBR
ρˆB ⊗ ρˆR) +√nV ( ρˆBRρˆB ⊗ ρˆR)Φ−1() + O(log n), (8)
where ρˆBR is Bob’s marginal state for the output of a single channel use and Φ−1(x) is the
inverse-Gaussian distribution function.
Proof [25], [26]: Suppose Alice and Bob have access to m = n2M bipartite systems
SR containing m copies of the resource state ρˆSR, with Alice restricted to system S and Bob
to system R. Denote by ρˆSkRk the state ρˆSR in the k th bipartite system SkRk , k = 1, . . . ,m.
Alice and Bob agree to divide these m systems into 2M non-overlapping n-system subsets,
each mapping to a message x ∈ {1, . . . , 2M}. Denote the corresponding subsets of system
indexes by X(x). The encoding channel is thus M(x)Sm→An
( (
ρˆSR
)⊗m)
= TrSk,k<X(x)
[ (
ρˆSR
)⊗m] .
Alice sends x to Bob by transmitting the corresponding codeword over n uses of NA→B. The
authors of [25], [26] call this scheme position-based coding. Bob’s received state is ρˆB
nRm =
10
⊗
k∈X(x) ρˆ
BkRk
⊗
k<X(x) TrSk
[
ρˆSkRk
]
, where ρˆBkRk = NA→B
(
ρˆSkRk
)
. Bob constructs 2M binary
projective measurements corresponding to each message, and applies them sequentially to ρˆB
nRm .
This operation, resembling a matched filter from classical communication, is called sequential
decoding in [25], [26]. Its analysis in [25, Sec. 5] yields (8) when ρˆSR is classical-quantum [25,
Corr. 8] and entangled [25, Th. 6].
III. RESULTS
A. Covert channel capacity
In classical and quantum information theory [10]–[12], the channel capacity is measured in
bits per channel use and is expressed as C = lim infn→∞ Mn , where M is the total number of
reliably-transmissible bits in n channel uses. On the other hand, the power constraint (4) imposed
by covert communication implies that M = o(n) and that the capacity of the covert channel is
zero. Inspired by [7], we regularize the number of covert bits that are transmitted reliably without
entanglement assistance by
√
n and with entanglement assistance
√
n log n, instead of n. This
approach allows us to state Definitions 1 and 2 of covert channel capacity and derive the results
that follow. For consistency with [7], we also normalize the capacity by the covertness parameter
δ, which we discuss in Section II-E.
B. Covert communication without entanglement assistance
We define the capacity of covert communication over the bosonic channel when Alice and
Bob do not have access to a shared entanglement source as follows:
Definition 1. The capacity of covert communication without entanglement assistance is:
Lno-EA , lim inf
n→∞
Mno-EA√
δn
, (9)
where Mno-EA is the number of covert bits that are reliably transmissible in n channel uses
(modes), and δ parametrizes the desired covertness.
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The following theorem provides the expression for Lno-EA:
Theorem 1. The covert capacity of the bosonic channel without entanglement assistance is
Lno-EA = ccovcrel,no-EA, where ccov is defined in (5) and crel,no-EA = η log
(
1 + 1(1−η)n¯B
)
.
In order to prove Theorem 1, we prove the following lemma:
Lemma 2. There exists a sequence of codes with covertness parameter δ, blocklength n, size
2M , and average error probability  that satisfies:
Mno-EA ≥ Lno-EA
√
δn + Kno-EAΦ−1()n1/4 + O(ln n), (10)
where Kno-EA =
√
ccov
√
δ(1 + 2(1 − η)n¯B)crel,no-EA.
Proof: Alice and Bob follow the construction in the proof of Lemma 1 and generate a ran-
dom codebook C = {c(x), x = 1, . . . , 2M} mapping M-bit input blocks to n-symbol codewords.
Each c(x) ∈ Qn is generated according to p(c) = ∏nk=1 pq(ck), where Q = {a, ja,−a,− ja} is the
QPSK alphabet and pq(y) = 14 is the uniform distribution over it. We set a =
√
n¯S, where n¯S is
defined in (4). We assume that C is shared between Alice and Bob before transmission, and is
kept secret from Willie. Product coherent states are modulated with amplitudes corresponding
to the symbols in each codeword c(x): ρˆAnx =
⊗n
k=1 |ck(x)〉 〈ck(x)|A. Thus, Alice transmits the
maximum mean photon number that maintains covertness [5, Th. 2].
The shared resource state ρˆS
mRm =
(
ρˆSR
)⊗m is the random codebook C modulated by coherent
states. Thus, ρˆSR =
∑
y∈Q pq(y) |y〉 〈y |A ⊗ |y〉 〈y |R is a classical-quantum state, system A is in
a coherent state |y〉A, and system R is in one of the orthonormal states |y〉R corresponding to
QPSK symbol index. Alice’s position-based encoder then selects the systems S corresponding
to the n-symbol codeword for message x, and discards the rest. Bob employs the sequential
decoding strategy described in [25, Sec. 5] and [26, Sec. 3].
Since the propagation of a coherent state |α〉 through the bosonic channel E(η,n¯B)A→B induces a
displaced thermal state ρˆ(1−η)n¯B(ηα) ≡ ρˆT(α) in Bob’s output port, the received state is ρˆBR =
12
∑
y∈Q pq(y)ρˆBT(y) ⊗ |y〉 〈y |R, where displaced thermal states
{
ρˆBT(y), y ∈ Q
}
form an ensemble
corresponding to the transmission of QPSK symbols. Letting ˆ¯ρB ≡ ∑y∈Q pq(y)ρˆBT(y),
D
(
ρˆBR
ρˆB ⊗ ρˆR) = χ ({pq(y), ρˆBT(y)}) = S ( ˆ¯ρB) −∑
y∈Q
pq(y)S
(
ρˆBT(y)
)
(11)
V
(
ρˆBR
ρˆB ⊗ ρˆR) = Vχ ({pq(y), ρˆBT(y)})
=
∑
y∈Q
pq(y)
[
V
(
ρˆBT(y)
 ˆ¯ρB) + [D ( ρˆBT(y) ˆ¯ρB)]2] − [χ ({pq(y), ρˆBT(y)})]2 ,
(12)
where the von Neumann entropy is
S(ρˆ) = −Tr[ρˆ log ρˆ], (13)
while χ ({p(x), ρˆx}) and Vχ ({p(x), ρˆx}) are the Holevo information and its variance for ensem-
ble {p(x), ρˆx}. The closed-form expressions for χ
({
pq(y), ρˆBT(y)
})
and Vχ
({
pq(y), ρˆBT(y)
})
are
unknown, and we derive the Taylor series expansions at n¯S = 0 in Appendices A-2 and A-3:
χ
({
pq(y), ρˆBT(y)
})
= n¯Screl,no-EA + O(n¯2B) (14)
Vχ
({
pq(y), ρˆBT(y)
})
= (1 + 2(1 − η)n¯B)crel,no-EA + O(n¯2B). (15)
Substituting n¯S defined in (4) and invoking Lemma 1 yields the proof.
We are now ready to prove Theorem 1.
Proof (Theorem 1): Achievability: Dividing both sides of (10) by
√
nδ and taking the limit
yields the achievable lower bound.
Converse: Let Alice and Bob have access to respective systems S and R of shared infinite-
dimensional bipartite classically-correlated resource state ρˆS
mRm , with m arbitrary. Consider a
sequence of codes such that the decoding error probability n → 0 as n→∞. Then:
Mno-EA(1 − n) − 1 ≤ I
(
X (n); Xˇ (n)
)
(16)
≤ nCχ(n¯S; η, n¯B), (17)
13
where I
(
X (n); Xˇ (n)
)
is the mutual information between random variables X (n) and Xˇ (n) corre-
sponding to Alice’s message and Bob’s decoding of it, (16) follows from Fano’s inequality [10,
Th. 2.10.1], (17) is the Holevo bound [27], and Cχ(n¯S; η, n¯B) = g(ηn¯S + (1− η)n¯B) − g((1− η)n¯B)
is the Holevo capacity of the bosonc channel from Alice to Bob E(η,n¯B)A→B [28] with
g(x) ≡ (1 + x) log(1 + x) − x log x. (18)
The Taylor series expansion of Cχ(n¯S; η, n¯B) around n¯S = 0 in (17) yields:
Cχ(n¯S; η, n¯B) = ηn¯S log
(
1 +
1
(1 − η)n¯B
)
− η
2n¯2S
(2 ln 2)((1 − η)n¯B(1 + (1 − η)n¯B) + o(n¯
3
S) (19)
≤ ηn¯S log
(
1 +
1
(1 − η)n¯B
)
, (20)
where (20) follows from Taylor’s theorem with the remainder [29, Ch. V.3]. Substituting (20)
and (4) in (17) yields:
Mno-EA(1 − n) − 1 ≤
√
nδccovη log
(
1 +
1
(1 − η)n¯B
)
. (21)
Dividing both sides of (21) by
√
nδ and taking the limit yields the converse.
Remark: Using the Gaussian ensemble of coherent states G =
{
1
pin¯S
exp
[
− |α |2n¯S
]
, |α〉
}
as Alice’s
input (corresponding to a random Gaussian codebook) requires an additional continuity argument
in the version of Lemma 1 for classical-quantum states. However, since G achieves the Holevo
capacity of the bosonic channel, we compare the information quantities for QPSK modulation
in (14) and (15) to the corresponding ones for G. Comparison of (14) and (20) confirms the
well-known fact [30] that QPSK modulation achieves the Holevo capacity in the low signal-to-
noise ratio (SNR) regime. We calculate the Holevo information variance for G in Appendix B-2
and note that (15) and (82) have the same first term. Thus, the QPSK modulation has the same
finite blocklength performance as G in the low SNR regime.
C. Entanglement-assisted covert communication
Entanglement assistance increases the communication channel capacity [31], [32]. However,
in most practical settings (including optical communication where noise level is low n¯B  1
14
and microwave/RF communication where signal power is high n¯S  1), the gain over the
Holevo capacity without entanglement assistance is at most a factor of two. The only scenario
with a significant gain is when n¯S → 0 while n¯B > 0 [15, App. A]. This is precisely the
covert communication setting. In fact, entanglement assistance alters the fundamental square
root scaling law for covert communication, changing the normalization from
√
n log n to
√
n:
Definition 2. The capacity of covert communication with entanglement assistance is:
LEA , lim inf
n→∞
MEA√
δn log n
, (22)
where MEA is the number of covert bits that are reliably transmissible in n channel uses (modes),
and δ parametrizes the desired covertness.
The following theorem provides the expression for LEA:
Theorem 2. The covert capacity of the bosonic channel with entanglement assistance is LEA =
ccovcrel,EA, where ccov is defined in (5) and crel,EA =
η
2(1+(1−η)n¯B) .
Thus, while quantum resources such as shared entanglement and joint detection receivers do
not affect n¯S, they dramatically impact the amount of information that can be covertly conveyed.
As in the proof of Theorem 1, in order to prove Theorem 2, we prove the following lemma:
Lemma 3. There exists a sequence of codes with covertness parameter δ, blocklength n, size
2M , and average error probability  that satisfy:
MEA ≥ LEA
√
δn log n + KEAΦ−1()n1/4 log n + O(ln n), (23)
where KEA =
√
ccov
√
δcrel,EA.
Proof (Lemma 3): Let the resource state be a tensor product
(
|ψ〉SR
)⊗m
of a two-mode
squeezed vacuum (TMSV) states such that m = n2M and |ψ〉SR = ∑∞k=1 √tk(n¯S) |k〉S |k〉R, where
tk(n¯) and n¯S are defined in (2) and (4), respectively. Alice and Bob use the position-based code
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[25, Th. 6] as in the proof of Lemma 1 and assign each message to n TMSV states. Alice
transmits n modes corresponding to message x from her part of
(
|ψ〉SR
)⊗m
, discarding the rest.
Willie has no access to Bob’s system R. Since TrR
[|ψ〉 〈ψ |SR] = ρˆn¯S is a thermal state, setting
n¯S as in (4) ensures covertness [4, Th. 2].
Bob uses the sequential decoding from [25, Th. 6], as in Lemma 1. In order to obtain the
constants in (23), first we note that D
(
ρˆBR
ρˆB ⊗ ρˆR) = CEA(n¯S; η, n¯B) [32], where
CEA(n¯S; η, n¯B) = g(n¯S) + g(ηn¯S + (1 − η)n¯B) − g(A+) − g(A−), (24)
A± = B−1±(1−η)(n¯B−n¯S)2 , B =
√
(n¯S + 1 + ηn¯S + (1 − η)n¯B)2 − 4ηn¯S(n¯S + 1), and g(x) is defined in
(18). The following expansion of CEA(n¯S; η, n¯B) around n¯S = 0:
CEA(n¯S; η, n¯B) = − ηn¯S log n¯S1 + (1 − η)n¯B − n¯S
(
1
ln 2
+
η
1 + (1 − η)n¯B log
[
1 − 1
1 + (1 − η)n¯B
] )
+ O(n¯2S log n¯S) (25)
yields −n¯S log n¯S as the dominant term in (24). The expression for LEA follows from the
substitution of (4) in (24) and the limit:
lim
n→∞
nCEA (n¯S; η, n¯B)|n¯S=√δccov/√n√
n log n
= ccov
√
δcrel,EA. (26)
We derive the expression (96) for V
(
ρˆBR
ρˆB ⊗ ρˆR) using the symplectic matrix formalism in
Appendix B-3. Expansion of V
(
ρˆBR
ρˆB ⊗ ρˆR) around n¯S = 0 in (107) yields the dominant term
n¯S log2 n¯S. The constant KEA follows from
lim
n→∞
nV
(
ρˆBR
ρˆB ⊗ ρˆR) n¯S=√δccov/√n√
n log2 n
= ccov
√
δcrel,EA, (27)
which completes the proof of the lemma.
We are now ready to prove Theorem 2.
Proof (Theorem 2): Achievability: Dividing both sides of (23) by
√
nδ log n and taking the
limit yields the achievable lower bound.
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Converse: Let Alice and Bob have access to respective systems S and R of shared infinite-
dimensional bipartite entangled resource state ρˆS
mRm , with m arbitrary. Consider a sequence of
codes such that the decoding error probability n → 0 as n→∞. Then:
MEA(1 − n) − 1 ≤ I
(
X (n); Xˇ (n)
)
(28)
≤ nCEA(n¯S; η, n¯B), (29)
where I
(
X (n); Xˇ (n)
)
is the mutual information between random variables X (n) and Xˇ (n) corre-
sponding to Alice’s message and Bob’s decoding of it, (28) follows from Fano’s inequality [10,
Th. 2.10.1], (29) is the entanglement-assisted capacity bound [32]. Substitution of (24) and (4)
into (29), division of both sides by
√
nδ log n, and the limit in (26) yields the converse.
IV. DISCUSSION AND CONCLUSION
We derived the quantum-secure covert capacity for the bosonic channel with and without
entanglement assistance, closing an important gap from [5]. Since entanglement assistance
particularly benefits the low-SNR regime, it is expected to improve covert capacity. Surprisingly,
it alters the fundamental scaling law for covert communication from O(√n) to O(√n log n) covert
bits reliably transmissible in n channel uses. Our work hints at the possibility of substantial
estimation error reduction for the multi-parameter extension of covert active sensing [33]–[35].
Next, we outline other follow-on questions.
A. Amount of shared resource
The resource state
(
ρˆBR
)⊗m employed in the proofs of Lemmas 2 and 3 is quite large: m = n2M .
This is especially onerous for the entanglement-assisted communications due to the massive costs
associated with generating and storing such large entangled states. While the proofs in [25] rely
on the state of size m = n2M , we note that our structured receiver design for entanglement-
assisted communication [15] (discussed next) uses m = n TMSV states. Furthermore, one could
conceivably extend the quantum channel resolvability approach [21], [22] to reduce m to as little
as O(√n) as was done in [6] for classical covert communication.
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B. Structured receiver for entanglement-assisted covert communication
The sequential decoding strategy from [25], [26] used by Bob in the proof of Lemma 3
does not correspond to any known receiver architecture. In fact, despite the entanglement-based
enhancement of classical communication capacity being known for over two decades [31], [32],
a strategy to achieve the full gain has been elusive until our recent work on the structured receiver
for entanglement-assisted communication in [15]. The receiver in [15] combines insights from
the sum-frequency generation receiver proposed for a quantum illumination radar [36], [37] and
the Green Machine receiver proposed for attaining superadditive communication capacity over
the bosonic channel [38]. The resulting structured receiver design realizes the logarithmic scaling
gain from entanglement assistance at low SNR. Consider the approximation [15, App. A.2] of
this receiver’s achievable rate (in bits/mode):
Rsr ≈ ηn¯Sγ2(1 + (1 − η)n¯B)
[
log
[
w
n¯S
]
− log
[
ln
[
w
n¯S
e
] ]
− g
[
2(1 − η)n¯B(1 + (1 − η)n¯B)
vηγ
] ]
, (30)
where γ = 1 − e−2(1+(1−η)n¯B), w = 4(1+(1−η)n¯B)
vηγ+4(1−η)n¯B(1+(1−η)n¯B) , g(x) is defined in (18), and v ≥ 1 is
a receiver design parameter. Fixing Bob’s receiver makes the Alice-to-Bob channel a classical
DMC, allowing us to follow the achievability approach in [7] almost exactly and obtain the
following approximation to its entanglement-assisted covert capacity:
LEA,sr ≈ ηγccov4(1 + (1 − η)n¯B) ≈
LEA
2
, (31)
where the second approximation is valid when n¯B  1. Evolving the receiver [15] to achieve
LEA is an ongoing work.
C. Connection to the scaling law for a special case of covert communication without entangle-
ment assistance
Finally, we describe a curious resemblance of the scaling law for entanglement-assisted
covert communication presented here to that for a corner case of classical [6, Th. 7] and
classical-quantum [8, Sec. VII] covert communication without entanglement assistance. Consider
18
a simplified scenario where Alice has two fixed input states ρˆA0 and ρˆ
A
1 , and ρˆ
A
0 is the “innocent”
state that is not suspicious to Willie (e.g., vacuum). Let ρˆBk = NA→B
(
ρˆAk
)
, k = {0, 1}, where
NA→B is the Alice-to-Bob channel. Denote the support of ρˆ by supp(ρˆ), and suppose that
supp
(
ρˆB1
)
* supp
(
ρˆB0
)
. This allows a measurement which perfectly identifies to Bob the trans-
mission of ρˆA0 . If Alice is restricted by the SRL to sending ρˆ
A
1 with probability p1 = O(1/
√
n),
O(√n log n) covert bits can be reliably transmitted in n channel uses [8, Sec. VII]. This scaling
law was observed prior to [8] in the classical covert DMCs with the analogous properties of
the supports for corresponding Bob’s output probability distributions [6, Th. 7]. Exploring this
connection could lead to new insights in entanglement-assisted communications.
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APPENDIX A
TAYLOR SERIES EXPANSION OF HOLEVO INFORMATION AND ITS VARIANCE FOR QPSK
MODULATION
1. Preliminaries
In order to prove Theorem 1, we must characterize the behavior of the Holevo information
and its variance as a function of the transmitted mean photon number per mode n¯S for QPSK.
Since the closed-form expressions for (11) and (12) are unknown, we use Taylor’s theorem:
Lemma 4 (Taylor’s theorem). If f (x) is a function with k + 1 continuous derivatives on the
interval [v,w], then
f (w) = f (v) + f ′(v)(w − v) + . . . + f
(k)(v)
k!
(w − v)k + Rk+1(w)
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where f (k)(x) denotes the k th derivative of f (x), and the Lagrange form of remainder is
Rk+1(w) = f
(k+1)(ξ)
(k+1)! (w − v)k+1 with ξ satisfying v ≤ ξ ≤ w.
To evaluate the Taylor series expansion, we use the following lemmas where Aˆ(t) and Bˆ(t)
are non-singular operators parameterized by t, and where Iˆ is the identity operator.
Lemma 5 ( [39, Th. 6]). ddt ln Aˆ(t) =
∫ 1
0 ds
[
sAˆ(t) + (1 − s)Iˆ]−1 dAˆ(t)dt [sAˆ(t) + (1 − s)Iˆ]−1.
Lemma 6 ( [39, lemma in Sec. 4]). ddt Bˆ
−1(t) = −Bˆ−1(t)dBˆ(t)dt Bˆ−1(t).
2. Holevo information for quadrature phase shift keying
Here, we derive the Taylor series expansion of the Holevo information defined in (11) for
QPSK at the displacement term u = 0. Setting u = 0 in (11) yields
χ
(
{pq(y), ρˆBT(y)}
)
u=0
= ρˆn¯T log ρˆn¯T − ρˆn¯T log ρˆn¯T = 0, (32)
where ρˆn¯T is the zero mean thermal state defined in (1), with n¯T = (1 − η)n¯B.
Von Neumann entropy is invariant under unitary transformations. Since displacement is a
unitary, S(ρˆBT(y)) = S(ρˆn¯T), implying that its derivatives with respect to u are zero. We now
evaluate the derivatives of S( ˆ¯ρB) using Lemma 5:
dS( ˆ¯ρB)
du
= Tr
[
−d ˆ¯ρ
B
du
log ˆ¯ρB − ˆ¯ρ
B
ln 2
∫ 1
0
dsσˆ−11 (s)
d ˆ¯ρB
du
σˆ−11 (s)
]
, (33)
where σˆ1(s) = s ˆ¯ρB + (1 − s)Iˆ. The derivatives of ρˆBT(u), ρˆBT( ju), ρˆBT(−u), and ρˆBT(− ju) are as
follows [40, Ch. VI, Eq. (1.31)]:
dρˆBT(u)
du
= n¯−1T
(
(aˆ − u)ρˆBT(u) + ρˆBT(u)(aˆ† − u)
)
, (34)
dρˆBT( ju)
du
= −n¯−1T
(
( j aˆ + u)ρˆBT( ju) − ρˆBT( ju)( j aˆ† − u)
)
, (35)
dρˆBT(−u)
du
= −n¯−1T
(
(aˆ + u)ρˆBT(−u) + ρˆBT(−u)(aˆ† + u)
)
, (36)
dρˆBT(− ju)
du
= n¯−1T
(
( j aˆ − u)ρˆBT(− ju) − ρˆBT(− ju)( j aˆ† + u)
)
, (37)
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where aˆ† and aˆ denote the creation and annihilation operators, respectively. Thus,
d ˆ¯ρB
du
=
∑
y∈Q
pq(y)
dρˆBT(y)
du
=
1
4
(
dρˆBT(u)
du
+
dρˆBT( ju)
du
+
dρˆBT(−u)
du
+
dρˆBT(− ju)
du
)
. (38)
Setting u = 0 in (38) yields d ˆ¯ρ
B
du

u=0
= 0. Since both terms in (33) are zero when u = 0,
dS( ˆ¯ρB)
du

u=0
= 0. Using Lemma 6, the second derivative of S( ˆ¯ρB) with respect to u is as follows:
d2S( ˆ¯ρB)
du2
=Tr
[
−2d ˆ¯ρ
B
du
1
ln 2
∫ 1
0
dsσˆ−11 (s)
d ˆ¯ρB
du
σˆ−11 (s)
+ 2
ˆ¯ρB
ln 2
∫ 1
0
sdsσˆ−11 (s)
d ˆ¯ρB
du
σˆ−11 (s)
d ˆ¯ρB
du
σˆ−11 (s)
− ˆ¯ρ
B
ln 2
∫ 1
0
dsσˆ−11 (s)
d2 ˆ¯ρB
du2
σˆ−11 (s) −
d2 ˆ¯ρB
du2
log ˆ¯ρB
]
. (39)
Setting u = 0 in (39) and removing terms containing d ˆ¯ρ
B
du

u=0
yields
d2S( ˆ¯ρB)
du2

u=0
= Tr
[
− ρˆn¯T
ln 2
∫ 1
0
dsσˆ−10 (s)
d2 ˆ¯ρB
du2

u=0
σˆ−10 (s) −
d2 ˆ¯ρB
du2

u=0
log ˆ¯ρB
]
, (40)
where σˆ0(s) = s ρˆn¯T + (1 − s)Iˆ. Setting u = 0 in d
2 ˆ¯ρB
du2 yields
d2 ˆ¯ρB
du2

u=0
=
2
n¯2T
(
aˆ ρˆn¯T aˆ
†
)
− 2
n¯T
(
ρˆn¯T
)
. (41)
Substitution of (41) into (40) yields
d2S( ˆ¯ρB)
du2

u=0
= Tr
[
− 2
n¯2T
ρˆn¯T
ln 2
∫ 1
0
dsσˆ−10 (s)aˆ ρˆn¯T aˆ†σˆ−10 (s) +
2
n¯T
ρˆn¯T
ln 2
∫ 1
0
dsσˆ−10 (s)ρˆn¯Tσˆ−10 (s)
−
(
2
n¯2T
(
aˆ ρˆn¯T aˆ
†
)
− 2
n¯T
(
ρˆn¯T
)) (
log ρˆn¯T
) ]
. (42)
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Since σˆ0(s) is diagonal in the Fock state basis, σˆ−10 (s) =
∑∞
k=0(sτk + (1 − s))−1 |k〉 〈k |, where
τk = tk(n¯T), defined in (2). Now,∫ 1
0
dsσˆ−10 (s)ρˆn¯Tσˆ−10 (s) =
∫ 1
0
ds
∞∑
k=0
τk(sτk + (1 − s))−2 |k〉 〈k | = Iˆ,∫ 1
0
dsσˆ−10 (s)aˆ ρˆn¯T aˆ†σˆ−10 (s) =
∫ 1
0
ds
∞∑
k=0
(k + 1)τk+1(sτk + (1 − s))−2 |k〉 〈k | (43)
=
n¯T
1 + n¯T
∞∑
k=0
(k + 1) |k〉 〈k | , (44)
since
∫ 1
0 ds(sq + (1 − s))−2 = 1q for q > 0. Thus, the traces of the first two terms in (42) cancel
and we are left with
d2S( ˆ¯ρB)
du2

u=0
= Tr
[
− 2
n¯2T
(
aˆ ρˆn¯T aˆ
†
)
log ρˆn¯T +
2
n¯T
(
ρˆn¯T
)
log ρˆn¯T
]
. (45)
The first term in (45) is written in the Fock state basis as
− 2
n¯2T
(
aˆ ρˆn¯T aˆ
†
)
log ρˆn¯T = −
2
nt2
∞∑
k=0
(k + 1)τk+1 log τk |k〉 〈k | (46)
= − 2
n¯2T
[
log n¯T
∞∑
k=0
k(k + 1)τk+1 |k〉 〈k | (47)
− log(1 + n¯T)
∞∑
l=0
(l + 1)2τl+1 |l〉 〈l |
]
. (48)
Taking the trace and evaluating the sums yields
Tr
[
− 2
n¯2T
(
aˆ ρˆn¯T aˆ
†
)
log ρˆn¯T
]
= − 2
n¯2T
[
2n¯2T log n¯T − 2n¯2T log(1 + n¯T) − n¯T log(1 + n¯T)
]
(49)
= − 2
n¯T
[
2n¯T log
(
n¯T
1 + n¯T
)
− log(1 + n¯T)
]
. (50)
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The second term in (45) can be written in the Fock state basis as
2
n¯T
(
ρˆn¯T
)
log ρˆn¯T =
2
n¯T
[ ∞∑
k=0
τk log τk |k〉 〈k |
]
(51)
=
2
n¯T
[
log n¯T
∞∑
k=0
kτk |k〉 〈k | − log(1 + n¯T)
∞∑
l=0
(l + 1)τl |l〉 〈l |
]
. (52)
Taking the trace and evaluating the sums yields
Tr
[
2
n¯T
(
ρˆn¯T
)
log ρˆn¯T
]
=
2
n¯T
[n¯T log n¯T − n¯T log(1 + n¯T) − log(1 + n¯T)] (53)
=
2
n¯T
[
n¯T log
(
n¯T
1 + n¯T
)
− log(1 + n¯T)
]
. (54)
Summing (50) and (54) yields d
2S( ˆ¯ρB)
du2

u=0
= 2 log
(
1 + 1n¯T
)
. Thus, the first non-zero term in the
Taylor series expansion of the Holevo information is
1
2!
d2χ
({pq(y), ρˆBT(y)})
du2

u=0
= log
(
1 +
1
n¯T
)
. (55)
3. Holevo information variance for quadrature phase shift keying
Now we derive the Taylor series expansion of Holevo information variance defined in (12)
for QPSK at the displacement term u = 0. The first two derivatives of
[
D(ρˆBT(y)| | ˆ¯ρB)
]2 are: :
d
(
D(ρˆBT(y)| | ˆ¯ρB)
)2
du
= 2
dD(ρˆBT(y)| | ˆ¯ρB)
du
D(ρˆBT(y)| | ˆ¯ρB), (56)
d2
(
D(ρˆBT(y)| | ˆ¯ρB)
)2
du2
= 2
d2D(ρˆBT(y)| | ˆ¯ρB)
du2
D(ρˆBT(y)| | ˆ¯ρB) + 2
(
dD(ρˆBT(y)| | ˆ¯ρB)
du
)2
. (57)
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Since
d(D(ρˆBT (y)| | ˆ¯ρB))2
du

u=0
=
d2(D(ρˆBT (y)| | ˆ¯ρB))2
du2

u=0
= 0,
[
D(ρˆBT(y)| | ˆ¯ρB)
]2 contributes nothing to the
first two terms of the Taylor series. The first two derivatives of
[
χ
({pq(y), ρˆBT(y)}) ]2 are:
d
[
χ
({pq(y), ρˆBT(y)}) ]2
du
=2
dχ
({pq(y), ρˆBT(y)})
du
χ
(
{pq(y), ρˆBT(y)}
)
, (58)
d2
[
χ
({pq(y), ρˆBT(y)}) ]2
du2
=2
d2χ
({pq(y), ρˆBT(y)})
du2
χ
(
{pq(y), ρˆBT(y)}
)
+ 2
(
dχ
({pq(y), ρˆBT(y)})
du
)2
. (59)
Note that
d[χ({pq(y),ρˆBT (y)})]2
du

u=0
=
d2[χ({pq(y),ρˆBT (y)})]2
du2

u=0
= 0. Thus,
[
χ
({pq(y), ρˆBT(y)}) ]2 does
not contribute to the first two terms of the Taylor series. Next, we evaluate the derivatives
of V(ρˆBT(y)| | ˆ¯ρB). Let Rˆ = log ρˆBT(y) − log ˆ¯ρB − D(ρˆBT(y)| | ˆ¯ρB) be the term inside the square in
V(ρˆBT(y)| | ˆ¯ρB). Note that Rˆ

u=0 = 0. The derivative of V(ρˆBT(y)| | ˆ¯ρB) with respect to u is:
dV(ρˆBT(y)| | ˆ¯ρB)
du
=Tr
[
ρˆBT(y)
[
Rˆ
dRˆ
du
+
dRˆ
du
Rˆ
]
+
dρˆBT(y)
du
Rˆ2
]
. (60)
Setting u = 0, dV(ρˆ
B
T (y)| | ˆ¯ρB)
du

u=0
= 0, since Rˆ

u=0 = 0. The second derivative with respect to u is:
d2V(ρˆBT(y)| | ˆ¯ρB)
du2
=Tr
[
ρˆBT(y)
[
2
(
dRˆ
du
)2
+ Rˆ
d2Rˆ
du2
+
d2Rˆ
du2
Rˆ
]
(61)
+2
dρˆBT(y)
du
[
Rˆ
dRˆ
du
+
dRˆ
du
Rˆ
]
+
d2 ρˆBT(y)
du2
Rˆ2
]
. (62)
Setting u = 0,
d2V(ρˆBT(y)| | ˆ¯ρB)
du2
|u=0 =Tr
[
2ρˆBT(y)
(
dRˆ
du

u=0
)2]
. (63)
Using Lemma 5, we find that the derivative of Rˆ with respect to u is
dRˆ
du
=
1
ln 2
∫ 1
0
dsσˆ−1x (s)
dρˆBT(y)
du
σˆ−1x (s) −
1
ln 2
∫ 1
0
dsσˆ−11 (s)
d ˆ¯ρB
du
σˆ−11 (s) −
dD(ρˆBT(y)| | ˆ¯ρB)
du
. (64)
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Setting u = 0,
dRˆ
du

u=0
=
1
ln 2
∫ 1
0
dsσˆ−10 (s)
dρˆBT(y)
du

u=0
σˆ−10 (s), (65)
since d
ˆ¯ρB
du

u=0
= 0 and dD(ρˆ
B
T (y)| | ˆ¯ρB)
du

u=0
= 0. Substituting this term into (63) and expanding yields
d2V(ρˆBT(y)| | ˆ¯ρB)
du2

u=0
(66)
= Tr
[
2ρˆn¯T
1
(ln 2)2
∫ 1
0
dsσˆ−10 (s)
dρˆBT(y)
du

u=0
σˆ−10 (s)
∫ 1
0
dsσˆ−10 (s)
dρˆBT(y)
du

u=0
σˆ−10 (s)
]
.
(67)
Summing over Q yields:∑
y∈Q
d2V(ρˆBT(y)| | ˆ¯ρB)
du2

u=0
= 8
ρˆn¯T
n¯2T(ln 2)2
∫ 1
0
dsσˆ−10 (s)ρˆn¯T aˆ†σˆ−10 (s)
∫ 1
0
dsσˆ−10 (s)aˆ ρˆn¯Tσˆ−10 (s)
+ 8
ρˆn¯T
n¯2T(ln 2)2
∫ 1
0
dsσˆ−10 (s)aˆ ρˆn¯Tσˆ−10 (s)
∫ 1
0
dsσˆ−10 (s)ρˆn¯T aˆ†σˆ−10 (s). (68)
Since
∫ 1
0 ds(sq + (1 − s))−1(sr + (1 − s))−1 =
ln( qr )
q−r for q, r > 0 and q , r ,∫ 1
0
dsσˆ−10 (s)ρˆn¯T aˆ†σˆ−10 (s) =
∫ 1
0
ds
∞∑
k=0
τk
√
k |k〉 〈k − 1|
(sτk + (1 − s))(sτk−1 + (1 − s)) (69)
= n¯T ln
(
1 +
1
n¯T
) ∞∑
k=0
√
k |k〉 〈k − 1| , (70)∫ 1
0
dsσˆ−10 (s)aˆ ρˆn¯Tσˆ−10 (s) =
∫ 1
0
ds
∞∑
k=0
τk
√
k |k − 1〉 〈k |
(sτk−1 + (1 − s))(sτk + (1 − s)) (71)
= n¯T ln
(
1 +
1
n¯T
) ∞∑
k=0
√
k |k − 1〉 〈k | . (72)
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Using (70) and (72), we find the first term of (68) as:
8
ρˆn¯T
n¯2T(ln 2)2
∫ 1
0
dsσˆ−10 (s)ρˆn¯T aˆ†σˆ−10 (s)
∫ 1
0
dsσˆ−10 (s)aˆ ρˆn¯Tσˆ−10 (s)
=
8
(ln 2)2
(
ln
(
1 +
1
n¯T
))2 ∞∑
l=0
τl |l〉 〈l |
∞∑
k=0
√
k |k〉 〈k − 1|
∞∑
m=0
√
m |m − 1〉 〈m| (73)
=
8
(ln 2)2
(
ln
(
1 +
1
n¯T
))2 ∞∑
k=0
kτk |k〉 〈k | (74)
=
8
(ln 2)2 n¯T
(
ln
(
1 +
1
n¯T
))2
. (75)
Similarly, the second term of (68) is:
8
ρˆn¯T
n¯2T(ln 2)2
∫ 1
0
dsσˆ−10 (s)aˆ ρˆn¯Tσˆ−10 (s)
∫ 1
0
dsσˆ−10 (s)ρˆn¯T aˆ†σˆ−10 (s)
=
8
(ln 2)2 (1 + n¯T)
(
ln
(
1 +
1
n¯T
))2
. (76)
Thus, ∑
y∈Q
d2V(ρˆBT(y)| | ˆ¯ρB)
du2

u=0
= 8(1 + 2n¯T)
(
log
(
1 +
1
n¯T
))2
.
Normalizing by pq(y) yields the first non-zero term in the Taylor series of (12):
1
2!
d2Vχ({pq(y), ρˆBT(y)})
du

u=0
= (1 + 2n¯T)
(
log
(
1 +
1
n¯T
))2
. (77)
APPENDIX B
QUANTUM RELATIVE ENTROPY VARIANCE FOR GAUSSIAN MODULATION
1. Preliminaries
Here we employ the symplectic formalism to derive the quantum relative entropy variance for
Gaussian and TMSV-based modulation schemes and analyze its asymptotic behavior for small
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n¯S. The quantum relative entropy variance V(ρˆ‖σˆ) between quantum Gaussian states ρˆ, σˆ with
respective first moments ®µρ, ®µσ and covariance matrices Σρ, Σσ is [41]:
V(ρˆ‖σˆ) = 1
2
Tr
[
∆Σρ∆Σρ
]
+
1
8
Tr [∆Ω∆Ω] + ®δTGσΣρGσ ®δ, (78)
where ∆ is the difference of the Gibbs matrices ∆ = Gρ − Gσ, ®δ = ®µρ − ®µσ, and Ω =
0n×n In×n
−In×n 0n×n
 is the symplectic matrix in the qqpp representation (n is the number of modes,
In×n is the n × n identity matrix, and 0n×n is an n × n zero matrix). A Gibbs matrix relates
to its corresponding covariance matrix (CM) by Gρ = −2ΩSρ
[
arccoth
(
2Dρ
) ]⊕2 STρΩ, where Sρ
are the symplectic eigenvectors of Σρ, Dρ = diag (λ1, . . . , λn, λ1, . . . , λn) with λi the symplectic
eigenvalues. Note that arccoth = 12 ln
(
x+1
x−1
)
, x ∈ (−∞,−1) ∪ (1,+∞). Thus, we use the natural
logarithm in this appendix. Division by (ln 2)2 converts the result to base-2.
We note that a phase shift does not play any role in calculating the quantum relative entropy
variance when σˆ is a thermal product state and the rotation is applied in one of the modes of ρˆ.
Taking into account the correspondence of the phase shift to an orthogonal symplectic matrix
Sφ, the property of symplectic matrices STφΩSφ = Ω, and the cyclic permutation property of
trace, one can see that (78) remains the same if we used Σρ or Σρ(φ) = SφΣρSTφ .
We remind the reader that a matrix S is symplectic if it is real and satisfies SΩST = STΩS = Ω.
The symplectic eigenvalues λi of any quantum-mechanical system’s CM are λi ≥ 1/2.
2. Quantum relative entropy variance without entanglement assistance
Consider the ensemble of Gaussian single-mode thermal states { ρˆE (®y)}, ®y ∈ R2, with CM
Σth =
(
n¯B + 12
)
I2×2, and first moments ®d = W ®y + ®ν, where n¯B is the mean number of thermal
photons, W is a 2×2 matrix, and ®y, ®ν are 2-dimensional vectors. The prior classical distribution
p®Y (®y) of this ensemble is Gaussian with the first moments ®µ and the CM Σ = n¯SI2×2:
p®Y (®y) =
exp
(
−12 (®y − ®µ)TΣ−1(®y − ®µ)
)
2pi
√
det Σ
. (79)
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The expression for the quantum relative entropy variance V
(
{p®Y (®y), ρˆE (®y)}
)
of the ensemble
{p®Y (®y), ρˆE (®y)} has been derived in [42, Def. 1, Prop. 2],
V
(
{p®Y (®y), ρˆE (®y)}
)
=
1
2
Tr
[(∆Σth)2] + 18 Tr [(∆ω)2]
+
1
2
Tr
[
WΣWTGEΣthGE
]
+
1
2
Tr
[(
WΣWTGE
)2]
(80)
where, ω =

0 1
−1 0
 , G = −2ω arccoth(2Σth)ω, ΣE = Σth+2WΣWT , GE = −2ω arccoth (2ΣE )ω,
∆ = GE − G. For W = I2×2 (and ®ν = 0), i.e., we assume that the first moments of the Gaussian
states are equal to the random vector ®y:
V
(
{p®Y (®y), ρˆE (®y)}
)
= n¯B(n¯B + 1)
(
ln
n¯B + 1
n¯B
)2
− 2n¯B(n¯B + 1) ln
(
n¯B + 1
n¯B
)
ln
(
n¯B + n¯S + 1
n¯B + n¯S
)
+ n¯B(n¯B + 1)
(
ln
n¯B + n¯S + 1
n¯B + n¯S
)2
+
(
n¯B +
1
2
)
n¯S
(
ln
n¯B + n¯S + 1
n¯B + n¯S
)2
+ n¯2S
(
ln
n¯B + n¯S + 1
n¯B + n¯S
)2
. (81)
The Taylor series expansion of (81) at n¯S = 0 yields:
V
(
{p®Y (®y), ρˆE (®y)}
)
=
(
n¯B +
1
2
) (
ln
n¯B + 1
n¯B
)2
n¯S + O(n¯2S) (82)
3. Quantum relative entropy variance with entanglement assistance
Here, the upper mode of a TMSV state gets phase modulated (which we need not consider
per the discussion in App. B-1) and sent through a bosonic channel of transitivity η and mean
thermal photon number n¯B. The lower mode does not change. The mean photon number per
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mode of the TMSV is n¯S. The two-mode output state ρˆ is not displaced (no displacements are
involved in the TMSV nor the evolution of the state) and its CM is:
Σρ =

w11 w12 0 0
w12 w22 0 0
0 0 w11 −w12
0 0 −w12 w22

, (83)
where
w11 =
(
n¯B +
1
2
)
(1 − η) +
(
n¯S +
1
2
)
η, (84)
w12 =
√
ηn¯S(n¯S + 1), (85)
w22 = n¯S +
1
2
. (86)
The CM (83) is determined from the CM of the TMSV,
ΣTMSV =

n¯S + 12
√
n¯S(n¯S + 1) 0 0√
n¯S(n¯S + 1) n¯S + 12 0 0
0 0 n¯S + 12 −
√
n¯S(n¯S + 1)
0 0 −√n¯S(n¯S + 1) n¯S + 12

, (87)
by applying XΣTMSVXT + Y = Σρ, where the matrices X,Y describe the thermal loss channel
which is applied to the upper mode of the TMSV,
X = diag
(√
η, 1,
√
η, 1
)
, (88)
Y = diag
(
(1 − η)
(
n¯B +
1
2
)
, 0, (1 − η)
(
n¯B +
1
2
)
, 0
)
. (89)
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We seek the expression for the quantum relative entropy variance V(ρˆ‖σˆ), where ρˆ is a non-
displaced Gaussian state with the CM in (83) and σˆ is the product of two non-displaced thermal
states with ρˆ’s CM from (83) where all correlations (off-diagonal elements) are set to zero:
Σσ =

w11 0 0 0
0 w22 0 0
0 0 w11 0
0 0 0 w22

. (90)
To this end we need the symplectic spectrum of Σρ and Σσ, that is, the symplectic matrices
Sρ, Sσ and the diagonal matrices Dρ, Dσ, such that Σρ,σ = Sρ,σ
(
Dρ,σ ⊕ Dρ,σ
)
STρ,σ. The CM
Σσ is already in the symplectic diagonal form, with Sσ = I and the symplectic eigenvalues
w11,w22 ≥ 1/2. For Σρ, the symplectic eigenvalues are:
λ1 =
1
2
(√
(w11 + w22)2 − 4w212 + (w11 − w22)
)
, (91)
λ2 =
1
2
(√
(w11 + w22)2 − 4w212 − (w11 − w22)
)
(92)
and the symplectic eigenvectors (organized into a symplectic matrix),
Sρ =

s+ s− 0 0
−s− −s+ 0 0
0 0 s+ −s−
0 0 s− −s+

, (93)
where,
s± =
1
2
(
w ± 1
w
)
, (94)
w =
√
w11 − 2w12 + w22
4
√
(w11 + w22)2 − 4w212
. (95)
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Using (91), (92), (94), and (95), one can verify that Dρ = diag (λ1, λ2, λ1, λ2) is the symplectic
diagonal form of Σρ: since SρΩSTρ = S
T
ρΩSρ = Ω, Sρ is symplectic, and SρDρS
T
ρ = Σρ.
We are now ready to apply (78) and find the quantum relative entropy variance: ,
V(ρˆ‖σˆ) =
9∑
i=1
ri, (96)
where,
r1 =
(
4w211 − 1
)
arccoth2(2w11) (97)
r2 =
(
4w222 − 1
)
arccoth2(2w22) (98)
r3 =
(
2w211 + 2(w11 − w22)
√
(w11 + w22)2 − 4w212 − 4w212 + 2w222 − 1
)
arccoth2(2λ1) (99)
r4 =
(
2w211 − 2(w11 − w22)
√
(w11 + w22)2 − 4w212 − 4w212 + 2w222 − 1
)
arccoth2(2λ2) (100)
r5 = 8w212 arccoth(2w11) arccoth(2w22) (101)
r6 = A(w11,w12,w22) arccoth(2w11) arccoth(2λ1) (102)
r7 =
(
A(w11,w12,w22) − 2 + 8w211 − 8w212
)
arccoth(2w11) arccoth(2λ2) (103)
r8 =
(
A(w22,w12,w11) − 2 + 8w222 − 8w212
)
arccoth(2w22) arccoth(2λ1) (104)
r9 = A(w22,w12,w11) arccoth(2w22) arccoth(2λ2), (105)
with,
A(w11,w12,w22) = 1 − 4(w211 − w212) +
w11 + w22 − 4w11(w211 − 3w212) − 4w22(w211 + w212)√
(w11 + w22)2 − 4w212
(106)
and A(w22,w12,w11) given by (106) with swapped w11 and w22.
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Using (84)-(86), and (97)-(105) we find that limn¯S→0 V(ρˆ‖σˆ) = 0 as expected (the quantum
relative entropy between two identical states is always zero). By inspection, the leading terms
of V(ρˆ‖σˆ) scale as n¯S(ln n¯S)2. Expansion of V(ρˆ‖σˆ) around n¯S = 0 yields:
V(ρˆ‖σˆ) = n¯S(ln n¯S)2 + η(1 − η)n¯B + 1 n¯S
(
ln
(1 − η)n¯B + 1
(1 − η)n¯B
)2
− 2η(1 − η)n¯B + 1 (ln n¯S) ln
((1 − η)n¯B + 1) n¯S
(1 − η)n¯B
− 2(1 − η)(n¯B + 1)(1 − η)n¯B + 1 n¯S (ln n¯S) ln
(1 − η)(n¯B + 1)n¯S
(1 − η)n¯B + 1
+
(1 − η)(n¯B + 1)
(1 − η)n¯B + 1 n¯S
(
ln
(1 − η)(n¯B + 1)n¯S
(1 − η)n¯B + 1
)2
+ O
(
(n¯S ln n¯S)2
)
. (107)
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