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Introduction I started my PhD with in Marc Robinson‐Rechavi’s lab in September 2006. During those four years, my work was focused on the two major aspects of bioinformatics. The first one  is methodological  and  is  illustrated  by  the  development  of  tools  and  frameworks allowing  the management of complex biological data. The second aspect  is oriented  to biology,  and more precisely  evolutionary biology.  I made use of  these  tools  and other data  analysis  methods  to  answer  questions  on  the  evolution  of  gene  expression  in vertebrates.                   
 
Most of the original contributions presented in this thesis are, or intend to be, the object of 
refereed publications  in  journals or conferences. When I am not  first author of the study, 




Comparing different species can help the study of the evolution of organisms. It can also be  useful  for  the  study  of  species  on  which  it  is  hard  or  impossible  to  experiment directly  (typically  human).  Finally,  multi‐species  comparisons  are  widely  used  to improve  signal  in  genomics  studies:  transcription  factor  binding  sites  enhancing  gene expression are more likely to be present in conserved regions of the genome, that can be uncovered using multiple alignments (see for example [1]).  During my  PhD,  partly  funded  by  the  Swiss  Institute  of  Bioinformatics  (SIB)1,  I  have been implicated in the development of the database Bgee (dataBase for Gene Expression Evolution),  designed  for  the  comparison  of  the  transcriptome  of  different  species. Studying  the  evolution  of  gene  expression  is  important  because  it  is  underlying  the evolution  of  phenotype.  The  evo‐devo  community  is  for  example  interested  in understanding  how  changes  in  gene  expression  can  affect  morphology  [2].  The conservation of  gene  expression  in  several  species  is  also  likely  to  reflect  functionally relevant constraints acting on organisms. We  want  to  allow  users  to  perform  analyses  on  a  high‐throughput  scale,  with automatically  computed  results.  This  task  is  challenging,  as  it  requires  a  complex integration of data. Bgee is available at: http://bgee.unil.ch/. 
State of the art An  overview  of  the  literature  reveals  two major  types  of  studies  comparing multiple species  transcriptomes.  A  first  one  uses  small‐scale  datasets  to  perform  in‐depth analysis of restricted systems (e.g.  [3,4]). No standard  format  is used to store the data coming from such studies, and their integration seems problematic. Another  type  of  studies  used  higher  scale  datasets  (tens  to  hundreds  of  tissues)  in closely  related species,  such as human and mouse. Notably,  a dataset generated by Su and  colleagues  [5],  composed  of  microarray  data  for  79  tissues  in  human  and  61  in 
                                                        1  The  major  aim  of  the  SIB  is  to  provide  services  and  resources  to  the  scientific community (e.g. Swissprot and StringDB). 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mouse  (http://biogps.gnf.org/),  is widely  used  in  comparative  studies  (the  article  has been cited more than 1000 times). A comparison of two mammals is rather easy due to the limited morphological divergence of most anatomical structures. It is not so easy to compare more distant species on such a scale, when important evolutionary transitions led to big morphological changes. Finally most studies make the approximation that all tissues are independent. This can be problematic when some tissues of the dataset are substructures of other tissues (for example hypothalamus and whole brain). Several  databases  have  emerged  at  the  same  time  as  Bgee,  trying  to  address  similar problems.  4DXpress  (http://4dx.embl.de/4DXpress/)  focuses  on  in  situ  hybridization data,  including  mouse,  zebrafish,  medaka  and  fly.  However  the  direct  comparison between  anatomical  structures  of  different  species  is  not  implemented  and  the  data have  not  been  updated  for  the  last  two  years.  Compare  (http://compare.ibdml.univ‐mrs.fr/)  exhibits  similar  functionalities  to  4DXpress,  but mainly  redirects  to  different species‐specific  databases.  Finally  BodyMap  (http://bodymap.jp/)  allows  the comparison  of  expression  between  multiple  species,  but  only  based  on  EST  data.  All tissues are mapped onto the human as a reference, limiting the possible investigations, and criteria for mapping are unclear. This overview shows that there is a lack of resources addressing the problem of large‐scale comparison of transcriptomes. Bgee aims to fill this gap. 
Presentation of Bgee An  article  describing  Bgee  was  accepted  for  the  conference  “Data  Integration  in  Life Sciences” (DILS) and published in June 2008 [6]. It  is included in chapter 1. My part of the work is described in the sections 3 and 4 of the article. Below are discussed more in detail some specific aspects linked to my work. 




Figure 1: Part of the ontology describing the anatomy of mouse embryo [13].  The number of  ontologies  available  for  the  community  increases,  but  at  a  rather  slow rate. The most recent ones  include Xenopus tropicalis  [14] and a common ontology  for Teleost  fishes  [15];  an  ontology  describing  Platynereis  anatomy  is  in  development. Ideally an anatomical and developmental ontology should be available  for each animal species  with  a  sequenced  genome.  The  rapid  rise  of  new  sequenced  model  animal species  (e.g. Nasonia,  amphioxus,  cichlid  fishes  [16]) will  hopefully  incite  such  efforts, but  this  is  currently  the major  limiting  factor  for  the  integration  of  new  species  into Bgee. To encourage such developments, the OBO foundry (Open Biomedical Ontologies)[17], a website gathering all biomedical ontologies, provides guidelines and principles  for  the creation  of  new  ontologies.  The  consortium  CARO  (Common  Reference  Anatomical Ontology)[18] recently developed an ontology providing the basis for the development of  new  anatomical  ontologies,  with  the  aim  that  the  resulting  ontologies  will  be comparable  and  interoperable.  Another  approach  is  the  development  of  a  common 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ontology  for  closely  related  species,  such  as  teleost  fishes  for  example,  when morphologies are very similar. 
Data integration pipeline When developing the pipeline for the integration of data into Bgee, the emphasis was on making it robust and adaptable. This is essential for the durability of the database. The field of biology is famous for the low persistence of resources available on internet [19], mainly due to the short term vision when developing them. Unlike in other fields, project specifications are rarely determined implementation begins. As a result, many databases are no longer updated and the exchange file formats or APIs (Application Programming Interface) are often modified. For  these reasons,  I  tried  to base our data extraction on reference databases (Ensembl [20], ZFIN [21], MGD [22], ArrayExpress [23]), which are more likely to have a long term view and guarantee regular updates. The code is easily adaptable when for example a new species is integrated. Updates  are  regularly  made  on  Bgee,  aiming  at  following  the  rhythm  of  Ensembl releases.  This  required  an optimization of  the  running  time of  the pipeline.  Especially the insertion of probesets data for all Affymetrix chips analyzed into Bgee was optimized compared  to  an  insertion  using  classical  modules  such  as  the  Perl  DBI.  Without  this optimization, this step alone would scale up to several weeks, considering the amount of data now available (more than a hundred million probesets inserted into Bgee in release 7). I  also  paid  special  attention  to  the  transmission  of  the  project  within  the  lab,  with  a comprehensive  commenting  of  the  pipeline  code  and  a  ‘wiki’  documentation  (see appendix 1). For the latest update of Bgee (release 7), the pipeline was run jointly with Sébastien  Moretti,  bioinformatic  programmer  in  the  lab,  who  will  be  in  charge  of running it in the future. 
Data curation I  am  in  charge  of  supervising  data  curation  for  Bgee  with  Frédéric  Bastian  (main developer of the Bgee application and database). An important effort was first put into the  annotation  of  expression  data.  This  mainly  consists  in  annotating  Affymetrix microarray experiments present in ArrayExpress [23] for zebrafish, fruit fly, mouse and human,  to  keep  only microarray  chips  performed  on  untreated wild‐type  and  healthy 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new experiments, even small ones, still adds data for gene expression in new conditions.  Of  note  our  dataset  made  only  of  ‘normal’  conditions  is  of  great  interest  for  the community: we are notably in contact with the coordinators of ArrayExpress, who want to integrate this information in their database. 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Improvements Since  the  article  was  published,  some  new  features  were  added  to  Bgee.  They  are discussed below. 
Microarray normalization Most  of  the  recent  experiments  that  are  deposited  on ArrayExpress  now provide  raw data  and  we  can  renormalize  them.  Affymetrix  microarrays  are  now  routinely renormalized  by  the  package  gcRMA  [24]  of  Bioconductor  [25], which  corrects  probe signal for non‐specific binding and probe sequence affinity. It can be debated whether it is possible to make sense of present/absent summaries for gene expression with microarrays. We provide such summaries  in Bgee because many experimental biologists do not consider gene expression as a continuum in practice, but rather  as  an  ON/OFF  pattern.  This  is  supported  by  the  observed  bimodality  of  the intensity signal on many microarray experiments (see the bioconductor mailing list for example http://search.gmane.org/?query=bimodality&group=gmane.science.biology.informatics.conductor).  This  observation  can  be  made  also  with  data  from  RNA‐seq  (Sarah Teichmann,  personnal  communication),  or  fluorescence  in  situ  hybridization  (FISH) capable of detecting single mRNA molecules [26]. The method we use to detect presence or  absence  of  expression  was  developed  by  Schuster  et  al.  [27]  and  was  shown  to perform better than MAS5. 
In situ hybridizations 
In situ hybridizations are widely used in developmental biology and evo‐devo. They are precise and high‐quality reports of the expression pattern of a given gene, at the level of fine  anatomical  structures.  They  do  not  require  dissection  of  tissues,  contrary  to microarrays. Several large‐scale screens are currently ongoing in different organisms: the Thisse lab for  zebrafish  [28],  Eurexpress  for  mouse  embryos  (http://www.eurexpress.org/ee/), Berkeley Drosophila Genome Project for early development of Drosophila [29]. We  retrieve  results  from  in  situ  hybridizations  directly  from  the  model  organism databases  (ZFIN  [21],  GXD  [30],  BDGP  [29]).  XenBase  [31]  recently  implemented  the management of in situ expression data for xenopus, and was added in the last release of 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Bgee. The annotation of expression patterns from images on the anatomical ontologies is done directly by the curators of these databases. Of note,  the original development of anatomical ontologies was most often dictated by the use of high‐precision annotations for in situ hybridization studies. 
Over­expression It is of interest to extract “biologically pertinent” gene expression from microarray data, which might  be more  similar  to  the  signal  reported  by  in  situ  hybridizations.  Besides present/absent  information  for  a  gene,  it  is  interesting  to  have  an  idea  about  its specificity  of  expression.  If  a  gene  is  expressed  at  a  basal  level  in  the  body,  but more highly expressed in a specific structure, it is probably relevant to focus on that structure. Experimentalists achieve this for in situ hybridizations by adapting manually the time of color development to get a good signal/noise ratio. The fixation step is done when the background noise – non‐relevant expression – starts to increase. For  microarray  data,  this  step  cannot  be  done  manually  and  a  statistical  analysis  is needed to identify differential expression. I developed this framework with the help of Barbara  Piasecka,  PhD  student  in  our  lab.  We  use  an  ANOVA  and  the  bioconductor package Limma [32,33], that implements a bayesian estimator of variance for expression values  of  probesets  on  the  microarray.  This  is  useful  since  microarray  experiments usually contain few replicates, and since the variance of probesets depends strongly on the level of signal. We  kept  for  this  analysis  the  experiments  annotated  in  Bgee  for  which  at  least  3 “conditions”  were  studied  on  the  same  platform  (type  of  array),  and  replicates  were present for all conditions. A condition represents an organ at a developmental stage. For example adult brain and adult heart are two different conditions, as are embryonic brain and adult brain. We next implemented a “multiple comparison to the mean” procedure (MCM) to identify the  genes  over‐expressed  in  specific  conditions.  Each  condition  is  contrasted  to  the global  mean.  Thus  the  contrasts  performed  are  not  independent  (n­1  independent contrasts can be performed for n conditions). To get rid of this problem, it is possible to compute simultaneous confidence intervals for these tests, using multivariate statistics (package  multcomp  in  R).  The  downside  of  this  approach  is  a  greatly  increased computational  time.  After  discussions  with  Misha  Kapushesky,  who  performs  such 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analyses  for  the  ArrayExpress  Atlas  (re‐analyses  of  high  quality  datasets  of ArrayExpress;  http://www.ebi.ac.uk/gxa/),  we  decided  to  keep  the  simple  non‐independent  procedure  because  the  results  were  globally  not  affected.  It  is  anyway difficult  to  get  rid of non‐independence problems with  expression data:  neither  genes nor tissues nor developmental stages are truly independent in one organism. Figure 3 shows an example of such an analysis for the TMEM130 gene of a microarray experiment ([5]; 49 conditions analyzed). This protein is known to be part of the Golgi apparatus  membrane,  but  its  function  is  yet  unknown  (see http://www.uniprot.org/uniprot/Q6NXM3).  The  Bgee  expression  page  is  not  very informative,  with  a  total  of  91  anatomical  structures  where  the  gene  is  expressed (http://bgee.unil.ch/bgee/bgee?page=gene&action=summary&gene_id=ENSMUSG00000043388). The over‐expression analysis however  isolates 14 anatomical structures for this gene, 13 of them being substructures of the nervous system (the only non‐nervous expression  is  in adult  testes). This  information  is  likely  to be helpful  in understanding the function of this protein. 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Figure  3:  Expression  profile  of  the  probeset  gnf1h08859_at  from  the  Su  et  al.  dataset  [5].  Dots 
represent expression measurements; black lines connect mean expression values for each condition; 
red dashed line is the mean value of expression for the probeset across all conditions analyzed; red 
stars mark conditions where significant over­expression is detected.  The  visualization  of  differential  expression  data  on  the website  of  Bgee  has  yet  to  be implemented. They are currently only available in the MySQL database, or downloadable in  flat  files  (http://bgee.unil.ch/bgee/bgee?page=download).  For  release  7  of  Bgee, differential  analyses  were  performed  on  89  experiments  and  4272  microarray  chips (36% of Bgee microarray data). 
Non expression It is currently possible to know whether a gene is expressed using Bgee. It is less clear however what can be said from the absence of expression data in Bgee. It can either be 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due to a lack of data for the gene at a given organ or stage, or the gene may be truly not expressed  (assuming  that  this  has  a  biological meaning). We  now  explicitly  store  this information  for  microarrays  (our  analysis  tells  us  if  a  given  gene  is  above  the background  level  on  the  chip  or  not),  and  for  in  situ  hybridization  data  when  it  is reported by the curator – unfortunately this is rare. 
miRNAs The pipeline of Bgee is based on Ensembl, which includes miRNA genes, but with very little descriptive information. This is in part because the mapping between Ensembl and species‐specific  databases  is  not  complete.  This  blocks  the  automatic  integration  of expression data into Bgee for these genes (when retrieving in situ hybridization data for example). The phylogenies of miRNA genes are also not available  in Ensembl, because these genes are too short to pass filters of automated pipelines of most databases. The  integration of miRNAs  into Bgee was  carried out by Mar Gonzàlez‐Porta during a summer  internship  that  I  supervised.  MiRNA  families  were  extracted  from  miRBase [34],  a  specialized  resource.  A  patch  for  cross‐links  allows  the  automatic  retrieval  of expression  data  from  species‐specific  databases.  A  dataset  of  cloning  profiles  from smirnaDB [35] was also integrated for human, mouse, zebrafish and fly. 
Contact with the community and users  It  is  important  when  developing  a  database  to  advertise  it  to  potential  users.  We developed a brochure presenting Bgee, its interface and which questions it can address. The  brochure  is  shown  in  appendix  2.  Interactions  with  users  are  done  through  a mailing list: bgee@isb‐sib.ch. We  also maintain  regular  contact  with  the  bioinformatics  community  (ZFIN,  Uniprot, neXtProt, ArrayExpress, 4DXpress, OBO foundry). 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Use of homology and related concepts into Bgee 
Among future improvements planned for the database Bgee, a major concerns is the use of more diverse concepts related to homology to compare anatomical structures. In the current  release  (release  7),  Bgee  allows  the  comparison  of  gene  expression  only between structures that derive from the same structure in the last common ancestor of the  species  considered.  These  structures  are  called  ‘historical  homologs’.  Historical homology  is  the  most  widespread  definition  for  homology,  and  probably  the  best defined,  but  it  is  only  a working  definition.  It  does  not  accommodate  all  examples  of recognized  homology,  and  thus  other  definitions  are  needed  [36].  This  could  be anecdotal,  but  it  appears  that  some  entire  research  fields,  such  as  evo‐devo,  tend  to favor alternative working definitions, because they fit better their  interests [36,37]. As this  community  is  a  target  for  Bgee  usage,  it  is  important  to  develop  a  framework allowing the integration of different views of homology into Bgee.   Another  lack  of  functionality  of  Bgee  concerning  anatomical  structures  comparisons appeared  with  the  release  6  of  the  database  (September  2009).  In  this  release  we integrated a new species: Drosophila melanogaster, as representative of arthropods and more  broadly  protostomes.  In  addition  to  its  role  as  a  major  model  organism,  gene expression  in  the  fruit  fly  can  be  used  as  an  outgroup  for  vertebrates.  But  a  major problem  is  that  few  structures  are  clearly  homologous  between  Drosophila  and vertebrate  species.  Demonstrations  of  homologies  at  this  level  of  divergence  require detailled  investigations, as  for example  in  the case of  the central nervous system [38]. Currently  most  of  the  hypothesized  homologies  are  still  debated  and  it  is  not  yet possible to come to a decision without in‐depth studies. For example it is not clear if the ancestor  of  bilaterians was  segmented,  or  if  segmentation  appeared  independently  in lineages  leading  to  vertebrates  and  arthropods  [39].  Finally  many  structures  are  not homologous at this taxonomic depth.  This  does  not  prevent  from  wanting  to  compare  the  expression  of  genes  in  these structures, to learn about their characteristics and history. The most famous example of such cases is probably the eye: vertebrate and arthropods eyes are not homologous even if  they  are  functionally  equivalent.  Surprisingly  transcription  factors  implied  in  the 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developmental cascade creating the eyes are conserved in both groups (including Pax6 [40]).  This  result  led  scientists  to  reconsider  the  idea  that  eyes  were  the  result  of convergent evolution: it is now thought that these structures most probably evolved in parallel, originating from photoreceptor cells in their ancestor [41]. Another example is the developmental  program of  arthropod  legs,  implying  the  transcription  factor Dll.  It was  co‐opted  for  building  numerous  anatomical  structures  [42],  including  horns  of beetles [43]. Legs and horns are neither homologous, nor analogous in the usual sense (i.e.  nobody  would  have  suggested  homology),  but  this  example  teaches  us  that  it  is interesting  to  compare  their  expression  to  outline  specific  properties  of  patterning genes.  Thus  it  is  important  to  develop  for  Bgee  the  functionalities  allowing  various  types  of comparisons: between homologous structures, including different working definitions of homology,  analogous  (or  more  precisely  ‘homoplastic’)  structures,  functionally equivalent  structures,  and  structures  involving  the  expression  of  common developmental  patterning  genes  (‘homocratic’).  A  common  denominator  to  all  these relations  is  ‘similarity’:  they all  gather  structures  that  resemble or  are  related  to  each other  sufficiently  to  warrant  a  comparison.  It  would  be  possible  to  design  Bgee  to compare all anatomical structures showing some degree of ‘similarity’. But this removes the  ability  to  choose  a  level  of  granularity,  if  for  example  the  user  if  interested  in  a specific type of homology. Regarding  this  need,  we  could  not  rely  on  previous  experiences  or  resources  in  the community.  An  overview  of  different  projects  dealing  with  homology  between anatomical  structures  shows  that  some  of  them  are  restricted  to  strict  historical homology  because  this  is  so  far  the  most  formalized  concept  (see  for  example http://www.ohio.edu/phylocode/index.html;  this  is  also  the  approach  in  the  current release  of  Bgee  [6]).  Some  others  chose  a  pragmatic  approach  and  compare  organs based on homonymy [5,44]. This may be appropriate when close species are compared (inside mammals for example), but comparisons of more distantly related species result in a mix of homology and homoplasy. Moreover similarity between homologous organ names is often not found when the structures diverged for a long time, if their function is not  conserved,  or  simply  because  of  different  naming  conventions  in  different communities (e.g. zoologists vs. medical doctors). 
 14 
Faced with  this  situation, a  first  step has been  to develop a bioinformatics  framework able to deal with the complexity of concepts related to homology. 
Why is formalizing homology interesting beyond the needs of Bgee? Homology  is an old concept, proposed by Owen  in 1843 [45]. He defined homologs as “the  same  organ  in  different  animals  under  every  variety  of  form  and  function”.  This concept survived, even though the use of vague terms such as “same” or “variety” might not fit our expectation of a specific definition. As opposed to many concepts created at the same period, homology proved to be central for evolutionary or comparative studies [46].  It  is  the  relevant  criterion  to  compare  genes  and  organs,  guaranteeing  that  the comparison makes sense in regard to evolutionary history: the properties of a structure in  one  organism  are  likely  to  be  shared  by  the  homologous  structure  in  another organism. Homologies are also helpful  to reconstruct phylogenetic history or  to detect structures  sharing  common descent.  Comparing  the modifications  that  occurred  since their  last  common  ancestor  can  help  to  explain  the  adaptive modifications  that  these structures experienced. One  can  grasp  a  feeling  of  the  centrality  of  this  concept  by  observing  how  it  is  a controversial  topic  in  the  community.  Discussions,  reviews,  re‐interpretation  and  re‐definitions  appear  recurrently  in  the  literature  when  new  discoveries  of  biology challenge our view of homology. Much  of  this  confusion  comes  from  the  fact  that we  still  do  not  know  the  underlying cause  of  homology.  Homology,  like  species,  is  an  investigative  kind  concept  [37]  (or 
family resemblance concept or cluster concept [47]). Brigandt describes “an investigative kind  [as]  a  group of  things  that  are  assumed  to belong  together because  they  share  a structural  feature or mechanism that generates the characteristic  features of  the kind” [37]: some structures are thought to be homologous due to some interesting similarities that  are  perceived  by  scientists.  However,  the  similarity  is  not  what  defines  the homology. An underlying  feature or process, yet unknown,  is presumed  to explain  the observed similarities. Thus, the scientific search for the biological basis of homology is tightly linked to empirical work.  It  appears  that  different  research  fields  favor  different  operational  definitions depending on their interests. Presently, it seems hard to find a universal definition of the concept of homology [46,48]. 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Thus  the  formalization  of  homology‐related  concepts  needed  for  the  development  of Bgee  can  also  be  useful  as  a  framework  for  future  conceptual  advance.  Given  the confusion resulting from numerous debates in the community, describing, clarifying and ordering  all  concepts  in  use,  as  well  as  the  relations  between  them,  may  be  an interesting way to go. Indeed this can provide a reference and a context for the proposal of new terms, contributing to avoid the repeated conflicts and redundancies observed so far. The current situation  is  too complicated  to enforce "the only  true meaning" of  the homology‐related concepts. This is probably because these concepts reflect directly the complexity of living organisms and their evolution [49]. With this aim, we did not  limit our framework to concepts of potential use for Bgee in the short term (those used at the morphological level). In an effort to be exhaustive, we also  included  the  numerous  concepts  used  at  other  levels  of  organization,  between genes  for  example. We  limited  our  inventory  to  all  terms with  referenced  use  in  the literature of the last decades. Gathering precise definitions otherwise dispersed among numerous  articles  and  books  may  contribute  to  lower  the  hurdle  to  a  good understanding of the concept of homology for biologists. Of note we did not consider the improper  use  of  homology  instead  of  similarity  in  molecules  [50],  as  in  reports  of percentage of homology, or micro‐homology at some positions. 
An  ontology  as  a  bioinformatics  framework  to  represent  homology­
related concepts Ontologies  provide  a  tool  to  organize  complex  related  concepts.  Orthogonality  is respected here  as  no  existing  ontology  already  covers  this  specific  field  of  knowledge [17]. We treated as synonyms the concepts which are redundant inside the field, and we drew relationships  (‘is_a’,  ‘part_of’) between  concepts which are  specific  cases of  each other. We also provided definitions and references for each described concept.  Concerning  homology,  some  conceptually  complex  situations  are  easily  represented with such an ontology. This  is  the case concerning the different working definitions of homology. It is able to reflect the multiple views on the definition of homology. The ‘historical homology’ concept is one of these definitions, stating that two structures in  two  organisms  are  homologous  if  they  derive  from  the  same  structure  in  the  last 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common ancestor [51,52]. One of the most classical examples of historical homology is probably the tetrapod limb, which is supported by a large fossil record that allowed the reconstruction  of  the  successive  evolutionary  steps  leading  to  the  present  picture [53,54].  This  definition  is  widely  used  for  taxonomic  classification  in  cladistics:  a homologous derived character shared by a group of taxa is called a synapomorphy and is a  feature characterizing a monophyletic group or clade. For example  the placenta  is the innovation that distinguishes placental mammals (Eutheria). At the molecular level this definition proved to be particularly successful, because it is possible to reconstruct the history of genes and their families: by quantifying the similarity between sequences, we  can  evaluate  their  probability  of  common  origin  versus  the  probability  of convergence. Comparing  topologies of  gene  trees with  species  topology  tells  us  if  two sequences originated after a duplication, a speciation or a horizontal gene transfer. The specific  terms  for  these  cases  are  orthology,  paralogy  and  xenology  respectively [55,56,57].  Similarly  a multiplicity of  other  sub‐concepts has been  created  to describe specific evolutionary histories of genes (e.g. ohnology, equivalogy,  interology, apparent orthology, in‐paralogy). These can be ordered under the ‘historical homology’ concept in the ontology.  However at other levels, particularly at the morphological level, the historical definition does not help  to recognize homologies  in practice. Surprisingly, we still observe  today that most of the criteria used for identifying homologies at that level have changed little since pre‐Darwinian days and Owen’s definition [37,48,58,59]. Similarity (or sameness) is at the basis of a homology statement. Looking at some structural parameters such as topology, connectivity of parts or developmental precursors is often enough to validate a homology  hypothesis.  Some  concepts  have  appeared  in  the  literature  that  detail  or incorporate  such  knowledge  into  putative  homology  statements.  For  example ‘homotopy’ describes two homologous structures that share the same or similar relative positions.  These  concepts  can  be  gathered  in  the  ontology  under  the  concept  of ‘structural  homology’  (or  ‘idealistic  homology’  [36,46]).  Of  note,  it  is  traditionally considered in the community as a working definition, while strictly speaking it should be considered as an operational criterion to discover homologies in practice. 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A  third  working  definition  addresses  another  problem  of  the  historical  homology definition: it does not fit all operational usages of the term homology. Some homologies are  recognized  that  are  not  historical  homologies.  For  example  ‘iterative  homology’ cannot  be  historical  since  it  is  a  relation  between  structures  of  the  same  organism [51,60].  Some  researchers  tend  to  preserve  the  integrity  of  the  historical  homology definition  and  thus  restrict  the  number  of  homology  assessments.  For  them  iterative homology is not a true homology. This solution, besides showing some circularity, does not  fit  some potential needs of biologists. This  is  the case  for  the  field of evolutionary developmental biology (evo‐devo), whose main questions are focused on how structures reappear  de  novo  at  each  generation  in  different  ontogenies.  A  different  operational definition,  ‘biological  homology’,  fitting  evo‐devo  usage,  was  thus  proposed  by  G. Wagner [36]. This concept is only defined at the morphological level. It is not focused on common ancestry, but rather is process‐oriented and more mechanistic. Two structures are  biological  homologs  if  they  are  established  and  individualized  similarly  through development  [36].  This  includes  repeated  parts  in  the  same  organism  (somites  for example),  as  well  as  sexually  differentiated  parts  of  individuals  of  the  same  species (testis  and  ovaries  for  example).  Together,  these  three  definitions  cover  all  legitimate uses of 'homology' in the modern literature.  It is interesting to note that the different working definitions are not disjoint, and most of the recognized homologies fulfill all of them [36,61]. Overall the cases of conflict are rather  rare,  and  standard  examples  of  homology  or  non‐homology  are  the  same  for different research fields (the tetrapod limb for example). To gather them, a common denominator  is  included in our ontology as a parent of the three different working definitions. It refers directly to some efforts in the literature to come  up  with  a  universal  definition  of  homology,  an  umbrella  or  minimal  approach including  all  cases  of  known  homologies  [62,63].  The  required  broadness  imposes  a rather  vague  definition.  We  chose  to  define  it  as  ‘inherited  similarity’,  or  similarity resulting from common evolutionary origin.  The use of  this  concept  is also  legitimate because  it  is  the one  that  can be opposed  to homoplasy (or analogy). Indeed the traditional view considers homology and homoplasy as disjoint  concepts. Of note,  ‘biological homology’  accepts a degree of ambiguity with homoplasy  [36,64],  because  it  does  not  focus  on  common  ancestry.  This  ambiguity  is 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apparent  in  cases  of  latent  homology,  a  form  of  parallelism  between  very  similar structures occurring only within some members of a  taxon and absent  in  the common ancestor:  a  lack  of  taxonomic  resolution  can  easily  lead  to  a  hypothesis  of  biological homology.  However  it  is  likely  that  in most  cases,  a  deeper  investigation  can  lighten ambiguous cases and allow to attribute them to homology or homoplasy. 
How to deal with levels of organization? Twenty years ago, the unification of the field was foreseen, with the discovery that some patterning genes could be conserved over large evolutionary distances, from insects to vertebrates  [65,66,67].  Could  homologies  result  directly  from  the  expression  of  these fundamental  genes  [68,69,70,71]? As attractive as  it  could be,  this  idea did not hold a long  time  before  counter‐examples  were  found.  For  example  true  homologies  exist between structures sharing no conservation of expression patterns of underlying genes: the proteins of the vertebrate  lens are unrelated and were co‐opted [72]. Similarly the vulva  of  different  species  of  nematodes  are  patterned  by  non‐homologous  pathways [73]. On the other hand, the conservation of expression of patterning genes alone is not sufficient to support an hypothesis of homology [37,42,59,61,68,69,74], as seen with the case of animal eyes.   Contrary to the expected clarification of what is homology, this has led to an increase in the degree of complexity of the concept. It became clear that homologies could refer to different  levels of biological organization (anatomical structures, genes, developmental processes, behavior) and that they do not translate smoothly between these levels. Good practices recommend that homology statements should be made independently at each level  or  organization  [61,68,74].  But  some  terminologies  introduced  in  the  literature show  a  mix  of  statements  at  different  organization  levels  (patterning  genes  and anatomical  structures  most  often)[41,75].  As  an  example,  in  the  case  of  insect  and vertebrate  eyes,  the  patterning  genes  are  homologous  (Eye  and  Pax6),  but  the anatomical  structures  are  not,  they  evolved  in  parallel.  It  is  recommended  to  keep separate  these  two  statements  separate. However  the  term  ‘deep homology’  has been proposed for such cases [41,76]. Instead, the term ‘homocracy’ can describe the relation between two structures that share homologous patterning genes, independently of any 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homology  assumption  [42].  Therefore  the  recommended  statement  would  be  that vertebrate and insect eyes are homocratic but not homologous.  Such  cases  are  easily  represented  in  the  ontology  by  multiple  inheritance:  deep homology is both a sub‐concept of parallelism and of homocracy.   Another level that is frequently entangled in some terminologies related to homology is function [49,68,74]. Homologous structures often have the same function, because they derive  from  the  same  structure  in  the  ancestor,  but  a  statement  of  functional equivalence  does  not  prove  anything  about  homology:  lungs  and  gills  are  used  as respiratory  organs  in  mammals  and  fish  but  are  not  homologous.  Conversely  some homologous  structures  have  evolved  different  functions:  the  swim  bladder  in  fish  is homologous  to  lung  in  mammals  ([77],  p.210).  Similarly  tetrapod  limbs  are  used  for swimming,  running,  flying,  climbing,  etc.  Still,  we  are  often  confronted with  the  term ‘functional  homology’.  For  example  the  term  isoorthology,  used  to  characterize orthologs having the same function [56], is in our ontology both a sub‐class of orthology and of functional equivalence. 
Implementation into Bgee The developed ontology paves the way to the integration of homology‐related concepts into Bgee. For his master project, Walid Gharib worked in our lab to set up the bases of this integration. A  first aspect of his work pinpointed  that  the  integration requires more  than a simple extension of the application currently used to run Bgee. Using only historical homology to  compare  organs,  we  currently  group  homologs  into  HOGs  (Homologous  Organs Groups). An idea is to create such groups for other concepts than homology. This works with  those  concepts  that  are  transitive  (e.g.  homocracy,  functional  equivalence, biological  homology).  However  some  concepts  in  the  ontology  are  not  transitive. Homoplasy  is  one  example.  If  the  legs  of  insects  are  homoplastic  compared  to  legs  of horse and mouse, this does not imply that horse and mouse legs are homoplastic. Such relationships between organs  thus have  to be reported on an  individual case basis, by creating pairwise relationships between organs, instead of grouping them.  The  algorithms  of  the  application  have  to  be  modified  to  take  this  into  account.  The retained solution involves the choice by the user of a reference species, on the basis of 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which pairwise relationships and organs groups can be displayed. The user will also be able  to  choose  a  level  of  granularity,  mirroring  hierarchical  levels  of  concepts  in  the ontology.  Choosing  ‘similarity’  (the  root  of  the  ontology)  will  display  the  totality  of annotated  relationships  in  the database, because all  concepts  in  the ontology are  sub‐cases of similarity. On the opposite, a more specific research question of  the user may for example require the choice of ‘serial homology’ (fifth level in the ontology), targeting a more restricted set of organs to query. A  final  and  important  aspect  to  make  this  resource  valuable,  is  then  to  provide exhaustive and high‐quality annotations reflecting the state of the art in the specialized literature.  The  annotation  effort  of  relationships  between  organs  of  four  vertebrate species and Drosophila  is currently ongoing, with the work of a curator, Aurélie Comte (until September 2009) then Anne Niknejad (since January 2010). I have been strongly involved  in  the  coordination  and  supervision  of  their  activity.  Their  work,  integrated into the bioinformatics framework of Bgee, provides us with a unique dataset to perform large‐scale studies of gene expression evolution. 
Conclusion To deal with homology and related concepts, our ontology presents an effort towards a solution to deal with the multiplicity and complexity of terminology in the literature, and the state of continuous debate of the field [46]. This bioinformatics resource is  lasting, evolvable and re‐usable by  the community.  It  is deposited on the central repository of Biomedical ontologies, the OBO Foundry (http://obofoundry.org/; [17]). A  letter  presenting  the  ontology  was  published  in March  2010  [78].  It  is  included  in chapter 2. 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Bgee: conclusion 
We  are  just  beginning  to  harvest  the  results  of  the  work  invested  in  Bgee.  Its functionalities  were  already  used  for  the  evolutionary  genomics  studies  described  in chapters 3, 4 and 5. As it gets mature, the evo‐devo and evolutionary genomics communities should start to realize the increased possibilities to which this tool opens the door. One goal of Bgee is to  reach  a  wide  recognition  in  the  next  few  years.  It  will  be  helped  by  future improvements to come, such as a addition of new expression data types (e.g. RNA‐seq) and optimized way of treating them, or an extension of the possibilities of comparisons of  anatomical  structures  of  different  species,  allowing  a  rigorous  handling  of  complex concepts  related  to  homology.  I  hope  that  the  expertise  accumulated  by  the development of the solid basis of Bgee is an important asset in this ambitious task. 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The  role  of  anatomy  and  development  in  the  evolution  of 
animal genomes and transcritomes 
The discovery of the structure of DNA [79] and of the genetic code [80] led to a dramatic development  of  the  field  of  molecular  biology,  with  immediate  and  profound repercussions  on  other  fields  of  biology  such  as  evolutionary  biology.  Countless examples  are  found  in  the  literature  of  successful  applications  of  molecular  tools  to study the evolution of organisms [81,82], some of them leading to paradigm shifts. Probably  one  of  the  most  striking  examples  of  such  shifts  is  the  neutral  theory  of molecular  evolution,  formulated  in  the  late  1960s  by  Kimura  [83]  and  others,  which changed  the  view  of  evolutionary  biologists  on  the  action  of  natural  selection  on genomes. While most of the mutations that reach fixation in a population were thought to do so as a result of adaptation and positive selection, Kimura’s theory states that this is mainly due  to  a  random process:  genetic drift. Nearly neutral mutations are  indeed invisible to natural selection if a critical size of reproducing individuals in the population is not reached. In more formal terms if the product of the effective population size (Ne) with the effect of the mutation (selection coefficient s) is much smaller than 1, stochastic genetic drift will overcome natural selection (see [84]). The power of natural selection will thus vary in different species, some species with large population size, as Drosophila 
melanogaster, experiencing stronger selection (in both directions, positive and negative selection)  than  others  with  small  population  size,  such  as  human,  whose  effective population  size  is  relatively  small  due  to  a  population  bottleneck  during  the  out‐of‐Africa  migration  [85,86].  The  neutral  theory  of  evolution  was  largely  validated  with more molecular  data  in  the  following  years  [87].  Today  the  last  points  of  the  debate between  neutralists  and  selectionists  are  being  tackled  by  new  experimental  and theoretical  advances  [88,89].  But  generally  it  is  now  accepted  that  non‐adaptive mechanisms can have a major impact on the evolution of biological complexity, and that many  trends  of  genomes  evolution may  not  need  adaptive  explanations  as  additional hypotheses [82,90,91,92].  One  factor  that  allowed  these  advances  is  an  exponential  increase  of  the  amount  of molecular  data  generated  –  for  example  nucleotidic  sequences.  The publication  of  the 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first  entire  genome  of  a  free‐living  organism,  Haemophilus  inﬂuenzae  in  1995  [93] opened  new  avenues  for  in­silico  analysis  and  bioinformatics  applied  to  evolutionary questions. To date, more than 1500 compete or draft genomes are assembled, including around 100 animal species (http://www.ncbi.nlm.nih.gov/genomes/static/gpstat.html). Routine use of this amount of data is made for phylogenetics and comparative genomics, with  for  example  applications  to  the  prediction  of  protein  functions  using  sequence homology.  Still,  many  questions  are  left  open  in  evolutionary  genomics.  One  of  them  is  the importance of gene duplication. Gene duplication is a common mechanism, with a rate of duplication of the same order of magnitude as the rate of mutation per nucleotide site [94]. Some massive events of duplication of all genes of a genome at the same time have also been detected. For example the vertebrate lineage experienced three rounds of such whole‐genome  duplications,  two  of  them  in  the  ancestor  of  vertebrate,  after  the  split with Cephalochordates and Tunicates [95]. A third one is specific to Teleost fishes [96]. We  still  do  not  understand  fully  why  some  genes  duplicate  more  easily  than  others. Some  debate  is  also  ongoing  on  the  consequences  of  duplication  on  phenotype  or speciation  abilities  of  the  species  that  experienced  them,  but  much  remains  largely speculative [97,98].   Another unanswered question is the role of non‐coding DNA in the genome of animal species.  In  human  for  example more  than  98%  of  the  genome  does  not  encode  for  a protein sequence. The mystery around this portion of the genome led some researchers to call it “junk” DNA [99]. It is now known to include essential functional elements, such as  non‐coding  regulatory  RNA  genes  [100]  or  cis­regulatory  elements,  as  enhancers, playing  essential  roles  in  regulation  of  gene  expression  [101].  It  has  been  found  that some  regions  of  non‐coding  DNA  can  be  even  more  conserved  in  evolution  than  the protein‐coding genes,  suggesting a very strong action of purifying selection  [102]. The large room for potential uncovered functionalities in the non‐coding genome brings new hypotheses  and  theories.  Recently  in  the  field  of  evo‐devo,  Carroll  and  colleagues claimed  that most of  the mutations  leading  to  the evolution of morphology  in animals are located in cis‐regulatory elements [2,103,104]. Due to the high level of pleiotropy of developmental patterning genes (such as homeobox domain containing genes), modular 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changes  in  cis­acting  elements  would  be  the  only  way  for  genes  to  evolve  new expression patterns. Indeed changes in the protein coding sequence of pleiotropic genes will lead to a multiplicity of effects and will be counter‐selected. This would explain why the  protein  sequence  of  most  patterning  genes  show  a  strong  conservation  (e.g.  a mammal sequence can be developmentally functional when inserted in fruit fly). Several recent  in‐depth  studies  also  support  this  theory  [105,106,107,108,109]. However  it  is difficult  to  estimate  if  such  case  studies  are  anecdotic,  or  the  first  examples  of  a widespread phenomenon [110]. Some opponents of this theory also noticed that most of the  reported  examples  are  character  losses,  which  may  not  involve  the  same evolutionary  mechanisms  as  the  (more  interesting)  character  gains  [111].  New approaches making  use  of  large‐scale  genomics  data  have  recently  started  to  provide some  clues  about  the  relative  proportion  of  cis­  and  trans­effects  in  evolution [112,113,114].  A last open question of evolutionary biology I will expand on here is related to the role of anatomy and development  in  the evolution of genomes. A  few years ago, consistent results about evolutionary rates or patterns of proteins in bacteria and yeast seemed to indicate that a generalization was possible across the tree of  life. "Universals of protein 
evolution" were  thought  to  be  responsible  of most  of  the  variance  in  protein  features [115].  But more  recently  the  extension  of  these  rules  to  animal  species  (e.g.  fruit  fly, human, mouse,  zebrafish)  proved  to  be  difficult. Many  relationships  between  features and  function  of  genes  are  influenced  by  their  expression  patterns  in  anatomy  and development.  During my  PhD,  I  have  conducted  several  analyses  that  focused  on  this influence. A graphical overview of the different protein features discussed in the context of my PhD thesis is presented in Figure 4. 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Figure  4:  Different  protein  features  and  the  relationships  between  them.  The  emphasis  is  on 
features related to gene expression and function. Structural features known to have an impact on 
protein evolution (e.g. length) are omitted from this graph. Arrows include causal relations, as well 
as  possibly  spurious  ones  reported  in  the  literature.  Red  arrows  represent  relations  that  I  could 
clarify or contribute to in my PhD work.  The feature that attracted the most attention over the past years  is  the rate of protein sequence  evolution,  probably  because  it  is  straightforward  to  measure  on  sequence data,  with  the  ratio  of  dN/dS  (rate  of  non‐synonymous  mutations  over  rate  of synonymous mutations per site). This ratio can span several orders of magnitude in the same  genome  (see  Figure  5),  and  this  log‐normal  distribution  is  seen  in  a  variety  of species,  ranging  from  bacteria  to  human  [81].  Such  a  commonality  among  organisms showing a high diversity of phenotypes is unexplained [116]. 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Figure 5: Distribution of  the  rates  of  protein  sequence  evolution  the human genome. These were 
estimated using mouse one­to­one orthologs as outgroup The X­axis is in log­scale. Of note, almost 
all  genes  have  a  dN/dS  lower  than  1  (0  on  log­scale)  showing  that  they  are  under  the  action  of 
purifying selection.  An  intuitive  idea  to  explain  differential  rates  of  sequence  evolution  of  proteins  in  a genome would be functional: more important proteins should be more highly conserved in  evolution  than  less  important  ones,  due  to  the  action  of  purifying  selection.  In  this perspective an association between protein rate of evolution an essentiality was tested, but it yielded a surprisingly low correlation (although statistically significant)[117,118]. Proteins  essential  for  the  fitness  of  an  individual  do  not  display  the  lowest  rates  of evolution. A  stronger  and  universal  predictor  of  rate  of  protein  evolution  is  rather  the  level  of expression of the corresponding gene [119]: it has been suggested that a strong selective pressure is acting to prevent the consequences of protein misfolding. Indeed misfolding of a protein after its translation is first a waste for the cell, imposing the supplementary cost  of  destroying,  and  potentially  decreasing  fitness  in  conditions  of  intense  growth. 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Second the accumulation of misfolded proteins, prone to form hydrophobic aggregates that stick to the membranes, can be highly toxic [120]. This effect is logically stronger for highly  expressed  genes.  Interestingly  it  has  effects  on  both  non‐synonymous  (dN)  and synonymous substitution  rates  (dS)  since an optimization of  synonymous codon usage can  improve  the  ability  for  a  protein  to  fold  properly.  Because  the  rate  of  amino‐acid misincorporation  during  the  translation  process  is  elevated,  selection  favors  codons matching  perfectly  their  corresponding  tRNA,  to  improve  accuracy  of  translation  at functionally important sites. Constraints  on  synonymous  sites  have  also  be  found  to  be  correlated  to  the  level  of expression due  to selection  for  translation efficiency. Optimizing codon usage can also speed‐up translation. This can be done by selecting codons matching the most abundant tRNA molecule for a given amino‐acid [121]. This selection is so strong in some species of bacteria, that the measure of codon usage bias is often used directly as a measure of gene expression [115]. However selection for efficiency of translation can also be found in species such as Drosophila or mammals. Rapid progress is being made on that topic; for  example  a  recent  study  uncovered  a  selection  for  codon  co‐occurrence  in  the translated mRNA sequence, allowing a  faster recruitment of  tRNAs [122]. Some recent studies  also  pinpointed  the  importance  of  optimizing  the  route  of  ribosomes  on  the mRNA molecule. Low codon efficiency at the beginning of the mRNA sequence is found in many organisms, while the last codons of the sequence are the most optimized [123]. This allows a reduction of ribosomal  traffic  jams, preventing segregation of ribosomes on  highly  expressed  mRNA.  The  increased  available  pool  of  ribosomes  in  the  cell, available for translation of other mRNAs, can directly affect the fitness of the organism [123,124].  The  same  scenario  was  also  suggested  after  the  observation  that  the secondary structure of the translated mRNA at ribosomal binding sites is fine‐tuned to optimize the rate of ribosomal initiation [124].  Other significant factors acting on rate of protein sequence evolution include mutation and  recombination  rates,  protein  tertiary  structure  and  its modularity,  protein  length [125],  and  protein‐protein  interactions  [118].  Proteins  that  are  more  connected  and more  central  in  the  network  of  protein‐protein  interactions  tend  to  evolve  slowly (although  this  is  debated  [126])  and  are more  essential  [127,128].  The  topology  and modularity of networks was also shown to be important. For example the evolutionary 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rates  are  different  between  proteins  that  interact  with  most  or  all  of  their  partners simultaneously (“party” hubs) and those that interact with different partners at different times (“date” hubs)[129]. Finally a relationship was found between duplicability and the rate of protein sequence evolution: the genes that are more likely to be retained in duplicates are evolving slowly, as shown  for duplications  in yeast and nematode  [130], as well as  for  the  fish specific whole‐genome duplication  [131]. This  result  is  counter‐intuitive  since duplicate  genes have  been  shown  to  be  less  essential  (probably  because  of  some  back‐up  of  one duplicate by the other)[132,133], and thus should tend to evolve  faster. This  is  indeed what we observed for genes that duplicated in human since the divergence with mouse (see chapter 6, Figure S23), consistently with some reports in literature [134,135]. The complex  relation of duplicability with  rate of  sequence evolution may be due  to other factors predisposing genes to be duplicated, such as the number of regulatory regions, the connectivity, or the level of expression [97].  A  summary  of  the  vast  body  of  studies  leaves  us  with  a  very  complex  network  of relationships  between  protein  features  (Figure  4).  Some  of  them  are  not  fully understood because no mechanistic explanation could be found or tested rigorously to assert  a  causal  explanation.  This  is  for  example  the  case  for  the  link  between duplicability  and  rate  of  protein  sequence  evolution.  Such  associations  might  be spurious,  resulting only  from correlations between covariables. The noisiness of  some techniques  (for  example  microarray  data  for  level  of  expression,  or  yeast2hybrid  for protein‐protein interactions) can indeed lead to erroneous trends [136], and sometimes, methodological  changes  between  studies  led  to  opposite  conclusions  [115].  It  is probable  that  technical  advances will  be  useful  to  delineate more  accurately  some  of these  relationships,  and  uncover  new  ones.  For  example  high‐throughput  sequencing allows  a  fantastic  increase  in  accuracy  for  gene  expression  quantification  (RNA‐seq)[137].  Also,  with  the  rapid  development  of  proteomics  and  quantitative  mass‐spectrometry some studies recently suggested that it may be more pertinent to look at protein abundance than at transcript abundance, since the process of transcription itself appears  to  be  very  noisy,  and  appears  indeed  to  be  less  conserved  through  evolution [138]. 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A  coherent  and  global  picture  is  thus  yet  to  be  integrated.  Notably  the  generality  of relationships has to be tested across different species. The vast majority of the reported studies have been conducted in baker’s yeast (Saccharomyces cerevisiae). Because of an easy and convenient use in the laboratory, very advanced genetics techniques have been developed for this species, and the amount of data available is huge. Unfortunately, the limitations of  a model unicellular  eukaryote  are being  reached when  testing  the  same relations  in  multicellular  organisms,  such  as  animals.  A  generalization  is  not straightforward  because  their  complex  anatomy  and  developmental  processes  adds  a new  layer  of  complexity  and  influences  the  evolution  of  protein‐coding  genes.  Most correlations previously reported  in unicellular organisms are not homogeneous across anatomy and development in vertebrates.  The relation between duplicability, protein connectivity and essentiality differs between mouse and yeast [139,140]. This was shown to be due to the confounding effect of the role  of  genes  during  development,  affecting  essentiality  and  duplicability  [141].  The compensation  between  duplicates  making  them  less  essential,  similarly  to  results  in yeast,  could  be  recovered  in  mouse  by  controlling  both  for  functional  role  in development, and for protein network centrality [142]. In mammals, expression breadth (the number of  tissues  in which a gene  is expressed) seems  to  explain  evolutionary  rates  better  than  expression  level  [143,144].  In 
Drosophila, both the effect of maximum expression level and breadth of expression seem to have major roles [145]. Globally  in  vertebrates  the  effect  of  the  level  of  expression  on  rates  of  sequence evolution  is  less  strong  than  in  other  organisms.  This  is  probably  due  to  their  lower effective population sizes and longer generation times. Because optimization of growth rate  is unlikely  to contribute to an  increase of  their  fitness,  little or no optimization of codon usage  for  translation  efficiency  is  seen  in  protein  sequences  [144,146]. A  small effect  of  selection  can  still  be  seen  at  some  synonymous  sites,  helping  to  accurately translate  functionally  important  residues,  and  contributing  to  robustness  of  proteins against misfolding [120]. Interestingly this trend is amplified for genes expressed in the nervous system, probably because toxicity of protein misfolding is likely to be more important in non‐regenerating tissues. This hypothesis might explain also the slow rate of non synonymous mutations 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in neural tissues [143]. Opposite to this pattern, expression in some tissues is correlated with  a  faster  rate  of  sequence  evolution.  This  is  the  case  for  example  in  testis, where divergence  is probably  led by sexual positive selection  [143]. The contrast of  the slow evolving brain‐expressed genes with fast‐evolving test‐expressed genes is often seen in the literature (e.g. [147,148]). In Drosophila too, expression in different anatomical structures probably has important consequences  on  the  rates  of  protein  evolution  ([145],  and  also  suggested  by  studies such  as  [149]),  but  few  studies  have  focused  on  this  aspect.  However  developmental timing  of  expression  had  received  more  attention.  It  is  known  to  affect  the  rate  of sequence  evolution  at  non  synonymous  sites  (dN)  [150],  but  also  at  synonymous  sites with  codon  bias  variations  across  development  [151,152].  This  may  be  due  to  well‐separated  developmental  periods  (embryogenesis,  larval  stages,  pupation)  with probably very different selective forces acting on them. For example,  the fruit  fly  larva experiences a drastic, almost exponential, increase of mass. Translation efficiency at this period directly affects the fitness of the individual, and is under strong selection. Genes expressed at this period are strongly biased in their codon usage. Genes expressed prior to  this burst (in  late embryogenesis) are selected  for accuracy of  translation, probably because  the  organism  cannot  afford  the  destruction  of  non‐functional  proteins  during larval period (Roux and Petrov, in preparation). Developmental timing also seems to be an important factor to explain gene expression divergence between Drosophila species [153].  Thus it appears difficult to understand the evolution of protein‐coding genes in animals without  reference  to  their  complex anatomy and development. The  interplay between purifying  selection  and  positive  selection  seems  to  be  quite  different  between  tissues and developmental stages. During my PhD I focused on trying to complete and refine this picture, to understand the basic  relations  of  features  of  protein  evolution  in  the  context  of  complex  vertebrate organisms.  The  second  part  of  this  manuscript  (chapters  3  to  6)  describes  several insights  that  emerged  from my work.  These  chapters  and  their main  implications  are briefly discussed thereafter. 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Developmental Constraints on Vertebrate Genome Evolution Studies in nematodes, flies, and vertebrates have shown that the timing of expression of genes in development influences their evolutionary rate, some stages being constrained by purifying  selection, while others  show a higher  tendency  to be affected by positive selection [150,154,155,156]([reviewed in 157]). In  vertebrates however  the picture was  less  clear  [158,159]; no  convincing difference could  be  shown between  rates  of  protein  evolution  of  proteins  expressed  at  different time  points  during mouse  development.  This may  be  due  to  technical  reasons,  as  for example the use of EST (Expressed Sequence Tags) counts, giving a very noisy estimate of  gene  expression  levels. The  lack of  resolution during development may also hinder such  studies:  artificially  dividing  a  continuous  process  into  arbitrary  broad developmental  stages  may  yield  a  wrong  picture.  It  may  also  be  that  true  biological differences are present between protostomes and chordates, as their body plans and the way they are organized during development are very different.  Still,  as  embryonic  development  must  proceed  correctly  for  an  individual  to  survive, vertebrates  also  should  display  some  level  of  constraint  preventing  the  accumulation through evolution of changes that have strong effects on the process of development. We examined whether changes that disrupt development too dramatically were indeed rare in evolution. The effect of mutations on coding sequences did not show a strong pattern but we could  identify  that  the dN/dS was  lower  for genes expressed during embryonic development, compared to late stages and adult, in mouse and zebrafish. We also investigated the effect of gene expression over vertebrate developmental time on two other features: the impact of mutation effects (i.e. is removal of the gene lethal?), and the propensity of the gene to remain in double copy after duplication. Duplicability and  essentiality  reflect  constraints  on  gene  dosage,  and were  shown  to  be  related  in yeast  [160]. Both  features  are  consistent,  in both  zebrafish  and mouse,  and  indicate  a strong effect of constraints in early development on the genome, constraints which are progressively weaker towards late development.  The implications of these results are manifold. First, we could clarify the pattern linking constraints across development with duplicability and essentiality. Selection preventing 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gene  dosage  changes  for  genes  expressed  early  in  development  is  very  similar  to observation in yeast [160]. But this pattern did not hold later in development. Second, while a hourglass model of morphological conservation in vertebrates has been observed  since  the  1990’s  (with  a  “phylotypic”  period  showing  a  maximum  of conservation  [161,162]),  it  has  been more  difficult  to  characterize  the  impact  of  such constraints  on  the  genome.  In  this  study we  could  show  that  the  translation  between those two levels of organization is not straightforward. Third,  contrary  to  observations  that  genes  involved  in  developmental  processes  are preferentially  retained  after  whole  genome  duplication  (using  analyses  on  Gene Ontology categories)[95,131], we show that genes expressed early  in development are rather  preferentially  lost.  This  underlines  that  Gene  Ontology  annotations  have  to  be taken with caution. The annotation of developmental processes in indeed made largely on genes implied in organogenesis and not very early development (Figure 6). Fourth, the pattern that we uncover is not parallel to what is seen in Drosophila, where late embryogenesis seems to be under strong constraints  [150](Alex Kalinka, personal communication).  This  suggests  that  different  selective  forces  are  experienced  by vertebrates and arthropods during their development. 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Figure 6: Median  expression across  zebrafish development of  the genes annotated with  the Gene 
Ontology category "developmental process” (in dashed purple line and triangles), compared to the 
median of all genes on the zebrafish Affymetrix microarray (in plain black line and circle). X­axis is 
in log­scale.  This  study  is  presented  in  full  in  chapter  3.  It  was  published  in  PLoS  Genetics  in December  2008  [163].  It  was  highlighted  in  Nature  Reviews  Genetics  and  Faculty  of 1000 (see appendices 3 and 4). 
Molecular  Signaling  in  Zebrafish  Development  and  the  Vertebrate 
Phylotypic Period This  study  is  a  follow‐up  and  extension  of  the  previous  one,  and  focused  on  finding factors  at  the molecular  level  that  could  be  responsible  for  an  observed maximum  of morphological  conservation  at  the  “phylotypic”  period,  around  pharyngula [161,162,164,165]. More precisely we tested Evo‐Devo claims on the role of embryonic signaling  in conserved stages of vertebrate development.  It has  indeed been suggested 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that high morphological conservation can be explained by an increased level of inductive interactions between organ primordia at this stage [162]. We could not support this hypothesis using molecular data in zebrafish. The network of protein interactions is denser early in development and this pattern decreases steadily though development, very consistently with the patterns of duplicability and essentiality across  development.  More  central,  more  essential  and  less  duplicable  genes  are  seen early in development in vertebrates, but not at the phylotypic period. Other  molecular  features,  such  as  signal  transduction  cascades  or  miRNA  activation could  not  be  correlated  with  the  hourglass  pattern,  implying  that  evolutionary  or functional constraints at the molecular level do not explain morphological conservation of  mid‐development.  High‐level  phenotypes  such  as  morphology  seem  to  be disconnected from patterns of genome evolution, and thus should not be used (at least in vertebrates) to infer selective constraints on genomes. Intuitive hypotheses involving concepts such as robustness or gene pleiotropy should for example be considered with great  caution.  Finally,  modularity  has  been  proposed  to  explain  variation  in morphological  conservation  across  development.  If  some  theoretical  or  small‐scale examples  of  the  benefits  and  consequences  of  modularity  have  been  illustrated [166,167,168], it is usually hard to define clearly this concept and identify in real‐life its influence on the evolution of organisms [169,170].  This  study  is  presented  in  full  in  chapter  4.  It  was  published  in  Evolution  and Development in March 2010 [171]. 
Expression  in  the  nervous  system  drives  retention  after  whole­
genome duplication in vertebrates It is known that retention of duplicates after whole‐genome duplication is not random. In  fish  for  example,  the  genes  retained  in  duplicate  after  the  teleost‐specific  whole‐genome  duplication  are  evolving  slowly,  and  belong  to  specific  functional  categories, such as development,  signaling, behavior and regulation  [98,131]. They are also genes expressed late in development (chapter 3). We unraveled  in  this  study  a new bias  regarding  expression  in  anatomical  structures. We find that genes expressed in structures of the nervous system are more likely to be retained  in duplicate after  such events. As genes expressed  in  the nervous  system are 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evolving slowly, the relation between duplicability and slow rate of evolution might thus be spurious. We show that it is partially the case, but that the relation is probably more complex. Interestingly essential genes, which lead to lethality or sterility after knock‐out, are not similarly over‐expressed in nervous system structures. This indicates that neural tissues may  be  tolerant  to  gene  dosage  changes  such  as  duplication  or  gene  loss.  It  also underlines  that  essential  genes  should  not  be  under  strong  selective  pressure  against protein misfolding, and this may explain why essentiality and rate of protein sequence evolution are only weakly correlated. The  high  tolerance  of  neural  tissues  to  duplication  is  interesting  as  it  can  lead  to  an increase of the repertoire of genes expressed in the nervous system. If this increase does not  seem  to  be  adaptive  in  the  first  place,  it might  be  used  later.  Gene  co‐option was indeed  hypothesized  to  have  played  an  important  role  in  the  evolution  of  vertebrate nervous system [172].  This study is presented in full in chapter 5. It will be submitted soon. 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My  major  contribution  to  this  project  is  the  development  of  a  pipeline  for  the  integration  of 
biological data into Bgee. In this article my part of the work is described in the sections 3 and 4.  









• Comparison criteria between anatomies, developmental stages, and genes. To  unambiguously  describe  anatomy  and  development  of  a  species  in  a  computer‐understandable way, ontologies are required: they describe a domain of knowledge, by using  well‐defined  concepts  and  designing  relationships  amongst  them.  Several databases  provide  species‐specific  ontologies  that  describe  anatomical  features  for  a species, such as ZFIN [8] for the zebrafish. But as far as we know, no database provides relationships between these ontologies to allow comparisons. The appropriate criterion to make comparisons in an evolutionary context is homology: we need to compare features that derive from the same ancestral element. We have thus designed  homology  relationships  between  anatomies  of  different  species.  This  is  a difficult  task,  and  Bgee  implements  computational  methods  to  achieve  it  (section  2). Then,  we  need  homology  relationships  between  genes.  This  point  has  already  been abundantly  treated  in bioinformatics, and will not be discussed  in detail  in  this paper. Finally,  we  need  relationships  between  developmental  stages.  As  these  stages  are artificial  features  that  help  to  describe  the  continuous  process  of  development, homology cannot be defined in a rigorous manner. We have rather designed a mapping of “equivalent” developmental stages between species (section 3). To describe gene expression patterns, Bgee requires large amounts of data. To this end, heterogeneous data types are used (ESTs, microarrays, and soon in situ hybridizations). The  common  information  to  gather  is  whether  an  experiment  has  determined  that  a gene  is  expressed  or  not,  and  with  which  confidence.  We  have  applied  different statistical tests for each data type to obtain this information (section 4). Thanks  to  the  successful  implementation  of  all  these  requirements  (anatomical  and developmental  ontologies,  comparison  relationships  between  ontologies  and  genes, integration  of  heterogeneous  expression  data),  Bgee  allows  the  easy  retrieval  of  gene expression  data  for  different  species,  as  well  as  the  automated  comparison  of  gene expression patterns. 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1.2 Designing  Homology  Relationships  between  Anatomical 
Ontologies by an Ontology Alignment Approach To  study  the  evolution  of  gene  expression  patterns,  comparisons  have  to  be  done between  organs  that  evolved  from  a  common  ancestral  structure.  Thus  designing relationships  between  anatomical  ontologies  consists  in  finding  correspondences (homology  relationships)  between  the  concepts  (organs)  of  these  ontologies.  This problem is a special case of “schema matching”, or “ontology alignment”. Ontology  alignment  ([9]  for  a  review)  is  the  process  of  determining  correspondences between ontology concepts. Usually, this technique is used to find the common concepts present in two ontologies. In the case of anatomical ontologies, the concepts to align are not strictly common, but rather, related: a homology relationship is not an equivalence relationship.  For  this  reason,  ontology  alignment  approaches  developed  for  other applications cannot be applied as is: these methods would be misled by the existence of elements of same names and related to  the same concept, but not homologous (eye of insects  and  of  vertebrates  for  instance),  or  reciprocally,  homologous  elements  with different  names  (pectoral  fin  and  upper  limb  for  instance).  This  is  why  we  apply modified ontology alignment  techniques  in order  to  find putative homologies between two species anatomies. An expert has to manually validate the putative homologs. This method  is  implemented  by  Homolonto,  a  software  that  we  have  developed  in  Java. Homolonto  will  be  presented  in  detail  elsewhere;  we  present  here  the  outline  of  its algorithm. Our  process  is  a  supervised  one:  at  each  step,  some  homology  relationships  are proposed to the expert, who may validate them or not. Computations are made based on these decisions, and new propositions are made to the expert. The algorithm starts with a list of pairs, which have identical names. This is based on the assumption  that  two  structures  that  have  the  same  name  are  likely  homologous.  For example,  “optic  cup”  of  the  ZFIN  ontology  (zebrafish)  and  “optic  cup”  of  the  EHDA ontology (human) will be paired, but “optic cup” of ZFIN will not be initially paired with “optic  nerve”  of  EHDA.  The  score  of  similarity  between  terms  is  up  weighted  by  the proportion  of  common  words,  and  down  weighted  by  the  frequency  of  these  words (frequent  words  are  less  informative,  e.g.  “endoderm”).  Moreover,  scores  are propagated  between  pairs  which  are  neighbors  in  both  ontologies.  For  example,  the 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score of the “optic cup” pair is added to the score of the “eye” pair, as “optic cup” is part of “eye”. In the same way, the score of the “eye” pair is added to the “optic cup” one. Each  pair  is  proposed  to  the  expert,  in  descending  order  of  scores.  The  expert  may validate  or  invalidate  the  hypothesis  of  homology,  or  delay  decision.  The  expert may choose  to  evaluate  any  number  of  pairs  before  triggering  an  iteration,  in  which computations are performed. Computations create or extend homology groups. The new homology information is propagated through the ontologies. The underlying idea is that if two concepts A and B are homologous, then one of the sub‐concepts of A is probably homologous to one of the sub‐concepts of B even if they have different names. Of note, validated  homology  contributes  a  significantly  higher  score  than  name  similarity. Propagation is down weighted by the number of sub‐concepts, to avoid generating many false positives (e.g. all the children of “whole body”). Evaluation  of  pairs,  ordered  by  total  score  (base  score  +  propagated  score),  and iteration,  are  repeated  until  the  expert  decides  to  terminate,  or  no  more  pairs  are proposed.  Compared  to manual  alignment  of  the  ontologies,  Homolonto  reduces  time considerably, with high sensitivity. Thus aligning the zebrafish (ZFIN; 2087 terms) and Xenopus  (Xenbase;  480  terms)  ontologies  took  one month  by  hand,  but  2  days  using Homolonto. The first 213 pairs proposed to the expert were valid at 80%, and contained 91% of all true positives. To  design  homology  relationships  between  several  species,  we  merge  the  homology groups obtained by pair‐wise alignment.  Finally, Homolonto  generates  an OBO  [10]  file  containing  the  homology  relationships. Bgee then parses this file to integrate the homologies into the database. 
1.3 Mapping of the Developmental Ontologies In relationship with  the anatomical ontologies, Bgee uses  for each species an ontology which describes  its developmental stages, and  links them using an  is_a  relationship by key states (e.g. embryo, hatching, larval). To  compare  expression  patterns,  the  comparisons  have  to  be  done  both  between homologous organs (see section 2), and at an equivalent developmental stage. But it  is not  possible  to  “simply”  identify  stages  between  species  for  which  the  state  of  the development  is  identical: organs do not develop at  the same speed and with  the same sequence, development is heterochronous (e.g. [11]). 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A solution could be to identify, for each organ involved in a homology relationship, the different  key  states  of  their  formation,  and  to  design,  organ  by  organ,  equivalence relationship  between  these  states  in  different  species.  This  solution  is  difficult  to implement, as it would imply manual definition for each organ separately, without any guiding principle in the data (i.e. we cannot use shared names and ontology structures as for anatomical homology). Although  there  is  no direct  equivalence between  the  stages  of  two  species  because  of heterochrony, it is instead possible to identify key events of development, common to all bilaterian animals. We have developed a small ontology of these common “metastages”: embryo – including zygote, cleavage, blastula, gastrula, organogenesis –, post‐embryonic development, adult. Then we have mapped the developmental stages of each species to these  “metastages”.  This  approach  results  in  a  loss  of  accuracy  regarding  the developmental ontologies, but allows to compare gene expression patterns  taking  into account the time dimension. 
1.4 Integrating  Heterogeneous  Data  on  Anatomical  and 
Developmental Ontologies Integrating heterogeneous expression data is challenging, as it is difficult to compare the results  of  different  types  of  techniques  (e.g.  ESTs, microarrays,  in  situ  hybridizations) [12,  13],  and  even  for  a  same  type,  to  compare  results  between  experiments  (e.g. compare two microarray experiments made on different platforms). But as we want to be able to precisely describe expression patterns of genes, we need data as complete as possible. We also want  to obtain data  for all  the species studied, and some techniques cannot  be  applied  to  all  species,  for  instance  in  situ  hybridizations  on  human.  The information we want to collect is in which organs, and at which developmental stages, a gene  is  expressed.  It  means  that  for  each  experiment,  we  have  to  map  the  data  to anatomical  and developmental ontologies,  and  to apply  statistical  analyses, depending on the data type, to identify genes significantly expressed. 
Mapping Expression Data to Ontologies The  main  problem  to  map  the  data  to  ontologies  is  that  annotations  are  often inconsistent between data sources: for instance, the description of the organs on which an experiment has been performed can be provided as free text, controlled vocabularies, 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or ontologies. Therefore, we have manually annotated each experiment stored in Bgee to determine the unique identifiers (ID) in the anatomical ontologies of the organs studied, and the ID of the developmental stages.  The  granularity  of  the  data  is  also  highly  variable.  For  instance,  experiments  can  be reported on the organ “brain” or on the organ “forebrain”, at  the stage “embryo” or at the stage “free blastocyst”. This is why ontologies are essential both for anatomy and for development: just listing the developmental stages would not have been sufficient. 
Statistical Analyses Bgee  currently  uses  EST  data  from  Unigene  [14]  and  Affymetrix  data  retrieved  from ArrayExpress [15]. For each data type, Bgee applies statistical tests to identify genes that are significantly expressed, with two levels of confidence: low and high. For  experiments  based  on  tag  counting,  such  as  EST,  SAGE,  or MPSS,  a  statistical  test [16] shows that a gene is expressed with a 95% confidence if 7 tags are mapped to this gene  (the  number  of  tags  is  statistically  different  from  0).  So  for  EST  data,  we  have considered  a  gene  as  expressed with  a  high  confidence  if  an  experiment  has  found  at least 7 EST related to this gene, and with a low confidence from 1 to 6 EST. Affymetrix data are measurements of  fluorescence  intensity. Labelled cDNAs prepared from  samples  are  hybridized  with  oligonucleotide  probes.  All  probes mapping  to  the same transcript constitute a probeset. Identifying genes significantly expressed consists in  finding genes  for which  the signal of  the probeset  is significantly different  from the background signal. This method  is  implemented by  the MAS5 software  [17]; based on these  statistical  analyses,  probesets  are  flagged  as  "present",  "marginal",  or  "absent". This allows us to classify genes expressed with a high confidence when their probeset is flagged  as  "present",  and  with  a  low  confidence  when  "marginal".  Although  MAS5 classification  is  efficient  [18],  the  estimation  of  the  background  signal  can  be  biased depending  on  probe  sequence  affinity  [19].  We  are  currently  implementing  another method of detection [19], which uses the gcRMA algorithm [20] to normalize the signal taking into account probe sequences, and uses a subset of weakly expressed probesets for  estimating  the  background.  A  Wilcoxon  test  is  then  applied  to  compare  the normalized signal of the probesets with the background signal. Genes will be considered expressed  with  a  high  confidence  if  the  p‐value  is  lower  than  1%,  and  with  a  low confidence if the p‐value is between 1 and 5 %. 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Bgee  will  soon  include  in  situ  hybridization  data.  For  data  based  on  image  analyses, statistical  tests  cannot be  applied  easily. Determining  if  a  gene  is  expressed  is usually done manually by an expert. A quality annotation can also be provided, summarizing the quality  of  the  image,  the  hybridization,  and  the  probes  design.  Such  information  is already present in several databases (e.g. ZFIN [8]), and Bgee will rely on them. 
1.5 Database and Web­Interface of Bgee The  database  of  Bgee  is  developed  with  MySQL,  and  currently  includes  anatomical ontologies,  developmental  ontologies,  and  expression  data  for  four  species:  human, mouse, zebrafish, and Xenopus: 
• The anatomical ontologies come from eVoc [21] for human, Xspan [22] for human and mouse,  MGD  [23]  for  adult  mouse,  ZFIN  [8]  for  zebrafish,  and  Xenbase  [24]  for Xenopus. 
• EST data come from Unigene [14] and Affymetrix data from ArrayExpress [15]. In situ hybridization will be collected from specialized databases, as ZFIN or BGEM [25]. 
• Gene  ontology  [26]  annotations  and  homology  relationships  between  genes  are recovered from Ensembl [27]. 
• Bgee currently includes a total of 104,881 genes. 51,277 have expression data, in 587 anatomical structures and 93 developmental stages. The web interface of Bgee is developed in Java using the servlet container Tomcat, with a Model‐View‐Controller  architecture.  The  user  experience  is  improved  by  the  use  of AJAX technologies (Asynchronous Javascript And XML). The website of Bgee, available at http://bgee.unil.ch/,  proposes  several  ways  to  easily  retrieve  or  compare  expression data: 
• Querying  the  database:  data  can  be  queried  for  genes,  gene  families,  anatomical structures, or developmental stages, based on their names, synonyms, abbreviations, identifiers, or descriptions. 
• Browsing the ontologies: anatomical and developmental ontologies can be browsed as a  tree structured view.  Information about  the genes expressed  is displayed  for each anatomical  structure  or  developmental  stages.  The  display  of  these  expression  data can be adjusted by selecting data type and data quality, or by entering a  list of gene identifiers or of GO terms. 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• Retrieving  the expression pattern of a gene:  the expression pattern of a gene  is also displayed as a tree structured view of the organs where it is expressed, at the selected developmental stage. The data used to define the pattern can be modified by selecting the data type or data quality. 
• Comparing the expression patterns of homologous genes: the expression patterns of a gene  family  can  be  compared  choosing  the  species  studied,  and  as  for  the  ontology browsing, by selecting data type and quality, list of genes or of GO terms. The  homology  relationships  and  developmental  ontologies,  both  in  OBO  format,  the Homolonto software and source code, and the Bgee database and source code, will soon be available on our website. 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2.1 The  problem:  the  concept  of  homology  is  divided  by 
specialized usage The lack of a consensus definition of homology does not prevent us from perceiving and recognizing homologies  in practice. Scientists have  long been trying  to understand the underlying cause of homology [1,2,5]. Several working definitions exist in specific fields of research. One example is the concept of homology based on common descent, applied at  the  molecular  level.  Many  terms  describing  specific  evolutionary  histories  of sequences, such as orthology or paralogy (Figure 1), are commonly used in genetics and molecular evolution. But  the  abundance  of  terms  has  become  another  hurdle  to  a  good  understanding  of homology  related  concepts  for  biologists  [1];  most  of  them  are  redundant  or  very specialized.  Importantly  this  terminological  confusion  can  also  hinder  large‐scale studies: in comparative and evolutionary biology, with the exponential increase of data available, the use of high‐throughput computational tools is now generalized. There is a need for a bioinformatics framework to deal with the multiplicity of concepts related to homology. 
2.2 Towards  a  solution:  an  ontology  of  homology  related 
terms An ontology can provide such a  framework. Ontologies are  increasingly being used for data integration in biology [6] and can provide an efficient way to organize knowledge. Based on definitions from the literature, we have reviewed and organized terms related to the concept of homology into an ontology with an emphasis on the terms in modern use.  This  accounts  for  65  terms  plus  67  synonyms.  The  HOM  ontology  is  presented according  to  Open  Biological  Ontologies  Foundry  principles  [7] (http://www.obofoundry.org/),  including a definition of each term and key references. The relationships between the terms are explicit, with some concepts as sub‐classes of others (Figure 1). An overview of the type of information gathered is shown in Table 1; the  full  details  can  be  obtained  from  the  following  website http://www.ebi.ac.uk/ontology‐lookup/browse.do?ontName=HOM. 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Similarity as root An important choice when developing an ontology is the choice of the root (i.e. the most general term) because this defines the domain of application of the ontology. The root of the  HOM  ontology  is  ‘similarity’,  or  ‘sameness’.  To  quote  Stevens:  “without  some similarity,  we  should  not  even  dream  of  homology”  [8].  We  define  it  as  a  relation between  biological  objects  that  resemble  or  are  related  to  each  other  sufficiently  to warrant a comparison. ‘Homology’ is thus a sub‐class of similarity. Another is ‘homoplasy’ (or ‘analogy’, but the use of this term is ambiguous in the literature), describing similarity due to independent evolution.  These  two  concepts  are  traditionally  considered  as  disjoint  or  separate (although see Ref. [9]), and are defined as such in HOM. Other sub‐classes of similarity are independent of a homology hypothesis:  ‘homocracy’ is the relation between two structures that share homologous patterning genes [10] and ‘functional equivalence’ is used to state that two structures share the same function. 
Working definitions of homology  We  propose  a  broad  definition  of  homology,  which  encompasses  the  definitions proposed  so  far  and  can  be  seen  as  a  common  denominator  or  minimal  approach: ‘similarity that results from common evolutionary origin’ [5].  Three different  operational  definitions, which  are not  disjoint  [4],  are  gathered under this broad umbrella: (i) ‘Historical homology’ is the notion of similarity due to common descent  [5].  (ii)  ‘Biological  homology’,  fitting  evo‐devo  usage,  is  process‐oriented  and more  mechanistic,  focusing  on  establishment  and  individualization  of  structures through common developmental processes  [4].  It accommodates repeated parts of  the same  organism  (‘iterative  homology’)  and  sexually  differentiated  parts  of  individuals (e.g.  testis  and  ovaries).  (iii)  ‘Structural  homology’  refers  to  the  traditional  criteria  of homology  focused  on  similarity  with  regard  to  selected  structural  parameters (sometimes called ‘idealistic homology’ [1,4]). 
Multiple inheritance An ontology can represent complex concepts by encoding multiple  inheritance: a  term can be a sub‐class of more than one other term. Examples where homology statements do  not  translate  smoothly  between  multiple  levels  of  organization  (e.g.  anatomical 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structures  and  genes)  are  easily  represented.  For  example,  ‘deep  homology’  is  a  sub‐class  both  of  homoplasy  and  of  homocracy,  because  it  involves  anatomical  structures that  result  from  independent  evolution  and  yet  share  the  expression  of  homologous patterning genes [11]. 
Availability The HOM ontology is available at www.obofoundry.org.  Interactive views are available at  the Bioportal  (http://bioportal.bioontology.org/ontologies/40983/, see Figure 1) or the  Ontology  Lookup  Service  at  EBI  (http://www.ebi.ac.uk/ontology‐lookup/browse.do?ontName=HOM). 
2.3 Concluding remarks Discussions  related  to  the  concept  of  homology  have  led  to  repeated  confusion.  Like discussions  on  the  terms  ‘species’  or  ‘gene’,  it  is  not  clear  whether  a  better understanding will simply emerge from future advances in biology. Indeed, what makes the  concept  intrinsically  difficult  to  outline  is  probably  the  complexity  of  living organisms  and  their  evolution.  As West‐Eberhard  puts  it:  “evolution makes  a mess  of homology” [12]. In  this  context,  we  feel  that  the most  helpful  solution  is  to  order  and  clarify  existing concepts.  This  should  provide  an  evolvable  tool  for  computational  studies,  and  a framework for future conceptual advances (i.e. proposals for new terms should be set in relation to existing concepts). 




Figure  1.  A  partial  view  of  the  ontology  of  homology  and  related  concepts  (HOM).  The  concepts 
related  to  the  concept  of  ‘paralogy’  are  displayed.  Boxes  represent  terms,  arrows  represent 
relations  between  the  terms.  The  relation  'is_a'  denotes  that  one  term  is  a  sub­class  of  another. 






Definition  Historical  homology  that  involves  genes  that diverged after a duplication event.  Parallelism  that  involves  morphologically very similar structures, occurring only within some members  of  a  taxon  and  absent  in  the common  ancestor  (which  possessed  the developmental  basis  to  develop  this character). 
is_a  HOM:0000007 historical homology  HOM:0000005 parallelism HOM:0000058 syngeny 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Abstract Constraints in embryonic development are thought to bias the direction of evolution by making  some  changes  less  likely,  and  others  more  likely,  depending  on  their consequences  on  ontogeny.  Here  we  characterize  the  constraints  acting  on  genome evolution in vertebrates. We use gene expression data from two vertebrates: zebrafish, using  a microarray  experiment  spanning  14  stages  of  development,  and mouse,  using EST  counts  for  26  stages  of  development.  We  show  that,  in  both  species,  genes expressed  early  in  development  (i)  have  a  more  dramatic  effect  of  knock‐out  or mutation,  and  (ii)  are  more  likely  to  revert  to  single  copy  after  whole  genome duplication,  relative  to  genes  expressed  late.  This  supports  high  constraints  on  early stages of vertebrate development, making them less open to innovations (gene gain or gene  loss).  Results  are  robust  to  different  sources  of  data:  gene  expression  from microarrays,  ESTs  or  in  situ  hybridizations;  mutants  from  directed  KO,  transgenic insertions,  point  mutations,  or  morpholinos.  We  determine  the  pattern  of  these constraints,  which  differs  from  the  model  used  to  describe  vertebrate  morphological conservation (“hourglass” model). While morphological constraints reach a maximum at mid development (the “phylotypic” stage), genomic constraints appear to decrease in a monotonous manner over developmental time. 
This article was published in PLoS Genetics (2008) 4(12): e1000311. doi:10.1371/journal.pgen.1000311 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3.1 Introduction To  what  extent  do  the  processes  of  embryonic  development  constrain  genome evolution?  Correlations  between  developmental  timing  and morphological  divergence have long been observed, but the mechanisms and molecular basis of such patterns are poorly  understood.  The  most  commonly  used  measure  of  selective  pressure  on  the genome,  the  ratio  of  non‐synonymous  to  synonymous  substitutions  (dN/dS)  in  protein coding genes, has been of limited help in this case. Stronger constraints have been found on genes expressed  in  late embryonic stages  in Drosophila  [1], but most other studies have  failed  to  report  robust  evidence  for  a  lower  dN/dS  ratio  in  genes  expressed  at constrained developmental stages  [2‐5]. A different approach has been to characterize which genes are duplicated, and which are not: studies of C. elegans [2] and Drosophila [6] have found less duplication of genes expressed in early development. These results show that it is possible to identify developmental constraints at the genomic level. They have  a  few  limitations  though.  One  is  that  the  data  available  has  limited  the characterization of developmental time to broad categories such as “early” and “late”. A second  is  the  difficulty  of  relating  results  from  two  derived  invertebrate  species,  to morphological evolution models in vertebrates [7].  Indeed it is in vertebrates that the fundamental models of developmental constraint on evolution have been established,  starting  in  the nineteenth  century with  the  “laws”  of von Baer  [8],  claiming a progressive divergence of morphological  similarities between vertebrate  embryos,  with  the  formation  of  more  general  characters  before  species‐specific  characters.  Integration  of  these  observations  within  evolutionary  biology  has not  always  been  straight‐forward  [9‐11].  More  recently,  an  “hourglass”  model  was proposed  to  describe  morphological  evolution  across  development  [12,13]:  in  the earliest  stages  of  development  (cleavage,  blastula)  there  is  in  fact  a  great  variety  of forms in vertebrate embryos. Later in development, a “phylotypic” or conserved stage is observed,  where  many  morphological  characteristics  are  shared  among  vertebrates. This stage is usually presumed to be around the pharyngula stage. After this bottleneck, a  “von Baer‐like”  progressive  divergence  is  again  observed.  The  conserved phylotypic stage  has  been  explained  by  assuming  higher  developmental  constraints  [13‐15].  The limits  on  morphological  evolution  would  be  placed  by  the  structure  of  animal 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development, making  some  changes  unlikely  or  impossible.  How  such  limitations  are encoded in the genome, or impact its evolution, is still an open question.  In this work, we investigate the existence and timing of constraints on genes expressed in  vertebrate  development.  We  use  representatives  of  the  two  main  lineages  of vertebrates, a  teleost  fish and a  tetrapode, and we explore  the  impact of experimental gene  loss, and of gain of gene copies  in evolution. We  find  that  timing of development has  a  strong  impact  in  both  cases,  but  that  the  pattern  of  constraints  on  genome evolution  does  not  follow  the  morphological  hourglass  model.  High  constraints  are present in early stages of development and relax progressively over time. 
3.2 Results 





the  number  of  non­annotated  genes  expressed  is  plotted.  A  gray  box  on  the  x­axis  indicates  the 
phylotypic period.  (A) Gene  expression as  reported using  in  situ  hybridization data. The  x­axis  is 














expression. To  take advantage of  the quantitative  signal  from the microarray data, we contrasted  the median  expression  level  of  all  the  essential  genes  to  that  of  all  of  the reference genes (Figure 2A). We used the median because it is less sensitive to extreme values  [18];  results  were  consistent  using  the  mean  (not  shown).  To  estimate  the significance of  the difference between  the  two  curves, we performed a  randomization test  (see Methods), which provides 1% and 1‰ confidence  intervals  (Figure 2B). The expectation is now that the essential genes should be enriched in genes highly expressed at  the stages with strong constraints. And consistently with the previous observations, essential genes are significantly more expressed in early stages (until 11.7 hours), and less expressed in late stages of development (from 5 days to 14 days). No specific trend is visible around the phylotypic stage. Similar results are obtained for genes which give an “abnormal” phenotype after loss of function (Text S1 and Figure S4).  To complement this approach, we defined groups of genes according to their expression pattern during development (see Methods). This clustering of zebrafish genes provided us  notably  with  a  cluster  of  2446  genes  with  high  expression  in  early  development, decreasing over time (Figure 3, cluster 3), and an opposite cluster of 1123 genes lowly expressed in early development, increasing over time (Figure 3, cluster 4). As expected, genes whose expression  is highest  in early development are more  frequently essential (1.1% vs. 0.6%), and induce more frequently abnormal phenotypes when non functional (6.1% vs. 2.9%). 

















Figure  3:  Expression  of 










Figure  4:  Variation  across  mouse  development 
of  the  ratio  of  genes  with  different  Knock­Out 
phenotypes.  (A)  Ratio  of  expressed  essential 
genes  relative  to  “non  essential”  genes. At  each 
time point,  the  ratio of  the number of  essential 
genes  expressed  on  the  number  of  “non 
essential”  genes  expressed  is  plotted.  Detailed 
counts  for  each  data  point  in  Dataset  S2.  A 
weighted  linear  regression  was  fitted  to  the 
data  and  the  regression  line  plotted.  A 
Bonferroni multiple­testing correction was used 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to  adjust  the  significance  threshold  (α=0.05/6=0.0083).  A  gray  box  on  the  x­axis  indicates  the 
phylotypic period. (B) Ratio of expressed genes inducing abnormal phenotypes when non functional 
compared  to  non  essential  genes.  The  linear  regression  is  not  significant  after  multiple  testing 
correction  (r  =  ­0.477;  p  =  0.014).  (C)  Ratio  of  expressed  essential  genes  compared  to  genes 
inducing abnormal phenotypes when non functional. Legend as in Figure 4A. 
doi:10.1371/journal.pgen.1000311.g004 
Repeating the same approach with genes inducing a phenotype reported as “abnormal” when  they  are  not  functional,  no  significant  trend  is  detected  compared  to  genes inducing  no  phenotype,  after multiple  testing  correction  (Figure  4B). Moreover,  these genes  can  be  used  as  a  reference  for  essential  genes  (Figure  4C),  with  results  very similar  to  the  use  of  genes  inducing  no  phenotype  after  loss  of  function  (Figure  4A). Thus  in  mouse,  genes  inducing  abnormal  phenotypes  when  non‐functional  have  a behavior more similar to the reference set of “non essential” genes. 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their  expression  in  development  (Figure  6).  Mouse  orthologs  of  duplicates  are significantly  less expressed  in early development compared  to orthologs of  singletons. This  result  in  mouse  is  consistent  with  the  observations  in  zebrafish,  and  the  most parsimonious  explanation  is  that  expression  was  similar  in  the  ancestor  of  the  two lineages.  Therefore  we  can  accept  the  first  hypothesis:  after  the  fish  specific  whole genome  duplication,  there  was  preferential  retention  of  duplicates  less  expressed  in early development.  To  check  if  this  phenomenon  is  particular  to  the  fish  specific  genome duplication, we repeated this analysis with the two ancient rounds of genome duplication (“2R”), which occurred in the ancestor of vertebrates [21]. It is difficult to distinguish between the two whole genome duplications since no model species diverged from the vertebrate lineage between them. Therefore we looked at the median expression profiles of genes with any duplication at the origin of vertebrates, compared to singletons, whose duplicates were lost after both whole genome duplications. For zebrafish, we restricted this analysis to genes  which  are  singletons  regarding  the  fish  specific  whole  genome  duplication. Similarly to  fish specific duplicates, duplicates  from 2R are significantly  less expressed than singletons in the early development of zebrafish (Figure S1) and mouse (Figure S2). Thus mechanisms  of  retention  after whole  genome  duplication  seem  to  be  conserved during vertebrate evolution (see also Text S1). 
Constraints on gene sequence To  check  if  sequences  of  genes  expressed  at  different  stages  in  development  are experiencing different selective pressure, we used the non synonymous to synonymous substitution ratios (dN/dS). In zebrafish, we used an approach similar to Davis et al. [1]: at  each  stage we  performed  the  correlation  between dN/dS  and  gene  expression  from microarray data (Figure S3). It has been shown that genes retained in duplicate tend to evolve  slowly  [20,22].  To  control  for  that  factor, we  kept  only  strict  singletons  in  the analysis  (genes  whose  duplicate  was  lost  after  2R  and  fish‐specific  genome duplications). At all stages the correlation is negative, confirming that genes with higher expression  levels  are  under  stronger  purifying  selection  [23,24].  We  note  that correlation  at  the  “adult”  stage  (90  days)  is  weaker  (Figure  S3):  the  link  between 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expression  and  selective  constraints  on  sequences  appears  stronger  in  development than in adult. But there is not a significant trend over time (Spearman ρ = 0.08; p = 0.68). In mouse, we considered only singletons after 2R genome duplication, and we compared the  slowest  evolving  genes  (25%  lower  dN/dS)  with  the  fastest  evolving  genes  (25% higher dN/dS). There is a significant correlation with time of expression (Figure 7). Genes with  strong  sequence  constraints  (low  dN/dS)  tend  to  be  expressed  early  in development. 
Gene ontology characterization What is the function of the genes whose evolution is constrained by expression in early development? We  analyzed  enrichment  or depletion  in Gene Ontology  [25]  categories for  the  clusters  based  on  gene  expression  (Figure  3).  Using  the  Molecular  Function ontology,  genes  whose  expression  is  highest  in  early  development  are  significantly enriched  in  fundamental  processes  of  the  cell,  such  as  RNA  processing,  transcription, and DNA  replication  (Table  S1).  This  is  very  similar  to  the  categories  observed  to  be enriched in house keeping genes [26]. It is also consistent with the categories depleted in fish specific duplicates [20]. Conversely, genes highly expressed in early development are depleted in receptor or channel activity, while these activities are enriched in genes highly  expressed  in  late  development.  Fewer  terms  are  significant  for  the  Biological Process  ontology,  and  results  are  essentially  consistent  with  the  Molecular  Function. Overall,  the  genes  expressed  in  early  development, which  appear  constrained  against gene duplication or  loss of  function, seem to be house keeping genes  involved  in basic cellular processes. 
3.3 Discussion Recent  discussion  of  the  evolution  of  ontogeny  [27]  has  allowed  the  clarification  of several  important  points.  The  first  is  that models must  be  explicitly  defined,  to  allow testing. Poe and Wake [17] distinguish three models for the evolution of ontogeny: the early  conservation model  à  la  von  Baer  [8];  the  hourglass  model,  characterized  by  a conserved  phylotypic  stage  [12,28];  and  the  adaptive  penetrance  model  (an  inverted hourglass).  The  second  point  is  that  quantitative  testing  is  important  to  distinguish between  these  models.  At  the  morphological  level,  several  studies  have  used heterochrony data  from vertebrates  to quantify  the amount of change at each stage of 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development  [17,29].  Surprisingly,  this  led  to  rejection  of  both  the  early  conservation and the hourglass models, although which model is favoured remains disputed [27]. The third point that should be clarified is the distinction between constraints at the level of patterns, and constraints at  the  level of processes [29]. The studies of heterochrony in vertebrates are typically concerned with the pattern.  In  this  framework,  our  results  clearly  provide  a  quantitative  test  which  supports  the early conservation model. By studying not morphological structures but features of the genome and its expression, this test concerns the level of processes, not patterns. Thus an  important  point  to  be  made  is  that  our  results  should  be  taken  neither  in contradiction nor in support of any specific model at the level of patterns, given our still limited  knowledge  of  causal  relationships  between  process  and  patterns  in  ontogeny [30].  On  the  other  hand,  our  results  do  appear  to  be  in  contradiction  with  previous reports  of  a  maximum  of  constraints  on  processes  around  the  phylotypic  stage  of vertebrates [3,4,31].  We  use  two  simple  measures  of  constraint  on  the  expression  of  a  gene  at  a developmental  stage:  if expression of one copy  is needed,  then (i)  removing  it may be deleterious, and (ii) increasing the number of copies may also be deleterious. This view is consistent with a recent study in yeast which suggests that constraints influencing the ability  to  lose  certain genes or  to maintain  them  in duplicate may be  similar  [32]. We expect gain or loss of genes highly expressed at more constrained developmental stages to  be  counter‐selected.  And  indeed,  we  find  a  clear  and  significant  trend:  early development is strongly constrained, then constraints diminish during development in a continuous manner. Genes highly expressed  in early development are more frequently essential, and less frequently preserved in double copy after genome duplication. Thus early development is less robust against gene loss and against gene doubling. Trends are conserved  between mouse  and  zebrafish,  representatives  of  the  two main  lineages  of bony vertebrates, and between 2R and fish specific genome duplications. An indication of how strong these constraints are is our capacity to predict which genes were kept in duplicate in zebrafish based on expression pattern in mouse. Despite more than 400 MY of  independent  evolution,  and  the  use  of  relatively  noisy  data  (mix  of  EST  libraries), more than a quarter of the variance in gene retention is explained (Figure 6; r2 = 0.27). 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There is also some signal for early conservation at the level of coding sequences, at least in mouse (Figure 7). What we do not see is any genomic evidence for specific constraints at a phylotypic stage. Both in zebrafish and in mouse, the pharyngula stage appears to be part  of  the  general  trend  from  stronger  genomic  constraints  in  early  development, towards  weaker  genomic  constraints  at  later  stages.  We  believe  that  our  data  are sufficiently detailed, and exhibit  sufficiently strong signal,  that a maximum of genomic constraints  at  the  phylotypic  stage would  be  visible.  So where  does  the  contradiction with previous studies come from?  An early quantitative study [31] found that when screens were done in rodents for the induction  of  teratogenesis,  most  abnormalities  were  obtained  by  applying  teratogens during the phylotypic stage. This was interpreted [31] as supporting strong constraints at the phylotypic stage, due to inductive interactions. But these screens aimed not to test developmental robustness, but to obtain abnormal embryos for experimental work. As remarked by Bininda‐Emonds et al. [29], Galis and Metz [31] define the phylotypic stage broadly  as  including  most  organogenesis.  If  application  of  teratogens  in  early development resulted in lethality before organogenesis, it would not be of interest to the researchers  performing  the  screens.  Thus  it  seems  that  what  Galis  and  Metz  [31] measured was the potential for a stage to produce morphological abnormalities, not the overall constraints on ontogeny at each stage. There seems to be little reason to suppose that  such  data  provide  “an  accurate  model  of  natural  selection”  [33],  unlike  e.g.  the retention of duplicate genes over long evolutionary periods.  It  is  worth  noting  that  we  observe  a  “peak”  of  constraints  shortly  after  pharyngula (Figure  4B)  for  the  expression  profile  of  mouse  genes  which  give  an  “abnormal” phenotype  when  knocked‐out.  The  behavior  of  these  genes  is  surprising,  because  in zebrafish  the  trend  for  such genes was  similar  to  that  for  essential  genes. We  suspect that  the  definition  of  abnormal  phenotypes  differs  between  databases  and  between investigators working  in different species. Less severe phenotypes may be reported as “abnormal” in mouse, relative to zebrafish. Of note, data in ZFIN [16] come mainly from the  reviewed  literature, where minor  abnormalities  of  phenotype  are  rarely  reported, whereas  data  in  the  MGD  [34]  come  also  from  genome  wide  mutagenesis,  and  thus include such minor abnormalities. Minor abnormalities in mouse phenotype may also be 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easier to detect because of the gross similarity with human in anatomy and physiology. In  any  case,  these  are  the  data  in  our  study  which  most  closely  approximate  the teratogenesis study, and the only data that do not support the early conservation model. Although this trend is statistically not significant,  it  is consistent with the observations of Galis and Metz [31]. This deserves to be further examined in future studies.  Two other  studies which quantified a maximum of  constraints  at  the phylotypic  stage did use evolutionary measures of constraint. These studies  [3,4] estimated constraints on  the evolution of coding sequences,  in relation  to  the  timing of expression  in mouse development from EST data. Despite similar experimental designs and data, we reached differing conclusions. First, we note that we did check for sequence conservation (dN/dS) trends over development. In zebrafish, we found no robust pattern (Figure S3), while in mouse we  found  support  for  the  early  conservation model  (Figure  7).  Second,  in  our analyses  we  found  that  small  samples  of  ESTs  could  introduce  important  variability, which  is why we used weighted regressions  for all  computations based on  these data. For  example,  we  see  a  very  high  ratio  of  mouse  orthologs  of  zebrafish  singletons  to duplicates for Theiler stage 5 (day 4) (Figure 6); but this is obtained based on only 628 genes with at  least one EST at that stage (median over all stages: 3767). The weighted regression insures that such a point has a weak incidence on the statistical significance. Similar  issues  are  visible  in  the  data  of  Irie  et  al.  [4],  but  are  not  addressed  in  their analysis.  Indeed,  the extreme points  they use to support constraints at pharyngula are based on some of the smallest samples of their dataset. Finally,  it should be noted that another  study  in mouse  found  an  opposite  pattern  (relaxation  of  constraints  near  the phylotypic stage) using an alternative measure of constraints on sequences, the ratio of radical  to  conservative  amino  acid  changes,  KR/KC  [5].  In  our  opinion,  these contradictory  and weakly  supported  results  are  consistent with  the  idea  that  overall, coding sequence change seems to have a rather modest contribution to the evolution of development. This is consistent with a stronger contribution of regulation of expression [35,36].  Our  results were  obtained  on  data which  either  reflect  the  action  of  natural  selection (duplicate gene retention), or are directly relevant to fitness (loss‐of‐function lethality), and  provide  unambiguous  trends  with  strong  statistical  support.  Moreover,  the 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consistent  patterns  in  zebrafish  in  situ  hybridization  and microarray  data,  and mouse EST  data,  show  robustness  to  potential  experimental  biases  or  sampling  errors.  The early conservation model for genomic processes is reinforced by the enrichment of early expressed  genes  in  fundamental  cellular  processes  (Figure  3;  Table  S1).  This  is  the opposite of duplicated genes, which may be more involved in innovation, and have been reported to be enriched in developmental or behavioural processes [20,21]. Our results are consistent with the observation that basic cores of gene regulatory networks (GRNs) are highly constrained in early stages of animal development [37,38], although we add the notion of  a progressive decrease  in  constraints. This  indicates  that  some  relations between the timing of cell‐fate decisions in development and rates of genome evolution may  be  widely  shared  among  animals  [7,39].  Indeed,  many  studies  underline gastrulation as a crucial step in development [40,41]. Accordingly this period is shown here  to  be  subject  to  highest  constraints,  consistent  with  the  famous  Lewis  Wolpert quote:  “It  is  not  birth,  marriage,  or  death,  but  gastrulation,  which  is  truly  the  most important time in your life” [42]. 
3.4 Materials and Methods 
Microarray data Microarray  data  of  zebrafish  (Danio  rerio)  development  were  downloaded  from ArrayExpress  (E‐TABM‐33)  [43].  This  experiment  uses  an  Affymetrix  GeneChip Zebrafish  Genome  Array  (A‐AFFY‐38).  15  stages  were  sampled,  spanning  from fertilization to adult stages (15 minutes, 6, 8, 9, 10, 11.7, 16, 24, 30 hours, 2, 4, 5, 14, 30, 90 days, covering zygote, segmentation, gastrula, pharyngula, hatching,  larval,  juvenile, adult). Two replicates were made per time point; we use both of them for computations, and the 2 values are plotted to give an order of the variability between replicates.  Raw CEL files were renormalized using the package gcRMA [44] of Bioconductor version 2.2  [45].  We  used  the  "affinities"  model  of  gcRMA,  which  uses  mismatch  probes  as negative  control  probes  to  estimate  the  non‐specific  binding  of  probe  sequences.  The normalized values of expression are in log2 scale, which attenuates the effect of outliers. Mapping  of  D.  rerio  genes  on  Affymetrix  probesets  was  made  using  Ensembl  [46] annotation for zebrafish genome version Zv7 (unpublished). We  did  not  consider  the  first  time  point  of  the  data  (15  minutes,  fertilization).  Its behaviour  was  peculiar  in  many  cases.  We  explain  this  by  the  presence  of  maternal 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transcripts  in  the  embryo  [47].  These  transcripts  are  largely  degraded  by  6  hours  of development [48], the second time point of the dataset. For  the  absolute  detection  of  transcripts  (presence  or  absence  calls),  the method we used [49] replaces all MM probe values by a threshold value which is based on the mean PM value (after gcRMA transformation) of probesets that are very likely to have absent target transcripts. This removes the influence of probe sequence affinity and results  in better performance than the MAS 5 algorithm. 
Significance of trends in zebrafish development For the zebrafish microarray data we first used a randomization approach to assess the significance  of  the  difference  between  two  curves  of  median  expression  across development (for example median expression of duplicates vs. singletons, or of essential genes vs. genes with no reported phenotype). If the two groups contain n1 and n2 genes, we pooled all  these genes and randomly separated them into two new groups of same sizes (n1 and n2). Then we calculated and recorded the difference between the two new curves of median expressions across development. After  repeating  this  randomization 10,000 times, we could define 1‰ and 1% confidence intervals. Second, we  calculated  the  Spearman  correlation between developmental  time and  the difference  between  two  curves  of median  expression  across  development.  Bonferroni correction was applied to correct for multiple testing, considering the 9 tests computed with this microarray data (Figure 1; Figure 2; Figure 5; Figure S1; Figure S3; Figure S5A‐D): α=0.05/9=0.0056. 
Clustering of microarray data In order to identify genes lowly or highly expressed in early development, we used the Fuzzy C‐Means soft clustering method implemented in the Bioconductor package Mfuzz [50]. After a pre‐filtering step (genes with sd < 0.5 were removed), we ran the algorithm with the number of clusters set to c=4. This gave one cluster of genes lowly expressed across  development  (3641  probesets,  2261  Ensembl  genes),  one  of  genes  highly expressed  (2175  probesets,  1175  Ensembl  genes),  one  of  genes  whose  expression increased  (1714 probesets,  1123 Ensembl  genes)  and  one  of  genes whose  expression decreased (3306 probesets, 2446 Ensembl genes; Figure 3). 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Mouse EST data EST  (Expressed  Sequence  Tags)  data  were  retrieved  from  BGEE  (dataBase  for  Gene Expression  Evolution,  http://bgee.unil.ch/),  a  database  comparing  transcriptome  data between  species  [51],  including  EST  libraries  from  UniGene  [52].  The  mapping  of UniGene clusters on Ensembl genes  is  taken  from Ensembl  (version 48)  [46], where a percentage of identity of 90% is set as the minimum threshold to link an Ensembl gene with  a  UniGene  cluster.  Each  library  has  been  annotated  manually  to  ontologies  of anatomy  and  developmental  stages,  if  it  was  obtained  under  non  pathological conditions,  with  no  treatment  (“normal”  gene  expression).  We  considered  a  gene expressed at one time point in development if at least one EST was mapped to this gene at this time point. Thus, we could retrieve the number of genes expressed at each time point of mouse (Mus musculus) development. From this set we extracted two groups to compare  (for  example  essential/non  essential,  or  duplicates/singletons).  As  the  total number of ESTs available at each time point is different, we use at each time point the ratio of the numbers of genes expressed in the two groups. We obtained similar results when we  defined  a  gene  as  expressed  if  it  had  at  least  two  ESTs mapped  to  it.  Also, considering the ratio of the mean number of ESTs per gene at each stage, instead of the ratio of the number of genes expressed at each stage, gave similar results (not shown). We used data from 297 EST libraries, spanning 26 different developmental stages (from TS01 to TS27), corresponding to a total of 633,307 ESTs. A weighted linear regression between developmental time and expression ratios was fit to  the data, and a F‐test was run to assess  if  the slope was significantly different  from zero.  Weights  were  the  total  number  of  genes  expressed  at  each  stage.  Bonferroni correction was  applied  to  correct  for multiple  testing,  considering  the  6  ratios  tested with mouse EST data (Figure 4A‐C; Figure 6; Figure 7; Figure S2): α=0.05/6=0.0083. To test for an hourglass‐like model, we adjusted a parabola (polynomial model of order 2), as in Hazkani‐Covo et al. [3]. We used an ANOVA to estimate if the increase in fit to the data (r) between the  linear and parabola models was significant. The same Bonferroni correction  was  applied  to  the  ANOVA.  This  test  was  never  significant,  providing  no evidence for a maximum or a minimum of the ratio during development (Dataset S2). 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Zebrafish In­situ data 
In­situ  hybridization  expression  data  from ZFIN  [16] were  retrieved  using BGEE  [51]. We  considered  only  stages  with  more  than  1000  genes  expressed,  starting  when maternal genes are  largely degraded (6 hours post‐fertilization  [48]). We retrieved all genes with at least one report of expression by in­situ hybridization, at each time point of zebrafish development. From this set we extracted two groups (for example essential and non‐annotated genes), and analyzed their ratio across development using the same methodology as with ESTs (see above). 
Rate of protein evolution The orthology relationships, and the values of dN (rate of non‐synonymous substitution per  codon)  and  dS  (rate  of  synonymous  substitution  per  codon)  were  obtained  from Ensembl  version  48  [46].  We  retrieved  zebrafish  genes  with  one‐to‐one  orthologs  in 
Tetraodon nigroviridis and Takifugu rubripes (divergence time is ~32 MYA between the two  pufferfish  species  and  ~150  MYA  with  Danio  rerio  [53]).  We  downloaded  the pairwise dN  and dS  between Tetraodon  and Takifugu,  calculated with  codeml  from  the PAML package  in  the Ensembl  pipeline  (model=0, NSsites=0)  [54].  Ensembl  considers that  dS  values  are  saturated when  they  reach  a  threshold which  is  2*median(dS).  See http://www.ensembl.org/info/about/docs/compara/homology_method.html  for further details. We selected a  set of 4937 genes having dN, dS  and Affymetrix expression data. Among them 620 genes were strict singletons in fishes (loss of duplicates after 2R and after the fish‐specific  genome  duplication).  At  each  time  point  we  performed  the  Spearman correlation  between  the  dN/dS  ratio  and  expression,  following  Davis  et  al.  [1].  A  t‐statistic was used to assess if the correlation coefficient was different from 0. For the analysis in mouse we retrieved pairwise dN and dS between human and mouse, for genes with one‐to‐one human orthologs (14,333 genes). We kept only the singletons for 2R genome duplication and separated the 25% with the highest dN/dS and the 25% with  the  lowest  dN/dS  (607  genes  in  each  group). We  then  compared  the  expression across  development  of  these  two  groups  using  EST  data.  Using  the  10%  highest  and lowest dN/dS gave similar results (not shown). 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Genotypes and phenotypes 
Zebrafish mutants Data  on  zebrafish  mutants  were  retrieved  from  the  Zebrafish  Information  Network (http://zfin.org/zf_info/downloads.html,  April  2008)  [16].  We  selected  mutant genotypes having a  lethal or abnormal phenotype from the file “phenotype.txt”, paying attention  that  they  were  grown  in  normal  conditions  (ZDB‐EXP‐041102‐1).  These genotypes were mapped to ZFIN gene IDs using the file “genotype_features.txt” and then to Affymetrix probesets using Biomart [55]. This resulted  in a dataset of 252 ZFIN IDs associated  with  a  lethal  phenotype  (79  Affymetrix  probesets),  and  2870  ZFIN  IDs associated with an abnormal phenotype (461 probesets). Annotated normal phenotype data are rare in ZFIN, due to a lack of report of such mutants in the literature, so we used non‐annotated as a reference (7246 ZFIN gene IDs with expression data). To be sure that the technique used in the phenotype screen did not bias our analysis, we separated  the  dataset  of  genotypes  having  an  abnormal  phenotype  by  technique  (file “genotype_features.txt”):  inversion,  transgenic  insertion,  deficiency,  point  mutation, translocation,  insertion,  sequence  variant  or  unspecified.  Only  transgenic  insertions, point mutations  and  sequence  variants provide  enough data, with 343,  221  and 2424 ZFIN  IDs  respectively,  corresponding  to  309,  171  and  88  Affymetrix  probesets respectively (Text S1 and Dataset S1). 
Zebrafish morpholinos The  morpholinos  knock‐down  phenotypes  were  downloaded  from  ZFIN (http://zfin.org/zf_info/downloads.html,  April  2008)  [16].  We  selected  morpholinos (file  “pheno_environment.txt”)  giving  lethal  or  abnormal  phenotypes  (file “phenotype.txt”),  paying  attention  that  the  genotypes  were  wild  type  (file “wildtypes.txt”).  The  probes  were  mapped  to  ZFIN  gene  IDs  using  the  file “Morpholinos.txt” and then to Affymetrix probesets using Biomart [55]. Only “abnormal” phenotypes provided enough data, with 601 ZFIN IDs corresponding to 256 Affymetrix probesets (Text S1 and Dataset S1). 
Mouse knock­outs Data  on  mouse  mutants  were  retrieved  from  the  Mouse  Genome  Database (ftp://ftp.informatics.jax.org/pub/reports/index.html,  April  2008)  [34].  We  extracted 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from the file MRK_Ensembl_Pheno.rpt all mutant genotypes having an annotated lethal (lethality‐embryonic/perinatal,  MP:0005374  and  lethality‐postnatal,  MP:0005373), abnormal  (other  phenotypes  detected)  or  normal  phenotype  (no  phenotype  detected, MP:0002873), and their mapping to Ensembl genes. We filtered on the technique used and  kept  only  the  mutants  obtained  with  a  targeted  knock‐out.  Because  different investigators do not report the same phenotypes for the same genes, we removed from the  analysis  all  genes  annotated  to  more  than  one  group.  We  obtained  50  essential Ensembl  genes  (lethal  phenotype),  164  non  essential  (normal  phenotype),  and  1939 whose loss of function is annotated abnormal (Dataset S2). Including genes annotated to more  than one group,  the group  sizes were 1659, 564 and 3721  respectively,  and  the results were similar (not shown). 
Identification of duplicate genes Gene  families were obtained  from  the HomolEns database version 3  (http://pbil.univ‐lyon1.fr/databases/homolens.html),  which  is  based  on  Ensembl  release  41  [46]. HomolEns  is  build  on  the  same  model  as  Hovergen  [56],  with  genes  organized  in families, which include pre‐calculated alignments and phylogenies. In HomolEns version 3,  alignments  are  computed  with  MUSCLE  [57]  (with  default  parameters),  and phylogenetic trees with PhyML [58]. Phylogenies are computed on conserved blocks of the alignments selected with GBLOCKS [59]. Using the TreePattern functionality of  the FamFetch client for HomolEns, which allows scanning for gene tree topologies [60], we selected  sets  of  genes  with  or  without  duplications  on  specific  branches  of  the vertebrate phylogenetic tree. Regarding the  fish‐specific whole genome duplication, we found 1772 Ensembl  IDs  for duplicates  in zebrafish, 8821 for singletons  in zebrafish, 755 mouse orthologs of  these duplicates,  and  6843 mouse  orthologs  of  these  singletons.  For  the  2R whole  genome duplications,  we  found  986  duplicates  and  1266  singletons  in  zebrafish,  and  2448 duplicates and 2705 singletons in mouse (Datasets S1 and S2). 
Gene Ontology Analysis Over and under representation of GO terms [25] was tested by means of a Fisher exact test, using the Bioconductor package topGO version 1.8.1 [61]. The reference set was all Ensembl  genes  mapped  to  a  probeset  of  the  zebrafish  Affymetrix  chip.  The  “elim” 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algorithm of  topGO was used,  allowing  to  decorrelate  the  graph  structure  of  the  gene ontology, reducing non‐independence problems. A False Discovery Rate correction was applied, and gene ontology categories with a FDR < 15% were reported. 
Tools R  was  used  for  statistical  analysis  and  plotting  (http://www.R‐project.org/)  [62],  in conjunction  with  Bioconductor  packages  (http://www.bioconductor.org/,  version 2.2)[45]. To retrieve genomic information we used the BioMart tool [55] or connected to the Ensembl MySQL public database [46]. 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can be downloaded 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http://www.plosgenetics.org/article/info:doi/10.1371/journal.pgen.1000311#s5  
Dataset S1: Details and characteristics of  zebrafish gene sets used  in  this  study. FSGD: Fish Specific whole Genome Duplication.  
Dataset S2: Details and characteristics of mouse gene sets used in this study. FSGD: Fish Specific whole Genome Duplication.  
Text S1: Supplementary text.  
Figure  S1:  Expression  in  zebrafish  development  of  genes  according  to  retention  after vertebrate  2R  whole  genome  duplications.  Median  expression  profiles  of  vertebrate specific 2R duplicates in zebrafish in red dashed line and triangles, and of singletons in black solid line and circles. Legend as in Figure 2. 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Figure S2: Variation across mouse development of the ratio of expressed vertebrate 2R singletons, relative to duplicates. Legend as in Figure 4.  
Figure S3: Variation across zebrafish development of the Spearman correlation between gene sequence evolution and expression. Only singletons genes (for 2R and fish‐specific genome  duplications)  were  considered.  We  used  the  ratio  of  the  rate  of  non‐synonymous substitutions on the rate of synonymous substitutions (dN/dS) as a measure of selective pressure. Correlations below the dashed line are significantly different from 0 (p‐value < 0.05). The x‐axis is in logarithmic scale. A gray box on the x‐axis indicates the phylotypic period.  
Figure  S4:  Expression  in  zebrafish  development  of  genes  with  abnormal  mutant phenotypes.  Median  expression  profiles  of  zebrafish  genes  inducing  abnormal phenotypes when non functional, for 4 different techniques, compared to non‐annotated genes in black solid line and circles. The techniques are: morpholinos in purple dashed‐dotted line and squares; transgenic insertions in green dashed line and triangles; point mutations  in blue dashed  line and diamonds; sequence variants  in red dotted  line and crosses.  Points  significantly  different  from  the  reference  curve  (non  annotated  genes) are  filled.  See  Figure  S5  for  confidence  intervals  of  the  difference  with  the  reference curve. The x‐axis is in logarithmic scale. A gray box on the x‐axis indicates the phylotypic period.  
Figure  S5:  Significance  of  the  expression  difference  between  zebrafish  genes  inducing abnormal  phenotypes  when  non  functional  and  non‐annotated  genes  for  4  different techniques. These randomization plots refer to Figure S4. Legend as in Figure 2B.  
Table S1: Gene Ontology analysis. The two groups analyzed are the genes experiencing an increase of expression along development (late expression, cluster 4) and the genes experiencing a decrease of expression (early expression, cluster 3, Figure 3). Molecular Function and Biological process ontologies were analyzed with the “elim” algorithm of the Bioconductor package topGO (see Methods). 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4.1 Introduction During  metazoan  embryonic  development,  the  complexity  of  the  organism  increases from one cell to an integrated multi‐cellular animal. This is accompanied not only by an increasing  number  of  parts,  but  also  by  changes  in  the  pattern  of  interactions  among these  parts  [1].  In  very  early  development,  connections  are  limited,  with  the  embryo mainly  organized  along  two  axes.  When  organ  primordia  form,  the  body  becomes partitioned  in  "modules",  between  which  numerous  interactions  take  place.  At  late stages  the  organs  continue  to  differentiate,  but  the  "modules"  are  now  semi‐independent, and the interactions mainly occur within them. This model has been linked to the observation that mid‐development is the most morphologically conserved period among vertebrate embryos [1,2,3,4,5], hence the term "phylotypic stage" or "phylotypic period". In  practice,  such  interactions  must  involve  molecular  pathways  of  signaling  and regulation. Morphological models  do  not  specifically  predict  that molecular  pathways themselves should vary. But if signaling is dramatically different between early, middle ("phylotypic"),  and  late  development,  we  expect  to  see  changes  in  the  activity  of signaling pathways during development. Moreover, if changes in signaling are causal to the phylotypic period, we expect the timing of some changes in signaling to correspond with the boundaries of this period. Characterizing such molecular variation might help to reconcile divergent observations of developmental variation at the morphological and the genomic level [2,6,7,8,9]. In this study, we use expression information to relate zebrafish genes to developmental stages, and investigate the variation in protein‐protein interactions, signal transduction cascades,  and  microRNA  signaling.  We  also  investigate  whether  the  timing  of  gene expression  is  conserved  in  mouse.  This  allows  us  to  distinguish  signaling  pathways which  are  most  active  in  early,  mid  or  late  development,  and  can  be  related  to  the different phases of morphological integration. 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Figure  1:  Variation  of  centrality  in  the  protein­protein  interaction  network  during  development. 
Variation  of  the  correlation  between  centrality  and  gene  expression  level  with  timing  of  gene 
expression  across  zebrafish  development.  The  three  curves  represent  degree  centrality  (red 
triangles),  betweenness  centrality  (blue  circles)  and  closeness  centrality  (black  squares).  Filled 
points  indicate a  significant  correlation with  expression at  a given  stage.  Spearman  correlations 
(coefficient  rho)  were  computed  between  the  correlation  of  centrality  and  expression,  and 
developmental  time. The gray box on  the x­axis  indicates  the presumed phylotypic period. The x­
axis is in logarithmic scale. 
 
Figure  2:  Conservation  of  co­expression  of  pairs  of  interacting  proteins  between  zebrafish  and 
mouse. Mean ratios of the number of pairs of interacting proteins whose co­expression is conserved 
between zebrafish and mouse at a given developmental meta­stage, to the number of random pairs 
of  proteins  whose  co­expression  is  conserved  between  zebrafish  and  mouse.  Bars  represent 
percentiles of ratios (1% and 99% of repetitions). Organogenesis includes the presumed phylotypic 






Protein interconnectivity is highest in early development We first examined position in the protein‐protein interaction (PPI) network, according to  timing of  expression of  the genes encoding  the  interacting proteins. Proteins at  the centre  of  the  network  are  more  connected  than  those  at  the  network  periphery. Consequently,  determining  the  network  centrality  of  a  protein  is  equivalent  to evaluating  its  level  of  connectivity.  Of  note,  we  transferred  information  on  human interactions  to  the  zebrafish;  while  this  may  affect  the  precision  of  our  results,  it  is probable that trends are essentially correct [10]. We  used  three  different  measures  to  quantify  the  centrality  of  proteins:  degree, betweenness and closeness centrality [11]. Degree centrality is defined as the number of links incident upon a node; it  is a  local measure. Betweenness and closeness centrality are global measures: the first reflects the number of occurrences of a node on shortest paths between other nodes, while  the second reflects “shallowness”  to other nodes. At each stage we computed Spearman’s correlation between these centrality measures and gene  expression  from  microarray  data,  to  remove  the  possible  confounding  effect  of expression  level  on  studies  of  connectivity  [12].  The  three  centrality  measures  give similar results (Figure 1). At all stages the correlation is positive, confirming that highly expressed  proteins  tend  to  be  central  and  to  participate  in  many  interactions.  The correlation decreases over developmental  time,  suggesting  that early expression has a higher  relation  to  protein‐protein  connectivity  than  late  expression.  This  is  coherent with  results  from Liang and Li  [13], who contrasted  the  centrality and connectivity of developmental vs. non‐developmental genes. The presumed phylotypic period does not show any specific trend. To verify  the  evolutionary  relevance of  these observations, we measured whether  the orthologs of pairs of genes, which are both expressed in the same broad developmental stage in zebrafish, are also both expressed in the corresponding stage in mouse. While genes  encoding pairs  of  interacting proteins have more  conservation of  co‐expression than other genes at all stages, conservation is strongest in early development (zygote ‐ 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Figure  4:  Conservation  of  gene  expression  for  signal  transduction  genes  between  zebrafish  and 
mouse. Number of  zebrafish  (red  circles) and mouse  (black diamonds) genes,  and ortholog pairs 
(blue  squares)  expressed per developmental  stage  for:  (A)  signal  transduction,  (B)  receptors,  (C) 
kinases and (D) transcription. The dotted lines represent the 1% confidence interval for conserved 
expression  of  orthologs;  significant  numbers  of  orthologs  expressed  are  represented  by  filled 
squares. Organogenesis includes the presumed phylotypic period. The x­axis is not proportional to 





of  “early  onset”  miRNAs  (red  dashed  line,  diamonds;  n=65)  and  their  targets  (red  line,  circles; 
n=119), and of “late onset” miRNAs (blue dashed line, diamonds; n=44) and their targets (blue line, 




 miRNA expression increases progressively through development It has been proposed that the control of protein coding genes by miRNAs leads to a gain of  developmental  precision  at  the  cost  of  a  loss  of  evolutionary  plasticity  [14].  This suggests  that  the  less  morphologically  variable  developmental  stages  could  be  under stronger miRNA control. The  expression  of  miRNAs  during  zebrafish  development  (Figure  S2)  suggests  a classification  into  two  categories:  “early  onset”  miRNAs  whose  expression  starts  to increase before the presumed phylotypic period (11.7h, segmentation), and “late onset” miRNAs whose expression rises later (28h, pharyngula; Figure 5). In both groups a peak of expression is detected at 4h (blastula). It corresponds most probably to the maternal‐zygotic transition [15]. No other peak of expression is noticed along development. 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Expression of targets of the “late onset” is stable across development, while “early onset” targets  experience  a  small  decrease  during  development  (Figure  5,  Figure  S3).  As miRNAs are negative regulators of gene expression, the observation of a decrease in the expression level of targets of “early onset” miRNAs once these miRNAs are expressed is not  surprising.  However  the  interpretations  of  this  result  should  be  considered  with care. The difference in median expression between the targets of the two categories of miRNAs is globally not significant across development, as assessed by a randomization (except for one of the replicates at time point 9h; Figure S3). It is probable that by using gene  and  miRNA  expression  data  from  the  whole  organism,  we  have  missed  fine regulation in specific regions of the embryo. It is also possible that the high rate of false positives  in  databases  of  target  predictions  [16]  renders  this  result  less  accurate  or precise. There  is  no  comparable  data  on  expression  of  miRNAs  during  development  of  other vertebrate  species,  so  we  cannot  investigate  evolutionary  conservation  of  these patterns. 
Characteristics  of  genes  expressed  during  different  developmental 
periods As  an  alternative  to  studying  the  expression  profile  of  groups  of  candidate  genes, we used soft clustering of expression profiles to generate groups of genes, whose properties may be related to the patterns of evolution and development (Figure 6; Figure S1). This provided  us  with  three  sets  of  genes  with  interesting  profiles  in  development:  (i) Expression of  the “early” genes  is high early  in development, and decreases to reach a stable  low  level  by  the  presumed  phylotypic  period.  (ii)  Expression  of  the “organogenesis”  genes  is  low at  early  stages,  then  increases  strongly  at  the presumed phylotypic  period  and  remains  high  during  larval  development,  with  a  decrease  in adults. (iii) Expression of the “late” genes is low both in early development and during the phylotypic period, with a later increase towards the larval stage. 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Figure  6:  Expression  profiles  of  “early”, 
“organogenesis” and “late” genes. Each  line 
represents a gene, color coded according to 
how  well  it  is  represented  by  the  cluster, 
from  yellow  or  green  for  low  membership 
scores,  to  red  or  purple  for  high 
membership  scores.  The  gray  boxes  on  the 
x­axes  indicate  the  presumed  phylotypic 
period.  All  25  clusters  are  presented  in 
Figure S1.  The  average  number  of  abnormal phenotypes  reported  for  mutation  of genes  from  these  groups  differs significantly  (p  =  0.0078, Kruskal‐Wallis  test).  Mutation  of “early”  genes  results  in  the  most abnormal phenotypes (average of 10.5 vs. 5.28 for “organogenesis” genes and 6.86  for  “late”  genes).  There  is  also  a significant  difference  between  the three  categories  for  the  number  of anatomical  structures  in  which  each gene  is  detected  (p  =  5.85e‐11, Kruskal‐Wallis test). This is mostly due to  “late”  genes  being  expressed  in fewer  structures  (5.48  vs.  10.3  for “organogenesis”  genes  and  9.5  for “early”  genes);  in  other  words,  "late" genes  are  more  tissue‐specific.  As might  be  expected,  expression  of “early”  genes  is  enriched  in presumptive  structures.  Expression  of “organogenesis”  genes  is  enriched  in numerous anatomical  structures, most of them related to the nervous system, 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expressed  genes  per  developmental  stage  for:  (A)  calcium  (GO:0005262,  GO:0019855  and 







zebrafish  and mouse.  Number  of  zebrafish  (red  circles)  and mouse  (black  diamonds)  genes,  and 
ortholog  pairs  (blue  squares)  expressed  per  developmental  stage  for:  (A)  calcium  (GO:0005262, 
GO:0019855  and  GO:0005509;  174  zebrafish  and  862  mouse  genes,  71  orthologs);  (B) 
heterotrimeric G protein complex (GO:0005578; 5 zebrafish and 31 mouse genes, 3 orthologs) and 
(C)  proteinaceous  extracellular  matrix  (GO:0005834;  20  zebrafish  and  265  mouse  genes,  12 
orthologs).  The  dotted  lines  represent  the  1%  confidence  interval  for  conserved  expression  of 





4.3 Discussion On the basis of Raff’s [1] hypothesis that the conserved morphology between vertebrate species  at  the  phylotypic  period  could  be  the  result  of  specific  interactions,  we investigated  different  molecular  aspects  related  to  interactions  and  signaling  during zebrafish development. It should be noted that the data available do not allow us to test directly the hypothesis about differences in modularity between developmental stages. We can only evaluate the overall importance of molecular interactions and signaling, not whether it occurs inside or among "modules". But our working hypothesis is that major changes  in  signaling  will  probably  affect  the  extent  to  which  different  regulatory mechanisms are used. Thus  if  the phylotypic period  is defined by a  specific pattern of interactions,  we  expect  this  period  to  be  characterized  by  a  specific  signature  of expression of genes involved in signaling and regulation. A first notable observation is that many measures of signaling do present a peak during development  (Figure  3;  Figure  7),  and  that  these  peaks  seem  to  be  evolutionarily conserved  since  they  are  also  detected  in mouse  (Figure  4;  Figure  8).  This  stands  in contrast  to  the  monotonous  decrease  we  previously  reported  for  evolutionary constraints on the genome [9], and which is also observed for PPI centrality (Figure 1; Figure  2).  The  other  notable  observation  is  that  the  peak  rarely  corresponds  to  the morphologically defined phylotypic period. The  only  feature  which  peaks  close  to  the  phylotypic  period  is  the  number  of transcription genes expressed (Figure 3D). Combined with the onset of expression of a first wave of miRNAs (Figure 5), this could be seen as supportive of strong regulation of gene expression during this period. But these and other features which increase during the  phylotypic  period  do  not  decrease  until much  later; most  present maxima  during larval development (Figure 3; Figure 7). There are for example more miRNAs expressed after  than  during  the  phylotypic  stage,  which  is  indicative  of  tight  regulation  of  gene expression  in  late  development. Moreover, when we  classify  genes  according  to  their pattern  of  expression  during  development,  there  is  no  class  of  genes  which  peak specifically during the phylotypic period, but rather many genes which increase during that  period,  then  do  not  decrease  significantly  until  adulthood  (Figure  6).  These “organogenesis”  genes  are  enriched  in  proteins  with  a  potential  role  in  signaling between  cells  or  tissues,  considering  their  cellular  localization  and  their  relation with calcium.  In  zebrafish,  intracellular  as  well  as  localized  and  long  range  intercellular 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calcium  signaling  patterns  have  been  observed  from  cleavage  to  segmentation  [17]. These  calcium  signaling  events  have  been  shown  to  be  involved  in  dorso‐ventral  and left‐right patterning, convergent extension during gastrulation and somite formation. A role for calcium signaling in development is not restricted to zebrafish, as experiments have  also  implicated  calcium  in  dorso‐ventral  patterning  and  convergent  extension movement as well as neural induction in Xenopus, in left‐right patterning in mouse and chicken, and  in somite  formation  in chicken [18,19].  Indeed,  the expression of calcium signaling genes in organogenesis and larval stages is conserved between zebrafish and mouse (Figure 8A). The  late  peak  in  the  number  of  signal  transduction  and  receptor  genes  expressed suggests a major role for cell, tissue, and receptor‐ligand interactions. At the same time the  majority  of  miRNAs  are  expressed  at  a  high  level  and  consequently  mediate numerous RNA‐RNA interactions. This probably reflects the increasing complexity of the organism, and the need for specific regulation in differentiated organs and tissues. This specialization is supported by the tissue specificity of “late” genes. While the separation between a phylotypic period and further organogenesis and larval development  is  thus  not  clearly  defined  by  any  type  of  gene  expression,  early development  does  present  a  quite  specific  pattern.  This  can  be  seen  e.g.  in  the conservation  of  gene  co‐expression  between  zebrafish  and  mouse:  whereas  the conservation  of  co‐expression  of  interacting  proteins  is  highest  in  early  development (Figure 2), conservation of signaling gene expression is lowest (Figure 4). Moreover, we can identify a cluster of 160 genes that are highly expressed early in development, but have  practically  lost  expression  by  pharyngula  (24h),  and  remain  at  very  low  levels thereafter (Figure 6). These specific “early” genes are enriched in terms related to body plan specification (Table 1). Thus the  information for the body plan appears to be  laid out  before  the  phylotypic  period,  when  genes  are  under  the  strongest  evolutionary constraints [9]. The observation that mutation of these “early” genes produces the most diverse abnormal phenotypes  is also consistent with a key role  for early development, rather than for the phylotypic period. These early genes appear to participate highly in conserved protein‐protein interactions (Figure 1; Figure 2), whereas miRNA regulation is almost absent (Figure 5; [20]). This pattern is inversed from organogenesis to larval development (high miRNA regulation, small role of protein‐protein interactions). 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These  results  pose  the  question  of  why  a  phylotypic  period  is  observed  at  the morphological level. True, there are many molecular interactions around that period of zebrafish  development,  and  they  seem  to  be  conserved with mouse.  But  they mostly continue into further organogenesis and larval development, sometimes even reaching a maximum during the larval stage, which is not morphologically conserved. We suggest that a solution lies in realizing that morphology at each stage of development probably depends  on  an  interaction  between morphology  at  the  previous  stage  and  the  genes expressed,  which  act  to  modify  this  morphology  [21].  Under  this  simple  assumption, early  development  would  be  constrained  by  its  starting  point,  i.e.  the  very  divergent zygotic morphologies [1,22]; under the influence of the conserved genetic determinants of  early  development  [9],  morphology  should  tend  to  converge  ([also  suggested  for insects  [23]);  and  finally  the  rapidly  evolving  genes  expressed  in  later  development should cause a corresponding divergence in morphology. This explanation allows for a minimum in morphological divergence at mid development, without any corresponding peak in genetic or molecular processes. 
4.4 Conclusion There are high levels of interactions between molecules, and between cells and tissues, during  the presumed phylotypic period,  conserved between  zebrafish  and mouse. But there does not appear to be a marked boundary in levels or types of interactions, nor in zebrafish‐mouse  conservation,  between  that  period  and  later  development,  where morphology  is  more  divergent  between  species.  On  the  other  hand,  expression  and interaction data show a marked change between early (pre‐phylotypic period) and later development.  Early  expressed  genes  appear  to  be  both  more  conserved  between zebrafish and mouse, and regulated by different pathways, than other genes, with more protein‐protein  interactions  and  little  or  no  miRNA  regulation.  We  propose  that morphological  conservation  at  the  phylotypic  period  is  a  consequence  of  this  early genetic conservation. 
   107 
4.5 Material & Methods 
Microarray data and clustering Microarray  data  of  zebrafish  (Danio  Rerio)  development  were  retrieved  from ArrayExpress  (E‐TABM‐33;  [24]).  This  experiment  used  an  Affymetrix  GeneChip Zebrafish Genome Array  (A‐AFFY‐38) with 15,617 probes, which  correspond  to 8,922 Ensembl genes [25]. 15 stages, two replicates per time point, were sampled: 15min, 6, 8, 9,  10,  11.7,  16,  24,  32,  48  hours,  4,  5,  14,  30  and  90  days,  spanning  zygote,  gastrula, segmentation, pharyngula, hatching, larval, juvenile and adult stages.  Raw CEL files were normalized using the gcRMA package [26] of Bioconductor [27]. We used the “affinities” model of gcRMA, which uses mismatch probes as negative control probes to estimate the non‐specific binding of probe sequences. The normalized values of expression are in log2 scale, which attenuates the effect of outliers. Presence  and  absence  calls  were  retrieved  from  ArrayExpress.  The  method  used  for absolute detection of transcripts was the MAS5 algorithm. For the 1,965 Ensembl genes that are represented by more than one probe, we used the mean of all the probe values as the gene expression value, and we considered the gene present if more than half of its probe calls determined it as present. The two replicates were used for calculations and plotting except  for clustering where we used the average of the two replicates. As in Roux and Robinson‐Rechavi [9] we did not consider the first time point of the data (15min, fertilization). The  genes  were  separated  in  25  clusters  (Figure  S1)  using  the  fuzzy  c‐means  soft clustering  algorithm  implemented  in  the  Mfuzz  package  [28]  of  Bioconductor.  From these clusters we formed three groups of genes: highly expressed in early development (cluster  15;  160  “early”  genes),  highly  expressed  at  the  presumed  phylotypic  period (clusters  1,  20  and  23;  475  “organogenesis”  genes),  and  highly  expressed  after  the presumed phylotypic period (clusters 3 and 8; 412 “late” genes). 
Protein­protein interactions Human  protein‐protein  interactions  were  downloaded  from  the  BioGRID  [29],  IntAct [30]  and  HPRD  [31]  databases.  Interacting  proteins  were  respectively  mapped  from HGNC  symbol,  Uniprot  Accession  and  EntrezGene  ID  to  Ensembl  human  genes.  671 EntrezGene  IDs  that  corresponded  to  more  than  one  Ensembl  human  gene  were 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removed.  The  Ensembl  human‐zebrafish  one‐to‐one  orthologs  were  retrieved  from Ensembl. We merged  the  interaction data  of  the  three databases  yielding  a  dataset  of 5,277 protein pairs with associated expression data. For  each  developmental  stage  we  retained  interactions  for  which  both  interacting proteins were expressed according to the present/absent calls of the microarray data. Degree,  betweenness  and  closeness  centrality measures  [11] were  calculated  for  each interacting  protein  at  each  stage  using  the  R  igraph  package  (http://www.R‐project.org/;  [32]).  Spearman  correlation  between  gene  expression  and  centrality measures was performed for each stage. 
Signal transduction genes Zebrafish genes and their associated GO IDs were retrieved with Biomart [33] and the GO terms were downloaded from Gene Ontology (Nov 3, 2008; [34]). Genes annotated with  GO  terms  that  contained  “signal”  and  “transduction”,  “receptor”,  “kinase”,  or “transcription”  were  retrieved.  This  resulted  in  421  signal  and  transduction,  413 receptor, 299 kinase and 691 transcription genes for which expression data existed; 47 genes  were  annotated  with  both  “receptor”  and  “transcription”  terms  (i.e.  nuclear receptors).  The  numbers  of  expressed  genes  for  each  stage  and  each  replicate  were determined according  to  the present/absent  calls of  the microarray data;  the mean of the two replicates was used. A linear regression between developmental time and number of expressed genes was fit to  the  data.  To  test  for  an  hourglass‐like model,  we  adjusted  a  parabola  (polynomial model of order 2), as in Roux and Robinson‐Rechavi [9]. We used an ANOVA to estimate if  the  increase  in  fit  to  the  data  (r)  between  the  linear  and  parabola  models  was significant.  A  Bonferroni  correction  was  applied  to  correct  for  multiple  testing, considering the 7 regressions of Figure 3 and Figure 7. 
Gene Ontology analysis Over and under representation of GO terms for “early”, “organogenesis” and “late” genes were  tested with  a  Fisher  exact  test  using  the Bioconductor  package  topGO  [35].  The reference  set  was  all  the  Ensembl  genes  that  were  represented  by  a  probe  on  the microarray. The “elim” algorithm of  topGO was used, allowing decorrelation of  the GO 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graph  structure,  reducing  non‐independence  problems.  A  False  Discovery  Rate correction was applied and gene ontology terms with a FDR < 5% were reported. 
Phenotypes and localization of expression data Zebrafish  genotypes  and  phenotypes  were  recovered  from  the  Zebrafish  Information Network  (ZFIN;  July 2008;  [36]). We  selected  the phenotypes  corresponding  to  single gene mutants grown in normal conditions and to wild‐type lines treated with only one morpholino  targeting  a  single  gene.  The  localization  of  gene  expression  for wild‐type lines  grown  in  normal  conditions was  also  retrieved  from  ZFIN.  Genes were mapped from ZFIN IDs to Ensembl IDs; 573 ZFIN IDs that correspond to more than one Ensembl ID were  removed.  There was mutant  phenotype  information  for  22  “early”  genes,  29 “organogenesis”  genes  and  7  “late”  genes.  And  96  “early”  genes,  294  “organogenesis” genes and 211 “late” genes had localization of expression data.  The significance of the difference between the mean numbers of abnormal phenotypes or  structures with expression per gene of  the  three categories was determined with a Kruskal‐Wallis test. When the difference was statistically significant, pairwise Wilcoxon tests were performed; p‐values were adjusted for multiple testing using the Bonferroni correction. Enrichment  and  depletion  of  expression  in  anatomical  structures  (ZFIN)  for  “early”, “organogenesis” and “late” genes were tested with a Fisher exact test using a version of the Bioconductor package topGO [35] modified to handle any OBO ontology (Alexa and Roux, unpublished). The reference set, the algorithm and the FDR value are the same as for the GO analysis. We used only structures that show expression of at least 5 genes. 
miRNAs targets and expression Zebrafish miRNAs were downloaded from the miRBase database [37].  A  time  series  of  miRNA  microarray  data  during  zebrafish  development  [20]  was retrieved (GSE2625) from GEO [38]. In this experiment a microarray developed for the detection  of  mammalian  miRNAs  was  used  to  measure  the  expression  of  zebrafish miRNAs, which is made possible by the very strong sequence conservation of miRNAs. 15 stages were sampled: 0, 4, 8, 12, 16, 20, 24, 28, 32, 40, 48, 56, 64 hours and 4 days, spanning  zygote,  blastula,  gastrula,  segmentation,  pharyngula,  hatching  and  larval stages,  as well  as male  and  female  adults.  Adult  time  points were  removed  from  our 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analyses,  as  their  expression  value  did  not  correspond  to  what  was  reported  in Wienholds et al.  [20], even after normalization. Expression data was normalized using the  control  probes  pre‐3,  pre‐4  and  pre‐5,  and  subsequently  log  transformed.  Each miRNA  is  represented by  five  probes  on  the microarray. We used  the mean of  all  the probe  values  as  the  miRNA  expression  value.  We  thus  had  expression  data  for  109 zebrafish miRNAs. The  miRNAs  were  separated  in  2  clusters  (Figure  S2)  using  the  fuzzy  c‐means  soft clustering  algorithm  implemented  in  the  Mfuzz  package  [28]  of  Bioconductor.  We defined the 65 miRNAs from cluster 1 as “early onset” and the 44 miRNAs from cluster 2 as “late onset”. EIMMo  [39]  target  predictions  for  zebrafish  miRNAs  were  retrieved  from http://www.mirz.unibas.ch/miRNAtargetPredictionBulk.php  (v3,  January  2009). Targets were mapped from RefSeq IDs to Ensembl zebrafish genes. Ensembl genes that corresponded to more than one RefSeq IDs were removed.  Among  the  genes  for which we have  expression data,  119  are  targeted only by  “early onset” miRNAs and 253 only by  “late onset” miRNAs. To assess  the significance of  the difference between median expression across development of the “early onset” miRNAs targets and the “late onset” miRNAs targets, we used a randomization approach (as  in [9]). We pooled all the targets, randomly formed two new groups of the same size as the original  groups  (n1=119,  n2=253)  and  calculated  the  difference  in median  expression between the two random groups, with 10,000 repetitions. 
Conservation of gene expression in mouse Expression information (Affymetrix, "high quality") during development was retrieved for zebrafish (6,305 genes) and mouse (Mus musculus; 17,192 genes) from Bgee, a database to compare expression data between species [40]. The Ensembl mouse‐zebrafish one‐to‐one orthologs were retrieved from Ensembl. While homologous developmental stages cannot be defined precisely, Bgee implements broadly defined meta‐stages which can be compared between species. A precise description of the meta‐stages and the correspondence between mouse or zebrafish stages to them can be found in the files stages.obo and stage_association.txt downloadable at http://bgee.unil.ch/bgee/bgee?page=download. 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To  quantify  the  conservation  of  co‐expression  of  interacting  proteins  over developmental meta‐stages, we calculated for each meta‐stage the number of interacting pairs  of  proteins  for  which  both  zebrafish  and  mouse  one‐to‐one  orthologs  are expressed. This was compared to the co‐expression of random pairs of zebrafish genes (10,000  randomizations).  We  plot  the  mean  ratios  of  observed  co‐expression  of  PPI pairs to random pairs. Zebrafish  and mouse  genes  and  their  associated  GO  IDs were  retrieved with  Biomart and  the  GO  terms  were  downloaded  from  Gene  Ontology  (June  25,  2009).  Genes annotated  with  GO  terms  that  contained  “signal”  and  “transduction”,  ”receptor”, “kinase”,  or  “transcription”  were  retrieved.  We  kept  the  mouse‐zebrafish  one‐to‐one orthologs with GO annotation and expression data  in both species. This resulted  in 98 pairs for signal transduction, 124 for receptor, 127 for kinase and 307 for transcription. We  calculated  the  total  number  of  mouse  and  zebrafish  genes  of  each  gene  category expressed at each meta‐stage, as well as the number of ortholog pairs both expressed at each meta‐stage.  To  assess  the  significance  of  the  number  of  orthologs  expressed, we randomly  created  pairs  of  mouse‐zebrafish  genes  from  the  same  gene  category. Repeating this process 10,000 times, we could define 1% confidence intervals. 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Figure S1: Gene clustering according to expression in development. Twenty‐five clusters of  genes  obtained  by  soft  clustering.  Cluster  15  corresponds  to  the  “early”  genes. Clusters  1,  20  and  23  correspond  to  the  “organogenesis”  genes.    Clusters  3  and  8 correspond  to  the  “late”  genes.  Soft  clustering  assigns  a  gene  gradual  degrees  of membership  to  a  cluster.  The  membership  scores  indicate  how  well  the  gene  is represented by a cluster, and are color‐coded from yellow or green for low membership 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scores  to  red  or  purple  for  high  membership  scores.  The  gray  boxes  on  the  x‐axes indicate the presumed phylotypic period.  
Figure  S2: miRNA  clustering  according  to  expression  in  development.  Two  clusters  of miRNA obtained by soft clustering. Soft clustering assigns a miRNA gradual degrees of membership  to  a  cluster.  The  membership  scores  indicate  how  well  the  miRNA  is represented by a cluster, and are color‐coded from yellow or green for low membership scores  to  red  or  purple  for  high  membership  scores.  The  gray  boxes  on  the  x‐axes indicate the presumed phylotypic period. 
 
Figure S3: Variation of miRNA target genes expression during development. Difference in median  gene  expression  between  targets  of  “early  onset”  and  “late  onset” miRNAs. The  dashed  lines  represent  the  5%  confidence  interval;  significant  differences  are represented  by  filled  circles.  The  gray  box  on  the  x‐axis  indicates  the  presumed phylotypic period. The x‐axis is in logarithmic scale.  
Figure  S4:  Variation of  centrality  in  the protein‐protein  interaction network  for  signal transduction  genes  during  development.  Same  as  Figure  1,  but  restricted  to  the  gene categories used in Figure 3. 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5.1 Introduction Gene  duplication  is  thought  to  play  a  major  role  in  evolution,  since  it  provides  raw material for innovation [1]. Whole‐genome duplications are special events, doubling all genes  of  a  species  at  the  same  time.  Such whole‐genome  duplications  occurred  quite rarely,  but  pervasively  in  the  tree  of  life  [2].  Notably,  two  successive  rounds  of duplications  occurred  at  the  origin  of  vertebrates  [3,4],  followed  by  a  third  round specific  to  teleost  fishes  [5]. The consequences of  these events on  the evolution of  the vertebrate lineage still remain to be identified [2]. The  process  of  gene  retention  itself  is  not  well  understood.  After  such  events,  most duplicated genes get rapidly lost. Only 10‐20% of the duplicates are retained on the long term [4,6]. These are known to constitute a biased subset of  the genome. For  instance genes  whose  sequence  evolves  slowly  appear  to  be  more  retained,  as  well  as  genes mapped  to  certain  functional  categories  (e.g.  signaling,  behaviour,  regulation)[4,6,7,8]. Other structural protein features can influence the fate of duplicate genes, such as their length, number of domains, cis­regulatory motif or phosphorylation sites [9,10]. Causal relations between these features and the increased propensity of retention after whole‐genome duplication have not been yet confirmed. Recently  we  have  also  shown  that  in  vertebrates  the  pattern  of  expression  through development  could  also  bias  duplicate  gene  retention:  genes  expressed  early  in development in zebrafish and mouse tend to be more eliminated [11]. This confirms that patterns of expression strongly influence patterns of molecular evolution in animals. As many studies on whole‐genome duplication have been performed on yeast, such biases for vertebrates are somewhat under‐studied.  In  this  paper  we  use  a  new  bioinformatics  method,  applied  to  high  quality  in  situ hybridization  data,  to  analyze  the  retention  of  duplicate  genes  regarding  expression patterns in anatomical structures. We find that genes expressed in the nervous system have  an  increased  chance  of  being  retained  after  whole‐genome  duplication.  This pattern is very strong and is observed for the teleost fish specific genome duplication, as well as for the two rounds ancestral to vertebrates (“2R”). It is likely to be explained by a high  tolerance  of  neural  tissues  to  perturbations  such  as  gene  duplication.  As  genes expressed  in neural  structures are known  to evolve  slowly  [12],  a direct prediction of 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Fish­specific whole­genome duplication To  analyze  potential  anatomical  retention  bias  of  duplicates  a  sfter  the  fish‐specific whole‐genome  duplication  (Figure  1A;  Table  1[i]),  we  collected  zebrafish  in­situ hybridization expression data. This technique allows a precise mapping of expression to fine  anatomical  structures,  that  microarray  studies  cannot  perform  and  thus  tend  to average  [32].  Several  thousands  of  in­situ  hybridizations  have  been  performed  in zebrafish,  allowing us  to use  these data  to  analyze  trends  at  the  genomic  scale. These expression data are mapped to an ontology describing the anatomy of zebrafish [18]. Similarly  to  the widely  used  Gene  Ontology  enrichment  test  [33,34],  we  performed  a Fisher  test  for  each  category of  the  zebrafish anatomical ontology. This  test  compares the proportion of duplicate genes mapped to a given category (i.e. expressed in a given 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tissue)  to  the  proportion  in  the  reference  set  (“universe”).  Here,  the  universe  is composed of all genes having in­situ expression data.  The  list  of  anatomical  structures  showing  an  enrichment  of  expression  of  duplicates from  the  fish‐specific  whole‐genome  duplication  is  shown  in  Table  S1.  With  a  false discovery rate (FDR) threshold of 20%, 224 structures are significant. This means that more duplicate genes are expressed in these structures than expected by chance. Many of  these  are  high‐level  terms  in  the  ontology  (e.g.  “anatomical  system”  or  “organism subdivision”),  probably  due  to  correlation  between  categories:  high‐level  structures benefit from the propagation of the expression mapped to all their sub‐structures in the ontology.  This  problem  has  been  acknowledged  concerning  Gene  Ontology  tests  [34] and several decorrelation algorithms have been developed  to  reduce  this  type of  local dependencies  [24,35,36]. We  used  here  the  “elim”  algorithm  available  in  the  package topGO, a bottom‐up approach that stops the propagation of genes mapped to significant categories  to  higher  level  terms  [24].  This  test  yields  a  less  redundant  list  of  117 anatomical terms where duplicates are more expressed than expected (Figure 1A; Table 1[ii]).  It  is shown in Table 2. Of note, similar results were obtained using the database Homolens 3 [21] to detect duplicate genes (not shown; see Methods).   It  is clear  that  these 117 terms  include many structures  from the nervous system. For instance the top five enriched structures are “retinal ganglion cell  layer”, “spinal cord”, “neuron”, “epiphysis” and “tegmentum” (Table 2). Because a high number of genes are known to be expressed in the nervous system [32], we tested if the high proportion seen in  Table  2  is  significant.  We  built  a  reference  dataset  gathering  all  nervous  system structures.  As  it  is  sometimes  difficult  to  classify  a  structure  as  nervous  or  not,  we created  two  datasets,  a  “broad”  one,  including  notably  sensory  systems  as  well  as embryonic  precursors  of  nervous  structures,  and  a  more  strictly  defined  “narrow” dataset (see Methods). Using both datasets, we found a highly significant enrichment of nervous  system  structures  in  Table  2  (Fisher  tests;  “broad”:  p=5.3e‐11,  with  odds‐ratio=3.6; “narrow”, p=7e‐05 with odds‐ratio=2.3). Changing the threshold for reporting anatomical  terms  did  not  alter  the  results  (e.g.  using  a  stringent  FDR  of  5%;  “broad”: p=1.1e‐6,  odds=4.6;  “narrow”:  p=0.005,  odds=2.5).  The  results  with  no  decorrelation 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algorithm  (Table  S1)  also  yield  a  significantly  enriched  proportion  of  nervous  system structures (“broad”: p=3.6e‐15, odds=3.1; “narrow”: p=8.3e‐7, odds=2.2). We observe that the use of the “broad” list of nervous system structures gives lower p‐values  than  with  the  “narrow”  list,  suggesting  that  duplicates  are  expressed  quite broadly in the nervous system (including in developing precursors and sensory organs). Indeed  the significant  terms represent very diverse nervous system structures and no specific bias inside the nervous system is apparent.  Because  some  of  the  significant  structures  do  not  belong  to  the  nervous  system  (e.g. heart,  FDR =  0.0069), we  applied  the  same procedure  to  other  anatomical  systems  to test if they were also over‐represented in Table 2. Eight systems are easily isolated using the  structure of  the  zebrafish  anatomical  ontology:  respiratory  system,  cardiovascular system,  renal  system,  digestive  system,  skeletal  system,  musculature  system, reproductive  system  and  immune  system.  But  no  significant  over‐representation  of these systems was found on the list, most of them being depleted (e.g. skeletal system, p=3e‐5, odds=0.15).  We next performed the same analysis on singleton genes (genes whose duplicates were lost  after  the  fish‐specific  whole  genome  duplication;  Figure  1B;  Table  1[iii]).  This yielded  only  3  structures  enriched  in  expression  of  this  group:  “alar  plate midbrain”, “unspecified” and “liver”. However, we found 82 structures depleted in expression of singletons (Table S2), most of  them  part  of  the  nervous  system  (Fisher  test;  “broad”  list:  p=9.5e‐7,  odds=3.1). Interestingly using the “narrow” list did not yield a quite significant p‐value, confirming that developmental precursors of the nervous system and peripheral structures such as sensory organs play  an  important  role  in  the  trend  (Fisher  test; p=0.1,  odds=1.5).  For clarity, in the rest of the article we report only values obtained using the “broad” dataset, unless mentioned explicitly.  To  summarize,  we  observe  that  the  genes  retained  in  duplicate  after  the  fish‐specific whole‐genome  duplication  are  more  expressed  in  nervous  system  structures  than expected by chance, whereas the genes whose duplicates were not retained (singletons) are less expressed in these structures than expected. 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Bias in retention or evolution after duplication? Two scenarios can explain this result. First, retention of two copies may be more likely after  the  whole  genome  duplication  for  genes  less  expressed  in  nervous  system structures.  Second,  the  retention of genes may be unbiased  relative  to expression, but duplicate  genes  may  evolve  secondarily  expression  in  the  nervous  system.  To  get  a proxy  of  the  ancestral  state  before  whole‐genome  duplication,  we  used  mouse  data, which  has  diverged  from  zebrafish  before  the  fish  specific  duplication.  Since  a  large number  of  in­situ  hybridization  data  are  also  available  for  mouse  (see  Methods),  we could apply strictly the same methodology as for zebrafish to detect biases in expression patterns.  We compared mouse orthologs of zebrafish duplicates, to mouse orthologs of zebrafish singletons,  regarding  their expression pattern  (Figures 1C and D; Table 1[iv]  and  [v]). Mouse  orthologs  of  duplicates  were  found more  expressed  than  expected  in  nervous system  structures  (p=0.0001,  odds=6).  This  result  in  mouse  is  consistent  with  the observations in zebrafish, and the most parsimonious explanation is that expression was similar in the ancestor of the two lineages. Therefore the first scenario is most probable: after  the  fish  specific  whole  genome  duplication,  there  was  preferential  retention  of duplicates expressed in the nervous system. Interestingly  the  mouse  orthologs  of  singletons  show  no  depletion  of  expression  in nervous  structures,  as  was  observed  for  zebrafish  singletons.  This  might  be  due  to zebrafish  singletons  having  evolved  secondarily  a  lower  expression  in  the  nervous system after the whole‐genome duplication event. 
Vertebrate whole­genome duplications To check if this bias is specific to the fish‐specific genome duplication, we repeated the analysis with  the  two ancient rounds of genome duplication (“2R”), which occurred  in the  ancestor  of  vertebrates  [4].  It  is  difficult  to  distinguish  between  the  two  whole genome  duplications  since  no  model  species  diverged  from  the  vertebrate  lineage between  them. Therefore we  looked at  the genes with any duplication at  the origin of vertebrates  (Figure  1E;  Table  1[vi]).  The  pattern  uncovered  is  very  similar  to  that  of fish‐specific  duplicates.  In  mouse,  most  of  the  structures  enriched  in  expression  of vertebrate‐specific duplicates  are part  of  the nervous  system  (p=2.5e‐6,  odds=4.7). As observed  in  zebrafish,  this  is  the  case  also  for  structures  depleted  in  expression  of 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singletons  (Figure  1F;  Table  1[vii]),  although  the  p‐value  is  not  quite  significant (p=0.077, odds=2.5).  Of  note,  these  results  are  consistent  if  we  use  an  independent  source  of  in  situ hybridization  data:  the  project  Eurexpress  performs  a  systematic  screening  of  gene expression in wild‐type mouse embryos at E14.5 (see Methods). The annotation is made coherently by one research group of the consortium. The enrichment test on 2R whole‐genome  duplicates  yields  fewer  results  (10  significant  terms),  because  less  data  are available, but similar results are obtained (the 10 significant terms are substructures of the nervous system; not shown).  Zebrafish also experienced this duplication (Figures 1G and H; Table 1[viii] and [ix]), but only 2 structures are found enriched in 2R duplicates (“angioblastic mesenchymal cell” and  “spinal  cord  neural  rod”),  while  2R  singletons  show  a  significant  depletion  of expression in nervous system structures (p=0.0028, odds=1.6). This might be due to our use only of genes which duplicated in 2R, but not in the fish specific genome duplication. Thus  it  seems  that  the  mechanisms  of  retention  after  whole  genome  duplication  are conserved during vertebrate evolution. 
Recent species­specific duplications Duplicate genes  can arise  from other  sources  than whole genome duplications.  In  this case, bias of retention is acting jointly with other mechanisms, such as bias of generation or of fixation of duplicates. Concerning  lineage‐specific  single  gene  duplicates  in  zebrafish  and  mouse  (mostly recent  tandem  duplications),  we  do  not  observe  any  enrichment  of  expression  in nervous  system  structures  (Table  1[x]  and  [xi]).  In  mouse  however  we  detect  a significant  depletion  of  expression  in  the  nervous  system  of  these  recent  duplicates (p=0.0032,  odds=9.6).  This  seems  to  be  opposite  to  the  trend  for  whole‐genome duplications,  and may  reflect  the  fact  that  small‐scale duplications  and whole‐genome duplications affect different genes [31,37]. 
Number of isoforms Yeo et al [38] have shown that an unusually high frequency of conserved human‐mouse alternative splicing is present in genes expressed in the brain. This led us to test if other 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modes  of  sequence  evolution  than  gene  duplication  could  also  be  favoured  for  genes expressed in the nervous system. In mouse we indeed detect that genes with at least 3 isoforms  (Figure  1I;  Table  1[xii])  are  enriched  in  nervous  system  expression (p=0.00019, odds= ∞ since all the 6 significant structures are from the nervous system). Results in zebrafish are in the same direction but are not significant, probably because of a  lower EST coverage and  thus  less  recognized  splice variants  in  this  species  (p=0.17, odds=2.5). This  result  is  surprising  since  alternative  splicing  and  gene  duplication  have  been reported  to be anti‐correlated mechanisms  [39,40]. More detailed analysis  shows  that the anti‐correlation does not hold for old genes, such as those that experienced the 2R whole‐genome  duplications  (Roux  and  Robinson‐Rechavi,  unpublished);  these  genes show  a  positive  correlation  between  alternative  splicing  and  duplication.  This  might explain why genes with many isoforms are enriched in nervous system expression. Indeed  we  confirmed  that  high  number  of  alternative  splice  variants  is  not  a  causal factor  by  keeping  only  genes  that  were  retained  in  duplicate  after  2R,  but  have  no alternative  splicing  (1  isoform;  Figure  1J;  Table  1[xiii]).  These  genes  also  show  a marginally  significant  enrichment  of  expression  in  nervous  structures  (p=0.06, odds=4.3).  
Nervous system expression and rate of sequence evolution The  sequence  of  genes  expressed  in  neural  tissues  tends  to  evolve  slowly  [12,41,42]. This  is  hypothesized  to  be  due  to  a  high  sensitivity  of  neurons  to  protein  synthesis errors resulting  in protein misfolding. Misfolded proteins can be  toxic  to cells because they are prone to aggregate with other misfolded proteins and to hydrophobic surfaces like  membranes.  Because  of  their  long  lifetimes  and  high  membrane  surface‐area, selection to prevent misfolding is very strong in neurons. Amino acid changes are thus prevented since  they are  likely  to  increase  the propensity of  a protein  to misfold,  and genes  expressed  in  neural  tissues  consequently  display  a  slow  rate  of  sequence evolution. To check this pattern with our dataset, we  isolated the 10% slowest evolving genes  in mouse and looked in which tissues their expression was enriched (Table 1[xiv]). Rates of  evolution were measured  using  the dN/dS  ratio.  As  expected,  among  the  structures 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expressing  preferentially  slowly  evolving  genes,  we  find  a  very  strong  enrichment  of nervous system structures (p=1.4e‐7, odds=4.5). Among other anatomical systems,  the skeleton is marginally enriched (p=0.088, odds=2).  Selection  against  protein  misfolding  was  also  reported  to  act  at  synonymous  sites, biasing  codon usage  [12,27]. To  improve  translation accuracy and prevent misfolding, the structurally important sites of a protein are often observed to be encoded by a codon matching perfectly its cognate tRNA. To  check  this  trend  with  our  dataset,  with  looked  at  two  different  measures.  First, expression of the 10% of genes with lowest dS (Table 1[xv]) is marginally enriched in the nervous  system  (p=0.073,  odds=1.9).  Interestingly,  a  significant  enrichment  is  found using  the  “narrow”  dataset  (p=0.0092,  odds=2.8),  as well  as  in  the  renal  and  urinary system (p=0.014, odds=6.6) and especially in the skeletal system (p=1.8e‐7, odds=7.5). Many mesenchymal cartilage condensations show an enrichment of expression of genes with  low  dS.  This  has  never,  to  our  knowledge,  been  previously  reported.  As  these structures are patterned by the action of morphogens[43], it might be possible that such genes  are  selected  for  high  efficiency  of  translation,  constraining  strongly  their synonymous sites. Further investigations are required to understand this pattern. Secondly, we  calculated Akashi’s  score  of  optimal  codon use  (Psi  value)  for  all mouse genes (see Methods), and looked at anatomical structures enriched in expression of the 10%  of  genes  showing  the  strongest  effect  (Table  1[xvi]).  “Broad”  nervous  system  is now  strongly  enriched  (p=3.6e‐10,  odds=4.7),  while  the  “narrow”  dataset  is  not significant  (p=0.27,  odds=1.4).  Renal  and  urinary  system  is  again  enriched  (p=0.019, odds=4.3), but skeleton is this time under‐represented (p=0.061, odds=0.28). This pattern, although complex, seems to indicate that the expression of genes in specific anatomical structures, including but not exclusively neural tissues, can lead to selection on synonymous mutations. This is important to underline as such selection is thought to be weak in mammalian genomes [42,44]. 
Explaining duplicate retention bias Several hypotheses  to  explain gene duplicate  retention  involve  selection  for  increased gene dosage. In yeast, this effect has been shown to be not significant [45]. In mammals, 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some evidence suggests that many genes are expressed in the brain, but at a rather low level [32], in contradiction with the gene dosage hypothesis. But  other  constraints  on  optimal  expression  level  have  been  shown  to  influence  gene duplication  retention.  This  is  for  example  the  case  of  genes  belonging  to  metabolic pathways [46], or for genes expressed very early in development [11]. To  test  such constraints on dosage, we  looked at potential  constraints on gene  loss  in specific  tissues.  We  isolated  the  set  of  essential  genes  in  mouse,  whose  knock‐out  is lethal  or  leads  to  sterility.  We  looked  at  the  anatomical  structures  enriched  in  the expression of  essential  genes.  The  “universe” we  took  as  reference  is  the  set  of  genes with expression data and reported knock‐out phenotype (1923 genes; Table 1[xvii]).  Essential  genes,  when  compared  to  this  appropriate  reference,  are  not  found significantly  enriched  in  many  early  embryonic  precursor  tissues  (e.g.  mesoderm, mesenchyme,  somite,  endoderm).  But  no  particular  anatomical  system  is  more represented among them (e.g. nervous system “broad”: p=0.4, odds=1.4). This supports the  idea  that  the main  factor  influencing  essentiality  in  vertebrates  is  early  timing  of expression  during  development  [11,31].  Genes  expressed  later  in  development, including those expressed in the nervous system, do not seem particularly constrained concerning gene loss of function. 
Are duplicates slowly evolving genes? The  relationship  between  gene  duplication  and  expression  in  the  nervous  system questions  previous  observations,  that  genes  kept  in  duplicate  after  whole‐genome duplications  are  a  slowly  evolving  subset  [6,7].  This  relation  might  be  spurious,  a consequence  of  slow  sequence  evolution  of  genes  expressed  in  the  nervous  system [12,41]. We  first  confirm  with  our  dataset  that  mouse  genes  kept  in  duplicate  after  the vertebrate‐specific  genome  duplication  have  a  lower  dN/dS  than  singletons  (Wilcoxon test, p < 2.2e‐16). Similarly we confirm that genes expressed in the nervous system have a lower dN/dS than genes which are not expressed in the nervous system (Wilcoxon test, p=3e‐11). 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duplicate  (“dup”)  or  not  (singletons,  “sing”)  after  the  vertebrate  whole­genome 
duplications, depending on their expression on the nervous system (“ns” and “no_ns”).  Globally  this  analysis  shows  that  both  the  relation  between  duplicability  and  rate  of evolution,  and  between  expression  in  the  nervous  system  and  rate  of  evolution,  are partially  spurious, and  that an  interaction between duplicability and expression  in  the nervous system should be considered in this context. 
5.3 Discussion In this study we have taken advantage of high quality in situ hybridization data allowing precise  description  of  gene  expression  patterns  in  mouse  and  zebrafish.  These  are mapped  on  ontologies  describing  precisely  the  anatomy  of  these  species,  making  it possible  to  perform  ontology  enrichment  tests  and  isolate  the  tissues  showing enrichment  in expression of genes of  interest. This methodology corrects  for potential annotation  biases  and  biases  of  the  subset  of  genes  for  which  expression  data  are available [34].  We uncover a strong  trend  for genes  to be retained after whole‐genome duplication  if they  are  expressed  in  neural  tissues.  This  pattern  was  not  uncovered  previously, probably because of the high complexity of gene expression in the nervous system [32]. 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This  is  however  consistent  with  reports  of  Gene  Ontology  annotations  significantly enriched in whole‐genome duplicates [4,6,11].  The  high  rate  of  duplication  in  neural  tissues  stands  in  contrast  to  observations concerning  non‐synonymous  and  synonymous  mutations.  Genes  expressed  in  the nervous  system  experience  strong  constraints  preventing  changes  in  their  sequence [41].  This  has  been  explained  by  selection  against  protein  misfolding,  which  is  felt strongly  on  these  non‐regenerating  tissues  [12].  The  contagious  aggregation  of misfolded proteins is found to be the reason for many neurodegenerative disorders [47].  Classical  models  of  duplicate  gene  retention  are  sub‐functionalization  [48]  and  neo‐functionalization  [49].  Duplicate  genes  are  kept  because  they  share  the  ancestral function and become indispensable, or if one gene diverges and acquire a new function. Some more complex intermediate cases have been also proposed [50]. It is possible that expression in the nervous system can make these processes easier. The high number of cell types present in the nervous system could possibly play such a role [51]. Both sub‐ and neo‐functionalization  imply  first an accelerated rate of sequence evolution, due  to relaxation of purifying selection on both duplicates, or to positive selection on one of the duplicates. But  the strong constraints on sequence  for genes expressed  in  the nervous system seem  to make  this  less  likely. Duplication probably  cannot  reduce  this burden since it will  increase the dosage of the protein product, increasing even more selection against protein misfolding. Divergence of expression pattern (due to modifications in cis­regulatory regions) might also  help  sub‐  and  neo‐functionalization,  but  it  has  been  shown  that  the  divergence between  duplicates  expressed  in  the  nervous  system  is  very  low  [41].  Similarly most highly  conserved  enhancers  seem  to  drive  expression  in  the  nervous  system  ([52]; Slavica and Bucher, personal communication).  Another hypothesis for higher duplicability of genes expressed in neural tissues could be selection for an optimal level of expression [11,46]. In this case a correlation should be seen between  the propensity of  duplication  and  the  gravity  of  phenotype when genes are lost (after knock‐out for example). Both gene duplication and gene loss can be seen as  a  perturbation  for  the  organism  [11,53].  This  is  not  what  we  observe  for  genes 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Mus musculus  RNA  in­situ  hybridization  expression data were  retrieved  from  the GXD database on June 2009 [13]. Wild‐type data, obtained under non pathological conditions, with  no  treatment  (“normal”  gene  expression)  were  integrated  into  Bgee (http://bgee.unil.ch/),  a  database  allowing  the  comparison  of  transcriptome  data between species [14]. Expression data are mapped to anatomical ontologies. Bgee uses an  abstract  version  of  the mouse  embryo  anatomical  ontology  (EMAPA)[15],  adapted from  the  EMAP  ontology  [16].  A  correspondence  file  between  both  ontologies  can  be found  at  http://bgee.unil.ch/bgee/download/mapping_EMAP_to_EMAPA.txt.  The  data used in this article are from the release 6 of Bgee (September 2009). An independent dataset was retrieved from Eurexpress (http://www.eurexpress.org/), a consortium creating expression data of more than 20,000 mouse genes by RNA in situ hybridization on sagittal sections from E14.5 wild‐type embryos. The annotation of the data and the mapping on the mouse embryo anatomical ontology is made coherently by only one lab. Data were retrieved using Biomart [17] on the Eurexpress website. 
Zebrafish expression data 
Danio rerio in­situ hybridization expression data were retrieved from the ZFIN database on June 2009 [18]. Wild‐type data, obtained under non pathological conditions, with no treatment (“normal” gene expression) were integrated into Bgee. We used the zebrafish anatomical and developmental ontology developed by ZFIN [18]. The data used in this article are from the release 6 of Bgee (September 2009). 
Identification of duplicate genes Gene  families were obtained  from the Ensembl database  release 56  [19]. We used  the Perl  API  to  query  the  Ensembl  Compara  Gene  trees  [20]  and  scan  for  specific  gene topologies. We selected sets of genes with or without duplications on specific branches of the vertebrate phylogenetic tree. The perl scripts used are available upon demand. Regarding  the  fish‐specific  whole  genome  duplication  in  zebrafish,  we  found  3769 Ensembl  gene  IDs  for  duplicates,  8995  for  singletons,  1732  mouse  orthologs  of  fish duplicates,  and  9011  mouse  orthologs  of  fish  singletons.  For  the  2R  whole  genome 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duplications, we found 1210 duplicates and 2867 singletons in zebrafish, and in mouse 3629 duplicates,  1907  singletons with  no  later  duplications  and 2812  singletons with later duplications. We also retrieved 5494 recent lineage‐specific duplicates in zebrafish and 2378 in mouse. Recent duplicates with 0 or 100% sequence identity were removed from the dataset, because they probably correspond to assembly artefacts. An  independent  analysis  was  performed  using  gene  families  obtained  from  the HomolEns database version 4 (http://pbil.univ‐lyon1.fr/databases/homolens.html)[21], using the TreePattern functionality of the FamFetch client  for HomolEns, which allows scanning for gene tree topologies [22]. 
Ontology enrichment analyses Enrichment and depletion of expression  in anatomical were tested with a Fisher exact test using a modified version of the R and Bioconductor package topGO (http://www.R‐project.org/;  http://bioconductor.org/)  [23,24,25]  (Adrian  Alexa,  personnal communication),  allowing  to  handle  ontologies  in  OBO  format (http://www.obofoundry.org)  [26].  We  defined  the  reference  set  as  all  the  genes  for which  we  had  expression  data  in  at  least  one  structure  of  the  organism  during development. This accounted  for 7957 genes  in zebrafish and 4915 genes  in mouse  in respectively  966  and  1510  different  anatomical  structures.  The  “elim”  algorithm was used  because  it  allows  to  decorrelate  the  ontology  graph  structure  (parent‐child relationships), reducing non‐independence problems of classical tests. In the algorithm a Fisher test is performed on the contingency tables. A False Discovery Rate correction was applied; ontology categories enriched or depleted with a FDR < 20% are reported. 
List of nervous system anatomical structures Two  reference  lists  of  nervous  system  organs were  extracted  from  the  ontologies  for zebrafish and mouse. Because it was sometimes hard to choose objectively if a structure belongs to nervous system or not (e.g. sensory organs), we created a “broad” list and a “narrow” list. In zebrafish, the “narrow list” includes the following structures, as well as their  sub‐structures  in  the  ontology:  “nervous  system”  (ZFA:0000396),  “nerve” (ZFA:0007009),  “neuroendocrine  cell”  (ZFA:0009098)  and  “neuroepithelial  cell” (ZFA:0009306).  “Sensory  system”  organs  (ZFA:0000282)  were  removed.  The  “broad” list  includes  them,  as well  as  presumptive  neural  structures  during  development  and 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their  sub‐structures  (ZFA:0000063:  “presumptive neural plate”,  ZFA:0000132:  “neural plate”,  ZFA:0000133:  “neural  rod”,  ZFA:0000131:  “neural  keel”,  ZFA:0001135:  “neural tube”,  ZFA:0000045:  “neural  crest”,  ZFA:0001120:  “neuroectoderm”,  ZFA:0001071: “presumptive  neural  retina”,  ZFA:0001334:  “presumptive  enteric  nervous  system”, ZFA:0009012: “neuroplacodal cell”, ZFA:0009080: “neurectodermal cell”, ZFA:0009150: “Rohon‐Beard neuron”, ZFA:0001082: “chordo neural hinge”). In  mouse,  the  “narrow  list”  includes  the  following  structures,  as  well  as  their  sub‐structures in the ontology: “nervous system” (EMAPA:16469) and “tail nervous system” (EMAPA:16753).  We  removed  “future  brain”  (EMAPA:16471),  “future  spinal  cord” (EMAPA:16525)  and  “future  spinal  cord”  (under  “tail”;  EMAPA:16755)  and  their  sub‐structures  from this dataset, but  included  them  in  the  “broad”  list,  as well as  “sensory organs” (EMAPA:16192), “neural ectoderm” (EMAPA:16073) and their sub‐structures. 
List of anatomical structures from other systems We selected  the high‐level  terms  in  the ontologies  corresponding  to broad anatomical systems.  Because  of  different  structures  of  the  ontologies  of  zebrafish  and  mouse ontologies, we could not select exactly the same systems (for example immune system is not present  in the mouse ontology). We then retrieved all  the terms under these high‐level  terms  down  to  the  leaves  of  the  ontology.  In  zebrafish  we  retrieved  all  organs corresponding  to  the  following  systems:  respiratory  system  (ZFA:0000272), cardiovascular  system  (ZFA:0000010),  renal  system  (ZFA:0000163),  digestive  system (ZFA:0000339),  skeletal  system  (ZFA:0000434),  musculature  system  (ZFA:0000548), reproductive system (ZFA:0000632) and immune system (ZFA:0001159). In  mouse,  we  retrieved  all  organs  corresponding  to  the  following  systems:  skeleton (EMAPA:17213),  cardiovascular  system  (EMAPA:16104),  integumental  system (EMAPA:17524),  alimentary  system  (EMAPA:16246),  respiratory  system (EMAPA:16727),  renal/urinary  system  (EMAPA:17366),  reproductive  system (EMAPA:17381)  and  liver  and  biliary  system  (EMAPA:16840).  No  high‐level  term gathers muscular  system organs,  so we  chose one of  the biggest node  in  the ontology linked to muscle: vertebral axis muscle system ( EMAPA:17743). 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Number of isoforms We retrieved the number of different transcripts for mouse protein coding genes from Ensembl 56 [19], using BioMart [17] (attribute “transcript_count”). 
Rate of sequence evolution We  retrieved  the dN  and dS measures  for mouse  genes  (using  one‐to‐one  orthologs  in rat), from Ensembl 56 [19], using BioMart [17]. 
Akashi’s test Selection for translational accuracy was tested using Akashi's test [12,27]. Alignments of mouse  and  rat  protein‐coding  genes were  retrieved  from Ensembl  using  the Perl API. Sites with  the  same  amino  acid  at  the  aligned  position  in mouse  and  rat  orthologous gene sequences were designated conserved. Optimal codons in mouse were taken from Drummond and Wilke [12]. Laplace smoothing (or estimate) was applied to contingency tables in order to remove problems with counts of zero. The outputs of the test are: (i) a Z‐score,  which  assesses  how  likely  the  association  in  a  gene  sequence  between conserved sites and preferred codons  is  to have occurred by chance (significance); we assume  that  the  global  Z‐score  for  a  group  of  genes  follows  the  standard  normal distribution, so  that a p‐value can be computed (e.g. p(Z≥1.96)=0.025);  (ii) a Psi‐score that  assesses  how  strong  is  the  association  between  preferred  codons  and  conserved sites, which is computed as an odds ratio. 
Mouse phenotypes Data  on  mouse  mutants  were  retrieved  from  the  Mouse  Genome  Database (ftp://ftp.informatics.jax.org/pub/reports/index.html,  Mars  2010)  [28].  We  extracted from the files MGI_PhenoGenoMP.rpt and MGI_PhenotypicAllele.rpt all  informations on genotypes  and  their  phenotype  for  alleles  mapped  to  Ensembl  genes.  As  in  Liao  and Zhang [29], Liang and Li [30], Makino et al. [31], we called essential those genes giving a lethal  phenotype  or  sterility  (upper  phenotype  categories  MP:0005374,  MP:0005373, MP:0001924,  MP:0001730  and  MP:0002083  and  their  children).  See http://www.informatics.jax.org/searches/MP_form.shtml  for  information  on phenotypic categories. 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We  filtered  on  the  technique  used  and  kept  only  the  single mutants  obtained  with  a targeted knock‐out. We obtained 2063 essential genes, and 1102 of them had expression data. 










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Organ ID  Organ name  Total genes expressed  Duplicates expressed  Duplicates expected  p‐value  FDR ZFA:0000024  retinal ganglion cell layer  307  107  50.35  6.86E‐16  7.65E‐13 ZFA:0000075  spinal cord  860  225  141.05  6.83E‐15  3.81E‐12 ZFA:0009248  neuron  562  168  92.17  7.40E‐13  2.75E‐10 ZFA:0000019  epiphysis  400  119  65.6  5.68E‐12  1.58E‐09 ZFA:0000160  tegmentum  435  125  71.34  2.20E‐11  4.90E‐09 ZFA:0000029  hindbrain  1189  289  195  4.67E‐11  8.68E‐09 ZFA:0000013  cranial ganglion  487  159  79.87  1.57E‐10  2.49E‐08 ZFA:0000119  retinal inner nuclear layer  213  72  34.93  2.30E‐10  3.20E‐08 ZFA:0000402  olfactory bulb  79  35  12.96  4.28E‐09  5.30E‐07 ZFA:0000079  telencephalon  730  190  119.72  1.39E‐08  1.55E‐06 ZFA:0000761  basal plate midbrain  250  72  41  4.24E‐07  4.30E‐05 ZFA:0000162  trigeminal placode  177  55  29.03  7.44E‐07  6.91E‐05 ZFA:0000295  trigeminal ganglion  110  39  18.04  8.16E‐07  7.00E‐05 ZFA:0000155  somite  969  212  158.92  1.22E‐06  9.68E‐05 ZFA:0000101  diencephalon  1140  294  186.97  1.91E‐06  0.000137467 ZFA:0007007  pallium  26  15  4.26  1.97E‐06  0.000137467 ZFA:0000047  peripheral olfactory organ  462  116  75.77  4.43E‐06  0.000290815 ZFA:0000149  primitive heart tube  97  34  15.91  5.48E‐06  0.000339628 ZFA:0000152  retina  1278  323  209.6  7.94E‐06  0.000465778 ZFA:0009150  Rohon­Beard neuron  46  20  7.54  1.29E‐05  0.000719957 ZFA:0001056  myotome  622  141  102.01  1.46E‐05  0.000776859 ZFA:0000105  epidermis  327  82  53.63  2.74E‐05  0.00137367 ZFA:0000143  retinal photoreceptor layer  108  35  17.71  2.83E‐05  0.00137367 ZFA:0000120  lateral line ganglion  115  44  18.86  3.16E‐05  0.001469892 ZFA:0001314  posterior lateral line ganglion  31  15  5.08  3.39E‐05  0.001510146 ZFA:0000051  otic vesicle  649  144  106.44  3.77E‐05  0.001616723 ZFA:0000003  adaxial cell  316  79  51.83  4.30E‐05  0.001732689 ZFA:0000778  interneuron spinal cord  25  13  4.1  4.35E‐05  0.001732689 ZFA:0000048  olfactory placode  364  88  59.7  6.06E‐05  0.002329404 ZFA:0009053  sensory neuron  5  5  0.82  0.000117902  0.004382012 ZFA:0000028  heart primordium  74  25  12.14  0.000184018  0.0066187 ZFA:0000114  heart  292  76  47.89  0.000198928  0.006931388 ZFA:0009052  motor neuron  39  16  6.4  0.000217046  0.007333517 ZFA:0001161  pectoral fin  1019  212  167.12  0.000236558  0.007757698 ZFA:0000041  mesoderm  1309  284  214.68  0.000252216  0.008034876 ZFA:0001185  periderm  344  81  56.42  0.00029706  0.009200606 ZFA:0000135  notochord  612  131  100.37  0.000446455  0.013453969 ZFA:0007001  dorso­rostral cluster  14  8  2.3  0.00060622  0.017322355 ZFA:0007003  ventro­caudal cluster  14  8  2.3  0.00060622  0.017322355 ZFA:0001064  rhombomere  260  63  42.64  0.00062143  0.017322355 ZFA:0009159  mucus secreting cell  77  24  12.63  0.00093149  0.025331978 ZFA:0000304  ventral telencephalon  48  17  7.87  0.001056319  0.028042744 ZFA:0007002  ventro­rostral cluster  15  8  2.46  0.001113075  0.028862289 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ZFA:0000470  preoptic area  47  19  7.71  0.001816051  0.046020375 ZFA:0000213  habenula  59  19  9.68  0.002015681  0.049944099 ZFA:0000543  medial longitudinal fasciculus  13  7  2.13  0.002157047  0.052284948 ZFA:0000133  neural rod  249  58  40.84  0.002681813  0.063621744 ZFA:0000609  ventrolateral nucleus  5  4  0.82  0.003132052  0.071270155 ZFA:0001063  posterior caudal vein  5  4  0.82  0.003132052  0.071270155 ZFA:0000113  head mesenchyme  126  33  20.66  0.003259781  0.072693124 ZFA:0000056  pharynx  236  55  38.71  0.003369758  0.07367216 ZFA:0000032  hypothalamus  197  50  32.31  0.003467464  0.07435043 ZFA:0000150  pronephric duct  526  109  86.27  0.004116624  0.084506255 ZFA:0000512  facial lobe  8  5  1.31  0.004263926  0.084506255 ZFA:0001204  axial mesoderm  429  91  70.36  0.004319676  0.084506255 ZFA:0000111  germ ring  213  50  34.93  0.004330285  0.084506255 ZFA:0001000  mesenchyme pectoral fin  29  11  4.76  0.004347542  0.084506255 ZFA:0000338  diencephalic tract/commissure  33  12  5.41  0.004395841  0.084506255 ZFA:0000093  blastomere  105  28  17.22  0.004908621  0.092764613 ZFA:0000086  EVL  154  38  25.26  0.005073941  0.094290735 ZFA:0001306  pharyngeal arch  1013  195  166.14  0.005594287  0.102256227 ZFA:0000045  neural crest  234  64  38.38  0.005694978  0.102417748 ZFA:0000458  ventral thalamus  30  11  4.92  0.005865477  0.103809625 ZFA:0000077  tail bud  469  97  76.92  0.007006635  0.12206872 ZFA:0000944  posterior lateral line  23  9  3.77  0.00764551  0.125569966 ZFA:0001555  epibranchial ganglion  23  9  3.77  0.00764551  0.125569966 ZFA:0001176  blastoderm  198  52  32.47  0.007761719  0.125569966 ZFA:0000188  corpus cerebelli  31  11  5.08  0.007770697  0.125569966 ZFA:0000471  atrium  31  11  5.08  0.007770697  0.125569966 ZFA:0000260  periventricular nucleus  6  4  0.98  0.008174082  0.12791569 ZFA:0000480  caudal octavolateralis nucleus  6  4  0.98  0.008174082  0.12791569 ZFA:0000248  magnocellular preoptic nucleus  9  5  1.48  0.008304633  0.12791569 ZFA:0000138  otic placode  299  65  49.04  0.008438836  0.12791569 ZFA:0001206  intermediate mesoderm  71  20  11.64  0.008542078  0.12791569 ZFA:0000050  optic vesicle  396  83  64.95  0.008604194  0.12791569 ZFA:0000243  neuromast  134  33  21.98  0.008892619  0.130464077 ZFA:0000217  inner ear  76  21  12.46  0.009033161  0.130711666 ZFA:0009073  glial cell  16  7  2.62  0.009143955  0.130711666 ZFA:0009242  primary neuron  100  26  16.4  0.009299871  0.131257668 ZFA:0000082  vein  191  47  31.33  0.009809186  0.136039083 ZFA:0001308  organism subdivision  3372  735  553.03  0.009978545  0.136039083 ZFA:0000083  ventral mesoderm  296  64  48.55  0.010054085  0.136039083 ZFA:0000940  posterior lateral line neuromast  20  8  3.28  0.010126676  0.136039083 ZFA:0001439  anatomical system  4218  877  691.78  0.011091657  0.146235692 ZFA:0001202  optic cup  126  31  20.66  0.011148012  0.146235692 ZFA:0001424  chondrocranium  37  12  6.07  0.012204877  0.156418824 ZFA:0009067  CNS neuron (sensu Vertebrata)  37  12  6.07  0.012204877  0.156418824 ZFA:0000496  compound organ  3445  737  565  0.012864618  0.162049666 ZFA:0000035  lens  321  68  52.65  0.012975034  0.162049666 ZFA:0001391  anterior lateral line ganglion  17  7  2.79  0.013381062  0.162049666 ZFA:0000137  optic stalk  60  17  9.84  0.013819568  0.162049666 ZFA:0000641  cranial nerve  25  9  4.1  0.014051947  0.162049666 ZFA:0000653  dorsal thalamus  25  9  4.1  0.014051947  0.162049666 ZFA:0007009  nerve  25  9  4.1  0.014051947  0.162049666 ZFA:0000164  ventral mesenchyme  51  15  8.36  0.014203479  0.162049666 ZFA:0000344  middle lateral line  10  5  1.64  0.014388266  0.162049666 ZFA:0000939  middle lateral line neuromast  10  5  1.64  0.014388266  0.162049666 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ZFA:0005114  middle lateral line system  10  5  1.64  0.014388266  0.162049666 ZFA:0009091  melanocyte  10  5  1.64  0.014388266  0.162049666 ZFA:0007031  anterior neural rod  70  19  11.48  0.015328439  0.165639526 ZFA:0000597  telencephalic tract/commissure  4  3  0.66  0.015449785  0.165639526 ZFA:0001108  anterior commissure  4  3  0.66  0.015449785  0.165639526 ZFA:0009285  podocyte  4  3  0.66  0.015449785  0.165639526 ZFA:0009318  retinal bipolar neuron  4  3  0.66  0.015449785  0.165639526 ZFA:0000038  margin  170  39  27.88  0.01581427  0.167932485 ZFA:0000459  ventromedial thalamic nucleus  7  4  1.15  0.016608115  0.169486707 ZFA:0000578  ceratohyal bone  7  4  1.15  0.016608115  0.169486707 ZFA:0001262  gonad primordium  7  4  1.15  0.016608115  0.169486707 ZFA:0009315  horizontal cell  7  4  1.15  0.016608115  0.169486707 ZFA:0000117  hypoblast  150  35  24.6  0.016720662  0.169486707 ZFA:0001085  hypaxial myotome region  90  23  14.76  0.017055522  0.171323486 ZFA:0000307  vestibulolateralis lobe  14  6  2.3  0.017591  0.175124688 ZFA:0009310  retinal ganglion cell  26  9  4.26  0.01843847  0.181937118 ZFA:0000545  medulla oblongata  70  22  11.48  0.018654509  0.182454187 ZFA:0001291  facial ganglion  18  7  2.95  0.018858834  0.182848694 ZFA:0009051  interneuron  53  15  8.69  0.020246704  0.194612719 ZFA:0001289  ciliary marginal zone  44  13  7.22  0.020846498  0.19866534 
5.7 Supplementary tables Supplementary tables can be downloaded at: http://bioinfo.unil.ch/supdata/these_Julien/Nervous_sup_dataset.xls 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Outlook The work presented in this thesis focused on linking classical models of evo‐devo with patterns of genome evolution in model species of vertebrates, mainly human, mouse and zebrafish. I hope that it will contribute to improving the understanding of the role that anatomy  and  development  play  in  the  evolution  of  genomes  and  transcriptomes  of vertebrates. My  most  significant  finding  was  to  show,  using  microarray  and  EST  data  spanning zebrafish  and  mouse  development,  that  developmental  processes  affect  strongly  the action of natural  selection on  animal  genomes. Genes  expressed early  in development tend to be more essential than genes expressed later in development; they also interact more with other genes and are less easily duplicated. These patterns are all consistent with  a  progressive  reduction  of  evolutionary  constraints  acting  on  genes  through development. This result was unexpected because morphology of vertebrate species  is more  conserved  at  a  mid‐time  point  in  development  than  earlier  and  later  in development  (i.e.  at  the  “phylotypic”  period,  the  beginning  of  organogenesis).  It  was previously suggested that such a conservation of morphology might be the consequence of a maximum of genetic constraints at this period of development. This study taught us that this is not the case and that constraints on the genome do not translate smoothly to other levels of organization such as morphology. Together  with  a  Master  student,  Aurélie  Comte,  we  conducted  a  follow‐up  study, focusing on searching  for markers at  the molecular  level of  the “phylotypic” period.  In particular  we  tested  one  hypothesis  suggesting  that  the  resistance  to  evolutionary changes  of  the  morphology  at  this  period  is  due  to  a  high  level  of  interactions.  We showed  that  this  hypothesis  is  not  compatible  with  patterns  of  protein‐protein interactions,  signal  transduction  cascades,  and miRNAs  expression  over  the  course  of zebrafish and mouse development.  Several other analyses are currently in preparation for publication from my PhD work. They  also  highlight  the  patterns  of  evolutionary  constraints  and  opportunities experienced  by  genomes  in  the  context  of  anatomy  and  development.  The  analyses  I could  perform  during my  PhD  studies were made  possible  by  the  development  of  an innovative resource, the database Bgee (http://bgee.unil.ch), allowing the comparison of 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gene expression between different  animal  species  (human, mouse,  xenopus,  zebrafish, fruitfly).  I  developed  and maintain  the  pipeline  used  to  gather  and  integrate multiple sources of  expression data  (microarrays, ESTs and  in  situ hybridizations)  through  the use  of  rigorous  statistical  analyses.  This  provides  a  unique  dataset  to  the  evo‐devo community and an effort is placed in keeping it up‐to‐date, based on reference databases such as Ensembl for gene models, the OBO‐Foundry for formal descriptions of anatomy and  development,  ArrayExpress  for  microarray  data,  and  several  model  organism databases (ZFIN, MGI, Xenbase, FlyBase) for in situ hybridization data.  In a related theoretical work, I focused on the criterion used to decide which anatomical structures  can  be  compared  between  species.  Currently  in  Bgee,  it  is  possible  to compare “homologous” structures, deriving from a common structure in the ancestor of the two species. The comparison of gene expression between such structures is likely to make  sense. But  homology  and  its  related  concepts  (e.g.  analogy,  deep homology)  are very complex and debated, particularly when they involve comparisons of evolutionary distant  species,  for  example  arthropods  and  vertebrates.  Bgee  aims  at  allowing  the comparisons  of  gene  expression  in  such  species,  as  this  can  provide  answers  to  long‐standing questions regarding homology. For example  the evolution of gene expression and  its  dynamics  could  be  compared  between  historical  homologous  structures  and structures that are not homologous but functionally equivalent, to know if evolutionary history  or  function  constrain  gene  expression  evolution  more.  In  this  context,  the different  concepts  related  to  homology  need  to  be  accommodated  rigorously.  We gathered their different definitions and developed a formal hierarchical representation to define and organize the concepts discussed in the evolutionary biology literature. The implementation of this ontology to extend the functionalities of Bgee is ongoing.  Thus  my  PhD  work  fills  some  gaps  regarding  our  understanding  of  the  action  of selection  on  animal  genomes  and  transcriptomes.  It  is  also  important  regarding  the development  of  resources  for  the  community,  a  necessary  step  to  catalyze  many research  efforts.  The  development  of  resources  is  particularly  timely  because  of  the massive  amount of  data  to  come  in  the next  few years with  the development of  high‐throughput sequencing  technologies. The  integration of such datasets will be complex, but will be a necessary step to access to the promises of such technologies and open new 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Article published  in BMC Genomics on a project  led by Fernando Cruz (post‐doc  in  the lab).  My  contribution  is  on  the  analysis  of  Gene  Ontology  enrichment  and  on  the extraction, mapping and normalization of microarray gene expression data. 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