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0. INTRODUCTION 
Let A4 be a compact Riemannian manifold without boundary of dimen- 
sion m. Let TM be the tangent bundle and T*M the cotangent bundle of 
M. Let V be a smooth complex vector bundle over M. If X= (2, . . . . xm) is 
a system of local coordinates on A4 and if we are given some local frame 
field for I’, let ai= a/8xi on C?(V). Let D be a second order elliptic 
differential operator on Cco( V) with positive definite scalar leading 
symbol. This means that ez (D)(c) = gV<i5jZ, where I, is the identity auto- 
morphism and (g”) is a symmetric, positive definite section of TM@ TM. 
We use the leading symbol to define a metric ds* =g, dx’dxj where 
( gV) = (g”))‘. This allows us to use Riemannian geometry. We expand 
f g”cY;a,+ 5 Akdk+B 
i,j = I k=l 
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where A and B are local sections of TM@ End( V) and End(V). For 
example, we could take D = 6d + dS to be the form valued Laplacian. 
Fix a smooth fiber metric on V and let L’(V) be the completion of 
P’( I’) with respect o the L2 inner product defined by this fiber metric and 
the Riemannian measure. Since A4 is compact, L2( V) is independent of the 
choices made as a Banach space. Standard elliptic theory shows ePfD is an 
infinitely smoothing operator of trace class; see, for example, Seeley [Se] 
or Gilkey [Gi-31. Let 
h(t, D) = Tr,zePID. 
If D is self-adjoint, we can choose a complete orthonormal basis {ey> for 
L2( V) consisting of smooth eigensections of D; let py be the corresponding 
(real) eigenvalues. In terms of the spectral resolution {pL,, +,}, 
h(t, D)=xe-‘““. 
The following asymptotic convergence result follows from the work of 
Seeley [Se]. We refer to Gilkey and Smith [GS-1, Lemma2.61 or Grubb 
[Gr, Corollary 4.2.71 for details. 
THEOREM 0.1. Let aM= 0. As t + Of, 
h(t, D)- f t(n-mU2an(D). 
n=O 
There exist local inoariants a,(D)(x) so a,(D) = jM a,(D)(x). a,,(D)(x) is 
polynomial in the jets of the total symbol of D with coefficients which are 
smooth functions of the leading symbol. a,,(D)(x) = 0 ifn is odd. 
Remark. In the literature, this sum is often reindexed since the odd 
terms a2i+l vanish. We do not adopt this convention as it would lead to 
difficulties with invariants to be considered later. The invariants a,(D) have 
been studied extensively and are one of the fundamental tools of spectral 
geometry; we refer to the excellent bibliographies of Btrard [Be] and 
BCrard and Berger [BB] for additional references. 
In some cases, it is possible to take a square root of D within the 
category of differential operators; for example, the total form valued 
Laplacian has this property 
da + 6d= (d+ S)2. 
This leads to additional locally computable spectral invariants; these have 
not been previously studied and are the focus of this paper. The Clifford 
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algebra bundle, Clif( TM), is the natural setting for this discussion; in fact, 
it is forced upon us by the requirement hat P* has scalar leading symbol. 
Clif(TM) is the universal unital complex algebra bundle generated by TM 
subject to the Clifford commutation relations 
ai * aj+aj* ai= -2g,, 1 <i,j<m. 
We use the metric tensor to identify the tangent and cotangent bundles 
TM = T*M; 
dx’ * dx’ + dxJ * dx’ = - 2g”, 1 <i,j<m. 
Roman indices i, j, etc., will range from 1 through m and index the coor- 
dinate frames ai and dx’; we adopt the usual convention of summing over 
repeated indices with one index up and one index down. Greek indices v, p, 
etc., will range from 1 through m and index a local orthonormal frame 
,‘,‘ai!C.fZ 
or such a frame, we write all indices down and sum over repeated 
Let Clif(M) = Clif( TM) be the Clifford algebra. If 0 is a collection of 
indices 1 < 0, < . . . < g, < m, let 
eB = e,, * . . . * e,, E Clif(M). 
If 0 = @ is the empty collection, then e, = 1 is the unit of Clif(M). Clif(M) 
inherits a natural inner product from the inner product on TM and the 
{e,} form an orthonormal frame for Clif(M). We refer to Atiyah et al. 
CABS] for further details. 
The {e,,} define a local orientation of M. Let duo1 = 
e, A . . . A e, E /jm(M) be the volume or orientation form. There is a 
natural additive isomorphism between Clif(M) and n(M) defined by 
sending 
e 0, A ... h e,,+e,, *...*e,,. 
Consequently duoZE Clif(M). Let [ .] be the greatest integer function and 
let 
be the normalized orientation; the normalization is chosen so K * IC = 1. K 
commutes with TM in Clif(M) if m is odd and anti-commutes if m is even. 
Let V be a smooth complex vector bundle over M. A Clif(M) module 
structure on V is a unital algebra morphism 
y : Clif( M) -+ End( I’). 
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Let P: Co3( V) + Ca( V) be a first order differential operator. Assume the 
associated Laplacian D = P* has scalar leading symbol which defines a 
Riemannian metric. Then P is an operator of Dirac type, i.e., the leading 
symbol of P defines a Clif(M) module structure on K 
Such operators arise naturally in differential geometry. 
EXAMPLE 1. Let P= d+ 6 on C”(/I(M)). 
EXAMPLE 2. Let M be oriented, let m = 4k - 1, and let * be the Hodge 
operator. Let 
v= @ n’q T*M) 
P 
be the bundle of even differential forms. If o = & w2, E Cm(V), let 
Pw=C(-1)P+1(fl)(m+1q*d-d+)02p. 
P 
This operator plays an important role in the signature theorem for 
manifolds with boundary of Atiyah, Patodi, and Singer CAPS]. 
EXAMPLE 3. Let M be a holomorphic manifold and let 
V= 0, n’*p(M). Let a: Cm(V) + Cm(V) be the Cauchy-Riemann 
operator. Let 6” be the formal adjoint. Let 
Let yi = y(dx’). We may decompose 
where r is a local section of End(V). Let {A,, $“} be a complete spectral 
resolution of P; then py = 1:. Let 
h(r, P)=TI-~~P~-‘~=~~,~F’~~. 
This is a measure of the spectral asymmetry of P. We refer to Gilkey and 
Smith [GS-1, Lemma 2.61 for the proof of: 
THEOREM 0.2. Let aA4 = 0. AS t -, 0 +, 
h(t, P)- f t(“-m-1)‘2a,(P). 
n=O 
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There exist local inuariunts u,(P)(x) so a,(P)=J,,,a,(P)(x). u,,(P)(x) is 
polynomial in the jets of the total symbol of P with coefficients which are 
smooth functions of the leading symbol. a, (P)(x) = 0 if n is even. 
There is a close relationship between the invariants of the heat equation 
and the corresponding zeta and eta functions; we assume Ker( P) = 0 to 
simplify the discussion. Let 
us, P) = 1 I&I -s, and q(s, P) = C sign(j”,)l /*,, 1 ‘. 
\’ 1’ 
Let 
We use the functional equation ST(S) = T(s + 1) to extend r to C with 
isolated simple poles at s = 0, - 1, -2, . . . . there is an infinite product 
formula which shows T(s) # 0. Then 
tx’2p’h(t, D)dt 
J61 t(“+1”2~‘h(t, P)dt. 
Since Ker( P) = Ker(D) = 0, the integrals from 1 to co converge exponen- 
tially and define entire functions of s. We use the asymptotic expansions of 
Theorems 0.1 and 0.2 to study the integrals from 0 to 1 and prove 
THEOREM 0.3. 
1 2(s+n-m)-‘u,(D)+r, 
II-CN 
q(s, P)=T(~)-i{~N2(s+n-m)-‘u~(P)+i,}. 
The remainders rN and F, are holomorphic for Re(s) > m - N. 
Remark. Apart from normalizing factors, the asymptotics of the heat 
equation give the poles and certain regular values of the zeta and eata 
functions. As we shall see shortly, these invariants play a crucial role in 
the index theorem. 
Standard elliptic theory shows the operators e-ID and Pep’D are 
infinitely smoothing; let K(t, x, y, D) and K(t, x, y, P) be the associated 
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kernels. If V has a fiber metric and if P is self-adjoint, we can express these 
kernels in terms of the spectral resolution of P. Use the fiber metric to 
define a conjugate linear isomorphism between V and its dual V*. Then 
On the diagonal, the kernels K(t, x, x, D) and K(t, x, x, P) have 
asymptotic expansions 
zqt, x, x, D)- f t-%?,(D)(x) 
PI=0 
K(t, x, x, P)- f t(n-m-‘)‘2en(P)(x). 
x=0 
h(t, D) and h(t, P) are defined by integrating the fiber traces 
h(t,D)=Tr,z(e-‘D)=l Tr,K(t,x,x,D), 
M 
and 
h(t, P)=Tr,~(Pe~‘~)=l~Tr~~K(t,x,x, P). 
Consequently a, ( -)(x) = Tr,,Xe,( .)(x). The a,(.)(x) are not determined by 
the global invariants a, ( .) since divergence terms disppear after integra- 
tion. We can recover the missing terms by defining slightly more general 
invariants. Let f E C”(End( V)) and define 
h(t,f, D) =TrL2(fepfD) and h(t,f, P) = TrLz(fPe-‘@). 
The assymptotic expansions of Theorems 0.1 and 0.2 generalize to this 
setting to yield 
h(t,f, D)- f t(n-m)‘2u”(f, D) 
ll=O 
h(t,f, P)- f t(n-m-‘%.2,(f, P); 
II=0 
~“(1, .)=a,(.). Furthermore u,,(f,-)=fwTr{f.en(-)}(x). We set 
a,(.)=Tr{e,(.)Hx). 
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Since f is arbitrary, the local endomorph&m valued invariant e, (. )(x) and 
the local scalar invariant a, ( . )(x) are determined by the global integrated 
invariant a, (f, .). 
Remark. e, ( .)(x) tends to be fairly complicated. We shall for the most 
part take f to be scalar valued; this permits us to study a, (. )(x) without 
first computing e, ( . )(x). 
These invariants are important in index theory. Let N be a compact 
oriented even dimensional manifold; we assume 8N= @ for the moment. 
Let W be a Clif(N) module. Fix a fiber metric and a connection V on W. 
We suppose V is compatible; i.e., V is Riemannian and Vy = 0; in Section I 
we will show compatible connections always exist. Let 
be the associated operator of Dirac type; we say (2 is compatible since it is 
defined by a compatible connection; we shall see that not all operators of 
Dirac type are compatible. Let rc be the normalized orientation; rc2 = 1 and 
K anti-commutes with TN in Clif(N). Decompose W= W, @ WP into the 
f 1 eigenspaces of Y(K); since V is compatible, it restricts to connections on 
W,. Q decomposes into two operators 
Q,:Cm(W+,-Cm(WT); Q:=Q,. 
Remark. It is essential that Q be compatible; if Q is not compatible, 
then Q need not decompose in the form Q = Q + 0 Q ~ and even if Q does 
decompose in this form, Q*, need not be QT. 
Bott made the following observation which is the basis of heat equation 
proofs of the index theorem. 
THEOREM 0.4. Index(Q+)=~,{a,(QPQ+)(x)-u,(Q+Q-)(x)}. 
The eta invariant enters if dN = M# @. We suppose the structures are 
product near the boundary. Let {e,} be a local orthonormal frame for TN 
over A4 where e,, r is the inward pointing unit normal on M. Use the 
geodesic flow to extend e, + 1 to a vector field on a neighborhood of M in 
N and use parallel translation along this flow to extend {e,} to a frame for 
TN on a collared neighborhood. Decompose 
where 
Q+ =~(em+lH~m+l+P)~ 
P= -y(e,+l). 5 r(e,)V,: Cm(W+)+Cxc(W+). 
“=l 
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P is called the tangential part of the elliptic complex defined by Q + . Let 
7(e)= -Y(e,+l ) y(e) : TM + End( W, ) 
define a new Clif(M) module structure on W, ; P is a compatible operator 
of Dirac type with respect to 7. 
We will show in Section 3 that a,(P) = 0 so r](s, P) is regular at s = 0; 
define 
q(P) = $q(O, P) + dim Ker(P)) 
as a measure of the spectral asymmetry of P. We use the nonlocal 
boundary conditions given by Atiyah et al. to define Index(Q). 
THEOREM 0.5 ( Atiyah-Patodi-Singer). Index(Q) = jN {a, (Q _ Q + )(x) - 
am(Q+Q-)(x)hW. 
The organization of this paper is as follows. In Section 1 we derive the 
basic results concerning Clifford modules which we shall need. Let V be a 
Clif(M) module. In Lemma 1.3, we show there always exist compatible 
connections on V. In Lemma 1.4 we describe a local splitting of V with a 
compatible connection in terms of the spinor bundles with coefficients. 
Theorems 0.1-0.5 are, of course, well known. In Section 2 we discuss the 
heat equation asymptotics for manifolds M without boundary. We discuss 
the geometry of operators of Dirac type and derive the basic identities we 
will use. We give a,,(P) for n < 3 in Theorem 2.7 and discuss briefly the 
more complicated formulas for n = 5. The formulas for a,,(P) are new 
results analogous to previous results for a,(D). Theorem 0.5 holds in the 
case where the structures are product near the boundary. Additional 
boundary corection terms arise in the general case. The results of Sections 1 
and 2, the canonical connection, and the geometry of operators of Dirac 
type discussed here are necessary to understand the relevant geometry; see 
[Gi-51 for details. 
In Section 3 we return to the index theorem. Let P be an operator of 
Dirac type. We say P is compatible if there exists a compatible connection 
VP so P = yi VP; not all operators of Dirac type are compatible. We use 
invariance theory to show in Theorem 3.4 that if P is compatible, then: 
(a) If n is even, then a,(P)(x) = 0. 
(b) If m is even, then a,,(P)(x) = 0. 
(c) If m = 1, then a,(P)(x) = 0. 
(d) If n<m, then a,(P)(x)=O. 
Consequently ~(s, P) is entire if m is even, while if m is odd, ~(3, P) is 
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holomorphic for Re(s) ~ O. We use the "leading term analysis" of Gilkey 
[Gi-4] to show in Theorem 3.11 that if n > m ~ 3 are odd integers, then 
an(P) # 0 generically. This shows Theorem 3.4 is sharp for the class of com-
patible operators of Dirac type. Furthermore, 1](s, P) has poles at s = - 2, 
- 4, ... , with nonzero residues generically for m> 1 odd. This extends 
previously known results for the invariants an (D) to the invariants an (P). 
In Section 4 we fix a compatible connection Va. Let ":" be multiple 
covariant differentiation with respect to VO and with respect to the 
Levi-Civita connection. Let t/lECOO(End(V)), let {e v } be a local ortho-
normal basis for TM, and let Yv = y(ev)' Let 
P= YI,v~ - t/I; 
every operator of Dirac type has this form for some t/I. Let 'P = yvt/lyv' Let 
QO be the curvature of VO and let Rvllu {3 be the components of the curvature 
of the Levi-Civita connection; we have chosen the sign convention so 
R1212 = -1 for the standard metric on S2. Let 
[W, y] = O. Let P IlV = Rlluuv be the Ricci tensor and let r = Pvv = - Rvllvll be 
the scalar curvature. We will show in Theorem 4.1 that 
a1 (P)(x)= (4n)-mI2 (m-1)Tr{t/I} 
a3 (P)(x) = -12 -1(4n) -m12 Tr { {2(1 - m) t/lv 
+ 3(4 - m) t/lyvt/l + 3'PYvt/I}v 
+ (m - 3){ rt/l + 6YvYll Wvllt/l 
+ 6t/1t/1:vYv + (4 -m) t/It/It/I + 3t/1t/1'P}}. 
This computation is part of a general long term project to better under-
stand the residues of the eta and zeta functions. They will be used in later 
work to study the eta invariant of manifolds with boundary, both with 
local boundary conditions and also with non-local boundary conditions of 
Atiyah-Patodi-Singer type. 
We use Theorem 4.1 to show some of the vanishing results of Section 3 
fail if P is not compatible. In Theorem 4.3, we prove: 
(a) am(P)=O. 
(b) If m> 1 is odd, am(P)(x)#O generically. 
(c) If n is odd and if n#m, then an(P)#O generically. 
Remark. Let P be an elliptic self-adjoint pseudo-differential operator of 
positive order. If m is odd, Atiyah et al. [APS] showed 1](s, P) is regular 
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at s =O. Gilkey [Gi-31 extended this result to the case m even. The 
regularity of ~(s, P) at s = 0 is equivalent to the vanishing of the global 
invariant a,(P). The proofs known of this vanishing are all topological in 
nature; there is no direct purely analytical proof known. This is illustrated 
by Theorem 4.3; the integrated invariant a,(p) vanishes but the local 
invariant does not generically. We hope that the present results will give 
further insight into this phenomenon. At one time it was thought that more 
general vanishing theorems might hold [Wo-11. This was found not to be 
the case [Wo-2, FG]; the present results go much further, establishing the 
generic non-vanishing of certain residues. 
1. CLIFFORD MODULES 
As this paper is devoted to the study of operators of Dirac type, it is 
convenient to review some of the basic results in this subject. We refer to 
CAPS] and Kosmann [Ko] for further details. We begin by studying 
bundles over a point. Let T be a real vector space of dimension m equipped 
with a positive inner product. Let Clif(T) be the complex unital Clifford 
algebra; let K be a normalized orientation of T. We study the isomorphism 
classes of irreducible Cliff(T) modules. 
LEMMA 1.1. Every Clif( T) module decomposes uniquely as the sum of 
irreducibles. 
(a) If m = 2n, there is exactly one irreducible Clif( T) module A up to 
isomorphism; dim(A) = 2”. 
(b) If m = 2n + 1, there are two inequivalent irreducible Clif( T) 
modules A + up to isomorphism. y(u) = f 1 on A + , and dim(A +_) = 2”. 
ProoJ: Let {e,} be an orthonormal basis for T. Suppose m = 2n. Let 
yy = r(e,). Let 
a,=& Y2v-lY2v for l<v<n. 
The {aY} are a commuting family of idempotents. Let V be a Clif(T) 
module. If E = (E, , . . . . E,) is a choice of signs, let 
V(E)= {VE V:a,v=6,v for 1 dvdn) 
be the simultaneous eigenspaces. Let e(s) = niV:E,= _ ,) e2”. Then y(e(s)) 
commutes with a, if E, = 1 and anti-commutes with LX, if E, = - 1. Let 
E,, = (1, . . . . 1); multiplication by y(e(s)) defines isomorphisms between I’(Q) 
and V(E). Consequently, dim(V) = 2”. dim( V(Q)). Let {db} be a basis for 
V(E,,) and let V, = span, {y(e(s)) 4,>. I’, is invariant under {y(e(s)), a,}. 
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Since these elements generate Clif( T) as an algebra, P’, is a Clif( T) module. 
This decomposes V= 0, V,. The map 
y(e(E)) b1 -+ y(e(E)) 4, 
extends to a Clif(T) module isomorphism between V, and V, for any a; 
(a) follows. 
Now let m = 2n + 1; K’ = 1 and K is central in Clif(T). Decompose 
I/= V, @ V- into the ) 1 eigenspaces of Y(K). Let T,= span{e,, . . . . e, 1 ). 
Use (a) to decompose I/+ = a, A( To) into irreducible Clif( T,) modules. 
Since { T,, K} generates C%f( T) as an algebra, V = a + A( T,) 0 a A( T,) as 
a Clif (T) module; (b) follows. m 
Remark. Lemma 1.1 also follows from the well known isomorphism 
Clif( T) 2 
i 
M2”(C) if m = 2n, 
M2”(C)OM2”(C) if m=2n+l. 
If m is even, there is only one irreducible complex Clif( 7’) module. Conse- 
quently (A, y) and (A, - y) are isomorphic. Since Y(K) anti-commutes with 
y( TM), Y(K) provides this isomorphism. If m is odd, there are two 
irreducible Clif( T) modules; (A + , - y + ) is isomorphic to (A _, y ~ ). The 
classification of the real Clifford algebras and modules is more complicated. 
We use Lemma 1.1 to prove: 
LEMMA 1.2. Let V be a Clif(M) module and let {e,.} be a local ortho- 
normal frame for TM over a contractible open set U. We can choose a local 
frame for V over U so the matrices y(e,) are constant. 
Proof: We use the orthonormal framing of TM to decompose 
TMl,=R”x U and Clif( M)I G = Clif( R” ) x U. 
Let the eigenspaces V(E) be defined as in the proof of Lemma 1.1; these 
spaces have constant rank 2- Cm’21 . dim( V) and define smooth vector 
subbundles of V. Since U is contractible, V(,q) is trivial over U so we can 
find a smooth frame {$6} for TV over U. We now apply the construction 
of Lemma 1.1 to show 
a.AxU 
‘I,= (a+A+@a~A-)xU i 
if m is even, 
if m is odd. 
This shows the Clifford module structure is locally a product. 1 
If V is a connection on V, we say V is compatible with the Clif(M) 
module structure if Vy = 0. Let V be a Clif(M) module. Let {e,} be a local 
orthonormal frame for TM over a contractible open set U. Let 
V,. e, = rvpo e, 
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define the Christoffel symbols of the Levi-Civita connection relative to this 
local frame; we can express the rvqo in terms of inner products of the eP 
and their brackets. Choose a local frame for V so y(e,) are constant 
matrices. Let oP be the connection one form and let Sz,, be the curvature. 
LEMMA 1.3. (a) V is compatible on U f and only if 
Y&L/” + C%Y Ypl + ~“OclYcT = 0. 
(b) There exist compatible connections. 
(c) If V is compatible, then [a,,, y,] = R,,,,y,. 
(d) Let Wyfl=Q,,- (l/4) R,,,,,y,y,. If V is compatible, then 
Cr, WI = 0. 
Remark. We have not worried about choosing a fiber metric for V as 
it plays no role in our development. However, it is always possible to 
choose a fiber metric for V so y is skew adjoint. It is possible to choose the 
compatible connection to be compatible with the fiber metric as well. 
Proof: We prove (a) by checking yPiv = ylrjv + Coy, y,] + Tv,,,,yO. By (a), 
a convex combination of compatible connections is compatible so we can 
patch together compatible connections using a partition of unity. It there- 
fore suffices to prove (b) locally. Choose a local frame for I’ so yrlv = 0. 
Define the spin connection w”, = (l/4) f vPayPyo. We compute 
cqi Ysl= ~ql”~(Y”Y,Y&9-YpY”Yo) 
= ac -2Yd,, + 2Y,43”) 
by the Clifford relations. Since r is antisymmetric in the last 2 indices, we 
see Cw;, ypl= &Y~. Since the frame for TM is orthogonal, 
CqL rfil + T,,gY, = &?o + &d Yc = 0. 
We prove (c) by using the commutation relation of (a). Choose an 
orthonormal frame for TM near x,, so rvarc (x0) = 0. Choose a frame for V 
so the yy are constant matrices. Since V is compatible, [y,, o,] = rvapya. 
We compute 
Rw+,, (xo) = f app,v 60 I- rv~p,a (xo) 
%,(x0) = bb,” - WV/, + CW”, %I 1(x,,. 
Since CyyI ~,l(xo)=O, CY,, Cs ~,ll(xo)=O ~0 
CY,Y fLlh) = {[Y,, %I,” - CY,, ~“l,,IM 
= wqYpY~),Y - (&lY&&o) 
= PLgp~~bd. 
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We use (c) to complete the proof by checking 
CKp3 Yol = CQvp, Yvl - 4%& CYflYc, Yol 
=R vpop~p - $Rygs CY~Y,, ~01. 
Since CY~Y,, Y~I= -2~~6,~ +2~,~d, 
C Rpr rol = R,,,,Y, - Rvfi,,~e = 0. I 
We can generalize Lemma 1.1 to the geometric category, i.e., the category 
of Clif(M) bundles with connections, if the connections in question are 
compatible. The bundles d(M) if m is even and A,(M) if m is odd are 
called the spinor bundles; they are always defined locally and inherit 
natural connections v” and V’,” called the spin connections from the 
Levi-Civita connection. These bundles exist globally if A4 is spin; the 
obstruction to the existence of a spin structure is the vanishing of the first 
two Stiefel-Whitney classes; there can exist inequivalent spin structures. 
THEOREM 1.4. Let V be a compatible connection on V. Let U be a 
contractible open set, Choose a local orthonormal frame for TM1 U and use 
Lemma 1.2 to decompose 
VI,= 
A(U)0 V, if m is even 
A+(U)QV,OA~(U)Q Vz ifm isodd. 
There exist unique connections Vi on the Vi so 
v”@l@l@V’ if m is even 
{v+~“~1~10v’}o{v-~“01010v2} tf m is odd. 
Remark. We emphasize this decomposition depends on the choice of 
the local frame field; the obstruction to making this decomposition global 
is the obstruction to a spin structure (assuming A4 orientable). This 
shows that the local theory we will be discussing, at least for compatible 
connections, is standard. 
Proof: We suppose m even; the case m odd is analogous. Let w be the 
connection one form of the given connection V and let os @ 1 be the 
connection one form of the spin connection V” defined in the proof of 
Lemma 1.3. Since both V and v” are compatible, o - (0~0 1) commutes 
with the Clifford module structure so w - o”O 1 = 10 0 for some 
0 E End( V, ). Let 8 define a connection V’, then 
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Remark. Let 
WV, = Q,, - dR,,o,w, 
be the tensor of Lemma 1.3. Since w”, = (l/4) Tvlroyryo, 
“t, = %,,,Y,Y,. 
Consequently W= 10 (de - 8 A 0) is the curvature of the coefficient 
bundle; this gives another proof that [ W, y] = 0. 
2. HEAT EQUATION ASYMPTOTICS FOR MANIGOLDS WITHOUT BOUNDARY 
The invariants a, (J; D) and a,(f, P) are closely related. Let E be a real 
parameter and let f E C”(End( V)). Let P(E) = P - sf and D(E) = P(E)*. 
LEMMA 2.1. (a) (d/d&)J,=,a,(P)=(m-n)a,-,(f,D). 
@I (d/d&)l,=,a,(D)=2a,-,(f, 0 
ProoJ: We compute formally and refer to [GS-1 ] for the analytic 
details necessary to justify the following steps. Let a, = a/at. We compute 
$ 6=OTr,2(Pe-‘pz)~ f d a (p) lb-m- I)/* 
“,Od& e=O n 
=Tr,~(-fe-‘P2+2tfPze-‘p2) 
= -(l +2ta,)TrL2(fe-@*) 
- -( 1 + 2ta,) f ak(f, D) t(k-m)i2 
k=O 
- - f (k-m+l)ak(f,D)t(k-m)/2. 
k=O 
We set k = n - 1 and equate terms in the asymptotic series to prove (a). 
The proof of (b) is similar. We compute 
-$ .=oTr,z(ee’“)w f d 
.=od& &=O 
a,(D) t(“-m)‘2 
= TrL2(2tfPe-@) 
- f 2a,(f, P)t’+ck--m-1)‘2. m 
k=O 
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Remark. One could use the analysis of [GS-1 ] to see that an analogue 
of Lemma 2.1 holds if the boundary of A4 is non-empty and if we impose 
suitable boundary conditions. 
We will use Lemma 2.1 (b) to compute a, (A P). We begin by recalling 
some of the geometry of second order operators and refer to [BG] for 
details. Let {a,} and { dx’} be coordinate frames for TM and T*M. If V is 
a connection, let Vi be covariant differentiation with respect o Jj. Let D be 
a second order operator on P( I’) with scalar leading symbol; this defines 
a metric tensor so we can use Riemannian geometry. We sum over repeated 
indices to express D = -(g”a,a, + Akak + B) where A and B are local 
sections of TM 0 End( V) and End ( I’). 
We wish to work invariantly. Let ri be the Christoffel symbols of the 
Levi-Civita connection. If “/” denotes ordinary partial differentiation, then 
rt = +gk’(giQ + gj//r - kYij,/). 
If V” is a connection on V, let w = o,dx’ be the associated local connection 
one form. We use the Levi-Civita connection and V” to covriantly differen- 
tiate tensors of all types; let “;” denote multiple covariant differentiation. 
We refer to Gilkey [Gi-I, Theorem 2.11 for: 
LEMMA 2.2. 3!V” and EEP(End(V)) so D= -(g”V,V,+E). 
(a) o,= ig,,(A’ +gjkT:,). 
(b) E= B-g”(oi~j+wio,-w,f,:). 
Remark. One should think of the connection as in a way the “first 
order part” of the operator and the endomorphism E as the “zeroth order 
part” of the operator. We start with the operator and use the leading 
symbol to generate the metric; equivalently of course one could start with 
Riemannian geometry and use that to generate the leading symbol. 
Let P= y’a, - r and let D = P*. We use Lemma 2.2 to choose V”. Let Q 
be the curvature tensor of V”; Q, = o~,~- oil, + wioi-o,wi. Let 
P=y’V,-4. 
LEMMA 2.3. (a)w,=(1/2)gi,(-YJy~i+ry’+y’r+g’kT’k). 
(b) d=r+yiwi. 
(c) E= -(1/2)y’yis2ij+y’~:,--2. 
(d) yjy;,=yi~+&‘. 
Proof: We use Lemma 2.2. Expand 
D = P* = (yiai - r)(y’ 8, - r) 
= y’yj d,d, + (y’y$ - yjr - ry’) ai + (r2 - y’r,,). 
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Thus A’= - y$$ + y jr + ryj and B = -r2 + yir,j; (a) follows. We prove (b) 
by expanding P = #Vi - 4 = yiai + yioi - 4 = yiJi - r. Next, we compute 
D= -(g”Vivj+E)=(yiVi-~)(y’vj-q5) 
=&Jiy’+y’y’)vivj+ {y’y;j-q5yi-yit#jvi 
- yi#.. + 42 + $r~Yjf2 4 r/’ 
We equate coefficients to see 0 = yjy b. - dyi - yi& and 
-E= -yiq5..+#2+~yiyj~.. 1 .I 2 !I’ 
We use Lemma 1.3(b) to choose a compatible “background” connection 
V” once and for all. Let “:” be covariant differentiation with respect o V”. 
Let (e,} be a local orthonormal frame for TM and let yr = y(e,); we use 
Roman indices for the coordinate frame and Greek indices for an ortho- 
normal frame. We represent a general first order differential operator of 
Dirac type in the form 
p=y,v;-*. 
Let Vti be the connection associated to P2 by Lemma 2.2. Let w,, (resp. 
o,($)) be the local connection one form of V” (resp. V$). Then 
being the difference of two connections, is tensorial. Let Sz, and a,(+) be 
the curvature two forms of these connections. Let 4($) be the 
endomorphism associated to P by Lemma 2.3. 
LEMMA 2.4. (a) 0,=(1/2)(11/y,+y,ll/). 
(b) ~(~)=~+(1/2)(~,rC/~,-mb(/). 
(cl n”,(~)=sz”,+e,:“-e”:,+ C&P $ll. 
Proof. Although the statement is invariant, we must use the coordinate 
frame rather than the orthonormal frame in the proof since we wish to 
apply Lemma 2.3. We choose local coordinates so gU(xo) = 6, and 
gti,k(xo) = 0. We identify ei(xo) with ai and with dx’(x,) for 1~ i<m. 
We choose a frame for V so the connection one form 0,(x0) of the 
reference connection vanishes; as the reference connection is compatible, 
$(x0) = 0 by Lemma 1.3(a). We compute 
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so r = -y~Goj + $; thus r(xO) = $(x0). By Lemma 2.3(a), 
{~~$)--~,>(XO)= (&ti(rY'+Y'r))(xo) 
= ~tgilwYi+Yiw(xo). 
This proves (a). By Lemma 2.3(a), (b), 
4(x0)= {r+Yiw)(xO) 
= {r + $(yiry’ + y’yir)}(x,) 
= {II/ + ~(Y'W-mll/)Hxo). 
This proves (b); (c) follows immediately from the definition. 1 
The connection of Lemma 2.2 need not be compatible as we shall see 
shortly. It does, however, have a very useful antisymmetry property. We 
adopt the notation of Lemma 2.4. 
LEMMA 2.5. (a) yvilr = (1/2)[+Y, + ~,ll/, ~“1. 
(b) yvip + y,,;” = 0. In particular Y,,;~ = 0. 
Proof: We compute using coordinates and frames normalized as in 
Lemma 2.4; let gU(x,) = 6, and giilk(x,) = 0,(x0) = yii(xO) = 0. Then 
Yij(xO)= CqWi, Y’l(Xo)= {C"j(ll/)-oj~ Yil>(xO). 
Part (a) now follows from Lemma 2.4(a). We use (a) to compute 
Yv;p + Yp;v = ~WY,Y” + Ypll/L - Y, tiY, - Y,zYu* 
+~Y”Y~+Y”~Y~-Y~~Y”-Y~Y”~) 
= fWY,Y” - Y”Y& + $YvYfl- Y,Y,‘$) 
= -11/6,,+6,,~=0. 1 
Remark. If we take # = 1 and v#p, then yviU = 2ypyy so V” is not 
compatible in general. 
To use Lemma 2.1, we must compute variations of these quantities with 
respect to the parameter E; the metric and Clifford module structures are 
unchanged so only r enters. We consider scalar variations as otherwise the 
formulas become more complicated. Let f~ C”(M) and let r(E) = r + &f 
define P(E). 
LEMMA 2.6. (a) (d/d~)/,,~ w[= y,f: 
(b) (W&)1,=04=(1 -m)f: 
(cl (d/d&)l,=,a”,=(Y,f);Y-(YYf);Il. 
(d) (W)l,=,E= -24J 
58O/lOSil-5 
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Proof: We use Lemma 2.3. Since (d/d.c)l,=,r =f is scalar, (a) follows. 
We compute 
This proves (b). Since the expressions in (c) are tensorial, we can use 
frames which are adapted; we suppose 0,(0)(x,) = 0 and compute 
-$ _%(x0)= i _ E-O { I E-O mj/i-~~,., mi/j} txO) 
= {(Yjf l/i- (Yif )/j)}(XO) 
= {(Yjf );i- (Yif );j}(XO)* 
To prove (d), it is convenient o introduce an orthonormal frame field {e,} 
and identify TM with T*M. Let yr = y(e,). We will use the identity 
of Lemma 2.3(d). We use the identity yyIy = 0 of Lemma 2.5 to compute 
E= -;~~~u~,.+Yr);r-6~ 
; _ E= -~y,y.j(y,f):,-(y,f):,)+(l--m)y,f;;, 
E-O 
= -; YpYvYvf;p +; YpYyYpfp -; YpYvYv;pf 
+~Y,Y”Yp;“f+(l-m)Y.f;“-~~f 
-YdY,f-2(1 -m)qrf 
=(m- l)Y,f;,+YY(Yd+~YY)f 
+(1-~)Y”f;“-4tf-Y”~Y”f-2(1-~)4f 
= -2glf: 1 
We can now compute the asymptotics of the eta function for n G 4. 
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THEOREM 2.7. Let aM= 0. 
(a) a, (P)(x) = - (47r-“I* Tr(#). 
(b) a3(P)(x)= -6-1(4n)~“12Tr{~z+6~E-Q,~,;r~“~. 
Proof We recall the formulae for the first few invariants of the heat 
equation. Let Q2 = QVPQV,,, p2 = pvPpyP, and R2 = Rvwaii Rvpo6. By Gilkey 
[Gi-1, Table I] 
a,(D)=6-‘(4~r-“‘~~~ Tr{6E+r) 
M 
a,(D)=360P’(4rr))“‘2J Tr{60zE+180E2+30Q2 
M 
+ 5z2- 2p2 + 2R*}. 
We use Lemma 2.6 to compute 
iz E=O d/ o,(D)=360-1(4n)m.‘lv~l =oTr{60rE+ 180E’ E 
+ 3051”,Q,,, 1
=360-‘(4n))“!*[ f.Tr{-120&-720&j} 
M 
+ Tr(60Qv,((~,JXv - (r,,.f)J) 
= 360-‘(4~)-“/~ j f.Tr{ - 12042 - 72OE# 
M 
- 12OQ,,,,Yp I. 
We apply Lemma 2.1(b) to complete the proof. [ 
In Section 4 we will give a variant of this formula which is less compact 
but more useful computationally. 
Remark. We use the formula of [Gi-1, Table I] to see 
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~,(D)=360-‘(4n)~“‘~ j Tr{ -652,,;,52,,;,+452,,a,,sz,, 
M 
+ ~P,ATJL - 2Rv,&v,%, + 5zQ,,Q,, 
- 30E,, E;, + 60E3 + 3OELl,,sZ,, - 12r;,E,, + 30zE2 
+ FETE - 2Ep2 + 2ER2 + @,}, 
where O3 depends only on the metric tensor. One can now compute a,(P) 
using Lemmas 2.1 and 2.6; we omit the details as the formulas are some- 
what complicated and not terribly enlightening; we will consider a,(P) in 
further detail in Section 3 when studying operators given by compatible 
connections. A similar calculation of a,(P) can be obtained from the corre- 
sponding formula for a,(D) given by Avramidi [Av-1 3. We also refer to 
Amsterdamski et al. [ABC] for results concerning a, and a,,. 
3. REGULARITY OF v](s, P) 
Recall that P is compatible if there exists a compatible connection V” so 
P= y,v;; such operators play an important role in index theory as 
discussed in Section 0. Let VP and 4(P) be determined from P using 
Lemma 2.3. We give an invariant description of compatibility and show the 
compatible connection V” defining P is unique. 
LEMMA 3.1. (a)IfV O is compatible and if P= y,Vi, then V”=Vp. 
(b) P is a compatible operator of Dirac type if and only if (i) VP is 
compatible and (ii) qS(P) = 0. 
Proof: Suppose V” is compatible and P = y,VE. Fix a basepoint x0 E M 
and choose local coordinates for M so gU(xo) = 6, and gijlk(xo) = 0. Since 
V” is compatible, we can choose a local frame for V so WY (x0) = 0 and 
yi(x,) = 0. Then 
so ‘(x,)=0. We use Lemma 2.3(a) to see 0$(x,)=0; consequently 
V” = VP. This proves (a) and shows VP is compatible. Furthermore 
4(x0) = r(xo) + yiwe(xo) = 0 
so d(P) = 0. This establishes the first implication of (b). 
Conversely, suppose VP is compatible and that d(P) = 0. Normalize the 
coordinates and frame as above. Since 4(P) =0, r(xo) = 0 so that at x0, 
P= yiai= yiVp and P is compatible. 1 
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If P is compatible, many of the local invariants a,(P)(x) vanish. The 
case m odd is the most interesting as we shall see. Before studying these 
vanishing theorems, we must first introduce some results from invariance 
theory. We shall be somewhat informal in the interests of clarity and refer 
to [Gi-31 for more precise definitions. 
Let U be a coefficient bundle of fiber dimension r and let V” be a con- 
nection on U. Let 9:; be the finite dimensional vector space of p form 
valued local invariants which are homogeneous of order n in the jets of the 
metric g and the connection form of VU; these invariants are defined in the 
category of unoriented Riemannian manifolds of dimension m and bundles 
with connection of fiber dimension r. 
We can use the invariants u,,(P)(x) to construct elements of CY;$ if m is 
odd. Let K be a local orientation of M and let A + = A k (K) be the spinor 
bundles described in Section 1. These bundles are well defined locally; the 
obstruction to delining them globally is a Z, obstruction which plays no 
role in the invariance theory we are considering. Let I’, = d + @ U. Let 
VS. * be the spinor connections on A + and let V’ = V’,” 0 10 1 @VL 
define compatible connections on I/, . Let 
be the resulting locally defined operator of Dirac type. 
Recall 
TrLz(pe-‘f2) N 1 [b-m- I)/2 
I %(P)(X). 
?lEN M 
The a,(P)(x) are measure valued local invariants of P; 
%x(-P)(x)= -a,(P)(x). 
It is better at this point to work with form valued invariants rather 
than measure valued invariants. Let 1 dual/ be the Riemannian measure. 
Decompose a, (P)(x) = 5, (P)(x)1 dual 1 where ii,, (P)(x) is scalar valued. Let 
duol(rc) be the volume form defined by the Riemannian metric and the 
orientation K. Let 
a:; (g, V”)(x) = ii,(P, (K, V”)) dUOZ(K) E Am. 
LEMMA 3.2. Let m be odd. 
(4 p,(O~)=PT(-~,v~)= -P~(~,v~). 
(b) u:> E PTA, and a:; = -at,:. . 
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ProoJ: We refer to [Gi-3, Lemma 1.7.71 to see a:; is homogeneous of 
degree n. We must check a:; is independent of the local orientation 
chosen. If we reverse the orientation, we interchange the roles of A+ and 
A- so A+(Ic)=A~(-IC) and consequently 
I&ause (A,,Y.)=(A~, -rr), P*(k,V(‘)= -Pi(lc,VU). This proves 
(a). Therefore 
~“(P, (4 V”))(x) = -d,(P* t--K, W)(x). 
The volume element changes sign if we reverse the local orientation so a:; 
is invariantly defined. The remaining assertions now follow. 1 
Let %?m,r be the algebra of characteristic forms; 5Fr is generated by 
the Pontrjagin forms of TM and the Chern forms of V”. Decompose 
g-r = QpQyJ where gTr E /ip. Then 
wy c 9y;. 
We refer to Gilkey [Gi-3, Theorem 2.6.11 for the proof of the following 
result; it is crucial to the heat equation proof of the index theorem. 
THEOREM 3.3. 9:; = 0 if n <p. 9;; = G%r,r. 
We use Theorem 3.3 to establish the basic vanishing theorem. 
THEOREM 3.4. Let P be a compatible operator of Dirac type. 
(a) Zf n is even, then a,(P)(x) = 0. 
(b) Zf m is even, then a,(P)(x) = 0. 
(c) Ifm = 1, then a,(P)(x) =O. 
(d) Zf n G m, then a,(P)(x) = 0. 
Remark. We use Theorem 0.3 to obtain corresponding information 
regarding the eta function. We see ~(s, P) is entire if m is even or if m = 1. 
If m is odd, then ~(s, P) is holomorphic for Re(s) > -2 and ~(s, P) 
can have poles only at at s = -2, -4, . . . . We shall see presently that 
generically these poles always exist. 
Remark. If Q is any operator of Dirac type, it follows from the work 
of Atiyah et al. CAPS] that a,(Q) = 0; this is automatic if m is even since 
JM= 0. In Section 4, we will see that a,,,(Q)(x) need not vanish 
identically if m is odd. 
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Proof. By Theorem 0.2, a, (P)(x) = 0 if n is even. Suppose m is even. Let 
K be a local normalized orientation. Y(K) is an isomorphism of V which 
anticommutes with y(r) for 5 E T*M. Since V is compatible, y(x) 
intertwines P and -P; Y(K) P = -P?(K). Consequently u,(P)(x) = 0. 
Since a, (P)(x) = 0 for n or m even, we shall suppose m and n odd for the 
remainder of Section 3. We adopt the notation of Lemma 3.2. By 
Theorem 1.4, every compatible operator of Dirac type decomposes locally 
in the form 
P= P, (K, VU’)@ Pp (K, VZ). 
Consequently it suffices to show un(Pf (K, V”))(x) = 0, i.e., a:.; = 0. If 
m = 1, use arclength as a local parameter for M. Use parallel translation to 
choose a frame for U. Then the metric and connection form are flat. Since 
u:;‘, is homogeneous of order n in the jets of the metric and connection 
and since n > 0, uj,;‘, = 0. If m 2 3 and if n < m, a:.: = 0 by Theorem 3.3. 
If n = m, then uz;‘, E %‘z’. Since m is odd and the characteristic forms have 
even degrees, a:~~, =O. 1 
We assume A4 is oriented for the remainder of Section 3. Decompose 
I’= T/+ 0 V- into the &- 1 eigenspaces of Y(K) and decompose 
P=P+@P-. Then u,(P)=u,(P+)+a,(Pp). If we reverse the orienta- 
tion, we interchange the roles of P, and Pp. Thus we are justified in 
assuming P = P, henceforth. Let V be a vector bundle over M. Let 
P(M, v = {(g, Y, V”,} 
be the set of all triples where 
(i) g is a Riemannian metric on M. 
(ii) y is a Clif(M) module structure on V for this metric. 
(iii) Y(K)= Id. 
(iv) Vv is a compatible connection. 
Identify P(M, V) with the set of compatible operators of Dirac type 
where P= P,; give P(M, V) the C” topology. We shall say u,(P) is 
non-zero generically if for all (M, V), (PE P(M, V) : u,(P) # 0} is an open 
dense set. We will show this holds if n > m 2 3 are odd. We begin with a 
useful criterion. Let a:; be as in Lemma 3.2. Let 
T(m) = S’ x . . . x S’ 
be the m dimensional torus. The tangent bundle of T(m) has a canonical 
trivialization which gives rise to a canonical orientation and spin structure. 
If L is a line bundle over T(m) with connection VL, let P(g, V”) be the 
resulting compatible operator of Dirac type on A + 0 L. 
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LEMMA 3.5. Let n > m 2 3 be odd integers. The following are equivalent: 
(a) a,(P) is non-zero generically. 
(b) There exists (g, V”) on the torus T(m) so a,(P(g, V”)) # 0. 
(c) a:: ~d(~?~,,,,-,). 
(d) a:: $d(Yr:,,+,)for any r>O. 
Proof Clearly (a) * (b). Suppose (b) holds but (c) fails. Let 
a:,: = d( Q f ). By Stokes’ Theorem, 
a,(P(gTVL))=[ dQ+(g,VL)=O 
T(m) 
which is false. Therefore (b) + (c). Suppose (c) holds but (d) fails for r > 1. 
Let a:; = d(Q f ). If L is a line bundle, let U = L @ . . . @L have 
dimension r. Then 
a:,: (g, V”) = r-’ .a:: (g,VU)=r-‘dQ.(g,r.VL) 
which is false. Therefore (c) * (d). 
Finally suppose (d) holds but a,, (P) = 0 for all P E 0, G P(M, V) where 
0, is open and non-empty. Let x0 E A4 and let 0 be an open contractible 
neighborhood of x0. Let P = (g, y, V) E 0,. Use Theorem 1.4 to decompose 
Vlo=A+QU+ and plo=p+k,w 
Let f E CF (0) and consider the conformal variation 
g(c) = e2%.g. 
Let y(s) = e-“/r0 give V a Clif(M) module structure for the metric g(s). Let 
P(E) = P on the complement 0’ while on 0, let P(E) be given by the data 
k(E), Id&), VU); we vary the metric (and hence the spin connection) and fix 
the connection on U. We integrate by parts to express 
; _ d,(P(&)) duo&c)=; _ a, + Ce’?k V’)(x) 
E-O E-O 
=f .b,+ (g, V?(x) + dQ+ (f, g, V”)(x). 
Q+ is m - 1 form valued and b, + is m form valued. For 0 < E < E(f ), 
P(E) E 0, so a, (P(E)) = 0. Therefore 
= s Mf .b, + (g>W(x). 
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Consequently b, + = 0. We set S= 1 to see 
.,~;(g,v’-)=a”(P)(x)du0z(K)=(m-n)’~/ _ %(P(E))(X) dOO4~) 
F-O 
=(m-rl-‘dQ+(l,g,VU)(x). 
This is valid for XE 0 and P((E) = P( g(E), Y(E), V”)E 0,. Since these 
invariants are universal polynomials, this implies a:& = de+. This con- 
tradicts (d) since Q + (1, g, VU) E S;Y!~, m ~, . Therefore (d) 3 (a). 1 
Remark. Conformal variation of the invariants of the heat equation is 
a valuable tool in many other contexts. We refer to [BGO] where confor- 
ma1 variations were used to give a new calculation of the leading terms in 
the asymptotic expansion of the heat kernel. We also refer to [BG] where 
conformal variations were used to compute the asymptotics of the heat 
equation on a manifold with boundary. 
We use Lemma 1.3 to express a,,, = WV,+ (l/4) R,,,,y,y, for 
CY, WI = 0. 
LEMMA 3.6. rf P is compatible, then E= -(l/2) W,,yyyp- (l/4) z. 
Remark. This formula is the generalization of the Lichnerowicz formula 
to this class of operators. 
Proox By Lemma 3.1, 4 = 0. Consequently by Lemma 2.3 
E= - hp W,, - &~,LY,Y,Y~ 
It follows from the Clifford commutation relations that 
-2Y, if v = p, p # (r, 
CY”? Y/Jo1 = 3, if v = 6, v # I*, 
0 otherwise. 
If p, 0, and 6 are distinct indices, then 
YpYLTYa = YoYsYfl= Y6YpYa; 
we can cyclically permute distinct indices. On the other hand, by the 
Bianchi identities, 
R upms + Rvocslr + &go = 0. 
This and the curvature identity Rvfldo = - Rvuob show that the only 
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contributions to RypoayyypyOys come from terms with ,~=a#8 or 
p = S-Z cr. These two cases are symmetric so 
E= -frvr, W,, + $&,s~vya 
= -iY"YLLwW,,+tPYaYYYs 
= -fYYY/lW,,-fP,,. I 
The case m = 3 is crucial; we will consider product manifolds to 
bootstrap up to the general case. We begin with the case m = 3 and n = 5; 
this is the first case not covered by Theorem 3.4. 
LEMMA 3.7. Let A4 be a compact oriented 3 dimensional manifold 
without boundary with volume element dvol. Let V be a Clif(M) module and 
let P be a compatible operator of Dirac type. We suppose Y(K) = 1, i.e., 
y(dvo1) = - 1. 
a,(P) = 120-‘(4~~-“‘~ 
x s M T~{(~~W,,W,,:,+P,,P,,:,+P,,P,,:,)) ep A e, A ea. 
ProoJ: We use Lemma 2.1 and the remark at the end of Section 2 to 
compute a5 (P). Let f = 1 so that P(E) = P - E. By Lemma 3.1, 4 = 0. By 
Lemma 2.6. 
$ _ E=-2#=0 
E-O 
$ E = o Q”, = YJl;v - Yv;p = 0. 
Consequently only the variation of the connection enters. We use the 
formula of [Gi-1, Table I] to see 
a,(D) = 360-‘(4~r-“‘/~ 1 Tr{ -60VP~PQV0~0 +44,,52,,52,, 
M 
+4P&",Q", - 24,,&2,,Q,, + 5~Q,,Q,, 
- 30E,, E;, + 60E3 + 3OEQ,,Q,, - 122,, E;, + 307E’ 
+ 5Er2 - 2Ep2 + 2ER2 + S,} dvol, 
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where 0, depends only on the metric tensor. Consequently 
= 720-‘(4~r~“‘~ j Tr{ - 12[yP, QJSZ,,,,, 
M 
- 6O[y,, E]E;,} dual. 
Let A(x) = Tr( [y,, E] E;,,) and let W) = Wb,, Q,,l Q,,;,). 
y(duoZ) = - 1, 
Tr(y,y,y,) duoZ= Tr( - 1) e,, A e,, A e,; 
both sides vanish if all 3 indices are not distinct. Recall 
-a, if v = p, p # c’, 
CY”, YpYJ = 2Yp if v = 0, v # p, 
0 otherwise. 
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Fix v. Since m > 1, we can choose p # v. Since yy and yp anticommute, y,, 
interchanges the f 1 eigenspaces of yP. Therefore Tr(y,,) = 0. Similarly y\, W 
and yr anticommute so Tr(y, W) = 0; this can fail if m = 1. We use these 
identities to compute 
-6OA(x) duo/= -6OTr([y,, -$W,,ybyE- $1 E:,) duo1 
= - 120Tr( W,,y,( -~Wxs;py,ys- +T;,)) duo1 
= 6OTr( W,, KB,,~,~,~s) duo1 
= -6OTr( W,, WZaip) e, A e, A ep 
= 120Tr( W,, Wpxia) eE A e, A eg. 
We complete the proof by computing 
- 12B(x) duol= - 12Tr( [y,, W,,, + $tvpdaybyo], Q,.,:,) duo1 
= 12Tr(R vrpa~aQvw) duo1 
= lh,‘Wy,( W,,,;, + $L,,T,,Y,YB)) duo1 
= 3p,,,R,,,,B;,Tr(y,y,yB) duo1 
= -6pV,,R,,,,;PTr( - 1) .e, A e, A ep 
=6p,.,p,,;pTr(1)~e, A es A eg. 1 
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The formula of Lemma 3.7 is not functorially closed; that is, it is not d 
of some invariant. Consequently a, (P) is generically non-zero for n = 5 and 
m = 3 by Lemma 3.5 so Theorem 3.4 is sharp in this case. To generalize this 
to n > 5 and m = 3, we use the “leading order” computation of Gilkey 
[Gi-41. Let 
c, = (- 1)” n!/{2(2n + l)!}, /?,(n)=(n*-n-l)&, 
P*(n) = kl? /&(n)=4(2n+l)(n-l)c,, 
84b)=Wn+ l)c,, /&(n)=4(2n+ 1)(2n- 1) c,. 
If 0 = (O,, .ork) and Y = (vl,, ..,) are endomorphism or scalar valued 
tensors. let 
V’O.VJY=@ c(, OL&Y, v, YY,, w;v, ‘. Y, 
be the complete contraction of thejth covariant derivative. 
THEOREM 3.8. Let n p 3. Module cubic and higher degree terms involving 
2n - 6 or fewer covariant derivatives, 
az,,P)=j Tr~~~(~)lV”~*~1*+P2(n)l~~*~12 
M 
+~3(n)V”-2z~V”-2E+~4(n)V”-21R.V”-2~ 
+/?s(n)V”-2E.V”-2E} + . . . . 
ProoJ: There are three different proofs of this theorem. Reference 
[Gi-41 contains a proof by Gilkey using the calculus of pseudo-differential 
operators. Reference [BGO] contains a proof by Branson, Gilkey, and 
Orsted using conformal variations. Reference [A~-21 contains a proof by 
Avramidi using Schwinger-De Witt techniques. i 
Remark. Theorem 3.8 plays a crucial role in the Brooks, Chang, Perry, 
and Yang [BPY, CY] theorem that isospectral metrics within a conformal 
class are compact modulo gauge equivalence in dimension 3. 
In Lemma 3.7, we constructed 3 form valued invariants by alternating 3 
indices and contracting the rest. We generalize this construction. Let @,, be 
an endomorphism or scalar valued tensor. For j 2 0, let 
aP’@) = @“p;“, -+L;“, . ..“.6 . e, A e, A e, E End( V) @ /i3(M). 
Let m = 3 and let n > 5. Let P be a compatible operator of Dirac type. We 
assume Y(K) = 1, i.e., y(dvol) = - 1. 
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LEMMA 3.9. Module higher degree terms, 
~~,,~~(P)=(n--2)(4n))“‘~{ Tr{-2/I,(n)cr(Ve3W) 
M 
-~4(n)or(V”-3p)}+ . . . . 
Proof. The argument is similar to that given in the proof of Lemma 4.7. 
Only 
p-2(-J qn-z(-J and V”-~2E.V”-2E 
are relevant to the computation. The V” -‘r .V”-‘E term does not 
contribute since we can integrate by parts to transfer covariant derivatives 
from E to z where they do not contribute to the variation; the variation of 
the pure metric terms also vanishes. Since we can commute the order of 
covariant differentiation modulo higher degree terms, 
=(n-2){ Tr(S,(n)[y,,V”-352].V”-352:,, 
M 
+ /?s(n)[yv, VP3E] VP3E;,,} + . . . 
Let 
ACM]=! Tr{[y,,V”-3 E].VnP3E,} duo1 
M 
B[M]=j Tr([y,,V”-38].V”~352;,) dual. 
M 
We complete the proof by expressing A[M] and B[M] in the appropriate 
form. We integrate by parts and suppress higher degree terms arising from 
commuting covariant derivatives in the calculation of B[ M]. 
A[M] = -4.T Tr{ [y,,, YPya]V”-3WPoVn~ 3E:,,} duo1 
M 
=- 
s 
Tr(y~y,y.V”~3W,,V”~3W,,;,,} duo1 
M 
= Tr(Vn-3WYCVn-3W6a;v} e, A e, A e, 
M 
= -2 1 Tr{V”-3WvaVn-3Wv+a} e, A e6 A e,, 
M 
76 BRANSONANDGILKEY 
NM1 = & [ Tr(Cy,, Y,Y,I Vn-3JR~~EOL.Vn-3Rp,86;v~~~a} 
M 
= -a s Tr(V”-3Rlravor.Vn-3Rr~~s;Y~~~s~a} M 
1 
=a 
i 
Vn-3Rlro,,or;v .Vne3R,,,Tr( - 1) ecr A eS A e, 
M 
= -; 5 Vn- 3RyH,,olla -V*- 3Rlrops Tr( - 1) e, A eg A e, M 
= f 5 Vn-‘RYpm .V”-3Rf10S6;0 Tr( - 1) e, A ea A es M 
= - 
I 
V’--Rypya .Vn-3Rp,,8;6 Tr( - 1) e, A eS A es 
M 
= vqlpa. s V”-3p,BzsTr( - 1) e, A eg A es. 1 M 
Atiyah et al. CAPS] observed q(s, P) behaves well with respect o certain 
products. We will use this observation to dimension shift. We recall their 
result and establish notation. 
Let Mi be compact manifolds of dimension mi for i = 1, 2. Let Pi be 
operators of Dirac type on Coo( Vi) over Mi. Let M2 be oriented, let m2 be 
even, and let P2 be compatible. Decompose V2 = Vc 0 V; into the + 1 
eigenvalues of y2 (q) and decompose P = PC @ P; where 
P; : cy v:, + cy ?q); (P;)* = P:. 
Let M=M,xM* and let V= V,@ V,= V,@(V:O F’;). Let 
( 
Y,(5,)0 1 
‘y(51, Cd= 1 or,(c;,) 
1 QYyz(52) 
-rl(r,)Ql ) 
define a Clif(M) module structure on Vi; then 
P= 
( 
PI01 lQP, 
lop: -P,@l > 
is an operator of Dirac type. If K, is a local orientation of M,, let 
K = ICY .1c2 be the corresponding local orientation of A4. 
LEMMA 3.10. (a) If P, is compatible, then P is compatible. 
7(fc)=Y,(~,)Q 1. 
(b) SM*I,~,(~)(X,,X,)~X,=~,-,,(~,)(X,).I~~~~(~,). 
(c) a,(P)=a,-,,(P,).Index(P,). 
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Proof: Part (a) is immediate from the definition. We follow the 
argument of Gilkey [Gi-3, Lemma 4.3.61 to prove (b) and (c). Let 
K(t, x, y, P-) be the kernel of P- cerp2_. Let {&, 4,) and (pLh, +,} be 
spectral resolutions of P, and P. Let 
We will prove (b) by showing 
I h(t)(x,,x,)dx,=h,(t)(x,)~Index(P). M2 
Let A * = P: PzT be the Laplacians associated to the elliptic complex 
P; :c?(V~)+C”3(V;). 
Decompose 
L2( V$) = Ker(A’)@Ker(A’)‘; 
Ker(A’)l=Range(A*)=Range(P:). 
Let {or, 0,) be a spectral reslution of A+ on Ker(A+)‘; e,>O. Then 
h? p: u/z> 
is a spectral resolution of A - on Range( A - ). Decompose 
L*(V,O V,)= 0 
{ 
0 span(4,0~,, ~,OP~~,.lJa,} 
~{d.c@Ker(A:))8 (),@Ker(A;)j}. 
P preserves this decomposition. 
On the 2-dimensional subspaces, P is represented by the 2 x 2 matrix 
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This matrix has eigenvalues f o, c where w, c = ,/K. The contribu- 
tion made to h(t, P)(x,, x2) by this subspace is 
Since the L2 norms of 0, and A+B,/o, are 1, ~M$zO,r.(x,, 2) dx, =O. 
Consequently, these subspaces play no role. 
On #,O Ker(A’), P is &-A,. Z. Let h, * (x,, x2) be the contribution to 
h(t, P)(x,, x2) produced by d,@Ker(A’). Then 
I h,,+(x1,x2)dx2= +~,e-‘~~(~,(x,)J2.dimKer(A*). M2 
Consequently 
I h(t> P)(x, > ~2) dxz J+f2 
=x3.,e-‘1z I40(x,)(2 (dim Ker(A+)-dim Ker(A-)) 
(I 
=h,(t)(x,)‘Index(P:). 1 
The following result shows Theorem 3.4 is sharp. 
THEOREM 3.11. Let n > m 2 3 be odd integers. Let Y(K) = 1 and let P be 
compatible. Then a,, (P) is non-zero generically. 
Remark. This result is true without the hypothesis Y(K) = 1, but as the 
proof is a bit more delicate, we omit the details. 
Remark. In Section 4, we will show a,(P) # 0 for n odd, n # m, and 
(n, m) # (1, 1) generically if we drop the hypothesis that P is compatible. 
The case n = m is a bit different; Atiyah et al. CAPS] showed a,(P) = 0. 
However, a,,, (P)(x) # 0 generically if m > 1 is odd. 
Proof: Suppose first m = 3. The formulae of Lemma 3.9 are non-zero 
and not functorially closed. Consequently Theorem 3.11 follows from 
Lemma 3.9 and Lemma 3.5. We proceed by induction on m and use 
criterion (b) of Lemma 3.5. Let n >m > 3 be odd integers. Let 
M, = T(m - 2) and choose a compatible operator of Dirac type 
PI: cm(v,)+c~(v,) 
on M1 so a,, _ 2 (P, ) # 0 and y( K, ) = 1. Let M, = T(2) and let L be a line 
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bundle over M2 with non-vanishing first Chern class. Let I’/2 = d(M)@ L 
and let 
P,: cm(v,)-+cm(v~) 
be a compatible operator of Dirac type. Decompose P, = P: 0 P; ; 
Index(P:)=j c,(L)#O. 
M2 
Let M= M, x M2 = T(m) and let P be as defined in Lemma 3.10. Then 
Y(K)= 1 and a,(P)=a,-,(P,).Index(P,)#O. 1 
4. EXAMPLES 
Fix a compatible background connection V” for the remainder of 
Section 4. Let P = P(JI) = y,VO, - $. We recall some previous notation and 
formulas. Let “:” be covriant differentiation with respect to V” and “r be 
covariant differentiation with respect to V*, the connection defined by 
D = P'. Of course “:” and “T coincide on purely metric terms. Let Q” be 
the curvature of V”. 
Wv, = @fp - %,,,~a 
e,,=v~-v~=~(~y,+1~“~) 
yYeY = e,y, = f( -ml) + Y) 
~=II/+YYe,,=~{(2-m)II/+‘Y) 
E= -~~v~~Qv,+~v4;v-d~ 
a,, = Q:~ + epIv - e,:, + ck e,i 
= w,, + ~SR,,~W~ + e,,,, - e,:, + ck e,i 
YY$ = 1Cll/Y, + Y&Y Y”1 = -Ypp. 
We postpone the proof of the following theorem until the end of Section 4 
as it is a bit technical. 
THEOREM 4.1. (a) so(o)(x) = (4~))“‘~ Tr{ l}, 
(b) a,(P)(x)=(4n)-"'I* (m-l)Tr{lC/}. 
(c) az(D)(x)= -12-1(4~)-“~2Tr{z+(12-6m)~~+6tj!P}. 
(d) a3(P)(x)= -12-1(4n)~“~2Tr{{2(1-m)~~,+3(4-m)Jly,~+ 
3IYy,~}:,+(m-3){2~+6~,y,W,,~+6JI~:,y,+(4-m)~~~+3~~~Y)}. 
580/108/l-6 
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Remark. Although the formulae of Theorem 2.7 are more compact, 
Theorem 4.1 is more useful in applications. For example, it is immediate 
that local invariant a, (P)(x) = 0 if m = 1 and that the integrated invariant 
a3 (P) = 0 if m = 3. Furthermore, it is an easy exercise to verify the relations 
of Lemma 2.1 hold for n < 3. On the other hand, it is not as apparent that 
the formulae only depend on P and are in fact independent of the choice 
of v”. 
If M is spin, let A be the Dirac operator on the spinor bundle d(M). Let 
d+ 6 be the de Rham operator on the bundle of exterior forms /i(M). To 
apply Theorem 4.1 to the operators A - $ and d+ 6 - +, it is only 
necessary to identify the tensor W. If < E T*(M) and w E ,4(M), let 
ext’(5) w = 5 A 0 and exV(r)w=w A 4 
be left and right exterior multiplication by t. Let in@(<) be the dual, inte- 
rior multiplication. Let y(t) = ext’(<) - int’(t;) and y’(r) = exV((;) - int’(5) 
define commuting left and right Clif(M) module structures on /1(M). 
LEMMA 4.2. (a) Zf V= d(M) is the spinor bundle, then W = 0. 
(b) Zf V= A(M) is the exterior bundle, then W,, = (l/4) Rvyag y:yL. 
ProoJ: Part (a) is immediate from the discussion of Section 1. We give 
a combinatorial proof of (b). Let 
U,, = &Aw, + Y:Y:). 
We must check that U is the curvature tensor Q of the Levi-Civita connec- 
tion on /ip(M). If p = 0, then 
We proceed by induction; we assume U = Q on A* and show U = 52 on 
A,+‘. Let E,C ... <sp+,. Let E=E,+~ and let ce=e,, A ... A eepEAP. We 
identify n(M) with Clif(M). We recall Q,, is a derivation of degree 0 and 
compute 
u,, (w * e,) = f&~ ( e,*es*O*e,+o*e,*eS*e,) 
= $&a~ (e, * eg * w * e,--o * eg* e, *e,-2cSB,w * e,) 
= $&pap ( e, * eS *w * e,+o *eS * e, * e,-268,w * erx 
+26,,0 * es) 
=u,~(~)*e~+~*R~~~~e~=SZ”~(~)*e,+w*a,,(e,) 
= Q,, (0~ * d. I 
Remark. We can give an alternate proof using the spinor bundle d(M). 
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Suppose m is even; the case m odd is similar. Locally (see, for example, 
CAPS] ), there is a canonical isomorphism 
A(M)=d(M)@d(M). 
The left and right Clif(M) module structures are defined by y 0 1 and 10 y. 
Consequently 
a(/i)=Q(4)@1+1OQ(d). 
Since the curvature of d(M) is given by (l/4) R,,pobyO~s, the lemma follows. 
We work in the category of operators of Dirac type which need not be 
compatible; the vanishing theorems of Section 3 fail in this category. 
THEOREM 4.3. (a) a,(P) = 0. 
(b) If m > 1 is odd, a, (P)(x) # 0 generically. 
(c) Zf n is odd and if n # m, then a,, (P) # 0 generically. 
Remark. It is immediate from Theorem 4.1 that a, (P)(x) = 0 if m = 1. 
Proof. Let V” be a compatible connection and let P(S) = y,,Vt - Se. Let 
P(~)(E) = P(6 + E). By Lemma 2.1(a), 
1 _ a,(P(h))=(m-m)a,_, ($,D(a))=O. 
E-O 
Consequently a,(P(6)) is independent of 6. As P(0) is compatible, by 
Theorem 3.4, a,(P(O)) = 0. This proves (a). 
To prove (b), we must show there exists P so a, (P)(x) # 0. This follows 
if m = 3 by Theorem 4.1(d) so we proceed by induction on m. Choose M, 
of dimension m - 2 k 3 and P, of Dirac type on M, so a,_ 2 (P, )(x, ) # 0 
for some point x,. Choose P, compatible on the torus T(2) so 
Index(P,) # 0. Let P be constructed on M = M, x T(2) as in Lemma 3.10. 
Then 
I %(P)(xi, x2)dx2=a,~2(P,)(x,)~Index(P,)#0. 
Let n # m. If n = 1, or n = 3, (b) follows from Theorem 4.1. We use 
Lemma 2.1. Suppose u,(P) = 0 for P E Oi where 0, is some non-empty 
open set in the C” topology. Then a,(P - E) = 0 for small E. Suppose first 
3 <n <m. We proceed by induction on n. Choose PE 0, so a,- 2(P) # 0. 
Then 
Of2(m-n)an2(P)=$a.(P)=0 
which is a contradiction. 
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Consequently, we may suppose n > m. Suppose m is even or n > m + 2. 
Then n - 2 # m so by hypothesis we can choose P E 0, so a, _ z(P) # 0. The 
same argument then shows this is a contradiction. Thus the crucial case is 
m odd and m = n + 2. If m = 1, this follows from Theorem 4.1 so we may 
apply induction on m. We apply Lemma 3.10 to dimension shift from m = 1 
and n=3 tom odd and n=m+2. 1 
The remainder of Section 4 is devoted to the proof of Theorem 4.1. 
We will use the following Lemma repeatedly. 
LEMMA 4.4. [e,, y,] = [d,,,, yy] =O. 
Proof: 
2Cf9”? YYI = ~(Y”~+~Y”)Y~-Y”~Y”Ic/+~Y”)J 
= (YY~YY-m*+m*-yy,*y,}=O. 
C~“:,,Y”1=C~“~~“1:~-C~“~Y”:~1=~-~=~. I 
We use Theorem 2.7 and Gilkey [Gi-1, Table I] to see 
a,(D)(x)=(4rr-m~2Tr{l} 
a,(P)(x)= -(4rc-m’2Tr{4} 
a2 P)(x) = -12-*(4rr)-“‘2Tr{-12E-2r} 
q(P)(x)= -12-1(4rr-“/2Tr{2&+ 12&!Z-2Q,,,,y,}. 
Part (a) is now immediate; we prove (b) by computing 
Tr(~)=Tr(lCI+fy,y,~+~y,~y,)=(l-m)Tr(lCI}. 
The proof of (c) is somewhat lengthy as some terms must be expanded 
several times; this leads to a branching tree of computations. We mark with 
(*) the end of each branch omitting branches which vanish. We compute 
-Tr(12E+2r}=Tr{3r+6y,y,(WV,+8,:,-e,:,+[e,,e,]) 
- 12r,& + 1242 - 2r). 
Tr(3r-2t) =Tr(r}. (*I 
6Tr{y,y, WV,) =O. 
6Trb$~,:v - e,,,)) = 6Tri CYYP r,l e,d 
=6Tr(y,Cy,, &I> =a 
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6’Ww,C~,~~ $I>= 6TrUL Y,I ~,~,> 
=~T~{(-~,,-Y,Y,,)(Y,~CI+~Y,,)(Y,~+~Y,)} 
=3Tr((2m-m2)t,@+2(m-1) Y$-YY}. (*) 
-12Tr{~,~;,~} = -12Tr(y,,~:,+y,,C8,,, 41) 
= -6Tr{y,((2-m)~..+y,~:,y,)+2[Iy,, 0,,14} 
= -6Tr{(y,(2-m)+y,y,y,)~:,.+O}=O. 
12Tr(~2)=3Tr{((2-m)~+Y)((2-m)~+Y)} 
=3Tr{(2-m)211/~+2(2-m)+Y+YY}. (*) 
We combine the terms (* ) to prove (c). 
We now come to the proof of Theorem 4.1(d). We clear the notation 
from (c). We expand each term and mark with (* ) the non-zero ends of 
each branch. We expand the cubic terms at the very end as these are the 
most complicated. The term arising from 2& is the simplest: 
Tr{2&}=(2-2m)rTr{$}. (*I 
We use calculations from the proof of Lemma 3.6 to study #E: 
12Tr{@} = 12Tr{~(-a,-~y,y,(W,,+e,,.,,-e,,:,, 
+ t-e,, ~,l)+YY4-d2)). 
-3Tr{&}=3(m-l)rTr(II/}. (*) 
-6Tr@w, WV,> = -6Tri@y,y, WV,+ yr~,yyyp WI,,) 
= -6TrWw, WI, + ir,(r,$ + I~/Y,) Y”Y,~ W,,,) 
=6(~-3)Tr{$y,y,W,,). (*) 
-6Tr{~y,y,(8,:,-8,:,)} = -6TrI~(y,.y~--~Yv)8~,:,,} 
= -tTr{((2--m) II/ + YhYp-YrYJ 
x (Y,$:“+$:“Y,) 
= -3Tr{@-mNl -ml ICIY~:~- YY,+:, 
+(m-2)vw:YYY+ W:,,Y,+ W,~:,). (*) 
12Trh4,1= 12TrWvh + 4~” CL 41 I. 
12Tr{~y,~:,}=3Tr{((2-m)II/+ y)~,(V-m)+:,~+ yu:,)> 
=3Tr{(2-m)2+y,$:,+Yy,,Y,, 
-2G-m)M:,Y,l. (*I 
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We study the terms arising from -2Tr {Q,,,,y,}. 
-2TrP,,,,y,l 
= -2Tr{(W,,+aR,,,S~~~a+ep:v-e,:,+ Ce,, &J),,Y~} 
= -2Tr{(W,,+-R : vpod~o~B + e,:, - e,:, + rev, e,i):,YY 
+ [e,, WV, + %ra~Yo~s + 8,:” -k, + Ce,, %,I1 Y,>. 
We expand these terms 
-2Tr{ W,,,,yy} = -2Tr{ W,,yy}:P=O. 
-~Tr~(Rv,o~yoyd:pyv >= - ~Tr&,6+w,y,~ 
=fTr{(p,,:,-p,,:,)~,~,~,} 
= ~T~{-~,,,,Y~+P~~:~Y~}=O. 
-2Tr{Ce,, ~JY~)= -2Tr{~,CK,,y,l)=0. 
-~Tr(R,,A~,, Y~~J Y,.> = -i&po6Tr{~,[y,y6~ yd 
=~R,,,,T~{~,Y,}=~,,T~{~Y,Y,+Y,~Y,} 
= -2tTr{$). (*I 
-2Tr((e,:,-e,:,):,y,)=Tr{(y,~:,,+~:,,y, 
- Y&:,y - 4L,YJ YJ 
=Tr{-2mll/:,,-(y,y,+y,y,)~:,,} 
= (2 - 2m) Tr(ll/:,,). (*) 
2Tr{ Ce,, e,i,,Y,.) 
=2Tr{e,r~,~:,,~,i+e,:,ce,,~,l}=o. 
-2Tr{Ce,, e,,,-e,,,i YJ 
= -2Tr{ co,, e,,,i yy - 8, ckp, Y,I> 
= -4TrbykAyv + wkyryY + ~Y~Y,&:~Y~ 
+ vb&:vYrYv - Yp*:“Yr*Y” - YP*:“~YLlY” 
- Il/:“YI(Yp$Yy - hYIItiY#YY -01 
= - fW(w, + Y@Y~ IC/r,h + (Y~Y~Y~ +Y~Y~YJ @L 
- (YYYCC +YPY”) +:“YpIcI - (YpYvYp + Y”Y,YJ ti:d> 
=Tr{~y.~:,+y,~II/:,-cC/:,y,~-yy,~:,Il/} =a 
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We collect the terms marked (* ). The terms which are linear in (1/ can 
be combined easily. The terms which are quadratic in II/ must be studied 
further. We compute 
3Tr((2-m)*J/~&.,+ ‘0,~:,-2(2-~)IC/ti:,y. 
- (2 -m)(l -m) Il/Y,ll/,” + YY,,ll/:,, 
-(~-~)**:,,Y~-Y*:,,Y~- YY~Y:,) 
=3Tr{(2-m)Il/y,.~:,-(2-m)IC/\I/:Yy,, 
+ yYY$:v - W:,YJ 
=3Tr({(4-m)~y,ll/+Yy,*}:,.-(6-2m)*~.,,y, 
- 2tiYY$C Y:,Y,$ - ‘vIcr:,Y,) 
=3Tr{{(4-m)Il/y,~+yy,lC/}:,-(6-2m)~11/:,y, 
-2~Y”~:,,-Y,lc/:“(Y,Y”+Y”Y,f~} 
=3Tr{((4-m)~y,~+yyy,~}:,,-(6-2m)~~:,y,,). 
The terms which are cubic in $ arise from 
Tr{12h,Ce,, d1-2CQ,, Levy ~,I1 Y,~-~~Y,.Y,,[~,,, @,I - 12d3j. 
Let Y, =yPy,,$y,,yII. We expand and compute 
-6Tr{h,y, Ce,,, e,i > = -6Tr{4Cy,, r,l eve,) 
=~Tr(((2-m)~+y).(6,,+~,~,) 
x(Y,.ll/+~YY).(Y~~+~Y/l)} 
=+Tr{(m*-2m)$@,b+(6-8m+2m2)@,bY 
+(4-2m)*YY 
+ (3 -2m) t/*Y1 + *YY, + $Y, Y}. (*) 
12Tr{hdL dlI= 12Tr(~y.e,~-~y,,~e,,} 
=~Tr{((2-m)II/+Y)(--mll/+Y)((2-m)~+Y) 
-((2-m)~+y)y.((2-m)~+yY)(y.~+ICly,)j 
=~Tr{-m(2-m)*$~$+(m2-4)~+Y 
-m$YY+ YYY 
-2(2-m)*I(IY,-$YY,-*Y,Y}. (*I 
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-2Tri Ce,, rev, $Jl L> = -4wqkfk7v - w4h4 
= -iTr{(y,II/ + ti~,)(~d + vhA~,ti + vb,) yy 
+ (r,lC/ + vhJ,)(Y,IC/ + IC/Y,w+ - w 
= -~Tr{(4m-m2)II/IC/$+6(m-2)@$Y 
-~I@PP-~~@P,}. (*I 
-12Tr{q53)=-$Tr{((2-m)$+Y)((2-m)@+!P) 
x(V-m)II/+ q 
= - :Tr { (2 - m)’ @+G$ + 3(2 - m)’ @#!P 
+ 3(2 -m) t)YY + YYY}. (*) 
We combine the terms marked (* ) to complete the proof. 1 
Remark. The intermediate calculations and results (*) are more 
complicated than the final answer which is simple and exhibits the relevant 
vanishing results. It would be very interesting to have a combinatorial 
algorithm which leads more directly to these formulas. 
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