Introduction
In this paper, we study the equation
where G(λ) = G (x, τ, λ) is the sought function locally analytic in λ and
The analyticity assumption is essential because waiving it results in an excessive arbitrariness of the solution (see Example 1 below). We can seek a solution of the Cauchy problem with the initial data G 0 (λ) = G 0 (x, λ) in the form of the Taylor series
Substituting it in the equation results in the recursive formula
which allows calculating all the coefficients if G 0 is a smooth function of the variables x and λ. We note that if G 0 is a polynomial of degree m in λ, then the recursive formula implies that all the G k (λ) are also polynomials of degrees not exceeding m. We can easily obtain the estimate for all the coefficients of the series and prove that it has a nonzero radius of convergence. Therefore, the dynamics in τ preserves the polynomial structure, which segregates a class of rather substantial solutions.
The differentiation D τ obviously depends on the choice of the point µ in Eq. (1.1). It turns out that this arbitrariness results in compatible dynamical equations. To be precise, we have the following statement. * Landau Institute for Theoretical Physics, RAS, Chernogolovka, Moscow Oblast, Russia, e-mail: adler@itp.ac.ru, shabat@itp.ac.ru. 
Theorem 1. Let the derivative
It is easy to verify that the Jacobi identity
The theorem is proved.
Theorem 1 obviously remains applicable if we replace · , · with the bracket in an arbitrary Lie algebra. The initial bracket corresponds to the Lie algebra of vector fields on the line; another interesting example is the bracket f, g = f y g x − f x g y , corresponding to Hamiltonian vector fields on the plane. We confine ourself to the simplest case because it is already rather nontrivial and well demonstrates the problems that arise here.
The above equation for the functions g 1 and g 2 can be written as the equation in partial derivatives ∂ τi = D i for the potential u determined by the equalities g i = u τi :
This differential equation (cf.
[1]) is the problem under consideration in its simplest variant in the sense that the analyticity of the solution in the parameter is not important here. We present particular solutions of this equation in Sec. 4. Introducing the new independent variable τ k corresponding to µ k obviously results in an equation compatible with (1.3). We discuss several generalizations with analogous symmetry properties in Appendix B. It would be interesting to compare these examples with the classification results obtained in [2] in the framework of the hydrodynamic reduction method. The distinguishing feature of Eq. (1.1) is its symmetry properties. In the case of solutions polynomial in λ, the sufficient set of symmetries allows integrating Eq. (1.1) completely. The general solution in the case of polynomials of degree n contains n arbitrary functions of a single argument κ i (λ), and the problem reduces to interpolating the polynomial using the formulas G x | λ=γi = κ i (γ i ) (see Sec. 3). The zeros γ i of the polynomial G(λ) then play the role of Riemann invariants for the systems of hyperbolic equations for the coefficients G(λ) (cf. [3] ).
In Sec. 2, we show that Eq. (1.1) rewritten in terms of the Laurent expansions for the functions G(λ) generates an infinite sequence of commuting vector fields, which can be interpreted as additional symmetries of Eqs. (1.3) .
In Appendix A, oriented to using Eq. (1.1) to solve second-order spectral problems
we discuss the problem of constructing G(x, λ) for a wide class of potentials U (x, λ). Waiving the condition of polynomiality in λ for both the function G(x, λ) and the potential U (x, λ), we can establish a one-to-one correspondence between them. For this, we use the Riccati equation in the direct problem, while the solution of the inverse problem defines the potential U (x, λ) as the Schwarzian derivative of 1/G(x, λ) w.r.t. x. Equation (1.1) admits not only polynomial but also rational solutions in the spectral parameter λ. Generalizing the Dubrovin equations for this case and investigating possible applications of these solutions to equations of the Korteweg-de Vries (KdV) type are one of the interesting unsolved problems.
We conclude the introduction with an example that demonstrates the importance of the choice of the proper analytic structure of G(λ) (polynomials, meromorphic functions).
