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Editorial

Power System Operation & Energy Management deals operations and control continues to be utility missioncritical activities, focused on the reliability and security of the grid as well as on economic dispatch of the
system. In spite of so many advancements in the power and energy sector over the last two decades, its survival
to cater quality power with due consideration for planning, coordination, marketing, safety, stability, optimality
and reliability is still believed to remain critical. Though it appears simple from the outside, yet the internal
structure of large scale power systems is so complex that event management and decision making requires a
formidable preliminary preparation, which gets still worsened in the presence of uncertainties and contingencies.
These aspects have attracted several researchers to carryout continued research in this field and their valued
contributions have been significantly helping the newcomers in understanding the evolutionary growth in this
sector, starting from phenomena, tools, methodologies to strategies so as to ensure smooth, stable, safe, reliable
and economic operation.
The Power System Operation & Energy Management had a great effect on Communication. Its utilities are
operating under an unprecedented demand for accurate, real time data—enabling utilities to meet regulatory demands for open and
timely external reporting to understand the situational awareness of the grid, and to answer critical operation and control issues.
The Conference sometimes is conducted in collaboration with other institutions. IOAJ encourage and invite
proposals from institutes within India to join hands to promote research in various areas of discipline. These
conferences have not only promoted the international exchange and cooperation, but have also won favorable
comments from national and international participants, thus enabled IOAJ to reach out to a global network
within three years time. The conference is first of its kind and gets granted with lot of blessings.
The conference designed to stimulate the young minds including Research Scholars, Academicians, and
Practitioners to contribute their ideas, thoughts and nobility in these disciplines of Engineering. IOAJ received a
great response from all parts of country and abroad for the presentation and publication in the proceeding of the
conference.
I sincerely thank all the authors for their invaluable contribution to this conference. I am indebted towards the
reviewers and Board of Editors for their generous gifts of time, energy and effort. It’s my pleasure to welcome
all the participants, delegates and organizer to this international conference on behalf of IOAJ family members.
I wish all success to the paper presenters. The papers qualifying the review process will be published in the
forthcoming IOAJ journal.
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INVESTIGATION OF RAMAN FIBER AMPLIFIER IN C AND L BAND
AND IT'S COMPARISON WITH ERBIUM DOPED FIBER AMPLIFIER
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Abstract- Raman fiber amplifier (RFA) is constructed with 1480 nm pump source based on Raman shift amplification
mechanism in the C and L band. EDFA is suitable to operate at the conventional (C) band from about 1530 to 1565 nm.
EDFA by itself has a very low gain at the L band and also has larger noise figure than C band EDFA[1]. In this paper, we
have investigated that in L band it is better to adopt RFA rather than L band EDFA.
Keywords- EDFA; Raman fiber amplifier; Gain; Noise Figure; Pump Power.

I. INTRODUCTION

II. FUNDAMENTALS OF EDFA AND RFA

If an amplifier is required for a CWDM based system
considerable bandwidth is needed. Coarse
Wavelength Division Multiplexing (CWDM) is an
attractive
solution
for
medium
capacity
communication systems. Conventional Erbium
Doped Fiber Amplifiers (EDFAs) have a bandwidth
smaller than 40 nm, while a Raman amplifier can
provide gain over more than 100 nm, therefore
EDFAs are not suitable for CWDM systems [2].

A. Erbium Doped Fiber Amplifier
EDFA is an optical or infrared (IR) repeater that
amplifies a modulated laser beam directly, without
any opto-electronic and electro-optical conversion. It
works on the principle of stimulated emission and its
active medium is a piece of silica fiber heavily doped
with ions of rare-earth element erbium, typically in
levels.
When the signal-carrying laser beams pass through
this short length fiber, external energy is applied
usually at IR wavelengths. This is called pumping, it
excites the atoms in the erbium-doped section of
optical fiber, increasing the intensity of the laser
beams [3].

The distributed Raman amplifier is nothing but an
arrangement of long transmission fiber and few high power light sources. To extend the optical bandwidth
and increase the number of WDM channels, L-band
optical amplifiers are used [3].

B. Raman Fiber Amplifier
A phenomenon observed in the scattering of light as
light passes through a transparent medium; the light
undergoes a change in frequency and a random
alteration in phase due to a change in rotational or
vibrational energy of the scattering molecules. This is
known as Raman effect or Raman scattering. It is
the inelastic scattering of a photon [4].

A typical L-band EDFA has a very low-gain and has
larger noise figure than C-band EDFA. The
disadvantage of L band EDFA can be overcome using
L band RFA.
In this paper, the study of comparison between L
band EDFA and L band RFA for gain and noise
figure has been carried out. From the mathematical
analysis, it can be found that the optimized gain for C
band EDFA is G=44.4dB, for the pump power
Pp=40mW and the noise figure is below 6.875dB
while for L-Band EDFA for the same 40mW pump
power the noise figure is greater than 6.875dB [3].
EDFA by itself has a very low-gain at the L-band,
most realizations of L-band EDFA implement a long
length of erbium-doped fiber (EDF) to pump up its
gain [1].

For high enough pump powers, the scattered light can
grow rapidly with most of the pump energy converted
into scattered light. This process is called stimulated
Raman scattering(SRS), and it is the gain mechanism
in Raman amplification [5]. Fibers used for Raman
amplifiers are not doped with rare earth ions. In
distributed or composite Raman amplifiers, any
ordinary single-mode fiber could be used, and in
practice an extended length of the optical
transmission fiber is used to achieve amplification
[6].

In this paper we find the optimized gain is in the
range of 9.8 dB - 10.6 dB, and the noise figure is
below
-2.9
dB
for
the
pump
power
Pp=800mW(29dBm) for the L band RFA. Though
EDFA gain is more in L-Band, the Raman amplifier
gain is stable in L-Band and also RFA gives high
bandwidth.

Distributed fiber Raman amplifiers are known to
offer a large improvement of optical signal-to-noise
ratio (OSNR) with respect to usual erbium doped
fiber amplifiers [7].
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Dω is the FWHM of the spontaneous lineshape. Thus
gain of RFA is given by [8] [13],
g P L
G R  exp( R 0 eff )
(9)
A eff
A noise figure in the optical domain is defined as the
optical signal to noise ratio (OSNR) at the input of an
optical amplifier(OA) divided by the OSNR at the
OA output [9]. Thus, the noise figure may be simply
estimated by measuring the Raman gain GR and the
amplified spontaneous emission power PASE. Thus the
NF is expressed as:
2PASE
1
NF 

(10)
G R G R h B 0
Where hνB0 is the shot noise contribution must be
taken into account as an input reference and
heuristically added at the OA output. Spontaneous
Raman scattering adds to the amplified signal and
appears as a noise because of random phases
associated with all spontaneously generated photons.
However, when the loss rates at the pump, αp and
signal, αs are equal (α = αs = αp), the ASE noise
power will be evaluated analytically as [5] [10]:
G α
1
PASE  hν 0 η T {G R  1  R (exp(L) 
)}
g R Pp
GR

III. MODELING OF RAMAN AMPLIFICATION
In the case of continuous-wave (CW) and quasi-CW
conditions, the nonlinear interaction between the
pump and Stokes waves of SRS, is governed by the
following set of two coupled equations for the
forward-pumping case [5] [8]:
dPs
 g R Pp Ps  α s Ps
dz
dPp ω p

g Pp Ps  α p Pp
dz
ωs R

(1)
(2)

where Ps, Pp, ωs, ωp are the power and frequency of
signal and pump respectively and gR is the Raman
Gain coefficient. αs and αp account for fiber losses at
the Stokes and pump wavelengths, respectively. In
many practical situations, pump power is so large
compared with the signal power that pump depletion
can be neglected by setting gR = 0 in (2), which is
then easily solved[5].
Pp (z)  P0 exp(α p z)
(3)
where P0 is the input pump power at z = 0, we
substitute this solution in (1), we get,
dPs
 g R P0 exp(α p z)Ps  α s Ps
(4)
dz
This equation can be easily integrated to obtain,
Ps (L)  Ps (0)exp(gR P0 L eff  α s L)  G(L)Ps (0) (5)

where ηT is thermal equilibrium photon number and
B0 is the bandwidth of the optical filter. hυ is the
photon energy.

where G(L) is the net signal gain, L is the amplifier
length, and Leff is an effective length defined as [5],
1  exp(α p L)
L eff 
(6)
αp
Thus gain of RFA is simply defined by ratio,
P (L)
GR  s
Ps (0)
From (5),
Ps (L)
 exp(g R P0 L eff )
(7)
Ps (0)
GR represents the total amplifier gain distributed over
a length Leff [5]. One of the most important
parameters for Raman amplification in any
applications is the Raman effective gain coefficient,
which is defined as,
R  gR
g eff
A eff
The effective Raman gain coefficient depends not
only on the Raman gain coefficients itself but also on
the effective area of the fiber (Aeff)[8]. The Raman
gain coefficient is defined as in [15]:
8c 2 ω p S
gR 
(8)
hω s 4 n 2 (N 0  1)D ω
Where N0 is the Bose occupation factor, n is the
refractive index, S is the scattering efficiency, and

IV. EDFA IN L BAND
The gain of EDFA is given as [3]:
σ.n t .(Wp  Γ)
G

(11)
EDFA 2 .σ c.p  Γ  W
p
Where σ, c, Γ, nt, p and Wp are the cross section for
induced emission, velocity of light, reciprocal of
lifetime of charge carrier, total population density of
Er ions, photon density and pump rate of particles
respectively. Noise figure(NF) of EDFA is defined as
in[11]:
PASE

1
(12)
h.ν .Δν.G G
The noise figure(NF) can be very simply written in
terms of amplified spontaneous emission power(PASE)
exiting the fiber in a bandwidth Δν . Since the noise
power is given by[11]:
NF 



P
 2n sp .h.νh.ν .(G  1)
ASE
Where G is the EDFA gain, h is the Planck’s
constant, ν is the frequency of light and n sp is the

inversion factor.
Fig. 1 and Fig. 2 shows the gain and NF Vs.
wavelength of EDFA for different values of pump
powers. We find the gain at 1575nm is 44.5dB and
the NF is 6.875dB, for the pump power 40mW and
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the signal power 1µW. Beyond this wavelength or in
the case of L band the gain start to decrease and the
NF starts to increase, due to low gain efficiency in L
band [12]. Relative disadvantages of L band EDFAs
includes a lower efficiency, leading to high pump
power requirements, and a low gain per unit length,
leading to undesirably long fibers.

noise. For RFA no special doping is required,
amplification takes place throughout the length of
transmission fiber hence also know as distributed
amplifier. The limitations of

V. RFA IN C AND L BAND
By using the same pump configuration as that of
EDFA i.e. co- or forward pumping we find the higher
gain and low

Figure 4. C and L-band RFA Noise Figure versus Wavelength

Figure 2. L-band EDFA Noise Figure versus Wavelength

L band EDFA is overcome by using Raman
amplification. In L band RFA, Raman amplification
requires very long fibers in the order of several
kilometers and pump lasers with high optical power.
Based on the analytical equations of Raman
amplification using MATLAB's results of the gain
flattened L-band RFA, we have investigated the
effects of the Raman gain coefficient on the relative
gain flatness and the effective gain bandwidth (Fig.3
and Fig.5).
C. Raman In C Band
Fig. 3 and Fig. 4 shows the gain and NF Vs.
wavelength of RFA for different values of pump
powers (Pp=500,600,700and 800 mW). We find the
gain at 1550nm is 9.8 dB and the NF is -2 dB, for the
pump power 800mW. RFA has flat gain even in Cband, but since EDFA has low power requirements in
C-Band , EDFA is preferred over RFA.
D. Raman In L Band
We find the optimum gain at 1600nm is 10.4dB (Fig.
5) and the NF is -2.98 dB(Fig. 6), for the pump power
800mW.

Figure 3. C and L-band RFA Gain versus Wavelength

Figure 5. L-band RFA Gain versus Wavelength

Figure 1. L-band EDFA Gain versus Wavelength
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Abstract- To synchronize between generation side and load side and to avoid steady state error in a power
system, controllers viz. proportional, integral, and derivative and the combination of them are employed. This
paper presents a comparative study using different types of controllers and shows the best suitable controller
that can minimize the steady-state error at minimal time span. Simulation results demonstrate that the system
responses, in case of a two-area load frequency control, are more prone to minimal system recovery time when
Proportional-Integral-Derivative controller is used.
Keywords- power generation, industrial automatic controllers, load frequency control.

I. INTRODUCTION
voltage control (AGC) is feasible in large
interconnected systems where for each generator a
separate AGC regulation equipment is installed. In
electric power generation, system disturbances caused
by load fluctuations result in changes of the desired
frequency value, which being a control error give rise
to transients in the system and eventually there can be
a complete breakdown of the system but if sustained
can burn out lines, motors, generators [3]. With the
help of any suitable controller this steady state error
can be fetched back to its input which can then
control the speed changer setting and thereby causes
an adjustment in the power generation (increases or
decreases) to match up with load and thereby reduce
this change in frequency to zero [4].

Industrial applications nowadays have become
increasingly complex and demanding, especially in
the field of power systems, where generation of
power is as important as control and regulation of
power in order to match up with the load
requirements. In the present trend the two main
components of power viz. Active power and Reactive
power are essential for maintenance of system
stability and system voltage [4]. Take the case of any
steam power plant where to raise the active power
steam is fed to the turbine which converts heat energy
to mechanical energy and fetched to the generator
which converts mechanical energy to electrical
energy i.e. power output. So more the steam input,
more will be the frequency, more the rotor speed of
any turbo generator system, with which the generator
angle δ will rise and accordingly active power will be
increased and will be fetched to the load [3]. This
mechanism can be separately controlled and adjusted
through a closed loop control system known as load
frequency control but used in conjunction with
another separate closed loop control system for
adjustment of reactive power for which the output
voltage of generator is compared with a reference
voltage, and the difference is fetched to a controller
which senses whether there is any requirement for
adjustment of generator field current so as to adjust
the generator voltage and reactive power generation
is adjusted which is essential for maintenance of
system voltage [9]. So as evident manual control is
not feasible for this kind of operation as the load
demand also keeps on varying on the system which
necessitates for automatic control. Therefore this
entire process known as automatic generation and

II. TWO AREA LOAD FREQUENCY
CONTROL
Power system as nonlinear system is linearized
around an operating point. The system investigated in
this paper, consisting of two control area connected
by a tie-line is shown in Fig. 1. Each control area is
containing non-reheat turbine type thermal unit [1].
Each area is assumed to have only one equivalent
generator and is equipped with governor- turbine
system. The load flow controller shown in Fig. 1 is
based upon tie-line bias control, where each area
tends to reduce the Area Control Error (ACE) to zero.
The ACE given in Eq.(1) & Eq.(2) for each area
consists of a linear combination of frequency and tieline power deviation [2].
( )=∆ , ( )+ ∆ ( )
Eq.(1) [3]
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Fig 1. Simulink model of two area LFC using PID controller

III. CIRCUIT DESCRIPTION
Here two load frequency control areas are
interconnected by means of a tie-line. Aim is to
reduce area control error to zero in minimum time as
possible. The Area control error here comprises of
(ΔF+ΔPtie) for both the areas. Load demand change is
kept different for both the areas in order to see the
incremental change in tie line power and that this
error is also reduced to zero in minimum time. In the
conventional methods when employed it is seen that
the area control errors have been reduced to zero but
taking a longer time of about 20 secs. (with respect to
reference [5] as evident from Fig. 3, 4, 5, 6). But if
for such a long period this kind of transient lasts then
it causes a long power shutdown as more the time it
stays more is the duration of transients. Here in
control area-1 ΔPd1 (incremental load demand
change) = 2 p.u. in step time of 1 second and in area2 ΔPd2 = 4 p.u. in step time of 1 second. Change in
frequency will now be obtained in both the areas as
well as incremental change in tie line power ΔPtie,1
and
ΔPtie,2
according
to
equations
[Eq.3],[Eq.4],[Eq.5],[Eq.6]. Both the control errors

are fetched to the controllers. Both the ACEs are
integrated for step disturbances and accordingly
through proportional, integral and derivative gains of
the PID controllers the errors ΔF1 and ΔF2 are
reduced to zero as evident from graphs [Fig.2][Fig.13]. And similarly ΔPtie,1 & ΔPtie,2 are reduced to
zero but only when errors ΔF1, ΔF2 become equal.
When change in load demand takes place, there
exists a difference between change in generation and
change in demand. When, these two changes are
made equal with help of controller then change in
frequency gradually reduces to zero. The
effectiveness of a controller depends upon how this
dynamic error becomes zero [6]. Here, incremental
changes in tie-line powers takes place due to unequal
load disturbances for both the areas when considered
in practical situation. These errors are also reduce to
zero with the help of suitable controllers and which
can mainly happen when the difference between the
incremental changes in frequencies of both the areas
is reduced to zero.
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IV. OBSERVATIONS

Fig 2. Δ F1 reduced to zero by Integral controller

Fig.6. Δ F1 reduced to zero by PI controller

Fig.3. Δ F2 reduced to zero by Integral controller

Fig.7. Δ F2 reduced to zero by PI controller

Fig.8. Δ Ptie,1 reduced to zero by PI controller
Fig.4. Δ Ptie,1 reduced to zero by Integral controller

Fig.9. Δ Ptie,2 reduced to zero by PI controller

Fig.5. Δ Ptie,2 reduced to zero by Integral controller
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Settling Time Chart (Unit in sec.)(Approx.)
Controllers

ΔF1

ΔF2

ΔPtie,1

ΔPtie,2

Integral

16

15

7

6.5

PI

5.7

5

4

4

PID

3

5.3

3.2

3.2

V. ABBREVIATIONS AND ACRONYMS









Fig.10. Δ F1 reduced to zero by PID controller

LFC=> Load Frequency Control
tie=> Tie-line
PID=> Proportional-Integral-Derivative
sec.=> Second
p.u.=> Per Unit
F=> Frequency
P=> Power
=> Constant

VI. CONCLUSION
From the above simulation results and responses of
the three different controllers, the PID controller
successfully reduces the settling time of the errors
and helps the system to recover to its initial steady
state much faster than any other controller [6]. It is
also notably important that amongst three different
parameters of a PID controller, Kd not only helps the
system from under-damped and over-damped
oscillations but it also helps the system to reach its
stability also. Kp helps the system reducing its rise
time at minimal value but it un stabilizes the system
as gain is proportional to the error and hence increase
system oscillations. Ki helps to reach steady state and
decrease the error to zero as well as reduces the
settling time.

Fig.11. Δ F2 reduced to zero by PID controller
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Fig.12. Δ Ptie,1 reduced to zero by PID controller
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LIDAR ENABLED WIND TURBINE LOAD MITIGATION USING FXRSL FEED-FORWARD ALGORITHM
AJITA BABAR1 & S.O.RAJANKAR2
1,2

Dept. of E&TC, Sinhgad College Of Engineering, Vadgaonbudruk, Pune-41

Abstarct- A wind turbine is a device that converts kinetic energy from the wind, into mechanical energy; energy known as
wind energy or wind power. The turbines are used for an increasingly important source of wind power-produced commercial
electricity. The utilization of wind turbines can be a great way to capture the energy of the wind in a bid to convert this into
useable electricity. Harnessing the winds energy with a wind turbine can provide a source of clean and renewable electricity
for large or small industries. Wind energy is undoubtedly one of the cleanest forms of producing power from a renewable
source. There is no pollution, there is no burning of fossil fuels, and unless something very drastic happens, you don’t run
out of wind. But it’s not like we can erect a wind turbine anywhere and it will start generating power. There are lots of
factors that can make an impact on the amount of energy we can generate out of wind, such as wind speed, height or altitude
& the rotor size. Recent researches have been done to regulate the rotor speed & reduction of the component loads with the
help of feed forward controllers. Wind speeds measured by light detection & ranging system (LIDAR) will give information
of wind variations at various distances and so are used along with FX-RLS feed forward controllers for better tracking &
better load reduction when the wind turbine is running at beyond its operating point.

I. INTRODUCTION:
loads but affects the tower loads which may lead to
fatigue. Whereas FX-RLS gives better output &
better reduction of blade & tower bending moments
with only a smaller energy loss.

According to the recent researches, it has been proved
that efforts could be made to improvise the wind
turbines efficiencies by providing the feed forward
control systems which will propagate the wind speeds
operating range.The utilization of wind turbines can
be a great way to capture the energy of the wind in a
bid to convert this into useable electricity
whichprovides a source of clean and renewable
electricity for all industries.

II. BLOCK DIAGRAM:

There are lots of factors that can make an impact on
the amount of energy we can generate out of wind,
such as wind speed, height or altitude & the rotor
size.Wind turbines operate at larger loads and
therefore are subjected to fatigue. Because of the
variation of the wind flow, the turbines may go
beyond the operating speeds at times. These can be
avoided by introducing the controllers for the wind
turbines.

Because of the variation of the wind flow, the
turbines may go beyond the operating speeds at
times. As the Wind turbines operate at larger loads
and therefore they are subjected to fatigue. These can
be avoided by introducing the controllers for the wind
turbines. Wind speeds measured by light detection &
ranging system (LIDAR) and will give information of
wind variations at various distances. If wind speed
exceeds the rated wind speed then control algorithm
is use to regulate the rotor speed of wind turbine and
also to reduce the component load. Hence this
LIDAR information about wind speed is used along
with feed forward controllers for better tracking &
better load reduction when the wind turbine is
running at beyond its operating point. Since the wind
turbines are non-linear because of the variations of
wind speeds, non-linear adaptive controllers are used.
LIDAR information with feed forward controller and
feedback controller is used for adjusting or for
controlling the pitch angle of blade. Pitch control

Since the wind turbines are non-linear because of the
variations of wind speeds, non-linear adaptive
controllers are used. For example, EEC (extreme
event control) algorithm is used to prevent the rotor
from operating beyond the allocated speed range.
Recent researches have been done to regulate the
rotor speed & reduction of the component loads with
the help of feed forward controllers. Two types of
controllers are taken into account –
1. Adaptive feed forward controller based on a
filtered-x recursive least square algorithm (FX-RLS).
2. Non-adaptive feed forward controller based on a
zero phase error tracking control (ZPETC).Results
show that, combining the PI feedback control with
ZPETC feed forward control improves the blade
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means that the blades can pivot upon their own
longitudinal axis. And this pitch angle used for
controlling turbine rotor speed.

In the above graph two graphs are denoted by
different colours in which red graph indicated the
wind measured by LIDAR and blue graph indicate
the wind measured at turbine hub. And there is tiny
gap is present between this two graphs which is
nothing but a delay of 1sec which we assumed
initially while modelling the wind.

Software used for simulation is MATLAB. Initially
by assuming some turbine specifications like Hub
height, Rotor diameter, maximum pitch rate, rated
rotor speed, rated power etc. wind is modelled. For
wind modelling, as we know wind is non-linear in
nature so have to model it non-linearly by adding
Gaussian noise to it. And by taking delay of 1sec
between wind measured at LIDAR and wind
measured at turbine hub, wind is modelled. And both
the winds are show on the same graph by different
colours.
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AN EFFECTIVE APPROACH TO REDUCE COMPRESSION
ARTIFACT IN IMAGES
NEETHU KURIAKOSE1 & SHANTY CHACKO2
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Abstract- Compression artifact is a type of noise which occurs due to the lossy data compression. In lossy data compression
we will convert the huge data to a simplified form so that it can be easily stored within the desired space. But, during the
time of decompression, the compressor will not be able to reproduce the original compressed data and as a result the quality
of original data diminishes, which is known as the artifact. In this paper, we propose an efficient approach for reducing the
compression artifact of images without removing the content of the image. We mainly focus on removing blocky noise and
mosquito noise. In this paper, TV regularization decomposition, Gaussian filter and DEF technique are used to accomplish
this task. This results in the improved quality of the image with better PSNR when compared with the existing methods.
Keywords- Compression artifact; Blocky noise; Mosquito noise; TV Regularization decomposition

I. INTRODUCTION
effects were classified into grid noise, staircase noise
and corner outlier. For reducing the blocky noise in
the images, a method based on DEF (Deblocking
Edge Filter) [4]-[7] and technique using wavelet
transform [8]-[10] was proposed. A technique called
Projection Onto Convex Sets (POCS) [3] was
proposed in which it impose a number of constraints
on the coded image in order to restore it to its original
artifact free form. An approach using wavelet based
sub band decomposition [9] was proposed for
reducing blocking artifact in block coded images. An
important method to reduce noise is the Total
Variation (TV) regularization [11]-[15]. The TV
regularization method [11] removes the noise from
images with the help of a constrained optimization
type of numerical algorithm.

Nowadays, many high quality displays are widespread
which have very high resolution. But the problem with
this is that the compression artifacts of images are
more visible when the quality of the display device
increases. The compression artifacts are much more
visible because of the narrow channel bandwidth of
the mobile digital TV broadcast [1].
Image data compression is a very relevant issue in
many applications. Data compression is done for the
ease of storage and for reducing transmission costs
while maintaining the quality of the image [2]. As a
result, many efficient image coding techniques have
been developed for various applications.
There are many techniques for the compression of
images. Transform coding is one of the most widely
used one [3]. Also, Discrete Cosine Transform (DCT)
is one of the most common transforms. The main
drawback of the DCT is the blocking effect. Before
the coding process, when we divide the image into
blocks, it results in discontinuities between the
adjacent blocks which are known as the blocking
effect.

Another approach for artifact free decomposition of
JPEG images is adapted total variation method [15]
which reduces the blocking artifacts without removing
features and without smoothing images.
In this paper, a new noise removable method which
utilizes the TV regularization method in a different
way is proposed. First, we have the input image as the
image with artifacts. Using the TV regularization
decomposition method [16], this image is decomposed
into structure component and texture component. The
structure component comprises of smooth signals with
only very little amount of noise and edges and the
texture component comprises of noise.

A standard compression scheme for still images is the
Joint Photographic Experts Group (JPEG) [2]. In
JPEG compression, each block is independently
quantized. As a result, image degradation is high for
the reconstructed images from JPEG compression.
When a high quantization parameter is used for high
compression, the individual processing of each block
induces blocking effects.

The blocky noise, which occurs due to the
quantization of low frequency coefficients, and the
mosquito noise, which occurs due to the quantization
of high frequency coefficients, are separated into the
texture component. The structure component gives the
details of the edge components and by using this

For reducing the compression artifact in the decoder, a
lot of approaches are existing. The signal adaptive
filtering method [2] was proposed to reduce the
blocking effect of JPEG images in which the blocking
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information we remove the noise. Through this
method, blocky noise and mosquito noise can be
efficiently reduced without any information loss.
Section II provides an overview of the existing
method. Section III describes the detail of our
proposed method with the detailed explanation of the
block diagram. The simulation results are shown in
section IV. Concluding remarks is given in section V.
II. EXISTING METHOD
Figure 1. Block diagram of the proposed system

For reducing compression artifact in the image many
methods are existing. But in this paper we mainly
consider only compression artifact reduction method
proposed by T. Goto [17]. In this method, first, we
have the input image as the image with artifacts.
Using the TV regularization decomposition method
[16], this image is decomposed into structure
component and texture component.

First, we have the input image as the image with
artifact. Using the TV regularization decomposition
method [16], this image is decomposed into structure
component and texture component. The structure
component comprises of smooth signals with only
very little amount of noise and edges and the texture
component comprises of noise. The blocky noise,
which occurs due to the quantization of low
frequency coefficients, and the mosquito noise, which
occurs due to the quantization of high frequency
coefficients, is separated into the texture component.
The structure component gives the details of the edge
components and this is passed through the sobel filter
to extract only the edge components. The dotted line
indicates that only the edge information from sobel
filter is fed to the Gaussian filter. The edge
information is passed to the Gaussian filter where
only the edge components are filtered to remove the
mosquito noise. Now, the structure component and
the filtered texture component are added with the help
of an adder and then it is passed through a
Deblocking Edge Filter (DEF) [7] to remove the
blocky noise. So, in the output image, the amount of
compression artifact is reduced.

The structure component comprises of smooth signals
with only very little amount of noise and edges and
the texture component comprises of noise.
The blocky noise, which occurs due to the
quantization of low frequency coefficients, and the
mosquito noise, which occurs due to the quantization
of high frequency coefficients, is separated into the
texture component.
The structure component gives the details of the edge
components and this is passed through the sobel filter
to extract only the edge components. The edge
information is passed to the Gaussian filter where only
the edge components are filtered to remove the
mosquito noise. Now, the Gaussian filter output is
passed through a Deblocking Edge Filter (DEF) [7] to
remove the blocky noise. Finally, DEF output and
structure components are added to get the final output
image with reduced compression artifact.

B. Total Variation Regularization
The Total Variation Regularization technique [17]
which is used for the artifact removal is explained
below. At first, the method of TV regularization was
formed as a criterion for regularization in order to
solve inverse problems. This method is very effective
for regularization of images. Consider the following
function
2
(1)
E ( s)   s dxdy    i  s dxdy

The drawback of this method is that only the texture
component is passed through DEF. So the little noise
present in structure component is not filtered. Also,
even though artifact is reduced in the output image
some information contents are also removed causing
the degradation of picture which results in decreased
PSNR value.

The above equation is known as the ROF model for
the original TV regularization. It was proposed by
Rudin, Osher, and Fatemi. The TV regularization is a
process which is used to minimize the function given
by (1). In (1), ∫| s|dxdy is a TV term and α∫|i-s|2dxdy
represents the constraint condition.

III. PROPOSED METHOD
In our proposed method, a new noise removable
method which utilizes the TV regularization method
in a different way is proposed.
A.

Block Diagram

The α denotes how much the texture component is
constrained to the original input signal. With the help
of projected iteration technique [12] we can solve the
problem of ROF minimization. The first work of the

Block diagram of the proposed system is shown in
Fig. 1.
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image decomposition model is the work done by the
Meyer (2001) which is known as the Rudin-OsherFatemi (ROF) algorithm.

G.

Deblocking Edge Filter

In this paper, by using TV regularization
decomposition method, the input image i, is
decomposed into two sub components s and t. The
first component s can be called as the structure
component, which is well-structured with only very
little amount of noise and it models the homogeneous
objects which are contained in the image.

P

The second component t can be called as the texture
component which contains both the textures and
noise.

Block1

Block1

P
Q

C. Structure Component
The structure component is obtained by the
decomposition of the input image using the TV
regularization. It comprises of the edge with only
very little amount of noise and the smooth signals.
The structure component gives the details about edge
components and by using this information the
Gaussian filter and deblocking edge filter are
controlled.

Q

R

S

R

Block

S

Boundary

Block1

Figure 2. Example of pixel positions in DEF method

The Deblocking Edge Filter [7] which is used for the
removal of blocking artifact is explained below. The
filter operates at the encoder and decoder side across
8×8 block edges. The data which is reconstructed is
then clipped to 0 to 255 range. Now we apply the
filtering process. An additional clipping process is
added in the filtering to confirm that the pixel values
are in the 0 to 255 range. Consider the reconstructed
picture. Assume two blocks, block1 and block2,
where block2 is below or to the right of block1.
Consider four pixel values in the reconstructed
picture. These values are on a vertical and horizontal
line of the picture. The Deblocking Edge Filter
operates using these four pixel values denoted as P,
Q, R and S where P and Q are in the block1 and R
and S are in the block2. The figure 2 shows the
example of these pixel positions. We will modify the
pixel values P, Q, R and S if we want to apply
filtering across the edges.

D. Texture Component
The texture component is obtained by the
decomposition of the input image using the TV
regularization. It comprises of noise and textures. All
the mosquito noise and blocky noise are isolated into
the texture component. Also, all the DCT noise is
contained only in the texture component. Therefore,
if the texture component is low pass filtered, the DCT
based compressed noise can be removed.
If simple filtering is performed on texture component,
it leads to the loss of small texture components
causing the degradation of picture. The method of
selective filtering is adopted to solve this problem.
E. Sobel Filter
In our proposed method, the structure component is
fed to the sobel filter. It is used to filter out all the
signals in the structure component and also for
extracting the edge components a threshold value is
setted in the filter. Using the edge information from
this filter we control the Gaussian and the Deblocking
Edge Filter.

IV. SIMULATION RESULTS
To demonstrate our proposed method, which reduces
the compression artifact, simulations have been
performed. For simulation, Intel(R) Core(TM) i3
CPU M 380 @ 2.53 Ghz processor with a memory of
3.00 GB memory and MATLAB 2010 software is
used. We apply our proposed method to test images
such as Lena, Cameraman, and Pepper. All of the
images were having a resolution of 512×512.

F. Gaussian Filter
In our proposed method, the texture component is fed
to the Gaussian filter. The edge information from the
sobel filter is also fed to the Gaussian filter.
According to the information about the edges, the
Gaussian filter process only the edge components of
the texture component thus removing the ringing or
mosquito noise. Here Gaussian filter acts as a
deringing filter.

In this paper, comparison results are presented only
for the Lena and Cameraman image since the
simulation results for the other images are similar to
those of these images. Fig. 3 shows the original
images which have a resolution of 512×512.
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(a)

(b)

(a)

(b)

Figure 3. Original images, (a) Lena, (b) Cameraman

Figure 6. Texture component, (a) Lena, (b) Cameraman

For giving input image, we compressed the image
with high compression ratio and generated the image
with artifact which is shown in Fig. 4.

The structure component comprises of smooth signals
and edges. This component gives the details of the
edge components and is given by Fig. 7. The
structure component which gives the details of the
edge components is passed through sobel filter to
extract only the edge components. Output of sobel
filter is shown in Fig. 8. The texture component and
the edge information from the sobel filter are fed to
the Gaussian filter. According to the information
about the edges, the Gaussian filter process only the
edge components of the texture component thus
removing the ringing or mosquito noise. Output of
gaussian filter is shown in Fig. 9.

(a)

(b)

Figure 4. Image with artifacts, (a) Lena, (b) Cameraman

A. Existing Method
Compression artifact reduction based on total
variation regularization method proposed by T. Goto
[17] is treated as the existing method in this paper.
The drawback of this method is that, only the texture
component is passed through DEF. So, the little noise
present in structure component is not filtered. Also,
even though artifact is reduced in the output image
some information contents are also removed causing
the degradation of picture which results in decreased
PSNR value. Fig. 5 shows the output of the existing
method.

(a)

(b)

Figure 7. Structure component, (a) Lena, (b) Cameraman

(a)

(b)

Figure 8. Output of sobel filter, (a) Lena, (b) Cameraman

(a)

(b)

Figure 5. Artifact reduced image, (a) Lena, (b) Cameraman

B. Proposed Method
In the proposed method, using the TV regularization
decomposition method the input artifacted image is
decomposed into structure and texture component.
The blocky noise, which occurs due to the
quantization of low frequency coefficients, and the
mosquito noise, which occurs due to the quantization
of high frequency coefficients, is separated into the
texture component which is shown in Fig. 6.

(a)

(b)

Figure 9. Output of gaussian filter, (a) Lena, (b) Cameraman
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Now, the output of Gaussian filter and structure
component is added using an adder. The output of
adder is given by Fig. 10.

existing system, even though artifact is reduced in the
output image, some information contents are also
removed causing the degradation of picture which
results in decreased PSNR value. But with the
proposed method it is possible to achieve artifact
reduced image with better PSNR value.
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Abstract- In this paper a virtual cluster-backbone structure is formed and topology control is performed to maintain
connectivity. A cluster based backbone infrastructure is proposed for broadcasting in MANETs. To broadcast packet the
backbone of the network takes advantage of the cluster structure and makes use of cluster heads to forward the broadcast
packet. With cluster based backbone infrastructure analysis is done for stable, partial and fully mobile nodes and the QoS
parameters are analyzed. Network simulator (NS 2.39) is the tool used to obtain the simulation results.
Keywords- MANET, Topology Control.

I. INTRODUCTION
transmission overhead is less. To improve the routing
efficiency, a virtual backbone routing scheme [4] is
used. This structure can be used to manage the
network topology when a node joins in or leaves the
network. The routing can also takes the advantages of
the virtual structure built based on these backbones.

The emergence of portable wireless communication
and computation devices and advances in the
communication has resulted in the growth of mobile
wireless networks. MANETs do not have a fixed
infrastructure and consist of wireless mobile nodes
that perform various data communication. MANETs
[1] have applications in rescue operations, battlefield
communications, mobile conferences, etc. Topology
Control (TC) is one of the most important techniques
used in wireless networks to reduce energy
consumption and radio interference [2]. The goal of
this technique is to control the topology of the graph
and to maintaining connectivity while reducing
energy consumption.

The algorithm proposed constructs backbone
architecture on a clustered MANET. There are leaf
nodes, cluster heads and backbone nodes. The leaf
nodes cannot be selected as cluster heads. Backbone
nodes can be selected manually or by means of an
algorithm. The main contribution is that the backbone
formation is fault tolerant. In this paper a virtual
cluster-backbone structure is formed and topology
control is performed to maintain connectivity.

Clustering is an important approach to manage
MANETs. In dense, dynamic ad hoc networks, it is
very difficult to construct an efficient network
topology. Clustering improves the system
performance by reducing the battery power, by
decreasing the cluster size and thereby increasing the
link stability of large MANETs. With clustered
architecture, nodes organize themselves into
interconnected clusters. Each cluster consists of a
cluster head, normal nodes and one or more
gateways. Gateway connects adjacent clusters. A
gateway [3] may connect two clusters by acting as a
member of both, or it may indirectly connect two
clusters by acting as a member of one and forming a
link to a member of another. By clustering the entire
network, the size of the problem into can be
decreased into small sized clusters.

II. RELATED WORKS
In [5] clustering of nodes is done based on
transmission range based clustering (TRBC). TRBC
algorithm provides Topology management by making
use of coverage area of each node and power
management based on mean transmission power.
Topology is constructed by reducing the transmission
range of nodes and thus reducing energy consumption
of each node. Cluster head selection is done among
the incoming nodes based on WCA algorithm. First
distances are calculated for each node that enter into
the cluster.
The maximum distance of the nodes generated is
taken as the radius for coverage area. The
transmission range is then calculated. The distance of
the nodes generated is compared with the average
transmission range. If the transmission range of any
node is within the average transmission range, then
the nodes are considered to be within the cluster.
TRBC reduces the number of clusters and the link
stability is increased. It is crucial to implement
topology control.

The wide network coverage is provided by
constructing Mobile Backbone Networks (MBN). For
these networks there are two types of nodes. They are
backbone nodes and regular nodes. When compared
to regular nodes, backbone nodes have superior
communication capability. The information is routed
through mobile backbone nodes to regular nodes. The
clusters communicate through backbone node so that
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In [6] Cooperative Communication (CC) is a
technology where same data is transmitted by
multiple nodes. Power is saved and transmission
coverage is extended.
The main objective is to increase connectivity and to
save transmission power. To increase connectivity
Centralized topology controlled algorithm is used. To
maintain the network connectivity and minimize the
number of links, a Minimum Spanning Tree (MST)
based topology control algorithm is used. MST is
generated in a distributed fashion by DMST
algorithm. Thereby, the node can determine which
CC links should remain and then it broadcast data to
the final CC links, which includes the IDs of source
nodes’ and the destination clusters’, to every node in
the same cluster.

Fig.1 model structure

is selected as the backbone node. The backbone node
is used to connect cluster heads and thereby maintains
connectivity.

Finally, an MST is constructed where each link is a
CC link and each node is a cluster. Even when there
are more disconnected networks, the path loss tends
to be smaller. Cooperative Bridges scheme increases
the connectivity while consuming
transmission
power compared to other existing topology control
schemes.

A. Virtual Cluster-Backbone Construction
The boundary nodes are selected as leaf nodes which
cannot take part in cluster head selection. Nodes with
largest node degree and transmission range are
selected as the cluster head. The backbone selection
algorithm is a self-running algorithm, which does not
need any infrastructure. Nodes with backbone
selection metric values larger than the threshold can
be selected as the backbone node. The backbone
selection metric are power, connectivity and
immobility.

In [7] the overall energy consumption is reduced and
the system lifetime is maximized. Topology control
protocols are used to eliminate the inefficient links in
the network because fewer amounts of links reduce
the complexity in finding the route to the destination.
Here a Fair and Efficient Topology Control (FETC) is
used. The protocol is divided in two phases. The first
phase is the neighbor discovery phase where each
node selects its neighboring nodes.

The metric connectivity is defined as the measure of
connectivity among neighbors. Let Na be the
neighbors of node a, including the node itself.
Depend on requirements we can set different base B.
If Na is larger than B, then the connectivity metric is
set up as 1. Otherwise, it is set as the Na/B, which
should be bigger than 0 and smaller than 1. The
power status is the measure of power capability that
can support a node to function properly. The power is
expressed as a fraction of 1. Higher the value, the
more powerful the node is. The immobility metric is
the moving speed of a node and is expressed as a
fraction of 100. Lower the immobility value more
stable the node is. With these three metrics, we define
the selection formula as:
Metric = ( k1 * C) * (k2 * P) /(k3 * S)

The neighbor is selected based on node eligibility
criterion. The second phase is to construct a
symmetric graph based on already built graph in
phase 1. The symmetry is obtained by adding the
reverse edge to every asymmetric link. The advantage
is that the network life time is increased but message
complexity is 2n since it has to send 2 messages to
determine the neighbor.
III. PROPOSED WORK
The topology of the proposed work is depicted in
Fig.1The model above shows a cluster backbone
structure. The structure consists of 100 nodes which
are randomly deployed. It includes leaf nodes, cluster
heads and backbone nodes.

where the ‘k’ variable. The selection process selects
backbone nodes from normal nodes. In the beginning,
all nodes are treated as normal nodes. Then every
node runs the backbone selection algorithm and get
the value of node state. Nodes with N=1are selected
as the backbone nodes.

The nodes on the boundary are selected as leaf node
and cluster heads cannot be selected from leaf nodes.
Cluster head is selected based on node degree. Nodes
with node degree more than two is selected as the
cluster head . Node which is far away from the
cluster head but within the transmission range

Then select a root node Ui of one cluster and a
destination node Vi from another cluster. Add an edge
Ei from Ui through cluster heads and backbone node
till it reaches destination Vi. Then form at least 3 such
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cluster-backbone paths from Ui to Vi such that v1, v2
and v3 ∈ Bs.

data packets to the total number of data packets sent
from the source to the destination.
b). Throughput is the average rate of successfully
transmitted data packets over the communication
channel’s capacities.
c). End-to-end delay refers to the time taken for
a packet to be transmitted across a network from
source to destination.
d). Number of Dropped Packets is the difference
between total number of packets sent from source to
destination and the total number of successfully
transmitted data packets.
e). Hop Count is the maximum number of hops
required to reach from a source node to destination.

B. Topology Maintainance
If any link li breaks alternate the route using Bs1,
where Bs1 is the cluster-backbone structure towards
destination. If Bs1 fails then use Bs2, where Bs2 is the
next structure with the shortest path. Continue the
steps until it reaches the destination.
C. Algorithm:
1: Input: Unconnected network graph G //
Initialization
2: Output: virtual cluster backbone structure
3: Node with largest node degree is taken as cluster
head.
4: Calculate transmission range of cluster head
Tr =
5: N= 0 for normal node and N = 1 for backbone
node
6: Calculate selection metrics:
Metric = ( k1 * C) * (k2 * P) /(k3 * S)
7: If (Metric >= Lthreshold ) and (node lies within the
transmission range calculated) then
8: N =1.
9: Select a root node Ui and destination node Vi from
clusters Ci (i=1, 2,3…n).
10: Insert edge Ei to Ui upto Vi through cluster heads
and backbone node (i= 1,2,3…n) # virtual clusterbackbone formation
11: if more than three vi’s are in same coverage area
then
12: Construct a virtual backbone structure, where v1,
v2 and v3 ∈ Bs.
13: else go to step 9.
14: if link li is disconnected then // Alternate routing 1
15: alternate the route using Bs1, where Bs1 is the
cluster-backbone structure towards destination.
16: If Bs1 fails then // Alternate routing 2
17: use Bs2, where Bs2 is the next structure with the
shortest path.
18: continue until reaches the destination.
19: else wait for connectivity or go to step 15.
20: end.

In the simulation three cases are considered:
1. Static nodes
2. Partially mobile nodes
3. Fully mobile nodes
Throughput or network throughput is the average rate
of successful message delivery over a communication
channel. This data is delivered over a physical or
logical link, or pass through a certain network node.
The throughput is usually measured in bits per second
(bit/s or bps), and sometimes in

throughput(bits/sec)

Throughput
600
400
200
0

fully
static
100 125 150

partial

time(s)
Fig. 2 Throughput

data packets per second or data packets per timeslot.
The system throughput or aggregate throughput is the
sum of the data rates that are delivered to all
terminals in a network. Throughput over analog
channels is defined entirely by the modulation
scheme, the signal to noise ratio, and the available
bandwidth. Fig. 2 shows the throughput Vs time
graph. Here the throughput increase with time for
Stable, partial and fully mobile nodes.

IV. PERFORMANCE ANALYSIS AND
SIMULATION RESULTS
In the proposed work nodes are randomly deployed. A
Mobile Ad hoc network is considered here. As per the
algorithm virtual cluster-backbone structure are
formed and topology control is implemented. The
performance of the network is evaluated in terms of
Throughput, Packet Delivery Ratio (PDR), and Delay
parameters, Mesh structure created, Hop count,
Overhead, Scalability defined as follows,

Packet delivery fractions (PDR) are the ratio of the
data packets delivered to the destinations to those
generated by the CBR sources. The PDR shows how
successful a protocol performs delivering packets
from source to destination. The higher for the value
give use the better results. This metric characterizes
both the completeness and correctness of the routing
protocol also reliability of routing protocol by giving
its effectiveness. This ratio directly affects the
maximum throughput that the network can support.
Packet delivery ratio increases with an increase in

a). Packet Delivery Ratio (PDR) is defined as the
ratio of the total number of successfully transmitted
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time for stable nodes. Fig 5.3 shows the PDR Vs time
graph where PDR decreases with time. When nodes
are partially mobile PDR is less when compared to
stable. PDR further decreases when they are fully
mobile.

wire. Each router along the data path constitutes a
hop as the data is moved from one network to
another. Hop count is therefore a basic measurement
of distance in a network. The hop count for mobile
network was more than fixed network. Nodes move,
the links and routes get disrupted. So the hops
required to reach the destination will also increase.
Hop counts are normally used to find faults in a
network, or to discover if routing is correct. Hop
count is plotted against number of nodes in Fig.5.6
As number of mobile nodes increases the hop count
will also increase as the number of intermediate
nodes will increase as number of hosts increases.

Average end-to-end delay is an average end-to-end
delay of data packets. It also caused by queuing for
transmission at the node and buffering data for
detouring. It includes processing delay, queuing
delay, propagation delay, transmission delay. As
number of loops increases interference, congestion
etc. will be more. So packets need to be re-routed will
be queued and therefore encounter longer delays. The
delay of a network is the time it takes for a bit of data
to travel across the network from one node or end
point to another. It is typically measured in fractions
of seconds. Delay differs slightly, depending on the
location of the specific pair of communicating
nodes. This metric describes the packet delivery time:
the lower the end-to-end delay the better the
application performance.

V. CONCLUSION
In this paper a virtual cluster is constructed. The main
contribution is that the cluster-backbone formation is
fault tolerant. Cluster-backbone architecture is a
network control structure that reduces interference in
a multiple access broadcast environment by forming
distinct clusters of nodes in which transmissions can
be scheduled in a contention free manner. With
backbone-cluster architecture, nodes autonomously
organize themselves into interconnected clusters. The
communication between clusters is done through
backbone node so that transmission overhead is less

Number of Dropped Packets is the difference
between total number of packets sent from source to
destination and the total number of successfully
transmitted data packets. Fig 5.5 shows the dropped
packets Vs time graph where it increases with respect
to time delay, traffic and many other factors.

Dropped packets
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Fig.3 Packet delivery Ratio
Fig.5 Dropped Packets
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Fig.4 Delay

To improve the routing efficiency, a virtual backbone
routing scheme is used to route packets. The structure
can be used to easily manage the network topology
when a node joins in or leaves the network. The
routing can also takes the advantages of the virtual

Hop Count is the maximum number of hops required
to reach from a source node to destination. Hop count
refers to the intermediate devices (like routers)
through which data must pass between source and
destination, rather than flowing directly over a single
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MANET”, International journal on applications of graph
theory in wireless ad hoc networks and sensor networks
(GRAPH-HOC) Vol.2, No.3,68-76.

structure built based on these backbones. A virtual
cluster-backbone structure is formed and topology
control and the goal of this technique is to control the
topology
of the graph representing the
communication links between network nodes with the
purpose of maintaining connectivity. The main
contribution is that the backbone formation is fault
tolerant. Instead of transmitting with the maximal
power, each node in a wireless multi-hop network
executes the topology control algorithm to adjust its
transmission power, so that the proper network
topology can be defined. The nodes in the structure
are considered to be static, partial and fully mobile
and the QoS parameters are analyzed. From the
simulation results it can be analyzed that the
algorithm outperforms other algorithms in terms of
better throughput, packet delivery ratio and lesser
delay. The proposed algorithm ensures better
connectivity in a highly mobile environment. Thus it
is adaptive to dynamic nature of the network and is
effective in maintaining the connectivity and the
topology even if the nodes are mobile.

[6]

Jieun Yu., Heejun Roh., Wonjun Lee., Sangheon Pack. And
Ding-Zhu Du. (2010) “Cooperative Bridges: Topology
Control in Cooperative Wireless Ad Hoc Networks” IEEE
INFOCOM.

[7]

Rami Mochaourab. and Waltenegus Dargie. (2008) “A Fair
and Efficient Topology Control for Wireless Sensor
Network” Proceeding CASEMANS '08 Proceedings of the
2nd ACM international conference on Context-awareness
for self-managing systems, 6-15.

[8]

Ratish Agarwal. and Dr. Mahesh Motwani. (2009) “Survey
of Clustering Algorithms for MANET”, International
Journal on Computer Science and Engineering Vol.1(2), 98104.

[9]

V. Kawadia. and P. Kumar. (2003) “Power Control and
Clustering in Ad Hoc Networks”, In Proc. of the 22nd
Annual Joint Conference of the IEEE Computer and
Communications Societies (INFOCOM).

[10] Ning Li., Jennifer C. Hou. and Lui Sha. (2003) “Design and
Analysis of an MST-Based Topology Control Algorithm”
IEEE INFOCOM.
[11] Eswaramoorthi. R., Deepika. G. (2007) “Efficient
Algorithm for Extension of Mobile Backbone Networks”
International Journal of Electronics and Computer Science
Engineering, Volume 1(2), 665-670.

REFERENCES
[1]

Muthuramalingam. S., Rajaram. R. (2010) “A Transmission
Range Based Clustering Algorithm for Topology Control
MANET”, International journal on applications of graph
theory in wireless ad hoc networks and sensor networks
(GRAPH-HOC) Vol.2, No.3,68-76.

[12] S.Emalda Roslin. and Dr. C.Gomathy. (2011)“A
Comparative Study Of Proposed Topology Control
Algorithms For Energy Efficient Wireless Sensor Network”,
Indian Journal of Computer Science and Engineering
(IJCSE), Vol. 2 No. 4, 638-647.

[2]

Paolo Santi. (2005) “Topology Control in Wireless Ad Hoc
and Sensor Networks” ACM Computing Surveys, Vol. 37,
No. 2, 164–194.

[3]

Perkins, ed., Ad Hoc Networking, Addison-Wesley, 2001.

[13] Stefano Basagni., Michele Mastrogiovannit. and Chiara
Petriolit. (2004) “A Performance Comparison of Protocols
for Clustering and Backbone Formation in Large Scale Ad
Hoc Network” IEEE International Conference on Mobile
Ad-hoc and Sensor Systems 70-79.

[4]

Longxiang Gao. and Ming Li. (2009) “Virtual Backbone
Content Routing In Wireless Ad-Hoc Network”,
International Journal of Wireless & Mobile Networks
(IJWMN), Vol 1, No 2, 30-47.

[5]

Muthuramalingam. S., Rajaram. R. (2010) “A Transmission
Range Based Clustering Algorithm for Topology Control

[14] Wei Lou. and Jie Wu. (2003) “A Cluster-Based Backbone
Infrastructure for Broadcasting in MANETs”, IEEE.
[15] Xiang-Yang., Peng-Jun Wan., Yu Wang. and Ophir Frieder.
(2003) “Sparse Power Efficient Topology for Wireless
Networks”.





International Conference on Power System Operation & Energy Management, 20th Jan-2013, Mumbai, ISBN: 978-93-82208-52-5
22

SEPARATION OF MECG AND FECG USING THE
CCA-EMD ALGORITHM
D. SUGUMAR1, NOELLE SUSAN JOY2 & P. T. VANATHI3
1,2

ECE Department, Karunya University, Coimbatore, India
3
PSG Tech, Coimbatore, India

Abstract- Joint analysis of multi set data arises in many applications such as while working with multi-subject or multicondition medical data, hyper spectral data, or transformed data in multiple bins. Hence, algorithms that can achieve source
separation jointly on those multiple datasets while fully utilizing the multivariate nature of the whole data are desirable in
many applications where blind source separation (BSS) has been successfully applied. Here in this paper two BSS methods,
CCA and EMD have been combined. In CCA-EMD, the goal is thus to achieve a separation of given multi set data such that
the estimated sources are aligned for each dataset. Denoising the bipolar biomedical signals so far is a common method using
the already existing processes ranging from wavelet filtering to use of adaptive filtering , BSS , JBSS and ICA and the
combination of all the above. But actual signals are monopolar and hence new techniques are to be employed. This paper
proposes an algorithm to solve the denoising of monopolar signals especially concerning the biomedical signals. The
simulation results on a electrocardiogram (ECG) data separation problem are studied and their performance is measured.
Comparison of CCA-EMD with the JBSS algorithm is given here to prove that the present method gives signals that have
been retained by the new method. The proposed method removed the noises and separated the signals successfully. The
CCA-EMD algorithm performed considerably better than the JBSS method.
Keywords- CCA,EMD,JBSS, ECG

I. INTRODUCTION
in monopolar EHG, the noise is non-stationary and
usually of higher amplitude than the signal of interest.
In addition, many sources of noise signals have their
main frequency components closer to the frequency
of the signal of interest. The EHG has most of its
energy in the frequency band of 0.1 to 1.5 Hz, as
compared to maternal cardiac frequency (typically
1.2 Hz), maternal respiration (typically 0.2 Hz), and
fetal respiration (typically 1 Hz). And as the noise is
in the same frequency bands and is of high amplitude
and is sporadic, it cannot be rejected by wavelet
filters or the filters used in the JBSS process. The
drawbacks in using bipolar electrodes in a system are
that a meaningless or biased analysis of the direction
of propagation is obtained, because the direction of
propagation along the line between the two bipolar
electrodes is privileged. Measuring bipolar signals of
electric phenomena are based on rejecting the part of
the signal that is measured on both electrodes and
keeping only the part that is dissimilar to the two
electrodes. Assumptions underlying this technique are
that the “local” electrical activity is not similar to the
two electrodes and that the common part is afield.
Thus, making it, not relevant. It is anyway highly
uncertain that this holds for the case of EHG. So there
are chances that important information is lost by
using bipolar signals only. Hence the need to go for
monopolar signals.

Electro-hysterogram is a noisy signal recorded by
bipolar electrodes placed on the surface of the
abdominal skin of the pregnant woman. During labor,
poor progress and quantitative assessment of
abdominal activity guides the doctor to choose a
uterine contraction induction or augmentation, a Csection, or other therapies. Furthermore, monitoring
the fetal heart response to the uterine activity
(cardiotography) is widely used as a screening test for
timely recognition of fetal distress (e.g. asphyxia) [2]
[3]. For all these, need of EHG becomes an useful
observation tool. So far, denoising was applied on
bipolar EHG signals which are stationary. But in
reality these biomedical signals are non stationary
and thus monopolar EHG signals have to be
considered. Combination of already existing methods
is used to denoise the EHG monopolar signals.
During recordings, EHG is corrupted by fetal
movements, the muscle contractions within the
uterus, the electronic and electromagnetic noise as
well ECG of mother and fetus. The EHG is a signal
that has very low frequency and has very low
amplitude as compared to various sources of
contaminating noise.
Wavelet filtering [6] and JBSS (Joint BSS) have been
used successfully on bipolar EHG for removing
maternal and fetal ECG as well as electric noises.
Most wavelet filtering techniques assume that the
noise is of low amplitude and stationary when
compared to the main signal of interest [1]. However,

Traditional methods of Blind source separation (BSS)
methods such as the Independent Component
Analysis (ICA) and Principal Component Analysis
(PCA) are being used in biomedical signal processing
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which involves the analysis of multiple variate time
series data such as EMG [5], [8].

BSS_CCA and EMD algorithms to design a new tool,
called CCA-EMD, to remove the main interferences
embedded in monopolar abdominal EHG recordings.
The method is applied to real signals recorded on
women during pregnancy and labor.

Also there are methods of extracting the fetal ECG
from the EHG based on the BAF approach (Blind
Adaptive Filtering). Diseases like arrhythmia can be
found out using a moving window [3].This method
has out-rated the ICA methods.

II. MATERIALS AND METHODS
A. Measurements
The FECG measurements are taken from [14],
[15].These are already recorded ECG signals from a
pregnant woman whose ECG is mixed with the fetal
ECG signals within the womb.

Lately, a new method for muscle artifact elimination
in scalp EEG has been developed that doesn’t
have the disadvantages of ICA [4]. The process is
based on the combination of statistical canonical
correlation analysis (CCA) method applied as a BSS
technique, called as BSS_CCA. This method has
shown considerably better performance than ICA in
some applications [4], [5].

From the figure below it is seen that the mixed ECG
signals taken from the womb are passed through the
CCA algorithm to obtain separated mother and fetal
signals but which are corrupted. Later EMD process
removes the external noise caused by the electronic
devices to get clear MECG and FECG.

In this paper, the aim of CCA is to extract the uterine
bursts. It is based on the hypothesis that the bursts
have a higher autocorrelation coefficient than noise.
The bursts observed after applying CCA only contain
fewer artifacts than the original signals but still
contain the artifacts that have high autocorrelation.

MECG
+ Noise
Mixed
ECG
signals

CCA
FECG
+ Noise

The empirical mode decomposition (EMD) was
chosen as a second step to remove this noise from the
extracted burst. The EMD technique was introduced
by Huang et al. [9] to analyze non-stationary and
nonlinear signals. The EMD has become a very
important tool to analyze biomedical signals. The use
of EMD for analyzing esophageal manometric data in
gastro esophageal reflux disease indicated better
performance in removing different kind of artifacts
(respiratory, motion, etc.) from electrogastrogram
signals. The EMD approach also proved to be
efficient in removing artifacts from ECG signals [12].
Here it was demonstrated how reconstruction using
the Hilbert–Huang transform can successfully be
applied to contaminated EEG data for the purposes of
removing unwanted ocular artifacts. More recently,
Wu and Huang have introduced a noise assisted
version of the EMD method, called ensemble
empirical mode decomposition (EEMD) [6]. This
method has shown better performance than EMD as it
extracts the intrinsic mode functions (IMFs) in a
manner so that the mode mixing disadvantage of the
EMD method is corrected.

MEC
G

EM
D

FECG

EM
D

Figure 1. Block Diagram showing the CCA-EMD process

Fig.1 shows the mixed ECG signal plot. The
sampling rate is 250 Hz and T=2500 samples are
recorded. From fig.1, it is seen that the strong and
slow heart beat signal of the mother in all these eight
channels, and the weak and fast one of the fetus in the
first several channels. The task is to separate out the
weak fetal ECG signal. The first 5 channels shown in
the fig. are the signals taken from the abdomen
whereas the last 2 signals have been taken from the
thoracic region of the pregnant lady.
ORIGINAL MIXED ECG SIGNAL FROM A PREGNANT WOMAN
x1

50
0
-50

1

2

3

4

5
time

6

7

8

9

10

0

1

2

3

4

5
time

6

7

8

9

10

0

1

2

3

4

5
time

6

7

8

9

10

0

1

2

3

4

5
time

6

7

8

9

10

0

1

2

3

4

5
time

6

7

8

9

10

0

1

2

3

4

5
time

6

7

8

9

10

0

1

2

3

4

5
time

6

7

8

9

10

x2

200
0
-200

0

x3

100
0
-100

x4

50
0
-50

Wavelet Transform (WT) denoising methods could
also be good candidates for the second step of the
processing presented here. However, in this first
attempt EMD was chosen rather than WT methods
for two reasons: 1) EMD is a data-driven algorithm. It
decomposes the signal in a natural way without prior
knowledge about the signal of interest embedded in
the noise, which is not the case the wavelet transform;
2) EMD demonstrated better performance than WT
when combined with ICA in denoising EEG signals
[9]. The aim of this paper is to combine the use of

x5

100
0
-100

x6

1000
0
-1000

x7

1000
0
-1000

Figure 1. Mixed ECG signal in MATLAB format
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B. Canonical Correlation Analyisis (CCA)
CCA is a process of solving the BSS problem of
contrast functions. In ICA (Independent Component
Analysis), the estimated sources are considered to be
non Gaussian as possible. But in CCA , the sources
are forced to be maximally auto correlated and
mutually uncorrelated while the mixing matrix is
taken to be a square matrix. In CCA the linear
relationship between the two multi dimensional
variables are found by finding two sets of basis
vectors such that the correlation
between the
projections of the variables on to these basis vectors
are maximized [1]. On considering the observed data
matrix X(t) and its delayed version Y(t),their
corresponding canonical correlations will be found
based on a basis vector or a Canonical Variate. The
correlations between the successively extracted
canonical variates would be gradually smaller and
smaller. The Correlation Coefficients are proportion
of correlation between the canonical variates
accounted for by the particular variable, X(t) and
Y(t).

E. CCA-EMD
De-noising by EMD is in general carried out by
partial signal reconstruction, which is based on the
fact that noise components lie in the first few IMFs.
BSS is the best way to extract the uterine bursts and
based on the hypothesis that the sources of uterine
bursts have higher autocorrelation than the sources
corresponding to the artifacts, CCA method was
chosen as a way to extract the uterine bursts and in
the same time eliminate all the low autocorrelated
noise. The sources of device noise (electronic
artifacts) are highly autocorrelated and therefore it is
not possible to remove it by using only the CCA
method. It is shown that EMD shows better
performance in removing this kind of noise [12]. For
this and other reasons, EMD was chosen as the
complementary tool to remove the residual electronic
noise. Thus this combination is called the CCA-EMD
algorithm.
III. RESULTS
Fig.2 and 3 shows the mixing matrices plotted for
applying the BSS approach on the Mixed ECG
signals. ECG signals of the original and delayed
signals are plotted. Initially the size of the signal is
obtained from where it was determined if the signal is
a 1-D or 2-D signal. Corresponding mixing matrices
A and B are found using the BSS_CCA combined
approach.

The canonical correlation between X and Y can be
calculated by solving these equations
Cxx-1CxyCyy-1Cyx wx = ρ2 wx
Cyy-1CyxCxx-1Cxy wy= ρ2 wy

(1)
(2)

where ρ ,canonical correlation coefficient ,as the
square root of the Eigen value and Eigen vectors as
wx ,wy..The CCA gives the source signals that are
uncorrelated with each other. They would be also
maximally autocorrelated and ordered in decreasing
autocorrelation. Application of CCA includes
Speaker Recognition and Image Retrieval.

Fig. 4 and 5, here the correlation coefficients are
calculated and their corresponding variates are found.
This helping in easily recognizing the maternal and
fetal signals.The plots are made on the basis of
checking out the dimensions and they are maximized.
The covariates found are then inversed. These are
multiplied with the original and delayed signals to
obtain the corresponding signals.

D. Emperical Mode Decomposition (EMD)
EMD is a nonlinear and data driven technique used
on non stationary signal decomposition. Here the
main idea is to represent a signal as a sum of
components, each of them being a Zero-mean AMFM function. Decomposing a complicated set of data
into a finite number of Intrinsic Mode Functions
(IMF), that follows a well behaved Hilbert
Transforms. In EMD, Partial Signal Reconstruction
by appropriate selection of IMFs is performed and
exclusion of those IMFs that contribute to the noise
contamination and feature distortion of the signal of
choice.

Original Ecg signal
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Processing Procedure:
1. Respiration signals were monitored in X,Y
axes by measuring the acceleration
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4. Evaluation of the EMD based technique was
aided by metrics computation (Cross
Correlation Coefficients)
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Figure 2. Original ECG signals
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make it visible for us to identify the mother and fetal
signals which are plotted independently. After the
EMD is found, the signal to interference ratio is
found and compared with JBSS.

Delayed ECG signal
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B. JBSS (Joint BSS)
In this algorithm, separation of the FECG and MECG
signal from the recorded ECG signal so that there is a
correct diagnosis obtained during pregnancy. In the
JBSS algorithm, the noise has been removed using
the Butterworth filter. Then the process of prewhitening was done for uniform distribution. After
that construction of cumulant matrix was done to
convert the original matrix into one dimensional
matrix which was followed by joint diagonalization.
Finally the separation was performed to get the
independent mother and fetal signal
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10

C. JBSS vs CCA-EMD
In Fig 7 and 8 shows the ECG plots for JBSS and
CCA-EMD. The maternal and fetal signals can be
identified by the difference in the frequency rates. As
it is seen, in a time span of 1sec, there are two peaks
showing a fetal signal which is less in the maternal
signal. We see that CCA-EMD process shows better
separation results

Figure 4. CCA_BSS on Original Signals

Once the CCA process is over, the signals are passed
to the EMD algorithm where the corresponding IMFs
are found using the step by step procedure just like
mentioned before. In Fig.6 the repeated IMF findings
shall in turn reduce the amount of noise and thus
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growth process while still in the womb. Experiments
are carried out in stages of pregnancy and during
labor. The SIR values have been calculated and found
out to be that the SIR values on application of CCAEMD for mother and fetus are 10 and 12 times more
than the values of compared methods.
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Detecting the fetal heart beat helps in understanding
the chances of various heart problems which could be
diagnosed at an early gestation period and can be
rectified as soon as the baby is born or while still
inside the womb. Diseases like hypoxia, Down’s
syndrome, arrhythmia can also be found out through
the heart waves.
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D. Parameter Comparison
TABLE I. COMPARISON WITH SIR VALUES
Methods

SIRf

SIRm

CCA-EMD

74

77

JBSS

62

67

The above table shows that the signal-to-interference
ratio for CCA-EMD is better in comparison to the
JBSS measurements. The value of SIR in CCA-EMD
for the maternal signal is 10 times better than the
JBSS SIR value. Similarly the SIR values for the fetal
signals while CCA-EMD used was 12 times
improved than the JBSS case.
V. CONCLUSION
This work includes the separation of the FECG and
MECG signal from the recorded ECG signal so that a
correct diagnosis can be given during pregnancy. The
algorithm used is CCA-EMD (Canonical Correlation
Analysis and Emperical Mode Decomposition) .
Here first the uterine bursts are found by the BSSCCA process and the noise is removed using EMD
technique. This is a fast and economical method to
separate as well as remove noise from the EHG
signals. The EMD threshold value could be computed
or visually selected to remove the IMFs in the
GRAPH of the signals for the MECG and FECG.
At the end of the CCA-EMD process a noise free
separated maternal and fetal ECG signal is obtained.
The significance of this work is a better approach in
findings out the fetal related heart disorders as well as
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DESIGN OF ULTRAWIDEBAND MONOPOLE ANTENNA WITH
MINIMUM GROUND PLANE EFFECT
PRAVEEN K P1 & T MARY NEEBHA2
1,2
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Abstract- A Planar ultra wideband antenna design is analyzed for increased impedance matching in the Ultrawideband
(UWB) range (3.1GHz to 10.6GHz). Also the effect of the ground plane is minimized by cutting slot on the ground plane.
Impedance matching of Ultrawideband (UWB) antenna can be improved by introducing simple microstrip transitions
between the 50-ohm feed line and the printed disc. In this paper a dual step feed is proposed between the feed line and
radiator. It also offers a very simple geometry suitable for low cost fabrication and straightforward printed circuit board
integration. Here triangle slot is provided on the ground plane in order to reduce the ground plane effect. The radiator used
here is elliptical disc.
Keywords- UltraWideBand ; impedance matching ; monopole elliptical disc antenna

I. INTRODUCTION
performance of the antenna like impedance matching,
radiation behavior and bandwidth are mainly affect
the ground plane size and shape. Here only partial
ground plane is used and the effect of ground plane
on antenna performance can be minimized by cutting
slots on the ground plane [3], [4], [6], [9]. Here a
triangle slot is cut on the upper edge of the ground
plane.

Ultra Wide Band technology is a promising
technology mainly used for short range and high
speed wireless communications. The frequency band
3.1GHz to 10.6GHz is allocated by the Federal
Communications Commission (FCC) for UWB
technology in 2002 [1].One of the main component of
UWB system is the front-end antenna unit. The main
applications of Ultra Wide Band antennas are mine
detection, transient radars, indoor wireless radio,
medical imaging systems and unexploded ordnance
location and identifications. Various types of antenna
have been designed for UWB applications, but the
planar monopole antenna have been mostly used.
This is because of its low cost, low profile, ease of
fabrication and compact size. Various types of disc
like circular, elliptical, square, rectangular, hexagonal
etc. are used [8] ,among these elliptical and
hexagonal shaped discs are provided good
performance [5], [7].Since using printed structure, it
can easily integrate into UWB devices with very low
cost. In order to achieve a broad impedance
bandwidth, radiator and ground plane shapes as well
as the feeding structure should be optimized.

II. ANTENNA DESIGN
The top view of proposed elliptical disc monopole
antenna is shown in the Fig1.The antenna is printed
on a dielectric substrate with thickness 0.83mm and
relative permittivity of 3.38. Antenna consists of an
elliptical disc radiator and a microstrip line feed. A
dual step transition is provided between the feed line
and elliptical disc. The partial ground plane is used
and a triangular slot with length ‘la’ and height ‘lb’ is
cut on the upper side of the ground plane as shown in
the Fig 2.

In this paper we mainly discussed how to improve the
impedance matching of monopole antenna and then
how to reduce the ground plane effects on antenna
performance. Here elliptical disc monopole antenna is
discussed in order to improve the impedance
matching and radiation efficiencies. The good
impedance matching can be mainly achieved by
providing steps between feed line and disc [2].
Commonly used feeding techniques for antennas are
microstrip line feed, coplanar wave guide feeds and
slotted structure. In this paper use microstrip line feed
since it offers low cost for antenna design, and
provide good impedance matching in terms of 50ohm impedance matching and radiation behavior. The
Figure1.Top View of the antenna
th
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RL (dB) = 10log10 (Pi/Pr)

Pi is the incident power and Pr is the reflected power.
Return loss is mainly expressed in terms of scattering
parameters or ‘S’ parameter .It describes the response
of the N-port network. The first number in the
subscript of S parameter represents responding port
and second number represent incident port. In the
case of S11 both responding and incident ports are
same; hence it represents how much power is
returned back i.e. its return loss. In order to achieve
good impedance matching antenna should be matched
with transmission line i.e. reduce the power reflected
from the antenna and maximize power delivered to
the antenna. The S11 parameter of elliptical disc
monopole antenna is shown in the Fig3. From the
graph it is clear that first resonance is occurring at 3.2
GHz and corresponding S11 value is -48 dB, it
indicates good impedance match i.e. good matching
between the antenna and transmission line. The
frequency at which first resonance value occurred is
mainly depends on the size of the elliptical disc.
Second resonance value occurred at 7.5GHz and
corresponding S11 value is -40.5 GHz.

Figure2. Bottom view of the antenna

By optimizing the values of width and length of
microstrip line, ground plane size and elliptical disc
diameters a good impedance matching can be
obtained. Normally ground plane influences the
impedance matching and radiation behavior of the
antenna. By cutting triangular slot on a ground plane
with optimized values this ground plane effect can be
reduced. The optimized values of antenna dimensions
are shown in the Table1.

B Minimizing the Effect of Ground plane
When antenna is fed by microstrip line feed vertical
current mode will exited on the radiator.

Table1. Dimensions of the Monopole Antenna
Dimensions
Millimeter
(mm)
Length of the Substrate (L)
35
Width of the Substrate (W)
25
Major Axis of the elliptical Disc (a)
8
Minor Axis of the elliptical Disc (b)
6
Length of the Feed line (L3)
8
Width of the Feed line (W3)
2.4
Length of the First microstrip line (L2)
5
Width of the First microstrip line (W2)
2
Length of the 2nd microstrip line (L1)
3
Width of the 2nd microstrip line (W1)
1.6
Length of the partial ground plane (lg)

13.6

Length of the triangular slot (la)
Height of the triangular slot (lb)

3.6
2.6

(1)

Figure 3. Simulated S11 parameter of antenna

Excitation of first vertical mode depends on
dimensions of the radiator, it determines lowest
usable frequency and interaction between first and
higher order modes decide the highest achievable
frequency. The size and shape of the ground plane
mainly influence the impedance matching. In order to
reduce the effect a triangular slot is cut on the upper
side of the ground plane .Fig 4 indicates the S11
parameter of the elliptical disc monopole antenna
without slot in the ground plane. In this case if there
is any change in ground plane it influences the S11
parameter .From this graph it is clear that when we
change the width of the ground plane, frequency at
which resonance occurred is changed, if there is no
slot in the ground plane. Fig 5 indicates the S11
comparison of antenna for varying the ground plane
width with slots in the ground plane. From the graph
it is clear that there is no so much difference in the

III. SIMULATED RESULTS
The elliptical disc monopole antenna is designed and
simulated by FEKO software and antenna parameters
are analyzed and discussed in the following sections.
A Return Loss
Return loss is an important parameter in the antenna
performance; it gives how much power is loss while
radiating the antenna .If there is any discontinuity in
the transmission line more loss occurs. Return
loss(RL) can be expressed in terms of power as given
as in (1) :
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resonance frequency when changing width of the
ground plane
C Radiation Pattern
Radiation pattern gives radiated power variance as a
function of direction away from the antenna. This
power variation can be calculated in far field or near
field. The region close to the antenna is called near
field or induction field and region far from the
antenna is called far field region or radiation field.
Antenna patterns are normally measured in the far
field region. The 3-D radiation pattern of the elliptical
monopole antenna is given in Fig 6, 7. Since the
ground plane is partial antenna radiates below the
ground plane also. Fig 6 shows the 3D radiation
pattern of antenna at first resonance frequency i.e. 3.2
GHz and Fig 7 shows the 3D radiation pattern of
antenna at second resonance frequency i.e.7.5 GHz.
Radiations pattern can be drawn in polar plot also as
shown in the Fig 8.It gives value of E-field in dB at
each angle.

Figure 7. 3-D Radiation pattern at 7.5GHz

(a)
(b)
Figure 8. X-Y pattern in polar plot at (a) 3.2GHz (b)7.5GHz

D Current Distribution
The total current distribution on the antenna is the
superposition of the characteristic currents with
appropriate weighting coefficients .The current
distribution of elliptical monopole antenna is varied
at each frequency. At resonance frequency maximum
current is distributed across the antenna compared
with other frequencies. Comparison between the
current distribution of resonance frequencies and
other frequencies as shown in Fig 9.Resonance
frequencies are 3.2 GHz and 7.5GHz , in these
frequencies more current is distributed compared with
other frequencies like 5GHz and 11 GHz.

Figure 4. Comparison of S11 parameter with different ground
plane without slot
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Fig 5. Comparison of S11 parameter with different ground
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Figure 9. Current Distribution at various frequencies(a) 3.2GHz
(b) 5GHz (c) 7.5GHz (d) 11 GHz

Figure 6. 3-D Radiation pattern at 3.2 GHz

International Conference on Power System Operation & Energy Management, 20th Jan-2013, Mumbai, ISBN: 978-93-82208-52-5
31

Design of Ultrawideband Monopole Antenna with minimum Ground Plane Effect

IV. CONCLUSION
Elliptical disc monopole antenna for UWB
application were designed and analyzed. By using a
dual step feed between the feed line and elliptical
disc, better impedance matching can be obtained in
the UWB range. Further improvement can be
obtained by providing additional steps between the
feed line and disc. Effect of ground plane is reduced
by cutting slot on the upper side of the ground plane.
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ANTENNA FOR WIRELESS APPLICATIONS
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Abstract- The microstrip antenna offers a wide range of applications because of the advantage that it is a low profile, narrow
bandwidth, compact and high gain antenna. The limitation of narrow bandwidth and poor impedance matching was
investigated in this paper. New E-shaped design for microstrip arrays was proposed. As a commercial simulation tool,
CADFEKO software, a 3D electromagnetic simulator was used. This two-dimensional wideband array is designed for
wireless applications, mainly for frequency range around 2.45 GHz ISM band.
Keywords- Antenna array; Wireless Local Area Network (WLAN ); impedance matching; VSWR

I. INTRODUCTION
The WLAN technology that uses a single antenna
element has a broad beamwidth and can provide low
directive gain [1] which is not practical for
applications which require higher gain such as longdistance communications and those needs narrower
beamwidth such as radar systems. One possible
solution is to increase the electrical size of the
antenna so that the antenna can achieve higher gain
and narrow beamwidth, but it is inefficient and costly.
An alternative way without enlarging the antenna
element is to construct an array of antenna elements,
which forms a group of radiating elements assembled
in such a way as to obtain a high directivity, or by
adjusting the array parameters such as geometrical
configuration, element spacing, excitation and so on.
The ways to improve bandwidth include, introduction
of additional stacked or coupled patches [7]-[8], but it
makes the element configuration larger. Another
method is to use aperture fed patches. But, it makes
the design complex. Using PIFA’s introduces walls or
vias in their topology, which was more expensive to
produce. So, the best alternative is to use specially
shaped patches, the E-shaped or slotted patches in the
design of the antenna. Wide bandwidth achievement
and size reduction are becoming major design
considerations for practical applications of microstrip
antennas due to the rapid demand. But, usually
achieving one characteristics result in degradation of
the other.

antennas include microstrip line feeding, co-axial
feeding, aperture coupled feed and proximity coupled
feed. In this paper we use co-axial feed .The
advantage of this feeding scheme is that the feed
provides good impedance matching and also it is easy
to fabricate and has low spurious radiation. The
performance of the antenna like impedance matching,
radiation behavior and bandwidth are mainly affected
by the ground plane size, shape and distance between
the ground plane and the substrate.

In this paper we mainly discussed how to improve the
impedance matching and bandwidth of the microstrip
array antenna. Here, an array design using the Eshaped antenna design with slots different from [9] is
discussed in order to improve the impedance
matching and radiation properties. Better impedance
matching and therefore high gain can be achieved by
using these four E-shaped patches. Feeding
techniques for microstrip

Antenna design is performed on CADFEKO 5.5.
FEKO can
be used
for
various types of
electromagnetic field analyses involving objects of
arbitrary shapes. FEKO is a software Suite intended
for the analysis of a wide range of electromagnetic
problems.
Applications include EMC analysis,
antenna design, microstrip antennas and circuits,
dielectric media, scattering analysis and many more.
The kernel provides a comprehensive set of
powerful computational methods and has been
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Figure 1. Proposed E-shaped patch design geometry

II. ANTENNA DESIGN
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extended for the analysis of thin dielectric sheets,
multiple homogeneous dielectric bodies and planar
stratified media.

passive and negative when it is active. The return loss
is obtained from the s-parameter graph as shown in
figure 2. The designed antenna resonates at 2.17
GHz, 2.3 GHz, 2.77 GHz and 2.87 GHz. The return
loss at these frequencies are 39dB, 36dB, 18dB and
26dB which indicates that the designed antenna
provides better impedance matching between the
antenna and transmission line.

The geometry of the proposed microstrip antenna
array is shown in the Fig1. The proposed Antenna
consists of four E- shaped patches, of which three of
them is formed by A,B C and D ,E forms the third as
shown in figure 1. All the dimensions of the antenna
is in mm. The values of dimensions a, b is 2 mm and
x is 4 mm. It uses standard FR4 substrate with
thickness 0.8 mm, dielectric loss factor = 0.014 and
relative permittivity = 4.7.The ground plane is perfect
electric conductor formed below the substrate. The
ground plane is of width 154 mm and length 206 mm.
The distance between the substrate and the ground
plane as in [9] is not used, instead the ground plane is
placed closely under the substrate. It uses an
integrated feeding using a 50 ohm coaxial feed.
III. SIMULATION RESULTS
A Impedance Matching
The theory of maximum power transfer states that for
the transfer of maximum power from a source with
fixed internal impedance to the load, the impedance
of the load must be the same of the source which is
called Jacobi’s law ,can be represented with the help
of eqn(1) as,
Zs = ZL*
(1)
Zs = impedance of the source.
ZL = impedance of the load.
( *) indicates the complex conjugate.

Figure 2. Simulated S11 parameter of the antenna

Most microwave applications are designed with an
input impedance of 50 ohms, so matching the antenna
to 50 ohms is our desire. The impedance of the
microstrip patch antenna does not depend on the
substrate dielectric constant, εr or its height .The sparameter graph and voltage standing wave ratio
graph is unleashed for the impedance matching
performance of the antenna.
B Return Loss
Return loss is an important parameter when testing an
antenna. It is related to impedance matching and the
maximum transfer of power theory. It is also a
measure of the effectiveness of an antenna to deliver
of power from source to antenna. The return loss
(RL) is defined by the ratio of the incident power of
the antenna Pin to the power reflected back from the
antenna of the source P ref ; the mathematical
expression is:
RL = 10 log Pin/ Pref (dB)
(2)

Figure 3. 3-D Radiation pattern

For good power transfer, the ratio Pin/Pref is high.
Another definition of return loss we can get from this
equation is the difference in dB between the power
sent towards the antenna and the power reflected
from it. It is always positive when the antenna is

(a) 2.17 GHz
th

(c) 2.3 GHz
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The superposition of the characteristic currents with
appropriate weighting coefficients gives the total
current distribution on the antenna. At each frequency
of the microstrip array antenna current distribution
varies. At resonance frequency maximum current is
distributed across the antenna compared with other
frequencies as shown in Figure 6.
(b)

2.77 GHz

IV. CONCLUSION

(d) 2.87 GHz

Figure 4. Polar plot at resonant frequencies

In this paper, new E-shaped design for microstrip
arrays have been developed. The designed antenna
achieves good impedance matching with an S11 of 39 dB at resonance frequency of 2.17 GHz and
achives wide-bandwidth. It also achieves desired
VSWR for all the design frequency. Since, the
microstrip lines connecting the patches couples
electromagnetically energy to the microstrip array
antenna, the feeding avoids vias or pins to connect the
array and feedlines. This is achieved by the use of
integrated feed design, which is suitable for large
array antenna design. With these features, the
proposed antenna can be very much suitable for
wireless applications.

C Radiation Pattern
The Radiation pattern is a 3D graph showing the
distribution of field strength or power strength of EM
wave at all points which are at equal distance from
the antenna. It defines the variation of the power
radiated by an antenna as a function of the direction
away from the antenna. The 3-D radiation pattern of
the microstrip array antenna is given in Fig 3. The
polar plot for the antenna is shown in figure 4.
D Voltage Standing Wave Ratio (VSWR)
The VSWR plot for coaxial feed antenna is shown in
Figure 5. Ideally, VSWR must lie in the range of 1-2
which has been achieved for all the frequency range
from 2-3 GHz .
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