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Abstract—In this work, we analyze the probabilistic coop-
eration of a full-duplex relay in a multiuser random-access
network. The relay is equipped with on/off modes for the receiver
and the transmitter independently. These modes are modeled
as probabilities by which the receiver and the transmitter are
activated. We provide analytical expressions for the performance
of the relay queue, such as arrival and service rates, stability
conditions, and the average queue size. We optimize the relay’s
operation setup to maximize the network-wide throughput while,
simultaneously, we keep the relay’s queue stable and minimize
the consumed energy. Furthermore, we study the effect of the
SINR threshold and the self-interference (SI) coefficient on the
per-user and network-wide throughput. For low SINR threshold,
we show under which circumstances it is beneficial to switch off
the relay completely, or switch off the relay’s receiver only.
I. INTRODUCTION
Internet of Things (IoT) devices’ exponential proliferation
and heterogeneous nature necessitate the development of
ingenious methods for their communication and successful
deployment. Due to the massive number of IoT devices and
the insufficiency of available resources (e.g., energy, process-
ing power etc.), several approaches have been presented for
improvements of various aspects for their communication and
interoperability.
In this paper, we consider a wireless network with users
trying to communicate with one destination node through
a random access channel. We assume that users’ commu-
nications are assisted by one intermediate node, the relay
node. This cooperative communication setting can contribute
towards the coverage, reliability and improvement of several
Quality of Service (QoS) metrics of a wireless network [1].
Among the cooperative techniques to increase QoS, full-
duplex relaying, which we study in this paper, has proved
itself to be a promising solution. Network-level cooperation
can drastically increase throughput and reduce delay at the
same time [2,3]. It is not always beneficial in terms of the
offered throughput and delay per packet to activate the relay
[4]. Therefore, to take the network’s energy efficiency into
account, we analyze the rate by which the relay node should
be activated. We concentrate on the effect of a full-duplex
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cooperative relay, with on/off capabilities for the receiver and
the transmitter independently, on several network performance
metrics: throughput, arrival and service rates, as well as
stability conditions.
A. Related Work
Within an IoT network, D2D communication can be used to
assist users with exchanging information, and facilitate coop-
eration between user nodes and machine-type devices (MTDs)
[5]. D2D connections can also facilitate data aggregation, or
relay information with the intention to reduce the number of
connections between MTDs and base stations [6]. For instance,
D2D communications have been deployed as an underlay
to long term evolution-advanced (LTE-A) networks [7]. The
proposed architecture exploits a cloud radio access network
(C-RAN) to optimize the energy efficiency of each user with
the assistance of C-RAN’s distributed remote radio heads
(RRHs), while a centralized interference mitigation algorithm,
which runs in C-RAN’s centralized baseband unit (BBU),
improves the QoS performance.
Furthermore, many research activities have been devoted to
making IoT more energy efficient. In [8], the authors address
the question of how the IoT enabling technologies can be
efficiently orchestrated to achieve a green IoT network. To-
wards that end, the application of the time-reversal (TR) signal
processing technique in the IoT context has been published
in [9]. The authors argue that one of the most prominent
characteristics of a TR system is that no coordination among
separately located users is required. This leads to simplified
MAC layer design, since there is no need for base stations in
TR systems to perform coordination.
Relays have been introduced to improve several network
performance metrics, such as coverage, outage probability,
power efficiency and throughput [10]. Nonetheless, most
works study Half-Duplex (HD) relays due to their implemen-
tation simplicity, even though they do not utilize spectrum
efficiently. On the other hand, Full-Duplex (FD) relays, where
nodes transmit and receive simultaneously, have recently at-
tracted considerable attention both from industry and academia
due to their potential to combat this problem. Even though
FD relays were considered impractical in the past, recent ad-
vancements combining different self-interference (SI) mitiga-
tion techniques, such as Propagation-Domain SI suppression,
Analog-Circuit-Domain SI cancellation, and Digital-Domain
SI mitigation, enable FD relays to offer the merits of both in-
band FD wireless communications (high spectrum efficiency)
and relaying (increased throughput, coverage, reliability, and
decreased delay) [11–14].
Previous research efforts towards dynamically activating re-
lays have been presented in the broad field of communications.
For instance, [15] examines the potential of switching off wire-
less relays during low-utilization time periods to reduce the
energy consumption of the network comparing to an “always-
on” policy. In [16], the authors optimize the relays’ placement
jointly with the relays on/off behavior to minimize the total
power consumption, which is comprised of the transmission
and the circuit power.
Network- or protocol-level cooperation has gained popu-
larity in comparison to non-cooperative systems or physical-
layer cooperation due to its potential to drastically increase
throughput and significantly reduce the delay for all users
[2,3]. Cooperation improves performance gains as the channel
quality improves [2]. Seminal analyses and performance eval-
uations of network-level cooperation have been performed see
e.g., [3,17–20]. The benefits of relaying depend on the network
topology and nodes configuration such as channel power,
packet arrivals etc. [18] as well as the level of cooperation
between the relay and the transmitting nodes [21]. Therein,
the key idea is that a relay that is partially cooperating proves
to perform equally or better to a fully cooperative relay. This
idea gave rise to the concept we are studying in this paper,
i.e., how to maximize performance in terms of network-wide
throughput while keeping the relay node inactive as much as
possible to reap the energy efficiency benefits.
B. Contribution
We extend and enhance the framework of [4] to handle the
case of a full-duplex relay node, which can switch on or off its
transmitter and its receiver independently from each other. We
provide analytical expressions for performance characteristics
of the relay queue, such as the average arrival and service
rates, as well as the average queue size. Also, we derive
conditions for stability of the relay’s queue as functions of
the probability of activating the relay’s receiver and the trans-
mitter independently, the transmission probabilities, the self-
interference coefficient, and the links’ outage probabilities.
Furthermore, we study the impact of the relay node and its
activation probabilities on the per-user and the network-wide
throughput.
The structure of this paper is organized as follows. Firstly,
the system model along with the performance characteristics
of the relay queue are described in Section II. Then, in
Section III, two illustrative cases which help us gain significant
intuition into the properties of the on/off FD relay in terms of
the queue’s probability of being empty, and its average size,
are given. Additionally in Section IV, analytical expressions
for the per-user and the network-wide throughput are given
for the two cases. The mathematical formulation for the relay’s
receiver and transmitter probabilities that maximize throughput
while maintaining queue’s stability are given in Section IV-C.
Finally, numerical results are presented in Section V, and our
Figure 1. Five users are transmitting their packets to the destination node.
The full-duplex relay node assists users’ transmissions by keeping the failed
packets in its buffer (modeled as a queue Q with arrival rate λ and service
rate µ) and trying to transmit them in a later time-slot. Users’ direct links to
the destinations are not depicted to facilitate readability.
conclusions are given Section VI.
II. SYSTEM MODEL
A. Network Layer Model
We consider a network with n users, one full-duplex relay
node with on/off capabilities for the receiver and the trans-
mitter, independent of each other, and one destination node d.
The relay’s receiver and transmitter are not always on, thereby
contributing to the overall energy efficiency. The receiver is on
with probability P onrx , and the transmitter with probability P ontx .
Users transmit packets to the destination with the cooperation
of the relay node.
We assume slotted time and that a packet transmission
takes exactly one time-slot. Acknowledgments of successful
transmissions are assumed instantaneous and error-free. Fur-
thermore, we assume multiple packet reception (MPR) for the
relay and the destination node; i.e., more than one transmitter
can successfully send packets to the same destination in the
same time-slot. If a user’s transmission to the destination fails,
the relay stores the missed packet into its queue and attempts
to forward it to the destination later.
Users are assumed to have random access to the medium,
with no coordination among them, to represent scenarios
where massive access to the channel is requested, and, as a
result, centralized coordination of transmissions is infeasible
or non-applicable. We assume that users’ queues are saturated
i.e., have unlimited buffer size. The relay does not generate
packet of its own; its purpose is to forward the users’ packets.
The relay attempts transmissions to the random access channel
with probability q0 when it has packets in its queue and its
transmitter is on. The i-th user attempts transmissions with
probability qi, ∀i = {1, . . . , n}.
The wireless links are modeled as Rayleigh-fading ones
with additive white Gaussian noise. A user’s transmission
is successful if the Signal-to-Interference-plus-Noise Ratio
(SINR) between the receiver and the transmitter exceeds a
threshold γ. An instance of a topology of a simulated system
with five users assisted by one relay is given in Fig. 1.
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B. Performance Characteristics of Relay’s Queue
For presentation purposes, we will assume that qi = q, ∀i ∈
{1, . . . , n}. The average service rate depends on P ontx :
µ(P ontx ) = q0P
on
tx
n∑
k=0
(
n
k
)
qk(1 − q)n−kP0d,k, (1)
where q0 is the attempt probability of the relay given it has
packets in its queue, and q is the user’s attempt probability.
P0d,k is the success probability between the relay and the
destination when k nodes transmit.
The average arrival rate λ depends on both P onrx and P ontx :
λ(P onrx , P
on
tx ) = P (Q = 0)λ0 + P (Q > 0)λ1, (2)
where λ0 =
∑n
k=1 kr
0
k is the average arrival rate at the
relay queue when the queue is empty, and λ1 =
∑n
k=1 kr
1
k
otherwise. The probability that the relay received k packets
when the queue is empty is denoted by r0k , or r1k otherwise.
The above mentioned performance characteristics depend on
the success probabilities of the links between nodes, which are
captured by the physical layer and are given in the following
subsection.
C. Physical Layer Model
The wireless channel is modeled as Rayleigh flat-fading
channel with additive white Gaussian noise. A packet trans-
mitted by i is successfully received by j if and only if
SINR(i, j) ≥ γj , where γj is the threshold regarding
the transmission to node j. Let Ptx(i) be the transmit
power of node i and r(i, j) be the distance between i
and j. Then, the power received by j when i transmits
is Prx(i, j) = A(i, j)h(i, j), where A(i, j) is a unit-mean
exponentially distributed random variable representing channel
fading. The receiver power factor h(i, j) is given by h(i, j) =
Ptx(i)(r(i, j))
−α
, where α ∈ [2, 7] is the path loss exponent.
Self-interference is modeled using the self-interference co-
efficient g ∈ [0, 1]. The value of g captures the accuracy
of self-interference cancellation. When g = 1, no self-
interference cancellation technique is used, and when g = 0
perfect self-interference is assumed. As g approaches zero,
the relay gets closer to pure full-duplex performance, while
when g approaches one, the relay tends to function more as a
half-duplex one [22,23]. The success probability in link (ij)
is given by [24]:
P
j
i/T = exp
(
−
γjηj
v(i, j)h(i, j)
)
(1 + γjr(i, j)
ag)−m×
×
∏
k∈T \{i,j}
(
1 + γj
v(k, j)h(k, j)
v(i, j)h(i, j)
)−1
,
(3)
where T is the set of transmitting nodes at the same time,
v(i, j) is the parameter of the Rayleigh fading random vari-
able, ηj is the receiving power at j, and m = 1 when j ∈ T
and m = 0 elsewhere.
III. RELAY-QUEUE PERFORMANCE
In the previous section, we laid the foundation to study the
potential of the relay node on the per-user and network-wide
throughput. We need first to define the probability the relay
is empty, and the average queue size, though. The analysis is
provided for two cases: (i) two asymmetric users, or (ii) an
arbitrary number of symmetric users.
A. Two Asymmetric Users
The average arrival rate at the relay when its queue is empty
is denoted by λ0, or λ1 otherwise. The relay queue size is
denoted by Q. Let P onrx and P ontx be the probability of the relay
being switched on for reception and transmission respectively.
The probability that the relay queue increases by i packets
when it is empty is denoted by p0i , or p1i otherwise. Likewise,
the probability that the queue decreases by one packet is
p1−1. The probability that the relay receives i packets is
denoted by r0i when its queue is empty, and r1i otherwise. In
general pij 6= rij , since full-duplex relays allow simultaneous
receptions and transmission, and, as a result, the probability
of i packets arriving is generally different to the probability
of queue’s increasing by i packets.
For the sake of completeness and to facilitate the readability
of the text, we quote the equations from [4] along with the
necessary extensions for the problem under consideration.
Proposition 1. The performance measures for the queue
of a relay with on/off capabilities for the receiver and the
transmitter in a two-users wireless network are the following:
(i) The probability that the relay’s queue is empty is given
by:
P (Q = 0) =
p1−1 − p
1
1 − 2p
1
2
p1−1 − p
1
1 − 2p
1
2 + λ0
. (4)
(ii) The average queue size is given by:
Q¯ =
(4p01 + 10p
0
2)
2(p1−1 − p
1
1 − 2p
1
2 + λ0)
+
+
λ0(2p
1
−1 − 4p
1
1 − 10p
1
2)
2(p11 + 2p
1
2 − p
1
−1)(p
1
−1 − p
1
1 − 2p
1
2 + λ0)
.
(5)
Proof: See Appendix A.
Remark. The calculations of the average arrival rate, when
the queue is empty, λ0, the average arrival rate, when the
queue is not empty, λ1, and the value of q0 for which the
relay’s queue is stable are given in Appendix A as well.
Queue stability is important, since having bounded queue size
corresponds to finite queuing delay and guarantees that all
packets will be transmitted.
B. Symmetric Users
We include the case of n > 2 users which are distributed
symmetrically around the relay and attempt transmissions with
the same probability. Such consideration is a good represen-
tation of real IoT networks with a huge amount of users,
and, hence, we can gain insight into how several performance
measures scale up in the number of users.
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The average arrival rate is denoted by λ0 or λ1, when the
queue is empty or not respectively. The former is a function
of P onrx and the latter is a function of both P onrx and P ontx .
The probability that the relay’s queue increases by i packets
when its queue is empty, or not, are denoted by p0i and
p1i respectively, similarly to the two-user case. Both p0i and
p1i depend on P onrx and P ontx . The probability that the queue
decreases by one packet is p1−1 and depends only on P ontx .
Similarly to Section III-A, we quote the equations from
[4] along with the necessary adaptations to contribute to the
coherence of the presentation.
Proposition 2. The performance measures for the queue of
one relay with on/off capabilities for the receiver and the
transmitter in a wireless network with n-symmetric users are
the following:
(i) The probability that the relay’s queue is empty depends
on both P onrx and P ontx :
P (Q = 0) =
p1−1 −
n∑
i=1
ip1i
p1−1 −
n∑
i=1
ip1i + λ0
. (6)
(ii) The average queue size depends on both P onrx and P ontx :
Q¯ =
(
n∑
i=1
ip1i − p
1
−1)
n∑
i=1
i(i+ 3)p0i
2(p1−1 −
n∑
i=1
ip1i + λ0)
+
+
λ0(2p
1
−1 −
n∑
i=1
i(i+ 3)p1i )
2(
n∑
i=1
ip1i − p
1
−1)(p
1
−1 −
n∑
i=1
ip1i + λ0)
.
(7)
Proof: See Appendix B.
Remark. The values of q0 for which the relay’s queue is stable
are given by q0min < q0 < 1, where q0min is derived in
Appendix B as well.
IV. MAXIMIZING THROUGHPUT AND MAINTAINING
QUEUE STABILITY
The per-user throughput, Ti, for the i-th user is given by:
Ti = TD,i + TR,i, (8)
where TD,i denotes the direct throughput from user i to the
destination d i.e., without the relay’s assistance. When the
transmission at the destination is not successful, and the relay
node has correctly received the packet, then it stores it to its
queue. The contributed throughput by the relay to the user i
is denoted by TR,i. The network-wide throughput is given by:
Tnet =
∑n
i=1 Ti.
A. Per-User and Network-wide Throughput: Two users
The direct throughput to the destination for the i-th user
depends on both P onrx and P ontx , and is given by:
TD,i(P
on
rx , P
on
tx ) =
q0P
on
tx P (Q > 0)qi
[
(1− qj)P
d
i/0,i + qjP
d
i/0,i,j
]
+
+ [1− q0P
on
tx P (Q > 0)]qi
[
(1 − qj)P
d
i/i + qjP
d
i/i,j
]
. (9)
Recall that the relay and the i-th user attempt transmissions
with probabilities q0 and qi respectively.
The relayed throughput TR,i of user i is given by:
TR,i(P
on
rx , P
on
tx ) = q0P
on
tx P (Q > 0)qi×
×
[
(1− qj)(1 − P
d
i/0,i)P
0
i/0,i + qj(1 − P
d
i/0,i,j)P
0
i/0,i,j
]
+
+ [1− q0P
on
tx P (Q > 0)]qi
[
(1 − qj)(1− P
d
i/i)P
0
i/i+
+ qj(1− P
d
i/i,j)P
0
i/i,j
]
. (10)
B. Per-User and Network-wide Throughput: n Symmetric
Users
We denote the per-user throughput by T , the direct through-
put to the destination by TD, and the relayed throughput by
TR. The relay and every (symmetric) user attempt transmis-
sions with probabilities q0 and q respectively.
The direct throughput TD depends on both P onrx and P ontx ,
and is given by:
TD(P
on
rx , P
on
tx ) = q0P
on
tx P (Q > 0)×
×
n−1∑
k=0
(
n− 1
k
)
qk+1(1 − q)n−k−1Pd,k+1,1+
+ [1−q0P
on
tx P (Q > 0)]
n−1∑
k=0
(
n− 1
k
)
qk+1(1−q)n−k−1Pd,k+1,0.
(11)
The relayed throughput TR, with the assumption that the
relay queue is stable (see Section III-B), depends on both P onrx
and P ontx , and is given by:
TR(P
on
rx , P
on
tx ) = q0P
on
tx P (Q > 0)×
×
n−1∑
k=0
(
n− 1
k
)
qk+1(1− q)n−k−1(1 − Pd,k+1,1)P0,k+1,1
+ [1− q0P
on
tx P (Q > 0)]×
×
n−1∑
k=0
(
n− 1
k
)
qk+1(1− q)n−k−1(1− Pd,k+1,0)P0,k+1,0,
(12)
where Pd,i,j and P0,i,j denote the success probabilities for the
symmetric case given in Section III-B.
Hence, the per-user throughput T , when the relay queue is
stable, is given by:
T = TD + TR.
The network-wide throughput for n symmetric users is:
Tnet = nT.
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C. Optimization Formulation
We present the optimization problem for maximizing
throughput, while guaranteeing the relay’s queue stability, by
adjusting the activation probabilities for the relay’s receiver
(P onrx ) and transmitter (P ontx ). The general optimization formu-
lation is given by:


max. TD(P
on
rx , P
on
tx ) + TR(P
on
rx , P
on
tx )
s.t. λ(P onrx , P
on
tx ) < µ(P
on
tx )
0 ≤ P onrx , P
on
tx ≤ 1

 (13)
There are additional constraints that are specific to if there is
one or multiple users. The following subsections analyze the
optimization constraints for the two respective cases.
1) One user: In case there is one user, the direct and
relayed throughput depend on P onrx and P ontx , similarly to (11)
and (12):
TD(P
on
rx , P
on
tx ) = q0P
on
tx P (Q > 0)q1P
d
1/0,1+
+
[
1− q0P
on
tx P (Q > 0)
]
q1P
d
1/1, (14)
TR(P
on
rx , P
on
tx ) = q0P
on
tx P (Q > 0)q1
[
1− P d1/0,1
]
P 01/0,1+
+
[
1− q0P
on
tx P (Q > 0)
]
q1
[
1− P d1/1
]
P 01/1, (15)
Additionally, the average arrival and service rate are respec-
tively given by:
λ =
p1−1 − p
1
1
p1−1 − p
1
1 + p
0
1
λ0 +
p01
p1−1 − p
1
1 + p
0
1
λ1,
µ = q0P
on
tx
(
q1P
d
0/0,1 + (1− q1)P
d
0/0
)
,
(16)
where λ0 and λ1 denote the average arrival rate, when the
queue is empty or not respectively. The probability that the
relay queue is increased by i packets when it is empty, p0i , or
not empty, p1i , and the probability that the queue is decreased
by one packet are given by:
p01 = q1
(
1− P d1/1
)
P 01/1,
p11 = (1− q0)q1
(
1− P d1/1
)
P 01/1+
+ q0P
on
tx q1
(
1− P d1/0,1
)
P 01/0,1(1− P
d
0/0,1),
p1−1 = q0P
on
tx (1− q1)P
d
0/1 + q0P
on
tx q1P
d
0/0,1P
d
1/0,1+
+ q0P
on
tx q1
(
1− P d1/0,1
)(
1− P 01/0,1
)
P d0/0,1,
where P di/T is the success probability between node i and
node d while the transmitting nodes constitute set T . This
probability can be calculating using (3).
2) n users: We consider the n-symmetric users case of
Section III-B with the direct and relayed throughput given
by TD(P onrx , P ontx ) and TR(P onrx , P ontx ) of (11) and (12) respec-
tively. The average service rate µ(P ontx ) and the average arrival
rate λ(P onrx , P
on
tx ) are given by (1) and (2) respectively. As a
result, relay’s queue stability is satisfied due to:
λ(P onrx , P
on
tx ) < µ(P
on
tx ).
Table I
SIMULATION PARAMETERS
Explanation Value
r(0, d) relay-destination distance 80 m
r(i, 0), ∀i ∈ {1, . . . , n} user-relay distance 60 m
r(i, d), ∀i ∈ {1, . . . , n} user-destination distance 130 m
α link path loss exponent 4
Ptx(i), ∀i ∈ {1, . . . , n} transmit power of the user 1 mW
Ptx(0) transmit power of the relay 10 mW
qi,∀i ∈ {1, . . . , n} user transmission attempt probability 0.1
n0 receiver noise power 10−11
The optimization problem in (13) is not a convex one, and,
thus, it’s hard to find a closed form solution. We evaluate the
results numerically using a nonlinear solver. The results can
be found in Section V.
V. NUMERICAL RESULTS
In this section, we provide numerical results to validate the
aforementioned analysis. We consider the case where all users
have the same link characteristics and transmission probabili-
ties to facilitate exposition clarity. The specific parameters we
used for our numerical results can be found in table I.
A. Per-user and Network-wide Throughput
Figs. 2(a), 3(a), and 4(a) present the per-user throughput
versus the number of users using the optimized values for
the activation probabilities of the relay’s receiver (P onrx ), and
transmitter (P ontx ) on (see Section IV-C). Figs. 2(b), 3(b), and
4(b) demonstrate the corresponding network-wide throughput
versus the number of users. We have used different values for
the self-interference coefficient g, q0 and γ to gain insight into
the performance measures under consideration.
When γ = 0.2, it is highly probable that there will be
more simultaneous successful transmissions in the system
comparing to higher γ values (e.g., 0.6 or 1.2). As a result,
the relay’s queue is more probable to be unstable, since it
can receive multiple packets, but transmit at most one, in
every time-slot. The first constraint in (13) forces the stability
of the queue, which is achieved by appropriately decreasing
the receiver’s probability P onrx , increasing the transmitter’s
probability, or combining both methods. It also justifies the
drop in the per-user throughput for a relatively small number
of users (e.g., less than 12), when g = 10−10 and g = 10−8
(see Fig. 2). In comparison to the results of [4] where no traffic
control on the relay’s queue was considered, less throughput
is experienced due to the stability of the queue along with the
respective energy efficiency gains (since P onrx and P ontx have
to be less than one to keep the queue stable).
For γ = 0.6, P onrx and P ontx have to be decreased to keep the
queue stable. However, this decrease is not substantial (see e.g,
Fig. 6(a)) and, no considerable gains, compared to “always-
on” operation, in terms of energy efficiency are observed. In
this case and when γ = 2.5 (Figs. 3 and 4), throughput gains
are considerable using perfect SI cancellation (i.e., g = 10−10
and g = 10−8) compared to using no SI cancellation at all
(i.e., g = 10−6 and g = 1).
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Figure 2. Per-user and network-wide throughput vs. the number of users for γ = 0.2, q = 0.1 and q0 = 0.95. (a) Per-user throughput vs. the number of
users. (b) Network-wide throughput vs. the number of users.
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Figure 3. Per-user and network-wide throughput vs. the number of users for γ = 0.6, q = 0.1 and q0 = 0.99. (a) Per-user throughput vs. the number of
users. (b) Network-wide throughput vs. the number of users.
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Figure 4. Per-user and network-wide throughput vs the number of users for γ = 2.5, q = 0.1 and q0 = 0.99. (a) Per-user throughput vs. the number of
users. (b) Network-wide throughput vs. the number of users.
B. Optimal Receiver and Transmitter Activation Probabilities.
In this subsection, we present the optimal values of the
activation probabilities of the relay’s receiver, P onrx , and trans-
mitter, P ontx that maximize throughput and, simultaneously,
maintain the relay’s queue stability (see Section IV-C for
the mathematical formulation). Lower P onrx implies lower
consumed energy, and lower P ontx results in lower consumed
energy as well as lower interference to the direct links of
the users, since the relay transmits less frequently. The clear
effect of the latter is explained by that, according to our
parameters, the relay uses 10 times higher power than a user.
The optimization of the activation probabilities allows for
maximizing the offered throughput while simultaneously being
as energy efficient as possible.
Figs. 5 and 6 present the values of P ontx that maximize
throughput and maintain queue stability. When g = 1 is used
to resemble HD relay operation, always activating the relay’s
transmitter maximizes throughput, except if a relatively high
number of users (e.g., over 30) is simultaneously transmitting
and the SINR threshold γ = 0.2 (Fig. 5). Deactivating
almost completely the relay’s transmitter is beneficial when
serving a relatively small number of users (less than 30) and
the relay operates in FD mode (e.g., g = 10−10). On the
other hand, when γ takes higher values (e.g., 0.6 or 1.2)
the transmitter should be kept nearly “always-on” (Fig. 6),
and, hence, more energy will be used to achieve maximum
throughput. Moreover, for these two γ values, it is beneficial
in terms of throughput to allow FD operation (recall the
discussion on Figs. 3 and 4 in the previous subsection).
Fig. 7 presents the values of P onrx that maximize throughput
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Figure 5. Probability that the relay’s transmitter (TX) should be activated to maximize throughput vs the number of users for γ = 0.2, q = 0.1 and q0 = 0.95,
when (a) the self-interference cancellation coefficient g = 1 (resembling HD relay operation), and (b) g = 10−10 (resembling FD relay operation).
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Figure 6. Probability that the relay’s transmitter (TX) should be activated to maximize throughput vs the number of users for q = 0.1, q0 = 0.99 and
g = 1 (resembling FD relay operation), when (a) the SINR threshold γ = 0.6, and (b) γ = 1.2.
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Figure 7. Probability that the relay’s receiver (RX) should be activated to maximize throughput vs number of users for γ = 0.2, q = 0.1 and q0 = 0.99,
when (a) the self-interference cancellation coefficient g = 1 (resembling HD relay operation), and (b) g = 10−10 (resembling FD relay operation).
versus the number of users when γ = 0.2. We observe that
in HD mode (see Fig. 7(a)) and when the number of users
exceeds a relatively high number (e.g., over 30), the relay’s
receiver should be kept almost completely off to maximize
throughput. As discussed in the previous subsection, such a
low γ value yields a lot of successful user transmissions, and
deactivating the relay ensures it’s queue stability. We observe
that the transmitter is not completely off at the same time
(Fig. 5(a)), which means that the relay still contributes to the
network-wide throughput with rate being equal to the arrival
rate, since the queue is stable. As a result, significant energy
benefits are realized.
Similarly, when the number of users exceeds a relatively
small number and the relay operates in FD mode, the receiver
should be activated very infrequently (see Fig. 7(b)). The
transmitter should also be inactive under this users’ load, but
for a high number of users (see Fig. 5(b)), its full cooperation
ensures throughput maximization while the receiver’s deacti-
vation contributes considerably to energy savings.
VI. SUMMARY AND CONCLUSIONS
In this work, we have studied a full-duplex cooperative
relay node, with capabilities to switch on or off the relay’s
receiver and transmitter independently, with the intention of
assisting users in delivering their packets to one destination
node. Multiple packet reception is assumed for both the relay
and the destination node. The purpose is to give insights into
how to set up a full-duplex relay node in order to maximize
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throughput and save network resources, and, thus, reducing
energy consumption.
We provide analytical expressions for the performance of
the relay queue. More specifically, we derive equations for the
per-user and network-wide throughput, the average arrival and
service rate, conditions for the stability of the queue, and the
average queue size. Additionally, we present the mathematical
formulation for optimizing the values at which the receiver and
the transmitter of the relay should be operating to maximize
throughput, whilst queue stability is maintained at the same
time.
Our numerical results for the optimal values for which
the relay’s receiver and transmitter activation probabilities
maximize throughput, as long as the relay’s queue is stable,
demonstrate the impact of the self-interference coefficient g
on the per-user and network-wide throughput. We showed that
when the SINR threshold γ is low and the relay operates in FD
mode, it is beneficial - concerning energy efficiency - to switch
off both the relay’s receiver and transmitter when a relatively
moderate amount of users is transmitting. Under the same γ,
the relay’s receiver should be deactivated when HD mode is
used and a relatively high number of users is transmitting.
APPENDIX A
PROOF OF PROPOSITION 1: TWO ASYMMETRIC USERS
PERFORMANCE ANALYSIS
In this appendix, we prove Proposition 1, which presents the
relay queue performance for the two asymmetric users case.
We omit the calculations for the probability that the relay
queue increases by i packets when it is empty, p0i , or not
empty, p1i , the probability that the queue decreases by one
packet, p1−1, and the probability that the relay receives i
packets, r0i when its queue is empty, or not empty, r1i . One
can obtain these expressions following the methodology in
Appendix A of [4].
A. Conditions for the Stability of the Queue
The average service rate, µ, is given by (1). The average
arrival rate is given by (2):
λ(P onrx , P
on
tx ) = P (Q = 0)λ0 + P (Q > 0)λ1,
where λ0 =
∑n
k=1 kr
0
k is the average arrival rate at the
relay queue when the queue is empty, and λ1 =
∑n
k=1 kr
1
k
otherwise.
According to Loyne’s criterion [25], a queue is stable if and
only if the average arrival rate is strictly less than the average
service rate. Hence:
λ1 < µ ⇐⇒ r
1
1 + 2r
1
2 < µ,
where r11 = (1−q0P ontx )A1+q0P ontx B1, r12 = (1−q0P ontx )A2+
q0P
on
tx B2, and µ = q0P ontx A.
The expressions for A1, B1, A2, B2 and A can be calculated
following the same methodology as in Appendix A of [4].
As a result, the values of q0 for which the relay’s queue is
stable satisfies: q0min < q0 < 1, where:
q0min =
A1 + 2A2
P ontx A+A1 + 2A2 −B1 − 2B2
. (17)
B. Average Queue Size
The average queue size is known to be: Q¯ = −S′(1), where
S′(1) = s0
K′′(1)
L′′(1) .
The expressions for K(z) and L(z) are given by:
K(z) = (−z−2A(z) + z−1A′(z)−B′(z))(z−1 −B(z))
−(z−1A(z)−B(z))(−z−2 −B′(z)),
(18)
L(z) = (z−1 −B(z))2, (19)
where: A(z) =
∑n
i=0 aiz
−i, and B(z) =
∑n+1
i=0 biz
−i
.
Then, K ′′(1) and L′′(1) are given by:
K ′′(1) = (2A(1)− 2A′(1)+A′′(1)−B′′(1))(−1−B′(1))
− (2−B′′(1))(−A(1) +A′(1)−B′(1)), (20)
L′′(z) = [2(z−1 −B(z))(−z−2 −B′(z))]′
⇒ L′′(1) = 2(−1−B′(1))2. (21)
Therefore, the values of A′′(1) and B′′(1) are:
A′′(1) = 2p01 + 6p
0
2 (22)
B′′(1) = 2− 2p1−1 + 4p
1
1 + 10p
1
2. (23)
Thus, the average queue size is given by (5).
APPENDIX B
PROOF OF PROPOSITION 2: SYMMETRIC USERS
PERFORMANCE ANALYSIS
In this appendix, we prove Proposition 2, which presents
the relay queue performance for the symmetric users case.
We omit the calculations for the probability that the relay
queue increases by k packets when it is empty, p0k, or not
empty, p1k, the probability that the queue decreases by one
packet, p1−1, and the probability that the relay receives k
packets, r0k when its queue is empty, or not empty, r1k. One
can obtain these expressions following the methodology in
Appendix B of [4].
A. Conditions for the Stability of the Queue
The average service rate, µ, is given by (1). The average
arrival rate is given by (2):
λ(P onrx , P
on
tx ) = P (Q = 0)λ0 + P (Q > 0)λ1,
where λ0 =
∑n
k=1 kr
0
k is the average arrival rate at the relay
queue when the queue is empty, and λ1 =
∑n
k=1 kr
1
k other-
wise. The probability the relay receives k packets, when its
queue is empty, r0k , can be calculated using the methodology
presented in Appendix B of [4].
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The probability the relay receives k packets, when its queue
is not empty, is:
r1k = (1− q0P
on
tx )
n∑
i=k
(
n
i
)(
i
k
)
qi(1− q)n−iP k0,i,0×
×(1− Pd,i,0)
k[1− P0,i,0(1− Pd,i,0)]
i−k+
+q0P
on
tx
n∑
i=k
(
n
i
)(
i
k
)
qi(1− q)n−iP k0,i,1(1 − Pd,i,1)
k×
×[1− P0,i,1(1− Pd,i,1)]
i−k, 1 ≤ k ≤ n.
(24)
The elements of the transition matrix are given by ak =
p0k, b0 = p
1
−1, b1 = p
1
0 and bk+1 = p1k, ∀k > 0, where:
p0k =
n∑
i=k
(
n
i
)(
i
k
)
qi(1 − q)n−iP k0,i,0(1− Pd,i,0)
k×
×[1− P0,i,0(1− Pd,i,0)]
i−k, 1 ≤ k ≤ n,
(25)
p1−1 = q0P
on
tx
n∑
k=0
(
n
k
)
qk(1 − q)n−kP0d,k×
×[1− P0,k,1(1− Pd,k,i)]
k,
(26)
p1k = (1− q0P
on
tx )
n∑
i=k
(
n
i
)(
i
k
)
qi(1− q)n−iP k0,i,0×
×(1− Pd,i,0)
k[1− P0,i,0(1− Pd,i,0)]
i−k+
+q0P
on
tx
n∑
i=k
(
n
i
)(
i
k
)
qi(1− q)n−i(1− P0d,i)P
k
0,i,1×
×(1− Pd,i,1)
k[1− P0,i,1(1− Pd,i,1)]
i−k+
+q0P
on
tx
n∑
i=k
(
n
i
)(
i
k + 1
)
qi(1− q)n−i(1− P0d,i)P
k+1
0,i,1×
×(1− Pd,i,1)
k+1[1− P0,i,1(1 − Pd,i,1)]
i−k−1, k ≥ 1,
(27)
p10 = 1− p
1
−1 −
n∑
i=1
p1i . (28)
The probability that the queue in the relay is empty is given
by [26]:
P (Q = 0) =
1 +B′(1)
1 +B′(1)−A′(1)
, (29)
where the expressions for A′(1) and B′(1) are
A′(1) = −λ0, (30)
B′(1) = −1 + p1−1 −
n∑
i=1
ip1i , (31)
since A(z) =
∑n
i=0 aiz
−i, and B(z) =
∑n+1
i=0 biz
−i
. As a
result, the probability that the queue in the relay is empty is
given by (6).
As in Appendix A, the queue is stable of λ1 < µ ⇐⇒∑n
k=1 kr
1
k < µ, where r1k = (1 − q0P ontx )Ak + q0P ontx Bk and
µ = q0P
on
tx A. The expressions for A,Ak, Bk are given in
Appendix B of [4].
Thus, the values of q0 for which the relay’s queue is stable
satisfies q0min < q0 < 1, where:
q0min =
n∑
k=1
kAk
AP ontx +
n∑
k=1
k(Ak −Bk)
(32)
B. Average Queue Size
Similarly to the two asymmetric users case (see Appendix
A), the average queue size is given by Q¯ = −S′(1), where
S′(1) = s0
K′′(1)
L′′(1) . The expressions for K
′′(1) and L′′(1) are
given by (20) and (21). The expressions for A′′(1) and B′′(1)
are:
A′′(1) =
n∑
i=1
i(i+ 1)p0i , (33)
B′′(1) = 2− 2p1−1 +
n∑
i=1
i(i+ 3)p1i . (34)
Therefore, the average queue size is given by (7).
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