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QUALITATIVE PROPERTIES FOR SOLUTIONS TO SUBCRITICAL FOURTH
ORDER SYSTEMS
JOA˜O HENRIQUE ANDRADE AND JOA˜O MARCOS DO O´*
Abstract. We prove some qualitative properties for singular solutions to a class of strongly
coupled system involving a Gross–Pitaevskii-type nonlinearity. Our main theorems are vectorial
fourth order counterparts of the classical results due to J. Serrin [63], P.-L. Lions [55], P. Aviles [5],
and B. Gidas and J. Spruck [33]. On the technical level, we use the moving sphere method to
classify the limit blow-up solutions to our system. Besides, applying asymptotic analysis, we show
that these solutions are indeed the local models near the isolated singularity. We also introduce
a new fourth order nonautonomous Pohozaev functional, whose monotonicity properties yield
improvement for the asymptotics results due to R. Soranzo [66, Theorem 5].
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1. Description of the results
In this work, we study the classification and the local behavior for nonnegative p-map solutions
U = (u1, . . . , up) : B∗R → Rp to the fourth order system,
∆2ui = |U|s−1ui in B∗R. (Sp)
Here B∗R := B
n
R(0) \ {0} ⊂ Rn is the punctured ball (resp. B∗∞ := Rn \ {0} is the punctured space),
n > 5, |U|2 =∑pi=1 u2i , and ∆2 is the bi-Laplacian. System (Sp) is strongly coupled by the Gross–
Pitaevskii nonlinearity f si (U) = |U|s−1ui with associated potential F s(U) = (f s1 (U), . . . , f sp (U)),
where s ∈ (1, 2∗∗ − 1) with 2∗∗ = 2n/(n− 4) the (upper) critical Sobolev exponent.
By a classical solution to (Sp), we mean a p-map U such that each component ui ∈ C4,ζ(B∗R),
for some ζ ∈ (0, 1), and solves (Sp) in the classical sense (see Remark 9). A solution may
develop an isolated singularity at the origin, that is, some components may have a non-removable
singularity when x = 0. More accurately, a solution U to (Sp) is said to be singular, if there
exists i ∈ I := {1, . . . , p} such that the origin is a non-removable singularity for ui. Otherwise,
U is called non-singular, if the origin is a removable singularity for all components ui, that is,
ui can be extended continuously to the whole domain. We also say that a p-map solution U is
nonnegative (strongly positive) when ui > 0 (ui > 0) and U is superharmonic in case −∆ui > 0 for
all i ∈ I. Furthermore, when either ui > 0 or ui ≡ 0 for any i ∈ I, a solution U is called weakly
positive. Notice that, by the maximum principle, superharmonic solutions are weakly positive (see
Remark 7).
To make the exposition more comprehensible, we split our approach into three cases, namely
s ∈ (1, 2∗∗), s = 2∗∗, and s ∈ (2∗∗, 2∗∗−1), where 2∗∗ = n/(n − 4) is the lower Sobolev exponent (or
Serrin exponent). More precisely, 2∗∗ is the greatest exponent for which all nonnegative solutions
to (Sp) are trivial; this is a fourth order analog of the one found by J. Serrin [63] in the context of
second order quasilinear problems.
Our first main result provides qualitative information for both non-singular and singular
solutions to (Sp). We classify the limit blow-up solutions, that is, R =∞, which are interesting by
themselves, since this type of solution can be useful in some related topics, such as in the theory
of phase transition, in free boundary problems, and minimal hypersurface theory (see [62] and the
references therein).
Theorem 1 (Classification). Let R =∞ and U be a nonnegative solution to (Sp). Assume that
(i) the origin is a removable singularity, then U ≡ 0.
(ii) the origin is a non-removable singularity.
(a) If s ∈ (1, 2∗∗], then U ≡ 0;
(b) If s ∈ (2∗∗, 2∗∗ − 1), then there exists Λ ∈ Sp−1+ = {x ∈ Sp−1 : xi > 0} such that
U(x) = ΛK0(n, s)
1
s−1 |x|− 4s−1 , (1)
where K0(n, s) is defined by (21).
On our second main result, we classify the local behavior for solutions to (Sp) in the punctured
ball of radius R < ∞. More precisely, when s ∈ (1, 2∗∗) the norm of the solution U grows like
the fundamental solution to the bi-Laplacian, and the origin shall be a removable singularity.
In contrast, when s ∈ (2∗∗, 2∗∗ − 1), we show that the blow-up limit solutions in (1) are the
asymptotics models of (Sp) near the isolated singularity. In addition, since K0(n, s) ≡ 0 when
s = 2∗∗, a completely new asymptotics with a slow growing logarithmic term is proved, which is a
novelty even for the scalar case p = 1.
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Theorem 2 (Asymptotics). Let R <∞ and U be a nonnegative superharmonic singular solution
to (Sp). Then, it follows
|U(x)| = (1 +O(|x|))|U (x)| as x→ 0,
where |U(r)| = ∫−∂B1 |U(rθ)|dθ is the spherical average of |U|. Moreover,
(a) if s ∈ (1, 2∗∗), then
|U(x)| ≃ |x|4−n as x→ 0;
(b) if s = 2∗∗, then
|U(x)| = (1 + o(1))K̂0(n)
n−4
4 |x|4−n(− ln |x|) 4−n4 as x→ 0,
where
K̂0(n) =
(n− 4)(n − 2)(n + 4)
2
;
(c) if s ∈ (2∗∗, 2∗∗ − 1), then
|U(x)| = (1 + o(1))K0(n, s)
1
s−1 |x|− 4s−1 as x→ 0.
Theorems 1 and 2 complete the asymptotic classification for system (Sp) in the sense of the
celebrated works [6, 10, 33, 55, 63]. Some recent progress has been achieved on the critical case
(s = 2∗∗ − 1). In this setting, System (Sp) is related to conformal geometry, being the vectorial
extension of the constant Q-curvature equation. Inspired by the works of L. A. Caffarelli,
B. Gidas and J. Spruck [10, Theorem 1.2], and N. Korevaar, R. Mazzeo, F. Pacard and R.
Schoen [45, Theorem 1] on the singular Yamabe equation, we present some qualitative results
from [4, Theorems 1 and 2] and [3, Theorem 1’]. In this critical case, for geometrical reasons, (Sp)
is often considered with a normalizing constant c(n) > 0.
Theorem A. Let R =∞, s = 2∗∗ − 1, and U be a nonnegative solution to (Sp).
(i) If the origin is a removable singularity. Then, U is weakly positive and radially symmetric about
some x0 ∈ Rn. Moreover, there exist Λ ∈ Sp−1+ = {x ∈ Sp−1 : xi > 0} and a fourth order spherical
solution ux0,µ (see (2)) such that
U = Λux0,µ.
(ii) If the origin is a non-removable singularity. Then, U is strongly positive, radially symmetric
about the origin and decreasing. Moreover, there exist Λ∗ ∈ Sp−1+,∗ = {x ∈ Sp−1 : xi > 0} and an
Emden–Fowler solution ua,T (see (4)) such that
U = Λ∗ua,T .
In addition, when R <∞ and U is a strongly positive superharmonic solution to (Sp). Then, either
the origin is a removable singularity, or there exist a deformed Emden–Fowler solution ua,T,0 and
β∗1 > 1 such that
|U(x)| = (1 +O(|x|β∗1 ))ua,T,0(|x|) as x→ 0.
Notice that when p = 1, (Sp) reduces to the following nonlinear fourth order equation,
∆2u = us in B∗R. (S1)
Now we present a holistic picture of the classification and local behavior for solutions to this
equation. Namely, the next theorem summarizes some recent contributions due to C. S. Lin [54,
Theorem 1.3], Z. Guo, J. Wei and F. Zhou [39, Theorem 1.2], R. Frank and T. Ko¨nig [29,
Theorem 2], R. Soranzo [66, Theorems 3 and 5], [29, Theorem 2], H. Yang [72, Theorem 1.1],
T. Jin and J. Xiong [44, Theorem 1.1] and J. Ratzkin [61, Theorem 1]
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Theorem B. Let u be a nonnegative solution to (S1). Assume that.
Case (I): (punctured space) R =∞, and
(i) the origin is a removable singularity.
(a) If s ∈ (1, 2∗∗ − 1), then u ≡ 0;
(b) If s = 2∗∗ − 1, then there exist x0 ∈ Rn and µ > 0 such that u is radially symmetric
about x0 and, up to a constant, is given by
ux0,µ(x) =
(
2µ
1 + µ2|x− x0|2
)n−4
2
. (2)
These are called the (fourth order) spherical solutions (or bubbles).
(ii) the origin is a non-removable singularity.
(a) If s ∈ (1, 2∗∗], then u ≡ 0;
(b) If s ∈ (2∗∗, 2∗∗ − 1), then
u(x) = K0(n, s)
1
s−1 |x|− 4s−1 ; (3)
(c) If s = 2∗∗ − 1, then u is radially symmetric about the origin. Moreover, there exist
a ∈ (0, a0] and T ∈ (0, Ta] such that
ua,T (x) = |x|
4−n
2 va(ln |x|+ T ). (4)
Here a0 = [n(n − 4)/(n2 − 4)]n−4/8, Ta ∈ R is the fundamental period of the unique
T -periodic bounded solution va to the following fourth order Cauchy problem,{
v(4) +K∗2v
(2) +K∗0v = c(n)v
2∗∗−1
v(0) = a, v(1)(0) = 0, v(2)(0) = b(a), v(3)(0) = 0,
where K∗2 ,K
∗
0 are constants depending only on n and b(a) is determined by a ∈ (0, a0].
We call both ua,T and va,T (fourth order) Emden–Fowler (or Delaunay-type) solutions
and a ∈ (0, a0) its Fowler parameter, chosen to satisfy a = mint>0 va(t) (Appendix A).
Case (II): (punctured ball) R <∞, and the origin is a non-removable singularity. Suppose that u
is superharmonic. Then, u(x) = (1 + O(|x|))u(|x|) as x → 0, where u(r) = ∫−∂B1 u(rθ)dθ is the
spherical average of u. Moreover,
(a) if s ∈ (1, 2∗∗), then u(x) ≃ |x|4−n as x→ 0;
(b) if s = 2∗∗, then there exists C0(n) > 0 and 0 < r0 < R such that
|u(x)| 6 C0(n)|x|4−n(− ln |x|)
4−n
4 for 0 < |x| < r0; (5)
(c) if s ∈ (2∗∗, 2∗∗ − 1), then
u(x) = (1 + o(1))K0(n, s)
1
s−1 |x|− 4s−1 as x→ 0; (6)
(d) if s = 2∗∗ − 1, then there exists ua,T as in (4) such that
u(x) = (1 + o(1))ua,T (|x|) as x→ 0.
Furthermore, one can find a deformed Emden–Fowler solution ua,T,0 and β
∗
1 > 1 such that
u(x) = (1 +O(|x|β∗1 ))ua,T,0(|x|) as x→ 0.
Remark 3. In (5) (see [66, Theorem 5]) the upper bound estimate does not have an explicit
constant. We obtain a lower bound estimate and the “sharp constant” in the more general vectorial
setting. To this end, instead of using the techniques in [55], we define a nonautonomous cylindrical
transformation inspired by [6, Section 3] (see (28)). This new computation also allows us to
compute K̂0(n) > 0 (see Lemma 69), and can be further adapted for a plethora of problems.
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Remark 4. When s ∈ (2∗∗, 2∗∗ − 1), it is well known that (3) is an exact positive (unstable)
singular solution to (Sp), which provides an example of solution to (S1) that obeys the asymptotic
behavior (6) (for another class of solutions, see [39]). In this case, the superharmonic condition
can be dropped [72], which is indeed required to run the asymptotic analysis in the critical case
s = 2∗∗ − 1 [44]. More specifically, this hypothesis is essential to obtain the lower bound estimate
near the origin.
Next, we compare our preliminary results in the fourth order setting with their second order
counterparts. In this direction, for s ∈ (1, 2∗ − 1] and n > 3, where 2∗ = 2n/(n − 2) and
2∗ = n/(n − 2) are respectively the upper and lower critical Sobolev exponents. Let us consider
nonnegative p-map solutions U = (u1, . . . , up) : B∗R → Rp to the following second order system
analog to (Sp),
−∆ui = |U|s−1ui in B∗R. (7)
On this system, the results of O. Druet, E. Hebey and J. Ve´tois [23, Proposition 1.1], M.
Ghergu, S. Kim and H. Shahgholian [32, Theorems 1.1–1.5] and R. Caju, J. M. do O´ and A.
Santos [11, Theorem 1.2] provided the following classification and asymptotics,
Theorem C. Let U be a nonnegative solution to (7). Assume that
Case (I): (punctured space) R =∞, and
(i) the origin is a removable singularity.
(a) If s ∈ (1, 2∗ − 1), then U ≡ 0;
(b) If s = 2∗ − 1, then there exist Λ ∈ Sp−1+ , x0 ∈ Rn and µ > 0 such that U is radially
symmetric about x0 and, up to a constant, is given by
U(x) = Λ
(
2µ
1 + µ2|x− x0|2
)n−2
2
.
(ii) the origin is a non-removable singularity.
(a) If s ∈ (1, 2∗], then U ≡ 0;
(b) If s ∈ (2∗, 2∗ − 1), then there exists Λ∗ ∈ Sp−1+,∗ such that
U(x) = Λ∗
[
2(n − 2)(s − 2∗)
(s− 1)2
] 1
s−1
|x|− 2s−1 ;
(c) If s = 2∗ − 1 and U is radially symmetric about the origin. Moreover, there exist
Λ∗ ∈ Sp−1+,∗ , a ∈ (0, [(n − 2)/n](n−2)/4] and T ∈ (0, Ta] such that
U(x) = Λ∗|x| 2−n2 va(− ln |x|+ T ).
Here va,T is the unique T -periodic bounded solution to the following second order
problem {
v(2) − (n−2)24 v + n(n−2)4 v2
∗−1 = 0
v(0) = a, v(1)(0) = 0,
(8)
where Ta ∈ R is the fundamental period of va; both ua,T and va,T are called the (second
order) Emden–Fowler (or Delaunay type) solutions.
Case (II): (punctured ball) R <∞, and the origin is a non-removable singularity, then
|U(x)| = (1 +O(|x|))|U (x)| as x→ 0,
where |U(r)| = ∫−∂B1 |U(rθ)|dθ is the spherical average of |U|. Moreover,
(a) if s ∈ (1, 2∗], then |U(x)| ≃ |x|2−n as x→ 0;
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(b) if s = 2∗, then
|U(x)| = (1 + o(1))
(
n− 2√
2
)n−2
|x|2−n(− ln |x|) 2−n2 as x→ 0;
(c) if s ∈ (2∗, 2∗ − 1), then
|U(x)| = (1 + o(1))
[
2(n− 2)(s − 2∗)
(s − 1)2
] 1
s−1
|x|− 2s−1 as x→ 0;
(d) if s = 2∗ − 1, then there exists a second order Emden–Fowler ua,T as in (9) such that
|U(x)| = (1 + o(1))ua,T (|x|) as x→ 0.
Furthermore, one can find a deformed Emden–Fowler solution ua,T,0 and β
∗
1 > 1 such that
|U(x)| = (1 +O(|x|β∗1 ))ua,T,0(|x|) as x→ 0.
All this analysis is motivated by some standard asymptotic classification results due to J.
Serrin [63, Theorem 11], P.-L. Lions [55, Theorem 2], P. Aviles [6, Theorem A], B. Gidas and
J. Spruck [33, Theorems 1.1 and 1.2], and L. A. Caffarelli et al. [10, Theorems 1.1–1.3] with an
improvement given by N. Korevaar et al. [45, Theorem 1], which can be summarized as
Theorem D. Let u be a nonnegative solution to (7) with p = 1. Assume that
Case (I): (punctured space) R =∞, and
(i) the origin is a removable singularity.
(a) If s ∈ (1, 2∗ − 1), then u ≡ 0;
(b) If s = 2∗ − 1, then there exist x0 ∈ Rn and µ > 0 such that u is radially symmetric
about x0 and, up to a constant, is given by
ux0,µ(x) =
(
2µ
1 + µ2|x− x0|2
)n−2
2
;
those solutions are called the (second order) spherical solutions.
(ii) the origin is a non-removable singularity.
(a) If s ∈ (1, 2∗], then u ≡ 0;
(b) If s ∈ (2∗, 2∗ − 1), then
u(x) =
[
2(n − 2)(s − 2∗)
(s− 1)2
] 1
s−1
|x|− 2s−1 ;
(c) If s = 2∗ − 1 and u is radially symmetric about the origin. Moreover, there exist
a ∈ (0, [(n − 2)/n](n−2)/4] and T ∈ (0, Ta] such that
ua,T (x) = |x|
2−n
2 va(ln |x|+ T ), (9)
where va is a solution to (8). We call both ua,T and va,T (second order) Emden–Fowler
(or Delaunay-type) solutions
Case (II): (punctured ball) R < ∞, and the origin is a non-removable singularity, it follows that
u(x) = (1 + O(|x|))u(|x|) as x → 0, where u(r) = ∫−∂B1 u(rθ)dθ is the spherical average of u.
Moreover,
(a) (Serrin–Lions case) if s ∈ (1, 2∗ − 1], then u(x) ≃ |x|2−n as x→ 0;
(b) (Aviles case) if s = 2∗ − 1, then
u(x) = (1 + o(1))
(
n− 2√
2
)n−2
|x|2−n(− ln |x|) 2−n2 as x→ 0; (10)
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(c) (Gidas–Spruck case) if s ∈ (2∗, 2∗ − 1), then
u(x) = (1 + o(1))
[
2(n− 2)(s − 2∗)
(s− 1)2
] 1
s−1
|x|− 2s−1 as x→ 0;
(d) (Caffarelli–Gidas–Spruck case) if s = 2∗−1, then there exists a second order Emden–Fowler
solution ua,T as in (9) such that
u(x) = (1 + o(1))ua,T (|x|) as x→ 0;
(e) (Korevaar–Mazzeo–Pacard–Schoen case) Furthermore, one can find a deformed Emden–
Fowler solution ua,T,0 and β
∗
1 > 1 such that
u(x) = (1 +O(|x|β∗1 ))ua,T,0(|x|) as x→ 0. (11)
Remark 5. To analyze the lower critical second order case s = 2∗, in [6] it was introduced a new
type of cylindrical coordinates (see also Appendix A), which leads to the following nonautonomous
PDE on the cylinder CT := (− lnR,∞)× Sn−1,
w(2) + (n− 2)
(
1− 1
t
)
w(1) − n− 2
2t
(
n− 2− n
2t
)
w +∆θw +
1
t
w2∗ = 0, (12)
where w(t) = |x|2−n(− ln |x|) 2−n2 u(|x|) and t = − ln |x|.
In conclusion, we can summarize Theorems 1, 2 and A in one research program, which is
contained in the thesis [2].
Program. Let U be a nonnegative solution to (Sp). Assume that
Case (I): (punctured space) R =∞, and
(i) the origin is a removable singularity.
(a) If If s ∈ (1, 2∗∗ − 1), then U ≡ 0;
(b) If s = 2∗∗ − 1, then there exist Λ ∈ Sp−1+ , x0 ∈ Rn and µ > 0 such that u is radially
symmetric about x0 and, up to a constant, is given by U(x) = Λux0,µ(x), where ux0,µ
is the (fourth order) spherical solution defined by (2).
(ii) the origin is a non-removable singularity.
(a) If s ∈ (1, 2∗∗], then U ≡ 0;
(b) If s ∈ (2∗∗, 2∗∗ − 1), then there exists Λ∗ ∈ Sp−1+,∗ such that
U(x) = Λ∗K0(n, s)
1
s−1 |x|− 4s−1 ;
(c) If s = 2∗∗ − 1, then u is radially symmetric about the origin. Moreover, there exist
Λ∗ ∈ Sp−1+,∗ , a ∈ (0, a0] and T ∈ (0, Ta] such that U(x) = Λ∗ua,T (x), where ua,T is the
(fourth order) Emden–Fowler solution defined by (4).
Case (II): (punctured ball) R <∞, and the origin is a non-removable singularity. Suppose that U
is superharmonic. Then,
|U(x)| = (1 +O(|x|))|U (x)| as x→ 0,
where |U(r)| = ∫−∂B1 |U(rθ)|dθ is the spherical average of |U|. Moreover,
(a) if s ∈ (1, 2∗∗), then
|U(x)| ≃ |x|4−n as x→ 0;
(b) if s = 2∗∗, then
|U(x)| = (1 + o(1))
[
(n− 4)(n − 2)(n + 4)
2
]n−4
4
|x|4−n(− ln |x|) 4−n4 as x→ 0;
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(c) if s ∈ (2∗∗, 2∗∗ − 1), then
|U(x)| = (1 + o(1))K0(n, s)
1
s−1 |x|− 4s−1 as x→ 0;
(d) if s = 2∗∗ − 1, then there exists ua,T as in (4) such that
|U(x)| = (1 + o(1))ua,T (|x|) as x→ 0.
Furthermore, one can find a deformed Emden–Fowler solution ua,T,0 and β
∗
1 > 1 such that
|U(x)| = (1 +O(|x|β∗1 ))ua,T,0(|x|) as x→ 0.
The main difference between the asymptotic analysis for the critical and subcritical regimes
occurs because of the change on the monotonicity properties of the Pohozaev functional, which in
this case works as a Lyapunov function, classifying the type of stability for solutions to (Sp) around
a blow-up (shrink-down) limit solution. This method is inspired by Fleming’s tangent cone analysis
for minimal hypersurfaces [21, 27]). In the critical case, since the Pohozaev functional becomes
constant, limit solutions are stable, whereas, in the subcritical case, they are asymptotically
stable. This discrepancy is caused by the sign-changing behavior of the bi-Laplacian coefficients
in cylindrical coordinates, which are suitable for this problem (see Remark 16).
On the supercritical case s ∈ (2∗∗ − 1,∞), there are also several similar classification and
asymptotics results in the scalar case [9, 31, 38, 70]. Recently, some parts of Theorem C were
extended to the case of coupled systems with nonlinearities at the boundary (see [7, 8, 49]). We
speculate that a result in this direction shall be true for system (Sp). We also quote results like
Theorem 1 for higher order systems [14, 57, 69], for integral elliptic systems [16–18, 47], and for
fully nonlinear problems [35,40,52]. One can also find a more geometric motivation to study (S1).
In the critical case (s = 2∗∗−1), (S1) is equivalent to the constant Q-curvature equation (for more
details, see [15,41,42]). In contrast, s ∈ (1, 2∗∗ − 1), (S1) is the constant Q-curvature problem on
an underlying manifold that can be factored as S1 × Sn−1 [60].
Besides their applications in conformal geometry, strongly coupled fourth order systems also
appear in several parts of mathematical physics. For instance, in hydrodynamics, for modeling
the behavior of deep-water and Rogue waves in the ocean [24,56], and in the Hartree–Fock theory
for Bose–Einstein double condensates [1, 26]. Additionally, for p = 1 the second order system
(7) becomes the Lane–Emden–Fowler equation [25, 28, 46], which models the density of mass
distribution for polytropic spherical stars in hydrostatic equilibrium [13].
The strategy to prove Theorem 1 (i) is to use the Kelvin transform and a blow-up argument,
based on moving spheres technique. For (ii), we use the scaling invariance of Pohozaev functional
to study the behavior of limit solutions to (Sp) for blow-ups and shrink-downs limits. The proof
of Theorem 2 is divided into two parts. We prove the asymptotic symmetry of singular solutions
to (Sp) in the punctured ball. Then, we use some ODE analysis and the monotonicity properties
of the Pohozaev functional to study the asymptotic behavior for solutions on the cylinder.
On the technical level, the study of system (Sp) has several difficulties. For instance, the fourth
order operator implies a lack of strong maximum principle for solutions to (Sp). To deal with
this, we use Green identity to convert (Sp) into an integral equation system, for which a type of
maximum principle is available (see [44,48,51]). To deal with the nonlinear effects imposed by the
coupling term on the right-hand side of (Sp), we use some arguments from [22,23,32].
Here is our plan for the rest of the paper. In Section 2, we introduce some basic notation,
an integral representation for (Sp), the Kelvin transform, and both the autonomous and
nonautonomous cylindrical transformations. In Section 3, we define the associated Pohozaev
functionals, and we prove their (asymptotic) monotonicity properties. In section 4, we use sliding
techniques and a blow-up method to prove Theorem 1. In section 5, we use the monotonicity
formulas and some asymptotic analysis to prove Theorem 2.
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2. Preliminaries
This section aims to introduce some necessary background definitions and results for developing
the sliding methods and the asymptotic analysis that will be later used in this manuscript.
2.1. Basic notations. Throughout this text, we adopt some notations, and that will be described
as follows. Let x0 ∈ R∪{±∞}, u, u˜, f ∈ C∞c (B∗R) (resp. v, v˜ ∈ C∞c (CT )) be positive functions and
U , U˜ ∈ C∞c (B∗R,Rp) (V, V˜ ∈ C∞c (CT ,Rp)) nonnegative p-maps, we denote
• u = O(f) as x→ x0, if lim supx→x0(u/f)(x) <∞;• u = o(f) as x→ x0, if limx→x0(u/f)(x) = 0;
• u ≃ u˜ as x→ x0, if u = O(u˜) and u˜ = O(u) for x0 ∈ R ∪ {±∞};
• ∂ju = ∂u/∂xj for j ∈ N;
• ∂(j)r u = ∂ju/∂rj for j ∈ N are the higher order radial derivatives;
• ∂(j)t v = ∂jv/∂tj for j ∈ N;
• v(j) = djv/dtj for j ∈ N;
• D(j)U = (D(j)u1, . . . ,D(j)up);
• V(j) = (v(j)1 , . . . , v(j)p );
• ∇θ (or ∇σ) is the tangential gradient;
• ∂νu = ∂u/∂ν is the normal derivative;
• ∆θ = ∆Sn−1 (∆σ = ∆Sn−1) is the Laplace–Beltrami on the sphere Sn−1 = ∂B∗1 ;
• 〈U , U˜ 〉 =∑pi=1 uiu˜i is the inner product of p-maps.
• 〈D(j)U ,D(j)U˜〉 = ∑pi=1D(j)uiD(j)u˜i for j ∈ N is the inner product of higher order
derivatives of p-maps.
Here and subsequently, we always deal with nonnegative solutions U to (Sp), that is, ui > 0
for all i ∈ I, where we recall the notation I = {1, . . . , p}. Let us split the index set I into
I0 = {i : ui ≡ 0} and I+ = {i : ui > 0}. Then, we present a standard definition on the positiveness
of solution to elliptic systems More precisely, let us divide solutions to (Sp) into two types:
Definition 6. Let U be a nonnegative solution to (Sp). We call U strongly positive if I+ = I. On
the other hand, when I0 6= ∅, we say that U is weakly positive.
Remark 7. Nonnegative solutions are always weakly positive, provided that the maximum principle
holds. To this end, we either prove or assume that each component is superharmonic. In the
singular case, it is even possible to show that solutions are strongly positive (see, for instance, [4,
Corollary 47]), which we are not assuming here a priori.
Definition 8. Let Ω = B∗R be the punctured ball (space) with R < ∞ (R = ∞), and U be a
non-singular (singular) solution to (Sp). We say that U is a weak solution to (Sp), if it belongs to
D2,2(Ω,Rp) and satisfies (Sp) in the weak sense, that is,∫
Rn
〈∆U ,∆Φ〉dx =
∫
Rn
〈|U|s−1U ,Φ〉dx for all Φ ∈ C∞c (Ω,Rp).
Here D2,2(Ω,Rp) is the classical Beppo–Levi space, completion of the space of compactly supported
smooth p-maps, denoted by C∞c (Ω,R
p) under the Dirichlet norm ‖U‖2D2,2(Ω,Rp) =
∑p
i=1 ‖∆ui‖2L2(Ω).
Remark 9. Assuming that the component solutions are smooth away from the origin does not
impose any restrictions, since we are dealing with the subcritical regime. Indeed, by classical elliptic
regularity theory and bootstrap methods, one can prove that any weak non-singular (singular)
solution to (Sp) is also a classical non-singular (singular) solution. Besides, observe that for the
case of unbounded domains (R = ∞), some decay estimates are necessary to prove that solutions
have finite Lp-norm.
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2.2. Integral representation formulas. Now we use a Green identity to transform the fourth
order differential system (Sp) into an integral system. In this way, we can avoid using the classical
form of the maximum principle, and a sliding method is available [44, 51, 67], which will be used
to classify solutions. Besides, in this setting is also possible to prove regularity through a barrier
construction.
For n > 3, the following expression for the Green function of the Laplacian in the unit ball is
well-known.
G1(x, y) =
1
(n − 2)ωn−1
(
|x− y|2−n −
∣∣∣∣ x|x| − x|y|
∣∣∣∣2−n
)
,
where ωn−1 is the surface area of the Euclidean unit sphere. Besides, for any u ∈ C2 (B1)∩C
(
B¯1
)
,
the next decomposition holds,
u(x) = −
∫
B1
G1(x, y)∆u(y)dy +
∫
∂B1
H1(x, y)u(y)dσy,
where
H1(x, y) = −∂vyG1(x, y) =
1− |x|2
ωn−1|x− y|n for x ∈ B1 and y ∈ ∂B1,
with vy the outward normal vector at y.
Similarly, in the fourth order case with n > 5, for any u ∈ C4 (B1) ∩ C2
(
B¯1
)
, it follows
u(x) =
∫
B1
G2(x, y)∆
2u(y)dy +
∫
∂B1
H1(x, y)u(y)dσy −
∫
∂B1
H2(x, y)∆u(y)dσy,
where
G2(x, y) =
∫
B1×B1
G1 (x, y1)G1 (y1, y2) dy1dy2
and
H2(x, y) =
∫
B1×B1
G1 (x, y1)G1 (y1, y2)H1 (y2, y) dy1dy2.
By a direct computation, we have
G2(x, y) = C(n, 2)|x− y|4−n −A(x, y), (13)
where C(n, 2) = Γ(n−4)
24πn/2Γ(2)
, A : B1 ×B1 → R is a smooth map and Hi(x, y) > 0 for i = 1, 2.
In the next lemma, we provide basic integrability for singular solutions to (Sp) when R < ∞
and s > 1, which yields a weaker formulation for (Sp). Here, the proof is similar to the one
in [72, Lemma 3.1]. Nevertheless, we included the proof for the sake of completeness.
Lemma 10. Let R = 1, s ∈ (1,∞), and U be a nonnegative superharmonic singular solution to
(Sp).Then, U ∈ Ls (B1,Rp). In particular, if s ∈ (2∗∗,∞), then U is a distribution solution to
(Sp), that is, ∫
B1
〈U ,∆2Φ〉dx =
∫
B1
|U|s−1〈U ,Φ〉dx for any Φ ∈ C∞c (B1,Rp) . (14)
Proof. For any 0 < ε≪ 1, let us consider ηε ∈ C∞ (Rn) with 0 6 ηε 6 1 satisfying
ηε(x) =
{
0, if |x| 6 ε
1, if |x| > 2ε, (15)
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and |D(j)ηε(x)| 6 Cε−j for j > 1. Define ξε = (ηε)q, where q = sγ(s). Multiplying (Sp) by ξε, and
integrating by parts in Br with r ∈ (1/2, 1), we obtain∫
Br
|U|s−1uiξεdx =
∫
∂Br
∂ν∆uidσr +
∫
Br
ui∆
2ξεdx for all i ∈ I.
On the other hand, there exists C > 0 such that∣∣∆2ξε∣∣ 6 Cε−4 (ηε)q−4 χ{ε6|x|62ε} = Cε−4 (ξε)1/s χ{ε6|x|62ε},
which, by Ho¨lder’s inequality, gives us∣∣∣∣∫
Br
ui∆
2ξεdx
∣∣∣∣ 6 Cε−4 ∫
{ε6|x|62ε}
uiξ
1/s
ε dx
6 Cε−4εn(1−1/s)
(∫
{ε6|x|62ε}
|U|s−1uiξεdx
)1/s
6 C
(∫
{ε6|x|62ε}
|U|s−1uiξεdx
)1/s
.
Thus, it follows∫
Br
|U|s−1uiξεdx 6
∫
∂Br
∂ν∆uidσr + C
(∫
{ε6|x|62ε}
|U|s−1uiξεdx
)1/s
,
which provides a constant C > 0 (independent of ε) such that∫
Br
|U|s−1uiξεdx 6 C.
Now letting ε→ 0, since ui 6 |U|, we conclude that ui ∈ Ls (Br) for all i ∈ I and the integrability
follows.
We are left to show that U is a distribution solution to (Sp), that is, we need to establish (14).
For any Φ ∈ C∞c (B1,Rp), we multiply (Sp) by Φ˜ = ηεΦ, where ηε is given by (15). Then, using
that |U| ∈ Ls (Br) and integrating by parts twice, we get∫
B1
〈U ,∆2 (ηεΦ)〉dx =
∫
B1
〈|U|s−1U , ηεΦ〉dx. (16)
By a direct computation, we find that ∆2 (ηεφi) = ηε∆
2φi + ς
ε
i , where
ςεi = 4〈∇ηε,∇∆φi〉+ 2∆ηε∆φi + 4∆ηε∆φi + 4〈∇∆ηε,∇φi〉+ φi∆2ηε.
Furthermore, using Ho¨lder’s inequality again, we find∣∣∣∣∫
B1
〈U ,Ψε〉dx
∣∣∣∣ 6 C
(∫
{ε6|x|62ε}
|U|s−1uidx
)1/s
6 C
(∫
{ε6|x|62ε}
|U|sdx
)1/s
→ 0 as ε→ 0,
where Ψε = (ς
ε
1 , . . . , ς
ε
p) ∈ C∞c (B1,Rp). Finally, letting ε→ 0 in (16), and applying the dominated
convergence theorem the proof follows. 
In the following lemma, we employ some ideas due to L. Caffarelli et al. [10] and L. Sun and J.
Xiong [67].
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Lemma 11. Let R = 1, s ∈ (2∗∗,∞), and U ∈ C4(B¯∗1 ,Rp)∩L1(B1,Rp) be a nonnegative singular
solution to
∆2ui = f
s
i (U) in B∗1 , (17)
where f si (U) := |U|s−1ui. Then, |x|−qusi ∈ L1 (B1) for any q < n− 4s/(s− 1). Moreover,
ui(x) =
∫
B1
G2(x, y)∆
2ui(y)dy +
∫
∂B1
H1(x, y)ui(y)dσy −
∫
∂B1
H2(x, y)∆ui(y)dσy.
Proof. First, by Lemma 10, we have that |U| ∈ Ls (B1,Rp) and U is a distribuitional solution in
B1. Let η ∈ C∞(R) such that η(t) = 0 for t 6 1, η(t) = 1 for t > 2 and 0 6 η 6 1 for 1 6 t 6 2.
For small ε > 0, plugging η
(
ε−1|x|) |x|4−q into (17), and using integration by parts, it holds∫
B1
f si (U)η
(
ε−1|x|) |x|4−qdx = ∫
B1
ui∆
2
(
η
(
ε−1|x|) |x|4−q)dx+ ∫
∂B1
G(ui)dσy, (18)
where G(ui) involves ui and its derivatives up to third order. Taking q = q0 = 0 in (18), we have
that
∫
B1
usi |x|4(−q1−4/s)dx <∞ as ε→ 0, since by hypothesis ui ∈ L1 (B1) for all i ∈ I. Moreover,
by Ho¨lder inequality, if 0 < q1 < [n(s− 1)− 4]/s, we have∫
B1
ui|x|−q1dx =
∫
B1
ui|x|4/s|x|(−q1−4/s)dx 6
(∫
B1
usi |x|4dx
)1/s(∫
B1
|x|− 4+sq1s−1 dx
)(s−1)/s
<∞.
Next, using that q = q1 in (18) and taking the limit ε → 0, we obtain
∫
B1
us|x|4−q1dx < ∞. By
the same argument, we find
∫
B1
u|x|−q2dx < ∞, if q2 < [n(s − 1) − 4](s−1 + s−2). Iterating this
procedure, we get ∫
B1
ui|x|−qkdx <∞ and
∫
B1
usi |x|4−qkdx <∞,
if 0 < qk := [n(s− 1)− 4]
(∑k
i=1 s
−i
)
for k ∈ N, which proves the first statement.
Next, let us consider
ûi(x) =
∫
B1
G2(x, y)∆
2ui(y)dy +
∫
∂B1
H1(x, y)ui(y)dσy −
∫
∂B1
H2(x, y)∆ui(y)dσy for i ∈ I.
and define hi = ui − ûi. Thus, ∆2hi = 0 in B∗1 since usi ∈ L1 (B1) and ûi ∈ L2
∗∗/2
weak (B1) ∩ L1 (B1).
Furthermore, since the Riesz potential |x|4−n is of weak type (1, 2∗∗/2) (see [34, Chapter 9]), for
every 0 < ε ≪ 1, we can choose ρ > 0 such that ∫B2ρ fi(U(x))dx < ε, which implies that for all
M ≫ 1,
Ln ({x ∈ Bρ : |ûi(x)| > M}) 6 Ln
({
x ∈ Bρ :
∫
B2ρ
G2(x, y)fi(U(y))dy > µ/2
})
6 εM−2
∗∗/2.
Hence, hi ∈ L2
∗∗/2
weak (B1) ∩ L1 (B1) for all i ∈ I and for every 0 < ε ≪ 1, there exists ρ > 0 such
that for all sufficiently large µ≫ 1, it holds
Ln ({x ∈ Bρ : |hi(x)| > M}) 6 Ln ({x ∈ Bρ : |ui(x)| > M/2|}) + Ln ({x ∈ Bρ : |ûi(x)| > M/2})
6 εM−2
∗∗/2.
Using the Boˆcher theorem for biharmonic functions from [30], we obtain that ∆2hi = 0 in B1.
Finally, since hi = ∆hi = 0 on ∂B1, by the maximum principle, we have that hi ≡ 0 and thus
ui = ûi, which finishes the proof of the second part. 
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Remark 12. If U ∈ C2 (B∗1 ,Rp) is a nonnegative superharmonic p-map, then U ∈ L1
(
B1/2,R
p
)
.
Indeed, for 0 < r < 1 and i ∈ I, we have(
rn−1u
(1)
i
)(1)
6 0,
where ui(r) =
∫−∂B1 ui(rθ)dθ, which by a direct integration implies that ui(r) 6 C (r2−n + 1).
In the next result, we use the Green identity to convert (Sp) into an integral system.
Proposition 13. Let R <∞ and U be a nonnegative superharmonic solution to (Sp). Then, there
exists r0 > 0 such that
ui(x) =
∫
Br0
|x− y|4−nf si (U)dy + ψi(x), (19)
where ψi > 0 satisfies ∆
2ψi = 0 in Br0 for all i ∈ I. Moreover, one can find a constant C(r˜) > 0
such that ‖∇ lnψi‖C0(Br˜) 6 C (r˜) for all i ∈ I and 0 < r˜ < r0.
Proof. Using that −∆ui > 0 in B∗1 and ui > 0 in B¯1, it follows from the maximum principle that
c1i := infB1 ui = min∂B1 ui > 0. In addition, by Lemma 11, we get that f
s
i (U) ∈ L1 (B1), which
implies that there exists r0 < 1/4 satisfying∫
Bτ
|A(x, y)|f si (U)dy 6
c1i
2
for x ∈ Br0 ,
where A(x, y) is given by (13). Hence, for x ∈ Br0 , we get
ψi(x) = −
∫
Br
A(x, y)f si (U)dy +
∫
B1\Br
G2(x, y)f
s
i (U)dy
+
∫
∂B1
H1(x, y)ui(y)dσy −
∫
∂B1
H2(x, y)∆ui(y)dσy
> −c1i
2
+
∫
∂B1
H1(x, y)ui(y)dσy
> −c1i
2
+ inf
B1
ui =
c1i
2
.
By hypothesis, ψi ∈ C∞(Br0) for all i ∈ I, which provides that |∇ψi| 6 Ci(r˜) in Br˜ for all r˜ < ρ
and i ∈ I, where Ci (r˜) > 0 depends only on n, ρ, r˜ and in the L1 norm of f si (U). Consequently,
‖∇ lnψi‖C0(Br˜) 6 2
C (r˜)
c1i
for i ∈ I,
which finishes the proof. 
2.3. Kelvin transform. Later we will employ the moving spheres technique, which is based on
the fourth order Kelvin transform for a p-map. To define the Kelvin transform, we need to establish
the concept of inversion about a sphere ∂Bµ(x0), which is a map Ix0,µ : Rn → Rn \ {x0} given by
Ix0,µ(x) = x0+Kx0,µ(x)2(x−x0), whereKx0,µ(x) = µ/|x−x0| (for more details, see [4, Section 2.7]).
For Ω = BR (or Ω = R
n) or Ω = B∗R (or Ω = R
n \ {0}), we set Ωx0,µ := Ix0,µ(Ω) as the image
of Ω under the inversion map. Notice that Ωx0,µ = Ω \ Bµ(x0). The following definition is a
generalization of the Kelvin transform for fourth order operators applied to p-maps.
Definition 14. For any U ∈ C4(Ω,Rp), let us consider the fourth order Kelvin transform about
the sphere with center at x0 ∈ Rn and radius µ > 0 defined by
Ux0,µ(x) = Kx0,µ(x)n−4U (Ix0,µ(x)) .
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Proposition 15. If U be a solution to (Sp), then Ux0,µ is a solution to
∆2(ui)x0,µ = Kx0,µ(x)
(n−4)s−(n+4)|Ux0,µ|s−1(ui)x0,µ in Ω \ {x0} for i ∈ I,
where Ux0,µ = ((u1)x0,µ, . . . , (up)x0,µ).
Proof. It directly follows by using [71, Lemma 3.6] on each component solution ui. 
2.4. Cylindrical transformation. Here the goal is to convert the subcritical System (Sp) into
a PDE on a cylinder. Then, the local behavior near the origin reduces the asymptotic global
behavior for tempered solutions to a fourth order PDE defined on a cylinder. We have included
the computations for both second and fourth cases in Appendix A.
2.4.1. Autonomous case. Initially, let us introduce the so-called cylindrical transformation (see
also [4]). First, we consider the cylinder CR := (0, R)× Sn−1 and ∆2sph the bi-Laplacian written in
spherical (polar) coordinates,
∆2sph = ∂
(4)
r +
2(n − 1)
r
∂(3)r +
(n− 1)(n − 3)
r2
∂(2)r −
(n− 1)(n − 3)
r3
∂r
+
1
r4
∆2σ +
2
r2
∂(2)r ∆σ +
2(n − 3)
r3
∂r∆σ − 2(n − 4)
r4
∆σ,
where ∆σ denotes the Laplace–Beltrami operator in S
n−1. Then, in polar coordinates, we can
rewrite (Sp) as the nonlinear system,
∆2sphui = |U|s−1ui in CR.
In addition, we apply the Emden–Fowler change of variables (or logarithm coordinates) given by
V(t, θ) = rγ(s)U(r, σ), where r = |x|, t = − ln r, θ = x/|x| and γ(s) = 4/(s − 1), which sends the
problem to a cylinder CT := (− lnR,∞) × Sn−1. Using this coordinate system and performing a
lengthy computation, we arrive at the following fourth order nonlinear PDE system on the cylinder,
∆2cylvi = |V|s−1vi on CT . (20)
Here ∆2cyl is the bi-Laplacian written in cylindrical coordinates given by
∆2cyl = ∂
(4)
t +K3(n, s)∂
(3)
t +K2(n, s)∂
(2)
t +K1(n, s)∂t +K0(n, s)
+ ∆2θ + 2∂
(2)
t ∆θ + J1(n, s)∂t∆θ + J0(n, s)∆θ,
where Kj(n, s), Jj(n, s) are constants depending only on n, s for j = 0, 1, 2, 3, 4, which are defined
by
K0(n, s) = 8(s − 1)−4
[
(n− 2)(n − 4)(s − 1)3 + 2 (n2 − 10n+ 20) (s− 1)2 − 16(n − 4)(s − 1) + 32] ,
K1(n, s) = −2(s − 1)−3
[
(n− 2)(n − 4)(s − 1)3 + 4 (n2 − 10n + 20) (s− 1)2 − 48(n − 4)(s − 1) + 128] ,
K2(n, s) = 1(s − 1)−2
[(
n2 − 10n+ 20) (s− 1)2 − 24(n − 4)(s − 1) + 96] ,
K3(n, s) = 2(s − 1)−1[(n− 4)(s − 1)− 8], (21)
J0(n, s) = −2(s− 1)−2
[
(n− 4)(s − 1)2 + 4(n − 4)(s − 1)− 16] ,
J1(n, s) = 2(s− 1)−1 [(n− 4)(s − 1) + 16] .
Remark 16. By direct computations, notice that when s = 2∗∗ − 1, it follows
K∗1 ≡ K∗3 ≡ J∗1 ≡ 0, K∗0 =
n2(n− 4)2
16
, K∗2 = −
n2 − 4n + 8
2
, and J∗0 = −
n(n− 4)
2
,
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whereas, when s = 2∗∗, it holds
K0,∗ ≡ 0, K1,∗ = 2(n − 4)(n+ 2), K2,∗ = n2 − 10n + 20, K3,∗ = J1,∗ = 2(n − 4), and J0,∗ = −2(n − 4).
Moreover, by [72, Lemma 3.3], for s ∈ (2∗∗, 2∗∗ − 1), one has
K0(n, s) > 0, K1(n, s) > 0, and K3(n, s) < 0, J0(n, s) < 0,
and, K2(n, s) has no defined sign. This change of sign behavior explains why one needs to use
distinct methods when the power parameter s ∈ (1,∞) changes.
Definition 17. Let us consider the autonomous cylindrical transformation as follows
F : C∞c (B
∗
R,R
p)→ C∞c (CT ,Rp) given by F(U) = rγ(s)U(r, σ). (22)
Notice that in the limit case R =∞, that is, C∞ = R× Sn−1, blow-up solutions are rotationally
invariant. Therefore, (20) becomes the following ODE system with constant coefficients,
v
(4)
i +K3(n, s)v
(3)
i +K2(n, s)v
(2)
i +K1(n, s)v
(1)
i +K0(n, s)vi = |V|s−1vi in R, (23)
which can be furnished with the suitable initial data at t = 0 to become a well-posed Cauchy
problem.
Remark 18. The transformation F is a continuous bijection with respect to the Sobolev norms
‖ · ‖D2,2(B∗R,Rp) and ‖ · ‖H2(CT ,Rp), respectively. Furthermore, this transformation sends singular
solutions to (Sp) into solutions to (20) and by density, we get F : D2,2(B∗R,Rp) → H2(CT ,Rp).
Moreover, notice that with minor changes, all these computations could have been carried out if
the opposite sign convention on the Emden–Fowler change of variables, that is, taking t = ln |x|
also leads to the same asymptotics.
Remark 19. In more geometrical terms, this change of variables corresponds to the conformal
diffeomorphism between the cylinder and the punctured space, ϕ : (C∞, gcyl)→ (Rn\{0}, δ0) defined
by ϕ(t, σ) = e−tσ. Here gcyl = dt
2+dσ2 stands for the cylindrical metric and dθ = e−2t(dt2+dσ2)
for its volume element obtained via the pullback ϕ∗δ0, where δ0 is the standard flat metric.
2.4.2. Nonautonomous case. In the lower critical case, because of the vanishing of the coefficient
K0(n, 2∗∗), we already know that the situation changes dramatically. In this fashion, we define the
so-called nonautonomous Emden–Fowler change of variables [6, 32,65,68] given by
W(t, θ) = r4−n(− ln r) 4−n4 U(r, σ), where t = − ln r and θ = x|x|−1. (24)
This again sends in the punctured ball (Sp) with s = 2∗∗ to the cylinder CT . Using this coordinate
system and performing a lengthy computation (see Appendix A), we arrive at the following fourth
order nonlinear PDE system on the cylinder,
∆˜2cylwi = t
−1|W|2∗∗−1wi on CT for i ∈ I. (25)
Here ∆˜2cyl is the bi-Laplacian written in nonautonomous cylindrical coordinates given by
∆˜2cyl = ∂
(4)
t + K˜3(n, t)∂
(3)
t + K˜2(n, t)∂
(2)
t + K˜1(n, t)∂t + K˜0(n, t)
+ ∆2θ + 2∂
(2)
t ∆θ + J˜1(n, t)∂t∆θ + J˜0(n, t)∆θ,
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where K˜j(n, t), J˜j(n, t) : R
∗ → R are real functions of t for j = 0, 1, 2, 3, which are defined by
K˜0(n, t) =
(n− 4)n(n+ 4)(n + 8)
256t4
− (n− 4)
2n(n+ 4)
32t3
+
(n− 4)n(n2 − 10n + 20)
16t2
+
(n− 4)(n − 2)(n + 4)
t
,
K˜1(n, t) =
(n− 4)n(n+ 4)
16t3
+
3n(n− 4)
8t2
+
(n− 4)(n2 − 10n + 20)
2t
− 2(n− 4)(n − 2),
K˜2(n, t) =
3n(n− 4)
8t2
− 3(n − 4)
2
2t
+ n2 − 10n + 20,
K˜3(n, t) =
n− 4
t
+ 2(n− 4), (26)
J˜0(n, t) =
n(n− 4)
8t2
− (n− 4)
2
2t
− 2(n − 4),
J˜1(n, t) = −n− 4
t
+ 2(n− 4).
Again in the limit case R = ∞, by rotational invariance, (25) becomes the following
nonautonomous ODE system,
w
(4)
i + K˜3(n, t)w
(3)
i + K˜2(n, t)w
(2)
i + K˜1(n, t)w
(1)
i + K˜0(n, t)wi = t
−1|W|2∗∗−1wi in R. (27)
Analogously to the standard autonomous case, we also consider a transformation that sends
singular solution to (Sp) into solutions to a nonautonomous ODE on the cylinder (25).
Definition 20. Let us consider the non-autonomous cylindrical transformation as follows
F˜ : C∞c (B
∗
R,R
p)→ C∞c (CT ,Rp) given by F˜(U) = r4−n(− ln r)
4−n
4 U(r, σ), (28)
where r = |x|, t = − ln r and θ = x|x|−1.
Remark 21. The nonautonomous cylindrical transformation (28) is essential to convert our PDE
system into a far simpler nonautonomous ODE. Besides, it could be extended to study general PDE
systems for which a nonlinear change of variables (likewise the Emden–Fowler change of variables)
is not available yet.
3. Pohozaev functionals
Next, we define two central characters in our studies, the so-called autonomous and
nonautonomous Pohozaev functionals 1. This is a type homological functional associated to (Sp),
which is also useful in many other contexts [45,58]. The heuristics is that these Pohozaev functional
classify whether or not the blow-up limit solutions in cylindrical coordinates are (asymptotically)
stable equilibrium points of the associated fourth order ODEs (23) and (27). More precisely,
from the dynamical systems point of view, it works as a Lyapunov functional. In contrast with
the critical case where this functional is constant, in the subcritical setting, we show that the
Pohozaev functional satisfies a monotonicity property. Later, we introduce a family of scalings
together with its blow-up (shrink-down) limit, which combined with blow-up analysis will be the
crucial ingredient to perform the asymptotic methods in Section 5. Based on the tangent cone
analysis due to Fleming [21,27], we also show that the vanishing of the derivative of the Pohozaev
invariant is related to the homogeneity of solutions. Let us remark that to prove the Pohozaev
invariant to be well-defined, one needs to use some upper estimates and asymptotic symmetry that
will be proved independently in Section 5.
1In physics, it is also referred to as balanced-energy-type functional appearing in the conservation of energy for
physical systems, also known as virial theorems
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3.1. Autonomous case. Initially, let us define the Hamiltonian energy associated to the PDE
system on the cylinder given by (20) (see [29,37,72,73]).
Definition 22. For any V nonnegative solution to (20), let us consider its Hamiltonian energy
given by
H(t, θ,V) := Hrad,1(t, θ,V) +Hrad,2(t, θ,V) +Hang(t, θ,V). (29)
Here
Hrad,1(t, θ,V) = −
(
〈V(3)(t, θ),V(1)(t, θ)〉+K3(n, s)〈V(2)(t, θ),V(1)(t, θ)〉
)
,
Hrad,2(t, θ,V) = 1
2
(
|V(2)(t, θ)|2 −K2(n, s)|V(1)(t, θ)|2 −K0(n, s)|V(t, θ)|2
)
+
1
s+ 1
|V(t, θ)|s+1, and
Hang(t, θ,V) = −1
2
(|∆θV(t, θ)|2 − J1(n, s)|∇θV(t, θ)|2 − |∂t∇θV(t, θ)|2) ,
where Kj(n, s) for j = 0, 1, 2, 3 and J0(n, s) are defined by (21).
Remark 23. In the limit case R =∞, by radial symmetry, we have the vanishing of the angular
term in (29), that is, Hang(t, θ,V) ≡ 0 for all t ∈ R and V solution to (20). When R < 0, it
does not happen, which makes the ODE analysis more delicate. Especially, in the critical case
s = 2∗∗ − 1.
For each fixed t ∈ (0,∞), we can integrate (29) over the cylindrical slice Sn−1t = {t} × Sn−1 to
define a functional acting on C∞(CT ,Rp) that will play a central role in our analysis.
Definition 24. For any V nonnegative solution to (20), let us define its cylindrical Pohozaev
functional by
Pcyl(t,V) =
∫
S
n−1
t
H(t, θ,V)dθ.
Here Sn−1t = {t} × Sn−1 is the cylindrical ball with volume element given by dθ = e−2tdσ, where
dσr is the volume element of the ball of radius r > 0 in R
n.
Using the inverse of cylindrical transformation, one can also construct the spherical Pohozaev
functional given by Psph(r,U) :=
(Pcyl ◦ F−1) (t,V). Also, one has the following Pohozaev-type
identity.
Lemma 25. Let U , U˜ ∈ C4(B∗1 ,Rp) and 0 < r1 6 r2 < 1. Then, it follows
p∑
i=1
∫
Br2\Br1
[
∆2ui〈x,∇u˜i〉+∆2u˜i〈x,∇ui〉 − γ(s)
(
u˜i∆
2ui + ui∆
2u˜i
)]
dx
=
p∑
i=1
[∫
∂Br2
q(ui, u˜i)dσr2 −
∫
∂Br1
q(ui, u˜i)dσr1
]
.
Here γ(s) = 4(s − 1)−1 is the Fowler exponent, and
q(ui, u˜i) =
3∑
j=1
l¯j(x,D
(j)ui,D
(4−j)u˜i) +
3∑
j=0
l˜j(D
(j)ui,D
(3−j)u˜i), (30)
where both l¯j, l˜j are linear in each component for j = 0, 1, 2, 3. Moreover,
l¯3(D
(3)ui, u˜i) = γ(s)
∫
∂Br2
u˜i∂ν∆uidσr2 .
where ν is the outer normal vector to ∂Br2 .
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Proof. See the proof in [36, Proposition 3.3] and [44, Propositon A.1]. 
Remark 26. Using the last lemma, we present a explicit formula for the spherical Pohozaev
functional
Psph(r,U) =
p∑
i=1
∫
∂Br
[
q(ui, ui)− 1
s+ 1
r|U|s+1
]
dσr, (31)
where q is defined by (30).
Remark 27. For easy reference, let us summarize the following properties of the Pohozaev
functionals:
(i) Psph(r,U) = ωn−1Pcyl(t,V), where ωn−1 is the (n− 1)-dimensional surface measure of the unit
sphere;
(ii) Psph(r, u) = (Pcyl ◦ F−1)(t, v), where
Pcyl(t, v) =
∫
S
n−1
t
H(t, θ, v)dθ.
Subsequently, we deduce a monotonicity formula for the cylindrical Pohozaev functional
Pcyl(t,V), which will be essential to show that the limit Pohozaev invariant is well-defined as t→∞
(or as r → 0, in spherical coordinates). Such monotonicity property is inspired by [72, Lemma 3.4]
(see also [21,32,73]).
Proposition 28. Let s ∈ (2∗∗, 2∗∗ − 1), −∞ < − lnR < t1 6 t2, and V be a nonnegative solution
to (20). Then, Pcyl(t2,V) − Pcyl(t1,V) > 0. More precisely, we have the monotonicity formula,
∂tPcyl(t,V) =
∫
S
n−1
t
[
K1(n, s)|V(1)|2 −K3(n, s)
(
|V(2)|2 + |∂t∇θV|2
)]
dθ. (32)
In particular, Pcyl(t,V) is nondecreasing, and so Pcyl(∞,V) := limt→∞Pcyl(t,V) exists.
Proof. Initially, observe that (32) follows by a direct computation, which consists in taking the
inner product of (23) with V(1), and integrating by parts on Sn−1t . Therefore, using Remark 16,
we find ∂tPcyl(t,V) > 0, which proves that the cylindrical Pohozaev functional is nondecreasing.
Finally, since by Lemma 55, the Pohozaev functional is bounded above, the full existence of limit
follows. 
Corollary 29. Let s ∈ (2∗∗, 2∗∗ − 1), 0 < r1 6 r2 < R < ∞, and U be a nonnegative solution to
(Sp). Then, Psph(r2,U)− Psph(r1,U) 6 0.
Proof. Indeed, a simple computation shows the following relation between the derivative of the
two Pohozaev functionals,
∂rPsph(t,U) = −e−t∂tPcyl(t,V),
which combined with Proposition 28 implies that the spherical Pohozaev functional is
nonincreasing. 
Remark 30. Using the inverse of cylindrical transform, that is, Psph = Pcyl ◦ F−1, it follows that
Psph(0,U) = limr→0Psph(r,U) = limt→∞Pcyl(t,V). The last equality implies that the Pohozaev
invariant is well-defined in the punctured ball, when R→ 0.
Now for any U be a solution to (Sp), for any λ > 0, we define the following λ-rescaling given by
Ûλ(x) := λγ(s)U(λx).
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Notice that the λ-rescaled solution is still a nonnegative solution to (Sp) with R = λ−1. Moreover,
we get the following scaling invariance
Psph(r, Ûλ) = Psph(λr,U). (33)
This follows by directly using the inverse cylindrical transform as in Remark 30.
Next, we prove that the invariance of the Pohozaev invariant is equivalent to the homogeneity
of the blow-up limit solutions to (Sp). A similar result can also be found in [21], where a different
type of functional is considered.
Lemma 31. Let 0 < r1 6 r2 < R < ∞, s ∈ (2∗∗, 2∗∗ − 1), and U be a nonnegative solution to
(Sp). Then, Psph(r,U) is constant, if, and only if, for any r ∈ (r1, r2), U is homogeneous of degree
γ(s) > 0 in Br2 \ B¯r1, that is,
U(x) = |x|−γ(s)U
(
x
|x|
)
in Br2 \ B¯r1 .
Proof. Notice that if s 6= 2∗∗ − 1, then K0(n, s) 6= 0. Thus, supposing that Psph(r,U) is constant
for r1 < r < r2, together with (31) yields that ∂νU = γ(s)r−1U on ∂Br for any r1 < r < r2, where
ν is the unit normal pointing towards the origin. Therefore, U is homogeneous of degree −γ(s) in
Br2 \ B¯r1 , which concludes the proof. 
3.2. Nonautonomous case. In the lower critical case s = 2∗∗, since K0,∗ := K0(n, 2∗∗) = 0 and
γ(2∗∗) = n − 4, a new cylindrical transformation was defined. Concerning this nonautonomous
cylindrical transformation, we compute the associated Pohozaev functional, which in this situation
has some time-dependent terms. Then, we also need to prove a monotonicity formula such
as the one in Lemma 28. Nevertheless, a far more subtle analysis is required because of
the nonautonomous terms, which now depends on the dimension. We believe that this new
monotonicity formula is relevant on its own, since it can be further applied to provide asymptotic
analysis for general PDE systems, for which a usual autonomous Pohozaev invariant is not
available. First, to shorten our notation, we omit the variables n and t for the coefficients defined
by (26), and the variables θ and t for p-maps on the cylinder, when it is convenient.
Definition 32. For any W solution to (25), let us consider its Hamiltonian energy defined by
H˜(t, θ,W) := H˜rad,1(t, θ,W) + H˜rad,2(t, θ,W) + H˜ang(t, θ,W). (34)
Here,
H˜rad,1(t, θ,W) = −t
(
〈W(3)(t, θ),W(1)(t, θ)〉+ K˜3(n, t)〈W(2)(t, θ),W(1)(t, θ)〉
)
,
H˜rad,2(t, θ,W) = t
2
(
|W(2)(t, θ)|2 − K˜2(n, t)|W(1)(t, θ)|2 − K˜0(n, t)|W(t, θ)|2
)
+ (2∗∗ + 1)
−1|W(t, θ)|2∗∗+1,
H˜ang(t, θ,W) = − t
2
(
|∆θV(t, θ)|2 − J˜0(n, t)|∇θV(t, θ)|2 − 2|∂t∇θV(t, θ)|2
)
,
where K˜j(n, t) for j = 0, 1, 2, 3 and J˜1(n, t) are defined by (26).
Remark 33. As in the autonomous case, when R = ∞, using radial symmetry, we find
H˜ang(t, θ,W) ≡ 0 for all t ∈ R and W solution to (25).
Again, for each fixed slice, we can integrate (34) over Sn−1t to define another functional, which
will be well-defined for any t ∈ (0,∞) since U is smooth away from the origin.
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Definition 34. For any W solution to (25), let us define its cylindrical Pohozaev functional by
P˜cyl(t,W) =
∫
S
n−1
t
H˜(t, θ,W)dθ.
Remark 35. Due to Proposition 59, for R < ∞, we get that |W(t, θ) − W(t)| = O (e−βt) as
t → ∞, for some β > 0, where W(t) is the average of W(t, θ) over θ ∈ Sn−1t . In particular, one
can find some large T0 ≫ 1 and C > 0 (independent of t) satisfying
|∇θW(t, θ)|+ |∆θW(t, θ)| 6 Ce−βt in CT0 . (35)
Moreover, from the sharp estimate in Proposition 28 and the gradient estimate (57), it follows
|W(t, θ)| + |W(1)(t, θ)|+ |W(2)(t, θ)|+ |W(3)(t, θ)| 6 C in CT0 . (36)
Before we proceed to the proof of the monotonicity formula, we need to show an auxiliary result
concerning the asymptotic behavior of local solutions to (Sp) and its derivatives when t ≫ 1 is
sufficiently large.
Lemma 36. Let R < ∞, s = 2∗∗, and W be the nonautonomous cylindrical transform given by
(24). Then, limt→∞ |W(t, θ)| ∈
{
0, K̂0(n)
n−4
4
}
, where K̂j(n) = limt→∞ tK˜j(n, t) for j = 0, 1, 2, 3.
Moreover,
lim
t→∞
|W(j)(t, θ)| = lim
t→∞
|W (j)(t)| = 0 for all j > 1.
Proof. Indeed, using the asymptotic symmetry in Proposition 59 and the estimates in Remark 35,
we have that the cylindrical transformation of spherical average W = F˜(U) satisfies,
tw
(4)
i + K̂3(n)w
(3)
i + K̂2(n)w
(2)
i + K̂1(n)w
(1)
i = |W|2∗∗−1wi − K̂0(n)wi +O(wi(t)e−t) as t→∞.
Thus, decomposing the left-hand side of the last equation into a product of two second order
operator, we can adapt the arguments in [37, Section 2] (see also [4, Section 4]) for the last fourth
order asymptotic identity. In this fashion, we split the proof of the claim into two steps:
Step 1: Either |W(t, θ)| = o(1) or |W(t, θ)| = K̂0(n)n−44 + o(1) as t→∞.
As a matter of fact, the conclusion follows direct from the same argument in [37, Lemma 2.1] to
the limit ODE (23) (see also [4, Lemma 38]).
Step 2: |∂(j)t W(t, θ)| = o(1) as t→∞ for all j > 1.
Indeed, we can adapt the proof in [37, Lemma 2.1] to the ODE system (23) (see also [4, Lemma 39]).
Steps 1 and 2 together give the proof for the first claim. 
The next proposition is the most important result of this subsection, namely the monotonicity
of this new Pohozaev functional. We should point out that while the second order case, the
asymptotic sign of the Pohozaev functional derivative depends on the dimension. Notice that to
the limit behavior to be well-defined, and it is only necessary that the sign is constant and non-zero
for large time.
Proposition 37. Let R < ∞, s = 2∗∗, and U be a nonnegative solution to (Sp). Then, there
exists T1 ≫ 1 sufficiently large such that sgn(∂tP˜cyl(t,W)) is non-vanishing and constant for
t > T1. Namely,
(i) if 5 6 n 6 7, then there exists T∗ ≫ 1 such that P˜cyl(t,W) is nonincreasing for t > T∗.
(ii) if n > 8, then there exists T ∗ ≫ 1 such that P˜cyl(t,W) is nondecreasing for t > T ∗.
Moreover, P˜cyl(∞,W) := limt→∞P˜cyl(t,W) exists.
QUALITATIVE PROPERTIES FOR SOLUTIONS TO FOURTH ORDER SYSTEMS 21
Proof. By differentiating H˜(t,W) with respect to t, we get
∂tH˜(t, θ,W) = −
(
〈W(3),W(1)〉+ K˜3〈W(2),W(1)〉
)
+
1
2
(
|W(2)|2 − K˜2|W(1)|2 − K˜0|W|2
)
− 1
2
(
|∆θW|2 + J˜0|∇θW|2 − 2|∂t∇θW|2
)
+ 〈|W|2∗∗W,W(1)〉
− t
(
K˜3|W(2)|2 + K˜(1)3 〈W(2),W(1)〉 −
K˜
(1)
2
2
|W(1)|2 − K˜
(1)
0
2
|W|2 + J˜
(1)
0
2
|∇θW|2
)
− t
(
〈W(4) + K˜3W(3) + K˜2W(2) + K˜0W,W(1)〉
)
− t
2
〈∆θW, ∂t∆θW〉
− t
2
〈J˜0∇θW, ∂t∇θW〉 − t〈2∂(2)t ∇θW,W(1)〉.
Now integrating by parts over Sn−1t (using differentiation under the integral sign one can even omit
the dependence on t) combined with (25), provides
∂tP˜cyl(t,W) =
∫
S
n−1
t
[
−
(
〈W(3),W(1)〉+ K˜3〈W(2),W(1)〉
)
+
1
2
(
|W(2)|2 − K˜2|W(1)|2 − K˜0|W|2
)
− t
(
K˜3|W(2)|2 + K˜(1)3 〈W(2),W(1)〉+
K˜
(1)
2
2
|W(1)|2 + K˜
(1)
0
2
|W|2 − K˜1|W(1)|2
)
−1
2
(
|∆θW|2 + J˜0|∇θW|2 − 2|∂t∇θW|2 + J˜ (1)0 |∇θW|2 − J˜1|∂t∆θW|
)]
dθ,
which can be reformulated as
∂tP˜cyl(t,W) = Ξang(t,W) + Ξrad(t,W).
Here
Ξang(t,W) := −1
2
∫
Sn−1
(
|∆θW|2 + J˜0|∇θW|2 − 2|∂t∇θW|2 + J˜ (1)0 |∇θW|2 − J˜1|∂t∆θW|2
)
dθ
(37)
and
Ξrad(t,W) :=
∫
Sn−1
[
〈−W(3) + p3W(2),W(1)〉+ p2|W(2)|2 + p1|W(1)|2 + p0|W|2
]
dθ, (38)
where
p3(n, t) := −
[
K˜3(n, t) + K˜
(1)
3 (n, t)
]
, p2(n, t) := −1
2
[
2tK˜3(n, t)− 1
]
,
p1(n, t) := −1
2
[
K˜2(n, t) + tK˜
(1)
2 (n, t)− 2tK˜1(n, t)
]
, and p0(n, t) := −1
2
[
K˜0(n, t) + tK˜
(1)
0 (n, t)
]
.
More explicitly,
p3(n, t) := −n− 4
t2
− n− 4
t
− 2(n− 4),
p2(n, t) := −n− 4
t
− 4n − 17
2
,
p1(n, t) :=
n(n+ 7)(n − 4)
16t2
+
3n(n− 4)2
8t
+ 5(7n − 10) − 2(n− 2)(n − 4)t, (39)
p0(n, t) :=
3(n− 4)n(n + 4)(n + 8)
512t4
+
(n− 4)2n(n+ 4)
32t3
+
(n− 4)n(n2 − 10n+ 20)
32t2
.
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Let us consider
Υ(t,W) = 〈−W(3) + p3(n, t)W(2),W(1)〉+ p2(n, t)|W(2)|2 + p1(n, t)|W(1)|2 + p0(n, t)|W|2,
the integrand in (38). Notice that by Remark 35 and Lemma 36 there exists T0 ≫ 1 such that
sign(Υ(t,W)) = sign(p0(n, t)|W|2) for t > T ∗. Besides, we directly verify for n > 8 that there
exist t0 ≫ 1 sufficiently large such that p0(n, t) > 0 for t > t0, which, by taking T ∗ := max{T0, t0},
implies that P˜cyl(t,W) is nondecreasing for t > T ∗. However, for 5 6 n 6 7, there exist t1 ≫ 1
sufficiently large such that p0(t) > 0 for t > t1; thus, setting T∗ := max{T0, t1}, we get that
P˜cyl(t,W) is nonincreasing for t > T∗. Hence, the existence of P˜cyl(∞,W) follows since P˜cyl(t,W)
is uniformly bounded both from above and below as t→∞, and, by (35), it gives us
lim
t→∞
Ξang(t,W) = 0,
where Ξang is defined by (37). This combined with (36) yields that lim inft→∞ P˜cyl(t,W) < ∞.
The proof is concluded. 
To prove the full existence of P˜cyl(∞,W), we shall verify the estimates in the next lemma, which
is a fourth order version of [32, Lemma 7.13] (see also [6, Lemma 3.2]). Due to the appearance
of higher order derivative terms, we give a different proof to the ones in the lemma quoted above.
Namely, our proof is based on Lemma 36 combined with a simple L’Hoˆspital rule.
Lemma 38. Let R < ∞, s = 2∗∗, and W be the nonautonomous cylindrical transform given by
(28). Then,
lim
t→∞
Ξrad(t,W) = 0, (40)
where Ξrad is defined by (38).
Proof. Now we combine the asymptotic estimate proved in Lemma 36 with the L’Hoˆspital rule to
prove this convergence to zero. In fact, notice that (40) can be rewritten as
Ξrad(t,W) := I4 + I3 + I2 + I1 + I0.
Next, we estimate each term of the last identity separately by steps.
Step 1: I4 := limt→∞
∫
Sn−1
〈W(3)(t, θ),W(1)(t, θ)〉dθ = 0.
It follows directly by Lemma 36.
Step 2: I3 = limt→∞
∫
Sn−1
p3(n, t)〈W(2)(t, θ),W(1)(t, θ)〉dθ = 0.
In fact, using (39), one has that limt→∞ p3(n, t) <∞. Thus,
lim
t→∞
∫
Sn−1
p3(n, t)〈W(2)(t, θ),W(1)(t, θ)〉dθ =
(
lim
t→∞
p3(n, t)
)(
lim
t→∞
∫
Sn−1
〈W(2)(t, θ),W(1)(t, θ)〉dθ
)
= 0,
which by Lemma 36 leads to the conclusion.
Step 3: I2 = limt→∞
∫
Sn−1
p2(n, t)|W(2)(t, θ)|2dθ = 0.
Again by (39), it holds that limt→∞ p2(n, t) <∞ and using
lim
t→∞
∫
Sn−1
p2(n, t)|W(2)(t, θ)|2dθ =
(
lim
t→∞
p2(n, t)
)(
lim
t→∞
∫
Sn−1
|W(2)(t, θ)|2dθ
)
= 0,
the proof of this step follows promptly.
Step 4: I1 = limt→∞
∫
Sn−1
p1(n, t)|W(1)(t, θ)|2dθ = 0.
The difference in this situation is that limt→∞ p1(n, t) = ∞. However, using (39), we can
decompose p1(n, t) = p˜1(n, t) + p̂1(n, t), where limt→∞ p˜1(n, t) <∞ and
p̂1(n, t) = −2(n − 2)(n− 4)t.
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Then, we get
lim
t→∞
∫
Sn−1
p1(n, t)|W(t, θ)|2dθ = lim
t→∞
[
p˜1(n, t)
∫
Sn−1
|W(t, θ)|2dθ
]
+ lim
t→∞
[
p̂1(n, t)
∫
Sn−1
|W(t, θ)|2dθ
]
:= I˜1 + Î1.
Notice that since limt→∞ p˜1(n, t) = 0, we trivially see that I˜1 = 0, . Moreover, in order to estimate
Î1, we use the L’Hoˆspital rule as follows
Î1 = lim
t→∞
∫
Sn−1
p̂1(n, t)|W(t, θ)|2dθ = lim
t→∞
−2(n − 2)(n− 4)
∂
(1)
t
[(∫
Sn−1
|W(t, θ)|2dθ)−1] = 0,
which proves this step.
Step 5: I0 = limt→∞
∫
Sn−1
p0(n, t)|W(t, θ)|2dθ = 0.
As before, we can compute limt→∞ p0(n, t) = 0. Consequently, we get
lim
t→∞
∫
Sn−1
p0(n, t)|W(1)(t, θ)|2dθ =
(
lim
t→∞
p0(n, t)
)(
lim
t→∞
∫
Sn−1
|W(1)(t, θ)|2dθ
)
= 0,
which gives us the desired conclusion.
Finally, putting together all the steps, it follows that Claim 2 holds, and therefore, the proof is
concluded. 
4. Classification for the blow-up limit solutions
This section is devoted to provide the proof of Theorem 1. Our strategy is based on a blow-up
(shrink-down) argument inspired by [21,27] combined with the moving spheres technique from [51]
for the system of integral equations given by (19). Next, we use the study of the limiting levels of
the Pohozaev functional under the family of rescalings to prove the remaining part of the theorem.
The outline here is similar in spirit to the one in [32].
4.1. Non-singular case: The strong Liouville theorem. We assume that the origin is a
removable singularity. Our objective is to prove that solutions must be trivial, a type of Pohozaev
non-existence result for System (Sp). To classify the solutions to (Sp) in the whole space Rn, we
use an integral version of the moving spheres method, based on the Kelvin transform introduced
in Subsection 2.3.
Proposition 39. Let R = ∞, s ∈ (1, 2∗∗ − 1), and U be a nonnegative non-singular solution to
(Sp). If the origin is a removable singularity, then U ≡ 0.
Initially, we have the following background results from [50, Lemma 2.1], which allows us to run
the sliding technique for any component solution.
Lemma A. Let u ∈ C2 (Rn) be a nonnegative superharmonic function in Rn. Then, for each
x ∈ Rn, there exists µ0 > 0, which may depend on u and x ∈ Rn satisfying for all 0 < µ < µ0, it
follows that u∗x,µ 6 u in R
n \Bµ(z).
Lemma B. Let u ∈ C2 (Rn) , x ∈ Rn, and µ0 > 0 satisfying −∆
(
u− u∗x,µ
)
> 0 and u∗x,µ0 < u in
R
n \ B¯µ0(z). Then, there exists a small 0 < ε ≪ 1 such that for any µ0 < µ < µ0 + ε, it follows
that ux,µ < u in R
n \Bµ(z).
We start our analysis by showing that the blow-up limit solutions are superharmonic, which
proof is based on [71]. Let us remark that the same argument appears in [4, Proposition 11] when
s = 2∗∗ − 1. Nonetheless, we include the proof here for the sake of completeness.
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Lemma 40. Let R =∞, s ∈ (2∗∗, 2∗∗− 1), and U be a nonnegative non-singular solution to (Sp).
Then, U is superharmonic, that is, −∆ui > 0 in Rn for all i ∈ I.
Proof. By contradiction, assume that the proposition does not hold. Whence, one can find i ∈ I
and x0 ∈ Rn such that −∆ui(x0) < 0. By the invariance the Laplacian, we suppose without loss
of generality that x0 = 0. Let us rewrite (Sp) as the following system in the whole space Rn,{
−∆ui = hi
−∆hi = |U|s−1ui.
(41)
Letting Br ⊆ Rn be the ball of radius r > 0, and ωn−1 be the (n − 1)-dimensional surface
measure of the unit sphere, we consider
ui =
1
nωn−1rn−1
∫
∂Br
uidσr and hi =
1
nωn−1rn−1
∫
∂Br
hidσr,
the spherical averages of ui and hi, respectively. Now taking the spherical average on the first line
of (41), and using that ∆ui = ∆ui, implies
∆ui + hi = 0.
Furthermore, we rewrite the second equality of (41) to get ∆hi + |U|s−1ui = 0, from which, by
taking again the spherical average in both sides, provides
∆hi + u
s
i 6 0,
from which one can generate a contradiction using the iteration argument in [71, Theorem 2.1].
The proof is concluded. 
We have the following result from [44, Lemma 3.1], which proves we also include here for
completeness.
Lemma 41. Suppose ψ ∈ C1 (B2) is positive and
|∇ lnψ| 6 C0 in B3/2,
for some C0 > 0. Then, there exists 0 < r0 < 1/2, depending only on n and C0 > 0, such that for
every x ∈ B1 and 0 < µ 6 r0, it holds that ψx,µ(y) 6 ψ(y) for any |y − x| > µ and y ∈ B3/2.
Proof. For any x ∈ B1, we have
d
dr
(
rγ(s)ψ(x+ rθ)
)
= rγ(s)−1ψ(x+ rθ)
(
γ(s)− r∇ψ · θ
ψ
)
> rγ(s)−1ψ(x+ rθ) (γ(s)− C0r) > 0.
(42)
Hence, for 0 < r < r¯ := min
{
1
2 ,
γ(s)
C0
}
and θ ∈ Sn−1. For any y ∈ Br¯(x) and 0 < µ < |y − x| 6 r¯,
let us consider
θ =
y − x
|y − x| , r1 = |y − x| and r2 =
µ2
|y − x|2 r1.
Besides, from (42), it follows that r
γ(s)
2 ψ (x+ r2θ) < r
γ(s)
1 ψ (x+ r1θ), and so ψx,µ(y) 6 ψ(y), for
0 < µ < |y − x| 6 r¯. On the other hand, we get
ψx,µ(y) =
(
µ
|y − x|
)n−4
ψ (Ix,µ(y)) 6
(µ
r¯
)n−4
max
B3/2(x)
ψ 6 e
3
2
C0
(µ
r¯
)n−4
inf
B3/2(x)
ψ 6 ψ(y),
for |y−x| > r¯. Finally, choosing µ 6 r0 with e 32C0
(
r0
r
)n−4
6 1, the proof of the lemma follows. 
The following lemma is the first step to apply the integral moving spheres method.
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Lemma 42. Let R = ∞, s ∈ (1, 2∗∗ − 1], and U be a nonnegative non-singular solution to (19).
For any x ∈ B1, z ∈ B2 \ ({0} ∪Bµ(x)) and µ < 1, it holds that ui(z)− (ui)x,µ(z) > 0 for i ∈ I.
Proof. Let U be a nonnegative solution to (19). By rescaling, we can replace ui(x) by rγ(s)ui(rx)
for r = 1/2, we may consider the equation defined in B∗2 for convenience, that is,
ui(x) =
∫
B2
|x− y|4−nf si (U(y))dy + ψi(x) in B∗2
such that ui ∈ C (B∗2) ∩ Ls (B2) and |∇ lnψi| 6 C0 in B3/2. Extending ui to be identically zero
outside B2, we have
ui(x) =
∫
Rn
|x− y|4−nf si (U(y))dy + ψi(x) in B∗2 .
Using the identities in [51, page 162], one has(
µ
|z − x|
)n−4 ∫
|y−x|>µ
|Ix,µ(z)− y|n−4f si (U(y))dy =
∫
|y−x|6µ
|z − y|n−4 f si (U(z))dy
and (
µ
|z − x|
)n−4 ∫
|y−x|6µ
|Ix,µ(z)− y|n−4f si (U(y))dy =
∫
|y−x|>µ
|z − y|n−4 f si (U(y))dy,
which yields
(ui)x,µ(z) =
∫
Rn
|z − y|n−4 f si (U(y))dy + (ψi)x,µ(z) for z ∈ Ix,µ(B2), (43)
Consequently, for any x ∈ B1 and µ < 1, we have that for z ∈ B∗2 ∪Bµ(x),
ui(z)− (ui)x,µ(z) =
∫
|y−x|>µ
E(x, y, µ, z) [f si (U)− f si (Ux,µ)] dy + [(ψi)x,µ(z)− ψi(z)] ,
where
E(x, y, z, µ) := |z − y|4−n −
( |z − x|
µ
)4−n
|Ix,µ(z)− y|4−n (44)
is used to estimate the difference between a U and its Kelvin transform Ux,µ. Finally, it is
straightforward to check that E(x, y, z, µ) > 0 for all |z − x| > µ > 0, which concludes the
proof. 
Remark 43. Notice that the same proof in [51, Lemma 3.1] (see also [50, Lemma 2.1]) would
also adapt to this situation.
Next, let us introduce the critical sliding parameter as the supremum for which an inequality
relating a component function and its Kelvin transform is satisfied.
Definition 44. Given x ∈ Rn, for each i ∈ I, let us define
µ∗i (x) = sup {µ > 0 : (ui)r,x 6 ui in Rn \Br(x) for any 0 < r < µ} . (45)
Since each ui is superharmonic for all i ∈ I, by Using Lemma A, we get µ∗i (x) > 0 for i ∈ I. Thus,
we can define
µ∗(x) = inf
i∈I
µ∗i (x) > 0.
26 J.H. ANDRADE AND J.M. DO O´
The next lemma is essentially the moving spheres technique in its integral form. This method
provides the exact form for any blow-up limit solution to (Sp), which depends on whether the
critical sliding parameter µ∗(x) is finite or infinite. The main ingredients of proof is the integral
version of the moving spheres technique contained in [51, Lemma 3.2] (see also [44, Proposition 3.2]
and [3, Proposition 59]).
Lemma 45. Let R = ∞, s ∈ (1, 2∗∗ − 1], and U be a nonnegative non-singular solution to (Sp),
z ∈ Rn and µ∗(z) > 0 given by (45). Assume that the origin is a removable singularity. The
following holds:
(i) if µ∗(x) <∞ is finite, then Ux,µ∗(x) = U in Rn \ {x}.
(ii) if µ∗(x0) =∞, for some x0 ∈ Rn, then µ∗(x) =∞ for all x ∈ Rn.
Proof. Without loss of generality, we may assume x0 = 0. Let us fix µ
∗ = µ∗(0) and (ui)µ = (ui)0,µ
for all i ∈ I. By the definition of µ∗(x), we have that (ui)µ∗(x) 6 ui(x), for all |x| > µ∗. Thus,
by (43), with x = 0 and µ = |x| > µ∗, and the positivity of the kernel E(0, y, z, µ) given by
(44), either uµ∗(y) = u(y) for all |x| > µ∗ or (ui)µ∗(y) < (ui)(y) for all |x| > µ∗. In the former
case, the conclusion easily follows. In the sequel, we assume that the last condition holds. Hence,
Proposition 13 yields
lim inf
|z|→∞
|z|n−4 [ui(z)− (ui)µ∗(z)] = lim inf
|z|→∞
∫
|y|>µ∗
|z|n−4E(0, y, z, µ∗) [f si (U(y))− f si (Uµ∗(y))] dy
>
∫
|y|>µ∗
(
1−
(
µ∗
|y|
)n−4)
[f si (U(y))− f si (Uµ∗(y))] dy > 0,
which implies that there exists ε1 ∈ (0, 1) satisfying ui(z)− (ui)µ∗(z) > ε1|z|4−n for all |z| > µ∗+1
and i ∈ I. Moreover, there exists ε2 ∈ (0, ε1) such that, for |z| > µ∗ + 1 and µ∗ 6 µ 6 µ∗ + ε2, we
find
(ui − (ui)µ∗) (z) > ε1|z|4−n + ((ui)µ∗ − (ui)µ) (z) > ε1
2
|z|4−n. (46)
Whence, for any ε ∈ (0, ε2) (to be chosen later), µ∗ 6 µ 6 µ∗ + ε, and µ 6 |y| 6 µ∗ + 1, we have
(ui − (ui)µ∗) (z) =
∫
|y|>µ
E(0, y, z, µ) [f si (U(y)) − f si (Uµ(y))] dy
>
∫
µ6|y|6µ+1
E(0, y, z, µ) [f si (U(y))− f si (Uµ(y))] dy
+
∫
µ∗+26|z|6µ∗+3
E(0, y, z, µ) [f si (U(y)) − f si (Uµ(y))] dy
>
∫
µ∗6|y|6µ∗+1
E(0, y, z, µ) [f si (Uµ∗(y))− f si (Uµ(y))] dy
+
∫
µ∗+26|y|6µ∗+3
E(0, y, z, µ) [f si (U(y))− f si (Uµ(y))] dy.
Now using (46), there exists δ1 > 0 such that f
s
i (U(y))− f si (Uµ(y)) > δ1 for µ∗+2 6 |y| 6 µ∗+3.
Since E(0, y, z, µ) = 0 for all |z| = λ and
∇zE(0, y, z, µ) · z
∣∣
|z|=µ
= (n− 4)|z − y|6−n (|z|2 − |y|2) > 0 for all µ∗ + 2 6 |y| 6 µ∗ + 3,
where δ2 > 0 is a constant independent of ε. Then, there exists C > 0 such that, for µ
∗ 6 µ 6 µ∗+ε,
we get
|f si (U(y)) − f si (Uµ∗(y))| 6 C(µ− µ∗) 6 Cε for all µ∗ 6 µ 6 |y| 6 µ∗ + 1.
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Furthermore, recalling that µ 6 |z| 6 µ∗ + 1, we obtain∫
µ6|y|6µ∗
E(0, y, z, µ)dy 6
∣∣∣∣∣
∫
µ6|y|6µ∗+1
[
|y − z|4−n − |Iµ(z)− y|4−n +
(
µ
|z| − 1
)n−4
|Iµ(z)− y|n−4
]
dy
∣∣∣∣∣
6 C |Iµ(z)− z|+ C(|z| − µ) 6 C(|z| − µ),
which, provides that for small 0 < ε≪ 1, µ∗ 6 µ 6 µ∗ + ε, and µ 6 |z| 6 µ∗ + 1, it follows
(ui − (ui)µ∗) (z) > −Cε
∫
µ6|y|6µ∗+1
E(0, y, z, µ)dy + δ1δ2(|z| − µ)
∫
µ∗+26|z|6µ∗+3
dy
>
(
δ1δ2
∫
µ∗+26|y|6µ∗+3
dz −Cε
)
(|z| − µ)
> 0.
This is a contradiction to the definition of µ∗ > 0. Therefore, the first part of the lemma is
established.
Next, by the definition of µ∗(x), we know that |Ux,µ(z)| 6 |U(z)| for all 0 < µ < µ∗(x),
|z − x| > µ; thus, multiplying it by |z|n−4, and taking the limit as |z| → ∞, yields
l = lim inf
|z|→∞
|z|n−4|U(z)| > µn−4|U(z)| for all 0 < µ < µ∗(x). (47)
On the other hand, if µ∗(x0) < ∞, multiplying the identity obtained in (i) by |z|n−4 and passing
to the limit when |z| → ∞, we obtain
l = lim
|z|→∞
|z|n−4|U(z)| = µ∗(x0)n−4|U(x0)| <∞. (48)
Finally, by (47) and (48), if there exists x0 ∈ Rn such that µ∗(x0) < ∞, then µ∗(x) < ∞ for all
x ∈ Rn. 
Eventually, we ready to classify the non-singular global solutions using a standard blow-up
technique. Let us also remark that Appendix B contains an alternative proof of this fact, which
directly uses the superharmonicity lemma.
Proof of Proposition 39. Using Lemma 45, we get that either µ∗(z) < ∞ or µ∗(z) = ∞ for all
z ∈ Rn. If µ∗(z) <∞ for all z ∈ Rn, then Uz,µ∗(z) = U in Rn \{z} for every z ∈ Rn. Hence, we can
use [50, Lemma 11.1] to conclude that there exist ai > 0, µi > 0 and zi ∈ Rn for i ∈ I such that
ui(x) = aiµ
−n−4
2
i
(
µi
µ2i + |x− zi|2
)n−4
2
. (49)
Otherwise, if µ∗(z) = ∞ for all z ∈ Rn, then (45) holds for any µ > 0 and z ∈ Rn. Thus, due
to [50, Lemma 11.2], there exist λi > 0 for i ∈ I such that
ui(x) = λi. (50)
Moreover, suppose that U satisfies (50), that is, U is constant everywhere on Rn. Since U is
a nonnegative solution to (Sp) with R = ∞, it follows that U must be equivalently zero, which
proves the proposition.
Finally, for s = 2∗∗ − 1, if ui satisfies (49), then the proof is equal to the one in [4]. 
Remark 46. Another approach to prove the last lemma would be to use the equivalence between the
PDE system (Sp) and the IE system (19). In this fashion, the scaling moving spheres technique,
recently developed in [20, Section 2.2], could provide the desired radial symmetry results. In this
fashion, instead of using the classical maximum principle, one needs a narrow region principle.
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4.2. Radial symmetry of the blow-up limit solutions. In contrast with the last subsection,
we assume that the origin is a non-removable singularity. In this case, a more delicate analysis is
required, namely, we need to divide the proof into two cases: s ∈ (1, 2∗∗] and s ∈ (2∗∗, 2∗∗]. The
exponent restriction is related to the removability of isolated singularities to nonnegative solution
to (Sp). When p = 1, the same symmetry result was proved in [54] by using a classical moving
planes method, whose integral form could also be used in our situation.
Proposition 47. Let R =∞, s ∈ (1, 2∗∗ − 1), and U be a nonnegative singular solution to (Sp).
Then, |U| is radially symmetric about the origin.
The proof is also based on the integral form of the moving spheres method performed in the
previous section, and relies on the following result from [50, Lemma 2.1].
Lemma C. If u ∈ C1 (Rn \ {0}) satisfies, for each z ∈ Rn\{0} and for any 0 < µ < |z| that
uz,µ 6 u in R
n \ (Bµ(z) ∪ {0}), then u is radially symmetric about the origin.
Before, we give the proof of the rotational symmetry for singular solutions to (Sp), we need to
establish a set of lemmas. The first one concerns the superharmonicity of the component solutions
to (Sp). Here the arguments are similar in spirit to the ones in [71, Theorem 3.7].
Lemma 48. Let R =∞, s ∈ (1, 2∗∗−1), and U be a nonnegative singular solution to (Sp). Then,
−∆U is a superharmonic p-map in the distributional sense, that is,∫
Rn
〈∆U ,∆Φ〉dx > 0, for all Φ ∈ C∞c (Rn,Rp).
Moreover, −∆U > 0 in Rn \ {0}.
Proof. Proceeding similarly to Lemma 11, one can prove that |U| ∈ Lsloc(Rn). Let ηε ∈ C∞(Rn)
be the cut-off function given by (15) and Φ ∈ C∞c (Rn,Rp) be a nonnegative test p-map. Then,
multiplying (Sp) by ηεφi for each i ∈ I, and integrating by parts twice, we get
0 6
∫
Rn
ηεφi|U|s−1uidx
=
∫
Rn
∆(ηεφi)∆uidx
=
∫
Rn
∆ui (∆φiηε + ς
ε
i ) dx,
where ςεi := 2〈∇φi,∇ηε〉 + φi∆ηε. Notice that ςεi (x) ≡ 0 when |x| 6 ε or |x| > 2ε, and
|∆ςεi (x)| 6 Cε−4, for some C > 0. In addition, since n − 4 − n/s > 0, the following estimate
holds, ∣∣∣∣∫
Rn
∆uiς
ε
i dx
∣∣∣∣ 6 ∫
Rn
ui|∆ςεi |dx
6 Cε−4
(∫
{ε6|x|62ε}
|U|s−1uidx
)1/s
εn(1−1/s)
6 Cε−4
(∫
{ε6|x|62ε}
|U|sdx
)1/s
εn(1−1/s)
6 Cεn−4−n/s → 0 as ε→ 0,
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which implies ∫
Rn
∆ui∆φidx = lim
ε→0
∫
Rn
∆ui∆ς
ε
i dx =
∫
Rn
φi|U|s−1uidx > 0.
Thus, −∆ui is superharmonic in the whole space Rn in the distributional sense for all i ∈ I, which
proves the first part of the proof.
To prove the second statement, given 0 < ε ≪ 1, let us consider u˜εi := −∆ui + ε. Using
Lemma 11, there exists a constant C > 0, depending only on n and s, such that for all |x| > 4, it
holds
3∑
j=0
|x|γ(s)+j
∣∣∣D(j)ui(x)∣∣∣ 6 C,
which yields that lim|x|→∞ |∆ui(x)| = 0 for all i ∈ I. Whence, for any 0 < ε ≪ 1, there exists
Rε ≫ 1 such that u˜εi > ε/2 for |x| > Rε. Finally, using that u˜εi is superharmonic in Rn in the
distributional sense, we have that u˜εi > 0 in R
n \ {0}, which, by passing to the limit as ε → 0,
provides −∆ui > 0 in Rn \ {0}. The last inequality concludes the proof of the lemma. 
We prove the main result of this subsection, namely, the radial symmetry of the blow-up limit
solutions. To this end, we use an asymptotic version of moving spheres techniques used in the
proof of Lemma 45 with minor modifications inspired by [43, Proposition 2.1].
Proof of Proposition 47. Fixing x ∈ Rn\{0} arbitrary, there exists 0 < r0 < |x| such that for any
0 < µ 6 µ0, r ∈ (0, r0) and i ∈ I, it follows (ui)∗x,µ 6 ui in Rn \ (Br(x) ∪ {0}). Hence, similarly as
before, let us define
µ˜i(x) = sup
{
µ > 0 : (ui)x,r 6 ui in R
n \ (Br(x) ∪ {0}) for any 0 < r < µ
}
and
µ˜∗(x) = inf
i∈I
µ˜i(x).
Let us divide the rest of the argument into two steps.
Step 1: 0 < µ˜∗(z) 6 |z|.
Indeed, it is straightforward to see that µ˜∗(x) > 0. Next, since the origin is a non-removable
singularity, there exist {xk}k∈N ⊂ Rn such that xk → 0 as k →∞ and i ∈ I satisfying ui (xk)→∞
as k →∞. Now suppose by contradiction that µ˜∗(x) > |x|, then there exist r > |x| such that
(ui)x,r 6 ui in R
n \Br(x). (51)
Defining yk := Iz,µ(xk) for all k ∈ N to be the reflection of xk about ∂Bµ(z) and using that xk → 0,
we find that yk ∈ Rn \ Br(x) for sufficiently large k ≫ 1. Moreover, yk → y0 as k → ∞, where
y0 := [1− (r2|x|−2)]x. Whence, choosing r > 0 satisfying 0 < |r− |x|| ≪ 1, we have y0 6= 0, which
implies that ui is smooth at y0. On the other hand, we get
ui (y0) = lim
k→∞
ui (yk) > lim
k→∞
(ui)x,r (yk) >
( |x|
r
)n−4
lim
k→∞
uk (xk) =∞.
This is a contradiction, and the first step is proved.
Step 2: µ˜∗(x) = |x|.
Suppose by contradiction that µ˜∗(x) < |x|. Thus, since the origin is a non-removable singularity,
together with Lemma 40, and applying twice the classical maximum principle, we find that there
exists i ∈ I satisfying
ui > (ui)
∗
x,µ˜∗(x) in R
n \ (B¯µ˜∗(x)(x) ∪ {0}) , (52)
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which yields |U| > |U∗x,µ˜∗(x)| in Rn\
(
B¯µ˜∗(x)(x) ∪ {0}
)
. Hence, the maximum principle again implies
that the strict inequality in (52) is valid for all nontrivial components. Whence, as in Lemma A,
one can find 0 < ε ≪ 1 such that (52) holds for all i ∈ I, where µ˜∗(x) is replaced by some
µ˜∗(x) < r < µ˜∗(x) + ε, which contradicts (51); the proof of this step is finished.
Finally, using Steps 1 and 2, one can prove that for any z ∈ Rn \ {0}, 0 < µ < |x|, and i ∈ I, it
follows (ui)x,µ 6 ui in R
n \ (Br(x) ∪ {0}). Therefore, we can apply [43, Lemma 2.1] to conclude
that ui is radially symmetric about the origin for any i ∈ I, which proves the proposition. 
4.3. Singular case: The limiting Pohozaev levels. After proving the radial symmetry of
singular solutions to (Sp), we shall classify them in the blow-up and shrink-down limit. The idea is
to use a blow-up/shrink-down analysis, which comes from tangent cone techniques from minimal
hypersurface theory, and will be described in the sequel.
For any U solution to (Sp) and λ > 0, let us define the following λ-rescaling solution given by
Ûλ(x) := λγ(s)U(λx). (53)
Notice that the λ-rescaled solution is still a nonnegative solution to (Sp) with R = λ−1. Besides,
by a blow-up (resp. shrink-down) solution U0 (resp. U∞) to (Sp), we mean that the limit
U0 := limλ→0 Ûλ (resp. U∞ := limλ→∞ Ûλ). In fact, utilizing some a priori estimates and the
compactness of the family {Ûλ}λ>0 ⊂ C4,ζloc (Rn,Rp) is compact, for some ζ ∈ (0, 1), these limits
will be proven to exist. Next, we study the limit Pohozaev functional both as r → 0 (blow-up)
and r → ∞ (shrink-down), this will give the desired information about the asymptotic behavior
for solutions to (Sp). Here is our main result of this subsection:
Proposition 49. Let R =∞ and U be a nonnegative singular solution to (Sp).
(a) If s ∈ (1, 2∗∗], then U ≡ 0;
(b) If s ∈ (2∗∗, 2∗∗ − 1), then Pcyl(r,U) converges both as r→ 0 and r →∞, namely
{Psph(0,U),Psph(∞,U)} = {−l∗(n, s), 0}, where l∗(n, s) = s− 1
2(s + 1)
K0(n, s)
s+1
s−1 . (54)
Moreover, there exists Λ∗ ∈ Sp−1+,∗ such that
U(x) = Λ∗K0(n, s)
1
s−1 |x|−γ(s),
where γ(s) = 4s−1 is the Fowler scaling exponent.
The following lemma provides an upper bound estimate for singular solutions to (Sp).
Lemma 50. Let R =∞, s ∈ (1, 2∗∗−1), and U be a nonnegative singular solution to (Sp). Then,
|U(x)| 6
(
s− 1
2n
)− 1
s−1
|x|−γ(s) in Rn \ {0}.
Proof. Let i ∈ I+, that is, ui > 0 in Rn \ {0}. By Lemma 48, we know that ui is superharmonic
in Rn \ {0}, which, by using the extended maximum principle [34, Theorem 1], gives us
lim inf
x→0
ui(x) > 0.
Considering ϕi = u
1−s
i , a direct computation, provides
∆ϕi >
s
s− 1
|∇ϕi|2
ϕi
+ s− 1 in Rn \ {0}.
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Thus, for any r > 0, let us consider the auxiliary function ϕ˜i(x) = ϕi(x) − s−12n |x|2, which is
subharmonic in B∗r . Furthermore, (4.3) implies that ϕ˜i is bounded close to the origin, and thus,
again, by the extended maximum principle, we find
0 6 lim sup
x→0
ϕ˜i(x) 6 sup
∂Br
ϕ˜i = sup
∂Br
ϕi − s− 1
2n
r2,
which yields
inf
∂Br
ui 6
(
s− 1
2n
)− 1
s−1
r−γ(s).
Finally, a direct application of Proposition 47 finishes this proof. 
As a consequence of this uniform upper bound, we prove the compactness of the family
{Ûλ}λ>0 ⊂ C4,ζloc (Rn,Rp), for some ζ ∈ (0, 1), which provides the existence of both blow-up and
shrink-down limits for the scaling family defined by (53).
Lemma 51. Let R =∞, s ∈ (1, 2∗∗−1), and U be a nonnegative singular solution to (Sp). Then,
{Ûλ}λ>0 ⊂ C4,ζloc (Rn,Rp) is uniformly bounded, for some ζ ∈ (0, 1).
Proof. If the origin is a removable singularity of Ûλ for all λ > 0, according to Theorem 1 (i), U is
trivial and the conclusion follows.
On the other hand, assuming that the origin is a removable singularity, Lemma 50 provides that
{Ûλ}λ>0 is globally bounded in Rn \ {0}. Thus, we know that {Ûλ}λ>0 is uniformly bounded in
each compact subset of K ⊂ Rn \ {0}. Moreover, since for each λ > 0, the scaling Ûλ also satisfies
(Sp) with R = ∞, it follows from standard elliptic estimates that {Ûλ}λ>0 is uniformly bounded
in C4,ζ(K,Rp), for some ζ ∈ (0, 1), which concludes the proof. 
Recall that Psph(r,U) is the Pohozaev functional introduced in (31), which by Proposition 28 is
monotonically nonincreasing in r > 0 when s ∈ (1, 2∗∗ − 1).
Lemma 52. Let R =∞, s ∈ (1, 2∗∗ − 1), and U0 (or U∞) be a blow-up (or shrink-down) solution
under the scaling {Ûλ}λ>0. Then, Psph(r,U0, s) ≡ Psph(0,U , s) (or Psph(r,U∞, s) ≡ Psph(∞,U , s))
is constant for all r > 0. In particular, both U0 and U∞ are homogeneous of degree γ(s).
Proof. Let {λk}k∈N ⊂ (0,∞) be a blow-up sequence such that λk → 0, and U0 ∈ C4,ζ(Rn \ {0}) be
its blow-up limit, that is, Ûλk → U0 in C4,ζloc (Rn \ {0}) as k → ∞, for some ζ ∈ (0, 1). Now, using
Proposition 28 and Lemma 51, there exist the limiting level Psph(0,U , s). Moreover, due to the
scaling invariance of the Pohozaev functional in (33), for any r > 0, it follows
Psph(r,U0, s) = lim
k→∞
Psph(r, Û , sλk) = limk→∞Psph(rλk,U) = Psph(0,U , s),
which finishes the proof of the first assertion. Now, we can check that the homogeneity follows
from Lemma 31. Finally, notice that the same argument can readily be employed, replacing the
blow-up limit by the shrink-down limit, so we omit it here. 
Lemma 53. Let R = ∞, s ∈ (1, 2∗∗ − 1), and U be a nonnegative singular solution to (Sp).
Assume that |U| is homogeneous of degree γ(s) > 0.
(a) If s ∈ (1, 2∗∗], then |U| ≡ 0.
(b) If s ∈ (2∗∗, 2∗∗ − 1), then either |U| ≡ 0, or |U| ≡ K0(n, s)
1
s−1 |x|−γ(s).
Proof. Since U is homogeneous of degree γ(s), the cylindrical transform V = F(U) given by (22)
satisfies
−∆2θvi − J0(n, s)∆θvi −K0(n, s)vi + |V|s−1vi = 0 on Sn−1t for i ∈ I, (55)
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where ∆θ is the Laplace–Beltrami operator on S
n−1
t . Now we divide the the proof into two cases:
Case 1: s ∈ (1, 2∗∗].
Initially, since K0(n, s) 6 0 for all s ∈ (1, 2∗∗ − 1), we get Lθ(V) 6 0 on Sn−1t , where
Lθ(V) := −∆2θvi−J0(n, s)∆θvi. Next, observe that Lθ is the composition of two elliptic operators,
which, together with Lemma 48, implies that vi does not attain any strict local minimum on S
n−1
t .
Therefore, since Sn−1t is a compact manifold, it follows that vi is constant for all i ∈ I, which
yields V ≡ Λ for some Λ ∈ Sp−1+ . Nevertheless, using that K0(n, s) 6 0, any nonnegative constant
solution to (55) is trivial. By using the inverse of the cylindrical transformation, it holds that U is
trivial on ∂B1, which by the superharmonicity of each component, implies that U is trivial in the
whole domain. This conclusion finishes the proof of the first case, and so part (a) of the lemma
follows.
Case 2: s ∈ (2∗∗, 2∗∗ − 1).
Assume that U is a nontrivial limit solution in the punctured space. Hence, since each component
of U is nonnegative and superharmonic, it quickly follows that |U| > 0 in Rn\{0}. By homogeneity,
the origin is a non-removable singularity of U . Hence, by Proposition 47, U is radially symmetric;
thus, U ≡ Λ is a nonnegative constant vector Λ ∈ Sp−1+ . Moreover, by (55), it holds
|Λ| = K0(n, s)
1
s−1 ,
which, by using the homogeneity of U and Lemma 31, finishes the proof of the second case, and
so (b) holds. 
At last, we can prove the main result of this part.
Proof of Proposition 49. Let U0 and U∞ be, respectively, a blow-up and a shrink-down limit of U .
According to Lemma 69 both U0 and U∞ are homogeneous of degree γ(s). In what follows, we
divide the rest of the proof into two cases:
Case 1: s ∈ (1, 2∗∗].
Here, it follows from Lemma 53 (a) that both U0 and U∞ are trivial, which, by Lemma 52, provides
Psph(0,U) = Psph(∞,U) = 0. In addition, using to the monotonicity property of the Pohozaev
functional, we find Psph(r,U) = 0 for all r > 0. Hence, by Lemma 31 is homogeneous of degree
γ(s). Therefore, the proof of (a) of Proposition 49 is now an immediate consequence of Lemma 53
(a).
Case 2: s ∈ (2∗∗, 2∗∗ − 1).
Initially, by Lemmas 52 and 53 (b), any blow-up U0 is either trivial or has the form (1). If U0 is
trivial, then clearly Psph (r,U0, s) = 0 for all r > 0, which combined with Lemma 52 implies that
Psph(0,U , s) = 0. Otherwise, a simple computation shows Psph (r,U0, s) = −l∗(n, s) for all r > 0.
Therefore, using again Lemma 52, we have Psph(0,U , s) = −l∗(n, s). Since the converse trivially
follows, we obtain that Psph(0,U , s) ∈ {−l∗(n, s), 0}. Moreover, Psph(0,U , s) = 0, if and only if,
all the blow-ups are trivial, whereas Psph(0,U , s) = −l∗(n, s), if and only if, all the blow-ups are of
the form (1). In the case of shrink-down U∞ solution, the strategy is similar, so we omit it. These
conclusions finish the proof of Case 2, and therefore the proposition holds. 
5. Local asymptotic behavior near the isolated singularity
In this section, we present the Proof of Theorem 2. First, we show an asymptotic symmetry
result, which permits us to migrate to an ODE setup. Second, we prove some universal upper bound
estimates, not depending on the superharmonic assumption. However, we should emphasize that
in the rest of the argument, there is a significant change of behavior of radial solutions (23) for
distinct values of the power s ∈ (1, 2∗∗ − 1]. This difference occurs due to the change of sign
of the coefficients in the bi-Laplacian written in cylindrical coordinates. These signs control the
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Lyapunov stability of the solutions to linearized operator around a limit blow-up solution, and so
the asymptotic behavior of the local solutions near the isolated singularity.
We divide our argument into five subsections, where we prove, respectively, some a priori upper
bound estimates, asymptotic radial symmetry of singular solutions to (23), and its precise local
behavior near the isolated singularity for the situations: s ∈ (1, 2∗∗], s = 2∗∗, and s ∈ (2∗∗, 2∗∗−1).
We will invert the order of studying the cases s = 2∗∗ and s ∈ (2∗∗, 2∗∗ − 1) since in the former
case, and a more involved analysis it is needed. In what follows, we recall the notation for the
Fowler rescaling exponent γ(s) = 4(s− 1)−1.
5.1. A priori upper bounds. This subsection is devoted to provide a priori upper bounds for
local (R < ∞) solutions to (Sp) with s ∈ (1, 2∗∗ − 1), which further provide interior gradient
estimates and compactness of the scaling functions. Our strategy relies on the classification of the
limit solutions to (Sp) combined with a blow-up argument.
Lemma 54. Let R = 1, s ∈ (1, 2∗∗ − 1), and U ∈ C4 (B1,Rp)∩ C
(
B¯1,R
p
)
be a nonnegative
superharmonic non-singular solution to (Sp). Then, there exists C > 0, (depending only on n and
p) and s > 0 such that
|U(x)| 6 C(1− |x|)−γ(s) in B1. (56)
Proof. Arguing by contradiction, suppose that there exist a blow-up sequence {xk}k∈N ⊂ B1 and
{Uk}k∈N ⊂ C4 (B1,Rp) ∩C
(
B¯1,R
p
)
solutions to (Sp) such that
Mk := sup
|x|61
(
(1− |x|)γ(s) |Uk(x)|
)
= (1− |xk|)γ(s) |Uk (xk)| → ∞ as k →∞. (57)
In addition, since U is continuous up to the boundary ∂B1, we get
(1− |x|)γ(s) |Uk(x)| = 0 on ∂B1.
Thus, we have that {xk}k∈N ⊂ B1, which allows us to take
rk :=
1
2
(1− |xk|) > 0 (58)
and
U˜k(x) = (1− |x|)γ(s)Uk(x) in B1.
By (57), it follows that |U˜k| achieves its supremum in B1 at xk; thus, |U˜k(x)| 6 |U˜k (xk) | = Mk
for any x ∈ B1. Next, taking x ∈ Brk (xk) ⊂ B1, we obtain that 1− |x| > rk = 12 (1− |xk|), which
combined with (57), yields
|Uk(x)| ≤
(
1− |xk|
1− |x|
)γ(s)
|Uk (xk)| 6 2γ(s) |Uk (xk)| in Brk (xk) .
On the other hand, by substituting (58) into (57), we find
|Uk (xk)| = (2rk)−γ(s)Mk. (59)
We also have
δk = |Uk (xk)|−γ(s)
−1
= 2rkM
−γ(s)−1
k → 0,
and
Rk =
rk
δk
=
1
2
M
γ(s)−1
k →∞ as k →∞. (60)
Besides, by defining
Ûk(x) = δγ(s)k Uk (δkx+ xk) in BRk ,
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since Brk (xk) ⊂ B1, it holds that Ûk is well-defined in BRk . Furthermore, Ûk is nonnegative and
satisfies
∆2Ûk = |Ûk|s−1ûi in BRk . (61)
According to (57), we obtain
|Ûk(x)| 6 2γ(s) in BRk . (62)
Therefore, from (61), (62) and (59), we get
|Ûk(0)| = 1. (63)
Using (61), (62) and (60), we can apply the elliptic regularity theory to conclude that {Ûk}k∈N is
bounded in C4,ζloc (R
n,Rp), for some ζ ∈ (0, 1), which by passing to a subsequence, provides that
there exists U0 ∈ C4,ζloc (Rn,Rp) such that Ûk → Û0 in C4,ζloc (Rn,Rp). Thus, from (61) we deduce
that Û0 is a nonnegative solution to
∆2Û0 = |Û0|s−1(û0)i in Rn. (64)
In addition, (62) and (63) yields |Û0(x)| 6 2γ(s) in Rn and |Û0(x)| = 1. However, by Proposition 39,
there exists no smooth global solution to (64), which is a contradiction. Therefore, the lemma holds
for some C > 0 depending only on n and s. 
Lemma 55. Let R = 1, s ∈ (1, 2∗∗ − 1), and U be a nonnegative singular solution to (Sp). Then,
there exists C > 0, depending only on n, p and s, such that
|U(x)| 6 C|x|−γ(s) in B∗1/2. (65)
Proof. Fixing x0 ∈ B∗1/2, let us define r = 12 |x0|. Then, since B¯r (x0) ⊂ B∗1 , it is well-defined the
rescaled p-map given by
U˜r(x) = rγ(s)U (rx+ x0) in B¯1.
Since U is a nonnegative singular solution to (Sp), we obtain that U˜r is a nonnegative non-singular
solution to (Sp), which is continuous up to the boundary. Therefore, we can apply Lemma 54 to
U˜ , which, by taking x = 0 in (56), provides |U˜(0)| 6 C. Hence, by rewriting in terms of U , we get
|U (x0)| 6 Cr−γ(s). At last, since x0 ∈ B∗1/2 is arbitrary and r = 12 |x0|, the proof is finished. 
Corollary 56. Let R = 1, s ∈ (1, 2∗∗ − 1), and U be a nonnegative singular solution to (Sp).
Then, there exists C > 0, depending only on n, p and s, such that
3∑
j=0
|x|γ(s)+j
∣∣∣D(j)U(x)∣∣∣ 6 C.
Proof. Fixing x0 ∈ B∗1/2, let us define r = 12 |x0|, and
U˜r(x) = rγ(s)U (rx+ x0) in B¯1.
Then, U˜r is a nonnegative solution to (Sp) with R = 1. Hence, by the Lemma 55, it follows
{|U˜r|}r>0 ⊂ C4,ζ(B1), for some ζ ∈ (0, 1), which, by standard elliptic estimates, gives us
3∑
j=0
|x|γ(s)+j
∣∣∣D(j)U˜r(x)∣∣∣ 6 C.
This result is proved by rescaling back to U . 
The last lemma is a Harnack type inequality for local solutions to (Sp).
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Lemma 57. Let R = 1, s ∈ (1, 2∗∗ − 1), and U be a nonnegative singular solution to (Sp). Then,
there exists c1, c2 > 0 such that
sup
Br\B¯r/2
ui 6 c1 inf
Br\B¯r/2
ui and |∇ui(x)| 6 c2ui(x)|x| in B
∗
1/2 for 0 < r < 1/2 and i ∈ I.
Moreover, the constant c1 > 0 depends only on n, p and s.
Proof. After a scaling argument, we get that (65) holds in B∗3/4. Then, we consider U satisfying
that −∆2ui = V (x)ui in B∗1 , where V (x) = |u|s−1. Moreover, using Lemma 55, we know that
there exists C > 0 such that 0 6 V (x) 6 C|x|−2 in B∗3/4. Thus, the conclusion follows quickly
from the Harnack inequality from [12, Theorem 3.6]. 
Remark 58. The argument here could be simplified by using twice the doubling property from [59].
Nevertheless, we have preferred to give a more direct proof for the readers’ convenience.
5.2. Asymptotic radial symmetry. Here we prove the first part of Theorem 2 asserting that
solutions to (Sp) are radially symmetric about the origin. This symmetry will later be used to
convert the singular PDE into a non-singular ODE on the cylinder. We use an asymptotic moving
spheres technique in the same spirit of [32].
Proposition 59. Let R < ∞, s ∈ (1, 2∗∗ − 1), and U be a nonnegative superharmonic singular
solution to (Sp). Then,
|U(x)| = (1 +O(|x|))|U (x)| as x→ 0,
where |U|(r) = ∫−∂B1 |U|(rθ)dθ is the spherical average of |U|.
Proof. Initially, if the origin is a removable singularity, then the conclusion is clear. Hence, we
suppose that the origin is a non-removable singularity. Using the notation introduced in Section 2.3,
we divide the proof into some claims.
Claim 1: There exists small 0 < ε≪ 1 such that for any z ∈ B∗ε/2, it holds
(ui)z,r 6 ui in B1 \ (Br(z) ∪ {0}) for0 < r 6 |z| and i ∈ I. (66)
Indeed, the proof follows almost the same lines as the one in Lemma 47, so we omit it.
In the next claim, we provide some estimates to be used later in the proof.
Claim 2: There exists z ∈ B∗ε/2, 0 < r < |z| and µ∗ ≫ 1 large such that
yµ
|yµ|2 − z =
(
r
|y/|y|2 − z|
)2( y
|y|2 − z
)
and
|yµ|
|y| 6
1
r
∣∣∣∣ y|y|2 − z
∣∣∣∣ for any µ > µ∗. (67)
Here yµ = y + 2(µ − y · e)e is the reflection of y about the hyperplane ∂Hµ(e), where
Hµ(e) = {x : 〈x, e〉 > µ} and e ∈ Sn−1. In other words, yµ|yµ|−2 is the reflection point of
y|y|−2 about ∂Br(z).
As matter of fact, choosing r = |z|, it involves an elementary computation, as follows
z =
y
|y|2 +
|yµ|2
|y|2 − |yµ|2
(
y
|y|2 −
yµ
|yµ|2
)
=
(y − yµ)
|y|2 − |yµ|2
.
Next, we establish a comparison involving the Kelvin transform of a component solution with
itself.
Claim 3: For any µ > 1ε and e ∈ ∂B1, if 〈x, e〉 > µ and |yµ| > 1 for each i ∈ I, it holds
(ui)0,1(y) 6 (ui)0,1 (yµ) .
In fact, to prove the last inequality, let us note first that y ∈ B1/ε, if and only if, y|y|−2 ∈ Bε. Now
given y ∈ Rn such that 〈y, e〉 > µ, |yµ| > 1 and 0 < r < |z| < ε/2 satisfying (67). Let us define
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x = y|y|−2 and xz,r = yµ|yµ|−2. Then, since 〈y, e〉 > µ > ε−1 and |yµ| > 1, we have x ∈ Br(z) and
xz,r ∈ B1 \ Br(z). Hence, using (66) and (67), we find that (ui)0,1(y) 6 (ui)0,1(yµ), which proves
the claim.
Ultimately, using Claim 3, we invoke [10, Theorem 6.1 and Corollary 6.2] to find C > 0,
independent of ε > 0, such that if |y| > |x|+ Cε−1, it follows (ui)0,1(y) 6 (ui)0,1(x) for any i ∈ I.
Therefore, since (ui)0,1 is nonnegative and superharmonic, the last inequality implies
u∗i (|x|) =
(
1 +O
(
1
R
))(
inf
∂BR
u∗i
)
as R→∞ for i ∈ I,
uniformly on ∂BR, which in terms of ui implies the asymptotic radial symmetry, and the proof is
concluded. 
5.3. Serrin–Lions case. We prove Theorem 2 (a). The asymptotic analysis for this case is
straightforward. We can reduce the problem to the scalar case (p = 1) by considering the sum
function UΣ = u1 + · · · + up and applying [66, Section 4]. However, we give a more direct proof.
In the sequel, we aim to prove the following proposition.
Proposition 60. Let R <∞, s ∈ (1, 2∗∗), and U be a nonnegative superharmonic singular solution
to (Sp). Then, there exist C1, C2 > 0 (depending on U) such that C1|x|4−n 6 |U(x)| 6 C2|x|4−n
for 0 < |x| ≪ 1, or equivalently, |U(x)| ≃ |x|4−n as x→ 0.
First, we prove an upper bound estimate based on a Green identity from Proposition 13.
Lemma 61. Let R < ∞, s ∈ (1, 2∗∗), and U be a nonnegative singular solution to (Sp). Then,
there exists C2 > 0, depending only on |U|, such that |U(x)| 6 C2|x|4−n as x→ 0.
Proof. Initially, by Lemma 10, we have that U ∈ Ls (B1,Rp). Moreover, since s ∈ (1, 2∗∗) and U
satisfies the Harnack inequality in Lemma 57, it follows
|U(x)| = o
(
|x|−γ(s)
)
as x→ 0,
which by n − 4 < γ(s), implies that for any n − 4 < q < γ(s), there exists 0 < rq < 1 depending
only on n p, s and q such that
|U(x)| < |x|−q in B∗rq , (68)
where in the last claim we have used a blow-up argument. Now taking rq > 0 as before, and using
Lemma 10 again, we get that ∆2U = |U|s−1U ∈ L1 (B1,Rp). Thus, using (19), we decompose
U(x) = Λ|x|4−n −
∫
Brq
|x− y|4−n∆2U(y)dy +Ψ(x) in B∗rq , (69)
where Λ ∈ Rp has all nonnegative components and Ψ ∈ C∞ (B1,Rp) is such that ∆2Ψ = 0 in Brq .
Nevertheless, using (68), it is not hard to see from (Sp) that there exists Cq > 0, depending only
on n, p, s, and q such that∣∣∣∣∣
∫
Brq
|x− y|4−n∆2U(y)dy
∣∣∣∣∣ 6
∫
Brq
|x− y|4−n|y|−sqdy 6 Cq|x|4−n.
Hence, fixing n− 4 < q < γ(s) and choosing suitable rq > 0 and Cq > 0 on the last inequality, the
proof follows directly from (69). 
Second, we give a sufficient condition to classify whether the origin is a removable singularity
or non-removable singularity.
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Lemma 62. Let R <∞, s ∈ (1, 2∗∗), and U be a nonnegative superharmonic singular solution to
(Sp). Assume that
|U(x)| = o (|x|4−n) as x→ 0. (70)
Then, the origin is a removable singularity.
Proof. By (70), we get U ∈ Lq (B1,Rp) for any q ∈ [1, 2∗∗). Moreover, since s ∈ (1, 2∗∗) and
|∆2U| 6 |U|s, it follows −∆2U ∈ Lq/s (B1,Rp) for any q ∈ [1, 2∗∗). Whence, we can use standard
elliptic theory for each component of U , and a bootstrap argument to find U ∈W 4,N (B1,Rp) for
any N ∈ (1,∞). In particular, it holds from the Morrey embedding that U ∈ C3,ζ (B1,Rp) for any
ζ ∈ (0, 1). Therefore, U must have a removable singularity at the origin. 
Now we are in a position to prove our main result of this part.
Proof of Proposition 60. Suppose that U has a non-removable singularity at the origin. Using
Lemma 62, we get that U does not satisfy (70), that is, there exists ρ > 0, i ∈ I, and {rk}k∈N such
that rk → 0 as k →∞ satisfying
sup
∂Brk
ui > ρr
4−n
k .
On the other hand, by the Harnack inequality in Lemma 57, there exists c1 > 0 satisfying
inf
∂Brk
u1 > c1ρr
4−n
k ,
where c1 > 0 depends only on n, p and s. Taking 0 < ρ ≪ 1 smaller to ensure that there exists
c2ρ 6 inf∂B1/2 ui, it follows from using twice the maximum principle that
ui(x) > c2ρ|x|4−n in B∗1/2,
which proves the asymptotic lower bound estimate in the case, and together with Lemma 61, the
proof of the proposition is concluded. 
5.4. Gidas–Spruck case. The objective of this subsection is to prove Theorem 2 (c). Our
strategy is based on the monotonicity formula for the Pohozaev functional in cylindrical coordinates
(see Proposition 28), which relies on [72]. More precisely, we show that the local models near the
origin are the limit blow-up solutions, which limiting provided by its image under the action of
the spherical Pohozaev functional. Finally, to prove the removability of the singularity theorem,
we use a technique relying on the regularity lifting method in [19].
Proposition 63. Let R <∞, s ∈ (2∗∗, 2∗∗−1), and U be a nonnegative singular solution to (Sp).
Then, there exists K0(s, n) > 0 such that
|U(x)| = (1 + o(1))K0(n, s)
1
s−1 |x|−γ(s).
Before we provide the proof of this proposition, we need to establish some auxiliary results.
First, we show that solution U to (Sp) satisfy some uniform bound in cylindrical coordinates
V = F(U) (see (22)).
Lemma 64. Let R < ∞, s ∈ (2∗∗, 2∗∗ − 1), and U be a nonnegative singular solution to (Sp).
Then, there exists C > 0 such that
|V(t, θ)|+ |V(1)(t, θ)|+ |V(2)(t, θ)|+ |V(3)(t, θ)|+ |∇θV(t, θ)|+ |∆θV(t, θ)| 6 C in C− ln 2.
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Proof. First, by Lemma 55, we know that V is uniformly bounded. Moreover, using Corollary 56,
we get
|V(1)(t, θ)|+ |∇θV(t, θ)| 6 C
1∑
j=0
|x|γ(s)|D(j)U(x)| 6 C,
|V(2)(t, θ)|+ |∆θV(t, θ)| 6 C
2∑
j=0
|x|γ(s)+j |D(j)U(x)| 6 C,
|V(3)(t, θ)| 6 C
3∑
j=0
|x|γ(s)+j |D(j)U(x)| 6 C,
for 0 < |x| < 1/2, which by a direct rescaling proves the lemma. 
Now we use these rescaled family {Ûλ}λ>0 ⊂ C4,ζ(B∗1 ,Rp), for some ζ ∈ (0, 1), to obtain the
blow-up limit for (Sp). This allows us to study the limiting values for the Pohozaev functional, by
using the classification results from Section 4.
Lemma 65. Let R <∞, s ∈ (2∗∗, 2∗∗ − 1), and U be a nonnegative singular solution to (Sp) with
V = F(U) its cylindrical transform given by (24). Then, Pcyl(∞,V) ∈ {−l∗(n, s), 0}, where l∗(n, s)
is defined by (54). Moreover, it follows
(i) Pcyl(∞,V) = 0 if, and only if,
|U(x)| = o
(
|x|−γ(s)
)
as x→ 0. (71)
(ii) Pcyl(∞,V) = −l∗(n, s) if, and only if,
|U(x)| = (1 + o(1)K0(n, s)
1
s−1 |x|−γ(s) as x→ 0,
Proof. Initially, by Lemma 55, for any K ⊂ B1/2λ compact subset, the family {Ûλ}λ>0 ⊂
C4,ζ(B∗1 ,R
p) is uniformly bounded, for some ζ ∈ (0, 1). Then, by standard elliptic theory, there
exists a nonnegative function U0 ∈ C4,ζ (Rn \ {0},Rp), such that, up to a subsequence, we have
that ‖Û − U0‖C4,ζloc (Rn\{0}) as λ → 0, where U0 satisfies the blow-up limit system (Sp). Moreover,
by Lemma 48, we know that U0 is superharmonic, that is, −∆(u0)i > 0 in Rn \ {0}, which, by the
maximum principle, provides that either (u0)i ≡ 0 or (u0)i > 0 in Rn\{0} for all i ∈ I. Therefore,
by Theorem A, the blow-up limit U0 is radially symmetric about the origin. Furthermore, by the
scaling invariance of the Pohozaev functional, we get
Psph(r,U0) = lim
λ→0
Psph(r, Ûλ) = lim
λ→0
Psph(λr,U0) = Psph(0,U0). (72)
In addition, if V0 = F(U0), then it satisfies (20), which by (72), yields that Pcyl(r,V0) = Psph(r,U0)
is a constant. Consequently, by the monotonicity formula in Proposition 28, we get
d
dt
Pcyl(r,V0) =
[
K3(n, s)|V(2)0 |2 −K1(n, s)|V(1)0 |2
]
≡ 0.
Moreover, since K3(n, s) < 0 and K1(n, s) > 0, we find that |V(1)0 | ≡ 0 in R, and so |V0| is constant,
which can be directly computed, namely either
|V0| = 0 or |V0| = K0(n, s)
1
s−1 .
Moreover, by (72) and Remark 27, it follows
Pcyl(0,V0) ∈ {−l∗(n, s), 0} and Psph(0,U0) ∈ {−ωn−1l∗(n, s), 0} .
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Finally, if Psph(0,U0) = 0, then, by uniqueness of the limit |U0| ≡ 0. Whence, we conclude
that ‖Ûλ‖C4,ζ(K,Rp) → 0 for any sequence of λ → 0, for some ζ ∈ (0, 1), which straightforwardly
provides (71). Otherwise, we have
|U0| ≡ K0(n, s)
1
s−1 |x|−γ(s),
which proves (ii) of this lemma and finishes the proof of the lemma. 
Next, we use the last lemma to prove the removable singularity theorem. Since the De Giorgi–
Nash-Moser iteration technique, our proof employs the regularity lifting method.
Lemma 66. Let R <∞, s ∈ (2∗∗, 2∗∗ − 1), and U be a nonnegative solution to (Sp). If
|U(x)| = o
(
|x|−γ(s)
)
as x→ 0,
then the origin is a removable singularity.
Proof. The proof will be divided into some claims.
Claim 1: If |U(x)| = o (|x|−γ(s)) as x→ 0, then∫
B1/2
|U|nγ(s)−1dx <∞. (73)
In fact, let us consider φ(|x|) = |x|ζ(n,s), where ζ(n, s) = −2γ(s)(2∗∗ − 1)(n− 2∗∗)(s− 1)−1. Then,
a direct computation, provides
∆2φ = ζ(n, s)(ζ(n, s)− 2)(ζ(n, s) + n− 2)(ζ(n, s) + n− 4)|x|ζ(n,s)−4,
which, since ζ(n, s) + n− 4 = γ(s) > 0, it follows that
A(n, s) := ζ(n, s)(ζ(n, s)− 2)(ζ(n, s) + n− 2)(ζ(n, s) + n− 4) > 0.
In other terms, we can write
∆2φ
φ
=
A(n, s)
|x|4 in R
n \ {0}. (74)
For any 0 < ε≪ 1, let us consider ηε ∈ C∞ (Rn) with 0 6 ηε 6 1 a cut-off function satisfying
ηε(x) =
{
0, for ε 6 |x| 6 1/2
1, for |x| 6 ε/2 or |x| > 3/4, (75)
and |D(j)ηε(x)| 6 Cε−j for j = 0, 1, 2, 3, 4. Defining ξε = ηεφ, multiplying (Sp) by ξε and
integrating by parts in B1, we obtain∫
B1
ηεuiφ
(
∆2φ
φ
− |U|s−1ui
)
dx = −
∫
B1
uiT (ηε, φ) dx for all i ∈ I, (76)
where Tε : C
∞
c (B1)→ C∞c (B1) is defined by
Tε(φ) = T (ηε, φ) = 4∇ηε∇∆φ+ 2∆ηε∆φ+ 4∆ηε∆φ+ 4∇∆ηε∇φ+ φ∆2ηε.
Using Lemma 55 combined with the estimates on the cut-off function (75) and its derivatives,
there exist c1, c2 > 0, independent of ε, satisfying the following estimates,∣∣∣∣∫
B1
uiTε(φ)dx
∣∣∣∣ 6 c1 + c2εnεζ(n,s)−4ε−γ(s) <∞,
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which implies that the right-hand side of (76) is uniformly bounded. In addition, assumption (73)
yields that |U|s−1(x) = o(1)|x|−4 as x→ 0, which together with (74) and (77) provides that there
exists C > 0 satisfying ∫
B1
ηεui|x|ζ(n,s)−4dx 6 C for all i ∈ I. (77)
Therefore, by Lemma 55, it holds∫
{ε6|x|61/2}
|U|nγ(s)−1dx =
∫
{ε6|x|61/2}
|U||U|nγ(s)−1−1dx (78)
6 C
∫
{ε6|x|61/2}
|U||x|ζ(n,s)−4dx
6 C
∫
B1
ηε|U||x|ζ(n,s)−4dx <∞,
where the last inequality comes from (77). Finally, passing to the limit as ε→ 0 in (78), the proof
of Claim 1 follows by applying the dominated convergence theorem.
Claim 2: If (73), holds then U ∈ Lq(B1,Rp) for all q > 2∗∗.
Indeed, by Proposition 13, there exist a Green function with homogeneous Dirichlet boundary
conditions G2(x, y) and ψi ∈ L∞loc(B1/2) with ∆ψi = 0 for all i ∈ I such that
ui(x) =
∫
B1
G2(x, y)∆
2uidx+ ψi(x) in B1/2.
More precisely, G2(x, y) is a distributional solution to the Dirichlet problem{
∆2G2(x, y) = δx(y) in B1/2
G2(x, y) = ∂νG2(x, y) = 0 on ∂B1/2.
and there exists positive constant Cn > 0 such that
0 < G2(x, y) 6 Γ2(|x− y|) := Cn|x− y|4−n for x, y ∈ B1/2 and |x− y| > 0,
where Γ2(x, y) = Cn|x−y|4−n is the fundamental solution to ∆2 in Rn. Recall that U = (u1, . . . , up)
satisfies
∆2ui = V (x)ui in B
∗
1 , (79)
where V (x) = |U|s−1. Moreover, using (73), we find that V ∈ Ln/4(B1/2).
Let us consider the Z = C∞c (B1/4), X = L
2∗∗(B1/4) and Y = L
s(B1/4) for q > 2
∗∗. Hence, it is
well-defined the following inverse operator
(Tu)(x) =
∫
B1/4
Γ2(x, y)u(y)dy.
We also consider the operator TM := Γ2 ∗ VM , which applied in both sides of (79), provides
ui = TMui + T˜Mui, where
(TMui)(x) =
∫
B1/4
Γ2(x, y)VM (y)ui(y)dy and (T˜Mui)(x) =
∫
B1/4
Γ2(x, y)V˜M (y)ui(y)dy.
Here, for M > 0, we define V˜M (x) = V (x)− VM (x), where
VM (x) =
{
V (x), if |V (x)| >M,
0, otherwise.
Now we can run the regularity lifting method, which is divided into two steps.
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Step 1: For n/(n − 4) < q < ∞, there exists M ≫ 1 large such that TM : Lq(B1/4) → Lq(B1/4)
is a contraction.
In fact, for any q ∈ (n/(n − 4),∞), there exists m ∈ (1, n/4) such that q = nm/(n− 4m). Then,
by the Hardy–Littlewood–Sobolev and Ho¨lder inequalities [53], for any u ∈ Lq(Rn), we get
‖TMu‖Lq(B1/4) 6 ‖Γ2 ∗ VMu‖Lq(B1/4) 6 C‖VM‖Ln/4(B1/4)‖u‖Lq(B1/4).
Since VM ∈ Ln/4(B1/4) it is possible to choose a large M ≫ 1 satisfying ‖VM‖Ln/4(B1/4) < 1/2C .
Therefore, we arrive at ‖TMu‖Lq(B1/4) 6 1/2‖u‖Lq (B1/4), which yields that TM is a contraction.
Step 2: For any n/(n− 4) < q <∞, it follows that T˜Mui ∈ Lq(B1/4) for all i ∈ I.
Indeed, for any n/(n− 4) < q <∞, we pick 1 < m < n/4 satisfying q = nm/(n− 4m). Since V˜M
is bounded, we get
‖T˜M‖Lq(B1/4) = ‖Γ2 ∗ V˜Mui‖ 6 C‖V˜Mui‖Lm(B1/4) 6 C‖ui‖Lm(B1/4).
However, using (73), we have that ui ∈ Lq(B1/4) for q ∈ (1, nγ(s)−1). Besides, q = (s− 2)nγ(s)−1
when m = nγ(s)−1. Thus, we obtain that ui ∈ Lq(B1/4) for{
1 < q <∞, if s > 2
1 < q 6 (2− s)−1nγ(s)−1, if 1 < s < 2.
Now we can repeat the argument for m = (s− 2)nγ(s)−1 to get that ui ∈ Lq(B1/4) for{
1 < q <∞, if s > 2
1 < q 6 (2− s)−1nγ(s)−1, if 1 < s < 2.
Therefore, by proceeding inductively as in [72, Lemma 3.8], the proof of the claim follows.
Ultimately, combining Steps 1 and 2, we can apply [19, Theorem 3.3.1] to show that ui ∈ Ls(B1/4)
for all s > 2∗∗ and i ∈ I. In particular, the proof of the claim is finished.
Now, by the Morrey embedding theorem, it follows that ui ∈ C0,ζ(B1/4), for some ζ ∈ (0, 1).
Finally using Schauder estimates, one gets that ui ∈ C4,ζ(B1/4), which provides U ∈ C4,ζ(B1/4,Rp).
In particular, the singularity at the origin is removable, which concludes the proof of the lemma. 
Proof of Proposition 63. Suppose that U has a non-removable singularity at the origin, then by
Lemma 66, U does not satisfy (71). Therefore, the proof follows as a consequence of Lemma 65. 
5.5. Aviles case. Finally, we prove Theorem 2 (b). The asymptotic analysis for the lower critical
exponent, s = 2∗∗ exhibits its subtlety. First, since γ(2∗∗) = n− 4, one would expect the singular
solutions to (Sp) to have the same behavior as the fundamental solution to the bi-Laplacian near
the origin; thus, by classical results of J. Serrin, the isolated singularity would be removable.
However, the results in [6] suggest that there exists a more refined asymptotic profile. In the lower
critical case s = 2∗∗ (resp. s = 2∗) in Theorems 2 and B (resp. Theorem C and D), a more accurate
type of cylindrical transformation shall be considered. Here, we also recall that γ(2∗∗ − 1) = n−42 .
Our objective is to prove the proposition below
Proposition 67. Let R < ∞, s = 2∗∗, and U be a nonnegative superharmonic singular solution
to (Sp). Then,
|U(x)| = (1 + o(1))K̂0(n)
n−4
4 |x|4−n(− ln |x|)n−42 ,
where K̂0(n) := limt→∞ tK˜0(n, t) =
(n−4)(n−2)(n+4)
2 .
First, let us mention that the motivation to consider this transformation is the following
asymptotic upper bound for singular solutions to (Sp).
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Lemma 68. Let R <∞, s = 2∗∗, and U be a nonnegative solution to (Sp). Then, then there exist
C0(n) > 0 and 0 < r0 < R such that
|ui(x)| 6 C0(n)|x|4−n(− ln |x|)
4−n
4 for 0 < |x| < r0 and i ∈ I,
where ui is the spherical average of ui over the sphere ∂BR.
Proof. Note that for each i ∈ I, we get that ui satisfies,
∂(4)r ui +
2(n− 1)
r
∂(3)r ui +
(n− 1)(n − 3)
r2
∂(2)r ui −
(n− 1)(n − 3)
r3
∂rui − u2∗∗i = 0,
for 0 < r < R. Whence the conclusion follows directly from [66, Theorem 5]. 
As in the autonomous, we use the limiting energy levels P˜cyl(∞,W) to provide the classification
for the local behavior near the isolated singularity.
Lemma 69. Let R < ∞, s = 2∗∗, and U be a nonnegative solution to (Sp) with W = F˜(V) its
nonautonomous cylindrical transform given by (24). Then, P˜cyl(∞,W) ∈ {−l∗(n), 0}, where
l∗(n) =
2
n−8
n−4 (n − 4) [(n− 2)(n2 − 16)] 2(n−2)n−4 + (n− 2)5(n2 − 16)4
16(n − 2) .
Moreover, it follows
(i) P˜cyl(∞,W) = 0 if, and only if,
|U(x)| = o
(
|x|4−n(− ln |x|) 4−n4
)
as x→ 0. (80)
(ii) P˜cyl(∞,W) = l∗(n) if, and only if,
|U(x)| = (1 + o(1))K̂0(n)
n−4
4 |x|4−n(− ln |x|) 4−n4 as x→ 0.
Proof. First, combining (35) with Proposition 37 and Lemma 38, we find
P˜cyl(∞,W) = lim
t→∞
∫
S
n−1
t
(
(2∗∗ + 1)
−1|W|2∗∗+1 + K̂0(n)|W|2
)
dθ.
Furthermore, by (35), we see that for any {tk}k∈N such that tk → ∞ as k → ∞, it follows that
{W(tk, θ)}k∈N converges to a limit, which is independent of θ ∈ Sn−1t . Hence, up to subsequence,
there exists Λ ∈ Rp such that W (tk, θ)→ Λ (uniformly on θ ∈ Sn−1t ), which gives us
P˜cyl(∞,W) = (2∗∗ + 1)−1|Λ|2∗∗+1 + K̂0(n)|Λ|2. (81)
Thus, since the right-hand side of the last equation has at most three nonnegative roots, the limit
|Λ|, under the uniform convergence of |W(t, θ)| on Sn−1t as t → ∞, is unique. Finally, taking the
inner product of (25) with W, integrating both sides over (t0,∞)× Sn−1, and using (35),(36) and
Lemma 38, it follows ∣∣∣∣∣
∫ ∞
t0
1
t
∫
S
n−1
t
(
K̂0(n)− |W|2∗∗−1
)
|W|2dθdt
∣∣∣∣∣ <∞.
Now since limt→∞ |W(t, θ)| = |Λ| uniformly on Sn−1t , we get either |Λ| = 0 or |Λ| = K̂0(n)
n−4
4 ,
which by substituing into (81), provides that either P˜cyl(∞,W) = 0 if, and only if, |Λ| = 0, or
P˜cyl(∞,W) = l∗(n), otherwise. The proof trivially follows by applying the inverse F˜−1 of the
nonautonomous cylindrical transform. 
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Now we are left to show that, if (i) of Lemma 69 holds, then the singularity at the origin is
removable. Here, we are based on the barriers construction in [51] (see also [44]), which is available
due to the integral representation (19).
Lemma 70. Let R <∞, s = 2∗∗, and U be a nonnegative solution to (Sp). Suppose that
|U(x)| = o
(
|x|4−n(− ln |x|) 4−n4
)
as x→ 0.
Then, the origin is a removable singularity.
Proof. For any i ∈ I and δ > 0, we choose 0 < ρ ≪ 1 such that ui(x) 6 δ|x|−γ(s) in B∗ρ . Fixing
ε > 0, κ ∈ (0, γ(s)) and M ≫ 1 to be chosen later, we define
ςi(x) =
{
M |x|−κ + ε|x|4−n−κ, if 0 < |x| < ρ
ui(x), if ρ < |x| < 2.
Notice that for every 0 < κ < n − 4 and 0 < |x| < 2, by a change a variables, there exists C > 0
such that ∫
Rn
|x− y|4−n|y|−4−κdy = |x|4−n
∫
Rn
∣∣|x|−1x− |x|−1y∣∣4−n |y|κ−4dy
= |x|−κ+4
∫
Rn
∣∣|x|−1x− z∣∣4−n |z|κ−4dz
6 C
(
1
n− 4− κ +
1
κ
+ 1
)
|x|−κ,
which, for 0 < |x| < 2 and 0 < δ ≪ 1, yields∫
Bρ
u2∗∗−1i (y)ςi(y)|x− y|4−ndy 6 δ2∗∗−1
∫
Rn
ςi(y)|x− y|n−4|y|−4dy
6 Cδ2∗∗−1ςi(x)
<
1
2
ςi(x).
Moreover, for 0 < |x| < ρ and x¯ = ρx|x|−1, we get∫
B2\Bρ
u2∗∗−1i (y)ςi(y)|x− y|4−ndy =
∫
B2\Bρ
|x¯− y|n−4
|x− y|n−4
u2∗∗i (y)
|x¯− y|n−4dy
6 2n−4
∫
B2\Bρ
u2∗∗i (y)
|x¯− y|n−4dy
6 2n−4ui(x¯)
6 2n−4max
∂Bρ
ui.
The last inequality implies that for 0 < |x| < τ and M > max∂Bρ ui,
ψi(x) +
∫
B2
u2∗∗−1i (y)ςi(y)
|x− y|4−n dy 6 ψi(x) + 2
n−4max
∂Bρ
ui +
1
2
ςi(x) < ςi(x).
In the next claim, we show that ςi can be taken indeed as a barrier for any ui.
Claim 1: For any i ∈ I, it holds that ui(x) 6 ςi(x) in B∗ρ .
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In fact, suppose by contradiction that the conclusion is not true. Then, since ui(x) 6 δ|x|−γ(s)
in B∗ρ , by the definition of ςi, there exists τ˜ ∈ (0, ρ), depending on ε, such that ςi > ui in B∗ρ and
ςi > ui close to the boundary ∂Bρ. Let us consider,
τ¯ := inf
{
τ > 1 : τψi > ui in B
∗
ρ
}
.
Then, we have that τ¯ ∈ (1,∞) and there exists x¯ ∈ Bρ \ B¯τ˜ such that τ¯ ςi(x¯) = ui(x¯) and, for
0 < |x| < τ , it follows
τ¯ ςi(x) >
∫
B2
u2∗∗−1i (y)τ¯ ςi(y)|x− y|4−ndy + τ¯ψi(x) >
∫
B2
u2∗∗−1i (y)τ¯ ςi(y)|x− y|4−ndy + ψi(x),
which gives us
τ¯ ςi(x)− ui(x) >
∫
B2
u2∗∗−1i (y)(τ¯ ςi(y)− ui(y))|x− y|4−ndy.
Finally, by evaluating the last inequality at x¯ ∈ Bρ \ B¯τ˜ , we get a contradiction and the claim is
proved.
Consequently, we find ui(x) 6 ςi(x) 6 M |x|−κ + ε|x|4−n−κ in B∗ρ , which yields that u2∗∗−1i ∈
Ls(B∗ρ) for some s > n/4 and any i ∈ I. Therefore, standard elliptic regularity concludes the proof
of the lemma. 
Ultimately, the proof of the main result in this section is merely a consequence of the last results.
Proof of Proposition 67. Suppose that U has a non-removable singularity at the origin, then by
Lemma 70, U does not satisfy (80). Therefore, the proof follows as a consequence of Lemma 69. 
Appendix A. The general Emden–Fowler change of coordinates
In this appendix, using the software Mathematica 12, we compute the coefficients of the bi-
Laplacian written in cylindrical coordinates (see also [37,72]). More generally, let us consider the
following change of coordinates
u(r) = ρ(r)v(t) with t = ψ(r), (82)
where ρ, ψ : R → R are smooth functions, and ψ is a smooth diffeomorphism. Here we adopt
the notations ψr = dψ/dr, ρr = dρ/dr, ψ
(j)
r = djψ/drj, and ρ
(j)
r = djρ/drj ∂
(j)
t = ∂
j/∂tj (resp.
∂
(j)
r = ∂j/∂r
j) with the convention ∂
(0)
t equals the identity operator on C
∞(R), and we omit u, v
when it is convenient. Now the idea is to express the operator ∂
(j)
r for j ∈ N in terms of ∂(ℓ)t for
ℓ = 1, . . . , j, that is,
∂(j)r =
j∑
ℓ=0
cjℓ(ρ, ψ)∂
(ℓ)
t ,
where cjℓ : R
2(ℓ+1)+1 → R are the coefficient functions, depending on ρ, ψ and all theirs derivative
until ℓ-th order. Notice that C = (cjℓ)jℓ is a lower triangular matrix, i.e., cjℓ ≡ 0 when j < ℓ. In
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fact, a direct computation shows
∂(0)r = ρ∂
(0)
t (83)
∂(1)r = ρr∂
(0)
t + ψrρ∂
(1)
t
∂(2)r = ρ
(2)
r ∂
(0)
t + (2ψrρr + ψ
(2)
r ρ)∂
(1)
t + ψ
2
rρ∂
(2)
t
∂(3)r = ρ
(3)
r ∂
(0)
t + (3ψrρ
(2)
r + 3ψ
(2)
r ρr + ψ
(3)
r ρ)∂
(1)
t + (3ψ
2
rρr + 3ψrψ
(2)
r ρ)∂
(2)
t + ψ
3
rρ∂
(3)
t
∂(4)r = ρ
(4)
r ∂
(0)
t + [4ψrρ
(3)
r + 6ψ
(2)
r ρ
(2)
r + 4ψ
(3)
r ρr + ψ
(4)
r ρ]∂
(1)
t
+ [6ψr
2ρrr + 12ψrψ
(2)
r ρr + (3ψ
(2)
r
2
+ 4ψrψ
(3)
r )ρ]∂
(2)
r + (4ψ
3
rρr + 6ψ
2
rψ
(2)
r ρ)∂
(3)
r + ψ
4
rρ∂
(4)
r .
In particular, when ψ(r) = − ln r, it follows
ψr(r) = −r−1, ψ(2)r (r) = r−2, and ψ(3)r (r) = −2r−3, (84)
which turns (82) into the classical logarithm cylindrical change of coordinates. Also, we observe
that the choice ψ(r) = ln r would lead to a change of sign. For the geometrical point of view, the
contrary sign choice is more natural.
In what follows, to distinct the second and fourth order cases, we fixed double indexes.
Nevertheless, in the main text, we only consider one index, since we always deals with the fourth
order case, that is, K0,K1,K2,K3, J0, J1, J2, (or K˜0(t), K˜1(t), K˜2(t), K˜3(t), J˜0(t), J˜1(t), J˜2(t) in the
nonautonomous case). The same holds for the Fowler rescaling exponent γm(s) :=
m
s−1 for m > 1,
where m is dropped since we always consider m = 4.
A.1. Second order case. Now remember the expression for the Laplacian in spherical (polar)
coordinates,
∆sph = r
−2N20(n)∂
(0)
r + r
−1N21(n)∂
(1)
r +N22(n)∂
(2)
r + r
−2M20(n)∆σ,
where the coefficients are given by
N20(n) = 0, N21(n) = n− 1, N22(n) = 1 and M20(n) = 1.
Using the change coordinates (82), we get
∆cyl = K20(ρ, ψ)∂
(0)
t +K21(ρ, ψ)∂
(1)
t +K22(ρ, ψ)∂
(2)
t + r
−2J20∆θ,
where K2ℓ(ρ, ψ) =
∑2
j=0Nℓ(n)cjℓ(ρ, ψ). More explicitly, we have
K20(ρ, ψ) = N22(n)c20(ρ, ψ) +N21(n)c10(ρ, ψ) +N20(n)c00(ρ, ψ)
K21(ρ, ψ) = N22(n)c21(ρ, ψ) +N21(n)c11(ρ, ψ)
K22(ρ, ψ) = N22(n)c22(ρ, ψ),
J20(ρ, ψ) =M20(n),
where, by using (83), we can explicitly get the matrix of coefficients in the second order case,
cjℓ(ρ, ψ) =
 ρ 0 0ρ ψrρ 0
ρrr 2ψrρr + ψrrρ ψ
2
rρ
 . (85)
The choice of ρ(r) will depend on the natural scaling of the problem. Namely, for s ∈ (1, 2∗], we
consider ρ(r) = r−γ2(s), where γ2(s) = 2/(s − 1). Notice that −γ2(s) is the constant solution to
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te functional equation γ2(s) − 2 = (s − 1)γ2(s), which is obtained by a scaling analysis of (8).
Whence,
ρr(r) = −γ2r−(γ2+1), and ρ(2)r (r) = γ2(γ2 + 1)r−(γ2+2).
This turns the change of variables (82) into the (second order) Emden-Fowler transformation
from [10,28], which, by substituting in (85), provides (8), that is,
K20(n, s) = 2(s− 1)−2 [n(s− 1)− 2s] , K21(n, s) = −(s− 1)−1 [s(n− 2) + n+ 2] ,
K22(n, s) = 1 and J20(n, s) = 1
Then, defining K∗2j := K2j(n, 2
∗ − 1), one finds
K∗22 ≡ 1, K∗21 ≡ 0, K∗20 = −
(n− 2)2
4
, and J∗20 = 1,
whereas, when K2j,∗ := K2j(n, 2∗), it holds
K∗22 ≡ 1, K∗21 = n− 2, K∗20 ≡ 0, and J∗20 = 1,
Thus, since K∗20 ≡ 0, when s = 2∗, one needs to consider a more suitable change of coordinates.
In this fashion, we take ρ(r) = r2−nψ(r)
2−n
2 , then
ρr(r) = r
−(2γ2+1)ψ−(γ2+1)
(
−γ2ψ(1)r r − 2γ2ψ
)
, and
ρ(2)r (r) = r
−(2γ2+2)ψ−(γ2+2)
{
γ2(4γ2 + 2)ψ
2 + 4γ2ψψ
(1)
r r +
[
γ2(γ2 + 1)ψ
(1)
r
2 − ψψ(2)r
]
r2
}
,
and, similarly to the other cases, leads to (12), that is,
K˜20(n, t) =
n(n− 2)
4t2
− (n− 2)
2
2t
, K˜21(n, t) = −(n− 2)
t
+ (n − 2), K˜22(n, t) = 1 and J˜20(n, t) = 1,
where each term was simplified by the factor r−nψ(r)
2−n
2 . We should emphasize, that contrarily
(8), this is a nonautonomous ODE; this makes the analysis harder.
A.2. Fourth order case. Analogously, we consider the bi-Laplacian in spherical (polar)
coordinates,
∆2sph = r
−4N40(n)∂
(0)
r + r
−3N41(n)∂
(1)
r r
−2N42(n)∂
(2)
r + r
−1N43(n)∂
(3)
r +N44(n)∂
(4)
r
+ r−4M40(n)∆σ + r
−3M41(n)∂
(1)
r ∆σ + r
−2M42(n)∂
(2)
r ∆σ + r
−4M44(n)∆
2
σ,
where the coefficients are given by
N40(n) = 0, N41(n) = 2(n − 1), N42(n) = (n− 1)(n − 3), N43(n) = −(n− 1)(n − 3), N44(n) = 1,
M40(n) = −2(n− 4), M41(n) = 2(n − 3), M42(n) = 2, and M44(n) = 1.
Using the change coordinates (82), after a suitable rescaling, we get
∆2cyl = K40(ρ, ψ)∂
(0)
t +K41(ρ, ψ)∂
(1)
t +K42(ρ, ψ)∂
(2)
t +K43(ρ, ψ)∂
(3)
t +K44(ρ, ψ)∂
(4)
t ,
+ J40(ρ, ψ)∆θ + J41(ρ, ψ)∂
(1)
t ∆θ + J42(ρ, ψ)∂
(2)
t ∆θ + J44(ρ, ψ)∆
2
θ ,
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where K4ℓ(ρ, ψ) =
∑4
j=0Nℓ(n)cjℓ(ρ, ψ). More explicitly, we find
K40(ρ, ψ) = N44(n)c40(ρ, ψ) +N43(n)c30(ρ, ψ) +N42(n)c20(ρ, ψ) +N41(n)c10(ρ, ψ) +N40(n)c00(ρ, ψ)
K41(ρ, ψ) = N44(n)c41(ρ, ψ) +N43(n)c31(ρ, ψ) +N42(n)c21(ρ, ψ) +N41(n)c11(ρ, ψ)
K42(ρ, ψ) = N44(n)c42(ρ, ψ) +N43(n)c32(ρ, ψ) +N42(n)c22(ρ, ψ)
K43(ρ, ψ) = N44(n)c43(ρ, ψ) +N43(n)c33(ρ, ψ)
K44(ρ, ψ) = N44(n)c44(ρ, ψ),
J40(ρ, ψ) =M42(n)c20(ρ, ψ) +M41(n)c10(ρ, ψ) +M40(n)c00(ρ, ψ)
J41(ρ, ψ) =M42(n)c21(ρ, ψ) +M41(n)c11(ρ, ψ)
J41(ρ, ψ) =M42(n)c22(ρ, ψ)
J44(ρ, ψ) =M44(n).
Hence, by following, (83), we find
c00 = ρ (86)
c10 = ρr, c11 = ψrρ
c20 = ρ
(2)
r , c21 = 2ψrρr + ψ
(2)
r ρ, c22 = ψ
2
rρ
c30 = ρ
(3)
r , c31 = 3ψrρ
(2)
r + 3ψ
(2)
r ρr + ψ
(3)
r ρ, c32 = 3ψ
2
rρr + 3ψrψ
(2)
r ρ, c33 = ψ
3
rρ
c40 = ρ
(4)
r , c41 = 4ψrρ
(3)
r + 6ψ
(2)
r ρ
(2)
r + 4ψ
(3)
r ρr + ψ
(4)
r ρ,
c42 = 6ψ
2
rρ
(2)
r + (3ψ
(2)
r + 12ψrψ
(2)
r )ρr + (3ψ
2
r + 4ψrψ
(3)
r )ρ, c43 = 4ψ
3
rρr + 6ψ
2
rψ
(2)
r ρ, c40 = ψ
4
rρ.
For the Bi-Laplacian, we consider a suitable scaling function given by ρ(r) = r−γ4(s) with
γ4(s) = 4/(s − 1). Hence, the change of variables (82) becomes the (fourth order) Emden-Fowler
transformation from Subsection 2.4, that is,
ρr(r) = −γ4r−(γ4+1), ρ(2)r (r) = γ4(γ4 + 1)r−(γ4+2), (87)
ρ(3)r (r) = −γ4(γ4 + 1)(γ4 + 2)r−(γ4+3), and ρ(4)r (r) = γ4(γ4 + 1)(γ4 + 2)(γ4 + 3)r−(γ4+4).
Therefore, by substituting (87) and (84) into (86), and simplifying by the common scaling factor
rγ4−4, which is chosen so it satisfies the functional equation γ(s)− 4 = (s− 1)γ(s), we arrive at
K40(n, s) = 8(s− 1)−4
[
(n− 2)(n − 4)(s − 1)3 + 2 (n2 − 10n+ 20) (s− 1)2 − 16(n − 4)(s − 1) + 32] ,
K41(n, s) = −2(s− 1)−3
[
(n− 2)(n − 4)(s − 1)3 + 4 (n2 − 10n+ 20) (s− 1)2 − 48(n − 4)(s − 1) + 128] ,
K42(n, s) = (s− 1)−2
[(
n2 − 10n+ 20) (s− 1)2 − 24(n − 4)(s − 1) + 96] ,
K43(n, s) = 2(s− 1)−1[(n − 4)(s − 1)− 8],
K44(n, s) = 1,
J40(n, s) = 2(s− 1)−2
[
(s+ 1)2(s− 1)2 − n(s− 3)(s − 1)] ,
J41(n, s) = 2(s− 1)−1 [(n− 4)(s − 1) + 16] . ,
J42(n, s) = 2,
J44(n, s) = 1.
Now, considering K∗4j := K4j(n, 2
∗∗ − 1), one gets
K∗41 ≡ K∗43 ≡ J∗41 ≡ 0, K∗40 =
n2(n− 4)2
16
, K∗42 = −
n2 − 4n+ 8
2
, and J∗40 = −
n(n− 4)
2
,
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and, for K4j,∗ := K4j(n, 2∗∗), it follows
K40,∗ ≡ 0, K41,∗ = 2(n − 4)(n + 2), K42,∗ = n2 − 10n+ 20,
K43,∗ = J41,∗ = 2(n− 4), and J40,∗ = −2(n− 4).
Again, the zeroth order coefficient vanishes thus, one needs to consider a more suitable change of
coordinates given by the scaling factor ρ(r) = r4−nψ(r)
4−n
4 , which as before provides the following
nonautonomous coefficients,
K˜40(n, t) =
(n− 4)n(n+ 4)(n + 8)
256t4
− (n− 4)
2n(n+ 4)
32t3
+
(n− 4)n(n2 − 10n + 20)
16t2
+
(n − 4)(n − 2)(n + 4)
t
,
K˜41(n, t) =
(n− 4)n(n+ 4)
16t3
+
3n(n− 4)
8t2
+
(n− 4)(n2 − 10n + 20)
2t
− 2(n − 4)(n − 2),
K˜42(n, t) =
3n(n− 4)
8t2
− 3(n− 4)
2
2t
+ n2 − 10n+ 20,
K˜43(n, t) =
n− 4
t
+ 2(n − 4),
K˜44(n, t) = 1,
J˜40(n, t) =
n(n− 4)
8t2
− (n − 4)
2
2t
− 2(n− 4),
J˜41(n, t) = −n− 4
t
+ 2(n− 4),
J˜42(n, t) = 2,
J˜44(n, t) = 1.
where each term is simplified by the factor r−nψ(r)
4−n
4 .
Remark 71. It would also be interesting to run the same analysis for the higher order derivative
case m > 6. Indeed, computing the mth order matrices Kjℓ(n, s), Jjℓ(n, s) (K˜jℓ(n, t),J˜jℓ(n, t)) and
studying the sign of their components would allow us to provide the classification and the local
behavior near the isolated singularity for the general (even order) polyharmonic system,
(−∆)kui = c(n, s, k)|U|s−1ui in B∗R for i ∈ I. (88)
Here s ∈ (1, 2∗k − 1], where 2∗k := 2n/(n− 2k) is the (upper critical Sobolev exponent) with n > 2k,
m := 2k and c(n, s, k) is a normalizing constant with geometrical meaning. In an upcoming work,
we make a systematic study of this system.
Appendix B. Another moving spheres technique
In [4, Section 3.6], we utilize a different moving spheres technique, which is based on [23,
Proposition 1.1] and [54, Theorem 1.3]. Let us emphasize that these techniques could also be
employed in this subcritical situation. However, we choose to perform this sliding technique using
its integral form, which works in a more general setting, namely, for higher order equations.
Another proof for Lemma 45. Without loss of generality, we consider z = 0. let us denote
µ∗(0) = µ∗. By the definition of µ∗, when µ∗ < ∞, it follows that for any µ ∈ (0, µ∗] and
i ∈ I,
(ui)µ 6 ui in R
n \Bµ(0). (89)
Hence, there exist i0 ∈ I and (µk)k∈N in (µ∗,∞) satisfying µk → µ∗ and such that (89) does not
hold for i = i0 and µ = µk. For µ > 0, let us define ωµ = (ui0)− (ui0)µ.
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Step 1: ωµ∗ is superharmonic.
In fact, using (Sp)and Lemma 15, we get{
∆2ωµ∗(x) = cµ∗(x)ωµ∗ in R
n \Bµ∗(0)
∆ωµ∗(x) = ωµ∗(x) = 0 on ∂Bµ∗(0),
where
cµ∗ =
|U|s−1ui0 − |Uµ∗ |s−1(ui0)µ∗
ui0 − (ui0)µ∗
> 0 in Rn \Bµ∗(0).
Therefore, by Claim 1, we can use the strong maximum principle in [34, Theorem 3.5] to conclude
min
Rn\Bµ∗ (0)
ωµ∗ = min
∂Bµ(0)
ωµ∗ .
Step 2: ωµ∗ ≡ 0.
Supposing that ωµ∗ is not equivalently zero in R
n \ Bµ(0), by the Hopf Lemma [34, Lemma 3.4],
we have that ∂νωµ∗ > 0 in ∂Bµ∗(0). Moreover, by the continuity of ∇ui0 , one can find r0 > µ∗
such that for any µ∗ ∈ [µ, r0), we get
ωµ∗ > 0 in B¯r0(0) \Bµ(0). (90)
On the other hand, one can prove that there exists ε > 0 such that for any µ ∈ [µ∗, µ∗ + ε) and
x ∈ Rn \Br0(0), it follows
|ωµ∗(x)− ωµ(x)| = |(ui)µ(x)− (ui0)µ∗(x)| 6
1
2
(
r0
|x|
)n−4
min
∂Br0 (0)
ωµ∗ . (91)
Therefore, a combination of (90)–(91) yields that ωµ∗ > 0 in R
n \ Bµ(0) for any µ ∈ [µ∗, µ∗ + ε).
This is a contradiction with the definition of µ∗, thus ωµ∗ ≡ 0 in Rn \ Bµ(0). Moreover, let us
define
ωµ(x) = −
(
µ∗
|x|
)n−4
ωµ∗
((
µ∗
|x|
)2
x
)
.
Hence, it follows that ωµ∗ ≡ 0 in Rn\{0}. Since ui0 cannot be identically zero without contradicting
the definition of µ∗, and using that nonnegative solutions are weakly positive, we find ui0 is nowhere
vanishing. Therefore, we find that |Uµ∗ | ≡ |U| in Rn \ {0}.
By definition of µ∗(z), if µ¯(z) = ∞, we get that (ui)z,µ 6 ui in Rn \ Bµ(z), for any µ > 0 and
i ∈ I. Moreover, assuming that z = 0, by (89), we have
µn−4 6 lim inf
|x|→∞
|x|n−4ui(x),
which by passing to the limit as µ → ∞ provides that for any i ∈ I, either ui(0) = 0 or
|x|n−4ui(x)→ 0 as |x| → ∞. Using that ui(0) = 0 for all i ∈ I, we conclude ui ≡ 0. Therefore, we
may assume |x|n−4ui(x)→∞ as |x| → ∞ for all i ∈ I+.
Step 3: µ∗(x) =∞ for all x ∈ Rn.
Indeed, when µ∗(x) <∞ for some y ∈ Rn, using (i), we obtain
|z|n−4|U(z)| = |z|n−4|Ux,µ∗(x)(z)| → µ∗(x)n−4|U(z)| as |z| → ∞,
which is a contradiction. Hence, the alternative proof of the lemma is finished. 
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