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Abstract
Equivariant indices, taking values in group-theoretic objects, have
previously been defined in cases where either the group acting or the
orbit space of the action is compact. In this paper, we define an equiv-
ariant index without assuming the group or the orbit space to be com-
pact. This allows us to generalise an index of deformed Dirac opera-
tors, defined for compact groups by Braverman. In parts II and III of
this series, we explore some properties and applications of this index.
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1 Introduction
Background
Equivariant index theory has a long and successful history, with appli-
cations in various areas of geometry and representation theory. To set
the stage, let G be a Lie group, acting properly on a manifold M. Let
E = E+⊕E− →M be aG-equivariant, Z2-graded, Hermitian vector bundle,
andD an odd, self-adjoint,G-equivariant elliptic differential operator on E.
In the basic form of equivariant index theory, one assumes G andM to be
compact. Then the kernel of D is finite-dimensional. Hence one can define
the equivariant index ofD as
indexGD := [kerD
+] − [kerD−] ∈ R(G).
Here D± is the restriction of D to sections of E±, and R(G) is the repre-
sentation ring of G, whose elements are formal differences of isomorphism
classes of finite-dimensional representations.
Generalisations of equivariant index theory to noncompact manifolds
or groups have been obtained in two distinct directions.
1. If M and G may be noncompact, but the orbit space M/G is com-
pact (we then call the action cocompact), one can apply the analytic
assembly map introduced by Kasparov [26] and used in the Baum–
Connes conjecture [6]. This has been studied very intensively in the
last few decades. Successes of this area of index theory include the de-
scription of the K-theory of groupC∗-algebras as in the Baum-Connes
and Connes–Kasparov conjectures, and applications to the Novikov
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conjecture. Furthermore, Kasparov [27] generalised Atiyah’s index of
transversally elliptic operators to the cocompact case. Index formu-
las for other indices were proved in [32, 35]. On homogeneous spaces,
important results were obtained in [4, 16].
2. If G is compact, then one can often define an equivariant index of
a suitable deformation of D. For the trivial group, some, but by no
means all, well-known results on index theory on noncompact mani-
folds include the ones in [2, 11, 12, 13, 14, 15, 17, 19, 28]. For nontriv-
ial compact groups, a natural deformation of Dirac operators poses a
technical challenge related to unboundedness of the anticommutator
of the Dirac operator and the deformation term. This was solved by
Braverman [9]. The resulting index, including other, equivalent def-
initions, was used with great success in geometric quantisation, see
e.g. [25, 29, 31].
The techniques used in these two cases, whereM/G or G is compact,
are very different. IfM/G is compact, then one can apply methods from K-
theory and K-homology of C∗-algebras, while ifG is compact, then suitable
deformations, or assumptions on the behaviour of the operator towards
infinity, lead to indices in the completed representation ring
R̂(G) = HomZ(R(G),Z),
which contains infinite direct sums of irreducible representations, with fi-
nite multiplicities. (Operator algebraic techniques are used in the treat-
ments of Callias-type operators in [14, 28] for the trivial group, but those
techniques do not apply to the operators we are interested in.) This differ-
ence in approaches probably is an important reasonwhy so far, no equivari-
ant index theory has been developed that applies in cases where bothM/G
and Gmay be noncompact. This would have the potential for applications
in representation theory of noncompact Lie groups, via non-cocompact ac-
tions, for example on (co)tangent bundles to homogeneous spaces, or on
coadjoint orbits of groups containing G.
We should point out that by an equivariant index, we mean an index
taking values in an object defined purely in terms of G (such as R(G) or
R̂(G) if G is compact). For example, the equivariant coarse index (see [20],
among many references), has been shown to be relevant for many prob-
lems in the noncompact setting. But because it takes values in the K-theory
group of the equivariant Roe algebra of M, it is not the kind of index we
are looking for here.
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M/G compact,
D transversally elliptic
M/G noncompact,
D a deformed Dirac operator
G compact Atiyah, 1974 [3] Braverman, 2002 [9]
G noncompact Kasparov, 2015 [27] Theorem 3.12
Table 1: Special cases of the index
Furthermore, in cases whereM/G and G are both noncompact, index
theory has been developed in terms of G-invariant sections [10, 22]. This
contains information about multiplicities of the trivial representation, but
in a fundamental way, the techniques used cannot be used to treat nontriv-
ial representations.
The main result
Our goal in this paper is to develop and apply equivariant index theory for
proper actions by possibly noncompact groups, with possibly noncompact
orbit spaces. Motivated by work by Kasparov [27] and Braverman [9], we
define the notion ofG-Fredholm operators. For such operators, we define an
equivariant index that generalises an index of transversally elliptic opera-
tors defined by Kasparov in the cocompact case, and an index of deformed
Dirac operators for actions by compact groups, developed by Braverman.
See Table 1. The main result in this paper is that the index we introduce
allows us to complete this table, by filling the bottom-right entry, see Theo-
rem 3.12.
In the second part of this series [23], we study some properties and
applications of the equivariant index of deformed Dirac operators. These
include an induction property, relations with the analytic assembly map
and an index used byMathai and Zhang in [30], a notion of Dirac induction
(as in the Connes–Kasparov conjecture) based on non-cocompact actions,
and a quantisation commutes with reduction property.
In the third part [24], we consider Spinc-Dirac operators. For semisim-
ple Lie groups with discrete series representations, the equivariant index
is then directly related to multiplicities of discrete series representations,
in cases where the Riemannian metric has a certain product form. Fur-
thermore, the invariant index studied in [10, 22] can be recovered from the
equivariant index. This leads to quantisation commutes with reduction
results for this invariant index and an index in terms of multiplicities of
discrete series representations, and to Atiyah–Hirzebruch type vanishing
results in the cocompact Spin case.
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The G-index
We now give some more technical details of the definition of the index we
use. Let K < G be a maximal compact subgroup. Consider the crossed
product C∗-algebra C0(G/K) ⋊ G. If M/G is compact, and D is transver-
sally elliptic, then Kasparov [27] showed that D defines a natural class in
the K-homology group KK(C0(G/K) ⋊ G,C) of C0(G/K) ⋊ G. The algebra
C0(G/K)⋊G is Morita-equivalent to the group C
∗-algebra C∗K, so that this
index can be viewed as an element of
KK(C∗K,C) ∼= R̂(K).
Note that, even though the index can be identified with an element of
R̂(K), it depends on the action by the whole group G. (The identification
KK(C0(G/K)⋊G,C) ∼= R̂(K) involves an induction procedure from K to G.)
On the other hand, suppose thatD is a Dirac-type operator. Letψ : M→
g (with g the Lie algebra of G), be an equivariant map. It induces a vector
field vψ, which at a pointm ∈M takes the value
vψm :=
d
dt
∣∣∣∣
t=0
exp(−tψ(m)) ·m.
Then we have the deformed Dirac operator
Dψ := D −
√
−1c(vψ).
Suppose that the set of zeroes of vψ is cocompact. IfG = K is compact, then
Braverman [9] showed that such an operator has a well-defined equivariant
index in R̂(K), after rescaling the map ψ by a function with suitable growth
behaviour. In this case, one has the direct equalityC0(G/K)⋊G = C
∗K, and
Braverman’s index equals a natural class defined by Dψ in KK(C
∗K,C).
Motivated by these two examples, we define an operator to beG-Fredholm
if it defines a class in KK(C0(G/K) ⋊ G,C). This class is then its equivari-
ant index, special cases of which were summarised in Table 1. In Theorem
3.12, we show that deformed Dirac operators are G-Fredholm, so that the
bottom-right entry in the table can be filled. In Proposition 3.13, we show
that the index of deformedDirac operators is independent of choices made.
Overview
We start in Section 2, by reviewing some backgroundmaterial onK-homology
and crossed product algebras. Then we define the index and state the main
result in Section 3. This result is proved in Sections 4 and 5.
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2 Preliminaries
We start by reviewing some basic facts about K-homology, some KK-theory,
and crossed product C∗-algebras, for the benefit of readers who are not
familiar with these topics. Experts should feel free to skip this section, or
have a brief look at our notation and conventions.
We mention an isomorphism in KK-theory defined by Morita equiva-
lence. This can be used to identify the equivariant index defined in Section
3.1 with an object that does not involve K-homology and C∗-algebras. For
details about K-homology, we refer to Higson and Roe’s book [21]. For the
more general KK-theory, see Chapter VIII of [7].
2.1 Analytic K-homology
Let A be a separable C∗-algebra. A Kasparov (A,C)-cycle is a triple (H, F, pi),
where
• H is a Z2-graded, separable Hilbert space;
• F ∈ B(H) is odd with respect to the grading;
• pi : A→ B(H) is a ∗-homomorphism into the even operators,
such that for all a ∈ A, the operators
pi(a)(F2 − 1), [F, pi(a)] and pi(a)(F∗ − F) (2.1)
onH are compact.
Definition 2.1. A unitary equivalence between two Kasparov (A,C)-cycles
(H, F, pi) and (H ′, F ′, pi ′) is an even unitary isomorphism H ∼= H ′, which
intertwines the representations pi and pi ′ of A and the operators F and F ′.
Definition 2.2. Consider twoKasparov (A,C)-cycles (H, F0, pi) and (H, F1, pi).
Let [0, 1] → B(H), denoted by t 7→ Ft, be a norm-continuous path of odd
operators. Suppose that for all t ∈ [0, 1], the triple (H, Ft, pi) is a Kasparov
(A,C)-cycle. Then (H, F0, pi) and (H, F1, pi) are operator homotopic.
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Definition 2.3. The K-homology of A (in even degree) is the Abelian group
KK(A,C)with one generator for every class of Kasparov (A,C)-cycles with
respect to the equivalence relation generated by unitary equivalence and
operator homotopy, subject to the relation
[H, F, pi] + [H ′, F ′, pi ′] =
[
H ⊕H ′, F⊕ F ′, pi⊕ pi ′],
for all equivalence classes [H, F, pi] and [H ′, F ′, pi ′] of Kasparov (A,C)-cycles
(H, F, pi) and (H ′, F ′, pi ′), respectively.
If the operators (2.1) are zero, then (H, F, pi) is called a degenerate cycle,
and turns out to represent the zero element in KK(A,C).
More generally, if B is another C∗-algebra (assumed to be σ-unital to
avoid technical difficulties), then one has the notion of a Kasparov (A,B)-
cycle. These are defined as Kasparov (A,C)-cycles, with the Hilbert space
replaced by a right Hilbert B-module. Similarly to Definition 2.3, one ob-
tains the Abelian group KK(A,B). If there is a group G acting on A and B
in a suitable way, there is an equivariant version as well. We will denote
G-equivariant KK-theory and K-homology by a superscript G.
There is also an odd version of KK-theory, where there is no Z2-grading.
We will write KK or KK0 for even KK-theory and KK1 for odd KK-theory,
and KK∗ for the direct sum of the two.
The KK-group KK∗(A,B) is covariantly functorial in the first entry, and
contravariantly functorial in the second. If C is a third C∗-algebra, there is
the Kasparov product
KK∗(A,B)× KK∗(B,C) ⊗B−−→ KK∗(A,C).
It is associative, and functorial in all natural senses.
Example 2.4. If A = C, then
KK0(C,C) ∼= Z and KK1(C,C) ∼= 0.
Example 2.5. Let A := C0(M), for a smooth Riemannian manifoldM. Let
D be an elliptic, odd, self-adjoint, first order differential operator on a Z2-
graded, Hermitian vector bundle E → M. Let piM : C0(M) → B(L2(E)) be
given by pointwise multiplication. Then the triple(
L2(E),
D√
D2 + 1
, piM
)
(2.2)
is a Kasparov (C0(M),C)-cycle. If a group acts onM and E, preserving all
structure and the operatorD, then this is an equivariant Kasparov cycle. Its
class in the K-homology of C0(M) is denoted by [D].
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Lemma 2.6. Let (H, F, pi) be a Kasparov (A,C)-cycle. Suppose that there exists
a self-adjoint, odd involution T on H that commutes with the action pi of A, and
anticommutes with F. Then (H, F, pi) represent the zero element in KK(A,C).
Proof. The path (H, Ft, pi)with Ft = cos(2pit)F+sin(2pit)T , gives an operator
homotopy from (H, F, pi) to a degenerate cycle.
2.2 Crossed product C∗-algebras
Let A be a C∗-algebra, and G a locally compact group. Fix a left Haar mea-
sure dg on G, and let δG : G → R≥0 be the modular function, i.e. d(gg ′) =
δG(g
′)dg for all g ′ ∈ G. Suppose there is a homomorphism G → Aut(A),
continuous with respect to pointwise convergence in norm. We will denote
the image of an element g ∈ G under this map by g. The crossed prod-
uct A ⋊ G is a completion of the ∗-algebra Cc(G,A), with the product and
∗-operation
(ϕϕ ′)(g) =
∫
G
ϕ(g ′)g ′ϕ ′(g ′−1g)dg ′;
ϕ∗(g) = δG(g)
−1gϕ(g−1)∗,
for ϕ,ϕ ′ ∈ Cc(G,A) and g ∈ G.
The norm in which the completion is taken is defined as follows. Con-
sider a Hilbert space H, a unitary representation piG : G → U(H) and a
∗-representation piA : A→ B(H), such that for all g ∈ G and a ∈ A,
piG(g)piA(a)piG(g)
∗ = piA(ga).
These define a ∗-representation
piG,A : Cc(G,A)→ B(H),
by
piG,A(ϕ) =
∫
G
piA(ϕ(g))piG(g)dg, (2.3)
for ϕ ∈ Cc(G,A). For such ϕ, one has
‖piG,A(ϕ)‖B(H) ≤ ‖ϕ‖L1(G,A).
The norm on A⋊G is given by
‖ϕ‖A⋊G := sup
H,piG,piA
‖piG,A(ϕ)‖B(H),
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where the supremum is taken overH, piG and piA as above.
If B is anotherC∗-algebra with a continuous action byG as above, and if
ψ : A → B is a G-equivariant ∗-homomorphism, then we have the induced
∗-homomorphism
ψG : A⋊G→ B⋊G,
given by
ψG(ϕ)(g) = ψ(ϕ(g)), (2.4)
for ϕ ∈ Cc(G,A) and g ∈ G, and extended continuously. In what follows,
we will often work with the dense subalgebra Cc(G,A) (or an even smaller
dense subspace), rather than with the complete algebra A⋊G.
2.3 Group C∗-algebras
Group C∗-algebras are important special cases of crossed products.
Definition 2.7. Let A = C, with the trivial action by G. Then C ⋊ G is the
maximal group C∗-algebra C∗G of G. It equals the completion of the convo-
lution algebra Cc(G)with respect to the norm
‖ϕ‖max := sup
H,piG
‖piG(ϕ)‖B(H).
Here the supremum runs over all unitary representationspiG ofG in Hilbert
spaces H. For such a representation piG, we use the same notation for the
∗-homomorphism piG : Cc(G)→ B(H) given by
piG(ϕ)v =
∫
G
ϕ(g)piG(g)v dg, (2.5)
for ϕ ∈ Cc(G) and v ∈ H.
The reduced group C∗-algebra C∗rG is the closure
λ(Cc(G)) ⊂ B(L2(G)),
where λ denotes the left regular representation of G in L2(G); i.e. for all
ϕ ∈ Cc(G), the operator λ(ϕ) is given by convolution by ϕ.
TheK-homology group of the groupC∗-algebraC∗K of a compact group
K has a very explicit description. (For compact groups, the maximal and re-
duced C∗-algebras coincide.) Let V be any irreducible representation space
of K. Let piK : C
∗K → B(V) be given by continuous extension of (2.5) (for
G = K). Consider the grading on V for which all of V is the even part. Then
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the triple (V, 0, piK) is a Kasparov (C
∗K,C)-cycle. This procedure defines an
isomorphism of Abelian groups
KK(C∗K,C) ∼= R̂(K). (2.6)
Here
R̂(K) ∼= HomZ(R(K),Z)
is the completion of the character ring R(K) obtained by allowing infinite
linear combinations of irreducible representations, but with finite multi-
plicities.
The isomorphism (2.6) can be described explicitly for more general K-
homology cycles.
Lemma 2.8. Let H be a Z2-graded, separable Hilbert space, with a unitary rep-
resentation of K. Let F ∈ B(H) be an odd, self-adjoint, K-equivariant operator,
such that (H, F, piK) is a Kasparov (C
∗K,C)-cycle. Let F± be the restrictions of F
to the even and odd parts of H. Then the representation spaces ker F± of K define
elements of R̂(K), and under the isomorphism (2.6), we have
[H, F, piK ] = [ker F
+] − [ker F−]. (2.7)
Proof. Let V ∈ K^, and consider the class [V ] ∈ KK(C, C∗K). Then, since F is
K-equivariant, Example 18.3.2(a) in [7] implies that
[V ]⊗C∗K [H, F, piK ] =
[
(V ⊗H)K, 1V ⊗ F, 1
] ∈ KK(C,C) = Z, (2.8)
where 1 denotes scalar multiplication by complex numbers. Hence the op-
erator (1V ⊗ F)2 − 1 is compact, so that 1V ⊗ F is Fredholm. So its kernel is
finite-dimensional, and (2.8) equals[
ker(1V ⊗ F), 0, 1
]
+
[
ker(1V ⊗ F)⊥, 1V ⊗ F, 1
]
. (2.9)
Define the operator sgn(F) by functional calculus. On ker(1V ⊗ F)⊥, the
operator 1V ⊗ sgn(F) has the properties of the operator T in Lemma 2.6. (In
particular, its square is the identity.) Hence the second term in (2.9) is zero.
We conclude that
[V ]⊗C∗K [H, F, piK ] =
[
ker(1V ⊗ F)K, 0, 1
]
= [ker F+ : V ] − [ker F− : V ].
Therefore, the multiplicity of V in both sides of (2.7) is equal.
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2.4 Morita equivalence
Let G be a locally compact group, with left Haar measure dg and modular
function δG. Let K ⊂ G be a closed subgroup, with Haar measure dk. We
assume K is unimodular for simplicity; later K will always be compact.
The C∗-algebra C0(G/K) has a natural continuous action byG, given by
(g · h)(g ′K) = h(g−1g ′K),
for g, g ′ ∈ G and h ∈ C0(G/K). The main examples of crossed products we
will use are of the form C0(G/K)⋊G. This C
∗-algebra is Morita equivalent
to the group C∗-algebra C∗K via a Hilbert C∗K-module defined as in Situa-
tion 10 in [33]. This is Green’s imprimitivity theorem, see Proposition 3 on
page 203 of [18].
The isomorphism
KK(C0(G/K)⋊G,C) ∼= KK(C
∗K,C) ∼= R̂(K) (2.10)
defined by Morita equivalence can be described very explicitly. Let V ∈ K^,
and consider the representation
piC0(G/K)⋊G : C0(G/K)⋊G→ B((L2(G)⊗ V)K), (2.11)
defined by
(piC0(G/K)⋊G(ϕ)σ)(g) =
∫
G
ϕ(g, g ′K)δG(g
′)1/2σ(g ′−1g)dg ′,
for ϕ ∈ Cc(G,C0(G/K)), σ ∈ (L2(G) ⊗ V)K, and g ∈ G. (On pages 131/132
of [36], it is explained how different powers of the modular function δG can
be used.)
Proposition 2.9. For V ∈ K^, the triple(
(L2(G)⊗ V)K, 0, piC0(G/K)⋊G
)
is a Kasparov (C0(G/K)⋊G,C)-cycle. The map
R̂(K)→ KK(C0(G/K)⋊G,C)
given by [V ] 7→ [(L2(G)⊗V)K, 0, piC0(G/K)⋊G] is the isomorphism given byMorita
equivalence.
This is a special case of Proposition 3.11 in [23]. This fact means that
the isomorphism (2.10) is given by an induction procedure from K to G.
It will not be used in the current paper, it is only included to make the
isomorphism (2.10) more explicit. We therefore postpone its proof to [23].
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3 The index and the main result
Let G be a Lie group, with finitely many connected components. Let K <
G be a maximal compact subgroup. We will define the notion of a G-
Fredholm operator, for proper actions byG. Such an operator has an equiv-
ariant index in the K-homology group of the crossed product C∗-algebra
C0(G/K)⋊G, or, via the isomorphisms of Subsection 2.3 and 2.4, in R̂(K).
One special case of this index is an index of transversally elliptic oper-
ators for cocompact actions studied by Kasparov [27]. This in turn gener-
alises Atiyah’s index of transversally elliptic operators [3] in the compact
case. Another special case is Braverman’s index of deformed Dirac opera-
tors [9], for compact groups. The main result in this paper is Theorem 3.12,
which generalises Braverman’s index to noncompact groups.
For the rest of this paper, we fix a proper, isometric action by G on a
complete Riemannian manifoldM. Where convenient, we will use the Rie-
mannian metric to identify T∗M ∼= TM. We denote the space of vector fields
onM by X(M). Let E = E+ ⊕ E− → M be a Z2-graded, Hermitian vector
bundle. Suppose the action by G lifts to E, preserving the grading and the
Hermitian metric.
3.1 The equivariant index
Since G acts properly on M, the differentiable version of Abels’ theorem,
on page 2 of [1], states that there is a smooth, equivariant map
p : M→ G/K.
This defines a ∗-homomorphism
p∗ : C0(G/K)→ Cb(M),
which induces
p∗G : C0(G/K)⋊G→ Cb(M)⋊G,
as in (2.4). As in (2.3), the ∗-representation of Cb(M) on L2(E) by pointwise
multiplication, and the unitary representation by G in L2(E), combine to a
∗-representation
piG,Cb(M) : Cb(M)⋊G→ B(L2(E)). (3.1)
The representation
pip
G,G/K
:= piG,Cb(M) ◦ p∗G : C0(G/K)⋊G→ B(L2(E))
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is given explicitly by(
pi
p
G,G/K
(ϕ)s
)
(m) =
∫
G
ϕ(g, p(m))g · (s(g−1m))dg,
for ϕ ∈ Cc(G,C0(G/K)), s ∈ L2(E) andm ∈M.
Let F ∈ B(L2(E)) be an odd, self-adjoint, equivariant operator.
Definition 3.1. The operator F is G-Fredholm for p if the triple
(L2(E), F, pi
p
G,G/K
) (3.2)
is a Kasparov (C0(G/K)⋊G,C)-cycle. Then the equivariant index, orG-index,
for p of F is the class
indexpG(F) ∈ KK(C0(G/K)⋊G,C)
of the triple (3.2).
If F is G-Fredholm for all smooth, equivariant maps p : M→ G/K, then
F is G-Fredholm.
The crossed productC0(G/K)⋊G contains the dense subspaceC
∞
c (G)⊗
C∞c (G/K). For e ∈ C∞c (G) and h ∈ C∞c (G/K), we have
pi
p
G,G/K
(e⊗ h) = p∗hpiG(e).
Here p∗h ∈ C∞b (M) is viewed as a pointwise multiplication operator, and
piG(e) is defined by
piG(e)s =
∫
G
e(g)g · s dg, (3.3)
for all s ∈ L2(E). So, as an equivalent definition, F isG-Fredholm for p if and
only if for all e ∈ C∞c (G) and h ∈ C∞c (G/K), the operators p∗hpiG(e)(F2−1)
and [F, p∗h] on L2(E) are compact.
Lemma 3.2. If F is G-Fredholm, then the class indexpG(F) is independent of p.
Proof. For j ∈ {0, 1}, let pj : M → G/K be smooth, equivariant maps. Since
G/K is G-equivariantly contractible, there is a G-equivariant homotopy
(pt : M→ G/K)t∈[0,1]
connecting p0 to p1. (The space G/K is a universal example of proper G-
actions [6].) Set H˜ := C([0, 1], L2(E)), and define F˜ ∈ B(H˜) by applying F
after evaluating at a point in [0, 1]. Define
p˜iG,G/K : C0(G/K)⋊G→ B(H˜)
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by
(p˜iG,G/K(ϕ)s˜)(t) := (pi
pt
G,G/K
(ϕ)s˜)(t),
for ϕ ∈ C0(G/K) ⋊ G, s˜ ∈ H˜ and t ∈ [0, 1]. Then, the triple (H˜, F˜, p˜iG,G/K)
defines a homotopy class (a ‘standard’ homotopy in the sense of Definition
17.2.2 in [7])
[H˜, F˜, p˜iG,G/K] ∈ KK
(
C0(G/K)⋊G,C([0, 1])
)
,
so [
L2(E), F, pip0G,M
]
=
[
L2(E), F, pip1G,M
] ∈ KK(C0(G/K)⋊G,C).
Because of this lemma, the following definition makes sense.
Definition 3.3. If F ∈ B(L2(E)) is a G-Fredholm operator, then itsG-index is
the class
indexG(F) := index
p
G(F) ∈ KK(C0(G/K)⋊G,C),
for any smooth, equivariant map p : M→ G/K.
From now on, we will also write piG,G/K := pi
p
G,G/K
when a map p as
above is given, and there is no danger of confusion.
Via theMorita equivalence isomorphism of Subsection 2.4, we can iden-
tify the G-index of a G-Fredholm operator F with an element of R̂(K). Fur-
thermore, if G/K has an equivariant Spin structure, we can use the Dirac
induction isomorphism
D-IndGK : R(K)
∼=
−→ K∗(C∗rG)
from the Connes–Kasparov conjecture (see (4.20) in [6]) and the universal
coefficient theorem to identify
R̂(K) = HomZ(R(K),Z) = HomZ(K∗(C
∗
rG),Z) = KK(C
∗
rG,C).
In that way, the G-index takes values in the K-homology of C∗rG. These
identifications will be useful in some of the applications in [23]. Note that,
while the G-index can be identified with an element of R̂(K), it depends on
the action by the whole group G. This is apparent from the results in [23],
where, for example, the G-index of certain operators is related to discrete
series representations of semisimple groups that have such representations.
One special case of the G-index is an index of transversally elliptic op-
erators for cocompact actions studied by Kasparov.
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Theorem 3.4 (Kasparov). Suppose M/G is compact, and let F be a properly
supported, odd, self-adjoint, equivariant pseudo-differential operator on E of order
zero, which is transversally elliptic in the sense of Definition 6.1 in [27]. Then F is
G-Fredholm.
Proof. See Proposition 6.4 and Remark 8.19 in [27].
In the setting of this result, the G-index of F is the index defined by
Kasparov in Remark 8.19 in [27]. IfM and G are compact, this reduces to
Atiyah’s index of transversally elliptic operators [3].
3.2 Differential operators
In the setting of Subsection 3.1, letD be an elliptic, self-adjoint, odd, equiv-
ariant, first order differential operator on E. Let σD be its principal symbol.
Set
F :=
D√
D2 + 1
∈ B(L2(E)).
We will use the following criterion for F to be G-Fredholm in the proof of
our main result, Theorem 3.12.
Lemma 3.5. Suppose that for a smooth, equivariant map p : M → G/K, and all
e ∈ C∞c (G) and h ∈ C∞c (G/K), the operator
(D2 + 1)−1piG(e)p
∗h (3.4)
on L2(E) is compact. Then F is G-Fredholm for p.
Proof. This follows from Baaj and Julg’s description of unbounded KK-
theory in [5]. Indeed, the operator (3.4) is compact if and only if its adjoint
p∗h¯ piG(e
∗)(D2 + 1)−1 = p∗h¯ piG(e
∗)(F2 − 1)
is. Hence the second condition in Definition 2.1 in [5] holds. Furthermore,
the commutator
[D,p∗hpiG(e)]
equals
σD(p
∗dh)piG(e).
This operator is bounded, so D satisfies all conditions in Definition 2.1 in
[5]. The claim therefore follows from Proposition 2.2 in [5].
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The operatorD is unbounded, so it is not the kind of operator to which
Definition 3.1 applies. Butwewill say thatD isG-Fredholm, orG-Fredholm
for p, if the operator F has the respective property. Then the condition in
Lemma 3.5 is sufficient for D to be G-Fredholm for p. If D is G-Fredholm
for p, then we write
indexpG(D) := index
p
G(F) ∈ KK(C0(G/K)⋊G,C).
In particular, in the setting of Lemma 3.5, we have the spectral triple
(
C∞c (G×
G/K), L2(E),D
)
. If D is G-Fredholm (i.e. for all such maps p), we write
indexG(D) := indexG(F) ∈ KK(C0(G/K)⋊G,C).
IfD is only essentially self-adjoint, thenwe define theG-Fredholmproperty
for D, and its equivariant index, in terms of its self-adjoint closure.
Example 3.6. Suppose M/G is compact. Then the function p∗h is com-
pactly supported for all h ∈ C∞c (G/K) and all smooth, equivariant maps
p : M→ G/K. If D is elliptic, then the Rellich lemma therefore implies that
for all e ∈ C∞c (G) and h ∈ C∞c (G/K), the operator
(D2 + 1)−1piG(e)p
∗h = piG(e)(D
2 + 1)−1p∗h
is compact. HenceD isG-Fredholm. This is a (trivial) special case of Propo-
sition 6.4 and Remark 8.19 in [27], for transversally elliptic operators. In the
elliptic case, this is analogous to the usual argument that the triple (2.2) is a
Kasparov cycle.
This example shows that all challenges in investigating which elliptic
differential operators are G-Fredholm come from cases whereM/G is non-
compact.
3.3 Deformed Dirac operators
Braverman [9] developed equivariant index theory of deformed Dirac op-
erators for actions by compact groups on possibly noncompact manifolds.
We will see that this theory fits into the framework of G-Fredholm opera-
tors, where it generalises to noncompact groups.
Let us define the deformed Dirac operators considered by Braverman.
(They already played an important role on compact manifolds in [34].) Let
M, G and E be as in Subsection 3.1. From now on, we suppose there is a
vector bundle homomorphism
c : TM→ End(E),
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whose image lies in the skew-adjoint, odd endomorphisms, such that for
all v ∈ TM,
c(v)2 = −‖v‖2.
Then E is called a Clifford module overM, and c is called the Clifford action.
A Clifford connection is a Hermitian connection ∇E on E that preserves
the grading on E, such that for all vector fields v,w ∈ X(M),
[∇Ev , c(w)] = c(∇TMv w),
where ∇TM is the Levi–Civita connection on TM. We will identify TM ∼=
T∗M via the Riemannian metric. Then the Clifford action c defines a map
c : Ω1(M;E)→ Γ∞(E).
TheDirac operatorD associated to a Clifford connection∇E is defined as the
composition
D : Γ∞(E)
∇E
−−→ Ω1(M;E) c−→ Γ∞(E). (3.5)
In terms of a local orthonormal frame {e1, . . . , edimM} of TM, one has
D =
dimM∑
j=1
c(ej)∇Eej . (3.6)
This operator interchanges sections of E+ and E−. We will denote the re-
striction ofD to Γ∞(E±) byD±.
Suppose that for all g ∈ G,m ∈M, v ∈ TmM and u ∈ Em we have1
g · c(v)u = c(g · v)g · u.
Then E is called a G-equivariant Clifford module over M. In this case, the
Dirac operator associated to aG-invariant Clifford connection isG-equivariant.
We fix a G-invariant Clifford connection ∇E on E for the rest of this paper,
and consider the Dirac operatorD associated to∇E.
IfM and G = K are compact, then the kernel of the Dirac operator D is
finite-dimensional, and we have its equivariant index
indexK(D) = [kerD
+] − [kerD−] ∈ R(K).
More generally, if M/G is compact, we can apply the analytic assembly
map µGM from [6] to the K-homology class [D] as in Example 2.5, to obtain
an index
µGM[D] ∈ KK(C, C∗G).
1In fact, this condition implies that the action by G preserves the Riemannian metric.
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Our goal in this paper is to develop index theory for cases where both G
andM/G are noncompact, however.
To define an index when M/G is noncompact, we consider a smooth,
equivariant map
ψ : M→ g.
It induces a vector field vψ ∈ X(M), defined by
vψm =
d
dt
∣∣∣∣
t=0
exp(−tψ(m)) ·m,
for allm ∈M. This vector field is G-invariant.
Definition 3.7. The Dirac operator deformed by ψ is the operator
Dψ = D−
√
−1c(vψ)
on Γ∞(E).
Let Zeroes(vψ) ⊂M be the set of zeroes of vψ.
Assumption 3.8. The set Zeroes(vψ) is cocompact; i.e. Zeroes(vψ)/G is com-
pact.
If G is compact, Braverman defined an equivariant index of the Dirac
operator deformed by fψ, for a function f that is admissible in the following
sense.
Definition 3.9. Let a real-valued function ρ ∈ C∞(M)G be given. A non-
negative function f ∈ C∞(M)G is ρ-admissible if, outside a cocompact subset
ofM, we have
f2
‖df‖+ f+ 1 ≥ ρ.
This property of a function f reflects that it grows fast enough compared
to its derivative. (Braverman’s notion of admissibility, as in Definition 2.6 in
[9], is slightly different. The one we use is sufficient, however.) Admissible
functions always exist.
Lemma 3.10. For any real-valued ρ ∈ C∞(M)G, there exist ρ-admissible func-
tions.
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Proof. Without loss of generality, we may assume that ρ ≥ 1/4. By Lemma
C.3 in [22], there is a positive, G-invariant smooth function f such that
f−1 ≤ ρ−1/4
‖d(f−1)‖ ≤ ρ−1/2.
Then f−1 ≤ 1, so f−2 ≤ f−1, and hence
f2
‖df‖+ f + 1 =
(‖d(f−1)‖+ f−1 + f−2)−1 ≥ (‖d(f−1)‖+ 2f−1)−1 ≥ ρ.
Theorem 3.11 (Braverman). Suppose G = K is compact. Then there is a real-
valued function ρBr ∈ C∞(M)K such that for all ρBr-admissible functions f ∈
C∞(M)K, and all irreducible representations V of K, the multiplicitym±V of V in
kerDfψ ∩ L2(E±)
is finite. The index
indexBrK (Dfψ) :=
∑
V∈K^
(m+V −m
−
V )V ∈ R̂(K)
is independent of the ρBr-admissible function f, the connection ∇E and the com-
plete Riemannian metric onM.
This is Theorem 2.9 in [9]. Independence of the various choices follows
from a general cobordism invariance result for this index, Theorem 3.7 in
[9]. Note that if G = K, there is only one mapM→ G/K.
Equivariant index theory of deformedDirac operators is relevant for ex-
ample to geometric quantisation. Already in the compact case, deformed
Dirac operatorswere used by Tian and Zhang in [34] to obtain a localisation
result for the index of a Dirac operator. For compact groups and noncom-
pact manifolds, they were used in [25, 29, 31]. The indices used in [29, 31]
are defined differently, but are equal to Braverman’s. The fact that these
three indices turn out to be equal is an indication that they are natural ob-
jects to study. Another reason why it is natural to consider deformed Dirac
operators is that the deformation term arises from basic constructions in
certain cases. For example, for Spinc-Dirac operators, the deformation just
amounts to a different choice of connection (see Remark 3.7 in [25]). More
generally, it is interesting to investigate a class of equivariant elliptic opera-
tors for non-cocompact actions that have well-defined equivariant indices.
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A complication for the deformed Dirac operators studied here is that the
anticommutator Dc(vψ) + c(vψ)D is not a vector bundle endomorphism of
E, but has a first order part (see Lemma 4.5). This is in contrast to Callias-
type deformations of Dirac operators, see [2, 13, 14, 15, 28].
3.4 Noncompact groups; the main result
We now allow G to be noncompact. In [10, 22], one studies an index of
deformed Dirac operators that only involves G-invariant sections of E, i.e.
the isotypical component of the trivial representation. It is an interesting
and natural question if this can be extended to nontrivial representations.
However, it is not clear a priori how to do this, or evenwhere such an index
should take values. For one thing, the unitary dual of a noncompact group
is not discrete. For another, the nontrivial irreducible representations of a
noncompact simple group are infinite-dimensional, which means Braver-
man’s arguments in [9] do not apply to nontrivial representations.
The techniques used in [10, 22] fundamentally only apply toG-invariant
sections, but the notion of G-Fredholm operators makes a completely dif-
ferent approach possible. This allows us to generalise Braverman’s index to
noncompact groups and nontrivial representations. This is the main result
in this paper.
Theorem 3.12 (Deformed Dirac operators are G-Fredholm). Let p : M →
G/K be smooth and equivariant. There is a real-valued function ρ ∈ C∞(M)G
(depending on the Riemannian metric on TM, the connection on E used to define
D, and the map p) such that the operator Dfψ is G-Fredholm for p, for all ρ-
admissible functions f.
In the setting of this result, we have the G-index
indexpG(Dfψ) ∈ KK(C0(G/K)⋊G,C),
for ρ-admissible functions f. This index is independent of the map p, the
Riemannian metric onM, the function f, and the connection ∇E. Because
the function ρ depends on these data, we need to be somewhat careful in
the precise formulation of this independence property.
Proposition 3.13. For j = 0, 1, let a complete, G-invariant Riemannian metric
Bj on TM be given, and a corresponding G-equivariant Clifford action cj by TM
on the vector bundle E. Write Ej for the vector bundle E with this Clifford action.
Fix a G-invariant Clifford connection ∇Ej on Ej, and a smooth, equivariant map
pj : M → G/K. Let DEj be the Dirac operator associated to the connection ∇Ej .
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Let ρj be a function as in Theorem 3.12, for the data (Bj,Ej,∇Ej , pj). Let fj be a
ρj-admissible function. Consider the deformed Dirac operator
D
Ej
fjψ
= DEj −
√
−1fjcj(v
ψ).
Then
indexp0G (D
E0
f0ψ
) = indexp1G (D
E1
f1ψ
) ∈ KK(C0(G/K)⋊G,C).
We write
indexG(E, ψ) := index
p
G(Dfψ),
for any complete, G-invariant Riemannian metric on TM, G-invariant Clif-
ford connection, smooth equivariant map p : M → G/K and ρ-admissible
function f. Because of Lemma 2.8, this index reduces to Braverman’s index
if G is compact.
As far as the authors know, there is currently no other version of equiv-
ariant index theory for noncompact groups and orbit spaces. Here we in-
terpret an equivariant index as taking values in an object defined purely in
terms of the group acting, such as KK(C0(G/K) ⋊ G,C). In the induction
result in [23], we give an explicit description of the image of the G-index
of a deformed Dirac operator in R̂(K). In [23], we also give some relations
between the G-index and existing indices in cases whereM/G is compact,
and some properties and applications in the general case.
3.5 Idea of the proof
We prove Theorem 3.12 and Proposition 3.13 in Sections 4 and 5. Here we
describe the idea of the proof of Theorem 3.12.
First of all, it is important that the operatorDfψ is essentially self-adjoint.
This follows from Proposition 10.2.11 in [21], which we restate here.
Proposition 3.14. IfA is a symmetric, first order differential operator on E→M,
with principal symbol σA, and if its propagation speed
sup{‖σA(v)‖; v ∈ TM and ‖v‖ = 1}
is finite, then A is essentially self-adjoint.
To apply Lemma 3.5, we choose an open cover {Uj}
∞
j=0 ofM byG-invariant,
relatively cocompact open setsUj. We choose these sets so that for all j, the
boundary ∂Uj is a smooth submanifold ofM, and has a neighbourhood in
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Uj diffeomorphic to ∂Uj × [0, 1[. Because Zeroes(vψ)/G is compact, we can
choose this cover so that ‖vψ‖ has a positive lower bound onUj for all j ≥ 1.
Then in particular, Zeroes(vψ) ⊂ U0. In addition, we choose this cover so
that every point inM is contained in only finitely many of the sets Uj.
Let {χj}
∞
j=0 be a sequence of G-invariant functions such that supp(χj) ⊂
Uj for all j, and {χ
2
j }
∞
j=0 is a partition of unity. Let p : M→ G/K be a smooth,
equivariant map. Then for all f ∈ C∞(M)G, and all e ∈ C∞c (G) and h ∈
C∞c (G/K), we have
(D2fψ + 1)
−1piG(e)p
∗h =
∞∑
j=0
(D2fψ + 1)
−1piG(e)p
∗hχ2j . (3.7)
Because the function p∗hχ2j has compact support for all j, the Rellich lemma
implies that all terms in the sum on the right hand side are compact oper-
ators. Therefore, the operator Dfψ is G-Fredholm if f is ρ-admissible, for ρ
as in the following proposition.
Proposition 3.15. There is a real-valued function ρ ∈ C∞(M)G, such that for
all e ∈ C∞c (G) and all h ∈ C∞c (G/K), there is a constant Be,h, such that for all
ρ-admissible functions f, and all j ≥ 1,
‖(D2fψ + 1)−1piG(e)p∗hχ2j ‖ ≤ 2−jBe,h. (3.8)
If f is ρ-admissible for such a function ρ, then the sum (3.7) of compact
operators converges in the operator norm, to a compact operator. Hence
Dfψ is G-Fredholm, by Lemma 3.5.
The idea behind the proof of Proposition 3.15 is to show that we have
D2fψpiG(e)p
∗hχ2j = (D
2 + f2‖vψ‖2)piG(e)p∗hχ2j +Aj
where Aj is a bounded operator. For j ≥ 1, the term f2‖vψ‖2 is large on Uj
if f is large there, so that the norm on the left hand side of (3.8) is small in
an appropriate sense. Making this idea precise turns out to require a more
elaborate argument than the authors had expected initially.
It is important that the function ρ does not depend on e and h in Propo-
sition 3.15. For this reason, we will need to carefully distinguish between
constants depending on e and h, and constants depending on other data,
in the estimates in Sections 4 and 5.
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4 Decomposing Dirac operators
This section contains some preparatory material for the proof of Proposi-
tion 3.15 in Section 5. We will decompose the square of a deformed Dirac
operator, and use the fact that some terms in this decomposition only dif-
ferentiate in orbit directions. These terms are G-differential operators in the
sense of Subsection 4.1, which means we can apply a general estimate for
such operators. We will also use embeddings of open subsets of M into
complete manifolds, as discussed in Subsection 4.4. This will make certain
locally defined operators invertible.
Fix a smooth, equivariant map p : M → G/K. It is automatically a sub-
mersion, so that
N := p−1(eK) ⊂M
is a smooth, K-invariant submanifold. Furthermore, the map G ×N →M,
mapping an element (g, n) ∈ G × N to gn, descends to a G-equivariant
diffeomorphism
G×K N
∼=
−→M. (4.1)
We also fix an equivariant map ψ : M → g for which Zeroes(vψ)/G is
compact, and a real-valued function f ∈ C∞(M)G. LetDfψ be the deformed
Dirac operator as in Definition 3.7.
4.1 G-differential operators
Before analysing deformed Dirac operators, we obtain an estimate for op-
erators whose highest-order parts only differentiate in orbit directions. In
this subsection and the next, E → M is a G-equivariant, Hermitian vector
bundle as before, but we will not use the Clifford action for now.
For an element X ∈ g, we denote the induced vector field onM by XM.
Our sign convention is that for allm ∈M,
XMm =
d
dt
∣∣∣∣
t=0
exp(−tX) ·m.
The Lie derivative of sections of E with respect to X is denoted by LX. Let
τM : T
∗M→M be the cotangent bundle projection.
Let T∗GM ⊂ T∗M be the subset of elements that annihilate tangent vec-
tors to orbits:
T∗GM =
{
ξ ∈ T∗M; 〈ξ, XMτM(ξ)〉 = 0 for all X ∈ g
}
.
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If G is compact, a differential operator is transversally elliptic if its prin-
cipal symbol is invertible outside a compact subset of T∗GM. In a sense,
G-differential operators have the opposite property.
Definition 4.1. A differential operator A on Γ∞(E), with principal symbol
σA, is a G-differential operator if σA is zero on T
∗
GM.
It follows immediately that, if G is compact, then for any transversally
elliptic operator B and any G-differential operator A, the operator A + B
has the same symbol class in K-theory as B:
[σA+B] = [σB] ∈ K0(T∗GM).
A G-differential operator of order at least 2 can have lower-order terms
that do not just differentiate in orbit directions. We will only consider first
orderG-differential operators, however, and these can be described entirely
in terms of differentiation along orbits. Fix a basis {X1, . . . , XdimG} of g.
Lemma 4.2. A first order differential operator on E is a G-differential operator if
and only if there are vector bundle endomorphisms aj and b of E such that
A =
dimG∑
j=1
ajLXj + b. (4.2)
Proof. Let A be a first order differential operator on E. If A is of the form
(4.2), then for allm ∈M and ξ ∈ (T∗GM)m,
σA(ξ) =
dimG∑
j=1
(aj)m〈ξ, (XMj )m〉 = 0.
Conversely, supposeA is a G-differential operator. For all j, let (XMj )
∗ ∈
Ω1(M) be dual to XMj with respect to the Riemannian metric. Define the
differential operator
A˜ :=
dimG∑
j=1
σA
(
(XMj )
∗
)
LXj
on E. Then for allm ∈M and ξ ∈ T∗M,
σA˜(ξ) = σA
(
(XMj )
∗
m
)〈ξ, (XMj )m〉 = σA(ξ).
Hence b := A − A˜ is a vector bundle endomorphism.
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4.2 An estimate for G-differential operators
One ingredient of the proof of Proposition 3.15 is an estimate forG-equivariant,
first orderG-differential operators. In the proof of this estimate, wewill use
certain compact subsets of G.
Lemma 4.3. For all e ∈ C∞c (G) and h ∈ C∞c (G/K), there is a compact subset
Se,h ⊂ G, independent of the map p, such that for all e˜ ∈ C∞c (G) with support
inside supp e, and all s ∈ Γ(E), g ∈ G \ Se,h and n ∈ N, we have
(piG(e˜)p
∗h s)(gn) = 0.
Proof. Let e ∈ C∞c (G) and h ∈ C∞c (G/K) be given. Let q : G → G/K be the
quotient map. Set
Se,h := {g ∈ G; supp(e) ∩ g
(
q−1(supp(h))
)−1 6= ∅}.
Then, if e˜ ∈ C∞c (G) is supported in supp e, we have for all s ∈ Γ(E), g ∈ G
and n ∈ N,
(piG(e˜)p
∗h s)(gn) =
∫
G
e˜(g ′)h(g ′−1gK)g ′(s(g ′−1gn))dg ′.
If g 6∈ Se,h, then e˜(g ′)h(g ′−1gK) = 0 for all g ′ ∈ G.
For all X ∈ g, let LX be the operator on C∞(G) defined by the infinitesi-
mal left regular representation. Then for all e ∈ C∞c (G),
LX ◦ piG(e) = piG(LX(e)). (4.3)
This will be used to prove the estimate forG-differential operatorswe need.
Proposition 4.4. For any e ∈ C∞c (G) and any h ∈ C∞c (G/K), there is a constant
Be,h > 0, such that for any G-equivariant, first order G-differential operator A on
E, with aj and b as in Lemma 4.2 bounded on N, there is a constant CA,p > 0,
independent of e and h, such that the operator
ApiG(e)p
∗h
on L2(E) is bounded, with norm at most Be,hCA,p.
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Proof. Let e ∈ C∞c (G) and h ∈ C∞c (G/K) be given, and let Se,h ⊂ G be as in
Lemma 4.3. For j, k = 1, . . . ,dimG, let Adkj ∈ C∞(G) be the functions such
that for all j, and all g ∈ G,
Ad(g)Xj =
dimG∑
k=1
Adkj (g)Xk.
Set
‖Ad ‖Se,h := max
g∈Se,h
max
j,k=1,...,dimG
|Adkj (g)|,
and
Be,h := max
{
‖e‖L1(G)‖h‖∞,dimG · ‖Ad ‖Se,h ·
dimG∑
j=1
‖LXj(e)‖L1(G)‖h‖∞
}
.
Let A be a G-equivariant G-differential operator. Write
A =
dimG∑
j=1
ajLXj + b
as in Lemma 4.2. By assumption, the pointwise norms of the vector bundle
endomorphisms aj and b are bounded onN. Set
Ca,p :=
dimG∑
j=1
sup
n∈N
‖(aj)n‖;
Cb,p := sup
n∈N
‖bn‖;
CA,p := Ca,p + Cb,p.
The operatorsaj are notG-equivariant in general, even though thewhole
operatorA is. Let s ∈ Γ∞c (E), g ∈ G and n ∈ N be given. Then equivariance
of A implies that
(g−1As)(n) = (Ag−1s)(n)
=
dimG∑
j=1
(aj)ng
−1
(
LAd(g)Xjs(gn)
)
+ bng
−1(s(gn)).
So
(As)(gn) =
dimG∑
j=1
(g(aj)ng
−1)
(
LAd(g)Xjs(gn)
)
+ (gbng
−1)s(gn).
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Replacing s by piG(e)p
∗h s, we obtain the pointwise estimate
∥∥(ApiG(e)p∗h s)(gn)∥∥ ≤ dimG∑
j=1
‖(aj)n‖
∥∥LAd(g)XjpiG(e)p∗h s(gn)∥∥ + ‖bn‖‖piG(e)p∗h s(gn)‖
≤ Ca,p
dimG∑
j=1
∥∥LAd(g)XjpiG(e)p∗h s(gn)∥∥ + Cb,p‖e‖L1(G)‖h‖∞‖s(gn)‖.
For every j, we have
∥∥LAd(g)XjpiG(e)p∗h s(gn)∥∥ ≤ dimG∑
k=1
|Adkj (g)|
∥∥LXkpiG(e)p∗h s(gn)∥∥
≤
dimG∑
k=1
|Adkj (g)|
∥∥piG(LXk(e))p∗h s(gn)∥∥,
where we used (4.3).
The pointwise estimates obtained so far imply that
‖ApiG(e)p∗h s‖L2(E)
≤ Ca,p dim(G)‖Ad ‖Se,h
dimG∑
k=1
∥∥piG(LXk(e))p∗h s∥∥L2(E)+Cb,p‖e‖L1(G)‖h‖∞‖s‖L2(E)
≤ Be,hCA,p‖s‖L2(E).
4.3 The square of a deformed Dirac operator
The first two steps in the proof of Proposition 3.15 are a decomposition
of the square of the deformed Dirac operator Dfψ, and a decomposition
of the undeformed Dirac operator D. In both of these decompositions, G-
differential operators appear. In Section 5, we will apply Proposition 4.4 to
those operators.
Lemma 4.5. For any local orthonormal frame {e1, . . . , edimM} of TM, we have,
locally,
D2fψ = D
2 + f2‖vψ‖2 −√−1
dimM∑
j=1
c(ej)c(∇TMej fvψ) + 2
√
−1f∇Evψ.
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Proof. We have
D2fψ = D
2 + f2‖vψ‖2 −√−1(Dc(fvψ) + c(fvψ)D),
and, locally,
Dc(fvψ) + c(fvψ)D =
dimM∑
j=1
c(ej)c(∇TMej fvψ) − 2f∇Evψ.
It will be important that in this expression for D2fψ, the only first order
term, l2
√
−1f∇E
vψ
, is a G-differential operator.
Next, recall that we have
M ∼= G×K N
as in (4.1). We have a G-equivariant isomorphism of vector bundles
TM ∼= p∗T(G/K)⊕G×K TN. (4.4)
This decomposition of TM yields two projections
pG/K : TM→ p∗T(G/K);
pN : TM→ G×K TN. (4.5)
Identifying T∗M ∼= TM via the Riemannian metric as before, we obtain two
partial Dirac operators
DG/K : Γ
∞(E)
∇E
−−→ Γ∞(TM⊗ E) pG/K⊗1E−−−−−−→ Γ∞(p∗T(G/K)⊗ E) c−→ Γ∞(E);
DN : Γ
∞(E)
∇E
−−→ Γ∞(TM⊗ E) pN⊗1E−−−−→ Γ∞(G×K TN⊗ E) c−→ Γ∞(E).
Since pG/K + pN is the identity map on TM, we have
D = DG/K +DN. (4.6)
This decomposition will be useful to us, because DG/K is a G-differential
operator, while DN commutes with p
∗h for all h ∈ C∞c (G/K).
Combining Lemma 4.5 and the decomposition (4.6) of D, we obtain an
equality that we will use in our estimates. To state this equality, let D∗G/K
and D∗N be the formal adjoints of DG/K and DN, respectively, with respect
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the the L2-inner product. (Note that these operators are not symmetric in
general.) Consider the following operators on Γ∞(E):
A1 := −DfψD
∗
G/K;
A2 := −DG/KD
∗
N;
A3 := −
√
−1fc(vψ)D∗G/K;
A4 :=
√
−1
dimM∑
j=1
c(ej)c(∇TMej fvψ);
A5 := −2
√
−1f∇Evψ,
(4.7)
and
∆ := A1 +A2 +A3 +A4 +A5. (4.8)
Lemma 4.6. We have
(D2fψ+1)
−1−(DND
∗
N+f
2‖vψ‖2+1)−1 = (D2fψ+1)−1∆(DND∗N+f2‖vψ‖2+1)−1.
Proof. For any two invertible elements a and b of a ring, we have
a−1 − b−1 = a−1(b− a)b−1.
Hence the claim follows from Lemma 4.5 and (4.6).
4.4 Embeddings into complete manifolds
Let U ⊂ M be a relatively cocompact, G-invariant open subset, on which
‖vψ‖ has a positive lower bound. (We will apply what follows to the setsUj
in Subsection 3.5, for j ≥ 1.) We would like to compare the restriction of the
operator (D2fψ+1)
−1 to such setsU to operators defined entirely in terms of
data onU. But since (D2fψ+1)
−1 is not a local operator, it does not restrict to
open sets. Similarly, operators defined only on U may not be invertible, if
U is not complete. For that reason, we embed U into a complete manifold,
in the way we will describe now.
Suppose that ∂U is smooth, and that a K-invariant neighbourhoodWN
of ∂U ∩N in U ∩N is K-equivariantly isometric to
(∂U ∩N)× ]−δ, 0[, (4.9)
for a δ > 0. Then
W := G ·WN ∼= G×KWN
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is a G-invariant neighbourhood of ∂U in U, and there is a G-equivariant
isometry
W ∼= ∂U× ]−δ, 0[.
By glueing the “cylinder” ∂U × ]−δ,∞[ to U via this identification, we ob-
tain a manifold V . The product of the restricted Riemannian metric from
TM to T(∂U) and the Euclidean metric on T(]−δ,∞[) defines a G-invariant
Riemannian metric on T(∂U × ]−δ,∞[). This extends to TV , and makes V
complete.
Define the K-invariant submanifold NV ⊂ V by attaching (∂U ∩ N) ×
]−δ,∞[ toN ∩U by identifyingWN with (4.9). Then
V ∼= G×K NV .
Let theG-equivariant smoothmap pV : V → G/K be given by pV(gn) = gK,
for g ∈ G and n ∈ NV . ThenNV = p−1V (eK).
The vector bundle E|U → U, the Clifford action by TU on it, and the
Dirac operatorD|U all extend to V . See e.g. Section 25 of [8]. We denote the
extended vector bundle and Dirac operator by EV andDV , respectively.
We will extend the map ψ|U : U→ g to a map ψV : V → g, in such a way
that ‖vψV ‖ has a positive lower bound onV . If we only needed a continuous
extension, we could use the map ψ˜V : V → g, given by
ψ˜V(y) =
{
ψ(y) if y ∈ U;
ψ(x) if y = (x, t) ∈ ∂U× [0,∞[.
The induced vector field vψ˜V is continuous, and its norm has the same
lower bound on V as vψ has on U. To obtain a smooth version, we use
the following fact. Fix any K-invariant norm ‖ · ‖ on g.
Lemma 4.7. There is an ε > 0, such that for all G-equivariant, continuous maps
ψ ′ : U → g such that ‖ψ ′(n) − ψ(n)‖ ≤ ε for all n ∈ U ∩ N, the norm of the
vector field vψ
′
on U has a positive lower bound.
Proof. Let ψ ′ : U → g be a G-equivariant, continuous map. Since the norm
‖vψ ′‖ is G-invariant, it has a positive lower bound on U precisely if it has
one onU∩N. And sinceU∩N is compact, ‖vψ ′‖ has a positive lower bound
on this set precisely if it does not vanish there.
The set {
(n,X) ∈ (U ∩N)× g;X 6∈ gn
}
is open in (U ∩N) × g. Since (n,ψ(n)) is in this set for all n ∈ U ∩N, and
U∩N is compact, there is an ε > 0 such that for all n ∈ U∩N and X ∈ g for
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which ‖X −ψ(n)‖ ≤ ε, we have XMn 6= 0. Hence if ‖ψ ′ − ψ‖ ≤ ε on U ∩N,
the claim follows.
Fix ε > 0 as in Lemma 4.7. LetW ′N ⊂ WN be a K-invariant neighbour-
hood of ∂U ∩N such that for all n = (x, t) ∈W ′N ⊂ (∂U ∩N)×]−δ, 0[,
‖ψ(n) −ψ(x)‖ ≤ ε.
Let χ ∈ C∞(NV)K be a function with values in [0, 1], such that
χ ≡ 1 on (U ∩N) \W ′N;
χ ≡ 0 on ∂U× ]0,∞[.
Define ψV : V → g by
ψV(n) =
{
ψ(n) if n ∈ (U ∩N) \WN;
χ(n)ψ(n) + (1 − χ(n))ψ(x) if n = (x, t) ∈ (∂U ∩N)× ]−δ,∞[,
and extendedG-equivariantly to V . Then ψV is smooth and G-equivariant,
and ‖ψ ′(n)−ψ(n)‖ ≤ ε for all n ∈ U∩N. Hence ‖vψV ‖ has a positive lower
bound on U by Lemma 4.7. And if (x, t) ∈ ∂U× [0,∞[, then
v
ψV
(x,t)
= (vψx , 0) ∈ Tx(∂U)× Tt(]−δ,∞[),
and this also has a positive lower bound as (x, t) ranges over ∂U× [0,∞[.
Let fV ∈ C∞(V)G be any real-valued function such that fV |U = f|U.
Write
DfVψV := DV −
√
−1c(vfVψV ).
WriteDV = D
V
G/K
+DNV as in (4.6). Then Lemma 4.6 applies directly to the
corresponding operators on V .
4.5 Operators onM and V
The reason for the constructions in Subsection 4.4 is that the manifold V is
complete, so that the operators
D2fVψV + 1 (4.10)
and
DNVD
∗
NV
+ f2V‖vψV ‖2 + 1
are symmetric, and norm-increasing. This implies that they are invertible,
with bounded inverses with norms at most 1. (This is generally not true
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for the operator Dfψ|
2
U + 1 on L
2(E|U), for example.) Furthermore, after
restriction to U, the above operators are equal to
(D2fψ + 1)|U (4.11)
and
(DND
∗
N + f
2‖vψ‖2 + 1)|U,
respectively. In Lemma 5.5, we will deduce an estimate onU for the inverse
of the operator D2fψ + 1 from the corresponding estimate for the inverse of
(4.10), using the following relation between these inverses.
Lemma 4.8. Let ϕ1, ϕ2 ∈ End(E)G be supported inside U. Then there are G-
equivariant bounded operators T0 and T1 on L
2(E|U), with norms at most 1, and
there is ϕ ∈ End(E)G, supported in U, such that for α ∈ {0, 1},
ϕ1D
α
fψ(D
2
fψ + 1)
−1ϕ2 −ϕ1D
α
fVψV
(D2fVψV + 1)
−1ϕ2
= ϕ1T0ϕ(D
2
fVψV
+ 1)−1ϕ2 +ϕ1T1ϕDfVψV (D
2
fVψV
+ 1)−1ϕ2. (4.12)
Proof. Let χ ∈ C∞(U) be cocompactly supported, such that χ ≡ 1 on
suppϕ1 ∪ suppϕ2. Then
ϕ1D
α
fψ(D
2
fψ + 1)
−1ϕ2 = ϕ1D
α
fψ(D
2
fψ + 1)
−1χ(D2fVψV + 1)(D
2
fVψV
+ 1)−1ϕ2.
(4.13)
Similarly, because ϕ1D
α
fVψV
= ϕ1D
α
fψ,
ϕ1D
α
fVψV
(D2fVψV + 1)
−1ϕ2 = ϕ1D
α
fψ(D
2
fψ + 1)
−1(D2fψ + 1)χ(D
2
fVψV
+ 1)−1ϕ2.
(4.14)
Here we have used the fact that, while the operators Dfψ and DfVψV act
on different spaces, they both act on sections of E|U. So all compositions in
(4.13) and (4.14) are well-defined. Taking the difference of (4.13) and (4.14),
we find that the left hand side of (4.12) equals
ϕ1D
α
fψ(D
2
fψ + 1)
−1
(
χ(D2fVψV + 1) − (D
2
fψ + 1)χ
)
(D2fVψV + 1)
−1ϕ2. (4.15)
Now χ(D2fVψV + 1) = χ(D
2
fψ + 1), so
χ(D2fVψV + 1) − (D
2
fψ + 1)χ = [χ,D
2
fψ]
= Dfψ[χ,Dfψ] + [χ,Dfψ]Dfψ
= −Dfψc(dχ) − c(dχ)Dfψ
= −Dfψc(dχ) − c(dχ)DfVψV .
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Hence (4.15) equals
−ϕ1D
α+1
fψ (D
2
fψ + 1)
−1c(dχ)(D2fVψV + 1)
−1ϕ2
−ϕ1D
α
fψ(D
2
fψ + 1)
−1c(dχ)DfVψV (D
2
fVψV
+ 1)−1ϕ2.
So the claim follows, with
Tβ := D
α+1−β
fψ (D
2
fψ + 1)
−1 (for β ∈ {0, 1});
ϕ := −c(dχ).
5 Local estimates
After the preparations in Section 4, we are ready to prove Theorem 3.12 and
Proposition 3.13.
Let U ⊂M be a relatively cocompact, G-invariant open subset ofM, on
which ‖vψ‖ has a positive lower bound. Suppose that U has the properties
in Subsection 4.4, i.e. ∂U is smooth and has a tubular neighbourhood in U.
Let V , NV , pV , EV , DV , fV and ψV be as in Subsection 4.4. Suppose fV is
positive.
5.1 An estimate on V
For any operator A on a Hilbert space, we write |A| :=
√
A∗A.
Lemma 5.1. If S and T are operators on a Hilbert space, with T positive, then
∣∣S(S∗S+ T 2 + 1)−1∣∣ ≤ 1
2
|T−1|.
Proof. For any two real numbers s and t, with t > 0, we have
|s|
s2 + t2 + 1
≤ 1
2t
.
This implies the claim for self-adjoint S. For general S, using a polar de-
composition gives the desired estimate.
The following estimate is central to our proof of Proposition 3.15.
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Proposition 5.2. For all e ∈ C∞c (G) and h ∈ C∞c (G/K), there is a constant
Be,h, independent of U, and for all ε > 0, there is a constant CU,ε,p, independent
of e and h, such that if
fV ≥ CU,ε,p (5.1)
and
f2V ≥ CU,ε,p‖dfV‖, (5.2)
then for all l = 1, . . . , 5, and α ∈ {0, 1}, the operator
DαfVψV (D
2
fVψV
+ 1)−1AVl
(
DNVD
∗
NV
+ f2V‖vψV ‖2 + 1
)−1
piG(e)p
∗
Vh (5.3)
is bounded, with norm at most εBe,h. Here the operators A
V
l are the analogues on
V of the operators defined in (4.7).
Proof. Let e ∈ C∞c (G) and h ∈ C∞c (G/K) be given. The operators DVG/K,
(DV
G/K
)∗ and ∇EV
vψV
satisfy the conditions on the operator A in Proposition
4.4. Indeed, they are G-equivariant G-differential operators. By construc-
tion, for these operators the vector bundle endomorphisms aj and b as in
Lemma 4.2 are constant in the ]0,∞[-direction on ∂U×]0,∞[⊂ V , and they
are bounded on the compact setsU∩N. Therefore, Proposition 4.4 yields a
constant Be,h, independent ofU, and a constant CU,p, independent of e and
h, such that the operators
DVG/KpiG(e)p
∗
Vh,
(DVG/K)
∗piG(e)p
∗
Vh
and
∇EV
vψV
piG(e)p
∗
Vh
are bounded, with norm at most CU,pBe,h. We choose Be,h so that in addi-
tion, it is at least equal to ‖e‖L1(G)‖h‖∞.
Let κ > 0 be a lower bound for ‖vψV ‖. The function ‖vψV ‖ isG-invariant,
hence it takes a maximum on U and therefore also on ∂U×]0,∞[. Let
‖vψV ‖∞ be its maximum. We define the number ‖∇TMvψV ‖∞ in the analo-
gous way. Let ε > 0 be given, and set
CU,ε,p := max
{√
CU,p
εκ
,
CU,p
2εκ
,
CU,p‖vψV ‖∞
εκ2
,
2CU,p
εκ2
,
2dimM
εκ
,
2dimM‖∇TMvψV ‖∞
εκ2
}
.
Suppose that fV satisfies (5.1) and (5.2).
We can then prove the desired estimates for the operators (5.3), using
the fact thatDNV commutes with piG(e) and p
∗
Vh. Let s ∈ L2(EV ).
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1. First of all, we have∥∥DαfVψV (D2fVψV+1)−1AV1 (DNVD∗NV+f2V‖vψV ‖2+1)−1piG(e)p∗Vh s∥∥L2(EV )
≤ ∥∥(DVG/K)∗piG(e)p∗Vh(DNVD∗NV + f2V‖vψV ‖2 + 1)−1s∥∥L2(EV )
≤ CU,pBe,h
∥∥(f2V‖vψV ‖2 + 1)−1s∥∥L2(EV )
≤ εBe,h‖s‖L2(E|V ),
because (
f2V‖vψV ‖2 + 1
)−1 ≤ (CU,p/ε+ 1)−1 ≤ ε/CU,p.
2. Next, note that∥∥DαfVψV (D2fVψV+1)−1AV2 (DNVD∗NV+f2V‖vψV ‖2+1)−1piG(e)p∗Vh s∥∥L2(EV )
≤ ∥∥(DVG/K)∗piG(e)p∗VhD∗NV (DNVD∗NV + f2V‖vψV ‖2 + 1)−1s∥∥L2(EV )
≤ CU,pBe,h
∥∥D∗NV (DNVD∗NV + f2V‖vψV ‖2 + 1)−1s∥∥L2(EV ).
Since CU,ε,p is positive, the function fV does not vanish. By Lemma
5.1, the last expression above is at most equal to
CU,pBe,h
1
2
∥∥f−1V ‖vψV ‖−1s∥∥L2(EV ) ≤ εBe,h‖s‖L2(E|V ),
because
f−1V ≤
2εκ
CU,p
.
3. Since (DV
G/K
)∗ is a G-differential operator, it commutes with the G-
invariant function fV . Hence∥∥DαfVψV (D2fVψV+1)−1AV3 (DNVD∗NV+f2V‖vψV ‖2+1)−1piG(e)p∗Vh s∥∥L2(EV )
≤ ∥∥c(vψV )(DVG/K)∗piG(e)p∗Vh fV(DNVD∗NV + f2V‖vψV ‖2 + 1)−1s∥∥L2(EV )
≤ CU,pBe,h‖vψV ‖∞
∥∥fV(f2V‖vψV ‖2 + 1)−1s∥∥L2(EV )
≤ εBe,h‖s‖L2(E|V ),
because
fV
(
f2V‖vψV ‖2 + 1
)−1 ≤ f−1V ‖vψ‖−2 ≤ εCU,p‖vψV ‖∞ .
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4. For all k = 1, . . . ,dimM, we have
c(ek)c(∇TMek fVvψV ) = ek(f)c(ek)c(vψV ) + fVc(ek)c(∇TMek vψV ).
So we obtain the pointwise estimate
‖c(ek)c(∇TMek fVvψV )‖ ≤ ‖df‖‖vψV ‖+ fV‖∇TMvψV‖.
Denoting the absolute value of operators by | · | as before, we obtain∣∣∣∣∣
dimM∑
k=1
c(ek)c(∇TMek fVvψV )
(
DNVD
∗
NV
+ f2V‖vψV ‖2 + 1
)−1∣∣∣∣∣
≤ dimM(‖dfV‖‖vψV ‖+ fV‖∇TMvψV ‖)(f2V‖vψV ‖2 + 1)−1.
Therefore,∥∥DαfVψV (D2fVψV+1)−1AV4 (DNVD∗NV+f2V‖vψV ‖2+1)−1piG(e)p∗Vh s∥∥L2(EV )
≤ dimM
∥∥∥(‖dfV‖‖vψV ‖+ fV‖∇TMvψV‖)(f2V‖vψV ‖2 + 1)−1∥∥∥ ‖e‖L1(G)‖h‖∞‖s‖L2(EV )
≤ εBe,h‖s‖L2(EV ),
because
‖df‖‖vψV ‖
f2V‖vψV ‖2 + 1
≤ ε
2dimM
,
and
fV‖∇TMvψV ‖∞
f2V‖vψV ‖2 + 1
≤ ε
2dimM
.
5. Finally, since ∇EV
vψV
is a G-differential operator, it commutes with the
G-invariant function fV . Hence∥∥DαfVψV (D2fVψV+1)−1AV5 (DNVD∗NV+f2V‖vψV ‖2+1)−1piG(e)p∗Vh s∥∥L2(EV )
2‖∇EψVpiG(e)p∗Vh fV
(
DNVD
∗
NV
+ f2V‖vψV ‖2 + 1
)−1
s
∥∥
L2(EV )
≤ 2CU,pBe,h
∥∥(f2V‖vψV ‖2 + 1)−1 s∥∥L2(EV )
≤ εBe,h‖s‖L2(EV ),
because (
f2V‖vψV ‖2 + 1
)−1 ≤ ε
2CU,p
.
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5.2 An estimate for DNV
Proposition 5.2 will allow us to deduce estimates for (D2fψ + 1)
−1 from esti-
mates for
(
DNVD
∗
NV
+ f2V‖vψV ‖2 + 1
)−1
.
Lemma 5.3. For all e ∈ C∞c (G) and h ∈ C∞c (G/K), there is a constant Be,h, and
for all ε > 0, there is a constant CU,ε,p > 0, independent of e and h, such such
that if
fV ≥ CU,ε,p
then for α ∈ {0, 1}, the operator
DαfVψV
(
DNVD
∗
NV
+ f2V‖vψV ‖2 + 1
)−1
piG(e)p
∗
Vh (5.4)
is bounded, with norm at most εBe,h.
Proof. Let e ∈ C∞c (G) and h ∈ C∞c (G/K) be given. Let Be,h be as in Proposi-
tion 4.4, but also at least equal to ‖e‖L1(G)‖h‖∞. Let CDV
G/K
,p be as in Propo-
sition 4.4, for A = DVG/K. Let κ > 0 be a lower bound for ‖vψV ‖. Let ε > 0
be given, and set
CU,ε,p := max

 1√εκ, 3εκ,
√
3CDV
G/K
,p
εκ2

 .
Suppose fV ≥ CU,ε,p.
For α = 0, the operator (5.4) has norm at most∥∥∥(f2V‖vψV ‖2 + 1)−1∥∥∥ ‖e‖L1(G)‖h‖∞ ≤ εBe,h,
because
(
f2V‖vψV ‖2 + 1
)−1 ≤ ε.
Now suppose α = 1. Write
DfVψV = DNV +D
V
G/K −
√
−1fVc(v
ψV ).
By Lemma 5.1, we have∥∥DNV (DNVD∗NV + f2V‖vψV ‖2 + 1)−1piG(e)p∗Vh∥∥
≤ 1
2
∥∥f−1V ‖vψV ‖−1∥∥‖e‖L1(G)‖h‖∞ ≤ εBe,h/3,
because
f−1V ‖vψV ‖−1 ≤ 2ε/3.
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Next, because piG(e) and p
∗
Vh commute with DNV , we have∥∥DVG/K(DNVD∗NV + f2V‖vψV ‖2 + 1)−1piG(e)p∗Vh∥∥
≤ CDV
D/K
,pBe,h
∥∥(f2V‖vψV ‖2 + 1)−1∥∥ ≤ εBe,h/3,
because
(f2V‖vψV ‖2 + 1)−1 ≤
ε
3CDV
G/K
,p
.
Finally,∥∥√−1fVc(vψV )(DNVD∗NV + f2V‖vψV ‖2 + 1)−1piG(e)p∗Vh∥∥
≤ ∥∥fV‖vψV ‖(f2V‖vψV ‖2 + 1)−1∥∥‖e‖L1(G)‖h‖∞ ≤ εBe,h/3,
because fV‖vψV ‖
(
f2V‖vψV ‖2 + 1
)−1 ≤ ε/3.
5.3 Proof of Proposition 3.15
By combining Lemma 4.8, Proposition 5.2 and Lemma 5.3, we obtain an
estimate for the inverse of D2fψ + 1 on U. This begins with an estimate for
the inverse of D2fVψV + 1.
Lemma 5.4. For all e ∈ C∞c (G) and h ∈ C∞c (G/K), there is a constant Be,h,
and for all ε > 0, and all ϕ1, ϕ2 ∈ End(E)G, supported in U, there is a constant
Cϕ1,ϕ2,ε,p > 0, independent of e and h, such that if
fV ≥ Cϕ1,ϕ2,ε,p (5.5)
and
f2V ≥ Cϕ1,ϕ2,ε,p‖dfV‖, (5.6)
then for α ∈ {0, 1}, we have∥∥ϕ1DαfVψV (D2fVψV + 1)−1piG(e)p∗hϕ2∥∥ ≤ εBe,h. (5.7)
Proof. Let e ∈ C∞c (G) and h ∈ C∞c (G/K) be given. Let Be,h be at least as
large as the constants Be,h in Proposition 5.2 and Lemma 5.3. Let ε > 0 be
given. Because ϕ1 and ϕ2 are G-equivariant and supported in U, they are
bounded operators on L2(E). Set
ε ′ :=
ε
6(‖ϕ1‖ ‖ϕ2‖+ 1)
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Let Cϕ1,ϕ2,ε,p be the maximum of the constants CU,ε ′ ,p in Proposition 5.2
and Lemma 5.3.
Suppose that fV satisfies (5.5) and (5.6). By Lemma 4.6, the norm on the
left hand side of (5.7) is at most equal to∥∥ϕ1DαfVψV (DNVD∗NV + f2V‖vψV ‖2 + 1)−1piG(e)p∗hϕ2∥∥
+
∥∥ϕ1DαfVψV (D2fVψV + 1)−1∆(DNVD∗NV + f2V‖vψV ‖2 + 1)−1piG(e)p∗hϕ2∥∥.
(5.8)
Here ∆ was defined in (4.8). Lemma 5.3 implies that the first term in (5.8)
is at most equal to
‖ϕ1‖‖ϕ2‖ε ′Be,h ≤ εBe,h/6.
Proposition 5.2 implies that the second term in (5.8) is at most equal to
5‖ϕ1‖ ‖ϕ2‖ε ′Be,h ≤ 5εBe,h/6,
so the claim follows.
Using Lemma 5.4, we obtain the estimate for the inverse ofD2fψ+ 1 that
we need.
Lemma 5.5. For all e ∈ C∞c (G) and h ∈ C∞c (G/K), there is a constant Be,h,
and for all ε > 0, and all ϕ1, ϕ2 ∈ End(E)G, supported in U, there is a constant
Cϕ1,ϕ2,ε,p > 0, independent of e and h, such that if
f|U ≥ Cϕ1,ϕ2,ε,p (5.9)
and
f2|U ≥ Cϕ1,ϕ2,ε,p‖df|U‖, (5.10)
then for α ∈ {0, 1}, we have∥∥ϕ1Dαfψ(D2fψ + 1)−1piG(e)p∗hϕ2∥∥ ≤ εBe,h. (5.11)
Proof. Let e ∈ C∞c (G) and h ∈ C∞c (G/K) be given. Let Be,h be as in Lemma
5.4. Let ϕ1, ϕ2 ∈ End(E)G be supported in U, and let ε > 0. Let T0, T1
and ϕ be as in Lemma 4.8. We use tildes on the constants in Lemma 5.4 to
distinguish them from the constants in this lemma, and set
ε ′ := ε/(‖ϕ1‖+ 1);
Cϕ1,ϕ2,ε,p := 2max{C˜ϕ1,ϕ2,ε/3,p, C˜ϕ,ϕ2,ε ′/3,p}.
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By Lemma 4.8, the norm on the left hand side of (5.11) is at most equal to∥∥ϕ1DαfVψV (D2fVψV + 1)−1piG(e)p∗hϕ2∥∥
+
∥∥ϕ1T0‖ · ‖ϕ(D2fVψV + 1)−1piG(e)p∗hϕ2∥∥
+
∥∥ϕ1T1‖ · ‖ϕDfVψV (D2fVψV + 1)−1piG(e)p∗hϕ2∥∥. (5.12)
Suppose that f satisfies (5.9) and (5.10). Then fV can be chosen so that it
satisfies satisfies (5.5) and (5.6), with Cϕ1,ϕ2,ε,p in (5.5) and (5.6) replaced by
Cϕ1,ϕ2,ε,p/2 as chosen in this proof. Then Lemma 5.4 implies that (5.12) is
at most equal to
ε
3
(
1 + 2
‖ϕ1‖
‖ϕ1‖+ 1
)
Be,h ≤ εBe,h.
We are now ready to prove Proposition 3.15, and hence Theorem 3.12.
Proof of Proposition 3.15. Let an open cover {Uj}
∞
j=1 ofM and a partition of
unity {χ2j }
∞
j=0 as in Subsection 3.5 be given. For each j ≥ 1, consider the
vector bundle endomorphisms χj and c(dχj) of E. For each j ≥ 1, set
Cj := max{Cχj,χj,2−j/3, Cc(dχj),χj,2−j/3},
with Cχj,χj,2−j/3 and Cc(dχj),χj,2−j/3 as in Lemma 5.5. Because every point in
m lies in only finitely many of the sets Uj, there is a function ρ ∈ C∞(M)G
such that for all j ≥ 1,
ρ|Uj ≥ Cj.
Suppose that f ∈ C∞(M)G is ρ-admissible. Then for all j,
f|Uj ≥ Cj;
f|2Uj ≥ Cj‖df|Uj‖.
Let e ∈ C∞c (G) and h ∈ C∞c (G/K) be given, and let Be,h be as in Lemma 5.5.
Note that for all j,
(D2fψ+1)
−1piG(e)p
∗hχ2j = χj(D
2
fψ+1)
−1piG(e)p
∗hχj+
[
(D2fψ+1)
−1, χj
]
piG(e)p
∗hχj.
Now[
(D2fψ + 1)
−1, χj
]
= (D2fψ + 1)
−1
(
Dfψc(dχj) + c(dχj)Dfψ
)
(D2fψ + 1)
−1.
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Therefore,∥∥(D2fψ + 1)−1piG(e)p∗hχ2j∥∥ ≤ ∥∥χj(D2fψ + 1)−1piG(e)p∗hχj∥∥
+
∥∥(D2fψ + 1)−1Dfψc(dχj)(D2fψ + 1)−1piG(e)p∗hχj∥∥
+
∥∥(D2fψ + 1)−1c(dχj)Dfψ(D2fψ + 1)−1piG(e)p∗hχj∥∥.
By Lemma 5.5, all three terms on the right hand side are at most equal to
2−jBe,h/3 for all j ≥ 1. Hence Proposition 3.15 follows. 
By the arguments in Subsection 3.5, Proposition 3.15 implies Theorem
3.12.
5.4 Independence of choices
Let us prove Proposition 3.13. We start by showing that different admissi-
ble functions lead to the same index.
Lemma 5.6. In the setting of Theorem 3.12, let f0 and f1 be two ρ-admissible
functions. Then
indexGDf0ψ = indexGDf1ψ.
Proof. Let f0 and f1 be two ρ-admissible functions. Then for all constants
a ≥ 1 and j = 0, 1, the function afj is ρ-admissible. Furthermore, by a
homotopy argument, we have
indexG(Dafjψ) = indexG(Dfjψ)
For t ∈ [0, 1], we consider the function
ht := 4
(
(1 − t)f0 + tf1
) ∈ C∞(M)G.
For all t ∈ [0, 1], we have
h2t
‖dht‖+ ht + 1 =
h2t
4
(
(1 − t)(‖df0‖+ f0 + 1/4) + t(‖df1‖+ f1 + 1/4)
)
≥ 4
(
(1 − t)2f20 + t
2f21
)
(1 − t)(‖df0‖+ f0 + 1) + t(‖df1‖+ f1 + 1)
≥ 2
(
(1 − t)2f20 + t
2f21
)
maxj=0,1(‖dfj‖+ fj + 1)
≥ 2((1 − t)2ρ+ t2ρ)
≥ ρ,
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so ht is ρ-admissible for all t.
We conclude that, by operator homotopies,
indexGDf0ψ = indexG(Dh0ψ)
= indexG(Dh1ψ)
= indexGDf1ψ.
The space of L2-sections of E depends on the Riemannianmetric, through
the Riemannian density. Therefore, operator homotopies, for operators on
a fixed Hilbert space, are not enough to prove the remaining part of Propo-
sition 3.13. We can use an argument modelled on Section 11.2 of [21], how-
ever. We use the notation of Proposition 3.13.
Let BS1 be the standard Riemannian metric on TS
1. Let C1 be the com-
plex Clifford algebra with one generator e1. Then, as a complex vector
space, C1 = spanC{1, e1}
∼= C2. Consider the spinor bundle ES1 = S
1×C1 →
S1. We have the Dirac operatorDS1 = c(e1)
d
dα
, where α is the angle coordi-
nate on S1. If I ⊂ ]0, 2pi[ is an open sub-interval, we embed it into S1 via the
map x 7→ eix. We write BI, EI and DI for the restrictions to I of BS1 , ES1 and
DS1 , respectively. We set I0 := ]0, pi/2[ and I1 := ]pi, 3pi/2[.
Lemma 5.7. There is a Riemannian metric B˜ on S1×M, aG-equivariant Clifford
module E˜ → S1 ×M, a G-invariant Clifford connection ∇E˜ on E˜, and a smooth,
G-equivariant map p˜ : S1 ×M → G/K, such that for j = 0, 1, the metric B˜|Ij×M
is the product metric of BIj and Bj, we have
E˜|Ij×M
∼= EIj ⊠ Ej → Ij ×M
as G-equivariant Clifford modules, the Dirac operator D˜ associated to∇E˜ satisfies
D˜|Ij×M = DIj ⊗ 1 + 1⊗DEj ,
and for all t ∈ Ij andm ∈M, we have
p˜(t,m) = pj(m).
Proof. As a G-equivariant vector bundle, we take E˜ = ES1 ⊠ E. The metric
B˜, Clifford action on E˜ and Clifford connection on E˜ can be constructed
using a partition of unity. The map p˜ exists becauseG/K isG-equivariantly
contractible.
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Fix B˜, E˜, ∇E˜, D˜ and p˜ as in Lemma 5.7. Let ψ˜ : S1 × M → g and
f˜ ∈ C∞(S1 ×M)G be the pullbacks of ψ and f, respectively. Consider the
deformed Dirac operator
D˜f˜ψ˜ = D˜ −
√
−1f˜c˜(vψ˜),
with c˜ the Clifford action by T(S1 ×M) on E˜.
Lemma 5.8. There is a positive function ρ˜ ∈ C∞(S1 ×M)G such that if f˜ is
ρ˜-admissible, the triple(
L2(E˜),
D˜f˜ψ˜√
D˜2
f˜ψ˜
+ 1
, piS1 ⊗ piG,G/K
)
(5.13)
is a Kasparov
(
C(S1)⊗C0(G/K)⋊G,C
)
-cycle. Here piS1 : C(S
1)→ B(L2(E˜)) is
defined by pointwise multiplication after pulling back to S1 ×M.
Proof. Since S1 is compact, the set of zeroes of the vector field vψ˜ is cocom-
pact. Hence Theorem 3.12 implies that there is a function ρ˜ such that if f˜ is
ρ˜-admissible, the triple (5.13) is a Kasparov (C0(G/K) ⋊ G,C)-cycle. Since
piS1 commutes with piG,G/K, the claim follows.
Remark 5.9. Lemma 5.8 still holds if X is replaced by any compact manifold
X. The authors also expect it to be true if X is noncompact but complete.
Then the representation piX (of C0(X) in that case) plays a more important
role.
Let ρ˜ be as in Lemma 5.8, and suppose f˜ is ρ˜-admissible. Let
[D˜f˜ψ˜] ∈ KK1(C(S1)⊗ C0(G/K)⋊G,C)
be the class defined by (5.13). Note that this is a class in odd KK-theory. For
an open interval I ⊂ ]0, 2pi[, consider the restriction map
rI : KK1(C(S
1)⊗ C0(G/K)⋊G,C)→ KK1(C0(I)⊗ C0(G/K)⋊G,C),
induced by the inclusion map C0(I) →֒ C(S1). We also have the suspension
isomorphism
sI : KK1(C0(I)⊗ C0(G/K)⋊G,C)
∼=
−→ KK0(C0(G/K)⋊G,C),
see Definition 9.5.6 in [21]. The core of the proof of Proposition 3.13 is
the fact that we can recover G-indices of deformed Dirac operators from
operators on S1 ×M, using the suspension isomorphism.
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Lemma 5.10. For all open intervals I ⊂ ]0, 2pi[, and j = 0, 1, we have
sI[DI ⊗ 1+ 1⊗DEjfjψ] = index
pj
G (D
Ej
fjψ
) ∈ KK0(C0(G/K)⋊G,C).
Proof. As in Lemmas 9.5.7 and 9.5.8, Exercise 10.9.7 and Proposition 11.2.5
in [21], we have
sI[DI ⊗ 1 + 1⊗DEjfjψ] = sI[DI]⊗ index
pj
G (D
Ej
fjψ
)
= indexp
j
G (D
Ej
fjψ
).
Proof of Proposition 3.13. Since S1 is compact, we can choose f so that f˜
is ρ˜-admissible. Furthermore, we can choose f so that in addition, it is
max(ρ0, ρ1)-admissible. Then by Lemma 5.6, we have for j = 0, 1,
index
pj
G (D
Ej
fjψ
) = index
pj
G (D
Ej
fψ). (5.14)
Set I := ]0, 2pi[. Consider the class
rI[D˜f˜ψ˜] ∈ KK1(C0(I)⊗ C0(G/K)⋊G,C).
The inclusion maps Ij →֒ I are homotopy equivalences. Therefore, after
identifying Ij ∼= I, we have[
DI ⊗ 1 + 1⊗DE0fψ
]
= rI0 [D˜f˜ψ˜]
= rI[D˜f˜ψ˜]
= rI1 [D˜f˜ψ˜]
=
[
DI ⊗ 1 + 1⊗DE1fψ
]
∈ KK1(C0(I)⊗ C0(G/K)⋊G,C).
Hence, by Lemma 5.10,
indexp0G (D
E0
fψ) = index
p1
G (D
E1
fψ).
Combined with (5.14), this implies that
indexp0G (D
E0
f0ψ
) = indexp1G (D
E1
f1ψ
).

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