ABSTRACT. Continuing the investigations by the author [15] and Glasner and Weiss [7] on generic properties of extensions, we give a sufficient condition for the strongly mixing extensions of a fixed transformation to be of first category.
INTRODUCTION
The study of generic properties of measure-preserving transformations was initiated by Halmos [9] and Rokhlin [14] , see e.g. [13] , [11] , [1] , [12] , [2] , [5] , [3] , [6] , [4] , [16] , [8] .
In particular, a generic measure-preserving transformation is rigid [11] and weakly mixing [9] . One of the important tools was the Halmos Conjugacy Lemma.
Lemma 1 (Halmos Conjugacy Lemma). Let (X, µ) be a measure space and let T be an (invertible) antiperiodic measure-preserving transformation on (X, µ). Then {S −1 T S|S is an invertible measure-preserving transformation} is dense in the weak topology on the set of (invertible) measure preserving transformations on X.
Surprisingly, the study of generic properties of extensions began in 2017, originating from a question by Terence Tao, asking if a generic extension does not have a nontrivial intermediate nilfactor. While it was shown in [15] that in the case of a non-fixed factor, a generic extension is relatively weakly mixing, but not relatively mixing, an analogue of the Halmos Conjugacy Lemma for the fixed factor case was done in [7] . As a consequence, a generic extension is relatively weakly mixing.
In this note we give a sufficient condition for the strongly mixing extensions of a fixed transformation T 0 to form a first category set. We then show that if T 0 is either periodic, or rigid and antiperiodic, this condition is met. We then give a possible definition of rigid extensions and show that for any factor T 0 , the rigid extensions of T 0 are G δ .
unit interval with the Lebesgue measure. Let (Z, µ) := (X × Y, m × ν). For T 0 ∈ G(X), denote by G T0 the subset of G(Z) which are extensions of T 0 (through the natural projection onto X). Note that we will also use T 0 to represent the transformation T 0 × 1 Y . The topology on G(X) and G T0 will always be assumed to be the weak topology. For
For p ∈ N, p > 1, a p-adic interval of rank k in Y is an interval of the form
and a p-adic set is a union of p-adic sets. A p-adic permutation (of rank k) is a permutatiion of the p-adic intervals of rank k.
Lemma 2. For all p > 1, the p-adic permuations are dense in G(Y ).
The proof is nearly identical to the one found in [10] in the proof of the Weak Approximation Theorem (p.66); indeed, up to replacing each instance of dyadic with p-adic, the proofs are identical.
Next we recall a couple of definitions. First, we say T ∈ G(X) is antiperiodic if the set of periodic points for T has measure zero.
Let R(X) ⊂ G(X) denote the set of rigid transformations on X. The following equivalent definition is well known.
Proposition 1.
A measure-preserving transformation T ∈ G(X) is rigid if and only if there exists a subsequence {n k } such that for all f, g ∈ L 2 (X),
Proof. Equation (1) says that T n k → 1 X weakly, so one direction is trivial. For the other direction, suppose there is a subsequence {n k } such that (1) holds. As T is unitary, clearly
The next definition can be found in [15] .
Definition 2. We say that T ∈ G T0 is a (strongly) mixing extension of T 0 or T is (strongly) mixing relative to
Let S T0 ⊂ G T0 denote the set of strongly mixing extensions of T 0 . Lastly for definition reminders, we have the following, from [7] .
Definition 3. Let T ∈ G T0 . We say that T is a piecewise constant skew product over T 0 if there exists a partition of X, {A 1 , . . . , A N }, and
Lemma 1.3 in [7] shows that the set of piecewise constanst skew products over T 0 is dense in G T0 .
STRONLY MIXING EXTENSIONS
To fit the classical theory, we would like to prove that for all T 0 , S T0 is a first category subset of G T0 . Unfortunately, this goal proves to be more difficult than one would expect. We will instead be able to show that for a set of T 0 which is generic in G(X), S T0 is of first category. First we will give the Glasner and Weiss [7] version of the Halmos Conjugacy Lemma. While the result and its proof (including much of their notation) can be found in their note, we present it with slightly more generality.
Proof. Let T ∈ G T0 and let ε > 0, and N ε (T ) a dyadic neighborhood of T . We wish to find S such that S −1T S ∈ N ε (T ). Without loss of generality, we can assume that T is a piecewise constant skew product over T 0 . Let {A 1 , . . . , A k } be a partition of X and {R 1 , . . . , R k } ⊂ G(Y ) such that for all j, and all x ∈ A j , T x = R j . 
We now refine the tower with respect to the partition of X, {A j |1 ≤ j ≤ k}. This will create a partition of B into sets {B l |1 ≤ l ≤ L} such that for all i, l, there exists α(l, i) between 1 and k such that
We will now define S ∈ G 1X , a piecewise constant skew product. First, for all x ∈ B define S x := 1 Y . Then, inductively, having defined S for 0 ≤ i < n − 1 for all l, define
. This defines S on the fibers corresponding to the Rokhlin
We see that by how we constructed S, if
it is easy to see that for any measurable set E ∈ Z,
Next, we give a sufficient condition for S T0 to be of first category
Proof. Let A := X × [0, 1/2] and for all k ∈ N define
Note that for all n, P n :
and
closed (see Theorem 6 in [15] . Alternatively, see Proposition 3 below), to prove S T0 is of first category, it is sufficient to prove M n is dense for all n. But this is true as P
While Lemma 3 is a nice sufficient condition, it certainly cannot be applied for all factors T 0 . Indeed, if T 0 is strongly mixing, and if T ∈ G T0 and B is any X-measurable set, then for no subsequence n k does T n k χ B → χ B . All the same, it will be an invaluable tool, as we will see in the following two results. Theorem 2. If T 0 is periodic, then S T0 is a first category subset of G T0 .
Proof. By Lemma 3, we need only show that R(Z) ∩ G T0 is dense in G T0 . Let p be the smallest integer greater than 1 such that T p 0 = I X . Further fix T ∈ G T0 , ε > 0, and let N ε (T ) be a p-adic neighborhood in the weak topology. That is,
where D ij are (without loss of generality) every p-adic square of rank K ∈ N. Let {E i }, {F i } be dyadic intervals of rank K in X and Y respectively such that D ij = E i ×F j .
By Lemma 1.3 of [7] , there exists S ∈ N ε/2 (T ) that is a piecewise constant skew product over
and for each
As this holds for all i, j, Q ∈ N ε (T ). Let M be the maximum of the ranks of all
Theorem 3. Let T 0 ∈ G(X) be antiperiodic and rigid. Then S T0 is a first category subset of G T0 .
Proof. Let T ∈ R(Z) ∩ G T0 . We know this set is nonempty as the rigidity of T 0 on X implies the rigidity of T 0 × 1 Y on Z. Now consider the set
By Theorem 1, this set is dense in G T0 . Further, as S can be viewed as an element of G(Z), we know that for each S, S −1 T S ∈ R(Z). Thus by Lemma 3, S T0 is of first category.
To close this section we show that, though it is not completely clear for exactly which set of T 0 S T0 is of first category, we are able to show a step in that direction.
Proof. Let A denote the measurable subsets of Z such that A ∈ A if and only if E(χ A |X) ≡ 1/2. Further, define
Note that for all T 0 , A T0 is nonempty as for T = T 0 × 1 Y we can take A as in the proof of Lemma 3. Further note that A T0 ⊂ S c T0 . Now fix T ∈ A T0 , as well as A ∈ A, and {n k } corresponding to T . Now fix S ∈ G 1X and define f := S −1 χ A . Then we have
Thus we see that S −1 T S ∈ A T0 . By Theorem 1, A T0 is dense in G T0 .
RIGID EXTENSIONS
In [11] , Katok and Stepin showed a generalization of Rokhlin's result that strongly mixing transformations are of first category, namely that rigid transformations are residual. Indeed, if a transformation is rigid, then it is not strongly mixing. One might think to try to show that the set of rigid extensions of T 0 are a dense, G δ set. However, first one must know what it means for an extension to be rigid.
Definition 4. Let T ∈ G T0 . We say that T is rigid relative to T 0 , or T is a rigid extension of T 0 if there exists a subsequence n k such that for all f, g ∈ L 2 (Z|X),
Let R T0 ⊂ G T0 denote the set of rigid extensions of T 0 . Note that if X were a single point, then Proposition 1 shows that relative rigidity coincides with classical rigidity. Just as rigid transformations are mutually exclusive with strongly mixing transformations, we see that the same is true of rigid and strongly mixing extensions.
Proof. Let T ∈ S T0 and let
Subsequently for all subsequence {n k },
In fact, we can say something even stronger. Letting A T0 be as in the proof of Proposition 2, then it's easy to see that R T0 ⊂ A T0 . Thus we have S T0 ⊂ A c T0 ⊂ R c T0 . With the additional note that R T0 is always nonempty by taking T 0 × I Y , it seems that R T0 has all the properties we would expect from a relativization of rigidity. Unfortunately, one property may fail. Consider S ∈ G 1X . It may well fail to be the case that for T ∈ R T0 , S −1 T S ∈ R T0 . Because of this, we cannot apply Theorem 1, and are unable to show R T0 is dense. However, although we cannot show R T0 is a dense, G δ , we can still show it is a G δ . First, we prove the following technical lemma.
, with respect to the L 2 (Z) norm topology. Further suppose that there exists a subsequence n k such that for all f i , f j ∈ D,
Proof. Fix h, g in the unit ball in L 2 (Z|X) and let
The proof of Lemma 6 in [15] shows that (uniformly in n) E(T n h j g j |X) → E(T n hg|X),
By hypothesis, there is a subsequence {n k } (independent of j) such that the middle term converges to 0. Further, the first and third terms converge to 0 as j → ∞ uniformly in n, so
By scaling this will also hold for all h, g ∈ L 2 (Z|X), so T ∈ R T0 . Proposition 3. Let T 0 ∈ G(X) be fixed. Then R T0 is a G δ set.
Proof. Let {f i } be an L 2 (Z)-dense subset of L 2 (Z|X) and define
Lemma 5 shows that R T0 = i,j,k n>k U i,j,k,n , so we need only show U i,j,k,n are open. To this end, we instead show that the complement V (n, f, g, ε) := {S ∈ G T0 : E(S n f · g|X) − E(T n 0 f · g|X) ≥ ε} is closed. Let (S m ) ⊂ V (n, f, g, ε) be a sequence of Koopman operators with (S m ) converging weakly to a Koopman operator S. Note that this implies that S m → S strongly (as Koopman operators are all isometries).
We claim that if we have functions g, h, h 1 , h 2 , . . . ∈ L 2 (Z|X), and h m → h in L 2 (Z), then E(h m g|X) → E(hg|X) in L 2 (X). Indeed, by Proposition 4 in [15] ,
Lastly note that if S m → S strongly, then S n m → S n strongly.
With these facts, we see that E(S n m f · g|X) − E(T n 0 f · g|X) converges to E(S n f · g|X) − E(T n 0 f · g|X) strongly. Thus, S ∈ V (n, f, g, ε), and so V (n, f, g, ε) is closed.
