In this paper I detail a connection between cubic splines and a popular compact finite difference formula that the traditional (monomial basis) method of computing the cubic splines had obscured. On a uniform mesh the simplest Padé scheme for generating fourth-order compact finite differences gives exactly the derivatives at the interior nodes needed to guarantee twice-continuous differentiability; that is, a spline. For nonuniform meshes it is (slightly) different. I argue that for nonuniform meshes the compact approach offers some potential advantages, and even for uniform meshes it offers a new way to treat the edge effects.
Introduction
Cubic splines are widely used in piecewise polynomial interpolation. They give a twice continuously differentiable interpolant through given data. They are useful not just because they fit the data, but also because their derivatives are often good approximations to the derivative of the underlying function that one wants to approximate. On a uniform mesh the fit is accurate to O(h 4 ) and the derivative is accurate to O(h 3 ).
The classical reference for splines is [2] , but see also [5] .
Compact finite differences are an efficient and accurate way of approximating the derivatives of known data. There are several formulae in use. See for instance [4] .
In this paper I detail a connection between cubic splines on a uniform mesh and a popular compact finite difference formula that the traditional (monomial basis) method of computing the cubic splines had obscured. The simplest Padé scheme for generating fourth-order compact finite differences gives exactly the derivatives at the interior nodes needed to guarantee twice-continuous differentiability; that is, a spline.
We also discuss the various choices for treating the degrees of freedom at the endpoints, and introduce a new choice, that of using a modified compact finite difference formula to give the derivatives at the endpoints. What follows in this section is a derivation of the piecewise cubic Hermite spline, apparently first published in Chapter 8 of [1] , that uses the barycentric forms for a cubic Hermite interpolant on each piece: that is, instead of trying to fit unknown cubic polynomials in a local monomial basis 3 to the data and trying to find reasonable ways to determine the 4n unknowns (if there are n subintervals), one instead works directly with
which is the second barycentric form of the cubic Hermite interpolant (note that only two nodes are used in this form!). The β i,j can be found from the partial fraction decomposition:
There are only four β i,j for each interval, and we see them written above explicitly in terms of the given nodes τ k . For convenience, one can simplify the second barycentric form to the usual cubic Hermite polynomial basis (here h k = τ k+1 − τ k is the width of the interval):
Remark 1 Evaluation of these formulae and their derivatives does not entail significant rounding error. A standard backward error analysis shows that if IEEE standard floating-point arithmetic is used, then (using the notation of [3] ) fl (p(x)) is the exact value of a polynomial going through the data [ρ k,0 (1 + θ 6 ), ρ k,1 (1 + θ 6 ), ρ k+1,0 (1 + θ 5 ), ρ k+1,1 (1 + θ 5 )]; that is the floating-point evaluation of p(x) is the exact value of a polynomial going through data that is at most six rounding errors different to the original data.
Notice that the ρ i,0 (not the ρ i,1 , which represent derivative values) are the known data values. We want to choose the n + 1 slopes ρ i,1 to make the resulting interpolant as smooth as possible. We will see that we can make it C 2 [τ 1 , τn]; that is, the second derivative will be continuous at each interior node. Notice also that we may choose the ρ i,1 in such a way that we automatically have p(t) ∈ C 1 [τ 1 , τn]: just take the slope at the right end of one interval to be the same slope at the left end of the next. This is very natural because ρ i,1 is then interpreted as 'the' slope at the node τ i (indeed it would be somewhat unnatural to have different slopes on the left and right, though we could do that if we wanted). Having made our interpolant continuously differentiable by this device, then
we want to make the second derivatives equal, i.e.,
Contrast this with the necessary algebra in the local monomial case. We would have
and even to make the function just C 1 we would have to impose the condition
which isn't automatic; we would have to enforce
For C 2 , we would have to enforce yet another condition, namely
Of course, this can be done, and the solution is even elegant. Through an algebraic trick these equations are reduced to a tridiagonal system of equations for the slopes ρ k,1 , and explicit formulae for the c k and d k are known once the slopes are known. The solution is shown in splinetx.m in [5] . But here, because we start with the Hermite interpolational basis, we have a simpler (but equivalent) task: just enforce the second derivative conditions. To do this, we need a formula for the second derivative of the cubic Hermite interpolant at the nodes. A short computation in Maple shows that
and
Equating these at interior nodes 1 ≤ k ≤ n − 1 gives n − 1 equations constraining the slopes. Explicitly,
for k = 1, 2, 3, . . . , n − 1. There are n − 1 equations. The structure of the resulting matrix is tridiagonal.
Remark 2 Taken as a compact finite difference formula (we explain the concept more in the next section) this equation, or rather h times this equation, has an approximation error of the form
where τ k−1 = τ k − rh and τ k+1 = τ k + sh and the parameters r and s reflect the local mesh variation about some scale mesh width h. Note the factor r − s in the O(h 3 ) term. If r = s the mesh is locally uniform, and if this is true throughout the mesh it is uniform. When r = s = 1 the first term of the error vanishes and we have an error of the form
If the mesh varies very slowly, so that r −s = O(h), then the error in the first derivative is better modelled as being O(h 4 ). If the mesh varies rapidly, then the behaviour is (at best) O(h 3 ).
Edge effects
These equations only apply at the interior nodes. This leaves the slopes at the end as free parameters. Here are some common choices:
-If we set the second derivatives at the ends ρ 0,2 = ρ n,2 = 0, this gives two extra equations to define the slopes. This is the so-called "natural" spline, which flattens out towards the ends. -One could ask instead for C 3 continuity at τ 2 and τ n−1 . This is the so-called "not-a-knot" condition. This is what is done in Moler's splinetx. -Are the slopes known at the edges? Then use them! This is called a "clamped" spline, and is in some sense a piecewise Hermite interpolant.
Remark 3
The nomenclature for the different classes of piecewise cubic interpolants is confusing. When both function values ρ k,0 and derivative values ρ k,1 are specified and these determine the cubic on each interval, this is called Piecewise Cubic Hermite Interpolation. When just the function values ρ k,0 are given and the derivative values (apart from the end values) are computed in order to make the interpolant twice continuously differentiable (as we have done here), this is called a spline. Finally, when the values ρ k,0 are given and the derivative values ρ k,1 are chosen in a way to match the average curvature of neighboring pieces as is done in the Matlab routine pchip, this is also, and confusingly, called Piecewise Cubic Hermite Interpolation (hence the name). The relative rarity of the first use (when true derivatives ρ k,1 = f (τ k ) are specified) makes this confusion bearable.
Compact finite differences
This section is adapted from chapter 11 of [1]. The main idea of a compact finite difference is that instead of using a single explicit finite difference formula to evaluate a derivative at a point, we have a whole mesh of function values and we wish to compute the derivatives at all the nodes. This is quite like the case of a global interpolating polynomial where one constructs a differentiation matrix [6] , and indeed we will have the equivalent of a differentiation matrix here; but it will not be explicitly formed. Instead we will solve a banded linear system. The canonical example of a compact finite difference happens to have a significant relationship with cubic splines, and hence this paper. This fact does not seem to have been noticed before, although it is difficult to be sure, given the variation in nomenclature and the large number of researchers who work with piecewise polynomials of one kind or another.
The following formula for equally-spaced nodes is a classical so-called "Padé" scheme, that happens to be fourth-order accurate:
This formula gives us a tridiagonal (whence "compact") system of equations for the unknown derivatives. This tridiagonal system of equations turns out to be identical up to scaling-except in the case where the nodes are not equally-spaced-to equations (7). The idea of solving a system of equations to find our finite difference approximation to the derivatives may be unfamiliar. The simplest finite difference formulae make simple linear combinations such as (f (t+h)−f (t−h))/(2h) to approximate f (t). But compact finite difference formulae are different. That is, instead of simply applying a formula to a vector of function values to get a vector of derivative values, we instead have to set up and solve a linear system of equations for the unknown derivatives. Having to solve equations is more complicated than just using a formula, but it has several advantages.
To understand where the system of equations for this formula comes from, make the following simplifying assumptions, for the moment. Suppose f (τ 0 ) and f (τn) are known (just to make it simple) and that τ k+1 − τ k = h is constant. Then fix attention on one particular node, say τ k . The formula above becomes, when t = τ k−1 , t+h = τ k , and t + 2h = τ k+1 , derivatives at the end points are both 0. The matrix M is determined by the compact formula (10) being required to hold at all interior nodes. So, we have which are in error by no more than 9.1 · 10 −4 . This compares well with h 4 = 1.6 · 10 −3 .
These are graphed with the exact derivative in figure 1 .
I now give a derivation of a fourth-order compact finite difference method, using contour integrals. I do so for a variable mesh. Consider the following partial fraction expansion: we assume both r and s are different from zero.
By a standard argument in complex variables, the contour integral of 1 2πi˛C
over the contour that encloses all the zeros of the denominator (the numerator is a polynomial and has no poles) is zero for polynomials f (x) of degree 6 − 2 = 4 or less. Once we expand this using the partial fraction above and use the Cauchy Integral formula
this gives us the following formula, exact for polynomials of degree at most four.
If we now have a mesh of distinct points τ 0 < τ 1 < · · · < τ n−1 < τn, we can lay this compact formula first on τ 0 , τ 1 , and τ 2 , with rh = τ 1 − τ 0 and sh = τ 2 − τ 1 which, if we have a reference step width h, say h = ( (τ k+1 − τ k ))/n, gives us an equation relating the derivative values on these three mesh points to the function values on the mesh points. We then lay the formula over τ 1 , τ 2 , and τ 3 , giving us another equation-one for each interior point, τ 1 , τ 2 , . . ., τ n−1 . The linear system for the unknown derivative values is tridiagonal; but we have n − 1 equations and n + 1 unknowns f (τ 0 ), f (τ 1 ), . . ., f (τn). We need two more equations.
Remark 4 I do not quite understand why this set of equations should be-once scaled, and in the case of a uniform mesh-exactly the same as the set of equations giving continuity of second derivatives at the mesh points. One can see that the ideas must be related, but I have not yet "turned the key" to see just why this must be so. I have, merely empirically, noted that it is so.
Once the formula has been found, one can do a more standard Taylor series analysis on it, for instance in Maple. The error term in the right-hand side above (multiplied by 4 to give a common scale with equation (8)) turns out to be
which is O(h 4 ) regardless of the local mesh ratios r and s, unlike equation (8) which is O(h 3 ) if r = s; and in the case of r = s the two formulae give exactly the same error, namely equation (9), which is not surprising since in that case the tridiagonal system of equations is the same.
Edge effects again
We can use the same method to look for fourth-order formulae at either end, giving equations involving τ 0 and its nearest mesh neighbours, and τn and its nearest neighbours. We will want the formulae likewise exact for polynomials of degree four or less.
Since the matrix is so far tridiagonal, we try to keep it that way and we thus look for relations of the form
This still qualifies as 'compact' though because we use only two extra mesh points at the left end, and similarly only two extra on the right, and these appear in the right-hand side and do not change the tridiagonality of the matrix. We suppose n > 4 so that the formulae make sense. This ansatz suggests looking at the partial fraction decomposition of
from which we straightforwardly find (of course by using a computer algebra system) that
and that the c k s are
. It turns out that the residual error in (15) is, as desired, O(h 4 ). In detail, if τ k = τ 0 + r k h, for k = 1, 2, 3, then the residual error is h 4 f (5) (0)/120 + (2r1 + r2 + r3)h 5 f (6) (0)/720 + O(h 6 ), so even the error coefficient is the same 1 at the end as it is for the interior nodes. A similar formula holds for the other end (indeed, simply reverse the labels, τ k ↔ τ n−k ). This gives us closure in our search for a compact, variable mesh fourthorder finite difference formula. 
The spatial mesh was Chebyshev points x j = 2 + cos( πj /n) for 0 ≤ j ≤ n, for various n. Theoretical fourth-order behaviour is shown by the dashed line.
So, how well does it work? Actually, pretty well. As expected, if the mesh ratios are not "too large," i.e., adjacent subintervals are not too different in width (so that the r k factors in the edge formulae and the r and s factors in the interior formula are not too large), then the formula is very similar to the cubic spline and its derivative, for smooth functions. If the mesh ratios depart more seriously from uniformity, the compact method begins to perform better than the cubic spline.
Note, however, that the formulae above are quite susceptible to produce rounding errors, especially in the formulae at the edges, and should be rewritten using h i = τ i+1 − τ i and factored wherever possible. When this is done the influence of rounding errors, while still felt, is significantly reduced. These formulae have been implemented in Matlab in a program called vcompact4, available on the code repository for [1]. The program was used to generate the data shown in figure 2. For this paper, I have written a program called compactcubic, which I show later.
Remark 5 The tridiagonal system for splines or compact finite differences is usually well-conditioned (as we will see in the next section). As always with finite-differences, however, rounding errors will make their presence felt for small enough interval widths. This is because differentiation is infinitely ill-conditioned (a fact which is well-known, but rarely published: see the discussion in chapter 11 of [1] for one such published discussion). In the next section we test out this compact finite difference formula and demonstrate that for modestly narrow interval widths, the spline-and-compact-finitedifference combination often works satisfactorily.
Numerical tests
I wrote a small didactic and relatively inefficient Matlab program compactcubic, based on the codes pchiptx and splinetx from [5] , which I will make available, either in the code repository for [1] or some other convenient place. For purpose of discussion I include it here. 79 % Special formula at the right end 80 A (n ,n -1) = 1/( h (n -2) ) /( h (n -2) + h (n -3) ) ; 81 A (n , n ) = 1/( h (n -1) + h (n -2) ) /( h (n -3) + h (n -2) + h (n -1) ) ; 82 % As above , unless care is used , these are quite susceptible to rounding errors . 83 B (n ,n -3) = -h (n -1)^2/( h (n -3) + h (n -2) + h (n -1) )^2/( h (n -3) + h (n -2) )^2/ h (n -3) ; 84 B (n ,n -2) = h (n -1)^2/( h (n -2) + h (n -1) )^2/ h (n -2)^2/ h (n -3) ; 85 B (n ,n -1) = 1/ h (n -1) *((2* h (n -2) -h (n -1) ) * h (n -3) +2* h (n -2) *( h (n -2) -h (n -1) ) ) ...
86
/ h (n -2)^2/( h (n -3) + h (n -2) )^2; 87 B (n , n ) = -(4* h (n -1)^2+(6* h (n -2) +3* h (n -3) ) * h (n -1) +2* h (n -2) *( h (n -3) + h ( n -2) ) ) ...
88
/ h (n -1) /( h (n -2) + h (n -1) )^2/( h (n -3) + h (n -2) + h (n -1) )^2; 89 90 % Solve the tridiagonal system for the unknown derivatives 91 df = -A \( B * f (:) ) ;
I modelled this program on splinetx from [5] . Rather than leave the interpolant in the Hermite interpolational basis, which I prefer, for ease of comparison I computed the local monomial basis coefficients from the derivatives, much as is done in splinetx. Indeed the formulae are very similar. I added the ability to output the first derivative. Indeed I required it. I also examine the 2nd derivative, which turns out to be informative, though clearly departing from the 2nd derivative of the underlying function.
I ran this on several functions, notably the Runge example f (x) = 1/(1 + 25x 2 ) and the signum function (sign in Matlab), using equally-spaced nodes, Chebyshev nodes, and (as a stress-test), Fibonacci nodes on [0, 1], i.e. t k = 1/F 5+k where the kth Fibonacci number is generated from F 0 = 0, F 1 = 1, and F n+1 = Fn + F n−1 .
Some of the results are given here. In these tests, the programs appear to have behaved satisfactorily. The condition numbers of the tridiagonal matrices depend heavily on the node family used. Equally-spaced nodes seem to generate a condition number essentially constant; Chebyshev nodes generate a condition number that seems to grow like O(n 2 ), with n nodes (this is why special care computing the widths h is worthwhile for the Chebyshev case); this is reasonable because the nodes near the edges are Fig. 3 The condition number of the tridiagonal matrix determining the first derivatives by the compact finite difference method on the Chebyshev-Lobatto mesh τ k = cos(πk/n), for k = 0, . . ., n − 1 grows like O(n 2 ). The reference line is Kn 2 where K has been chosen so the final data point matches. The numbers n used were eleven Fibonacci numbers, from n = 5 to n = 610.
O(1/n 2 ) apart. See figure 3 . The Fibonacci nodes generate matrix condition numbers that grow exponentially (but the routine seems to give good answers anyway).
Remark 6 Somewhat annoyingly, the Matlab built-in spline function and piecewise polynomial evaluation routines do not seem to have easy access to evaluating the derivatives of the piecewise functions. The ability to take derivatives is always helpful. To make comparisons, I instead modified the splinetx.m function to return derivatives. As predicted, for equally-spaced nodes the derivatives were the same. For Chebyshev nodes the derivatives were nearly indistinguishable (r − s is typically quite small); for Fibonacci nodes there was a difference, but not much. I also used the odeexamples code for the van der Pol equation, with µ = 100, and got satisfactory residuals by interpolating the output of that, using the compact form. This produced quite acceptable derivatives. Fig. 4 Log-log plot of the error in the fourth-order very nonuniform (Fibonacci mesh t 24−k = 1/F 5+k for k = 1, 2, . . ., 23) compact finite difference derivative, on the Runge example f (x) = 1/(1 + 25x 2 ), on the interval (0, 1). Dash-dot line is the error between mesh points, down until t 23 . We clearly see the typical "rounding-error knee" at about t = 10 −4 , which is about where we expect it in double precision because the mesh width is about the same size (actually 10 −5 or so), there, and h 4 would then be about the unit roundoff.
A marriage of convenience
The usual methods of dealing with the two extra degrees of freedom of a cubic spline have always seemed somewhat unnatural to me. As has been demonstrated with many psychological studies, the extra choice seems unwelcome. What I recommend here is to use the method outlined in the previous section to not only compute the derivatives at the interior nodes, but also at the endpoints. This seems as though it will be as good a method as any, and psychologically more satisfying in that the derivatives at the end are determined by the data. Of course, they are also determined by the data if the "not-a-knot" condition is used, but this makes a qualitative difference with the two subintervals at each end.
The method has been coded in Matlab as the programs vcompact4.m and compactcubic.m and made available at the code repository for [1], namely nfillion.com/coderepository. It seems that this approach gives a potentially reasonable alternative to splines, in that its derivative can be expected to be more accurate at the nodes for nonuniform meshes, and one does not have to make a choice about what to do at the endpoints. That first caveat, "at the nodes" is important. The error in piecewise cubic interpolation means that the derivatives between the nodes can only be O(h 3 ) accurate. This weakens the case for the compact cubic interpolant proposed here, it's true; away from the nodes, one doesn't see more accurate derivatives.
This approach needs a name to distinguish it from "spline", "cubic Hermite", and "pchip" (itself a misleading name for the interpolant whose derivatives are chosen to preserve qualitative features, at the cost of even less accuracy in the derivative). I propose the name "compact cubic interpolant" for this construction. It also needs an efficient implementation; probably conversion to the local monomial basis is the most efficient as is done here, but there are other tricks needed.
Finally, I add a caveat. Because the condition number of the compact tridiagonal system is not constant except for uniform meshes, the compact cubic interpolant may be more susceptible to rounding error. I realize that I have not made a strong case for using this method-cubic splines are pretty good, after all, even if they occasionally wiggle too much (which is what pchip is for)-but the exploration of this alternative has yielded some advantages for the compact cubic method: file-it-and-forget-it treatment Fig. 6 Plot of the error in second derivative of the cubic Hermite interpolant. We use n = 7 subintervals on [−1, 1] for the Runge example f (x) = 1/(1 + 25x 2 ). The graph shows clearly that the second derivatives of the spline are continuous at the nodes, although as expected they do not match the second derivatives at the nodes computed by the repeated application of vcompact4.m. of the edges, and in theory more accurate derivatives at the nodes. If one is using compact finite differences for some other purpose anyway (perhaps as part of solving a PDE by the method of lines) then the analysis in this paper may help you to choose to use the compact cubic interpolant. Fig. 7 Plot of the error in second derivative of the compact cubic interpolant. We use n = 7 subintervals with Chebyshev nodes on [−1, 1] for the Runge example f (x) = 1/(1 + 25x 2 ). The graph shows clearly that the second derivatives of the spline are not continuous at the nodes, as they would have been for equally-spaced nodes. The first derivative of this interpolant, however, is slightly more accurate than the first derivative of a cubic spline of the same data.
