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Resume 
Les donnees provenant de 5 missions en mer menees entre 1997 et 2001 ont ete traitees afin d'exploiter 
le potentiel d'amelioration des algorithmes de teledetection de la chlorophylle dans l'Estuaire et le 
Golfe du Saint-Laurent. Les parametres in situ considered furent les indicateurs de la concentration des 
trois constituants principaux qui influencent les proprietes optiques de l'eau : la chlorophylle, la 
matiere organique dissoute coloree (CDOM) et la matiere particulate en suspension (SPM). 
L'ensemble de donnees radiometriques utilise pour le developpement des algorithmes etait constitue 
des estimations de la reflectance a la surface de l'eau sur des bandes multiples. Ces estimations etaient 
calculees a partir de mesure de luminance descendante de surface et de radiance ascendante a la 
surface. Les mesures furent collectees a l'aide d'un radiometre SPMR (SeaWiFS Profiler Multichannel 
Radiometer). 
Les donnees de chlorophylle varient entre approximativement 0.1 jusqu'a 17.3 mg.m"3 dans la region 
etudiee s'etendant entre la riviere Saguenay et l'extremite orientale du Golfe du Saint-Laurent. La 
valeur des indicateurs de la CDOM et de la SPM etait plus basse dans le Golfe que dans l'Estuaire. 
Une correlation moderee a ete trouvee entre les mesures in situ de la chlorophylle et de la SPM, ainsi 
qu'entre la CDOM et la SPM. La chlorophylle et la CDOM n'etaient presque pas correlees. 
L'algorithme de chlorophylle standard SeaWiFS adapte aux eaux de type-I, OC4v4, a ete applique aux 
donnees SPMR pour 169 stations ou un echantillonnage a ete effectue. Cette procedure a permis de 
reveler les principaux points faibles de l'algorithme OC4v4 sur la zone etudiee. Des faiblesses 
specifiques telles que la surestimation a de faibles teneurs et la sous-estimation aux fortes teneurs de 
chlorophylle etaient en accord avec les etudes anterieures relevees dans la litterature pour les regions 
cotieres et surtout pour l«s zones de hautes-latitudes de l'Atlantique du Nord-Ouest. En outre, le 
rendement de l'algorithme etait fortement dependant des concentrations de la CDOM et de la SPM. 
Une approche de perturbation, basee sur l'observation des differences entre les valeurs acquises par 1' 
OC4v4 et les valeurs in situ, a montre que les biais (surestimations) etaient relies aux concentrations de 
la CDOM et de la SPM, surtout pour de faibles concentrations in situ de la chlorophylle. 
L'analyse des parametres spectraux (rapports de bandes et les pentes spectrales) par rapport aux 
concentrations in situ des constituants a demontre que la correlation de ces parametres spectraux etait 
plus forte avec la CDOM et la SPM qu'avec la chlorophylle. Les simulations de transfert radiatif ont 
appuye cette observation en montrant que les valeurs de rapport des bandes bleu/vert pourraient etre 
plus fortement affectees par les variations des concentrations de la CDOM et de la SPM, que par la 
variation de la teneur en chlorophylle. Ces resultats ont indique que les algorithmes bases uniquement 
sur un rapport de bandes ne pouvaient pas fournir une estimation adequate pour la teledetection de la 
concentration de chlorophylle dans cette region. 
Plusieurs combinaisons de parametres spectraux ont ete systematiquement testees afin de developper 
des algorithmes specifiques. Sept formules algorithmiques ont ete retenues pour Pamelioration legere 
ou moderees qu'elles ont fournie, concernant les coefficients de correlations et les erreurs quadratiques 
moyennes, ainsi qu'une decorrelation significative vis-a-vis de CDOM et la SPM. En general, les 
algorithmes bases sur un rapport multiple de bandes ont fourni une meilleure estimation de la teneur en 
chlorophylle. En plus des nouveaux algorithmes, un ensemble d'algorithmes precedents qui ont ete 
developpe par Jacques (2000) pour une sous-region de l'Estuaire ont ete valides dans la presente etude. 
Cette validation a demontre une robustesse plutot remarquable des correlations entre la chlorophylle in 
situ et les parametres spectraux a travers le temps et pour differents types d'instruments et conditions 
de mesures. 
Un nombre relativement plus petit de pixels (N=39) correspondants aux mesures in situ a ete extrait des 
images SeaWiFS afin d'evaluer la performance des algorithmes developpes. Une fois applique aux 
donnees satellites, l'exactitude des algorithmes s'est deteriore (considerant l'existence des valeurs de 
reflectances negatives, on pourrait dire qu'une des raisons possibles de cette deterioration est la 
faiblesse de l'algorithme de correction atmospherique dans les zones cotieres). Deux des algorithmes 
preselectionnes, avec 1'amelioration qu'ils ont fournie par rapport a OC4v4, ont montre une certaine 
robustesse face aux influences environnementales (telles que les effets atmospheriques et les variations 
de mesure liees au capteur). 
Les simulations de transfert radiatif ont indique que ces algorithmes avaient aussi des faiblesses sous 
certaines conditions specifiques de turbidite. Neanmoins, les algorithmes choisis ont pu detecter la 
concentration de chlorophylle avec une meilleure exactitude, ou du moins aussi bonne que celle de 
OC4v4, dans toutes les simulations. Bien que le cible de d'exactitude de APD<35% du projet SeaWiFS 
n'a pas pu etre atteint, les nouveaux algorithmes ont toutefois reduit le APD des estimations de 226% 
jusqu'a 65% dans le cas de des donnees SPMR, et de 502% jusqu'a 95% pour les donnees SeaWiFS. 
Generalement, les resultats ont prouve que les nouvelles formules algorithmiques presentaient un 
potentiel pour ameliorer la teledetection de la chlorophylle dans l'Estuaire et le Golfe du Saint-Laurent. 
Cette recherche a ete originale par son approche d'analyser la variation de plusieurs parametres 
spectraux non seulement par rapport a leurs correlations avec la teneur en chlorophylle, mais aussi dans 
un contexte de decorrelation des concentrations de la CDOM et de la SPM. Cette etude est aussi 
unique, a notre connaissance, du fait qu'elle a exploite un ensemble de donnees acquises a trois niveaux 
(donnees in situ, donnees radiometriques acquises a la surface et au niveau du satellite) recouvrant une 
zone geographique qui represente la quasi-totalite de l'Estuaire et du Golfe du Saint-Laurent, et avec 
une couverture temporelle qui represente la majorite de l'activite biologique saisonniere. 
Mots-cles: Oceanographie cotiere, SeaWiFS; SPMR, Case 2, OC4v4; Saint-Laurent, teledetection de la chlorophylle, 
matiere en suspension, CDOM. 
Indices regionaux: Canada, Golfe du Saint-Laurent 
Abstract 
Data from five research cruises performed between 1997 and 2001 were processed in order to 
investigate the potential for improving remote sensing algorithms in the Estuary and Gulf of St. 
Lawrence. Measured in situ parameters included concentration-dependent indicators of the three 
critical, optically-active constituents, chlorophyll, Coloured Dissolved Organic Matter (CDOM) and 
Suspended Particulate Matter (SPM). The radiometric dataset used to investigate different types of 
algorithms consisted of multi-band above-surface remote sensing reflectance (Rrs) estimates. These 
estimates were computed from downwelling surface irradiance and upwelling sub-surface radiance 
measurements acquired using a SeaWiFS Profiler Multichannel Radiometer (SPMR). 
The chlorophyll data varied from approximately 0.1 to 17.3 mg.m" in the study region which extended 
from stations near the Saguenay River to the outer extremes of the Gulf of St. Lawrence. The CDOM 
and SPM concentration indicators were lower in the Gulf compared to the Estuary. Moderate 
correlation between in situ measurements was found between chlorophyll and SPM, as well as between 
CDOM and SPM. Chlorophyll and CDOM were virtually uncorrelated. 
The standard SeaWiFS Case-I chlorophyll retrieval algorithm, OC4v4, was applied to SPMR data 
acquired over a significant number of sampling stations (N=169). Algorithm shortcomings were noted 
when the OC4v4 algorithm was applied directly to the study region. Specific shortcomings, the 
overestimation of low, and underestimation of high chlorophyll concentrations were consistent with 
previous findings in coastal regions and particularly with previous findings in the NW Atlantic and in 
high latitude regions. In addition, the algorithmic output was found to be fairly strongly correlated with 
CDOM and SPM. A perturbation approach, based on the analysis of residuals between OC4v4 
estimates and in situ data, showed that the retrieved chlorophyll biases (overestimates) were dependent 
on SPM and CDOM (especially at low in situ chlorophyll concentrations). 
An analysis of the spectral parameters (band ratios and spectral slopes) with respect to in situ 
constituent concentrations showed that both band ratios and band slopes have a greater dependency on 
CDOM and/or SPM than on chlorophyll. This observation was supported by radiative transfer 
calculations which showed that the variability of the blue-to-green band ratios due to changes in 
CDOM and SPM concentrations could be greater than the variability due to changes in chlorophyll 
concentration. These findings showed that there was no adequate, single band-ratio algorithm for the 
remote sensing of chlorophyll in our study region. 
Systematic testing of a large combination of spectral parameters within the context of specific 
algorithmic formulations resulted in seven prescribed algorithms which provided slight to moderate 
improvement in the correlation coefficients and root mean square errors relative to in situ chlorophyll 
and significant decorrelation relative to CDOM and SPM parameters. In general, algorithms based on 
multiple spectral parameters were more accurate predictors of in situ chlorophyll. In addition to new 
algorithms, a set of previous algorithms developed by Jacques (2000) for a subregion of the Estuary 
were validated in the present study. This validation demonstrated a rather remarkable robustness of 
correlations between in situ and spectral parameters across time and for different types of instruments 
and measuring conditions. 
A relatively smaller number of matching SeaWiFS pixels (N=39) and in situ measurements were used 
to evaluate the performance of the SPMR-derived algorithms. The accuracy of all algorithms 
deteriorated when applied to satellite data (one possible reason being the shortcomings of the 
atmospheric correction algorithm, as underscored by the existence of negative values in the reflectance 
data). Nonetheless, the improvement of the two selected algorithmic formulations relative to the 
OC4v4 algorithm showed a certain robustness in the face of environmental influences such as 
atmospheric effects and sensor response variations. 
Model simulations showed significant shortcomings of the new algorithms in specific turbidity 
conditions. The selected algorithms were shown to achieve chlorophyll retrievals which were as good 
as or better than OC4v4 retrievals. Even though the APD<35% accuracy target of the SeaWiFS project 
could not be reached, new algorithms succeeded to decrease the APD of the remote estimations from 
226% to 65% for SPMR data, and from 502% to 95% for SeaWiFS data. In general, our findings 
showed that the selected algorithmic formulations had the potential for improving chlorophyll retrieval 
in the St. Lawrence Estuary and Gulf. 
This empirical algorithm development research was original in its approach of analyzing the variation 
of several spectral parameters within the context of their correlations with chlorophyll and their 
decorrelation with respect to CDOM and SPM. To our knowledge, it was also unique in that three 
levels of data (ship-based in situ measurements as well as surface and satellite-level radiometric data) 
were investigated over a geographical region that spanned nearly the whole Estuary-Gulf system and a 
temporal coverage which spanned all biological seasons. 
Keywords: Coastal oceanography, SeaWiFS; SPMR, Case 2, OC4v4, Saint-Lawrence, chlorophyll remote 
sensing, suspended matter, CDOM. 
Regional index terms: Canada; Gulf of St. Lawrence. 
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I. Introduction: Importance of the understanding of global chlorophyll content, as 
an indicator of global phytoplankton biomass 
Given today's concerns about the impact of man on his environment and climate changes, 
global photosynthesis is the key mechanism to investigate for a better understanding of 
the global carbon cycle. Understanding and quantifying photosynthesis is crucial to 
understand how carbon dioxide and other greenhouse gases influence global climate. The 
first step to quantitatively understand global photosynthesis is to quantify as precisely as 
possible the global photosynthetic element; chlorophyll. This thesis deals with the 
quantitative estimation by remote sensing of marine chlorophyll in a coastal environment, 
the Estuary and Gulf of Saint-Lawrence. 
This Introduction chapter will first give a brief definition of photosynthesis in general, 
then the importance of marine photosynthesis concerning global carbon cycles, 
chlorophyll pigment as a phytoplankton biomass indicator, its optical properties and 
remote sensing (hereafter RS), the history of chlorophyll RS by satellites, and the 
properties of the study area will briefly be presented. 
1.1. Photosynthesis 
Photosynthesis is the biochemical process allowing the chemical synthesis of high-
energy-content organic matter with low energy-content inorganic compounds. The source 
of energy to drive this multi-step process is solar light. The process can only take place in 
the presence of photosynthetic (photoautotrophic) organisms containing chlorophyll 
pigments which use light as energy source to fix inorganic carbon. It is arguably the most 
important ecological process for life on our planet as it constitutes the first step of energy 
and material transfer from the abiotic to biotic environment. Thus it fulfills, directly or 
indirectly, the food requirements of all higher-level species. It also controls the 
population of the species in any ecosystem; since the quantity of energy transferred to 
higher trophic levels depends on the rate of photosynthetic primary production. For 
mankind, it offers even more than a fundamental basis of the food supply: two key 
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examples are wood as a very important historical building material, and energy sources 
(eg. wood, coal, natural gas and petroleum) are all originated by this process (Bryant, 
2003; Falkowski and Raven, 1997; Kasting and Siefert, 2002; Kirk, 1994). 
Photosynthesis also strongly influences the global environment by converting carbon 
dioxide to carbohydrates and other kinds of "fixed" carbon, and by releasing oxygen. 
1.2. Importance of marine photosynthesis 
About three fourth of the total surface of the Earth is water. Thus, a large fraction of solar 
energy, the driving force of photosynthesis, is incident on the ocean surface. In this 
environment, photosynthesis is carried out by algae, and mostly by a rich diversity of 
marine phytoplankton found in the upper -100 m. of the oceans. Phytoplankton is the 
term used for autotrophic planktons, or planktonic algae, i.e. algae whose position and 
spatial distribution is largely determined by water motion (even though some species are 
weakly mobile). The distribution of phytoplankton is strongly dependant on the physical 
characteristics of the water column (salinity and temperature, determining density and 
stratification), and on water currents. Phytoplankton accounts for only approximately 1% 
of the total photosynthetic biomass on the Earth. However, their primary productivity, in 
terms of the amount of carbon fixation, accounts for nearly half of the global net primary 
production (Bryant, 2003). 
The importance of phytoplankton photosynthesis goes far beyond this: in the long term, it 
is a net source of O2 and a net sink of carbon. Unlike terrestrial environment, where 
photosynthesis products (see Appendix 1) are nearly balanced by the reverse processes of 
respiration and decay, a small but significant fraction (~ 0.1%) of the organic matter 
synthesized in the oceans is buried in sediments. This small sink is not only responsible 
for most of our atmospheric O2; it also ensures that phytoplankton is a major component 
of the global geochemical carbon cycle, since it traps atmospheric carbon and stores it in 
the deep sea (Bryant, 2003; Kasting and Siefert, 2002). 
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Oceanic photosynthesis is therefore the only carbon sink mechanism within the context 
of the geological carbon cycle taking place over a larger time scale (millions of years). 
Volcanic eruptions and metamorphism release gases into the atmosphere, including water 
vapour, carbon dioxide and sulphur dioxide. The settling of a small fraction of the 
photosynthetically fixed carbon into sediments balances or moderates the input of carbon 
from the magma, pumping back, over a large time scale, this carbon input into the magma 
via continental margins in the process of subduction. The process is summarized in 
Figure 1.1. 
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 Ocean Crust (basalt} 
Carbcnare Sediments (limestone) 
Figure 1.1. Geological carbon cycle. By Robert Simmon, NASA GSFC (URL-1.1) 
The biological removal of carbon out of the biosphere is a complex process occurring in 
multiple steps and involving also the transfer of photosynthetically fixed carbon to higher 
trophic levels in the aquatic environment. The principal driving agents are algae, detritus 
of organisms that feed on them, and fecal matter simply sinking by gravity into the deep 
ocean. The carbon removal capacity of a water body is closely related to its acidity. As 
stated earlier, only a small fraction buried in sediments in anaerobic conditions is 
eventually removed from the biosphere. The major species contributing to oceanic carbon 
sink are the calcifying organisms such as coccolithophores, pteropods and foraminiferans. 
Among them, Coccolithophores are probably the most recognized and studied group, due 
to their shells of calcium carbonate (CaCG^). They can be encountered in highly stratified 
waters extending from the tropics to the Arctic seas (Brown and Yoder, 1994, cited in 
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Cokacar, 2005). When a massive bloom of these phytoplankton occurs, the microscopic 
calcite plates (coccolithes) give a milky colour to the water that can easily be detected by 
RS techniques (Archer and Maier-Reimer, 1994) After the death of the phytoplankton, 
the shell-plates of calcium carbonate settle to the bottom to form sediments. The biogenic 
carbonate exportation due to sinking coccolithe plates accounts for about 60% of the flux 
of carbon attributed to burial in the world's sediments, especially in oligothrophic and 
mesotrophic areas (Honjo, 1996, Westhroek et al, 1993; cited in Cokacar, 2005) 
An adequate estimation of the budget of oceanic carbon exportation from the biosphere 
towards the Earth's magma is very important considering the so-called missing carbon 
sink problem of climate modellers. The first articulation of this problem can be found in 
late 70's by authors like Siegenthaler and Oeschger (1978), or Broecker et al. (1979). The 
missing carbon sink problem can be summarized as follows: the CO2 released from fossil 
fuel burning, deforestation and land-use changes in modern times is apparently greater 
than the sum of the amount accumulating in the atmosphere and the amount (determined 
by modelling) to be removed by known sinks (e.g. the oceans) (Houghton et al, 1990; 
Sundquist, 1993; cited in Wigley and Schimel, 2000). If we consider the last 250 years, 
the remaining CO2 unaccounted for by the models is ~ 80 Gt for a total anthropogenic 
input of 380 Gt (Wigley and Schimel, 2000). On a yearly basis, over the last few decades, 
the average missing carbon is believed to be around 1.9 Gt C versus an anthropogenic 
input of 7.1 Gt C (URL-1.1: Earth Observatory, NASA, 2007). Debate still wages over 
this problem, with scientists arguing for different scenarios; a large school pointing to 
the oceans as a possible underestimated sink for this "missing carbon". Ocean carbon 
modellers have focused on developing models to allow more accurate estimates of the 
CO2 sink rate and capacity in the oceans (Wigley and Schimel, 2000 chapter 16). 
Scientists like Quay et al. (1992) observed, using the carbon-13 method, that the ocean 
was a dominant net sink for anthropogenic carbon dioxide. 
The discussion about the missing carbon sink is far beyond the boundaries of this thesis, 
which is focused on the RS of marine chlorophyll concentration as a prediction of 
phytoplanktonic biomass. However, it is clear that a more accurate global and regional 
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prediction of phytoplankton biomass, the principal agent for the export of carbon to the 
oceanic sediments, will lead to more accurate estimations of the oceans' carbon sink rate 
and capacity. In other words, if ocean colour researchers improve their estimation about 
the total global phytoplankton biomass, this information will be used by global carbon 
cycle researchers to better estimate the totality (100%) of global oceanic production of 
organic carbon, and its (currently estimated percentage of) 0.1 % sinking to sea-floor 
sediments. This sink is the only known mechanism that takes carbon from the biosphere 
and sends it back to magma. 
1.3. Chlorophyll as a phytoplankton biomass indicator 
Harvesting light energy from the underwater light field is necessary to drive 
photosynthesis. This task is performed by the photosynthetic pigments found in the 
plants' cells, in organelles known as chloroplast. Those pigments are: chlorophylls, 
carotenoids and biliproteines. Among them, chlorophylls are necessary for 
photosynthesis reaction, and are thus found in every plant cell. Therefore they are both an 
indicator of plant biomass as well as photosynthetic primary production. 
The two main chlorophyll types are chlorophyll -a and -b (chlorophyll -d and -c also 
exist). They only differ slightly in molecular structures, more specifically in the 
composition of a sidechain (in a it is -CH3, in b it is CHO, see Figure 1.2) (Kirk, 1994). 
The most common form of chlorophyll is the -a type. Typically, when remote sensing 
researchers mention chlorophyll without mentioning the type, chlorophyll-a should be 
understood. 
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Figure 1.2. The Chlorophyll molecule (fromPurves et al., 1995) 
In situ measurement of chlorophyll (see Chapter-HI, Methodology) is relatively simple 
and concrete compared to other methods of phytoplankton biomass estimation (like 
microscopic examination or flow cytometry). However, chlorophyll (hereafter chl) 
concentration measurements do not provide a direct measure of phytoplankton biomass, 
nor of the photosynthesis rate or carbon fixation. In fact, chl content in algae varies 
significantly as a function of many factors including the species, physiological 
conditions, history, water temperature and salinity, vertical distribution of light and 
phytoplankton in the water column, time of the diurnal cycle etc. Models have 
accordingly been developed in order to estimate phytoplankton biomass or primary 
production rate from measured chlorophyll concentrations. 
The accuracy and reliability of these model outputs depend on the accuracy of their input 
data, i.e. in situ chl concentration. Therefore accurate in situ chl data collection is 
necessary to input in these models. Moreover, especially for large geographical regions, 
spatial and temporal variance of the chl can be significant, which means that we need to 
collect chl data with a high spatial and temporal frequency in order to obtain accurate 
information to input to the models. This, in turn, needs a high spatial and temporal 
frequence of the ship-based in situ measurements. However, in situ measurements are too 
costly and time-consuming to cover large temporal and spatial frequencies on a global 
scale. The solution to this need for highly variant synoptic information comes obviously 
from remote sensing. 
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1.4. Basic optical properties and remote sensing of chlorophyll 
Chlorophyll substantially affects the optical characteristics of the environment in which it 
is found. The influence of phytoplankton chlorophyll on the colour of seawater has been 
studied for decades (e.g. Yentsch, 1960). Chlorophyll-a absorbs relatively more in the 
blue region of the visible light spectrum and absorbs significantly but to a lesser extent in 
the near-IR. region. This causes the backscattered sunlight to shift progressively to green 
as the phytoplankton concentration increases (Fig. 1.3). 
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Figure 1.3. Simplified representation of absorption and transmission properties of chlorophyll 
pigment (Purves et al, 1995) 
Additionally, as seen on Figure 1.4, a certain amount of generic chlorophyll absorption 
(and fluorescence) occurs in the red region of the spectrum. 
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Figure 1.4. Absorption spectrum of several photosynthetic pigments (Purves et al., 1995) 
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Most of the early works were concentrated on the correlation between phytoplankton 
concentration and the observed "green to blue ratio" of reflected light. Increasing 
chlorophyll concentrations are associated with a relative decrease in the blue portion of 
the reflection spectrum, and (in the absence of anti-correlated variations in medium 
backscatter properties) an increase due to increased backscatter of organic particulates in 
the green portion (Bukata et ah, 1985). This yields an increase in the "green to blue 
ratio" (e.g. Neville and Gower, 1977). This "green to blue ratio" was later labelled the 
"blue to green" ratio by ocean colour researchers. It is still the most widely used 
parameter for optical investigations into the chlorophyll concentration of oceanic waters. 
In living, photosynthesizing algal cells, a very small proportion (~1%) of the absorbed 
light energy is re-emitted via the process of fluorescence (Kirk, 1994). Therefore, a 
narrow chlorophyll-a fluorescence line near 685 nm which is positively correlated with 
chlorophyll concentration is also observable from airborne platforms. The high frequency 
nature of this narrow spectral peak and the low (spectral) frequency nature of 
atmospheric scattering (the dominant atmospheric masking mechanism in filters selected 
outside of atmospheric absorption bands) as well as the weaker backscattering amplitude 
in the near IR means that this indicator of chlorophyll concentration is generally less 
dependant on atmospheric effects. (Neville and Gower, 1977) However, the work on 
satellite passive RS of chlorophyll has been concentrated more on blue-green reflectance 
ratios, mainly because of certain disadvantages associated with passive RS based on 
fluorescence line: 
• The fluorescence intensity is generally found to be relatively low compared with the 
background reflectance. Additionally, water absorption in this spectral region is high in 
comparison with the absorption in the blue-green region. In satellite and airborne RS, 
this weak signal may be limiting due to decreased signal-to-noise ratios in low 
chlorophyll waters. On the basis of the observed height of the peak, especially for 
chlorophyll concentrations below about lmg.m"3, it seems unlikely that the results would 
be of acceptable accuracy for low chlorophyll concentrations. (Neville and Gower, 1977, 
Kirk 1994) 
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• Fluorescence phenomenon is highly dependant on the physiological state of the 
phytoplankton (e.g. whether they are light or dark adapted, or as a function of 
photoinhibition, etc.) and accordingly it is not a stable quantitative indicator of 
chlorophyll concentration. (Neville and Gower, 1977, Kirk 1994, Abott and Letelier 
2003, Falkowski and Raven 1997) 
• The fluorescence peak at ~ 685 nm is contaminated to a degree by an O2 absorption 
peak at ~ 687 nm (Borstad et ah, 1985). 
Despite those difficulties, chl fluorescence is an excellent indicator of the existence of 
phytoplankton. Gower and Borstad (1990) have shown that the usage of passive 
fluorescence RS can be very useful in complement to conventional blue-to-green ratio 
techniques, especially in optically complex waters. Active fluorescence RS methods (e.g. 
LIDAR) have also shown promising results. (Kirk 1994) 
An important concern of chlorophyll RS relates to the packaging effect. Under in vivo 
conditions, pigment molecules are not found in an individually dispersed, uniformly 
distributed manner. They are rather contained within discrete packages such as 
chloroplasts, cells, or cell colonies. Furthermore, colonies tend to concentrate in the 
vicinity of specific layers in the water column depending on the stratification due to water 
density. The resulting effect of packaging of phytoplankton is a decrease in the 
effectiveness of their light collection efficiency. The observed effect on the in vivo 
reflection spectra is the relative flattening of spectral peaks with respect to spectral 
valleys. This effect was first studied by Duysens (1956; cited in Kirk, 1994) . The 
package effect is found to be greatest when absorption is strongest. Mathematical 
treatment of the light absorption properties of in vivo phytoplankton communities is quite 
complex. As an example of this complexity, one can mention that not only are the 
chloroplasts randomly distributed in space, but they may change their position within the 
cell in response to changes in light intensity (Kirk, 1994). 
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1.5. History of chlorophyll remote sensing by satellites 
In 1978, the Coastal Zone Color Scanner (CZCS), the first ocean colour space sensor, 
was launched on board the NIMBUS-7 environmental satellite. The sensor had five 
spectral bands roughly centered at 443, 520, 550, 670 and 750 nm, and a sixth thermal 
infrared band in the range of 10,5-12,5 urn. Imagery was collected and processed over 
both open-ocean and coastal waters but the retrieval algorithm was only developed for 
open-ocean waters The analysis of the CZCS data was employed to define the primary 
data set for the CZCS pigment algorithm, and in the development of improved algorithms 
for future sensors (e.g. SeaWiFS). An innovative aspect of the CZCS mission was the use 
of an algorithm to correct satellite-level radiances for the effects of light scattering and 
attenuation by aerosols and molecules in the intervening atmosphere. 
The algorithm used for estimating the chlorophyll content of the ocean from 
atmospherically corrected CZCS measurements involves the use of radiance ratios as 
described in Gordon et al. (1980) and Gordon et al. (1983) (cited in Acker, 1994). The 
general form of the equation is: 
log(C) = a + b*log[Lw(l)/Lw(2)] (Eq. 1.1) 
where C is some average measure of the chlorophyll concentration within the relatively 
shallow layer which actually receives significant solar radiation (mg.m"3), a,b are 
regression coefficients and Lw(l) and Lw(2) are the atmospherically corrected water-
leaving radiances for a pair of CZCS channels. For CZCS chlorophyll processing, these 
channel pairs are taken to be: 
(443, 550 nm), for C < 1.5 mg/m3 
(520, 550 nm), for C> 1.5 mg/m3 
The CZCS continued sending data until June 1986. It revolutionized knowledge about 
ocean colour and phytoplankton distribution, and also greatly helped to improve the 
design and processing algorithms of its successor water-colour sensors as well as the 
concepts of chlorophyll RS by satellites. The accumulated data from this sensor is still 
being worked on. 
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One lesson from the CZCS project was the need for a channel around 410 nm band. An 
important component found in seawater, coloured dissolved organic matter (CDOM) 
strongly absorbs in the same spectral region where chlorophyll-a exhibits an absorption 
maximum; thus discrimination between CDOM and chl contributions as inferred from 
reflectance variations is difficult. Large amounts of CDOM in coastal waters have led to 
strong biases in Chl estimations using CZCS. To overcome this problem most of the 
space agencies (NASA, NASDA, CNES, ESA) planned for the addition of a channel 
covering the 410-420 nm band in post-CZCS ocean colour sensors. Since absorption by 
phytoplankton pigments is lower in this spectral range than that due to CDOM, it was 
hoped that the addition of this band would allow for discrimination between Chl and 
CDOM, and lead to unbiased Chl estimations. 
Another important lesson from CZCS concerned atmospheric correction. The basic 
assumption employed for CZCS atmospheric corrections was that no light radiates from 
the ocean surface at 670 nm, and thus all of the light detected is due to Rayleigh 
(molecular) and aerosol backscattering. This assumption is not a good approximation in 
turbid water bodies where volume backscatter is more significant. The successor sensors' 
designers improved on this scheme by including bands at 765 and 865 nm where the 
reflected signal would be less than that at 670 nm (Gordon and Wang, 1994) and where 
the use of a band-pair would yield spectral slope information on the aerosol component 
which could only be estimated by a priori means using a single CZCS band. 
The Sea-viewing Wide-Field-of-view-Sensor (SeaWiFS) which could be viewed as the 
popular successor to CZCS was launched in 1997 as a joint EOSAT/NASA project. It is a 
whiskbroom type scanner. Instrument characteristics and history of the sensor can be 
found in the NASA documents or at the website (URL-1.2: 
http://oceancolor.gsfc.nasa.gov/SeaWiFS/). The initial chlorophyll a algorithm was 
designed based on the CZCS experience and ocean optical research during the 
intervening years, and it has been subject to refinement in the course of calibration and 
validation research. One of the primary goals of the SeaWiFS Project was the following: 
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"To achieve radiometric accuracy to within 5% absolute and 1% relative, water-
leaving radiances to within 5% absolute, and chlorophyll a concentration to within 
35% over the range 0.05 - 50.0 mg m" ." (Sea-viewing Wide Field-of-view 
Sensor, Level 1A and Level 2 HDF, Dataset Guide Document Version 2.0, 
June 2000) 
According to the atmospheric corrections lessons learnt from CZCS, a general innovative 
feature of the SeaWiFS is that it uses the black pixel assumption in the near infrared 
(NIR) portion of the spectrum, where water-leaving radiance is assumed to be negligible. 
Thus signals from bands 7 and 8 (765nm and 865nm) are assumed to originate from 
atmospheric effects and are used to estimate aerosol radiance levels -and also to select 
appropriate aerosol models (of size distribution and refractive index). For the first six 
SeaWiFS bands in the visible region, pa(X) and Par(^ ) (reflectance contributions from 
aerosols and Rayleigh-aerosol interactions, respectively) are estimated by extrapolation 
of the reflectances in bands 7 and 8. The accuracy of this atmospheric correction 
algorithm is thought to be within 5% for open ocean conditions (Gordon and Wang, 
1994) and, without modification, problematic over coastal waters. SeaWiFS atmospheric 
correction algorithms also use, (depending on availability) external data such as ozone 
concentrations and surface pressure fields. 
NASA performs continuous data calibration, processing, and validation procedures. It 
also helps develop the mathematical procedures (algorithms) for operational atmospheric 
correction and for the retrieval of derived data products, and validates the accuracy of the 
derived products, such as the concentration of chlorophyll-a. An extensive set of 
SeaWiFS technical reports concerning pre-launch (NASA-OCW, 2007a) and post-launch 
(NASA-OCW, 2007b) calibration, algorithm development and validation can be acquired 
from NASA and online via the Internet. The current operational SeaWiFS algorithm for 
oceanic waters is called OC4v4. The defining algorithm is: 
Chlorophyll (mg/m3) = 10.0 (a0 + a,* R + a / R2 + a3* R3 + a4* R4 ) (Eq.1.2) 
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where an = [0.366, -3.067, 1.93, 0.649, -1.532] 
and R = Logl0 [ max {Rrs (443), Rrs (490), Rrs (510)} / Rrs (555) ] 
Rrs(A,) is the Remote Sensing Reflectance (the upwelling radiance divided by the 
downwelling irradiance) of the pixel on band X after atmospheric correction. 
The algorithms listed above represent an empirical approach: i.e. establishing a purely 
empirical relationship between optical measurements (such as above-surface Rrs(A,)) and 
the concentration of constituents based on in situ data sets (such as chl concentration). 
Among the advantages of empirically derived algorithms are their simplicity, the 
relatively small number of measurements required for their derivation, ease to implement 
and test, and the short computing times. Among their limitations can be cited the 
sensitivity of the derived relationships to changes in the composition of water 
constituents: empirically derived relationships are valid only for data having statistical 
properties identical to those of the data set used for the determination of the coefficients. 
Another problem is the difficulty to perform a systematic sensitivity analysis: the use of 
an empirical relationship, rather than a mathematical formulation, makes it difficult to 
obtain estimates of the error budgets with respect to different sources of error (IOCCG 
(2000)). 
The analytical approach, on the other hand, is based on the expression of the remotely-
detected signal as a function of the concentrations of the optically active substances 
present in the water column. The aim is to develop a model in order to determine useful 
oceanic particulate and dissolved parameters from the spectral characteristics of the 
water-leaving radiance. The physical basis for this approach is the radiative transfer 
theory, and a recent review of the equation of radiative transfer can be found in Zaneveld 
et al. (2005). For a complete application of the radiative transfer theory to the remote 
sensing observations of the sea color, it is necessary to consider several factors, and thus 
to obtain the accurate measurement of a large number of optical parameters. Due to 
logistical restraints (such as time and costs related to data collection and model 
computation), the scientific community often uses semi-analytical algorithms, where a 
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certain level of empiricism, based on approximations and assumptions, serve to reduce 
the number of required input parameters. 
Several semi-analytical models have been developed to retrieve the concentration of 
chlorophyll and other optically active constituents in water (Garver and Siegel, 1997; 
Carder et al, 1999; Lee et al, 1999, 2002; Hu et al, 2002; Maritorena et al, 2002). 
Studies comparing the chl-retrieval accuracies by empirical and semi-analytical types of 
models showed that the relative performances of the two approaches are variable, 
depending on the region, type of water and algorithm type. For instance, O'Reilly et al. 
(1998) summarized that empirical algorithms generally perform better for their global 
dataset, Smyth et al. (2002) found that for a local and seasonal dataset from northwest 
coast of Spain, the performance of semi-analytical algorithms were slightly better. Carder 
et al. (2003) reported that the application of the MODIS Chlor_a_3 semi-analytical 
algorithm to the Southern Ocean field data reduced the error in deriving chlorophyll 
concentration by almost a factor of two. 
The International Ocean Color Coordinating Group (2006) indicates that the development 
of a functional, analytical or semi-analytical model is the ultimate goal for the remote 
sensing of chl. For further reading about the basic theory and recent applications of semi 
analytical algorithms, the reader is referred to IOCCG report 2006. 
Development of local, semi analytical algorithms requires extraction of several optical 
parameters specific to the water type. Cizmeli (2008) conducted a separate (although 
related) PhD project focusing on the determination of the inherent and apparent optical 
parameters from the same St. Lawrence data ensemble as a first and mandatory step to 
develop local semi-analytical models. The present thesis, on the other hand, focuses 
exclusively on the development of empirical algorithms. 
Below are lists and basic characteristics of historical, current and scheduled ocean colour 
space sensors. As the current thesis is focused on SeaWiFS, no further details will be 
given about the other sensors in the table. 
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SENSOR 
czcs 
CMODIS 
COCTS 
CZI 
GLI 
MPS 
OCI 
OCTS 
OSMI 
POLDER 
POLDER 
AGENCY SATELLITE 
NASA 
(USA) 
CNSA 
(China) 
Nimbus-7 
(USA) 
SZ-3 
(China) 
HY-1A 
(China) 
HY-1A 
(China) 
CNSA 
(China) 
CNSA 
(China) 
NASDAADEOS J I 
(Japan) (Japan) 
DLR 
(Germany 
) 
IRSP3 
(India) 
ROCSAT-1 
(Taiwan) 
ADEOS 
(Japan) 
KOMPSAT-1 
/Arirang-1 
(Korea) 
CNES""""" ADEOS 
(France) (Japan) 
NEC 
(Japan) 
NASDA" 
(Japan) 
KARI 
(Korea) 
CNES ADEOS-II 
(France) (Japan) 
OPERATING 
DATES 
24/10/78-
22/6/86 
25/3/02-
15/9/02 
15/5/02-1/4/04 
15/5/02-1/4/04 
25/1/03 -
24/10/03 
21/3/96 -
31/5/04 
27/01/99-
16/6/04 
03/9/96 -
29/6/97 
20/12/99 -
31/1/08 
16/9/96 -
29/6/97 
01/2/03 -
24/10/03 
SWATH 
1556 
650-700 
1400 
500 
1600 
200 
690 
1400 
RESOL. 
(m) 
800 
2400 
2400 
825 
400 
1100 
250 
250/1000 
500 
825 
700 
850 
6km 
6000 
#OF 
BANDS 
6 
34 
10 
4 
36 
18 
6 
12 
6 
9 
9 
_ 
SPECTRAL 
COV.(nm) 
433-12500 
403-12,500 
402-12,500 
420-890 
375-12,500 
408-1600 
433-12,500 
402-12,500 
400-900 
443-910 
443-910 
. __ _ 
ORBIT 
Polar 
Polar 
Polar 
Polar 
Polar 
Polar 
Polar 
Polar 
Polar 
Polar 
Polar 
Table 1.1. Historical ocean colour space sensors (IOCCG, 2008) (URL-1.3 
http://www.ioccg.org/sensors/historical.htmn 
SENSOR 
COCTS 
jCZI 
MERIS 
MMRS 
MODIS-
Aqua 
MODIS-
Terra 
OCM 
POLDER 
SeaWiFS 
CONAE 
(Argentina) 
NASA 
(USA) 
NASA 
(USA) 
ISRO 
(India) 
CNES 
(France) 
NASA 
(USA) 
AGENCY 
CNSA 
(China) 
CNSA 
(China) 
ESA 
(Europe) 
SATELLITE 
HY-IB 
(China) 
HY-IB 
(China) 
ENVISAT 
(Europe) 
SAC-C 
(Argentina) 
Aqua 
(EOS-PM1) 
Terra 
(EOS-AMI) 
IRS-P4 
(India) 
Parasol 
OrbView-2 
(USA) 
LAUNCH 
DATE 
11 Api\ 
2007 
11 Apr. 
2007 
1 Mar. 
2002 
21 Nov. 
2000 
4 May 
2002 
18 Dec. 
1999 
26 May 
1999 
18 Dec. 
2004 
1 Aug. 
1997 
SWATH 
(km) 
1400 
500 
1150 
360 
2330 
2330 
1420 
2100 
2806 
RESOLUTION 
(m) 
1100 
250 
300/1200 
175 
1000 
1000 
350 
6000 
1100 
BANDS 
10 
15 
36 
36 
Table 1.2 
http://www. 
, Current ocean colour space sensors (IOCCG, 
ioccg.org/sensors/current.html) 
COV.(nm) U R B U 
462"" :""_", 
12,500 P ° l a r 
4 3 3 - 6 9 5 Polar 
412-1050 Polar 
480-1700 Polar 
405-14,385 Polar 
405-14,385 Polar 
402-885 Polar 
443-1020 Polar 
402-885 Polar 
2008) (URL-1.4 
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SENSOR 
HICO 
OCM-2 
OLCI 
OLCI 
S-GLI 
VIIRS 
AGENCY 
G O C I KARI/KORDI 
ONR & DOD 
Space Test 
Programme 
ISRO 
(India) 
ESA 
(Europe) 
ESA 
(Europe) 
JAXA 
(Japan) 
VIIRS NOAA/IPO 
NOAA/IPO 
SATELLITE 
COMS-'l 
(South Korea) 
Japanese module 
on Int. Space Stn. 
Oceansat-2 
(India) 
GMES-
Sentinel 3A 
(ESA/EUMETSAT) 
GMES-Sentinel 3B 
(ESA/EUMETSAT) 
GCOM-C 
(Japan) 
NPP 
jUSA) 
NPOESSC-1 
(USA) 
SCHED. 
LAUNCH 
June 2009 
July 2009 
Oct 2012 
April 2015 
early 2014 
June 2010 
Jan 2013 
SWATH 
(km) 
2500 
50 km 
(selected 
coastal 
scenes) 
Sept 2008 1420 
1120 
1120 
1150-
1400 
3000 
3000 
RESOL. 
(m) 
500 
100 
#OF 
BANDS 
8 
124 
l - 4 k m 
300/1200 
SPECTRA 
L 
COV.(nm) 
400 - 865 
380-
1000 
8 400 - 900 
15 400-900 
300/1200 15 400-900 
250/1000 19 
370/740 22 
370 / 740 22 
Table 1.3. Scheduled ocean colour space sensors 
http://www.ioccg.org/sensors/scheduled.htmn 
375-
1 2 L 5 0 0 
402-
11,800 
402-
11,800 
(IOCCG,2008) (URL-1.5 
ORBIT 
Geostat. 
51.6 deg., 
15.8 
orbits 
per day 
Polar 
Polar 
Polar 
Polar 
Polar 
Polar 
1.6. Study area: the Saint-Lawrence system 
The St. Lawrence system is a marine environment made complex by both estuarine and 
oceanic characteristics and by the large temporal and spatial variability of its physical and 
biological parameters. The overall system is transitional between continental and oceanic 
(North Atlantic) environments and is influenced by large-scale meteorological events, 
winds and tides. It is one of the most productive inland seas in the world, contributing 
significantly to the economy of eastern Canada with its finfish and invertebrate fisheries 
(Larouche, 2000). It also plays a key economic role as a seaway for transporting goods to 
the interior of Canada. 
The estuary is fed by the St. Lawrence River, with a mean yearly (but highly variable) 
flux rate of 12000 mis'1 and with a drainage area of 1 320 000 km2 (Larouche, 2000). 
Estuarine waters are characterized by a salinity gradient and a flux of terrigenous 
particles and dissolved organic matter. It has only two connections with the Atlantic 
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Ocean: the Cabot Strait and the Strait of Belle-Isle. The gulf is a triangular shaped semi-
enclosed sea with an approximate surface area of 226 000 km2. (Koutitonsky and 
Bugden, 1991). 
Given the size of the area and the variability of the system, remote sensing plays a very 
useful role in monitoring the large scale distribution of oceanographic parameters such as 
sub-surface chlorophyll concentration. 
The estuarine waters of the St. Lawrence system are dominated by the three optically 
active quantities (phytoplankton chlorophyll, suspended particulate matter (SPM) and 
CDOM) which typically dominate coastal systems. This optically complex case is 
conventionally called as Case-II (Morel and Prieur, 1977; Gordon and Morel, 1983, 
Sathyendranath, 2000) and it will be explained in details in Chapter II. The present thesis 
is focused on the development of an operational empirical algorithm that will increase the 
accuracy of chlorophyll RS in the optically complex waters of St. Lawrence Estuary and 
Gulf. 
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II. Problematic and hypothesis 
Most of the incident solar radiation is absorbed in the first few meters of the sea. The 
absorption strongly depends on the wavelength: infrared radiation for instance, is 
absorbed in the very first centimeters while radiation in the green can penetrate to a depth 
of meters. The remote sensing of water properties relies on the relatively small fraction of 
the incident light which is reflected. Sub-surface transmission and reflectance of incident 
solar radiation is highly variable in different water bodies. This variation depends on the 
optical composition of the water, i.e. the type and concentration of its constituents. The 
main optically-significant components of seawater are: 
• pigments in algae (e.g. phytoplankton chlorophyll), 
• suspended particulate matter (SPM), 
• CDOM ("coloured" or "chromophoric" dissolved organic matter. Also known 
as Gelbstoff, gilvin, or yellow matter), 
• water itself, which strongly absorbs red light and has a weaker absorption effect 
on shorter wavelength blue light. 
The composition of the water body is specific to the region and time. A deep, oceanic 
water body is expected to be low in suspended sediment load, since it is far from any 
source of this constituent, whereas an estuary is expected to be relatively high in both 
suspended sediments and river transported CDOM. Seasons can be significant, for 
example during the spring, river inflow and thus CDOM and the concentrations of 
suspended sediments is high. 
Since chl pigments absorb more in the blue than in the green spectral region, the blue-to-
green ratio of reflected radiation decreases with increasing chl concentration. In a 
hypothetical water body where the only constituents would be pure water and uniformly 
sized and distributed chlorophyll pigments, every blue-to-green reflectance ratio would 
correspond to a single chl concentration. However, under real/natural conditions, 
seawater is a mixture of the above cited constituents. From a RS point-of-view, signal 
competition and spectral interactions occur among chlorophyll pigments, CDOM and 
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SPM, at several wavelengths (Bukata et ah, 1985). Moreover, constituents like CDOM 
and SPM vary not only in concentration, but also in type and size. 
In water bodies where CDOM and/or SPM concentration covary with chl concentration, 
the variation of reflectance with respect to chl can be easily modeled, and the association 
of the blue-to-green ratio to the chlorophyll concentration is relatively straightforward. 
However in water bodies where the CDOM and/or SPM concentration vary 
independently of chl content, such modeling becomes more difficult, and algorithms 
designed for the first case often fail to perform well in the latter case. In order to decide 
on the validity and performance of an algorithm for a specific water body, one can for 
example, pre-classify the water body based on some global indicator of its optically 
significant components. 
Jerlov (1951, 1976) was the first to classify oceanic water types according to their optical 
attenuation properties. This classification was based on percent transmittance of 
downward irradiance as a function of wavelength: (a) Type-I waters represented very 
clear oceanic waters, (b) clear coastal waters were classified as Type II since their 
attenuation was greater than that for oceanic water, (c) and fairly turbid waters were 
classified as Type-3. A large number of water bodies were found to lie between Types I 
and II. 
Morel and Prieur, in their article "Analysis of Variations in Ocean Color" (1977) 
interpreted ocean colour data based on the analysis of sea surface reflectance R(^), i.e. the 
ratio Eu(A,)/Ed(X), where EU(A,) is upward irradiance and Ed(X) is downward irradiance. The 
reader is referred to Mobley (1999) for definitions. Reflectance which is an apparent 
(radiation field dependent) optical property can, as the authors indicate, be directly 
related to inherent (constituent dependent) optical properties of seawater through an 
approximate expression. Morel and Prieur classified waters into "blue" and "green" and 
examined green waters for two cases: case-1 corresponded to situations where the 
chlorophyll concentration is high relative to that of other particles and case-2 represented 
waters where inorganic particles are dominant and pigment absorption is of 
comparatively minor importance. The absorption contribution of the dissolved humic 
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substances, or "yellow substance" was also noted in this article. The same authors 
formulated a conceptual definition of pure Case-I and Case-II waters: 
"An ideal case 1 would be a pure culture of phytoplankton and an ideal 
case 2 a suspension of nonliving material with a zero concentration of 
pigments." (Morel and Prieur, 1977) 
Chlorophyll remote sensing is considerably more complex in Case-II waters than in Case 
I waters. The change in optical signal may be dominated by the influence of an optical 
component other than the one (chlorophyll in our case) whose concentration one seeks to 
retrieve and/or the optical influence of some components (CDOM for example) may 
mimic that of the target component. This signal competition makes it difficult to decouple 
chlorophyll information from the optical contributions of the other two major 
constituents: Gelbstoff and suspended sediments (Sathyendranath, 2000). 
Even though there is no sharp dividing line between Case-I and -II waters (Morel and 
Prieur, 1977; Mobley et ah, 2004), many authors suggested classification criteria for 
Case-I/Case-II waters (e.g: Gordon and Morel, 1983; Sagan et al, 1995; cited in Loisel 
and Morel, 1998; Morel, 1988 cited in Mobley et al, 2004; Ouillon and Petrenko, 2005) 
Criteria can be various, for example Sagan et al. (1995) defined a criteria based on the 
ratio of chlorophyll-specific attenuation (cp = cp / CChi where cp is specific attenuation 
coefficient and Cchi is chlorophyll concentration). They suggested Case-II waters be 
represented by the criterion cp* > 0.5 m2(mg Chi)"1. On the other hand, Ouillon and 
Petrenko (2005) used a purely apparent optical parameter criterion for defining Case-II 
waters: R443/R555 < R443/R510 < R490/R555 < R490/R510 < 1 (where, for example 
R443 refers to the irradiance reflectance at 443 nm). 
There is still a discussion about Case-I/-II classification in the scientific community. 
There is even discussion about the usefulness of this classification in the current state-of-
the art of marine chlorophyll remote sensing. According to Mobley et al. (2004): 
"An optical quantity is Case-I if it can be adequately predicted from the 
water-column chlorophyll concentration; an optical quantity is Case-II if it 
cannot be adequately predicted from the water-column chlorophyll 
concentration" 
20 
The authors themselves are not satisfied by this definition, since they found that the term 
adequate prediction was ambiguous. Prieur and Sathyendranath (1981) suggested to use 
a diagrammatic representation of Case-I and Case-II waters, in order to provide a more 
quantitative definition for water types (Fig. 2.1). 
s/ C a s e 2 
Y • Suspended Material w* S 
0% S 100% S 
Figure 2.1. Diagrammatic representation of Case-I and Case-II waters, adapted from 
Prieur and Sathyendranath (1981) 
CZCS experience has shown that the RS algorithms based on a simple blue-to-green 
ratio worked well in oceanic waters, whereas they often failed in coastal areas, where the 
water type is mostly Case-II. 
Several Case-I and Case-II chlorophyll RS algorithms have been developed and 
suggested (Maritorena and O'Reilly, 2000; Mitchell and Kahru, 1998; Aiken et at, 1995; 
cited in: O'Reilly et al, 1998; O'Reilly et al, 2000; Richardson, 2006). Case-II 
algorithms are rather site-and-season-specific. There is only one publication suggesting 
local chlorophyll RS algorithms for the St. Lawrence System (Jacques, 2000). This 
empirical study is based on airborne and surface hyperspectral data. 
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In satellite and airborne RS, the optical complexity of the Case-II waters complicates the 
atmospheric correction procedure. Many promising atmospheric correction methods were 
based on a "black pixel assumption" and worked well in Case-I waters. Gordon and 
Clark (1981, cited in Acker, 1994) described the clear-water radiance estimation method 
for CZCS. In this method, a small, clear-water region in a CZCS image was used to 
determine radiance arising from aerosol scattering in the 670 nm channel. The technique 
depended on an assumption of negligible water reflectance at 670 nm. As stated earlier, 
the 670nm black pixel assumption was found to be a poor approximation in both high 
chlorophyll waters and Case-II waters (we note that if Case-I and Case-II waters are 
distinguished on the basis of correlation or lack of correlation between chl and other 
constituents, then high chl waters are not Case-II waters if particulate backscatter 
covaries with chl concentration). The assumption continues to be employed for 
atmospheric corrections of SeaWiFS imagery. In this case the black pixel condition 
applied to the two IR bands of SeaWiFS yields additional information on aerosol type 
(and hence on the spectral slope of extrapolations into the visible spectral region). 
The error resulting from this IR black pixel assumption has been analysed by authors like 
Chen et al. (1998) and Siegel et al. (2000). Using a simple bio-optical model, Siegel et 
al. (2000) showed that NIR water-leaving reflectances, were several orders of magnitude 
larger in chl-rich waters than those expected for pure seawater (where chl-rich waters, for 
these authors, implied high backscatter in the NIR due to particulates whose 
concentration covaried with that of chlorophyll). This resulted in an overestimate of 
atmospheric backscatter and thus in an overcorrection of atmospheric effects which was 
dramatically pronounced in the blue and violet spectral region. Using the SeaWiFS 
algorithms (which were operational in 2000) their model yielded errors greater than 
100% for Chl >2 mg.m"3. 
Many authors pointed out that the negative water-leaving radiances and RS reflectances 
obtained using the current SeaWiFS algorithms were traceable to the black pixel 
assumption (e.g. Hu et al, 2000). Authors like Ruddick et al. (2000) extended the 
standard SeaWiFS atmospheric-correction algorithm for use over turbid coastal and 
inland waters in their local area of interest (local Belgian waters). This negative 
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reflectance issue, as well as other issues involving an atmospheric correction algorithm, 
are evaluated in the SeaWiFS data reprocessing technical notes (URL-2.1). The NIR 
iterations method, implemented after the fourth SeaWiFS reprocessing (URL-2.2 : 
SeaWiFS Postlaunch technical Report Series, 2003 Vol.22 pp:51-59), uses an iterative 
computation of Lw(765) and Lw(865) based on the Gordon and Wang's (1994) 
atmospheric model, prior to aerosol model selection. The goal is to remove the water-
leaving component from the top-of-atmosphere radiance in the NIR bands, so that only 
the atmospheric component of the radiance in these bands will be used for aerosol model 
determination. The iterations method, although having improved the atmospheric 
correction of SeaWiFS data, still tends to fail at shorter wavelengths in the presence of 
absorbing aerosols or under Case-II conditions (Stumpf et al., 2003; Bailey and Werdell, 
2006; Yaylaera/., 2006). 
Objectives of this study: 
• To evaluate the standard SeaWiFS Case-I algorithm (OC4v4) as applied to our 
radiometric data set of surface RS reflectance and to compare its chl predictions to in 
situ chl data collected during ship campaigns. 
• To analyze the shortcomings of the OC4v4 algorithm using real data and simulations. 
• To investigate spectral parameters derived from radiometric data (e.g. band ratios and 
spectral slopes) in terms of their correlation and decorrelation with in situ parameters, 
and in terms of their potential use in prospective regional algorithms for the retrieval 
of chl concentration. 
• To develop empirical algorithmic functions to retrieve (model) in situ chl data. 
• To confirm the coherency of the algorithms derived using SPMR (surface) data when 
applied to SeaWiFS (satellite) data. 
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Hypothesis : 
Understanding that remote sensing of chlorophyll concentration is still an issue in Case-II 
waters; and understanding that the Estuary and Gulf of Saint-Lawrence are characterized 
by a seasonal and highly variable Case-I / Case-II water system, 
• It can be shown that the standard SeaWiFS Case-I chl RS algorithm (OC4v4) fails to 
yield a chl concentration retrieval within the required accuracy range of 35% in the 
study area, and 
• It is possible to improve the accuracy of RS estimations by developing local 
(regional) empirical algorithms which will be functions of a combination of apriori 
data and/or image derived parameters and operational in situ measurements. 
Validation of hypotheses; 
The hypothesis will be evaluated by employing an extensive surface level spectro-
radiometric data set along with optically weighted in situ chl, CDOM and SPM 
measurements to investigate the residuals and correlative relationships between 
algorithmic estimations and in situ chl measurements as a function of different 
algorithmic formulations, turbidity (CDOM and SPM environment), bio-optic seasons 
and spatial regions. The results will be compared with pre-established performance 
criteria for acceptable retrieval algorithms. The same types of tests will be applied to a 
more restricted satellite data set to establish whether the performance translates to 
satellite level retrievals. An interactive radiative transfer model will be employed in 
parallel to the empirical analysis to better understand the underlying robust physics which 
controls the empirical relationships. 
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III. Material and Methodology 
The St. Lawrence bio-optics project is a joint research initiative involving a number of 
Canadian institutions including CARTEL - Universite de Sherbrooke, CRESTECH -
York University, Maurice-Lamontagne Institute -Fisheries and Oceans Canada and 
ISMER-Universite de Quebec a Rimouski. The main purpose of the project is to 
develop/improve RS chlorophyll retrieval algorithms in the study area (Therriault et al., 
1993). Within the framework of the project, a set of research cruises were performed 
during different seasons from right after the ice cover melt to late fall. Eleven subregions 
of the ecosystem were predefined, based on previous knowledge obtained from 
oceanographic campaigns across the system. Parameters were measured by adhering as 
closely as possible to SeaWiFS protocols (Mueller and Austin, 1995). The dates of the 
cruises were August 28 to September 12, 1997 ; October 21 to November 3, 1998 ; June 
27 to July 6, 1999 ; May 18 to June 3, 2000 ; April 20 to May 4, 2001. The ship sampling 
stations for all years are shown in Figures 3.1 and 3.2. 
Fig.3.1 The stations in the estuary and the Gulf of St. Lawrence. 
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Fig.3.2 Zoom on the Estuarine stations. 
3.1. Dataset 
3.1.1. 7^7 situ chlorophyll 
Several laboratory methods for chlorophyll analysis are available. In the SeaWiFS-St. 
Lawrence project, two methods were used: the fluorometric technique (Holm-Hansen et 
al., 1965; Strickland and Parsons, 1972, cited in Mueller and Austin, 1995) and High 
Performance Liquid Chromatography (HPLC) (JGOFS 1991; Wright et al, 1991, cited in 
Mueller and Austin, 1995). 
For fluorimetric measurements, duplicate water samples were taken at the surface, and at 
51, 10, 1 and 0.1 % light levels, as well as at the chlorophyll maximum (determined from 
the downcast fiuorimeter profile) and at 60 meters to provide reference data under the 
pycnocline. For every depth, samples were measured onboard the ship using two 
fluorimeters. The surface chl value was in good accordance (R=0.998) with optically 
weighted chl concentrations of the water column, and the latter is taken as our in situ data 
to be used for SPMR regressions and SeaWiFS validation in accordance with the 
scientific literature (The excellent agreement between surface and optically weighted chl 
values can be explained by the fact that the mixed layer is always deeper than the depth 
corresponding to 10% light penetration). 
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The optically weighted chl was computed as proposed by Gordon and Clark (1980) : 
g(z, A) = e~2 lo90 Kd M)«fe E*3-1 
where g(z, X) is the generic weighting function for every depth z and wavelength X, Kd is 
the diffuse attenuation coefficient for downwelling irradiance Ed (X, z) , and Z90 is the 
10% light depth. Kd values are derived at each station from SPMR data. The optically 
weighted chlorophyll is then obtained from the weighted mean (we used a spectrally 
integrated Kd value): 
— __ JoZ9° Mz)g(z)dz 
fo9°~g(Z)dZ Eq.3.2 
HPLC data from two years (2000 and 2001) have been used only for coherency checks of 
the chl data obtained by the fluorimetric technique. HPLC analysis was carried out on 
samples collected from the surface, 51% light depth and from the chlorophyll maximum. 
Coherency checks were performed between fluorimetric chl-a data and the total chl-a 
extracted by HPLC for every matching depth. 
3.1.2. Other parameters and water constituents 
Physical water properties were measured using a SeaBird SBE911+ CTD (URL3.1) 
which was also equipped with a WetLabs fluorometer and a Seatech transmissometer. 
Salinity bottles were used at each station to verify the CTD data during the cruise. Secchi 
disk depths were also measured at each station. An all-sky camera was installed on the 
helicopter pad to monitor changing sky conditions. Weather observations (wind speed 
and direction, air temperature, pressure) were measured by the bridge officers (Larouche, 
2000). 
As for chemical analysis, water samples were taken at each station using a 24 bottle 
rosette system. Samples were taken at the water depths specified above for chlorophyll 
sampling. Filtrations were performed for pigment determination (fluorimetric and HPLC 
techniques), particulate organic carbon and nitrogen (CHN analysis), total dissolved 
organic carbon (DOC), nutrients, organic and inorganic fractions of suspended matter, 
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colored dissolved organic material (CDOM) and particle fluorescence. CDOM 
concentration was not measured in situ, due to the difficulties associated with the 
measurement method (Carder et ah, 1989). The absorption coefficient ag(440), in units 
of m"1 (Mobley, 1994), is accepted as an indicator for CDOM concentration. It was 
measured onboard the research vessel, on a Lambda-6 spectrophotometer with a working 
precision of ±0.05 m" (0.22 urn millipore membrane filters were used for filtration). In 
this study, ag(440) is taken as the only indicator of CDOM, therefore the terms "CDOM 
data" and "ag(440)" will be used interchangeably in the text. 
The total suspended matter (SPM) concentration was determined by filtering water 
collected from the standard chlorophyll sampling depths, using 0.4 um polycarbonate 
filters. Samples were also taken for phytoplankton species counts. All parameters were 
measured following the SeaWiFS protocols (Mueller and Austin, 1995; Larouche, 2000). 
The optical weighting of CDOM and SPM was performed using the same weighting 
scheme applied for chlorophyll. 
It should be noted that in this study, the total (organic+inorganic fractions) suspended 
particulate matter is used for analyses. In the literature, it is equally possible to find 
studies that consider only the inorganic part of the suspended matter, for similar analyses. 
Nevertheless, the inorganic fraction of the suspended matter in our dataset is found to be 
strongly correlated (R=0.99) to the total suspended matter. 
3.1.3. SPMR 
A Satlantic (URL3.2) 13 channel SeaWiFS Profiler Multichannel Radiometer (SPMR) 
coupled to a 7 channel surface reference (SMSR, SeaWiFS Multichannel Surface 
Reference) installed on the ship's bow was used to measure downwelling irradiance and 
upwelling radiance in the water column. The instrument was specifically built to be used 
in the radiometric validation of the SeaWiFS satellite data. To avoid shadows, the 
instrument is cast far away from the ship (Larouche, 2000). 
The SPMR is configured with 13 channels (nominal central wavelengths of 405, 412, 
434, 443, 490, 510, 520, 532, 555, 590, 665, 683 and 700 nm). A subset of these 
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channels, corresponding to the SeaWiFS bands of 412, 443, 490, 510, 555 and 665nm, 
was employed in our regression analysis and algorithm development. 
Radiometric data were collected by performing 3 casts per station. The averaged 
photosynthetically available radiation (PAR) profiles were derived following the pre-
processing of the data. The PAR profiles measured by SPMR provide information about 
the vertical structure of light penetration (Larouche, 2000). The pre-processing of the data 
consisted of determining and eliminating problems such as near surface data with high tilt 
angle, or parts of the profiles where the radiometric data became noisy or lost its linearity 
with respect to depth. Another important pre-processing step was the estimation of the 
missing near-surface data by linearly extrapolating each profile (in the log domain) to the 
surface. Details of the optical processing of SPMR data can be found in Qizmeli (2008). 
Below-water radiances at the surface were calculated by extrapolating the vertical 
profiles of upwelling radiances (Lu (A.,z)) to the water surface radiance (Lu (A.,0"), the 
notation 0" indicating "measurement just below the surface"). The extrapolation was 
performed using the in situ diffuse attenuation coefficient (KU(A.)) (Qizmeli, 2008). The 
transformation from below-water radiance to above-water radiance is given by Mueller et 
al. (2003) : 
L„(A,0,*,O+) = L u ( A X ^ 0 - ) [ 1~ pf ' e ) ] Eq.3.3 
where 0 is the in-air zenith angle of the upwelling light beam, 0' is the in-water zenith 
angle of the upwelling beam, 0 is the azimuth angle, n is the index of refraction and 
p(0',0) is the Fresnel reflectance which accounts for the portion of the light beam 
reflected back downwards at the ocean-air interface. The notation 0+ indicates a 
measurement just above the sea-surface. 
Finally, the RS reflectance Rrs(A) is defined as (Mueller et al., 2003) : 
RTS(X) = U(X,0+) /Ed(M)+) Eq.3.4 
where Lw(l, 0+) is the water-leaving radiance and Ed(A, 0+) is the downwelling irradiance. 
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3.1.4. Satellite data (SeaWiFS^) 
SeaWiFS data products (URL3.3) can be acquired at a number of processing levels: 
Level-1A products include the raw radiance counts from all bands, spacecraft and 
instrument telemetry, and calibration and navigation data. Level-1A data are used as 
input for geolocation, calibration, and processing. Level-2 products are generated from 
corresponding Level-1A products. The main data contents of Level-2 products are the 
geophysical values for each pixel. These are derived from the Level-1A raw radiance 
counts by applying the sensor calibration coefficients, as well as the atmospheric 
correction, and bio-optical algorithms. Each Level-2 product corresponds exactly in 
geographical coverage (scan-line and pixel extent) to that of its parent Level-1A product 
and is stored in one physical HDF file. The 12 geophysical values derived for each pixel 
are: six water-leaving radiances for bands 1 to 6, the chlorophyll a concentration, the 
diffuse attenuation coefficient for band 3, the epsilon value for the aerosol correction of 
bands 7 and 8, the angstrom coefficient derived from the retrieved aerosol optical 
thickness in bands 4 and 8, and the aerosol optical thickness for band 8. In addition, 32 
flags (and masks) are associated with each pixel indicating if any algorithm failures or 
warning conditions occurred. Level-3 binned data products consist of averages applied to 
all Level-2 data over period of one day, 8 days, a calendar month, or a calendar year. 
SeaWiFS data is supplied at two spatial resolutions: LAC (Local Coverage Area) data 
and GAC (Global Coverage Area) data. LAC data is transmitted continuously at a 
resolution of 1.2 km in a strip 2800 km wide. GAC data is stored on board and 
transmitted every 12 hours to the ground station at Wallops Flight Facility in Virginia 
(USA). GAC data is obtained by sub-sampling LAC data, resulting in a resolution of 4 
km in a 1,500 km strip. In this work, Local Area Coverage level-1 data are used for 
processing to level-2 using SeaDAS (SeaWiFS Data Analysis System, the image 
processing tool distributed by the SeaWiFS project). The level-2 chlorophyll product 
provides the basis for comparison with our in situ data. The LAC images are obtained 
from SeaWiFS Authorized HRPT Stations, in our case from MLI (Maurice-Lamontagne 
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Institute, Mont Joli, Canada) and BIO (Bedford Institute of Oceanography, Dartmouth, 
Nova Scotia) (URL3.4 ; URL3.5). 
It is important to note that the SeaDAS software is being continually upgraded, so 
reprocessing of our images is necessary every time a new version is launched. The 
version of SeaDAS used in this study was version 4.9. The selected SeaDAS atmospheric 
correction method is the near infrared iterative algorithm based on bands 7-to-8 
(Robinson et al, 2000 ; Siegel et al, 2000). 
3.2 Approach to algorithmic development 
The SeaWiFS standard chl-retrieval algorithm will be applied/validated using SPMR 
data. First, a perturbation approach will be performed to characterize the bias, based on 
the analysis of residuals between OC4v4 estimates and in situ data in the St. Lawrence. 
These residuals will be analyzed as a function of in situ parameters and remote sensing 
parameters. The goal in this approach is to achieve a mean of estimating the residuals 
from (i) radiometric data, and/or (ii) in situ concentrations. A second analysis consists of 
investigating any correlations between the algorithm output and non-chlorophyllous 
components. Comparing these correlations with the true in situ correlations between chl 
and non-chlorophyllous components will yield information about the dependency of the 
algorithmic output to CDOM and SPM. 
The perturbation approach will be followed by an analysis of the variation of spectral 
parameters (e.g. band ratios, spectral slopes) as a function of in situ constituents 
concentrations. The tabulation of the correlations between spectral parameters and in situ 
constituents will assist in rationalizing the selection of algorithm formulations for further 
testing. For example, non-linear dependencies would suggest the use of higher order 
polynomials or other types of functions. Data scattering, coupled with correlative 
relationships with more than one in situ constituent, would justify the testing of multi-
variable functions as a means of decoupling undesired correlations, etc. This step will be 
followed by the empirical algorithm development, i.e. systematic testing of all the 
spectral parameters for selected algorithm formulations. The strategy for this step will be 
explained in section 3.2.3. 
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SPMR data will be used as the working data set for the residual analysis, the analysis of 
the spectral parameters and algorithm development. The use of SPMR data enables one to 
decouple complicating influences such as atmospheric effects from the search for a 
regional RS algorithm. SeaWiFS data will be used as a means of evaluating the relevance 
of the SPMR based findings. The fact that this latter data set was statistically too small 
and was complicated by additional environmental effects such as surface reflectance and 
atmospheric effects precluded its use as a primary tool for algorithm development. 
A simple radiative transfer algorithm will be employed to support our optical 
explanations of major variations seen in the Rrs spectra and to support our explanations of 
why and under which conditions a particular empirical formulation could be effective. 
3.2.1 The OC4v4 algorithm : 
The current operational SeaWiFS algorithm for Case-I chl concentration retrieval is 
OC4v4. The algorithm is defined in section 1.5 (Equation 1.2). The reader is referred to 
O'Reilly et al. (2000) for further information. 
3.2.2 Biopti® image simulation tool 
The Biopti® reflectance simulation tool is a semi-analytical radiative transfer code which 
is made interactive through the use of excel spreadsheet entries and automatically 
generated graphs (Hoogenboom, 1996). By running the simulation the researcher can 
investigate the sensitivity of surface reflectance, and hence the relevance of different 
potential retrieval algorithms to different water types and different satellite band sets. The 
spreadsheet is driven by specifications of the concentrations of absorbing constituents 
(e.g. chlorophyll) or scattering constituents (e.g. suspended sediment) and other basic 
parameters describing the optical properties of the water body that the user is 
investigating. The tool can be downloaded from URL3.6 : 
http://www.gpa.uq.edu.au/crssis/tools/rstoolkit/resourceimagesim.html, and the model is 
described by Lee et al. (1998) and Dekker et al. (1997). 
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In this thesis, the model is used to simulate both inherent optical parameters and apparent 
optical parameters (reflectances) based on the range of concentrations and covariances 
found in our measurements of chl, CDOM and SPM. It is accordingly used to better 
understand the physical coherence between the constituent concentrations and/or 
available measurements of inherent optical parameters and the apparent optical 
parameters (SPMR reflectance spectra). With this understanding we are in a better 
position to evaluate the relevance of different potential retrieval algorithms. 
3.2.3 Regressions: 
Regression analyses were used in building pre-algorithmic equations. Given that the task 
was to develop a model yielding chlorophyll concentration from remotely sensed data, 
the in situ chlorophyll concentration data (fluorimetric measurements) was taken as the 
dependant (or response) variable, and quantitative spectral information (such as band's 
Rrs amplitude or band ratios) was taken as explanatory (or independent) variables. 
The first task in the search for appropriate algorithmic formulations was to define the 
independent variables. A multiple regression analysis was then employed to solve for 
unknown coefficients by performing a least square fit. The principle is to define the best 
fit curve formula for which the sum of squared residuals is minimum. The Matlab® 
operation used is the matrix left division ; this gives the linear coefficients in the least-
squares sense to the system of equations: aiXi + a2X2 + ... + a„ = y . 
3.2.4 Statistics, correlations, and significance of correlations: 
The correlation coefficient Rxy between two variables x and y is the covariance between x 
and y divided by the product of the standard deviations of x and y. 
Rx,y = Covariance (x,y)/ax .cy Eq.3.5 
The root mean square error (rmse) is used in this work to evaluate the accuracy of an 
algorithm in predicting the in situ chl concentration: 
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Eq.3.6 
where n=number of samples, and e is the difference between the predicted value and 
actual data. The percent root mean square error, denoted as PRME in this work is the 
raise normalized by the range of observed values, and expressed as percentage: 
PRME= 100. raise/(xmax-xmin) Eq.3.7 
where x stands for the prediction (in our case, algorithm output). 
For purposes of comparison with other works, the coefficient of determination r is 
sometimes used. It is simply the square of the correlation coefficient (R). The "absolute 
percentage difference" (APD) is defined as: 
APD = 100/N . S |chlaigo-chlinSitu | / chljnsitu Eq.3.8 
Consideration of the correlation coefficient between two sets of small datasets (less than 
N=30 , roughly) is sometimes misleading since strong correlations can be coincidental. 
The significance of the correlation coefficients are checked using Student's t-tests 
(Spiegel and Stephens, 1999). A user interface prepared by Stan Brown is used to 
perform these calculations (URL3.6). Confidence limits were calculated when necessary. 
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IV. Data and Data Coherency 
In this chapter the range, statistics, seasonal and spatial distribution of the data will be presented. The 
coherency between different measurements, when available (such as Fluorimeter and HPLC data) will 
be investigated. Any analyses involving the relationship between in situ and RS parameters will be left 
to the following chapters. 
4.1 In situ data 
4.1.1 In situ chlorophyll: 
The first coherency check of in situ chl data consisted of comparing fluorimeter measurements applied 
to the same water sample. If the difference between two measurements of a same sample using two 
different fluorimeters was larger than 10% of the average value, both measurements (thus the sample) 
were omitted from the data set. In the figures below, measurements from all depths are compared for 
the 1998 to 2001 data sets: 
Fluorimetric chl measurements, 1998 
10 10" 10v 
in situ chl, fluo-1 
Fluorimetric chl measurements, 2000 
10' 
10 10 10" 10' 
in situ chl, fluo-1 
10' 
Fluorimetric chl measurements, 1999 
in situ chl, fluo-1 
Fluorimetric chl measurements, 2001 
10 10 10 
in situ chl, fluo-1 
10 
Fig.4.1 Comparison of two fluorimetric measurements of chl, 1998-2001. (Solid lines: y=x) 
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The measurements made using the two fluorimeters were found to generally be in good agreement (R > 
0.95). Most of the outlier data points can be explained by the field notes, or by the director of the sea 
campaigns (Pierre Larouche, personal communication). The average of the two measurements is 
recorded as the chl concentration value for the sample, and the average of the two (duplicate) samples 
is recorded as the chl concentration value for the depth from which the samples were collected. 
Optically weighted chl values are calculated for each station (for an explanation of optical weighting 
process, see the chapter on methodology). For optically weighted chl values, coherency was checked by 
comparing the weighted chl values obtained by fluorimeter to those obtained by HPLC, when the latter 
is available. 
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Fig. 4.2: Comparison of optically weighted chl data from HPLC and 
fluorimeter (solid line: y=x). R=0.95 , rmse=1.9 mg/m3 and PRME= 7.9% 
Comparison of chl data from the two measurement methods (Fig.4.2) showed good agreement 
(R=0.95), thus confirming the coherency of our optically weighted chl values. Nevertheless, it should 
be noted that there are a few points where some slight difference (less than an order) exists between 
HPLC and fluorimeter. Due to the availability of a higher number of data on the vertical distribution of 
chl, and for purposes of comparison with previous work (Cizmeli, 2008; Jacques, 2000) the weighted 
fluorimetric measurements were taken as the in situ chl data (ground truth) in this study. Unless 
otherwise stated, the chl values given from this point on are optically weighted chlorophyll 
concentrations obtained by the fluorimeter. 
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The spatial distribution of the in situ chl dataset and the chlorophyll concentrations for each station in 
the estuary and Gulf of Saint-Lawrence are shown in Figure 4.3. The highest in situ chlorophyll values 
were measured in the estuary and in the intermediate region between the estuary and north-eastern 
parts of the Gulf (Gyre d'Anticosti). Table 4.1 shows yearly maxima and minima of all fluorimetric in 
situ chl data. It can be seen that 1998 (ship measurements were acquired during autumn cruise) was the 
year with the lowest maximum chl concentrations. The 2000 cruise, during which a late-spring bloom 
was detected in the estuary (S. Roy, pers. comm.), had the highest chl maximum. 
Figure 4.3 The spatial distribution of the in situ chl measurements (matching with SPMR 
measurements) acquired in the Gulf of St. Lawrence over a period of 4 years (1998-2001). 
The smallest minimum chl value also occurred in 2000. Although the fluorimetric measurement gave a 
chl concentration which was unusually low for such marine regions (0.02 mg.m"3), this data point 
(station 107) was retained in our database as both fluorimeter and HPLC measurements (from 
individual measurements at different depths, and data from neighboring stations) indicated very low chl 
concentrations. This station was also noted because of its high concentration of fecal pellets and 
phaeopigments (S.Roy, pers. comm). 
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Year 
MAX 
(mq.m-J) 
MIN 
(mg.m"3) 
1997 
2.43 
0.25 
1998 
1.004 
0.17 
1999 
14.11 
0.19 
2000 
17.3 
0.02 
2001 
10.35 
0.12 
Table 4.1 The maxima and minima for in situ chl data. 
The range of chl concentrations in our dataset is comparable to those found in previous St. 
Lawrence studies. Sinclair (1978) reported an annual variation between 0.1 and 10 mg.m" at a 
single station in the lower St. Lawrence Estuary. In the same region, Fortier and Legendre (1979) 
indicated a weekly variation between 0.1 and 3 mg.m"3 , again at a single station. Other chl values 
reported for the Estuary vary between 0,1 and 6 mg.m" (Therriault and Levasseur, 1985), between 
0.27 and 18,8 mg.m"3 (Blouin, 1996) and between 0.1 and 10 mg.m"3 (Roy et al, 1996). Fewer 
values are available for the Gulf of St. Lawrence. Published chl values vary between 0.1 and 7.5 
mg.m"3 (Fuentes-Yaco et al, 1997) and between 0.13 and 10.88 mg.m"3 (Doyon et al, 2000). 
Examples of typical chl concentration ranges of datasets used in similar studies from the literature 
are as follows: 0.008 to 90 mg.m"3 (Global dataset, SeaWiFS 4th Data Reprocessing, O'Reilly et 
al, 2000); 0.06 to 40 mg.m"3 (European coastal data, Babin et al, 2003) ; 0.2 to 44 mg.m"3 
(English Channel and Bay of Biscay, Gohin et al., 2002). It can thus be stated that the range of chl 
concentration in St. Lawrence Estuary and Gulf is comparable to values measured elsewhere. 
When we plot the histograms of the chlorophyll concentrations (Figure 4.4, linear and In scale), 
we see that most of our data is characterized by low chl concentrations (less than 1 mg.m"). We 
note that a logarithmic scale yields a distribution closer to a normal distribution. 
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chl concentration (mg.m_3) 
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Figure 4.4 a) Histogram of fluorimetric in situ chl data b) same, on logarithmic scale x-axis. 
The St. Lawrence Estuary and Gulf system has previously been classified into 5 regions (Nieke et al, 
2002; P. Larouche, pers comm.) This classification is shown on Fig. 4.5. 
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j- Kstustry and gulf of 5t Lawrence, 
proposed bio-optical classification 
(by Nieke el ah, 2002) 
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New Fmindiand 
Region V ^jfe-
. 1 , . - . 
70* 69* 68* 67* 66° 65* 64* 63* 62* 61* 60* 59* 68* 57* 56* 
Figure 4.5 Proposed classification by Nieke et al. (2002) 
If we separate the whole system into an offshore part (corresponding to regions TV and V in Nieke et 
al, 2000) and a coastal Gulf and Estuarine part (regions I, II and III in Nieke et al. 2000) we can 
generate and overlay separate corresponding histograms (Fig. 4.6). 
39 
20 
18 
16 
14 
sa 
f« 
-a 
° 8 
<D 
£ 6 
- i — I — ( — t — i — i — i — i — i — [ — i — i — : — i t [ t i i i i i i i ^ r 
offshore (east) 
coastal (west) 
1 1 § l l 1 • • 1 1 LX 
0 0.1 0.2 0.3 0.4 OS 0.6 0.8 1 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
cN concentration (mg.ni"3) 
Figure 4.6 Chi data histograms for the offshore (eastern) and coastal (western) halves of the Saint 
Lawrence Gulf and Estuary. The data represents all years. The X-axis scale is tri-linear, (linear 
segments from 0 to 0.6, from 0.6 to 1, and from 1 to 18. X-axis tick labels should be read as 
« maximum value of the interval». 
From the histograms of Fig. 4.6, it can be seen that the eastern (offshore) part of the system is 
characterized by low chl concentrations (mostly lower than 1 mg.m3), whilst the coastal parts (western 
half) can have a larger range of chl. We can further investigate the intra-annual variations of the chl 
data( i.e. with respect to seasonality, Fig. 4.7): 
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(Figure 4.7, see caption in the next page) 
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Figure 4.7 Chl data histograms for the offshore (blue) and coastal regions (red), for each year. X axis tick labels 
should be read as "maximum value of the intervaF 
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The histograms show relatively lower chl concentration during the fall seasons in 1997 and 1998, and 
higher concentrations during the late-spring/summer periods of 1999, 2000 and 2001. During these 
latter seasons, the chl concentration is expected to be lower in the offshore part than in the western 
coastal parts, due to the stratification of the water column and consequent nutrient depletion in the 
upper water column in deep offshore waters. An exception is the 2001 data, where the phytoplankton 
bloom occurred in the eastern Gulf stations (Suzanne Roy, pers. comm.) In that year, the chl 
concentrations in the eastern part of the Gulf were similar to those measured in the rest of the system. 
4.1.2 CDOM data: 
CDOM data acquired from 1998 to 2001 inclusive, is available for most of the stations. Figure 4.8 
shows the variation of optically weighted ag(440) value from estuarine to Gulf stations. (As the station 
index basically increases from western/estuarine to eastern/gulf regions, it can be taken as an 
approximative index increasing from coastal to offshore regions). 
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Figure 4.8 Variation of the natural logarithm (In) of vertically averaged 
ag(440) from west (estuarine stations) to east (offshore stations) 
42 
Even though we found the variations within the same group of stations (having the same decadal values 
in Fig. 3.1) seem to be uncorrelated, a consistently decreasing pattern is observed from the estuarine to 
the Gulf stations. This is the expected behaviour, since the St. Lawrence river and its numerous 
tributaries transport a significant amount of dissolved organic matter to the estuarine waters. 
Table 4.2 shows maxima and minima values of ag(440) recorded during sea missions. 
Year 
MAX (m"1) 
MIN (m1) 
1997 
-
1998 
0.19 
0.04 
1999 
0.41 
0.04 
2000 
1.21 
0.05 
2001 
1.04 
0.03 
Table 4.2 The annual maxima and minima for CDOM data. 
It can be noted that the maximum values of ag(440), recorded in the western (more estuarine) stations, 
show considerable variability, with the highest max values being measured during the spring - summer 
cruises. This can be explained again with the riverine inputs which increase in spring and early summer 
(due to snowmelt and spring rains) and decrease during the late summer and autumn. The minimum 
values are all recorded in the Gulf stations (station index > 70) and they are relatively stable over the 
seasons. Fig. 4.9 shows the histograms for the eastern and western parts. 
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Figure 4.9 CDOM data histograms for the offshore (eastern) and coastal (western) halves of the Saint * 
Lawrence Gulf and Estuary. The X-axis scale is bi-linear, (linear segments from 0.02 to 0.2, and from 
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Salinity and CDOM : 
The correlation between salinity and CDOM absorption coefficient has already been described in 
previous work on the St. Lawrence system (Nieke et al., 1997, 2002; Cizmeli, 2008). This relationship 
is confirmed in the present study. 
A correlation of R= -0.94 (r2=0.88) was found between salinity and ag(440), using the 1998 to 2001 
data ensemble (Fig. 4.10). The linear regression formula which we obtained : 
ag(440) = -0.061 . salinity + 1.98 (Eq . 4.1) 
and the value of the correlation coefficient were quite similar to the previous findings of Cizmeli 
(2008) on nearly the same dataset: (r2= 0.84) ag(440) - -0.066 . salinity + 2.18 (Eq . 4.2) 
The differences between the two regression formula arises from the usage of only in situ data matched 
to SPMR data in the present study. Cizmeli (2008) had no such restriction. By "matched" we mean that 
CDOM and SPMR data were acquired during the same station sampling stop (which lasts around one 
or two hours). In another St. Lawrence study, Nieke et al. (2002) obtained a stronger correlation 
between salinity and CDOM with r2= 0.97. One notable difference between our study and theirs is 
that they used the CDOM fluorescence (excitation at 323nm) as CDOM indicator. 
CDOM versus Salinity 
20 25 
salinity 
35 
Figure 4.10 CDOM data (ag440, units: m" ) versus salinity data. 
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The relationship between CDOM and salinity is well known in the literature: early optical 
oceanographers related CDOM to the observed freshwater fraction or salinity of a water mass (e.g., 
Jerlov, 1953; H0jerslev,1982; cited in Siegel et ah, 2002). It has been confirmed in more recent work 
that CDOM indicators decrease to nearly undetectable values as the salinity approaches oceanic values 
(Blough et ah, 1993; DeGrandpre et ah, 1996; Del Castillo et ah, 1999; Ferrari, 2000; cited in Siegel et 
ah, 2002). Those results suggested high concentration terrestial sources of CDOM in coastal areas. On 
the other hand, open ocean CDOM analyses indicated only small amounts of organic molecular 
markers for terrestrial materials (Meyer-Schulte and Hedges, 1986; Hedges et ah, 1997; Opsahl and 
Benner, 1997; cited in Siegel et ah, 2002), implying that open ocean CDOM is derived from local 
marine sources such as the long-term (multiyear) breakdown products of marine productivity (e.g., 
Kalle, 1966; Bricaud et ah, 1981; Hedges et ah, 1997; cited in Siegel et ah, 2002). Based on these 
findings, Siegel et ah (2000) conclude that coastal CDOM distributions are regulated by land-ocean 
interactions. 
The ag(440) values measured in this study are typical for coastal and marine environments, the values 
found in the literature vary between 0.001 and 0.1 m"1 for open oceanic systems (Siegel et ah, 2002) 
and between around 0.01 and 1 m"1 for similar coastal systems like european-atlantic regions (Babin et 
ah, 2003). The ag(440) values higher than 10 m"1 encountered in the literature were recorded in highly 
turbid areas such as river plumes. 
4.1.3 SPMdata: 
The dataset used in this study consists of all optically weighted SPM measurements which were 
acquired during the same sampling station stops as the radiometric (SPMR) data. The SPM data is 
plotted against station index in Figure 4.11. 
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Figure 4.11 Variation of the optically weighted SPM measurements from 
west (estuarine) to east (offshore) stations. 
Although less obvious than in the case of CDOM , the decreasing trend in SPM concentrations towards 
the offshore region can be seen on this scatterplot. The decrease of SPM is expected due to the river 
inputs, and due to the distance from the shore. Table 4.3 shows the maxima and minima of SPM values 
recorded during the sea missions: 
Year 
MAX (mg.L"1) 
MIN (mg.L"1) 
1997 
1.69 
0.20 
1998 
1.35 
0.19 
1999 
2.81 
0.26 
2000 
6.08 
0.20 
2001 
16.5 
0.58 
Table 4.3 Annual maxima and minima of SPM data. 
The maximum SPM values show large variation with respect to season, maximum values being 
recorded during the spring cruise (2001) and decreasing respectively towards the late fall (1998). This 
also should be related to the riverine input which has its highest level during the springtime. The 
overall histogram of SPM is presented on Figure.4.12. 
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Figure 4.12 SPM data histograms for the offshore (eastern) and coastal (western) halves of the Saint 
Lawrence Gulf and Estuary. X-axis tick labels should be read as « maximum value of the interval». 
It should be noted that the river input is not the only source of SPM in a marine system: the 
resuspension of bottom sediments are especially effective in shallow areas and under turbulent weather 
conditions. Therefore the SPM distribution should be understood to be a function of riverine input, 
currents, and also depth and meteorological conditions. 
The range of SPM data used in this study (min. 0.19 and max. 16.5 mg.L"1 ) are within the range 
encountered in the literature. Babin et al. (2003) for example, reported a minimum of around 0.02 
mg.L"1 (Atlantic) and a maximum of around 70 mg.L"1 (North Sea). 
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4.1.4 Correlations among in situ data fChl. CDOM. SPM): 
The concentration of CDOM is related to the combination of terrestrial organic matter washed out to 
the sea, and of the past and current productivity of the marine environment (e.g., Kalle, 1966; Bricaud 
et ah, 1981 cited in Siegel et ah, 2002). Also, some nutrient input which favours phytoplankton growth 
accompanies CDOM and SPM inputs from riverine flow. Similarly, nutrient input from bottom layers 
occurs during sediment resuspension. Lastly, since part of the CDOM and SPM are of terrestrial 
origin, their concentrations may have some interdependency. All these facts are expected to create a 
certain degree of correlation between chlorophyll, CDOM and SPM concentrations in any marine 
ecosystem. 
Figures 4.13, 4.14 and 4.15 show the correlation between CDOM and SPM with chl in the St. 
Lawrence estuary and Gulf for the dataset used in this study (this data ensemble being restricted by the 
more limited 1998 to 2001 range of CDOM data). 
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Figure 4.13 CDOM-chl correlation, R=0.37 Figure 4.14 SPM-chl correlation, R=0.54 
CDOM and chlorophyll seem to be practically uncorrelated while some correlation exists between chl 
and SPM. The 6 points circled on Figure 4.14 represents stations situated at the western edge of the 
Estuary (all riverine stations with indexes 11, 12, 13 and 14). These stations displayed relatively high 
SPM concentrations as seen on Table 4.4. When the stations are discarded from the regression, the 
correlation between SPM and chl for the remaining regions becomes 0.82 (Figure 4.15). 
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Table 4.4 Outlier stations of S 
Year 
2001 
2001 
2001 
2000 
2000 
2000 
Chi in situ 
0.12 
0.26 
0.62 
1.04 
1.16 
0.73 
SPM 
3.45 
8.92 
16.49 
3.74 
4.51 
6.08 
5M-chl regression (chl in mg.m" and SPM ] 
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Figure 4.15 SPM-chl correlation*, R=0.82 Figure 4.16 CDOM-SPM correlation, R=0.76 
Finally, as seen in Figure 4.16, CDOM and SPM display some significant correlation. When the coastal 
(western, station index <73) and offshore (eastern) stations are analysed separately in terms of the 
correlation between SPM and CDOM, it is found that this two constituents are correlated in the coastal 
part of the system with R= 0.75 (n=60), and practically uncorrelated in the eastern offshore stations, 
with R= 0.19 (n=56). Similarly, the correlation between CDOM and SPM is stronger (R=0.78) at 
ag(440) values exceeding 0.08 m"1 (or In ag(440) >-2.5) , which corresponds to salinity values below 19. 
These findings suggest that the correlation between these two estuary constituents is caused by their 
common terrestrial (riverine) origin. 
Figures 4.17 and 4.18 show spatial distribution and magnitude ranges of CDOM (ag440) and SPM data, 
respectively. 
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Figure 4.17 Distribution and magnitudes of CDOM, ie. ag(440) data, 1998-2001. 
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Figure 4.18 Distribution and magnitudes of SPM data, 1997-2001. 
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4.2 SPMR data 
SPMR Rrs data were provided by Servet Qizmeli (Qizmeli, 2008). Table 4.5 shows the range of the 
SPMR Rrs data for each band. 
Max 
Min 
412 nm 
0.0159 
0.000154 
443 nm 
0.0297 
0.000306 
490 nm 
0.0223 
0.000564 
510 nm 
0.0402 
0.000684 
555 nm 
0.0360 
0.000763 
665 nm 
0.0238 
8.47e-005 
Table 4.5 SPMR Rre data range (1997-2001) for each band (Rre value for above-surface). 
The Figure 4.19 shows SPMR Rre spectra for each subregion : 
_x10 
or 
Subregions' mean spectrum 
f 
412 443 665 490 510 
Wavelength (nm) 
Figure 4.19 Sub-region averages of SPMR R^ spectra (See Appendix-9 for standard deviations). 
The SPMR Rrs spectra of Fig. 4.19 and table 4.5 show variations among subregions in their range and 
peak band. One interesting aspect is a peak shift towards longer wavelength in the estuarine region: the 
peak band is 490nm for stations 11X, 10X and 8X, 510nm for stations 7X and 6X, finally 555nm for 
stations 5X, 4X, 3X, 2X, and IX. 
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The estuarine stations especially showed high Rrs values, the IX stations in particular were 
characterized by much higher amplitudes than the rest of the stations (they are plotted in a separate 
graph, on Fig. 4.20). The curve was generated from a very small number of data samples (N=3 
samples). This may explain the unexpected shape of the average spectrum from this sub-region (for 
other subregions on Fig. 4.19, N > 11. Standard deviation values can be found on Appendix-9 ) . 
0.025i 
0 0 2 
0.015 
S o. 
& 
01 
0.005 
Stations 1X mean spectrum 
»x 
412 443 665 490 510 555 
wavelength (nm) 
Figure 4.20 Average SPMR data spectral distribution for estuarine station IX (N=3). 
The relationship between in situ data and SPMR data will be analyzed in the following chapters . The 
coherency between SPMR data and SeaWiFS data will be shown after the discussion of the SeaWiFS 
data in the next section. 
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4.3 SeaWiFS data 
SeaWiFS Rrs data is used in this work to make comparisons with SPMR data and to help evaluate the 
developed algorithmic equations. In this study, only SeaWiFS bands in the visible part of the spectrum 
are used (bands 412, 443, 490, 510, 555, and 670 nm). A total of 39 SeaWiFS pixels were matched 
with in situ measurements after discarding cloudy images. 
The maxima-minima range of SeaWiFS Rrs data is shown in Table 4.6. 
Max 
Min 
412 nm 
0.003956 
-0.001457 
443 nm 
0.004075 
-0.000361 
490 nm 
0.005043 
0.000535 
510 nm 
0.006053 
0.000532 
555 nm 
0.008846 
0.00067 
670 nm 
0.005572 
-0.000124 
Table 4.6 SeaWiFS Rre data range for each band. 
SeaWiFS Rrs values are generally found to be lower than SPMR Rre values. It should be noted here that 
the number of stations for which SeaWiFS data were available (N=39) was significantly smaller than 
the number of stations with SPMR data (N=169), therefore care should be given in comparing the 
maxima and minima of two types of data. The most important artefact of SeaWiFS Rrs data is the 
negative values found for the 412, 443 and 665 nm bands (better seen on Figures 4.21 and 4.22). 
_ 2 1 — i — : 1 i i i L_ 
412 443 490 510 555 665 
Wavelength (nm) 
Figure 4.21 SeaWiFS Rrs data spectral distribution for subregion averages. 
The red circle shows the negative Rrs values. 
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Figure 4.22 All (matched) data from SeaWiFS (N=39 stations). Negative Rrs can be observed for the 
bands centered at 412, 443 and 665 nm. 
The negative reflectance problem is due to overestimation of the atmospheric contribution by the 
embedded atmospheric correction scripts of SeaDAS (Siegel et al, 2000; Ruddick et al, 2000) This 
shortcoming is more obvious in high chl or in Case-II waters (Ruddick et al, 2000; Gohin et al., 2002). 
In our dataset, there are 10 stations with negative values in the case of the 412nm band ; 3 in the case 
of the 443nm band and 3 in the case of the 670nm band. In this study, the negative values were 
discarded from algorithm analyses. While certain researchers (e.g. Gohin et al., 2002) have argued, 
with some justification, that these data still have physical significance (their spectral form, for example, 
looks quite normal) we decided to eliminate these points in order to avoid obvious numerical problems 
in many of the algorithms which we tested. 
Another interesting aspect of the SeaWiFS Rrs data is that spectra are, like the SPMR data, divided into 
two groups: a higher reflectance, 555nm peak group which contains stations 10's, 30's and 40's, versus 
a lower reflectance, 490 or 510 nm peak group, which contains stations with indexes bigger than 60. 
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Figure 4.23 Comparison of SPMR and SeaWiFS Rrs values in 6 channels. (Solid lines: y=x) 
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Figure 4.23 is a comparison of Rrs values from SeaWiFS and SPMR instruments. SPMR data is 
acquired in water just beneath the surface, whereas SeaWiFS data is acquired at the top of atmosphere. 
SeaWiFS data is accordingly influenced by atmospheric contributions, as well as sea surface 
reflectance. The atmospheric correction generated by SeaDAS is susceptible to various errors in the 
production of sea-level Rrs values. There are other error sources such as radiometric errors and 
absolute calibration errors of the different sensors, time lag that may be as long as hours between data 
acquisition by the two sensors, and very large differences between the effective surface footprint. 
Differences can therefore be expected between SeaWiFS and SPMR estimates of Rrs. 
The SeaWiFS channels where negative Rrs values are encountered (i.e. where SeaDAS overestimated 
the atmospheric contribution) were the 412, 443 and 670 nm bands. These channels also have the 
lowest correlation coefficients when SeaWiFS Rrs values were compared with those from the SPMR. 
The highest coherency is obtained at 555nm band, whilst 443 nm band gives the lowest coherency. 
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V. Application of OC4v4 algorithm and analysis of the mismatch with in situ chlorophyll 
The objective of this chapter is to empirically investigate different approaches to the estimation of chl 
in the St. Lawrence region using the perturbation approach introduced in Chapter 3. We apply the 
Case-I (OC4v4) retrieval to our St. Lawrence data and analyse residuals as a function of both in situ 
and apparent optical parameters. 
5.1 OC4v4 output versus in situ chlorophyll: 
The OC4v4 algorithm was applied to SPMR Rre data in order to obtain first order (biased) chl remote 
sensing estimates in the St. Lawrence Estuary and Gulf, and then to compare these estimations with in 
situ chl data for the purpose of analyzing the residuals. The geographic distribution of the OC4v4 
output and the corresponding in situ chl data distribution are showed on figures 5.1. and 5.2. 
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Figure 5.1 : SPMR OC4v4 chl estimations, all years. 
Fig. 5.1 shows that the highest estimations are in the estuarine region, with moderately high estimates 
(between 1 and 4 mg.m" ) in the Gulf stations, and only two stations with estimates lower than 0.5 
mg.m'3. When the distribution of in situ chl data is considered (Fig. 5.2), it is found that OC4v4 
overestimated the chlorophyll concentration for the vast majority of stations characterized by low in 
situ chl values (see the chl <0.5 mg.m"3points in Fig. 5.2 and compare this with Fig. 5.1). No stations 
in the estuary are associated with OC4v4 estimates lower than 1 mg.m"3. In the Gulf region as well, 
both underestimation and, albeit less pronounced compared to the estuary, overestimation occurred. 
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Fig. 5.2 : In situ chl, all years. 
The geographical distribution of the mismatch between OC4v4 output and in situ chl data can be better 
visualized by plotting the residuals, (OC4v4 output - in situ chl) on Fig. 5.3 : 
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Fig. 5.3 : Difference between OC4v4 and in situ chl, all years. 
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From Fig. 5.3, the largest overestimations occur in the estuarine stations, whilst underestimations can 
be detected almost anywhere in the Gulf or Estuary. Large overestimation values are less frequent in 
the GuE 
The maximum and minimum OC4v4 outputs were, respectively, 12.7 and 0.46 mg.m"3 . The histogram 
of Fig.5.4 reveals a narrower range of OC4v4 output values relative to in situ chl, most of the algorithm 
output chl values being between 1 and 6 mg.m"3. The algorithm was, for the most part, positively 
biased in the case of low in situ chl values and negatively biased in the case of large in situ chl values. 
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Fig. 5.4 : Histograms of in situ chl and SPMR OC4v4 estimations, all years. 
The scatterplot of the OC4v4 output against in situ chl (Fig. 5.5) displays the departure from the y=x 
line. The algorithm overestimated at all stations with in situ chl concentrations less than 2.1 mg.m"3 and 
underestimated at all stations with in situ chl concentrations above 6.7 mg.m"3 . 
The correlation coefficient between SPMR OC4v4 and fluorimeter chl data is R =0.74 on a log 
scale and R=0.72 on a linear scale, with raise = 2.52 mg.m"3 and PRME=15%. The absolute 
percentage difference is 226%, which exceeds considerably the SeaWiFS project target of 35%. 
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When the differences (i.e. residuals, hereafter called bias, meaning underestimation or overestimation) 
are analyzed versus optically active constituents (chl, CDOM and SPM) the first obvious correlation is 
between the bias and in situ chlorophyll (Fig. 5.6). 
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Fig. 5.6: a) Bias versus in situ chl, R= -0.91 b) Same, log scale on X axis. 
The scatterplots on Fig. 5.6 show two types of behaviour: below 2 mg.m" in situ chl, the bias seems to 
be uncorrelated to the chl concentration (better seen in Fig. 5.6b). Above 2 mg.m" in situ chl however, 
the bias is strongly correlated to in situ chl concentration, (this strong correlation generates a high 
negative correlation coefficient for the entire dataset: R= -0.91). This shows that there is a systematic 
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underestimation by OC4v4 at high chlorophyll concentrations. The systematic underestimation by 
OC4v4, mostly in Case-I waters, has been reported by many researchers (e.g. Garcia et al, 2005; 
Murphy et al, 2001; Devred et al., 2005), particularly at high chl concentrations (Feldman and Patt, 
2003) and particularly at high chl concentrations and high lattitudes (Cota et al., 2003; Stramska et al., 
2003). We recognize that the correlation in Fig. 5.6 is largely artifactual; it indicates that the OC4v4 
estimates roughly saturate at large values of in situ chl (c.f. Fig. 5.5a) and thus the difference becomes 
approximately proportional to the second term of the difference (i.e. - chl {in situ)). 
5.2 OC4v4 output versus CDOM (ag440) : 
When the SPMR OC4v4 retrieved values are plotted versus CDOM data (Fig. 5.7), a significant 
correlation coefficient, R=0.70 is obtained. This correlation can have two possible explanations: either 
CDOM dominates chl and the correlation with the OC4v4 output is simply due to the algorithm 
reacting to the dominating presence of CDOM, or CDOM correlates with in situ chl without being 
optically dominant and thus acts as a neutral proxy for chlorophyll (this latter explanation assumes that 
the less than strong correlation between OC4v4 chl and in situ chl does not affect as a perturbing 
factor). 
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Fig. 5.7 a: SPMR OC4v4 vs CDOM scatterogram. 2b: Log scale. R =0.70 
From Chapter IV, Figure 4.13, the correlation coefficient between ag440 and in situ chl is R=0.37 
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Considering these findings (i.e. the proxy effect is virtually negligible) and also the well known 
spectral similarities between the absorption coefficients of CDOM and chl in the blue-green spectral 
region (Sathyendranath, 2000; Bukata et al, 1985) it can be stated that CDOM competes with chl in 
terms of affecting OC4v4 band ratios in the study area. Further analyses of this CDOM interaction in 
terms of reflectance band ratios will be discussed in Chapter VI. 
Figure 5.8 shows the scatterplot of OC4v4 bias versus CDOM concentration: 
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Figure 5.8 a: Bias vs CDOM scatterogram. b: For chl < 0.6 mg.m"3, R =0.87, N=47. The data are from 
the total dataset of matching chl and ag(440) samples. 
The correlation coefficient between the OC4v4 bias and CDOM data is R= -0.17 (Fig. 5.8a). Below an 
arbitrary threshold of 1.4 mg.m"3 , the correlation increases to R =0.65 and for in situ chl concentrations 
lower than 0.6 mg.m"3, a stronger correlation is obtained with R =0.87 . This clearly shows that at lower 
chl concentrations, the OC4v4 bias is influenced by CDOM (by either the optical dominance or proxy 
relationship defined above). 
5.3 OC4v4 output versus SPM : 
SPM data, in a similar fashion to the CDOM case, was found to be correlated with the OC4v4 output 
(R=0.73). The correlation coefficient is larger at low SPM values, while at higher values the data is 
more dispersed. The correlation between algorithm output and SPM seems, as in CDOM case, to be 
related to optical competition, since the in situ correlation between SPM and chl is only R=0.54. 
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Figure 5.9 a: SPMR OC4v4 vs SPM scatterogram. b: Log scale. R =0.73 
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Figure 5.10 shows the scatterplots of the bias versus SPM for the whole dataset, and for the chl 
thresholds used in section 5.2. The correlation coefficient for the whole dataset is R=-0.12, however 
when data is divided according to the arbitrary 1.4 mg.ni3 in situ chl threshold, one sees that at stations 
with higher chlorophyll concentrations, the bias by OC4v4 is correlated to SPM with R= -0.66 (N=50) 
and at stations with lower chl, the correlation between the bias and SPM is R= 0.59 (N=109). Taking 
into account stations with less than 0.6 mg.m"3 in situ chL the SPM-bias correlation is R=0.67 (N=71). 
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Two points are interesting to note here: at stations with low in situ chlorophyll values, the correlation 
between the bias and SPM is weaker than that between the bias and CDOM, and secondly, that unlike 
CDOM, SPM is moderately correlated with underestimation at high chl concentrations. However, for 
this second remark, it should be remembered that there is a low but significant correlation between 
SPM and in situ chlorophyll as seen in Chapter IV (Fig. 4.14). 
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Figure 5.11: SPMR 0C4 output versus 
in situ constituents, all data The 
correlation coefficients were computed 
from the data after transformation to a log 
scale. 
Fig. 5.11 is a summary mosaic of the SPMR OC4v4 chl estimates versus the three key optical 
constituents (graphs already presented in the analysis above, this view allows one to better appreciate 
the commonalities of the graphs). The dispersion of the scatterplots at low constituent concentrations, 
and an appearant decrease in the observable (lower-concentration) trend at high concentrations is a 
common feature of all three constituent graphs. 
5.4 Regional Tuning of OC4v4 for the St. Lawrence : 
Readaptation or regional tuning of the coefficients in a band-ratio algorithm to specific water types is 
often used as a simple means to improve the accuracy of RS retrievals in non Case-I waters (e.g. 
Kostadinov et al, 2007; Garcia et al., 2005; Cota et al, 2003) The procedure consists of redefining 
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the algorithm coefficients in order to minimize the rms residual errors between the evolving band-ratio 
algorithm outputs and the in situ data. However, this method has certain disadvantages and care should 
accordingly be taken in using such tuned algorithms. (See the discussion at the end of this subsection) 
The coefficients of the readapted algorithm (StL_OC4) are found using the polyfit function of Matlab®. 
The resulting formula is given below, and its output, plotted against in situ chl is in Fig. 5.12. 
logio(StL_OC4)= -117.9 R 4 + 34.18 R3 + 11.13 R 2 - 5.847 R + 0.07 
where R= Log10 [max {Rrs (443), RK (490), Rre (510)} / Rre (555) ] 
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The increase in correlation between in situ and algorithm derived chl obtained by tuning the OC4v4 to 
study area is practically insignificant: the log-scale correlation coefficient, hereafter Riog, increased 
only from 0.74 to only 0.75 and the linear correlation coefficient, hereafter Ru„ , decreased from 0.72 to 
0.71. The root mean square error (rmse) of 2.48 mg.m"3 , improved by only 0.04 mg.m"3 with respect to 
original OC4v4 algorithm. PRME value remained 15%. An apparent improvement involves the 
overestimation at low chl values: the cluster of points below about 2 mg.m"3 chl are less dispersed 
about the y=x line in Fig. 5.12 than in Fig. 5.5 . On the other hand, the underestimation at high in situ 
chl persists. The APD improves to 96% (for OC4v4, APD is 226%). 
The correlation between the SfL_OC4 output and CDOM, is the same as OC4v4-CDOM correlation: 
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Riog = 0.70. The StL_OC4 - SPM correlation, with Riog = 0.74, is slightly higher than OC4v4-SPM 
correlation. Therefore it can be stated that tuning of OC4v4 to St. Lawrence data did not provide any 
decorrelation improvement between retrieved chl and non-chl constituents. 
Observation of the histogram (Fig. 5.13) reveals that in situ and StL_OC4 algorithm derived chl ranges 
are more comparable relative to the histogram of Fig. 5.4 (in particular at lower chl values as noted 
above in the overestimation discussion). On the other hand, overestimation of the lowest in situ chl 
(less then 0.3 mg.m"3) values remains problematic. 
in situ chl 
StL-OC4 output 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.8 1 1.2 1.5 2 2.5 3 4 6 8 10 12 14 16 18 
chl (mg.m3) intervals 
Figure 5.13 : Histograms of in situ chl and SPMR StL_OC4 estimations, all years. 
Discussion about 'readaptation' of polynomial algorithms: 
Readaptation of polynomial algorithms, especially with a data set containing relatively few, range-
limited points (as compared with the original and very extensive data set from whence came the OC4v4 
algorithm), may be misleading. For St.L_OC4, the input logio band ratios below around -0.2 yield an 
output which decreases with decreasing band ratio. This has no physical meaning, since the blue-to-
green band ratio should increase with decreasing chlorophyll. Furthermore two different band ratios 
may theoretically retrieve the same RS chl (as shown with arrows). 
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Fig. 5.14 : Scatterplot of logio in situ chl versus band ratio used in OC4v4 algorithm, and 
representations of OC4v4 and StL-OC4 algorithm functions. 
Another important fact is that with this regression optimizing algorithm, there is no possibility of 
retrieving a chlorophyll output of > 18.2 mg.m"3 from StL_OC4. This is unacceptable since such high 
concentrations are common in coastal environments. As can be understood from the discussion in 
section 4.1.1, typical chl concentrations in similar coastal regions in global validation datasets can go 
up to 40 mg.m"3 (Babin et al, 2003) or even up to 90 mg.m"3 chlorophyll (O'Reilly et al., 2000). 
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5.5 Discussion and conclusive remarks about OC4v4 evaluation for St. Lawrence dataset 
The performance of the OC4v4 retrieval algorithm for the Estuary and Gulf of St. Lawrence have been 
evaluated, and the OC4v4 estimation error was analyzed in terms of in situ constituents (chl, CDOM 
and SPM). 
OC4v4 overestimated all in situ chl concentrations below a threshold of -2.1 mg.m"3 and 
underestimated above around 5 mg.m"3. This type of behaviour is reported in the literature for other 
regions; for example Smyth et al. (2002) reported a threshold of around 1 mg.m"3 for the northwest 
coast of Spain, below which OC4v4 overestimates the chlorophyll concentration, and above which it 
underestimates. Cota et al. (2003) pointed out that, particularly in coastal areas and high latitudes such 
as the Labrador Sea, low chlorophyll concentrations are overestimated by OC4v4 while higher 
concentrations, especially in blooms, are underestimated. They suggested that using regionally tuned 
algorithms would improve the reliability of chlorophyll concentration retrievals. Their findings are 
interesting as a parallel to this study: the Labrador Sea and the Gulf of St. Lawrence are connected via 
the Strait of Belle Isle, and the Labrador Current (via the straits of Belle Isle and Cabot) is an 
important water input and circulation feature in the St. Lawrence. 
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Figure 5.15. Surface currents of the St. Lawrence. (Fisheries and Oceans Canada, Physical Modelling 
Section). (URL.5.1) 
Stramska et al, (2003) reported that functional NASA global algorithms, OC2, OC4, and chlor-
MODIS, generally overestimate chl in the arctic and subarctic waters by a factor of about 2 at low 
pigment concentrations (<0.2 mg.m"3) and underestimate at higher concentrations (e.g. 20-50% at 2-3 
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mg.m3). The same authors along with Sathyendranath et al. (2001) reported that data from the 
Labrador Sea differed from the low to mid-latitude data which was used in developing the global 
chlorophyll retrieval algorithms. 
In the present study, the bias (overestimation or underestimation) involves dependencies, of one form 
or another, which are functions of all constituents. There is no significant correlation between the bias 
and CDOM or SPM, when the whole range of chl concentrations is considered. Therefore, the 
mismatch between algorithm derived chl and in situ chl cannot be attributed directly to the effect of a 
single constituent for the whole data. However, at lower in situ chl concentrations, a relationship 
between CDOM and OC4v4 output becomes more obvious (Fig. 5.8b), presumably because the 
contribution of chl to the OC4v4 band ratio variations is weak, while the contributions of CDOM 
and/or SPM are relatively strong. 
At high chl concentrations, the underestimation by OC4v4 seems to be mostly correlated to in situ chl 
itself (Fig. 5.6), although some correlation with SPM is also detected (Fig. 5.10.a). This saturation 
effect in chl estimation feature has previously been reported and attributed to the package effect 
(Stramska et al, 2003; Sathyendranath et al, 2001). It has been ascribed more precisely to larger 
diatom cells acclimatized to higher latitudes with increased chl content and lower secondary pigments; 
this causes them to have low values of chl-specific absorption in the blue spectral region. 
Concerning the geographical pattern of the mismatch between in situ and OC4v4 chlorophyll, 
overestimation is found to be more pronounced in the estuary than in the gulf stations. 
Underestimations are detected at several stations in almost any region, whether in the estuary or the 
gulf (i.e. there was no systematic geographical pattern). 
To summarize, the OC4v4 performance in detecting chlorophyll concentration in the study area was 
found to have some significant shortcomings: 
- Moderately low coefficients of correlation/determination: R=0.74,1^=0.55 (e.g.: Gregg and Casey, 
(2004) reported global 1^=0.72 for open ocean and global r2= 0.60 for coastal regions), 
- Overestimation at low chl, and underestimation at high chl values, 
- High correlations between OC4v4 output value and CDOM or SPM (a result which is somewhat 
expected in Case-II waters). 
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VI. Spectral Information and their relationship with in situ constituents 
The empirical RS algorithm development is based on the spectral information extracted from those 
SPMR bands which correspond to SeaWiFS bands. The main set of data thus consists of the Rrs data 
from 6 bands with nominal central wavelengths of 412, 443, 490, 510, 555 and 665 nm. This chapter 
focuses on the Rrs spectral information and its correlation with in situ constituents. In the first section, 
correlations between Rrs data from each band and in situ constituents are shown. The correlations 
between in situ data and band ratios are investigated in the second section while the third section is 
dedicated to a similar analysis using band slopes (slope of the spectra between two bands). In the fourth 
section we discuss the findings and their coherence with radiative transfer simulations (Biopti® model) 
and with the literature. This chapter, within the context of RS algorithm development, concerns the 
analysis of possible input parameters for new algorithmic functions. The reader will note that all 
graphical analyses are plotted with the in situ parameters versus parameters derived from RS data; this 
reflects our philosophy of searching for relations which focus on the estimation of the former (whether 
principal or secondary parameters) from the latter. The work concerning development of empirical 
algorithms will be reported in Chapter 7. 
6.1 In situ constituent parameters versus Rrs for SeaWiFS bands 
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Fig. 6.1 : SPMR Rrs data versus in situ chl, all years. 
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Fig. 6.2 : SPMR Rrs data versus CDOM (ag440), all years. 
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Fig. 6.3 : SPMR Rrs data versus SPM, all years. 
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Figure 6.1, shows low correlations between in situ chl and Rrs with the strongest negative correlation 
being observed for the 443nm and 490nm bands. The reflectance at 555nm, where the chlorophyll 
absorption is theoretically the lowest, shows the weakest correlation among all bands. An interesting 
aspect is the marginally significant positive correlation for the 665nm band. The results of Chapter 4 
(Figures 4.14 and 4.15) suggest that this positive correlation, if we assume that it has some 
significance, can be explained by the positive correlation between chl and SPM. Further discussion 
about optical signatures in the presence of correlated constituents is deferred until section 6.3, where 
we use Biopti® simulations to assist our analyses. 
The correlation between CDOM data and Rrs is seen to increase with wavelength in Figure 6.2. It is 
interesting to note here that the only expected negative correlation between CDOM and Rrs should 
occur at the smaller wavelengths while in actual fact the correlation is weak in that spectral region (R= 
-0.12 at 412nm) and gets progressively stronger (more positive) with increasing wavelength. We can 
appeal again to inter-constituent correlations as a possible explanation by noting that the correlation 
between CDOM and SPM was R=0.76 (Chapter 4, Figure 4.16). This will be further discussed and 
simulated in section 6.3. Figure 6.3 shows that the correlation between SPM data and Rrs increases 
with wavelength. 
An important detail to note in this section is that chl was uncorrelated with Rrs at 555nm (often used as 
the normalizing band in band-ratio algorithms such as OC4v4), while CDOM and SPM were weakly 
but significantly correlated with this parameter. 
6.2 In situ constituent parameters versus band ratios 
For chl, the largest amplitude correlation (R=-0.74) was obtained with the Rrs 510nm to Rrs 555nm 
band ratio (Table 6.1). It is interesting that the strongest correlation was not obtained for the 
443nm/555nm band ratio, despite the fact that pure chl absorption should be maximum around 443nm 
(Fig. 1.4, Purves et ah, 1995, Bukata et ai, 1985). This ratio yielded a weak correlation coefficient of 
R=-0.41, while the 490nm/555nm ratio regression resulted in a moderately weak correlation with R= -
0.68. Ratios involving the 412nm band in the numerator yielded very small correlation coefficients. 
Four of these ratios actually yielded positive correlation coefficients. 
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Having 665nm as denominator yielded similar correlations coefficients to those obtained with 555nm 
as denominator. Neither case, however, attained the correlation coefficient amplitudes obtained with 
the 510nm/555nm ratio. 
Table 6.1 lists the correlation coefficients between in situ constituents and band ratios (the scatterplots 
can be found in Appendix 10). Figure 6.4 shows the graphical representation of the correlation 
coefficients between in situ constituent parameters and Rrs band ratios. 
Rrs412/Rrs443 
Rrs412/Rrs490 
Rrs412/Rrs510 
Rrs412/Rrs555 
Rrs412/Rrs665 
Rrs443/Rrs490 
Rrs443/Rrs510 
Rrs443/Rrs555 
Rrs443/Rrs665 
Rrs490/Rrs510 
Rrs490/Rrs555 
Rrs490/Rrs665 
Rrs510/Rrs555 
Rrs510/Rrs665 
Rrs555/Rrs665 
chl 
0.21 
0.22 
0.14 
-0.07 
-0.26 
0.14 
-0.07 
-0.41 
-0.51 
-0.49 
-0.68 
-0.60 
-0.74 
-0.59 
-0.50 
CDOM (ag440) 
-0.47 
-0.60 
-0.67 
-0.77 
-0.86 
-0.32 
-0.57 
-0.74 
-0.86 
-0.75 
-0.76 
-0.86 
-0.70 
-0.85 
-0.85 
SPM 
-0.34 
-0.33 
-0.41 
-0.56 
-0.73 
-0.04 
-0.28 
-0.56 
-0.74 
-0.65 
-0.75 
-0.80 
-0.73 
-0.80 
-0.76 
Table 6.1. Correlation coefficients between in situ constituents and band ratios. 
In general, the highest band ratio correlations were found for ag440 data, and especially for band ratios 
involving 665 nm as denominator. The most important aspect about correlation coefficients seen on 
Table 6.1 and Fig. 6.4, within the context of developing a Case-II chl retrieval algorithm, was that the 
negative correlations for the CDOM (ag440) and SPM cases were of larger amplitude than the negative 
correlations obtained for chl (except for the 510/555 nm case). This leads to significant correlations 
found between OC4v4 output and these non-chlorophyllous constituents (Fig. 5.11). It can be expected 
that any single BR formulation would yield BR-to-CDOM or BR-to-SPM correlation coefficients 
which are of the same order of magnitude. 
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Figure 6.4 : Correlation coefficients between in situ constituent parameters and SPMR Rre band ratios 
(In-ln space). 
The positive correlation observed in Figure 6.2 (except at 412 nm), might be due to effects of 
backscattering: the positive correlation between CDOM and SPM suggests that SPM backscatter could 
account for the increase in Rrs amplitude with increasing CDOM. In contrast, the correlation between 
band ratios and CDOM are found to be negative (Table 6.1 and Fig. 6.4). This would suggest a 
common influence in both Rrs components of the band ratio which is (roughly speaking) approximately 
eliminated by the use of a ratio. 
6.3 In situ constituent parameters versus band-slopes 
The spectral slope of Rrs between two bands contains information about the variation of R^ across the 
spectral interval spanned by the two bands. In this study, the band slope is taken as: 
Band Slope (kt J^ ) = [ R A ) - R ^ ) ] / [ V X{\ Eq.6.1 
where % is wavelength. The chl, CDOM and SPM data plotted against band slopes can be found in 
Appendix-10. Linear scale is used in graphics, to prevent negative slopes from giving complex 
logarithm values. The correlation coefficients are thus retrieved in linear space. Table 6.2 lists the 
correlation coefficients between in situ constituents and band slopes. Figure 6.5 shows the graphical 
representation of the correlation coefficients. 
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R«443&Rrs490 
Rre443&Rrs510 
Rre443 & Rrs555 
R * 4 4 3 & R „ 6 6 5 
Rre490&Rrs510 
R„490 ( 3 ^ 5 5 5 
Rre490«&Rrs665 
Rre510&Rrs555 
Rre510&Rrs665 
Rre555&Rrs665 
chl 
-0.14 
-0.21 
-0.17 
-0.08 
-0.00 
-0.15 
-0.12 
0.04 
0.28 
0.03 
0.20 
0.29 
0.31 
0.23 
0.13 
CDOM (ag440) 
0.68 
0.72 
0.74 
0.78 
0.78 
-0.01 
0.30 
0.53 
0.14 
0.57 
0.64 
-0.05 
0.43 
-0.45 
-0.57 
SPM 
0.79 
0.69 
0.77 
0.86 
0.83 
-0.25 
0.23 
0.62 
0.04 
0.86 
0.89 
0.14 
0.68 
-0.27 
-0.56 
Table 6.2. Correlation coefficients between in situ constituents and band slopes. 
Correlation between optically active constituents are band slopes 
i [ i [ [ [ 1 1 1 [ 1 [ f 
412-443 412-490 412-510 412-555 412-665 443490 443-510 443-555 44^665 490-510 490-555 490-665 510-555 510-665 555665 
Figure 6.5 : Correlation coefficients between in situ constituent parameters and SPMR Rrs band slopes. 
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Fig. 6.5 shows that in general the correlation coefficients of ag440 (CDOM) and SPM for linear plots 
versus band slopes are quite similar. It can also be stated that chlorophyll has a different correlation 
signature and shows weaker correlation with band slopes when compared to CDOM or SPM. 
The maximum correlation is between SPM and the 490-555nm band slope (R=0.89). The maximum 
CDOM correlations occur for the 412-555nm and 412-665nm band slopes (R=0.78). The maximum chl 
correlation occurs for the 510-555nm band slope (R=0.31). The chl correlation coefficient 'signature' in 
Fig. 6.5 clearly differs significantly from those of CDOM and SPM. 
6.4 Discussion about spectral information versus in situ constituents 
The most important finding from the band ratio analyses is that the CDOM and SPM correlations are 
greater than the chl-correlations. Given these constraints, it is difficult to imagine a chl RS algorithm 
which could aspire to separate chl from the contributions of CDOM and SPM (if we rely solely on a 
single two-band ratio algorithm). 
The highest chl correlation was found for the 510/555nm band ratio, and not for the 443/5 5 5nm ratio 
even though the chlorophyll-a absorption maximum is located near 443nm. This finding is not unlike 
the findings of Aiken et ah (1995) who stated that the high co-occurence and covariance of chl and 
carotenoids (which absorb at 490 and 510 nm), coupled with CDOM absorption at shorther 
wavelengths degrades the correlation with chl at shorther wavelengths and causes the maximum 
correlation to be observed at 490/555nm or at 510/555nm. Similarly, O'Reilly et al. (1998) reported 
that the 443/555 nm ratio was more vulnerable to CDOM absorption (which increases exponentially 
with decreasing wavelength). In another study, O'Reilly et al. (2000) reported, without mentioning 
CDOM, that the 510/555nm ratio was the best correlated index in waters with chl concentration higher 
than 3 mg.m"3. 
We can examine the 443/555nm, 490/555nm and 510/555nm ratios separately in more coastal and 
more offshore parts of St Lawrence. In coastal stations with indexes lower than 70 it is more probable 
to find Case-II type of waters, and offshore stations with station indexes higher than 70 are more 
probably Case I (see Fig. 4.5 for the map of station positions). Table 6.3 shows the variation of the 
correlation between chlorophyll and the three band ratios for coastal and offshore stations. 
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Coastal 
Offshore 
Rrs443/Rrs555 
-0.10 
-0.43 
Rrs490/Rrs555 
-0.56 
-0.71 
Rrs510/Rrs555 
-0.68 
-0.72 
Table 6.3 : Chl-correlation coefficients of the three primary band ratios in coastal and offshore regions. 
It can be seen that while the chl-correlation of all three band ratios deteriorate in coastal regions, the 
chl-correlation with the 443/5 5 5nm ratio is the most sensitive to the occurrence of Case II waters, while 
chl-correlation with the 510/555nm ratio is the most resistant. 
Moderately large correlation coefficients were found between SPM concentrations and band slopes, 
especially for the 443 & 555nm, 490 & 510nm, 490 & 555nm and 510 & 555nm band couples. 
Increases in SPM levels result in a wavelength dependent response with the net effect being to 
accentuate « differences between absorption dominated troughs and scattering dominated peaks » in 
mesocosm tank experiments (Schalles et al, 2001). Accentuated differences between troughs and 
peaks translate into changes in spectral slopes, which may be a reason for the moderately high 
correlation found in this study between SPM concentrations and some of the band slopes. 
The effect of CDOM and SPM concentrations on the correlation coefficients differ from what would be 
expected if one were to simulate Rrs based on a simple model of uncorrelated constituents. As was 
observed above, the measured ag440 was positively correlated with Rrs in all bands except for the 
412nm band (Fig. 6.2) and the SPM concentration was negatively correlated with band ratios (Table 
6.1). A possible explanation could be related to the correlations between in situ chl and SPM, and 
between SPM and CDOM. To better understand the effects of inter-parameter correlation, a simulation 
was performed with the Biopti® radiative transfer model (Hoogenboom, 1996; Dekker et al, 1997). In 
this simulation, the three constituents (chl, CDOM and SPM) were allowed to covary with 100% 
positive and linear correlation. Ten sets of spectra were then generated starting from minimum 
concentrations for all three constituents, and uniformly incrementing the model inputs so that the range 
of all constituent measurements in the St. Lawrence dataset was encompassed. 
This simulation is rather hypothetical since in the real dataset the correlations were not unity, nor was 
the spread of points between each constituent's data range uniform (see histograms in Chapter 4). 
Nonetheless, the resulting simulated spectra (Figure 6.6) help to explain some correlative aspects 
between the in situ constituent parameters and the spectral data. 
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Figure 6.6 : Biopti simulations for St. Lawrence R,s spectra. Run-1 simulates the spectra for typically minimum 
values of chl, CDOM and SPM (0.1 mg.m"3, 0.03 m*1, 0.4 mg/L, respectively). For the next 9 runs, values have 
been uniformly incremented by +1.7 mg.m"3 for chl, +0.13 m1 for CDOM, and +1.1 mg/L for SPM, to reach the 
final values of 15.4 mg.m"3, 1.2 m"l, 10.3 mg/L, respectively, in the 10th run . Depth is chosen arbitrarily as 
z=50m to prevent inclusion of bottom effect in the simulation. 
A hinge point in the spectra of Fig. 6.6 can be seen at approximately 500nm. At shorter wavelengths 
the Rre values decrease with increasing concentration of all constituents (absorption dominant part), and 
at longer wavelengths the reflectance increases with increasing concentration (scattering dominant 
part). The type of spectral behaviour seen on Fig. 6.6 could explain (only qualitatively) how CDOM 
data, correlated to some degree with SPM (Fig. 4.16), can have a positive correlation withRrs at longer 
wavelengths (Fig. 6.2) when its optical absorption effects are effectively negligible, and how chl data, 
correlated with SPM, can covary positively with Ris at 665nm (Fig. 6.1, if we assume that R=0.23 can 
have some significance). 
The pattern of a hinge point in reflectance spectra is reported in the literature, for example by Schalles 
(2006) who investigated reflectance spectra of graded chl levels (0.4 to 62.2 mg.m"3) for 
dilution/enrichment scheme experiments in mesocosm tanks. The author attributed the detected spectral 
behavior to increased scattering with increased cell densities, and to wavelength dependent absorption. 
Bukata et al. (1995; cited in Schalles, 2006) showed that the position of the hinge point shifts towards 
longer wavelengths when SPM increases. 
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VII. Algorithmic equations for chlorophyll 
In this chapter, algorithmic functions will be investigated empirically in terms of regressions between 
band ratios (and slopes) and in situ chlorophyll. Algorithmic functions tested in this study are basically 
of the form: 
f (Termi, Term2,...) = chlorophyll Eq.7.1 
where the variables Termi , Terai2 , ... are ratios of RS reflectances measured in two separate bands 
(hereafter referred to as band-ratios), or the difference of RS reflectances measured across two separate 
bands divided by the difference of their nominal wavelengths X2- X,i (hereafter called band-slopes). 
Band Ratio (h/h) = Rrs(^i) / R A ) Eq.7.2a 
Band Slope (X{_l2)= [ RJfa) -RnAi) ] / [ X2- h] Eq.7.2b 
In the following sections, a variety of different types of arguments in equation 7.1 are investigated in 
order to develop algorithmic functions through regression - or multiple regression - analysis : 
- algorithms using a single band-ratio (one variable, 2 bands) 
- algorithms using single band-slope (one variable, 2 bands) 
- algorithms using two band-ratios (two variables, at least 3 bands) 
- algorithm using three band-ratios (three variables, at least 4 bands) 
- algorithms using two band-slopes (two variables, at least 3 bands) 
- algorithms using a single band-ratio and a single band-slope (two variables, at least 3 bands) 
- algorithms using a single band-ratio and two band-slopes (three variables, at least 4 bands) 
- algorithms using two band-ratios and a single band-slope (three variables, at least 4 bands) 
When building an algorithmic function based on the regression between f (Term-1, Term-2,...) and in 
situ chl, the degree of freedom is the number of variables - 1 . Based on the above list, we can build the 
following table to summarize the algorithmic forms investigated in the current study: 
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Single BR 
Two BR 
Three BR 
Single BS 
TwoBS 
1BR+1BS 
2BR+1BS 
1BR+2BS 
fable 7.1 : Alg< 
#V 
1 
2 
3 
1 
2 
2 
3 
3 
Drithm i 
#B 
2 
3 or 4 
4 or 5 
or 6 
2 
3 or 4 
2 to 4 
3 to 6 
3 to 6 
#BR 
1 
2 
3 
-
-
1 
2 
1 
brms investigatec 
#BS 
-
-
-
1 
2 
1 
1 
2 
poly, 
order 
4 
1 
1 
4 
1 
1 
1 
1 
in this study. 
Algorithmic equation 
ln(chl) = Iailni(BR) 
ln(chl) =a + b. ln(BRi) + c.ln(BR2) 
ln(chl) =a + b. ln(BR0 + c.ln(BR2) +d.ln(BR3) 
chl = a+b.BS 
chl = a + b.BSi + c.BS2 
ln(chl) =a + b. ln(BR0 + c.BS 
ln(chl) =a + b. ln(BRi) + c. ln(BR2) + d.BS 
ln(chl) =a + b. ln(BR) + c.BS, + d.BS2 
#V=number of variables, #B=number of ban 
involved in the algorithm, BR= Band Ratio, BS= Band Slope . 
For single band ratio and single band-slope algorithms, a 4l order polynomial regression was applied 
to mimic the form of the OC4v4 algorithm. Only a first order equation was applied for the other cases 
listed in Table 7.1. 
7.1 Selection criteria 
Data from 6 bands gave 15 different combinations of independent band-ratios and 15 independent 
combinations of band slopes. When performing a multiple regression analysis with such a set of 
independent terms versus chl, hundreds of configurations are possible. In all that follows we 
investigated the regressions between estimated chl (the algorithms of Table 7.1) and in situ chl on log-
log and bi-linear space (log-log and bi-linear graphs). Thus for example, we quote results for the 
correlation coefficients in log-log and bi-linear space (Riog and Rhn). Correlations between estimated chl 
and CDOM (RCDOM) as well as between estimated chl and SPM (R SPM) were computed in log-log 
space. To select the most useful algorithmic equations among these configurations, the following 
criteria was set: 
- High correlation coefficient Riog between in situ chl and algorithm output (log-log scale). 
- High Riin between in situ chl and algorithm output (as a secondary criteria). 
- Low rmse (mg.m"3) and low PRME (%). 
- Decorrelation between algorithm output and CDOM (and SPM): 
• The correlation between algorithm output and CDOM (RCDOM) should be decreased down 
to in situ correlation levels between chl and CDOM . 
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• The correlation between algorithm output and SPM (R_SPM) should be decreased down to 
in situ correlation levels between chl and SPM . 
- Scatterogram evaluation (Visual examination, linearity, scattering from y = x line, taking into 
account the number and extent of outlier points) 
- Histogram evaluation when needed: Visual and quantitative, by variation (range), median, mean. 
- A preference was given to algorithms involving the 443, 490, 510 and 555nm bands We prefer, if 
possible, to not detract significantly from well tested algorithms which, for example, were 
influenced by the need to avoid the more serious atmospheric contamination effects found in the 
shorter blue wavelengths. 
For every BR and BS combination, a regression analysis is performed and a plot of Riog, Rim and rmse 
versus algorithm number is drawn to select promising algorithms. An example is shown on Fig. 7.1, for 
the algorithms involving 2 BR and one BS. More than 1500 combination are possible for these types 
of algorithms, and each one is represented by a computing count number on the X-axis . 
11 1 1 i i I i i l 
0 200 400 600 800 1000 1200 1400 1600 
court* 
Fig. 7.1. Example plot of Riog (blue circles) and R^ (red dots) versus algorithm number, for 2 BR and 1 BS 
algorithms (investigated on section 7.2.7). Green ellipse shows best options for algorithm development. 
The algorithms yielding higher values for both Riog and RHD are outlined by the ellipse in Figure 7.1. 
This criteria, combined with the lower rmse' criteria (Fig. 7.2) help in the selection of one algorithm 
over more than a thousand algorithms tested in the multiple regression analysis. The algorithms giving 
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maximal Riog and Run values and minimal rmse values are retained and further filtered to select the 
ones that give minimal correlation with CDOM and SPM. 
In the following sections the algorithm with the optimum criteria characteristics will be shown for each 
combination. 
600 800 
count# 
1600 
Fig. 7.2. Example plot of rmse versus algorithm number, for the test of 2 BR and 1 BS algorithms. (The 
rmse plots will not be shown for every algorithmic equation) 
7.2 Algorithmic functions 
7.2.1 Single band-ratio algorithms: 
i th There are 15 possible combinations of band-ratios. The 4 order polynomial fits yield the correlation 
coefficients seen in Fig. 7.3. 
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Band Ratio 
Fig. 7.3. Correlation coefficients between in situ chl and single band-ratio algorithm outputs. The X 
axis shows the band ratios used in the algorithm. 
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The chl-correlation of the 4 order algorithm output is generally very close to the chl-correlation of the 
band ratios involved (Fig. 6.4) The optimal single band-ratio algorithm occurs for the 510 to 555nm 
band: 
Ln chl = -10.606 ln4(BR) + 6.5565 ln3(BR) + 4.6091 ln2(BR) - 5.9339 ln(BR) + 0.1484 Eq. 7.3 
where BR = Rrs (510nm) / Rrs (555nm) 
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Fig. 7.4. Scatterplot of 510/555 nm single band ratio algorithm versus in situ chl. a) Logarithmic scale 
b) Linear scale. 
The logarithmic correlation coefficient for the 4 order polynomial is very similar to the correlation 
coefficient found between in situ chl and the simple Rrs (510nm) / Rrs (555nm) band ratio (Fig. 6.4 and 
Table 6.1). The rmse of 2.49 mg.m" is not significantly different from the raise found for OC4v4 (2.52 
mg.m"3). The PRME of 14% is marginally lower than that found for OC4v4 (15%). This single band-
ratio algorithm output remains fairly strongly correlated with CDOM and SPM (R_CDOM= 0.70 , 
R_SPM~ 0.75) with correlation coefficients which were similar to those found with OC4v4 (see Fig. 
5.11). 
When the selection criteria stated in section 7.1 are taken into consideration, the best single band-ratio 
algorithm, defined by Eq.7.3, does not, compared to OC4v4, provide significant improvement in 
estimating the in situ chl concentration data from the radiometric data. Furthermore, taking into 
account the discussion of section 5.4 (Figure 5.14), the application of such a 4th order polynomial to a 
different data set may be problematic, since the resulting non-monotonic algorithm cannot measure chl 
concentrations exceeding around 17 mg.m" (Fig. 7.5, red line). 
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"»• • 4th order polynomial fit 
+ Data 
2nd order polynomial fit 
jLmauMt-* • »i» 
0.4 0.6 
Ln(Rrs510/Rrs555) 
Fig. 7.5. In situ chl data versus In (510/555). The 4th order fit curve is also plotted along with, for 
purposes of comparison, a 2n order polynomial fit. 
When Ln {Rrs (510nm)/Rrs (555nm)} is below -0.5, the yielding chl estimate seems to be positively 
correlated to the band ratio, which makes no physical meaning. Therefore, this algorithm cannot be 
operational unless its coefficients are readapted using a more comprehensive dataset which covers a 
larger chlorophyll concentration range. The use of a 2nd order instead of 4th order polynomial as the 
defining function (Eq. 7.4, blue line on Fig. 7.5) eliminates non-monotonicity problems but does not 
provide better algorithm performance with Riog= 0.75, Rnn= 0.61 and rmse= 2.9 mg.m" . 
Lnchl= 3.251 . ln2(BR)- 5.334 . ln(BR) + 0.1639 
where BR = Rrs510 / Rrs555 
Eq. 7.4 
Due to the non monotonicity problems (as seen on Fig. 7.5), and also as the use of higher order 
polynomial regression fit does not provide a significant improvement in estimating chl concentration, 
further tests on multiple-term algorithms will be based on first order equations. Higher order 
polynomial algorithms can be interesting only if they are generated from a more comprehensive dataset 
which covers higher chlorophyll concentration ranges. 
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7.2.2 Single band-slope algorithms: 
A search of algorithms based on a single band-slope term has two disadvantages: Among the 15 
possibilities of band slopes (BS), none was found to give correlation coefficients with chl higher than 
R=0.31 (Fig. 6.5, Table 6.2). Secondly, one cannot work in logarithmic scale with BS's without dealing 
with complex numbers, since BS's can often be negative. Therefore the regression analysis must be 
applied to linear scaled data. With these two factors combined, the regression analysis and resulting 
algorithms are not meaningful in terms of applicability for chlorophyll RS. The chl-correlation 
coefficients of the single BS algorithms are shown in Fig. 7.6. 
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-0.6 
3= 0.4 
1 0 . 2 
o O 
412-443412-490 412-510 412-555412-665443-490 443-510443-555 443-665490-510490-555 490-665 510-555 510S65 555-665 
Band slope 
Fig. 7.6. Correlation coefficients between in situ chl and single band-slope algorithm outputs. The x 
axis shows the band limits of the «BS» term in the algorithm. 
0 II 
it 
The correlation between the estimated chl from the BS regressions and in situ chl follows a similar 
pattern as the chl vs. BS correlations seen in Fig. 6.5 . The higher values of the chl-correlations seen in 
Fig. 7.6 are largely due to the application of a 4th order polynomial fit. The chl output of the 4 order 
polynomial did not provide any significant reduction in correlation with respect to CDOM and SPM 
compared with the band-slope correlations seen on Fig. 6.5. 
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7.2.3 Two band-ratio algorithms: 
A total of 105 possible combinations of two-BR (2BR) algorithms were tested in the form of linear, 
first order equations. Two-BR combinations of 443, 510 and 555 nm bands (where it is always 
understood that the denominator wavelength is larger than the numerator wavelength) gave the optimal 
correlation coefficients (green ellipse on Fig. 7.7). 
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Fig. 7.8 shows the scattergram for the optimal 2BR algorithm 
Ln chl = - 8.1893 . ln(BRi) + 2.0679 . ln(BR2) + 1.1238 
where BRi =Rrs510/Rrs555 and BR2 = Rrs443 / Rrs555 
Eq.7.5 
With respect to the significance of our choice of optimal algorithm (versus other potential choices) we 
took the pragmatic decision of selecting the numerically highest correlation coefficient while not losing 
sight of other potential candidates in our analyses. With respect to OC4v4 (which yields Riog = 0.74 
and Run = 0.72), this algorithm provides a slightly more accurate estimation of in situ chl with Riog = 
0.79 and Rhn = 0.73 . The rmse was 2.1 mg.m"3, which is slightly, but significantly lower than the 
rmse obtained by OC4v4 (2.52 mg.m"3) and the PRME was 13% , slightly lower than that obtained by 
OC4v4 (15 %). This 2BR algorithm output yielded a R_CDOM value of 0.59. This was significantly 
less than the OC4v4 output correlation with CDOM (R = 0.70). The correlation with SPM (0.72) was 
roughly the same as the OC4v4 correlation (0.73). 
Three outlier points located near the y axis and representing significant overestimations are obvious in 
Fig. 7.8b. Those points represent stations 14 (2001 data), 21 (2000 data) and 114 (2001 data). Closer 
investigation of CDOM and SPM levels revealed that station 14 had the highest SPM level in our 
dataset (16.5 mg/L). CDOM and SPM levels were intermediate for stations 21 and 114 (slightly higher 
for 21, an estuarine station) while station 114 had typically low offshore water concentrations. A 
measure of explanation for these high overestimations, in terms of the confidence attributed to the in 
situ values, comes from the comparison of fluorimetric and HPLC in situ chl measurements (Fig 4.2 
and Table 7.2) The chl measurements at stations 21 and 114 were among the rare examples where the 
two methods of in situ chlorophyll measurement, HPLC and fluorimetric, considerably disagreed. 
Station 14 
Station 21 
Station 114 
Table 7.2 
Fluorimetric 
chl (mg.m"3) 
0.62 
0.74 
1.49 
: In situ measure 
HPLC 
chl (mg.m" ) 
0.43 
2.1 
6.5 
ment details for t 
CDOM 
(m"1) 
1.04 
0.90 
0.05 
le outlier points < 
SPM 
(mg.L"1) 
16.5 
1.5 
0.83 
Df Fig. 7.8b. 
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From table 7.2 and the above discussion, the outlier overestimations could be attributed to : 
- High SPM at station 14 , 
- Inaccurate in situ chl measurement (e.g. due to patchiness) at station 114, 
- A combination of inaccurate in situ chl measurement and moderately high CDOM, at station 21 
(one notes that this outlier remains an outlier even if the fiuorometric chl value is replaced by the 
HPLC fiuorometric value). 
7.2.4 Three band-ratios algorithms: 
There are 455 possible algorithms with 3 BR combinations, although some of the algorithms are 
practically repetitions (see the discussion in Appendix-2). On a logarithmic scale, chl-correlations 
coefficients as high as 0.82 were obtained, whereas linear correlation coefficients remained below 0.75 
(Fig. 7.9). Two potential algorithms are examined in this section. 
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Fig. 7.10. Scatterplot of 3BR algorithm output (412/665nm, 443/555nm and 510/555nm ratios) versus 
in situ chl. a) Logarithmic scale b) Linear scale. 
The first 3-BR algorithm of interest (Fig. 7.10) has the form: 
Ln chl- 0.343 + 0.553.1n(BR!) + 1.448.1n(BR2) - 9.191.1n(BR3) 
where BR! = Rrs412/Rrs665 BR2 = Rrs443/Rrs555 BR3 = Rrs510/Rrs555 
Eq.7.6 
The statistics of this algorithm show improved accuracy compared to OC4v4, with Riog= 0.82 and Run 
= 0.74; rmse=1.6 mg.m"3 and PRME= 11% (versus 0.70, 0.66, 1.87 mg.m"3 and 13% respectively for 
the corresponding dataset for OC4v4) (see Appendix-11). A considerable level of CDOM and SPM 
decorrelation is obtained, with R_CDOM= 0.29 and R_SPM = 0.53 (versus 0.67 and 0.70 respectively for 
the corresponding dataset for OC4v4). An important practical disadvantage of this algorithm is that it 
uses atmospherically sensitive bands at 412nm and 665nm (see Part et al., 2003 and Ruddick et ah, 
2000 for a discussion of atmospheric effects). 
The linear scatterplot (Fig. 7.10b) shows a degree of dispersion at high chl concentrations. The station 
114 results are problematic given the inaccurate in situ chl measurement mentioned above (HPLC 
versus Fluorimeter), while the results of stations 20's and 30's in 1999 show less agreement between 
algorithm output and in situ data. A closer look at SPM data for these stations did not reveal any 
anomalous behavior. The CDOM data from these stations was unfortunately lacking. 
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The second 3-BR algorithm of interest is defined by: 
Ln chl= 0.354 + 10.07.1n(BRi) - 7.934.1n(BR2) - 0.528.1n(BR3) 
where BRi = Rrs443/Rrs510 BR2 = Rrs443/Rrs555 BR3 = Rrs490/Rrs665 
Eq.7.7 
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Fig. 7.11. Scatterplot of three band ratio algorithm (443/510nm, 443/555nm and 490/665nm ratios) 
versus in situ chl. a) Logarithmic scale b) Linear scale. 
The correlation coefficients for the algorithm output versus in situ chl is Riog = 0.80 and Rnn = 0.75. 
The rmse is 2.05 mg.m"3 while the PRME is 12%. These are higher values than the previous 3-BR 
algorithm, but still better than the OC4v4 rmse and PRME. The degree of decorrelation relative to 
CDOM and SPM is less than the above case, with R_CDOM= 0.50 and R_SPM = 0.67. Outlier 
overestimations occur for stations 14 (2001), 114 (2001) and 21 (2000) in a similar pattern to those 
discussed in section 7.2.3. 
7.2.5 Two band-slope algorithms: 
A total of 105 possible combinations of two-BS (2BS) algorithms were tested in the form of linear, first 
order equations. To prevent dealing with complex numbers, the regression analysis must be applied to 
linear scaled data. 
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Fig. 7.12. Correlation coefficients between 2BS algorithm output and in situ chl. 
The 2BS regression analysis and resulting algorithms (as for the case of one BS algorithms) gave no 
meaningful results in terms of a chlorophyll RS algorithm. At this stage, algorithms of the form: 
chl = a + b.BS, + c.BS2 Eq. 7.8 
and of the form: chl = a + b.BS Eq. 7.9 
are omitted from further investigations. 
7.2.6. One BR, one BS algorithms: 
There are 225 combinations of an algorithm involving a sum of a BR plus a BS term (Fig. 7.13). 
Combinations with 490/555nm or 510/555nm in the band ratio yielded the highest correlations. 
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Fig. 7.13. Correlation coefficient between in situ chl and the output of the 1-BR+l-BS type of 
algorithm. 
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The defining algorithm for the numerically highest value of the correlation coefficient was: 
Ln chl = 0.535 - 5.929.1n(BR) - 23912.BS Eq.7.10 
where: BR = Rrs510 / Rrs555 and BS = (Rrs555-Rrs443)/112 
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Fig. 7.14. Scatterplot of 1-BR+ 1-BS algorithm based on 510/555nm and BS443 555 pairings versus in 
situ chl. a) Logarithmic scale b) Linear scale. 
There is a slight improvement with respect to OC4v4 correlation coefficients using the logarithmic 
formulation (Riog=0.79) and no improvement for the linear formulation (Riin=0.72). The raise of 2.20 
mg.m"3 was slightly lower than the OC4v4 rmse, and PRME is 13%. A degree of decorrelation is 
obtained with R_CDOM= 0.53 and R_SPM = 0.59 (compared with the OC4v4 correlation coefficients of 
0.70 and 0.73). 
7.2.7. Two BR, one BS algorithms: 
The chl-correlation coefficients for 1575 possible 2-BR and 1-BS combinations were already shown on 
Figure 7.1. The optimal algorithms are obtained for the four bands in the spectral section between 443 
and 555 nm, more specifically by using two band ratios with at least one having Rrs(443nm) in the 
nominator and at least one having Rrs(555nm) in the denominator (the 443/490nm or 443/5 lOnm or 
443/555nm, and 510/555nm ratios for example), and the slope of BS490510 or BS49o_555- With this type 
of algorithm, one can estimate chl relative to the in situ chl values with correlation coefficients up to 
Riog=0.83 and Riin=0.84 (Figures 7.1 and 7.15). 
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The selected algorithm is given by: 
Ln chl = 1.256 + 9.440.1n(BRi) - 7.344.1n(BR2) - 15387.BS 
where: BRi = Rrs443 / Rrs510 BR2 - Rrs443 / Rrs555 and BS = (Rrs555 - Rrs490) /65 
Eq.7.11 
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3r 
443/510,443/555 and BS(490-555) vs chl 
O 
O 
-S> 
TO 
(b) 
aa 21, 2000 
* 
Sta 114, 2001 
* 
R=0.84 
-2 - 1 . 0 
In in situ chl 
6 8 10 12 14 16 18 
in situ chl 
Fig. 7.15. Scatterplot of the 2-BR, 1-BS algorithm based on 443/5 lOnm, 443/555nm and BS490J55 
versus in situ chl. a) Logarithmic scale b) Linear scale. 
The Riog=0.83 and Rijn=0.84 are the highest correlation coefficients values obtained for all the 
algorithms that we investigated. The rmse of 1.72 mg.m" was considerably lower than the rmse 
obtained using OC4v4 (2.52 mg.m"3), and among the lowest values obtained for all algorithms. The 
PRME of 10% was also the lowest relative error obtained for all algorithms. The R_CDOM value of 0.46 
and the R_SPM value of 0.58 indicate considerable algorithmic decorrelation relative to CDOM and 
SPM (compared with the OC4v4 correlation coefficients of 0.74 and 0.73). 
The two outlier points shown on Fig. 7.15b are stations 114(2001) and 21(2000), characterized by the 
mismatch between their fluorimetric and HPLC in situ chl measurements (Table 7.2) 
7.2.8. One BR. two BS algorithms: 
The chl-correlation coefficients for the 1575 possible combinations are shown on Fig. 7.16. This type 
of algorithms yielded Riog and Rnn values significantly lower than 2-BR 1-BS algorithms. The highest 
correlation coefficients were obtained by using the BS values between 443nm and 555nm. The 
maximum Riog was 0.79 for a BR of Rrs510 /Rrs555nm, BS443510 and BS490555. 
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Fig. 7.16. Correlation coefficients between the 1-BR, 2-BS algorithm output and in situ chl versus 
algorithm #. 
The algorithm for this maximum Riog case was: 
Lnchl= 0.527-5.92.1n(BR)-11149.BSi - 10112. BS2 Eq.7.12 
where: BR - Rrs510 / Rrs555 BSi = (Rrs510 - Rrs443) /67 and BS2 = (Rrs555 - Rrs490) /65 
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Fig. 7.17. Scatterplot of the 1-BR, 2-BS algorithm based on Rrs510 /Rrs555, BS443_5io and BS49o_555 
versus in situ chl. a) Logarithmic scale b) Linear scale. 
The correlation coefficients for this algorithm were Riog=0.79 and Rnn=0.73 . The rmse = 2.19 mg.m" 
was slightly lower than the OC4v4 value (2.52 mg.m"3) while the PRME=13% was lower than the 
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OC4v4 PRME value (15%). This algorithm considerably underestimated all in situ chl concentrations 
exceeding 7 mg.m"3 while the scatterplots were highly dispersed about the y = x line at high chl 
concentrations. A certain degree of decorrelation of the output relative to CDOM and SPM was 
obtained with R_CDOM= 0.52 and R_SPM= 0.57. 
7.3 Previous algorithms developed for the St. Lawrence 
Jacques (2000) tested several algorithms based on spectro-radiometric data acquired during the 
LIDAR-93 oceanographic cruise. His goal was also to identify optimal chl RS algorithms in the 
estuary. Jacques' work was unique in that it provided regional algorithm tests for a portion of the St. 
Lawrence maritime system. This section concerns the application of his algorithms to the radiometric 
dataset employed in the present study. This analysis will provide three important points of reference : 
(i) Jacques' regional algorithms will be validated using an independent dataset, (ii) the temporal and 
spatial robustness of the correlations between spectro-radiometric data and in situ chl derived for his 
region will be checked using a different dataset collected 10 years later and (iii) the robustness of these 
empirical algorithms is also tested using different data acquisition methods and instruments. 
Among the several chl-algorithms developed by Jacques (2000), 13 use SeaWiFS bands (labeled 
algorithms #12 to #24 by Jacques; Appendix-3 for the list of Jacques' algorithmic functions). Jacques 
employed uncalibrated radiance (digital count) ratios, whereas in this study we used RS reflectance 
ratios. This direct replacement (if the goal is to exactly duplicate Jacques' methodology applied to our 
data) is strictly incorrect; however we wanted to universalize the algorithm and assumed that it would 
not have a significant effect on the statistics (we partially confirmed this by performing some statistical 
tests, using radiance dependent digital counts, on a limited portion of the data set). The algorithms are 
first validated in the whole Gulf-Estuary area (i.e. all stations), and secondly in the region studied by 
Jacques (i.e. stations 30's and 40's in the present study). 
Algo.: 
whole 
J.a. 
J's 
12 
0.51 
0.56 
0.68 
13 
0.60 
0.74 
0.59 
14 
0.59 
0.75 
0.54 
15 
0.66 
0.73 
0.75 
16 
0.69 
0.81 
0.72 
17 
0.61 
0.66 
0.71 
18 
0.68 
0.78 
0.75 
19 
0.68 
0.79 
0.80 
20 
0.66 
0.76 
0.80 
21 
1 0.65 
0.74 
0.79 
22 
0.69 
0.80 
0.81 
23 
0.69 
0.80 
0.81 
24 
0.68 
0.80 
0.81 
Table 7.3: Correlation coefficients between chl retrieved using Jacques' algorithms and in situ chl applied to the 
radiometric data of the present study. Whole: whole dataset of the present study, J.a.: 'Jacques area' (stations 
30's and 40's of the present study), J's: Jacques' correlation coefficients obtained for his dataset. 
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Jacques' algorithms applied to the whole dataset yielded slightly lower (but comparable) correlation 
coefficients than OC4v4 (which yielded R=0.74 for the whole data and R=0.76 for Jacques area). 
Applied to Jacques' area only (stations 30s and 40s), his algorithms #16, #18, #19 and #22 to #24 gave 
better results (up to Riog=0.80) than OC4v4. This shows the region-specific characteristics of his 
empirical algorithms, as well as their temporal robustness. 
Figure 7.18 shows the information given on Table 7.3 as a plot versus algorithm number. Aside from 
the predominance of Jacques local area results over the whole data set results, it can be seen that the 
correlation coefficients, except for algorithm numbers 13 and 14, show similar patterns for the 1997-
2001 and 1993 data sets. 
Jacques' algorithms applied to our dataset: comparison of R coefficients 
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0.5* 
12 14 16 18 20 22 24 
algorithm no. 
Fig. 7.18. Comparison of chl-correlation coefficients RJog found by applying Jacques' algorithms to the 
dataset of the present study. See Table 7.3 for an explanation of the three cases. 
It should be noted that Jacques' two band-ratio algorithms (#19 to #24) are similar to 2BR algorithms 
already tested in this study (in section 7.2.3), with the same band ratios but different fitting coefficients. 
The highest correlation coefficients in our dataset were obtained for band-ratio combinations other than 
those selected by Jacques (for the whole data set, Fig. 7.18 shows a maximum of 0.69 whereas the 
maximum for our 2BR, IBS algorithm was 0.84). 
> / 
our whole dataset 
• — stations 30s - 40s 
* Andre-Jacques' 
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The highest correlation of 0.69 was obtained with the 3-band algorithm #16 and the 2-BR algorithm 
#22 (which is identical to algorithms #23 and #24 as per Section 2 of the Appendix). The scatterplots of 
these two algorithms against in situ chl are shown in the following figures, first for the whole St. 
Lawrence dataset and then for the set of stations 30's and 40's. 
Adapted to our SPMR reflectance data, algorithm #16 is defined by: 
Ln chl = -1.5 - 4.2 Ln ( Rrs510 / (Rrs555+Rrs665) ) Eq. 7.13 
Jacques' algorithm #16, whole dataset Jacques' algorithm #16, whole dataset 
Fig. 7.19. Scatterplot of Jacques' algorithm #16 versus in situ chl, whole dataset. a) Logarithmic scale 
b) Linear scale. 
Applied to the whole dataset, this algorithm predominantly underestimates the in situ chlorophyll 
concentration. RiOg=0.69 and Rijn=0.63 , rmse = 3.11 mg.m"3 and PRME=19% indicate less accurate 
estimations compared to the OC4v4. The algorithm output is highly correlated with CDOM and 
SPM(R_CDOM= 0.80 and R_SPM = 0.80 respectively). The two estuarine stations 14(2001) and 13(2001) 
with the highest SPM concentrations in the dataset (16.5 and 8.9 mg/L, respectively) yield, perhaps not 
surprisingly, the highest overestimations as outliers. 
When algorithm #16 is applied to Jacques' region only (Fig. 7.20), the correlation coefficients increase 
to Riog=0.81 and Rijn=0.74 while the underestimation persists. The rmse= 5.48 mg.m" (mean in situ 
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chl is 4.5 mg.m in stations 30's and 40's, whereas it is 2.09 mg.m" for the whole dataset). The PRME 
is 34%, and the algorithm output is strongly and moderately correlated with CDOM and SPM 
respectively (R_CDOM= 0.88, R_SPM= 0.71). The in situ data correlations between chl and CDOM and 
chl and SPM for these stations were, respectively, 0.76 and 0.82. 
ia\ Jacques' algorithm #16, stations 30's & 40's Jacques' algorithm #16, stations 30's & 40's 
o 1 
Ln in situ chl 
20 10 
in situ chl 
Fig. 7.20. Scatterplot of Jacques' algorithm #16 versus in situ chl for an area roughly limited to his 
study region (area of stations 30's and 40's only), a) Logarithmic scale b) Linear scale. 
The second algorithm of interest (#22) was defined by the equation : 
L n c h l = 1 .0-4 .2 Ln(Rrs510/Rrs555)-1.2 Ln(Rrs510/Rrs665) Eq.7.14 
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Fig. 7.21. Scatterplot of Jacques' algorithm #22 versus in situ chl for the whole dataset. a) Logarithmic 
scale b) Linear scale. 
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Applied to the whole dataset, this algorithm also tends to underestimate in situ chl. The statistical 
parameters were Riog=0.69 and Riin=0.65 , rmse = 3.0 mg.m"3 and PRME=18% . The CDOM and SPM 
correlations were R_CDOM= 0.80 and R_SPM= 0.79. 
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Fig. 7.22. Scatterplot of Jacques' algorithm #22 versus in situ chl, corresponding to Jacques' studied 
area, stations 30's and 40's. a) Logarithmic scale b) Linear scale. 
If we limit the analysis to an area delimited by Jacques study region, the statistics of algorithm #22 
become Riog=0.80 , Rhn=0.73 , rmse=5.22 mg.m"3, PRME=32% , R_CDOM= 0.89 and R_spM= 0.70. 
Jacques' output for our dataset seem to be fairly strongly correlated with CDOM and SPM (-0.9 and 
0.7 for the two algorithms investigated above). Since there is a truly high in situ correlation between 
chl and SPM in the area delimited by Jacques' study region (R = 0.82), the algorithms' success in 
estimating chl in this area by using the 665nm band could, at least in part, be attributed to the 
correlation between in situ chl and SPM. 
Algorithm # 16 is a single variable algorithm, and readjusting its coefficients to our dataset does not 
change the estimated to in situ chl-correlation coefficients. When the band-ratios employed in 
algorithm #22 are actually regressed to our data, following equations are obtained for the whole data 
set and Jacques' region respectively: 
Ln chl = -0.01- 5.5 Ln(Rrs510/Rrs555) + 0.18 Ln(Rrs510/Rrs665) 
Ln chl = 1.7 - 3.8 Ln(Rrs510/Rrs555) - 1.01 Ln(Rrs510/Rrs665) 
Eq.7.15 
Eq.7.16 
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Eq. 7.15 gives an estimated to in situ chl-correlation coefficient of Riog=0.73 and rmse=2.63 mg.m"3 
(compare to Riog=0.69 and rmse=3.0 mg.m"3 obtained with Eq.7.14 in the whole dataset). Eq. 7.16 
gives Riog=0.80 and rmse=3.85mg.m" (compare to Riog=0.80 and rmse=5.22 mg.m obtained with Eq. 
7.14, in Jacques' region,). It is interesting to note that the coefficients of Eq. 7.16 (for Jacques' region) 
more closely resemble those of Jacques' algorithm #22 (Eq. 7.14) than the whole-data-set coefficients 
of Eq. 7.15. This shows the regional and temporal persistence of the spectral relationships employed 
for in situ chl concentration. We also note that the rmse values are significantly lower since we have 
effectively recalibrated Jacques' data to the current data set (eliminated systematic biases). 
7.4 Algorithm evaluation using SeaWiFS data 
SeaWiFS Rrs data can be used to investigate the ultimate applicability of the previously defined 
algorithms. This data set, while limited in size and complicated by additional external factors such as 
atmospheric contamination and surface reflectance, can nonetheless serve as an evaluative check of the 
universality of the algorithms derived from SPMR data. In this section, the regressions for algorithms 
applied between matching SeaWiFS and in situ data will be presented. 
7.4.1 OC4v4 evaluation: 
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Fig. 7.23. OC4v4 algorithm evaluation using SeaWiFS data a) Logarithmic scale, (RiOg=0.48 
R_CDOM= 0.72 and R_SPM = 0.79) b) Linear scale (Riin=0.28, rmse= 1.995 mg.m"3 PRME= 50%) . 
When applied to SeaWiFS data, OC4v4 output seems: 
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1) to generally overestimate the in situ chl concentration (Fig. 7.23), 
2) to be relatively highly correlated with CDOM and SPM concentrations (greater than SPMR-
OC4v4 output for the same matched data points as per Table 7.4) 
In situ chl 
CDOM 
SPM 
SPMR OC4v4 
SeaWiFS OC4v4 
In situ chl 
1 
0.06 (N=31) 
0.44 (N=31) 
0.58 (N=32) 
0.48 (N=32) 
CDOM 
1 
0.76 (N=30) 
0.50 (N=31) 
0.72 (N=31) 
SPM 
1 
0.57 (N=31) 
0.79 (N=31) 
SPMR OC4v4 
1 
0.86 (N=32) 
SeaWiFS OC4v4 
1 
Table 7.4. Correlation coefficients (Riog) between in situ data and OC4v4 algorithm outputs from both 
SPMR and SeaWiFS, for the ensemble of stations where matching data exist. 
7.4.2. Single-BR algorithm (Eg. 7.3) evaluation : 
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Single-BR algorithm (Eq. 7.3) evaluation using SeaWiFS data a) Logarithmic scale 
R_CDOM=0.77 and R_SPM ~ 0.87) b) Linear scale (Rnn=0.15, rmse=2.5 mg.m"3, PRME= 
Compared to OC4v4, the single BR algorithm yields less accurate estimations of chlorophyll (c.f. the 
captions of Figures 7.23 and 7.24). Moreover the CDOM - SPM dependency of the algorithm output is 
greater. 
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7.4.3. Two-BR algorithm (Eq. 7.5) evaluation 
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Two-BR algorithm (Eq. 7.5) evaluation using SeaWiFS data a) Logarithmic scale (Riog=0.67, 
0.46 and R_SPM= 0.60) b) Linear scale (RHn=0.52, rmse= 1.11 mg.m"3 PRME= 28%). 
Compared to OC4v4, the statistics of the two-BR algorithm show a better match between estimated and 
measured in situ chlorophyll. CDOM - SPM dependency of the algorithm output is lower, although 
still considerably higher than in situ correlations between chl and CDOM or SPM (c.f. Table 7.4). 
7.4.5. Three-BR algorithms (Eq. 7.6 and 7.7) evaluation : 
-0.5 0 0.5 1 1.5 
In in situ chl in situ chl 
Fig.7.26. Three-BR algorithm (Eq.7.6) evaluation using SeaWiFS data a) Logarithmic scale (Riog=0.68, 
R_CDOM= 0.48 and R_SPM= 0.64) b) Linear scale (Riin=0.60, rmse= 0.78 mg.m"3 PRME= 23%). 
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Negative Rrs were generated by SeaDAS processing for the 412 nm band and thus the number of data 
matches in this case was only N=25. This significant reduction in the number of samples (relative to N 
= 32 for other algorithms) was recognized as a limitation in any comparison we did for this particular 
algorithm. The algorithm generally underestimated chl compared with OC4v4. A statistically better 
correlation was nonetheless obtained between estimated and measured in situ chlorophyll (0.68 versus 
the OC4v4 correlation of 0.48). The CDOM - SPM correlation of the algorithm output was 
significantly lower than OC4v4 (0.48 and 0.64 versus 0.72 and 0.79), although still considerably higher 
than true correlations of CDOM or SPM with in situ chlorophyll (0.06 and 0.44). 
The second 3-BR algorithm (Fig. 7.27) involved the 665nm band (N=31). Its output was highly 
correlated with CDOM and SPM. It largely underestimated in situ chl (except for two estuarine stations 
as seen in Fig. 7.27b). 
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Fig. 7.27. 
(Riog=0.64, R_CDOM=0.67 and R_SPM= 0.78) b) Linear scale (Riin=0.14, rmse= 1.52 mg.m"J PRME: 
38%). 
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7.4.6. One BR , One BS algorithm (Eg. 7.10) evaluation : 
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Fig. 7.28. 1-BR, 1-BS algorithm (Eq. 7.10) evaluation using SeaWiFS data a) Log scale (RiOg=0.59, 
R_CDOM= 0.63 and R_SPM = 0.74) b) Linear scale (R]in=0.51, rmse= 1.15 mg.m"3 PRME= 29%). 
Better agreement (relative to OC4v4 outputs) was obtained between in situ and estimated chl, and the 
correlation between algorithm output and CDOM-SPM remained high. 
7.4.7. Two BR , One BS algorithm (Eq. 7.1 n evaluation : 
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Fig. 7.29. 2-BR, 1-BS algorithm (Eq. 7.11) evaluation with SeaWiFS data a) Log scale, Riog=0.69, 
R_CDOM= 0.41 and R_SPM= 0.57 b) Linear scale, RH„=0.65, rmse= 0.95 mg.m"3 PRME= 23% . 
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The best agreement between in situ and estimated chl was obtained with this algorithm (all correlation 
parameters were larger and all error parameters were smaller, the only exception being the rmse for 
Eq.7.6, which was calculated over a slightly different portion of the dataset). The correlation 
coefficients between algorithm output and CDOM-SPM decreased considerably relative to any of the 
cases discussed above, although it was still higher than the true in situ chl-CDOM or -SPM 
correlations. The outlier stations show a consistent pattern, with overestimate cases located in the 
Estuary (characterized by relatively high CDOM and SPM) and underestimate cases in the Gulf region 
(characterized by low CDOM and SPM concentrations). 
7.4.8. One BR , Two BS algorithm (Eg. 7.12) evaluation : 
Compared to OC4v4, slightly improved agreement is found between in situ and estimated chl with 1-
BR, 2-BS algorithm (Fig. 7.30). Correlation coefficients between algorithm output and CDOM-SPM 
remained high, comparable to the OC4v4 output versus -CDOM or -SPM correlations. Highest 
overestimation outliers are the two stations located in the Estuary, and highest underestimation is seen 
in the Gulf area. 
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Fig. 7.30. 1-BR, 2-BS algorithm (Eq. 7.12) validation with SeaWiFS data a) Log scale, Riog=0.58, 
R_CDOM= 0.64 and R_SPM= 0.76 b) Linear scale, Riin=0.47, rmse= 1.25 mg.m"3 PRME= 31% . 
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7.4.9. Jacques' algorithm #16 (Eg. 7.13) validation 
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Fig. 7.31. Jacques' algorithm#16 (Eq. 7.13) validation with SeaWiFS data a) Log scale, Riog=0.47, 
R_CDOM= 0.81 and R_SPM= 0.84 b) Linear scale, Riin=0.04, rmse= 1.93 mg.m"3 PRME= 47% . 
This algorithm considerably underestimated the in situ chl, but the correlation is still comparable to 
OC4v4. In linear scale the outliers, (same estuarine stations), cause a drastical decrease in the 
correlation coefficient. CDOM and SPM correlations are high. Considering the low number of in situ -
satellite data matches, it is not significant to investigate Jacques' region separately for the validation 
with SeaWiFS data (N=2). 
7.4.10. Jacques' algorithm #22 (Eq. 7.14) validation 
Similar to Jacques' algorithm #16, algorithm #22 considerably underestimated in situ chl, with more 
pronounced overestimated outliers (stations 11 and 13, 2000). CDOM and SPM are highly correlated to 
algorithm output. 
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7.5 Summary of the algorithmic equations 
Algo Eq. 
7.3 
7.5 
7.6 
7.7 
7.1 
7.11 
7.12 
Defining Equation: 
-10.6 BR4+ 6.56 BR3+ 4.6 BR2-5.93 BR+ 0.148 , BR = Ln (Rrs510 / Rrs555) 
-8.19.1n(Rrs510/Rrs555) + 2.07 .In (Rrs443 / R«555) + 1.124 
0.343+0.55.1n (Rrs412/Rrs665)+1.45.1n (Rrs443/Rrs555)-9.19.1n (Rrs510/Rrs555) 
0.354+10.1 ln (Rrs443/Rrs510)-7.93.1n (Rrs443/Rrs555)-0.53.1n (Rrs490/Rrs665) 
0.54 - 5.93 . ln (Rrs510/Rrs555) - 23912 .BS555 443 
1.26 + 9.44.1n (Rrs443/Rrs510) - 7.34.1n (Rrs443/Rrs555) - 15387.BS555 490 
0 .527-5 .92 .^^ ,510 /^555) - 11149.BS5i0 443 - 10112. BS555 490 
Rloc 
0.75 
0.79 
0.82 
0.80 
0.79 
0.83 
0.79 
R|in 
0.71 
0.73 
0.74 
0.75 
0.72 
0.84 
0.73 
R CDOM 
0.70 
0.59 
0.29 
0.50 
0.53 
0.46 
0.52 
R SPM 
0.75 
0.72 
0.53 
0.67 
0.59 
0.58 
0.57 
rmse 
2.49 
2.10 
1.60 
2.05 
2.20 
1.72 
2.19 
PRME 
14 
13 
11 
12 
13 
10 
13 
Table.7.5. Summary of statistical results for 7 algorithmic formulations applied to SPMR. (For OC4v4 
correlations, see Appendix-11). 
The algorithms described by equations 7.6 and 7.11 appear, according the criteria described in Section 
7.1, to provide the best estimations of in situ chl data from SPMR radiometric data (Table 7.5). Also, 
when the histograms (Figures 7.33 and 7.34), are compared to histograms of OC4v4 output (Fig. 5.4), 
the ranges and distributions obtained by equations 7.6 and 7.11 can be seen to be much closer to in situ 
chl data distribution. 
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Fig. 7.33. Histograms of in situ chl and Eq. 7.6 estimations (3 BR algorithm) for the total SPMR data 
ensemble. 
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Fig. 7.34. Histograms of in situ chl and Eq. 7.11 estimations (2-BR, 1-BS algorithm) for the total 
SPMR data ensemble. 
In general, multiple band algorithms yield more accurate estimates and more successful CDOM and 
SPM decorrelation compared to single band algorithms. For most of the algorithms, the stations 
associated with overestimation outliers were the same as those listed in Table 7.2. These stations were 
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either estuarine stations with high SPM concentration, and/or stations showing a mismatch between 
their HPLC and fluorimetric measurements. 
Table 7.6 shows the evaluation of the Table 7.5 SPMR formulation using SeaWiFS data. For any given 
algorithm, the chl-correlation is lower for SeaWiFS data compared with its application to SPMR data. 
This decrease in correlation is expected in a general sense, since SeaWiFS data is subject to additional 
environmental constraints such as surface reflectance and atmospheric effects due to both aerosol and 
cloud contamination (the former effect being aggravated in coastal regions; Ruddick et al., 2000; 
Lavender et al., 2005) as well as its own unique set of instrumental constraints. 
Algo Eq. 
OC4v4 
7.3 
7.5 
7.6 
7.7 
7.10 
7.11 
7.12 
Riog 
0.48 
0.48 
0.67 
0.68 
0.64 
0.59 
0.69 
0.58 
Rlin 
0.28 
0.15 
0.52 
0.60 
0.14 
0.51 
0.65 
0.47 
R_CDOM 
0.72 
0.77 
0.46 
0.48 
0.67 
0.63 
0.41 
0.64 
R_SPM 
0.79 
0.87 
0.60 
0.64 
0.78 
0.74 
0.57 
0.76 
rmse 
1.995 
2.50 
1.11 
0.78 
1.52 
1.15 
0.95 
1.25 
PRME % 
50 
62 
28 
23 
38 
29 
23 
31 
Table 7.6. Evaluation of OC4v4 and the 7 SPMR algorithms of Table 7.5 using SeaWiFS data (rmse 
has units of mg.m"3). 
Equations 7.6 and 7.11, yielded the highest chl-correlations when applied to SeaWiFS data. This was 
the same result as was obtained for the SPMR data above; a somewhat remarkable finding given the 
large differences in environmental and instrumental conditions afflicting both sensors. For all 7 
algorithm graphs, the outliers showed a consistent pattern: stations characterized by large 
overestimations were situated in the estuarine region (stations 13, 11 and 32) while stations 
characterized by large underestimations were offshore Gulf stations (e.g. stations 84, 85 and 73). 
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VIII. Discussion 
8.1 Biopti simulations: 
An attempt to explain the variations of algorithms Eq. 7.6 and 7.11 was performed using 
a radiative transfer code (the Biopti® interactive code developed by Eric Hoogenboom of 
IVM-UV (Hoogenboom, 1996)). The variation of the Biopti Rrs output with changes in 
chlorophyll concentration was analyzed while keeping the other colorimetric components 
(CDOM and SPM) constant. These "constants" were each allowed to take on three 
different concentrations (for a total of nine different combinations of CDOM and SPM) 
as input to each new round of chl variation. These three concentrations simulated the 
range of variability in the Saint-Lawrence of both CDOM and SPM as measured in our 
own data set. 
The CDOM and SPM concentrations were defined as low, intermediate and high, and the 
values are selected by observing their histograms (the minimum, maximum and an 
rounded-off estimate of the median for the ensemble both coastal and offshore histograms 
in Figures 4.6, 4.9 and 4.12). These values are shown on Table 8.1. 
Low 
Intermediate 
High 
Chl 
mg.m"3 
0.1 
2 
15 
CDOM 
(ag440) m"1 
0.05 
0.25 
1.25 
SPM 
mg/L 
0.15 
1 
10 
Table 8.1: Definitions of concentrations used in the Biopti simulations. When finer resolution 
incremental studies of a particular parameter were performed the incremental stepping was 
performed between the low and high values given in the table 
Figure 8.1 shows the relative distribution of the CDOM and SPM data, and the graphic 
location of the nine water types used in the simulations. Ranges for In CDOM and In 
SPM are respectively 3.6 and 4.4, and both (In scale) standard deviations are 0.86. It can 
be seen that at intermediate CDOM levels, if we define "intermediate" as the range of 
values encompassed by + one standard deviation about the ln-scale mean, the SPM 
concentrations remain intermediate (one In CDOM std covers 60% of the In SPM data 
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range), whereas 95 % of the CDOM data range occurs in one In SPM standard 
deviation). As a consequence of this point distribution, the LH, IH, IL and HL cases 
practically do not occur in our data while the data from which the algorithms of the 
previous chapter were developed are largely represented by cases LL, LI, II, HI and HH 
(See the caption of Fig. 8.1 for an explanation of the two-letter code). 
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Figure 8.1: In SPM versus In ag440 (CDOM) scatterplot, with representative locations of water 
cases tested using Biopti® : the first letter of the two-letter code corresponds to CDOM (ag440) 
and the second to SPM (LH stands for "low CDOM - high SPM", HI for "High CDOM -
intermediate SPM" etc.). The yellow and orange lines show ±1 standard deviation for In CDOM 
and In SPM, respectively. The values for the low, intermediate or high notations are not the exact 
mean or median, but rather approximate, rounded-off values. Nevertheless, mis division 
represents fairly well the ranges of our dataset. 
I l l 
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Biopti simulation: in situ chi (mg.m"3) 
Figure 8.2: Biopti® simulations of the three algorithms. Cyan line is y=x . OC4v4, Eq.7.11, 
Eq.7.6. The white graphs show those cases which occurred with significantly greater frequency in 
our data set. 
Figure 8.2 shows the variation of the algorithm output (OC4v4, Eq. 7.6 and Eq. 7.11) for 
the different cases simulated using Biopti®. The in situ chl concentration is incremented 
linearly by 1.7, from 0.1 to 15.4 mg.m3 for each case. The OC4v4 simulations are found 
to overestimate at low chl concentrations, and underestimate at high concentrations for 
most CDOM and SPM concentration combinations. This generally mimics the behaviour 
of the OC4V4 algorithm on our data The overestimation by OC4v4 persists even for the 
LL and LI cases, as underscored by an analogous simulation with logarithmic increments 
(Fig. 8.3). 
For the linear-increment OC4v4 simulations of Fig. 8.2 (red lines) the y-intercept 
corresponds to OC4v4 output at minimum in situ chl (or approximately 0.1 mg.m"3 in situ 
chl which is the lowest value in our simulations). The variation of this y-intercept yields 
information on the algorithmic output bias at very low chl values (due to the influences of 
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CDOM and SPM, in the simulations). When examined in the rightward sequence of 
subplots (i.e. at constant SPM) in the figure, the value of the y-intercept increases 
systematically with CDOM, in all three rows. The increase of the y-intercept with SPM 
(upward sequence) is far less obvious, except maybe for the LH case where a relatively 
small positive bias is introduced by high SPM for low values of CDOM. The major effect 
of increasing SPM is on the maximum OC4v4 output (i.e. OC4v4 output retrieved for 
15.4 mg.m" in situ chl in the simulation), which clearly decreases with SPM for all 
values of CDOM. 
Since increased CDOM appears to cause further overestimation at low chl values, and 
increased SPM causes further underestimation at high chl and high SPM concentrations, 
the combined effect of increasing CDOM and SPM is to reduce both the range (max. 
output - min. output) and the slope of the OC4v4 vs. in situ chl regression curves. Also 
CDOM seems to largely determine the chl concentration (hinge point) below which 
overestimation occurs. It is important to note that this discussion considers only the 
variation of the response of the OC4v4 output to a fixed range of in situ chl under 
different CDOM and SPM combinations. It does not account for the variations of OC4v4 
output versus other factors, (e.g. the change in the regression slope with increasing chl 
caused by a change in specific chl absorption coefficient which can be induced by non-
linear phenemona such as the packaging effect etc.). 
The overestimation at low in situ chl in the presence of CDOM has been frequently 
reported in the literature (Sathyendranath, 2000; Darecki and Stramski, 2004; Darecki et 
al., 2003, Kudela and Chavez, 2004; LeFouest et al., 2006). Simulations using the semi-
analytical model of Maritorena et al. (2002) showed that spatial patterns of CDOM 
absorption superimpose well with those of OC4v4 derived chl values in the Gulf of St. 
Lawrence (LeFouest et al., 2006). The underestimation of high chl values in the presence 
of high SPM, on the other hand, has not been reported as frequently in the literature. 
Darecki and Stramski (2004) observed that "only a small fraction" of their dataset 
showed some underestimation in case-II Baltic Sea waters. Morel and Belanger (2006) 
attempted to explain the failure of blue-green BR algorithms in the case of sediment 
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dominated case-II waters. These authors suggested, as an exceptional situation, that at 
very high chlorophyll concentrations an increase in SPM concentration could lead to chl 
underestimation. The increase of the blue-to-green BR related to an increase in SPM (at 
high chl) can be seen in a series of Biopti® simulations applied to nine combinations of 
CDOM and chl concentration (combinations inspired by our St. Lawrence data set; see 
Appendix 5, Fig. A5.5). A simple physical reasoning can be put forth to explain the effect 
of this mechanism on blue-to-green BR algorithms (Appendix 7). This reasoning also 
explains why SPM is positively correlated with OC4v4 bias (overestimation) at low chl, 
and negatively correlated at high chl (the feature seen in Figure 5.10a). 
Simulations show the failure of algorithm Eq.7.11 at very high SPM concentrations (in 
the form of a systematic underestimation of chl). Assuming that the simulations reflect 
reality, the apparent accuracy of algorithm 7.11 in estimating in situ chl concentration in 
our database could be explained by the scarcity of data at such high SPM concentrations. 
Referring to Fig. 8.1, it can be seen that the configurations LH and IH used in the 
simulations are not common in our dataset. For the HH simulation case, it should be 
noted that most of these high SPM stations are located in the western part of the estuary 
(Stations IX), where low in situ chl values were recorded (Figure 4.14 and see Appendix-
4). Therefore the underestimations of Eq. 7.11, even if real, were located at the small chl 
region of the HH case in Fig. 8.2 where they presumably had less dispersive effect on the 
regression since the predictions of Eq. 7.11 would be closer to the in-situ values (we 
simply didn't have high chl stations at HH case). In other words, the stronger correlations 
obtained in the Eq. 7.11 retrieval of chl were due to the fact that the local constituent 
composition corresponded to the conditions where this algorithm tended to provide more 
accurate estimates. 
When compared to the other two algorithms, the output of algorithm 7.6 appears to be 
closer to the y = x line (Fig. 8.2) for cases where CDOM and/or SPM are high in 
concentration (LH, IH, HH, HI, HL) The overestimation at low chl values tends to be 
significantly or moderately less compared with OC4v4. However for the simulations of 
low and intermediate conditions (the bottom left block of four graphs in Fig. 8.2), this 
algorithm tends to considerably overestimate higher (e.g. more than 8 mg.m" ) chl 
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concentrations. Such high chl concentrations are, however, relatively rare in our dataset 
(a relative frequency occurrence of < 8% for the total dataset, - 1 % of the offshore data 
points and -14% of the western region as defined in Section 4.1.1). This scarcity of 
points at high chl concentration suggests that the performance results of algorithm 7.6 for 
the St. Lawrence data set are, to a degree, explainable in terms of the simulations at the 
lower chl concentrations. 
Our St Lawrence in situ chl dataset contains mostly low chl values (as noted for example 
in Jacques et al. (1998)). The correlation coefficients found for algorithms 7.6 and 7.11, 
when compared to those of OC4v4, reflect primarily the relative accuracy of the 
algorithms in predicting such low chl concentration values. The algorithm performances 
at low chl values can be better visualized by using a logarithmic scale (Fig. 8.3) 
1 5 20 o.1 1 5 20 0.1 1 5 20 
in situ chl (mg.rrf3) 
Figure 8.3: Biopti® simulations of the three algorithms, In scale. The logarithmic increment 
between simulated data points was Aln(chl) = 0.6 
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A better appreciation of low-chl overestimation is obtained for all cases in Fig. 8.3. The 
OC4v4 algorithm is seen to overestimate the low chl concentrations even at the lowest 
CDOM &SPM concentrations. The logarithmic graphs show that in most cases, 
algorithms 7.6 and 7.11 tend to overestimate by a significantly lesser amount than OC4v4 
(with the exception of the HL, LI and HI cases where OC4v4 and Eq. 7.11 produce fairly 
similar results). All algorithms are virtually insensitive to chl concentration at low chl 
concentration values <~ 1 mg-m"3 combined with high values of SPM and CDOM 
concentration (HH case). 
An analysis of the individual band ratios or slopes used in the algorithms (Appendix 5) 
reveals the complex radiative interactions between band ratio amplitudes and constituent 
concentrations. Band ratios designed for sensitivity to chl absorption are, as expected, 
generally negatively correlated with chl concentration, but can also be positively 
correlated for specific CDOM and SPM concentrations (namely, Rrs412/Rrs665 in the HI 
and HH cases). This band ratio is, on the other hand, always negatively correlated with 
CDOM and (albeit weakly) negatively correlated with SPM. 
The behaviour of the slope term (S490555) in algorithm 7.11 is interesting and could 
provide a selection criterion concerning the suitability of the algorithm. Closer 
inspection of the simulations (Appendix 5, Fig. A5.6) showed that this slope has higher 
values, (higher than 8.10"5 reflectance increment units per nm, corresponds to ~0.5 on the 
graph) at high SPM and chl concentrations (the cases where the algorithm Eq. 7.11 fails 
with excessive underestimation). This finding allows the output to be flagged, or hence 
to reject the application of this algorithm when S490555 exceeds a threshold value of 
8.10"5. The algorithm could accordingly, based on radiometric measures, be excluded 
when it fails (i.e. for LH, IH and HH cases). Indeed, when this threshold is applied to our 
data, we can see that there are four stations where S490 555 exceeds this threshold (stations 
12, 13, 14 and 33 from 2001). The first three are stations characterized by high SPM 
values (for station 33 no SPM data was recorded). 
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Another interesting characteristic of this slope is its behaviour versus SPM in relatively 
clear waters (Appendix A5, Fig. A5.6). When the slope is positive, it increases with SPM 
in all cases. S490 555 becomes negative at low in situ constituent concentrations, or in other 
words when the water gets closer to pure water, and may decrease with increasing SPM. 
The decrease of S490555 with SPM at low CDOM, chl and SPM should be related to the 
fact that, under such conditions the absorption of water becomes dominant: under 2mg/L 
of SPM, the selective absorption by H2O dominates on the selective scattering by SPM, 
or in other words, SPM-H2O interaction is more important than SPM-SPM interaction up 
to 2mg/L of SPM. Above 2mg/L, SPM-SPM interactions start to dominate. Another 
explanation is the reduction of the penetration depth due to scattering, which reduces the 
effect of absorption in the green (Morel and Belanger, 2006). 
8.2 Local and seasonal nature of the spectral correlations 
The relations derived between in situ chl and spectral parameters (band ratios or slopes) 
are regional. This means that they are valid for the local constituent concentrations found 
in St. Lawrence. In fact, as reported in section 4.1.4 (Figures 4.13 to 4.16) the chl, 
CDOM and SPM concentrations are not completely independent and their relative 
variations remain within a certain range in most of the Gulf-Estuary system. Site-specific 
correlations among optically active constituents show substantial fluctuations as a 
function of the sub-region (Figure 8.4) (these represent correlation coefficients for the 
total data, the number of data points are not sufficient for a significant seasonal analysis 
for each station grouping) . 
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CDOM&chl 
SPM&chl 
CDOM & SPM 
20 30 40 80 90 100 110 50 60 70 
Station indexes 
Figure 8.4: Site-specific correlation coefficients between pairs of optically active constituents 
(CDOM, SPM, chl) for each region (total St. Lawrence data set). The x axis label of 10 means 
station IX, etc. (see Appendix 11, Table All.l for sample numbers) 
This regionalization of correlations between in situ constituents (chl, CDOM and SPM) 
leads to a regionalization of the correlations between in situ chlorophyll and spectral 
parameters, as the latter are influenced by all three optically active constituents. This 
regionalization appears in a number of instances: for example, Jacques' algorithms were 
found to be valid mostly in his limited study region (Stations 3X and 4X). This region 
was characterized by a high correlation between chl and SPM in our data set (R=0.82). It 
is quite possible that his chl band ratio algorithms inadvertently make use of this 
correlation by always employing a 665 ma band (actually a 670 ran band) as the 
denominator of at least one of the band ratios (scattering by SPM is high at this 
wavelength). Statistically, a higher chl concentration will be accompanied by a higher 
SPM concentration in this sul>region. The Rrs (and the radiance signal) at 665nm will be 
more likely to increase, thus decreasing the band ratio which employs the 675 nm 
radiance signal as the denominator (see Jacques' algorithms in Appendix-3). Due to the 
negative coefficient in the algorithm, its output will consequently be positively correlated 
with in situ chL 
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In a research note published prior to Jacques (2000), Jacques et al. (1998) also reported 
positive correlations between band amplitudes (in their case, radiances) and surface 
chlorophyll. Their data set was the same data set employed in Jacques (2000) (a region 
corresponding to our stations 3X and 4X for data acquired in early July 1993). In the 
present study and dataset, similar positive correlations are not found when the whole 
dataset from all years are used in the regressions (except at 665nm band where a weak 
positive correlation was found). However, a seasonal analysis of band reflectance versus 
in situ chl revealed frequent positive correlations between these two set of variables 
during the summer or late spring for the whole study area (Appendix-6). Furthermore, 
when our data was considered for the same region and season studied by Jacques et al. 
(1998), strong positive correlations were found (up to R=0.93, Fig. 8.5). A site and 
season-specific analysis of the present data also confirms the uncommon positive 
correlation found by the authors between chl and the blue-to-green band ratios of 
443/555nrn and 490/555nm, as well as their finding that using the 665nm band instead of 
the 555nm as the normalizing band provided more conventional negative correlations 
between band ratios and chl (Appendix 6). 
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Figure 8.5: Correlation coefficients between band amplitudes (Rrs) and in situ chl, plotted in blue 
for the total dataset (N=169) and in red for Jacques' region and season (N=8). 
A possible explanation for these positive correlations between band amplitudes and chl is 
the high correlation between SPM and in situ chl (R=0.91) found for this region and 
season. The strong vertical stratification reported for this region and period (Boyer-
Stations 3Xand 4X, sumrrer 1999 
* ^ All years, all stations 
_L_ , I I 1 I_ 
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Villemaire, 2005; P. Larouche, pers. comm.) could induce a stabilization of the upper 
water column and therefore, of the SPM-CDOM-chl correlations. This correlation, 
coupled with moderate to high SPM levels, appears to result in a domination of SPM 
optical properties over chlorophyll. This site and season specific behaviour represents 
another example of the seasonal characteristics of the spectral correlations. 
Another example of regionalization comes from the investigation of outliers and the in 
situ chl-SPM correlation. The blue circle on Fig. 4.14 corresponds to data from stations 
IX, where the SPM/chl ratio differs significantly from the bulk of the stations (and Fig. 
8.4 shows the very low correlation coefficient values for all the points acquired at the IX 
stations). The data for these highly estuarine stations was acquired in 2000 and 2001 
(Table 4.4). In the algorithmic regression curves, these stations are found to be the most 
pronounced outliers, especially for stations 13 and 14 (2001) where SPMR measurements 
were acquired (Figures 7.19, 7.21, 7.11, 7.8) and for stations 11 and 13 (2000) for all the 
regression curves developed using SeaWiFS data (Figures 7.23 to 7.32). In the case of 
SeaWiFS, a second reason for high overestimation was the inadequacy of atmospheric 
corrections where the dark pixel assumption fails in high SPM waters. Unfortunately 
there was no usable SeaWiFS data for stations 13 and 14 in 2001. 
The intercorrelations between optically active constituents (Fig. 8.4) and the correlations 
between BR and these same constituents (see Appendix 8) in the Estuary and Gulf of St. 
Lawrence can be employed to define 3 subregions. The intercorrelations between 
constituents for the first subregion (stations IX) appear to be different from the rest of the 
Estuary. This statement is necessarily qualified since the number of matching radiometric 
data points is virtually insignificant in this region (N=6). In point of fact, we define this 
subregion more in terms of known anomalies in the constituent concentrations than based 
on correlation graphs. The second subregion represented by stations 2X to 6X is 
characterized by strong Case-II characteristics, and marginal to strong correlation 
between the three constituents (Figure 8.4). The relatively high correlation between 
CDOM and chl for the majority of the station groups suggests, in consequence, that 
significantly higher (negative) correlations are induced between the blue-to green BR and 
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chlorophyll than would be obtained in the absence of high CDOM/chl correlation (we 
have no direct proof of this but we suggest it as a logical possibility). The 2X to 6X 
region was also a temporal and spatial superset of the region where normalization of the 
443 and 490 nm bands by the 665nm band provided more orthodox chl correlation 
coefficients, (see above). In spite of these more localized findings, the ratio of 510nm to 
555nm still gives the best correlations with chl in the estuary (Fig. A8.1c and d). The 
third subregion is the Gulf (stations 7X to 11X) which also exhibits certain Case-II 
characteristics (Fig. A8.1c). The weaker correlations of blue-to-green band ratios with the 
chlorophyll concentration for four of the 6 band ratio combinations seen in Figures A8.1e 
and A8.If might be related to the weak and sometimes negative correlation between chl 
and CDOM (Fig. 8.4). This regional classification is quite similar to the classification 
suggested by Nieke et al. (2002, see Fig. 4.5). 
All these findings suggest that the algorithms must be adapted to regional considerations, 
their performance being dependent on the concentration (and size) dynamics of the three 
optically active constituents. If the concentration dynamics of these three constituents are 
similar to the dynamics in the St Lawrence, the empirical algorithms will perform with 
greater accuracy in predicting in situ chl. In regions or time periods where the dynamics 
differ from the actual dynamics, algorithms will tend to be less accurate. 
8.3 Need for multiple band ratio algorithms: 
Both Jacques' findings and the empirical algorithms tests of the present study suggest 
that higher accuracy is obtained by using multiple band ratios as opposed to a single band 
ratio in St. Lawrence waters. These empirical findings are further supported by 
examining the shortcomings of the single band (OC4v4 type) ratios using Biopti® 
simulations. Figure 8.6 shows the input (in situ) chlorophyll concentrations of nine 
simulation cases plotted against the three BRs, as well as the maximum BR used as for 
the remote sensing variable in the OC4v4 algorithm. 
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Figure 8.6: Biopti simulations of the variation of the chlorophyll concentration corresponding to 
a given band ratio under constituent concentration combinations of Fig. 8.2. The fourth subplot, 
"chl vs. Max(R)" shows the "maximum of the three band ratios" (the final step in the actual 
OC4v4 processing chain). 
The ranges of band-ratio values retrieved in the simulation are quite similar to the 
ranges obtained from the data (cf. figures in Appendix-10). This tends to confirm the 
range of constituent concentrations used in the simulations. The similarity also confirms 
that Biopti is a suitable tool for simulating reflectance ratios (at least- in the blue-green 
range of the reflectance spectrum). 
Figure 8.6 shows that among the three band ratios, R^IO/R^SS is the least sensitive to 
the variations of SPM and CDOM in the simulations. This tends to support the finding of 
relatively high correlation between this BR and in situ chl (see discussion in section 6.4). 
Indeed, the 510/555 ratio was used 74% of the time as the maximum of three BR in the 
application of the OC4v4 algorithm to the St. Lawrence dataset. 
The vertical and horizontal scattering of the data points in chl versus BR scatterplots 
(Appendix-10) showed, respectively, how a single BR could correspond to different 
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concentrations of chl, and how a single concentration of in situ chl could give different 
BRs. In fact, any scatterplot of similar data will have a certain degree of scattering due to 
artefacts such as instrument noise, variation in pigment types, package effect, patchiness 
of chl, etc. The simulations of Fig. 8.6 show (not surprisingly) that the scattering includes 
a physical (environmental) basis, even when all the artefacts cited above are not part of 
the model simulations. The same chl concentration can give very different BR values 
under different CDOM and SPM combinations (or to expand further on this, more than 
one combination of SPM, CDOM and chl concentrations can give the same BR). This 
variation makes it impossible to retrieve accurate chl concentration from an algorithm 
based on a single blue-green BR, not only theoretically but also as an approximate 
approach: a band ratio of 0.8 for example, corresponding to an OC4v4 retrieval of 4.8 
mg.m" , can result from in situ chl concentrations from 0.1 to 7 mg.m" given the natural 
variability of SPM-CDOM combinations found in the St. Lawrence. 
At low in situ chl concentrations, a wider range of BR values can result from the 
variation of CDOM and SPM concentrations (Fig. 8.6). An increase in any of these two 
constituents leads to a sharp increase in the slope of the ln(chl) versus ln(BR) curve and 
therefore to a decrease in ln(BR) for a fixed value of ln(chl). This will, in turn, induce an 
overestimate in estimated chl relative to some mean OC4v4 curve which was developed 
for less turbid waters (the OC4v4 curve would lie at some intermediate point within the 
range of curves in In chl versus ln(Max R) curve of Fig. 8.6) (see Fig. 5.5 for this 
behaviour in our dataset). Indeed, for Case-II waters, overestimation at low chl has 
frequently been reported in the literature both for SeaWiFS OC4v4 (e.g. Cota et al., 2003; 
Smyth et al, 2002; LeFouest et al., 2006 and references in this work), and for other 
algorithms and sensors, when based on a single blue to green BR (e.g. Komick, et al., 
2007; Darecki and Stramski, 2004 ; Blondeau-Patissier et al., 2004; Aiken and Moore, 
2000). 
The underestimation at high in situ chl values can also be tracked in Fig. 8.6; the slopes 
of curves for the lower CDOM and SPM (LL) cases become less negative than the more 
turbid cases above a certain in situ chlorophyll concentration. If we take, for example, the 
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LL case to be the closest to the average Case-I conditions for which OC4v4 was 
developed then (which is still Case-II according the ag440 < 0.035 m"1 criteria of Mueller 
et ah, 2002) then OC4v4 already slightly underestimates at higher chl (Fig. 8.2) and will 
underestimate by progressively larger amounts, at a given larger chl value, as the BR 
increases with increasing turbidity . 
Simulations aside, the algorithms based on a single blue-green band-ratio as the RS input, 
will, as seen in Chapter 7, have stronger correlations with CDOM and SPM (compare, for 
example, the single BR results with multiple band results in Table 7.5). Since BRs are 
more strongly correlated with CDOM and SPM than chlorophyll (see Fig. 6.4), 
algorithms using a single BR will, to a certain degree, retrieve a spatial distribution of chl 
concentration dependent on CDOM and/or SPM distributions. 
The above arguments help to explain the relative weakness of algorithms relying on a 
single-BR to retrieve chl in the St. Lawrence Gulf and Estuary. Many researchers have 
pointed out the shortcomings of blue-green ratio algorithms as Case II conditions are 
approached using theory and/or simulations (e.g. Morel and Prieur, 1977; 
Sathyendranath, 2000; Morel and Belanger, 2006) or empirical evidence from regional 
investigations (e.g. Tassan, 1994; Ruddick et al., 2001; Darecki et al., 2003; Darecki and 
Stramski, 2004; Jacques et al, 1998). 
Empirical algorithms, employing higher spectral dimensionality, have accordingly been 
investigated in the present study in order to overcome the shortcomings of single BR 
algorithms. This is coherent with previous work that helped to define the distinction 
between Case-I and Case-II waters. Sathyendranath and Piatt (1989) had already pointed 
out that the simple blue-green band ratio used in Case-I chl retrieval algorithms was not 
appropriate for Case-II waters. Since several optically active constituents influence the 
intrinsic optical parameters and thus the recorded spectra over Case-II waters, the authors 
suggested that specific spectral algorithms were needed to account for the multivariate 
characteristics. Sathyendranath (2000) also claimed that the classical blue-green ratio 
should be replaced by more complex algorithms to account for the increase of optical 
complexity. 
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Defoin-Platel and Chami (2007) pointed out that there could be non-unique solutions to 
the inverse ocean colour problem as different combinations of inherent optical parameters 
can yield the same reflectance spectra. On the other hand, Morel and Prieur (1977) were 
relatively more optimistic when they stated that "The fact that, whatever the wavelength, 
several absorbers come into play does not prevent [a] solution of the problem, at least 
from a theoretical point of view." These authors suggested a semi-analytical approach 
which would recognize the interference of N absorbing compounds, by effectively 
expressing the total absorption coefficient spectrum as a sum of the specific absorption 
coefficient spectrum of each component, and solving the system of NxM equations which 
result from evaluating the reflectance spectra at N wavelengths (where "M" is the number 
of unknown constituent concentrations). 
8.4 Source of variations and inaccuracy in the in situ chlorophyll data: 
In this study, empirical relationships have been investigated based on the regressions 
between chl concentrations and radiometric quantities. The ground truth has been 
accepted as optically weighted chl concentrations where the component chl 
concentrations were obtained by chemical extraction and fluorimetric analysis of the 
samples collected at distinct sites and times. Some degree of inaccuracy is introduced by 
this assumption. 
Variations in the optical coefficients of chlorophyll are not just due to its concentration: 
its specific absorption and backscattering coefficients depend, for example, on the 
packaging effect of chlorophyll pigments. Phytoplankton species common to higher 
latitudes (e.g. diatoms) are known, for example, to have lower specific absorption 
properties in the blue portion of the spectrum (compared with species common to lower 
latitudes, see Sathyendranath et al., 2001). The packaging effect in the St. Lawrence 
system has been studied by Roy et al. (2003, 2008) and found to influence the optical 
contributions of chl. The authors estimated that, due to large, highly packaged diatom 
cells, the packaging effect can change the specific absorption per unit chlorophyll 
concentration by up to 65% at 440nm throughout the year, while up to 80% of reduction 
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can be observed during bloom periods. Cizmeli (2008) also reported a substantial 
variation in the specific absorption properties of chl. The impact of this variation is 
significant since the 443nm band (i.e. the band which is taken as a measure of chl 
absorption) is used in the chl-retrieval algorithms. 
Another source of inaccuracy is the secondary (non-chl) phytoplankton pigments 
associated with, but not correlated in any simple fashion with chl {accessory pigments). 
Those pigments are known to strongly influence absorption in phytoplankton cells (e.g. 
Barlow et ah, 2002, Mitchell et ah, 2000). Changes in phytoplankton absorption at 440 
nm influenced by typical changes in pigment composition are found to be about 11%-
13% in the St. Lawrence Gulf and Estuary (Roy et ah, 2008). 
The spatial heterogeneity in the phytoplankton distribution, or patchiness, is another 
important variability factor, especially for satellite-based radiometric measurements. 
Cizmeli (2000) used variograms applied to low altitude hyperspectral imagery to estimate 
intra-pixel variability of SeaWiFS images, and reported that in the Gulf of St. Lawrence it 
could exceed 35% (By comparison, the SeaWiFS design target for maximum intra-pixel 
variance was also 35%). We note that although this is an important factor for satelite 
based RS retrievals (and thus the final RS algorithm which is the ultimate goal of the type 
of research which is being presented in this thesis), it should have minor effect on our 
SPMR measurements and associated algorithms which we developed since the chl 
sampling and SPMR recordings were collected at virtually the same spot within the larger 
context of a SeaWiFS pixel. 
A part of the inaccuracy can come from the fluorimetric measurements of in situ chl. 
NASA continues its efforts to improve inter-comparability and standardization of ground 
truth data collection. Following the most recent round of experiments, it has been 
reported that the uncertainty in the field measurements of chlorophyll can constitute an 
important fraction of the overall uncertainty in SeaWiFS validation (Hooker et ah, 2005). 
The last recommendations of NASA were not yet available, and thus could not be fully 
applied in our research cruises (Suzanne Roy, pers. comm). On the other hand, the very 
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good agreement between HPLC and fluorimetric data argues at least for the relative 
precision of field measurements used in the present study. 
The time lag between in-situ measurements and radiometric data collection was probably 
not an important source of uncertainty in the case of our SPMR data, since the two 
measurements were collected quasi simultaneously. In the case of SeaWiFS validation, 
some small time-lag variation, associated with the few hours between the acquisition of 
in situ data and SeaWiFS images, would have affected the data. It should be noted that 
the time lag was less than two hours for most of the stations, and always less than six 
hours. 
8.5 Validity and potential uses of the developed algorithms : 
In this study, regional algorithmic equations were developed based on statistical 
correlations between in situ and radiometric data. These algorithms exploit the spectral 
information content incorporated in band slopes and/or band amplitudes. The application 
of these algorithms to SeaWiFS data resulted in moderate, but nonetheless significant 
improvements (relative to OC4v4 results) in the retrieval of in situ chlorophyll (Table 
7.6). Even if this improvement falls short of a rigorous statistical validation of the 
algorithms, it shows that they have some robustness in the face of environmental 
influences such as atmospheric effects and sensor response variations (i.e. the moderate 
improvement obtained over OC4v4 as seen for SPMR data persisted with SeaWiFS data, 
even in the presence of these artefacts). 
The algorithmic equations 7.6 and 7.11 would need further investigation in order to 
become statistically more meaningful in the St. Lawrence maritime environment. First 
need is an empirical validation with independent data covering wide ranges of optically 
active water constituents. The next step is definitely further analytical approach to 
explain the physical basis of the spectral correlations and extract some functional 
algorithms from these empirical equations. 
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Algorithms 7.6 and 7.11 were advantageous in three principal ways over OC4v4. First, a 
more realistic chl retrieval range was obtained (Fig 5.4 versus Figures 7.33 and 7.34). 
Second, examination of these histograms as well as the simulation analysis above 
(Figures 8.2 and 8.3) showed the improvement, relative to the OC4v4 algorithm, in 
detecting lower chl concentrations. Table 8.2 shows another measure of the relative 
success of the algorithms in detecting lower chl concentrations using real (SPMR) data. 
CChi : 
Number of stations with in situ chl below CChi '• 
Number of stations with Eq.7.6 retrieval below CChi 
Number of stat. with Eq.7.11 retrieval below CCM 
Number of stations with OC4v4 retrieval below CChi 
< 1 mg.m"3 
99 
88 
90 
22 
Table 8.2: Comparison among algorithms for the detection of 
< 0.5 mg.m"3 
52 
32 
33 
2 
< 0.3 mg.m"3 
21 
9 
10 
0 
ow in situ chl values. 
The third advantage is the level of decorrelation obtained between retrieved chl and 
CDOM-SPM. (Tables 7.4, 7.5 and 7.6) This decorrelation by itself (even without 
considering the improvement in chl retrieval) is relevant since it allows the retrieval of a 
chlorophyll spatial distribution which is less dependent on CDOM and SPM than the 
OC4v4 algorithm. 
It is more problematic to track the spatial patterns of phytoplankton at low-chlorophyll 
regions/seasons in the St. Lawrence using the OC4v4 algorithm. In most cases, the 
optical signature of chl will be, in comparison to the multi-band algorithms, more 
perturbed by the presence of CDOM and SPM. It is important to note that we are not 
necessarily advocating the complete replacement of existing algorithms where those 
algorithms work well. Rather we suggest a more integrated approach where the best 
features of each algorithm could be combined in a final higher level algorithm. For 
example, the combined use of Eq. 7.6, Eq. 7.11 and OC4v4 might allow to detect -at 
least qualitatively- lower chlorophyll patterns and low-intensity phytoplankton blooms 
(e.g. Fall blooms, or blooms at oligotrophic sites). 
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It is difficult to make an evaluation of the accuracy obtained by the algorithms 
investigated and developed in this thesis. Most of the comparative studies evaluating the 
accuracy, precision and suitability of ocean color chlorophyll algorithms in the literature 
were done for Case-I waters (e.g. O'Reilly et ah, 1998; Smyth et ah, 2002). Not 
surprisingly, the performance of chlorophyll algorithms in explaining in situ chl 
variations in Case-I waters ( r2 ~ 0.9 with in situ optical data, O'Reilly et ah, 1998; 
Smyth et ah, 2002) are higher than those found in the present study (r2 ~ 0.7 for the 
retained algorithms). In Case-II regions, most published studies are focused on the 
application or adaptation of the existing Case-I algorithms to the region of study (e.g. 
Cota et ah, 2004; Garcia et al., 2006) or on the application of semi-analytical algorithms 
(e.g. Garcia et ah, 2006; Melin et ah, 2007), although studies also exist on the 
development of new regional algorithms as well (e.g. Darecki et ah, 2003; Garcia et ah, 
2005). 
Table 8.3 provides examples of published results obtained by the application of some 
global and local algorithms. Note that this table includes both empirical and semi-
analytical algorithms, built using regional and global data, collected either by satellites or 
in situ radiometers. Therefore care should be exercised before doing a quantitative 
comparison between the "performances" of the cited algorithms. 
Reference 
O'Reilly 
etal. (1998) 
Ibid. 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
•Ibid 
Ibid 
Algorithm 
OC2 (tuned) 
OC4 (tuned) 
Morel-1 
Calcofi-2BL 
POLDER 
GPs 
Aiken-P 
Clark-3B 
OCTS-C 
Carder (global) 
Siegel-Garver 
(global) 
Algo. 
Type 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Sem.An. 
Sem.An. 
Region, 
Water type 
Global Dataset (SeaBAM) 
Case-I (mostly) and Case-II 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Optical data 
Above-surface 
radiometry 
Ibid. 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
r2 
0.918 
0.932 
0.917 
0.915 
0.921 
0.923 
0.787 
0.905 
0.933 
0.876 
0.734 
N 
919 
919 
919 
919 
919 
919 
877 
919 
919 
919 
919 
APD 
— 
~ 
— 
— 
~ 
~ 
~ 
~ 
~ 
— 
--
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(Table 8.3, continues on the next page) 
Reference 
Smyth 
etal. (2002) 
Ibid 
Ibid 
Ibid 
Ibid 
Darecki 
et al. (2002) 
Ibid 
Cota 
et al. (2004) 
Ibid 
Garcia 
et al. (2005) 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Garcia 
et al. (2006) 
Ibid 
Ibid 
Ibid 
Melin 
et al. (2007) 
Ibid 
Ibid 
Ibid 
Mitchelson 
et al. (1986) 
Volpe et al. 
(2007) 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Algorithm 
OC2 
OC4 
CALP6 
Ciotti 
Carder 
f(490/550) 
f(550/590) 
Arctic OC4L 
Arctic OC4P 
OC4v4 
Furg-OC4 
OC4v4 
OC2v4 
Furg-OC2L 
OC4v4 
OC4v4 
OC2-LP 
GSM01 
Carder 
OC4v4 
Carder 
GSM01 
Clark 
f(440/550) 
OC4v4 
BRIC 
DORMA 
OC4v4 
BRIC 
DORMA 
MedOC4 
Algo. 
Type 
Emp. 
Emp. 
Emp. 
Sem.An. 
Sem.An. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Sem.An. 
Sem.An. 
Emp. 
Sem.An. 
Sem.An. 
Sem.An 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Region, 
Water type 
OffNW coast of Spain 
Ibid 
Ibid 
Ibid 
Ibid 
Western Irish Shelf 
Case-II 
Baltic Sea, Case-II 
Arctic 
Ibid 
SW Atlantic Ocean 
Mostly Case-I 
Ibid 
Southern Ocean 
Case-I and Case-II 
Ibid 
Ibid 
Southern Ocean + SW 
Atlantic Ocean 
SW Atlantic, coastal 
Case-I and Case-II 
Ibid 
Ibid 
Ibid 
Northern Adriatic, 
mostly Case-II 
Ibid 
Ibid 
Ibid 
Irish Sea, Case-II 
Mediterranean 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Optical data 
Above-surface 
radiometry 
Ibid 
Ibid 
Ibid 
Ibid 
In-water 
radiometry 
Ibid 
Satellite 
(SeaWiFS) 
Ibid 
In-water 
radiometry 
Ibid 
Ibid 
Ibid 
Ibid 
Satellite 
(SeaWiFS) 
Satellite 
(SeaWiFS) 
Ibid 
Ibid 
Ibid 
Satellite 
(SeaWiFS) 
Ibid 
Ibid 
Ibid 
In-water 
radiometry 
In-water and 
above-water 
Ibid 
Ibid 
Satellite 
(SeaWiFS) 
Ibid 
Ibid 
Ibid 
r2 
0.865 
0.838 
0.905 
0.808 
0.886 
0.76 
0.75 
0.82 
0.82 
0.87 
0.89 
0.61 
0.64 
0.64 
0.77 
0.82 
0.83 
0.86 
0.39 
0.72 
0.58 
0.55 
0.69 
0.71 
0.85 
0.85 
0.83 
0.66 
0.66 
0.57 
0.62 
N 
36 
51 
686 
686 
136 
136 
77 
77 
77 
28 
72 
72 
72 
72 
80 
80 
59 
80 
74 
155 
155 
155 
440 
440 
440 
440 
APD 
--
— 
~ 
~ 
~ 
— 
— 
~ 
42% 
32% 
35% 
33% 
30% 
66% 
50% 
4 1 % 
39% 
70% 
~ 
~ 
— 
~ 
— 
92% 
47% 
43% 
117% 
54% 
48% 
40% 
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Reference 
Hyde et al. 
(2007) 
Ibid 
Gregg and 
Casey (2004) 
Ibid 
Ibid 
Ibid 
Ibid 
This study 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
Algorithm 
OC4v4 
OC4adapted 
OC4v4 
OC4v4 
OC4v4 
OC4v4 
OC4v4 
OC4v4 
Eq.7.6 
Eq.7.11 
OC4v4 
Eq.7.6 
Eq.7.11 
Algo. 
Type 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
Emp. 
(Tab 
Region, 
Water type 
Massachusetts Bay, Case-II 
Ibid 
Global (NASA+NOAA) 
Global (open ocean) 
Global (coastal) 
West North Atlantic 
Gulf of St.Lawrence 
Gulf of St. Lawrence; 
mostly Case-II 
Ibid 
Ibid 
Ibid 
Ibid 
Ibid 
e 8.3, continues on the next 
Optical data 
Satellite 
(SeaWiFS) 
Ibid 
Satellite 
(SeaWiFS) 
Ibid 
Ibid 
Ibid 
Ibid 
In-water 
radiometry 
Ibid 
Ibid 
Satellite 
(SeaWiFS) 
Ibid 
Ibid 
v2 
0.387 
0.387 
0.76 
0.72 
0.60 
0.28 
0.43 
0.55 
0.68 
0.70 
0.24 
0.46 
0.48 
page) 
N 
426 
426 
4168 
1689 
2479 
26 
172 
166 
149 
157 
35 
25 
32 
APD 
--
~ 
— 
— 
— 
~ 
— 
226% 
65% 
70% 
502% 
96% 
95% 
Table.8.3. Summary of published global and local algorithms performance in comparison 
to the results reached in this thesis. 
In general, in situ chlorophyll measurements are in better agreement with retrievals based 
on in situ radiometric data than with retrievals based on satellite data (compare global 
results found by O'Reilly et al. (1998) and Gregg and Casey (2004)). 
Our results indicated that the Estuary and Gulf of St. Lawrence presents a particularly 
complex environment for the RS of chlorophyll concentration compared to global 
oceanic or coastal regions. The new data set used in this study confirmed previous results 
by Gregg and Casey (2004), who indicated that the North-West Atlantic and the Gulf of 
St. Lawrence exhibited particularly low agreement between in situ and SeaWiFS-derived 
chlorophyll data. Compared to other regions where standard algorithms also show weak 
performances, such as the Baltic Sea (Darecki and Stramsky, 2004), the SW Atlantic 
Ocean and Southern Ocean (Garcia et al., 2005; 2006), the Mediterranean Sea (Volpe et 
al., 2007) or the Irish Sea (Darecki et al., 2002), our study region has lower agreement 
between the satellite retrieved and in situ chl values. 
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The algorithms developed in this study (i.e. equations 7.6 and 7.11) provided a 
considerable improvement in terms of r2 and APD with respect to the standard SeaWiFS 
algorithm OC4v4, both for satellite and for in situ radiometric data. However, despite the 
improvement, the r values obtained are still less than the averaged global values, and the 
APD values remain higher than the targeted value of the SeaWiFS project (max. 35%). 
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IX. CONCLUSION 
Using SPMR data, the standard SeaWiFS chlorophyll retrieval algorithm OC4v4 was 
evaluated in the Gulf and Estuary of the St. Lawrence. The results showed significant 
shortcomings of the OC4v4 algorithm: 
- general weak accuracy in retrieving in situ chlorophyll, 
- overestimation at low chlorophyll, 
- underestimation at high chlorophyll, 
- strong correlations between OC4v4 output and optically active constituents other than 
chlorophyll (CDOM and SPM). 
The tuning of OC4v4 where the original formulation was retained but the coefficients 
were adapted to the St. Lawrence did not result in a significant improvement in retrieval 
accuracy. The statistical analysis of the residuals between OC4v4 estimates and in situ 
data showed that an important part of the bias depended on the concentrations of CDOM 
and SPM. However, a simple quantitative relation could not be found between residuals 
and CDOM or SPM, for the totality of the data. 
All possible band-ratios and spectral slopes extracted from the SPMR data (for the 
SeaWiFS bands) were individually analyzed in terms of their correlations with in situ 
data. In addition, the response of a more limited set of band ratios to chlorophyll 
concentration increments were simulated using the Biopti® code for nine cases covering 
the natural range of CDOM (ag440) and SPM concentrations as measured in our data set. 
These investigations yielded two main results: 
1) The empirical data (correlation coefficients) showed that band ratios generally 
depended more on CDOM and/or SPM than on chlorophyll, 
2) The Biopti® model simulations showed that the variation in the optical signal due to 
the presence of CDOM and SPM was high enough to prevent OC4v4 from retrieving 
chl within acceptable error limits (defined as 35% accuracy in SeaWiFS chl retrieval). 
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Based on these two results it was concluded that there was no adequate, single BR 
algorithm for the RS of chlorophyll in our study region. The CDOM and SPM influence 
on chl versus BR regressions precluded chl retrievals from a single BR for the Estuary 
and Gulf of St. Lawrence (to an accuracy which satisfied the SeaWiFS accuracy goals). 
The data demonstrated strong site-specific characteristics. A three-region classification of 
the St. Lawrence which was tied to the intercorrelations between the optically active in 
situ constituents as well as the correlations between BRs and the constituents, was put 
forward. These subregions were: (a) the upper estuary (stations IX), (b) the lower St. 
Lawrence estuary and Anticosti Gyre (stations 2X to 6X) characterized by relatively 
strong intercorrelations among the three constituents, and (c) the Gulf (stations 7X to 
1IX), characterized by the lack of, or slightly negative, correlation between CDOM and 
chl. Although less pronounced in the Gulf, all subregions exhibit a Case-II nature. The 
best correlations between BR and chlorophyll were obtained in the Estuarine and Gulf 
subregions (correlations which were <~ 0.75). Stations IX exhibited significantly 
different properties, but the number of matching in situ and SPMR data points were 
insufficient to make an adequate site-specific analysis for this subregion. Clearly a more 
extensive data set is needed at the western edge of the estuary (stations IX) because of 
the extreme properties exhibited by the in situ constituents. In a separate analysis the 
algorithms previously developed by Jacques (2000) for the estuarine stations 3X and 4X 
were applied to our data set. This analysis confirmed the robustness of his algorithms and 
also the site- and season-specific nature of the optical properties of the Estuarine waters. 
Systematic testing of ten algorithmic formulations, for all possible band ratios and 
spectral slopes, provided several empirical models for the retrieval of in situ chlorophyll 
data from SPMR radiometric data. Observation and comparison of these models with 
OC4v4 gave three important arguments supporting our hypothesis : 
1) As stated above the retrieval accuracy could not be significantly improved by 
using single variable (single band-ratio or single band slope) algorithms, 
2) In situ chlorophyll data can be retrieved with significantly higher accuracy by 
using multiple band-ratios, or band-ratio and band slope combinations, 
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3) Significant improvement in decorrelating the algorithm output with respect to 
CDOM and SPM can be obtained by using multiple band-ratio or band-ratio and 
band slope combinations. 
Two algorithms (Equations 7.6 and 7.11) were selected for further investigations and 
analysis in terms of their retrieval performance when applied to SeaWiFS satellite data. 
Despite the additional environmental and instrumental problems associated with 
SeaWIFS data (such as the known shortcomings of the standard SeaWiFS atmospheric 
correction in the St. Lawrence maritime region as well as the scaling up problems due to 
the large pixel size), the two algorithms provided a moderate but significant improvement 
over OC4v4. The persistence of the relative improvement with satellite data suggests that 
these algorithms have a certain degree of robustness in the presence of environmental 
effects and sensor differences. 
Beyond the analysis of empirical statistics, the Biopti® simulations showed, for most of 
the optically active water constituent combinations, improved retrieval range and 
reduced chl overestimation at low chlorophyll concentrations (algorithms 7.6 and 7.11). 
On the other hand, shortcomings do exist, notably at high chl concentrations and low 
CDOM/SPM concentrations for Eq. 7.6 and at high SPM concentrations for Eq. 7.11. 
In this work, the hypotheses have been validated in two steps. First, we showed the 
shortcomings of empirical algorithms based on a single band-ratio in the Estuary and 
Gulf of St. Lawrence; this finding indicated the need for including more spectral 
information in any retrieval algorithm. Secondly we analyzed a large number of potential 
algorithms in order to arrive at two specific algorithms which were significant 
improvements on single ratio algorithms. The equations 7.6 and 7.11, even though they 
don't satisfy the 35% accuracy target of SeaWiFS project, provided a substantial 
improvement with respect to the standard SeaWiFS algorithm OC4v4, for both in situ 
radiometric and satellite datasets. We thus demonstrated the potential of using multiple 
band-ratio and band slope algorithms to improve the RS retrieval accuracy of chlorophyll 
concentration. 
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The developed algorithms require further modifications and validation to achieve an 
operational RS algorithm. The first modifications would be limited to the selection of 
appropriate algorithms for a given state of turbidity (CDOM/SPM environment) from the 
optimal algorithms found in our analysis. The second one, in the longer term, would be a 
refinement of those algorithms given the shortcomings found for given turbidity 
conditions. Future validation objectives would necessarily include further testing of 
algorithm candidates using a larger database of satellite-based retrievals (in particular for 
achieving a better understanding of atmospheric effects). In their present state, the 
optimal algorithms which we found represent an advance in terms of distinguishing 
spatial patterns of chlorophyll at low concentrations, and in terms of being better 
decoupled from the influence of CDOM and SPM. 
Previous studies showed that among the sources of natural variability in chlorophyll RS, 
other than the contaminating effects of CDOM and SPM, the packaging effect (which 
causes variation in the specific absorption coefficient of chlorophyll pigments) and the 
contributions of accessory pigments are the most important. Empirical derivations of 
retrieval algorithms based on regressions between spectral parameters and chlorophyll 
concentration include biases related to the ground truth information. The optical signal 
of chlorophyll is not solely based on its chemical concentration. It is, more precisely a 
function of the inherent optical properties of the pigment containing cells 
(phytoplankton), depending on their size and type, as well as their accessory pigments. 
Further research along these lines is needed to develop more accurate chlorophyll 
retrieval algorithms in the Gulf and Estuary of Saint-Lawrence. A strategic combination 
of optical models combined with empirical data might allow more realistic computations 
of the actual phytoplankton contribution to the optical signal and thus more accurate 
characterizations of ground truth parameters as they relate to the RS problem. Performing 
the regressions between the modeled optical signal of phytoplankton (rather than chl 
concentration) and spectral parameters would probably increase the physical significance 
of statistically derived correlations. Such an approach would necessitate the combined 
use of intrinsic optical parameter (IOP) measurements and in situ radiative transfer 
models to determine the ground truth data upon which algorithms will be developed (the 
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closure of IOP and AOP measurements at the surface was strongly advocated by Qizmeli 
(2008) for the same data set). 
Today there is, in addition to SeaWiFS, a number of ocean color sensors in orbit, (e.g. 
MODIS, MERIS) and an extensive amount of radiometric data is being collected over 
oceanic and coastal waters. In order to fully exploit this information, there is a need for 
more elaborate development of regional chl algorithms. Empirical algorithms can 
partially satisfy this need in the short term. This requires an extensive ground-truth, 
surface-level dataset for the algorithmic development, together with an adequate ground-
truth dataset for satellite validation. Both data sets should be representative of the spatial 
and seasonal variability which characterize the three optically active constituents. The 
number of samples used in the present study was limited to 169 data points, whereas 
functional algorithms (such as OC4v4) were developed using several thousand in situ-
vs.-radiometric data match-ups. A more extensive dataset would obviously help to 
develop more robust chlorophyll retrieval algorithms in the optically complex waters of 
the St. Lawrence system. 
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APPENDIX 
1) Photosynthesis general equation; 
Photosynthesis is the biochemical process allowing the synthesis of organic matter with high chemical 
energy content from inorganic compounds with low chemical energy. The source of energy to drive 
this multi-step process is solar light. The process can only take place in the presence of photosynthetic 
(photoautotrophic) organisms containing chlorophyll pigments which use light as energy source to fix 
inorganic carbon. The basic photosynthetic process can be summarized by the following equation: 
C02 + 2H20 + solar energy ^ (CH20) + 0 2 + H20 (Falkowski and Raven, 1997) (Eq. Al.l) 
(Pigments, nutrients) 
2) Algorithm combination/repetitions: 
In case of 2 BR or 3 BR algorithms, some combinations are practically repetitions : for example a 3 BR 
algorithm based on band ratios 443/5 5 5nm, 490/5 5 5nm and 510/555nm will give exactly the same chl-
correlations as an algorithm based on BRs 443/490nm, 490/5 lOnm and 510/555nm, when the 
regression best fit curve is built on logarithmic data . This is because: 
a. Ln (Rrs443/Rrs555) + b. Ln (Rrs490/Rrs555) + c .Ln (Rrs510/Rrs555) + d = 
a.Ln(Rrs443) - a.Ln(Rrs555) + b.Ln(Rrs490) - b.Ln(Rrs555) + c.Ln(Rrs510) - c.Ln(Rrs555) +d = 
a.Ln(Rrs443) + b.Ln(Rrs490) + c.Ln(Rrs510) - (a+b+c).Ln(Rrs555) + d (Eq. A2.1) 
and, 
e. Ln (Rrs443/Rrs490) + f. Ln (Rrs490/Rrs510) + g .Ln (Rrs510/Rrs555) + h = 
e.Ln(Rrs443) - e.Ln(Rrs490) + f.Ln(Rrs490) - f.Ln(Rrs510) + g.Ln(Rrs510) - g.Ln(Rrs555) + h = 
e.Ln(Rrs443) + (f-e).Ln(Rrs490) + (g-f).Ln(Rrs510) - g.Ln(Rrs555) + h (Eq. A2.2) 
in Eq. A2.1, the coefficient of 555nm (denominator) band is equal to the sum of the coefficients of the 
three numerator bands, and it can be seen that the same condition occurs for Eq. A2.2, since : 
e + (f-e) + (g-f) = g . Without any formal proof, it is logical to presume that an optimization of the 
band ratios will be equivalent to an optimization of the individual logarithmic terms in example given 
above. Accordingly the optimization process will yield a=e, b=(f-e), c= (g-f) and d = h, in the case of 
the best fit curve. 
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In a similar manner, it is possible to show that the form of Jacques' #22, #23, #24 algorithms is 
identical (i.e. as a generalized sum of log terms), and that any small difference in their correlation 
coefficients would mostly likely be due to rounding of algorithm coefficients (we applied Jacques' 
coefficients rounded up to 2 significant digits). 
3) Jacques' algorithms : 
There are 13 algorithms compatible with SeaWiFS bands, labeled from #12 to #24 in Jacques' (2000). 
These algorithms use uncalibrated radiances (digital counts), denoted by « SL(^) », as input. 
# 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
Simulated SeaWiFS bands (digital counts) 
l,2-l,7Ln(SL443/SL670) 
l,6-l,4Ln(SL490/SL670) 
l,6-l,3Ln(SL510/SL670) 
-1,9 - 4,6 Ln(SL490/(SL555+SL670)) 
-1,5 - 4,2 Ln(SL510/(SL555+SL670)) 
2,9 - 4,6 Ln[(SL443+SL490+SL510)/(SL555+SL670)] 
1,4 - 4,4 Ln[(SL490+SL510)/(SL555+SL670)] 
H^O - 1,3 Ln(SL490/SL670) - 3,7 Ln(SL510/SL555) 
1,1 - 2,9 Ln(SL490/SL555) - 1,3 Ln(SL510/SL670) 
1,1 - 3,8 Ln(SL490/SL670) + 2,5 Ln(SL555/SL670) 
1,0 - 4,2 Ln(SL510/SL555) - 1,2 Ln(SL510/SL670) 
1,0 - 5,5 Ln(SL510/SL555) - 1,2 Ln(SL555/SL670) 
1,0 - 5,5 Ln(SL510/SL670) + 4,2 Ln(SL555/SL670) 
RMSi 
0,23 
0,28 
0,29 
0,21 
0,22 
0,25 
0,21 
0,20 
0,20 
0,21 
0,20 
0,20 
0,20 
R2 
0,46 
0,35 
0,29 
0,57 
0,52 
0,51 
0,56 
0,64 
0,64 
0,63 
0,65 
0,65 
0,65 
~ R 
0.68 
0.59 
0.54 
0.75 
0.72 
0.71 
0.75 
0.8 
0.8 
0.79 
0.81 
0.81 
0.81 
Table A3.1. Jacques' algorithms. RMSi, R and R are respectively the root mean squared error in units of 
mg.m", the coefficient of determination and the correlation coefficient, for Jacques' data set. 
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4) Chi distribution over CDOM-SPM scatterplot 
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Figure A4.1. Chl amplitudes represented by colors on a SPM-CDOM scatterplot. Highly estuarine stations 
(lX's) are shown in squares, at the upper right of the graphic. 
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Figure A4.2. Simulated ranges of three algorithms for the nine CDOM/SPM cases. See Table 8.1 for "L", 
T \ "H" definitions. 
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5) Simulations with algorithm terms : 
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Fig. A5.1. Variation of the terms of algorithm Eq. 7.6 with respect to chl (from 0.1 to 15.4 mg.m" in 
increments of 1.7). Each subplot corresponds to a fixed combination of CDOM and SPM 
concentrations. See Table 8.1 for "L", "I", "H" definitions. 
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CDOM: low intermediate high 
Fig. A5.2. Variation of the terms of algorithm Eq. 7.11 with respect to chl (from 0.1 to 15.4 mg.m"3 in 
increments of 1.7 mg.m"3 ). Each subplot represents a fixed combination of CDOM and SPM 
concentrations. See Table 8.1 for "L", "I", "H" definitions. 
The slope term, S490 555 is multiplied by an arbitrary factor of 6500, for graphic visualisation purposes, 
and labelled 100S555-490 (the difference between Rrs at 555nm and 490nm multiplied by 100) 
The algorithm 7.11 fails at high SPM. In this region, the slope term S490555 is high. We can set a 
threshold by visual examination of the graphics, and suggest that 7.11 doesn't work when 
100S555490 > 0.5 . The value of 0.5 for this graphic slope term corresponds approximately to a slope 
of8.10"5 between Rrs490 and Rrs555. 
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6) Chi versus band reflectance values for the whole St Lawrence dataset and the region/season 
studied bv Jacques et at (1998) 
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Figure A6.1. Correlation coefficients between In Rrs(^ ) and In in situ chl values. All stations. Note that 
positive correlations were found in the summer and at the end of spring season. 
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Figure A6.2. Correlation coefficients between chlorophyll and band ratios, for three numerator bands. 
Blue-to-green ratios are shown by green bars, and blue-to-red band ratios by red bars (analysis 
restricted to the region and season defined by Jacques et al. (1998)). This graphic confirms (validates) 
the findings of the authors. 
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7) Effect of SPM increase on a OC4v4 retrieved chlorophyll (other concentrations kept constant) 
Other factors kept constant, increasing SPM is found to increase the OC4v4 chl output at low chl and 
CDOM concentrations and high SPM1 (overestimation at low chl), and to decrease the OC4v4 chl 
output at high chl concentrations (underestimation at high chl). To explain this: 
Let BR be Rrs510 / Rrs555 and let us assume that it yields the correct in situ chl; 
Ri= Rrs510 R2=Rrs555 
An increase in SPM with all. others constituents kept constant, will induce an absolute increase of a to 
Ri, and an increase of a+c to R2 ; (the competing spectral influences of chl, CDOM, H20 and SPM 
absorption-induced decreases and backscattering increases due to increasing SPM mean that a > 0, a + 
c> 0 while c can be of either sign; see Bukata et al. (1995) and Schalles et al. (2001) for examples 
concerning the optical influence of SPM). 
Let us assume that the initial band ratio is Ri / R2. 
The band ratio after an exclusive increase in SPM will be: 
(Ri + a) / (R2 + a + c) 
Let us take the case of underestimation. A decrease in OC4v4 output with increasing SPM occurs if: 
(Ri + a) / (R2 + a + c) > Ri / R2 
RhR2 + a. R2 > R1.R2 + a.Ri + c.Ri => R2 > Ri + c/a . Ri 
( R 2 - R i ) / R i > c/a (Eq.A7.1) 
Similarly, (R2 - Ri) / Ri < c/a (Eq. A7.2) 
means an increase in OC4v4 output, due to an increase in SPM. 
High chl (retrieved by OC4v4): 
The formula of the OC4v4 algorithm yields 2.32 for BR=1. The OC4v4 output exceeds -2.32 mg.m"3 
when BR (e.g. Rrs510/Rrs555) is lower than 1 . In this case (R 2 -Ri) /Ri will be positive. If Eq. 
A7.1 holds, underestimation occurs with increasing SPM. 
Low chl: 
When the initial OC4v4 output is below -2.32 mg.m"3, (R2 - Ri) / Ri is negative. As long as c is 
positive, equation (A7.2) will apply. The parameter c is likely to be positive for X < 555 nm, and 
therefore an overestimation is likely to occur. However under some specific conditions, for rather 
clear waters, c can be negative. This effect can be seen on Biopti® simulations (variations with SPM), 
cf. figures involving Eq. 7.11 (see 100s555-490 nm in Appendix 5, Fig. A5.6, LL and LI cases). 
as per Fig. 8.2 and inferred from Fig. A5.5 (low chl and low CDOM graph, large values of SPM) 
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Conclusions about the above discussion: 
If we assume a pure Case-I water, and knowing that a BR=1 yields 2.32 mg.m"3 for OC4v4 equation : 
1) A SPM addition which increases the total reflectance in a spectrally flat manner (constant 
throughout the spectrum, i.e. c=0) will lead to overestimation for initial OC4v4 < 2.32 mg.m"3 
and to underestimation above. We call this retrieved chl as a hinge point. 
2) If the SPM addition is associated with negative (R.2 - Ri) / Ri the hinge point will be below 2.32 
mg.m"3. If the SPM addition is associated with positive (R2 - Ri) / Ri, the hinge point will be 
above 2.32 mg.m"3. 
3) The addition of a type of SPM which induces an increase in the spectral slope of the 
reflectance will have more tendancy to underestimate at lower chl (higher the c, lower the 
hingepoint). 
The same logic can be applied to CDOM increase: (R2 - Ri) / Ri > c/a for overestimation, a is 
negative. 
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8) Regional correlations: 
Denominator: 665 nm, Sta: 1X 
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Figure A8.1. Correlation coefficients between in situ constituents and band ratios, for the three regions of the 
study area. Subplots in the left (a, c, e) are for blue-to-green ratio (normalized by 555nm), subplots b, d and fare 
for blue-to-red ratio (normalized by 655nm). Note that the number of data points is low in stations IX (N<6) 
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9) Standard deviations for SPMR bands (wrt subregions): 
IX 
2X 
3X 
4X 
5X 
6X 
7X 
8X 
10X 
11X 
412 nm 
0.00244 
0.00399 
0.00143 
0.000889 
0.000528 
0.000750 
0.000741 
0.00104 
0.000653 
0.000718 
443 nm 
0.0123 
0.00103 
0.00235 
0.00107 
0.000759 
0.00103 
0.00116 
0.00136 
0.000817 
0.000850 
490 nm 
0.00473 
0.00165 
0.00428 
0.00161 
0.00107 
0.00153 
0.00209 
0.00194 
0.00103 
0.00106 
510nm 
0.0106 
0.00184 
0.00519 
0.00193 
0.00115 
0.00163 
0.00219 
0.00190 
0.000985 
0.000997 
555 nm 
0.00995 
0.00169 
0.00559 
0.00216 
0.00113 
0.00152 
0.00189 
0.00154 
0.000790 
0.000692 
665 nm 
0.00734 
0.000944 
0.00205 
0.000698 
0.000309 
0.000264 
0.000368 
0.000220 
9.29 e-005 
9.61 e-005 
Table A9.1 Standard deviations for SPMR RrS data (1997-2001) for each band. 
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10) In situ constituent parameters versus spectral parameters : 
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Figure A10.2. In situ chl versus SPMR 
band ratios, next five combinations. 
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Figure A10.8. SPM versus SPMR band 
ratios, next five combinations. 
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Figure A 10.9. SPM versus SPMR band 
ratios, last five combinations. 
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Figure A10.10. chl versus SPMR band 
slopes, first five combinations. 
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Figure A10.12. chl versus SPMR band 
slopes, last five combinations. 
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Figure A10.13. CDOM versus SPMR 
band slopes, first five combinations. 
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Figure A10.14. CDOM versus SPMR 
band slopes, next five combinations. 
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Figure A10.15. CDOM versus SPMR 
band slopes, last five combinations. 
slope 412-443 
2 
0 • • • R=0.79 
"-5 0 5 
slope 412-510 
2 . R=0.77 . 
At* 
-1.5 -1 -0.5 0 0.5 1 1.5 
slope 412-665 
2 
- 6 - 4 - 2 0 2 4 
Rrsstope 
• 
1 
xto" 
• 
2 2.5 
x10J 
t 
R=0.83 
6 8 1 
X1Q-5 
2 
0 
o - •? 
2 
0 
3 
slope 412-490 
R=0.69 . * 
?•• • 
2 -1 0 1 . 2 3 4 
X10"1 
slope 412-555 
1 
R=0.86 • 
-0.5 0 0.5 1 1.5 2 25 
Rrs slope
 xio"* 
Figure A10.16. SPM versus SPMR 
band slopes, first five combinations. 
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Figure A10.17. SPM versus SPMR 
band slopes, next five combinations. 
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Figure A10.18. SPM versus SPMR 
band slopes, last five combinations. 
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11) Correlation and statistics for different portions of the dataset: 
The correlations reported in Chapter 5 and 6 are for the data where radiometric measurements from 4 
bands (443, 490, 510, 555nm bands) are available. Therefore, the statistics for OC4v4 are: 
Riog= 0.74 , Riin=0.72 , rmse = 2.52 mg.m"3, PRME=15% , RCDOM= 0.70 , RSPM=0.72 and N=106 
When we investigate correlation and algorithm output statistics that require data from 6 bands (e.g. for 
algorithm Eq.7.6 or 7.7) the statistics of OC4v4 for this portion of the data, where radiometric data 
from 6 bands (all SeaWiFS bands in the visible) are available, are : 
Riog= 0.70 , Riin=0.66 , rmse = 1.87 mg.m"3, PRME=13.3% , RCDOM= 0.67 , RS PM=0.70 andN=99 
Ta 
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12) Agreement between Biopti simulations and SPMR data: 
A subset of stations (n=l 1) has been randomly selected from the dataset (Table A12.1). Biopti® 
simulation is performed for this subset (input values : in situ chl, CDOM and SPM concentrations). 
Station 
12 
66 
104 
51 
73 
106 
24 
62 
101 
21 
82 
Year 
2001 
2001 
2001 
2000 
2000 
2000 
1999 
1999 
1999 
1998 
1998 
In situ 
chl 
mg.m"3 
0,12 
1,05 
5,14 
1,05 
1,24 
0,34 
6,66 
0,91 
0,71 
0,20 
0,57 
SPMR 
OC4v4 
mg.m"3 
3,34 
1,55 
3,42 
2,43 
1,46 
1,56 
7,19 
2,14 
2,09 
2,23 
1,05 
CDOM 
m 
0,39 
0,13 
0,10 
0,22 
0,17 
0,08 
0,32 
0,14 
0,17 
0,18 
0,07 
SPM 
mg.L"1 
3,45 
0,58 
0,86 
0,76 
0,91 
0,51 
2,18 
0,42 
1,06 
1,01 
0,29 
Table A12.1. Subset of stations used for the evaluation of the agreement 
between Biopti simulations and real data. 
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OC4v4, simulated versus SPMR 
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Figure A12.1. Biopti® simulated OC4v4 versus SPMR OC4v4. R=0.90 
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Figure A12.2. Biopti simulated OC4v4 and SPMR OC4v4 versus in situ chl. Correlation 
coefficients are 0.45 and 0.57 for SPMR and Biopti®, respectively. 
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Figure A12.3. Biopti simulated values and SPMR Rrs data. Dashed lines show y=x. 
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