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摘要：物联网设备的视频压缩码率和量化参数等编码方案决定着视频质量和物联网设备的使用寿命．针对未知视频传
输模型和能量采集模型的物联网设备，提出一种 基 于 强 化 学 习 的 视 频 编 码 方 案，能 够 动 态 优 化 视 频 编 码 码 率 和 量 化 参
数．该技术根据物联网设备的无线信道带宽、电 池 水 平 和 采 集 的 能 量，结 合 反 馈 的 视 频 质 量 和 时 延 等 信 息，采 用 强 化 学
习算法优化选择视频编码码率和量化参数．在动 态 的 网 络 环 境 下，物 联 网 设 备 不 需 预 知 视 频 传 输 模 型 就 可 以 综 合 优 化
视频质量和设备能量损耗．仿真结果表明，该方案可以提高视频质量，降低设备能量损耗和时延，改善物联网设备效益．
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　　物 联 网 技 术 被 广 泛 应 用 于 医 疗 保 健［１］、智 能 交
通［２］、环境检 测［３］等 领 域，其 视 频 压 缩 编 码 和 传 输 方
案决定了物联网设备的能量损耗、视频传输质量和用
户的网络体验［４］．随着第五代移动通信技术［５］和边缘
计算［６］的 发 展，物 联 网 用 户 广 泛 关 注 传 输 的 安 全
性［７］、隐私性［８］、用 户 体 验 度 和 物 联 网 设 备 的 电 池 寿
命［９］．同时，Ｈ．２６４等视频编码标准虽可改善视频的压
缩比和对信道的适应性［１０］，但却增加了传输能耗［１１］和
要求更短的视频传输时延［１２］．因此，如何优化物联网设
备的视频编码方案，综合提高视频质量、降低设备能耗
和时延，成为物联网技术发展的关键问题之一．
能量采集 技 术 通 过 采 集 装 置 将 射 频 信 号 等 环 境
能量 转 化 为 电 能，提 高 了 网 络 设 备 的 电 池 使 用 寿
命［１３］．例如，物联网 设 备 根 据 当 前 电 量 水 平 和 能 量 采
集效率优化中继选 择 以 降 低 成 本［１４］或 者 在 任 务 调 度
中优化采 集 能 量 的 分 配 可 以 执 行 更 多 的 任 务［１５］．目
前，物联网设备基于已知的视频传输模型和无线信道模
型等信息来优化视频压缩编码的量化参数［１６］和编码码
率［１７］，从而提高视频传输质量．然而，能量采集物联网
设备在动态的网络环境中难以精确预估上述信息并据
此来优化视频质量．物联网设备应用强化学习技术可以
在动态博弈中优化其策略，提高设备的传输质量等效
益．例如，物联网设备采用强化学习为用户不同的需求
分配缓存资源，不需要预知网络模型即可提高用户的体
验质量［１８］；物联网医疗设备采用强化学习选择感知数
据的上传策略，从而保证用户传输模型的隐私［１］．
因此，本文中提出了一种基于强化学习的能量采
集物联网设备视频编码参数选择方案．该技术选择视
频压缩的编码码率和量化参数，将其卸载至边缘设备
进行 数 据 处 理，旨 在 提 高 视 频 质 量，降 低 计 算 和 传 输
的能量损耗和时延，并应用能量采集技术对物联网设
备补给能量来延长电池寿命．该过程可建模为马尔可
夫决策过程，物联网设备根据边缘设备反馈的视频质
量和 时 延，以 及 当 前 的 无 线 信 道 带 宽、设 备 电 能 和 采
集的能量等信息，利用强化学习算法动态优化视频编
码码率和量化参数．该方案不需要预知视频传输模型
和能 量 采 集 模 型，通 过 试 错 来 改 善 视 频 质 量、设 备 能
耗和传输时延等视频传输性能．
１　系统模型
考虑一个 能 量 采 集 物 联 网 视 频 传 输 系 统 由 物 联
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网设备和边缘设备组成．物联网设备首先选择合适的
视频编码码率和量化参数对视频进行编码，然后将编
码后视频传输给边缘设备，最后获得边缘设备反馈的
视频质量和时延．在这个过程中应用能量采集技术来
对物联网设备提供能量，提高物联网设备完成视频传
输任务的概率．
１．１　网络模型
如图１所示，物联网设备在ｋ时刻与边缘设备之
间的信道特征为ｇ（ｋ），自身电能为ｂ（ｋ），可用的传输信
道带宽为Ｂ（ｋ）．为了增加电能，设物联网设备利用射频
天线或者太阳 能 电 池 从 环 境 中 采 集 的 能 量 为ρ
（ｋ）．根
据 Ｈ．２６４视频编码标准，物联网设备选择视频编码码
率ｘ（ｋ）１ 和量化 参 数ｘ（ｋ）２ 对 将 要 发 送 的 视 频 进 行 编 码
处理，并将处理后的视频传输给边缘设备进行解压和
其他进一步的处理．边缘设备在接收到处理压缩的视
频后将视频质量和时延反馈给物联网设备．
图１　能量采集物联网视频传输模型
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１．２　视频传输模型
视频编码传输过程主要考虑视频质量、能量损耗
和时延．视频质量ｑ（ｋ）包含了视频的压缩质量η
（ｋ）和传
输质量ν（ｋ），即ｑ（ｋ）＝η
（ｋ）＋ν（ｋ）．压 缩 质 量η
（ｋ）通 过 编
码后 视 频 的 峰 值 信 噪 比（ｐｅａｋ　ｓｉｇｎａｌ－ｔｏ－ｎｏｉｓｅ　ｒａｔｉｏ，
ＰＳＮＲ）来衡量．ＰＳＮＲ是一种常用的客观视频质量评
价指标，值越大表示视频质量越高．传输质量ν（ｋ）使用
信噪比（ｓｉｇｎａｌ－ｔｏ－ｎｏｉｓｅ　ｒａｔｉｏ，ＳＮＲ）来进行衡量．视频
传输过程中的能量损耗Ｅ（ｋ）会影响物联网设备的电能
和任务完 成 情 况．为 了 避 免 电 量 不 足 导 致 的 任 务 失
败，物联网设备利用能量采集技术进行自产能．
视频传输的时延ω（ｋ）包括排队时延、处理时延、传
输时延和传播 时 延４个 部 分，根 据 文 献［１９］，视 频 传
输过程所需带宽不会超过系统总有效带宽，并且实验
证明排队时延不会影响视频传输质量，而传播时延和
其他部分相比较小，所以在本方案中不考虑将排队时
延和传播时延 作 为 优 化 目 标，只 关 注 处 理 时 延（即 视
频压缩编码时间）和传输时延这两个部分．
２　基于强化学习的能量采集物联网
设备视频编码选择方案
　　由于能 量 采 集 物 联 网 设 备 的 视 频 编 码 传 输 过 程
可以建模为马尔可夫决策过程，为了得到视频编码的
最优参数选择，物联网设备利用强化学习优化视频编
码传输过程，动态选择视频编码码率ｘ（ｋ）１ 和量化参数
ｘ（ｋ）２ ，从而提高视频质量并降低能量损耗和时延．
设物联网 设 备 在 接 收 到 边 缘 设 备 反 馈 的 上 一 时
刻ｑ（ｋ－１）和ω（ｋ－１）后，观 测ｇ（ｋ）、ｂ（ｋ）、ρ
（ｋ）和 可 用 的 传 输
信道带宽Ｂ（ｋ），将视频编码传输过程建模为马尔可夫
决策过程则 有 系 统 状 态 空 间ｓ（ｋ）＝［ρ
（ｋ），ｂ（ｋ），Ｂ（ｋ），
ｇ（ｋ），ｑ（ｋ－１），ω（ｋ－１）］和动作空间ｘ（ｋ）＝［ｘｋ１，ｘ（ｋ）２ ］．使用
ε贪婪 策 略 动 态 选 择ｘ（ｋ），即 用１－ε的 大 概 率 选 择 满
足最大化Ｑ 函数的ｘ（ｋ），并保留极小概率ε进行探索，
随机选择其他动作ｘ（ｋ）视频编码策略，其中０＜ε＜１．
根据视频编码传输过程中的ｑ（ｋ）、Ｅ（ｋ）、ω（ｋ）和任务
失败的额外损耗 评 估 物 联 网 设 备 的 效 益ｕ（ｋ），定 义 单
位能量损耗σ、单位时延τ、额外损耗系数γ，则有
ｕ（ｋ）＝ｑ（ｋ）－σＥ（ｋ）－τω（ｋ）－γ（ｂ
（ｋ）－
　Ｅ（ｋ）＋ρ
（ｋ）＜０）． （１）
其中，为指示函数，表示当ｂ
（ｋ）－Ｅ（ｋ）＋ρ
（ｋ）＜０时 物
联网设备传输任务失败需要付出的额外损耗．另外，Ｑ
函数Ｑ（ｓ（ｋ），ｘ（ｋ））根据当前动作状态对（ｓ（ｋ），ｘ（ｋ））、当
前时刻的效益ｕ（ｋ）和下一时刻的值函数Ｖ（ｓ（ｋ＋１））使用
学习速率α和折扣因子δ进行更新，其中学习速率α∈
（０，１］，折扣因子δ∈（０，１］．
基于强化 学 习 的 能 量 采 集 物 联 网 设 备 的 视 频 编
码参数选择技术的算法步骤如下：
１）初 始 化 强 化 学 习 的 参 数：学 习 速 率α，折 扣
因 子δ，初 始 状 态ｓ（０），Ｑ函 数Ｑ（ｓ（０），ｘ（０））＝０和 值
函 数Ｖ（ｓ）（１）＝０．
２）根据强化学习对Ｑ，Ｖ 进行迭代运算．
ａ）接收边缘设备反馈的上一时刻视频质量ｑ（ｋ－１）
和时延ω（ｋ－１）；
ｂ）观测自身电能ｂ（ｋ）、传输信道带宽Ｂ（ｋ）、信道特
征ｇ（ｋ）和采集的能量ρ
（ｋ）；
ｃ）构 建 当 前 时 刻 的 系 统 状 态ｓ（ｋ）＝［ρ
（ｋ），ｂ（ｋ），
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Ｂ（ｋ），ｇ（ｋ），ｑ（ｋ－１），ω（ｋ－１）］；
ｄ）根 据ε贪 婪 策 略 选 取 视 频 编 码 策 略ｘ（ｋ）＝
［ｘ（ｋ）１ ，ｘ（ｋ）２ ］；
ｅ）利用视频编码码率ｘ（ｋ）１ 和 量 化 参 数ｘ（ｋ）２ 对 视
频进行编码处理；
ｆ）传输编码后的视频到边缘设备；
ｇ）观测能量损耗Ｅ（ｋ）和下一时刻电能ｂ（ｋ＋１）；
ｈ）根据公式（５）评估物联网设备的效益ｕ（ｋ）；
ｉ）根 据Ｑ（ｓ（ｋ），ｘ（ｋ））← （１－α）Ｑ（ｓ（ｋ），ｘ（ｋ））＋
α（ｕ（ｋ）＋δＶ（ｓ（ｋ＋１）））更新Ｑ函数Ｑ（ｓ（ｋ），ｘ（ｋ））；
ｊ）根据Ｖ（ｓ（ｋ））＝ ｍａｘ　Ｑ（ｓ（ｋ），ｘ（ｋ））更新值函数
Ｖ（ｓ（ｋ））；
３）当ｋ＝Ｋ 时停止迭代运算．
３　仿真分析
本章利用 ＭＡＴＬＡＢ软件，对 提 出 的 基 于 强 化 学
习的能量采 集 物 联 网 设 备 的 视 频 编 码 参 数 选 择 方 案
进行仿真分析．物联网设备与边缘设备在无线空间环
境中进行视频传输，主要存在以地面反射波为主导的
多径效应，在 此 应 用 两 径 模 型［２０］对 传 输 信 道 进 行 建
模．两径模型的接收信号包含经自由空间到达接收端
的直 射 分 量 和 地 面 反 射 分 量 两 个 部 分．具 体 来 说，信
道特征ｇ（ｋ）与电磁波波长λ、物联网设备高度ｈＭ、边缘
设备 的 高 度ｈＤ、物 联 网 设 备 和 边 缘 设 备 之 间 的 距 离
ｄ（ｋ）以及信道阴 影 衰 落 因 子φ有 关，其 中 信 道 阴 影 衰
落因子φ服从高斯分布，其均值为μ０，方差为δ
２
０
［２１］．信
道特征ｇ（ｋ）可用如下公式进行评估：
ｇ（ｋ）＝
λ２
１００．１φ （４πｄ（ｋ））２
，ｄ（ｋ）≤
４πｈＭｈＤ
λ
，
ｈ２Ｍｈ２Ｄ
１００．１φ（ｄ（ｋ））４
，ｄ（ｋ）＞
４πｈＭｈＤ
λ
烅
烄
烆 ．
（２）
其中，电磁波波长λ设为５．９×１０９　ｍ，物 联 网 设 备 高
度ｈＭ设为１．２ｍ，边缘设备的高度ｈＤ设为１．２ｍ．根
据参考 文 献［２２］，编 码 后 视 频 的 ＰＳＮＲ 可 表 示 为
η
（ｋ）＝ａｅ－ｂｘ
（ｋ）
２ ，其中ａ和ｂ均为系统模型参数．根据参
考文献［２３］视 频 传 输 的ＳＮＲ可 表 示 为ν（ｋ）＝ （ｃ０＋
ｃ１（ｄ（ｋ））ｃ２）ｘ（ｋ）１ ｇ（ｋ）／Ｐｎ，其中：Ｐｎ表示服从高斯分布的
噪声功率，其 均 值 为μ１，方 差 为δ
２
１；ｃ０为 传 输 损 耗 系
数，ｃ１为传输放大器系数，ｃ２为路径损耗指数．故
ｑ（ｋ）＝ａｅ－ｂｘ
（ｋ）
２ ＋（ｃ０＋（ｃ１ｄ（ｋ））ｃ２）ｘ（ｋ）１ ｇ（ｋ）Ｐ－１ｎ ． （３）
根据文献［２２－２４］，物 联 网 设 备 可 选 的 视 频 编 码 码 率
ｘ（ｋ）１ 范围为８～１６Ｍｂｉｔ／ｓ，步长为２Ｍｂｉｔ／ｓ，系统模型
参数ａ为３５，ｂ为－０．０１７，传输损耗系数ｃ０为０．５，传
输放大器系数ｃ１为１．３×１０－８，路径损耗指数ｃ２为４．
能量损耗可用如下公式表示：
Ｅ（ｋ）＝ ［ｃ０＋（ｃ１ｄ（ｋ））ｃ２］ｘ（ｋ）１ｔ． （４）
其中，视频传输时间ｔ为３００ｍｓ，根据文献［２５］，视频
传输所需时延为：
ω（ｋ）＝ ［ｗ１（ｘ（ｋ）２ ）２＋ｗ２ｘ（ｋ）２ ＋ｗ３］＋（Ｂ（ｋ））－１　ＮＢ．
其中，系统 模 型 参 数ｗ１为０．０１，ｗ２为－１．３７，ｗ３为
８．３．视频传输的比特数ＮＢ为１２８ｂｉｔ．在本文算法中，
设置α为０．７，δ为０．８．式（１）中的单位能量损耗系数
σ为１，单位时延系数τ为８，额外损耗系数γ为２００．
为了评估本文算法的性能，对比了文献［２６］提出的基
于拉格朗日乘子（ｌａｇｒａｎｇｅ　ｍｕｌｔｉｐｌｉｅｒ，ＬＭ）、忽略无线
信道衰落的强化学习（Ｑ－ｌｅａｒｎｉｎｇ）和考虑无线信道衰
落的强化学习（Ｑ－ｌｅａｎｉｎｇ－ｓｈｕｄｏｗ）３种方法的视频质
量、物联网设备的效益、能量损耗和时延．
从图２可看出，无线信道衰落对本文强化学习方
法的影响不大．忽略无线信道衰落时，相较于基于ＬＭ
的方案，本文中提出的基于强化学习的能量采集物联
网设备 的 视 频 编 码 方 案 能 够 使 传 输 的 视 频 质 量 从
３３．８ｄＢ上升到３４．９ｄＢ，并在３ｓ时达到收敛，相较于
基于ＬＭ 的方案，本文中提出的方案能使传输的视频
质量提 高２９．２％（图２（ａ））．使 物 联 网 设 备 的 效 益 从
－１　０００上升到３００，并在３ｓ时达到收敛，与基于ＬＭ
的方 案 相 比，能 使 物 联 网 设 备 的 效 益 提 高 １３ 倍
（图２（ｂ））；能量损耗从１．６５Ｊ下降到１．４０Ｊ，并在３ｓ
时达到收敛，相 较 于 基 于ＬＭ 的 方 案，本 文 中 提 出 的
方案能使物联网设备的能量损耗下降１３．３％；能使物
联网设备的时延从１．６０ｓ下降到１．２０ｓ，并在３ｓ时达
到收敛，与基于ＬＭ 的 方 案 相 比，能 使 视 频 传 输 所 需
时延下降２５％（图２（ｄ））．
综上所述，本文中所提基于强化学习的能量采集
物联 网 设 备 的 视 频 编 码 方 案 性 能 明 显 优 于 基 于ＬＭ
的方案，即能够更有效地提高视频质量和物联网设备
的效益，并且降低能量损耗和时延．
４　结　论
本文中提 出 了 一 种 基 于 强 化 学 习 的 能 量 采 集 物
联网设备的视频编码技术，物联网设备通过采集外界
能量并转化为自身电量来抵消部分能量损耗，并利用
强化学习技术进行视频编码参数选择，根据传输信道
带宽、电 能、上 一 时 刻 视 频 质 量 等 系 统 状 态 动 态 选 择
视频 编 码 码 率 和 量 化 参 数，提 高 视 频 传 输 性 能．仿 真
结果表明，本文中提出的方案比基于ＬＭ 的方案能更
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图２　能量采集物联网设备视频编码参数选择结果
Ｆｉｇ．２ Ｔｈｅ　ｒｅｓｕｌｔｓ　ｏｆ　ｖｉｄｅｏ　ｃｏｄｉｎｇ　ｐａｒａｍｅｔｅｒ　ｓｅｌｅｃｔｉｏｎ　ｓｃｈｅｍｅ　ｆｏｒ　ｅｎｅｒｇｙ　ｈａｒｖｅｓｔｅｄ　ＩｏＴ　ｄｅｖｉｃｅｓ
有效地提高视频质量和物联网设备的效益，并且降低
物联网设备的能量损耗和时延．
参考文献：
［１］　ＭＩＮ　Ｍ，ＷＡＮ　Ｘ，ＸＩＡＯ　Ｌ，ｅｔ　ａｌ．Ｌｅａｒｎｉｎｇ－ｂａｓｅｄ　ｐｒｉｖａｃｙ－
ａｗａｒｅ　ｏｆｆｌｏａｄｉｎｇ　ｆｏｒ　ｈｅａｌｔｈｃａｒｅ　ＩｏＴ　ｗｉｔｈ　ｅｎｅｒｇｙ　ｈａｒｖｅｓｔｉｎｇ
［Ｊ］．ＩＥＥＥ　Ｉｎｔｅｒｎｅｔ　ｏｆ　Ｔｈｉｎｇｓ　Ｊｏｕｒｎａｌ，２０１９，６（３）：４３０７－
４３１６．
［２］　ＣＥＮＴＥＮＡＲＯ　Ｍ，ＶＡＮＧＥＬＩＳＴＡ　Ｌ，ＺＡＮＥＬＬＡ　Ａ，ｅｔ
ａｌ．Ｌｏｎｇ－ｒａｎｇｅ　ｃｏｍｍｕｎｉｃａｔｉｏｎｓ　ｉｎ　ｕｎｌｉｃｅｎｓｅｄ　ｂａｎｄｓ：ｔｈｅ
ｒｉｓｉｎｇ　ｓｔａｒｓ　ｉｎ　ｔｈｅ　ＩｏＴ　ａｎｄ　ｓｍａｒｔ　ｃｉｔｙ　ｓｃｅｎａｒｉｏｓ［Ｊ］．ＩＥＥＥ
Ｗｉｒｅｌｅｓｓ　Ｃｏｍｍｕｎｉｃａｔｉｏｎｓ，２０１５，２３（５）：６０－６７．
［３］　ＭＯＩＳ　Ｇ，ＦＯＬＥＡ　Ｓ，ＳＡＮＩＳＬＡＶ　Ｔ．Ａｎａｌｙｓｉｓ　ｏｆ　ｔｈｒｅｅ
ＩｏＴ－ｂａｓｅｄ　ｗｉｒｅｌｅｓｓ　ｓｅｎｓｏｒｓ　ｆｏｒ　ｅｎｖｉｒｏｎｍｅｎｔａｌ　ｍｏｎｉｔｏｒｉｎｇ
［Ｊ］．ＩＥＥＥ　Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ｉｎｓｔｒｕｍｅｎｔａｔｉｏｎ　＆Ｍｅａｓｕｒｅｍｅｎｔ，
２０１７，６６（８）：２０５６－２０６４．
［４］　魏淑 芝，朱 琦．基 于 网 络 选 择 的 视 频 通 信 带 宽 博 弈 算 法
［Ｊ］．通信学报，２０１５，３６（２）：２１２－２２０．
［５］　王胡成，徐晖，程 志 密，等．５Ｇ网 络 技 术 研 究 现 状 和 发 展
趋势［Ｊ］．电信科学，２０１５，３１（９）：１４９－１５５．
［６］　ＸＩＡＯ　Ｌ，ＷＡＮ　Ｘ，ＤＡＩ　Ｃ，ｅｔ　ａｌ．Ｓｅｃｕｒｉｔｙ　ｉｎ　ｍｏｂｉｌｅ　ｅｄｇｅ
ｃａｃｈｉｎｇ　ｗｉｔｈ　ｒｅｉｎｆｏｒｃｅｍｅｎｔ　ｌｅａｒｎｉｎｇ［Ｊ］．ＩＥＥＥ　Ｗｉｒｅｌｅｓｓ
Ｃｏｍｍｕｎｉｃａｔｉｏｎｓ，２０１８，２５（３）：１１６－１２２．
［７］　ＸＩＡＯ　Ｌ，ＺＨＵＡＮＧ　Ｗ，ＺＨＯＵ　Ｓ，ｅｔ　ａｌ．Ｌｅａｒｎｉｎｇ－ｂａｓｅｄ
ＶＡＮＥＴ　ｃｏｍｍｕｎｉｃａｔｉｏｎ　ａｎｄ　ｓｅｃｕｒｉｔｙ　ｔｅｃｈｎｉｑｕｅｓ［Ｍ］．Ｃｈａｍ：
Ｓｐｒｉｎｇｅｒ，２０１９：１３－４５．
［８］　ＸＩＡＯ　Ｌ，ＷＡＮ　Ｘ，ＬＵ　Ｘ，ｅｔ　ａｌ．ＩｏＴ　ｓｅｃｕｒｉｔｙ　ｔｅｃｈｎｉｑｕｅｓ
ｂａｓｅｄ　ｏｎ　ｍａｃｈｉｎｅ　ｌｅａｒｎｉｎｇ［Ｊ］．ＩＥＥＥ　Ｓｉｇｎａｌ　Ｐｒｏｃｅｓｓｉｎｇ
Ｍａｇａｚｉｎｅ，２０１８，３５（５）：４１－４９．
［９］　ＫＡＵＲ　Ｎ，ＳＯＯＤ　Ｓ　Ｋ．Ａｎ　ｅｎｅｒｇｙ－ｅｆｆｉｃｉｅｎｔ　ａｒｃｈｉｔｅｃｔｕｒｅ　ｆｏｒ
ｔｈｅ　ｉｎｔｅｒｎｅｔ　ｏｆ　ｔｈｉｎｇｓ（ＩｏＴ）［Ｊ］．ＩＥＥＥ　Ｓｙｓｔｅｍｓ　Ｊｏｕｒｎａｌ，
２０１７，１１（２）：７９６－８０５．
［１０］　朱秀 昌．视 频 编 码 新 标 准———Ｈ．２６４［Ｊ］．电 信 科 学，
２００２，１８（１２）：２６－２９．
［１１］　ＸＩＡＯ　Ｌ，ＣＨＥＮ　Ｔ，ＸＩＥ　Ｃ，ｅｔ　ａｌ．Ｍｏｂｉｌｅ　ｃｒｏｗｄｓｅｎｓｉｎｇ
ｇａｍｅｓ　ｉｎ　ｖｅｈｉｃｕｌａｒ　ｎｅｔｗｏｒｋｓ［Ｊ］．ＩＥＥＥ　Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ
Ｖｅｈｉｃｕｌａｒ　Ｔｅｃｈｎｏｌｏｇｙ，２０１８，６７（２）：１５３５－１５４５．
［１２］　ＰＯＵＬＡＲＡＫＩＳ　Ｋ，ＩＯＳＩＦＩＤＩＳ　Ｇ，ＡＲＧＹＲＩＯＵ　Ａ，ｅｔ　ａｌ．
Ｖｉｄｅｏ　ｄｅｌｉｖｅｒｙ　ｏｖｅｒ　ｈｅｔｅｒｏｇｅｎｅｏｕｓ　ｃｅｌｕｌａｒ　ｎｅｔｗｏｒｋｓ：
ｏｐｔｉｍｉｚｉｎｇ　ｃｏｓｔ　ａｎｄ　ｐｅｒｆｏｒｍａｎｃｅ ［Ｃ］ ∥ ＩＥＥＥ
Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｃｏｍｐｕｔｅｒ　Ｃｏｍｍｕｎｉｃａｔｉｏｎｓ．
Ｐｉｓｃａｔａｗａｙ：ＩＥＥＥ，２０１４：１０７８－１０８６．
［１３］　ＣＨＥＮ　Ｇ，ＺＨＡＮ　Ｙ，ＣＨＥＮ　Ｙ，ｅｔ　ａｌ．Ｒｅｉｎｆｏｒｃｅｍｅｎｔ
ｌｅａｒｎｉｎｇ　ｂａｓｅｄ　ｐｏｗｅｒ　ｃｏｎｔｒｏｌ　ｆｏｒ　ｉｎ－ｂｏｄｙ　ｓｅｎｓｏｒｓ　ｉｎ
ＷＢＡＮｓ　ａｇａｉｎｓｔ　ｊａｍｍｉｎｇ［Ｊ］．ＩＥＥＥ　Ａｃｃｅｓｓ，２０１８，６：
３７４０３－３７４１２．
［１４］　ＫＡＷＡＢＡＴＡ　Ｈ，ＩＳＨＩＢＡＳＨＩ　Ｋ，ＶＵＰＰＡＬＡ　Ｓ，ｅｔ　ａｌ．
Ｒｏｂｕｓｔ　ｒｅｌａｙ　ｓｅｌｅｃｔｉｏｎ　ｆｏｒ　ｌａｒｇｅ－ｓｃａｌｅ　ｅｎｅｒｇｙ－ｈａｒｖｅｓｔｉｎｇ
·２９８·
第６期 黄锦灏等：基于强化学习的能量采集物联网视频编码技术
ｈｔｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ
ＩｏＴ　ｎｅｔｗｏｒｋｓ［Ｊ］．ＩＥＥＥ　Ｉｎｔｅｒｎｅｔ　ｏｆ　Ｔｈｉｎｇｓ　Ｊｏｕｒｎａｌ，
２０１７，４（２）：３８４－３９２．
［１５］　ＣＡＲＵＳＯ　Ａ，ＣＨＥＳＳＡ　Ｓ，ＥＳＣＯＬＡＲ　Ｓ，ｅｔ　ａｌ．Ａ　ｄｙｎａｍｉｃ
ｐｒｏｇｒａｍｍｉｎｇ　ａｌｇｏｒｉｔｈｍ　ｆｏｒ　ｈｉｇｈ－ｌｅｖｅｌ　ｔａｓｋ　ｓｃｈｅｄｕｌｉｎｇ　ｉｎ
ｅｎｅｒｇｙ　ｈａｒｖｅｓｔｉｎｇ　ＩｏＴ［Ｊ］．ＩＥＥＥ　Ｉｎｔｅｒｎｅｔ　ｏｆ　Ｔｈｉｎｇｓ
Ｊｏｕｒｎａｌ，２０１８，５（３）：２２３４－２２４８．
［１６］　ＳＡＨＡ　Ａ，ＬＥＥ　Ｙ，ＨＷＡＮＧＹ，ｅｔ　ａｌ．Ｃｏｎｔｅｘｔ－ａｗａｒｅ
ｂｌｏｃｋ－ｂａｓｅｄ　ｍｏｔｉｏｎ　ｅｓｔｉｍａｔｉｏｎ　ａｌｇｏｒｉｔｈｍ　ｆｏｒ　ｍｕｌｔｉｍｅｄｉａ
ｉｎｔｅｒｎｅｔ　ｏｆ　ｔｈｉｎｇｓ（ＩｏＴ）ｐｌａｔｆｏｒｍ［Ｊ］．Ｐｅｒｓｏｎａｌ　ａｎｄ
Ｕｂｉｑｕｉｔｏｕｓ　Ｃｏｍｐｕｔｉｎｇ，２０１７，２２（１）：１６３－１７２．
［１７］　ＸＵ　Ｊ，ＡＮＤＲＥＰＯＵＬＯＳ　Ｙ，ＸＩＡＯ　Ｙ，ｅｔ　ａｌ．Ｎｏｎ－ｓｔａｔｉｏｎａｒｙ
ｒｅｓｏｕｒｃｅ　ａｌｏｃａｔｉｏｎ　ｐｏｌｉｃｉｅｓ　ｆｏｒ　ｄｅｌａｙ－ｃｏｎｓｔｒａｉｎｅｄ　ｖｉｄｅｏ
ｓｔｒｅａｍｉｎｇ：ａｐｐｌｉｃａｔｉｏｎ　ｔｏ　ｖｉｄｅｏ　ｏｖｅｒ　ｉｎｔｅｒｎｅｔ－ｏｆ－ｔｈｉｎｇｓ－
ｅｎａｂｌｅｄ　ｎｅｔｗｏｒｋｓ［Ｊ］．ＩＥＥＥ　Ｊｏｕｒｎａｌ　ｏｎ　Ｓｅｌｅｃｔｅｄ　Ａｒｅａｓ　ｉｎ
Ｃｏｍｍｕｎｉｃａｔｉｏｎｓ，２０１４，３２（４）：７８２－７９４．
［１８］　ＨＥ　Ｘ，ＷＡＮＧ　Ｋ，ＨＵＡＮＧ　Ｈ，ｅｔ　ａｌ．Ｇｒｅｅｎ　ｒｅｓｏｕｒｃｅ
ａｌｏｃａｔｉｏｎ　ｂａｓｅｄ　ｏｎ　ｄｅｅｐ　ｒｅｉｎｆｏｒｃｅｍｅｎｔ　ｌｅａｒｎｉｎｇ　ｉｎ
ｃｏｎｔｅｎｔ－ｃｅｎｔｒｉｃ　ＩｏＴ［Ｊ］．ＩＥＥＥ　Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ｅｍｅｒｇｉｎｇ
Ｔｏｐｉｃｓ　ｉｎ　Ｃｏｍｐｕｔｉｎｇ，２０１８：２８０５７１８．ｄｏｉ：１０．１１０９／
ＴＥＴＣ．２０１８．２８０５７１８．
［１９］　ＬＩＵ　Ｙ，ＮＩＵ　Ｄ，ＬＩ　Ｂ．Ｄｅｌａｙ－ｏｐｔｉｍｉｚｅｄ　ｖｉｄｅｏ　ｔｒａｆｆｉｃ　ｒｏｕｔｉｎｇ
ｉｎ　ｓｏｆｔｗａｒｅ－ｄｅｆｉｎｅｄ　ｉｎｔｅｒｄａｔａｃｅｎｔｅｒ　ｎｅｔｗｏｒｋｓ［Ｊ］．ＩＥＥＥ
Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ｍｕｌｔｉｍｅｄｉａ，２０１６，１８（５）：８６５－８７８．
［２０］　ＳＯＭＭＥＲ　Ｃ，ＤＲＥＳＳＬＥＲ　Ｆ．Ｕｓｉｎｇ　ｔｈｅ　ｒｉｇｈｔ　ｔｗｏ－ｒａｙ
ｍｏｄｅｌ？Ａ　ｍｅａｓｕｒｅｍｅｎｔ－ｂａｓｅｄ　ｅｖａｌｕａｔｉｏｎ　ｏｆ　ＰＨＹ　ｍｏｄｅｌｓ　ｉｎ
ＶＡＮＥＴｓ［Ｃ］∥ＡＣＭ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｍｏｂｉｌｅ　Ａｄ　Ｈｏｃ
Ｎｅｔｗｏｒｋｉｎｇ　ａｎｄ　Ｃｏｍｐｕｔｉｎｇ．Ｎｅｗ　Ｙｏｒｋ：ＡＣＭ，２０１１：
１－３．
［２１］　ＳＡＭＩＭＩ　Ｍ　Ｋ，ＲＡＰＰＡＰＯＲＴ　Ｔ　Ｓ，ＭＡＣＣＡＲＴＮＥＹ　Ｇ
Ｒ．Ｐｒｏｂａｂｉｌｉｓｔｉｃ　ｏｍｎｉｄｉｒｅｃｔｉｏｎａｌ　ｐａｔｈ　ｌｏｓｓ　ｍｏｄｅｌｓ　ｆｏｒ
ｍｉｌｉｍｅｔｅｒ－ｗａｖｅ　ｏｕｔｄｏｏｒ　ｃｏｍｍｕｎｉｃａｔｉｏｎｓ［Ｊ］．ＩＥＥＥ
Ｗｉｒｅｌｅｓｓ　Ｃｏｍｍｕｎｉｃａｔｉｏｎｓ　Ｌｅｔｔｅｒｓ，２０１５，４（４）：３５７－３６０．
［２２］　ＺＨＯＵ　Ｙ，ＳＵＮ　Ｙ，ＹＩＮ　Ｘ，ｅｔ　ａｌ．Ｅｆｆｅｃｔｉｖｅ　ｆｒａｍｅ　ｌｅｖｅｌ
ｒａｔｅ　ｃｏｎｔｒｏｌ　ｆｏｒ　Ｈ．２６４／ＡＶＣ　ｖｉｄｅｏ　ｃｏｄｉｎｇ［Ｃ］∥ＩＥＥＥ
Ｇｌｏｂａｌ　Ｃｏｍｍｕｎｉｃａｔｉｏｎｓ　Ｃｏｎｆｅｒｅｎｃｅ（ＧＬＯＢＥＣＯＭ）．
Ｐｉｓｃａｔａｗａｙ：ＩＥＥＥ，２００８：１－５．
［２３］　ＫＩＭ　Ｓ，ＬＥＥ　Ｈ，ＪＥＯＮ　Ｄ，ｅｔ　ａｌ．Ｒｅｄｕｃｔｉｏｎ　ｉｎ　ｅｎｃｏｄｉｎｇ
ｒｅｄｕｎｄａｎｃｙ　ｆｏｒ　ｏｖｅｒｌａｐｐｅｄ　ＦＯＶｓ　ｏｖｅｒ　ｗｉｒｅｌｅｓｓ　ｖｉｓｕａｌ
ｓｅｎｓｏｒ　ｎｅｔｗｏｒｋｓ［Ｊ］．Ｄｉｇｉｔａｌ　Ｓｉｇｎａｌ　Ｐｒｏｃｅｓｓｉｎｇ，２０１７，５０：
１３５－１４９．
［２４］　ＣＺＵＮＩ　Ｌ，ＣＳＡＳＺＡＲ　Ｇ，ＬＩＣＳＡＲ　Ａ．Ｅｓｔｉｍａｔｉｎｇ　ｔｈｅ
ｏｐｔｉｍａｌ　ｑｕａｎｔｉｚａｔｉｏｎ　ｐａｒａｍｅｔｅｒ　ｉｎ　Ｈ．２６４ ［Ｃ］∥
Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｃｏｎｆｅｒｅｎｃｅ　 ｏｎ　 Ｐａｔｔｅｒｎ　 Ｒｅｃｏｇｎｉｔｉｏｎ
（ＩＣＰＲ）．Ｐｉｓｃａｔａｗａｙ：ＩＥＥＥ，２００６：３３０－３３３．
［２５］　ＨＡＳＳＡＮ　Ｈ，ＫＨＡＮ　Ｍ，ＧＩＬＡＮＩ　Ｓ，ｅｔ　ａｌ．Ｈ．２６４ｅｎｃｏｄｅｒ
ｐａｒａｍｅｔｅｒ　ｏｐｔｉｍｉｚａｔｉｏｎ　ｆｏｒ　ｅｎｃｏｄｅｄ　ｗｉｒｅｌｅｓｓ　ｍｕｌｔｉｍｅｄｉａ
ｔｒａｎｓｍｉｓｓｉｏｎｓ［Ｊ］．ＩＥＥＥ　Ａｃｃｅｓｓ，２０１８，６：２２０４６－２２０５３．
［２６］　ＫＵＯ　Ｃ，ＳＨＩＨ　Ｙ，ＹＡＮＧ　Ｓ．Ｒａｔｅ　ｃｏｎｔｒｏｌ　ｖｉａ　ａｄｊｕｓｔｍｅｎｔ
ｏｆ　Ｌａｇｒａｎｇｅ　ｍｕｌｔｉｐｌｉｅｒ　ｆｏｒ　ｖｉｄｅｏ　ｃｏｄｉｎｇ［Ｊ］．ＩＥＥＥ
Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ｃｉｒｃｕｉｔｓ　ａｎｄ　Ｓｙｓｔｅｍｓ　ｆｏｒ　Ｖｉｄｅｏ　Ｔｅｃｈｎｏｌｏｇｙ，
２０１６，２６（１１）：２０６９－２０７８．
Ｒｅｉｎｆｏｒｃｅｍｅｎｔ－ｌｅａｒｎｉｎｇ－ｂａｓｅｄ　ｖｉｄｅｏ　ｃｏｄｉｎｇ　ｆｏｒ
ｅｎｅｒｇｙ　ｈａｒｖｅｓｔｅｄ　ＩｏＴ　ｄｅｖｉｃｅｓ
ＨＵＡＮＧ　Ｊｉｎｈａｏ１，ＪＩＡＮＧ　Ｄｏｎｇｈｕａ１，ＤＩＮＧ　Ｙｕｚｈｅｎ１，
ＸＩＡＯ　Ｌｉａｎｇ１＊，ＦＡＮ　Ｙｅｘｉａｎ２，ＣＨＥＮ　Ｊｉａｎｃｈｅｎｇ３
（１．Ｓｃｈｏｏｌ　ｏｆ　Ｉｎｆｏｒｍａｔｉｃｓ，Ｘｉａｍｅｎ　Ｕｎｉｖｅｒｓｉｔｙ，Ｘｉａｍｅｎ　３６１００５，Ｃｈｉｎａ；２．Ｃｏｌｅｇｅ　ｏｆ　Ｉｎｆｏｒｍａｔｉｏｎ　ａｎｄ
Ｍｅｃｈａｎｉｃａｌ　＆Ｅｌｅｃｔｒｉｃａｌ　Ｅｎｇｉｎｅｅｒｉｎｇ，Ｎｉｎｇｄｅ　Ｎｏｒｍａｌ　Ｕｎｉｖｅｒｓｉｔｙ，Ｎｉｎｇｄｅ　３５２１００，Ｃｈｉｎａ；
３．Ｘｉａｍｅｎ　Ｉｎｔｒｅｔｅｃｈ　Ｔｅｃｈｎｏｌｏｇｙ　Ｃｏ．，Ｌｔｄ，Ｘｉａｍｅｎ　３６１００６，Ｃｈｉｎａ）
Ａｂｓｔｒａｃｔ：Ｖｉｄｅｏ　ｃｏｄｉｎｇ　ｔｅｃｈｎｏｌｏｇｙ　ｃａｎ　ｉｍｐｒｏｖｅ　ｔｈｅ　ｖｉｄｅｏ　ｑｕａｌｉｔｙ　ａｎｄ　ｓａｖｅ　ｔｈｅ　ｅｎｅｒｇｙ　ｃｏｎｓｕｍｐｔｉｏｎ　ｏｆ　Ｉｎｔｅｒｎｅｔ　ｏｆ　Ｔｈｉｎｇｓ（ＩｏＴ）
ｄｅｖｉｃｅｓ，ｉｎ　ｗｈｉｃｈ　ｔｈｅ　ｏｐｔｉｍａｌ　ｖｉｄｅｏ　ｃｏｄｉｎｇ　ｐｏｌｉｃｙ　ｄｅｐｅｎｄｓ　ｏｎ　ｔｈｅ　ｃｏｄｉｎｇ　ｐａｒａｍｅｔｅｒ　ｓｅｌｅｃｔｉｏｎ．Ｉｎ　ｔｈｉｓ　ｐａｐｅｒ，ｗｅ　ｐｒｏｐｏｓｅ　ａ
ｒｅｉｎｆｏｒｃｅｍｅｎｔ－ｌｅａｒｎｉｎｇ－ｂａｓｅｄ　ｖｉｄｅｏ　ｃｏｄｉｎｇ　ｓｃｈｅｍｅ　ｆｏｒ　ＩｏＴ　ｄｅｖｉｃｅｓ　ｗｉｔｈ　ｅｎｅｒｇｙ　ｈａｒｖｅｓｔｉｎｇ　ｗｉｔｈｏｕｔ　ｋｎｏｗｉｎｇ　ｔｈｅ　ｖｉｄｅｏ　ｔｒａｎｓｍｉｓｓｉｏｎ
ｍｏｄｅｌ．Ｔｈｅ　ＩｏＴ　ｄｅｖｉｃｅ　ｓｅｌｅｃｔｓ　ｔｈｅ　ｅｎｃｏｄｉｎｇ　ｂｉｔ　ｒａｔｅ　ａｎｄ　ｑｕａｎｔｉｚａｔｉｏｎ　ｐａｒａｍｅｔｅｒ　ａｃｃｏｒｄｉｎｇ　ｔｏ　ｔｈｅ　ｍｅａｓｕｒｅｄ　ｗｉｒｅｌｅｓｓ　ｃｈａｎｎｅｌ
ｂａｎｄｗｉｄｔｈ，ｂａｔｔｅｒｙ　ｌｅｖｅｌ　ｏｆ　ＩｏＴ　ｄｅｖｉｃｅ，ｈａｒｖｅｓｔｅｄ　ｅｎｅｒｇｙ，ｔｒａｎｓｍｉｓｓｉｏｎ　ｄｉｓｔａｎｃｅ　ａｎｄ　ｔｈｅ　ｐｒｅｖｉｏｕｓ　ｖｉｄｅｏ　ｑｕａｌｉｔｙ　ａｎｄ　ｄｅｌａｙ．Ｔｈｉｓ　ｓｃｈｅｍｅ
ｃａｎ　ａｃｈｉｅｖｅ　ａ　ｔｒａｄｅ－ｏｆｆ　ｂｅｔｗｅｅｎ　ｔｈｅ　ｖｉｄｅｏ　ｑｕａｌｉｔｙ　ａｎｄ　ｅｎｅｒｇｙ　ｃｏｎｓｕｍｐｔｉｏｎ　ｖｉａ　ｔｒｉａｌｓ　ａｎｄ　ｅｒｒｏｒｓ　ｉｎ　ｔｈｅ　ｄｙｎａｍｉｃ　ＩｏＴ　ｎｅｔｗｏｒｋ．
Ｓｉｍｕｌａｔｉｏｎ　ｒｅｓｕｌｔｓ　ｓｈｏｗ　ｔｈａｔ　ｔｈｅ　ｐｒｏｐｏｓｅｄ　ｓｃｈｅｍｅ　ｃａｎ　ｉｍｐｒｏｖｅ　ｔｈｅ　ｖｉｄｅｏ　ｑｕａｌｉｔｙ　ａｎｄ　ｔｈｅ　ｕｔｉｌｉｔｙ　ｏｆ　ＩｏＴ　ｄｅｖｉｃｅｓ　ａｓ　ｗｅｌ　ａｓ　ｒｅｄｕｃｅ　ｔｈｅ
ｅｎｅｒｇｙ　ｃｏｎｓｕｍｐｔｉｏｎ　ａｎｄ　ｄｅｌａｙ．
Ｋｅｙｗｏｒｄｓ：ＩｏＴ；ｖｉｄｅｏ　ｃｏｄｉｎｇ；ｒｅｉｎｆｏｒｃｅｍｅｎｔ　ｌｅａｒｎｉｎｇ；ｅｎｅｒｇｙ　ｈａｒｖｅｓｔｉｎｇ
·３９８·
