Daily diaries of respirator symptoms are a poIfu technique for detecting acute effects ofair pollution exposure. While conceptually simple, these diary studies can be difficult to analyze. The daily symptom rates are highly correlated, even after adjustment for covariates, and this lack of independence must be considered in the analysis. Possible approaches include the use of incidence instead of prevalence rates and autoregressive models. Heterogeneity among subjects also induces dependencies in the data. These can be addressed by stratification and by two-stage models such as those developed by Korn and Whittemore. These approaches have been applied to two data sets: a cohort ofschool children participating in the Harvard Six Cities Study and a cohort ofstudent nurses in Los Angeles. Both data sets provide evidence ofautocorrelation and heterogeneity. Controlling for autocorrelation corrects the precision estimates, and because diary data are usually positively autocorrelated, this leads to larger variance estimates. Controlling for heterogeneity among subjects appears to increase the effect sizes for air pollution exposure. Preliminary results indicate associations between sulfur dioxide and cough incidence in children and between nitrogen dioxide and phlegm incidence in student nurses.
Introduction
Quantitative risk assessment for criteria air pollutants raises problems and issues that differ substantially from those involved in assessment of carcinogens. Because there may be thresholds for the effects of air pollutants on the lung, high/dose animal exposure data cannot be easily extrapolated to human exposure in the dose regimes of interest. While animal studies are quite important in identifying possible effects and mechanisms, human epidemiology is central to determining whether there are effects at current ambient concentrations. Epidemiologic studies have the advantage of being in the species and exposure range of interest. They have the disadvantage of introducing greater potential for confounding. The trade-off involves different types of uncertainties. Extrapolation of animal studies over orders of magnitude of exposure and across species introduces great uncertainty into effect estimates. The greater certainty in effect estimates afforded by epidemiology studies of criteria air pollution is countered by an increased uncertainty about whether the effect exists at all, or is due to or hidden by unobserved confounding factors.
Diary studies, defined broadly as studies that record the health status of each study participant repeatedly over time, provide a powerful method for assessing the impact of short-term changes in the environment on human health. If health status is reported as the presence or absence ofeach of several symptoms, the data consist of sets of sequences of binary outcomes, one for each symptom and participant. The basic analytic objective, to estimate the exposure-response model linking exposure and symptom status, is complicated by the dependencies among responses on successive days (autocorrelation) and among responses ofthe same subject on different days (heterogeneity). This paper illustrates methods for analyzing diary data that address these complications and demonstrates their use by analyzing data collected in two diary studies, one in children, and the other in nursing students.
The methods described in this report model the incidence rather than the prevalence of symptoms. Incidence is defined as a positive report of symptom occurrence by an individual who did not report that symptom on the previous day. This strategy was chosen because the risk factors for acquiring an illess are not necessarily the same as those that increase its duration. In addition, the use of incidence as an end point greatly reduces, but does not eliminate, the autocorrelation in the data. The low prevalence rates in our data precluded a separate model for the relationship between air pollution and duration.
When the end point is symptom incidence, only subjects free of the symptom on the previous day are at risk. This suggests a relatively simple analysis, in which response rates on successive days were treated as independent observations. This type of analysis will be called ordinary logistic regression in this paper.
Further investigation of the residuals from ordinary logistic regression established, however, that the incidence rates had detectable autocorrelation. Similarly, it is reasonable to expect variability among subjects in the frequency of symptoms and, possibly, in sensitivity to air pollution exposures. This variability may be due to measurable risk factors, such as passive smoking, gas stoves, and the presence of allergic conditions. We refer to such risk factors as subject covariates. Methods for modeling such dependencies are decribed in the modeling section and illustrated in "Results."
Description of the Data Sets
Six Cities Diary Study
The Six Cities Study of Air Pollution and Health is a large longitudinal study of the effects of exposure to air pollutants on the respiratory health ofboth children and adults (1, 2) . A cohort of approximately 1800 children from six cities (Waterton, Kingston-Harriman, TN; St. Louis, MO; Portage, WI; Stuebenville, OH; and Topeka, KS) was enrolled in a year-long diary study in which parents completed a daily report on the child's respiratory (and other) symptoms. For logistical reasons, the diary study extended over 4 school years (1984) (1985) (1986) (1987) (1988) . Air pollution concentrations were measured daily in each city during the study. Information on parental smoking, type of cooking stove, and the child's respiratory illness history were obtained via questionnaire.
The diary responses examined were upper respiratory illness (URI) (any two of hoarseness, sore throat, and fever), lower respiratory illness (LRI) (any two of cough, chest pain, phlegm, and wheeze), simple cough (without other symptoms), and any cough (with or without other symptoms).
The incidence rates for all ofthe symptoms and symptom complexes were low ranging from 0.2% (URI) to 1% (any cough). This implied that the data on recurrence of symptoms on days subsequent to a first report were Both the number of subjects at risk at any occasion, nj, and the total number of occasions, T, can be large in diary studies.
The goal ofthe analysis is to estimate the effects of the pollution variables on incidence rates while controlling for other factors, including autocorrelation and subject heterogeneity. Autocorrelation (or serial correlation) refers to the tendency for incidence rates close together in time to be positively correlated. Autocorrelation could be due to state dependence across individuals (e.g., symptoms may occur because other subjects had the symptom on the same or previous days), and/or timedependent omitted covariates (which tend to be highly correlated in time 
Modeling Autocorrelation
It is natural to begin the analysis ofincidence rates with models that assume independence of symptom rates on different days. Preliminary analysis ofboth diary studies established, however, that residuals from regression models including important covariates were autocorrelate and that this autocorrelation could not be explained by other measured time-varying covariates. Thus, refinements ofthe model were needed to account for this autocorrelation. This section describes several methods for modeling autocorrelation.
Using Lagged Prevalence or Incidence to Adjustfor State Dependence. One possibility is that the probability of symptom occurrence on a given day depends on the participant's symptom status on previous days. When modeling the prevalence ofsymptoms, Muenz and Rubinstein (4), Cox (5), and Korn and Whittemore (6) used the subject's symptom status on the previous day as a covariate. This approach is not relevant to the analysis ofincidence data, however, because all subjects at risk were, by definition, symptom-free on the previous day. As an extension of this idea, however, one could assume that the probability of symptom occurrence for a study participant depends on the symptom status ofothers in the population on previous days. This dependence could rise if, for example, the symptoms were due to infectious diseases and risk of infection increased with the prevalence of the disease. Such epidemic or clustering effects could be modeled by assuming that pi = exp[tl'xj + Xzj ]/(1 + expUl3'xj + pz, 1) where z,, the added covariate, is the lagged prevalence rate in the study population.
The technique of including lagged prevalence rates in the model should be used cautiously, especially when assessing the weak effect of an autocorrelated environmental variable. The pollutant variable under study may also be autocorrelated, and the resulting collinearity will cause bias toward 0 in the coefficient ofthe pollutant variable iflagged prevalence is added to the model. Adding lagged prevalence or incidence to themodel is onlyjustified ifthere is a biological rationale for doing so, as with certain infectious diseases. Because the autoregressive elements are added on the probability scale, we will refer to these models as additive AR models.
Another possibility is to assume an additive contribution on the logit scale. In particular, we could model
This model clearly imposes no restrictions on the allowable range of4. Further obvious modifications could be made to accommodate higher order autoregressive terms. For convenience we refer to these models as multiplicative AR models, since the autoregressive terms occur in the exponent.
In practice, it can be difficult to determine which autoregressive scheme is best. The choice may sometimes be influenced by the statistical software. The choice may influence parameter interpretation. The f3 parameters have more of a marginal interpretation when the residual effects are added on the probability scale and more of a conditional interpretation if the effects are added on the logit scale. Each ofthese schemes has the desired effect of reducing autocorrelation of the residuals.
Covariance Models to Accommodate Autorcorrelaion Effects. Most, if not all, of the methods described thus far for modeling autocorrelation lead to changes in the interpretation of regression coefficients for the variables under study-because these coefficients become partial regression coefficients adjusted not only for other covariates but for the residuals included in the model. Obtaining a marginal probability requires integrating over the distribution ofthe residuals (although this may be trivial for the additive AR model). Liang and Zeger (8) and Zeger and Liang (9) have described methods for fitting logistic models to the symptom rates while taking account ofthe correlation among symptom rates on different days. A key fixture ofthis approach is that the model is marginally logistic, with the autocorrelation in the covariance. This gives their coefficients the usual logistic interpretation. In addition, if multiple time series are available, as in a diary study, the Liang and Zeger approaches yield robust variance estimates that are consistent even if the covariance is SCHWARM7ZETAL. misspecified. The robust estimates are considerably more computationally intensive, however. Liang and Zeger methods can be more efficient than estimators assuming independence ofall the observations. The case of first or higher order autocorrelation represents a special case of their method, which promises to be very useful in the analysis of diary data. These robust estimators and covariance matrix estimates deserve more serious attention in many epidemiological applications.
Models for Heterogeneity
This section focuses on the effects of individual heterogeneity, assuming that the residuals are not autocorrelated in time. It is also possible to construct models that combine the autocorrelation and subject heterogeneity effects.
The simplest method for analyzing incidence is to combine the responses from all subjects at each occasion, basically assuming that each subject is identical. This greatly simplifies the computing, which depends only on the order of T, the number of response times, not on the number of subjects. This method may be appropriate when a sample ofhomogeneous subjects is chosen randomly from a population of interest.
Subject heterogeneity may result from differences in the subiect covariates. Since these covariates generally do not change during the diary period, a considerable simplification is obtainable here as well. Collapsing over the T times, we obtain a count W,, the number of incidents during the period for the ith subject. This may be well modeled by a Poisson regression
where u; = [u,,....uJ is a vector ofq covariates affecting subject i and Ni is the number of days the ith subject was eligible to be incident. Again, the computing is considerably simplified, and depends only on the order N of the number of subjects.
If subject covariates are identified that explain differences in individual response rates, the data can be stratified by those covariates. Ifwe assume homogeneity within each strata, which will often be a reasonable assumption, then we can again combine all the responses from all subjects within each strata at each time j. Our model then has responses in the Yj, responses in the kth strata at timej out ofthe ni, subjects at risk. Yj and fl and E are estimated from the averages and sums ofsquares of thefl and V, using the method of moments.
Here f and E are the population parameters and are viewed as the primary parameters of interest. The method above indirecty accounts for within-subject covariates through the variation in the coefficients. Weighted least-squares regression could also be used to assess the effects of subject characteristics, such as passive smoking or allergy history, on the individual regression coefficients, j.
This two-stage estimation method is relatively easy to implement but has two statistical drawbacks, in addition to the computational intensity. First, the asymptotic normality assumption of A P:-N(f,i, V) holds only when there is a sufficiently large number ofobservations per subject and the response rate for each is sufficiently high. In other cases the model is suspect. In particular, they are not appropriate when response rates are very low, as is the case in the Six Cities Diary Study. In fact, for consistency and asymptotic normality ofthe estimates, we need that both T --oXand N -X oo. Second,-this estimation method is not the most efficient. More efficient (but more computationally intensive) multivariate random effects models are available (10) .
Random Intercept Models (Common Slopes). An alternative approach is to assume that the regression coefficients are constant across subjects but that each subject has a different underlying response rate (as measured by the intercept). This formulation allows individual heterogeneity due to observed or unobserved subject covariates, differences in reporting, or other reasons, but information regarding fl, the primary parameter vector of interest, is strengthened by combining information across subjects.
In particular, we postulate that responses from the ith subject follow the logistic model with success probability
where a. denotes the intercept for the ith subject.
If one is not interested in the individual intercepts, a conditional maximum likelihood approach can be used. The major virtue of maximizing the conditional likelihood is that this estimator is consistent and aysmptotially normal in both the large strata and sparse strata cases, i.e., whenever T -X co or N -X00 (or both). The major difficulty is that programs to compute conditional maximum likelihood estimates do not accept the immense amount of data rising from diary studies. For example, if a subject is followed daily for 1 year and has 20 days of symptom incidence, then there are 36sC20-4.26 x 1032 terms to be summed in the denominator of this subject's contribution to the likelihood.
A second approach is to assume that the individual intercepts, a,, arise from a common distribution such as the normal distribution and to use a mixture model for the random effects. Here, however, the likelihood will involve integration thatcannot be performed analytically, and it becomes computationally intensive to approximate the integrals. Alternative approaches for varying intercept models that involve easier computation and allow estimation of the individual intercepts are under development.
LOGIT OF COUGH INCIDENCE
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Results
This section illustrates some of the methods discussed in the previous section by applying them to the two sets ofdiary data. The analyses from the Six Cities Diary are based on data from three cities, Watertown, MA; Kingston-Harriman, TN; and St. Louis, MO. Data for the other three cities are still being collected and processed.
).
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Evidence for Autocorrelation of Incidence Rates
Autocorrelation of time series data should be considered only after controlling for the effects of measured covariates. In the Six Cities diary data, only one independent variable, temperature, had strong and consistent effects on symptom rates. In all analyses discussed in this report, the effects of temperature were controlled by introducing temperature and the square of temperature into the regression model. Each pollutant was investigated separately while controlling for the effects of temperature in this way. Analyses not reported here established that seasonal variables did not contribute significantly to the model after the two temperature terms had been added. Here we consider one set of analyses, those investigating the effects of sulfur dioxide concentration on the incidence of any cough in Watertown. Figure 1 shows the partial autocorrelation function ofthe daily incidence rates. The partial autocorrelation oforder k is the correlation between y, and y,-, after controlling for yj, . . .yj-k +,. The magnitude of each bar represents the partial correlation coefficient at that lag. Figure 2 shows the partial autocorrelation function of residuals from an ordinary logistic regression model for cough incidence including temperature, temperature squared, and sulfur dioxide concentration. Autocorrelation is reduced by inclusion of the explanatory variables, but there is a strong indication of, at a minimum, first-and second-order autocorrelation in the residuals. The autocorrelation may be due to unmeasured time-dependent covariates. Epidemic effects, which can be represented as lagged values of prevalence, may also be important. The second panel in Figure 2 shows the partial autocorrelation function after fitting a regression modell with first-order autoregssive errors to the data (using the multiplicaive AR model). This plot suggests the presence of second order autocorrelation.
As noted in the modeling section, this autocorrelation can be modeled in several ways. Three approaches considered here are the additive AR model, the multiplicative AR model, and the Liang-Zeger model, which were discussed previously. We have also considered the possibility that the symptom probabilities 
(1) to converge for about 10% of the subjects. In the remaining subjects, the distributions of the coefficients were clearly not normal. Even after adjusting for the different weights assigned to different coefficients, a highly skewed distribution remained. Therefore, estimation and testing procedures based on normality assumptions do not apply.
For low incidence data, the stratification approach seems better suited. To illustrate this, we use data from the nurses diary study. In Poisson models of subject covariates, smoking, but not prior illness/allergies, was significantly associated with the number of incidents of phlegm each subject suffered. The data were therefore stratified into nonsmokers, subjects with pack-years less than or equal to the median, and subjects with more than the median number of pack-years. Logistic regressions, as described in the section on heterogeneity, were then estimated. Nitrogen dioxide was the only poilutant significantly associated with phlegm. Day-of-the-Week Effects. Symptom reporting can be elevated on Mondays and depressed on weekends. This is a particular type of serial correlation that can be modeled by AR terms, but is often better dealt with by day-of-the-week dummy variables. We investigated this issue in the nurses diary, and found a significant elevation in reporting phlegm on Monday. No other day was significant. Table 4 shows a final model combining day-of-the-week effects, stratification by smoking, and a Liang-Zeger approach to modeling the autocorrelation in the covariance. Current exposure, rather than lagged exposure, was the better predictor in this case.
Conclusions
The analyses described in this report have shown that rates of incidence of symptoms among participants in a diary study tend to be autocorrelated, perhaps because ofepidemic effects and the effects ofomitted covariates on response rates. Moreover, our work and the work of others have shown that subjects have heterogeneous response rates. Analyses ofdiary data should examine the effects of both autocorrelation and heterogeneity on estimated regression coefficients and their standard errors.
These results do show significant relationships between air pollution and symptom reporting, after incorporation of autocorrelation and heterogeneity. The results indicate that daily diaries can be an important tool for examining the relationship between air pollution and human morbidity.
This work was performed at the U.S. Environmental Protection Agency, the Harvard School ofPublic Health, andtheJohns Hopkins School ofHygieneand Public Health. This work was supported in part by Grants ES01 108, ES-07142, and ES-0002 fromthe National Instituteof Environmental Health Sciences, Cooperative Agreement CR-811650 from the Environmental Protection Agency, and Contract RP-1001 from the Electric Power Research Institute. D. Dockery was supportedbyaMellon Foundation Faculty DevelopmentAward. This paper has notbeen subjected to EPA peerand policy review and therefore does not necessarily reflectthe views ofthe Agency, and no official endorsement should be inferred.
