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Preface
This thesis concerns numerical acoustic wave scattering analysis. Such problems
have been solved with computational procedures for decades, with the boundary
element method being established as a popular choice of approach. However, such
problems become more computationally expensive as the wavelength of an incident
wave decreases; this is because capturing the oscillatory nature of the incident wave
and its scattered field requires increasing numbers of nodal variables.
Authors from mathematical and engineering backgrounds have attempted to
overcome this problem using a wide variety of procedures. One such approach, and
the approach which is further developed in this thesis, is to include the fundamental
character of wave propagation in the element formulation. This concept, known as
the Partition of Unity Boundary Element Method (PU-BEM), has been shown to
significantly reduce the computational burden of wave scattering problems.
This thesis furthers this work by considering the different interpolation functions
that are used in boundary elements. Initially, shape functions based on trigonomet-
ric functions are developed to increase continuity between elements. Following that,
non-uniform rational B-splines, ubiquitous in Computer Aided Design (CAD) soft-
ware, are used in developing an isogeometric approach to wave scattering analysis of
medium-wave problems. The enriched isogeometric approach is named the eXtended
Isogeometric Boundary Element Method (XIBEM).
In addition to the work above, a novel algorithm for finding a uniform placement
of points on a unit sphere is presented. The algorithm allows an arbitrary number
of points to be chosen; it also allows a fixed point or a bias towards a fixed point to
be used. This algorithm is used for the three-dimensional acoustic analyses in this
thesis.
The new techniques developed within this thesis significantly reduce the number
of degrees of freedom required to solve a problem to a certain accuracy—this reduc-
tion is more than 70% in some cases. This reduces the number of equations that
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Nevertheless, there are some areas where our present techniques of for-
mulation and solution prove inadequate and where important develop-
ments are yet to take place [. . . ] a completely new method of approxima-
tion is needed to deal with the very short-wave solution.
OC Zienkiewicz (2000) [134]
Olgierd Zienkiewicz was a celebrated engineer and one of the pioneers of the finite
element method (FEM). The words above come from a paper in which he presented
two “unsolved” problems facing current numerical methods: shortwave scattering
and boundary layer/turbulence modelling in fluids. This thesis concerns problems
of the former type.
When an acoustic, electromagnetic or other type of propagating wave encounters
an obstacle, a scattered field is created. The question of the nature of this field is
known as the wave scattering problem. The problem is of interest to academics
and industrialists alike, in a wide variety of fields from hydrodynamics to wireless
communications and power.
Engineers working in a number of disciplines rely on having solutions to wave
equations. In civil engineering, for example, waves are of interest in earthquake pre-
diction and sonar mapping; lasers are studied in electronic and optical engineering;
a large branch of mechanical engineering is dedicated to the study of waves in the
form of vibrations and noise. Research in these areas has led to significant advances
in the understanding of waves. In turn, this has led to the development of technolo-
gies that have shaped today’s world; e.g. the Global Positioning System, wireless
communications (mobile phones and Wi-Fi), wireless energy transmission, to name
just a few.
Numerical analysis of wave phenomena requires a modelling technique capable of
reproducing oscillations. A heuristic rule suggests that, for low order approximations
(linear or quadratic), 10 nodal variables per wavelength in each coordinate direction
are required in order to effectively capture wave oscillations. As such, numerical
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analysis of wave problems is strongly dependent on the wavelength, λ, of such waves:
for a three dimensional problem, the number of FEM nodes required is proportional
to λ−3. The Boundary Element Method (BEM), a popular tool for wave scattering
analysis, utilises a reduced number of dimensions for its analyses; thus, the number of
BEM nodes required is proportional to λ−2. This may appear a modest requirement
at first but the limitations of this rule will soon be apparent. This is the problem
that concerned Zienkiewicz.
Consider a 10 GHz radar wave being scattered by an aircraft—the wave has a
wavelength of 0.03 metres (relatively large for radar). A finite element simulation is
to approximate the solution within a cube region of sides 100 metres in length. The
volume of the cube is 1×106 cubic metres, equivalent to 37×109 cubic wavelengths,
which requires 37× 1012 nodal variables to be modelled. A boundary element simu-
lation of the same problem only requires the potential on the surface of the aircraft
to be approximated. Say the aircraft is crudely approximated as a sphere with a 20
metre diameter; this surface area is 1.4×106 square wavelengths, or 140×106 nodal
variables.
The requirements above would push even the most powerful computers today to
their limits. Even then, the wavelength being considered is not especially short and
the FEM mesh does not cover a considerable area. The BEM simulation, using a
reduced dimensional requirement, is sufficient to find a solution anywhere in space
but the 140 × 106 nodal variables lead to a matrix system with 19 × 1015 entries.
Clearly, it is imperative to find a way to reduce the nodal spacing requirement of
these simulations.
While other techniques, such as the Fast Multipole Method (FMM) have shown
promise, enriched methods may also offer a solution. Including knowledge of the
nature of waves in the basis of approximation has been shown to reduce the number
of degrees of freedom required in simulations of the Helmholtz equation using finite
and boundary element methods. Boundary element approaches are more suitable
to wave scattering problems, however, because they inherently deal with infinite
domains with no need for domain truncation or non-reflecting boundary conditions.
Finite elements always require the domain to be truncated and artificial boundary
conditions to be set which inevitably invoke errors into the approximate solution.
1.1 Thesis statement
This thesis concerns partition of unity enriched, boundary element method simu-
lations of wave scattering problems governed by the Helmholtz equation. In par-
ticular, the work within these chapters will introduce different interpolation func-
tions to be used with an existing partition of unity enrichment boundary element
method [97–99]. The interpolation functions are either entirely original or have not
been used within a enriched boundary element context before.
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The motivation for exploring such numerical methods is to reduce the number
of degrees of freedom required to model acoustic wave scattering problems. There is
an added motivation that the use of some of these functions may lay the foundation
for a fully integrated CAD/numerical analysis approach.
All the numerical results in this thesis come from simulations run using Python.
The code was developed entirely by the author, using libraries such as NumPy and
SciPy for various matrix operations.
1.2 Overview of thesis
This thesis is structured into two halves to separate previous work (by others) from
the new work of the author. The first four chapters can be considered background
material. Chapters 5 and onwards all contain original work with the exception of
Chapter 7 which introduces more background material at a convenient point within
the thesis. Unlike more traditional outlines for a thesis, the existing literature is
reviewed at the beginning of relevant chapters. The content of each chapter is
outlined below.
Chapter 2: Waves includes basic theory on the nature of waves together with
some analytical solutions of wave scattering problems.
Chapter 3: BEM for acoustic wave problems reviews the literature of the bound-
ary element method and derives the conventional boundary element method
for acoustic wave scattering problems in two dimensions.
Chapter 4: Enriched methods for medium-wavelength problems reviews re-
cent literature that focuses on mediumwave and shortwave problems. It then
introduces the existing partition of unity boundary element method formula-
tion.
Chapter 5: Trigonometric shape functions is the first chapter containing new
work: novel two-dimensional boundary element shape functions are developed
with the aim of reducing errors at the end of wave enriched boundary elements.
Chapter 6: PU-BEM for three-dimensional problems considers the move from
two-dimensional simulations to three-dimensional. Considerations specific to
3D simulations are noted and a new algorithm is presented for finding a uni-
form spacing of points on a sphere.
Chapter 7: Isogeometric analysis and NURBS introduces a field of research
that is rapidly expanding in both FEM and BEM. Non-uniform rational B-
splines are introduced, the interpolation functions used in Chapters 8 and 9.
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Chapter 8: 2D IGABEM and XIBEM includes original work pioneering the
use of functions used in CAD software and combining that with the partition
of unity enrichment described in earlier chapters.
Chapter 9: 3D IGABEM and XIBEM continues the work of Chapter 8 in three-
dimensions with early numerical results provided.
Chapter 10: Conclusions and future work concludes the thesis with reflections
on what has been achieved and questions that could still be answered.
2Waves
2.1 Acoustic waves
2.1.1 The wave equation
The propagation of acoustic waves through an isotropic, homogeneous medium, Ω,






in which ∇2(·) is the Laplace operator∗, the complex variable u = u(p, t) denotes the
acoustic potential at p ∈ Ω and time t, and c is the speed of sound in the medium.
The acoustic domain, Ω, may be an finite interior domain or an infinite exterior
domain.
2.1.2 Harmonic waves and the Helmholtz equation
In order to look for time harmonic solutions to (2.1). One can assume that u can
be expressed as
u(p, t) = φ(p)e−iωt, (2.2)
where φ ∈ C is the acoustic potential in the frequency domain, and ω is the angular
frequency (or pulsation) of the wave. It should be noted that while the above is more
common, eiωt is an alternative sign convention used in some texts. By substituting




φ(p) = 0, ∀p ∈ Ω. (2.3)
Now the wavenumber, k = ω/c, is introduced. It should be noted that the wavenum-
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Substituting k into (2.3) yields the governing equation for acoustic waves in the
frequency domain:
∇2φ(p) + k2φ(p) = 0, ∀p ∈ Ω. (2.5)
This equation is known as the homogeneous Helmholtz equation and it is this equa-
tion that is solved using the BEM in this work.
2.1.3 Acoustic pressure
The human ear responds to acoustic pressure and so it is this which is often of interest
to engineers. φ is a function of position only; it is related to acoustic pressure by
the equation,
p = −iωρφ, (2.6)
in which p denotes pressure and ρ is the density of the acoustic medium. As the ear
responds to these pressures in an almost logarithmic way, p is often measured on a
logarithmic scale. The most common of these is Sound Pressure Level (SPL), with
units of decibels, which is expressed as
SPL = 10 log10
∣∣∣∣ p2p2ref
∣∣∣∣ = 20 log10 ∣∣∣∣ ppref
∣∣∣∣ . (2.7)
The reference pressure, pref = 2.0× 10−5 Pa (rms), is considered to be the threshold
of human hearing.
2.1.4 Fundamental solutions
Initially, it is assumed that the acoustic medium Ω is an infinite domain with no
boundary—it is said that Ω occupies the full space. If a unit source or disturbance
is placed at p, the (acoustic pressure) response to this source at another point q is
called the full-space Green’s function or fundamental solution for acoustic problems.
The Green’s function is denoted as G(p,q) and must satisfy the inhomogeneous
Helmholtz equation,
∇2G(p,q) + k2G(p,q) = −δ(p,q), ∀p,q ∈ Ω, (2.8)
where the derivatives are taken at q and δ(p,q), representing the unit source, is the
Dirac delta distribution:
δ(p,q) =
+∞, q = p0, q 6= p, (2.9)
and ∫ ∞
−∞
δ(p,q)dq = 1. (2.10)
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j (·) denotes the Hankel function of the first kind and order j, r is the
Euclidean distance between p and q, and n(q) is the unit normal at q pointing
outward from the solution domain.




















Maxwell’s equations are to classical electromagnetism what Newton’s laws are to
classical mechanics. They relate the electric field E, the magnetic field B, and their
sources. The homogeneous form of the electromagnetic wave equation can be written










where µ0 is the magnetic permeability of free space and 0 is the electric permittivity
of free space.
(2.15) and (2.16) are of the same form as the general wave equation (2.1) and, in
1862, Maxwell showed that these equations predicted the speed of electromagnetic





It was noted that this was equal to the speed of light and, thus, Maxwell surmised
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that light was also an electromagnetic wave.
2.2.2 TE and TM waves
Because there are two vector wave equations governing the problem, the formulation
of the boundary integral equation for electromagnetic wave problems differs from
that of acoustic problems. However, for two-dimensional problems, TE or TM waves
are sometimes considered. A TE wave has a B-field in the z direction alone (i.e. out
of the plane of interest); similarly, a TM wave has a E field in the z direction only.
In these cases, one can consider either (2.15) or (2.16) alone rather than coupling
them; thus, both cases simply result in the Helmholtz equation again. Therefore,
for TE and TM wave problems, the same methods can be used for solving acoustic
and electromagnetic wave scattering problems.
2.3 Numerical analysis
Until the 20th century, there was principally one method for finding solutions to
wave equations and other partial differential equations: find a closed-form (or an-
alytical) solution. Such an approach finds functions that are only valid for a small
set of simple, idealised geometries and homogeneous domains. The books [14,65,91]
contain such solutions, some of which are shown in the following section. The re-
sulting functions are often complicated but it is the small, finite number of cases
that can be solved for which ultimately limits this approach.
Instead of finding a complicated, closed-form solution, one can search for an ap-
proximate solution based a combination of more simple functions. Such an approach
is often reliant on a significant number of calculations being made and so, though
numerical approximations have existed for many centuries, it has only been with the
advent of computers that the method has been truly realised.
There is an assortment of approaches than can be used to solve partial differential
equations. These include: the well-known FEM; the finite difference method, in
which functions are represented by grid points and the derivatives between them
are approximated through differences; spectral methods, in which the solution is
expressed as the sum of some global basis functions. This thesis, however, only
focuses on the BEM.
2.4 Analytical solutions
Three of the Helmholtz problems analysed in this thesis have analytical solutions.
Those closed-form solutions are included here, along with the rest of the acoustic
wave theory, in order to make them easier to find.
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2.4.1 Scattering by a circular cylinder
Consider a two-dimensional domain Ω and a perfectly reflecting cylindrical scatterer
Γ of radius a, centred at the origin (0, 0). The scatterer is impinged by a unit-
amplitude, incident plane wave propagating in the direction d = (1, 0). The incident
wave potential at p = r(cos θ, sin θ) is expressed φinc(p) = eikd·p. The scatterered










Hn(kr) cos(nθ), p ∈ Ω, (2.18)
where Jn(·) represents a Bessel function of the first kind order n, the Hankel functions
are of the first kind, and a prime denotes the derivative of a Bessel or Hankel function
with respect to ka. The total wave potential at p is the sum of the incident potential
and scattered potential:
φ(p) = φinc(p) + φscat(p). (2.19)
In the case where r = a, i.e. the point being evaluated is on the surface of the









cos(nθ), p ∈ Γ, (2.20)
where n denotes the Neumann symbol:
n =
1 for n = 0,2 for n ∈ Z+. (2.21)
2.4.2 Scattering by multiple cylinders
For the more complicated problem of scattering by multiple perfectly scattering
cylinders, the solution is given by Linton and Evans [79]. Provided no cylinders
touch or overlap, the solution is valid for any number of cylinders, cylinder radii and
centre locations. The geometry of the problem is defined in Figure 2.1.
For a set of N cylinders, the total acoustic potential on the surface of the vth
cylinder can be expressed as






















Figure 2.1: Geometry for the Linton and Evans series solution.









i(n−m)αuvHn−m (kRuv) = −Iveim(pi/2−θinc),
v = 1, . . . , N, m = −∞, . . . ,∞,
(2.23)
where αuv and Ruv are the angle and distance between the centres of the uth and
vth cylinder; Iv is a phase factor associated with the vth cylinder, θ
inc is the angle
of incidence of the incident plane wave, and
Zun(≡ Zu−n) = Hn(kru), (2.24)










i(n−m)αuvHn−m (kRuv) = −Iveim(pi/2−θinc),
v = 1, . . . , N, m = −M, . . . ,M.
(2.25)
Now a square system ofN(2M+1) can be solved to find the constants Avm. Increasing
M improves the accuracy of the constants at the expense of computing time.
2.4.3 Scattering by a sphere
Consider a plane wave impinging a perfectly scattering sphere. Assuming the inci-
dent wave (of wavenumber K) is propagating in the direction dinc = (0, 0, 1), the
scattered acoustic potential at any point z(r, θ) = r cos(θ) can be found with the
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where jn is the spherical Bessel function of the first kind, hn is the spherical Hankel
function of the first kind, Pn is the Legendre function of the first kind and a is the
radius of the sphere.
Again, the total wave potential at z(r, θ) is the sum of the incident potential and
scattered potential:
φ(z(r, θ)) = eikz + φscat(r, θ). (2.27)
3BEM for acoustic wave
problems
3.1 Introduction
The boundary element method is a term that encompasses many different “flavours”
of boundary integral approach for a wide range of engineering (and purely mathe-
matical) problems. To attempt a discussion of the entire field within these pages
would be both naive and futile: a keyword search on Web of Knowledge shows
that there are more than 12,500 journal papers containing “boundary element” or
“boundary integral” in the title alone.∗ Instead, this chapter contains a brief review
of the history of the BEM with a focus on acoustic analysis, followed by the deriva-
tion of the conventional BEM for acoustic wave scattering problems. Subsequent
chapters will discuss more recent research and the work carried out by the author.
3.2 Background of the BEM
3.2.1 Early development
Despite existing for many centuries, numerical analysis did not truly prosper until
the advent of the digital computer. The history of many of these methods lies in
the eminent scientists and mathematicians of the 18th century: Euler, Lagrange,
Laplace and Fourier, amongst others, all experimented with numerical techniques
and, subsequently, their names are to be found in the titles of many of the numerical
methods still used today. From the 19th century, the works of Gauss and Green†
are also significant: Green’s second identity is central to the formulation of many
boundary integral equations.
∗Web of Knowledge. http://apps.webofknowledge.com/. Accessed 7 January 2014
†Green was virtually unknown in his lifetime, despite his 1828 work An essay on the application of
mathematical analysis to the theories of electricity and magnetism being one of the most significant
texts in numerical analysis, particularly for the BEM. The work was self-published before Green
had any formal adult education. Before joining Cambridge University, Green received only one year
of education starting when he was eight years of age [24].
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The founder of boundary integral approaches is commonly cited as Fredholm [46]
who, in 1903, was the first to prove the existence and uniqueness of solutions to the
fundamental, boundary-value problems of potential, using integral equations. Fred-
holm suggested that a discretisation procedure could be used to find these solutions;
though, with no digital computers, solving the resulting system of linear equations
was infeasible. So, despite Fredholm’s insights, it was only in the 1960s, with the ac-
tualisation of widely available digital computers, that numerical methods for solving
partial differential equations started to develop rapidly towards the forms they are
today. Techniques such as the Finite Element Method (FEM), the Finite Difference
Method (FDM) and the Boundary Integral Equation Method (BIEM)—which later
became the BEM— were all developed during this decade.
With a number of independent studies starting in 1962, many applications and
discretisation procedures to solve boundary integral equations were published through-
out the 1960s. The work of Jaswon, Ponter and Symm [60, 61, 122] at the Depart-
ment of Mathematics at Imperial College, London, particularly should not go un-
noted. These authors found two-dimensional solutions for Laplace’s equations. They
adopted what is now called the direct formulation: the function to be evaluated and
the fundamental solution—Green’s function for an infinite domain—are substituted
into Green’s second identity to find a boundary integral equation. Their work was
the start of the development of the BEM for problems of potential.
Rizzo’s landmark paper of 1967, An integral equation approach to boundary value
problems of classical elastostatics [104], marked an increased interest in the BIEM.
Until then, the BIEM had been largely neglected in favour of the FEM which was,
and possibly still is, relatively easier for most engineers to understand. Rizzo for-
mally laid out the direct formulation of the BIEM and presented numerical results
of stress analysis problems.
In 1975, the first conference featuring the method, organised by Rizzo and Cruse,
was held at Rensselaer Polytechnic Institute. This was followed by the publication
of Lachat and Watson [73] a year later in which isoparametric elements were used for
the first time in the BIEM; Seybert at al. [114] later showed that this type of element
could significantly improve the accuracy of a BEM solution. Isoparametric elements
were first presented for the FEM back in 1966 [59]. The BIEM’s late adoption of
the tool, now almost ubiquitous in both FEM and BEM, demonstrates how rapidly
the FEM had advanced ahead of the BEM before Rizzo’s work.
In 1977, the first book discussing various boundary integral equation methods
was published, written by Jaswon and Symm [62]. The same year was marked with
an article published by Brebbia and Dominguez [16] in which the method was first
referred to as the BEM; since 1977, the method has almost exclusively been referred
to as the BEM. The following year, Brebbia organised a conference in Southampton,
UK, which was devoted entirely to the method; this was followed by the first teaching
text on the BEM, also published by Brebbia [15].
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Since the early 1990s, a number of books have been published concerning the
BEM. Some are introductory and focus on the fundamentals with potential and
elasticity problems (e.g. Brebbia and Dominguez [17]); some concentrate on the
computational and programming aspects of the BEM (e.g. Kirkup [68]); a few
books provide a thorough examination of a number of applications of the method
(e.g. Becker [7], Trevelyan [127], and Wrobel [132]).
In electromagnetic wave research, a method with considerable similarity to the
BEM exists under the name the method of moments (MoM). A generalised MoM has
been developed for vector Helmholtz equation problems [94] and Maxwell’s equations
problems [93].
3.2.2 Boundary element methods in acoustics
Once the boundary integral equation for infinite domain, acoustic problems had
been derived, a significant amount of interest developed. In particular, the U.S.
Navy offered significant amounts of funding for research into BEM applications for
underwater scattering and radiation problems [33].
In 1962, Friedman and Shaw [47] presented a solution to the time-domain, scalar
wave equation for a pulse scattered by a cylindrical obstacle. The direct formulation
was used to produce a boundary integral equation for the scattered wave field;
this could be differentiated to find the acoustic pressure. The boundary equation
was discretised in space and a time-stepping scheme used to evaluate the solution.
Numerical results were given for the case of a box-shaped rigid cylinder.
In 1963, Banaugh and Goldsmith [4] solved the two-dimensional, Helmholtz equa-
tion. Derived using Green’s second identity, they presented an integral representa-


















Here Γ represents the boundary of a scatterer and H
(1)
0 (·) is the Hankel function
of the first kind, order zero. The use of constant elements—assuming constant
variation of potential and its derivative over the subinterval—made the integration
simple. Results were demonstrated for the problems of a steady-state wave scattered
from the surface of hard and soft circular cylinders. Results at low wave numbers
were precise; however, it was notable that the accuracy diminished as the wave
number increased.
Also in 1963, Chen and Schweikert [30] published a solution for the problem of
sound radiating from a body in an infinite fluid medium. This was the first paper in
which a boundary integral equation method was used to solve a three-dimensional
acoustic problem. The Neumann problem—in which the derivative of potential is
defined on the boundary—was solved in the frequency domain using a Fredholm
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dΓ(q), p,q ∈ Γ, (3.2)
where q is a general field point, p is point of source and σ is the source strength.
Pressures of the fluid were expressed in terms of monopoles on the surface of the
radiating surface. Numerical examples included a piston-shaped scatterer set in a
rigid sphere and a vibrating, cylindrical shell in water. Chen and Schweikert noted
that the capacity of computers at the time was a limiting factor but also that there
was a relationship between the wavelength of a problem and the required size of
elements. It was later found that Chen and Schweikert’s method suffered from
nonexistence of solutions at discrete eigenfrequencies associated with the interior
Dirichlet problem (potential defined on boundary) [9].
Work on vibrating surfaces was continued by Chertock [32]. In his 1964 paper,
Chertock returned to Banaugh and Goldsmith’s integral representation, (3.1), and


















Chertock gave numerical examples of spheroids and spheroid-like, axisymmetric bod-
ies in fluids. This work was continued by Copley [35] who suggested using an interior
Helmholtz equation where the φ(p) part of (3.3) is null as all the sources are placed
inside the scatterer. He showed that a unique solution could be found if the integral
relation is satisfied at all these points.
In 1991, Ciskowski and Brebbia [33] published the first book entirely devoted to
the use of boundary elements in acoustics. They gave a mathematical derivation
for the BEM in a form to solve the Helmholtz equation. Ciskowski and Breb-
bia covered technical aspects such as acoustic radiation, acoustic scattering, and
structural-acoustic coupling. They suggested a wide number of applications, in-
cluding numerical examples for some. These applications included the automotive
industry, architectural acoustics and environmental noise.
3.2.3 Nonuniqueness
In 1968, Copley [36] published an article that reported the integral equation formu-
lation failed for exterior acoustic problems at discrete eigenfrequencies associated
with the interior Dirichlet problem. Copley showed that a unique solution could be
obtained by using an integral equation evaluated at only interior points—like in the
author’s previous work [35]; however, the relation had to be satisfied at all interior
points and, because it was formulated as an integral equation of the first kind rather
than second, it was less numerically stable than the boundary only formulation [9].
A method to overcome nonuniqueness was devised, by Schenck [111], coined
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the Combined Helmholtz Integral Equation Formulation (CHIEF). The method col-
locates the Helmholtz equation at some arbitrary points inside the body (outside
the solution domain) as well as on the boundary—this utilises an interior Helmholtz
equation such as Copley’s. These constraint equations, which remove nonuniqueness
and overdetermine the system matrix, have come to be known as CHIEF equations.
A noted issue with this method is in choosing the CHIEF points at which to col-
locate: if the points chosen are on, or very close to, nodal points of the interior
eigenmode, the equations will not solve nonuniqueness. Techniques to effectively
choose points have been the focus of research since. Examples of this include Sey-
bert and Rengarajan [113] who, in 1987, demonstrated that it takes only one “good”
point to establish a unique solution.
In 1971, Burton and Miller [20] published a paper discussing the use of the
BEM for the Laplace equation and the Helmholtz equation, noting the difficulties of
nonuniqueness associated with the latter. Burton and Miller demonstrated a method
of deriving an integral equation by combining the integral equation used in CHIEF
with its derivative. They showed that the formulation guaranteed existence and
uniqueness, at all wavenumbers. Burton and Miller called the equation the Combined
Field Integral Equation (CFIE). There is, however, a major drawback to the method:
an artefact of the formulation is the creation of some hypersingular integrals that
must be evaluated. More recently, it has been shown that these integrals can be
regularised to present a BIE containing only weakly singular integrals [78,82].
In 1989, Koopmann et al. [70] devised a wave superposition method using an
array of points sources. Rather than the monopoles being placed on the surface of the
radiator, like Chen and Schweikert, this array of monopoles was placed on the surface
of a “fictitious” surface that fitted inside the boundary of the radiator. Numerical
results were good, showing better performance at high wavenumbers compared to
other boundary element techniques. One reason for this was the lack of singularities
in the integration as r 6→ 0 over the integral limits. Also, as the basis of the
formulation was monopoles, rather than elements, Gaussian integration could be
dropped in favour of one-point integration schemes; this reduced the time it took to
produce the system matrix. Despite Koopmann et al.’s claim that the formulation
did not suffer from nonuniqueness, Jeans and Mathews [63] later found that it did.
Then, in 1993, Wilton et al. [131] showed that it also suffers from a nonexistence
similar to Chen and Schweikert’s formulation. Again, this was at eigenfrequencies
associated with the interior Dirichlet problem; however, it was for the interior of the
monopoles’ fictitious surface, rather than the radiating surface that was the focus
of the problem to be solved.
In 1997, Benthien and Schenck [9] produced a review of the techniques that had
been developed to overcome the nonuniqueness problem associated with the BEM in
acoustics. In their conclusions, Benthien and Schenck said that wave superposition
methods had “an accuracy advantage” but admitted that their efficacy for surfaces
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with discontinuities was not comparable to that of CHIEF. The classic Burton and
Miller formulation was mentioned; however, they felt that the hypersingularities
that accompanied the formulation incurred too much of a computational penalty.
They noted that, for methods such as CHIEF and wave superposition, the selection
of interior points to use became inherently more difficult as the wavenumber rose.
Despite this, Benthien and Schenck said that CHIEF was still the most “viable and
efficient approach” and that choosing the right interior points was “not difficult”.
In 2001, Chen et al. [29] produced an analytical study of using the CHIEF method
in two-dimensional problems. They showed how the irregular frequencies could be
found for any problem and that, if carefully chosen, only two CHIEF points are
needed to eradicate them; however, the choice of these points requires knowledge
of the eigenfrequencies which are time-consuming to find for complex geometries.
Indeed, the process is potentially as long as solving the original problem. Three
numerical examples were given: a radiating infinite cylinder, a plane wave scattered
by an infinite cylinder and a plane wave scattered by an infinite square rod. The
results aligned with the analytical solutions and the Burton and Miller formulation.
In 2006, Mohsen and Hesham [89] suggested sampling a few “regularly spaced”
interior points and choosing those where the field deviates most from zero; this
guarantees that they do not lie on nodes. LU decomposition was used for two
reasons: firstly, the system matrix could be decomposed in such a way that resonance
could be detected in the U matrix; secondly, by modifying one column and row in
L and U respectively, for each interior point used, a square system could be kept
allowing an efficient solver to be used.
In 2013, Diwan et al. compared the CHIEF method and Burton and Miller for-
mulation for overcoming nonuniqueness for the partition of unity enriched BEM (dis-
cussed in Chapter 4). They concluded that the accuracy obtained using the CHIEF
formulation surpassed that of using the Burton and Miller formulation. It was also
noted that the likelihood of CHIEF failing was very small and the complicated in-
tegration involved in solving a problem with the Burton and Miller formulation was
undesirable.
3.2.4 Evaluation of integrals
By the 1980s, the BEM had been widely accepted as an effective method for solving
acoustics problems; however, the issue of the efficiency of numerical evaluations had
rarely been discussed. In 1987, Telles [125] published a seminal paper discussing the
evaluation of singular integrals that were required to populate influence matrices.
Telles noted that Gaussian quadrature was not accurate enough for integration over
elements with these singularities and suggested a third-degree polynomial transfor-
mation. This transformation assumes the integral is between −1 and +1 and requires
only knowledge of where the singularity lies in the region; it then clusters quadrature
points near to the singularity. The Jacobian of the transformation approaches zero










Figure 3.1: Two-dimensional problem domain.
at the singularity, reducing its effect.
In 1994, Telles and Oliveira [126] suggested some improvements to the 1987
scheme. In particular, the use of an optimisation parameter was discussed so that
more strongly singular integrals could be evaluated with it.
A series of papers, culminating in Guiggiani et al. [51], proposed a general ap-
proach for the evaluation of integrals of arbitrary order of singularity. This is done
by subtracting the singularity, leaving a regular integral that can be evaluated using
simple quadrature; the singularity term is then integrated analytically and added to
the regular part.
3.3 Analytical formulation
The remaining sections of this chapter present the direct collocation BEM for acous-
tic wave scattering problems.
3.3.1 Boundary integral equation
Figure 3.1 shows an infinite, homogeneous solution domain Ω, exterior to a scattering
body with arbitrary boundary Γ. The dashed line represents an artificial boundary at
infinity, Γ∞. In the frequency-domain, such a problem is governed by the Helmholtz
equation (2.5).














Here, u and v are arbitrary functions with continuous first and second derivatives
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within Ω. Let u be an acoustic potential φ(q), and v be the fundamental solution














dΓ(q), p ∈ Ω. (3.5)
Here, dΓ(q) is used to show that the integration is over the points q that are seen
as part of Γ.
Using the Helmholtz equation (2.5) to substitute for ∇2φ(q), one obtains∫
Ω











dΓ(q), p ∈ Ω. (3.6)












dΓ(q), p ∈ Ω. (3.7)
This is an equation that expresses the nature of the acoustic potential at any point
p in the domain, using only information on the boundaries of that domain.
3.3.2 Infinite regions
For interior problems, the boundary Γ∞ does not exist and only the integral on Γ is
considered. However, it will now be shown that the integral on Γ∞ can be ignored
for external problems also. To guarantee that the mathematical solution is of a
wave propagating from source to infinity—and not vice versa—a far-field boundary






















= 0, in 3D. (3.9)
The fictitious boundary Γ∞ can be considered to be circular in two dimensions or
spherical in three dimensions. Then, substituting the Sommerfeld condition ∂φ/∂r =
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Now consider the kernel of the integral in (3.10) at infinity. In two-dimensional



















ei(kr−pi/4) = −iH(1)0 (kr). (3.12)
Substituting these asymptotic forms into (2.11) and (2.12) and, given that Γ∞ is
circular, ∂r/∂n→ 1 as r →∞, the following kernel is obtained:
∂G(p,q)
∂n(q)









0 (kr) = 0. (3.13)
As this integral kernel satisfies the Sommerfeld condition at infinity, the integral on
Γ∞ reduces to zero. It can, therefore, be removed from (3.7) making the equation
valid for both finite and infinite regions.
For three-dimensional problems, the proof is simpler. Given that Γ∞ is spherical,
1/r → 0 and ∂r/∂n → 1 as r → ∞. Now, substituting this information into (2.13)
and (2.14), the integral kernel is
∂G(p,q)
∂n(q)







The same logic as used in the two-dimensional case is applied making (3.7) valid for
both finite and infinite regions.
3.3.3 Boundary integral equation for BEM












dΓ(q), p ∈ Ω. (3.15)
This is the representation integral for the solution φ inside Ω for a radiation problem.
If the values of φ and ∂φ/∂n are known on Γ, (3.15) can be used to calculate φ
anywhere in Ω.
To use the BEM to find unknown values of φ and ∂φ/∂n on Γ, (3.15) is made













dΓ(q), p,q ∈ Γ, (3.16)
where the value c(p) is calculated by surrounding the point p by a small semi-circle
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of radius  and evaluating, in a Cauchy principal value sense, each term of (3.16) in
the limit → 0. If Γ is smooth around p, then c(p) = 12 .
3.3.4 Incident waves
Equation (3.16) is a BIE for radiation problems that can be solved for using the












dΓ(q) + φinc(p). (3.17)
This equation is the representation integral for the solution φ inside Ω for a scattering
problem. The incident wave is often taken to be a plane wave or spherical wave,
that is:
φinc(p) = Ainc exp
(









where Ainc ∈ C is the wave amplitude, dinc is a unit vector pointing in the direction
of propagation of the plane wave, and rinc is the Euclidean distance between p and
the position of the spherical source.
3.4 Numerical implementation
The BIE in (3.17) can only be solved analytically for a very small set of geometries.‡
For more complex problems, a numerical approach is required to obtain approximate
solutions. The BEM procedure can be divided up into stages:
1. application of boundary conditions;
2. discretisation of the boundary;
3. numerical integration;
4. solution of system;
5. calculation of variables at desired field points.
The following sections will discuss these steps, assuming a two-dimensional prob-
lem. Three-dimensional considerations are discussed in §6.1. There is also a brief
discussion of the nonuniqueness problem in §3.4.6.
‡Becker [7] suggests that, though tedious, an analytical solution may be possible for any closed
boundary that can be represented by a simple equation.
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3.4.1 Application of the boundary conditions
In some texts, the boundary conditions are only introduced after the numerical inte-
gration. This is because the computational process of applying boundary conditions
sometimes happens just before solving the matrix system. However, it can be ben-
eficial to introduce boundary conditions earlier in the derivation, particularly for
problems that use the Robin condition which fundamentally changes the BIE.
There are three common types of boundary condition:
• Dirichlet condition (fixed potential): the acoustic potential takes a known
value over a portion of the boundary:
φ(q) = φ¯(q) (3.20)
• Neumann condition (fixed velocity): the acoustic velocity takes a known value







• Robin condition (mixed): the derivative of the potential is expressed as a linear
function of the potential:
∂φ(q)
∂n(q)
= α(q)φ(q) + β(q) (3.22)
For wave scattering problems, the Robin condition is of most interest: α(q) ∈ C
is an impedance property of the scatterer; β(q) ∈ C is non-zero for active boundary
conditions (radiation problems) and zero otherwise. Clearly, when α(q) = 0, the
Robin condition degenerates into a Neumann boundary condition.
Substituting (3.22) into (3.17) and a small rearrangement produces a different











β(q)G(p,q)dΓ(q) + φinc(p). (3.23)
3.4.2 Discretisation of the boundary
As with many numerical approaches, the BEM is based on a discretisation procedure.
Two types of approximation are made: geometrical and functional. In the FEM,
approximations are made by discretising the entire solution domain into segments;
in the BEM, only the boundary has to be discretised.
The first step of the BEM is to divide the entire geometrical boundary, Γ, into
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where none of the elements overlap, i.e.
Γe
⋂
Γj = ∅, e 6= j. (3.25)
The elements provide the geometry through the mapping
Γe = {Fe(ξ) : ξ ∈ [−1, 1]} . (3.26)


















At first, it may seem that the global direction in which each element’s local coordi-
nate increases is arbitrary. However, it is conventional for the elements to “travel”
clockwise for external problems and anti-clockwise for internal problems—an alter-
native way to consider this is to imagine walking along the elements, from the lowest
value local coordinate to the highest; as one walks along the elements, the solution
domain should be on one’s left-hand side. The reason for this convention is to ensure
than the normals, n, point out of the solution domain rather than into the domain.
Inside each element, the geometry is approximated by a constant value or by
interpolation functions of some kind. Boundary elements come in a wide variety of
forms, too many to list here. However, the most common types of element used, to
date, in the BEM are Lagrangian elements. These have been used since the earliest
BEM publications of Jaswon [60] and Symm [122]. This section will demonstrate
two-dimensional quadratic Lagrange curves. Chapter 5 onwards will introduce new
types of element and interpolation functions.
Figure 3.2 shows a continuous quadratic Lagrangian element. It consists of
three nodes: two end nodes and a midpoint node. The two-dimensional geometry is








Nj(ξ)yj = N1(ξ)y1 +N2(ξ)y2 +N3(ξ)y3, (3.29)







Figure 3.2: Quadratic continuous Lagrangian element.
where J is the number of shape functions on the element (3 in this case), Nj are
the shape functions for the element, xj and yj are the global (x, y) coordinates
defining the locations of the nodes, and ξ ∈ [−1, 1] is the local coordinate. The




ξ(ξ − 1), (3.30)




ξ(ξ + 1). (3.32)
Elements with these shape functions are described as continuous because each end
node is shared by the two adjacent elements; it is quadratic because the shape
functions are of quadratic degree; it is a Lagrangian element because the shape
functions are derived from the Lagrange polynomials.
Depending on the boundary conditions applied, the variation of φ or its derivative
is unknown; therefore a functional approximation is required. It is common to
use the same interpolation functions for the approximation of the geometry and
the field variables. This practise is known as isoparametric representation and the
corresponding elements known as isoparametric elements (a term first used in [38]).




Nj(ξ)φj = N1(ξ)φ1 +N2(ξ)φ2 +N3(ξ)φ3, (3.33)
where φj are nodal values of acoustic potential φ. The acoustic velocity ∂φ/∂n can
be calculated similarly.
Examining (3.23), G(p,q) can be easily calculated as r, for any p and q, is
simply the global Euclidean distance between those two points. In order to calculate
∂G(p,q)/∂n(q), the normals n need to be calculated. The starting point for this is
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to calculate the tangential vector, m:







where mx and my are the vector components of m, and, respectively, xˆ and yˆ are
the unit vectors in the x and y directions. The derivatives of x(ξ) and y(ξ) with

















The normal vector, n, is related to m through the expression
n =
∣∣∣∣∣ xˆ yˆmx my
∣∣∣∣∣ = myxˆ−mxyˆ = dy(ξ)dξ xˆ− dy(ξ)dξ xˆ. (3.37)









and, in order to obtain the unit normal vector components, (3.38) is divided by the






3.4.3 Numerical integration of the kernels
Using the isoparametric, Lagrangian elements described in the previous section,




















β(qξ)G(p,qξ)|JFe |dξ + φinc(p). (3.40)
where qξ ≡ qe(ξ), φej are the nodal values of acoustic potential on element e. Also,
the integral is now written in terms of the local coordinate ξ instead of Γe. To make
this change, the Jacobian of transformation from the mapping (3.26) is introduced.
A Jacobian is used when transforming the variables of integration from one set to
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which is the same value as the magnitude of normal vector n.§
The reader may note that, in (3.40), φ(q) has been discretised but φ(p) has not.
This is standard practice in BEM derivations as, for conventional implementations
with Lagrangian polynomials and collocation at nodal points, this discretisation is
trivial. For non-conventional implementations, such as the methods developed in
this thesis, the discretisation of φ(p) is non-trivial. The author chooses to continue
with the convention of leaving φ(p) unexpanded in BIEs and, instead, discretises
them in a separate equation where it is relevant to do so.
At this point, (3.40) may be evaluated using suitable quadrature. The quadrature
being used depends on both the boundary conditions applied and proximity of p to
q.
The boundary condition α(q) = β(q) = 0 is the case of a perfectly reflecting
scatterer (sometimes called the sound-hard case). If this is the boundary condition
everywhere, only the derivative Green’s function ∂G(p,q)/∂n has to be calculated.
Although ∂G/∂r is O(1/r), ∂r/∂n is O(r) and so the derivative Green’s function
is regular. Standard quadrature can be used to evaluate the entire simulation for
cases like this; e.g. Gauss quadrature.
Any other boundary condition requires the evaluation of integrals containing
G(p,q). These integrals are O(log r) and referred to as weakly singular. The real
parts of these kernels approach infinity as r → 0. If p lies on a different element to
Γe—and not on an element adjacent to Γe—then p and q are sufficiently far apart
that the integrals can be evaluated using standard quadrature. For the other cases, a
special integration scheme must be used. Two examples of coordinate transformation
schemes follow.
Telles Transformation
In the BEM, the evaluation of singular integrals is often improved using non-linear
coordinate transformations. Possibly the best known of these is the third-degree co-
ordinate transformation of Telles [125]. The Jacobian of the transformation smoothes






§N.B. this is not the same as the unit normal which obviously has a unit magnitude.
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where f(ξ) is singular at the point ξ¯. Choosing a third-degree relation
ξ(γ) = aγ3 + bγ2 + cγ + d, (3.43)



















Q = 1 + 3γ¯2,
(3.45)
where γ¯ is the value of γ that satisfies ξ(γ¯) = ξ¯. This value can be calculated by
γ¯ = 3
√
ξ¯ξ∗ + |ξ∗|+ 3
√
ξ¯ξ∗ − |ξ∗|+ ξ¯, (3.46)















1 + 3γ¯2︸ ︷︷ ︸
dξ/dγ
dγ. (3.47)
dξ/dγ is the Jacobian which is required to use the change of variable.
The Telles transformation improves the accuracy of integration over singularities
from a very small number of Gauss points; however, beyond 10 Gauss points, the
accuracy of integration improves at approximately the same rate at standard Gauss-
Legendre.
Sato Transformation
For two-dimensional problems, a transformation proposed by Sato [110] is more
effective than the Telles transformation [119]. The Sato transformation of order
σ ≥ 2 is given by
ξ(γ) = ξ¯ − ξ¯
2σ−1
(
1− ξ¯γ)σ . (3.48)
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As before, γ is the original Gauss point, ξ is the remapped point and the singularity
lies at ξ¯. For (3.48) to work, ξ¯ must be ±1. For interior singularities (i.e. ξ¯ 6= ±1)
the interval must be partitioned at the singularity and the transformation is applied











































3.4.4 Solving the system of linear equations











Qe + φinc(p), (3.50)
where Hej and Q














The total number of unknown values φej is dependent on the number of elements that
describe the scatterer and the degree of those elements. There may also be multiple
scatterers. The total number of unknowns, or degrees of freedom, is denoted Ndof .
(3.50) is then a linear equation with Ndof unknowns values.
To find the values of φej at all the element nodes, a collocation approach is
used. (3.50) is evaluated with Ndof different locations of p. The simplest, and most
effective, way of doing this is to collocate at each node successively. This produces










where the C matrix results in interpolations of c(p)φ(p) using (3.33); the H matrix
is fully populated with integrals from (3.51); φ is a vector of the unknown potentials
φej ; the vector q is full of integrals from (3.52); and φ
inc is a vector containing the
incident wave potentials of (3.18) or (3.19).
In the conventional BEM, like this, the C matrix is actually a diagonal matrix
containing the value of c(p) for each collocation point. For a smooth boundary, this
is 12 . In the formulations in later chapters, where collocation points do not all lie on
nodal points, the c(p)φ(p) terms have to be evaluated more explicitly and so this
matrix becomes more complicated.
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The system in (3.53) is of the form Ax = b. The columns of A are associated
with the coefficients of each degree of freedom (φej in this case); the rows are asso-
ciated with each collocation point p. This square system can be solved to find the
unknowns values using a direct technique such as Gaussian elimination.
3.4.5 Calculation of internal field variables
After solving the system of linear equations, all the unknown values of potential are
known. It is then a straightforward procedure to determine the potential at any
point in Ω. For points on the surface of the scatterer, the values of potential can
be approximated using (3.33). For p /∈ Γ, the BIE in (3.50) can be used where
c(p) = 1. As p and q will not be coincident, no special integration schemes need
to be considered unless p lies very close to Γ. Figure 3.3 shows some examples of
external values calculated during acoustic analysis of the geometry in Figure 3.1.
It is well-known that the accuracy of approximations of field variables inside the
solution domain are more accurate those on the boundary of any given domain [7].
3.4.6 Nonuniqueness
As discussed in §3.2.3, the conventional BEM formulation suffers from a nonunique-
ness problem at eigenfrequencies of the interior Dirichlet problem of the same ge-
ometry. This is a purely mathematical artefact and is not connected to the physical
problem. Many different schemes to overcome this problem have been developed
but the most commonly cited are the CHIEF method [111] and the Burton-Miller
formulation [20]. The CHIEF method is used throughout the work in this thesis.
CHIEF
The CHIEF method adds extra equations to the matrix system. These new rows
are calculated using collocation points placed inside the scatterer; these new points
are referred to as CHIEF points. The matrix coefficients are calculated using (3.50);
the value of c(p) for all CHIEF points is zero and no special integration schemes
need to be used.
This creates a new system of linear equations that is rectangular, or overdeter-
mined. A suitable solver must be chosen in order to solve this system. It is possible
to create a square system again: one can add the CHIEF equations into existing
rows of the system or existing rows can be removed and replaced by some CHIEF
rows. Both of these approaches create a square system and both provide unique
solutions at all frequencies. However, both approaches also reduce the accuracy of
the BEM: at regular frequencies not associated with eigenfrequencies of the interior
problem, a higher accuracy is always obtained with a square system of conventional
BEM equations compared to either including CHIEF equations in existing rows or
replacing conventional BIE equations with CHIEF ones.
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(a) k = 1
(b) k = 5
(c) k = 20
Figure 3.3: Examples of acoustic waves, of different wavelengths, impinging the scatterer
from Figure 3.1; absolute total potential is shown.
3.4. Numerical implementation 31
One criticism of this method is that if all of the CHIEF points lie on nodal lines
associated with the interior Dirichlet problem, the method does not work. It is
suggested that for problems of higher frequencies, where these nodal lines are closer,
the task of placing these points gets harder. However, throughout the work in this
thesis, and the work of other authors [9, 41], this situation has not occurred.
Burton-Miller formulation
The Burton-Miller formulation invokes the use of the hypersingular boundary integral
equation (HBIE). This is obtained by taking the derivative of (3.23) with respect to






















Here, c˜(p) is 12 if Γ is smooth; n(p) represents the normal at p; and the second


































The hypersingular BIE is so-called because the second derivative Green’s function
is hypersingular. Use of (3.54) requires either a regularisation or special integration
scheme.
The HBIE can be used to solve BEM problems on its own; however, the HBIE
also suffers from a nonuniqueness—now associated with the interior Neumann prob-
lem. The Burton-Miller formulation uses the combination of the CBIE (3.23) and
HBIE (3.54), in the form:
CBIE + γBMHBIE = 0, (3.57)
where γBM ∈ C is a coupling parameter, found to be optimal when γ = i/k. This
combined BIE yields unique solutions at all frequencies; however, the complexity




The previous chapter introduced the conventional BEM that has been well-established
for a number of years. Contemporary BEM approaches have been developed for ef-
ficient and fast analysis of mediumwave and shortwave problems. Such problems
are those in which the wavelength being considered is smaller or much smaller than
the other parameters of the problem; e.g. the size of the scatterer or domain. The
following section draws attention to a variety of methods that have been developed
for these problems, not just those that can be called boundary element methods.
§4.2 then introduces the type of enrichment used in the work of this thesis.
4.1 Mediumwave and shortwave problems
Conventional BEM schemes require meshes to be refined as the wavelength, λ, of
a problem decreases. Using a conventional, low-order, piecewise polynomial basis,
there exists a heuristic rule that prescribes a minimum of 10 degrees of freedom
per wavelength in each local coordinate direction in order to obtain an ‘engineering
accuracy’ (∼ 1%). This is not unique to the BEM and similar restrictions exist
when using finite element and meshless methods. Finite element approximations at
large k may, moreover, require a finer discretisation still in order to avoid excessive
pollution errors [58]. In effect, this places an upper limit on the frequency that may
be considered for a problem given a specific computational resource. Much research
since the 1990s has been focused on increasing this limit so that problems with a
short wavelength may be solved even with a modest computational resource.
In 1995, Abboud et al. [1] showed that, for a convex scatterer of size much
greater than λ, the scattered potential may be approximated as the product of a
slowly varying function and the incident wave impinging the scatterer. This varying
function can be obtained by approximating it over the boundary of the scatterer
using a boundary element scheme. Bruno et al. [18] restricted the interval over
which the boundary integrals were performed to small regions in the immediate
vicinity of stationary points; it was shown that the complexity of this approach is
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independent of the wavenumber. Results for scatterers of dimension 106λ were given.
Langdon and Chandler-Wilde [77] showed that this same approach is suitable for
polygonal scatterers. In 2007, Domı´nguez et al. [42] demonstrated that, to maintain
a fixed error bound for problems of asymptotically large wavenumbers, the required
number of degrees of freedom increases only with O(k1/9). Anand et al. [2] have
extended the approach for problems of multiple scatterers.
An extension of these ideas was to consider a basis using multiple plane waves.
Such a method, the partition of unity method (PUM), was first implemented for
an integral equation approach in 1994 by de la Bourdonnaye [39]. However, it
was presented under the name “microlocal discretization”. It was introduced for
finite element analysis by Melenk and Babusˇka between 1996 and 1997 [3, 87]. It
was developed for use with FEM to solve localised problems in models where mesh
refinement was unsuccessful. Melenk and Babusˇka presented a generalised approach
of using approximation spaces enriched by a set of functions known to populate the
solution space of the differential equation under consideration; for wave problems,
sets of plane waves were proposed [88]. Work on this approach was extended for
2D acoustics by Laghrouche et al. [75,76] and for 3D acoustics by Perrey-Debain et
al. [97]. The partition of unity finite element method (PUFEM) allowed the use of
a priori knowledge of behaviour in element space and made these spaces ‘meshless’.
The PUFEM falls into a group of methods known collectively as Trefftz methods
or hybrid Trefftz methods. A Trefftz method uses a priori knowledge of the nature
of a problem directly in the approximation space; a hybrid Trefftz method (such
as PUFEM) uses such functions in conjunction with other functions (such as FEM
shape functions). Other FEM- or Galerkin-based Trefftz methods that have been
developed for shortwave scattering problems include: the ultra-weak variational for-
mulation (UWVF), the discontinuous enrichment method (DEM), the variational
theory of complex rays (VTCR), and the discontinuous Galerkin method.
The UWVF was first implemented in 2D by Cessenat and Despre´s [25, 26], the
UWVF is similar to the FEM except the trial functions are based on the Green’s
function of the problem. Extra boundary conditions are applied on element inter-
faces that weakly enforce continuity. Huttunen et al. [57] later compared the UWVF
to the PUFEM with the former achieving more accurate results for higher wavenum-
bers. Luostari et al. implemented the UVWF in 3D [84] and developed a UVWF
using Bessel functions of the first kind instead of plane waves [83];
The DEM was proposed by Farhat et al. [44, 45]. The approach is similar to
PUFEM except the plane wave enrichment is added to the shape functions rather
than multiplied by them. The approach was implemented in 3D by Massimi et
al. [86].
The VTCR was proposed by Ladeve`ze et al. [74]. In it, the solution is approx-
imated through an integral superposition of plane waves. Boundary conditions are
enforced in a weak sense. The approach was applied to 3D acoustic problems by
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Kovalesky et al. [71] and and Riou et al. [103].
In was only in 2002 that the first BEM implementation was made, referring to
the PUM. A collocation partition of unity BEM (PU-BEM) for wave simulations
was developed by Perrey-Debain et al.; this was done first for 2D simulations [98]
and later for 3D simulations [97]. It was proposed that, like [76], solving short
wave problems would be easier if the waves were modelled as linear combinations of
plane waves and a new type of boundary element was used which incorporated wave
shapes into the element shape function. Using this technique significantly reduced
the number of nodes required; it actually meant that there could be more than
one wavelength between nodes. The method was derived and numerical examples
were given, solved using singular value decomposition (SVD). It was concluded that,
through the use of the plane wave basis boundary elements, the supported frequency
range could be extended by a factor of 3–4 [99]. The PUM has also been applied to
the Galerkin BEM by Chandler-Wilde and Langdon [27] and Be´riot et al. [10].
In 2004, a theme issue of Philosophical Transactions A titled ‘Short-Wave Scat-
tering‘ was edited by Bettess et al. [12]. Bettess wrote an article [11] reviewing the
problem of shortwaves and techniques that had been developed to address these.
Bettess covered a range of approaches for the FEM, finite difference (FD) methods
and the BEM. On the subject of the PU-BEM, Bettess took note of the large error
reductions of the method but said that error indicators were needed for an adap-
tive scheme to choose wave directions; if this was accomplished, Bettess said, the
PU-BEM would be “one of the most powerful” methods available.
In 2010, Trevelyan and Coates [128] published an article effectively answering
Bettess’ call for an adaptive scheme for the choice of number of waves in the PU-
BEM. They noted that, when looking at the errors of a solution along single ele-
ments, the most significant errors appear only near the ends. They suggested that
a solution with very few waves—or a low estimate—could be calculated and then
the error near the end of each element could be evaluated. If the error was above a
prescribed error tolerance, more waves would be added to this element to improve
the solution. Then, for each new wave, a new collocation point would be prescribed
and a row of the influence matrix evaluated. It was said that this method could be
quicker than simply choosing more waves before running a simulation. Two numer-
ical examples were given involving scattering by two-dimensional cylinders and the
authors concluded by saying that they expected greater advantages to be gained in
three-dimensional scattering problems.
4.2 Partition of unity BEM
In this section, the partition of unity BEM (PU-BEM) for two-dimensional acoustic
problems will be derived. The advance to three dimensions is considered in Chapter
6.
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The PU-BEM involves enriching the approximation space of a BEM simulation
with linear expansions of plane waves. In the conventional BEM, the potential on
Γe is expressed as the sum of the nodal potentials multiplied by their respective
shape functions. In PU-BEM simulations, the nodal potentials φej are expressed as












where there are M plane waves in each expansion with prescribed directions of
propagation dejm ∈ R2 and unknown amplitudes, Aejm ∈ C.













Qe + φinc(p), (4.2)









N ej (ξ) exp
(
ikdejm · q
) |JFe |dξ, (4.3)
where qξ ≡ q(ξ). This is the discretised form of the BIE for PU-BEM which can
be collocated to solve the Helmholtz equation. The resulting system takes a similar










The vector A replaces the vector φ and contains the unknown Aejm. The C matrix












C matrix term that multiplies unknown Aejm
Ae¯jm, (4.5)
where c(p) = 12 for a smooth scatterer and e¯ is the element on which p lies; i.e. the
equation is only evaluated on the single element on which the collocation point p
lies and is evaluated as zero elsewhere.
In addition to the change in the BIE, the partition of unity expansions introduce
other implementation concerns:
• the choice of M ;
• the choice of dejm;
• the requirement of additional collocation points;
• the new type of function to be integrated.
4.2. Partition of unity BEM 36
4.2.1 M and dejm
The parameter τ is introduced as a measure of computational efficiency. It is de-
fined as the number of total degrees of freedom, Ndof , divided by the number of








where PΓ is the perimeter of Γ. The more degrees of freedom used to solve a
problem, the larger τ becomes and the less efficient that method is considered to
be. Similarly, if Ndof is fixed but the wavelength of a problem increases (which
is considered computationally less complicated), τ increases too. It is desirable to
develop algorithms and approaches that require the lowest τ for a given accuracy.
As mentioned in Chapter 1, a heuristic rule states that (to obtain a approxima-
tion with an error of approximately 1%) conventional numerical simulations (using
linear or quadratic polynomial elements) require 10 degrees of freedom per wave-
length. Another way of stating this is that simulations require τ ≈ 10 for an error
of 1%. Work concerning two-dimensional problems has suggested that PU-BEM
simulations of mediumwave problems require only τ ≈ 3 to obtain an error of ≤ 1%.
This requirement drops further as problems approach the shortwave region, with
τ ≈ 2 being possible [99].
In conventional BEM simulations, Ndof is typically increased though h- of p-
refinement: using more elements of smaller size or increasing the order of approx-
imation on elements. It should be noted, however, that hp-adaptive refinement
and high order elements have recently been shown to produce promising results for
electromagnetic scattering [105,121].
In PU-BEM, one is free to increase τ simply by increasing M (a process referred
to in this work as m-refinement). This includes more plane waves in the basis but
leaves the geometry mesh unchanged. M can also be set globally or locally (in effect,
having M ej ). In [99], it was found that m-refinement and using fewer, larger elements
provides a greater accuracy than the other two types of refinement.
The plane wave directions dejm are defined to be equally distributed around the
unit circle, explicitly for M ej plane waves in an expansion:
dejm =
(






M ej + 1
+ θinc, (4.7)
where θinc is the angle of incidence of the incident plane wave. Including the θinc term
guarantees the inclusion of the incident wave direction in the basis. This direction
is included because, for asymptotically large k, the potential in the illuminated zone
takes a value of 2φinc. It should be noted that θinc does not have to be included in
(4.7) and highly accurate results are still obtained if it is omitted. For problems of
multiple incident waves, each incident wave could be included in the basis; however,
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if incident angles are very similar, this could lead to poor conditioning of the system
matrices.
4.2.2 Collocation
The inclusion of multiple plane waves—and thus degrees of freedom—on each el-
ement means that collocation at nodes no longer provides a sufficient number of
collocation points. To find the potential on Γ, (4.2) is collocated at a set of Ndof
collocation points to produce the matrix system (4.4).
In early PU-BEM work [98, 99], collocation points were equally spaced on the
scatterer. This choice was arbitrary and an investigation of collocation schemes is
carried out in §5.9.
4.2.3 Integration
It should be noted that for wave problems the Green’s function is oscillatory and
that all integrals need to be evaluated using a sufficient number of points to capture
that oscillation, even in the far field. This is true for a conventional BEM as well
as a plane wave enriched BEM. Thus, the fact that plane wave enriched BEM ap-
proximations involve elements that can span many wavelengths does not, in itself,
necessarily increase the total number of integration points required to assemble the
system of equations. However, the inclusion of the plane wave enrichment does have
some implications on the required number of integration points required on a single
element: elements that span many wavelengths require more integration points than
those that do not span many wavelengths.
The enrichment may also change the apparent wavelength of the oscillatory inte-
grand to λ¯, where λ¯ ∈ (0, 2λ). For this reason, although some authors have presented
novel integration schemes that offer promise for rapid evaluation of these boundary
integrals [28,55,67], it was not possible to implement them in the work presented in
this thesis. The work was, instead, aimed at demonstrating novel formulations for
the first time and showing that it was possible to reduce the number of degrees of
freedom required for simulations.
4.3 Further notes on PU-BEM
The literature on the PU-BEM obviously highlights many of the positive aspects of
the method in comparison to conventional BEM schemes. However, like all com-
putational methods, there are limiting factors or drawbacks. The lack of efficient
integration schemes has been been mentioned already (§4.2.3); however, there are
two further concerns.
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4.3.1 Conditioning
Mathematically speaking, the condition number of a matrix A is the ratio of its
maximal and minimal singular values, σ, or absolute value of the ratio of its maximal








From a more engineering perspective, the condition number of a matrix in an
Ax = b system describes the amount by which a small change in the coefficients of
b causes a change in x. In other words, it is a measure of how much the result can
change given errors in the calculation of the coefficients.
A matrix with a small condition number is considered to be well-conditioned,
while a matrix with a large condition number is considered ill-conditioned. According
to Cheney and Kincaid [31], a general rule of thumb is: for a condition number of
10k, one may lose k digits of accuracy in addition to any numerical loses due to
the precision used in a computational implementation. Despite this, throughout the
work in this thesis, it was found that even with condition numbers in excess of 1016
it was still possible to obtain some solutions accurate up to the 7th and 8th decimal
place.
Conventional BEM matrices are generally well-conditioned. This means that
fast, direct solvers can be used to solve the resulting systems. Conversely, PU-BEM
matrices are generally ill-conditioned and require a robust solver. Singular value
decomposition (SVD) is used throughout the work in this thesis. This is a very
robust least-squares solver. It is, however, slower than solvers that can be used with
conventional BEM simulations. Nevertheless, integration was still found to be the
longest operation in most simulations and so this work does not focus on ways to
reduce κ.
4.3.2 Analytical geometry
In conventional BEM simulations, integration points are located using local co-
ordinate systems and shape function interpolation. In earliest acoustic PU-BEM
research [98], it was discovered that it was highly desirable to use an analytical
geometry for collocation and integration points. If either was placed using shape
function interpolation on elements, the accuracy of resulting approximations was not
significantly better than those of conventional BEM simulations—if large elements
were used, the approximations often had errors of > 100%.
The reason for this sensitivity likely lies in the high condition numbers of the
resulting matrix systems. Interpreting Cheney and Kincaid’s rule, if a matrix system
has a condition number of 1016, then coefficients should be calculated accurately in
excess of 15 decimal places; this is only really possible with an analytical geometry
or very small elements.
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While an analytical geometry can be provided in some cases (some of which
appear in this thesis), the requirement for such a geometry is a significant limitation
on PU-BEM. The major aim of this thesis was to remove this constraint and to
allow any geometry to be analysed. This is the subject of Chapters 8 and 9.
5Trigonometric shape functions
5.1 Motivation
In 2010, Trevelyan and Coates [128] presented an adaptive basis for the collocation
PU-BEM. During this work, they made observations of the error in potential along
PU-BEM elements. A figure from their paper–a plot of the residual error over an
element—can be seen in Figure 5.1. Trevelyan and Coates noted that the residual
errors were largest at the ends of elements. They suggested that this was due to the
lack of continuity in the C0 Lagrangian quadratic shape functions they used.
The trigonometric shape functions in §5.3 were developed to provide improved
continuity in the piecewise functions used in the PU-BEM. In addition to this work, a
number of novel collocation schemes were trialled, the results of which are presented
in §5.9.
5.2 Existing alternative elements
Before creating a new class of element, it is prudent to consider the existing alter-
natives. Two common alternatives are Overhauser elements and Hermite elements.
They are briefly discussed in this section. B-spline elements have also been used but
are discussed in Chapter 7.
Figure 5.1: Plot of residual error over an element, taken directly from [128].





Figure 5.2: Typical cubic Overhauser el-
ement.
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Figure 5.3: Cubic Overhauser element
shape functions.
5.2.1 Overhauser elements
Overhauser elements have C1 continuity. They were first used in BEM simulations
by Ortiz et al. [95] for a two dimensional Poisson problem. Liu and Rizzo [81] have
reported successful results when using them for three-dimensional acoustic wave
problems. Their use in boundary element analysis was investigated more generally
by Camp and Gipson [23].
Overhauser elements (shown in Figure 5.2) are blended cubic curves formed from
the linear combination of two overlapping parabolas. The first parabola is defined
on the local coordinate ξ ∈ [−1, 1] and the second on ξ ∈ [0, 2]. The blended curve




Oi(ξ)ψi = O1(ξ)ψ1 +O2(ξ)ψ2 +O3(ξ)ψ3 +O4(ξ)ψ4 (5.1)
where ψ is the field variable, ψi are nodal values of the field variable, and Oi are the
Overhauser shape functions given by
O1(ξ) = −1
2








(ξ + 4ξ2 − 3ξ3), (5.4)
O4(ξ) = −1
2
(ξ2 − ξ3). (5.5)
These shape functions are shown in Figure 5.3.
Continuous derivatives are ensured at the end-nodes shared by adjacent elements.
However, if the relative distance between nodes varies, spurious perturbations can
appear in the geometry or field variable. Also, the curves are designed for geome-
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tries of continuous gradients; without modification, the functions are unsuitable for
geometries with corners. The overlapping nature of Overhauser elements also makes
them inherently more difficult to construct meshes from compared to conventional
types of continuous element.
5.2.2 Hermite elements
Hermite elements (Figure 5.4) were first used in the BEM by Watson [130]. There
are no published accounts of applying these elements to problems of acoustics in two
or three dimensions.
Hermite elements use Hermite polynomials and require nodes with values of the
field variable and its tangential derivative. A two-dimensional Hermite curve has










where H1,i and H2,i are the shape functions associated with the ith node, ψi is the
field variable, and s represents the tangential component at the nodal point.
Hermite elements are usually cubic (two nodes; four variables). A continuous

















(1 + ξ)(1 + ξ)(2− ξ), (5.9)
H2,2(ξ) = −1
4





These shape functions are shown in Figure 5.5.
Hermite elements are rarely used as isoparametric elements as their complex form
does not improve geometry approximations. Also, because Hermite elements are
approximating both ψ and ∂ψ/∂s, two integral equations are required to collocate.
In addition to the conventional BIE (CBIE), a tangent derivative BIE (TDBIE) is
used. In addition to the TDBIE, an added complication is corners: at these points,
the tangential derivatives are not continuous and so a mix of continuous, partially
discontinuous and fully discontinuous elements is required; there are more variations
in 3D.
Though there has been some success for crack problems and with hypersingular
boundary integrals [49], the complications of using Hermite interpolation appear to
outweigh the potential benefits of modelling the scalar field variable of an acoustic
problem.






Figure 5.4: Typical 2-noded Hermite el-
ement.
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Figure 5.5: Hermite element shape func-
tions.
5.3 Designing trigonometric shape functions
A likely source of the errors observed in [128] is the C0 nature of Lagrangian
quadratic shape functions. Figure 5.6 shows the classical quadratic shape functions




ξ(ξ − 1), (3.30)




ξ(ξ + 1). (3.32)
Each of the shape functions has non-zero gradient at the element ends; this produces
a discontinuity, in the first derivative, between adjoining elements. Increasing the
continuity between elements, in order to reduce these errors, is the principal aim of
developing the new shape functions.
To design some shape functions with the Kronecker delta and partition of unity
properties, the following rules must be obeyed:
• Nj(ξ) = 1 at the node j,
• Nj(ξ) = 0 at all other nodes,
•
∑
Nj(ξ) = 1 ∀ ξ.
(5.11)
Trigonometric functions have been chosen because they have well known smooth-
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Figure 5.6: Continuous Lagrangian
quadratic shape functions.
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Figure 5.7: Continuous trigonometric
shape functions.
ness and C∞ continuity. Assume there is a set of shape functions of the form:


















The choice of cos(piξ) and sin(pi2 ξ) is somewhat arbitrary. Other combinations can
(but do not always) produce unique and viable shape functions.
Taking (5.12)–(5.14), using the rules in (5.11), and assuming continuous elements
with nodes at ξ = −1, 0, 1, three sets of three simultaneous equations are obtained.
At ξ = −1:
N1(−1) = −α1 − α2 + α3 = 1, (5.15)
N2(−1) = −α4 − α5 + α6 = 0, (5.16)
N3(−1) = −α7 − α8 + α9 = 0. (5.17)
At ξ = 0:
N1(0) = α1 + α3 = 0, (5.18)
N2(0) = α4 + α6 = 1, (5.19)
N3(0) = α7 + α9 = 0. (5.20)
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At ξ = 1:
N1(1) = −α1 + α2 + α3 = 0, (5.21)
N2(1) = −α4 + α5 + α6 = 0, (5.22)
N3(1) = −α7 + α8 + α9 = 1. (5.23)



































These shape functions can be seen in Figure 5.7. They have zero gradient at the
element ends; partition of unity can be easily proved by taking the sum of the three





It was briefly discussed in §4.2.3 that PU-BEM elements require care when consid-
ering the integration. This is because PU-BEM elements can be much longer than
conventional BEM elements and contain many wavelengths. As a demonstration
of this, Figure 5.8 shows an example of a typical integrand to be evaluated over
an element in a conventional BEM simulation. The function is smooth and can be
easily integrated using a conventional quadrature. Conversely, Figure 5.9 shows an
example of a typical integrand to be evaluated over a PU-BEM element. Clearly a
small number of quadrature points will not capture the oscillations of the integrand
over the element. Indeed, using a large number of quadrature points could also be
ineffective as they will cluster towards the element ends.
Instead, for the simulations in this chapter, large elements are split into Ncells
“integration cells” that are no larger than λ/4; the length is chosen to prevent
aliasing. Each cell is integrated using a 6-point Gauss quadrature on the new local
coordinate system η ∈ [−1, 1]. The evaluated integrals in the cells can be summed
over the element taking care to include both Jacobians for the mapping from the
element to the ξ coordinate system, and from the ξ coordinates system to the η
coordinate system.
Explaining this more generally, Figure 5.10 shows a typical element on which the





































Figure 5.8: Example of Hejm over an el-
ement in a conventional BEM simulation;
k = 50.



























Figure 5.9: Example of Hejm over an en-





ξ η = +1
η = −1
η
Figure 5.10: Representation of a PU-BEM element divided into integration cells. Red dots
represent element nodes; green dashes represent integration cells ends; blue dots represent
quadrature points.
where J(ξ) is the Jacobian of transformation from the global coordinate system to













where J(η) is the Jacobian of transformation from the ξ coordinate system to the η
coordinate system. J(η) = 1/Ncells if the cells are of equal length in the ξ coordinate
system.
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Figure 5.11: Absolute total potential,




















Figure 5.12: Total potential over the





Figure 5.13: Cylinder meshed with two elements. Red lines: element ends; red dots:
element nodes.
5.5 Scattering by a circular cylinder
Consider a sound-hard (Robin condition with α = β = 0 or Neumann condition with
∂φ/∂n = 0) cylindrical scatterer of unit-radius (a = 1), centred at the origin (0, 0).
The scatterer is impinged by a unit-amplitude, incident plane wave that propagates
in the direction d = (1, 0). The analytical solution for the potential on Γ is given
in (2.20). An illustration of a solution in a portion of Ω can be seen in Figure 5.11.
The potential over the boundary can be seen in Figure 5.12.
A high accuracy solution can be obtained by modelling this problem using just
two elements and approximating the potential using PU-BEM. A representation of
the problem and mesh, using continuous quadratic elements, can be seen in Figure
5.13.
Figures 5.14 - 5.16 show the absolute difference in total potential over the surface
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of the cylinder evaluated by PU-BEM simulations and by analytical solution. This
is displayed for PU-BEM simulations using quadratic Langrangian shape functions
and for the new trigonometric shape functions of (5.24)–(5.26). The number of plane
waves used in the enrichment on each shape function is noted in the caption of each
figure; note that these equate to approximately 3 degrees of freedom per wavelength
(τ=3). The effect of using trigonometric shape functions is clear. Using quadratic
Lagrangian shape functions, the errors peak at the end of each element. Using the
trigonometric shape functions, these peaks are significantly reduced in magnitude.
The total errors are also reduced: Figure 5.17 shows the L2 errors, E , of conven-
tional BEM and PU-BEM simulations using Lagrangian and trigonometric shape
functions. The errors are evaluated as described in (B.1), taking 10,000 equally
spaced points about the cylinder surface. The conventional BEM simulations have
been included to demonstrate the relative performance of PU-BEM simulations.
Figure 5.17 shows conventional BEM simulations using 10 degrees of freedom per
wavelength (τ = 10) while the PU-BEM simulations are using 3 degrees of free-
dom per wavelength (τ = 3). Using a third of the number of degrees of freedom
means that the resulting PU-BEM system matrix is a ninth of the size of the BEM
system matrix. Despite this, the PU-BEM simulations consistantly give approxi-
mations of greater accuracy than the conventional BEM simulations: the errors of
PU-BEM simulations are more than two orders of magnitude smaller than errors of
conventional BEM simulations for ka ≥ 40; for ka ≥ 100, errors of PU-BEM simula-
tions with trigonometric shape functions are approximate three orders of magnitude
smaller. It should be noted that the conventional BEM meshes are not like that in
Figure 5.13; many elements have to be used in order to obtain enough degrees of
freedom.
In order to show that the mesh used is not a special case, Figure 5.18 shows
errors similar to Figure 5.17 but using four elements. The same trends can be noted
with trigonometric shape functions providing a better basis for the PU enrichment.
5.6 Scattering by five cylinders
Some schemes for high wavenumber scattering only allow for convex scatterers. This
is because these methods do not always capture internal reflections well. There are
some promising schemes to navigate around this problem; however, they are mathe-
matically complicated. Conversely, the PU-BEM is very capable in such situations.
Consider a set of five sound-hard cylindrical scatters of unit radius, with centres
at the polar coordinates (3, 2npi/5) for n = 0, 1, 2, 3, 4; i.e. the centres are equally
spaced on an imaginary circle with a radius of 3. The cylinders are impinged by





2, 2). This geometry creates internal reflections between the cylinders; an
example of this can be seen in Figure 5.19.









































(b) Trigonometric shape functions
Figure 5.14: Plots of absolute difference between PU-BEM simulations against analytical










































(b) Trigonometric shape functions
Figure 5.15: Plots of absolute difference between PU-BEM simulations against analytical
solution of circular cylinder problem; dashed line represents element ends. ka = 120; M =









































(b) Trigonometric shape functions
Figure 5.16: Plots of absolute difference between PU-BEM simulations against analytical
solution of circular cylinder problem; dashed line represents element ends. ka = 200; M =
150; τ = 3.00.



















Figure 5.17: L2 errors of simulations of cylinder problem over a spectrum; two elements



















Figure 5.18: L2 errors of simulations of cylinder problem over a spectrum; four elements
per cylinder and τ ≈ 3 for PU-BEM; τ ≈ 10 for conventional BEM.
Figure 5.19: Illustration of the internal reflections caused by the five-cylinder geometry.
|φ| for k = 8pi is plotted.
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PU-BEM (quadratic)
PU-BEM (trigonometric)














(a) Two elements per cylinder
PU-BEM (quadratic)
PU-BEM (trigonometric)














(b) Four elements per cylinder
Figure 5.20: L2 errors of simulations of five-cylinder problem over a spectrum using (a)
two element and (b) four elements per cylinder; τ ≈ 3.
Similar to the example in §5.5, PU-BEM simulations were run using quadratic
Lagrangian and trigonometric elements. Two different meshes were used: boundary
representation with two elements per cylinder and boundary representation with
four elements per cylinder. The number of plane waves, M , enriching each shape
function was changed in order to have approximately three degrees of freedom per
wavelength (τ ≈ 3). The results of these simulations are displayed in Figures 5.20.
It is clear, again, that the trigonometric shape functions provide an accuracy
benefit for the majority of the simulations. This is due to the increased continuity
between elements.
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Figure 5.21: Capsule geometry discretised by three equal-length elements. Red lines:
element ends; red dots: element nodes; blue dots: geometry blend points.
5.7 Scattering by a capsule
Thus far, the only numerical examples shown have had circular arcs for elements.
An area of interest in other geometries is the blending points between different types
of geometry component; for example, a line and an arc. This is interesting because
the geometry has only C1 continuity and the nature of the solution changes in these
regions also. These regions may be susceptible to errors.
To investigate the ability of trigonometric shape functions to help capture the
solution over C1 boundaries, a capsule shape was designed consisting of two semi-
circular arcs and two connecting straight sections. The capsule design can be seen
in Figure 5.21
The figure shows the capsule discretised by three elements of equal length: el-
ements of equal length provide the best approximation accuracy. As the geometry
points for PU-BEM are located analytically, these elements have no impact on the
evaluation of the integral kernels: collocation and integration points lie on the exact
geometry.
The capsule is impinged by a unit-amplitude incident plane wave propagating in
the direction dinc = (1/2,
√
3/2). An example plot of the scattering caused by the
capsule can be seen in Figure 5.22 and the potential over Γ can be seen in Figure
5.23.
Similar to the examples in §5.5 and §5.6, PU-BEM simulations were run, using
quadratic and trigonometric shape functions. The parameter, τ , was kept to be
approximately 3 for all simulations. There is no analytical solution for this problem
and so a converged solution was used to evaluate the accuracy. Instead of comparing
a boundary element solution against a boundary element solution, the method of
fundamental solutions (MFS) [69] was used to obtain the converged solution. A
short explanation of MFS is included in Appendix D.
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Figure 5.22: Absolute total potential;
ka = 30.


















Figure 5.23: Potential over the bound-
ary; ka = 30.
PU-BEM (quadratic)
PU-BEM (trigonometric)













Figure 5.24: Errors of PU-BEM simulations of the capsule problem.
Figure 5.24 shows the errors, E , of PU-BEM simulations of the capsule problem
over a range of wavenumbers. The trigonometric shape functions produce accuracy
benefits at lower wavenumbers; however, at higher wavenumbers, the benefits appear
reduced. This is because, at high wavenumbers, there are a large number of plane
waves in the expansion which become the most dominant part of the basis. For
example, consider the capsule problem and unit-cylinder problem for ka = 100.
Assuming τ = 3, the potential on each node in the unit-cylinder problem (discretised
with two elements) is expanded as a linear combination of M = 63 plane waves; for
the capsule problem, the potential at each node is expanded as a linear combination
of M = 82 plane waves. With 30% more plane waves in each expansion, these
dominate the enrichment for the capsule problem and reduce the observable effect
of using trigonometric shape functions.
Figure 5.25 shows the absolute difference, along the surface of the scatterer,
between the PU-BEM solution and the converged MFS solution. As before, there
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(a) Quadratic shape functions










(b) Trigonometric shape functions
Figure 5.25: Plots of absolute difference between PU-BEM simulation against converged
MFS solution for the capsule problem, ka = 25. (a) Quadratic and (b) trigonometric shape
functions.
are significant errors at the element ends that are reduced by the trigonometric
shape functions; the maximum error in the example given is reduced by 60%. There
are also increased errors at the blend points between the lines and arcs; these errors
have been reduced but are still large in comparison to the errors over the rest of
the boundary. Clearly, the trigonometric shape functions and plane wave expansion,
though continuous through these points, are not sufficient to capture the geometry’s
effect on the potential to a high accuracy in those areas. Nevertheless, the accuracy
of the approximations is still good.
Figure 5.26 displays the errors, E , of PU-BEM simulations for a varying number
of plane waves in the PU expansion on the basis. As M increases, so does the
total number of degrees of freedom and, therefore, τ ; this leads to a reduction
in the approximation error. Figure 5.26 shows two things. Firstly, for lower M ,
trigonometric shape functions provide a better accuracy of approximation; for higher
M , the plane wave expansion in the basis dominates the approximation reducing the
impact the choice of the shape functions has on the overall error. Secondly, there is
a point at which increasing the total number of degrees of freedom, Ndof , does not
increase the accuracy of the simulations. Assuming the accuracy of the converged
MFS solution is greater than the PU-BEM solutions, we can attribute this to the
high condition numbers of the PU-BEM system matrices.
MFS was chosen to provide the converged solution so that one type of BEM
simulation was not simply compared against another type of BEM simulation. When
calibrated effectively, the MFS is an accurate method with efficiency (in terms of
degrees of freedom) comparable to PU-BEM. However, the positioning of the internal
source points (see Appendix D) is a trial-and-error process. Though the method
was effective in finding a converged solution in this instance, the method is hard to
generalise for non-standard geometries and frequently becomes unstable.
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Figure 5.26: Errors of PU-BEM simulations of the capsule problem, ka = 100, with
varying numbers of plane waves in enriched basis.
Table 5.1: Comparison of normalised simulation times of PU-BEM simulations of the
capsule problem using quadratic and trigonometric shape functions.
System build System solve
(s/8.675) (s/7.429)
ka = 30, quadratic 0.042 0.015
ka = 30, trigonometric 0.041 0.015
ka = 70, quadratic 0.206 0.135
ka = 70, trigonometric 0.206 0.133
ka = 150, quadratic 1.000 1.000
ka = 150, trigonometric 0.988 0.997
5.8 Simulation runtimes
It may be expected that the computational resources required to evaluate the trigono-
metric shape functions would exceed those required to compute the corresponding
quadratic shape functions. Modern processors and programming packages, however,
have significantly reduced this computational burden. Also, the time required to
evaluate the boundary integrals in the PU-BEM is dominated by the calculation of
the Hankel functions rather than shape functions. Table 5.1 compares some nor-
malised times of simulations run for the capsule problem for a selection of wavenum-
bers. The trigonometric shape functions clearly do not increase the time taken to
run a simulation; indeed, they appear to slightly reduce the time. It is evident,
therefore, that the introduction of trigonometric shape functions does not induce
any additional computational burden.
The system build and system solve times in Table 5.1 are not normalised with
the same value, making it difficult to compare these columns to each other. This
is intentional as it would be unfair to make comparisons of the author’s integration
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and matrix building Python code against the optimised libraries used to solving the
resulting matrix systems.
5.9 Collocation strategies
In previous research [97–99], the choice of collocation strategy with the PU-BEM
has been somewhat arbitrary and has not been formally investigated. For a polyno-
mial basis BEM, it is sufficient to collocate the boundary integral equation at each
element node; for the PU-BEM, the boundary integral equation has, generally, been
collocated at a sufficient number of equally spaced points on the boundary. In adap-
tive basis schemes, such as [128], additional collocation points are added between
existing collocation points; however, the simulations run for this chapter, only an
initial array of collocation points is required.
The motivation for this part of the work is to investigate and reduce errors
that may be associated with the collocation strategy. In view of the fact that the
work considers frequency domain wave scattering, where waves can be modelled as
sinusoids, uniformly spaced collocation points have the potential to act like a digital
filter.
Three alternative approaches to the choice of collocation points are suggested
here: collocating using the roots of polynomials, Fock domain clustering, and ran-
domly perturbed collocation. In all cases, the sound-hard cylinder problem (§5.5) is
used as the test case; the results for trigonometric shape functions are displayed.
5.9.1 Collocating using roots of polynomials
When examining Figures 5.14 - 5.16 and Figure 5.25, it can be seen that the ab-
solute errors approach zero at a number of points along each element; these points
correspond with the collocation points on each element. If collocation points are
clustered towards an area on an element, this reduces the absolute errors in that
region. Applying this approach, clustering collocation points towards the ends of
elements is one way to reduce errors at the element ends; however, this will, conse-
quently, increase errors in regions of less clustered collocation points.
One way in which to produce a regular ‘clustered’ collocation scheme is to use
the roots of classical orthogonal polynomials. Here, results are provided for three,
well-known polynomials: Chebyshev and Legendre (both special types of Jacobi
polynomial), and Hermite polynomial. In each case, a number of roots can be found
which can then be mapped onto the local coordinate ξ ∈ [−1, 1]; collocation can be
guaranteed at ξ = ±1. Figure 5.27 shows visually how the collocation schemes differ
for a specific number of collocation points.
Figure 5.28 shows the errors, E , when these polynomials were used as the collo-
cation scheme for the unit cylinder problem, over a range of wavelengths. It is clear
that none of the above collocation schemes is effective at improving the accuracy





Figure 5.27: Uniform, Chebyshev, Legendre and Hermite collocation points in [−1, 1] for
32 collocation points.
of the solution. The uniform spacing provides a greater accuracy. Compared to
the Chebyshev and Legendre schemes (clustering collocation towards the elements
ends), the uniform spacing provided an accuracy benefit between one and four or-
ders of magnitude in most cases. Indeed, the best alternative scheme to uniformly
spaced collocation points was that based on the Hermite roots.
Other polynomials including Gegenbauer and Bessel functions have been trialled
but the resulting errors associated with these follow similar trends to the other
polynomials, or the errors obtained are worse than the cases presented here. Hence,
they serve only to saturate the point being made. They perform no better than any
of the cases displayed here.
5.9.2 Clustering about the Fock domain
Consider a cylinder approximated by four, equal-length elements. If one element
faces the impinging wave, it is said to be in the illuminated zone; the element on the
opposite side of the cylinder is in the shadow zone. The remaining two elements,
that lie between the illuminated and shadow zone, are said to be in the Fock domain.
For asymptotically high wavenumbers, the wave potential in the illuminated zone
approaches 2φinc; the wave potential in the shadow zone can be considered to be 0.
The Fock domain is, therefore, a transition region between these two zones; here,
there is grazing incidence of the impinging plane wave and high gradients of potential
that can lead to difficulties in the numerical modelling of the domain.
If there are P collocation points per element, a collocation point can be removed
from the illuminated zone and from the shadow zone and added to the Fock domains.
Then the P − 1 collocation points in the illuminated and shadow zones can be
collocated uniformly; similarly, the P +1 collocation points in the Fock domains can
be collocated uniformly.
Figure 5.29 shows the errors for simulations, over a range of wavenumbers, when
adding or removing points to or from the Fock domain. Moving a small number
of points appears to make little difference, though some simulations do perform
better; this rare occurrence can be attributed to the small fluctuations in error found
when different CHIEF points are used. If a larger number of points are moved, the
accuracy of solutions is clearly worse than with uniform collocation point spacing.









































Figure 5.28: Comparison of collocation strategies based on polynomial roots.




































Figure 5.29: Comparison of collocation strategies with consideration of Fock domain.
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5.9.3 Randomly perturbed spacing
In order to determine whether differently spaced collocation points, other than the
structured schemes tested, could provide a benefit to PU-BEM simulations, a scheme
was developed to take uniformly spaced collocation points and move them slightly




i + ρσi, (5.29)
where σi ∈ (−1, 1) is a random number generated for each collocation point and ρ
is a constant.
Two approaches are used with the randomly perturbed spacing. One approach
is to fix ρ in all cases regardless of wavenumber; the second approach is to vary ρ
based on the spacing between uniform collocation points (which varies according to
M). Figure 5.30 shows the effect of each approach: setting ρ = 0.05 and setting ρ
to be equal to the distance between uniform collocation points. 10 simulations were
run for each wavenumber; the average of the 5 most accurate solutions was used to
calculate E .
Examining Figure 5.30 it is clear that uniform spacing provides the greatest
accuracy. This becomes more important as the wavenumber increases and, therefore,
there are more collocation points.
5.10 Conclusions
Using a collocation PU-BEM for wave scattering simulations, errors are found to be
at a maximum at the element ends. This is exacerbated by a lack of continuity at
the element ends, associated with Lagrangian shape functions. It has been shown
that a novel set of shape functions, based of trigonometric functions, increase the
continuity at the element ends and, thereby, improve the approximation of potential
in such problems. It should be noted that these accuracy gains are not replicable for
conventional BEM schemes, i.e. trigonometric shape functions do not improve upon
piecewise quadratic approximations unless a plane wave enriched basis is used.
For geometries with geometry blends, the PU-BEM is susceptible to somewhat
increased errors at points where different segments blend together.
The choice of collocating the boundary integral equation at equally spaced points





















Randomly-perturbed, ρ = of



















Randomly-perturbed, ρ = of
(b) Four elements; space between uniform points is 8/Ndof
Figure 5.30: Comparison of errors of PU-BEM simulations using uniform collocation
scheme and PU-BEM simulations using randomly perturbed collocation schemes.
6PU-BEM for three-dimensional
problems
6.1 Considerations for 3D BEM
This section contains background work on the PU-BEM in 3D, much of which is
covered in [97]. The novel aspect of this chapter is the introduction of a new tech-
nique, based on a physical analogy of charged particles held in equilibrium, used
to generate equally spaced points on a unit sphere. The existing literature on the
subject is discussed in §6.2; while the new technique and its application to PU-BEM
is discussed in §6.3 onwards.
Many components of the derivation in Chapter 3 are applicable to BEM problems
in both two and three dimensions. However, the numerical implementation described
in §3.4 is predominantly applicable only to two-dimensional problems. For three-
dimensional problems, one has to consider: the different Green’s function and the
nature of its singularity; the new types of elements used to discretise the boundary; in
the case of PU-BEM, how to evaluate the highly oscillatory integrals. In addition to
this, one has to consider how to choose the plane wave directions for the enrichment
of the basis functions in PU-BEM.
6.1.1 Regularisation











β(q)G(p,q)dΓ(q) + φinc(p). (3.23)
Before discretising this equation, one should first consider the different types of fun-
damental solution used for three-dimensional Helmholtz problems. Unlike in 2D, the
derivative Green’s function, ∂G/∂n, is not regular but is O(1/r) or weakly-singular.
The same is true for the Green’s function, G. While coordinate transformations
exist—and one of these is discussed in §6.1.3—it is worth considering the use of a
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regularisation scheme.
Several regularisation schemes exist that remove the singularity of the derivative
Green’s function. The regularised BIE described below, developed by Liu [80], makes








Liu’s regularisation is derived from the ability to express the jump term c(p) as:





dΓ(q), ∀p ∈ Γ, (6.2)
where γ = 1 for infinite domains and γ = 0 for finite domains. The jump term (6.2)


















β(q)G(p,q)dΓ(q) + φinc(p). (6.3)
While this is the form of the equation used in the current and later chapters, it is
not immediately clear how this regularisation scheme works. Therefore, it can be
useful to express (6.3) in a slightly different form, adding and subtracting a Laplace
















[φ(q)− φ(p)] dΓ(q) =
∫
Γ
β(q)G(p,q)dΓ(q) + φinc(p). (6.4)
In the first integral of (6.4), one can see that the Laplace derivative Green’s function
is subtracted from the Helmholtz derivative Green’s function. These functions have
the same nature of singularity and so the Laplace derivative Green’s function is
effectively removing that singularity from the integral; this is demonstrated in Figure
C.8 of the appendices.
The second integral of (6.4) also differs from that in (6.3). The Laplace derivative
Green’s function multiplied by φ(q) is now added back into the equation. While the
Green’s function is singular in nature, [φ(q)− φ(p)] has a regularising effect as it
approaches zero as q approaches p (the point of singularity). The Green’s function
is O(1/r) and the regularising term is O(r); hence, the product of the two terms is
O(1) (regular).
For problems of perfectly reflecting scatterers, this regularisation scheme is more
effective than the Telles coordinate transformation in §6.1.3 (see Appendix C). How-
ever, for other boundary conditions, the final integral remains unchanged and is
weakly singular; the effectiveness of this regularisation on such problems has not
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been shown in any literature.
6.1.2 Discretisation of the boundary
The boundary, Γ, is again discretised into E non-overlapping elements, Γe. However,
due to the increase in dimension from 2D to 3D, these elements have a new mapping
based on a two-dimensional local coordinate:
Γe = {Fe(ξ1, ξ2) : ξ1, ξ2 ∈ [−1, 1]} . (6.5)














where there are J nodes and shape functions on an element. Assuming isoparametric
elements, the potential over an element is also approximated as above, where instead
of geometry nodes there are φj . A diagrammatical representation of a quadratic





ξ1ξ2(1− ξ1)(1− ξ2), (6.9)
N2(ξ1, ξ2) = −1
2
ξ2(1− ξ1)(1 + ξ1)(1− ξ2), (6.10)
N3(ξ1, ξ2) = −1
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ξ2(1− ξ1)(1 + ξ1)(1 + ξ2), (6.14)
N7(ξ1, ξ2) = −1
4
ξ1ξ2(1− ξ1)(1 + ξ2), (6.15)
N8(ξ1, ξ2) = −1
2
ξ1(1− ξ1)(1− ξ2)(1 + ξ2), (6.16)
N9(ξ1, ξ2) = (1− ξ1)(1 + ξ1)(1− ξ2)(1 + ξ2). (6.17)












Figure 6.1: A three-dimensional, continuous, quadratic, boundary element.











































qξ ≡ q(ξ1, ξ2) and |JFe | is the Jacobian of transformation of the mapping in (6.5).
Using an appropriate integration scheme and, if required, coordinate transformation,
(6.18) can be collocated at all the element nodes in order to find the unknown values
of φej .
The evaluation of the normal n begins, again, with the tangential vectors in the






















where xˆ, yˆ and zˆ are the unit vectors in, respectively, the x, y and z directions. The
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normal vector, n, is equal to the cross product of m1 and m2:
















= nxxˆ + nyyˆ + nzzˆ.
(6.23)
































from which the unit normal vector components can be easily determined by dividing




















If the RBIE is used and the scatterer of the problem is perfectly reflecting, α(q) =
β(q) = 0 ∀q, then (6.18) can be collocated without any consideration of singularities.
For all other boundary conditions, the weakly singular nature of G(p,q) must be
considered.
One way of removing the singularity at the collocation point p is to use a co-
ordinate transformation such as that developed by Reˆgo Silva et al. [102]. In this
scheme, rectangular elements are split into four triangles that meet at the colloca-
tion point (see Figure 6.2); each of these triangular cells is then integrated using
a new local polar coordinate system. The transformation is only applied when the
collocation point lies on the element being integrated; a standard quadrature can be
used otherwise.










|JFe | ρdρ dθ, (6.27)































Nj(ξ1, ξ2)|JFe | ρdρdθ, (6.29)
where θ1 and θ2 are the minimum and maximum angles of each triangular cell, F (θ)
is the maximum possible value of ρ for the value of θ being evaluated—this varies
over the integral but is trivial to determine. The value of ρ acts as the Jacobian of
the transformation; it reduces the singularity as it is O(r), approaching zero as the
evaluation points get closer to the singularity, i.e. as r → 0.
6.1.4 PU enrichment in 3D
The plane wave enrichment for PU-BEM is applied in 3D in much the same way as
it is in 2D. The nodal potentials φej are expressed as a summation of plane waves,












where there are M plane waves in each expansion with prescribed directions of
propagation dejm ∈ R3 and unknown amplitudes, Aejm ∈ C.
















Ke + φinc(p), (6.31)
where Le and Ke are the same as in (6.20) and (6.21) respectively; Hejm is defined



































where φ(pξ) = φ(ξ) and e(p) is the element on which the collocation point p lies.
(6.31) is the discretised BIE for 3D PU-BEM can be collocated to solve the Helmholtz
equation.
The choice of dejm is not as trivial as in two-dimensions where uniform points
about the unit-circle are chosen. Instead, it is now desirable to have uniform points
about the unit-sphere. This task may, at first, appear trivial but soon two things
become apparent: first, that it is not as simple as choosing uniform points on a
spherical coordinate system—these points become clustered towards the poles of
the unit-sphere; second, there are an infinite number of solutions to the problem for
M > 2.
Thus, a different approach is required to find these uniform points. In other PU
work [76, 97], a discretised cube method has been used; this is described in §6.3.1.
This method has been successful in producing accurate results with PUFEM and
PU-BEM but it is restricted to certain values of M . Other existing methods to find
these points are discussed in §6.2 while a novel method, developed by the author, is
presented and numerical results provided from §6.3 onwards.
6.1.5 Integration cells
As with 2D PU-BEM simulations, 3D PU-BEM elements can span many wavelengths
in size. To capture the oscillating function over these elements, each element is split
into a set of integration cells, similar to how 2D PU-BEM elements were in §5.4.
Figure 6.3 shows a diagram of how an element is divided into integration cells.
If it assumed that each element is square in shape, the number of integration cells
is chosen so that the sides of those integration cells are no longer than λ/4 in length










where d·e denotes the ceiling function∗ and Ae is the area of the element.
∗dxe = min{n ∈ Z |n ≥ x}
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Figure 6.3: 3D boundary element divided into integration cells.
6.1.6 Efficiency measure: τ
The efficiency of BEM simulations can be measured in terms of τ again: the number














where AΓ is the surface area of the scatterer.
6.2 N points on a sphere in literature
Researchers from a diverse set of fields have studied the problem of finding a uniform
set of points on a sphere. In Monte Carlo approaches, the desire is to produce a set
of points that is statistically uniform; that is, a suitable χ2 test shows no significant
deviation from the uniform distribution. Possibly the simplest method to achieve
a statistically uniform distribution of points on the unit-sphere was first devised
for the unit-circle by von Neumann [129] and extended by Cook [34] for spheres of
three dimensions and higher. A sample x is taken from the uniform distribution
on [−1, 1]n, where n is the number of dimensions being considered. The sample
is rejected if its Euclidean norm, ‖x‖, is greater than 1 and accepted if ‖x‖ ≤ 1.
Sampling continues until the desired number of points is obtained. The points are
then normalised so that they are placed on the surface of the sphere. This method is
adequate for circles and three-dimensional spheres. However, as n increases, the size
of the space ‖x‖ > 1 becomes much larger than the space ‖x‖ ≤ 1; this means the
ratio of rejected to accepted points increases rapidly and most of the computational
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burden is on generating points that will be discarded.
A similar method, presented by Muller [92], uses sample points taken from the
normal distribution. This is possible as the multivariate normal distribution is radi-
ally symmetric. Given a suitable normal distribution, this method has a lower ratio
of rejected to accepted points compared to taking points from the uniform distribu-
tion. A family of methods, using the beta distribution, were developed for higher
dimensional spheres [54, 85, 115, 124, 133]. The relationship between these efficient
methods was presented by Harman and Vladimir [52].
In mathematics, the ‘uniform spacing’ of points ordinarily refers to points that fit
the statistical, uniform distribution. Conversely, in the physical sciences, ‘uniform
spacing’ of points refers to making the distance or angle between adjacent points
equal by maximising or minimising some criterion. One such example of this is the
Thomson Problem: determining the minimum energy configuration ofN electrons on
the surface of a sphere. This is often associated with the Tammes problem in whichN
points are arranged on the surface of a sphere so that the minimum distance between
them is maximised. Erber and Hockney [43] presented equilibrium configurations
of charges on a sphere for 2 ≤ N ≤ 65. Glasser and Every [48] extended these
calculations to N ≤ 101. Morris et al. [90] developed a genetic algorithm that
searches for the steepest-decent in energy; with this algorithm, configurations were
extended to N ≤ 200. Saff and Kuijlaars [108] considered configurations of N →∞,
stating that the general pattern of optimal configuration was the same for all values
of N .
In the study of meteorology, spherical grids can be used to model the atmosphere.
Kurihara [72] stated that a homogeneous density of grid points on a globe is desirable,
presenting a new grid system that was almost homogeneous. Sahr et al. [109] later
reviewed methods of so-called geodesic discrete global grid systems in which the
globe, modelled as an oblate spheroid, is divided in to cells; some of these approaches
examined ways of making these cells of equal area. It can be desirable to find
uniformly spaced points on other surfaces: in operational research, Rubinstein [107]
and Smith [120] considered generating random vectors uniformly on the surface of
complex, multidimensional surfaces.
6.3 Generating uniform points on a sphere
6.3.1 Discretised cube boundary method
While in two dimensions, the uniform spacing of directions around the unit circle is
a trivial problem, the move to three dimensions presents a greater difficulty, since it
is not generally possible, and certainly not intuitive, to define a uniform division of
the 4pi solid angle. There are also some trivial cases relating to the vertices and/or
faces of the platonic solids. However, in order to take full advantage of the plane
wave basis methods in wave modelling, considerably larger numbers of directions
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Figure 6.4: Uniform boundary meshing of a cube.
are desirable.
A simple method has been used by PU-BEM and PUFEM authors to date [76,97];
this involves a uniform boundary meshing of a cube, such as the 5 × 5 case shown
in Figure 6.4. A reasonably well spaced set of directions is defined by the vectors
joining the centre of the cube to each ‘node’ on the cube’s boundary. For the
application in question, the accuracy of wave propagation solutions does not seem to
be sensitive to the moderately small non-uniformity of spacing, and so this approach
has been satisfactory. However, the method is limited to a few special cases of M
for which a boundary-meshed cube is available, specifically M = 6p2 + 2 (where
p ∈ Z+), allowing M = 8, 26, 56, 98, . . .. This imposes a significant limitation on the
computational efficiency since, if one considers the variable τ in enriched simulations,
it is likely that one requires a value that lies in between those contained in this set
to optimise performance.
The new method described herein overcomes this limitation and, moreover, pro-
vides a greater uniformity of spacing compared to the discretised cube boundary
method.
6.3.2 Coulomb force method
Consider a sphere of unit radius and of surface S on which lie particles at locations
described by vectors ui, i = 1, 2, . . . ,M . Let these particles each have unit mass
and unit electrical charge so that they repel each other with Coulomb forces varying
with 1/ |r|2 where r = ui − uj . In a suitably damped system, the particles will
find a static equilibrium state in which they occupy quasi-uniform spacing. We
use a simple explicit time-stepping scheme, but require no stiffness term since the
particles are free to float on S.
Starting from a random set of vectors u0i , the superscript denoting the time at
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where A is a scalar multiplier and δij is the Kronecker delta. This will be oriented
away from S, and so we define vector fi as the projection of Fi on S which, since ui
are unit vectors, is given by
f ti = (F
t
i × uti)× uti. (6.38)
The acceleration, u¨i, of each particle is
u¨ti = f
t
i − cu˙ti, (6.39)
where c is an equivalent viscous damping coefficient and u˙i is the velocity of the












uˆt+∆ti∣∣∣uˆt+∆ti ∣∣∣ , (6.42)
where (6.42) is used to normalise the position vectors to relocate the particles back
onto S. Equations (6.37) to (6.42) are repeated in a time-stepping scheme to con-
vergence.
An appropriate measure of the performance of the method is the minimum angle,







i = 1, . . . ,M ; j = 1, . . . ,M ; i 6= j. (6.43)
An effective method will maximise ρ for an arbitrary M .
A study of repeated runs having the same M shows that the converged values
of ui are different for each run. This is expected because of the random initial u
0
i
and the freely floating nature of the particles. However, they differ only in the local
coordinate system in which the system is viewed; i.e. the values of ρ are the same
for the same M .
It remains to determine suitable values of the parameters A, c and ∆t. If the
damping c is too low, the particles may exhibit large oscillatory behaviour and
require more time steps to reach an equilibrium position, if they indeed converge at
all. Similarly, if c is too high, a large number of times steps (or a large scalar A)
will be required to reach an equilibrium position.
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Figure 6.5: Histogram showing distributions of the number of iterations taken for a solution
to converge to within 1% of a fully-converged solution for M = 50.
Numerical tests show A = 100 and ∆t = 0.01 provide for convergence for M <
100. The determination of a suitable damping c may be found by considering the
statistical distribution of the number of iterations required to reach a value within
1% of the converged minimum angle ρM ; i.e. the number of iterations required to
reach a value of ρ such that |ρM − ρ| < 0.01ρM . As an illustrative example, Figure
6.5 shows distributions of convergence rates for the case of M = 50 for four values
of damping: c = 5, 10, 20, 50. Similar figures can be produced for other values of M .
Distributions such as those in Figure 6.5 can be approximated by log-normal
distributions. For damping values c = 1, 5, 10, 15 and a range of M , suitably-sized
samples were obtained from which the mean, µ, and variance, σ, of each distribu-
tion’s natural logarithm were calculated using the maximum likelihood method. The
values of µ are shown in Figure 6.6. From this figure, it is clear that c = 1 requires,
on average, more time steps to converge to a 1% solution, |ρM − ρ| < 0.01ρM , than
higher values of c; this is due to the large oscillations of the particles with low damp-
ing. The distributions at higher values of c have similar means, µ, at low values of
M . However, simulations with damping values c = 10 and c = 15 both become slow
to converge as M increases towards 140; indeed, none of the calculations with c = 15
for M > 120 converged within 1000 time steps.
Figure 6.6 only gives an idea of the mean number of time steps required to obtain
a 1% solution. A low variance is also desirable. Individual values of σ are not simple
to interpret. Instead, the cumulative distribution function can be used to predict the
likelihood that a simulation will have converged to a 1% solution in a given number
of time steps. Figures 6.7a and 6.7b show this likelihood for 300 and 500 time steps
respectively. For simulations of M < 80, 300 time steps and a damping value of
c = 5 converge in the vast majority of cases; the minimum likelihood of converging
to a 1% solution is 99.1% (M = 5). The other values of damping considered here
provide a less certain performance. For simulations of M ≥ 80, a damping value of
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Figure 6.6: Natural logarithm means, µ, of distributions similar to Figure 6.5. (Sample
sizes: 1000)
c = 5 is also suitable but 500 time steps are recommended; the minimum likelihood
of a 1% solution drops to 93.6% (M = 140). It should be noted that the solutions
outside 1% still exhibit a greater ρ than the discretised cube boundary method.
From the analysis above, the author adopted c = 5 with A = 100 and ∆t = 0.01;
they use 300 time steps for simulations of M < 80 and 500 time steps for simulations
of 80 ≤ M ≤ 140. For M > 140, the method exhibits instability using the above
parameters and a reduced time step of 0.001 is recommended.
In some applications it may be desirable to bias the directions in one direction
or another. In the partition-of-unity finite element formulation for wave diffraction
analysis, for example, there may be knowledge of the dominant wave direction.
This may come from our physical understanding of the nature of the problem, e.g.
scattered waves becoming radial at a large distance from the scatterer, or as the
product of some adaptive strategy.
Such a biasing can be achieved by including an external point charge at a desired
location. This should have a negative charge such that it attracts the particles on
the surface of the sphere (methods using a positive repulsive charge diametrically
opposite to the desired concentration do not produce as good a clustering). The point
charge needs to be placed off the sphere so that it produces the desired effect without
danger of producing very large attractive forces should one of the particles become
almost coincident with the external charge. Typically a charge of approximately half
the combined charges of the other particles, and located at a radius of 1.5, produces
a reasonable concentration, though this value can be varied as required to achieve
any arbitrary degree of clustering.
It is found that the introduction of an external charge greatly reduces the robust-
ness of the method and the equilibrium can be difficult to achieve, particularly for
high M . In order to counteract this instability, it is recommended that the reduced
time step of 0.001 be adopted for all M if trying to obtain a set of biased points.
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(b) 500 time steps
Figure 6.7: Likelihood of 1% solution, |ρM − ρ| < 0.01ρM , within a given number of time
steps, calculated using the cumulative distribution function.
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(a) Discretised cube boundary solution (b) Coulomb force solution
Figure 6.8: Converged solutions, M = 8.
6.4 Example points distributions
Figure 6.8a shows a solution for the case M = 8 as determined by the discretised
cube boundary method; lines have been added to help show how these are the
vertices of a cube. Figure 6.8b shows the same case but determined by the Coulomb
force method; the lines added show that this appears like two faces of a cube that
are rotated 45◦ from each other.
This is an interesting case as both methods produce an equally spaced distri-
bution of points with an equal minimum distance between points—approximately
2/
√
3. However, the equilibrium states exhibit slightly different values of ρ. For the
discretised cube boundary, the minimum angle between points is ρ = 70.5◦; this is
lower than that for Coulomb force solution which exhibits ρ = 71.7◦.
If the solution of the discretised cube method is used as the initial vectors for the
Coulomb force method, the system will converge immediately to that configuration
(ρ = 70.5◦). For any other initial vectors, the system will converge to ρ = 71.7◦.
The authors conclude that the latter solution is a lower potential energy state to
which random systems will converge. This is made possibly more interesting when
one considers that the discretised cube method solution corresponds to the vertices
of a platonic solid—the cube in this case. Intuition might suggest that the vertices
of such solids correspond with low energy states; however, the results above is a
counterexample to this hypothesis.
The improvement in ρ is found consistently for the different M that can be
obtained by the discretised cube boundary method. These are summarised in Table
6.1.
Figure 6.9 shows the solution for the case M = 152 determined by both methods.
The points in Figure 6.9a appear to be uniformly spaced in portions of the sphere;
however, it is clearly more densely populated with points towards the top-right of
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Table 6.1: Comparison of values of ρ from discretised cube boundary solutions and con-
verged Coulomb force solutions.
p M ρ (cube) ρ (Coulomb)
1 8 70.5◦ 71.7◦
2 26 35.3◦ 38.8◦
3 56 22.0◦ 26.7◦
4 98 15.8◦ 20.7◦
5 152 12.3◦ 16.3◦
(a) Discretised cube boundary solution (b) Coulomb force solution
Figure 6.9: Converged solutions, M = 152.
the sphere than the bottom. Conversely, the points in Figure 6.9b appear to be
uniformly spaced over the entire sphere.
Figure 6.10 displays the same solutions as Figure 6.9 but projected on a planar
azimuth-inclination space. Despite the distortion from projecting a sphere onto a
square graph, the differences are clear. Considering a central latitudinal strip, Figure
6.10a shows clear irregularities in the spacing of points while Figure 6.10b shows a
more uniform spacing.
Finally, Figure 6.11 shows the converged solution for a case in which clustering of
particles is required. Arbitrarily, the case of M = 71 is considered, with an external
charge located at a radius of 1.5. The points are clearly clustered towards one point
on the sphere. This point can be prescribed by fixing the position of the external
charge.
6.5 Scattering by a unit sphere
The following numerical results are from simulations of a plane wave impinging a
unit-radius, perfectly scattering sphere. This problem has an analytical solution,
expressed in (2.26). A visual representation of the real part of the potential over the
surface of the sphere can be seen in Figure 6.12.
Simulations are run using a collocation PU-BEM employing the CHIEF method
















(b) Coulomb force solution
Figure 6.10: M = 152 solutions, represented using spherical coordinates of points: θ
azimuth, φ inclination.
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Figure 6.12: Scattering by a sphere at k = 20. Isovalues of the real-part of acoustic
potential are shown.
6.5. Scattering by a unit sphere 79
Figure 6.13: Representation of the sphere mesh: black lines represent element edges; small
red spheres represent nodal points.
to overcome any nonuniqueness. In order to remove any integration error, matrix
entries are calculated using a 50×50 Gauss quadrature with each element subdivided
into integration cells with sides no longer than λ/4 to prevent aliasing. The linear
system of equations is solved using SVD. τ for 3D problems is more complicated to
work out than for 2D problems, with the square of the surface area of a scatterer







The sphere is discretised into 6 quadratical, 8-noded elements. Analytical ge-
ometry points can be obtained by using a cube-to-sphere mapping: consider a cube
with coordinates x¯, y¯, z¯ ∈ [−1, 1]; any point (x¯, y¯, z¯) on the surface on the cube—i.e.
at least one of x¯, y¯, z¯ must be equal to 1 or −1—can be mapped to a point (x, y, z)






































The meshed sphere can be seen in Figure 6.13.
In order to make direct comparisons between the new Coulomb force method
and the discretised cube boundary method of choosing plane wave directions, the
case of M = 8 is considered. The inclusion of the incident plane wave direction in
the partition-of-unity expansion has been found beneficial in two dimensions [96].
The authors also found it improved the accuracy of simulations in three dimensions.
To include this wave direction with the Coulomb force method, one charge can be
fixed in the time stepping scheme (as described in the previous section). With the
discretised cube boundary method, a rotation must be applied to the solution unless
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a point is already coincident with the incident plane wave direction.
Figure 6.14a shows the errors, E , of PU-BEM simulations using these meth-
ods. Though the results at some wavenumbers appear to favour the Coulomb force
method, the results show no clear distinction in accuracy between the two. As the
total number of degrees of freedom, Ndof , used in all the simulations is 80, the value
of τ decreases as ka increases; this causes the errors of the simulations to increase
gradually as ka increases. In order to achieve more accurate simulations, refine-
ment by either increasing the number of elements/nodes and/or plane waves in the
expansion is required.
Figure 6.14b shows the condition numbers of the BEM system matrices of each
simulation. The conditioning of the system matrix improves as the value of τ de-
creases. Figure 6.14b does not show a significant difference between the discretised
cube boundary and Coulomb force methods.
While the previous example shows that the Coulomb force method does not im-
prove the accuracy of PU-BEM simulations given a value of M that can be obtained
with discretised cube boundary method, the principal advantage of the new method
is in the ability to choose an arbitrary M . For example, if it is established, from
(6.44), that M = 30 would provide a prescribed error, using the discretised cube
boundary method to choose wave directions of the PU-BEM enrichments results
in running a simulation with M = 56 (the lowest available). The computational
operations required for PU-BEM system matrices are of O(Ndof2) for building and
O(Ndof3) for solving. This would increase the total number of operations (and there-
fore time for simulation) significantly for each enriched node using the higher M . As
the number of elements in the mesh increases, so does the computational expense
of using the extra plane waves. It is, therefore, extremely desirable to have the
flexibility which is offered by the new approach to choose the exact number of plane
waves desired.
Figure 6.15a displays the Ndof required in order to obtain an error of “engineer-
ing precision”, which the authors define as E ∼ 1%. The figure shows the large
discrete increases in M , and therefore Ndof , required when using the discretised
cube boundary method. In comparison, much smaller discrete increases in Ndof are
required when using the Coulomb force method. The curves interpolate at the few
coincidental points where the M required to obtain a 1% error is equal to a value
that can be obtained using the discretised cube boundary method.
Figure 6.15b shows the value of τ of each simulation in Figure 6.15a. Two
trends are noted. First, there is a significant rise in τ when M (and therefore
Ndof) rises using the discretised cube boundary method. At low wavenumbers, this
leads to values of τ > 10 which is higher than that required for an error E ∼ 1%
using the conventional BEM. This also has a negative impact on the conditioning
of the PU-BEM system matrix which becomes susceptible to errors in the solution
so requires a more robust solver. Secondly, the overall trend is that the τ required
6.5. Scattering by a unit sphere 81
Discretised cube boundary
Coulomb force







































Figure 6.14: Comparison of PU-BEM simulations using different methods to choose M = 8
wave direction in the enrichment.
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(a) Number of degrees of freedom required to obtain 1% error
Discretised cube boundary
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(b) τ required to obtain 1% error
Figure 6.15: Comparison of requirements of PU-BEM simulations of sphere problem to
obtain 1% error using different methods wave directions in the enrichment.
to obtain an error E ∼ 1% falls as ka increases. For ka = 30, a value τ ≈ 2.4 (1640
degrees of freedom) was required for the PU-BEM simulation using the Coulomb
force method; in comparison, a conventional BEM simulation with τ ≈ 10 would
require approximately 28,640 degrees of freedom.
Figure 6.16a is similar to Figure 6.15a but shows the Ndof required but for a
smaller error: E ∼ 0.1%. The same pattern as Figure 6.15a is observed, demonstrat-
ing the principal advantage of the Coulomb force method: the ability to choose an
arbitrary M .
As discussed above, Ndof has a direct impact on the runtime of a simulation,
due to the operations required to build and solve the PU-BEM system. It should be
noted that in a direct comparison of runtimes between the Coulomb force method
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(a) Number of degrees of freedom required to obtain 0.1% error
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(b) Total simulation runtime of simulations in (a)
Figure 6.16: Comparison of requirements of PU-BEM simulations of sphere problem to
obtain 1% error using different methods wave directions in the enrichment.
stepping nature of the scheme. Despite this, the process of finding plane wave
directions still constitutes less than 0.1% of the total runtime of all the PU-BEM
simulations in this work (for M < 100, the Coulomb force method runtime was
< 1 second). Figure 6.16b plots the normalised total runtimes of the simulations
in Figure 6.16a. With similar steps in the curves, the two figures show a strong
correlation; Figure 6.16b demonstrates that the extra runtime required to use the
Coulomb force method is insignificant over the period of the entire simulation.
6.6 Conclusions
This chapter has presented a new method for producing evenly spaced distributions
of arbitrary numbers of points on a spherical surface. Although this has widespread
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application in science and engineering, the motivation is the efficient solution of
partition-of-unity finite and boundary element problems in 3D wave scattering.
The method is a simple one, based on the use of an explicit time stepping scheme
to converge to a static equilibrium state for a set of charged particles on a spherical
surface. Extensions to other geometries are straightforward. Recommendations are
made for values of key parameters such as time step and damping.
The method repeatably and accurately reproduces well-known equilibrium states
analogous to the platonic solids, and gives improved distributions in comparison
with a discretised cube boundary method. The greatest advantage over this latter
method, though, lies in the fact that arbitrary numbers of points may be evenly
spaced.
The method has been extended by introducing an external charge to give rise to
clustering of the directions towards a desired orientation.
Finally, numerical results of PU-BEM wave scattering simulations have been
given. These results demonstrate the advantage and flexibility of choosing an arbi-




In previous PU-BEM work (Chapters 5 and 6 and [97–99]), it has been found that
having an analytical geometry is very beneficial. If either the collocation or inte-
gration points are not located on the analytical surface, the approximation error
increases rapidly as the element sizes increase.
It should be noted that it is possible to get accurate solutions without the analyt-
ical geometry. However, the elements are required to be much smaller than with an
analytical geometry. Effectively, using an approximate geometry relinquishes most
of the advantages of using the enrichment.
Table 7.1 compares PU-BEM simulations of the cylinder problem described in
§5.5 using analytical and approximated geometries. It clearly demonstrates the
impact of using an analytical geometry. Although the accuracy obtained by the PU-
BEM simulation using 20 approximated elements is far greater than the accuracy
that would be obtained by a conventional BEM with the same number of degrees
of freedom, it is still substantially less accurate than the solution obtained with an
analytical geometry.
It is clear from Table 7.1 that there is significant benefit to be derived from using
the analytical geometry with a PU enriched BEM. Unfortunately, Lagrangian shape
functions do not provide this for many geometries. For the simulations in Chapters
5 and 6, the scatterers were simple enough that analytical geometries were available.
Table 7.1: Comparison of errors of PU-BEM simulations of the cylinder problem (k = 50)
using analytical or approximated geometry.
Analyical geometry Approximated geometry Approximated geometry
(2 elements) (2 elements) (20 elements)
M τ Error, E M τ Error, E M τ Error, E
38 3.04 3.15× 10−6 38 3.04 8.60× 10−1 4 3.20 7.28× 10−2
50 4.00 7.22× 10−7 50 4.00 8.58× 10−1 5 4.00 2.70× 10−2
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This may not be feasible for more complicated scatterers.
An alternative way of providing the exact geometry to a PU enriched BEM
simulation is desirable. This is the motivation for exploring the use of isogeometric
analysis in the BEM.
7.2 Isogeometric Analysis
Creating a suitable mesh can be a significantly complicated and time-consuming
stage of numerical analysis. Techniques that improve mesh quality or reduce the time
required to make a suitable mesh are of interest to both the academic and industrial
communities. To this end, Hughes et al. [56] presented isogeometric analysis (IGA):
the concept of using the basis functions that describe a geometry in computer-aided
design (CAD) to construct exact geometries for numerical analysis.
While most numerical analysis software makes use of Lagrangian shape functions
to describe the geometry and unknown fields of a problem, Hughes et al. showed that
using non-uniform rational B-splines (NURBS) as the basis for analysis provided
accuracy benefits over the former approach. IGA should also reduce the difficulties
of creating and refining a mesh; this is particularly apparent for large, complex
geometries. Most IGA papers have considered the use of NURBS; however, more
recently, other basis functions have been investigated such as T-splines [6].
[56] and much of the early research in the isogeometric field applied IGA in
the context of the finite element analysis. Applications include structural vibrations
[37], fluid-structure interaction [5] and electromagnetics [19]. IGA has also been
coupled with existing enriched FEM approaches such as XFEM: De Luycker et
al. [40] presented such a combination for problems in fracture mechanics.
A potential pitfall for IGA finite elements is that the functions used in CAD only
describe the boundary of geometries. Much of the focus of IGA has, therefore, been
on developing complicated preprocessing stages from which a solid can be created
from the CAD geometry. A much simpler option is to utilise boundary elements.
The NURBS that are ubiquitous in CAD software only describe the boundary of
the geometries being modelled. The BEM only requires the boundary of a geometry
to be meshed. Hence, IGA and BEM would appear to be a natural combination.
It may even be possible to fully integrate the two technologies so that no manual
meshing is required at all. This would be of particular interest in industry when
conducting preliminary design studies.
While IGA may be a relatively new term, the concept of using splines in BEM is
not. In 1990, Cabral et al. [21,22] presented a BEM formulation using B-splines for
problems governed by Laplace’s equation. An isoparametric formulation was used
and it was concluded that these functions were well-suited to solved BEM problems.
More recently, research under the name of isogeometric BEM is increasing rapidly:
Politis et al. [101] presented an isogeometric BEM for problems of potential flow;
7.3. B-splines 87
Kang and Qian [66] have presented an isogeometric boundary integral method for
shape optimization; Simpson et al. [116, 117] applied the approach to elastostatic
analysis, coining the term IGABEM; Takahashi and Matsumoto [123] applied the
fast multipole method to IGABEM for the Laplace equation; Scott et al. [112] em-
ployed T-splines for elastostatic problems; Belibassakisa et al. [8] presented an iso-
geometric BEM method for the ship wave resistance problem; and Heltai et al. [53]
solved Stokes flow problems in 3D with IGABEM.
Some research has already been conducted in the field of isogeometric bound-
ary elements for acoustic problems by Simpson et al. [118]; however, an enriched
approach has not yet been presented by any other author.
The following sections introduce B-spline and NURBS curves and surfaces and
the Be´zier elements they can be decomposed into. They are intended only as a brief
introduction to the topic and to introduce the nomenclature used in this thesis.
This nomenclature differs from other texts and journal papers. A more thorough
introduction to the topic of NURBS can be found in [100] and [106]. Chapters 8
and 9 will introduce the use of NURBS in boundary element simulations of acoustic
scattering problems.
7.3 B-splines





where F is the function being represented, Pj are control points—bold here as they
could be position vectors—and {fj(ξ), j = 0, . . . , J} are piecewise polynomial basis
functions, on the local coordinate ξ. In this sense, there is little difference between
a B-spline representation and a Lagrangian representation. It is the forming of the
basis functions and the nature of the control points that distinguish B-splines from
Lagrangian curves.
7.3.1 B-spline basis functions
Computation of a set of basis functions first requires a specification of a knot vector
and the degree. Let Ξ = {ξ0, . . . , ξs} be a nondecreasing sequence of real numbers,
i.e. ξj ≤ ξj+1 for j = 0, . . . , s − 1. The ξj are called knots and Ξ is called the knot
vector. There are s+ 1 knots in a knot vector. The knot vector is the fundamental
description of the basis functions of a B-spline.
The jth B-spline basis function of pth-degree is denoted by Nj,p(ξ) and is defined
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as, for p = 0,
Nj,0(ξ) =
1 if ξj ≤ ξ ≤ ξj+10 otherwise, (7.2)
and, for p ∈ Z+,
Nj,p(ξ) =
ξ − ξj
ξj+p − ξjNj,p−1(ξ) +
ξj+p+1 − ξ
ξj+p+1 − ξj+1Nj+1,p−1(ξ). (7.3)
Note, (7.3) can lead to the quotient 00 ; this is evaluated as zero.
Nj,0(ξ) is a step function, equal to one on the half-open interval ξ ∈ [ξj , ξj+1)
and zero everywhere else. This half-open interval is called the jth knot span. For
p > 0, Nj,p(ξ) is a linear combination of two (p − 1)-degree basis functions; i.e.
B-spline basis functions are recursive in nature. The computation of basis functions
is diagrammatically represented in Figure 7.1. This triangular table shows which
basis functions are required to make higher degree basis functions.
If there are s+1 knots in a knot vector, there are s zeroth-degree basis functions
Nj,0, s− 1 first degree functions Nj,1, and so forth: in general, there are s− p pth-
degree functions, Nj,p. An alternative way of stating this is: for s + 1 knots and
degree p, there are J + 1 basis functions where J = s− p− 1.
Figure 7.2 shows a set of B-spline basis functions and the effect of varying a
single knot. Notice that only three second-degree basis functions are affected by this
change in knot. Note also, in any knot span [ξj , ξj+1) there are, at most, p+1 nonzero
basis functions: Nj−p,p(ξ), . . . , Nj,p(ξ). This can be confirmed by considering Figure
7.1 again. Knowledge of this can avoid the unnecessary computation of null basis
functions for a given value of ξ. It is also known that B-spline basis functions have
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Figure 7.2: Second-degree basis functions, Nj,2, of the knot vector Ξ={0, 0, 0, 1, 2, ξ5, 4,
5, 5, 5}. Each plot uses a different value of ξ5.
the partition of unity property; i.e.
∑
Nj,p(ξ) = 1 for ξ ∈ [ξ0, ξs].







ξj+p+1 − ξj+1Nj+1,p−1(ξ). (7.4)
A more general formula for the kth derivative is
N
(k)

















Nj,p(ξ)Pj , ξ ∈ [a, b], (7.6)
where Pj are the control points, and Nj,p(ξ) are the pth-degree B-spline basis func-
tions defined on the knot vector
Ξ = {a, . . . , a︸ ︷︷ ︸
p+1
, ξp+1, . . . , ξs−p+1, b, . . . , b︸ ︷︷ ︸
p+1
},
with s + 1 knots. For the remainder of this thesis, the assumption is made that
a = 0 and b = 1, such that ξ ∈ [0, 1] on any B-spline, NURBS or Be´zier curve.
Figure 7.3 shows basis functions and sections of the B-spline curve corresponding
to the individual knot spans; the alternating solid/dashed segments correspond to
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Figure 7.3: Quadratic B-spline basis functions and B-spline curve. The blue line represents
the control polygon, mapped by the control points (red dots). The green dots show the parts
of the curve where ξ = 0.2, 0.4, 0.6, 0.8.
the different knot spans defining the curve. One immediate observation is that this
curve only interpolates the control points at the end points. While it is possible to
select knot vectors that will interpolate more control points, it is an important prop-
erty to note. It means that control points are not the same as nodes in Lagrangian
representations.
Some texts use the term multiplicity to mean to number of times a knot is re-
peated within Ξ. If a knot, ξ, is repeated k times then Nj,p(ξ) is least p − k times
continuously differentiable. B-spline basis functions are infinitely differentiable else-
where. A B-spline curve inherits this property; thus, C(ξ) is infinitely differentiable
between knots and s, at least, p − k times continuously differentiable at a knot of
multiplicity k.
B-splines can be modified by changing the knot vector or moving control points.
The blue line in Figure 7.3, known as the control polygon, represents a piecewise lin-
ear approximation of the curve approximated with the control points. The approx-
imation is improved by knots and control points (h-refinement) or degree elevation
(p-refinement).
C(k)(ξ), the kth derivative of C(ξ), can be computed using the kth derivatives






j,p (ξ)Pj . (7.7)
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7.4 NURBS









where Pj are the control points (forming a control polygon), wj > 0 are weights, and
Nj,p(ξ) are pth-degree B-spline basis functions defined on a knot vector Ξ. Again,













The Rj,p(ξ) are the piecewise rational basis functions on ξ ∈ [0, 1]. They have many
similar properties to B-spline functions, e.g. partition of unity. Indeed, if all wj = α
and α 6= 0 then Rj,p(ξ) = Nj,p(ξ) for all j. Thus, B-splines can be considered a
special case of NURBS.
The important difference between NURBS and B-splines is the use of the variable
weights, wj . This is demonstrated in Figure 7.4 where a single weight in a quadratic
NURBS curve is being varied to alter a curve. Note that varying w1 only modifies
the curve in the interval ξ ∈ [0, 23 ]; this property is known as local approximation
and becomes useful when decomposing NURBS curves (§7.4.2) into their piecewise
components. Generally, if wj increases, C(ξ) moves closer to Pj . For a fixed ξ, a
straight line can be drawn through C(ξ) for 0 ≤ wj ≤ ∞; this is demonstrated in
Figure 7.4 by the green line at ξ = 3/20.























j,p (ξ)wj , (7.13)
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Figure 7.4: Quadratic NURBS curve, Ξ = {0, 0, 0, 13 , 23 , 1, 1, 1}, with varying w1; all other
wi = 1.
























i!(k − i)! . (7.15)
7.4.1 Homogeneous coordinates
An efficient method of representing NURBS curves is with homogeneous coordinates.
Control points are considered to have an extra dimension; i.e. 2D control points are
three-dimensional vectors. Let H be a perspective map








= (xj , yj). (7.16)
Multiplying the two-dimensional xj and yj coordinates by their respective weight
wi and creating P
w
j = (xjwj , yjwj , wj) circumvents the calculation of rational ba-
sis functions as non-rational B-spline basis functions can be used on these three-
dimensional control points before being mapped into Euclidean two-dimensional
points. Explicitly:









The above also works similarly, mapping 3D control points into a four-dimensional
vector.
Implementing homogeneous coordinates, and therefore using only non-rational
basis functions, could reduce the computational burden of using NURBS as simpler
basis functions are required. This effect will be greater when the derivatives of an
interpolation are required. The technique was not implemented for the work within
this thesis, however, but should be considered when taking the work further.
7.4.2 NURBS curve decomposition
NURBS curves can, in fact, be presented by a set of piecewise, rational Be´zier curves.
NURBS are simply an efficient way of storing such a curve for CAD purposes as they
reduce the number of control points and basis functions.
For numerical analysis, however, using Be´zier curves (or patches in 3D) is prefer-
able for two reasons: firstly, the concept of knot vectors and knot spans does not
translate easily into existing numerical methods, while ‘elements’ are easily under-
stood; secondly, the basis functions of Be´zier elements—so-called Bernstein polyno-
mials—are much faster to compute as they are defined over the entire element—
rather than having to compute knot spans—and they are not recursive.
Be´zier control points are obtained by refining (inserting knots into) the knot
vector until each interior knot has multiplicity p. Piegl and Tiller [100] discuss knot
insertion thoroughly and provides sample code for efficient algorithms∗.




Bj,p(ξ)Pj , ξ ∈ [0, 1], (7.18)






The derivative of a Bernstein polynomial is defined as
B′j,p = p(Bj−1,p−1(ξ)−Bj,p−1(ξ)), (7.20)
where
B−1,p−1(ξ) ≡ Bp,p−1(ξ)) = 0. (7.21)
Rational Be´zier curves and their derivatives are calculated in the same way as
NURBS: (7.9) can be used substituting Nj,p for Bj,p.
∗N.B. In the edition of Piegl and Tiller [100] used in this work, a number of errors were found. In
particular, the algorithms concerning surface knot refinement and decomposition (A5.5 and A5.7)
contain missing lines and repeated variable names respectively.
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(a) Lagrangian (b) B-spline (c) NURBS
Figure 7.5: Representation of a circular arc using difference basis functions; the red dashed
line is an analytical arc.
7.5 Example: circular arc
As stated at the start of this chapter, it is extremely beneficial to have an exact
geometry when using an enriched boundary element formulation. This is not always
available if using Lagrangian shape functions or non-rational B-splines. An example
of this is one of the few geometries for which there is an analytical solution to the
Helmholtz equation: the scattering by an infinite cylinder.
An analytical circular arc is available to a BEM code if using polar coordinates;
however, with most geometries involving a combination of geometries components,
a Cartesian coordinate system is usually used.
Figure 7.5 shows a circular arc modelled by quadratic Lagrangian, B-spline and
NURBS basis functions. They all appear to be good approximations; however, only
one of the blue curves lies exactly on the dashed analytical curve: the NURBS
representation provides the exact arc. The arcs used here are large so that the
error can be seen by eye. In practice, much smaller Lagrangian arcs would be used;
nevertheless, the error still exists.
7.6 NURBS surfaces
A B-spline surface is a bidirectional net of control points, two knot vectors, and the






Ni,p(ξ1)Nj,q(ξ2)Pi,j , ξ1, ξ2 ∈ [0, 1], (7.22)
with
Ξ1 = {0, . . . , 0︸ ︷︷ ︸
p+1
, ξ1,p+1, . . . , ξ1,r−p+1, 1, . . . , 1︸ ︷︷ ︸
p+1
},
Ξ2 = {0, . . . , 0︸ ︷︷ ︸
q+1
, ξ2,q+1, . . . , ξ2,s−q+1, 1, . . . , 1︸ ︷︷ ︸
q+1
}.
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Ξ1 has r + 1 knots, Ξ2 has s+ 1 knots. Also,
r = I + p+ 1 and s = J + q + 1. (7.23)












j,q (ξ2)Pi,j . (7.24)
NURBS surfaces extend from B-spline surfaces similar to the way NURBS curves












, ξ1, ξ2 ∈ [0, 1]. (7.25)















Ri,j(ξ1, ξ2)Pi,j . (7.27)
As explained in §7.4.1, NURBS surfaces can be expressed using homogeneous
coordinates. Further, the surfaces can be decomposed into their constituent Be´zier
patches which are easy to implement into existing 3D BEM codes and whose basis
functions are computationally less expensive.
7.6.1 Decomposition
NURBS surfaces can be decomposed into an array of Be´zier patches in much the
same way as curves could. The process is too long to mention in these pages but is
explained fully in [100] along with pseudo-code that can be used.






Bi,p(ξ1)Bj,q(ξ2)Pi,j , ξ1, ξ2 ∈ [0, 1]. (7.28)
Rational basis functions are formed as in (7.26).
82D IGABEM and XIBEM
8.1 Formulation of XIBEM for the Helmholtz equation
As explained in §7.4.2, NURBS curves can be decomposed into rational Be´zier el-
ements. Some implementations, however, use the original NURBS curves. For the
examples in this thesis, there is no discernible difference in the meshes of either form:
the control points are the same and the basis functions take the same form. For more
complex meshes, it is possible that decomposing NURBS or T-spline meshes into
rational Be´zier elements creates more degrees of freedom. It is not possible to say
whether this is a negative artefact of mesh decomposition or whether those new
control points are actually beneficial. This is an investigation for the future.
For reasons of computational ease and for easy integration into the conventional
BEM and PU-BEM of the previous work, rational Be´zier elements were used for the
simulations in this chapter and in Chapter 9. The derivations herein will consider
both the case of using a NURBS mesh directly and using its decomposition.
8.1.1 IGABEM











β(q)G(p,q)dΓ(q) + φinc(p). (3.23)
In the classical, collocation BEM, Γ would now be discretised into elements
on which the geometry and φ are approximated with polynomial, isoparametric
elements. Here, instead of piecewise polynomial elements, it is assumed that the
scatterer can be expressed as a NURBS curve.
The relationship described in (7.10) provides an analytical geometry given by
the mapping
Γ = {F(ξ) : ξ ∈ [0, 1)} , (8.1)
where F : R → R2 is a NURBS curve of order p and with knot vector Ξ. The
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where qξ ≡ q(ξ) is used to make the integral equations clearer, and φj are unknown
“control potentials” associated with each of the J + 1 NURBS basis functions, Rj,p.













β(qξ)G(p,qξ)|JF|dξ + φinc(p), (8.3)





where pξ = p(ξ).
To find the unknown potentials on Γ, (8.3) is collocated at a sufficient number of
points on the boundary to yield a system of linear equations that can be solved in a
conventional fashion with the integrals being evaluated with appropriate quadrature.
In the conventional BEM, the collocation points are placed on nodal points. This is
not possible in IGABEM because geometry control points can lie off the boundary.
Instead, the Greville abscissae [50,64] are used, denoted by ξˆg and calculated using
the NURBS knot vector:
ξˆg =
ξg+1 + ξg+2 + · · ·+ ξg+p−1
p
, g = 1, 2, . . . , J. (8.5)
Although there are J + 1 NURBS basis functions and control points, the Greville
abscissae provide only J collocation points. However, the first and last geometry
control points of a boundary will be coincident (for closed curves); thus, the first and
last NURBS basis functions are combined and the control potentials are also com-
bined as one degree of freedom. This is similar to shared nodes between continuous
polynomial elements.
8.1.2 IGABEM with decomposed mesh
Using a decomposed NURBS mesh, the equations are similar except now it is said
that there are E non-overlapping rational Be´zier elements Γe and the analytical
geometry is given by
Γe = {Fe(ξ) : ξ ∈ [0, 1)} , e = 1, . . . , E, (8.6)
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where the Fe : R→ R2 are rational Be´zier curves of order p; the variation of potential

























β(qξ)G(p,qξ)|JFe |dξ + φinc(p), (8.8)









where e(p) is the element on which the collocation point p lies.
At this point, it is important to note that Be´zier decomposition creates inherently
C0 elements because the process (described in §7.4.2) enforces every interior knot
to have multiplicity p. For complex geometries, this will almost certainly lead to C0
continuity in places where the original NURBS curve had higher continuity between
knot spans. Thus, this effectively makes the approach described here a subset of
what is anticipated when researchers consider IGA. However, for the problems in this
chapter, this has little affect on the XIBEM meshes which are already C0 continuous
at these points and so have identical rational Be´zier functions to NURBS functions.
For refined IGABEM meshes, however, there will be a decreased continuity where
single knots have been inserted to create more knot spans / elements.
Collocation with (8.8) is simpler as no Greville abscissae need to be calculated.
Instead, p collocation points are placed on each element, equally spaced in the
local coordinate; collocation points at shared control points are not repeated. This
has the added benefit that equal spacing in the parametric space automatically
clusters collocation points, and therefore provides extra information, in regions of
high curvature.
8.1.3 XIBEM
The extended IGABEM introduces a linear, partition-of-unity expansion of plane







Ajm exp(ikdjm · qξ), |djm| = 1, (8.10)
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where there are M plane waves in each expansion with prescribed directions of
propagation, djm ∈ R2, and unknown amplitudes, Ajm ∈ C.



















Rj,p(ξ) exp(ikdjm · qξ)|JF|dξ, (8.12)







Ajm exp(ikdjm · pξ). (8.13)
(8.11) is the discretised form of the BIE for XIBEM which can be collocated in order
to solve (2.5).
The Greville abscissae no longer provide a sufficient number of collocation points.
To obtain the required number of collocation points, JM points can be placed
uniformly on ξ ∈ [0, 1). An alternative scheme is to uniformly place M collocation
points between each knot span; that is to place collocation points between distinct
values of ξi. In this thesis, XIBEM was applied to a decomposed mesh so it is not
possible to say which of these schemes would be most effective.
8.1.4 XIBEM with decomposed mesh
Using rational Be´zier elements, XIBEM starts to look similar to the PU-BEM. The







∣∣dejm∣∣ = 1, (8.14)
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jm · pξ). (8.18)
where e(p) is the element on which the collocation point p lies.
This form of XIBEM is used in the numerical examples to follow. The equation
is collocated by placing pM collocation points uniformly over each rational Be´zier
element. Again, collocation points at the end of elements are not repeated.
8.1.5 Choice of enriching wave and integration
The parameter τ is used again is this work, defined as the number of degrees of
freedom per wavelength on Γ. More explicitly, the total number of degrees of freedom
Ndof = JM is equal to τ multiplied by the number of wavelengths needed to describe
Γ; for the XIBEM with a decomposed mesh, Ndof = EpM , assuming the order, p,
is the same for all elements.
To obtain a desired τ , one is free to increase J or p through knot refinement—
inserting knots into the knot vector and creating new control points—and/or increase
M by including more plane waves in each basis. For multiple scatterers of different
sizes, M can be set globally or locally. It has been found that keeping elements
or knot spans similar in length and using a global value of M provides better con-
ditioning than varying M ; however, good solutions can be obtained using either
approach and a more thorough investigation of the effect of varying M is required.
In the PU-BEM, it has been found that increasing M and using fewer elements—but
keeping τ constant—provides a greater accuracy of approximation; different types of
refinement constitute another topic that should be explored in XIBEM. The plane
wave directions in the enrichment are defined uniformly about the unit circle, as
described in (4.7).
It should be recalled that for wave problems the Green’s function is oscillatory
and that all integrations need to be evaluated using a sufficient number of points
to capture that oscillation, even in the far field. Thus, for XIBEM simulations,
the scheme described in §5.4 is used with integration cells of λ/4 and a sixth-order
Gauss quadrature giving an average integration point spacing of λ/24. For IGABEM
simulations, a sixth-order quadrature is used over each element which is no greater
than 2λ/τ in length (i.e. the length depends on the τ defined), giving an average
integration point spacing of λ/3τ .
8.2 Notes on numerical results
The XIBEM can be used to solve acoustic wave scattering problems involving single
or multiple scatterers; examples of both types of simulation are included in this





Figure 8.1: Unit-radius circle
NURBS curve.




















Figure 8.2: NURBS basis functions for unit-circle
of degree p = 2 shown in Figure 8.1.
chapter. The boundary condition used in all simulations is that of a perfectly re-
flecting scatter: α(q) = β(q) = 0 ∀q. The CHIEF method [111], as described in
§3.4.6, is used to overcome the nonuniqueness problem. All the linear systems of
equations are solved using SVD, regardless of their conditioning. The errors, E , are
evaluated in a relative L2-norm sense—as described in (B.1)—using 1000 equally
spaced points around each scatterer in the problem.
In this chapter, four types of simulation are referred to: conventional BEM
implies a piecewise, polynomial BEM using continuous, isoparametric, quadratic
elements; IGABEM implies an isogeometric BEM using rational Be´zier elements,
derived from a decomposed NURBS mesh, to describe the geometry and potential
function of the scatterer (i.e. it is isogeometric and isoparametric); XIBEM refers to
the extended IGABEM where the rational Be´zier basis functions approximating the
potential over the boundary are enriched with a linear combination of plane waves;
finally, PU-BEM refers to a partition-of-unity BEM like that in Chapter 5.
8.3 Scattering by a unit cylinder
Consider a cylinder of radius a = 1, centred at the origin. The cylinder is impinged
by an incident plane wave of amplitude Ainc = 1, and which propagates in the
direction dinc = (1, 0)—angle of incidence θinc = 0 radians. This problem has an
analytical solution which is described in §2.4.
The isogeometric mesh of a cylinder used in this work consists of a square of
nine control points, as shown in Figure 8.1, and NURBS basis functions of degree
p = 2, displayed in Figure 8.2. When decomposed into rational Be´zier elements, the




4 . This results in four rational Be´zier elements
with identical rational Be´zier basis functions, as seen in Figures 8.3 and 8.4.
Initially, a comparison between the conventional BEM and the IGABEM is





Figure 8.3: NURBS-based unit-
radius circle decomposed into
four rational Be´zier elements.














Figure 8.4: Rational Be´zier basis functions, of de-
gree p = 2, associated with each element in Figure
8.3.
sought. The quality of simulation solution over a range of ka is investigated. As
ka increases, degrees of freedom are added to maintain that the number of degrees
of freedom per wavelength of the problem, τ ≈ 10. In the conventional BEM, the
number of elements E must increase as τ = 2E/ka. This is simply achieved by
defining E elements of uniform size describing the circumference of the circle. In the
IGABEM case, τ = J/ka, so more NURBS basis functions are required before de-
composition into rational Be´zier elements; this is achieved through knot refinement.
In this work, the inserted knots are equally spaced, on the local coordinate, between
existing knots. Due to the integer nature of the additions of degrees of freedom, τ
cannot be guaranteed to be exactly 10 for all simulations.
The integrals in the conventional BEM are evaluated using six-point quadrature
over each element, similar to IGABEM. Higher order integration quadrature has
been tested on both types of simulation; however, it was found that the results
using the scheme above were similarly accurate, so the errors presented here are
mainly due to the discretisation.
Figure 8.5 shows the errors, E , of the simulations using these two methods. The
integer nature of addition of elements or knots, to maintain τ ≈ 10, causes the
sawtooth effect observed at lower values of ka. IGABEM clearly provides a greater
accuracy of approximation; this improvement in accuracy is approximately one order
of magnitude for ka > 10. The greater accuracy is due to the integration points being
mapped to the analytical surface of the cylinder by the rational Be´zier functions;
the polynomial functions of the conventional BEM provide only an approximation
to the geometry—though an analytical geometry could be used in some cases. These
same functions approximate the wave potential over the boundary and so greater
accuracy is also obtained here.
To draw a comparison between IGABEM and XIBEM simulations, first a study















Figure 8.5: Comparison of accuracy of conventional BEM and IGABEM simulations for
the hard cylinder problem.
of simulation accuracy with respect to the variable τ is conducted. For XIBEM
simulations, the original mesh can be used with no knot refinement. Instead, the
number of plane waves, M , in the expansion on each rational Be´zier function can
be varied; by including the same number of waves in each expansion, τ = EpM/ka.
Figure 8.6a shows the accuracy of IGABEM and XIBEM simulations of the cylinder
problem for a fixed ka = 48 and varying τ . The accuracy of IGABEM simulations
increases with increasing τ ; for ∼ 1% accuracy, τ ≈ 5 is required. At lower values
of τ , the accuracy of XIBEM simulations increase with increasing τ with ∼ 1%
accuracy being obtainable for τ ≈ 2.5. However, once τ > 6, the accuracy of the
method appears to be at a maximum.
The cause of this plateau in accuracy can be explained by examining the con-
dition number of the system matrices. The inclusion of the highly oscillatory plane
waves in the XIBEM simulations deteriorates the conditioning of the system matrix.
Figure 8.6b shows the condition number of the simulations in Figure 8.6a. It appears
that the condition number of the XIBEM system matrices also reaches a plateau for
τ > 6; however, it is observable that this maximum is approximately 1016 which is
a computational limit of the SVD routine used in this work. Conversely, the condi-
tioning of the IGABEM simulations appears to be consistent and significantly better
than that of the XIBEM simulations. PUM researchers of wave problems commonly
report conditioning problems; however, as shown here, the use of a truncated SVD
to solve the linear system handles the ill-conditioning well so that solutions of a high
accuracy can be gained. As M becomes considerably larger than used in this study,
the level of ill-conditioning could increase to a level at which SVD cannot obtain a
reasonable solution. However, if J is increased and M decreased, the conditioning
of the system can be controlled.
A further comparison of IGABEM and XIBEM simulations is performed, now
for varying ka. τ is now approximately fixed: τ ≈ 10 for IGABEM simulations;
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(b) System matrix condition numbers
Figure 8.6: Comparison of IGABEM and XIBEM simulations of cylinder problem with
ka = 48.
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τ ≈ 3 for XIBEM simulations. The reader is reminded that this means the XIBEM
simulations are computed using only 30% of the number of degrees of freedom used
in the IGABEM simulations; the resulting system matrices are less than 10% of the
size. Figure 8.7a shows the errors, E , of the IGABEM and XIBEM simulation for
30 ≤ ka ≤ 500. As ka increases, the error in the XIBEM approximations decreases
rapidly reaching a minimum of approximately 10−6. The IGABEM simulations
provide a consistent approximation with an error of approximately 10−3.
Figure 8.7b shows the condition numbers of the system matrices of the simula-
tions in Figure 8.7a. As in the case of varying τ , the conditioning of the IGABEM
system matrices is stable, with a condition number < 102. The increasing ka, and
therefore increasing M , leads to degraded conditioning of the XIBEM system ma-
trices. Again, they reach a computational maximum ∼ 1016; this point on the ka
axis corresponds approximately with maximum accuracy obtained in Figure 8.7a.
In terms of the reduction of errors, the system solver routine appears to be the
limiting factor of the XIBEM simulations; however, SVD is clearly still capable of
recovering approximations with an error of ∼ 10−6 even when the system is very
poorly conditioned.
Finally, the XIBEM is compared to the partition-of-unity enriched PU-BEM.
PU-BEM simulations are run using continuous quadratic elements and also using
trigonometric elements as presented in Chapter 5. The errors, E , of the XIBEM
and PU-BEM simulations can be seen in Figure 8.8a, with the corresponding matrix
condition numbers in Figure 8.8b. The accuracy of the simulations over the range of
ka studied are similar. No method can be said to be significantly more accurate than
another. It should be noted, however, that the PU-BEM simulations do not use the
quadratic or trigonometric shape functions to locate integration or collocation points.
These points are carefully placed on the analytical surface of the scatterer; failure to
do so results in unsuccessful simulations with errors > 100% (though more accurate
results can be achieved by using more than four elements). Therefore, the XIBEM
simulations hold a significant advantage over the PU-BEM in that the integration
and collocation points are automatically mapped to the analytical surface.
8.4 Scattering by multiple scatterers
A second numerical example is included to demonstrate the ability of these boundary
element simulations to approximate solutions to problems of multiple scatterers and
with internal reflections. The geometry includes a unit-cylinder as described in
Section 8.3, but now centred at (2,0). A capsule is defined as two semi-circular
arcs centred at (1,0) and (-1,0) and rotating through pi/2 > θ > −pi/2 and 3pi/2 >
θ > pi/2 respectively; these arcs are joined by straight line segments of length 2.
The geometry includes two of these capsules, rotated ±pi/4 about the origin and
translated through (-1,2) and (-1,-2) respectively. The NURBS representation of a
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IGABEM (τ≈10)
XIBEM (τ≈3)













(a) Errors of simulations
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XIBEM (τ≈3)
























(b) System matrix condition numbers
Figure 8.7: Comparison of IGABEM and XIBEM simulations of cylinder problem over a
spectrum with fixed τ .
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(b) System matrix condition numbers
Figure 8.8: Comparison of XIBEM and PU-BEM simulations of cylinder problem over a
spectrum with a fixed τ .
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ξ
Figure 8.9: NURBS representa-
tion of capsule.











Figure 8.10: NURBS basis functions associated
with Figure 8.9.
capsule can been seen in Figure 8.9 with the associated basis functions in Figure
8.10. Note the effect of varying weights on the basis functions; the heights of some
of the basis functions vary between straight line segments and arc segments.
Figure 8.11 displays the multi-scatterer geometry and illustrates the absolute
value of the total potential, with an incident wave propagating with incidence angle
θinc = 3pi/4. No analytical solution for this problem is available; instead, a converged
MFS approximation is used as a reference solution when calculating the errors, E .
Figure 8.12 displays the errors of conventional BEM, IGABEM and XIBEM
simulations of the multi-scatterer problem. For each simulation type, the number of
degrees of freedom per wavelength, τ , is noted in the figure legend; it can be seen that
XIBEM results are obtained using three times fewer degrees of freedom than used
by the other simulations. The IGABEM approximations are clearly more accurate
than those of the conventional BEM; furthermore, the XIBEM approximations have
smaller errors than both.
For this problem, condition numbers for conventional BEM simulations and IGA-
BEM simulations are similar, in the range 28 ≤ κ ≤ 215. These are well conditioned
in comparison with XIBEM simulations which have a consistent condition number
κ ∼ 1016. Unlike the case of the single cylinder problem, the XIBEM system matrices
are ill-conditioned for lower values, as well as higher values, of ka. This is because the
number of plane waves, M , in the expansion on each NURBS basis function varies
between the cylinder and capsule scatterers. Regardless of the ill-conditioned system
matrices of the XIBEM simulations, the SVD of these can provide approximations
more accurate than the IGABEM by over an order of magnitude.
Finally, Figure 8.13 compares the accuracy of XIBEM simulations with PU-BEM
simulations. With the exception of problems for ka < 20, the accuracy of XIBEM
and PU-BEM simulations are indistinguishable in this form; nor does the exami-
nation of the numerical values provide any significant indication that one method
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Figure 8.11: A plot of |φ| illustrating of the internal reflections and scattering caused by
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Figure 8.12: Comparison of accuracy of conventional BEM, IGABEM and XIBEM simu-
lations, for the multi-scatterer problem, for fixed τ and varying ka.
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Figure 8.13: Comparison of accuracy of XIBEM and PU-BEM simulations, for the multi-
scatterer problem, for fixed τ = 3 and varying ka.
provides consistently more accurate solutions than another. Nearly all of the in-
creased accuracy of this method is found in the plane wave expansion; these findings
are similar to those found in Chapter 5. It should be noted again, however, that the
collocation and integration points have to be placed on the analytical surface of the
scatterer which is inherent in the XIBEM formulation but requires prudence with
the PU-BEM formulation.
8.4.1 Run time
The recursive nature of the NURBS basis functions makes them more computa-
tionally expensive to compute than Lagrangian functions; however, efficient algo-
rithms [100] can reduce this overhead. One alternative, Be´zier decomposition, has
been used for the XIBEM simulations here. Another alternative method, Be´zier ex-
traction [13], exploits this relationship between NURBS and rational Be´zier curves
without the need to explicitly decompose the original NURBS curve(s).
The evaluation of the highly oscillatory plane waves in the XIBEM enrichment
is also more expensive than evaluating a basis with only nodal values of potential
and shape functions; however, this computational expense comes with the benefit of
significantly smaller system matrices, reducing system building and solving times.
Normalised run times for some approximations by the conventional BEM, IGABEM
and XIBEM can be seen in Table 8.1. Simulations times are used only as an indica-
tor; without doubt, more efficient implementations of all three methods are possible.
Similar to Table 5.1, the system build and system solve times in in Table 8.1 are not
normalised with the same value to avoid readers making unfair comparisons between
the matrix assembly (executed by the author’s Python script) and matrix solving
(executed by optimised libraries).
It can be seen that the improved accuracy of the IGABEM simulations comes at
the expense of using the more computationally expensive NURBS basis functions.
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Table 8.1: Comparison of simulation times for approximations to the multiple scatterer
problem by conventional BEM, IGABEM, and XIBEM. Times are normalised with respect
to the longest time of that column.
Degrees of System build System solve L2 error,
freedom (normalised) (normalised) E
ka = 30, BEM 1600 0.0128 0.0076 7.7× 10−3
ka = 30, IGABEM 1600 0.0417 0.0128 1.4× 10−3
ka = 30, XIBEM 480 0.0046 0.0008 2.6× 10−4
ka = 70, BEM 3580 0.0637 0.0902 6.9× 10−3
ka = 70, IGABEM 3580 0.1622 0.1467 1.1× 10−3
ka = 70, XIBEM 1075 0.0200 0.0198 2.9× 10−5
ka = 150, BEM 7600 0.5719 0.8364 6.8× 10−3
ka = 150, IGABEM 7600 1.0000 1.0000 1.1× 10−3
ka = 150, XIBEM 2280 0.0854 0.0907 6.1× 10−5
The system matrices can take more than twice as long to evaluate than the con-
ventional BEM. The solving of system matrices also takes longer for the IGABEM.
The XIBEM simulations take considerably less time to run. This is expected as the
system matrices contain 91% fewer entries than those of the conventional BEM and
IGABEM simulations. However, the more complicated integration of the XIBEM
basis functions could have reduced this time saving during matrix assembly stage of
the simulations if more efficient integration schemes were used for the conventional
BEM and IGABEM simulations. Overall, it is clear that XIBEM simulations take
less time than both conventional BEM and IGABEM simulations, while providing
more accurate solutions.
8.5 Conclusions
This chapter has presented two formulations of isogeometric boundary element meth-
ods for two-dimensional Helmholtz problems.
In the first formulation, the IGABEM, the geometries of a problem and the
approximation of the potential function over the boundary of acoustic scatterers are
described by NURBS basis functions. The analytical geometry, provided by NURBS
basis functions, used in the integration of the boundary integrals, and the NURBS-
approximated function on the scatterer boundary, lead to reduced errors compared
to a conventional BEM scheme.
In the second formulation, the XIBEM, the IGABEM has been extended by the
use of a plane wave basis to express the wave potential. The superior accuracy of
this approach has been demonstrated for problems of single and multiple scatterers
with smooth boundaries. These superior accuracies are achieved despite a significant
reduction in the degrees of freedom required for a given problem; for an accuracy
of ∼ 1%, three-times fewer degrees of freedom are required for XIBEM simulations
than for conventional BEM or IGABEM simulations. This reduction in system
size means that simulations take less time and, for a fixed computational memory
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resource, problems of shorter wavelengths are possible. This extends the effective
bandwidth for which the isogeometric boundary element approach is valid.
Though small, the system matrices from XIBEM simulations are generally ill-
conditioned. It has been shown that SVD is an effective solver for these type of
matrices; indeed, the authors found no limit to the scheme other than the available
computer memory.
Errors for XIBEM and PU-BEM were compared and found to be similar. How-
ever, empirically it has been found there is a requirement, with the partition-of-unity
enrichment, for collocation and integration points to be placed on the analytical sur-
face of a scatterer. For PU-BEM simulations, this creates significant difficulties for
more complex geometries as these points cannot be recovered from the Lagrangian
shape functions. The NURBS basis functions used in XIBEM simulations provide
the analytical geometry inherently and, thus, any geometry from CAD software can
be analysed with little or no need for meshing. This is a significant benefit of the
XIBEM over PU-BEM simulations.
93D XIBEM
9.1 Formulation of 3D XIBEM for the Helmholtz equa-
tion
As with Chapter 8, the derivation of XIBEM begins with the isogeometric, isopara-
metric IGABEM; the enrichment is applied to this, thus obtaining the XIBEM. For
both the IGABEM and XIBEM, a decomposed NURBS mesh will be used. There
are two reasons for this: first, it is easy to implement Be´zier element into existing
code; second, a similar process referred to as Be´zier extraction is used in IGABEM
papers using T-splines [112, 118]. Thus, the following work is comparable to these
papers.
A comparison of the accuracy and efficiency of IGABEM and XIBEM simulations
using NURBS and their Be´zier compositions is an interesting prospect, particularly
for geometries where the decomposition procedure creates new control points.
9.1.1 IGABEM



















β(q)G(p,q)dΓ(q) + φinc(p). (6.3)
Discretisation
It is assumed that the scatterer boundary can be expressed as a single NURBS or T-
spline surface, Γ. This surface is then decomposed into E non-overlapping rational
Be´zier patches of order p as described in §7.6.1. The analytical geometry on each
element is given by
Γe = {Fe(ξ1, ξ2) : ξ1, ξ2 ∈ [0, 1)} , (9.1)
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where Fe : R2 → R3. The variation of potential over Γe is also formally expressed









where qξ ≡ q(ξ1, ξ2), the patch consists of a (p + 1) × (p + 1) grid of control po-
tentials, φeij , and R
e
ij are their associated rational Be´zier functions. The R
e
ij are the
same as are used for the geometry representation. Patches which share geometry
control points also share control potentials. The discretisation of the boundary and
























































where pξ = p(ξ1, ξ2).
The reader is reminded of the comments made in the penultimate paragraph of
§8.1.2. Be´zier decomposed meshes are inherently C0 whereas the original NURBS
surfaces can have greater continuity at knot intervals. Unlike Chapter 8 however, the
XIBEM meshes are not already C0 continuous and so both IGABEM and XIBEM
simulations are both using an approach that would be considered a subset of what
is anticipated when researchers talk of IGA. Decomposed meshes are used because
they are quick to implement into existing BEM codes.
Collocation
To find the unknown potentials on Γ, (9.3) is collocated at a sufficient number of
points on the boundary to yield a system of linear equations that can be solved in
a conventional fashion. In the conventional BEM, collocation points are placed on
element nodes. This is not possible in IGABEM as geometry control points can, and
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often do, lie away from the boundary. Working with the rational Be´zier patches, a
(p+ 1)× (p+ 1) grid of points equally spaced in the local (ξ1, ξ2) coordinate can be
used.
9.1.2 XIBEM
To form the extended isogeometric BEM, the linear, partition-of-unity expansion of















∣∣deijm∣∣ = 1, (9.8)
where there are M plane waves in each expansion with prescribed directions of
propagation, deijm ∈ R3, and unknown amplitudes, Aeijm ∈ C. Note that ι is used to
expressed the imaginary number to avoid confusion with the subscript i.




















Ke + φinc(p), (9.9)
















) |JFe | dξ1dξ2,
(9.10)
This is the discretised form of the BIE for 3D XIBEM which can be collocated
in order to solve the Helmholtz equation (2.5). Note that φ(p) can be expressed in




















where e(p) is the element on which the collocation point p lies.
Collocation
The inclusion of plane waves on each rational Be´zier function means that the number
of degrees of freedom on each element is greater than the number of control points;
thus, a (p+1)×(p+1) grid of collocation points is no longer sufficient. Instead, a Z×Z
grid of collocation points equally spaced in the local (ξ1, ξ2) coordinate system is used
on each element, such that the number of collocation points is equal or greater to the
number of degrees of freedom on that element; i.e Z2 ≥ (p+ 1)(p+ 1)M (assuming
a global M). The scheme can lead to creating an overdetermined system matrix;
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however, this scheme provides an equal spacing of points in the local coordinate and
is much simpler to implement than a scheme that carefully collocates M(p + 1)2
points.
9.1.3 Integration and solution
For conventional BEM and IGABEM simulations in the numerical examples to fol-
low, a 10×10 Gauss quadrature is used on each element. For the large elements used
in XIBEM, the scheme described in §6.1.5 is used; elements are divided to ensure an
average integration point spacing of λ/40—that is 10 Gauss points over cells with
sides λ/4.
To find the potential on Γ, (9.3) or (9.9) is evaluated at the set of collocation
points. This yields a system of linear equations,[









where L is a diagonal matrix containing the integrals from (9.5); the matrix C
results from interpolations of φ(p); the matrix H is fully populated with integrals
from (9.4) or (9.10); the vector K contains the integrals from (9.6); the vector φinc
contains the incident wave potentials at the collocation points; finally, the unknown
vector φ corresponds to the unknown potentials φeij or amplitudes A
e
ijm, depending
on whether the simulation is IGABEM or XIBEM.
The system in (9.12) is solved using SVD. Though this is not necessary in all
cases—the conditioning of some matrices is suitable for a QR decomposition—SVD
provides a highly accurate solution from the BEM equations, thus demonstrating
the efficacy of the method.
In this chapter, three types of BEM simulation are referred to: conventional BEM
implies a piecewise, polynomial BEM using continuous, isoparametric, quadratic ele-
ments; IGABEM implies an isogeometric BEM using the rational Be´zier functions of
a decomposed NURBS surface to describe the geometry and potential function over
the scatterer; XIBEM refers to the extended isogeometric BEM, like the IGABEM,
except the rational Be´zier functions used to describe the potential are enriched with
a linear combination of plane waves.
9.2 Unit sphere
The first test problem considered is that of a plane wave impinging a perfectly
reflecting sphere. This problem is chosen because an analytical solution, (2.26),
exists. The sphere has radius a = 1; the incident wave is of unit-amplitude and
propagates in the direction dinc = (1, 0, 0).
For the conventional BEM mesh, the cube-to-sphere mapping described in §6.5
is used. A sphere meshed using this mapping can be seen in Figure 9.1a. To refine
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(a) Initial cube-to-sphere mesh with six ele-
ments
(b) h-refined mesh; each face has been split
into sixteen elements
Figure 9.1: Representations of the conventional BEM sphere mesh.
this mesh, each element is simply split into a square number (4, 9, 16, . . .) of smaller
elements; a refined meshed is seen in Figure 9.1b.
The initial IGABEM and XIBEM meshes are created by rotating a semi-circular
arc about a central axis—in this case, the z-axis is used. The initial mesh can
be seen in Figure 9.2a, with the control points that lie off the surface of the sphere
clearly visible. Figure 9.2a is the final mesh for XIBEM; the rational Be´zier functions
of each geometry element can simply be enriched. For IGABEM, refinements can
be made through knot insertion; this is similar to how the elements are split for
the conventional BEM. The refined mesh can be seen in Figure 9.2b. From visual
examination, the refined IGABEM mesh is not as regular as the mesh in Figure
9.1b. Despite this, it will be shown that the exact geometry used for integration and
the rational Be´zier functions used to approximate the potential over the surface of
the scatterer provide an equally accurate solution.
Another immediate difference that is apparent between the conventional BEM
meshes and this isogeometric mesh is the shape of the elements: the mesh in Figure
9.2a has seemingly triangular elements. The elements are, in fact, quadrilateral; the
three points along one edge are simply coincident. In this case, these points are the
north and south pole of the sphere. For the purposes of functional approximation,
these coincident control points are considered a single degree of freedom. The effect
of these poles and this type of element becomes apparent in Figure 9.2b: the local
coordinate system is only uniform in the longitudinal directions; the Euclidean length
in the latitudinal coordinate direction decreases towards the poles.
At these poles, although the normal n is well defined in principal, it cannot be
calculated because the necessary tangents are not well defined. This is not a problem
with the formulation used in this thesis as no integration points are placed there;
however, assuming collocation points are placed there, the Burton-Miller formulation
requires derivatives at this point and so manual adjustments are required for analysis
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(a) Initial mesh for IGABEM and XIBEM
(b) Refined mesh for IGABEM; note the pole
at the top and bottom
Figure 9.2: Representations of NURBS-based meshes.
[118]. This makes the use of CHIEF points rather than the Burton-Miller formulation
more desirable when using isogeometric meshes for acoustic scattering analysis.
Using the Z×Z collocation grid, described in the formulation, will give multiple
collocation points at the poles. As only one of these equations can be used—the
rest providing no additional information—there will be an insufficient number of
collocation points. Therefore, if coincident collocation points are detected, a (Z +
1)× (Z + 1) grid can be used (to ensure an adequate number of equations) with the
coincident collocation points replaced by a single collocation point.
9.2.1 CHIEF
Thus far, no demonstration has been given to show that the use of CHIEF suc-
cessfully overcomes the non-uniqueness problem. For a sphere of radius a, the
eigenfrequencies at which this nonuniqueness occurs are ka = npi where n ∈ Z+.
To demonstrate the effect of CHIEF points, two sets of XIBEM simulations were
run over a range of wavenumbers using 50 plane waves in the basis enrichment; one
set of simulations used only collocation points on the surface of the scatterer while
the other set added five CHIEF collocation points (an arbitrary but small number).
The error of each simulation was evaluated using (B.1) and (2.26). The results can
be seen in Figure 9.3. The results verify that the XIBEM formulation with CHIEF
is stable at the irregular frequencies while simulations without CHIEF are clearly
unstable at those frequencies.
9.2.2 Determining τ required
As discussed in earlier chapters, the number of degrees of freedom Ndof used in a
BEM simulation has a direct and significant impact on the runtime of that simula-
tion. It is, therefore, desirable to use as few degrees of freedom as possible whilst not
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Regularised BIE
Regularised BIE + CHIEF

















Figure 9.3: Comparison of L2 errors E of XIBEM simulations of the unit sphere problem
with M = 50.
compromising on solution accuracy. The reader is reminded that, in this work, τ is
the measure of computational efficiency in terms of degrees of freedom. It is defined
as the number of degrees of freedom used in each coordinate direction divided by the







It is desirable to use a method that requires a low value of τ relative to other
methods—assuming a similar level of accuracy.
Simulations of the unit-sphere problem were run over a spectrum. Starting
with the coarsest mesh and adding more degrees of freedom through h-refinement
(for conventional BEM or IGABEM) or adding plane waves into the enriched basis
(XIBEM). Simulations were stopped when the error of that simulation was < 1%.
Figure 9.4a shows the Ndof that was required for a solution of accuracy E < 1%.
Figure 9.4b shows the values of τ calculated using (9.13) and the data from Figure
9.4a.
It is prudent to note that the simulations are confined to the meshes defined at
the start of §9.2 and shown in Figures 9.1 and 9.2. Due to the way the refinements
are being made, there are significant jumps in Ndof at each refinement level. Table
9.1 notes the first few of these iterations for the conventional BEM and IGABEM
meshes. The XIBEM mesh consists of the 26 rational Be´zier functions of the first
IGABEM mesh with the plane wave enrichments; the Ndof of the XIBEM mesh is
simply then 26M i.e. Ndof = 26, 52, 78, . . ..
Taking the above into consideration, the results for low ka in Figures 9.4a
and 9.4b do not show the minimum Ndof and τ required for any conventional
BEM/IGABEM/XIBEM simulation of this problem, but rather those of simula-
tions using the meshes defined in this section. This explains the plateaus seen in




































(b) τ required to obtain 1% error
Figure 9.4: Comparison of refinement required to obtain 1% error with conventional BEM,
IGABEM and XIBEM simulations over a range of wavenumbers.
Table 9.1: Conventional BEM and IGABEM mesh data for the scattering sphere problem
Conventional BEM IGABEM
Refinement level 0 1 2 3 4 0 1 2 3 4
E 6 24 54 96 150 8 32 72 128 200
Ndof 26 98 21 386 602 26 114 266 482 762


























Figure 9.5: Conditioning of system matrices of simulations in Figure 9.4a.
the plots of Figure 9.4a and helps to understand the seemingly high values of τ seen
for low ka in Figure 9.4b. The steps in τ seen in the latter figure correspond to the
step changes in Ndof .
Despite the above, there is a clear trend seen in Figure 9.4b: XIBEM simula-
tions require fewer degrees of freedom than both conventional BEM and IGABEM
simulations. As ka increases, conventional BEM and IGABEM simulations appear
to need τ ≈ 10 for a 1% error while XIBEM simulations require τ ≈ 3.5.
Finally for this set of simulations, the condition numbers of the system matrices
can be seen in Figure 9.5. In previous two-dimensional work (Chapters 5 and 8
and [99]), it was observed that the approximation basis enrichment had a strong
detrimental effect on the conditioning of the system matrices: condition numbers
> 1016 were recorded. Despite these high condition numbers, solving these systems
with SVD still provided very accurate solutions. In Figure 9.5 higher condition
numbers are observed for XIBEM again; however, the conditioning in this three-
dimensional problem is far better than seen in the equivalent two-dimensional prob-
lem. This is possibly due to the enrichment functions—the plane waves—diverging
from each other more rapidly in three dimensions instead of two.
As the condition numbers are lower, more efficient solvers could potentially be
used. However, the majority of the runtimes of simulations are dominated by the
integration and building of the system matrices. This took at least 97% of the total
runtime of all XIBEM simulations (it took 99% on average).
9.2.3 Medium wavelength problems
While the previous results show the comparative performance of XIBEM against
conventional BEM and IGABEM schemes, the main interest of the work lies in
solving problems of shorter wavelengths. By reducing the Ndof required to solve a
certain problem to a given accuracy, this extends the spectrum for which accurate
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results can be obtained with a fixed computational resource. The conventional
BEM and IGABEM problems in Figures 9.4 and 9.5 were the largest that could be
solved on the conventional desktop PC used for this work, with the largest system
matrix being 10, 686×10, 586 (approximately 1.8 GB of memory with complex double
precision).
The results in Figure 9.4b suggest that XIBEM simulations require τ ≈ 3.5 to
obtain approximately a 1% error for problems approaching medium wavelengths.
This is slightly higher than in the previous work where τ ≈ 3 has been used. This
is potentially due to the mesh consisting of elements with collapsed poles. These
elements are adequate for defining geometry, particularly for use in CAD. They have
not been designed specifically for numerical analysis, however, so it is unsurprising
to find that their performance might not match that of the regular elements used in
§6.5.
Simulations are run over the spectrum ka ∈ [20, 60], adjusting M such that
τ ≈ 3. The errors of these simulations can be seen in Figure 9.6a and the condition
numbers in Figure 9.6b. For ka = 60, the number of plane waves was M = 396 and
the system matrix was 10, 396×10, 296 in size. Using a τ slightly lower than the 3.5
suggested in §9.2.2, it is not surprising to find that some of the simulations have an
error of > 1%. Towards the higher wavenumbers, the errors appear to be reducing
slightly. It would be interesting to see if this trend continues; however, this is not
possible with the current code on the current hardware. Either more memory or the
use of an iterative solver would be required.
9.2.4 Off-surface wave potential
The results displayed so far relate to the total potential on the surface of the scat-
terer. However, engineers are equally, if not more, interested in the wave potential
off the scatterer. It is found that the errors in BEM approximations of potential
off the surface of a scatterer are lower than those found on the surface. This is due
to the smoothing effect of the integration in the BIE; on the surface of a scatterer,
the potential is simply found through the basis functions on each element. Table
9.2 displays some errors of IGABEM and XIBEM simulations on and off the surface
of the unit sphere. The far-field errors were calculated by evaluating the potential
at points on the surface of an imaginary sphere of radius a = 5. The increase in
accuracy when evaluating potentials off-surface is clear.
Figures 9.7 and 9.8 are plots of absolute total potential off the surface of the
sphere obtained from an XIBEM simulation.
9.3 Torus
The final problem to be examined in this thesis is that of a scattering torus. Sim-
ulations are run for the cases of an impinging wave propagating in the direction
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(a) L2 errors, E

























(b) Condition numbers of system matrices
Figure 9.6: XIBEM simulations of medium wavelength simulations of unit-sphere problem.
Table 9.2: Difference between L2 errors evaluated on the surface of the spherical scatterer
and in the far field.
IGABEM XIBEM
Ndof L
2 surface L2 far-field Ndof L
2 surface L2 far-field
ka = 3 482 7.0× 10−3 1.4× 10−4 78 6.9× 10−3 1.7× 10−4
ka = 7.75 1986 1.1× 10−2 3.7× 10−4 260 1.5× 10−2 1.3× 10−3
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Figure 9.7: Total scattered wave in the unit-sphere problem; z = 0 plane; ka=60.
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(b) View along the z-axis
Figure 9.9: Torus geometry. The torus appears to be slender in the middle in (a) due to
the perspective used.
(a) Isometric view (b) View along the z-axis






. The torus specified here is a ring torus with major radius R = 1
and minor radius r = 0.5. The geometry of the torus is shown in in Figure 9.9.
The isogeometric representation of the torus is shown in Figure 9.10. It consists
of 32 elements and 128 control points. Unlike the sphere, the isogeometric represen-
tation of a torus does not have any polar singularities. The surface area of a torus
is 4pi2Rr, so this torus has a surface area of 2pi2; the parameter τ for this geometry












Two cases are considered: the first is ka = 30; the second is ka = 45.∗ There is
no analytical solution for this problem and so a converged MFS solution is used to
evaluate the errors in the approximation. With a conventional BEM, these simula-
tions would require 20, 000 and 45, 000 degrees of freedom respectively; the latter of
these two would then require a 32 GB matrix to be stored and inverted. For this
reason, only XIBEM and PU-BEM simulations of this problem are run. The PU-
BEM solution is possible due to the torus geometry having the analytical parametric
∗Note that a = R+ r = 1.5.
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Table 9.3: Initial tabulated results of simulations of torus problem with ka = 30.
XIBEM PU-BEM
M Ndof τ κ L
2(Γ) error κ L2(Γ) error
13 1,664 2.88 3.7× 103 6.35% 2.8× 103 9.42%
16 2,048 3.20 6.3× 103 2.36% 5.5× 103 1.53%
19 2,432 3.49 3.2× 104 1.01% 3.1× 104 1.46%
22 2,816 3.75 4.0× 105 1.86% 3.8× 105 1.69%












z = r sin(θ2), (9.17)
where θ1, θ2 ∈ [0, 2pi). The PU-BEM mesh has the same element boundaries as the
XIBEM mesh so that the results are comparable.
Initial tabulated results of XIBEM and PU-BEM simulations can be found in
Table 9.3. The L2-errors were evaluated by comparing the potential at 2,592 points,
equally spaced over the local coordinate of each element on the torus. The table
shows that XIBEM and PU-BEM accuracies are comparable, with neither method
providing consistently more accurate approximations. However, it should be noted
again that the PU-BEM simulations are only possible because of the available para-
metric equations in (9.15)–(9.17); without these equations, PU-BEM would not
provide the saving in degrees of freedom that the XIBEM does.
It is interesting to see that the errors in Table 9.3 do not decrease uniformly: in
particular, there is a significant reduction in errors between the first two rows and the
last two rows. The reason for these reductions is the large increase in the number
of collocation points being used. For the M = 13 simulations, 2,048 collocation
points are used; for the M = 16, 19, 22, simulations, 3,200 collocation points are
used; for the M = 25 simulations, 4,608 collocation points are used. Clearly, the
number of collocation points has an impact on the solution accuracy. This is not
something that was observed for the sphere problem as there was already an excess
of collocation points from the (Z + 1)× (Z + 1) grid.
Table 9.4 shows some errors and condition numbers of XIBEM simulations of
the torus problem using different numbers of collocation points, Ncoll. These are
displayed along with the fraction of collocation points to degrees of freedom. As
the number of collocation points used increases, the error decreases. This effect is
significant for Ncoll/Ndof < 1.5; it appears less significant for greater values. The
effect can also be noted in the condition numbers of the system that fall as the
system becomes increasingly over-defined.
As the collocation scheme used in this 3D work is fixed to a square grid of points,
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Table 9.4: Comparison of errors and system condition number of XIBEM simulations of
torus problem (ka = 30) with varying numbers of collocation points.








2,592 1.07 2.5× 105 3.33% 3,200 1.14 3.8× 105 1.33%
3,200 1.32 3.4× 104 1.09% 3,872 1.38 8.0× 104 0.49%
3,872 1.59 1.8× 104 0.66% 4,608 1.64 5.2× 104 0.32%
4,608 1.89 1.4× 104 0.43% 5,408 1.92 4.4× 104 0.18%
5,408 2.22 1.4× 104 0.47% 6,272 2.23 4.1× 104 0.16%





τ κ L2 error κ L2 error
28 3,584 5,408 1.51 2.82 1.0× 104 3.66% 8.2× 103 3.15%
34 4,352 6,272 1.44 3.11 5.0× 104 1.13% 4.9× 104 1.51%
41 5,248 8,192 1.56 3.41 2.4× 105 0.28% 2.6× 105 0.39%
49 6,272 9,248 1.47 3.73 2.3× 106 0.15% 2.7× 106 0.27%
57 7,296 11,552 1.58 4.03 1.4× 107 0.06% 1.5× 107 0.09%
it is not possible to determine with any certainty what fraction of Ncoll/Ndof is ideal.
Indeed, it could be the case that this fraction is not constant. It is also possible that
a rectangular grid could be more suitable given that the elements of the outermost
of the torus appear rectangular; this type of grid would also give more control of the
number of collocation points used.
XIBEM and PU-BEM simulations were also run of the torus problem with a
shorter wavelength: ka = 45. The results of the simulations can be seen in Table
9.5. Care was taken so that at least 1.4 times as many collocation points were
used as degrees of freedom. By doing this, the errors continue to decrease as τ is
increased; this is more like the behaviour expected of both the PU-BEM and XIBEM
and observed in the previous chapters of this thesis.
Four of the five simulations in Table 9.5 show XIBEM to give a more accurate
approximations than PU-BEM. However, the values are similar and four simulations
is not enough to claim a statistical significance. The condition numbers of both
approaches are similar too, showing that the plane wave enrichment is the main cause
of ill conditioning. None of the condition numbers is significantly large; however,
they are greater than those found for ka = 30.
Although it cannot be said that XIBEM is performing better than PU-BEM
here, it should be reiterated that this is a special case for which PU-BEM is easily
implemented. While it may be possible to provide an analytical geometry to PU-
BEM for a more complex problem, this is much easier with XIBEM as the geometry
functions can be imported directly from a CAD model.
Using more collocation points reduces the benefits that the PU-BEM and XIBEM
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have over conventional BEM simulations in that the total number of matrix entries
increases. However, the benefit of the reduction in Ndof is still significant. Consider
the case of ka = 45 using a conventional BEM simulation. For a 1% error, this
would require τ ≈ 10 or 45,000 degrees of freedom; this gives a matrix system with
over 2 billion complex coefficients. Conversely, considering the case of τ = 3.41 in
Table 9.5, the matrix system has just less than 43 million entries. This is almost a
98% reduction in matrix entries, a significant figure.
Figures 9.11 to 9.15 show some plots of potential on the torus surface. Figures
9.16 and 9.17 are plots of scattering off the torus surface; Figure 9.16, in particular,
shows the internal reflections created within the torus. The figures show the short
wavelength of the problem being solved. These images were only possible because
the XIBEM scheme required so few degrees of freedom.
9.4 Conclusions
Decomposed NURBS meshes have been used to represent the geometries of three-
dimensional scatterers. The functions that describe these geometries, multiplied by
families of plane waves, have been used to approximate the potential over the surface
of said scatterers. Using this discretisation in a direct collocation BEM approach,
the so-called extended isogeometric boundary element method, has given accurate
approximations.
Compared to the PU-BEM, the XIBEM performs similarly with neither method
appearing significantly more accurate. However, the XIBEM has an analytical ge-
ometry provided by the same functions used in approximation of the field variable.
The problems explored in this chapter were both special cases for which there is an
easy analytical geometry representation for PU-BEM.
IGABEM has not been shown to be more accurate than the conventional BEM
when using the same number of degrees of freedom. Meshing may be easier with
an isogeometric mesh but the basis functions take longer to evaluate and so it is
undesirable to use unless there is an accuracy benefit also.
Conversely, the XIBEM requires far fewer degrees of freedom to achieve engi-
neering accuracy for the same problem. Although the XIBEM requires a surplus of
collocation points to obtain the greatest accuracy, the overall reduction in matrix
size is significant, approaching 98%.
XIBEM still requires a more efficient integration scheme to compete with the
acceleration methods than can be applied to conventional BEM and IGABEM. The
nature of the optimal collocation scheme is still be understood also. Despite this,
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Figure 9.11: Isometric view of absolute total field on the torus; ka=45.
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Figure 9.12: −z (top down) view of abso-
lute total field on the torus; ka=45.
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Figure 9.13: +z (bottom up) view of ab-
solute total field on the torus; ka=45.
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Figure 9.14: −z (top down) view of real
part of the total field on the torus; ka=45.
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Figure 9.15: −z (top down) view of imag-
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Figure 9.16: x = 0 plane of absolute value of total field of the torus problem; ka=45.
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Figure 9.17: Absolute value of total acoustic field of the torus problem shown at z = −3;
ka=45.
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Conclusions and future work
10.1 Conclusions
This thesis has explored different basis functions for use in partition of unity bound-
ary element simulations (PU-BEM) of problems governed by the Helmholtz equa-
tion. Results cover a spectrum of frequencies but a particular area of interest is
medium-wavelength problems.
Trigonometric shape functions were designed for use in two-dimensional simu-
lations. These were developed in order to reduce the errors in approximation of
potential found on continuous PU-BEM elements. The maximum of these errors
were previously found to be at the ends of such elements. The C0 nature of these
elements was proposed to be the cause. The novel trigonometric shape functions
provided C∞ in the basis function which, indeed, reduced the errors previously ex-
perienced on PU-BEM elements, although they were not found to be beneficial in
conventional BEM simulations.
A small study of collocation strategies for PU-BEM simulations was performed.
Collocation at roots of polynomials were trialled, as were schemes with clustered or
randomly perturbed points. It was found that uniformly spaced collocation points
provided the most accurate solutions. One potential shortcoming of this work was
that it was not possible to say whether this approach provides more accurate so-
lutions because points are uniform in the local coordinate system or in the global
geometry.
Although the increased continuity of trigonometric shape functions did improve
the accuracy of PU-BEM simulations, the improvement was not as significant as ex-
pected. Thus, the focus of the work changed to finding an effective way of providing
a partition-of-unity enriched BEM simulation with an exact geometry. PU-BEM
simulations derive significant accuracy benefits from having collocation and integra-
tion points placed on the analytical surface of the scatterer in a problem. If the
analytical description of a scatterer is used, much larger elements can be used for
the approximation of the field variable (acoustic potential in this case). As using
analytical geometries has great accuracy benefits for PU-BEM, only a small number
of geometries have been used in simulations thus far.
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Non-uniform rational B-splines (NURBS) are used to describe geometries in CAD
software. This geometry representation can be used in numerical analysis. These
basis functions can also be used to approximate acoustic potential over the surface
of a scatterer. This combination, often referred to with the acronym IGABEM, is a
topic being researched by a significant number of groups currently.
This thesis has presented a pioneering approach to enrich the functional approx-
imation functions of IGABEM, in a partition of unity sense, with linear combina-
tions of plane waves. This approach—coined within these pages as the extended
isogeometric boundary element method (XIBEM)—incorporates the benefits of an
enriched basis with the benefits of using an analytical geometry in the evaluation of
boundary integrals.
Though only simple 2D and 3D geometries have been considered so far, the new
approach already shows significant potential as higher accuracy is obtainable with
fewer degrees of freedom used. Fewer degrees of freedom leads to fewer equations
and smaller matrix systems to solve. This allows problems of smaller wavelength to
be solved with a fixed computational resource than was possible with conventional
BEM or IGABEM simulations. These benefits come at the expense of more com-
plicated integration, though there is no reason to suggest that efficient integration
schemes cannot be developed. The linear system of equations used to solve XIBEM
simulations is also ill-conditioned and so a robust solver is required—here singular
value decomposition (SVD) is used.
XIBEM provides the foundation of what could be a fully integrated CAD/BEM,
design and numerical analysis tool. Such a tool would be of great interest to design
engineers in a range of industries, particularly concerning conceptual design. While
validation of analysis using an alternative method may be desired, the ability to
switch between a design geometry and a numerical analysis in the early stages of a
design process could lead to faster and more efficient development.
10.2 Recommendations for future work
Most research projects produce more questions than answers and the work in this
thesis is no different. The following are some ideas for future research in the area of
enriched boundary elements. The ideas have been split into short and long projects.
10.2.1 Short projects
Uniform collocation by geometry or local coordinate
The work in §5.9 showed that a uniform collocation scheme was optimal for 2D
PU-BEM simulations. However, the nature of the geometry was such that these
collocation points were placed uniformly in the local coordinate system and globally.
Geometries in which the local coordinate system is non-uniform or geometries with
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varying element lengths should be trialled. Simulations using uniform collocation
by local coordinate and uniform over the global boundary Γ should be tested.
Number of collocation points required for PU-BEM and XIBEM
In §9.3 it was noted that the PU-BEM and XIBEM simulations required more col-
location points than degrees of freedom in order to maximise the accuracy of each
method. This was not observed during the 2D studies; however, many CHIEF
points were used in that earlier work (up to 20% extra equations) and so these pro-
vide the extra equations to the system matrix. A study could be carried out for 2D
simulations to determine if there is an optimal fraction for Ncoll/Ndof and whether
equations are best added through surface collocation or CHIEF.
Global or local τ
Throughout this thesis, elements of similar size have been used and M has been a
global variable. The variable τ has been calculated as a global variable also. It is,
however, possible to calculate τ as a local variable or element. Variable M has been
tested before but this appears to have a detrimental effect on matrix conditioning.
However, it is possible that some geometries could have great variation in element
size. In such cases, it may be more beneficial to have a variable M and τ rather
than a global τ . This may be of benefit as less degrees of freedom may be used.
A study should be conducted on such a geometry: an extended capsule may be an
ideal 2D case.
Different partition of unity enriching functions
Some authors have had success using Bessel functions as the enrichment in a basis.
A few unsuccessful attempts to do this with PU-BEM have been made; however,
no attempts have been published. A thorough study of different enriching functions
could be performed, with the intention of showing that plane waves are the ideal
enriching function for PU-BEM and XIBEM simulation of Helmholtz wave scattering
problems.
Trigonometric shape functions for 3D boundary elements
The work of Chapter 5 has not been extended to three-dimensional problems. It
should be possible to develop a 4-, 8- or 9-noded two-dimensional boundary element
which uses trigonometric shape functions. Such an element may have similar benefits
to 3D PU-BEM simulations as to 2D PU-BEM simulations.
Study of effective wavelength of PU-BEM and XIBEM basis functions
In §9.2.2 it was stated that integration takes, on average, 99% of the simulation
time. Studies that reduce the number of integration points required are of significant
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Figure 10.1: Example of Hejm over an
enriched element in a PU-BEM simulation
with a shorter effective wavelength; k =
50.



























Figure 10.2: Another example of Hejm
over an enriched element in a PU-BEM
simulation with a longer effective wave-
length; k = 50.
benefit to PU-BEM and XIBEM research. A small study of one-dimensional integrals
could be performed to determine the nature of the different 2D PU-BEM and XIBEM
basis functions in an enrichment. Figure 5.9 showed the nature of one such basis
function. Figures 10.1 and 10.2 below show two more such examples which look quite
different. They are plots of the same shape function but multiplied by different waves
in the enrichment. There is clearly a need to understand the nature of these basis
functions further; doing this may lead to a new efficient form of integration for them.
10.2.2 Long projects
XIBEM: Collocation vs. Galerkin
There is no published comparison of enriched boundary element formulations using
the collocation and Galerkin approaches to solve for unknowns. Typically, it is
suggested that collocation is faster while Galerkin is more stable. It could be a
valuable exercise to establish exactly what the advantages and disadvantages of
each method is with numerical data to back up these claims. Perhaps one method
is better than another or perhaps it is simply a case of choosing the right approach
for each problem to be solved.
NURBS vs. Be´zier decomposition vs. Be´zier extraction
In this work, the use of NURBS or Be´zier decomposition has been somewhat ar-
bitrary. Notably, however, the NURBS-based IGABEM in 2D outperformed con-
ventional BEM simulations whereas the Be´zier decomposition IGABEM in 3D did
not. There is no immediately obvious explanation for this with the exception of the
Greville abcissae that are used only in the NURBS-based IGABEM.
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A thorough investigation of IGABEM and XIBEM using different forms of the
same mesh is vital. Be´zier decomposition and Be´zier extraction are used as a means
of reducing simulation time; however, it may be done at the expense of significant
accuracy.
Convergence and simulation times should be compared. This would be particu-
larly interesting for meshes where the Be´zier decomposition introduces new control
points that do not exist for the NURBS representation. Whether these are of benefit
to XIBEM simulations or not is important.
Homogeneous coordinates, discussed in §7.4.1, could also be considered. Use of
these could reduce the time required to generate the NURBS or Be´zier interpolation
functions.
Mixed elements for geometry basis
NURBS and their decompositions have been shown to be suitable tools for repre-
senting geometry in CAD software and their functions can be used for numerical
analysis. Over the past few decades, isoparametric representation has become the
standard approach for numerical analysis. However, there is, currently, no prac-
tical proof that NURBS and their decompositions are ideal functions with which
to approximate field variables such as acoustic potential. In particular, the case of
a sphere—with its collapsed elements at the poles—seems like a counter-intuitive
way of representing such functions. An isogeometric approach could be developed
that uses NURBS to provide the analytical geometry for collocation and integration
while more conventional functions are used to approximate potential.
Efficient integration of XIBEM elements
It is no secret that the most time consuming and computationally expensive task in
all BEM simulations is integration. Some schemes have been developed that reduce
this computational burden for conventional BEM simulations; some of these schemes
could and have been easily converted for use in IGABEM simulations.
One potential limiting factor with XIBEM simulations is lack of efficient inte-
gration schemes. Within this thesis, the approach used leads to accurate evaluation
of integrals but it is not quick. In particular, no attention was paid to the effec-
tive wavelength of an integral—it was discussed in §4.2.3 that the wavelength of an
enriched function changes λ¯ ∈ [0, 2λ].
It would be a very interesting mathematical project to devise a more efficient
version of the current scheme used. Supplementary to this, existing techniques for
rapid integration of oscillatory functions should be explored.
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PU-BEM/XIBEM for Maxwell’s equations
While the applications for solving wave scattering problems in acoustics are vast, the
applications for electromagnetic wave scattering are even greater. The formulation
for solving Maxwell’s equations is more complicated as field variables are vectors
rather than scalars. The BEM is already an established tool for electromagnetic
analysis and so an enriched form of the PU-BEM or XIBEM would be of great
interest to both academic and industrial communities.
XIBEM large-scale problems
PU-BEM and XIBEM can clearly reduce the number of degrees of freedom required
to obtain a reasonable approximation to a wave scattering problem. The benefits of
this are clear for the small problems considered to date. As problems grow in scale,
however, various techniques such as the fast multipole method (FMM) and adaptive
cross approximation (ACA) can increase the solution speed of conventional BEM
approximations.
Proof of the benefits of enriched boundary elements is required for a large-scale
problem. It must be shown than either FMM and ACA do not overcome the benefits
of PU-BEM and XIBEM. Else, an acceleration technique must be developed for
large-scale PU-BEM and XIBEM simulations that makes the technique faster and
more accurate than accelerated conventional BEM schemes.
Experimental validation
This project idea could be easily combined with the project above: ’XIBEM large-
scale problems’.
Engineering and mathematical papers on numerical methods often focus on
problems with analytical solutions or demonstrate convergence to prove efficacy.
The work in this thesis is no different. Theoretical problems are ultimately only
of interest to academics, however. An experiment could be set up and numeri-
cal tools used to predict the acoustic potential. Validation of a numerical method
through experimentation would interest a wider community. If it could be shown
that XIBEM simulations are faster and more accurate than other BEM (and finite el-
ement) simulations—including real-life problems—the impact could push boundary
elements to the forefront of numerical analysis research.
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ABessel functions







+ (x2 − p2)y = 0, p ≥ 0, x > 0. (A.1)
They are sometimes called cylindrical functions because they arise naturally from
physical problems stated in cylindrical coordinates.
There are two classes of solution: Bessel functions of the first kind, Jp(x), and
Bessel functions of the second kind, Yp(x). They are similar to sines and cosines:
for large values of x, Jp(x) is approximate to a cosine and Yp(x) is approximate to a
sine. Both of these are shifted by a phase that depends on p and they are dampened
by 1/
√

























These approximations hold as long as | arg(x)| < pi and the error for each approxi-
mation is O(1/|x|). These relationships are demonstrated in Figure A.1.
For small values of x, Jp(x) is approximate to x














e−ttx−1 dt, x > 0. (A.6)
The relationships in (A.2)–(A.5) can be visualised using a couple of plots. First,
consider J2 and J6. For large values of x, both J2 and J6 behave like cosines and their
phases are 5pi/4 and 13pi/4 respectively. As the difference in phases is 2pi, the two
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(a) Bessel function of the first kind and
cosine approximation













(b) Bessel function of the second kind and
cosine approximation
Figure A.1: Bessel functions compared to cosine and sine plots.










Figure A.2: Bessel functions of the first kind, order two and six.
functions should be nearly in phase. For small values of x, J2 should be approximate
to x2 whereas J6 should be approximate to x
6; so for J2 should look steep and J6
flat when compared to each other for small values of x. These observations can be
seen in Figure A.2.
Now consider J1 and Y1. For large values of x, these should be approximately
pi/4 out of phase, just like sine and cosine. For small values of x, J1 is proportional
to x while Y1 is proportional to −x; so, while both graphs will be increasing for
small values of x, Y1 will be much steeper at first as it originates at −∞. These
observations can be seen in Figure A.3.
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Figure A.3: Bessel functions of the first kind and second kind, order one.





k!Γ(k + p+ 1)
, p ≥ 0 (A.7)






, J−n(x) = (−1)nJn(x). (A.8)






When p = n, the right-hand side of (A.9) reaches the indeterminate 0/0. By appli-

























, x > 0,
(A.10)




e−t log tdt = 0.577215 . . . . (A.11)
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[Ψ(k + n+ 1) + Ψ(k + 1)] , x > 0,
(A.12)
where Ψ is the digamma or psi function:











The following equations from Jones [65] are useful identities that shows how Bessel






Jν−1(z)− Jν+1(z) = 2J ′ν(z), (A.15)
zJ ′ν(z) + νJν(z) = zJν−1(z), (A.16)
zJ ′ν(z)− νJν(z) = −zJν+1(z). (A.17)
A.4 Hankel Functions
A Hankel function—sometime called a Bessel function of the third kind—is a linear
combination of Bessel functions of the first and second kind.
H(1)p (x) = Jp(x) + iYp(x), (A.18)
H(2)p (x) = Jp(x)− iYp(x). (A.19)
(A.18) and (A.19) are Hankel functions of the first and second kind respectively.
They are prominent in wave propagation and are analogous to eix = cos(x)+i sin(x)
because of Jp and Yp’s close resemblance of cosine and sine.
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B
Measurement of errors






where Φ is a vector containing potentials, evaluated using a computational method;
the vector Φref contains reference potentials evaluated using an analytical or con-




where | · | denotes the complex modulus. Typically, the L2-norms in this thesis
are taken over the surface of the scatterer. Instead of evaluating the integral using
quadrature points, they are evaluated in a trapezium rule sense. Using equally










where h is the geometrical length between points and n is the total number of
points—or the length of the vectors Φ and Φref .
COrder of singularity of integrals
in the BEM for acoustics
C.1 Introduction
Reading different papers and books on the BEM for Helmholtz problems can lead to
some confusion regarding the singular nature of the integrals involved. This is caused
by two things: firstly, the nature of the integrals of the BIE differ depending on
whether one is considering two-dimensional problems or three-dimensional problems;
secondly, authors sometimes refer to order of singularity of the “derivative Green’s
function” which changes depending on whether it is with respect to r or n.
C.2 Definitions
Two formulations of the BIE for acoustics problems have been considered. The first













where φ is the wave potential and ∂φ/∂n is its derivative within respect to the
outward-point unit normal, n. The Green’s functions G(p,q) and ∂G(p,q)/∂n are




















0 is a Hankel function of the first kind of order zero, H
(1)
1 is a Hankel
function of the first kind of order one, and r is the Euclidean distance between p




























Figure C.1: 2D G(p,q) kernel.


















where γ = 1 for infinite domains (γ = 0 for finite domains) and ∂G¯(p,q)/∂n is the
















The numerical results in this section were evaluated along a 2D element on which a
collocation point lies at one end. Exact details of the element are omitted as only
the nature of the kernels is of importance. The results are displayed on logarithmic
axes to clearly show the order of the singularity in each case.
First, the G(p,q) kernel is examined. Figure C.1 shows both the real and imag-
inery part of the kernel. It is the real part that approaches infinity and is O(log r).
In 2D, this is considered weakly singular. This means that G(r) → ∞ faster than
r → 0 and so standard quadrature is not efficient at—or capable of in some cases—
obtaining the correct result. A coordinate transformation may improve the accuracy
of standard quadrature with this integral.
Now the ∂G(p,q)/∂n kernel of the CBIE is considered. First Figure C.2 shows
the nature of ∂G/∂r. Again it is the real part that approaches infinity as r de-
creaes. It is strongly singular: O(1/r). Importantly though, the ∂r/∂n component
of ∂G(p,q)/∂n is O(r) and so the singularity will be removed. As evidence of this,
































Figure C.3: 2D ∂G(p,q)/∂n kernel.
Figure C.3 shows the nature of ∂G(p,q)/∂n. The real part is now O(1) which is
regular and can be evaluated using standard quadrature.
Given that ∂G(p,q)/∂n kernel is regular and G(p,q) appears in both the CBIE
and RBIE, there is no need to employ the regularisation scheme for two-dimensional
problems. The CBIE can be used for 2D Helmholtz problems along with a suitable
integration scheme for the G(p,q) kernel.
C.4 Three-dimensional problems
In this section, the results were evaluated over a 3D quadrilateral serendipity ele-
ment. Again, the details are omitted here except for that the collocation point is
at the corner (ξ1, ξ2) = (−1, 1) and the q points are taken along the edge (ξ1, 1) for
ξ1 ∈ (−1, 1].
Again, the G(p,q) kernel is considered first, shown in Figure C.4. The kernel
is O(1/r). This is different order than the two-dimensional case; however, in three-
dimensional problems, O(1/r) is considered weakly singular.
Considering now the derivative Green’s function, we can first consider the CBIE
kernel. Figure C.5 displays the nature of the Green’s derivative without the ∂r/∂n
component, i.e. ∂G/∂r. The derivative is O(1/r2) or strongly singular. The full



































Figure C.5: 3D ∂G(p,q)/∂r kernel.
Green’s derivative, ∂G(p,q)/∂n, is O(1/r) (see Figure C.6). This means that
∂G(p,q)/∂n is also weakly singular. This differs from the 2D case where ∂G(p,q)/∂n
is regular. So while a coordinate transform or other special integral scheme is not
required for this integral in 2D, it is required in 3D.
Now the RBIE is considered. First, the function ∂G¯(p,q)/∂n, which is to be
subtracted from the Green’s function derivative, is considered. Unlike the complex
Helmholtz Green’s functions, the Laplace Green’s function (also known as the static
kernel as it can be obtained with the Helmholtz kernel and k = 0) is a real. Figure
C.7 displays ∂G¯(p,q)/∂n (complete with ∂r/∂n component) and shows that it is
O(1/r).
This function is integrated independently in (C.6). However, it is part of a
product with [φ(q) − φ(p)] which is O(r). The combination of these to functions
results in a regular function that can be evaluated with conventional quadrature.
The regularised Green’s derivative kernel, ∂G(p,q)/∂n− ∂G¯(p,q)/∂n, is shown
in Figure C.8. Immediately it is seen that the singular component has been effec-
tively removed because the real part of the function is O(r). This can be easily, and
accurately, integrated with standard quadrature.
The RBIE is, therefore, a useful formulation for 3D problem (particularly for
the hard scatterer problems studied in this thesis). However, as the G(p,q) kernel






























Figure C.7: 3D ∂G¯(p,q)/∂n kernel.
|Re( G(r)/ n−¯G(r)/ n)|
O(r)













Figure C.8: 3D ∂G(p,q)/∂n− ∂G¯(p,q)/∂n kernel.




Regularised CBIE with Telles
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Figure C.9: Conventional polynomial simulation of a plane wave impinging a unit-radius
sphere.
is still O(1/r), it does not completely remove the requirement or special integration
schemes entirely if a boundary condition other than the hard scatterer is being
considered.
C.5 Three-dimensional numerical example
Figure C.9 displays the L2-errors of conventional, polynomial BEM simulations of
a plane wave impinging a unit-sphere. A 10 × 10 Gauss quadrature was used to
integrate over each element. The results support the findings of the previous sec-
tion. CBIE simulations benefit from a coordinate transformation (the Telles scheme
described in §6.1.3 is used here) to reduce the singularity at collocation points. How-
ever, such a scheme is of no benefit to RBIE simulations (the lines representing RBIE
lie on top of each other).
It is also notable that the RBIE simulations obtained more accurate results even
when the CBIE simulations used the Telles scheme. This may be because the regular
integrals are inherently more accurate or it may be that the Telles scheme is not
effective enough at removing the singularities.
In conclusion, the RBIE is beneficial for 3D BEM simulations, even if the G(p,q)
kernel is to be evaluated. It is not, however, of benefit to 2D simulations.
C.6 Summary
From the small study here, the following is found:
• in 2D, G(p,p) is weakly singular: O(log r);
• in 2D, ∂G(p,p)/∂n is regular: O(1);
• in 3D, G(p,p) is weakly singular: O(1/r);
• in 3D, ∂G(p,p)/∂n is weakly singular: O(1/r);
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• a coordinate transformation, such as that of Telles, produces more accurate
evaluations of the integrals containing ∂G(p,p)/∂n in 3D simulations using
the CBIE. However, simulations take longer to run as the quadrature must be
transformed for each singular integral;
• the RBIE of [80] makes the derivative kernel regular: O(r). This removes the
need for a coordinate transformation;
• 3D BEM results obtained using the RBIE are more accurate than those ob-
tained using the CBIE.




This appendix presents a simple method of fundamental solutions (MFS) derivation
for 2D Helmholtz simulations followed by adaptations for 3D simulations.
D.1 MFS in 2D
First, the potential φ, is expressed as the sum of the incident, φinc, and scattered,
φscat, potential:
φ(x) = φinc(x) + φscat(x), x ∈ Ω, (D.1)
where Ω ∈ R2 is the domain with boundary ∂Ω. The aim of MFS is to solve the
Helmholtz equation for the scattered potential:
∇2φscat(x) + k2φscat(x) = 0, x ∈ Ω. (D.2)






, x ∈ ∂Ω. (D.3)
Now the scattered potential can be expressed as a linear combination of funda-
mental solutions centered on a set on a set ofm points—termed singular points—that













, x ∈ Ω, (D.4)
where rα(x) is the Euclidean distance from a singular point to x and Aα is the
strength of the source at the singular point.
















, xβ ∈ ∂Ω, (D.5)
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The MFS process now continues by taking a number of sample points around
the boundary, xβ for β = 1, . . . , p. For a solution p must at least be equal to m;
however, it is usual to use p > m.
At each point, the error in approximating the boundary condition using the
expansion can be expressed. The error is minimised over the p sampling points in a

























The least squares procedure ends up with a Ax = b matrix expression. Here it


















































































The coefficients Aα can be found by solving (D.8). These can then be substituted
into (D.4) to find the scattered potential or, alternatively, the full potential at a point













+ φinc(x), x ∈ Ω. (D.9)
A sufficient number of m is required to find a solution. The value of m required
can be found by studying convergence. In this work, it has been found that MFS
can provide solutions of engineering accuracy if 3 degrees of freedom per wavelength
are used. However, this rule changes based on where the source points are placed.
Some MFS solution techniques include the position of the source points as a variable.
For the work in this thesis, trial and error was used to find stable and converged
solutions.
D.2 MFS in 3D
Much of the MFS procedure for three-dimensional problems is the same except that
the fundamental solutions changes. Equations (D.4) onwards change. The scattered











, x ∈ Ω, (D.10)
















, x ∈ ∂Ω. (D.11)















































































































(D.14) can be solved to find the Aα which can then substituted into (D.10) to










+ φinc(x), x ∈ Ω. (D.15)
