The half logistic Lomax (HLL) is introduced as a modification of Lomax distribution for modeling lifetime data by Anwar and Zahoor [2] . Maximum likelihood (ML), least squares (LS), weighted least squares (WLS), percentiles (PC) and Cramer von Mises (CV) estimation techniques for the shape and scale parameters of HLL are regarded for complete sample. Performances of the proposed ML estimators are compared with their LS, WLS, PC and CV estimators on the basis of Monte Carlo study of simulated samples in terms of their risks.
Introduction
Lomax [11] introduced The Lomax (L) distribution. The L distribution has established wide applications such as income and wealth inequality, medical and biological sciences, engineering, lifetime and reliability modeling. The L distribution is used for reliability modelling and life testing by Hassan and Al-Ghamdi [8] . Corbelini et al. [3] proposed it to model firm size and queuing problems.
Many researchers introduced several generalizations of the L distribution. Ghitany et al. [7] investigated the Marshal-Olkin extended L distribution, Abdul-Moniem and Abdel-Hameed [1] studied the exponentiated L distribution, Lemonte and Cordeiro [10] proposed the McDonald L, Cordeiro et al. [4] investigated the gamma L distribution. The exponential L distribution is studied by ElBassiouny et al. [6] , Tahir et al. [15] introduced Weibull L, Al-Weighted L introduced by Kilany [9] and Power Lomax (PL) distribution is studied by Rady et al. [14] . Recently The HLL distribution is studied by Anwar and Zahoor [2] and it has the following cumulative distribution function (cdf) and probability density function (pdf) as
and
Here α is a shape parameter and β is a scale parameter. The survival, hazard rate and quantile functions are given respectively by:
( ; , ) = 2 1 + (1 + ) − , ℎ( ; , ) = (1 + (1 + ) − ) (1 + ) ,
The remainder of the paper is arranged as follows In Section 2, ML method of estimation used to estimate the model parameters. In Section 3, LS and WLS methods of estimation used to estimate the model parameters. In Section 4, PC method of estimation used to estimate the parameters of HLL Model. The cramer von mises method is used to estimate the model parameters in Sections 5. Numerical results are executed in Section 6. Finally, we give some concluding remarks in Section 7.
ML Estimators
To get the ML estimators (MLEs) of the HLL model with of parameters α and β let X1 ,…, Xn be observed values from this distribution. Hence, the log-likelihood function say , can be written as
The ML equations of the HLL distribution are given by
, and,
Equating   and   with zeros and solving simultaneously, we obtain the ML estimators of α and  .
Ordinary and Weighted LS Estimators
Suppose 1 , 2 , … , is a random sample (RS) of size from HLL distribution and suppose (1) , (2) , … , ( ) denotes the corresponding ordered sample. The expectation and the variance of distribution are independent of the unknown parameter and are given by
is cdf for any distribution and
X is the i th order statistic. Then LS estimators can be calculated by minimizing the sum of squares errors, 
The WLS estimators (WLSEs) of α and β can be obtained by minimizing the next function
, with respect to and  . Also, the WLSEs of  and  can be obtained by solving the next two equations
PC Estimator (PCEs)
Let X1,…,Xn be a RS from the HLL distribution and Let X(1)< X(2)<…<X(n) be the corresponding order statistics. Based on PC method of estimation; the estimators of set of parameters  and  are derived by minimizing the following
,
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The Cramer-von Mises Minimum Distance Estimators
The CV estimator is a type of minimum distance estimators which is based on the difference between the estimate of the cdf and the empirical cdf (see D'Agostino and Stephens [5] and Luceño [12] ). The CV estimators are obtained by minimizing
.
MacDonald [13] mentioned that the choice of CV method type minimum distance estimators providing empirical evidence that the bias of the estimator is smaller than the other minimum distance estimators.
Numerical Results
A simulation study is conducted to evaluate and compare the behavior of the estimates with respect to their root mean square errors (RMSEs). We generate 1000 random sample X1,…,Xn of sizes n= 30, 50 and 100 from HLL model. Table 1 and the following observations are detected.

The RMSEs decrease as sample sizes increase for all estimates.  The RMSEs of the ML estimates of  and  take the smallest value among the corresponding RMSEs for the other methods in almost all of the cases. 
7.
Concluding Remarks
