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Abstract
We study a multi-agent output regulation problem, where not all agents have access to the exosystem’s dynamics. We
propose a distributed controller that solves the problem for linear, heterogeneous, and uncertain agent dynamics as well as
time-varying directed networks. The distributed controller consists of two parts: (1) an exosystem generator that creates a local
copy of the exosystem dynamics by using consensus protocols, and (2) a dynamic compensator that uses (again) consensus to
approach the internal model of the exosystem and thereby achieves perfect output regulation. Our approach leverages methods
from internal model based controller synthesis, multi-agent consensus over directed networks, and stability of time-varying
linear systems; the derived result is an adaptation of the (centralized) internal model principle to the distributed, networked
setting.
Index Terms
Multi-agent systems, distributed control, output regulation, internal model principle, time-varying networks
I. INTRODUCTION
Over the past decade, many distributed control problems of networked multi-agent systems have been extensively studied;
these include e.g. consensus, averaging, synchronization, coverage, and formation (e.g. [1]–[5]. Progressing beyond the
first/second-order and homogeneous agent dynamics, the distributed output regulation problem with general linear (time-
invariant, finite-dimensional) and heterogeneous agent dynamics has received much recent attention [6]–[9]. In this problem,
a network of agents each tries to match its output with a reference signal, under the constraint that only a few agents can
measure the reference directly. The reference signal itself is typically generated by an external (linear) dynamic system,
called “exosystem”. The distributed output regulation problem not only subsumes some earlier problems like consensus
and synchronization (viewing the exosystem as the “virtual leader”), but also addresses issues of disturbance rejection and
robustness to parameter uncertainty.
Output regulation has a well-studied centralized version: A single plant tries to match its output with a reference signal
(while maintaining the plant’s internal stability) [10]–[13]. In the absence of system parameter uncertainty, the solution
of the “regulator equations”, embedding a copy of the exosystem dynamics, provides a solution to output regulation [13].
When system parameters are subject to uncertainty, a dynamic compensator/controller must be used embedding q-copy of
the exosystem, where q is the number of (independent) output variables to be regulated. The latter is well-known as the
internal model principle [12]. These methods for solving the centralized output regulation problem, however, cannot be
applied directly to the distributed version, inasmuch as not all agents have access to the reference signal or the exosystem
dynamics.
The distributed output regulation of networks of heterogeneous linear agents is studied in [8]. The proposed distributed
controller consists of two parts: an exosystem generator and a controller based on regulator equation solutions. Specifically,
the exosystem generator of each agent aims to (asymptotically) synchronize with the exosystem using consensus protocols,
thereby creating a local copy of the exosystem. Meanwhile each agent independently tracks the signal of its local generator,
by applying standard centralized methods (in this case regulator equation solutions). This solution effectively separates the
controller synthesis into two parts – distributed exosystem generators by network consensus and local output regulation by
regulator equation solution. This two-part structure of distributed controllers is previously proposed to solve a closely-related
output synchronization problem [14]–[16].
One important limitation, however, of the above solution is: in both the exosystem generator design and the regulator
equation solution, it is assumed that each agent uses exactly the same dynamic model as the exosystem. This assumption is
unreasonable in the distributed network setting, because those agents that cannot measure the reference signal are unlikely
to know the precise dynamic model of the exosystem. To deal with this challenge, [17] proposes (in the case of static
networks) an “adpative” exosystem generator and an adaptive solution to the regulator equations. In essence, each agent
runs an additional consensus algorithm to update their “local estimates” of the exosystem dynamics.
All the regulator-equation based solutions above fall short in addressing the issue of system parameter uncertainty. In
practice we may not have precise knowledge of some entries of the system matrices, or over time the values of some
parameters drift. The distributed output regulation problem considering parameter uncertainty is studied in [7], [9]. The
proposed controller is based on the internal model principle, but does not employ the two-part structure mentioned above.
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It seems to be for this reason that restrictive conditions (acyclic graph or homogeneous nominal agent dynamics) have to
be imposed in order to ensure solving output regulation. Moreover, it is also assumed in [7], [9] that each agent knows
the exact model of the exosystem dynamics. In addition, [18] uses the two-part structure and deals with system parameter
uncertainty for linear systems; however, only minimum-phase linear systems are considered.
In this paper, we further study the distributed output regulation problem of heterogeneous linear systems that are subject
to parameter uncertainty and generally non-minimum-phase. In particular, we propose to use the two-part structure of the
distributed controller in the following manner: The first part of exosystem generator extends that in [17] to work over
time-varying networks (see also [19]), and the second part is a dynamic compensator embedding an internal model of the
exosystem that addresses parameter uncertainty. The challenge here is, in the design of the dynamic compensator, those
agents that cannot directly measure the exosystem have no knowledge of the internal model of the exosystem; on the other
hand, we know from [12] that a precise internal model is crucial to achieve perfect regulation with uncertain parameters.
To deal with this problem, we propose an extra consensus protocol to update the agents’ local estimates of the internal
model of the exosystem, and present conditions under which the proposed distributed controller solves the distributed output
regulation problem.
The main contribution of this paper is the novel design of the internal model based dynamic compensator, without requiring
all agents to know the precise internal model of the exosystem. This dynamic compensator, combined with the exosystem
generator extended from [17], provides a fully distributed solution to the distributed output regulation problem over time-
varying networks and with parameter uncertainty. Compared to [17] (and [8], [14]–[16]), this work deals with parameter
uncertainty. On the other hand, compared to [7], [9], [18], this work does not require acyclic graphs or homogeneous agents,
nor is minimum-phase required, and most importantly the internal model of the exosystem is not known a priori. Finally,
since the agents gradually “learn” the internal model of the exosystem in a distributed fashion (based on consensus protocols),
we call this design “distributed internal model principle” (with reference to the centralized version [12]).
The rest of the paper is organized as follows. Section II formulates the robust output regulation problem. Section III
presents the solution distributed controller, which consists of two parts – a distributed exosystem generator and a distributed
dynamic compensator. Section IV states our main result and provides its proof. Section V illustrates our result by an example.
Finally, Section VI states our conclusions.
II. PROBLEM FORMULATION
Consider a network of N agents, and model their interconnection structure by a time-varying digraph G(t) = (V , E(t)):
Each node in V = {1, ..., N} stands for an agent, and each directed edge (j, i) in E(t) ⊆ V × V denotes that agent j
communicates to agent i at time t (namely, the information flow is from j to i). In G(t) a node i is reachable from a
node j if there exists a path from j to i which respects the direction of the edges. We say that G(t) contains a globally
reachable node i if every other node is reachable from i (equivalently G(t) contains a spanning tree with i the root). For
a time interval [t1, t2] define the union digraph G([t1, t2]) :=
(
V ,⋃t∈[t1,t2] E(t)
)
; namely, the edge set of G([t1, t2]) is the
union of those over the interval [t1, t2]. We say that G(t) uniformly contains a globally reachable node if there is T > 0
such that for every t1 the union digraph G([t1, t1 + T ]) contains a globally reachable node.
We consider agents that are linear, time-invariant, and finite-dimensional; namely for each i ∈ V ,
x˙i = Aixi +Biui + Piw0 (1)
zi = Cixi +Diui +Qiw0 (2)
where xi ∈ Rni is the state vector, ui ∈ Rmi the control input, and zi ∈ Rqi the output to be regulated. The exogenous
signal w0 ∈ Rr satisfies
w˙0 = Sw0 (3)
and represents reference to be tracked and/or disturbance to be rejected. (3) is called the exosystem. Typically the vector
Piw0 in (1) represents disturbance acting on the agent dynamics, and Qiw0 in (2) represents reference signals to be tracked.
Note that the agents are generally heterogeneous, in that the entries of the matrices in (1) and (2), even their di-
mensions, may be different. Moreover, we consider that these matrices are uncertain in the following sense (cf. [12]):
Viewing (Ai, Bi, Ci, Di, Pi, Qi) as a data point ℘i (i.e. a vector) in the Euclidean space R(ni+qi)(ni+mi+r), there is a open
neighborhood Pi of ℘i in which the entries of the matrices may vary. The neighborhood need not be small. This uncertainty
may reflect again heterogeneity of agents, as well as imprecision knowledge of system parameters.
In the distributed time-varying network setup, only a few agents may have access to information of the exosystem (3) at
some time. To formalize this, denote the exosystem by node “0” and let V0(t) be a strict subset of V that have access to
node 0 at time t. Namely, the nodes in V \ V0(t) do not have knowledge of the exogenous signal w0, nor do they know the
exosystem’s dynamics S0 := S.
The extended digraph Gˆ(t) including node 0 is therefore Gˆ(t) = (Vˆ , Eˆ(t)), where Vˆ = V∪{0} and Eˆ(t) = E(t)∪{(0, i)|i ∈
V0(t)}. Define the neighbor set of i ∈ Vˆ at time t by Ni(t) := {j ∈ Vˆ | (j, i) ∈ Eˆ(t)}. Note that N0(t) = ∅ for all t,
i.e. the exosystem does not receive information from the rest. Moreover, associate a nonnegative weight aji(t) to each pair
(j, i) ∈ Vˆ × Vˆ, with aji(t) ≥ α > 0 for (j, i) ∈ Eˆ(t) and aji(t) = 0 for (j, i) /∈ Eˆ(t), where α is a positive constant. We
assume that aji(t) is piecewise continuous and bounded for all t ≥ 0.
The graph Laplacian L(t) ∈ R(N+1)×(N+1) of Gˆ(t) is given by
lij(t) :=
{∑N
i=0 aij(t), if i = j;
−aij(t), if i 6= j.
(4)
Also define L−(t) ∈ RN×N to be the matrix obtained by removing the first row and the first column of L(t) (corresponding
to node 0). It is evident that L(t) and L−(t) are piecewise continuous and bounded for all t ≥ 0.
Despite that not all agents can access information of node 0, and despite uncertainty of the matrices in (1) and (2), our
goal is to design distributed controllers to achieve output regulation, which means that zi(t) → 0 (uniformly exponentially)
as t→∞ for agents i ∈ V and all initial conditions xi(0), w0(0).
Problem. For each agent i ∈ V , design a distributed controller such that output regulation holds for some open neighborhood
Pi of ℘i.
We will solve this problem in the following sections. Notation: for a complex number λ, write Re(λ) for its real part and
Im(λ) its imaginary part. Let ι :=
√−1. For two sets S1 and S2 of finite number of complex numbers, their distance is
d(S1,S2) := min{|s1 − s2| | s1 ∈ S1, s2 ∈ S2}.
III. STRUCTURE OF DISTRIBUTED CONTROLLER
At the outset we make the following standing assumptions, which are either necessary for solving output regulation and
consensus or with no loss of generality [12], [14], [20].
(A1) For each i ∈ V , (Ai, Bi) is stabilizable.
(A2) For each i ∈ V , (Ci, Ai) is detectable.
(A3) The real parts of the eigenvalues of S0 are all zero.
(A4) The digraph Gˆ(t) uniformly contains a globally reachable node and the node is 0.
(A5) For each i ∈ V and for each eigenvalue λ of S0,
rank
[
Ai − λI Bi
Ci Di
]
= ni + qi. (5)
(A5) states that the eigenvalues of S0 do not coincide with the transmission zeros of agent i (for all i). Let σ(S0) denote
the set of eigenvalues of S0, and
ζi :=
{
s ∈ C | rank
[
Ai − sI Bi
Ci Di
]
< ni + qi
}
be the set of transmission zeros of agent i. Then (A5) means that σ(S0) ∩ ζi = ∅. Moreover, let
ζ˜i := {s ∈ ζi |Re(s) = 0}
be the subset of purely-imaginary transmission zeros. We define the following quantity, which will be used in the design of
distributed dynamic compensator.
δi :=


0 if ζ˜i = ∅
d(σ(S0), ζ˜i) if ζi \ ζ˜i = ∅
min{d(σ(S0), ζ˜i), d(ζ˜i, ζi \ ζ˜i)} otherwise.
(6)
In the following we describe the structure of our proposed distributed controller, consisting of two parts: (1) distributed
exosystem generator and (2) distributed dynamic compensator.
Distributed exosystem generator. Since not all agents may get information from the exosystem, it is reasonable that
each agent i ∈ V has a local estimate of the exosystem. Consider
w˙i = Si(t)wi +
∑
j∈Ni(t)
aij(t)(wj − wi) (7)
where Si follows
S˙i =
∑
j∈Ni(t)
aij(t)(Sj − Si). (8)
The purpose of (7), (8) is for each agent i to estimate, using consensus protocols, the dynamics and states of the exosystem;
thus we call (7), (8) the “exosystem generator”.
For time-invariant networks, it is proved in [17] that if note 0 is the globally reachable node, then for each i ∈ V , wi(0)
and Si(0)
lim
t→∞
(Si(t)− S0) = 0, lim
t→∞
(wi(t)− w0(t)) = 0.
We shall establish the same result but for time-varying networks under assumption (A4).
Distributed dynamic compensator. Not being able to directly track w0 of the exosystem (node 0) for all time, each
agent tracks its own wi generated by (7). Here we assume error feedback, i.e. the following is available for feedback
ei = Cixi +Diui +Qiwi ∈ Rqi . (9)
This is zi in (2) with w0 replaced by wi. Note that it would not be reasonable to assume the availability of zi in (2) for
feedback, because (again) not all agents can access w0.
With ei in (9) as input and the control ui as output, consider the following “dynamic compensator”
ξ˙i = Ei(t)ξi + Fi(t)ei
ui = Ki(t)ξi. (10)
Our strategy is to use (10) to achieve ei → 0; assuming that the exosystem generator works effectively so that wi → w0,
the desired zi → 0 will ensue. In the sequenl we specify the matrices Ei, Fi, and Ki in (10).
Let the minimal polynomial of S0 be
sk + c0,1s
k−1 + · · · c0,k−1s+ c0,k, k ≤ r
and its roots (i.e. the eigenvalues of S0) be λ0,1, ..., λ0,k. By (A3) we have Re(λ0,1), ..., Re(λ0,k) = 0. Write λ0 :=
[λ0,1 · · ·λ0,k]⊤ ∈ Ck, c0 := [c0,1 · · · c0,k]⊤ ∈ Rk, and
C
k
+ := {s ∈ Ck | Re(s1), ..., Re(sk) ≥ 0}.
Thus λ0 ∈ Ck+.
For each agent i, let λi := [λi,1 · · ·λi,k]⊤ ∈ Ck be a local estimate of λ0, and ci := [ci,1 · · · ci,k]⊤ ∈ Rk be a local
estimate of c0 where the entries satisfy
(s− λi,1) · · · (s− λi,k) = sk + ci,1sk−1 + · · · ci,k−1s+ ci,k. (11)
Hence each ci,l (l = 1, ..., k) is a polynomial in λi = [λi,1 · · ·λi,k]⊤, and we write ci,l(λi) henceforth.
Let
G
′
i(λi) :=


0 1 · · · 0
0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 1
−ci,k(λi) −ci,k−1(λi) · · · −ci,1(λi)


H
′
i :=


0
0
.
.
.
0
1

 . (12)
Then the qi-copy internal model is
Gi(λi) :=


G′i(λi)
.
.
.
G′i(λi)


︸ ︷︷ ︸
qi diagonal blocks
, Hi :=


H ′i
.
.
.
H ′i


︸ ︷︷ ︸
qi diagonal blocks
. (13)
Lemma 1: Let (A1) and (A2) hold. Then for every λi ∈ Ck+ \ ζi, the following pair of matrices([
Ai 0
HiCi Gi(λi)
]
,
[
Bi
HiDi
])
is stabilizable.
Proof. By λi ∈ Ck+ \ ζi, for each j = 1, ..., k there holds
rank
[
Ai − λi,jI Bi
Ci Di
]
= ni + qi.
Then the conclusion follows immediately from Lemma 1.26 of [21]. 
Let λi ∈ Ck+. Then by e.g. pole assignment, we derive [Ki1(λi) Ki2(λi)] such that the matrix[
Ai 0
HiCi Gi(λi)
]
+
[
Bi
HiDi
] [
Ki1(λi) Ki2(λi)
]
is stable, i.e. all the eigenvalues have negative real parts. Note that the entries of [Ki1(λi) Ki2(λi)] are in general rational
polynomial functions of λi. In addition, when (A2) holds, we choose Li such that the matrix Ai − LiCi is stable.
Now we are ready to present the matrices Ei, Fi, and Ki in the dynamic compensator (10):
Ei(λi) :=
[
Ai + (Bi − LiDi)Ki1(λi)− LiCi (Bi − LiDi)Ki2(λi)
0 Gi(λi)
]
Fi :=
[
Li
Hi
]
, Ki(λi) := [Ki1(λi) Ki2(λi)] (14)
where λi = [λi,1 · · ·λi,⌊ k
2
⌋ λi,⌊ k
2
⌋+1 · · ·λi,k]⊤ follows the update date scheme described below. For each l ∈ [1,
⌊
k
2
⌋
],
λi,l(t) = αi,l(t) + ιβi,l(t) where
β˙i,l(t) =
∑
j∈Ni(t)
aij(t)(βj,l(t)− βi,l(t))
αi,l(t) =
{
0 if |βi,l(t)− γi(t)| ≥ δi√
δ2i − (βi,l(t)− γi(t))
2 if |βi,l(t)− γi(t)| < δi;
(15)
here γi(t) is such that γi(t) ∈ ζ˜i and |βi,l(t) − γi(t)| = d({βi,l(t)}, ζ˜i); namely γi(t) is the closest (purely-imaginary)
transmission zero to βi,l(t) at time t. (If ζ˜i = ∅, then δi = 0 by (6) and thus simply let αi,l(t) = 0 for all t.) Set the initial
conditions for (15) to be αi,l(0) = 0 and βi,l(0) ∈ R such that d({βi,j(0)}, ζ˜i) ≥ δi, for all l ∈ [1,
⌊
k
2
⌋
]. In addition, let
λ
i,⌊ k
2
⌋+l(t) = αi,l(t)− ιβi,l(t)
for each l ∈ [1, ⌊k2⌋]. Finally set λi,k = 0 if and only if k is an odd number.
Specified as above, the components of λi(t) are complex numbers symmetric with respect to the real axis for all t.
Moreover, by (15) and assumption (A4), βi,l(t) → Im(λ0,l) and αi,l(t) → 0 = Re(λ0,l) (as t → ∞) for all l ∈ [1,
⌊
k
2
⌋
]
[20]. Also note that
(∀t ≥ 0)αi(t) ≥ 0
This implies that λi(t) → λ0 as t→∞, and λi ∈ Ck+\ζi for all t ≥ 0. Hence the pair of matrices in Lemma 1 is stabilizable
for all t ≥ 0.
Note that in (14), Ei and Ki are time-varying (as λi is time-varying), while Fi is time-invariant.
IV. MAIN RESULT
Our main result is the following.
Theorem 1: Given the multi-agent system (1), (2) and the exosystem (3), let (A1)-(A5) hold. Then for each agent i ∈ V ,
the distributed exosystem generator (7) with (8) and the distributed dynamic compensator (10) with (14), (15) achieve output
regulation, i.e. for all xi(0) and w0(0),
zi(t)→ 0 (uniformly exponentially) as t→∞
for some open neighborhood Pi of ℘i.
Before proving Theorem 1, we state a few remarks concerning this result.
Remark 1: For the distributed output regulation problem, Theorem 1 extends previous results in the literature in several
aspects: The proposed distributed controller (i) works effectively over time-varying digraphs (cf. [7], [9], [17]), (ii) employs
internal model to deal with system parameter uncertainty (cf. [6], [8], [17]), (iii) needs no a priori knowledge of the
exosystem (cf. [6]–[9]), and (iv) deals with generally non-minimum-phase systems (cf. [18]).
Remark 2: For the distributed synchronization problem, our distributed controller may be applied by treating the exosystem
as the “virtual leader”, thereby improving the solutions of [14]–[16] to deal with disturbance rejection, parameter uncertainty,
and initially unknown internal model.
Remark 3: For each agent to “learn” the internal model of the exosystem, our strategy is to make the agents reach
consensus by (15) at the eigenvalues of the exosystem’s minimal polynomial. It might appear more straightforward to reach
consensus at the coefficients of the exosystem’s minimal polynomial; the advantage of updating λi with (15), however, is
that we may directly guarantee the equality in (5) in assumption (A5).
If the exosystem is a leader agent that possesses computation and communication abilities, then the leader can compute
the eigenvalues of its own minimal polynomial and send the information to other agents. If the exosystem is some entity
that cannot compute or communicate, then those agents that can measure the exosystem (in particular know S0) compute
the corresponding minimal polynomial and the eigenvalues, and send the information to the rest of the network.
In the following, we prove Theorem 1. First we need two lemmas, which establishes that the distributed exosystem
generator (7) with (8) works effectively for time-varying networks. The proofs are in Appendix.1
Lemma 2: Consider
x˙ = A1(t)x(t) +A2(t)x(t) +A3(t) (16)
where A1(t), A2(t), A3(t) are piecewise continuous and bounded on [0,∞). Suppose that the origin is a uniformly
exponentially stable equilibrium of x˙ = A1(t)x, and A2(t) → 0, A3(t) → 0 (uniformly exponentially) as t → ∞. Then
x(t) → 0 (uniformly exponentially) as t→∞.
Lemma 3: Consider the distributed exosystem generator (7), (8). If (A4) holds, then for each i ∈ V , Si(0) and wi(0),
there holds Si(t)→ S0 and wi(t) → w0(t) (uniformly exponentially) as t→∞.
We are ready to prove Theorem 1.
Proof. Suppose that (A1)-(A5) hold. Fix an agent i ∈ V , and consider the combined state µi := [x⊤i ξ⊤i ]⊤ of the agent
and its dynamic compensator. From (1), (2), (10) we derive[
x˙i
ξ˙i
]
=
[
Ai BiKi(λi(t))
FiCi Ei(λi(t)) + FiDiKi(λi(t))
] [
xi
ξi
]
+
[
Pi
FiQi
]
wi +
[
Pi
0
]
(w0 − wi)
zi =
[
Ci DiKi(λi(t))
] [xi
ξi
]
+Qiw0
Write
Mi(λi(t)) :=
[
Ai BiKi(λi(t))
FiCi Ei(λi(t)) + FiDiKi(λi(t))
]
.
By (A4) and the update (15) with the initial condition λi(0) ∈ Ck+ \ ζi for all i, it is derived that
λi(t)→ λ0 (uniformly exponentially) as t→∞
and moreover
(∀t ≥ 0) λi(t) ∈ Ck+ \ ζi.
Hence by Lemma 1, for every t ≥ 0 the pair([
Ai 0
HiCi Gi(λi(t))
]
,
[
Bi
HiDi
])
is stabilizable, and the stabilizing gain matrix Ki(λi(t)) =
[
Ki1(λi(t)) Ki2(λi(t))
]
is well-defined. It follows from
λi(t) → λ0 (uniformly exponentially) that
Ki(λi(t)) → Ki(λ0)
Gi(λi(t)) → Gi(λ0)
Ei(λi(t)) → Ei(λ0)
1It has been brought to our attention recently that these results are derived independently in [19], which is reaffirmation of their correctness. Nevertheless
the main novelty of our approach lies in the design of the distributed dynamic compensator, in particular the update scheme of the local eigenvalue
estimates; the latter contributes to solving the problem for generally non-minimum-phase agents.
and therefore
Mi(λi(t))→Mi(λ0) (uniformly exponentially).
Let us analyze Mi(λ0). By (14) we have
Mi(λ0) =
[
Ai BiKi(λ0)
FiCi Ei(λ0) + FiDiKi(λ0)
]
=

 Ai BiKi1(λ0) BiKi2(λ0)LiCi Ai + BiKi1(λ0)− LiCi BiKi2(λ0)
HiCi HiDiKi1(λ0) Gi(λ0) +HiDiKi2(λ0)


Subtracting the first row from the second row, and then adding the second column to the first column yield
 Ai + BiKi1(λ0) BiKi1(λ0) BiKi2(λ0)0 Ai − LiCi 0
HiCi +HiDiKi1(λ0) HiDiKi1(λ0) Gi(λ0) +HiDiKi2(λ0)


By (A5), we have λ0 ∈ Ck+ \ ζi, and again by Lemma 1 the pair([
Ai 0
HiCi Gi(λ0)
]
,
[
Bi
HiDi
])
is stabilizable, and Ki(λ0) =
[
Ki1(λ0) Ki2(λ0)
]
is such that[
Ai +BiKi1(λ0) BiKi2(λ0)
HiCi +HiDiKi1(λ0) Gi(λ0) +HiDiKi2(λ0)
]
is stable. Moreover, Li is chosen such that Ai − LiCi is stable. Therefore Mi(λ0) is stable.
Since eigenvalues of a matrix are continuous functions of the entries of the matrix, there exists a neighborhood Pi of the
data point ℘i such that Mi(λ0) remains stable. Thus for every data point in Pi, the following equations
Xi(λ0)S = Mi(λ0)Xi(λ0) +
[
Pi
FiQi
]
0 =
[
Ci DiKi(λ0)
]
Xi(λ0) +Qi
have a unique solution Xi(λ0).
Let µ˜i := µi −Xi(λ0)wi and M˜i(t) := Mi(λi(t))−Mi(λ0). Then
˙˜µi = µ˙i −Xi(λ0)w˙i
= Mi(λi(t))µi +
[
Pi
FiQi
]
wi +
[
Pi
0
]
(w0 − wi)−Xi(λ0)Swi
= (M˜i(t) +Mi(λ0))(µ˜i +Xi(λ0)wi) +
[
Pi
FiQi
]
wi
+
[
Pi
0
]
(w0 − wi)−Xi(λ0)Swi
= Mi(λ0)µ˜i + M˜i(t)µ˜i + (Mi(λ0)Xi(λ0) +
[
Pi
FiQi
]
−Xi(λ0)S)wi
+ M˜i(t)Xi(λ0)wi +
[
Pi
0
]
(w0 − wi)
= Mi(λ0)µ˜i + M˜i(t)µ˜i + M˜i(t)Xi(λ0)wi +
[
Pi
0
]
(w0 − wi)
Since Mi(λ0) is stable for every data point in Pi, M˜i(t)→ 0 and w0(t)−wi(t) → 0 (uniformly exponentially) as t→∞,
it follows from Lemma 2 that µ˜i(t) → 0 (uniformly exponentially) as t→∞ for every data point in Pi.
Finally, the regulated variable zi is
zi = Cixi +Diui +Qiw0
= Cixi +DiKi(λi(t))ξi +Qiwi +Qi(w0 − wi)
=
[
Ci DiKi(λi(t))
]
µi +Qiwi +Qi(w0 − wi)
=
[
Ci DiKi(λi(t))
]
(µ˜i +Xi(λ0)wi) +Qiwi
+Qi(w0 − wi)
=
[
Ci DiKi(λi(t))
]
µ˜i +
([
Ci DiKi(λi(t))
]
Xi(λ0) +Qi
)
wi
+Qi(w0 − wi)
02
1 4
3
0
2
1 4
3
G^1 G^2
Fig. 1. Time-varying network that periodically switches between Gˆ1 and Gˆ2. Node 0 is the exosystem, and nodes 1, 2, 3, 4 are agents.
Since
µ˜i(t) → 0[
Ci DiKi(λi(t))
]
Xi(λ0) +Qi
→ [Ci DiKi(λ0)]Xi(λ0) +Qi = 0
wi(t)) → w0(t)
(uniformly exponentially) as t→∞, we conclude that
zi(t)→ 0 (uniformly exponentially) as t→∞
for every data point in Pi. 
V. SIMULATION EXAMPLE
In this section, we illustrate the designed distributed controller by applying it to solve a distributed output regulation
problem. As displayed in Fig. 1, consider a network of 4 agents (nodes 1,2,3.4) and an exosystem (node 0), with two
possible topologies Gˆ1 and Gˆ2. The network is made time-varying by periodic switching between Gˆ1 and Gˆ2 for equal length
of time. Note that neither Gˆ1 nor Gˆ2 contains a globally reachable node, but their union does and the node is 0. Owing to
the periodic switching, the network uniformly contains the globally reachable node 0, i.e. assumption (A4) holds.
The exosystem (node 0) is
w˙0 = S0w0, S0 =
[
0 2
−2 0
]
.
The agents (i = 1, 2, 3, 4) are
x˙i = Aixi +Biui + Piw0
zi = Cixi +Diui +Qiw0
where
A1 =
[
0 1.6
−1.6 0
]
, A2 =
[
0 1.7
−1.7 0
]
A3 =
[
0 1.8
−1.8 0
]
, A4 =
[
0 2.5
−2.5 0
]
B1 = · · ·B4 =
[
0
1
]
, P1 = · · · = P4 = 0
C1 = · · ·C4 =
[
1 0
]
, D1 = · · · = D4 = 0
Q1 = · · ·Q4 =
[−1 0] .
Moreover, consider that the matrices Ai (i = 1, 2, 3, 4) are being perturbed as follows:
Ai +
[
0 0.1
−0.1 0
]
.
The perturbation term is unknown and thus reflects parameter uncertainty. Let the initial conditions w0(0) and xi(0) be
chosen uniformly at random from [−1, 1]. The goal of output regulation is to achieve limt→∞ zi(t) = 0 for all i = 1, 2, 3, 4.
We apply the proposed distributed controller in Section III and show simulation results below. First, apply the distributed
exosystem generators (7), (8) with the initial conditions wi(0) selected uniformly at random from [−1, 1] and Si(0) = Ai
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Fig. 2. States wi(t) (i = 1, ...4) of exosystem generators synchronize with the exosystem’s signal w0(t).
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Fig. 3. Regulated output variables zi(t) (i = 1, ...4) converge to the exosystem’s signal w0(t).
(i = 1, ..., 4). The result is displayed in Fig. 2: All wi(t) (i = 1, ..., 4) synchronize with the exosystem’s signal w0(t). Thus
the distributed exosystem generators effectively create a local copy of the exosystem, despite that not all agents have access
to the exosystem and the network is time-varying.
Next, apply the distributed dynamic compensators (10), (14), (15) with initial conditions ξi(0), Im(λi(0)) selected
uniformly at random from [−1, 1] and Re(λi(0)) from [0, 1]. The result is displayed in Fig. 3: All regulated outputs
zi(t) (i = 1, ..., 4) converge to the exosystem’s signal w0(t). This demonstrates the effectiveness of the distributed dynamic
compensators for achieving perfect regulation, despite of the parameter perturbation and initially imprecise internal model
of the exosystem.
VI. CONCLUSIONS
We have studied a multi-agent output regulation problem, where the (linear) agents are heterogeneous, subject to parameter
uncertainty, and the network is time-varying. The challenge is that the exosystem’s dynamics is not accessible by all agents,
and consequently the agents do not initially possess a precise internal model of the exosystem. We have solved the problem by
proposing a distributed controller consisting of two parts – an exosystem generator that “learns” the dynamics of the exosystem
and a dynamic compensator that “learns” the internal model. The effectiveness of this solution suggests a distributed internal
model principle: converging internal models imply network output regulation.
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APPENDIX
Proof of Lemma 2. Since the origin is a uniformly exponentially stable equilibrium of x˙ = A1(t)x, there exist bounded
and positive definite matrices P1(t), Q1(t) (for all t ≥ 0) such that
P˙1(t) + P1(t)A1(t) +A1(t)
⊤P1(t) = −Q1(t).
Then V1(x, t) := x⊤P1(t)x is a quadratic Lyapunov function for x˙ = A1(t)x(t), and there exist constants c1, c2, c3, c4 such
that the following are satisfied (globally):
c1||x||2 ≤ V1(x, t) ≤ c2||x||2
∂V1
∂t
+
∂V1
∂x
A1(t)x ≤ −c3||x||2
||∂V1
∂x
|| ≤ c4||x||.
Now consider x˙ = A1(t)x +A2(t)x. The term A2(t)x satisfies the inequality
||A2(t)x|| ≤ ||A2(t)|| · ||x||.
Since A2(t) → 0, we have ||A2(t)|| → 0. Hence viewing A2(t)x as a vanishing perturbation to x˙ = A1(t)x, it follows
from Corollary 9.1 and Lemma 9.5 of [22] that the origin is also a uniformly exponentially stable equilibrium of x˙ =
A1(t)x+A2(t)x. In turn, there exist bounded and positive definite matrices P2(t), Q2(t) (for all t ≥ 0) such that
P˙2(t) + P2(t)(A1(t) +A2(t))
+ (A1(t) +A2(t))
⊤P2(t) = −Q2(t).
Let V2(x, t) := x⊤P2(t)x be a candidate Lyapunov function for (16). Then
∂V2
∂t
+
∂V2
∂x
(A1(t)x+A2(t)x+A3(t))
= −x⊤Q2(t)x+ 2x⊤P2(t)A3(t)x
≤ −(||Q2(t)|| − 1
ǫ
)||x||2 + ǫ||P2(t)A3(t)||2
≤ −(||Q2(t)|| − 1
ǫ
)||x||2 + ǫ||P2(t)||2||A3(t)||2.
Let ǫ be such that ǫ > 0 and ||Q2(t)||− 1ǫ > 0. Then it follows from Theorem 5 of [23] that (16) is input-to-state stable, with
A3(t) the input. Since A3(t)→ 0 (uniformly exponentially), as a consequence of input-to-state stability ( [23, Section 3.1],
[22, Section 4.9]) we conclude that x(t) → 0 (uniformly exponentially) as t→∞. 
Proof of Lemma 3. By (8) and (A4), for all Si(0), Si(t) reach consensus (element wise) uniformly exponentially [20].
Since node 0 is the globally reachable node (uniformly), the consensus value is S0, i.e. Si(t)→ S0 (uniformly exponentially)
as t→∞.
To show wi(t) → w0(t), first consider
w˙i = S0wi +
∑
j∈Ni(t)
aij(t)(wj − wi). (17)
By (A4), for all wi(0), wi(t) → w0 (uniformly exponentially) as t→∞ [14]. Let w˜i := wi − w0. Then
˙˜wi = S0wi − S0w0 +
∑
j∈Ni(t)
aij(t)((wj − w0)− (wi − w0))
= S0w˜i +
∑
j∈Ni(t)
aij(t)(w˜j − w˜i).
Let w˜ := [w˜1 · · · w˜N ]⊤ and recall L−(t) defined by removing the first row and the first column of the graph Laplacian
L(t) in (4). Then
˙˜w = (IN ⊗ S0 − L−(t)⊗ Iq)w˜. (18)
Since w˜→ 0 (uniformly exponentially) as t→∞, the origin is a uniformly exponentially stable equilibrium of (18).
Returning to (7) and letting S˜i := Si − S0, we derive
˙˜wi = S0w˜i + S˜i(t)w˜i + S˜i(t)w0 +
∑
j∈Ni(t)
aij(t)(w˜j − w˜i).
Hence
˙˜w = (IN ⊗ S0 − L−(t)⊗ Iq)w˜ + diag(S˜1, · · · , S˜N )w˜
+ diag(S˜1, · · · , S˜N )w01.
Observe that (i) the matrices (IN ⊗S0−L−(t)⊗Iq), diag(S˜1, · · · , S˜N ), diag(S˜1, · · · , S˜N )w01 are bounded and piecewise
continuous; (ii) diag(S˜1, · · · , S˜N )→ 0, diag(S˜1, · · · , S˜N )w01→ 0 (uniformly exponentially) as t→∞. Since the origin is
a uniformly exponentially stable equilibrium of (18), applying Lemma 2 we conclude that w˜ → 0 (uniformly exponentially)
as t→∞. That is, for all i ∈ V , wi(t) → w0(t) (uniformly exponentially) as t→∞, and the proof is complete. 
