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Se estudian las MV-a´lgebras como sema´ntica algebraica de la lo´gica de
Lukasiewicz con inﬁnitos valores.
1. Acerca de las MV-a´lgebras
En la lo´gica cla´sica las proposiciones pueden tomar solo dos valores de verdad,
verdadero y falso. Como bien lo indica Charles S. Peirce [13, vol4§250]:
Were nothing at all supposed, mathematics would have no ground at
all to go upon. Were the hypothesis merely that there was nothing
but one unit, there would not be a possibility of a question, since only
one answer would be possible. Consequently, the simplest possible
hypothesis is that there are two objects, which we may denote by v
and f.
El alcance y los resultados de la lo´gica cla´sica son gigantescos. Sin embargo,
hay muchas situaciones —“hipo´tesis”— ma´s complejas para cuya discusio´n se
requieren otros valores de verdad. Un ejempo cotidiano lo constituyen los gustos:
‘me gusta/no me gusta/me es indiferente’ o bien ‘me gusta mucho/me gusta/no
me gusta mucho/no me gusta nada’. Un ejemplo de la matema´tica esta´ dado
por los subconjuntos de cualquier espacio topolo´gico, en particular del plano real:
‘abiertos/cerrados/ni abiertos ni cerrados’.
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A lo largo del siglo XX la matema´tica ha propuesto muchas lo´gicas sin la dualidad
‘verdadero/falso’. Una de ellas es la lo´gica intuicionista de Brouwer, capturada
de manera parcial por el llamado ca´lculo proposicional intuicionista cuyos mo-
delos algebraicos son las a´lgebras de Heyting [12]. Otra propuesta muy famosa
consiste en sustituir el conjunto {0, 1} por el segmento real [0, 1], se trata de
la lo´gica borrosa o difusa de Zadeh [7]. Por su parte uno de los miembros de la
escuela polaca de lo´gica, Jan Lukasiewicz, introdujo diversas lo´gicas multivaluadas
o polivalentes.
En este trabajo se presentara´n algunas de las lo´gicas multivaluadas de Lukasiewicz
y se estudiara´n sus modelos algebraicos.
1.1. Lo´gicas multivaluadas a partir de tablas de verdad
Como es bien conocido, una de las maneras de introducir el ca´lculo proposicional
cla´sico es deﬁniendo los conectivos mediante ‘tablas de verdad’. Asimismo, una de
las v´ıas para aproximar las lo´gicas multivaluadas es tratando de elaborar tablas
de verdad para sus conectivos, para lo cual es claro que deben suponerse ﬁnitos
valores de verdad. El primer conectivo que se estudia, por sencillo e importante,
es la negacio´n.
La negacio´n intuicionista puede apreciarse en cualquier a´lgebra de Heyting, en
particular en la de tres elementos —denotados 0, 1
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Para la negacio´n en {0, 1
2
, 1} las asignaciones 0 → 1 y 1 → 0 no se discuten, el
meollo del asunto esta´ en el valor asignado a 1
2
. Si el conjunto se mira como un
a´lgebra de Heyting resulta 1
2
→ 0 con lo cual la doble negacio´n no es la funcio´n
ide´ntica. La propuesta de Lukasiewicz, que puede justiﬁcarse en ejemplos como




, obteniendo la tabla siguiente.
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. En general, si los valores de verdad se distribuyen de manera
uniforme sobre el segmento real [0, 1] entonces la negacio´n esta´ dada por
¬x = 1− x.
¿Co´mo deﬁnir ahora los dema´s conectivos ‘usuales’ como la conjuncio´n, la disyun-
cio´n y la implicacio´n? Por ejemplo para la disyuncio´n, una primera posibilidad es
considerar el orden natural. Una alternativa consiste en emplear la misma ope-
racio´n usada arriba para expresar la negacio´n, por supuesto trunca´ndola en 1.
Siguiendo esta idea, se deﬁne el conectivo ⊕ como
x⊕ y = min{1, x + y}.
Ahora se deﬁnen la conjuncio´n y la implicacio´n en te´rminos de ¬ y ⊕ siguiendo
identidades del ca´lculo proposicional cla´sico, a saber
x y = ¬(¬x⊕ ¬y),
x → y = ¬x⊕ y = min{1, 1− x + y}.
Obse´rvese que estas cuatro operaciones tienen sentido en cualquier subconjunto
del segmento real [0, 1] que sea cerrado para x → 1 − x y
x, y → min{1, x+y}. Ejemplos de tales subconjuntos son {0, 1}, {0, 1
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, Q ∩ [0, 1] y, por supuesto, [0, 1].
De inmediato pueden derivarse algunas consecuencias de las deﬁniciones, por
ejemplo
1→ x = x 0→ x = 1
x→ 1 = 1 x → 0 = ¬x
x → x = 1
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A partir de estas identidades es fa´cil llenar la tabla de verdad para la implicacio´n
en {0, 1
2
, 1}, es la tabla derecha de las que siguen — la izquierda es la implicacio´n
en este conjunto como a´lgebra de Heyting. Se nota que la u´nica diferencia entre
estas tablas es el valor de 1
2
→ 0 = ¬1
2
.















































Las siguientes son otras propiedades que tambie´n se coligen de las deﬁniciones de
manera inmediata.
¬¬x = x, la doble negacio´n es la funcio´n ide´ntica
x⊕ y = y ⊕ x, la operacio´n binaria es conmutativa
x⊕ 0 = x, la operacio´n binaria tiene elemento neutro
x⊕ 1 = 1, la operacio´n binaria tiene elemento absorbente
Aunque no es dif´ıcil, resulta un poco ma´s laborioso probar la igualdad
x⊕ (y ⊕ z) = min{1, x + (y + z)}
que entran˜a el cara´cter asociativo de la operacio´n binaria y la expresio´n
max{x, y} = (x → y)→ y = ¬(¬x⊕ y)⊕ y
de donde se sigue, entre otras, la identidad ¬(¬x⊕ y)⊕ y = ¬(¬y ⊕ x)⊕ x.
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1.2. MV-a´lgebras
La discusio´n de arriba viene encaminada a la convencio´n siguiente.
Deﬁnicio´n. Una MV-a´lgebra es una estructura A = 〈A;⊕,¬, 0〉 donde A es un
conjunto no vac´ıo, ⊕ es una operacio´n binaria en A, ¬ una operacio´n unaria y 0
una constante, que adema´s satisfacen los axiomas siguientes.
1. x⊕ (y ⊕ z) ≈ (x⊕ y)⊕ z
2. x⊕ y ≈ y ⊕ x
3. x⊕ 0 ≈ x
4. ¬¬x ≈ x
5. x⊕ ¬0 ≈ ¬0
6. ¬(¬x⊕ y)⊕ y ≈ ¬(¬y ⊕ x)⊕ x
Los primeros tres axiomas indican que toda MV-a´lgebra es un monoide conmu-
tativo, de hecho una MV-a´lgebra podr´ıa deﬁnirse como un monoide conmutativo
enriquecido con cierta operacio´n unaria.
Ejemplos.
Como se indico´ en la seccio´n anterior, todo subconjunto del segmento real [0, 1]
cerrado para las funciones x → 1− x y x, y → min{1, x + y} y que contiene a 0
es una MV-a´lgebra con las operaciones x ⊕ y = min{1, x + y}, ¬x = 1 − x y la
constante 0.
Toda a´lgebra booleana es una MV-a´lgebra deﬁniendo x ⊕ y = x ∨ y, ¬x = x′,
0 = ⊥. Respecto a la sexta condicio´n, en este caso particular se tiene
¬(¬x⊕ y)⊕ y ≈ x⊕ y.
En cualquier MV-a´lgebra se deﬁnen las operaciones siguientes.
1 = ¬0
x y = ¬(¬x⊕ ¬y)
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x → y = ¬x⊕ y
x ∨ y = ¬(¬x⊕ y)⊕ y
x ∧ y = ¬(¬x y) y
Con esta simbolog´ıa, pueden veriﬁcarse entre otras las propiedades siguientes.
1→ x ≈ x, 0→ x ≈ 1
x → 1 ≈ 1, x→ 0 ≈ ¬x
x⊕ ¬x ≈ x→ x ≈ 1, x ¬x ≈ 0
¬(x ∧ y) ≈ ¬x ∨ ¬y, ¬(x ∨ y) ≈ ¬x ∧ ¬y
x → (y → z) ≈ y → (x→ z)
x → (y → x) ≈ 1
(x → y) → ((y → z) → (x→ z)) ≈ 1
(x → y) → y ≈ (y → x) → x
¬y → ¬x ≈ x→ y
Pregunta. ¿Toda MV-a´lgebra es un a´lgebra implicativa1? Parece que no...
1Un a´lgebra implicativa es una estructura A = 〈A;→, 1〉 que satisface para cada x, y, z ∈ A:
x→ (y → x) ≈ 1
(x→ (y → z)) → ((x→ y) → (x→ z)) ≈ 1
si x→ y ≈ 1 y y → x ≈ 1 entonces x ≈ y
x→ 1 ≈ 1
Toda a´lgebra implicativa es un conjunto ordenado por la relacio´n x ≤ y si y so´lo si
x→ y = 1, y 1 es el ma´ximo para este orden.




1 si x ≤ y;
y si x > y.
Todo ret´ıculo con exponenciales es un a´lgebra implicativa; en particular, toda a´lgebra de
Heyting (= ret´ıculo con exponenciales y mı´nimo) es un a´lgebra implicativa.
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De todas formas, al igual que en las a´lgebras implicativas, en cualquier
MV-a´lgebra la relacio´n ≤ deﬁnida como
x ≤ y si y so´lo si x→ y = 1
es una relacio´n de orden que, adema´s, satisface las propiedades siguientes.
0 ≤ x ≤ 1
x ≤ y implica x⊕ z ≤ y ⊕ z, x z ≤ y  z
x ≤ y si y so´lo si ¬y ≤ ¬x
x ∨ y = sup{x, y}, x ∧ y = inf{x, y}
w ≤ x→ y si y so´lo si w  x ≤ y
x (y ∨ z) ≈ (x y) ∨ (x z), x⊕ (y ∧ z) ≈ (x⊕ y) ∧ (x⊕ z)
x → (y ∧ z) ≈ (x → y) ∧ (x→ z), (x ∨ y)→ z ≈ (x → z) ∧ (y → z)
1.3. MV-a´lgebras y grupos ordenados
Un grupo abeliano ordenado es una estructura G = 〈G; +,−,≤, 0〉 tal que
〈G; +,−, 0〉 es un grupo abeliano, 〈G;≤〉 es un conjunto ordenado y adema´s
es va´lida la siguiente relacio´n de compatibilidad.
x ≤ y implica x + z ≤ y + z
Un grupo abeliano ordenado es lineal si la relacio´n de orden es lineal o total.
Dado un grupo abeliano ordenado G sea u un elemento con 0 ≤ u. En el segmento
[0, u] = {x ∈ G ∣∣ 0 ≤ x ≤ u} se deﬁnen las operaciones ¬, ⊕ como sigue.
¬x = u− x, x⊕ y = min{u, x + y}
Se veriﬁca de inmediato que estas operaciones satisfacen las condiciones (2), (3),
(4) y (5) de la deﬁnicio´n de MV-a´lgebra. Respecto a las condiciones restantes,
asumiendo que el orden es lineal un ca´lculo sencillo indica
¬(¬x⊕ y)⊕ y =
⎧⎨
⎩
y si x ≤ y
x si x ≥ y
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luego ¬(¬x⊕y)⊕y = max{x, y} y se satisface la condicio´n (6). De igual manera,
cuando el orden es lineal otro ca´lculo conduce a
x⊕ (y ⊕ z) = min{u, x + (y + z)}
de donde se desprende la propiedad asociativa. En conclusio´n:
Aﬁrmacio´n. Sea G un grupo abeliano ordenado lineal. Para cada elemento u ≥ 0
el segmento [0, u] es una MV-a´lgebra con las operaciones indicadas arriba.
Un l-grupo abeliano es una estructura algebraica G = 〈G; +,−,∨,∧, 0〉 tal que
〈G; +,−, 0〉 es un grupo abeliano, 〈G;∨,∧〉 es un ret´ıculo y adema´s es va´lida la
siguiente relacio´n de compatibilidad.
(x ∨ y) + z ≈ (x + z) ∨ (y + z)
Se nota que todo l-grupo abeliano, respecto al orden del ret´ıculo, es un grupo
abeliano ordenado. Tambie´n se puede veriﬁcar que la relacio´n de compatibilidad
es equivalente a
(x ∧ y) + z ≈ (x + z) ∧ (y + z)
y que todo l-grupo abeliano valida las ecuaciones de De Morgan
−(x ∨ y) ≈ −x ∧ −y, −(x ∧ y) ≈ −x ∨−y.
Dado un l-grupo abeliano G sea u un elemento con 0 ≤ u. En el segmento [0, u]
se deﬁnen las operaciones ¬, ⊕ como sigue.
¬x = u− x, x⊕ y = u ∧ (x + y)
De nuevo, se veriﬁca sin diﬁcultad que estas operaciones satisfacen las condi-
ciones (2), (3), (4) y (5) de la deﬁnicio´n de MV-a´lgebra. Respecto a la propiedad
asociativa,
x⊕ (y ⊕ z) ≈ u ∧ (x + (u ∧ (y + z)))
≈ u ∧ ((x + u) ∧ (x + (y + z)))
≈ (u ∧ (x + u)) ∧ (x + (y + z))
≈ u ∧ (x + (y + z)).
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La u´ltima igualdad se debe a que 0 ≤ x luego u ≈ 0 + u ≤ x + u de suerte que
u ∧ (x + u) ≈ u. De la misma manera (x ⊕ y) ⊕ z ≈ u ∧ ((x + y) + z) luego
x⊕ (y ⊕ z) ≈ (x⊕ y)⊕ z. Por otro lado
¬(¬x⊕ y)⊕ y ≈ u ∧ (u− (u ∧ (u− x + y)) + y)
≈ u ∧ (u + ((−u) ∨ (−u+ x− y)) + y)
≈ u ∧ ((u− u+ y) ∨ (u− u + x− y + y))
≈ u ∧ (y ∨ x)
≈ y ∨ x
puesto que y ≤ u, x ≤ u luego tambie´n y ∨ x ≤ u. De la misma manera
¬(¬y ⊕ x)⊕ x ≈ x ∨ y luego ¬(¬x⊕ y)⊕ y ≈ ¬(¬y ⊕ x)⊕ x.
Aﬁrmacio´n. Sea G un l-grupo abeliano. Para cada elemento u ≥ 0 el segmento
[0, u] es una MV-a´lgebra con las operaciones indicadas arriba.
La importancia de este ejemplo reside en que tiene un cara´cter universal. En
[6, p188] se prueba el hecho siguiente.
Teorema. Dada una MV-a´lgebra A, existe algu´n l-grupo abeliano G con un
elemento u ≥ 0 tales que A es isomorfo a la MV-a´lgebra [0, u] precisada en la
aﬁrmacio´n anterior.
De hecho, esta correspondencia establece una equivalencia catego´rica entre la
categor´ıa de las MV-a´lgebras y cierta categor´ıa de l-grupos abelianos. De esta
manera, las MV-a´lgebras pueden verse como grupos ordenados truncados.
2. Lo´gicas algebrizables
Otra forma muy conocida de presentar el ca´lculo proposicional cla´sico es mediante
reglas de inferencia o, con ma´s rigor como se hace en [4], mediante axiomas y
reglas. Sin duda, el primer gran problema que se encuentra en el estudio de la
lo´gica cla´sica es establecer la equivalencia entre estos dos enfoques del mismo
tema [8, 10].
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Puesto que el a´lgebra {0, 1} genera en una manera muy precisa la clase de todas
las a´lgebras booleanas [3], las asignaciones de verdad que se hacen en este conjunto
en realidad son valuaciones en todas las a´lgebras booleanas. As´ı, el problema
adquiere el aspecto de una correspondencia entre lo´gicas a un lado y estructuras
algebraicas al otro.
Esta correspondencia ha sido estudiada a fondo durante el siglo XX. Inicialmente
por Tarski y Lindenbaum, luego por Blok y Pigozzi [1, 2] y recientemente por Font
y Jansana [9]. Este documento se ubica en el contexto de las lo´gicas algebrizables
de Blok y Pigozzi.
2.1. Lo´gicas
Una lo´gica proposicional presupone un conjunto de fo´rmulas construido a su vez
con determinado vocabulario a partir de variables. Los s´ımbolos empleados son de
tres clases: un conjunto inﬁnito enumerable de variables p, q, . . . ; los pare´ntesis;
un conjunto τ denominado vocabulario funcional a cada uno de cuyos elemen-
tos, llamados conectivos primitivos, se asigna un entero no negativo denominado
aridad. El conjunto Fmτ de las fo´rmulas —en el contexto de la lo´gica de primer
orden se llamar´ıan te´rminos— se construye de manera recurrente como sigue:
Las variables son fo´rmulas
Los elementos de τ con aridad 0, llamados constantes, son fo´rmulas
Si f ∈ τ tiene aridad positiva n y ϕ1, ϕ2, . . . , ϕn son fo´rmulas entonces
f(ϕ1)(ϕ2) . . . (ϕn) tambie´n es una fo´rmula
En realidad, en la u´ltima cla´usula a veces se utiliza notacio´n inﬁja y casi siempre
se omiten algunos pare´ntesis.
Dado un vocabulario funcional τ , un sistema deductivo o lo´gica proposicional S
consiste en una relacio´n entre conjuntos de fo´rmulas y fo´rmulas individuales. Para
un conjunto de fo´rmulas Γ ⊆ Fmτ y una fo´rmula individual ϕ ∈ Fmτ la relacio´n,
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aunque casi siempre S esta´ claro en el contexto y entonces se escribe Γ  ϕ. Un
sistema deductivo  debe satisfacer adema´s las condiciones siguientes.
1. Si ϕ ∈ Γ entonces Γ  ϕ
2. Si Γ  ϕ y Γ ⊆ Δ entonces Δ  ϕ
3. Si Δ  γ para cada γ ∈ Γ y Γ  ϕ entonces Δ  ϕ
4. Si Γ  ϕ entonces Γ′  ϕ para algu´n subconjunto ﬁnito Γ′ ⊆ Γ
—la relacio´n  es ﬁnitaria—
5. Si Γ  ϕ entonces σ(Γ)  σ(ϕ) para cada sustitucio´n σ : τ → Fmτ donde σ
es su extensio´n natural a todo Fmτ
—la relacio´n  es estructural—
Los teoremas de la lo´gica son las fo´rmulas deducidas a partir del conjunto vac´ıo,
esto es, α es teorema si ∅  α.
Una manera de construir sistemas deductivos es especiﬁcando axiomas y reglas.
Se escoge un conjunto de fo´rmulas A ⊆ Fmτ —los axiomas— y un conjunto de
parejas 〈R, ρ〉 con R ⊆ Fmτ , ρ ∈ Fmτ —las reglas— y luego se especiﬁca que
Γ  ϕ si existe una sucesio´n ﬁnita de fo´rmulas ϕ1, ϕ2, . . . , ϕn = ϕ tales que cada
paso ϕi:
pertenece a Γ, o
es una sustitucio´n de un axioma, o
se obtiene de fo´rmulas anteriores de la lista por sustitucio´n de alguna regla.
De hecho, no es dif´ıcil convencerse que es posible indicar axiomas y reglas para
cualquier sistema deductivo.
Ejemplo. La lo´gica implicativa positiva se construye en el vocabulario
τ = {→} eligiendo los axiomas
1. p → (q → p)
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2. (p → (q → r)) → ((p → q) → (p → r))
y la u´nica regla 〈{p, p → q}, q〉, comu´nmente llamada Modus Ponens. Como
ilustracio´n se detalla una deduccio´n posible del teorema p → p.
1. p → ((q → p) → p) Ax 1
2. (p → ((q → p) → p)) → ((p → (q → p)) → (p → p)) Ax 2
3. (p → (q → p)) → (p → p) MP/1,2
4. p → (q → p) Ax 1
5. p → p MP/3,4
Tanto el ca´lculo proposicional intuicionista como el ca´lculo proposicional cla´sico
pueden obtenerse an˜adiendo conectivos y axiomas a esta lo´gica [4, 12].
2.2. Lo´gicas y a´lgebras
En el ca´lculo proposicional cla´sico presentado mediante tablas de verdad, una
fo´rmula ϕ se denomina una tautolog´ıa si para cualquier asignacio´n de valores de
verdad de las variables que intervienen se obtiene siempre ϕ = 1. En realidad,
esto sucede si y solo si para toda funcio´n v del conjunto de variables τ en cualquier
a´lgebra booleana B se tiene v(ϕ) = , siendo v la extensio´n natural de v a Fmτ
y  el elemento ma´ximo de B, lo cual se expresa  ϕ ≈ 1.
De igual manera, una fo´rmula ϕ es consecuencia tautolo´gica de ψ1, . . . , ψn si para
cada valuacio´n v en cualquier a´lgebra booleana tal que v(ψi) =  (1 ≤ i ≤ n) se
tiene tambie´n v(ϕ) = . Esta relacio´n de consecuencia se expresa
ψ1 ≈ 1, ψ2 ≈ 1, . . . , ψn ≈ 1  ϕ ≈ 1.
Las a´lgebras booleanas y en general las estructuras algebraicas se estudian me-
diante ecuaciones. La correspondencia entre las diferentes presentaciones del
ca´lculo proposicional cla´sico se logra haciendo corresponder la fo´rmula ϕ y la
ecuacio´n ϕ ≈ 1. Para una generalizacio´n entre lo´gicas proposicionales y estruc-
turas algebraicas es preciso hacer corresponder, de alguna manera, fo´rmulas y
ecuaciones. Para ello se emplean ciertas fo´rmulas estructurales: por un lado, se
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escogen fo´rmulas δ, 
 de aridad 1 y a la fo´rmula arbitraria ϕ se asigna la ecuacio´n
δ(ϕ) ≈ 
(ϕ) –en el caso del ca´lculo proposicional cla´sico, es δ(p) = p y 
(p) = 1–;
por otro lado, se escoge una fo´rmula Δ de aridad 2 y a la ecuacio´n x ≈ y se asigna
la fo´rmula Δ(x, y) —en el caso booleano, es Δ(x, y) = x ↔ y—.
Por supuesto, se espera que la correspondencia entre fo´rmulas y ecuaciones sea
biyectiva y que ‘coincidan’ las relaciones de deduccio´n —lo´gica— y de consecuen-
cia —algebraica—. Estas ideas justiﬁcan un poco la nocio´n de lo´gica algebrizable,
introducida por Blok y Pigozzi [1, p19–20] y presentada a continuacio´n.
Deﬁnicio´n. El sistema deductivo S es algebrizable por la clase de a´lgebras K,
via un conjunto ﬁnito de ecuaciones deﬁnitorias δ ≈ 
 = { δi(p) ≈ 
i(p) }i y un
conjunto ﬁnito de fo´rmulas de equivalencia Δ = { pΔj q }j, si se satisfacen las
condiciones siguientes.







2. p ≈ q =||=
K
δ(pΔ q) ≈ 
(pΔ q)
3. {ϕk ≈ ψk }nk=1 |=
K





No´tense las abreviaciones, por ejemplo a la derecha de la cla´usula (2) se trata de
|δ ≈ 
| × |Δ| ecuaciones.
En el corolario 2.9 (p20) de [1] se establece que las cla´usulas (1) y (2) —juntas—
son equivalentes a (3) y (4) —juntas—, luego para efectos de deﬁnicio´n o de
veriﬁcacio´n en casos espec´ıﬁcos puede trabajarse con solo un par de condiciones.
Por otro lado, del teorema 2.15 (p23) de [1] se siguen condiciones suﬁcientes bajo
las cuales la clase de a´lgebras K as´ı como los sistemas δ ≈ 
, Δ esta´n determinados
de manera u´nica por S.
Ejemplos.
La lo´gica implicativa positiva —con la constante 1 an˜adida— es algebrizable por
la clase de las a´lgebras implicativas via la ecuacio´n deﬁnitoria δ ≈ 
 = {p ≈ 1} y
las fo´rmulas de equivalencia Δ = {p → q, q → p}.
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De la misma manera, el ca´lculo proposicional cla´sico y el ca´lculo proposicional
intuicionista son algebrizables por las a´lgebras booleanas y las a´lgebras de Heyting
respectivamente, en ambos casos via la ecuacio´n deﬁnitoria
δ ≈ 
 = {p ≈ 1} y la fo´rmula de equivalencia Δ = {p ↔ q}.
2.3. Algunos criterios
Existen diversas condiciones suﬁcientes y necesarias para estabecer si cierto sis-
tema deductivo es algebrizable [1]. El siguiente es un criterio sinta´ctico. Obse´rvese
que aqu´ı no se requiere conocer la clase de a´lgebras, aunque s´ı los conjuntos de
fo´rmulas δ ≈ 
 y Δ.
Aﬁrmacio´n. El sistema deductivo S es algebrizable via las ecuaciones deﬁnitorias
δ ≈ 
 y las fo´rmulas de equivalencia Δ si y solo si se satisfacen las condiciones
siguientes.
1.  pΔ p
2. pΔ q  q Δ p
3. pΔ q, q Δ r  pΔ r
4. pΔ q  ω(p1, . . . , p, . . . , pn)Δω(p1, . . . , q, . . . , pn) para cada conectivo primi-
tivo ω ∈ τ
5. p  δ(p)Δ 
(p)
En vista de las otras cla´usulas, la condicio´n (4) puede sustituirse por
p1 Δ q1, . . . , pn Δ qn  ω(p1, . . . , pn)Δω(q1, . . . , qn)
y adema´s se extiende a todas las fo´rmulas. Puede probarse tambie´n una regla de
corte:
pΔ q, p  q.
Si un sistema deductivo esta´ expresado mediante axiomas y reglas y se sabe
que es algebrizable, el resultado siguiente permite determinar las a´lgebras que
constituyen su sema´ntica.
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Aﬁrmacio´n. Sea S un sistema deductivo expresado mediante axiomas y reglas
en cantidad ﬁnita. Si S es algebrizable via las ecuaciones deﬁnitorias δ ≈ 

y las fo´rmulas de equivalencia Δ entonces la correspondiente clase de a´lgebras
esta´ axiomatizada por las ecuaciones
(i) δ(ϕ) ≈ 
(ϕ) para cada axioma ϕ






(ψ1) ∧ · · · ∧ δ(ψn) ≈ 
(ψn)
) ⇒ δ(ϕ) ≈ 
(ϕ) para cada regla
ψ1, . . . , ψn  ϕ
(iv) δ(pΔ q) ≈ 
(pΔ q) ⇒ p ≈ q
No´tese que las cla´usulas (ii) y (iv) pueden sintetizarse en un solo conjunto de
cuasiecuaciones, as´ı:
p ≈ q ⇔ δ(pΔ q) ≈ 
(pΔ q).
3. Lo´gicas de Lukasiewicz
Hace unos 80 an˜os el matema´tico polaco Jan Lukasiewicz estudio´ sistemas lo´gicos
con mu´ltiples valores de verdad, considera´ndolos desde el punto de vista sema´nti-
co. Respecto a la sintaxis, propuso un sistema deductivo sencillo y conjeturo´ que
de e´l podr´ıan deducirse todos las tautolog´ıas de su lo´gica. A lo largo del siglo XX
se establecieron varias pruebas de esta conjetura, algunas de las cuales emplean
las MV-a´lgebras [7].
En esta seccio´n se presenta la lo´gica de Lukasiewicz y se precisa su relacio´n con
las MV-a´lgebras.
3.1. La lo´gica de Lukasiewicz con inﬁnitos valores
La lo´gica de Lukasiewicz con inﬁnitos valores tiene como vocabulario {→,¬}, su
u´nica regla es Modus Ponens —de p y p → q puede pasarse a q— y sus axiomas
son
15
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1. p → (q → p)
2. (p → q)→ ((q → r) → (p → r))
3. ((p → q)→ q)→ ((q → p) → p)
4. (¬q → ¬p) → (p → q)
Puesto que estos axiomas son teoremas del ca´lculo proposicional cla´sico, la lo´gica
de Lukasiewicz con inﬁnitos valores es una sublo´gica de la cla´sica. A continuacio´n
se listan algunos teoremas de este sistema deductivo.
T1. p → ((p → q)→ q)
T2. (p → (q → r)) → (q → (p → r))
T3. p → p
T4. ((p → p) → p) → p
T5. (q → r) → ((p → q)→ (p → r))
T6. ¬¬p → (q → p)
T7. ¬¬p → p
T8. (p → ¬q)→ (q → ¬p)
T9. p → ¬¬p
T10. (p → q)→ (¬q → ¬p)
T11. (¬p → q)→ (¬q → p)
T12. ¬(p → q)→ p
T13. ¬(p → q)→ ¬q
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A manera de ejemplo se presenta una deduccio´n formal del teorema T1.
1. p → ((q → p) → p) Ax 1
2. (p → ((q → p) → p)) →
((((q → p) → p) → ((p → q)→ q))→ (p → ((p → q) → q))) Ax 2
3. (((q → p) → p) → ((p → q)→ q))→ (p → ((p → q)→ q)) MP/1,2
4. ((q → p) → p) → ((p → q)→ q) Ax 3
5. p → ((p → q) → q) MP/3,4
En la deduccio´n siguiente del teorema T3 la fo´rmula α es cualquier axioma de la
lo´gica de Lukasiewicz.
1. p → (α → p) Ax 1
2. (p → (α → p)) → (α → (p → p)) T2
3. α → (p → p) MP/1,2
4. α Ax
5. p → p MP/3,4
Escogiendo la ecuacio´n deﬁnitoria δ ≈ 
 con δ(p) = p, 
(p) = p → p y las fo´rmulas
de equivalencia Δ(p, q) = {p → q, q → p}, las condiciones suﬁcientes indicadas
en la seccio´n 2.3 para que un sistema deductivo  con vocabulario {→,¬} sea
algebrizable se expresan como sigue.
L1.  p → p
L2. p → q, q → p  p → q, q → p
L3. p → q, q → p, q → r, r → q  p → r, r → p
L4. p → q, q → p, r → s, s → r  (p → r) → (q → s), (q → s) → (p → r)
p → q, q → p  ¬p → ¬q, ¬q → ¬p
L5. p  p → (p → p), (p → p) → p
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En la lo´gica de Lukasiewicz, L1 es un teorema (T3). La condicio´n L2 es evidente
en cualquier lo´gica. En el sistema de Lukasiewicz, L3 se sigue del axioma 2 y la
aplicacio´n repetida de la regla Modus Ponens. Respecto a la primera cla´usula de
L4, por el axioma 2 y Modus Ponens se tiene
q → p  (p → r) → (q → r)  ((q → r) → (q → s)) → ((p → r) → (q → s))
mientras por el teorema T5 y Modus Ponens es
r → s  (q → r) → (q → s)
as´ı que, aplicando de nuevo Modus Ponens,
q → p, r → s  (p → r) → (q → s).
La segunda cla´usula de L4 es consecuencia del teorema T10. Puesto que
p → (p → p) es un teorema en la lo´gica de Lukasiewicz —consecuencia del
axioma 1 y del teorema T1— la condicio´n L5 se reduce a
p  (p → p) → p
que se deduce inmediatamente de los teoremas T1 y T4. De esta manera esta´ proba-
do el resultado siguiente.
Teorema. La lo´gica de Lukasiewicz con inﬁnitos valores es algebrizable via la
ecuacio´n deﬁnitoria y las fo´rmulas de equivalencia indicadas arriba.
3.2. La lo´gica de Lukasiewicz y las MV-a´lgebras
Siendo algebrizable la lo´gica de Lukasiewicz, ¿cua´les son las a´lgebras corres-
pondientes? Siguiendo el resultado general indicado en la seccio´n 2.3, introducien-
do la constante 1 para designar a x → x —pues p → p Δ q → q se traduce en
x → x ≈ y → y, luego este elemento es constante— y simpliﬁcando un poco,
resulta la siguiente axiomatizacio´n para las a´lgebras buscadas.
Ecuaciones
1. x → (y → x) ≈ 1
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2. (x → y) → ((y → z) → (x→ z)) ≈ 1
3. (x → y) → y ≈ (y → x) → x
4. (¬y → ¬x) → (x→ y) ≈ 1
Cuasiecuaciones
5. (1→ x ≈ 1) ⇒ (x ≈ 1)
6. ((x → y ≈ 1) ∧ (y → x ≈ 1)) ⇒ (x ≈ y)
No es dif´ıcil aceptar la equivalencia de todas estas condiciones con las siguientes
cuatro.
Deﬁnicio´n. Un a´lgebra de Wajsberg es una estructura A = 〈A;→,¬, 1〉 donde A
es un conjunto no vac´ıo,→ es una operacio´n binaria en A, ¬ una operacio´n unaria
y 1 una constante, que adema´s satisfacen los axiomas
siguientes.
W1. 1→ x ≈ x
W2. (x → y) → ((y → z) → (x→ z)) ≈ 1
W3. (x → y) → y ≈ (y → x) → x
W4. (¬y → ¬x) → (x→ y) ≈ 1
Puesto que las cla´usulas (2), (3) y (4) coinciden con W2, W3 y W4, se trata de
probar la equivalencia de (1), (5), (6) —juntas— con W1, empleando las otras
tres si es necesario. En una direccio´n es fa´cil: por (1) se tiene 1 → (y → 1) ≈ 1
luego por (5) se concluye y → 1 ≈ 1. En particular (x → 1) → 1 ≈ 1, de donde
por (3) es (1 → x) → x ≈ 1; de otro lado por (1) es x → (1 → x) ≈ 1. De estas
dos u´ltimas ecuaciones, por (6) se sigue 1→ x ≈ x, es decir, W1.
La otra direccio´n es consecuencia del siguiente resultado.
Aﬁrmacio´n. En cualquier estructura algebraica con una operacio´n binaria →
y una constante 1 que satisfacen las condiciones W1, W2, W3 son va´lidas las
propiedades siguientes.
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a) x → x ≈ 1
b) (x → 1) → 1 ≈ 1
c) x → 1 ≈ 1
d) x → (y → x) ≈ 1 —esta es la condicio´n (1) de arriba—
e) (1→ x ≈ 1) ⇒ (x ≈ 1) —condicio´n (5)—
f) ((x→ y ≈ 1) ∧ (y → x ≈ 1)) ⇒ (x ≈ y) —condicio´n (6)—
Demostracio´n.
x→ x ≈ 1 → (x→ x) W1
≈ (1→ 1) → ((1→ x) → (1→ x)) W1
≈ 1 W2
(x→ 1)→ 1 ≈ (1→ x)→ x W3
≈ x→ x W1
≈ 1 (a)
x→ 1 ≈ x→ ((x→ 1)→ 1) (b)
≈ (1→ x)→ ((x→ 1)→ (1→ 1)) W1
≈ 1 W2
x→ (y → x) ≈ 1 → ((1→ x)→ (y → x)) W1
≈ (y → 1)→ ((1→ x)→ (y → x)) (c)
≈ 1 W2
Si 1→ x ≈ 1 entonces por W1 es x ≈ 1.
Si x→ y ≈ 1 y y → x ≈ 1 entonces por W1 y W3 se tiene
x ≈ 1 → x ≈ (y → x) → x ≈ (x→ y)→ y ≈ 1→ y ≈ y.
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Como ejemplos de las a´lgebras de Wajsberg pueden citarse las MV-a´lgebras. En
efecto, con las convenciones adoptadas en la seccio´n 1.2 las operaciones →, ¬
y la constante 1 de cualquier MV-a´lgebra satisfacen W1, W2, W3 y W4, como
de hecho se indico´ all´ı. Ma´s au´n, estos son los u´nicos ejemplos porque, como se
argumenta a continuacio´n, toda a´lgebra de Wajsberg es a su vez una MV-a´lgebra.
Puesto que las a´lgebras de Wajsberg son las a´lgebras de la lo´gica de Lukasiewicz
con inﬁnitos valores, si α es un teorema de esta lo´gica entonces α ≈ 1 es una
ecuacio´n va´lida en todas las a´lgebras de Wajsberg; si α → β, β → α son teoremas
de la lo´gica de Lukasiewicz entonces —por la condicio´n (6)— la ecuacio´n α ≈ β
es va´lida en las a´lgebras de Wajsberg. En particular, de la seccio´n 3.1 se concluye
que las siguientes son ecuaciones va´lidas en todas las a´lgebras de Wajsberg.
x → (y → z) ≈ y → (x→ z)
¬¬x ≈ x
¬y → ¬x ≈ x→ y
En un a´lgebra de Wajsberg arbitraria A = 〈A;→,¬, 1〉 se deﬁnen la operacio´n
binaria ⊕ y la constante 0 como sigue.
x⊕ y = ¬x → y
0 = ¬1
Aﬁrmacio´n. En estas condiciones, el a´lgebra de Wajsberg A es una
MV-a´lgebra.
Demostracio´n. La condicio´n (4) de MV-a´lgebra (seccio´n 1.2) es una
de las ecuaciones indicadas arriba. La condicio´n (5) se sigue de esta, pues
x⊕¬0 ≈ ¬x→ ¬¬1 ≈ ¬x→ 1 ≈ 1
y de la misma manera para la condicio´n (6) se tiene
¬(¬x⊕ y)⊕ y ≈ ¬¬(¬¬x → y)→ y ≈ (x→ y)→ y ≈
(y → x)→ x ≈ ¬(¬y ⊕ x)⊕ x.
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La condicio´n (3) se veriﬁca como sigue
x⊕ 0 ≈ ¬x→ ¬1 ≈ 1→ x ≈ x
y la condicio´n (2) as´ı
x⊕ y ≈ ¬x→ y ≈ ¬x→ ¬¬y ≈ ¬y → x ≈ y ⊕ x.
Finalmente la condicio´n (1) es
x⊕ (y ⊕ z) ≈ ¬x→ (¬y → z) ≈ ¬x→ (¬z → y) ≈
¬z → (¬x→ y) ≈ ¬(¬x→ y) → ¬¬z ≈
¬(¬x→ y)→ z ≈ (x⊕ y)⊕ z
donde se empleo´ en dos ocasiones la condicio´n (2).
En conclusio´n, las MV-a´lgebras constituyen precisamente la sema´ntica algebraica
de la lo´gica de Lukasiewicz con inﬁnitos valores.
3.3. Lo´gicas de Lukasiewicz con ﬁnitos valores
Para el estudio de las lo´gicas con ﬁnitos valores de verdad, en las fo´rmulas proposi-
cionales se introduce de manera recurrente la notacio´n n.p —donde n es un entero
positivo y p es una variable— como sigue.
1.p = p
(n + 1).p = ¬p → n.p
As´ı 2.p = ¬p → p, 3.p = ¬p → (¬p → p), etce´tera.
La lo´gica de Lukasiewicz con n valores tiene como vocabulario {→,¬}, su u´nica
regla es Modus Ponens y sus axiomas son
1. p → (q → p)
2. (p → q)→ ((q → r) → (p → r))
3. ((p → q)→ q)→ ((q → p) → p)
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4. (¬q → ¬p) → (p → q)
5. n.p → (n− 1).p
6. (n−1).(j.p → ¬(¬p → ¬(j−1).p)) para cada j con 1 < j < n, j no divisor
de n− 1
As´ı por ejemplo para n = 3 solo se an˜ade el axioma
(¬p → (¬p → p)) → (¬p → p)
a los de la lo´gica con inﬁnitos valores.
Por el axioma (1) siempre se tiene (n − 1).p → n.p, de suerte que el axioma (5)
signiﬁca la equivalencia de n.p y (n− 1).p. No es dif´ıcil veriﬁcar que este axioma
entran˜a la equivalencia de (n − 1).p con k.p para cada k ≥ n− 1, de suerte que
para cada variable p la cadena 1.p, 2.p, 3.p, . . . tiene a lo ma´s n − 1 fo´rmulas no
equivalentes.
Puesto que se obtiene de una lo´gica algebrizable an˜adiendo algunos axiomas, cada
una de estas nuevas lo´gicas es algebrizable y la correspondiente clase de a´lgebras
esta´ contenida en la de MV-a´lgebras [1, p21]. Con ma´s precisio´n, puede verse que
es la clase de a´lgebras generada [3] por la







n − 1 , . . . ,
n− 2




donde las operaciones esta´n deﬁnidas como x⊕ y = min{1, x + y}, ¬x = 1− x.
Con lo cual se ha vuelto a la discusio´n inicial de esta monograf´ıa.
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Ape´ndice: MV-a´lgebras implicativas
Durante la exposicio´n del cursillo y poco despue´s, se encontraron varios ca-
minos para responder la cuestio´n planteada en la seccio´n 1.2. En este ape´ndice se
consignan esos resultados con las pruebas detalladas.
Pregunta. ¿Toda MV-a´lgebra es un a´lgebra implicativa [con la operacio´n →
deﬁnida como se indica en la seccio´n 1.2]? Parece que no...
Primero se presenta un argumento lo´gico que conﬁrma la respuesta
negativa.
Demostracio´n. Si toda MV-a´lgebra es un a´lgebra implicativa entonces
en la lo´gica con inﬁnitos valores de Lukasiewicz vale el teorema
(x→ (y → z))→ ((x→ y)→ (x→ z))
con lo cual en ese sistema deductivo valen los axiomas del segmento implica-
tivo del ca´lculo proposicional cla´sico [4]. Como estas dos lo´gicas son alge-
brizables, su interdeducibilidad implica que las clases de a´lgebras correspon-
dientes son iguales, con lo cual toda MV-a´lgebra es un a´lgebra booleana.
Esto es absurdo pues, por ejemplo, no hay ninguna a´lgebra booleana con
solo tres elementos.
Esta prueba sugiere que en la MV-a´lgebra de tres elementos no vale la ecuacio´n
indicada, lo cual ser´ıa un argumento puntual concluyente. En la discusio´n que
sigue, d es la fo´rmula
d(x, y, z) = (x→ (y → z))→ ((x → y) → (x → z))
en el vocabulario {→}.
Aﬁrmacio´n. Una MV-a´lgebra A es un a´lgebra implicativa —con la operacio´n
→ deﬁnida como se indica en la seccio´n 1.2— si y solo si
|=
A
d(x, y, z) ≈ 1.
25
Memorias XV Encuentro de Geometr´ıa y III de Aritme´tica
Demostracio´n. Las condiciones primera y cuarta de a´lgebra implicativa
esta´n en el listado de propiedades de la seccio´n 1.2 mientras la tercera se
concluye de otras dos del mismo listado como sigue: si x → y ≈ 1 y
y → x ≈ 1 entonces
x ≈ 1 → x ≈ (y → x) → x ≈ (x→ y)→ y ≈ 1→ y ≈ y.
El hecho siguiente responde de manera negativa la pregunta estudiada.
Aﬁrmacio´n. En el a´lgebra de Lukasiewicz L3 con 3 valores existen elementos
a, b, c tales que d(a, b, c) = 1.
Demostracio´n. En efecto,
d(1/2, 1/2, 0) = (1/2→ (1/2→ 0))→ ((1/2→ 1/2)→ (1/2→ 0))
= (1/2→ 1/2)→ (1→ 1/2)
= 1 → 1/2
= 1/2.
En realidad, este ejemplo puntual puede generalizarse bastante.
Aﬁrmacio´n. En cualquier MV-a´lgebra A se tiene
|=
A
d(x, x, 0) ≈ d(x,¬x, 0) ≈ x ∨ ¬x
Demostracio´n.
d(x, x, 0)≈ (x→ (x→ 0))→ ((x→ x)→ (x→ 0))
≈ (x→ ¬x)→ (1→ ¬x)
≈ (x→ ¬x)→ ¬x
≈ x ∨ ¬x
d(x,¬x, 0)≈ (x→ (¬x→ 0))→ ((x→ ¬x) → (x→ 0))
≈ (x→ x)→ ((x→ ¬x) → ¬x)
≈ 1 → (x ∨ ¬x)
≈ x ∨ ¬x
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En cada a´lgebra de Lukasiewicz Ln se tiene entonces
d(a, a, 0) = d(a, 1−a, 0) = max{a, 1−a} lo cual para 0 < a < 1 provee mu´ltiples
contraejemplos a la ecuacio´n d(x, y, z) ≈ 1. As´ı queda probado que para n > 2
ninguna de estas estructuras es un a´lgebra implicativa, pero puede decirse un
poco ma´s.
Corolario. Ninguna MV-a´lgebra lineal con ma´s de dos elementos es un a´lgebra
implicativa.
Con ayuda de las tablas de verdad puede veriﬁcarse que en L3 la u´nica terna
(a, b, c) de elementos de {0, 1/2, 1} para la cual d(a, b, c) = 1 es
(1/2, 1/2, 0) = (1/2, 1 − 1/2, 0). Acerca de esta unicidad y de la cantidad de
contraejemplos en Ln pueden hacerse las observaciones siguientes.
Aﬁrmacio´n. En cualquier MV-a´lgebra A se tiene
1. |=
A
d(0, y, z) ≈ d(1, y, z) ≈ 1
2. |=
A
d(x, 0, z) ≈ d(x, 1, z) ≈ 1
3. x → z ≈ 1 |=
A
d(x, y, z) ≈ 1
4. y → z ≈ 1 |=
A
d(x, y, z) ≈ 1
5. |=
A
d(x, y, 1) ≈ 1
Nota. En la prueba se emplea de manera repetida el hecho de que en cualquier
MV-a´lgebra A se tiene
y → z ≈ 1 |=
A
(x→ y)→ (x → z) ≈ 1
o, en otras palabras, y ≤ z implica x → y ≤ x → z. Esto se desprende de
inmediato de las ecuaciones
(y → z) → ((x→ y)→ (x→ z)) ≈ (x → y) → ((y → z) → (x→ z)) ≈ 1
(ve´anse las propiedades listadas en la seccio´n 1.2).
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Demostracio´n.
d(0, y, z)≈ (0→ (y → z))→ ((0→ y) → (0→ z))
≈ 1→ (1→ 1) ≈ 1
d(1, y, z)≈ (1→ (y → z))→ ((1→ y) → (1→ z))
≈ (y → z) → (y → z) ≈ 1
d(x, 0, z)≈ (x→ (0→ z)) → ((x→ 0)→ (x→ z))
≈ (x→ 1)→ 1 (pues 0→ z ≈ 1, ver nota)
≈ 1
d(x, 1, z)≈ (x→ (1→ z)) → ((x→ 1)→ (x→ z))
≈ (x→ z) → (1→ (x→ z))
≈ (x→ z) → (x→ z) ≈ 1
Si x→ z ≈ 1 entonces
d(x, y, z)≈ (x→ (y → z))→ ((x→ y)→ (x→ z))
≈ (x→ (y → z))→ ((x→ y)→ 1)
≈ (x→ (y → z))→ 1 ≈ 1
Si y → z ≈ 1 entonces
d(x, y, z)≈ (x→ (y → z))→ ((x→ y)→ (x→ z))
≈ (x→ 1)→ 1 (ver nota)
≈ 1
La ecuacio´n (5) es consecuencia de cualquiera de las dos cuasiecuaciones
anteriores.
Corolario.
1. En cualquier MV-a´lgebra, si d(a, b, c) = 1 entonces 0 < a < 1,
0 < b < 1, a  c, b  c.
2. En una MV-a´lgebra lineal, si d(a, b, c) = 1 entonces 0 < a < 1,
0 < b < 1, c ≤ min{a, b}.
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Esto indica el contraejemplo a la ecuacio´n d(x, y, z) ≈ 1 en L3 y, a la vez, prueba
que es u´nico. Ma´s general, un conteo muestra que en el a´lgebra de Lukasiewicz
Ln con n > 2 el nu´mero ma´ximo posible de contraejemplos es
1(2n − 5) + 2(2n − 7) + 3(2n − 9) + · · ·+ (n − 4)5 + (n− 3)3 + (n− 2)1.
Por ejemplo en L4 no hay ma´s de 4 y en L5 no ma´s de 14. En el primer caso
se ha veriﬁcado que en efecto hay 4 contraejemplos, lo cual permite dejar unas
inquietudes menores.
Preguntas. ¿En todas las a´lgebras de Lukasiewicz Ln con n > 2 vale la rec´ıproca
de (2) del corolario anterior? Ma´s general, ¿en todas las MV-a´lgebras lineales
vale la rec´ıproca de (2) del corolario anterior?
El primer argumento general planteado como respuesta negativa a la pregunta
inicial puede resumirse as´ı: si todas las MV-a´lgebras son a´lgebras implicativas en-
tonces —por argumentos lo´gicos— todas las MV-a´lgebras son a´lgebras booleanas.
¿Esta implicacio´n sera´ va´lida para a´lgebras en particular? Eso dar´ıa un argumento
local.
En [6] se prueba que en cualquier MV-a´lgebra A las operaciones ∧, ∨ son los
extremos inferior y superior para el orden ≤ introducido, de manera que 〈A;∧,∨〉
es un ret´ıculo. Este ret´ıculo no siempre es complementado y, en principio, tampoco
es distributivo. ¿Bajo que´ condiciones 〈A;∧,∨,¬, 0, 1〉 es un a´lgebra booleana?
Teorema. Sea A una MV-a´lgebra. Respecto a las operaciones deﬁnidas en la
seccio´n 1.2, si 〈A;→, 1〉 es un a´lgebra implicativa entonces 〈A;∧,∨,¬, 0, 1〉 es un
a´lgebra booleana.
En particular, de nuevo, ninguna a´lgebra de Lukasiewicz Ln con n > 2 es un
a´lgebra implicativa.
Demostracio´n. Por la adjuncio´n de  y →, de y ≤ x→ x ≈ 1 se sigue
x y ≤ x y de igual manera x y ≤ y, luego en toda MV-a´lgebra se tiene
x y ≤ x ∧ y. Por otro lado
¬y → ¬(¬y → ¬x) ≈ (¬y → ¬x)→ y ≈ (x→ y)→ y ≈ x ∨ y
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y como x ≤ x∨ y se tiene x→ (¬y → ¬(¬y → ¬x)) ≈ 1. Si la MV-a´lgebra
es un a´lgebra implicativa, de la primera aﬁrmacio´n de este ape´ndice se
sigue
(x→ ¬y)→ (x→ ¬(¬y → ¬x)) ≈ 1,
es decir,
x→ ¬y ≤ x→ ¬(¬y → ¬x) ≈ (¬y → ¬x)→ ¬x ≈ (¬x→ ¬y)→ ¬y.
Esto es ¬x⊕¬y ≤ ¬x ∨ ¬y, de donde ¬(¬x ∨ ¬y) ≤ ¬(¬x⊕¬y), es decir,
x ∧ y ≤ x y. En resumen, x ∧ y = x y.
Ahora se tiene de inmediato que el ret´ıculo es distributivo
x ∧ (y ∨ z) ≈ x (y ∨ z)
≈ (x y) ∨ (x z)
≈ (x∧ y) ∨ (x ∧ z)
y complementado
x ∧ ¬x ≈ x ¬x ≈ 0
x ∨ ¬x ≈ ¬(¬x ∧ x) ≈ ¬0 ≈ 1.
Las a´lgebras de Lukasiewicz Ln, en tanto ret´ıculos, son distributivos pero no com-
plementados. El hecho de que el ret´ıculo sea complementado puede caracterizarse
de manera independiente.
Aﬁrmacio´n. Una MV-a´lgebra A es un ret´ıculo complementado —con el orden
deﬁnido como se indica en la seccio´n 1.2— si y solo si
|=
A
d(x, x, 0) ≈ 1.
Demostracio´n. Por las leyes de De Morgan —va´lidas tanto para la
pareja de conectivos ∧,∨ como para la pareja ,⊕— en cualquier
MV-a´lgebra A se tiene
x ∧ ¬x ≈ 0 =||=
A
x ∨ ¬x ≈ 1
luego el ret´ıculo es complementado si y solo si se satisface cualquiera de
estas ecuaciones. Ahora el resultado es consecuencia del hecho, probado
arriba, de que siempre d(x, x, 0)≈ x ∨ ¬x.
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Esta observacio´n sugiere el siguiente par de inquietudes marginales.
Preguntas.
1. ¿Pueden caracterizarse de manera similar las MV-a´lgebras cuyo ret´ıculo es
distributivo?
2. ¿Existen MV-a´lgebras con ret´ıculo complementado y no distributivo? ¿Con
ret´ıculo ni complementado ni distributivo?
La respuesta negativa a la pregunta inicial de este ape´ndice —¿toda MV-a´lgebra
es implicativa?— permite contestar tambie´n el interrogante planteado por una
persona asistente al cursillo acerca de la validez del teorema de la deduccio´n en
la lo´gica de Lukasiewicz.
Aﬁrmacio´n. En la lo´gica de Lukasiewicz con inﬁnitos valores no vale el teorema
de la deduccio´n.
Demostracio´n. Puesto que en la lo´gica de Lukasiewicz vale Modus Po-
nens, con una deduccio´n de seis pasos se tiene
x→ (y → z), (x→ y), x  z.
Si valiera el teorema de la deduccio´n, aplica´ndolo tres veces se recibir´ıa
 (x→ (y → z))→ ((x→ y)→ (x→ z))
con lo se tendr´ıa d(x, y, z)≈ 1 en todas las MV-a´lgebras.
En la lo´gica de Lukasiewicz con inﬁnitos valores tampoco vale el teorema de
reduccio´n al absurdo. Pues si Σ, p  q entonces de los teoremas T12 y T13 se
tiene Σ,¬(p → q)  q,¬q. Si valiera el teorema de reduccio´n al absurdo se
seguir´ıa Σ  p → q, es decir, se deducir´ıa el teorema de la deduccio´n.
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