We used data from the Air Force Space and Missile Systems Center (SMC) database. The data in the SMC database were collected from the Space Systems Cost Analysis Group (SSCAG) participants. The SSCAG is an industry and government group 3l formed to enhance space system cost analysis. Another data source was the NASA Gocdard Space Flight Center database.
We evaluated and normalized the databases into a consistent format. We used data at the level of the computer software configuration item (the next level of information down -ifrom a software project). The data were segregated by basing mode, software type, mission equipment (manned and unmanned), and user (DoD and NASA). Multiple j regression was used to develop cost-and time-estimating relationships.
In analyzing software costs, we examined the following cost drivers: size, basing mode (ground and flight), software type, mission equipment type, and user. The schedule analysis examined size and staffing level as schedule drivers. The following is a summary l of our findings.
Cost:
Software size is still a good predictor of software development cost. However, software type (application and support) and user (DoD and NASA) are also important cost factors.
I POET is a conglomerate of Federally Funded Research and Development C'nters (including IDA) that Sswppors BMDO.
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Ground segment support software costs about 20% to 25% less to develop than application software.
The DoD's software development costs are higher than NASA's-about 60% more for the ground segment and 40% more for embedded flight software.
The DoD's embedded flight software development costs are on average five times higher than ground segment software costs.
Embedded flight software development exhibits more diseconomies of scale than does ground segment software development.
Schedule: -Software size, staffing level, and basing modes are the drivers of software development schedules.
Adding staff shortens software development duration at a decreasing rate, because inefficiency is a by-product of larger staff sizes.
We make the following recommendations to improve the BMDO's software cost and schedule estimating.
" Exmaine the effects of the Ada programming language on software size, cost and schedule. (Our study, which did not include Ada programs, could be updated when Ada data points are available.) " Examine historical data on ground-based battle management and command, control, and communications programs. 2 (Our study did not include data points from programs of this nature.)
S-2 To perform these analyses, analysts must identify and understand the technical parameters that influence the cost of future software-intensive BMDO elements. Insights into these relationships permit independent assessments of software estimates provided by the element project offices.
SDIO asked the Phase One Engineering Team (POET) to investigate technical parameters that drive software development size, cost, and schedule for future space-based systems. The POET, a conglomerate of Federally Funded Research and Development Centers that supports BMDO, performed sitailar work in 1990 where software development costs were found to vary significantly by the accommodating hardware location (ground, air, and space) [2] .
II-
As part of POET's effort, the Institute for Defense Analyses (IDA) studied software development costs and schedules, and The Aerospace Corporation studied software size. This paper documents IDA's portion of the overall POET effort. The entire POET effort, including the contributions by analysts of The Aerospace Corporation, is documented in a separate report [3] .
B. APPROACH
The focus of the study was to analyze existing databases that contain robust samples of historical software development efforts. First, we analyzed the Space Systems Cost Analysis Group (SSCAG) database [4] . The SSCAG, sponsored by the U.S. Air Force Space and Missile Systems Center (SMC) and the National Aeronautics and Space Administration (NASA), is a government and industry working group formed to advance space systems cost analysis. The SSCAG database contains software development information of past programs submitted by contractors and data collected by SMC and NASA. Management Consulting and Research, Incorporated, maintains the SSCAG database for SMC. We also used the NASA Goddard Space Flight Center [5] software development database. This database contains data that do not overlap the SSCAG database.
We developed cost-estimating relationships (CERs) at the level of the computer software configuration item (CSCI). We developed separate CERs for ground segment and embedded flight software. We also investigated cost drivers based on the mission equipment type (unmanned and manned), software type (application, support, and operating system), and user (DoD and NASA). To estimate software schedule duration, we developed time-estimating relationships (TERs). "C. SCOPE "We examined software size for DoD and NASA space missions for both embedded flight and ground segment software. The CERs and TERs developed estimate software development efforts from product design through CSCI integration and test. Factors are available to estimate the other activities (system requirements and system-level integration and tests) not addressed by the CERs and TERs in our study. Independent verification and validation before system deployment is also not included in our analysis.
The programs included in our database used the following non-Ada programming languages: FORTRAN, Assembly, Jovial, and PL 1.
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The methods derived from our analysis could be used to estimate software development costs and schedules of a satellite system. The data used in this study did not I include command and control systems with kitensive BM/C 3 functions.
REPORT 
B. M[ETHOD
The method used to develop the CERs to estimate software development cost followed previous work by IDA for BMDO [4] . The basic framework traditionally used to In addition to the traditional size cost driver, we examined the type of equipment used for the mission (manned and unmanned space systems) and the software type (application, support, and operating system) as potential cost drivers. Cost differences associated with the different users (DoD and NASA) were also investigated because DoD programs tend to be operational with long lifetimes while NASA programs tend to be Sexperimental and short-lived.
Software cost is memed in man-months of effort, which includes magenaint, design, programming, 
C. DATABASE
The data in our analysis came from three sources: the Space Systems Cost Analysis Group (SSCAG) [4] , the Jet Propulsion Lab (JPL) [7] ,2 and the Goddard Space Flight Center (5] . The data in the SSCAG database contains software used in various space programs, including the Space Shuttle, and both ground segment and embedded flight software. It contains data from 22 member companies, including the Space and Missile Systems Center (SMC). The SSCAG database contains software development programs at CSCI and project levels were measured in source lines of code and in man-months. NASA data included in the SSCAG database were from JPL programs and the Space Shuttle First, we divided the data into two basing modes: ground segment and embedded flight. Within each basing mode the data were further classified by mission type (unmanned space and manned space missions). We then segregated the data into three software types (application, support, and operating system) to test the hypothesis that support software is the least expensive of the three. Figure 11 -2 depicts our scheme for classifying the data. 2 The JPL database is included in the SSCAG databns. Application software is specific to satellite or payload missions. Such software is 3 critical to the mission and requires a high degree of real-time processing. Real-time processing provides output that does not delay the user or process [9] . This includes signal 5 processing, mission control, command, contro!, and communications, and so on.
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Support software supports the mission and is not critical to basic operatio., Support software could be considered "off-line" because it is not required for real-time processing in order to complete a mission. This includes post processing, simulation, Straining, database management, maintenance, test, and so on. The difference between application and support software is the degree of real-time processing required to execute 3 the task.
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Operating system software manages the hardware resources, including computer or system operations. It is designed to operate, maintain, and control specific computer equipment.
Our original sample included 253 data points, 224 for the ground segment and 29 for embedded flight. The ground segment data included 171 unmanned and 53 manned missions. The distribution of application and support ground segment software was nearly equal. Few data points for operating system software were in the database. The embedded flight software included 17 unmanned missions and 12 manned missions. Almost all of the embedded flight software was classified as application software.
Later in the study, we decided to analyze only data for the unmanned space mission systems for two reasons: (1) the BMDO's main interest was in unmanned space missions, and (2) after we performed residuals analysis to eliminate questionable data points (reducing the number of data points from 253 to 145), too few manned space mission data points remained in the database.
The ground segment data for our reduced data set included 136 unmanned missions. The DoD data points accounted for 6% of the unmanned missions. The segregation between application and support ground segment software was 53% and 46% relatively. Only 1.5% of the data points were operating system software. The embedded flight software for our reduced data set included only 9 unmanned missions. All of the embedded flight data points were application software.
The sources and numbers of data points for the unmanned space ground segment and embedded flight software are shown in 
3n E. EQUIVALENT SOURCE LINES OF CODE
Since software size is the primary driver of software cost, a convention to account for the true size of a CSCI, including reused and modified software, is essential. We measured software size in source lines of code. We included data declarations, job-control 3 language, files, tests, simulations, and training, but excluded comment lines, commercial off-the-shelf software, and in-house software. We adjusted the software size for whether The term ESLOC is equivalent source lines of code, New SLOC is newly developed code, Inherited SLOC is synonymous to reused code, and Modified SLOC is between new and I reused code.
F. CER DEVELOPMENT
We analyzed the ground segment software development cost for the application and operating system software separately from the support software. We also developed a CER for ground segment software for DoD users only. The embedded flight CER contains only application software. multiplicative residuals are assumed to be distributed log normally. As the log normal distribution is right-skewed, the expected value and most likely value (mode) of the residuals are no longer equal. Therefore, an adjustment must be made for the multiplicative form to yield the expected value for the dependent variable. We made this adjustment by adding one-half of the regression mean square error to the constant term of the logarithmic equation before it is transformed into the multiplicative form [10] . We then transformed the intercept term into a multiplicative constant, which yields an adjustment factor (adjusted constant term/unadjusted constant term) on the multiplicative form greater than one. In reporting the estimating relationships, we report the adjusted multiplicative equation along with the factor so that the equation can be back-adjusted to yield the most-likely value.
G. RESULTS
We developed cost-estimating relationships for both ground segment and embedded flight space mission software CSCIs. For the ground segment, we analyzed the application and operating system software separately from the support software. For the embedded flight software, we developed only one CER because the data were comprised of application software only.
Space Mission Ground Segment CERs
First, we analyzed the application and operating system software using a multipleinput CER with size (EKSLOC) and user type (NASA or DOD) variables. Then we examined the support software using a single-input CER with size (EKSLOC) as the independent variable. a. Application and System Software CER The application and operating system software CER for ground-based CSCIs used for unmanned space missions is presented in Equation 11-2. MM = 4.3 x EKSLOC 1.08 x 1.57 DOlD (30.9, .000) (3.7, .000) N = 74 Adjusted R 2 = 0.93 SEE = 63 Intercept Adjustment = 1.06
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The t-scores and probability levels are in parentheses below the parameter estimates. 3 N is the number of observations. The adjusted R 2 indicates 93% of the 3 variation in MM can be explained by the single variable in Equation 11-2 in log transformed space. 4 SEE, the standard error of the estimate, is in the dimension of the independent 3i variable and indicates better fit for smaller SEE values. 5 The sample average of the independent variable (EKSLOC) in Equation 11-2 is 
I
The t-score is the statistic that tests the null hypothesis that the coefficient B in Equation IU-I is equal to zero against the alternative hypothesis that B is not equal to zero [I l]. The t-score is the ratio of the regression coefficient to its standard error. A t-score of about 2.0 implies -95% confidence that the coefficient is significant. Higher t-scores imply greater confidence in the coefficient significance. An analogy to this statistic might be the signal-to-noise ratio. The probability level statistic shows the confidence level that the estimated coefficient is equal to zero. Lower probability values indicate greater statistical significance. The exponent of the variable EKSLOC in both Equations 11-2 and 11-4 are greater than one. This suggests diseconomies of scale and is in accordance with conventional CERs. However, CERs have been developed that show economies of scale [13, 14, and 15] . Given the description in Reference [7] , our ground segment CER could apply to semidetached CSCIs.
Space Mission Embedded Flight CER
Due to insufficient data for the embedded flight software, we combined the operating system and application software data for the CER analysis. To develop the embedded flight CER, we tested all the cost drivers that were used for the ground segment The average of the independent variable EKSLOC for unmanned missions in which also indicates higher cost in the embedded flight software development compared with ground segmernt software. This higher cost in embedded flight software can be attributed to a high degree of real-time processing, ultra-high reliability, interfaces with other equipment besides computer hardware, and computer hardware obsolescence 6 [16 and 17] . These complexity factors may also explain the diseconomies of scale associated with this type of software.
When doing cost estimates using parametric relationships, analysts must understand the relevant range of the data with which the relationships were developed. The ranges of ESLOC (CSCIs level) used tor our models are provided in Table 11 -2. 
1
6 Programmers must use space-qualified computer hardware. Because it is time-consuming for computers to be space qualified, this leads to the use of equipment that is several years behind the commercial 3 market in terms of performance and design [16] . Note: The numbers in this table were normalized so that they add to 100%.
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An additional factor of 40% should be applied to the cost estimates generated by the CERs to include system level plans, requirements, integration and test activities.
I. ISSUES
We intended to test cost effects due to the Ada programming language; however, our database did not include data points for Ada programs with all the development phases included. We are aware of research in this area [18] , but have not encountered space system CERs with Ada data points.
During our discussions with BMDO officials, the question often asked was whether the CERs can be used to estimate software cost for BM/C 3 systems. The data points in our analysis did not include systems of this nature. Our CERs can be used to estimate embedded flight software and ground segment software at ground entry points for satellite systems. BM/C 3 systems might have a higher degree of real-time processing than our ground segment data points.
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HI. SCHEDULE ESTIMATION
A. INTRODUCTION
Previous research has addressed the question of how long it takes to develop software [6 and 13]. The traditional method of estimating software development schedule is 3 to derive an equation that uses development effort (man-months) as the single independent variable. Our analysis also used effort specified as average staffing level (man-3 month/duration), and included a second variable, software size (EKSLOC), to the equation [19] . Our approach will help answer the question of how much program duration can be 3 shortened with added staff while holding project ,ize (EKSLOC) constant.
The next section discusses the method used to develop TERs. Section C describes I the database, and Section D presents the results. SectiDn E provides factors to be used to account for activities not included in the TERs. 
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C. DATABASE
Althougb derived from the same sources as the data used for the CER analysis, the data sample used in our TER analysis contained only 98 software development programs.
These data points were mostly from the Goddard database and the NASA data points in the SSCAG database. The small sample is due to the limited amount of software CSCI schedule data for military systems in the SSCAG database. We used only the data points that included all the development phases considered (product design through CSCI integration and test).
Originally, our TER database had 141 software development programs, which we categorized according to space mission type (manned space and unmanned space) and by basing mode (ground segment and embedded flight). For the same reasons as in our CER analysis (BMDO's interest in unmanned space missions and our residuals analysis) our database was reduced from 141 to 98 data points. Of the 98 data points, 91 were ground segment and 7 were embedded flight CSCIs.
We also categorized the data sample by software type: application, support, and operating system. The ground-based data points had 39 application CSCIs, 51 support CSCIs, and 1 operating system CSCI. All embedded flight data points were application software. A breakdown of our database is shown in Table IIM 1. Table 111 -2 shows the averages and ranges of the schedule database. Due to the small sample size of the embedded flight data points, we pooled the ground segment and embedded flight data points for our regression. We tested several different specifications in developing TERs to estimate software development duration. We analyzed the application and operating system software separately from the support 
3
The t-scores and probability levels are in parentheses below the parameter estimates. N is the number of observations. Equations 111-1 and 111-2 indicate software development duration decreases at a decreasing rate as staff size increases (as denoted by the negative exponent values of -.48 and -.68 on average staff level). This is due to the inefficiencies of a larger staff size dicussed in 120].
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Equation rn-I suggests embedded flight software takes 2.9 times longer to develop (holding size and staff level constant), which is consistent with our CER findings. Again, this is due primarily to a high degree of real-time processing, ultra-high reliability, interfaces with other equipment besides cornputer hardware, computer hardware obsolescence, and so on [16 and 17] . However, the data in our database show that, on average, embedded flight software takes only 25% longer to develop because:
(1) embedded flight software is smaller in size (67% less) than ground segment software and (2) more manpower (25% more) is assigned to develop flight software than ground segment software. Figure 1I Equation 111-2 suggests that support software takes less time to develop than application and system software. As expected, due to the low degree of real-time processing, the support software develoi:ment duration decreases at a higher rate than the application and system software (-68 versus -48) with the application of additional staff. 
In developing our models, we also checked for the presence of multicollinearity using variance inflation factors (VIFs).I This is to check the dependency between the two variables in our models, software size and staff level. The application software has a VIF of less than 3.5, and the support software has a VIF of less than 2.5, an indication of no 5multicollinearity in the models.
5" E. SCHEDULE NOT ACCOUNTED FOR BY TERS
Since our TERs do not include the plans and requirements and system integration and test phases, the factors in Table 111 -3 can be used to adjust the TERs.
As shown in the table, an additional 45% to 50% factor should be applied to the 3 duration estimate generated by the TER to include system-level plans, requirements, integration, and test activities.
The VIF for each term in the model measures the combined effect of the dependencies among the regrussors on the variance of that term. One or more large VIFs indicate mulucollinearity. Practical extpenence indicates that if any of the VIFR exceed 5 or 10. it is an indication that the associated Sregression coefficieats am poorly estimated because of multicollinearity [211. 7 '.fn ý 7L
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IV. CONCLUSION
We reached the following conclusions based on our analysis of the cost database:
0 User type was a cost driver for ground-based application and operating system software, but not for support software.
"*IDoD software development costs are about 60% higher for ground-based II software and 40% higher for embedded flight software than NASA software development costs.
3
* Development costs for both ground-based and embedded flight application and operating system software increase at an increasing rate with size. However, as size increases, embedded flight software development costs increase at a much higher rate than ground-based software.
" Development costs for military embedded flight software are on average five times higher than ground segment software.
" Development costs for ground-based support software are about 20% to 25% lower than for application software. Costs also increase at a decreasing rate with size.
"" Software productivity (measured in EKSLOC per man-month) did not improve over time for the programs studied between 1977-1988. However, software functionality has increased considerably over the same time period.
Software language cost differences could not be quantified in the CERs for Ada versus non-Ada software. Our databases did not contain any Adalanguage data points that included all the development phases.
" Embedded flight software development exhibits more diseconomies of scale than does ground segment software development.
Our findings o3nceming the schedule database were: "" Basing mode was a schedule driver for application software development, but not for support software.
"" Given the same staffing level and size, embedded flight software takes almost three times longer to develop than ground-based software due mainly to stringent reliability requirements, which result in added testing.
& Although adding more staff decreases software development duration, it does so at a decreasing rate because inefficiency is a by-product of larger staff size.
I
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Because future weapon systems are required to use the Ada programming language, historical data from progiams using Ada should be examined. Our study did not include Ada programs but could be updated in the future when Ada data points are available. A comparison between Ada and non-Ada software sizes is contained in [22] .
This study addressed space mission software for both flight and ground-based software. Another type of software that is critical to the BMDO's mission is command, control, and communications software. Such software is ground-based and involves a high degree of real-time processing. Our study did not include software of this nature. Insights The first approach is to use the models in their role as an as:,essment tool. The second approach is, given a desired model output, to estimate another independent variable in the model. In the examples that follow, we present the application of the models using the first approach for the CERs and both approaches for the TERs. Before applying the estimating relationships for the software development schedule, we need to make some assumptions 3 about the hypothetical program and the spacecraft associated with it. Our hypothetical spacecraft, the SSD-1, is a medium-sized unmanned surveillance spacecraft for DoD, it Tables A-1 and A-2 are the estimates of the software costs for the SSD-I program for both ground segment and embedded flight. The total estimates include costs not accounted for by the models, system integration and test (29% for the ground segment and 32% for the embedded flight), and plans and requirements (7% for both 3 ground segment and embedded flight). Using Equations 11-2 and 11-5, respectively, to calculate development effort in man-months, we can get the estimates for the development 3 cost by assuming a cost of $16,000 per man-month. In estimating the staff level required given a fixed development duration, we assume one CSCIs for each software type: ground application, ground support, and flight application. In order to use our model to estimate the average staff level, we need to specify when the software is requircd for the program to proceed on schedule. For the SSD-1 program, we require that the embedded flight software be completed in a duration of 68 months. For the ground-segment, we require a development duration of 45 months. The There are more ways to apply schedule assessment problems to the data and analyses presented in this paper. The purpose of the SSD-1 example is to provide examples 
ANALYSIS OF OUTLIERS
Frequently in regression analysis applications, the data set contains some observations that are outlying or extreme. These outliers may involve large residuals and often have dramatic effects on the fitted least squares regression function. However, the fact that an observation is an outlier (that is, an observation that provides a large residual Ia when the chosen model is fitted to the data) does not necessarily mean that the observation is an influential one with respect to the fitted equation. It is important to study the outlying 3 Iobservations carefully and decide whether they should be retained or eliminated. We used three statistics to help identify influential data points that ate outlying with respect to their X or Y values: Hat Diagonal Matrix, RSTUDENT, and Cook's distance.
HAT DIAGONAL MATRIX
The Hat Diagonal Matrix is used to identify outlying X observations. The diagonal element of the hat matrix (H = X(XX)']X') defined as hi = X', (X'X)'IXi (where Xi pertains to the ith observation and X', is the ith row of the X matrix pertaining to the ith observation) is called the leverage (in terms of the X values) of the ith observation. It indicates whether or not the X values for the ith observation are outlying. Each hi reflects the influence of an observed data point Y1 on the fitted value Yi'. A large value hi indicates Sthat the ith observation is distant from the center of the X observations. If the ith data point is an outlying X data point (one with a large leverage value hi) it exercises substantial leverage in determining the fitted value Yi*. A leverage value hi is usually considered to be large if it is more than twice as large as the means leverage value h = p/n, where p is the number of regression parameters in the regression function, including the intercept term.
Leverage values greater than 2p/n indicate outlying observations that may have undue influence on the fit of the regression model [23] .
RSTUDENT
3
The studentized residual, RSTUDENT, is used to detect outlying or extreme Y observations based on an examination of the residuals. When the residuals e, have e.
Ss(ei)"
When the ith observation is deleted, the regression function is fitted to the remaining n -1 observations, and the point estimate of the expected value when the X levels are those of A the ith observation, denoted by Y(j), will be compared with the actual Yj observed value.
A
The residual di = -Y(a) is called a "deleted residual." Thus, the studentized deleted residual denoted by di* is:
-.
U
However, the studentized deleted residuals di* can be calculated without having to fit the regression function with the ith observation omitted. An algebraically equivalent expression for di* is: i* SSE (I -h)-ei 2 .
Note that the studentized deleted residual di* can be calculated from the residual ei, the sum of squares SSE, and the leverage value hi, all for the fitted regression based on the n observations.
To identify outlying Y observations, we examine the studentized deleted residuals for large absolute values and use the appropriate t distribution to ascertain how far in the I tails such outlying values fall. The typical criterion for screening is to use 2.0 for RSTUDENT value. Data points with RSTUDENT value greater than 2.0 would be considered influential outliers [24 and 25] .
