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Abstract: Neural Network based controllers hold enormous potential to learn
complex, high-dimensional functions. However, they are prone to overfitting and
unwarranted extrapolations. PAC Bayes is a generalized framework which is more
resistant to overfitting and that yields performance bounds that hold with arbitrar-
ily high probability even on the unjustified extrapolations. However, optimizing
to learn such a function and a bound is intractable for complex tasks. In this work,
we propose a method to simultaneously learn such a function and estimate perfor-
mance bounds that scale organically to high-dimensions, non-linear environments
without making any explicit assumptions about the environment. We build our ap-
proach on a parallel that we draw between the formulations called ELBO and PAC
Bayes when the risk metric is negative log likelihood. Through our experiments
on multiple high dimensional MuJoCo locomotion tasks, we validate the correct-
ness of our theory, show its ability to generalize better, and investigate the factors
that are important for its learning. The code for all the experiments is available at
https://bit.ly/2qv0JjA.
Keywords: PAC Bayes, Variational Inference
1 Introduction
Supervised learning is one of the most mature techniques in machine learning which learns an input
to output mapping in a way that explains the data. Since the rise of neural networks complemented
with massive datasets, it has perhaps become the most successful way to have deployable data-driven
models [1, 2]. The ability to learn from data through neural networks has already seen big successes
even in complex applications such as self-driving cars [3, 4]. However, methods based on supervised
learning are prone to unwarranted extrapolations. The worst case of this unwarranted extrapolation
is usually unknown. This is bad for applications where the worst case performance of the models
can be catastrophic. The source of this problem is often ascribed to overfitting. Probabilistic models
partially mitigate this problem. Most successful and popular supervised learning techniques generate
point-estimates. Probabilistic models, on the other hand, have a model-averaging and a regularizing
effect that leads to better generalization. But the problem of unwarranted extrapolation still remains
at large as can be summarized nicely as all models are wrong, but some are useful [5].
One solution to this problem is to have data-driven models generate data-driven performance bounds
for the unseen data points which is also known as the generalization risk, that hold with high-
probability, while also mitigating the effects of overfitting as much as possible. Datasets are often
limited in many domains like robotics and personalized-treatment. As a result, overfitting has more
far-reaching consequences in such problems. For example, a self-driving car which has been trained
using a demonstrator who drives safely in the center of the lane might not be able to handle driving
at the edge of the road. In such problems, having a measure of generalization risk bounds can be
a useful metric that can be used for garnering important information for model deployment. Other
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examples include, estimating the worst prediction of a cancer predicting system before deploying it
in a hospital.
PAC-Bayes [6] provides a data-driven bound on the generalization performance of a model where the
model uses a distribution to make predictions. However, learning probabilistic model that can scale
to thousands of data-points, high-dimensional, complex, non-linear tasks is hard. Lately, variational
inference (VI) has been used to approximate complex distributions successfully [7, 8, 9, 10]. VI
uses a proxy distribution in place of the true distribution of interest. This true distribution is hard to
compute, but the proxy is easy to estimate. But the learned models do not come with any metric for
the generalization guarantees.
In this work, we propose a method to develop data-driven models that can scale easily to the high-
dimensional and complex non-linear problem, while also being able to estimate the generalization
risk. We build our method using the principles of Variational Inference (VI) on top of the parallels
that we draw between a formulation called Evidence Lower BOund or ELBO and the PAC Bayes
formulation with negative log likelihood (nll) as the risk metric. The formulation of ELBO makes it
invaluable for VI as maximizing ELBO is equivalent to minimizing the KL divergence between the
true distribution of interest and its proxy distribution that VI uses. This is a crucial result for many
applications where this distribution of interest is used to make predictions. The contribution of our
work are
1. establishing a relationship between the ELBO and PAC Bayes formulation with nll as the
risk metric,
2. formulating a method based on VI to simultaneously learn data-driven probabilistic mod-
els and generalization performance bounds, that can scale organically to high-dimensional
problems and hold with arbitrarily high probability.
Through our experiments on complex, high-dimensional MuJoCo locomotion tasks, we validate our
developed approach, and show its strong generalization potential. We also do a sensitivity analysis of
our method concerning its learnability based on certain user-defined settings. Note that our method
works without making any explicit assumptions about the environment.
In the next section (section 2), we briefly describe the concepts that we have used in our work. We
then cover some related work in section 3 followed by our methodology in section 4. We show its
promise on a few MuJoCo based high-dimensional, complex non-linear locomotion environments
in section 5 and finally conclude with final remarks and future line of work in section 6.
2 Background
In this section, we will first describe our notation, followed by the different pieces that we bring
together to build our work.
We define D = (xi, ai)Ni=1 ∈ (X × A)N as the dataset that is available for training where X andA correspond to the input-space and output-space respectively. Let pi ∈ Π be a function in a family
of hypothesis defined as pi : X −→ A and p(pi) defines a distribution over pi. Let w ∈ Rd be the
learnable or hidden parameters of any learner function distribution.
2.1 Generalized Bayes
One way to generate uncertainty in the prediction in the light ofD and prior beliefs is to estimate the
whole posterior distribution by doing bayesian inference. Doing a bayesian inference uses Bayes
rule to estimate a posterior distribution of the parameters w, i.e. p(w|D) = p(D|w).p(w)p(D) , where
p(w|D) is the posterior parameter distribution, p(D|w) is the data likelihood, p(w) is the prior
parameter distribution, and p(D) is the evidence. Usually, there is trade-off between p(D | w)
and p(w). p(D | w) aligns the the learned distribution to D whereas p(w) brings a regularizing
effect to it. Bayesian inference is different from a lot of supervised learning techniques which either
do a maximum likelihood estimate (MLE), i.e. wMLE = argmaxw log p(D|w) or a maximum
a posteriori (MAP) point estimates wMAP = argmaxw log p(w|D). Both MLE and MAP are
either prone to overfitting or unwarranted extrapolation or both. This problem is easily visible when
the seen data does not span the whole space of interest. Hence it is useful to generate predictive
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distributions instead of mere point estimates. This predictive distribution ideally should have less
certainty about its decisions that are far away from D. Predictions at new points are made as x∗
as p(a∗|x∗) =
∫
p(a∗|x∗,w)p(w|D)dw. However, inferring both p(w | D) and p(a∗|x∗) are
intractable at times and hard at best. Hence, the usual way to go about them is to approximate them.
This is important in a lot of applications where the learnt data-driven function p(pi|D) comes from
the posterior parameter distribution p(w | D).
Lately, new techniques based on the notion of tempered likelihood has been used [11, 12, 13, 14],
where the term p(D|w) is replaced with any term that can measure the quality of prediction of
learnt function p(pi|D) on D or its empirical risk that has been trained on D itself. We de-
note such empirical risk by lD(p(pi | D)). We define empirical risk as lD(p(pi | D)) =
1
N
∑
x∼D Epi∼p(pi|D) [L(pi(x))]. Here, L is a loss that pi induces on an input x. The resulting pos-
terior is called generalized bayesian posterior and the process of inferring it is called generalized
bayes.
2.2 PAC-Bayes
PAC-Bayes [15, 6, 16] is a principled framework that is used to generate an upper bound on the
generalization risk (lX (p(pi | D))) with an arbitrary probability 1− δ using an generalized bayesian
posterior. We formalize generalization risk as lX (p(pi | D)) = Ex∼p(X )Epi∼p(pi|D) [L(pi(x))]. PAC-
Bayes is an extension of PAC (Probably Approximately Correct) [17] framework to generalized
bayesian posterior, where the upper bound on lX (p(pi | D)) is usually the sum of lD(p(pi | D)), a
complexity measure C between p(pi | D) and p(pi) and some constants (K) as shown in equation 1.
p[lX (p(pi | D)) ≤ lD(p(pi | D)) + C(p(pi | D), p(pi)) +K] = 1− δ. (1)
The optimization is done with respect to the distribution over the model parameters to make this
bound as tight as possible. The complexity term C has a regularizing effect, use of p(pi | D) aver-
age the results of multiple individual policies and hence tend to perform better and p(pi) allows to
incorporate prior knowledge.
2.3 Variational Inference
It is often not possible to compute many posterior distributions of interest either due to lack of a
closed form solution or due to the high dimensionality of the solution space. In that case we restrict
ourselves to a simpler family of distributions which are simpler to evaluate and try to find the best
approximation of our target distribution within this family. The usual sequence of steps involved
are,
• Posit a family of approximate densities Q, parameterized by variational parameters φ,
• Find q(w | φ) withinQ that minimizes KL divergence with true posterior density p(w|D),
i.e. q(w | φ∗) = argminq(w|φ)∈QKL [q(w | φ)||p(w|D)].
It can be shown that minimizing KL [q(w | φ)||p(w|D)] is equivalent to decreasing the negative of
another formulation called Evidence Lower Bound (ELBO) as shown in equation 2.
φ∗ = argmin
φ
KL [q(w | φ)||p(w|D)]
= argmin
φ
∫
q(w | φ) log q(w | φ)
p(w|D)
= argmin
φ
−Eq(w|φ) [log p(D|w)] + KL [q(w | φ)||p(w)] .
(2)
The obtained formulation in equation 2 is the negative of the ELBO. The optimized approximate
variational distribution q(w | φ∗) is then used as proxy for p(w | D). The prediction is done as
p(a∗|x∗) =
∫
p(a∗|x∗,w)q(w | φ∗)dw.
3 Related Work
PAC-Bayes is a generic tool to derive generalization bounds and has been successfully applied in
many ML settings (see Guedj [18] for an overview), including statistical learning theory [19, 6], do-
main adaptation [20, 21, 22], lifelong learning [23], non-iid or heavy tailed data [24, 27], sequential
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learning [28, 29], deep neural networks [30, 31]. A few pieces of work [32, 13, 12] have shown that
optimizing PAC-Bayes bound with nll as risk metric also improves bayesian marginal likelihood but
they do not suggest a way to learn the distribution over a function that can be used for complex,
high-dimensional and non-linear tasks that are common in the many domains. Although Gibbs pos-
terior arises as a natural solution to many PAC-Bayesian bounds, it can be hard to compute such a
distribution.
A few works [25, 26] have used PAC-Bayes to theoretically prove the consistency of variational
inference when the loss is the negative log-likelihood. For example, [26] has proven the consistency
of gaussian variational bayes when a parametric model has a log-Lipschitz likelihood and proposed
a way to obtain concentration rates for variational bayes to assess the frequentist guarantees for a
bayesian estimator. [25] has shown such a theory holds for classification and regression problems.
However, computing such quantities can be hard for many problems, such as in robot vision. In our
work, we propose and demonstrate a practical technique that scales organically to high-dimensional
inputs and the number of data-points.
Probabilistic models have been used at multiple works [8, 33, 34, 35, 36, 37]. However, unlike them
we propose a technique that also scalably approximates a PAC-Bayes bound.
4 Methodology
In this section, we first show that using negative log likelihood (nll) as the PAC-Bayes risk met-
ric is algorithmically equivalent to ELBO formulation. We define nll as − log p(D | w) =
−∑Ni=0 log p(ai | xi,w). Hence, optimizing for ELBO optimizes our bound. This allows us to
formulate a novel strategy to learning PAC-Bayes generalization bounds using VI. We then describe
the training and inference processes followed by a way to extract the generalization bounds.
There have been multiple bounds developed over the years. We choose a bound that allows un-
bounded loss functions such as nll to be used as the risk metric and contains known terms or terms
which come from the dataset, so that it can be computed. We build on top of a bound developed as
corollary 4 in Germain et al. [32] which is shown in equation 3. We back up our methodology with
some experimental results in section 5.
lX (p(w | D)) ≤ 1
N
[
lD(p(w | D)) + KL [p(w | D)||p(w)] + log 1
δ
]
+
s2
2
. (3)
Here, s2 is the variance factor of nll when treated as a subgaussian distribution. A random variable
is called subgaussian with variance factor s2 when its tail is dominated by the tail of another gaussian
with variance s2 [38]. Corollary 5, equation 19 and section A.4 in Germain et al. [32] show that the
valid values of s2 depends on the loss function, prior, prediction function, and data distribution.
Determining their exact values especially when the predictor is a neural network is hard. Hence, in
this work, we approximate s2 by setting its value as the variance of our data likelihood (p(D | w)).
For more information on subgaussian distributions, we refer the readers to Rivasplata [38].
Minimizing the bound on the right hand side of equation 3 is intractable. The idea here is to find
a distribution q in a restricted family of distributions Q. Note that, the bound will always hold
irrespective of how bad that approximating distribution q is, but we would want to minimize this
bound. The idea here is to use VI to optimize it.
4.1 ELBO and PAC-Bayes are algorithmically the same
Computing the posterior learnt function distribution p(w | D) is usually intractable and hard at best.
Hence, we approximate it using the variational distribution q(w | φ) which is parameterized by its
variational parametersφ. On replacing lD(p(w | D)) with our PAC-Bayes risk metric− log(D | w)
and shuffling a few terms from equation 3, we get equation 4.
lnllX (q(w | φ)) ≤
1
N
[
−Eq(w|φ) (− log p(D | w)) + KL [(q(w | φ))||p(w)] + log 1
δ
]
+
s2
2
. (4)
On carefully observing equation 4 with the equation for ELBO (equation 2), one can notice that
the differences between the formulations are the constants and a negative sign. Hence, minimizing
the negative of ELBO, should minimize the bound. We corroborate it with our results in section 5.1
where we show that the negative of ELBO strongly positively correlated with the bound in equation 4.
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4.2 Obtaining a generalization bound using VI
Based on the pointed relation between ELBO and our PAC-Bayes formulation as shown in the pre-
vious subsection (4.1), we now propose a training methodology for learning controllers on complex,
high-dimensional, non-linear tasks, that can yield a performance bound on unseen situations reliably,
and generalize better to unseen situations.
4.2.1 Training
PAC-Bayes uses a data-driven probabilistic function. Inferring this can be a computational challenge
when facing complex, high-dimensional data. This is critical for applications where one tries to
merge it with neural networks to leverage its universal learnability.
We use a technique for training motivated from Blundell et al. [7] to evaluate and update ELBO.
Approximating ELBO instead of evaluating it in a closed form allows for a wide variety of prior and
posterior distributions. This whole set-up is made amenable for back-propagation using Gaussian
re-parameterization [9]. The core idea behind the re-parametrization trick is to make all randomness
an input to the model, making the network deterministic for differentiation. The approximating
(variational) distribution q(w | φ) over the learnt function is given by a Gaussian with diagonal
co-variance, q(w | φ) = N (µ,Σ). This Gaussian is parameterized with φ = [µ,ρ], where
Σii = log(1 + exp(ρi)). Therefore, q(w | φ) = N (w|µ,σ) =
∏
wj∈wN (wj |µj , σj). Σii is
computed in this way to make sure that it is always positive. Fitting the model by VI is done by
minimizing the ELBO which also minimizes the KL divergence between the true and approximate
posterior (see equation 2). It also has an information theoretic justification by means of a bits-back
argument [39]. Hence, our effective training cost function becomes as shown in equation 5.
F(D) ≈ 1
M
M∑
i=1
(
log q(w(i) | φ)− log p(w(i))− log p(D | w(i))
)
, (5)
where, M is the number of Monte-Carlo samples, w(i) = µ+ (log(1 + exp(ρ)) ◦ τ (i)) and τ (i) ∼
N (0, I). ◦ is an element-wise product. Note that, τ (i) is implemented as an external input to the
learning architecture which is the core trick involved in gaussian reparameterization. This is what
makes the whole architecture differentiable with respect to the unbiased Monte-Carlo estimates.
Also note that, higher the M , higher would be the training stability at the cost of higher training
times. We set prior as a zero-mean Gaussian with diagonal unit covariance, i.e. p(w) = N (0, I).
We further use its form that is amenable for training with mini-batches as shown in equation 6.
F(Dj) ≈ 1
M
M∑
i=1
(
θj(log q(w
(i) | φ)− log p(w(i)))− log p(Dj | w(i))
)
, (6)
where θj = 2
B−j
2B−1 , Dj is the jth minibatch, and B is the number of minibatches. We would want
to highlight the fact here that the term log q(w(i) | φ) − log p(w(i)) in equation 5 plays an equiv-
alent role of the complexity term C as described in equation 1. Hence, this brings a regularizing
effect to the learner. Note that techniques like this also fall under the umbrella of doubly-stochastic
estimation [40] where the stochasticity comes from both the minibatches and the Monte-Carlo ap-
proximation of expectation.
4.2.2 Inference
Once the variational distribution q(w | φ∗) that minimizes equation 6 is is learnt by backpropaga-
tion, predictions on a new input x∗ can be done by using equations 7.
p(a∗|x∗) ≈ 1
M
M∑
i=1
p(a∗|x∗, pii), pi(i) ∼ q(w | φ∗). (7)
The predictive distribution p(a∗|x∗) is evaluated as a Normal distribution N (a∗ |
µ(x∗),σ2(x∗)I), where µ(x∗) and σ2(x∗) are evaluated from M number of multiple evalua-
tions.
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4.2.3 Estimating the generalization risk bound
Minimizing equation 6 automatically minimizes the bound as has been described in section 4.1
and further corroborated with results in section 5.1. Hence, we evaluate the bound by applying
q∗(pi | D) using samples on the bound form described in equation 4 to get the generalization risk
bound as shown in equation 8.
lnllX (q(w | φ∗)) ≤
1
M
M∑
i=1
[
log q(w(i) | φ∗)− log p(w(i))− log p(D | w(i))
N
]
+
1
N
log
1
δ
+
s2
2
,
(8)
where w(i) ∼ q(w | φ∗). Note that the bound for any jth minibatch Dj can be formulated as
shown in equation 9.
lnllX (q(w | φ∗)) ≤
1
M
M∑
i=1
[
log q(w(i) | φ∗)− log p(w(i))− log p(Dj | w(i))
|Dj |
]
+
1
|Dj | log
1
δ
+
s2
2
,
(9)
where, |Dj | is the number of data-points in the minibatch Dj .
5 Experimental Results
We tested our proposed method on 6 OpenAI Gym environments [41]: Humanoid, HalfCheetah,
Swimmer, Ant, Hopper, and Walker2d. In all environments, the goal is to find locomotion con-
trollers to move forward as fast as possible. An additional constraint on Humanoid is not to fall
over. For these experiments, we used proximal learnt function optimization (PPO) [42] to obtain
demonstrator policies. The demonstrations are fed by a demonstrator pi∗ in the form of a dataset
D = {(xi, ai)}Ni=0, where ai = pi∗(xi) ∈ A. We use 10 episodes of demonstrations to get the
results that we show in the following sections from all the experiments that we do. We use a neural
network with 3 hidden layers of sizes 90, 30, and 10 whose weights are parameterized as a Gaus-
sian distribution and optimized with an Adam [43] optimizer on a loss function given by equation 6
using a learning rate of 0.001. The bounds are obtained using the optimized variational parameters
φ∗ using either equations 8 or 9. The probability for the bounds to hold, δ is set as 0.1 for all the
experiments. This means all our results hold with 0.99 probability. Note that this can be selected
as arbitrarily large. All training is done for 5000 epochs. The data is fed as 20 minibatches to the
learner. The action taken by controller on a state x∗ is µ(x∗) using equation 7. We set s2 and the
variance of p(D | w) as an hyperparameter that we call as β of value 100.
Figure 1: The numerical values of ELBO (equa-
tion 8) and our bound (equation 4) increase or de-
crease with the same rate on the Swimmer envi-
ronment. This follows the fact that ELBO and the
PAC Bayes formulation with nll as the risk met-
ric are algorithmically the same. Additionally, its
R-value is always 1 and P-value is always 0. This
behavior holds true for all the 6 MuJoCo experi-
ments that we tested our method on.
We test our methodology under diverse envi-
ronments with diverse settings. We first demon-
strate the robustness of our methodology by
empirically corroborating that ELBO and the
PAC-Bayes formulation with nll as the risk
metric are same algorithmically and generate
bounds hold in all situations. We then demon-
strate the ability of our methodology to gener-
alize to novel situations that are hard to gener-
alize to in general. Finally, we do some sensi-
tivity analysis of methodology in terms of the
degree of the fit of the controller to the data.
The code for all the experiments is available at
https://bit.ly/2qv0JjA.
5.1 ELBO and
PAC-Bayes are algorithmically the same
We explained in section 4 that our training ob-
jective ELBO (equation 8) and our bound equa-
tion (equation 4) when used with the nll as the
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risk metric are algorithmically the same. Our
experiments in the 6 MuJoCo environments
mentioned above prove empirically that it is
true. We show one example of all such results
in figure 1 where we gather the numerical val-
ues of ELBO and bound using equations 6 and 9 during the training on the Swimmer environment.
Additionally, we computed the pearson correlation coefficient or the R-value and its corresponding
P-values for the gathered numerical values of ELBO and the bound in all the environments. R-value
always came as 1 and P-values as 0. For the sake of completeness, we show results from all other
setting in the supplementary material.
5.2 Bounds hold always
We test the reliability of the bounds by using the demonstrator actions to evaluate the nll of the
model predictions taken as actions during the validation under diverse settings in all the 6 MuJoCo
environments. The bounds are found to hold correctly in all the situations. We show some of them in
table 1. Note that, the value of s2 depends on many factors such as the assumptions on the additive
Gaussian noise, iid data etc which we have not considered in our work. Neglecting these terms make
the bound tighter than the true bound which should effectively hold with lower than 1−δ probability.
Although the generated bounds are found to hold correctly always in our experiments, we suggest
incorporating them in practice using some heuristics. However, formulating a relationship between
s2 with such assumptions is hard, especially in the context of neural network based controllers that
yield an arbitrary distribution.
Metric Ant HalfCheetah Swimmer Humanoid Hopper Walker2d
lnllX 25.99 19.35 6.46 55.02 9.71 19.39
Bound 78.79 70.51 57.54 111.91 61.05 70.7
Table 1: Our bound estimates hold in all the 6 MuJoCo environments that we tested it on. nll
for validation were obtained using the actions taken by the learner concerning the ones that the
demonstrator would have taken. Bounds were obtained using equation 4 after training using the
trained parameters φ∗. More results under diverse settings that further validates the correctness of
our bounds can be found in the supplementary file.
5.3 Better generalization
The complexity-term of the ELBO which is the cost function that we optimize introduces a regu-
larizing effect to the learning. This can be crucial in situations where an overfitted learnt function
might do badly when the situation in hand is different enough from the situations seen during train-
ing. Hence, by this complexity-term, our methodology has the potential to generalize better to novel
situations. To validate this, we create a different task within the Swimmer and HalfCheetah environ-
ments by changing either or both the lengths and masses of various body parts of the model. These
changes are deliberately made in a way that overfitting to the demonstrations from the original task
would give poor performance.Table 2 shows our method achieves more reward in situations which
is different enough for the model not to generalize. Although the overall performance decreases, our
methodology always performs better than a model that just learns to do well on the given demon-
strations.
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Environment Metric Original Other Task
Swimmer Our technique 322 133DNN 327 62
HalfCheetah Our technique 5905 2616DNN 5833 −18
Table 2: Our method generalizes better than a deep neural network (DNN) to a novel task that hard
to generalize in general. DNN is trained using the mean-squared loss as it loss function and no
regularization. Each number under the last two columns are the episodic rewards averaged over 10
rollouts. The average episodic rewards in the demonstrations fed to the learners are 327 and 5412
for Swimmer and HalfCheetah respectively. There is a drop in performance, but our method always
does better than a DNN that just overfitted to the original task.
5.4 Sensitivity to the degree of dominance of likelihood on the complexity
The performance of the learner depends on the statistical modeling assumptions such as the choice
of the likelihood, the choice of the prior and hyperparameters. The doubly-stochastic estimation
from the minibatches and the Monte-Carlo approximation of expectation do not help either. Hence,
we do a sensitivity analysis on the learnability of the model based on the degree to which the nll
dominates the complexity term in the cost function that we optimize (equation 5). We create three
different configurations: C1, C2, and C3. C1 is dominated by the complexity term, C2 is right in
between, and C3 is dominated by nll. Another way of looking into it is C3 is the least regularized
setting of all the three combinations. Table 3 shows that the controller have hard time learning from
D if the nll does not dominate our cost function. Another observation here is that sometimes C2
yields better performance than C3 (Ant). This indicates that sometimes a regularized learnt function
is better than overfitting even on the task on which it has been trained.
Metric C1 C2 C3
Swimmer 20 333 324
HalfCheetah 31 4607 5554
Ant 777 6389 5976
Humanoid 167 926 1938
Hopper 63 3485 3438
Walker2d −29 6057 6054
Table 3: Results showing the learnability of the model and correlation between ELBO and PAC-
Bayes bound on increasing dominance of the likelihood term on the complexity term from C1 to C3.
It shows that in order to learn fromD, the learner needs a likelihood distribution that generates more
dominance over the complexity term. Each row is the averaged episodic rewards over 10 rollouts
after training.
Note that the generalization risks obtained under all settings always hold, irrespective of how good
or bad the rewards earned by the learner are.
6 Conclusion and Future work
In this work, we build a technique for simultaneously learning a model and a generalization bound
from data without making any explicit assumptions about the environment. This is especially
important in domains where the datasets are small, but the environments are complex and high-
dimensional. We build this technique on top of a relationship we pointed out between ELBO and a
PAC-Bayes formulation with nll as the risk metric. Through our experiments on multiple locomo-
tion tasks on MuJoCo, we show the validity of our theory and its robustness to simultaneously learn
a learnt function and estimate the generalization risk across diverse settings. We also do a sensitivity
analysis of in terms of its learning quality depending on the relative dominance of the likelihood
term over the complexity term in the cost function we use for learning.
One legitimate criticism of modelling of q(w|φ) as a Gaussian is it restricts it from learning complex
distributions and never converges to P (w|D) even with infinite data. While biases in any model can
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sometimes be useful, we look forward to integrating normalizing flows to approximate distributions
of interest with more complex approximations. Normalizing flows uses a series of transformations to
yield a complex distribution. Having a complex distribution has the potential to yield better policies.
9
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Supplementary Material
Bounds hold always
We test the validity of the bounds that our method generates on a diverse range of MuJoCo locomo-
tion environments under the settings of C1 (table 4), C2 (table 5), C3 (table 6) as explained under
section 5.4 in the main paper. For the sake of completeness, the cost function in C1 is dominated by
the complexity term, and by the likelihood term in C3. C2 falls right in between.
Metric Ant HalfCheetah Swimmer Humanoid Hopper Walker2d
lX 25.99 19.35 6.46 55.02 9.71 19.39
Bound 78.79 70.51 57.54 111.91 61.05 70.7
Table 4: Bounds always hold under the settings of C1. Even though the learnability of the controller
is affected under C1 as explain in section 5.4 in the main paper, the bound still holds.
Metric Ant HalfCheetah Swimmer Humanoid Hopper Walker2d
lX 25779912 19333044 6443366 65754379 9666841 19333681
Bound 26276200 19832960 6943448 55278500 10165692 19833484
Table 5: Bounds are reliable under the C2 settings.
Metric Ant HalfCheetah Swimmer Humanoid Hopper Walker2d
lX 2.5e12 1.9e12 6.4e12 5.12e12 9.6e12 1.93e12
Bound 2.6e12 1.98e12 6.9e12 6.1e13 1.01e13 1.98e12
Table 6: Bounds are reliable under the C3 settings.
ELBO and the PAC Bayes bounds with nll as the risk metric are
algorithmically the same
We plot the relation between the numerical values of the ELBO and the PAC Bayes bound that
we obtained during the training on Ant (figure 2), HalfCheetah (figure 3), Swimmer (figure 4), Hop-
per (figure 5), Humanoid (figure 6), Walker2d (figure 7). The experiments are done under C3 settings
as described above.
Figure 2: ELBO and the bound
are positively correlated in Ant.
Figure 3: ELBO and the
bound are positively correlated
in HalfCheetah.
Figure 4: ELBO and the
bound are positively correlated
in Swimmer.
Manually created MuJoCo task information
We tested our method on two modified OpenAI Gym environments ([41]) by creating a task on both
HalfCheetah and Swimmer. In both environments, the goal is to find locomotion controllers to more
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Figure 5: ELBO and the bound
are positively correlated in Hop-
per.
Figure 6: ELBO and the bound
are positively correlated in Hu-
manoid.
Figure 7: ELBO and the
bound are positively correlated
in Walker2d.
Figure 8: Illustration of the HalfCheetah(left) and Swimmer(right) MuJoCo experiments that we
employed in our work.
forward as fast as possible. To simulate different tasks, we changed either or both the lengths and
masses of various body parts like torso, middle, and back. The MuJoCo version used is mjpro131
with the domains identified as HalfCheetah-v1 and Swimmer-v1. The exact configuration details are
specified in tables 7 and 8. The motive behind setting this experiments is to show the potential of
our approach to generalize better to complex and high dimensional tasks than a deterministic neural
network with mean-squared loss as the loss function and no regularization.
Task Identity Mass dimension(s) Original Mass Changed Mass
1 (2, 3) (1.53, 1.58) (0.7, 0.4)
Table 7: Masses of body segments of different tasks of HalfCheetah domain
Task Identity Length dimension Mass dimension Changed Value
1 0 2 (4, 28)
Table 8: Masses of body segments of different contexts of Swimmer domain. Note that the default
body lengths of the Swimmer is a 3-dimensional vector of value (1, 1, 1) and default body mass is a
4-dimensional vector of value (0, 34.558, 34.558, 34.558).
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