Abstract. We investigate cumulative scheduling in uncertain environments, using constraint programming. We detail in this paper the dynamic sweep filtering algorithm of the FlexC global constraint.
Introduction
When a solution is executed in a real-world environment, activities may take longer to execute than expected. In many practical cases, solutions cannot be re-computed at anytime when disruptions occur. For instance, in Crane Assignment [6] , planners need a fixed schedule which guarantees that the vessel processing will be completed ahead of schedule. The solution should meet the deadline while being able to absorb activity delays during its execution. We wish a tradeoff between robustness and performance.
In a Cumulative Scheduling Problem (CuSP), each activity a ∈ A has a starting time variable s a and an ending time variable e a . Its duration p a (processing time) and resource consumption h a are usually strictly positive integers. We use the notation a = s a , p a , e a , h a . Given an integer capacity C, a solution to a CuSP satisfies the following constraints:
∀a ∈ A, s a + p a = e a ∧ ∀t ∈ N, ( t∈[sa,ea [,a∈A h a ) ≤ C.
In Constraint Programming, the Cumulative(A, C) constraint [1] represents a CuSP. A usual objective is to minimize the makespan, i.e., the latest end among all activities.
In this paper, we investigate the filtering algorithm of the FlexC constraint [3] . FlexC expresses cumulative problems that should integrate a given level of robustness. Thus, FlexC represents a new problem, derived from the CuSP. In order to define this problem We use the following notation for i-order maximum heights of activities: Given A ↓ the collection of activities in a set A sorted by decreasing heights, max i a∈A (h a ) is the height of the i th activity in A ↓ .
Definition 1 (RCuSP r ). Given a set of activities A, let K be a set of positive integers slacks associated with activities, such that to each a ∈ A corresponds k a ∈ K. Let r be an integer, r ≥ 1. A solution to a RCuSP r satisfies the following constraints:
We focus on the problem RCuSP (RCuSP r with r = 1). RCuSP is the problem encoded by the constraint FlexC(A, C, K).
Dynamic Sweep for FlexC
This section presents a Time-Table filtering algorithm for FlexC, stem from the Dynamic Sweep algorithm for CuSP [5] . This algorithm prunes starting time variables and ending time variables of activities. It reduces the bounds of domains and does not directly depends on the time unit. Given a variable x, x (resp. x) denotes the minimum value (resp. the maximum value) in its domain.
Failure and Fix-Point Conditions
In this section we recall the conditions that are exploited by the algorithm. Proofs and explanations can be found in [3] .
Definition 2 (K-compulsory part [3]). Let a ∈ A be an activity and k
The Time-Table failure condition of FlexC integrates in the profile, at any time t, the maximum height among activities having a K-compulsory part intersecting t. [3] ). Given FlexC(A, C, K), the propagator should ensure ∀b ∈ A:
Proposition 1 (Time-
Property 3 (FlexC (upper bounds) [3] ). Given FlexC(A, C, K), the propagator should ensure the same conditions as Property 2 with intervals [s b , e b [ (condition (1)) and
Filtering Algorithm
This section details the modifications that are required to adapt Letort et al. algorithm for Cumulative [5] to the case of FlexC. This algorithm is in two steps: Filtering of lower bounds of starting time variables (Sweep min) and upper bounds of ending-time variables (Sweep max).
Background: Sweep-min for Cumulative
The principle is to move a sweep line from the earliest starting time to the end of the schedule. Two consecutive steps correspond to two consecutive changes in the profile of compulsory parts. The data exploited at the current position δ of the sweep line is the height of the profile ph δ . At δ, the algorithm uses events 1 stored in a queue Q. The event types are: SCP (start of a compulsory part, at date s a ), ECP (end of a compulsory part, at date e a ), and P R, which indicates that an activity is candidate for filtering, stored in a data structure h check .
Static version.
In the static Sweep min algorithm, all events are computed from scratch and added to Q before the sweep, by a generateEvents procedure. They are progressively removed from Q and treated, while the sweep line moves from the earliest event to the latest one (on the right) in a sweepMin procedure. All events at date δ are processed to compute the profile height ph δ , which is constant up to the next event date δ ′ . From Property 1, an activity a ∈ h check is pruned if scheduling that one at its earliest date s a leads to h a + ph δ > C. In this case, s a is adjusted to δ ′ . The whole process generateEvents + sweepMin is repeated while at least one adjustment has been performed.
Dynamic version.
We describe the version of Letort's PhD disseration [4] . The idea is that it is possible to update compulsory parts on the fly, without creating any compulsory part before (on the left of) the current position δ. The events queue Q is thus dynamic. Given an activity a, as the technique only adjusts lower bounds of variables, s a does not change. Therefore, SCP events are generated for all activities in the genEvent min procedure, even if they do not have initially a compulsory part. In our implementation, we state definitively the existence of a compulsory part for an activity a when the SCP event is handled: Proposition 2. In the processEvent min procedure, at time s a all the decisions with respect to activity a can be taken.
When a SCP event is handled at date δ, if the activity a has a compulsory part, then the corresponding ECP event is dynamically created and the height of the activity is added to ph δ . The pruning rule is the same as in the static version.
2 This algorithm is able to reach its fix point in a single step. The general scheme is described in Algorithm 1. Modified Sweep min for FlexC. We integrate into the reasoning K-compulsory parts. To reach the fix point in a single step, we must not create a K-compulsory part before (on the left of) the sweep line. If we violate this rule, some data previously computed should not remain valid at the current position δ of the sweep line. The K-compulsory part of an activity a is [max(s a , e a ), e a +k a ]. From Proposition 2, at time s a this interval is known. Since this interval is after s a , no K-compulsory part is created on the left of the sweep line.
In the following, L denotes a heap of activities for which δ is in the K-compulsory part, ordered by decreasing heights. Adding a new element is usual. Conversely, removing is done lazily when we get the head (an activity with the maximum height). We first describe the corresponding function, max(L). 
Algorithm 2: max(L): Integer
We use a new class of events, EKCP , which indicates the end of a K-compulsory part.
(1) genEvent min procedure.
From the set of activities A, it generates SCP events at time s a and P R events, at time s a , for activities which are candidate for pruning. If activity a has a compulsory part, its K-compulsory part starts at the end of this compulsory part e a . Therefore, when the ECP event of activity a is handled, we add a in L and we add a new event EKCP in Q at date e a + k a .
Otherwise, a may have a K-compulsory part, if e a + k a > s a . This situation is detected when the SCP event of a is handled (at time s a ). In this case, this compulsory part starts at δ and we add a in L. We add a new event EKCP in Q at date e a + k a .
(3)
Handling the end of a K-compulsory part, e a + k a .
Nothing to do as removing activity a from L is done lazily. 
Algorithm 5: filter min() (1) genEvent max procedure.
From A, it generates EKCP events at time e a +k a , ECP events at time e a and P R events, at time e a +k a , for activities which are candidate for pruning. When at position δ processEvent max manages an EKCP event, it is necessary to verify whether a K-compulsory part exists for the corresponding activity a, or not.
If s a ≥ δ a valid support for e a has been found, and this activity does not have a K-compulsory part. Nothing has to be done.
Otherwise, it exists a K-compulsory part starting at t = max(s a , e a ). We create a new event SKCP at this date t and we add a to L. (3) Handling the start of a K-compulsory part, max(s a , e a ) .
When the processEvent max procedure manages a SKCP event, we verify that no filtering has been made on the activity a since this event was created.
If a was filtered, it is necessary to create a new SKCP event for a at t = max(s a , e a ). Compared with Sweep min, an important difference is that, for an activity a, when the current interval is in the K-compulsory part of a then a must not be taken into account in its own pruning condition. To express this regret mechanism, we use a function max a (L), which returns the height of either the activity with maximum height if it is not a, or the second maximum otherwise. 3 Time complexity. Conversely to Sweep min, SKCP events in Sweep max can be created several times for a given activity a. However, the maximum number of generations is bounded by a value X ≤ k a . Therefore, Sweep max for FlexC deals with O(n × max a∈A (k a )) events. Its time complexity is O(n 2 × max a∈A (k a ))).
3 As max(L), the second activity must also be checked and removed if needed.
Algorithm 8: filter max()
Experiments
As some differences exist with Sweep for Cumulative (no symmetrical algorithms, new events are added), we experimented the limits of our algorithm with respect to problem size. We used Choco [2] with OSX 10.8.5, a 2.9 Ghz Intel i7 and 8GB of RAM. Following experiments provided in [4] , we generated large (simple) random instances with p a from 5 to 10, h a from 1 to 5, C = 30. Values in K are not null, with an average equal to 4. Similar results are obtained with fixed k a . Figure 1 shows that our filtering algorithm scales on problems up 12800 activities for a first solution. The decomposition reaches the time limit of 1h:00m with 1600 activities and leads to a memory crash with 6400 Cumulative.
In a second experiment, we evaluate the performance of our approach. We find optimal solutions of cumulative problems where the goal is to minimize the makespan. To express robustness, we use either FlexC or the naive approach which consists of augmenting directly the duration p a of any activity a ∈ A by its corresponding value k a ∈ K. We solve optimally 50 random problems with 10 activities, all with p a from 1 to 9 and h from 1 to 5. The capacity C is fixed to 16. Each problem is solved for all values of k a from 1 to 10 (same k a for all activities), to show the impact of k a in comparison with the lengths of activities. Table 1 shows the minimum, average and maximum deviation between optimal makespans using FlexC and the naive approach, normalized with the makespan of the original cumulative problem. 4 For the naive approach, the makespan is max a∈A (e a ). With respect to FlexC, the makespan is the worst case scenario, i.e., max a∈A (e a + k a ). Table 1 also indicates the number of instances for which FlexC is worse (respectively better) than the naive approach. The results show that the ratio of objective values is significantly in favor of the use of FlexC, even with a small number of activities. We observed a similar behavior with different parameters, such as h varying from 1 to 10, and capacities C = 9 and C = 25. We selected in Table 1 the less favorable results for FlexC, with small activities and problems. Especially, with h varying from 1 to 10, the gain with FlexC is higher.
