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Resumen
Las listas invertidas son estruturas de datos freuentemente utilizadas omo ndies para
bases de datos textuales. Su proposito es aelerar la resoluion de onsultas sobre grandes
oleiones de texto. Atualmente su apliaion mas importante es sobre busquedas en
la Web. Para estos asos, el servidor debe ser apaz de proesar eientemente miles de
onsultas provenientes de los usuarios de Internet, por unidad de tiempo. La demanda
reiente de este tipo de serviios ha llevado a onsiderar la realizaion paralela de las
listas invertidas.
En este trabajo mostramos la modelizaion teoria de dos estrategias de listas invertidas.
Para ello se ha utilizado el Modelo Bulk-Synhronous Parallel BSP ya que proporiona
una metodologa bien estruturada y simple de dise~no y analisis de algoritmos paralelos. El
artulo nalmente analiza, para ada estrategia, la orrespondenia entre la aproximaion
teoria y la implementaion orriente realizada.
Palabras Claves: Paralelismo, Modelizaion, Superpaso, Listas Invertidas, Base de Datos Tex-
tuales.
1 Introduion
El proposito de analizar, dise~nar e implementar nuevas estruturas para aeder a grandes bases
de datos textuales es aelerar las operaiones de onsultas sobre ellas. Asumiendo una oleion
de textos ompuesta de un gran onjunto de doumentos, una lista invertida es basiamente
una tabla (el voabulario) que mantiene todas las palabras relevantes enontradas en el texto
y una lista, por ada una de esas palabras, que registra todas las ourrenias de la palabra en
la oleion de textos (identiando el doumento y otra informaion neesaria para onstruir
las respuestas a las onsultas de los usuarios). Un numero de estrategias han sido propuestas
reientemente para la onstruion de listas invertidas [1, 3, 4℄. Entre ellas tenemos las deno-
minadas listas invertidas loales y globales [3℄.
La arquitetura del sistema sobre la ual se dise~nan los algoritmos implementados, onsiste
de una maquina denominada broker, que es la enargada de reibir las onsultas provenientes
de la maquina usuario y de distribuirlas entre las maquinas que onforman el servidor de la
base de datos textual. Este servidor es quien debe realizar el proesamiento de las onsultas,
seleionando mediante una operaion de ranking, los mejores doumentos que seran devueltos
omo resultado al usuario a traves de la maquina broker.
La indexaion loal es una estrategia muy simple debido a que la lista invertida se onstruye en
base a los doumentos que ada proesador posee. Cada maquina busa en dihos doumentos
los terminos de interes, alulando la antidad de vees que el termino se repite y opional-
mente las posiiones en las que se enuentra (que es la informaion adiional neesaria para
onstruir la lista invertida). La lista nalmente es ordenada lexiograamente para failitar la
posterior resoluion de onsultas. Cuando la onstruion de las listas invertidas ha nalizado,
ada maquina del servidor posee una de estas listas, que han sido generadas onsiderando uni-
amente los doumentos loales. Por lo tanto, se puede observar que ada una de las maquinas
ontendra una tabla on los mismos T terminos, pero la longitud de la lista de identiadores
de doumentos asoiados es aproximadamente 1=P , donde P es el numero de maquinas de
servidor. El proesamiento paralelo de una onsulta u, onsiste en seleionar una maquina
del servidor quien reibira diha onsulta para luego realizar una operaion de broadast, y de
este modo, los proesadores obtienen la misma onsulta a resolver. Cuando todas las maquinas
del servidor han onluido on su busqueda loal para la onsulta reibida, la maquina ranker,
seleionada previamente por la maquina broker, realiza un ranking nal de los doumentos
que han arribado desde las demas maquinas que onstituyen el servidor, para luego enviarle el
onjunto de los K mejores doumentos al broker. Por ultimo, la maquina broker al reibir el
resultado enviado por la maquina ranker, simplemente se lo enva en forma de respuesta a la
maquina usuario.
En la indexaion global, la oleion total de doumentos es utilizada para produir una unia
tabla de voabulario que es identia a la seuenial. Luego los T terminos que forman la tabla
global de terminos, son distribuidos uniformemente sobre los P proesadores junto on sus
respetivas listas de identiadores. Por lo tanto, luego de mapear los terminos a los distintos
proesadores, ada uno ontiene aproximadamente T=P terminos.
Para realizar el proesamiento paralelo de las onsultas provenientes de las maquinas de los
usuarios, ada termino de la onsulta es ruteado a un proesador del servidor a traves de la
maquina broker. Para ada termino w perteneiente a la onsulta u, se reupera la lista in-
vertida asoiada al termino en el proesador orrespondiente, luego su lista de identiadores
asoiados es enviada al proesador ranker denido para la onsulta u y luego el proeso proede
de manera similar a la indexaion loal.
2 Modelizaion BSP
Para realizar la onstruion de los ndies y el proesamiento de las onsultas en forma parale-
la, nos hemos basado en el modelo de omputaion Bulk-Synhronous Parallel - BSP, propuesto
en 1990 por Leslie Valiant [7℄. La idea fundamental de BSP es la division entre omputaion
y omuniaion. Se dene un \paso" omo una operaion basia que se realiza sobre los datos
loales de un proesador. Todo programa BSP onsiste en un onjunto de estos pasos, denomi-
nados \superpasos". En ada uno de ellos existe una fase de omputaion loal independiente,
seguida de una fase global de omuniaiones y todo superpaso naliza on una sinronizaion
por barrera que permite separar los diferentes superpasos. Cualquier petiion de datos remotos
se puede realizar durante el superpaso, pero estos datos no se podran utilizar hasta entrar al
siguiente superpaso, despues de la sinronizaion [6, 8℄.
El osto del tiempo total de ejeuion de un programa BSP , es la suma aumulativa de los
ostos de sus superpasos. El osto de ada superpaso es la suma de tres terminos obtenidos en
base a uatro medidas: w, h, G y L, donde w es la antidad maxima de omputaiones reali-
zadas por ada proesador, h es la antidad maxima de mensajes enviados/reibidos por ada
proesador donde ada palabra uesta G unidades de tiempo de ejeuion, y L es el osto de
la sinronizaion (barrier) entre los proesadores. El efeto de la arquitetura de las maquinas
esta onsiderado en los parametros G y L. Se supone que la longitud media de las listas de
identiadores es W . Para grandes bases de datos textuales se debera esperar que W >> P .
Tambien se debera esperar que las tablas de terminos puedan ser almaenados ompletamente
en sus respetivas memorias loales. En este trabajo se onsidera el osto desde que la maquina
broker enva la onsulta al servidor hasta el instante que esta maquina reibe los resultados
desde el servidor BSP [3℄.
En las proximas dos subseiones se proedera a modelar teoriamente del osto de ompu-
taion de ambas estrategias utilizando el modelo BSP . Para ello, se supone un onjunto de
P maquinas identias perteneientes al servidor, ada una on su propia memoria prinipal y
seundaria. La memoria seundaria es tratada igual que la red de omuniaion. Es deir que se
inluye un parametroD para representar el osto promedio de aeder a la memoria seundaria.
Este parametro puede ser failmente obtenido utilizando programas benhmark disponibles en
los sistemas Unix. La base de datos textual es distribuida entre las P maquinas que onforman
el servidor. Si el ndie de la base de datos puede ser almaenado ompletamente en las P
memorias prinipales, se asume D = 1.
2.1 Indexaion Loal
Se desribe a ontinuaion el osto inferido bajo el modelo BSP para la ejeuion de una unia
onsulta utilizando la estrategia de listas invertidas loales. En esta estrategia, es neesario
que ada proesador trabaje sobre el mismo onjunto de terminos. Por lo tanto sera neesa-
rio realizar un broadast de los q terminos de ada onsulta, para que todos los proesadores
reiban una opia. Trabajando on solo una maquina broker y utilizando el metodo desripto
en la seion anterior, se tiene que la maquina vtima del servidor, seleionada por el broker,
reuperara q terminos de la onsulta reibida desde su ola de entrada (on osto q), y reali-
zara un broadast de ellos a todos los demas proesadores, lo ual genera qP mensajes. Por
lo tanto el osto del primer superpaso (t
1
) queda determinado por el maximo de las siguientes
expresiones:
t
1;v{tima
=
omputo
z}|{
q + qPG
|{z}
omuniaion
+
sinronizaion
z}|{
L
t
1;i
= 0 i = 0; ::; P   1 ^ i 6= v{tima
Donde L es el osto de la sinronizaion barrier, qP es la h-relaion, es deir el maximo numero
de mensajes enviados/reibidos en este superpaso y G es el osto en palabras de enviar el
mensaje.
Luego de este broadast, ada proesador del servidor reuperara q terminos de su ola de men-
sajes de entrada, y trabajara en la determinaion de las listas de identiadores de doumentos
para ada termino reuperado. Si el tama~no promedio de la lista a generar es W=P , el osto de
armar esta lista sera: q(W=P )D. Resta que los proesadores enven sus sublistas (de tama~no
promedio W=P ) al proesador ranker, para que pueda onstruir la lista nal. El osto de este
segundo superpaso es:
t2;preranker
=
omputo
z }| {
q + q(W=P )D
+ (W=P )G
| {z }
omuniaion
+
sinronizaion
z}|{
L
preranker = 0; ::; P   1
Finalmente, en el ultimo superpaso, la maquina ranker reuperara de su ola de mensajes de
entrada P sublistas de tama~no W=P , onstruira la lista nal de tama~no W y se la enviara a la
maquina broker. Esto insume un osto de:
t
3;ranker
= P (W=P ) +W +WG+ L = W +W +WG+ L = 2W +WG+ L
t
3;i
= 0; i = 0; ::; P   1 ^ i 6= ranker
Por lo tanto el osto total del proesamiento para q terminos de una onsulta se obtiene por la
suma de los ostos individuales de los tres superpasos:
T
3
= q + qPG+ L + q + q(W=P )D + (W=P )G+ L + 2W +WG+ L
T
3
= 2q +W (qD=P + 2) + (qP +W=P +W )G+ 3L
Con el mismo razonamiento, a ontinuaion se realiza el analisis para el proesamiento de un
lote de s onsultas que seran suministradas al servidorBSP en forma superpuesta.
En el primer superpaso, la maquina vtima seleionada por el broker, reuperara q terminos de
su ola de mensajes de entrada (osto q) y realizara un broadast de los mismos. Por lo tanto el
osto de este superpaso es igual al osto del primer superpaso del aso analizado anteriormente:
t
1;v{tima
= q + qPG+ L
t
1;i
= 0; i = 0; ::; P   1 ^ i 6= v{tima
Luego, en el siguiente superpaso, todas las maquinas del servidor BSP reuperaran los q
terminos de la primera onsulta, desde su ola de mensajes de entrada. A partir de aqu, ada
proesador estara habilitado para proeder on el preranking y el envo de su sublista de tama~no
promedio W=P al ranker.
Ademas de esto, hay que tener en uenta que uno de los proesadores del servidor, debera ser
esogido por el broker omo maquina vtima de la segunda onsulta del lote. Por lo que
en su ola de mensajes, tambien en este superpaso, diha maquina poseera q terminos para
distribuirlos a los demas proesadores del servidor. Por lo que el osto del segundo superpaso
es el maximo de las dos expresiones siguientes:
t
2;v{tima
= q + q(W=P )D + (W=P )G+
broadast
z }| {
q + qPG+L
t
2;preranker
=
preranking
z }| {
q + q(W=P )D+(W=P )G+ L; preranker = 0; ::; P   1
^ preranker 6= v{tima
El trabajo realizado por el servidor en el terer superpaso es, en parte, el mismo que el rea-
lizado en el segundo superpaso. El servidor reuperara los terminos de la onsulta \2" y se
onentrara en el proeso de preranking. Ademas, una de estas maquinas (la maquina vtima)
debera distribuir los q terminos de la onsulta \3". Adiionalmente, en este superpaso, una
de las maquinas debera realizar el proeso de ranking. Para ello, reuperara desde su ola de
mensajes de entrada P (W=P ) sublistas generadas para la onsulta \1" y elaborara el resulta-
do nal de tama~no W para enviarsela a la maquina broker. Por lo tanto, el osto del terer
superpaso es el maximo de las siguientes tres expresiones:
t
3;ranker
= q + q(W=P )D + (W=P )G+
ranking
z }| {
P (W=P ) +W +WG+ L
t3;v{tima
= q + q(W=P )D + (W=P )G+ q + qPG+ L
t
3;preranker
= q + q(W=P )D + (W=P )G+ L; preranker = 0; ::; P   1 ^ preranker 6= v{tima
^ preranker 6= ranker
En este aso hay que tener en uenta que habra varias atividades realizandose en paralelo, por
lo ual el osto insumido por un proesador en un superpaso es dependiente de la operaion
que oportunamente le toque ejeutar.
A partir de aqu, se puede pensar que el servidor entra en un estado de regimen permanente de
trabajo que se mantiene mientras reiba un suministro ontinuo de onsultas desde el broker.
Bajo este supuesto, el osto de ualquier superpaso siguiente es identio al osto del terer
superpaso.
Los proesadores del servidor, mantendran este estado hasta el superpaso s inlusive, donde uno
de los proesadores realizara el ranking de la onsulta \s-2", el servidor ompleto debera realizar
un preranking de la onsulta \s-1" y uno de los proesadores realizara la distribuion de la
ultima onsulta, la onsulta \s". Por lo tanto el osto de este superpaso es el maximo de las
tres siguientes expresiones:
t
s;ranker
= q + q(W=P )D + 2W + (W=P +W )G+ L
t
s;v{tima
= 2q + q(W=P )D + (W=P + qP )G+ L
t
s;preranker
= q + q(W=P )D + (W=P )G+ L; preranker = 0; ::; P   1 ^ preranker 6= v{tima
^preranker 6= ranker
En el superpaso s + 1, no se reibiran mas onsultas desde la maquina broker. La maquina
ranker del servidor reuperara desde su ola de mensajes de entrada, las P (W=P ) sublistas
generadas para la onsulta \s-1". Ademas, todas las maquinas del servidor reuperaran los q
terminos de la onsulta \s", haran el proeso de preranking y se omuniaran on el ranker
para enviarles sus sublistas. Por lo tanto el osto de este superpaso es el maximo de:
t
s+1;preranker
= q + q(W=P )D + (W=P )G+ L; preranker = 0; ::; P   1 ^ preranker 6= ranker
t
s+1;ranker
= q + q(W=P )D + 2W + (W=P +W )G+ L
En el ultimo superpaso, el superpaso s + 1, solo trabaja la maquina ranker seleionada para
la onsulta s, y todos los demas proesadores del servidor permaneen oiosos. La maquina
ranker del servidor reuperara desde su ola de mensajes de entrada, las P (W=P ) sublistas
generadas para la onsulta \s" y generara el resultado de tama~noW a ser enviado a la maquina
broker. El osto del superpaso s+ 2 es el maximo de las siguientes dos expresiones:
t
s+2;ranker
= 2W +WG+ L
t
s+2;i
= 0; i = 0; ::; P   1 ^ i 6= ranker
Conluyendo el analisis realizado para la resoluion paralela de un lote de s onsultas, el osto
en el servidor BSP propuesto es el siguiente:
T
s+2
=
P
s+2
s=1
t
s
Si la antidad de onsultas es suientemente grande, el osto de los dos primeros y dos ultimos
superpasos es despreiable en la sumatoria total.
2.2 Indexaion Global
En esta seion se realizara un analisis teorio del osto de la estrategia de listas invertidas
globales, para el proesamiento de una unia onsulta y para el proesamiento de un lote de s
onsultas.
El osto para el proesamiento de una unia onsulta utilizando la estrategia de indexaion
global es el siguiente. En el primer superpaso, ada proesador seleionado por la maquina
broker reuperara t terminos (aproximadamente q=P ) desde su ola de mensajes de entrada
y onstruira en paralelo la lista de identiadores on un osto de t(W=P )D, para enviarsela
a la maquina ranker. Para ello utilizara su arreglo de pivots armado durante la onstruion
de la lista invertida. Por lo tanto, el osto de este superpaso es el maximo de las siguientes
expresiones:
t
1;prerankers
=
omputo
z }| {
t+ t(W=P )D+ (W=P )G
| {z }
omuniaion
+
sinronizaion
z}|{
L
t
1;i
= 0; i = 0; ::; P   1 ^ i 6= prerankers
Donde L es el osto de la sinronizaion barrier y (W=P ) es la h relaion, es deir la maxima
antidad de mensajes de entrada/salida para este superpaso.
Luego, en el segundo superpaso, la maquina ranker reupera P sublistas de tama~no promedio
(W=P ) de su ola de mensajes de entrada y onstruye el resultado nal de tama~no W , para
enviarselo a la maquina broker. Por lo tanto, el osto de este superpaso es el maximo de:
t
2;ranker
= P (W=P ) +W +WG+ L = 2W +WG+ L
t
2;i
= 0; i = 0; ::; P   1 ^ i 6= ranker
Finalmente, el osto total para esta estrategia es la suma de los osto de los dos superpasos
desriptos anteriormente:
T
2
= t + t(W=P )D + (W=P )G+ L+ 2W +WG+ L
T
2
= t(1 + (W=P )D) + 2W +WG(1=P + 1) + 2L
Con el mismo razonamiento, a ontinuaion se realiza el analisis para el proesamiento de un
lote de s onsultas que seran suministradas al servidorBSP en forma superpuesta.
En el primer superpaso, las maquinas del servidor seleionadas por la maquina broker utili-
zando el arreglo de pivots, reuperaran t terminos desde sus olas de mensajes de entrada y
realizaran un preranking para obtener las sublistas de tama~no promedio W=P a ser enviadas a
la maquina ranker. El osto de este superpaso es el maximo de:
t
1;prerankers
= t+ t(W=P )D + (W=P )G+ L (Para toda maquina seleionada)
t
1;i
= 0; i = 0; ::; P   1 ^ i 6= prerankers
En el segundo superpaso, las maquinas determinadas los por los pivots (prerankers) reuperaran
desde su ola de mensajes de entrada la segunda onsulta a ser proesada, on el mismo osto
desripto para el superpaso anterior. Ademas, otra maquina del servidor, la maquina ranker
reuperara P (W=P ) sublistas generadas para la onsulta \1" por todos los proesadores del
servidor en el superpaso anterior, para obtener la lista nal y enviarsela al broker. Por lo tanto,
se tiene un osto de:
t2;prerankers
= t + t(W=P )D + (W=P )G+ L; prerankers = 0; ::; P   1
^ prerankers 6= ranker
t
2;ranker
= 2W +WG+ L; ranker 6= prerankers
t
2;i
= 0; i = 0; ::; P   1 ^ i 6= prerankers ^ i 6= ranker
Observar que es posible que la maquina ranker tambien sea una maquina reeptora, debido a
que en esta estrategia puede existir mas de una maquina preranker. En este aso el osto para
esta maquina es el siguiente:
t
2;j
= t + t(W=P )D + (W=P )G+ 2W +WG+ L; j = preranker ^ j = ranker
Como se puede observar, a partir de este momento el trabajo del servidor se estabiliza. Es
deir que desde el segundo superpaso hasta que el servidor reibe la ultima onsulta, el trabajo
realizado por el servidor sera una suesion de superpasos que onsitiran del preranking y del
ranking de las onsultas.
Durante el superpaso s, las maquinas prerankers reuperaran los t terminos de la ultima onsulta
a ser proesada on un osto t y onstruiran las sublistas que seran enviadas a la maquina
ranker on un osto de t(W=P )D. Tambien otra maquina del servidor, la maquina ranker,
reuperara las P (W=P ) sublistas y onstruira la lista de tama~noW a ser enviada omo respuesta
a la onsulta \s-1" a la maquina broker. El osto de este superpaso es el maximo de las siguientes
expresiones:
t
s;prerankers
= t+ t(W=P )D + (W=P )G+ L; prerankers = 0; ::; P   1 ^ prerankers 6= ranker
t
s;ranker
= 2W +WG+ L; ranker 6= prerankers
t
s;i
= 0; i = 0; ::; P   1 ^ i 6= rankers ^ i 6= preranker
Reordar que uando la maquina ranker es tambien esogida om vtima, el tiempo de proe-
samiento insumido por la misma es:
t
s;j
= t+ t(W=P )D + (W=P )G+ 2W +WG+ L; j = 0; ::; P   1
^ j = prerankers ^ j = ranker
Por ultimo, en el superpaso s+ 1, ya no se reiben mas onsultas desde el broker y solo queda
onstruir la lista resultado de tama~no W . Es deir que la unia maquina que trabaja en este
superpaso es la maquina ranker y todas las demas permaneen oiosas.
t
s+1;ranker
= 2W +WG+ L
t
s+1;i
= 0; i = 0; ::; P   1 ^ i 6= ranker
Por lo tanto, el osto total para la resoluion paralela de un lote de \s" onsultas utilizando el
modelo de omputaion BSP es el siguiente:
T
s+1
=
P
s+1
s=1
t
s
3 Analisis Teorio versus Analisis Emprio
En esta seion se realiza una exhaustiva disusion respeto a la onvergenia entre el modelo
teorio que sustento la fase de dise~no y los resultados obtenidos de una implementaion real, la
ual es desripta en [2℄.
Para realizar un analisis emprio se han ejeutado distintos asos de pruebas, tanto sobre una
base de datos textual uniforme, donde todos los terminos de las onsultas tienen la misma
probabilidad de apareer, y sobre una base de datos no uniforme, donde en los terminos de las
onsultas apareen las uatro letras del idioma espa~nol mas freuentes (a, , m, p).
Se han llevado a abo experimentos utilizando las estrategias de indexaion global y loal sobre
un luster de 12 SMP duales, onetadas mediante una red Fast Ethernet. Para ada situaion
se ha modelado analtiamente ambas estrategias de indexaion y se ha realizado un analisis
experimental en base a la implementaion orriente, analizando si existe una oherenia entre
la inferenia teoria BSP y los resultados reales obtenidos.
3.1 Estrategia de Indexaion Loal - Analisis de un lote de onsultas
Reveamos el modelo BSP resultante de esta estrategia:
T (IndL; P; S) =
S
X
s=1
(t(IndL; P; s))
donde:
t(IndL; P; s) = max(t
s;ranker
; t
s;prerankers
; t
s;vitima
)
es deir:
t(IndL; P; s) = max
s
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>
>
>
>
<
>
>
>
>
:
q + q(W=P )D + 2W;
q + q(W=P )D;
2q + q(W=P )D
9
>
>
>
>
=
>
>
>
>
;
+ h
s
G+ L
P
donde la h relaion de ada superpaso es:
h
s
= ((W=P )P +W + qP )) = 2W + qP
Reordemos que en esta estrategia todos los proesadores realizan una operaion de preranking
sobre los q terminos reibidos. Denominamos preranking a la aion ompleta de leer de la
ola de entrada q terminos, armar la sublista invertida y omuniarla al ranker. Su osto
esta expresado en terminos deW=P , lo que se~nala que al inrementar P el tiempo del preranking
tiende a disminuir. Ademas, ya en regimen estable, en ada superpaso, una de las maquinas
del servidor paralelo BSP sera esogida omo vtima y una de ellas omo ranker.
Esto produe que en ada superpaso, el maximo tiempo al que se sinronizan los proesado-
res sea al osto de omputo de la maquina ranker, mas el tiempo de la h relaion y ambos
estan limitados inferiormente en 2W . Ademas, a medida que ree P disminuye el tiempo de
omputo (qW=P ) y aumenta el de omuniaion (qP ), ya que este ultimo esta determinado
fundamentalmente por el osto de la operaion broadast. De lo anterior, el osto de realizar la
ejeuion de un lote de onsultas utilizando listas invertidas loales, depende tanto del tama~no
de la lista omo del servidor BSP.
Con valores de q adeuados, aproximadamente 10 terminos por onsultas, el modelo predie
una aeleraion importante, pero la misma disminuye al aumentar P .
Las Figuras 1 y 2, muestran la performane real del algoritmo en una plataforma de hasta
diez proesadores, trabajando on una base de datos uniforme (uni) y una base de datos no
uniforme (4-letras), para un lote de 100 y 1000 onsultas. Como se puede observar en la Figura
2 para P > 5, el speedup omienza a dereer, oinidiendo on la inferenia teoria respeto
a que los tiempos de omuniaion y sinronizaion obtenidos tendran una inuenia direta
sobre la aeleraion que se puede lograr.
Figura 1: Tiempos de Sinronizaion -Estrategia de Lista Invertida Loal
Figura 2: Speedup - Estrategia de Lista Invertida Loal
3.2 Estrategia de Indexaion Global- Analisis de un lote de onsultas
Analiemos el modelo analtio resultante de esta estrategia:
T (IndG; P; S) =
S
X
s=1
(t(IndL; P; s))
donde:
t(IndG; P; s) = max(t
s;prerankers
; t
s;ranker
; t
s;pre+rankers
)
es deir:
t(IndG; P; s) = max
s
8
>
>
>
>
<
>
>
>
>
:
t+ t(W=P )D;
2W;
t+ t(W=P )D + 2W
9
>
>
>
>
=
>
>
>
>
;
+ h
s
G+ L
P
para una h-relaion: h
s
= (W=P )N
s
+W
(donde N
s
es la antidad de maquinas seleionadas segun pivots durante el superpaso s)
La h relaion en ada superpaso, (W=P )N
s
, se debe a que onsideramos que las entradas
y salidas de datos tienen lugar en estrita seuenia (nuestra maquina BSP es un luster),
por lo que la medida de la antidad omuniada por el proesador i es denida omo la su-
ma h
s;i
= in
s;i
+ out
s;i
[6℄. De lo anterior resulta que la h relaion es la misma ( enviar n
sublistas y una lista nal) independientemente a que la maquina ranker oinida on una de
las prerankers. Tambien se puede observar que la antidad de omuniaion tiene un lmite
superior en 2W mensajes (esto es para N = P ) y este tiempo disminuye a medida que la
breha entre P y N ree. Esto india un aumento del desbalane de la arga de trabajo de los
servidores de onsultas de la base de datos textual.
En uanto al omputo, se puede observar que en el aso de los superpasos donde la maquina
del servidor no atua de ranker y de preranker, el omputo del superpaso (2W ) es onstante e
independiente de P . Esta situaion es mas probable uando sea mayor el tama~no sel servidor.
Cuando una misma maquina umple las dos funiones, entones el omputo logra una ota
superior en 3W , el ual disminuye al aumentar P .
Es importante observar que para servidores peque~nos, el tiempo de omputo y omuniaion
es ondiderable, ya que existe la probabilidad de que una misma maquina realie en el mismo
superpaso un preranking y un ranking nal; pero en estos asos el tiempo de sinronizaion
es relativamente peque~no. Al reer P , esta probabilidad disminuye, por lo tanto pueden haber
algunos superpasos sinronizados al tiempo de la maquina ranker y este tiempo no depende de
P . Ademas, en estos asos, la inuenia de un osto de sinronizaion mayor afeta el speedup
esperado.
La graa de la Figura 4 permite observar los valores de speedup obtenidos para un servidor
de hasta diez proesadores. Llegado un punto, el tiempo de sinronizaion omienza a ganar
sobre el tiempo de proesamiento requerido (Ver Figura 3) y el speedup se mantiene bajo.
4 Conlusiones
Las experienias realizadas hasta el momento exhiben, en general y para la mayora de los a-
sos de prueba, un alto grado de oinidenia entre los resultados teorios y experimentales, los
uales indian una prediion onable del omportamiento de los algoritmos que implementan
la resoluion de onsultas utilizando las estrategias de listas invertidas loales y listas invertidas
globales.
Para los algoritmos de resoluion de onsultas presentados en este trabajo, utilizando tanto
la estrategia de indexaion loal omo la global, y basados en el modelo BSP, se ha podido
Figura 3: Tiempos de Sinronizaion -Estrategia de Lista Invertida Global
Figura 4: Speedup - Estrategia de Lista Invertida Global
observar que en sistemas on listas invertidas peque~nas, se visualiza una modesta mejora de
performane de la tenia global sobre la loal. Pero para sistemas on listas invertidas de gran
tama~no, que es donde se justia el uso del paralelismo, el osto de ambas estrategias tiende a
ser similar.
Sin embargo queda analizar nuevas alternativas de dise~no que permitan una mejora en el
speedup alanzado por estas estrategias.
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