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Resumo
Nesta tese obtemos novas condic¸o˜es de admissibilidade sobre o conjunto de paraˆmetros
e o espetro de um grafo fortemente regular. Como ponto de partida para o trabalho
desenvolvido associa´mos uma a´lgebra de Jordan euclidiana a` matriz de adjaceˆncia de
um grafo fortemente regular.
Assim, comec¸amos por sintetizar os principais resultados sobre a´lgebras associativas
em poteˆncia, bem como sobre a´lgebras de Jordan e a´lgebras de Jordan euclidianas. O
Teorema do Entrelac¸amento de valores pro´prios de Cauchy, de importaˆncia central na
demonstrac¸a˜o dos principais resultados da tese, e´ generalizado a elementos de a´lgebras
de Jordan euclidianas simples.
Apresentamos as definic¸o˜es em Teoria dos Grafos relevantes para o trabalho desta tese e
descrevemos pormenorizadamente a famı´lia dos grafos fortemente regulares. No sentido
em que um grafo fortemente regular, conjuntamente com o seu complementar, pode ser
interpretado como um esquema associativo sime´trico com duas classes, apresentamos
estas estruturas combinato´rias e demonstramos novos resultados sobre os paraˆmetros de
Krein associados a um esquema associativo com um nu´mero qualquer de classes.
Finalmente, dado um grafo fortemente regular G com matriz de adjaceˆncia A, consi-
deramos o espac¸o das matrizes reais sime´tricas gerado pela matriz identidade e pelas
poteˆncias naturais de A. Este espac¸o, munido do produto de Jordan e do produto interno
dado pelo trac¸o usual do produto usual de matrizes, e´ uma a´lgebra de Jordan euclidiana
com caracterı´stica 3. A partir do u´nico sistema de idempotentes ortogonais, Υ, desta
a´lgebra de Jordan euclidiana associada a A, generalizamos os paraˆmetros de Krein de
G. A generalizac¸a˜o obtida, para ale´m de produzir novas condic¸o˜es generalizadas de
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admissibilidade sobre o conjunto de paraˆmetros e sobre o espetro deG, permitiu-nos obter
um novo majorante para alguns dos paraˆmetros de Krein do grafo G. Este novo majorante
revela-se sempre mais apertado do que aquele que era conhecido e em alguns casos e´
mesmo o´ptimo, na˜o podendo ser melhorado.
Novas condic¸o˜es de admissibilidade sa˜o tambe´m obtidas atrave´s da construc¸a˜o de uma
se´rie binomial generalizada de poteˆncias de Kronecker dos elementos de Υ, bem como
adaptando as se´ries das func¸o˜es hiperbo´licas do seno e do cosseno. Estas novas desi-
gualdades de admissibilidade contribuı´ram para iluminar algumas propriedades espetrais
dos grafos fortemente regulares.
Palavras-chave:
• 05Exx, Algebraic combinatorics;
• 05C50, Graphs and linear algebra;
• 05E30, Associative schemes, strongly regular graphs.
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Abstract
In this thesis we obtain new admissibility conditions over the parameter set and the spec-
trum of a strongly regular graph. As a starting point to our work we associate an Euclidean
Jordan algebra to the adjacency matrix of a strongly regular graph.
Therefore, we start by summarize the principal results on power associative algebras, Jor-
dan algebras and Euclidian Jordan algebras. Cauchy’s Eigenvalues Interlacing Theorem,
which is of central importance for the proof of our main results, is generalized to elements
of simple Euclidean Jordan algebras.
We present some definitions in Graph Theory necessary to the development of this work
and we describe in detail the family of strongly regular graphs. In the sense that a strongly
regular graph together with its complement is a symmetric association scheme with two
classes, we present these combinatorial structures and we prove some new results over
the Krein parameters associated to an association scheme with any number of classes.
Finally, given a strongly regular graph G with adjacency matrix A, we consider the space of
real symmetric matrices spanned by the identity matrix and by the natural powers ofA. This
space, endowed with the Jordan product and the inner product given by the usual trace of
the standard matrix product, is an Euclidean Jordan algebra with rank 3. From the unique
complete system of orthogonal idempotents, Υ, associated to A, we generalize the Krein
parameters of G. This generalization, besides producing new generalized admissibility
conditions over the parameters and the spectrum of G, allowed us to obtain a new upper
bound for some of the Krein parameters of G. This new upper bound is always tighter than
the one known so far and in some cases is indeed optimal and cannot be improved.
New admissibility conditions are also obtained by constructing a generalized binomial series
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of Kronecker powers of the elements of Υ, as well as considering the hyperbolic functions
series of the sine and the cosine. These new admissibility inequalities contributed to
illuminate some spectral properties of strongly regular graphs.
Key-words:
• 05Exx, Algebraic combinatorics;
• 05C50, Graphs and linear algebra;
• 05E30, Associative schemes, strongly regular graphs.
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Capı´tulo 1
Introduc¸a˜o
As long as Algebra and Geometry were separated, their progress was slow
and their use limited; but once these sciences were united, they lent each
other mutual support and advanced rapidly together towards perfection.
Joseph Lois Lagrange, 1975, Oeuvres, vol. 7, p. 271.
Durante a maior parte da sua histo´ria, a Matema´tica existiu cindida em duas a´reas apa-
rentemente incompatı´veis entre si: a Geometria, dedicada a`s questo˜es da forma, tamanho
e posic¸a˜o de figuras no plano e no espac¸o, e a A´lgebra, um ramo dedicado a` resoluc¸a˜o
de problemas que nos dias de hoje podem ser traduzidos por interme´dio de equac¸o˜es.
Na citac¸a˜o com que abrimos o capı´tulo, Lagrange, citado em [33], afirma que a partir
do momento em que estas duas a´reas foram conciliadas a sua evoluc¸a˜o foi muito mais
ce´lere, pois os avanc¸os de uma disciplina constituı´ram contributos para a outra. Em [33],
Lagrange, atribuindo esse me´rito a` geometria analı´tica de Descartes, acrescenta ainda:
We owe to Descartes the application of Algebra to Geometry; this has become
the key to the greatest discoveries in all fields of Mathematics.
Joseph Lois Lagrange, 1975, Oeuvres, vol. 7, p. 271.
As palavras de Lagrange servem assim como inspirac¸a˜o para a apresentac¸a˜o do trabalho
desta tese. Ao longo deste texto, procura´mos aplicar a teoria das a´lgebras de Jordan
euclidianas a` famı´lia dos grafos fortemente regulares, no sentido de extrair novas con-
cluso˜es sobre o espetro destes grafos, assim como novas condic¸o˜es de admissibilidade
sobre o conjunto de paraˆmetros associado a um (ou eventualmente mais do que um) grafo
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fortemente regular.
A adjetivac¸a˜o “fortemente regular” caracteriza adequadamente uma famı´lia de grafos re-
gulares com uma propriedade adicional: o nu´mero de vizinhos comuns a um qualquer
par de ve´rtices u e v depende unicamente do facto de u e v serem ou na˜o adjacentes.
Esta definic¸a˜o deve-se a R. C. Bose e encontra-se publicada no artigo de 1963, Strongly
regular graphs, partial geometries and partially balanced designs, [10]. Estes grafos podem
ser interpretados como casos particulares de estruturas combinato´rias mais complexas e
gerais, particularmente esquemas associativos com duas classes.
Assim, dado um grafo fortemente regular, G, com n ve´rtices e regularidade k, tal que
cada par de ve´rtices adjacentes tem a vizinhos e cada par de ve´rtices na˜o adjacentes tem
c vizinhos, dizemos que G e´ fortemente regular com conjunto de paraˆmetros associado
(n, k, a, c).
A identificac¸a˜o de um grafo fortemente regular com um conjunto de paraˆmetros na˜o e´
biunı´voca, ja´ que um mesmo conjunto de paraˆmetros pode definir mais do que um grafo
fortemente regular. Por exemplo, conhecem-se pelo menos 105 grafos fortemente regula-
res, na˜o isomorfos, com o conjunto de paraˆmetros (36, 14, 4, 6).
A partir da definic¸a˜o apresentada por Bose e´ imediato concluirmos que na˜o e´ qualquer con-
junto de paraˆmetros que origina um grafo fortemente regular e, na verdade, os paraˆmetros
de um grafo fortemente regular esta˜o sujeitos a uma bateria de condic¸o˜es necessa´rias de
existeˆncia, ditas condic¸o˜es de admissibilidade.
De entre todos os estudos efetuados nesta a´rea, destacam-se o trabalho de relaciona-
mento alge´brico feito por Bose e Mesner, [9], o estudo sobre os valores pro´prios feito por
Hoffman em [37] e a relac¸a˜o com grupos de permutac¸a˜o feita em [34] por D. G. Higman.
Este trabalho conduziu a` descoberta dos paraˆmetros de Krein de um grafo fortemente
regular por Scott, em [55], cujas propriedades originaram as condic¸o˜es de admissibili-
dade de Krein. Em [59], Margarett Smith considerou grafos extremais de caracterı´stica
3, fornecendo motivac¸a˜o para os trabalhos de Cameron et al, [15], e J. J. Seidel, [56].
O trabalho em [56], juntamente com [24], conduziu a` descoberta dos denominados limites
absolutos de Seidel, que constituem condic¸o˜es de admissibilidade sobre as multiplicidades
dos valores pro´prios da matriz de adjaceˆncia de um grafo fortemente regular. Um estudo
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sobre me´todos de construc¸a˜o de grafos fortemente regulares foi produzido por Hubaut, em
[40], e o leitor e´ ainda aconselhado a consultar os trabalhos de Cameron e van Lint, [14],
Cameron, [16], e Goethals e Seidel, [30, 31], para outras relac¸o˜es entre grafos fortemente
regulares e objetos combinato´rios diversos. Para uma leitura detalhada sobre estes grafos
sugere-se [4, 29, 45], para ale´m da bibliografia supracitada.
Ainda assim, a` luz de todo o trabalho desenvolvido sobre grafos fortemente regulares,
existe um conjunto infinito de conjuntos de paraˆmetros que passam o crivo das condic¸o˜es
de admissibilidade existentes, sem que saibamos se correspondem efetivamente a grafos
fortemente regulares. De todos, o exemplo mais nota´vel e´ sem du´vida o quarto grafo de
Moore. Os grafos de Moore sa˜o uma famı´lia constituı´da por grafos de diaˆmetro d e cintura
2d + 1 que sa˜o grafos fortemente regulares com paraˆmetros (k2 + 1, k, 0, 1). Os autores,
que em 1960 introduziram os grafos de Moore, Hoffman e Singleton, [36], provaram ainda
que esta famı´lia e´ constituı´da por, no ma´ximo, quatro elementos, de regularidades 2, 3, 7
e 57. Enquanto que a existeˆncia dos treˆs primeiros esta´ demonstrada, desconhece-se a
existeˆncia do quarto grafo de Moore ate´ a` presente data, cuja prova constituiria a resoluc¸a˜o
de um dos grandes problemas da Combinato´ria moderna. Mais geralmente, tambe´m na˜o
se sabe se existe mais algum grafo fortemente regular sem triaˆngulos, isto e´, com a = 0,
para ale´m dos treˆs ja´ referenciados.
Foi com esta motivac¸a˜o que surgiu o trabalho desta tese. Com o objetivo de encontrar
novas condic¸o˜es de admissibilidade sobre o espetro e o conjunto de paraˆmetros de um
grafo fortemente regular, procura´mos estudar as propriedades das a´lgebras de Jordan
euclidianas e a sua ı´ntima relac¸a˜o com a a´lgebra gerada pela matriz identidade e pelas
poteˆncias naturais da matriz de adjaceˆncia de um grafo fortemente regular.
As a´lgebras de Jordan euclidianas sa˜o simplesmente a´lgebras de Jordan munidas de um
produto interno com uma propriedade transitiva. O conceito de a´lgebra de Jordan foi
originalmente criado por Pascual Jordan, John von Neumann e Eugene Wigner no artigo
On an algebraic generalization of the quantum mechanical formalism, [42], para iluminar
um aspecto particular da Fı´sica: os observa´veis da Mecaˆnica Quaˆntica. Contudo, as
a´lgebras de Jordan acabaram por estabelecer conexo˜es inesperadas com muitas outras
a´reas da Matema´tica. Podemos citar as aplicac¸o˜es a` Estatı´stica, [49], aos me´todos de
23
ponto interior, [27] e [28], e a` Combinato´ria, [19]. Para um estudo detalhado sobre estas
a´lgebras sugerem-se as notas de Koecher, [43], ou a monografia de Faraut e Kora´nyi, [26].
A tese esta´ organizada como se segue. No Capı´tulo 2 apresentamos a teoria das a´lgebras
de Jordan euclidianas com o objetivo de fornecer as ferramentas necessa´rias ao desenvol-
vimento do Capı´tulo 4 e de fazer uma generalizac¸a˜o do Teorema do Entrelac¸amento de va-
lores pro´prios de Cauchy a elementos de uma a´lgebra de Jordan euclidiana simples. Essa
generalizac¸a˜o consiste em considerarmos uma qualquer ordenac¸a˜o dos valores pro´prios
de um elemento da a´lgebra, ao contra´rio do que sucede em [32].
Ao longo do Capı´tulo 3 apresentamos os conceitos ba´sicos em Teoria dos Grafos, as prin-
cipais propriedades da famı´lia dos grafos fortemente regulares, bem como algumas sub-
famı´lias interessantes de grafos fortemente regulares. Por fim, tomando em considerac¸a˜o
que um grafo fortemente regular e´ um esquema associativo com duas classes, introduzi-
mos estas estruturas combinato´rias e deduzimos algumas propriedades novas sobre os
paraˆmetros de Krein de um esquema associativo. Entre elas, destaca-se a obtenc¸a˜o de
um novo majorante para alguns dos paraˆmetros de Krein de um esquema associativo com
um qualquer nu´mero de classes. Provamos ainda que esse novo majorante na˜o pode ser
melhorado.
O Capitulo 4 conte´m os resultados fundamentais desta tese. Atrave´s da associac¸a˜o de
uma a´lgebra de Jordan euclidiana a` matriz de adjaceˆncia de um grafo fortemente regular,
generalizamos os paraˆmetros de Krein de um grafo fortemente regular, generalizac¸a˜o essa
que nos permite obter um majorante mais apertado para alguns dos paraˆmetros de Krein.
Tambe´m demonstramos que esse majorante e´ o´timo em alguns casos. Sa˜o obtidas novas
condic¸o˜es de admissibilidade sobre o espetro e sobre o conjunto de paraˆmetros de um
grafo fortemente regular, utilizando a se´rie binomial e outras se´ries funcionais aplicadas
aos idempotentes do u´nico sistema de Jordan associado a` matriz de adjaceˆncia do grafo
fortemente regular relativamente a` a´lgebra de Jordan euclidiana em estudo. Estas novas
condic¸o˜es permitiram-nos clarificar algumas propriedades do espetro de grafos fortemente
regulares.
Finalmente, na Secc¸a˜o 4.7 do Capı´tulo 4, tecemos algumas considerac¸o˜es sobre o tra-
balho efetuado e os resultados obtidos, bem como lanc¸amos algumas ideias de trabalho
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futuro nesta a´rea.
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Capı´tulo 2
A´lgebras de Jordan Euclidianas
Practical application is found by not looking for it and one can say that the
whole progress of civilization rests on that principle.
Jacques Salomon Hadamard
Os primeiros registos de a´lgebras de Jordan datam de 1934 quando Pascual Jordan, John
von Neumann e Eugene Wigner publicaram o artigo On an algebraic generalization of
the quantum mechanical formalism, [42]. Neste artigo, os autores procuraram deduzir
as propriedades das matrizes hermı´ticas no contexto da mecaˆnica quaˆntica, sem o auxı´lio
da a´lgebra matricial subjacente mas na˜o observa´vel. Desde enta˜o, as a´lgebras de Jordan
teˆm sido aplicadas em diversos ramos da Matema´tica. Podemos citar as aplicac¸o˜es a`
Estatı´stica, [49], aos me´todos de ponto interior, [27] e [28], e a` Combinato´ria, [19].
Neste capı´tulo vamos apresentar as definic¸o˜es de a´lgebra de Jordan, Secc¸a˜o 2.2, e de
a´lgebra de Jordan euclidiana, Secc¸a˜o 2.3, bem como os principais resultados associados,
incluindo algumas demonstrac¸o˜es que consideramos relevantes para a exposic¸a˜o da teo-
ria. Para uma leitura mais detalhada sobre o tema sugerimos as notas de Koecher, [43],
ou a monografia de Faraut e Kora´nyi, [26].
No final deste Capı´tulo 2, na Secc¸a˜o 2.4, apresentamos uma generalizac¸a˜o do Teorema
do Entrelac¸amento dos valores pro´prios a`s a´lgebras de Jordan Euclidianas simples (ver
[32]). O Teorema do Entrelac¸amento dos valores pro´prios assume uma importaˆncia central
no trabalho desta tese, ja´ que constitui a base para a prova dos resultados mais relevantes
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do Capı´tulo 4.
Visto que toda a a´lgebra de Jordan e´ uma a´lgebra associativa em poteˆncia, como se
observara´ mais adiante, vamos comec¸ar por estudar este tipo de a´lgebra, o que sucede ao
longo da Secc¸a˜o 2.1.
2.1 A´lgebras Associativas em Poteˆncia
Seja (V, •) uma a´lgebra real de dimensa˜o finita, onde • e´ a operac¸a˜o bilinear definida por:
V × V → V
(u, v) 7→ u • v
.
Ao longo deste texto designaremos a a´lgebra (V, •) simplesmente por V sem prejuı´zo de
se confundir a a´lgebra com o espac¸o vetorial.
Se V contiver um elemento, chamemos-lhe e, tal que
(∀u ∈ V ) : e • u = u • e = u,
enta˜o e designa-se por elemento unidade de V .
Se, para cada elemento u em V , a suba´lgebra gerada por u for associativa, enta˜o diz-se
que V e´ uma a´lgebra associativa em poteˆncia.
Definem-se recursivamente as poteˆncias dos elementos de V do seguinte modo:
u0 = e, un = u • un−1, ∀n ∈ N.
Se V for uma a´lgebra associativa em poteˆncia, enta˜o para todo o elemento u ∈ V e
quaisquer m,n ∈ N, verifica-se a igualdade
um • un = um+n.
Para uma a´lgebra associativa em poteˆncia, V , com dimensa˜o finita e com elemento uni-
dade e, a caracterı´stica de um elemento u ∈ V e´ o menor natural k tal que o conjunto
{e, u, u2, . . . , uk}
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e´ linearmente dependente e escreve-se car(u) = k. Como V tem dimensa˜o finita, defini-
mos a caracterı´stica de V como sendo o nu´mero r tal que
r = car(V ) = max{car(u) : u ∈ V }.
Podemos, agora, distinguir os elementos cuja caracterı´stica coincide com a da a´lgebra dos
restantes elementos. Assim sendo, um elemento u ∈ V diz-se regular se car(u) = car(V ).
Seja R[X] a a´lgebra sobre R dos polino´mios de uma varia´vel com coeficientes reais. Para
cada elemento u ∈ V definimos a suba´lgebra de V gerada por u e e:
R[u] = {f(u) : f ∈ R[X]}.
A suba´lgebra R[u] e´ comutativa, associativa e existe uma relac¸a˜o de equivaleˆncia entre
R[u] e R[X]\ I(u), onde I(u) e´ o ideal definido por I(u) = {f ∈ R[X] : f(u) = 0}. Note-
se que um ideal I de uma a´lgebra V e´ uma suba´lgebra de V , tal que ∀u ∈ I , ∀v ∈ V ,
u • v ∈ I e v • u ∈ I .
Como cada ideal pro´prio de R[X] e´ principal, temos que I(u) e´ gerado por um u´nico
polino´mio mo´nico, pˆ, que e´ chamado de polino´mio mı´nimo de u, pelo facto de ser o
polino´mio de menor grau que se anula em u. O grau do polino´mio mı´nimo do elemento u
e´ igual a car(u).
O resultado seguinte caracteriza o polino´mio mı´nimo dos elementos regulares de V .
Proposic¸a˜o 2.1.1. [26, Proposic¸a˜o II.2.1] Seja (V, •) uma a´lgebra real associativa em
poteˆncia com caracterı´stica r. O conjunto dos elementos regulares de V e´ aberto e denso
em V . Existem polino´mios a1, a2, . . . , ar em V , tais que, para qualquer elemento regular
u ∈ V , o polino´mio mı´nimo de u e´ dado por
pˆ(u, λ) = λr − a1(u)λr−1 + a2(u)λr−2 + · · ·+ (−1)rar(u). (2.1)
Os polino´mios a1, a2, . . . , ar sa˜o u´nicos e cada aj e´ homoge´neo de grau j.
Apesar da Proposic¸a˜o 2.1.1 contemplar apenas os elementos regulares de V , temos que
o polino´mio (2.1) anula-se tambe´m para qualquer elemento na˜o regular de V . Uma vez
que o conjunto dos elementos regulares de uma a´lgebra associativa em poteˆncia, V , e´ um
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conjunto denso de V , dado u ∈ V existe uma sucessa˜o {un}n∈N de elementos regulares
de V convergindo para u. Assim,
pˆ(u, u) = pˆ
(
lim
n→+∞un, limn→+∞un
)
= lim
n→+∞ pˆ(un, un) = 0,
tal como e´ feito em [20]. O polino´mio (2.1), aplicado a um elemento na˜o regular u de
V , chama-se o polino´mio caracterı´stico de u, e denota-se por p(u, λ), visto poder na˜o
coincidir, neste caso, com o polino´mio mı´nimo de u. As raı´zes de (2.1) designam-se os
valores pro´prios de u. Note-se que, a menos de multiplicidades, o polino´mio caracterı´stico
e o polino´mio mı´nimo teˆm as mesmas raı´zes. Contudo, o polino´mio mı´nimo divide sempre
o polino´mio caracterı´stico do mesmo elemento. No caso do elemento u ∈ V ser regular, o
polino´mio mı´nimo coincide com o polino´mio caracterı´stico.
Observac¸a˜o 2.1.1. A justificac¸a˜o da utilizac¸a˜o da nomenclatura “polino´mio caracterı´stico”
adve´m da seguinte propriedade dos elementos regulares de V . Seja L(u) o endomorfismo
de V em V tal que L(u)(v) = u • v. Dado um elemento regular u ∈ V , se considerarmos
a suba´lgebra real de V , R[u], que e´ gerada pela base
B = {e, u, u2, . . . , ur−1},
enta˜o a aplicac¸a˜o linear L0(u), restric¸a˜o de L(u) a R[u], e´ representada na base B por:
ML0(u) =

0 0 · · · 0 (−1)r−1ar(u)
1 0 · · · 0 (−1)r−2ar−1(u)
0 1 · · · 0 (−1)r−3ar−2(u)
...
...
. . .
...
...
0 0 · · · 1 a1(u)

.
Vamos verificar que o polino´mio caracterı´stico desta matriz coincide com o polino´mio (2.1).
Com efeito, calculando o determinante de λI −ML0(u), obtemos:
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|λI −ML0(x)| =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ 0 · · · 0 −(−1)r−1ar(u)
−1 λ · · · 0 −(−1)r−2ar−1(u)
0 −1 · · · 0 −(−1)r−3ar−2(u)
...
...
. . .
...
...
0 0 · · · −1 λ− a1(u)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= λ
∣∣∣∣∣∣∣∣∣∣∣
λ · · · 0 −(−1)r−2ar−1(u)
−1 · · · 0 −(−1)r−3ar−2(u)
...
. . .
...
...
0 · · · −1 λ− a1(u)
∣∣∣∣∣∣∣∣∣∣∣
+ (−1)ar(u)
∣∣∣∣∣∣∣∣∣∣∣
−1 λ · · · 0
0 −1 · · · 0
...
...
. . .
...
0 0 · · · −1
∣∣∣∣∣∣∣∣∣∣∣
= (−1)(−1)r−1ar(u) + λ
∣∣∣∣∣∣∣∣∣∣∣
λ · · · 0 −(−1)r−2ar−1(u)
−1 · · · 0 −(−1)r−3ar−2(u)
...
. . .
...
...
0 · · · −1 λ− a1(u)
∣∣∣∣∣∣∣∣∣∣∣
= (−1)rar(u) + λ
∣∣∣∣∣∣∣∣∣∣∣
λ · · · 0 −(−1)r−2ar−1(u)
−1 · · · 0 −(−1)r−3ar−2(u)
...
. . .
...
...
0 · · · −1 λ− a1(u)
∣∣∣∣∣∣∣∣∣∣∣
= · · ·
= (−1)rar(u) + λ(−1)r−1ar−1(u) + · · ·+ λr
= λr − a1(u)λr−1 + a2(u)λr−2 + · · ·+ (−1)rar(u).
Para cada elemento u de uma a´lgebra real associativa em poteˆncia com elemento unidade,
V , definimos o trac¸o e o determinante de u como sendo os coeficientes a1(u) e ar(u),
respetivamente, do polino´mio caracterı´stico de u. Denotamos a1(u) e ar(u) por tr(u) e
det(u), respetivamente.
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Exemplo 2.1.1. Como o produto usual de matrizes e´ associativo, temos que o espac¸o das
matrizes reais sime´tricas de ordem n, Sym(n,R), munido da operac¸a˜o bilinear
A •B = AB +BA
2
(2.2)
e´ uma a´lgebra associativa em poteˆncia com car(Sym(n,R)) = n e cuja unidade e´ a matriz
identidade de ordem n, e = In.
A operac¸a˜o •, definida em (2.2), designa-se por produto de Jordan. Note-se que, como
A•A = AA, as poteˆncias de A sa˜o iguais independentemente de se considerar o produto
• ou o produto usual de matrizes.
Como A ∈ Sym(n,R) e´ uma matriz sime´trica, enta˜o A e´ diagonaliza´vel e, portanto, existe
uma matriz na˜o singular U tal que
U−1A U = diag(α1, α2, . . . , αn),
onde α1, α2, . . . , αn sa˜o os valores pro´prios de A. Assim, o polino´mio caracterı´stico de A
e´
p(A, λ) = det(λIn − A)
enquanto que o polino´mio mı´nimo e´
pˆ(A, λ) = (λ− αi1)(λ− αi2) · · · (λ− αim),
em que todos os αij sa˜o distintos, com {αij : 1 ≤ j ≤ m} = {αi : 1 ≤ i ≤ n} e
1 ≤ m ≤ n. Se m = n, enta˜o A e´ regular e pˆ(A, λ) = p(A, λ). De facto, se A for regular,
p(A, λ) e´ dado por
p(A, λ) = λn − (α1 + α2 + · · ·+ αn)λn−1 + · · ·+ (−1)nα1α2 . . . αn,
com α1, α2, . . . , αn todos distintos.
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2.2 A´lgebras de Jordan
Uma a´lgebra real V diz-se uma a´lgebra de Jordan se a operac¸a˜o bilinear satisfizer as
seguintes propriedades:
(J1) (∀u, v ∈ V ) : u • v = v • u;
(J2) (∀u, v ∈ V ) : u • (u2 • v) = u2 • (u • v).
As propriedades (J1) e (J2) podem ser apresentadas alternativamente como
(J1)
∗ (∀u, v ∈ V ) : L(u)(v) = L(v)(u),
(J2)
∗ (∀u, v ∈ V ) : L(u) (L(u2)(v)) = L(u2) (L(u)(v)),
onde L(u) e L(u2) sa˜o dois endomorfismos
L(u) : V → V
v 7→ u • v
e
L(u2) : V → V
v 7→ u2 • v.
Observac¸a˜o 2.2.1. Utilizando os pareˆnteses de Lie, [ , ], que denotam a operac¸a˜o
[A,B] = AB −BA,
onde A e B sa˜o representac¸o˜es de dois endomorfismos na mesma base, e´ possı´vel
reescrever a igualdade (J2)∗ como[
L(u), L
(
u2
)]
= O, (2.3)
para cada u ∈ V , onde O designa o operador nulo.
Em geral uma a´lgebra de Jordan na˜o e´ associativa. No entanto, dada uma a´lgebra as-
sociativa podemos transforma´-la numa a´lgebra de Jordan, se a munirmos do produto de
Jordan definido no Exemplo 2.1.1 em (2.2).
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Exemplo 2.2.1. Se V e´ uma a´lgebra real associativa, enta˜o (V, •) e´ uma a´lgebra de
Jordan, sendo • o produto de Jordan definido no Exemplo 2.1.1 em (2.2). Assim, como
o produto usual de matrizes e´ associativo, temos que Sym(n,R), munida do produto
de Jordan, e´ uma a´lgebra de Jordan. De agora em diante, esta a´lgebra de Jordan sera´
denotada por Vn.
Em seguida vamos apresentar um exemplo de uma a´lgebra de Jordan sobre o espac¸o
vetorial Rn, com n > 1. Va´rios exemplos sobre esta a´lgebra encontram-se em [2].
Exemplo 2.2.2. Considerem-se os elementos x ∈ Rn, n > 1, representados da forma
x =
 x0
x
 ,
com x0 ∈ R e x ∈ Rn−1, e o produto de Jordan definido para estes elementos como
x • y =
 x0
x
 •
 y0
y
 =
 x>y
x0y + y0x
 , (2.4)
Enta˜o, Rn munido do produto (2.4) e´ uma a´lgebra de Jordan de caracterı´stica 2 e cujo
elemento unidade e´
e =

1
0
...
0
 .
Esta a´lgebra designa-se por a´lgebra de Spin e denota-se por Ln. O polino´mio carac-
terı´stico de um elemento x ∈ Ln e´ dado por
p(x, λ) = λ2 − 2x0λ+ x20 − ||x||2,
onde || · || representa a norma euclidiana usual. Os valores pro´prios de cada elemento
x ∈ Ln sa˜o dados por x0 ± ||x|| e temos ainda que tr(x) = 2x0 e det(x) = x20 − ||x||2.
Segue-se um primeiro resultado sobre a´lgebras de Jordan e que se reveste de alguma
importaˆncia, nomeadamente no que se refere a` demonstrac¸a˜o de resultados ulteriores. A
relevaˆncia do resultado que se segue levou-nos a apresentar uma demonstrac¸a˜o detalhada
do mesmo. Antes, pore´m, vamos introduzir a definic¸a˜o seguinte.
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Para uma func¸a˜o f definida num conjunto aberto X de um espac¸o vetorial real V , defini-
mos a derivada de f na direc¸a˜o de u ∈ V como
Duf(x) =
d
dt
f(x+ tu)
∣∣∣∣
t=0
,
para cada x ∈ X .
Teorema 2.2.1. [26, Proposic¸a˜o II.1.1] Se V e´ uma a´lgebra de Jordan, enta˜o, para todos
os elementos u, v, w de V , sa˜o va´lidas as seguintes igualdades:
(i) [L(u), L(v2)] + 2[L(v), L(u • v)] = O;
(ii) [L(u), L(v • w)] + [L(w), L(u • v)] + [L(v), L(w • u)] = O;
(iii) L(u2 • v)− L(u2)L(v) = 2 (L(u • v)− L(u)L(v))L(u).
Demonstrac¸a˜o. Derivando a igualdade (2.3), da Observac¸a˜o 2.2.1, na direc¸a˜o de u ∈ V ,
obtemos
Du
[
L(v), L
(
v2
)]
= O
⇔ d
dt
[
L(v + tu), L
(
(v + tu)2
)]
t=0
= O
⇔ d
dt
[
L(v) + tL(u), L
(
v2
)
+ 2tL(v • u) + t2L (u2)]
t=0
= O
⇔ d
dt
([
L(v), L
(
v2
)]
+ 2t [L(v), L(v • u)] + t [L(u), L (v2)]
+2t2 [L(u), L(v • u)] + t2 [L(v), L (u2)]+ t3 [L(u), L (u2)])
t=0
= O
Aplicando a igualdade (2.3) obtemos
d
dt
(
t
(
2 [L(v), L(v • u)] + [L(u), L (v2)])
+t2
(
2 [L(u), L(v • u)] + [L(v), L (u2)]))
t=0
= O.
⇔ 2 [L(v), L(v • u)] + [L(u), L (v2)] = O,
o que prova (i).
Utilizando um procedimento ana´logo, calculando a derivadaDw da identidade (i) na direcc¸a˜o
de um vetor w ∈ V e utilizando as igualdades (i) e (2.3) obtemos a igualdade (ii).
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Quanto a (iii), aplicando a` igualdade (i) um elemento w, a identidade resultante e´:
[L(u), L(v2)](w) + 2[L(v), L(u • v)](w) = 0
⇔ L(u)L(v2)(w)− L(v2)L(u)(w) + 2L(v)L(u • v)(w)− 2L(u • v)L(v)(w) = 0
⇔ L(u)(v2 • w)− L(v2)(u • w) = 2L(u • v)(v • w)− 2L(v)((u • v) • w).
Usando a propriedade comutativa (J1)∗ vem:
L(v2 • w)(u)− L(v2)(u • w) = 2L(v • w)(u • v)− 2L(v)(w • (u • v))
⇔ L(v2 • w)(u)− L(v2)L(w)(u) = 2L(v • w)L(v)(u)− 2L(v)L(w)L(v)(u),
o que pode ser reescrito como
L(v2 • w)− L(v2)L(w) = 2(L(v • w)− L(v)L(w))L(v),
que e´ precisamente a identidade (iii) que pretendı´amos provar.
De agora em diante, sempre que nos referirmos a uma a´lgebra de Jordan V , supomos que
V e´ uma a´lgebra de Jordan real com dimensa˜o finita e elemento unidade e.
O resultado seguinte mostra que se V for uma a´lgebra de Jordan, enta˜o V e´ uma a´lgebra
associativa em poteˆncia.
Teorema 2.2.2. [26, Proposic¸a˜o II.1.2, (ii)] Seja V uma a´lgebra de Jordan. Enta˜o V e´ uma
a´lgebra associativa em poteˆncia.
Atrave´s do Teorema 2.2.2, podemos associar a cada elemento u ∈ V o respetivo polino´mio
caracterı´stico e as definic¸o˜es de trac¸o e determinante dadas na secc¸a˜o anterior.
Seja V uma a´lgebra de Jordan real com elemento unidade e e u ∈ V . Denota-se por R[u]
a suba´lgebra de V gerada por e e por u.
Numa a´lgebra de Jordan real V diz-se que um elemento u e´ invertı´vel se existe v ∈ R[u]
tal que u • v = e. Nestas condic¸o˜es v designa-se o inverso de u e denota-se por u−1.
Note-se que, como a a´lgebra R[u] e´ associativa, o inverso u−1 e´ u´nico.
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Teorema 2.2.3. [26, Proposic¸a˜o II.2.2] Seja V uma a´lgebra de Jordan real com elemento
unidade e e caracterı´stica r. Enta˜o:
(i) (∀u ∈ V ), (∀x, y ∈ R[u]) : det(x • y) = det(x) det(y);
(ii) tr(e) = r;
(iii) det(e) = 1.
O teorema seguinte mostra-nos como obter o elemento inverso de um elemento de uma
a´lgebra de Jordan.
Teorema 2.2.4. [26, Proposic¸a˜o II.2.3] Seja V uma a´lgebra de Jordan real com elemento
unidade e e u ∈ V . Se L(u) e´ invertı´vel, enta˜o u−1 = L−1(u)(e).
O resultado seguinte fornece-nos um crite´rio que nos permite decidir se um dado elemento
e´, ou na˜o, invertı´vel.
Teorema 2.2.5. [26, Proposic¸a˜o II.2.4] Seja V uma a´lgebra de Jordan com elemento
unidade e. O elemento u ∈ V e´ invertı´vel se e so´ se det(u) 6= 0.
Sendo V uma a´lgebra de Jordan, diz-se que c ∈ V e´ um idempotente se c2 = c. Como
consequeˆncia das propriedades do Teorema 2.2.1 deduz-se o resultado seguinte.
Teorema 2.2.6. [26, Proposic¸a˜o III.1.3] Se c e´ um idempotente de uma a´lgebra de Jordan
V , enta˜o os valores pro´prios do operador linear L(c) de V em V pertencem ao conjunto{
0, 12 , 1
}
.
Para u ∈ V definimos a aplicac¸a˜o
P (u) = 2L2(u)− L(u2), (2.5)
que se designa por representac¸a˜o quadra´tica de V , onde L2(u) representa a composic¸a˜o
de L(u) com ele pro´prio. Observe-se que os endomorfismos L(u) e P (u) comutam para
a operac¸a˜o composic¸a˜o.
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Exemplo 2.2.3. No caso da a´lgebra de Jordan Vn, definida no Exemplo 2.2.1, a representac¸a˜o
quadra´tica satisfaz a propriedade P (A)(B) = ABA, ∀A,B ∈ Vn. De facto, tem-se que:
P (A)(B) = 2L2(A)(B)− L(A2)(B)
= 2L(A)(A •B)− A2 •B
= 2A •
(
AB +BA
2
)
− A
2B +BA2
2
= 2
A
(
AB +BA
2
)
+
(
AB +BA
2
)
A
2
− A
2B +BA2
2
=
A2B + ABA+ ABA+BA2
2
− A
2B +BA2
2
= ABA.
A prova desta propriedade permite-nos generaliza´-la a uma qualquer a´lgebra associativa
munida do produto de Jordan.
Proposic¸a˜o 2.2.1. [26, Proposic¸a˜o II.3.3] Seja V uma a´lgebra de Jordan com elemento
unidade e.
(i) Se u, v ∈ V forem invertı´veis, enta˜o P (u)(v) e´ invertı´vel e(
P (u)(v)
)−1
= P (u−1)(v−1).
(ii) Para quaisquer elementos u, v ∈ V temos
P
(
P (v)(u)
)
= P (v)P (u)P (v).
Exemplo 2.2.4. Relativamente a` a´lgebra de Jordan Ln apresentada no Exemplo 2.2.2,
temos que, identificando o operador linear L(x) com a respetiva matriz,
L(x) =
 x0 x>
x x0In−1
 .
Assim, a representac¸a˜o quadra´tica de um elemento x ∈ Ln e´ a seguinte:
P (x) = 2L2(x)− L(x2) =
 x>x 2x0x>
2x0x det(x)In−1 + 2x¯x¯>
 .
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2.3 A´lgebras de Jordan Euclidianas
Uma a´lgebra de Jordan real V com elemento unidade diz-se uma a´lgebra de Jordan
euclidiana se existe um produto interno < ·, · > em V , tal que ∀u, v, w ∈ V ,
< u • v, w >=< v, u • w > .
Desta definic¸a˜o decorre que ∀u ∈ V , L(u) e´ um operador autoadjunto, ou seja,
< L(u)(v), w >=< v,L(u)(w) > .
Exemplo 2.3.1. Seja Vn = Sym(n,R) a a´lgebra de Jordan definida no Exemplo 2.2.1.
Enta˜o, Vn e´ euclidiana para o produto interno definido por 〈A,B〉 = tr(AB), ∀A,B ∈ Vn,
onde tr denota o trac¸o usual de matrizes e AB o produto usual entre as matrizes A e B,
uma vez que, ∀A,B,C ∈ Vn, temos que
(i) A •B = B • A,
(ii) A • (A2 •B) = A2 • (A •B) e
(iii) 〈A •B,C〉 = 〈B,A • C〉.
Exemplo 2.3.2. A a´lgebra de Jordan Ln, definida no Exemplo 2.2.2, e´ euclidiana para o
produto interno usual no espac¸o Rn: < x, y >= x>y, ∀x, y ∈ R.
Em seguida, introduzimos algumas definic¸o˜es necessa´rias para apresentarmos alguns
resultados. Dada uma a´lgebra de Jordan euclidiana V , um subconjunto na˜o vazio Ω de V
diz-se um cone se x ∈ Ω e λ > 0 implica que λx ∈ Ω. Um subconjunto S de V diz-se
convexo se x, y ∈ S e 0 < λ < 1 implica que λx+ (1− λ)y ∈ S. Um subconjunto Ω ⊂ V
e´ um cone convexo se for um cone e um conjunto convexo.
O cone dual de um cone convexo Ω ⊂ V e´ definido por
Ω# = {v ∈ V : ∀w ∈ Ω, 〈w, v〉 ≥ 0}.
Se Ω = Ω#, Ω diz-se autodual. Para ale´m disso, Ω e´ um cone convexo aberto se Ω for um
aberto.
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O grupo dos automorfismos G(Ω) ⊂ GL(V ) de um cone convexo aberto Ω e´ definido por
G(Ω) = {g ∈ GL(V ) : g(Ω) = Ω}, onde GL(V ) representa o conjunto de todas as
aplicac¸o˜es lineares invertı´veis de V em V . Um cone aberto e´ homoge´neo se G(Ω) age
em Ω transitivamente, isto e´, ∀x, y ∈ Ω, ∃g ∈ G(Ω), tal que g(x) = y. Um cone convexo
diz-se sime´trico se for homoge´neo e autodual.
Dada uma a´lgebra de Jordan euclidiana V , o cone dos quadrados de V e´ dado por
Ω =
{
u2 : u ∈ V } .
Tem-se que o cone dos quadrados e´ um cone convexo, homoge´neo, auto-dual e, portanto,
sime´trico.
Observa-se ainda que o interior de Ω, Ω˚, e´ dado por
Ω˚ = {u2 : u e´ invertı´vel em V }.
Tal como e´ definido em [54], diz-se que u e´ definido positivo se u ∈ Ω˚ e semi-definido
positivo se u ∈ Ω.
A partir da Proposic¸a˜o 2.2.1 podemos concluir o resultado seguinte.
Corola´rio 2.3.1. Seja V uma a´lgebra de Jordan euclidiana e Ω˚ o interior do cone dos
quadrados de V . Enta˜o:
(i) P (u)(Ω˚) = Ω˚, para u um elemento invertı´vel de V ;
(ii) Se u ∈ Ω˚, enta˜o P (u) e´ definido positivo;
onde P e´ a representac¸a˜o quadra´tica de V , definida em (2.5), e Ω˚ denota o interior do
cone dos quadrados de V .
Demonstrac¸a˜o. Seja u um elemento invertı´vel de V . Note-se que, se Ω˚ e´ convexo, enta˜o
tambe´m P (u)(Ω˚) e´ convexo.
(i) Seja w ∈ P (u)(Ω˚). Enta˜o, existe v ∈ Ω˚ tal que w = P (u)(v). Pela Proposic¸a˜o 2.2.1,
temos que w e´ um elemento invertı´vel de V . Como u2 = P (u)(e), temos que u2
pertence simultaneamente a Ω˚ e a P (u)(Ω˚). Concluimos, assim, que P (u)(Ω˚) ⊂ Ω˚.
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Agora, seja v ∈ Ω˚. Temos que P (u)(v) ∈ P (u)(Ω˚) ⊂ Ω˚. Logo,
v = (P (u))−1P (u)(v) ∈ (P (u))−1(Ω˚),
pelo que se tem que Ω˚ ⊂ P (u)(Ω˚). Concluı´mos que P (u)(Ω˚) = Ω˚.
(ii) Seja u ∈ Ω˚. Enta˜o, u = v2, com v invertı´vel. Logo, P (u) = P (v2) = (P (v))2. Como
v e´ invertı´vel, enta˜o P (v) tambe´m o e´ (ver [26, Proposic¸a˜o II.3.1]) e, assim, podemos
concluir que P (u) e´ definido positivo.
Pelo Teorema 2.2.6 conclui-se que, se c e´ um idempotente de uma a´lgebra de Jordan real,
V , enta˜o o operador linear L(c) de V em V so´ admite valores pro´prios λ = 0, λ = 12
ou λ = 1. Considere-se, enta˜o, uma a´lgebra de Jordan euclidiana V , e os subespac¸os
invariantes do operador L(c), sendo c um idempotente de V , relativamente a cada um dos
seus valores pro´prios:
• V (c, 0) = {u ∈ V : L(c)(u) = 0},
• V
(
c, 12
)
=
{
u ∈ V : L(c)(u) = 12u
}
,
• V (c, 1) = {u ∈ V : L(c)(u) = u}.
Como L(c) e´ um operador autoadjunto relativamente ao produto interno de V , enta˜o os
subespac¸os invariantes associados aos valores pro´prios distintos de L(c) sa˜o ortogonais
dois a dois e, ale´m disso, V e´ a soma directa destes subespac¸os, ou seja,
V = V (c, 0)⊕ V
(
c,
1
2
)
⊕ V (c, 1).
Esta decomposic¸a˜o de V e´ chamada a decomposic¸a˜o de Peirce de V relativamente ao
idempotente c.
Exemplo 2.3.3. Seja Vn = Sym(n,R) a a´lgebra de Jordan euclidiana definida no Exemplo
2.3.1. Com n = p+ q, p, q ∈ N, consideramos a matriz
C =
 Ip 0
0 0
 .
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A matriz C e´ uma matriz idempotente e, enta˜o,
V (C, 0) =

 0 0
0 A
 : A e´ uma matriz sime´trica q × q

V (C, 1) =

 B 0
0 0
 : B e´ uma matriz sime´trica p× p

V
(
C,
1
2
)
=

 0 D
DT 0
 : D e´ uma matriz p× q
 .
Como V e´ uma a´lgebra de Jordan euclidiana, os subespac¸os invariantes V (c, 0), V
(
c, 12
)
e V (c, 1) verificam as seguintes propriedades, que se provam atrave´s do Teorema 2.2.1,
organizadas na proposic¸a˜o seguinte. Sejam U e W subespac¸os de V . Considera-se a
notac¸a˜o seguinte:
U •W = {u • w, u ∈ U,w ∈ W}.
Proposic¸a˜o 2.3.1. [26, Proposic¸a˜o IV.1.1] Seja V uma a´lgebra de Jordan real euclidiana
com elemento unidade e seja c um idempotente. Enta˜o as propriedades seguintes sa˜o
verdadeiras:
(i) V (c, 0) e V (c, 1) sa˜o suba´lgebras de V ;
(ii) V (c, 0) • V (c, 1) = {0};
(iii) (V (c, 0)⊕ V (c, 1)) • V (c, 12) ⊆ V (c, 12);
(iv) V
(
c, 12
) • V (c, 12) ⊆ V (c, 1)⊕ V (c, 0).
O resultado seguinte define os projetores ortogonais de V em cada um dos subespac¸os
pro´prios de V relativamente ao operador L(c), com c um idempotente de V .
Proposic¸a˜o 2.3.2. Seja V uma a´lgebra de Jordan euclidiana com elemento unidade e e
c um idempotente de V . Enta˜o P (e − c), I − P (c) − P (e − c) e P (c) sa˜o os projetores
ortogonais em V (c, 0), V
(
c, 12
)
e V (c, 1), respetivamente, em que I representa o operador
identidade.
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Demonstrac¸a˜o. Devido a` definic¸a˜o de P (u) em (2.5) tem-se:
P (e− c) = (L(c)− I)(2L(c)− I) (2.6)
I − P (e− c)− P (c) = 4L(c)(I − L(c)) (2.7)
P (c) = L(c)(2L(c)− I) (2.8)
De agora em diante vamos denotar: P0 = P (e−c), P 1
2
= I−P (e−c)−P (c) e P1 = P (c).
Os operadores Pi, i ∈ {0, 12 , 1} verificam as propriedades (i)-(v):
(i) P 2i = Pi, ∀i ∈ {0, 12 , 1};
(ii) PiPj = PjPi, ∀i, j ∈ {0, 12 , 1};
(iii) PiPj = O, ∀i 6= j ∈ {0, 12 , 1}, onde O designa o operador nulo;
(iv) P0, P 1
2
e P1 sa˜o operadores autoadjuntos relativamente ao produto interno de V ;
(v) Pi(V ) ⊂ V (c, i) ∧ Pi(u) = u, ∀u ∈ V (c, i), ∀i ∈ {0, 12 , 1}.
(i) Pela Proposic¸a˜o 2.2.1, tem-se que, se u for um idempotente de V , enta˜o:
P 2(u) = P (u).
Logo, P 2(c) = P (c) e P 2(e− c) = P (e− c). Agora necessitamos de mostrar que
P (c)P (e− c) = O. (2.9)
Assim, tem-se
P (c)P (e− c) = (2L2(c)− L(c))(I − 3L(c) + 2L2(c))
= (2L(c)− I)L(c)(I − 3L(c) + 2L2(c))
= O,
visto que, pelo Teorema 2.2.6, os valores pro´prios de L(c) sa˜o 0, 1/2 e 1. Logo,
(I − P (e− c)− P (c))2 = I − P (e− c)− P (c).
(ii) Por (2.6)-(2.8), concluimos que os operadores Pi, com i ∈ {0, 12 , 1} sa˜o polino´mios
do segundo grau em L(c) e I e, portanto, comutam entre si.
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(iii) Pela igualdade (2.9) ja´ temos que P0P1 = O. Para ale´m disso,
P1P 1
2
= P (c)(I − P (e− c)− P (c))
= P (c)− P (c)P (e− c)− P 2(c)
= P (c)− O − P (c)
= O
e tambe´m
P0P 1
2
= P (e− c)(I − P (e− c)− P (c))
= P (e− c)− P 2(e− c)− P (e− c)P (c)
= P (e− c)− P (e− c)− O
= O,
devido a (2.9) e (i).
(iv) Como L(c) e´ um operador autoadjunto relativamente ao produto interno de V , enta˜o,
os operadores Pi, com i ∈ {0, 12 , 1}, sa˜o tambe´m autoadjuntos relativamente ao
mesmo produto interno de V .
(v) Seja u ∈ V e u = u0 + u 1
2
+ u1 a decomposic¸a˜o de Peirce de u relativamente a c.
Assim,
L(c)P1(u) = L(c)P (c)(u) = L(c)L(c)(2L(c)− I)(u0 + u 1
2
+ u1)
= L(c)L(c)(0 + u 1
2
+ 2u1 − u0 − u 1
2
− u1)
= L(c)L(c)(u1 − u0)
= L(c)(u1 − 0)
= L(c)(u1)
= u1 = P (c)(u) = P1(u)
Logo, P1(u) ∈ V (c, 1) e, portanto, P1(V ) ⊂ V (c, 1). Note-se que P (c)(u) = u, para
u ∈ V (c, 1). Do mesmo modo, prova-se que Pi(V ) ⊂ V (c, i) e que Pi(u) = u, com
i ∈ {0, 12} e para qualquer u ∈ V (c, i).
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Diz-se que {c1, c2, . . . , ck} e´ um sistema de idempotentes ortogonais completo se for um
conjunto de idempotentes ortogonais dois a dois e completo, no sentido de que a soma de
todos os elementos e´ o elemento unidade. Por outras palavras, o conjunto {c1, c2, . . . , ck}
tem que verificar as seguintes igualdades:
(i) c2i = ci, ∀i ∈ {1, . . . , k};
(ii) ci • cj = 0,∀i 6= j;
(iii) c1 + c2 + · · ·+ ck = e.
Note-se que a soma de idempotentes ortogonais relativamente a` a´lgebra e´ tambe´m um
idempotente. Para ale´m disso se c, d ∈ V sa˜o ortogonais relativamente a` a´lgebra, enta˜o
tambe´m sa˜o ortogonais relativamente ao produto interno.
Um idempotente c e´ primitivo se e´ um idempotente na˜o nulo e na˜o se pode escrever como a
soma de dois idempotentes ortogonais na˜o nulos. O conjunto dos idempotentes primitivos
de V denota-se por J (V ).
Diz-se que {c1, c2, . . . , ck} e´ um sistema de idempotentes primitivos ortogonais completo
ou um sistema de Jordan, se for um sistema de idempotentes ortogonais completo em que
cada ci, i ∈ {1, . . . , k}, e´ primitivo.
Exemplo 2.3.4. As matrizes C1, C2, C3 ∈ Sym(3,R), dadas por
C1 =

1 0 0
0 0 0
0 0 0
 , C2 =

0 0 0
0 1 0
0 0 0
 e C3 =

0 0 0
0 0 0
0 0 1
 ,
formam um sistema de Jordan, ja´ que, ∀i, j ∈ {1, 2, 3} tem-se que
• C2i = Ci,
• Ci • Cj = 0, ∀i 6= j,
• C1 + C2 + C3 = I3,
• Ci e´ primitivo.
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Considere-se a matriz
D =

1 0 0
0 1 0
0 0 0
 .
O conjunto {D,C3} na˜o e´ um sistema de Jordan pois D na˜o e´ primitivo pois D = C1 +C2,
mas e´ um conjunto de idempotentes ortogonais completo.
Seguem-se dois resultados fundamentais para o desenvolvimento deste trabalho. Como se
vera´ em seguida, dado um elemento u de uma a´lgebra de Jordan euclidiana V , existe um
u´nico conjunto de idempotentes ortogonais completo, assim como um sistema de Jordan,
tais que o elemento u pode ser escrito como combinac¸a˜o linear quer de um, quer de outro.
Teorema 2.3.1. [26, Proposic¸a˜o III.1.1 (Teorema Espetral, primeira versa˜o)] Seja V uma
a´lgebra de Jordan euclidiana com elemento unidade e e u ∈ V . Enta˜o existem k nu´meros
reais λ1, λ2, . . . , λk, u´nicos, todos distintos, e um u´nico sistema de idempotentes ortogo-
nais completo {c1, c2, . . . , ck}, na˜o necessariamente primitivos, tais que
u = λ1c1 + λ2c2 + · · ·+ λkck,
com cj ∈ R[u], para j ∈ {1, . . . , k}.
Relativamente a este teorema, os nu´meros λj sa˜o os valores pro´prios de u e
∑k
i=1 λici
diz-se a primeira decomposic¸a˜o espetral de u.
Teorema 2.3.2. [26, Proposic¸a˜o III.1.2 (Teorema Espetral, segunda versa˜o)] Se V e´ uma
a´lgebra de Jordan euclidiana com caracterı´stica r e elemento unidade e, enta˜o, para cada
u ∈ V , existe um sistema de Jordan {c1, c2, . . . , cr} e nu´meros reais λ1, λ2, . . . , λr tais
que
u =
r∑
j=1
λjcj .
Os λj ’s, com as suas multiplicidades, sa˜o univocamente determinados por u. Adicional-
mente verifica-se que:
• det(u) = ∏rj=1 λj ;
• tr(u) = ∑rj=1 λj ;
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• ak(u) =
∑
1≤i1<i2<···<ik≤r λi1λi2 · · ·λik ;
onde os coeficientes ak(u), k ∈ {1, . . . , r}, sa˜o os coeficientes do polino´mio caracterı´stico.
Relativamente ao Teorema 2.3.2,
∑r
j=1 λjcj diz-se a segunda decomposic¸a˜o espetral de
u. Observe-se que, quer no Teorema 2.3.2 como no Teorema 2.3.1, os λj ’s na˜o sa˜o mais
do que as raı´zes do polino´mio caracterı´stico:
p(u, λ) = λr − a1(u)λr−1 + · · ·+ (−1)rar(u).
Note-se, pore´m, que no Teorema 2.3.1 os λj ’s sa˜o as raı´zes distintas de p(u, λ), enquanto
que no Teorema 2.3.2 entram em considerac¸a˜o as multiplicidades das raı´zes de p(u, λ).
Uma propriedade fundamental das a´lgebras de Jordan euclidianas, que decorre da prova
do Teorema 2.3.2, e´ que qualquer sistema de Jordan tem o mesmo nu´mero de elementos.
Teorema 2.3.3. [18] Seja V uma a´lgebra de Jordan euclidiana com caracterı´stica r. Se
{c1, c2, . . . , ct} e´ um sistema de Jordan de V , enta˜o t = r.
Exemplo 2.3.5. Seja Vn a a´lgebra de Jordan euclidiana definida no Exemplo 2.3.1. Como
cada matriz sime´trica A ∈ Vn pode ser diagonaliza´vel atrave´s de uma matriz ortogonal Q,
tal que A = QDQ>, com Q ∈ Vn e D = diag(α1, . . . , αn), podemos escrever A como
A =
n∑
i=1
αiqiq
>
i , (2.10)
onde os αi sa˜o os valores pro´prios de A e os qi, sa˜o os vetores pro´prios correspondentes
que ocupam as respetivas colunas da matriz Q. A igualdade (2.10) traduz a segunda
versa˜o da decomposic¸a˜o espetral de A, ja´ que {q1q>1 , q2q>2 , . . . , qnq>n } e´ um sistema de
Jordan.
Relativamente a` primeira versa˜o da decomposic¸a˜o espetral de A, considerem-se os va-
lores pro´prios distintos de A, α1 > α2 > · · · > αl, onde cada αi tem multiplicidade
mi. Suponhamos tambe´m que cada αi tem associado o conjuntos de vetores pro´prios
ortogonais qi1 , qi2 , . . . , qimi . Definimos o sistema completo de idempotentes ortogonais
{Pi, i ∈ {1, . . . , l}}, tal que
Pi =
imi∑
j=i1
qjq
>
j .
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Enta˜o
A =
l∑
j=1
αjPj
e´ a primeira versa˜o da decomposic¸a˜o espetral de A.
Exemplo 2.3.6. Seja Ln, a a´lgebra de Jordan euclidiana definida nos Exemplos 2.2.2 e
2.3.2. Ln tem um sistema de Jordan dado por12
 1
x
||x||
 , 1
2
 1
− x||x||

e cada elemento x ∈ Ln tem a seguinte segunda decomposic¸a˜o espetral:
x =
1
2
(x0 + ||x||)
 1
x
||x||
+ 1
2
(x0 − ||x||)
 1
− x||x||
 .
O resultado seguinte, que demonstramos, caracteriza os valores pro´prios dos elementos
de Ω e Ω˚, respetivamente.
Teorema 2.3.4. Seja V uma a´lgebra de Jordan euclidiana, u ∈ V , {c1, c2, . . . , ck} um sis-
tema completo de idempotentes ortogonais e
∑k
i=1 λici a primeira decomposic¸a˜o espetral
de u. Enta˜o:
(i) u ∈ Ω se e so´ os λi’s forem todos na˜o negativos e
(ii) u ∈ Ω˚ se e so´ os λi’s forem todos positivos.
Demonstrac¸a˜o. (i) Se na primeira decomposic¸a˜o espetral de u cada λi, 1 ≤ i ≤ k, for
na˜o negativo, enta˜o podemos escrever
u =
(
k∑
i=1
√
λici
)2
.
Logo, u ∈ Ω e, portanto, e´ semi-definido positivo.
Reciprocamente, se u ∈ Ω, enta˜o u = v2, para algum v ∈ V . Considere-se a
primeira decomposic¸a˜o espetral de v igual a
∑l
i=1 µidi. Logo,
v2 =
l∑
i=1
µ2i di,
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pelo que
u =
l∑
i=1
uici
com ui = µ2i , i ∈ {1, . . . , k}.
Assim, todos os valores pro´prios da primeira decomposic¸a˜o espetral de u sa˜o na˜o
negativos.
(ii) Se u ∈ Ω˚, enta˜o u ∈ Ω e, por (i) temos que
u =
k∑
i=1
λici,
com λi ≥ 0, i ∈ {1, . . . , k}. Como u e´ invertı´vel, enta˜o cada λi 6= 0. Logo,
concluı´mos que λi > 0. Reciprocamente, se
u =
k∑
i=1
λici,
com λi > 0, i ∈ {1, . . . , k}, enta˜o podemos escrever que
u =
(
k∑
i=1
√
λici
)2
.
Logo, u ∈ Ω e como √λi 6= 0, i ∈ {1, . . . , k}, temos que u ∈ Ω˚.
Uma das questo˜es que se podem colocar sobre a´lgebras de Jordan euclidianas consiste
em saber se, dado um idempotente primitivo c, e´ possı´vel construir um sistema de Jordan
que contenha c.
Teorema 2.3.5. [18] Seja V uma a´lgebra de Jordan euclidiana com elemento unidade e e
seja c um seu idempotente na˜o trivial. Enta˜o, V (c, 1) tem dimensa˜o um se e so´ se c e´ um
idempotente primitivo de V .
A partir do Teorema 2.3.5 demonstra-se o resultado seguinte que confirma que a partir
de um idempotente primitivo de uma a´lgebra de Jordan euclidiana podemos construir um
sistema de Jordan que o inclua.
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Teorema 2.3.6. [18] Seja V uma a´lgebra de Jordan euclidiana com caracterı´stica r e c um
seu idempotente primitivo. Enta˜o, a suba´lgebra V (c, 0) de V tem caracterı´stica r − 1.
O resultado que se segue mostra que qualquer idempotente primitivo de uma a´lgebra de
Jordan euclidiana tem trac¸o 1.
Teorema 2.3.7. [18] Se V e´ uma a´lgebra de Jordan euclidiana e c e´ um idempotente
primitivo de V , enta˜o tr(c) = 1.
Seja V uma a´lgebra de Jordan euclidiana com elemento unidade e e {c1, c2, . . . , cr}
um sistema de Jordan de V . Visto que os operadores L(ci) comutam (ver [26, Lema
IV.1.3]), enta˜o sa˜o simultaneamente diagonaliza´veis. Podemos enta˜o considerar os se-
guintes subespac¸os de V :
Vii = V (ci, 1) = Rci,
Vij = V
(
ci,
1
2
)
∩ V
(
cj ,
1
2
)
, i < j,
que se chamam os subespac¸os de Peirce de V .
Teorema 2.3.8. [26, Teorema IV.2.1] Seja V uma a´lgebra de Jordan euclidiana com ele-
mento unidade e e {c1, c2, . . . , cr} um sistema de Jordan de V . Enta˜o:
(i) V decompo˜e-se na seguinte soma direta ortogonal:
V =
⊕
i≤j
Vij .
(ii) Verificam-se as propriedades
Vij • Vij ⊂ Vii + Vjj ,
Vij • Vjk ⊂ Vik, se i 6= k,
Vij • Vkl = {0}, se {i, j} ∩ {k, l} = ∅.
Ao longo deste texto denotamos porMn(R) o conjunto das matrizes quadradas de ordem
n e entradas reais e porMm,n(R) o conjunto das matrizes m× n com entradas reais.
50
Exemplo 2.3.7. Seja Vn = Sym(n,R) a a´lgebra de Jordan euclidiana definida no Exem-
plo 2.3.1. Considerem-se as matrizes Eij ∈ Mn(R) tais que (Eij)lm = δilδjm, com
i, j, l,m ∈ N, onde (A)ij representa a entrada (i, j) da matrizA e δij representa o sı´mbolo
de Kronecker: δij = 1, se e so´ se i = j, e δij = 0, caso contra´rio. Enta˜o,
S = {E11, E22, . . . , Enn}
e´ um sistema de Jordan de Vn e os subespac¸os de Peirce de Vn associados a S sa˜o,
Vii = {Xii ∈ Sym(n,R) : Xii = xiiEii, xii ∈ R}
e
Vij = {Xij ∈ Sym(n,R) : Xij = xij (Eij + Eji) , xij ∈ R},
se i 6= j. A decomposic¸a˜o de Peirce de uma matriz sime´trica associada a S e´ dada por
x11 x12 · · · x1n
x12 x22 · · · x2n
...
...
. . .
...
x1n x2n · · · xnn
 =
n∑
i=1
xiiEii +
∑
1≤i<j≤n
xij(Eij + Eji).
Exemplo 2.3.8. Relativamente a` a´lgebra de Jordan euclidianaLn apresentada no Exemplo
2.2.2 temos que, para qualquer sistema de Jordan {c1, c2} de Ln existe um vetor com
norma unita´ria u ∈ Rn−1 tal que
c1 =
1
2
 1
u
 e c2 = 1
2
 1
−u
 .
Assim, a decomposic¸a˜o de Peirce de um elemento x ∈ Ln relativamente ao sistema de
Jordan {c1, c2} e´ dada por
x =
 x0
x
 = x1c1 + x2c2 + x12
= x1
1
2
 1
u
+ x2 1
2
 1
−u
+
 0
v
 ,
onde v ∈ Rn−1 e´ tal que < u, v >= 0.
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Uma a´lgebra de Jordan euclidiana V diz-se simples se na˜o admitir nenhum ideal trivial.
Como consequeˆncia, se V for simples, V na˜o pode ser a soma direta de duas outras
a´lgebras de Jordan euclidianas. Para estas a´lgebras temos o resultado seguinte e, mais
adiante, uma classificac¸a˜o exaustiva.
Note-se que, dada uma forma bilinear B : V × V → F, onde V e´ uma a´lgebra de Jordan
euclidiana sobre um corpo F, B e´ associativa se B(uv, w) = B(u, vw), ∀u, v, w ∈ V e
sime´trica se B(u, v) = B(v, u), ∀u, v ∈ V .
Proposic¸a˜o 2.3.3. [26, Proposic¸a˜o III.4.1] Numa a´lgebra de Jordan euclidiana simples, V ,
qualquer forma bilinear sime´trica associativa, B(u, v), e´ um mu´ltiplo escalar de tr(uv).
Sejam V uma a´lgebra de Jordan e E um espac¸o vetorial, ambos sobre um corpo F. Uma
representac¸a˜o de V sobre E e´ uma aplicac¸a˜o linear φ : V → End(E), tal que
φ(u • v) = φ(u)φ(v) + φ(v)φ(u)
2
, (2.11)
onde End(E) denota o conjunto dos endomorfismos de E. A aplicac¸a˜o φ e´ um homomor-
fismo, entre a a´lgebra de Jordan V e End(E), munido do produto de Jordan. Se uma tal
representac¸a˜o φ existe, V diz-se representa´vel.
Ao longo dos exemplos seguintes, vamos apresentar treˆs exemplos de a´lgebras de Jordan
euclidianas simples representa´veis e um exemplo de uma a´lgebra de Jordan euclidiana
simples na˜o representa´vel. Estes exemplos sa˜o baseados fundamentalmente no capı´tulo
8 de [65].
Exemplo 2.3.9. Uma matriz quadrada A com entradas complexas diz-se hermı´tica se
satisfizer A = A
>
, onde A denota a matriz conjugada complexa de A. Denotamos por
Herm(n,C), o espac¸o vetorial real das matrizes hermı´ticas n×n de entradas complexas.
Cada elemento de Herm(n,C) pode ser escrito como:
x1 z12 z13 · · · z1n
z12 x2 z23 · · · z2n
z13 z23 x3 · · · z3n
...
...
...
. . .
...
z1n z2n z3n · · · xn

,
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onde x1, . . . , xn ∈ R e zij ∈ C, ∀i, j ∈ N. Este espac¸o pode ser mergulhado no espac¸o
das matrizes sime´tricas da seguinte forma. Comec¸amos por notar que o conjunto C pode
ser mergulhado no espac¸oM2(R) atrave´s do monomorfismo
C → M2(R)
a+ bi 7→
 a b
−b a

sob a adic¸a˜o e multiplicac¸a˜o usuais de matrizes. Assim, dada uma matrizA ∈ Herm(n,C),
podemos substituir cada entrada complexa deA pela matriz 2×2 correspondente, obtendo
uma matriz real sime´trica 2n× 2n atrave´s do monomorfismo
ψ : Herm(n,C) → Sym(2n,R)

x1 z12 · · · z1n
z12 x2 · · · z2n
...
...
. . .
...
z1n z2n · · · xn
 7→

x1 0 a12 b12 · · · a1n b1n
0 x1 −b12 a12 · · · −b1n a1n
a12 −b12 x2 0 · · · a2n b2n
b12 a12 0 x2 · · · −b2n a2n
...
...
...
...
. . .
...
...
a1n −b1n a2n −b2n · · · xn 0
b1n a1n b2n a2n · · · 0 xn

,
onde zkl = akl + ibkl, com k, l ∈ N.
Temos que a imagem resultante desta aplicac¸a˜o ψ, munida do produto de Jordan, (2.2), e´
uma suba´lgebra de Sym(2n,R) com caracterı´stica n e elemento unidade In.
A aplicac¸a˜o φ, de Herm(n,C) no conjunto dos endomorfismos de R2n, que associa a
cada elemento Z ∈ Herm(n,C) o endomorfismo linear de R2n, fZ , cuja matriz na base
cano´nica de R2n e´ ψ(Z), e´ uma representac¸a˜o de Herm(n,C) que satisfaz a propriedade
(2.11) e, portanto, Herm(n,C) e´ uma a´lgebra de Jordan representa´vel.
Finalmente, Herm(n,C) torna-se uma a´lgebra de Jordan euclidiana simples se a munir-
mos com o produto interno
〈A,B〉 = Re tr(AB), (2.12)
em que Re(z) denota a parte real do elemento z ∈ C.
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Exemplo 2.3.10. O espac¸o vetorial dos quaternio˜es, denotado por H, e´ uma a´lgebra de
dimensa˜o 4 sobre R com base {1, i, j, k}, onde i, j e k representam unidades imagina´rias
satisfazendo as regras de multiplicac¸a˜o da Tabela 2.3.1.
1 i j k
1 1 i j k
i i −1 k −j
j j −k −1 i
k k j −i −1
Tabela 2.3.1: Tabela de multiplicac¸a˜o dos elementos da base de H.
A regra multiplicativa subjacente e´ ilustrada na Figura 2.3.1.
Figura 2.3.1: Regra da multiplicac¸a˜o de quaternio˜es.
Quando multiplicamos dois elementos no sentido dos ponteiros do relo´gio obtemos o
seguinte. Reciprocamente se multiplicarmos dois elementos no sentido contra´rio ao dos
ponteiros do relo´gio obtemos o elemento sime´trico do seguinte.
A a´lgebraH e´ associativa mas na˜o comutativa. Para qualquer elemento q = a1+ bi+ cj+
dk ∈ H, define-se a parte real, o conjugado e a norma de q por:
Re(q) = a,
q = a1− bi− cj − dk,
||q|| =
√
q q =
√
a2 + b2 + c2 + d2,
respetivamente. Como ||pq|| = ||p|| ||q||, H diz-se uma a´lgebra normada de divisa˜o.
Uma matriz quadrada cujas entradas sa˜o quaternio˜es diz-se hermı´tica se coincidir com
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a sua matriz conjugada transposta. Denotamos o espac¸o destas matrizes n × n por
Herm(n,H).
Cada matriz de Herm(n,H) pode ser escrita como:

x1 q12 q13 · · · q1n
q12 x2 q23 · · · q2n
q13 q23 x3 · · · q3n
...
...
...
. . .
...
q1n q2n q3n · · · xn

,
onde x1, . . . , xn ∈ R e qij ∈ H, ∀i, j ∈ N.
Tal como no Exemplo 2.3.9, tambe´m Herm(n,H) pode ser mergulhado no espac¸o das
matrizes sime´tricas. Efetivamente, cada elemento de H pode ser escrito como uma matriz
4× 4 atrave´s do monomorfismo
H → M4(R)
a1 + bi+ cj + dk 7→

a b c d
−b a −d c
−c d a −b
−d −c b a

sob a adic¸a˜o e multiplicac¸a˜o usuais de matrizes. Logo, dada uma matrizA ∈ Herm(n,H),
podemos substituir cada quaternia˜o de cada entrada deA pela matriz 4×4 correspondente,
obtendo uma matriz real sime´trica 4n× 4n, atrave´s do monomorfismo ψ, de Herm(n,H)
em Sym(4n,R), tal que cada matriz
H =

x1 q12 · · · q1n
q12 x2 · · · q2n
...
...
. . .
...
q1n q2n · · · xn

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e´ enviada na matriz ψ(H), dada por
x1 0 0 0 a12 b12 c12 d12 · · · a1n b1n c1n d1n
0 x1 0 0 −b12 a12 −d12 c12 · · · −b1n a1n −d1n c1n
0 0 x1 0 −c12 d12 a12 −b12 · · · −c1n d1n a1n −b1n
0 0 0 x1 −d12 −c12 b12 a12 · · · −d1n −c1n b1n a1n
a12 −b12 −c12 −d12 x2 0 0 0 · · · a2n b2n c2n d2n
b12 a12 d12 −c12 0 x2 0 0 · · · −b2n a2n −d2n c2n
c12 −d12 a12 b12 0 0 x2 0 · · · −c2n d2n a2n −b2n
d12 c12 −b12 a12 0 0 0 x2 · · · −d2n −c2n b2n a2n
...
...
...
...
...
...
...
...
. . .
...
...
...
...
a1n −b1n −c1n −d1n a2n −b2n −c2n −d2n · · · xn 0 0 0
b1n a1n d1n −c1n b2n a2n d2n −c2n · · · 0 xn 0 0
c1n −d1n a1n b1n c2n −d2n a2n b2n · · · 0 0 xn 0
d1n c1n −b1n a1n d2n c2n −b2n a2n · · · 0 0 0 xn

,
onde qlm = alm1 + blmi + clmj + dlmk, com l,m ∈ N. A imagem resultante desta
aplicac¸a˜o ψ, munida do produto de Jordan, (2.2), e´ uma suba´lgebra de Sym(4n,R) com
caracterı´stica n.
A aplicac¸a˜o φ, de Herm(n,H) no conjunto dos endomorfismos de R4n, que associa a
cada elemento H ∈ Herm(n,H) o endomorfismo linear de R4n, fH , cuja matriz na base
cano´nica de R4n e´ a matriz ψ(H), e´ uma representac¸a˜o de Herm(n,H) que satisfaz a
propriedade (2.11) e, portanto, Herm(n,H) e´ uma a´lgebra de Jordan representa´vel.
Finalmente, se munirmos Herm(n,H) do produto interno (2.12), definido no Exemplo
2.3.9, obtemos uma a´lgebra de Jordan euclidiana simples.
Exemplo 2.3.11. A a´lgebra de Jordan euclidiana Ln, definida nos Exemplos 2.2.2 e 2.3.2
tambe´m e´ representa´vel, isto e´, e´ possı´vel construir um homomorfismo φ entre Ln e o
conjunto dos endomorfismos de um espac¸o vetorial E, satisfazendo a propriedade (2.11).
Esta representac¸a˜o de Ln encontra-se estudada, por exemplo, em [41, 58], e e´ feita por
interme´dio da a´lgebra de Clifford.
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A a´lgebra de Clifford, denotada por Cn, e´ uma a´lgebra de dimensa˜o 2n gerada pelo conjunto
de elementos {e, b1, b2, . . . , bn} satisfazendo as propriedades seguintes:
(i) e2 = e;
(ii) ebi = bie = bi, ∀i ∈ {1, . . . , n};
(iii) b2i = e, ∀i ∈ {1, 2, . . . , n};
(iv) bibj = −bjbi, ∀i, j ∈ {1, 2, . . . , n}, i 6= j.
Uma base de Cn e´ constituida pelos 2n produtos bI definidos por
bI = e · bi1 · · · bir , 1 ≤ i1 < · · · < ir ≤ n, I =
r⋃
j=1
{ij}, I ⊂ {1, . . . , n}.
Um elemento da base bI diz-se simples, se |I| ≤ 1, par, se b2I = e e ı´mpar, se b2I = −e.
Dados dois elementos x, y ∈ Cn, com x =
∑
I xIbI e y =
∑
I yIbI , x, y ∈ R, o produto
xy e´ dado por
xy =
(∑
I
xIbI
)(∑
I
xIbI
)
=
∑
I
(∑
J
sgn(I, J)xJyI∆J
)
bI ,
onde I∆J denota a diferenc¸a sime´trica entre os conjuntos I e J e sgn(I, J) = 1, se
bIbJ = bI∆J e sgn(I, J) = −1, se bIbJ = −bI∆J . Um elemento x =
∑
I xIbI ∈ Cn
diz-se
• sime´trico, se ∀I , xI 6= 0, enta˜o bI par,
• simples, se ∀I , xI 6= 0, enta˜o bI simples.
Observe-se que todo o elemento simples e´ sime´trico. Um elemento de Cn diz-se adjunto
de x ∈ Cn, e denota-se por x′, se se obtiver de x trocando o sinal a todos os coeficientes
dos elementos da base ı´mpares. Um elemento x diz-se autoadjunto se e so´ se x = x′.
Note-se que os elementos simples sa˜o autoadjuntos.
Agora consideramos o produto de Jordan induzido pelo produto em Cn:
x • y = xy + yx
2
. (2.13)
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Este produto e´ fechado no conjunto dos elementos sime´tricos e no conjunto dos elementos
simples de Cn. Para ale´m disso, o produto (2.13) coincide com o produto associado
a` a´lgebra Ln definido no Exemplo 2.2.2. Assim, a a´lgebra Ln e´ representa´vel como
uma a´lgebra de Jordan definida no conjunto dos elementos simples de Cn, atrave´s do
monomorfismo:
φ : Ln → S(Cn−1)
(x0, x1, . . . , xn−1) 7→ (x0e, x1b1, . . . , xn−1bn−1),
onde S(Cn−1) denota o subconjunto dos elementos simples de Cn−1.
Ao contra´rio das a´lgebras Sym(n,R), Ln, Herm(n,C) e Herm(n,H), que sa˜o repre-
senta´veis, o exemplo que se segue apresenta uma a´lgebra de Jordan na˜o representa´vel.
As a´lgebras na˜o representa´veis dizem-se excecionais.
Exemplo 2.3.12. O espac¸o dos octonio˜es sobre R, denotado por O, e´ um espac¸o vetorial
com dimensa˜o 8 e base {1, e1, e2, . . . , e7}, constituı´da pela unidade, 1, e por sete unida-
des imagina´rias, e1, e2, . . . , e7. Este espac¸o torna-se uma a´lgebra atrave´s da tabela de
multiplicac¸a˜o dos elementos da base que se segue (Tabela 2.3.2).
1 e1 e2 e3 e4 e5 e6 e7
1 1 e1 e2 e3 e4 e5 e6 e7
e1 e1 −1 e4 e7 −e2 e6 −e5 −e3
e2 e2 −e4 −1 e5 e1 −e3 e7 −e6
e3 e3 −e7 −e5 −1 e6 e2 −e4 e1
e4 e4 e2 −e1 −e6 −1 e7 e3 −e5
e5 e5 −e6 e3 −e2 −e7 −1 e1 e4
e6 e6 e5 −e7 e4 −e3 −e1 −1 e2
e7 e7 e3 e6 −e1 e5 −e4 −e2 −1
Tabela 2.3.2: Tabela de multiplicac¸a˜o dos elementos da base de O.
A regra multiplicativa subjacente e´ ilustrada na Figura 2.3.2.
A Figura 2.3.2 apresenta o denominado Plano de Fano que consiste de sete pontos e
de sete linhas, cada uma das quais contendo exatamente treˆs pontos. As linhas sa˜o os
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Figura 2.3.2: Regra da multiplicac¸a˜o de octonio˜es.
lados e as alturas do triaˆngulo e o cı´rculo que une os treˆs pontos me´dios dos lados do
triaˆngulo. Assim, dados treˆs pontos ordenados por uma linha no Plano de Fano, ei, ej e
ek, os produtos sa˜o dados por:
• eiej = ek,
• ejei = −ek,
• eiek = −ej ,
• ekei = ej ,
• ejek = ei e
• ekej = −ei.
Para x = x01 + x1e1 + · · ·+ x7e7 ∈ O, definimos a parte real, o conjugado e a norma de
x por
Re(x) = x0,
x = x01− x1e1 − x2ex − · · · − x7e7,
||x|| =
√
x x =
√
x20 + x
2
1 + · · ·+ x27,
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respetivamente. Comparativamente com a a´lgebra dos quaternio˜es, H, a a´lgebra O e´
igualmente na˜o comutativa e e´ uma a´lgebra normada de divisa˜o. Contudo, contrariamente
aH, a a´lgebraO e´ na˜o associativa, o que consequentemente na˜o permite que os octonio˜es
possam ser representados matricialmente.
A a´lgebra Herm(3,O), das matrizes hermı´ticas 3 × 3 de octonio˜es, e´ uma a´lgebra de
Jordan euclidiana simples com caracterı´stica 3, munida do produto de Jordan, (2.2), e do
produto interno (2.12) definido no Exemplo 2.3.9. Esta a´lgebra costuma denominar-se a
a´lgebra excecional de Albert, por ser uma a´lgebra na˜o representa´vel e por ter sido desen-
volvida pelo matema´tico Abraham Adrian Albert ao longo do seu estudo sobre a´lgebras
na˜o associativas (ver [1]).
O resultado seguinte estabelece uma classificac¸a˜o das a´lgebras de Jordan euclidianas
simples.
Teorema 2.3.9. [26, Capı´tulo V] Seja V uma a´lgebra de Jordan euclidiana simples. Enta˜o
V e´ isomorfa a uma das seguintes a´lgebras:
(i) a a´lgebra de Spin Ln,
(ii) a a´lgebra Sym(n,R) das matrizes reais sime´tricas de ordem n,
(iii) a a´lgebra Herm(n,C) das matrı´zes complexas hermı´ticas de ordem n, munida do
produto de Jordan e do produto interno (2.12),
(iv) a a´lgebra Herm(n,H) das matrizes hermı´ticas de ordem n de quaternio˜es, munida
do produto de Jordan e do produto interno (2.12),
(v) a a´lgebra excecional de Albert, Herm(3,O), das matrizes hermı´ticas de ordem 3 de
octonio˜es, munida do produto de Jordan e do produto interno (2.12).
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2.4 Generalizac¸a˜o do Teorema do Entrelac¸amento a A´lgebras
de Jordan Euclidianas Simples
Vamos iniciar esta secc¸a˜o com alguns resultados e definic¸o˜es que nos va˜o permitir gene-
ralizar o Teorema do Entrelac¸amento dos valores pro´prios de Cauchy a a´lgebras de Jordan
euclidianas simples para uma qualquer ordenac¸a˜o dos valores pro´prios de um elemento da
a´lgebra (Teorema 2.4.2). Antes, pore´m, e´ necessa´rio introduzir alguns resultados pre´vios.
Proposic¸a˜o 2.4.1. [32] Seja V uma a´lgebra de Jordan euclidiana com elemento unidade
e e S = {c1, c2, . . . , cr} um sistema de Jordan de V . Sejam Vii e Vij os subespac¸os de
Peirce de V associados a S, com i, j ∈ {1, 2, . . . , r} e i < j. Considere-se
a = ai1ci1 + ai2ci2 + · · ·+ aikcik ,
com Ik = {i1, i2, . . . ik} ⊂ {1, 2, . . . , r}, k ≤ r e il < im, para l < m, e
u =
r∑
i=1
uici +
∑
i<j
uij ,
com ui ∈ R a decomposic¸a˜o de Peirce de u ∈ V em relac¸a˜o a S e uij ∈ Vij . Enta˜o,
L(a)(u) =
∑
i∈Ik
aiuici +
∑
i,j∈Ik
i<j
ai + aj
2
uij +
∑
i∈Ik,j /∈Ik
i<j
ai
2
uij +
∑
i/∈Ik,j∈Ik
i<j
aj
2
uij .
Proposic¸a˜o 2.4.2. Seja V uma a´lgebra de Jordan euclidiana com elemento unidade e e
S = {c1, c2, . . . , cr} um sistema de Jordan de V . Sejam Vii e Vij os subespac¸os de Peirce
de V associados a S, com i, j ∈ {1, 2 . . . , r} e i < j. Considere-se
Ik = {i1, i2, . . . , ik} ⊂ {1, 2, . . . , r},
com k ≤ r e il < im, para l < m, e
u =
r∑
i=1
uici +
∑
i<j
uij ,
com ui ∈ R a decomposic¸a˜o de Peirce de u em V em relac¸a˜o a S e uij ∈ Vij .
Enta˜o, u ∈ V (d, 1), com d = ci1 + ci2 + · · ·+ cik , se e so´ se
u =
∑
i∈Ik
uici +
∑
i,j∈Ik
i<j
uij .
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Demonstrac¸a˜o. Pela Proposic¸a˜o 2.4.1, considerando ail = 1, para l ∈ {1, 2, . . . , k} vem
L(d)(u) = d • u
=
∑
i∈Ik
ci •
 r∑
i=1
uici +
∑
i<j
uij

=
∑
i∈Ik
uici +
∑
i∈Ik
ci •
∑
i<j
uij
=
∑
i∈Ik
uici +
∑
i,j∈Ik
i<j
uij +
∑
i∈Ik
j /∈Ik
uij
2
+
∑
i/∈Ik
j∈Ik
uij
2
.
Por sua vez,
u =
∑
i∈Ik
uici +
∑
i/∈Ik
uici +
∑
i,j∈Ik
i<j
uij +
∑
i∈Ik
j /∈Ik
uij +
∑
i/∈Ik
j∈Ik
uij .
Logo, como os subespac¸os Vij sa˜o ortogonais entre si, resulta da igualdade L(d)(u) = u,
∀u ∈ V , que ∑
i/∈Ik
uici = 0∑
i∈Ik
j /∈Ik
uij = 0
∑
i/∈Ik
j∈Ik
uij = 0.
Enta˜o,
V (d, 1) =

∑
i∈Ik
uici +
∑
i,j∈Ik
i<j
uij , ui ∈ R ∧ uij ∈ Vij
 .
Seja V uma a´lgebra de Jordan euclidiana simples com elemento unidade e, {c1, c2, . . . , cr}
um sistema de Jordan de V e
u =
r∑
i=1
uici +
∑
i<j
uij ,
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com uij ∈ Vij da decomposic¸a˜o de Peirce associada ao sistema de Jordan {c1, c2, . . . , cr}.
Considere-se agora Ik = {i1, i2, . . . , ik}, um subconjunto de {1, 2, . . . , r}, com il < im,
para l < m. Chama-se parte principal de u associada ao conjunto Ik o seguinte elemento
de V :
u′ =
∑
i∈Ik
uici +
∑
i,j∈Ik
i<j
uij . (2.14)
Exemplo 2.4.1. Continuando o Exemplo 2.3.7 e aplicando a propriedade de Vn apresen-
tada no Exemplo 2.2.3, temos que a parte principal da matriz
X =

x11 x12 · · · x1n
x12 x22 · · · x2n
...
...
. . .
...
x1n x2n · · · xnn

associada ao conjunto de ı´ndices Ik = {i1, i2, . . . , ik} e´ a matriz:
XP = P (Ei1 + Ei2 + · · ·+ Eik)(X)
=
1 · · · i1 · · · i2 · · · ik · · · n
1
...
i1
...
i2
...
ik
...
n

0 · · · 0 · · · 0 · · · 0 · · · 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 · · · xi1i1 · · · xi1i2 · · · xi1ik · · · 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 · · · xi2i1 · · · xi2i2 · · · xi2ik · · · 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 · · · xiki1 · · · xiki2 · · · xikik · · · 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 · · · 0 · · · 0 · · · 0 · · · 0

=
∑
i∈Ik
xiiEii +
∑
i<j
i,j∈Ik
xij(Eij + Eji)
=
∑
i∈Ik
Xii +
∑
i<j
i,j∈Ik
Xij .
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Note-se que, quando V e´ simples, o conjunto J (V ) e´ compacto em V (ver [26, Exercı´cio
5, p. 78]).
Seja c um idempotente de J (V ). Enta˜o, se < ·, · > e´ o produto interno de V , existe
um escalar α tal que < u, v >= α tr(u • v), pela Proposic¸a˜o 2.3.3. Em particular, tem-
se < c, c >= α tr(c • c) = α tr(c), ou seja, ||c||2 = α tr(c). Logo, como c e´ primitivo,
α = ||c||2.
Dada uma sequeˆncia de nu´meros (λ1, λ2, . . . , λr), define-se a sequeˆncia (λ
↓
1, λ
↓
2, . . . , λ
↓
r),
como sendo uma reordenac¸a˜o da anterior em que λ↓1 ≥ λ↓2 ≥ · · · ≥ λ↓r .
Com o objetivo de apresentar uma generalizac¸a˜o do Teorema do Entrelac¸amento de va-
lores pro´prios a`s a´lgebras de Jordan euclidianas simples, segue-se o resultado seguinte
que e´ uma generalizac¸a˜o do Teorema min-max de Hirzebruch, que pode ser consultado
em [35], a uma qualquer ordenac¸a˜o dos valores pro´prios de um elemento de uma a´lgebra
de Jordan euclidiana simples.
Teorema 2.4.1. (Generalizac¸a˜o do Teorema min-max de Hirzebruch) Seja V uma a´lgebra
de Jordan euclidiana simples com elemento unidade e, {c1, c2, . . . , cr} um sistema de
Jordan de V e u ∈ V tal que u = ∑ri=1 λici. Enta˜o, definindo λ(u) = (λ1, λ2, . . . , λr) e
λ↓(u) = (λ↓1, λ
↓
2, . . . , λ
↓
r), temos que
λ↓1(u) = max
c∈J (V )
< u, c >
< e, c >
;
λ↓r(u) = min
c∈J (V )
< u, c >
< e, c >
;
λ↓i (u) = min{d1,d2,...,di−1}⊂J (V )
max
c∈J (V )
c⊥{d1,d2,...,di−1}
< u, c >
< e, c >
, para i ∈ {2, . . . , r − 1},
onde ⊥ denota a relac¸a˜o de ortogonalidade entre dois elementos de V .
Demonstrac¸a˜o. Seja u =
∑r
i=1 λ
↓
i fi uma decomposic¸a˜o espetral de u com {f1, f2, . . . , fr}
um sistema de Jordan tal que fi = cφ(i), com φ uma permutac¸a˜o dos nu´meros naturais de
1 ate´ r.
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Em primeiro lugar vejamos que
< u, c >
< e, c >
=
〈∑r
i=1 λ
↓
i fi, c
〉
< e, c >
=
∑r
i=1 λ
↓
i 〈fi, c〉
< e, c >
≤ λ
↓
1
〈∑r
i=1 fi, c
〉
< e, c >
(2.15)
=
λ↓1 < e, c >
< e, c >
= λ↓1.
Note-se que em (2.15) tomamos em conta que Ω, o cone dos quadrados de V , e´ auto-dual
e f, c ∈ Ω.
Agora tem-se
< u, f1 >
< e, f1 >
=
〈∑r
i=1 λ
↓
i fi, f1
〉
< e, f1 >
=
〈∑r
i=1 λ
↓
i fi • f1, e
〉
< (f1 + f2 + · · ·+ fr) • f1, e >
=
λ↓1 < f1, f1 >
< f1, f1 >
= λ↓1.
Logo,
λ↓1(u) = max
c∈J (V )
< u, c >
< e, c >
.
Relativamente a` segunda igualdade vejamos que
< u, c >
< e, c >
=
〈∑r
i=1 λ
↓
i fi, c
〉
< e, c >
=
∑r
i=1 λ
↓
i 〈fi, c〉
< e, c >
≥ λ
↓
r
〈∑r
i=1 fi, c
〉
< e, c >
=
λ↓r < e, c >
< e, c >
= λ↓r.
65
Agora tem-se
< u, fr >
< e, fr >
=
〈∑r
i=1 λ
↓
i fi, fr
〉
< e, fr >
=
〈∑r
i=1 λ
↓
i fi • fr, e
〉
< (f1 + f2 + · · ·+ fr) • fr, e >
=
λ↓r < fr, fr >
< fr, fr >
= λ↓r.
Logo,
λ↓r(u) = min
c∈J (V )
< u, c >
< e, c >
.
Seja i ∈ {2, . . . , r − 1} e {d1, d2, . . . , di−1} um sistema de idempotentes ortogonais
primitivos. Em primeiro lugar tem-se que
max
c∈J (V )
c⊥{d1,d2,...,di−1}
< u, c >
< e, c >
≥ max
c∈J (V )
c⊥{d1,d2,...,di−1}∧c⊥{fi+1,fi+2,...,fr}
< u, c >
< e, c >
.
Agora prova-se que
(i)
max
c∈J (V )
c⊥{d1,d2,...,di−1}∧c⊥{fi+1,fi+2,...,fr}
< u, c >
< e, c >
≥ λ↓i
e, portanto,
max
c∈J (V )
c⊥{d1,d2,...,di−1}
< u, c >
< e, c >
≥ λ↓i .
(ii) Por u´ltimo prova-se que
∀c ∈ J (V ) : c⊥{f1, . . . , fi−1}, < u, c >
< e, c >
≤ λ↓i .
Notando que fi⊥{f1, . . . , fi−1}, por (i) e (ii) prova-se que
λ↓i (u) = min{d1,d2,...,di−1}
max
c∈J (V )
c⊥{d1,d2,...,di−1}
< u, c >
< e, c >
, para i ∈ {2, . . . , r − 1}.
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(i) Seja c ∈ J (V ) tal que c⊥{d1, d2, . . . , di−1} ∪ {fi+1, . . . , fr}. Enta˜o
< u, c >
< e, c >
=
<
∑r
i=1 λ
↓
i fi, c >
< e, c >
=
<
∑r
i=1 λ
↓
i fi • c, e >
< e, c >
=
<
∑i
j=1 λ
↓
jfj • c, e >
< e, c >
=
∑i
j=1 λ
↓
j < fj • c, e >
< e, c >
=
∑i
j=1 λ
↓
j < fj , c >
< e, c >
≥
∑i
j=1 λ
↓
i < fj , c >
< e, c >
=
λ↓i <
∑i
j=1 fj , c >
<
∑r
j=1 fj , c >
=
λ↓i <
∑i
j=1 fj , c >
<
∑i
j=1 fj , c >
= λ↓i .
(ii) c⊥{f1, . . . , fi−1}
< u, c >
< e, c >
=
<
∑r
j=1 λ
↓
jfj , c >
<
∑r
j=1 fj , c >
≤
∑r
j=1 < λ
↓
i fj , c >∑r
j=1 < fj , c >
= λ↓i .
Seja {c1, c2, . . . , cr} um sistema de Jordan de uma a´lgebra de Jordan euclidiana simples
V e Ik tal como definido anteriormente. Considere-se
u =
r∑
i=1
uici +
∑
i<j
uij ,
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com uij ∈ Vij da decomposic¸a˜o de Peirce associada ao sistema de Jordan {c1, c2, . . . , cr}.
Seja u′ a parte principal de u associada a Ik tal como em (2.14). Por u´ltimo, considere-se
d = ci1 + ci2 + · · ·+ cik .
Tem-se que (ver [32]):
(i) V (d, 1) e´ uma suba´lgebra de V ;
(ii) V (d, 1) = Rci1 + Rci2 + · · ·+ Rcik +
∑
1≤i<j≤k Viiij ;
(iii) V (d, 1) = P (d)(V );
(iv) Se V for simples, V (d, 1) e´ uma suba´lgebra simples de V .
Tendo em considerac¸a˜o (i)−(iv), atrave´s do Teorema 2.4.1 deduz-se o resultado seguinte,
que e´ uma generalizac¸a˜o do Teorema do Entrelac¸amento de valores pro´prios estendido a`s
a´lgebras de Jordan euclidianas simples (ver [32]), ja´ que em vez de considerar a parte
principal de um elemento relativamente a um sistema de Jordan da a´lgebra, estendemos
o resultado a` parte principal de um elemento relativamente a um qualquer subconjunto do
sistema de Jordan.
Teorema 2.4.2. (Generalizac¸a˜o do Teorema do Entrelac¸amento dos Valores Pro´prios es-
tendido a a´lgebras de Jordan euclidianas simples) Seja V uma a´lgebra de Jordan euclidi-
ana simples com elemento unidade e e {c1, c2, . . . , cr} um sistema de Jordan de V . Seja
Ik = {i1, i2, . . . , ik}, um subconjunto de {1, 2, . . . , r}, com il < im, para l < m. Para
cada elemento u ∈ V seja u′ a parte principal de u relativamente a Ik. Enta˜o
λ↓i (u) ≥ λ↓i (u′) ≥ λ↓r−k+i(u), (2.16)
para i ∈ {1, 2, . . . , k}, com λ↓i (u′) o valor pro´prio de u′ em V (d, 1).
Como consequeˆncia do Teorema 2.4.2 temos o corola´rio seguinte.
Corola´rio 2.4.1. [32] Seja V uma a´lgebra de Jordan euclidiana simples com elemento
unidade e e {c1, c2, . . . , cr} um sistema de Jordan de V . Enta˜o, para cada u ∈ V , u e´
definido positivo se e so´ se
detP (ci1 + ci2 + · · ·+ cik)(u) > 0,
para todo o Ik = {i1, i2, . . . , ik}, com il < im, para l < m e k ≤ r.
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Sejam A,B ∈Mn(R), A = [aij ], B = [bij ]. Denota-se por A ◦B o produto de Hadamard
entre as matrizes A e B, definido por A ◦ B = [aijbij ]. Note-se que esta operac¸a˜o e´
associativa e comutativa com unidade Jn, em que Jn representa a matriz de ordem n cujas
entradas sa˜o todas iguais a 1. Tambe´m denotamos porC⊗D o produto de Kronecker entre
as matrizes C = [cij ] ∈Mm,n(R) e D = [dij ] ∈Mp,q(R), definido por
C ⊗D =

c11D · · · c1nD
...
. . .
...
cm1D · · · cmnD
 .
Uma submatriz principal de uma matriz M ∈ Mm,n e´ toda a submatriz que se obte´m de
M atrave´s da eliminac¸a˜o do mesmo nu´mero de linhas e de colunas de M .
Como A ◦ B e´ uma submatriz principal de A ⊗ B (ver [39, Lemma 5.1.1]) e como os
valores pro´prios deA⊗B sa˜o simplesmente os produtos dos valores pro´prios deA com os
valores pro´prios de B, temos o corola´rio seguinte, que surge como consequeˆncia imediata
do Teorema 2.4.2, (ver [39, p. 312]).
Note-se que uma matriz M ∈ Herm(n,C) (Sym(n,R)) diz-se semi-definida positiva se
z>Mz ≥ 0, ∀z ∈ Cn (Rn).
Corola´rio 2.4.2. Se A,B ∈ Herm(n,C) (Sym(n,R)) forem semi-definidas positivas,
enta˜o:
(i) λmin(A ◦B) ≥ λmin(A)λmin(B);
(ii) λmax(A ◦B) ≤ λmax(A)λmax(B),
onde λmin(·), λmax(·) denotam, respetivamente, o menor e o maior valor pro´prio da matriz
em considerac¸a˜o.
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Capı´tulo 3
Grafos Fortemente Regulares
I am not content with algebra, in that it yields neither the shortest proofs nor
the most beautiful constructions of geometry. Consequently, in view of this, I
consider that we need yet another kind of analysis, geometric or linear, which
deals directly with position, as algebra deals with magnitude.
Carta de Leibniz a Huygens, 1679, [6].
A Teoria dos Grafos e´ um exemplo extremamente pertinente de um ramo da Matema´tica
que, sendo relativamente recente, desenvolvido ja´ em pleno se´culo XX, assume uma
importaˆncia generalizada no desenvolvimento de muitas cieˆncias, e em particular noutras
a´reas da pro´pria Matema´tica.
O primeiro artigo conhecido em teoria dos grafos data de 1736 e e´ da autoria de Leonhard
Euler. Em Solutio problematis ad geometriam situs pertinentis1, [25], Euler apresenta uma
soluc¸a˜o do problema das pontes de Ko¨nigsberg e nela refere que, para o problema em
causa aparentemente de cariz geome´trico, so´ era relevante aquilo que podia ser determi-
nado a partir do estudo das propriedades da “posic¸a˜o”, sem envolver medidas de distaˆncias
nem ca´lculos com quantidades. Esta´vamos perante um ramo da geometria novo e pouco
conhecido, que tinha sido mencionado pela primeira vez por Leibniz em 1679, numa carta
escrita a Hyugens e que se encontra citada no inı´cio deste capı´tulo.
Ainda assim, o termo “grafo” so´ viria a ser utilizado pela primeira vez por Sylvester em 1876,
associado aos chamados diagramas de Kekule´, de representac¸a˜o de compostos quı´micos
1Em portugueˆs: Soluc¸a˜o de um problema relacionado com a geometria de posic¸a˜o.
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(ver Figura 3.0.1). O artigo publicado na Nature com o tı´tulo Chemistry and Algebra, [6],
traduzia a ideia do autor em estabelecer uma relac¸a˜o entre a Quı´mica e a A´lgebra, relac¸a˜o
essa que viria a ser consumada atrave´s do conceito de grafo. Com efeito, uma grande
parte da terminologia usada na teoria de grafos prove´m precisamente de uma evoluc¸a˜o
do conceito sob a influeˆncia paralela das duas cieˆncias: a Matema´tica e a Quı´mica. A
definic¸a˜o de grafo so´ viria a surgir formalmente no se´culo XX, perı´odo no qual a teoria
comec¸ou a ser desenvolvida de uma forma determinante.
Figura 3.0.1: Diagrama de Kekule´, relativamente a` mole´cula C3H8.
Informalmente, um grafo pode ser visto, como uma estrutura constituı´da por pontos, ditos
ve´rtices, e por linhas que ligam pares desses pontos, ditas arestas. Estas estruturas teˆm
uma representac¸a˜o gra´fica intuitiva e a simplicidade do conceito permite modelar situac¸o˜es
concretas, tais como as redes de transportes ou de comunicac¸o˜es, as ligac¸o˜es quı´micas
entre os a´tomos (ver Figura 3.0.1), bem como outras situac¸o˜es sem um suporte fı´sico
evidente. De facto, qualquer conjunto de elementos tal que exista alguma relac¸a˜o bina´ria
entre eles, traduz uma situac¸a˜o susceptı´vel de ser representada por um grafo. Por exemplo,
a simples relac¸a˜o de paternidade, permite representar uma famı´lia por um grafo, a que
vulgarmente chamamos de a´rvore genealo´gica.
Esta forma de representac¸a˜o (atrave´s de um grafo) tem a vantagem de clarificar os pro-
blemas evidenciando certas propriedades que, muitas vezes, na˜o sa˜o fa´ceis de detetar de
outro modo. As definic¸o˜es essenciais para a tese no aˆmbito da Teoria dos Grafos sera˜o
introduzidas na Secc¸a˜o 3.1.
Existem va´rias famı´lias de grafos diferentes, isto e´, conjuntos de grafos que partilham
certas caracterı´sticas comuns. Durante este capı´tulo, assim como ao longo do nosso
trabalho, vamo-nos debruc¸ar sobre uma famı´lia particular: a famı´lia dos grafos fortemente
regulares. Esta famı´lia foi introduzida em 1963 no artigo Strongly regular graphs, partial
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geometries and partially balanced designs de R. C. Bose, [10], e sera´ exposta ao longo da
Secc¸a˜o 3.2.
3.1 Generalidades sobre Grafos
Nesta secc¸a˜o vamos introduzir alguma da notac¸a˜o ba´sica da teoria dos grafos, tal como
apresentado em [7, 21]. Apresentaremos tambe´m algumas famı´lias particulares de grafos.
Um grafo G e´ um tripleto ordenado (V (G), E(G), ψG) consistindo de um conjunto na˜o
vazio V (G), cujos elementos sa˜o chamados de ve´rtices, um conjunto E(G) disjunto de
V (G), cujos elementos designamos por arestas, e uma func¸a˜o ψG, chamada de func¸a˜o
de incideˆncia, que associa a cada aresta de G um par na˜o ordenado de ve´rtices de G, os
quais na˜o sa˜o necessariamente distintos.
Figura 3.1.1: Grafo G com V (G) = {u, v, w, x} e E(G) = {a, b, c, d, e, f, g}.
O nu´mero de ve´rtices de um grafo G, que corresponde a` cardinalidade do conjunto V (G),
diz-se a ordem de G e denota-se por |V (G)|.
Se tivermos uma aresta e e ve´rtices u e v tais que ψ(e) = uv, dizemos que os ve´rtices
u e v sa˜o incidentes com e e vice versa. A aresta e diz-se uma ligac¸a˜o entre u e v.
Por outro lado, os ve´rtices u e v dizem-se adjacentes, ou vizinhos, porque incidem numa
aresta comum. Uma aresta e que incida duas vezes no mesmo ve´rtice, u, ou seja, tal que
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ψG(e) = uu diz-se um lacete. Tambe´m e´ comum definir-se a vizinhanc¸a de um ve´rtice
v ∈ V (G), como o conjunto dos ve´rtices adjacentes a v em G, isto e´,
{w : w ∈ V (G) ∧ vw ∈ E(G)} .
Dado um grafoG, definimos o complementar deG, que se denota porG, como o grafo que
tem o mesmo conjunto de ve´rtices de G e tal que v, w ∈ V (G) sa˜o adjacentes em G se e
so´ se na˜o forem adjacentes em G. A figura 3.1.2 ilustra o conceito de complementaridade
de grafos.
Figura 3.1.2: Um grafo e o seu complementar.
Um grafo G diz-se
• planar, se puder ser representado por um diagrama cujas arestas apenas se interse-
tam nos ve´rtices;
• finito, se ambos os conjuntos de ve´rtices e de arestas forem finitos;
• simples, se na˜o conte´m lacetes e nenhum par de ve´rtices tem duas ou mais ligac¸o˜es.
Dois grafos G1 e G2 sa˜o iguais, e escrevemos G1 = G2, se e so´ se os seus conjuntos
de ve´rtices e de arestas forem iguais, respetivamente, e partilharem a mesma func¸a˜o de
incideˆncia. Se dois grafos forem iguais e´ o´bvio que podem ser representados pelo mesmo
diagrama. Contudo, dois grafos, G1 e G2, podem ser representados pelo mesmo diagrama
e na˜o serem iguais. Neste caso os grafos dizem-se isomorfos, e escrevemos G1 ∼= G2, se
existirem bijec¸o˜es φ1 : V (G1) → V (G2) e φ2 : E(G1) → E(G2), tais que ψG1(e) = uv
se e so´ se ψG2(φ2(e)) = φ1(u)φ1(v). Um tal par de bijec¸o˜es (φ1, φ2) e´ chamado um
isomorfismo entre G1 e G2.
Um grafo simples no qual todos os pares de ve´rtices sa˜o adjacentes e´ chamado de grafo
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completo. A menos de isomorfismo, existe apenas um grafo completo de n ve´rtices, o qual
e´ denotado por Kn. Uma representac¸a˜o de K5 e´ apresentada na figura 3.1.3.
Figura 3.1.3: Representac¸a˜o de K5.
Por outro lado, se um grafo na˜o tiver qualquer aresta diz-se nulo.
Um grafo bipartido G e´ um grafo cujo conjunto de ve´rtices V (G) admite uma partic¸a˜o em
subconjuntos A e B tais que cada aresta de G e´ incidente com um ve´rtice de A e um
ve´rtice de B. Um grafo bipartido completo e´ um grafo bipartido e simples tal que cada
ve´rtice em A e´ adjacente com cada ve´rtice em B; um tal grafo denota-se por Km,n, onde
|A| = m e |B| = n. Uma representac¸a˜o de K3,3 e´ apresentada na figura 3.1.4.
Figura 3.1.4: Representac¸a˜o de K3,3.
O grafo linha de um grafo G, que se denota por L(G), e´ o grafo cujos ve´rtices sa˜o as
arestas de G e tal que dois ve´rtices em L(G) sa˜o adjacentes se e so´ se as arestas
correspondentes em G tiverem um ve´rtice em comum. A Figura 3.1.5 apresenta um
exemplo de um grafo conjuntamente com o respetivo grafo linha.
A qualquer grafo G podemos associar uma matriz n × n, com n = |V (G)|, chamada
a matriz de adjaceˆncia e denotada por A(G) = [aij ], onde cada aij e´ o nu´mero de
arestas que ligam os ve´rtices vi e vj . Ao conjunto formado pelos valores pro´prios de
A(G), incluindo as respetivas multiplicidades, chama-se o espetro de G.
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Figura 3.1.5: Um grafo e o respectivo grafo linha.
Exemplo 3.1.1. Considere-se o grafo G representado esquematicamente na figura 3.1.6.
Figura 3.1.6: Grafo G.
A matriz de adjaceˆncia e´ dada por
A(G) =

0 2 1 1
2 0 1 0
1 1 0 1
1 0 1 1
 .
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Um grafo G′ diz-se um subgrafo de um grafo G, e escrevemos G′ ⊆ G, se V (G′) ⊆ V (G),
E(G′) ⊆ E(G) e ψG′ e´ a restric¸a˜o de ψG relativamente ao conjunto E(G′). Sempre
que G′ 6= G, G′ diz-se um subgrafo pro´prio de G. Note-se tambe´m que, dado qualquer
subconjunto na˜o vazio V ′ de V (G), podemos construir um subgrafo de G cujo conjunto de
ve´rtices e´ V ′, o qual designamos por subgrafo induzido de G e denotamos por G[V ′].
Dado um grafo G, definimos o grau de um ve´rtice v, e denotamos por dG(v), como o
nu´mero de arestas de G incidentes com v e com a convenc¸a˜o de que cada lacete conta
como duas arestas.
Um grafo G diz-se regular se todos os seus ve´rtices tiverem o mesmo grau. Mais geral-
mente, um grafo G diz-se regular de ordem k se dG(v) = k, para todo o ve´rtice v ∈ V (G)
e algum inteiro k. Os grafos completos de ordem n sa˜o exemplos de grafos regulares com
ordem n− 1.
Dado um grafoG, designamos por passeio (caminho) emG entre os ve´rtices v0 e vk a uma
sequeˆncia na˜o nula de ve´rtices (distintos) e arestas (distintas) W = v0e1v1e2v2 · · · ekvk,
cujos termos sa˜o ve´rtices e arestas alternados e tais que, para 1 ≤ i ≤ k, os ve´rtices vi−1
e vi sa˜o incidentes com a aresta ei.
Dois ve´rtices v1 e v2 de um grafo G dizem-se ligados se existir um caminho entre v1 e v2
em G. Esta relac¸a˜o entre ve´rtices e´ uma relac¸a˜o de equivaleˆncia no conjunto dos ve´rtices
V (G), pelo que existe uma partic¸a˜o de V (G) em subconjuntos na˜o vazios V1, V2, . . . , Vω,
contidos em V (G), tais que, dois ve´rtices sa˜o ligados se e so´ se pertencem ao mesmo
subconjunto Vi, para um certo i ∈ {1, 2, . . . ω}. Os subgrafos G[V1], G[V2], . . . , G[Vω] sa˜o
chamados de componentes conexas de G e o nu´mero destas componentes denota-se por
ω(G). Se G contiver apenas uma componente conexa, enta˜o diz-se que G e´ um grafo
conexo e, caso contra´rio, G diz-se desconexo. A Figura 3.1.7 mostra um grafo desconexo
que tem treˆs componentes que sa˜o subgrafos conexos.
Define-se o comprimento de um caminho, C, entre os ve´rtices v1 e v2, como o nu´mero de
passos necessa´rios para, partindo de v1 chegarmos a v2 atrave´s do caminho em questa˜o
e denotamos por comp(C). A distaˆncia entre dois ve´rtices v1 e v2 de um grafo G e´ o
comprimento do caminho mais curto entre v1 e v2 e denotamos por dist(v1, v2). Dado
um grafo G, define-se o diaˆmetro de G como sendo a maior distaˆncia entre dois ve´rtices
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Figura 3.1.7: Um grafo desconexo com treˆs componentes.
distintos de G e denotamos por diam(G). Quando G na˜o e´ conexo convenciona-se que o
seu diaˆmetro e´ infinito.
Um caminho fechado com comprimento positivo, isto e´, tal que os ve´rtices inicial e final sa˜o
os u´nicos coincidentes diz-se um ciclo. Um ciclo de comprimento k costuma denotar-se
por Ck e, dependendo da paridade de k, o ciclo diz-se par ou ı´mpar.
Define-se tambe´m a cintura de um grafo G, e denota-se por g(G), como o comprimento de
um ciclo de menor comprimento de G.
Um grafo dirigido e´ um grafo em que cada aresta tem uma direc¸a˜o associada, ou seja,
cada aresta e´ um par ordenado de ve´rtices. Como exemplo de um grafo dirigido podemos
observar o grafo da Figura 3.1.8.
Figura 3.1.8: Um grafo dirigido.
3.2 Grafos Fortemente Regulares
Nesta secc¸a˜o vamos apresentar o conceito de grafo fortemente regular que sera´ funda-
mental para o nosso trabalho. Esta secc¸a˜o esta´ dividida em quatro partes. Na Subsecc¸a˜o
3.2.1 caracterizamos a famı´lia dos grafos fortemente regulares, incluindo o relacionamento
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entre os paraˆmetros, os valores pro´prios e as respetivas multiplicidades. Na Subsecc¸a˜o
3.2.2 apresentamos algumas famı´lias interessantes de grafos fortemente regulares. Na
Subsecc¸a˜o 3.2.3 estudamos os grafos fortemente regulares como casos particulares de
esquemas associativos com duas classes e, no final da subsecc¸a˜o, provamos novos resul-
tados sobre os paraˆmetros de Krein de um esquema associativo com um nu´mero qualquer
de classes. Na Subsecc¸a˜o 3.2.4 damos a conhecer ao leitor a bateria de condic¸o˜es
necessa´rias de existeˆncia que se conhecem sobre os paraˆmetros de um grafo fortemente
regular.
3.2.1 Definic¸a˜o e Propriedades
Um grafo G, simples, na˜o completo, na˜o nulo e na˜o dirigido, diz-se fortemente regular se
for regular e se, dado um qualquer par de ve´rtices v, w ∈ V (G), o nu´mero de ve´rtices
adjacentes simultaneamente a v e w depende, unicamente, do facto de v e w serem ou
na˜o adjacentes. Assim, se G tiver ordem n, se for regular com ordem k, se cada par de
ve´rtices adjacentes emG tiver a ve´rtices vizinhos e cada par de ve´rtices na˜o adjacentes em
G tiver c ve´rtices vizinhos, dizemos que G e´ um grafo fortemente regular com paraˆmetros
(n, k, a, c). A figura 3.2.1 mostra treˆs exemplos de grafos fortemente regulares.
(a) O ciclo de ordem 4
e´ fortemente regular com
paraˆmetros (4, 2, 0, 2).
(b) O grafo octaedral e´
fortemente regular com
paraˆmetros (6, 4, 2, 4).
(c) O grafo de Clebsch e´
fortemente regular com
paraˆmetros (16, 5, 0, 2).
Figura 3.2.1: Treˆs exemplos de grafos fortemente regulares.
Note-se que um conjunto de paraˆmetros na˜o define, em geral, um u´nico grafo fortemente
regular. Por exemplo, conhecem-se pelo menos 105 grafos fortemente regulares, na˜o
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isomorfos, com o conjunto de paraˆmetros (36, 14, 4, 6). Na Figura 3.2.2 podemos observar
o grafo linha do grafo completo bipartido K4,4 e o grafo de Shrikhande, que sa˜o dois grafos
fortemente regulares na˜o isomorfos que partilham o conjunto de paraˆmetros (16, 6, 2, 2).
(a) Grafo linha de K4,4. (b) Grafo de Shrikhande.
Figura 3.2.2: Dois grafos fortemente regulares na˜o isomorfos com o conjunto de
paraˆmetros (16, 6, 2, 2).
Observac¸a˜o 3.2.1. Note-se que a entrada (Ar)ij da matriz de adjaceˆncia A de um grafo
fortemente regular corresponde ao nu´mero de passeios de comprimento r entre os ve´rtices
i e j (ver [29, Lemma 8.1.2]). Enta˜o a entrada(A2)ij corresponde ao nu´mero do passeios
de comprimento 2 entre os ve´rtices i e j, mas como G e´ regular, este nu´mero depende
apenas do facto de i e j serem iguais ou distintos e, neste caso, se sa˜o adjacentes ou na˜o.
Assim, e´ possı´vel escrever A2 como
A2 = kIn + aA+ c(Jn − A− In),
o que e´ equivalente a
A2 + (c− a)A+ (c− k)In = cJn. (3.1)
Se G for um grafo fortemente regular com paraˆmetros (n, k, a, c), enta˜o o seu complemen-
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tar, G tambe´m e´ um grafo fortemente regular com paraˆmetros (n, k¯, a¯, c¯), com
k¯ = n− k − 1, (3.2)
a¯ = n− 2− 2k + c, (3.3)
c¯ = n− 2k + a. (3.4)
Neste ponto, note-se que enquanto (3.2) e (3.4) produzem sempre valores positivos, o
mesmo na˜o esta´ garantido em (3.3).
Um grafo fortemente regular G diz-se primitivo se tanto G como o seu complementar
G forem conexos. O lema seguinte mostra que existe apenas uma classe de grafos
fortemente regulares na˜o primitivos.
Lema 3.2.1. [29, Lema 10.1.1] Seja G um um grafo fortemente regular com paraˆmetros
(n, k, a, c). Enta˜o as condic¸o˜es seguintes sa˜o equivalentes:
(i) G na˜o e´ conexo;
(ii) c = 0;
(iii) a = k − 1;
(iv) G e´ isomorfo a mKk+1, para algum m > 1.
Observac¸a˜o 3.2.2. Se G for um grafo fortemente regular com paraˆmetros (n, k, a, c) co-
nexo, isto e´, se c 6= 0, enta˜o diam(G) = 2.
Os paraˆmetros (n, k, a, c) de um grafo fortemente regular na˜o sa˜o independentes entre si,
estando relacionados atrave´s da igualdade (3.5) da Proposic¸a˜o 3.2.1, que se apresenta em
seguida. Este resultado aparece em toda a bibliografia sobre grafos fortemente regulares e
a sua demonstrac¸a˜o e´ feita por simples contagem do nu´mero de arestas entre os vizinhos
e os na˜o vizinhos de um ve´rtice fixo de um grafo fortemente regular. Pore´m, vamos
apresentar uma demonstrac¸a˜o alternativa deste resultado utilizando somente ferramentas
alge´bricas apresentadas no Capı´tulo 2.
Proposic¸a˜o 3.2.1. SejaG um grafo fortemente regular com paraˆmetros (n, k, a, c) e matriz
de adjaceˆncia A. Enta˜o:
k(k − a− 1) = (n− k − 1)c. (3.5)
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Demonstrac¸a˜o. Como G e´ fortemente regular temos, pela Observac¸a˜o 3.2.1, que
A2 = kIn + aA+ c(Jn − A− In). (3.6)
Seja Vn a a´lgebra de Jordan euclidiana definida no Exemplo 2.3.1. Seja V ′n a suba´lgebra
de Vn gerada por In e pelas poteˆncias naturais de A. Na Secc¸a˜o 4.1 vamos demonstrar
que V ′n e´ uma a´lgebra de Jordan euclidiana com dimensa˜o e caracterı´stica 3. Admitindo a
prova deste facto, podemos concluir que existe um u´nico sistema de Jordan associado a A
de V ′n, S = {E0, E1, E2} cujos idempotentes satisfazem as propriedades:
(i) E0 =
1
n
Jn;
(ii)
2∑
i=0
Ei = In;
(iii) AEi = λiEi;
(iv) A =
2∑
i=0
λiEi;
onde os λi, i ∈ {0, 1, 2} sa˜o os valores pro´prios da matriz A. Como as poteˆncias de A
podem ser escritas a` custa da decomposic¸a˜o espetral de A, temos pela propriedade (iv),
Am =
2∑
i=0
λmi Ei,
para qualquer inteiro m ≥ 1, enta˜o a igualdade (3.6) pode ser escrita como
2∑
i=0
λ2iEi = k
2∑
i=0
Ei + a
2∑
i=0
λiEi + c
(
nE0 −
2∑
i=0
λiEi −
2∑
i=0
Ei
)
. (3.7)
Igualando os termos em E0 em ambos os membros da igualdade (3.7) obtemos:
λ20E0 = kE0 + aλ0E0 + c(nE0 − λ0E0 − E0),
pelo que temos
λ20 = k + aλ0 + c(n− λ0 − 1). (3.8)
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Finalmente, como pela propriedade (i) temos que λ0 = k, substituindo em (3.8) e fazendo
elementares manipulac¸o˜es alge´bricas obtemos a igualdade (3.5), pelo que a proposic¸a˜o
fica demonstrada.
Um dos problemas no estudo dos grafos fortemente regulares e´ encontrar conjuntos de
valores admissı´veis para os paraˆmetros e, depois, tentar construir grafos que respeitem
tais paraˆmetros. A equac¸a˜o (3.5) e´ um exemplo de uma condic¸a˜o de admissibilidade que
os paraˆmetros de qualquer grafo fortemente regular teˆm que obedecer.
SejaA a matriz de adjaceˆncia de um grafo fortemente regularG com paraˆmetros (n, k, a, c).
Uma propriedade interessante a`cerca dos grafos fortemente regulares e´ que os valores
pro´prios de A, assim como as respetivas multiplicidades, podem ser escritos exclusiva-
mente a` custa dos paraˆmetros de G. De facto, os valores pro´prios de A sa˜o a pro´pria
regularidade k e ainda θ e τ dados por
θ =
a− c+√(a− c)2 + 4(k − c)
2
(3.9)
τ =
a− c−√(a− c)2 + 4(k − c)
2
. (3.10)
Quanto a`s multiplicidades, temos que a multiplicidade de k e´ 1 e as de θ e τ sa˜o mθ e mτ ,
respetivamente, dadas por
mθ =
1
2
(
n− 1− 2k + (n− 1)(a− c)√
(a− c)2 + 4(k − c)
)
(3.11)
mτ =
1
2
(
n− 1 + 2k + (n− 1)(a− c)√
(a− c)2 + 4(k − c)
)
. (3.12)
Note-se que as fo´rmulas (3.11) e (3.12) constituem, por si pro´prias, condic¸o˜es de admis-
sibilidade para conjuntos de paraˆmetros de grafos fortemente regulares. Dado qualquer
conjunto de paraˆmetros (n, k, a, c), o ca´lculo de mθ e mτ tem que originar valores inteiros
e, caso contra´rio, na˜o pode existir um grafo fortemente regular com esses paraˆmetros. Por
esta raza˜o, as condic¸o˜es (3.11) e (3.12) sa˜o normalmente designadas por condic¸o˜es de
integralidade.
O resultado que se segue mostra que apenas existe um tipo de grafos conexos regulares
que e´ fortemente regular e e´ uma extensa˜o do resultado em [29, Lema 10.2.1], ja´ que este
apenas conte´m a afirmac¸a˜o recı´proca do resultado seguinte.
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Teorema 3.2.1. Seja G um grafo conexo e regular. Enta˜o G e´ fortemente regular se e so´
se G tem exatamente treˆs valores pro´prios distintos.
Demonstrac¸a˜o. SejaG um grafo conexo e regular com regularidade k eA a respectiva ma-
triz de adjaceˆncia. Suponhamos que G e´ fortemente regular com paraˆmetros (n, k, a, c).
Um valor pro´prio de A e´ k com vetor pro´prio associado, j = (1, 1, . . . , 1), ja´ que Aj = kj.
Seja λ um outro valor pro´prio de A com λ 6= k e v um vetor pro´prio associado a λ. O
vetor v e´ tal que v>j = 0 (ver [29, Lemma 8.4.1]) e, portanto, Jv = 0. Enta˜o, aplicando
v a` igualdade (3.1) da Observac¸a˜o 3.2.1 concluı´mos que λ tem que ser raiz da equac¸a˜o
quadra´tica
λ2 + (c− a)λ+ c− k = 0, (3.13)
pelo que A tem, no ma´ximo, treˆs valores pro´prios. Como G e´ fortemente regular e conexo,
a ana´lise das raı´zes de (3.13) permite-nos concluir que G tem exatamente treˆs valores
pro´prios distintos
Reciprocamente, suponhamos que A tem exatamente treˆs valores pro´prios distintos. Para
ale´m de k, sejam λ1 e λ2 os outros valores pro´prios de A, distintos de k. Enta˜o
B = A2 − (λ1 + λ2)A+ λ1λ2In (3.14)
e´ uma matriz tal que Bv = 0, para cada vetor pro´prio v de A excetuando o vector j.
Por outro lado, como
1
(k − λ1)(k − λ2)Bj = j,
onde B(k−λ1)(k−λ2) e´ o projetor ortogonal associado ao valor pro´prio k, e como G e´ conexo,
temos que
1
(k − λ1)(k − λ2)B =
1
n
Jn. (3.15)
Substituindo (3.15) em (3.14), e´ possı´vel escrever A2 como combinac¸a˜o linear de In, Jn e
A e, portanto, G e´ fortemente regular.
Existem va´rias famı´lias interessantes de grafos fortemente regulares, algumas das quais
sera˜o apresentadas na pro´xima subsecc¸a˜o.
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3.2.2 Famı´lias Particulares de Grafos Fortemente Regulares
Ao longo desta subsecc¸a˜o vamos apresentar e caracterizar algumas famı´lias de grafos
fortemente regulares que se revelaram interessantes no contexto do nosso trabalho.
Sabe-se que, para qualquer nu´mero primo p e um inteiro positivo n, existe um corpo finito
com pn elementos denotado por GF (pn). Seja q uma poteˆncia de um nu´mero primo tal
que
q ≡ 1 (mod 4). (3.16)
Enta˜o define-se o grafo de Paley de ordem q como o grafo cujos ve´rtices sa˜o os elementos
do corpo finito GF (q) com a seguinte propriedade: dois ve´rtices sa˜o adjacentes se e so´
se a sua diferenc¸a e´ um quadrado diferente de 0 em GF (q). A condic¸a˜o (3.16) implica que
−1 e´ um quadrado em GF (q) e, portanto, o grafo e´ na˜o dirigido. Um grafo de Paley de
ordem q e´ fortemente regular com paraˆmetros(
q,
q − 1
2
,
q − 5
4
,
q − 1
4
)
e os valores pro´prios θ e τ sa˜o respetivamente (−1 +√q)/2 e (−1−√q)/2, com multipli-
cidades mθ = mτ = (q − 1)/2. Na Figura 3.2.3 pode-se observar os treˆs primeiros grafos
de Paley.
(a) Grafo de Paley de ordem
5.
(b) Grafo de Paley de or-
dem 9.
(c) Grafo de Paley de ordem
13.
Figura 3.2.3: Os treˆs primeiros grafos de Paley.
Os grafos tais que mθ = mτ , chamam-se grafos de confereˆncia. Esta famı´lia de grafos
surgiu do estudo de Belevitch, [5], sobre circuitos de confereˆncias telefo´nicas. Um grafo
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de confereˆncia com n ve´rtices e´ originado por uma matriz de confereˆncia sime´trica de
dimensa˜o n + 1. Uma matriz de confereˆncia, C, de ordem n + 1 e´ uma matriz do espac¸o
Mn+1(R), cuja diagonal e´ nula e todas as outras entradas sa˜o preenchidas com +1 ou
−1. A matriz C satisfaz ainda a propriedade:
CC> = nIn+1.
Dadas as definic¸o˜es, e´ imediato concluir que todo o grafo de Paley e´ um grafo de con-
fereˆncia. O recı´proco, no entanto, na˜o e´ verdadeiro. De facto, temos que o grafo fortemente
regular de paraˆmetros (45, 20, 10, 11) constitui um exemplo de um grafo de confereˆncia que
na˜o e´ de Paley. Os grafos de Paley podem ser interpretados como uma classe especial
dos grafos de confereˆncia em que a ordem e´ uma poteˆncia de um primo que satisfaz a
condic¸a˜o (3.16). Segue-se um resultado que caracteriza o conjunto dos paraˆmetros dos
grafos de confereˆncia.
Lema 3.2.2. [29, Lema 10.3.2] Seja G um grafo fortemente regular com o conjunto de
paraˆmetros (n, k, a, c) e matriz de adjaceˆncia com valores pro´prios distintos k, θ e τ . Se
mθ = mτ , enta˜o k = (n− 1)/2, a = (n− 5)/4 e c = (n− 1)/4.
Uma outra propriedade interessante e´ que, se G for fortemente regular com um nu´mero
primo de ve´rtices, enta˜o G e´ um grafo de confereˆncia.
O Lema que se segue divide os grafos fortemente regulares em duas classes.
Lema 3.2.3. [29, Lema 10.3.3] Seja G um grafo fortemente regular com o conjunto de
paraˆmetros (n, k, a, c) e matriz de adjaceˆncia com os valores pro´prios k, θ e τ . Enta˜o
(i) G e´ um grafo de confereˆncia, ou
(ii) (θ − τ)2 e´ um quadrado perfeito.
Em seguida apresentamos algumas famı´lias simples de grafos fortemente regulares, obti-
das atrave´s dos grafos linha dos grafos completos e dos grafos bipartidos completos. As
proposic¸o˜es que se seguem foram demonstradas usando um processo de contagem de
ve´rtices e de arestas.
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Proposic¸a˜o 3.2.2. Seja l > 3 um natural. Enta˜o, L(Kl) e´ fortemente regular com o
conjunto de paraˆmetros (
l(l − 1)
2
, 2l − 4, l − 2, 4
)
.
Demonstrac¸a˜o. Vamos provar que L(Kl) e´ fortemente regular com paraˆmetros:
(i) n =
l(l − 1)
2
;
(ii) k = 2l − 4;
(iii) a = l − 2;
(iv) c = 4.
(i) Como o nu´mero de ve´rtices de L(Kl) e´ igual ao nu´mero de arestas de Kl, enta˜o
n =
(
l
2
)
=
l(l − 1)
2
.
(ii) Considere-se um ve´rtice u ∈ L(Kl) e v1v2 a aresta correspondente em E(Kl), com
v1v2 ∈ V (Kl). O nu´mero de vizinhos de u e´ igual ao nu´mero de arestas de Kl
incidentes em v1 ou em v2 e e´ igual a 2(l − 1)− 2 = 2l − 4, visto Kl ser regular de
ordem l − 1. Logo k = 2l − 4.
(iii) Considerem-se duas arestas em E(Kl) com um ve´rtice em comum (o que corres-
ponde a dois ve´rtices adjacentes em L(Kl), v1v2 e v2v3, com v1, v2, v3 ∈ V (Kl). O
nu´mero de arestas que incidem simultaneamente num ve´rtice de v1v2 e num ve´rtice
de v2v3 pode ser obtido observando que em Kl existem ainda l − 3 arestas que
incidem em v2 mais a aresta v1v3, o que perfaz l − 2 arestas. Logo a = l − 2.
(iv) Considerem-se duas arestas em E(Kl) na˜o incidentes em ve´rtices comuns (o que
corresponde a dois ve´rtices na˜o adjacentes em L(Kl)), v1v2 e v3v4, com v1, v2, v3 e
v4 em V (Kl). Enta˜o existem apenas
(4
2
) − 2 arestas que incidem simultaneamente
num ve´rtice de v1v2 e num ve´rtice de v3v4. Logo c = 4.
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O resultado seguinte mostra que os grafos bipartidos completos numa partic¸a˜o com duas
partes de igual dimensa˜o sa˜o fortemente regulares, assim como os respetivos grafos linha.
Proposic¸a˜o 3.2.3. Seja l > 1 um natural. Enta˜o:
(i) Kl,l e´ fortemente regular com paraˆmetros (2l, l, 0, l).
(ii) L(Kl,l) e´ fortemente regular com paraˆmetros (l2, 2l − 2, l − 2, 2).
Demonstrac¸a˜o. Seja l > 1 um natural.
(i) Relativamente a Kl,l, provar que n = 2l e k = l e´ imediato.
Um par de ve´rtices vizinhos emKl,l, visto pertencerem a dois subconjuntos disjuntos
de V (Kl,l), na˜o teˆm qualquer ve´rtice adjacente a ambos. Logo a = 0.
Um par de ve´rtices na˜o adjacentes em Kl,l, dado pertencerem ao mesmo subcon-
junto de V (Kl,l), teˆm l ve´rtices vizinhos a ambos, pelo que c = l.
Enta˜o Kl,l e´ um grafo fortemente regular com paraˆmetros (2l, l, 0, l).
(ii) Quanto ao grafo L(Kl,l), como os ve´rtices de L(Kl,l) sa˜o as arestas de Kl,l e Kl,l
tem l2 arestas, enta˜o n = l2.
Relativamente a` regularidade, observando que cada aresta em E(Kl,l) incide num
mesmo ve´rtice para ale´m de mais 2(l − 1) arestas, concluı´mos que k = 2l − 2.
Agora, tomando duas arestas emE(Kl,l) que incidam num mesmo ve´rtice v, verifica-
mos que existem ainda l−2 arestas que incidem em v. Efetivamente, sa˜o as arestas
que restam do subconjunto de V (Kl,l) ao qual na˜o pertence v. Enta˜o a = l − 2.
Finalmente, sejam A,B a partic¸a˜o de V (Kl,l) e considerem-se duas arestas de Kl,l
que na˜o incidem simultaneamente em nenhum ve´rtice: e1 = xy e e2 = zt, em que
x, y, z, t sa˜o ve´rtices distintos de V (Kl,l) e x, z ∈ A e y, t ∈ B, sem perda de
generalidade. Enta˜o podemos observar que existem em E(Kl,l) duas u´nicas arestas
que incidem simultaneamente em ve´rtices de e1 e e2 que sa˜o as arestas xt e yz.
Logo c = 2.
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Concluı´mos assim que L(Kl,l) e´ fortemente regular com paraˆmetros (l2, 2l − 2, l − 2, 2).
Uma famı´lia de grafos interessante, que sera´ objeto de ana´lise no Capı´tulo 4, e´ a famı´lia
dos grafos cocktail party. Um grafo cocktail party de ordem l e´ um grafo com 2l ve´rtices e
que consiste em l colunas de pares de ve´rtices tais que todos os ve´rtices sa˜o adjacentes
exceto os pares em considerac¸a˜o. Estes grafos sa˜o denotados por Kl×2 em [12]. Os
primeiros treˆs grafos cocktail party conexos podem ser visualizados na Figura 3.2.4.
(a) Grafo K2×2. (b) Grafo K3×2. (c) Grafo K4×2.
Figura 3.2.4: Os treˆs primeiros grafos cocktail party.
Note-se que o grafo K2×2, Figura 3.4(a), e´ isomorfo ao ciclo de ordem 4 e que o grafo
K3×2, Figura, 3.4(b), e´ isomorfo ao grafo octaedral ja´ apresentado na Figura 3.1(b). Em
seguida mostramos que os grafos cocktail party sa˜o fortemente regulares.
Proposic¸a˜o 3.2.4. O grafo Kl×2 e´ fortemente regular com o conjunto de paraˆmetros
(2l, 2l − 2, 2l − 4, 2l − 2).
Demonstrac¸a˜o. Vamos provar que Kl×2 e´ fortemente regular com paraˆmetros
(n, k, a, c) = (2l, 2l − 2, 2l − 4, 2l − 2).
O facto de que n = 2l e k = 2l − 2 decorre da definic¸a˜o de Kl×2.
Dado um par de ve´rtices na˜o vizinhos em Kl×2, verificamos que ambos os ve´rtices sa˜o
adjacentes em simultaˆneo aos restantes 2l − 2 ve´rtices de Kl×2. Logo c = k.
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Sejam u, v ∈ Kl×2 um par de ve´rtices vizinhos e u∗, v∗ ∈ Kl×2 os ve´rtices na˜o adjacentes
a u e v, respetivamente. Assim, observamos que u e v sa˜o adjacentes a 2l − 4 outros
ve´rtices de Kl×2, correspondentes a` regularidade menos os dois ve´rtices u∗ e v∗. Logo,
a = 2l − 4.
A u´ltima famı´lia de grafos fortemente regulares que vamos apresentar e´ a famı´lia dos grafos
de Moore. Estes sa˜o os grafos com diaˆmetro d e cintura 2d + 1. Esta famı´lia nota´vel
de grafos, que surgiu originalmente em 1960 no artigo de Hoffman e Singleton [36], e´
na verdade constituı´da por grafos fortemente regulares com paraˆmetros (k2 + 1, k, 0, 1).
No mesmo artigo, Hoffman e Singleton demonstraram que no ma´ximo existem 4 grafos
de Moore, com regularidades 2, 3, 7 e 57. Na Figura 3.2.5 podemos observar os dois
primeiros grafos de Moore, o penta´gono e o grafo de Petersen.
(a) O penta´gono e´ o grafo de Mo-
ore com regularidade 2, fortemente
regular com paraˆmetros (5, 2, 0, 1).
(b) O grafo de Petersen e´ o grafo
de Moore com regularidade 3, for-
temente regular com paraˆmetros
(10, 3, 0, 1).
Figura 3.2.5: Dois dos treˆs grafos de Moore conhecidos
Quanto ao grafo de regularidade 7, a sua existeˆncia foi demonstrada por Hoffman e Sin-
gleton em [36]. Ate´ a` presente data desconhece-se se o quarto grafo de Moore com
paraˆmetros (3250, 57, 0, 1) existe.
Na˜o obstante, existem diversos resultados sobre a hipo´tese da existeˆncia do grafo de
Moore de regularidade 57. Sugere-se a leitura de [17, 29] onde sa˜o demonstradas algumas
propriedades que o quarto grafo de Moore satisfaz, se existir.
90
3.2.3 Esquemas Associativos e Grafos Fortemente Regulares
Nesta secc¸a˜o mostramos que os grafos fortemente regulares podem ser interpretados
como casos particulares de esquemas associativos e definimos e caracterizamos estas
estruturas combinato´rias (ver [3]).
Um esquema associativo com d classes e´ um conjunto finito X , munido de d+ 1 relac¸o˜es
Ri, tais que:
(i) {R0, R1, . . . , Rd} e´ uma partic¸a˜o de X ×X ;
(ii) R0 = {(x, x) : x ∈ X};
(iii) Para cada i ∈ {0, 1, . . . , d} existe um j ∈ {0, 1, . . . , d}, tal que (x, y) ∈ Ri implica
(y, x) ∈ Rj ;
(iv) para cada i, j, l ∈ {0, 1, . . . , d} existe um inteiro plij tal que, para todos (x, y) ∈ Rl,
|{z ∈ X : (x, z) ∈ Ri ∧ (z, y) ∈ Rj}| = plij ;
(v) plij = p
l
ji, ∀i, j, l ∈ {0, 1, . . . , d}.
Os nu´meros plij sa˜o chamados os nu´meros de intersec¸a˜o do esquema associativo. No
caso em que (x, y) ∈ Ri, os elementos x e y de X dizem-se associados de ordem i.
A definic¸a˜o apresentada deve-se a Delsarte, [23], e e´ uma generalizac¸a˜o da definic¸a˜o
original de Bose e Shimamoto, [8], na qual cada relac¸a˜o Ri e´ sime´trica. Por este motivo,
um esquema associativo definido como em [8] e´ normalmente designado de sime´trico. De
agora em diante, apenas sera˜o considerados esquemas associativos sime´tricos.
Por convenieˆncia de notac¸a˜o consideramos n = |X| e ki = p0ii. Note-se que para cada
i ∈ {1, 2, . . . , d}, Gi = (X,Ri) e´ um grafo simples com regularidade ki.
Em seguida apresentamos um conjunto de propriedades que sa˜o satisfeitas pelos nu´meros
de intersec¸a˜o de um esquema associativo.
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Teorema 3.2.2. [13] Os nu´meros de intersec¸a˜o de um esquema associativo com d classes
satisfazem as propriedades seguintes:
(i) pl0j = δjl, p
0
ij = δijkj ;
(ii)
∑d
i=0 p
l
ij = kj ,
∑d
j=0 kj = n;
(iii) plijkl = p
j
ilkj ;
(iv)
∑d
l=0 p
l
ijp
s
rl =
∑d
l=0 p
l
rjp
s
il;
onde δij denota o sı´mbolo de Kronecker.
Normalmente os nu´meros de intersec¸a˜o sa˜o interpretados como entradas das chamadas
matrizes de intersec¸a˜o L0, L1, . . . , Ld:
(Li)lj = p
l
ij ,
onde L0 = In.
Dois esquemas associativos cla´ssicos sa˜o apresentados nos pro´ximos exemplos (ver [3]).
Exemplo 3.2.1. O esquema de Johnson, J(n, k), e´ um esquema associativo com k clas-
ses sobre o conjunto de todos os
(n
k
)
subconjuntos de ordem k de um conjunto fixo com n
elementos. Neste esquema, dois elementos x e y sa˜o associados de ordem i se e so´ se
|x ∩ y| = k − i.
Exemplo 3.2.2. O esquema de Hamming, H(n, k), e´ um esquema associativo com n
classes sobre o conjunto Kn, onde K e´ um alfabeto com k sı´mbolos. Assim, Kn e´ o
conjunto de todas as palavras de comprimento n constituı´das por letras de K. Duas
palavras sa˜o associadas de ordem i se diferirem em exactamente i posic¸o˜es coordenadas.
As classes {R0, R1, . . . , Rd} de um esquema associativo podem ser descritas atrave´s das
suas respectivas matrizes de adjaceˆncia {A0, A1, . . . , Ad}, onde cada Ai e´ uma matriz de
ordem n definida por (Ai)xy = 1, se (x, y) ∈ Ri, e (Ai)xy = 0, caso contra´rio.
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As matrizes Ai, i ∈ {0, 1, . . . , d} satisfazem ainda:
(i) A0 = In;
(ii)
∑d
i=0Ai = Jn;
(iii) Ai = A
>
i , ∀i ∈ {0, 1, . . . , d};
(iv) AiAj =
∑d
l=0 p
l
ijAl, ∀i, j ∈ {0, 1, . . . , d}.
Note-se que (ii) implica que as matrizes Ai, i ∈ {0, 1, . . . , d} sa˜o linearmente indepen-
dentes. Por outro lado, tambe´m se tem (ver [3, Lema 1.3]) que AiAj = AjAi, para todos
i, j em {0, 1, . . . , d}. Enta˜o, a a´lgebra gerada por A0, A1, . . . , Ad tem dimensa˜o d+ 1.
As matrizes A1, A2, . . . , Ad podem ser interpretadas como matrizes de adjaceˆncia de
grafos G1, G2, . . . , Gd, com um conjunto de ve´rtices comum V . Dois ve´rtices u e v
em V dizem-se relacionados com ordem i se uv for uma aresta de Gi, para cada i em
{1, 2, . . . , d}.
Exemplo 3.2.3. Para cada grafo G, considerem-se as seguintes relac¸o˜es
Ri = {(u, v) : dist(u, v) = i},
para i ∈ {0, 1, . . . , diam(G)}. Assim, o quadrado (ver Figura 3.6(a)) origina um esquema
associativo com duas classes dado pelas matrizes A0 = I4,
A1 =
 0 J2
J2 0
 e A2 =
 J2 − I2 0
0 J2 − I2
 ,
enquanto que o hexa´gono (ver Figura 3.6(b)) origina um esquema associativo com treˆs
classes, dadas pelas matrizes A0 = I6,
A1 =
 0 J3 − I3
J3 − I3 0
 , A2 =
 J3 − I3 0
0 J3 − I3
 , e A3 =
 0 I3
I3 0
 .
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(a) Ciclo de ordem 4. (b) Ciclo de ordem 6.
Figura 3.2.6: O quadrado e o hexa´gono.
Os esquemas associativos mais simples sa˜o aqueles com apenas uma classe. Correspon-
dem ao caso A0 = In e A1 = Jn − In. Visto G1 ser o grafo completo esta situac¸a˜o e´
pouco interessante.
O caso mais simples seguinte contempla os esquemas associativos sime´tricos com duas
classes e e´ equivalente aos grafos fortemente regulares. De facto, temos A0 = In, A1,
A2 = Jn − A1 − In, onde A1 e A2 correspondem a`s matrizes de adjaceˆncia de um grafo
fortemente regular e o seu complementar, respetivamente.
Reciprocamente, se A for a matriz de adjaceˆncia de um grafo fortemente regular, enta˜o
In, A, Jn − A− In formam um esquema associativo com duas classes.
Observe-se que a propriedade (iii) do Teorema 3.2.2 generaliza a equac¸a˜o (3.5), pois
trata-se do caso particular i = l = 1 e j = 2.
Exemplo 3.2.4. Seja (G,R1) um grafo fortemente regular com paraˆmetros (n, k, a, c).
Enta˜o as matrizes de intersec¸a˜o do esquema associativo sa˜o
L1 =

0 k 0
1 a k − a− 1
0 c k − c
 e L2 =

0 0 n− k − 1
0 k − a− 1 n− 2k + a
1 k − c n− 2k + c− 2
 .
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Exemplo 3.2.5. Considere-se o esquema associativo definido pelo conjunto de matrizes
{A0, A1, A2, A3}, com A0 = I6,
A1 =

0 1 0 0 0 1
1 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 1 0
0 0 0 1 0 1
1 0 0 0 1 0

, A2 =

0 0 1 0 1 0
0 0 0 1 0 1
1 0 0 0 1 0
0 1 0 0 0 1
1 0 1 0 0 0
0 1 0 1 0 0

,
A3 =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

.
Este esquema associativo verifica a tabela de multiplicac¸a˜o seguinte (Tabela 3.2.1).
A0 A1 A2 A3
A0 A0 A1 A2 A3
A1 A1 B C A2
A2 A2 C B A1
A3 A3 A2 A1 A0
Tabela 3.2.1: Tabela de multiplicac¸a˜o dos elementos do conjunto {A0, A1, A2, A3}, onde
B = 2A0 + A2 e C = 2A3 + A1.
A partir da tabela de multiplicac¸a˜o e do axioma (d) das matrizes dos esquemas asso-
ciativos, calculam-se os nu´meros de intersec¸a˜o associados e obteˆm-se as matrizes de
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intersec¸a˜o: L0 = I4,
L1 =

0 2 0 0
1 0 1 0
0 1 0 1
0 0 2 0
 , L2 =

0 0 2 0
0 1 0 1
1 0 1 0
0 2 0 0
 ,
L3 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 .
As matrizes A0, A1, . . . , Ad de um esquema associativo geram um a´lgebra comutativa,
A, com dimensa˜o d + 1, de matrizes sime´tricas de diagonal constante. Esta a´lgebra e´
chamada a a´lgebra de Bose-Mesner do esquema associativo devido ao facto de ter sido
primeiramente estudada por estes dois matema´ticos em [9].
Note-se queA e´ uma a´lgebra de Jordan euclidiana de caracterı´stica d+1 relativamente ao
produto usual de matrizes e ao trac¸o standard do produto de matrizes. A a´lgebraA e´ ainda
fechada para o produto de Hadamard e existe um u´nico sistema de Jordan {E0, . . . , Ed}
que e´ uma base de A. Logo,
EiEj = δijEi,
d∑
i=0
Ei = In.
Se a matriz A1 for um elemento regular de A, os idempotentes Ei podem ser obtidos
como projetores associados a` matriz A1 do esquema associativo com d classes atrave´s
da igualdade
Ei =
d∏
l=0,l 6=i
A1 − λlIn
λi − λl , (3.17)
onde os λi, com i ∈ {0, 1, . . . , d}, sa˜o os valores pro´prios da primeira decomposic¸a˜o
espetral de A1.
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Exemplo 3.2.6. Continuando o Exemplo 3.2.5, visto que a matriz A1 possui quatro valores
pro´prios distintos, a saber λ0 = −2, λ1 = −1, λ2 = 1 e λ3 = 2, podemos aplicar a
fo´rmula (3.17) para obter as expresso˜es de todos os idempotentes associados a` matriz A1
do esquema associativo, {E0, E1, E2, E3}:
E0 =
1
6
A0 − 1
6
A1 +
1
6
A2 − 1
6
A3,
E1 =
1
3
A0 − 1
6
A1 − 1
6
A2 +
1
3
A3,
E2 =
1
3
A0 +
1
6
A1 − 1
6
A2 − 1
3
A3,
E3 =
1
6
A0 +
1
6
A1 +
1
6
A2 +
1
6
A3 =
1
6
J4.
No caso da matriz A1 na˜o ser um elemento regular de A procede-se da seguinte forma.
Em primeiro lugar, calculam-se todos os projetores associados a` matriz A1 atrave´s da
igualdade (3.17) e faz-se o mesmo para pelo menos mais uma outra matriz de adjaceˆncia
Ai, i ∈ {0, . . . , d}, i 6= 1, do esquema associativo. Em segundo lugar, calculam-se os
produtos entre os projetores de A1 e os de Ai, ate´ obter d + 1 idempotentes na˜o nulos
distintos. No Exemplo 3.2.7 ilustramos este processo. Para mais informac¸a˜o sobre o
me´todo ver [3, Secc¸a˜o 2.4].
Exemplo 3.2.7. Seja {A0, A1, A2, A3} o esquema associativo formado pelas matrizes
definidas por A0 = I4,
A1 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 , A2 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 , A3 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 .
Este esquema associativo adve´m do quadrado latino:
1 2 4 3
2 1 3 4
4 3 1 2
3 4 2 1
 .
Este esquema associativo verifica a tabela de multiplicac¸a˜o seguinte (Tabela 3.2.2).
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A0 A1 A2 A3
A0 A0 A1 A2 A3
A1 A1 A0 A3 A2
A2 A2 A3 A0 A1
A3 A3 A2 A1 A0
Tabela 3.2.2: Tabela de multiplicac¸a˜o dos elementos do conjunto {A0, A1, A2, A3}.
Os valores pro´prios de cada matriz Ai, i ∈ {1, 2, 3} sa˜o λ0 = −1 e λ1 = 1. Enta˜o, os
projetores associados a` matriz A1 sa˜o dados por
P0 =
1
2
A0 − 1
2
A1,
P1 =
1
2
A0 +
1
2
A1,
enquanto que os projetores associados a` matriz A2 sa˜o
P2 =
1
2
A0 − 1
2
A2,
P3 =
1
2
A0 +
1
2
A2.
Enta˜o, o sistema de Jordan deste esquema associativo e´ {E0, E1, E2, E3} onde
E0 = P0P2 =
1
4
A0 − 1
4
A1 − 1
4
A2 +
1
4
A3,
E1 = P1P2 =
1
4
A0 +
1
4
A1 − 1
4
A2 − 1
4
A3,
E2 = P0P3 =
1
4
A0 − 1
4
A1 +
1
4
A2 − 1
4
A3,
E3 = P1P3 =
1
4
A0 +
1
4
A1 +
1
4
A2 +
1
4
A3 =
1
4
J4.
Note-se que cada Ei, i ∈ {0, 1, 2, 3}, e´ primitivo porque tr(Ei) = 1, i ∈ {0, 1, 2, 3}, e
tambe´m que EiEj = 0, com i, j ∈ {0, 1, 2, 3} e i 6= j pelo processo de construc¸a˜o.
Para ale´m dos nu´meros de intersec¸a˜o ja´ introduzidos anteriormente, cada esquema asso-
ciativo conte´m mais treˆs famı´lias de paraˆmetros: os valores pro´prios, os valores pro´prios
duais e os paraˆmetros de Krein. Com efeito, existem escalares pi(j) e qi(j) tais que, para
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todo i ∈ {0, 1, . . . , d}, temos
Ai =
d∑
j=0
pi(j)Ej , e (3.18)
Ei =
d∑
j=0
qi(j)Aj , (3.19)
onde os nu´meros pi(j) e qi(j) sa˜o os valores pro´prios e os valores pro´prios duais do
esquema associativo, respetivamente. Tambe´m definimos a matriz pro´pria, P , e a matriz
pro´pria dual, Q, cada uma de dimensa˜o (d + 1) × (d + 1), por (P )ij = Pij = pj(i) e
(Q)ij = Qij = qj(i), respetivamente. Atrave´s de (3.18) e (3.19) podemos deduzir que
PQ = In. Como consequeˆncia, temos que os valores pro´prios duais sa˜o determinados
atrave´s dos valores pro´prios de A.
Exemplo 3.2.8. Os valores pro´prios do esquema associativo J(n, k), introduzido no Exem-
plo 3.2.1, sa˜o dados por
pi(j) =
i∑
l=0
(−1)i−l
(
k − l
i− l
)(
n− k + l − j
l
)(
k − j
l
)
.
Exemplo 3.2.9. Os valores pro´prios do esquema associativoH(n, k), introduzido no Exem-
plo 3.2.2, sa˜o dados por
pi(j) =
i∑
l=0
(−1)l(k − 1)i−l
(
n− j
i− l
)(
j
l
)
.
Observe-se tambe´m que, por (3.18) e (3.19), temos
AjEi = PijEi,
o que mostra que os Pij sa˜o os valores pro´prios de Aj e que as colunas de Ei sa˜o os
vetores pro´prios correspondentes. Seja i ∈ {1, . . . , n}. Enta˜o mi = car(Ei) e´ a multipli-
cidade do valor pro´prio Pij de Aj , desde que Pij 6= Plj , para l 6= i. Concluı´mos enta˜o
que m0 = 1,
∑d
i=0mi = n e, para cada j ∈ {1, . . . , n}, mi = tr(Ei) = n(Ei)jj , visto
que {A0, A1, . . . , Ad} e´ uma base de A. De facto, os valores pro´prios de Ei pertencem
ao conjunto {0, 1} e, portanto, car(Ei) e´ igual a` soma dos valores pro´prios.
No resultado que se segue apresentamos algumas propriedades verificadas pelos valores
pro´prios e pelos valores pro´prios duais de um esquema associativo.
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Teorema 3.2.3. [13] As entradas Pij e Qij , i, j ∈ {0, 1, . . . , d}, das matrizes P e Q,
respetivamente, de um esquema associativo com d classes, satisfazem as propriedades
seguintes:
(i) Pi0 = Qi0 = 1, P0i = ki, Q0i = mi,
(ii) PijPir =
∑d
l=0 p
l
jrPil,
(iii) miPij = kjQji,
∑d
l=0mlPljPli = nkjδji,
∑d
l=0 klQljQli = nmjδji,
(iv) |Pij | ≤ kj , |Qij | ≤ mj .
Exemplo 3.2.10. Seja (G,R1) um grafo fortemente regular com paraˆmetros (n, k, a, c).
As matrizes P e Q sa˜o dadas por:
P =

1 k n− k − 1
1 θ −θ − 1
1 τ −τ − 1
 , Q = 1n

1 mθ mτ
1 mθθk
mτ τ
k
1 −mθ θ+1n−k−1 −mτ τ+1n−k−1
 ,
onde θ, τ , mθ e mτ podem ser escritos em termos dos paraˆmetros do grafo fortemente
regular tal como na secc¸a˜o anterior.
Exemplo 3.2.11. Continuando o Exemplo 3.2.6, temos que as matrizes P e Q sa˜o dadas
por
P =

1 −2 2 −1
1 −1 −1 1
1 1 −1 −1
1 2 2 1
 , Q =

1
6
1
3
1
3
1
6
−16 −16 16 16
1
6 −16 −16 16
−16 13 −13 16
 .
Finalmente, os paraˆmetros de Krein de um esquema associativo com d classes sa˜o os
nu´meros qlij tais que
Ei ◦ Ej =
d∑
l=0
qlijEl.
Os paraˆmetros de Krein podem ser interpretados como os paraˆmetros duais dos nu´meros
de intersec¸a˜o e sa˜o determinados atrave´s dos valores pro´prios do esquema, a partir da
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igualdade:
qlij =
d∑
m=0
QmiQmjPlm. (3.20)
A expressa˜o (3.20) deduz-se atrave´s das igualdades (3.18) e (3.19). Assim como os
nu´meros de intersec¸a˜o de um esquema associativo podem ser interpretados como as en-
tradas das matrizes de intersec¸a˜o, tambe´m consideramos as matrizes L∗0, L∗1, . . . , L∗d, tais
que (L∗i )lj = q
l
ij , normalmente denominadas as matrizes de intersec¸a˜o duais do esquema
associativo com d classes. Seguidamente apresentamos um conjunto de propriedades
conhecidas satisfeitas pelos paraˆmetros de Krein de um esquema associativo.
Teorema 3.2.4. [13] Os paraˆmetros de Krein de um esquema associativo com d classes
satisfazem as propriedades seguintes:
(i) ql0j =
δjl
n , q
0
ij =
δijmj
n , q
l
ij = q
l
ji,
(ii)
∑d
l=0 q
i
lj =
mj
n ,
∑d
j=0mj = n,
(iii) qlijml = q
j
ilmj ,
(iv)
∑d
l=0 q
l
ijq
s
rl =
∑d
l=0 q
l
rjq
s
il,
(v) QijQir =
∑d
l=0 q
l
jrQil,
(vi) n2mrq
r
ij =
∑d
l=0 klQliQljQlr.
Exemplo 3.2.12. Continuando o Exemplo 3.2.11, temos que as matrizes de intersec¸a˜o
duais do esquema associativo sa˜o dadas por:
L∗0 =

0 0 0 16
0 0 16 0
0 16 0 0
1
6 0 0 0
 , L∗1 =

0 0 13 0
0 16 0
1
6
1
6 0
1
6 0
0 13 0 0
 ,
L∗2 =

0 13 0 0
1
6 0
1
6 0
0 16 0
1
6
0 0 13 0
 , L∗3 =

1
6 0 0 0
0 16 0 0
0 0 16 0
0 0 0 16
 .
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A relac¸a˜o de dualidade entre os paraˆmetros de Krein e os nu´meros de intersec¸a˜o de um
esquema associativo pode ser observada na Tabela 3.2.3.
Nu´meros de Intersec¸a˜o Paraˆmetros de Krein
AiAj =
∑d
l=0 p
l
ijAl Ei ◦ Ej =
∑d
l=0 q
l
ijEl
Ai ◦Aj = δijAi EiEj = δijEi
AiEj = PjiEj Ej ◦Ai = QijAi
AiE0 = kiE0 Ej ◦A0 = mjn A0∑d
i=0Ai = Jn
∑d
i=0Ei = In
A0 = In E0 = Jn/n
plijkl = p
i
ljki q
l
ijml = q
i
ljmi
Tabela 3.2.3: Dualidade entre os paraˆmetros de Krein e os nu´meros de intersec¸a˜o.
O facto de que os paraˆmetros de Krein sa˜o nu´meros reais na˜o negativos, ver [13, Teorema
3.5], permite-nos extrair as duas condic¸o˜es de Krein apresentadas em (3.24) e (3.25), na
Subsecc¸a˜o 3.2.4, para um esquema associativo com duas classes.
Seguidamente demonstramos algumas novas propriedades sobre os paraˆmetros de Krein
de um esquema associativo.
Teorema 3.2.5. Os paraˆmetros de Krein de um esquema associativo com d classes satis-
fazem as propriedades seguintes.
(i) Para l ∈ {0, 1, . . . , d}, verifica-se a igualdade∑
0≤i,j≤d
qlij = 1. (3.21)
(ii) Para l, r ∈ {0, 1, . . . , d}, verifica-se a desigualdade∑
0≤i≤r−1
r≤j≤d
qlij ≤
1
2
. (3.22)
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Demonstrac¸a˜o. (i) A partir da igualdade(
d∑
i=0
Ei
)
◦
 d∑
j=0
Ej
 = In,
concluimos que (
d∑
i=0
Ei ◦ Ej
)
El = El,
donde (3.21) decorre naturalmente.
(ii) Seja r ∈ {1, 2, . . . , d} e B a matriz dada por
B = (E0 + E1 + · · ·+ Er−1)⊗ (Er + Er+1 + · · ·+ Ed)
+ (Er + Er+1 + · · ·+ Ed)⊗ (E0 + E1 + · · ·+ Er−1).
Como a matriz B e´ uma matriz idempotente, os seus valores pro´prios pertencem ao
conjunto {0, 1}. A matriz B tem uma submatriz principal, C, dada por
C = (E0 + E1 + · · ·+ Er−1) ◦ (Er + Er+1 + · · ·+ Ed)
+ (Er + Er+1 + · · ·+ Ed) ◦ (E0 + E1 + · · ·+ Er−1),
(ver [39, Lema 5.1.1]) e, como o produto de Hadamard e´ comutativo, C e´ dada
simplesmente por
C = 2(E0 + E1 + · · ·+ Er−1) ◦ (Er + Er+1 + · · ·+ Ed).
Pelo Teorema 2.4.2 temos enta˜o que
0 ≤ 2
∑
0≤i≤r−1
r≤j≤d
qlij ≤ 1
e a desigualdade (3.22) decorre de imediato.
O resultado seguinte surge como consequeˆncia imediata do Teorema 3.2.5.
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Corola´rio 3.2.1. Para cada l ∈ {0, 1, . . . , d}, os paraˆmetros de Krein de um esquema
associativo com d classes satisfazem as desigualdades seguintes:
(i)
d∑
i=0
qlii ≤ 1;
(ii) min
i∈{0,...,d}
{qlii} ≤
1
d+ 1
.
O u´ltimo resultado que vamos provar nesta subsecc¸a˜o apresenta um novo majorante para
os paraˆmetros de Krein do ge´nero qlij , com i 6= j.
Teorema 3.2.6. Para cada l, i, j ∈ {0, 1, . . . , d}, i 6= j, temos que qlij ≤ 12 . Para ale´m
disso, se existir um i ∈ {0, 1, . . . , d}, i 6= j, tal que qlii 6= 0, enta˜o a desigualdade e´ estrita.
Demonstrac¸a˜o. Sejam i, j ∈ {0, 1, . . . , d}. A matriz
B =
∑
0≤r≤d
r 6=j
(Er ⊗ Er) + Ei ⊗ Ej + Ej ⊗ Ei
e´ uma matriz idempotente que possui uma submatriz principal, C, dada por
C =
∑
0≤r≤d
r 6=j
(Er ◦ Er) + Ei ◦ Ej + Ej ◦ Ei,
(ver [39, Lema 5.1.1]). Para cada l ∈ {0, 1, . . . , d} temos tambe´m que∑
0≤r≤d
r 6=j
(Er ◦ Er) + Ei ◦ Ej + Ej ◦ Ei
El
=
∑
0≤r≤d
r 6=j
[(Er ◦ Er)El] + (Ei ◦ Ej)El + (Ej ◦ Ei)El
=
∑
0≤r≤d
r 6=j
(
qlrrEl
)
+ qlijEl + q
l
ijEl.
Assim, pelo Teorema 2.4.2, os valores pro´prios de C esta˜o compreendidos entre 0 e 1 e,
portanto, para cada l ∈ {0, 1, . . . , d} temos
0 ≤
∑
0≤r≤d
r 6=j
(
qlrr
)
+ 2qlij ≤ 1. (3.23)
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Pela propriedade (i) do Corola´rio 3.2.1, a partir de (3.23), concluimos as afirmac¸o˜es do
Teorema 3.2.6.
Vamos terminar esta secc¸a˜o com dois exemplos que mostram que o majorante obtido no
Teorema 3.2.6 na˜o pode ser melhorado. No exemplo seguinte construı´mos um esquema
associativo com duas classes baseado no artigo [19] e utilizando uma notac¸a˜o semelhante.
Exemplo 3.2.13. Seja n um nu´mero natural par e Ui,j ∈Mn(R) as matrizes definidas por
(Ui,j)pq = δipδjq, para i, j, p, q ∈ {1, 2, . . . , n}. Seja m = n2 + 1. Agora, consideramos a
famı´lia de matrizes F = {Bi}i∈{1,...,m} tal que:
• B1 = In
• Br =
∑n
l=r Ul,l−r+1 +
∑n
l=r Ul−r+1,l +
∑r−1
l=1 Un−r+1+l,l +
∑r−1
l=1 Ul,n−r+1+l,
r = 2, . . . ,m;
• Bm =
∑m−1
l=1 Un−m+1+l,l +
∑m−1
l=1 Ul,n−m+1+l.
A partir da definic¸a˜o, as matrizes Aj , j ∈ {2, . . . ,m} sa˜o matrizes sime´tricas de diagonal
nula.
Para i ∈ {0, 1, . . . , n− 1}, definimos tambe´m as matrizes Ci atrave´s da fo´rmula
(Ci)pq =
 1 se q = p⊕n i,0 se q 6= p⊕n i, ,
onde ⊕n denota aqui a soma mo´dulo n. As matrizes Ci, i ∈ {0, 1, . . . , n− 1} chamam-se
matrizes circulantes. Enta˜o, temos que as matrizes Bj , j ∈ {2, . . . ,m} podem ser dadas
por:
B1 = C0
Bj = Cj−1 + Cn−j−1, j ∈ {2, . . . ,m− 1}
Bm = Cm−1.
Como as matrizes Ci sa˜o comutativas, enta˜o F e´ uma famı´lia de matrizes comutativa.
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A partir do exposto acima, vamos construir um esquema associativo com duas classes,
A = {A0, A1, A2}, onde:
A0 = In
A1 =
m−1∑
i=2
Bi
A2 = Jn − A1 − In.
Para a matriz A1 deste esquema associativo o polino´mio mı´nimo e´
p(λ) = λ(λ+ 2)(λ− n+ 2).
A base de idempotentes mı´nimos de A e´ o conjunto {E0, E1, E2} dado por
E0 =
1
n
Jn,
E1 =
1
2
In − 1
2
(Jn − A− In) ,
E2 =
n− 2
2n
In − 1
n
A+
n− 2
2n
(Jn − A− In) .
Enta˜o o paraˆmetro de Krein q112 pode ser escrito como
q112 =
n− 2
2n
,
que converge para 1/2 quando n tende para o infinito.
Como os esquemas associativos de duas classes sa˜o casos particulares de esquemas
associativos, atrave´s do Exemplo 3.2.13 concluı´mos desde ja´ que o novo majorante, 1/2,
obtido para os paraˆmetros de Krein qlij , i 6= j, no Teorema 3.2.6, e´ o´timo para um esquema
associativo com um qualquer nu´mero de classes.
No exemplo seguinte apresentamos uma famı´lia infinita de esquemas associativos com
treˆs classes cujos paraˆmetros de Krein convergem para 1/2. Esta famı´lia e´ construı´da a
partir de designs sime´tricos e e´ estudada em [57].
Dado um conjunto de pontos P e um conjunto de blocos B, onde um bloco e´ um subcon-
junto de P , o par ordenado (P ,B) diz-se um design sime´trico com paraˆmetros (n, k, c) se
satisfizer as propriedades seguintes:
(i) B e´ um subconjunto do conjunto das poteˆncias de P ;
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(ii) |P| = |B| = n;
(iii) ∀b ∈ B, |b| = k;
(iv) ∀p ∈ P , |{b ∈ B : p ∈ b}| = k;
(v) ∀p1, p2 ∈ P , p1 6= p2, |{b ∈ B : p1, p2 ∈ b}| = c;
(vi) ∀b1, b2 ∈ B, b1 6= b2, |{p ∈ P : p ∈ b1 ∧ p ∈ b2}| = c.
Exemplo 3.2.14. Dado um design sime´trico com paraˆmetros (n, k, c), constro´i-se, tal como
em [57], um esquema associativo com treˆs classes do seguinte modo. Seja X = P ∪ B.
Definem-se as seguintes relac¸o˜es em X ×X :
R0 = {(x, x) : x ∈ X};
R1 = {(x, y) ∈ P × B : x ∈ y} ∪ {(y, x) ∈ B × P : x ∈ y};
R2 = {(x, y) ∈ P × P : x 6= y} ∪ {(x, y) ∈ B × B : x 6= y};
R3 = {(x, y) ∈ P × B : x /∈ y} ∪ {(y, x) ∈ B × P : x /∈ y}.
Utilizando os axiomas de design sime´trico (i) − (vi) demonstra-se que R0, R1, R2, R3
formam efetivamente um esquema associativo com treˆs classes sobre X . As matrizes de
intersec¸a˜o duais desta famı´lia de esquemas associativos sa˜o dadas por: L∗0 = I4/2n,
L∗1 =
1
2n

0 n− 1 0 0
1 n−22 +
n−2k
2
√
k−c
n−2
2 − n−2k2√k−c 0
0 n−22 − n−2k2√k−c
n−2
2 +
n−2k
2
√
k−c 1
0 0 n− 1 0
 ,
L∗2 =
1
2n

0 0 n− 1 0
0 n−22 − n−2k2√k−c
n−2
2 +
n−2k
2
√
k−c 1
1 n−22 +
n−2k
2
√
k−c
n−2
2 − n−2k2√k−c 0
0 n− 1 0 0
 ,
L∗3 =
1
2n

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 .
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A partir das matrizes de intersec¸a˜o duais apresentadas e´ possı´vel extrair alguns exemplos
que evidenciam claramente a optimalidade do nosso majorante 1/2, para paraˆmetros de
Krein do ge´nero qlij , com i 6= j. Com efeito, podemos observar que
q312 = (L
∗
1)32 =
n− 1
2n
e, portanto, este valor tende para 1/2, quando n tende para infinito.
3.2.4 Condic¸o˜es de Admissibilidade
Um problema importante no estudo dos grafos fortemente regulares centra-se na procura
de condic¸o˜es de admissibilidade sobre o conjunto dos seus paraˆmetros, isto e´, condic¸o˜es
que consigam separar os conjuntos de paraˆmetros que podem originar grafos fortemente
regulares, ditos admissı´veis, daqueles que na˜o podem, os na˜o admissı´veis. Ao longo
desta secc¸a˜o vamos procurar apresentar as condic¸o˜es de admissibilidade que sa˜o usadas
atualmente para filtrar conjuntos de paraˆmetros.
Na Subsecc¸a˜o 3.2.1 ja´ foram apresentadas algumas condic¸o˜es de admissibilidade que
qualquer conjuntos de paraˆmetros de um grafo fortemente regular tem que satisfazer.
Assim, dado um (n, k, a, c)-grafo fortemente regular temos que:
• A fo´rmula (3.3) tem que originar um nu´mero positivo.
• A equac¸a˜o (3.5) tem que ser verificada.
• As fo´rmulas das multiplicidades dos valores pro´prios, (3.11) e (3.12) teˆm que produzir
inteiros positivos.
Para ale´m destas condic¸o˜es temos as seguintes na˜o triviais. Os valores pro´prios de um
grafo fortemente regular, k, θ e τ , satisfazem as seguintes desigualdades, conhecidas
como as condic¸o˜es de Krein, [55]:
(θ + 1)(k + θ + 2θτ) ≤ (k + θ)(τ + 1)2, (3.24)
(τ + 1)(k + τ + 2θτ) ≤ (k + τ)(θ + 1)2. (3.25)
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Estas condic¸o˜es necessa´rias de existeˆncia de um grafo fortemente regular excluem, entre
muitos outros, os conjuntos de paraˆmetros (184, 135, 102, 90) e (184, 48, 2, 16), atrave´s de
(3.24) e (3.25), respetivamente.
Para ale´m das condic¸o˜es (3.24) e (3.25), foi provado (ver [24]) que as multiplicidades mθ
e mτ tambe´m teˆm que satisfazer as desigualdades seguintes, denominadas os limites
absolutos de Seidel :
n ≤ mθ(mθ + 3)
2
, (3.26)
n ≤ mτ (mτ + 3)
2
. (3.27)
Os limites absolutos de Seidel, (3.26) e (3.27), excluem respetivamente os conjuntos de
paraˆmetros (50, 21, 4, 12) e (50, 28, 18, 12), entre outros.
Estes majorantes de n foram melhorados por Neumaier em [51]:
n ≤ mθ(mθ + 1)
2
se q111 6= 0, (3.28)
n ≤ mτ (mτ + 1)
2
se q222 6= 0. (3.29)
As condic¸o˜es melhoradas de Neumaier, (3.28) e (3.29), eliminam, por exemplo, os conjun-
tos de paraˆmetros (841, 640, 474, 528) e (841, 200, 87, 35), respetivamente.
Pelo Lema 3.2.2 da Subsecc¸a˜o 3.2.1, caracteriza´mos os grafos de confereˆncia como sendo
grafos com o conjunto de paraˆmetros (n, (n−1)/2, (n−5)/4, (n−1)/4). Nessa subsecc¸a˜o
tambe´m referimos que estes grafos sa˜o originados por matrizes de confereˆncia, C, de di-
mensa˜o n+1. Sabe-se (ver [5, 44]) que tais matrizes de confereˆnciaC so´ existem se n for a
soma de dois quadrados. Esta propriedade permite-nos excluir va´rios potenciais conjuntos
de paraˆmetros de grafos de confereˆncia como por exemplo o conjunto (21, 10, 4, 5).
Finalmente, A. E. Brouwer obteve a partir de um resultado de Neumaier (ver [52, Teorema
4.7]) a condic¸a˜o seguinte (ver [11]), conhecida por the claw bound, em ingleˆs.
Teorema 3.2.7 (Teorema 21.7, [45]). Seja G um grafo fortemente regular de paraˆmetros
(n, k, a, c), tais que 0 < c < k < n− 1, cuja matriz de adjaceˆncia tem os valores pro´prios
k, θ e τ . Se c 6= τ2 e c 6= τ(τ + 1), enta˜o
2(θ + 1) ≤ τ(τ + 1)(c+ 1). (3.30)
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O Teorema 3.2.7 permite-nos afirmar, por exemplo, que na˜o existe nenhum grafo forte-
mente regular com o conjunto de paraˆmetros (2058, 242, 91, 20).
Assim sendo, dizemos que um conjunto de paraˆmetros (n, k, a, c) e´ admissı´vel, se as
fo´rmulas (3.3), (3.11) e (3.12) produzirem inteiros positivos, se satisfizer a igualdade (3.5)
e as desigualdades (3.24), (3.25), (3.26), (3.27), (3.28), (3.29) e (3.30), para ale´m da
propriedade referida dos grafos de confereˆncia.
Com estas condic¸o˜es muitos conjuntos de paraˆmetros sa˜o excluı´dos como possı´veis grafos
fortemente regulares. No entanto, existem muitos outros conjuntos admissı´veis para os
quais na˜o sabemos se existe um grafo fortemente regular correspondente. No pro´ximo
capı´tulo sa˜o deduzidas novas condic¸o˜es para tentar responder a este problema.
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Capı´tulo 4
A´lgebras de Jordan Euclidianas e
Grafos Fortemente Regulares
Neste capı´tulo final exploramos as relac¸o˜es entre uma a´lgebra de Jordan euclidiana e um
grafo fortemente regular ou, mais precisamente, com a sua matriz de adjaceˆncia, tendo
em vista a obtenc¸a˜o de novos resultados sobre os paraˆmetros e o espetro de um grafo
fortemente regular.
O capı´tulo esta´ organizado como se segue. Na Secc¸a˜o 4.1 apresentamos e caracteri-
zamos a a´lgebra de Jordan euclidiana associada a` matriz de adjaceˆncia de um grafo
fortemente regular. Esta a´lgebra particular sera´ utilizada nas secc¸o˜es posteriores. Na
Secc¸a˜o 4.2 generalizamos os paraˆmetros de Krein de um grafo fortemente regular e esta
generalizac¸a˜o permitiu-nos obter novas condic¸o˜es generalizadas de admissibilidade, al-
gumas das quais sa˜o analisadas e testadas na Secc¸a˜o 4.3. Esta generalizac¸a˜o dos
paraˆmetros de Krein tambe´m nos conduziu, na Secc¸a˜o 4.4, a` obtenc¸a˜o de um novo ma-
jorante para alguns dos paraˆmetros de Krein, bem como a alguns resultados associados.
Na Secc¸a˜o 4.5, atrave´s da construc¸a˜o de uma se´rie binomial generalizada de elementos
do sistema de Jordan da a´lgebra associada a` matriz de adjaceˆncia, obtivemos novas
condic¸o˜es de admissibilidade sobre os paraˆmetros de um grafo fortemente regular. Na
Secc¸a˜o 4.6 aplica´mos o mesmo raciocı´nio a outras se´ries funcionais com termos positivos,
como sendo as func¸o˜es hiperbo´licas do seno e do cosseno. Estas novas condic¸o˜es de
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admissibilidade permitiram-nos extrair algumas concluso˜es sobre o comportamento do
espetro dos grafos fortemente regulares. As Secc¸o˜es 4.3, 4.5 e 4.6 sa˜o acompanhadas
de resultados experimentais organizados em tabelas. Estes resultados podem ser encon-
trados em [22, 46, 47, 48, 62, 63, 64]. Terminamos este capı´tulo com a Secc¸a˜o 4.7, onde
analisamos os resultados obtidos e identificamos alguns objetivos futuros no trabalho nesta
a´rea.
4.1 Uma A´lgebra de Jordan Euclidiana Associada a` Matriz de
Adjaceˆncia de um Grafo Fortemente Regular
Ao longo deste texto vamos considerar a a´lgebra de Jordan euclidiana (Vn, •, 〈·, ·〉), tal
como foi definida ao longo dos Exemplos 2.1.1, 2.2.1 e 2.3.1, onde • designa o produto de
Jordan, definido em (2.2) e o produto interno e´ dado por 〈A,B〉 = tr(AB). Seja G um
grafo fortemente regular com paraˆmetros (n, k, a, c), tais que 0 < c ≤ k < n− 1, e seja A
a sua matriz de adjaceˆncia, cujos valores pro´prios sa˜o k, θ e τ , dados em (3.9) e (3.10).
Consideramos agora a subalgebra de Vn, que designamos por V ′n, que e´ a a´lgebra gerada
pela matriz identidade In e pelas poteˆncias naturais de A. Como o operador linear L(A)
e´ um operador linear sime´trico entre V ′n e V ′n com apenas treˆs valores pro´prios distintos,
a saber k, θ e τ , podemos concluir que Υ = {E0, E1, E2} e´ o u´nico sistema completo de
idempotentes ortogonais de V ′n associado a A, onde
E0 =
A2 − (θ + τ)A+ θτIn
(k − θ)(k − τ) =
Jn
n
,
E1 =
A2 − (k + τ)A+ kτIn
(θ − τ)(θ − k) ,
E2 =
A2 − (k + θ)A+ kθIn
(τ − θ)(τ − k) ,
Note-se que as expresso˜es para os idempotentes Ei foram obtidas atrave´s da aplicac¸a˜o
da fo´rmula (3.17).
Como a decomposic¸a˜o espetral de A e´
A = kE0 + θE1 + τE2,
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concluı´mos que
Am = kmE0 + θ
mE1 + τ
mE2, ∀m ∈ N0
e, portanto, o conjunto Υ gera V ′n. Por outro lado, como {E0, E1, E2} e´ um conjunto
linearmente independente de V ′n, enta˜o Υ e´ uma base de V ′n. Podemos enta˜o afirmar que
V ′ tem dimensa˜o 3 e que Υ e´ um sistema de idempotentes ortogonais de V ′.
Temos tambe´m que
(A− kIn)(A2 − (τ + θ)A+ τθIn) = 0,
onde 0 representa aqui a matriz nula. Enta˜o, segue que
A3 = A2(τ + θ + k)− (τθ + (τ + θ)k)A+ kτθIn,
pelo que podemos concluir que
{
In, A,A
2, A3
}
e´ um conjunto linearmente dependente.
Vejamos que
{
In, A,A
2
}
e´ um conjunto linearmente independente de V ′n. Sejam α, β e γ
nu´meros reais. Como ∣∣∣∣∣∣∣∣
1 k k2
1 θ θ2
1 τ τ2
∣∣∣∣∣∣∣∣ = (θ − k)(τ − k)(τ − θ) 6= 0,
enta˜o
αIn + βA+ γA
2 = 0
⇔ αE1 + αE2 + αE3 + β(kE1 + θE2 + τE3) + γ(k2E1 + θE2 + τ2E3) = 0
⇔ (α + kβ + k2γ)E1 + (α + θβ + θ2γ)E2 + (α + τβ + τ2γ)E3 = 0
⇔

α + kβ + k2γ = 0
α + θβ + θ2γ = 0
α + τβ + τ2γ = 0
⇔ α = 0 ∧ β = 0 ∧ γ = 0.
Assim, concluı´mos que
{
In, A,A
2
}
e´ um conjunto linearmente independente de V ′n e, por
conseguinte, o menor nu´mero natural l tal que o conjunto{
In, A,A
2, . . . , Al
}
e´ linearmente dependente e´ 3, o que e´ o mesmo que dizer que car(A) = 3. Ora, como a
dimensa˜o de V ′n e´ 3, segue que car(V ′n) = 3.
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Concluı´mos, assim, que V ′n e´ uma a´lgebra de Jordan euclidiana de caracterı´stica 3 e que
Υ e´ um sistema completo de idempotentes ortogonais de V ′n.
Usando a base {In, A, Jn − A− In} de V ′n podemos escrever os elementos de Υ do
seguinte modo, mais vantajoso a nı´vel de ca´lculo:
E0 =
θ − τ
n(θ − τ)In +
θ − τ
n(θ − τ)A+
θ − τ
n(θ − τ) (Jn − A− In) , (4.1)
E1 =
−τn+ τ − k
n(θ − τ) In +
n+ τ − k
n(θ − τ) A+
τ − k
n(θ − τ) (Jn − A− In) , (4.2)
E2 =
θn+ k − θ
n(θ − τ) In +
−n+ k − θ
n(θ − τ) A+
k − θ
n(θ − τ) (Jn − A− In) . (4.3)
4.2 Uma Generalizac¸a˜o dos Paraˆmetros de Krein
O trabalho que se apresenta ao longo desta secc¸a˜o e da pro´xima esta´ redigido em [22] e
encontra-se submetido para publicac¸a˜o. Um extended abstract menos detalhado, mas que
conte´m alguns dos resultados que sera˜o expostos, encontra-se publicado em [62].
Vamos iniciar esta secc¸a˜o com alguma notac¸a˜o que sera´ utilizada de agora em diante.
Para A ∈ Mn(R) e um natural p, denotamos por A◦p e A⊗p a poteˆncia de Hadamard de
ordem p de A e a poteˆncia de Kronecker de ordem p de A, respetivamente, com A◦1 = A
e A⊗1 = A.
Vamos agora introduzir uma notac¸a˜o compacta para as poteˆncias de Hadamard e de
Kronecker dos elementos de Υ. Sejam x, y, z, α, β e γ nu´meros naturais tais que
0 ≤ α, β, γ ≤ 2, x ≥ 2 e α < β. Enta˜o, definimos as seguintes composic¸o˜es de Hadamard
dos elementos de Υ,
E◦xα = (Eα)
◦x ,
E◦yzαβ = (Eα)
◦y ◦ (Eβ)◦z ,
E◦xα⊕β =
(
Eα + Eβ
)◦x
,
E◦yz
γ(α⊕β) = (Eγ)
◦y ⊗ (Eα + Eβ)◦z ,
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bem como as respetivas composic¸o˜es de Kronecker dos elementos de Υ,
E⊗xα = (Eα)
⊗x ,
E⊗yzαβ = (Eα)
⊗y ⊗ (Eβ)⊗z ,
E⊗xα⊕β =
(
Eα + Eβ
)⊗x
,
E⊗yz
γ(α⊕β) = (Eγ)
⊗y ⊗ (Eα + Eβ)⊗z .
Visto V ′n ser uma a´lgebra fechada para o produto de Hadamard e Υ ser uma base de V ′n,
enta˜o existem nu´meros reais qiαx, q
i
αβyz, q
i
(α⊕β)x e q
i
γ(α⊕β)yz, tais que
E◦xα =
2∑
i=0
qiαxEi, (4.4)
E◦yzαβ =
2∑
i=0
qiαβyzEi, (4.5)
E◦xα⊕β =
2∑
i=0
qi(α⊕β)xEi e (4.6)
E◦yz
γ(α⊕β) =
2∑
i=0
qiγ(α⊕β)yzEi. (4.7)
Note-se, no sentido de clarificar a notac¸a˜o usada, que as letras gregas sa˜o usadas para
identificar os ı´ndices dos idempotentes enquanto que as letras latinas sa˜o usadas para
identificar os expoentes das poteˆncias de Hadamard (Kronecker).
Aos nu´meros qiαx e q
i
αβyz chamamos os paraˆmetros generalizados de Krein do grafo
fortemente regular G, dado que qiα2 e q
i
αβ11 correspondem precisamente aos paraˆmetros
de Krein.
O comportamento particular dos paraˆmetros qiαx, q
i
αβyz, q
i
(α⊕β)x e q
i
γ(α⊕β)yz permite-nos
provar o resultado seguinte que apresenta um conjunto de novas desigualdades sobre os
paraˆmetros de um grafo fortemente regular.
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Teorema 4.2.1. [22] Seja G um grafo fortemente regular com paraˆmetros (n, k, a, c) tais
que 0 < c ≤ k < n − 1, e matriz de adjaceˆncia A cujos valores pro´prios sa˜o k, θ e τ .
Enta˜o, para os naturais x, y, z, α, β e γ tais que 0 ≤ i, α, β, γ ≤ 2, e α < β, temos
(i) 0 ≤ qiαx ≤ 1;
(ii) 0 ≤ qiαβyz ≤ 1;
(iii) 0 ≤ qi(α⊕β)x ≤ 1;
(iv) 0 ≤ qiγ(α⊕β)yz ≤ 1.
Demonstrac¸a˜o. Pelo Teorema do Entrelac¸amento de valores pro´prios (Teorema 2.4.2),
visto E◦xα ser uma submatriz principal da matriz idempotente E⊗xα , cujos valores pro´prios
sa˜o 0 ou 1, os valores pro´prios qiαx de E
◦x
α , para 0 ≤ i ≤ 2, sa˜o tais que 0 ≤ qiαx ≤ 1, o
que prova (i). Agora aplicamos o mesmo argumento a`s matrizes E◦yzαβ , E
◦x
α⊕β e E
◦yz
γ(α⊕β),
para provar (ii), (iii) e (iv), respetivamente.
As desigualdades apresentadas no Teorema 4.2.1 produzem va´rias novas condic¸o˜es de
admissibilidade sobre os paraˆmetros de um grafo fortemente regular, a`s quais chamamos
as condic¸o˜es de admissibilidade generalizadas de Krein, uma vez que as condic¸o˜es de
Krein sa˜o casos particulares destas. Vamos considerar algumas dessas desigualdades na
pro´xima secc¸a˜o e apresentar alguns resultados experimentais.
4.3 Condic¸o˜es de Admissibilidade Generalizadas de Krein
Nesta secc¸a˜o vamos considerar algumas das condic¸o˜es generalizadas de Krein originadas
pelo Teorema 4.2.1 e apresentar alguns resultados computacionais.
Considere-se o paraˆmetro generalizado de Krein q02x cuja expressa˜o obte´m-se do seguinte
modo. Temos que
E◦x2 =
(
θn+ k − θ
n(θ − τ)
)x
In +
(−n+ k − θ
n(θ − τ)
)x
A+
(
k − θ
n(θ − τ)
)x
(Jn − A− In) ,
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com E◦x2 = q02xE0 + q12xE1 + q22xE2, pelo que
E◦x2 E0 =
(
θn+ k − θ
n(θ − τ)
)x
E0 +
(−n+ k − θ
n(θ − τ)
)x
kE0 +
(
k − θ
n(θ − τ)
)x
(n− k − 1)E0
e, portanto, da igualdade[(
θn+ k − θ
n(θ − τ)
)x
+
(−n+ k − θ
n(θ − τ)
)x
k +
(
k − θ
n(θ − τ)
)x
(n− k − 1)
]
E0 = q
0
2xE0
resulta que
q02x =
(
θn+ k − θ
n(θ − τ)
)x
+
(−n+ k − θ
n(θ − τ)
)x
k +
(
k − θ
n(θ − τ)
)x
(n− k − 1) .
Observe-se que o paraˆmetro “cla´ssico” correspondente, com x = 2, produz uma desigual-
dade que e´ sempre positiva e, portanto, trivialmente satisfeita. Contudo, o mesmo na˜o
sucede com o paraˆmetro de Krein generalizado q02x com x ı´mpar. De facto, na Tabela
4.3.1, podemos observar exemplos de conjuntos de paraˆmetros que falham a condic¸a˜o ge-
neralizada de Krein q12x, para alguns valores de x. Os conjuntos de paraˆmetros analisados
foram:
• P1 = (1024, 385, 36, 210),
• P2 = (1056, 180, 4, 36) e
• P3 = (1296, 481, 40, 260).
Na Tabela 4.3.1 tambe´m sa˜o fornecidos os valores pro´prios respetivos, θ e τ .
Paraˆmetros P1 P2 P3
θ 1 4 1
τ −175 −36 −221
q023 −1.1× 10−5 −4.3× 10−4 −7.0× 10−6
q025 −1.6× 10−10 1.2× 10−5 −6.9× 10−11
q027 −8.4× 10−16 1.3× 10−7 −3.4× 10−16
Tabela 4.3.1: Resultados nume´ricos de q02x para P1, P2 e P3.
Relativamente ao paraˆmetro q22x,
q22x =
(
θn+ k − θ
n(θ − τ)
)x
+
(−n+ k − θ
n(θ − τ)
)x
τ +
(
k − θ
n(θ − τ)
)x
(−τ − 1) ,
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obtivemos os resultados patentes na Tabela 4.3.2. Observe-se que neste caso o expoente
x deve tomar apenas valores pares. Na Tabela 4.3.2, sa˜o considerados os mesmos
conjuntos de paraˆmetros que foram objeto de ana´lise na Tabela 4.3.1, ja´ que tambe´m
sa˜o exemplos que violam a condic¸a˜o dada por q22x. Assim, para alguns valores de x,
consideramos os conjuntos de paraˆmetros:
• P1 = (1024, 385, 36, 210),
• P2 = (1056, 180, 4, 36) e
• P3 = (1296, 481, 40, 260).
Na Tabela 4.3.2 tambe´m sa˜o fornecidos os valores pro´prios respetivos, θ e τ .
Paraˆmetros P1 P2 P3
θ 1 4 1
τ −175 −36 −221
q222 −1.4× 10−3 −4.2× 10−3 −1.1× 10−3
q224 −2.1× 10−8 1.1× 10−4 −1.1× 10−8
q226 −1.1× 10−13 1.3× 10−6 −5.5× 10−14
Tabela 4.3.2: Resultados nume´ricos de q22x para P1, P2 e P3.
Considerem-se agora os paraˆmetros generalizados de Krein:
q01x =
(−τn+ τ − k
n(θ − τ)
)x
+
(
n+ τ − k
n(θ − τ)
)x
k +
(
τ − k
n(θ − τ)
)x
(n− k − 1) ,
q11x =
(−τn+ τ − k
n(θ − τ)
)x
+
(
n+ τ − k
n(θ − τ)
)x
θ +
(
τ − k
n(θ − τ)
)x
(−θ − 1) .
Na Tabela 4.3.3, podemos observar exemplos de conjuntos de paraˆmetros que falham a
condic¸a˜o generalizadas de Krein q01x e q
1
1x para alguns valores de x. Os conjuntos de
paraˆmetros analisados foram:
• P4 = (1024, 638, 462, 290),
• P5 = (1225, 872, 651, 545) e
• P6 = (1288, 975, 750, 700).
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Na Tabela 4.3.3 tambe´m sa˜o fornecidos os valores pro´prios respectivos, θ e τ .
Paraˆmetros P4 P5 P6
θ 174 109 55
τ −2 −3 −5
q013 −1.1× 10−5 −4.6× 10−5 −2.2× 10−4
q114 −2.1× 10−8 −3.9× 10−9 2.3× 10−3
Tabela 4.3.3: Resultados nume´ricos de q01x e q
1
1x para P4, P5 e P6.
As generalizac¸o˜es obtidas em (4.4)-(4.7) permitiram-nos extrair novas condic¸o˜es sobre os
paraˆmetros de Krein, condic¸o˜es essas que sa˜o descritas na pro´xima secc¸a˜o.
4.4 Novo Majorante para os Paraˆmetros de Krein
A generalizac¸a˜o dos paraˆmetros de Krein de um grafo fortemente regular obtida na Secc¸a˜o
4.2 permitiu-nos obter mais informac¸a˜o acerca dos paraˆmetros de Krein “cla´ssicos”. O
resultado seguinte conte´m uma condic¸a˜o nova sobre a soma destes paraˆmetros.
Teorema 4.4.1. [22] Seja G um grafo fortemente regular com paraˆmetros (n, k, a, c) tais
que 0 < c ≤ k < n − 1, e matriz de adjaceˆncia A cujos valores pro´prios sa˜o k, θ e τ .
Considerem-se os paraˆmetros de Krein “cla´ssicos” qiα2 e q
i
αβ11, com i, α, β ∈ N, tais que
0 ≤ i, α, β ≤ 2, e α < β tal como definidos em (4.4). Enta˜o
0 ≤ qiα2 + 2qiαβ11 + qiβ2 ≤ 1. (4.8)
Demonstrac¸a˜o. Como a matriz E◦2α⊕β e´ uma submatriz principal de E
⊗2
α⊕β , enta˜o, pelo
Teorema 2.4.2, temos que 0 ≤ qi(α⊕β)2 ≤ 1. Observe-se que
E◦2α⊕β =
(
Eα + Eβ
) ◦ (Eα + Eβ)
= Eα ◦ Eα + 2(Eα ◦ Eβ) + Eβ ◦ Eβ,
e, portanto, qi(α⊕β)2 = q
i
α2 + 2q
i
αβ11 + q
i
β2. A desigualdade (4.9) resulta de imediato.
Uma consequeˆncia imediata do Teorema 4.4.1 apresenta-se no corola´rio seguinte.
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Corola´rio 4.4.1. [22] Seja G um grafo fortemente regular com paraˆmetros (n, k, a, c) tais
que 0 < c ≤ k < n − 1, e matriz de adjaceˆncia A tem os valores pro´prios k, θ e τ .
Considerem-se os paraˆmetros de Krein “cla´ssicos” qiα2 e q
i
αβ11, com i, α, β ∈ N, tais que
0 ≤ i, α, β ≤ 2, e α < β tal como definidos em (4.4). Enta˜o
min{qiα2, qiαβ11, qiβ2} ≤
1
4
. (4.9)
O resultado seguinte estabelece uma fo´rmula para o majorante do paraˆmetro de Krein
generalizado qiαβyz, com α 6= β. Esta fo´rmula produz majorantes que sa˜o sempre menores
do que 1, ou seja, limites superiores mais apertados.
Teorema 4.4.2. [22] Seja G um grafo fortemente regular com paraˆmetros (n, k, a, c) tais
que 0 < c ≤ k < n − 1, e matriz de adjaceˆncia A cujos valores pro´prios sa˜o k, θ e τ .
Considerem-se os paraˆmetros de Krein generalizados qiαβyz, com i, y, z, α, β ∈ N, tais que
0 ≤ i, α, β ≤ 2, e α < β tal como definido em (4.5). Enta˜o
0 ≤ qiαβyz ≤
1 y + z
z
 .
Demonstrac¸a˜o. Considere-se o somato´rio
Syzαβ = Eα ⊗ Eα ⊗ · · · ⊗ Eα︸ ︷︷ ︸
y times
⊗Eβ ⊗ Eβ ⊗ · · · ⊗ Eβ︸ ︷︷ ︸
z times
+ (4.10)
+ Eα ⊗ Eα ⊗ · · · ⊗ Eα︸ ︷︷ ︸
y − 1 times
⊗Eβ ⊗ Eα ⊗ Eβ ⊗ Eβ ⊗ · · · ⊗ Eβ︸ ︷︷ ︸
z − 1 times
+
+ · · ·+ Eβ ⊗ Eβ ⊗ · · · ⊗ Eβ︸ ︷︷ ︸
z times
⊗Eα ⊗ Eα ⊗ · · · ⊗ Eα︸ ︷︷ ︸
y times
.
que consiste de
(z+y
z
)
parcelas de produtos de Kronecker dos idempotentes Eα e Eβ ,
tal que 0 ≤ α, β ≤ 2 e α 6= β, onde, em cada parcela, Eβ ocorre z vezes nas y +
z posic¸o˜es possı´veis e Eα ocorre nas restantes, de entre todas as permutac¸o˜es com
repetic¸a˜o possı´veis.
Visto que, para matrizes A, B, C e D emMn(R), a igualdade
(A⊗B)(C ⊗D) = (AC ⊗BD)
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e´ va´lida, tendo em considerac¸a˜o que Eα e Eβ sa˜o ortogonais para o produto usual de
matrizes, enta˜o Syzαβ e´ um idempotente e, portanto, os seus valores pro´prios sa˜o 0 e 1.
Por outro lado, e como o produto de Hadamard e´ comutativo,
(y+z
z
)
E◦yzαβ e´ uma submatriz
principal de Syzαβ . Assim, pelo Teorema do Entrelac¸amento de valores pro´prios, segue que
0 ≤
(
y + z
z
)
qiαβyz ≤ 1⇔ 0 ≤ qiαβyz ≤
1(
y + z
z
) .
A partir do Teorema 4.4.2, fazendo y = z = 1 e α 6= β, obtemos qiαβ11 ≤ 12 o que constitui
um majorante mais apertado quando comparado com 1, o majorante conhecido para os
paraˆmetros de Krein. Para ale´m disso, relativamente a estes paraˆmetros “cla´ssicos” de
Krein, qiαβ11, podemos demonstrar, atrave´s de um exemplo, que o majorante 1/2 na˜o pode
ser melhorado.
Exemplo 4.4.1. Considerem-se os grafos cocktail party,Kl×2, apresentados na Subsecc¸a˜o
3.2.1 do Capı´tulo 3. Na Proposic¸a˜o 3.2.4 foi demonstrado que estes grafos sa˜o fortemente
regulares com paraˆmetros (2l, 2l−2, 2l−4, 2l−2). Os valores pro´prios destes grafos sa˜o
k = 2l − 2, θ = 0 e τ = −2, e notando que
q11211 =
(|τ |n+ τ − k)(θn+ k − θ)
n2(θ − τ)2 +
(n+ τ − k)(−n+ k − θ)θ
n2(θ − τ)2
+
(τ − k)(k − θ)(−θ − 1)
n2(θ − τ)2 ,
segue que
q11211 =
l − 1
2l
,
que converge para 1/2, quando l cresce.
4.5 Se´ries Binomiais Generalizadas e Condic¸o˜es de Admissibi-
lidade
A procura de novas condic¸o˜es de admissibilidade sobre os paraˆmetros de um grafo for-
temente regular levou-nos a considerar uma se´rie binomial generalizada de poteˆncias
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de Kronecker dos idempotentes de Υ, (4.1)-(4.3). Este trabalho esta´ redigido em [48] e
encontra-se submetido para publicac¸a˜o. Outras abordagens semelhantes, embora menos
gerais, encontram-se publicadas em [46, 47, 63]. Tendo em considerac¸a˜o a decomposic¸a˜o
espetral de A,
A = kE0 + θE1 + τE2,
seja l um natural, α um real positivo e S⊗
(2l)α
o somato´rio seguinte:
S⊗
(2l)α
=
(−α
0
)
J⊗2ln −
(−α
1
)
J⊗2l−2n ⊗ E⊗22 +
(−α
2
)
J⊗2l−4n ⊗ E⊗42 + · · ·
+ (−1)l−1
( −α
l − 1
)
J⊗2n ⊗ E⊗2l−22 + (−1)l
(−α
l
)
E⊗2l2 . (4.11)
onde cada parcela e´ um produto de Kronecker com 2l factores. Note-se que, para qualquer
real α e para cada inteiro na˜o negativo k ≥ 1, temos que(
α
k
)
=
α(α− 1) · · · (α− k + 1)
k!
,
com
(α
0
)
= 1, que se designa normalmente por nu´mero binomial generalizado. O so-
mato´rio S⊗
(2l)α
tem uma submatriz principal dada por:
S◦(2l)α =
(−α
0
)
J◦2ln −
(−α
1
)
J◦2l−2n ◦ E◦22 +
(−α
2
)
J◦2l−4n ◦ E◦42 + · · ·
+ (−1)l−1
( −α
l − 1
)
J◦2n ◦ E◦2l−22 + (−1)l
(−α
l
)
E◦2l2 . (4.12)
Note-se que, sendo Jn identidade para o produto de Hadamard, (4.12) pode ser escrita
como
S◦(2l)α =
l∑
i=0
(−1)i
(−α
i
)
E◦2i2 . (4.13)
Sejam q0(2l)α, q
1
(2l)α e q
2
(2l)α nu´meros reais tais que
S◦(2l)α =
2∑
i=0
qi(2l)αEi.
Visto que o conjunto
B = {Ei1 ⊗ Ei2 ⊗ · · · ⊗ Ei2l : i1, i2, . . . , i2l ∈ {0, 1, 2}}
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e´ um sistema completo de idempotentes ortogonais que e´ uma base da suba´lgebra de
Jordan Euclidiana real de Sym(n2l,R), (V ′)⊗2l, gerada por I⊗2ln e pela poteˆncias naturais
de A⊗2l, enta˜o o polino´mio mı´nimo de S⊗
(2l)α
e´
pα(λ) = (λ− 0)
l∏
i=0
(
λ− (−1)i
(−α
i
)
n2(l−i)
)
.
Note-se que para obter o polino´mio mı´nimo usamos (2.1) e o sistema completo de idem-
potentes ortogonais, B, em cada parcela de (4.11).
Tomando em considerac¸a˜o que a matriz em (4.13) e´ uma submatriz principal de S⊗
(2l)α
e
que pα e´ o polino´mio mı´nimo de S⊗(2l)α, pelo Teorema do Entrelac¸amento, Teorema 2.4.2,
os valores pro´prios de S◦(2l)α sa˜o todos na˜o negativos. Observando que
S◦(2l)α =
l∑
i=0
(−1)i
(−α
i
)(
θn+ k − θ
n(θ − τ)
)2i
In
+
l∑
i=0
(−1)i
(−α
i
)(−n+ k − θ
n(θ − τ)
)2i
A
+
l∑
i=1
(−1)i
(−α
i
)(
k − θ
n(θ − τ)
)2i
(Jn − A− In), (4.14)
e como |τ | > 1, enta˜o ∣∣∣∣θn+ k − θn(θ − τ)
∣∣∣∣ < 1, (4.15)
∣∣∣∣−n+ k − θn(θ − τ)
∣∣∣∣ < 1 e (4.16)
∣∣∣∣ k − θn(θ − τ)
∣∣∣∣ < 1, (4.17)
e, portanto, a se´rie
+∞∑
i=0
(−1)i
(−α
i
)
E◦2i2
e´ convergente. Designe-se a sua soma por Σ2α.
O pro´ximo resultado conte´m uma nova desigualdade que os paraˆmetros de qualquer grafo
fortemente regular teˆm que satisfazer.
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Teorema 4.5.1. [48] Seja G um grafo fortemente regular com paraˆmetros (n, k, a, c) satis-
fazendo 0 < c ≤ k < n− 1, e matriz de adjaceˆncia A cujos valores pro´prios sa˜o k, θ e τ .
Enta˜o, para qualquer real positivo α, temos
0 ≤ 1(
1−
(
θn+k−θ
n(θ−τ)
)2)α + 1(
1−
(
−n+k−θ
n(θ−τ)
)2)α τ
+
1(
1−
(
k−θ
n(θ−τ)
)2)α (−τ − 1). (4.18)
Demonstrac¸a˜o. Sejam q0∞α, q1∞α e q2∞α os nu´meros reais tais que
Σ2α = lim
l→+∞
S◦(2l)α = q
0
∞αE0 + q
1
∞αE1 + q
2
∞αE2. (4.19)
Visto que
S◦(2l)α = q
0
(2l)αE0 + q
1
(2l)αE1 + q
2
(2l)αE2, (4.20)
aplicando limites a (4.20) e observando as expresso˜es de (4.19) e (4.20) obtemos que
• q0∞α = liml→∞ q0(2l)α,
• q1∞α = liml→∞ q1(2l)α,
• q2∞α = liml→∞ q2(2l)α.
Como os valores pro´prios de S◦(2l)α sa˜o na˜o negativos, segue que q
0∞α ≥ 0, q1∞α ≥ 0 e
q2∞α ≥ 0. Enta˜o, a partir de (4.14) e apo´s alguma manipulac¸a˜o alge´brica, obtemos:
q2∞α =
1(
1−
(
θn+k−θ
n(θ−τ)
)2)α + τ(
1−
(
−n+k−θ
n(θ−τ)
)2)α + −τ − 1(
1−
(
k−θ
n(θ−τ)
)2)α ,
o que prova o que pretendı´amos.
Note-se que as fo´rmulas para os outros reais q0∞α e q1∞α sa˜o obtidos de forma ana´loga.
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De seguida apresentamos alguns resultados experimentais. Na tabela 4.5.1 consideramos
o valor de q2∞α do lado direito da desigualdade (4.18) do Teorema 4.5.1 e apresentamos
os resultados obtidos para os conjuntos de paraˆmetros
• P1 = (1275, 364, 63, 120),
• P2 = (1296, 435, 90, 174) e
• P3 = (1296, 434, 64, 186),
para diferentes valores de α. Para cada conjunto de paraˆmetros apresentamos os valores
dos respetivos valores pro´prios θ e τ .
Paraˆmetros P1 P2 P3
θ 4 3 2
τ −61 −87 −124
q2∞0.01 −2.0× 10−5 −2.2× 10−5 −2.3× 10−5
q2∞0.5 −1.0× 10−3 −1.1× 10−3 −1.1× 10−3
q2∞1 −1.9× 10−3 −2.2× 10−3 −2.3× 10−3
q2∞5 −9.5× 10−3 −1.1× 10−2 −1.1× 10−2
q2∞10 −1.9× 10−2 −2.2× 10−2 −2.2× 10−2
q2∞50 −7.3× 10−2 −1.1× 10−1 −1.1× 10−1
Tabela 4.5.1: Resultados nume´ricos para P1, P2 e P3.
A desigualdade (4.18) do Teorema 4.5.1 permitiu-nos obter o resultado seguinte que se
aplica a conjuntos de paraˆmetros com k < n/2.
Corola´rio 4.5.1. [48] Seja G um grafo fortemente regular com paraˆmetros (n, k, a, c),
satisfazendo 0 < c ≤ k < n − 1, e matriz de adjaceˆncia A cujos valores pro´prios sa˜o
k, θ e τ . Se k < n/2, enta˜o
−τ(−2τ − 1)(4θ − 2τ + 1) ≤ 2n
n− 2(k − θ)θ(θ + 1)(2θ − 2τ − 1)(θ − τ + 1). (4.21)
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Demonstrac¸a˜o. A partir da desigualdade (4.18) do Teorema 4.5.1, com α = 1, visto que
(−n+ k − θ)2 = (n− k + θ)2,
concluı´mos que
0 ≤ 1
1−
(
θn+k−θ
n(θ−τ)
)2 + 1
1−
(
n−k+θ
n(θ−τ)
)2 τ + 1
1−
(
k−θ
n(θ−τ)
)2 (−τ − 1).
Associando os termos com τ obtemos
0 ≤
(
θn+k−θ
n(θ−τ)
)2
−
(
k−θ
n(θ−τ)
)2[
1−
(
θn+k−θ
n(θ−τ)
)2] [
1−
(
k−θ
n(θ−τ)
)2] +
(
n−k+θ
n(θ−τ)
)2
−
(
k−θ
n(θ−τ)
)2[
1−
(
n−k+θ
n(θ−τ)
)2] [
1−
(
k−θ
n(θ−τ)
)2]τ.
Multiplicando por 1−
(
k−θ
n(θ−τ)
)2
e apo´s algumas manipulac¸o˜es alge´bricas, obtemos
0 ≤
θ(θn+2k−2θ)
n(θ−τ)2
1−
(
θn+k−θ
n(θ−τ)
)2 + n−2k+2θn(θ−τ)2
1−
(
n−k+θ
n(θ−τ)
)2 τ.
Multiplicando por (θ − τ)2, considerando k < n/2 e desprezando −2θ temos
0 <
θ(θ + 1)
1−
(
θn+k−θ
n(θ−τ)
)2 + n−2k+2θn
1−
(
n−k+θ
n(θ−τ)
)2 τ. (4.22)
Observemos agora os denominadores do lado direito da inequac¸a˜o (4.22). Quanto ao
primeiro denominador consideramos k < n/2, desprezamos−θ e simplificamos. Relativa-
mente ao segundo denominador, simplificamos usando a diferenc¸a entre dois quadrados
e, ao longo do processo, desprezamos −θ e −k + θ. Assim, obtemos:
0 <
θ(θ + 1)
(−2τ−1)(4θ−2τ+1)
4(θ−τ)2
+
n−2k+2θ
n
(θ−τ− 12 )(θ−τ+1)
(θ−τ)2
τ.
Finalmente, multiplicando ambos os termos da desigualdade por 1
4(θ−τ)2 ,
0 <
θ(θ + 1)
(−2τ − 1)(4θ − 2τ + 1) +
n− 2k + 2θ
2n(2θ − 2τ − 1)(θ − τ + 1)τ,
o que pode ser reescrito na forma de (4.21).
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Fixados n, k e θ e analisando a desigualdade (4.21) observamos que o lado esquerdo e´
um polino´mio em |τ | de grau 3, enquanto que o lado direito e´ um polino´mio em |τ | de grau
2, ambos com coeficiente liderante positivo. Podemos enta˜o concluir que se |τ | for maior
que θ, enta˜o o valor de |τ | na˜o pode ser muito afastado relativamente ao valor de θ.
Se aplicarmos o Corola´rio 4.5.1 aos paraˆmetros do grafo complementar, G, deduzimos
o resultado seguinte que apresenta uma condic¸a˜o de admissibilidade para grafos que
satisfazem k > n/2− 1.
Corola´rio 4.5.2. [48] Seja G um grafo fortemente regular com paraˆmetros (n, k, a, c),
satisfazendo 0 < c ≤ k < n − 1, e matriz de adjaceˆncia A cujos valores pro´prios sa˜o
k, θ e τ . Se k > n/2− 1, enta˜o
(θ−1)(2θ−3)(−4τ+2θ+3) < 2n(−τ + 1)(−τ + 2)(−2τ + 2θ − 1)(θ − τ + 1)
2(k − τ + 2)− n . (4.23)
Demonstrac¸a˜o. Observe-se que a condic¸a˜o k < n/2 e´ equivalente a k > n/2− 1. Assim,
aplicando a desigualdade (4.21) do Teorema 4.5.1 ao conjunto de paraˆmetros (n, k, a, c)
introduzidos em (3.2)-(3.4), de G, a desigualdade (4.23) segue diretamente.
O Corola´rio 4.5.2 pode ser interpretado de uma forma semelhante a` do Corola´rio 4.5.1.
De facto, fixando n, k e τ , a desigualdade (4.23) apresenta um polino´mio em θ de grau
3, no lado esquerdo da desigualdade, e um polino´mio em θ de grau 2 no lado direito da
desigualdade. Enta˜o, podemos concluir que o valor de θ na˜o pode ser muito afastado
relativamente ao valor de |τ |.
Finalmente, se combinarmos as concluso˜es obtidas para os Corola´rios 4.5.1 e 4.5.2, pode-
mos concluir que para qualquer conjunto de paraˆmetros (n, k, a, c) de um grafo fortemente
regular o valor de | − τ − θ| na˜o pode ser muito grande, isto e´, os valores de θ e |τ | na˜o
podem ser muito afastados.
Para terminar esta secc¸a˜o apresentamos alguns exemplos de conjuntos de paraˆmetros
(n, k, a, c) que satisfazem k < n/2 mas na˜o verificam a desigualdade (4.21) do Corola´rio
4.5.1, juntamente com os correspondentes conjuntos de paraˆmetros dos grafos comple-
mentares (n, k, a, c) que satisfazem naturalmente k > n/2 − 1 mas na˜o verificam a
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desigualdade (4.23) do Corola´rio 4.5.2. Na Tabela 4.5.2 consideramos os conjuntos de
paraˆmetros:
• P4 = (1024, 385, 36, 210),
• P5 = (1225, 456, 39, 247),
• P6 = (1296, 481, 40, 260) e
• P7 = (1275, 378, 57, 135).
Para cada conjunto de paraˆmetros tambe´m apresentamos os valores pro´prios correspon-
dentes, θ e τ , e ainda o valor de
m1 = τ(−2τ − 1)(4θ − 2τ + 1) + 2n
n− 2(k − θ)θ(θ + 1)(2θ − 2τ − 1)(θ − τ + 1),
obtido directamente da desigualdade (4.21) do Corola´rio 4.5.1.
Paraˆmetros P4 P5 P6 P7
θ 1 1 1 3
τ −175 −209 −221 −81
m1 −2.1× 107 −3.5× 107 −4.2× 107 −1.45× 106
Tabela 4.5.2: Resultados nume´ricos para P4, P5, P6 e P7.
Os dados apresentados na Tabela 4.5.2 confirmam as concluso˜es extraı´das do Corola´rio
4.5.1, ou seja, se o valor de θ for muito mais pequeno que o valor de |τ |, enta˜o a sequeˆncia
(n, k, a, c) na˜o corresponde a um grafo fortemente regular.
Na Tabela 4.5.3 apresentamos os conjuntos de paraˆmetros complementares de P1, P2 e
P3, denotados por:
• P4 = (1024, 638, 462, 290),
• P5 = (1225, 768, 558, 352),
• P6 = (1296, 814, 592, 374) e
• P7 = (1275, 896, 652, 576).
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Para cada conjunto de paraˆmetros apresentamos os respetivos valores pro´prios θ e τ , e
ainda o valor de
m2 =
2n(−τ + 1)(−τ + 2)(−2τ + 2θ − 1)(θ − τ + 1)
2(k − τ + 2)− n
− (θ − 1)(2θ − 3)(−4τ + 2θ + 3),
obtido diretamente da desigualdade (4.23) do Corola´rio 4.5.2.
Paraˆmetros P4 P5 P6 P7
θ 174 208 220 80
τ −2 −2 −2 −4
m2 −1.6× 107 −2.8× 107 −3.4× 107 −1.7× 105
Tabela 4.5.3: Resultados nume´ricos para P4, P5, P6 e P7.
Os resultados expressos na tabela 4.5.3 confirmam as concluso˜es obtidas para o Corola´rio
4.5.2, nomeadamente se o valor de |τ | for muito mais pequeno relativamente ao valor de
θ, enta˜o a sequeˆncia (n, k, a, c) na˜o corresponde a nenhum grafo fortemente regular.
4.6 Se´ries Funcionais e Condic¸o˜es de Admissibilidade
Nesta secc¸a˜o usamos as se´ries das func¸o˜es hiperbo´licas do seno e do cosseno para de-
terminar novas condic¸o˜es de admissibilidade sobre os paraˆmetros de um grafo fortemente
regular. O argumento usado e´ semelhante ao da Secc¸a˜o 4.5 e pode ser aplicado a qualquer
se´rie funcional com coeficientes positivos. Este trabalho esta´ redigido em [64] e encontra-
se submetido para publicac¸a˜o.
Para cada natural l seja S⊗
(4l−2) o somato´rio seguinte:
S⊗
(4l−2) = E2
⊗2 ⊗ J⊗(4l−4)n + 
3
3!
E2
⊗6 ⊗ J⊗(4l−8)n + · · ·+ 
2l−1
(2l − 1)!E
⊗(4l−2)
2 , (4.24)
onde cada parcela e´ um produto de Kronecker com 4l − 2 fatores e  e´ um nu´mero real
positivo menor do que 1. O somato´rio S⊗
(4l−2) tem uma submatriz principal dada por
S◦(4l−2) = E2
⊗2 ◦ J◦(4l−4)n + 
3
3!
E2
◦6 ◦ J◦(4l−8)n + · · ·+ 
2l−1
(2l − 1)!E
◦(4l−2)
2 (4.25)
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e uma vez que Jn e´ identidade para o produto de Hadamard entre matrizes podemos
escrever (4.25) como
S◦(4l−2) =
l∑
i=1
2i−1
(2i− 1)!E
◦(4i−2)
2 . (4.26)
Sejam q0(4l−2), q
1
(4l−2) e q
2
(4l−2) os nu´meros reais tais que
S◦(4l−2) =
2∑
i=0
qi(4l−2)Ei. (4.27)
Observe-se que o conjunto
C = {Ei1 ⊗ Ei2 ⊗ · · · ⊗ Ei4l−2 : i1, i2, . . . , i4l−2 ∈ {0, 1, 2}}
e´ um sistema completo de idempotentes ortogonais que e´ uma base da suba´lgebra de Jor-
dan Euclidiana real de Sym(n4l−2,R), (V ′)⊗(4l−2), gerada por I⊗(4l−2)n e pelas poteˆncias
naturais de A⊗(4l−2). Assim, o polino´mio mı´nimo de S⊗
(4l−2) e´ dado por
p(λ) = (λ− 0)
l∏
i=1
(
λ− 
2i−1
(2i− 1)!n
4l−4i)
)
.
Uma vez que a matriz (4.26) e´ uma submatriz principal de S⊗
(4l−2) e p e´ o polino´mio
mı´nimo de S⊗
(4l−2) enta˜o, pelo Teorema do Entrelac¸amento dos valores pro´prios (Teorema
2.4.2), os valores pro´prios de S◦(4l−2) sa˜o na˜o negativos. Notando que
S◦(4l−2) =
l∑
i=1
2i−1
(2i− 1)!
(
θn+ k − θ
n(θ − τ)
)4i−2
In
+
l∑
i=1
2i−1
(2i− 1)!
(−n+ k − θ
n(θ − τ)
)4i−2
A
+
l∑
i=1
2i−1
(2i− 1)!
(
k − θ
n(θ − τ)
)4i−2
(Jn − A− In),
concluimos que
S◦(4l−2) =
l∑
i=1
2i−1
(2i− 1)!
[(
θn+ k − θ
n(θ − τ)
)2]2i−1
In
+
l∑
i=1
2i−1
(2i− 1)!
[(−n+ k − θ
n(θ − τ)
)2]2i−1
A
+
l∑
i=1
2i−1
(2i− 1)!
[(
k − θ
n(θ − τ)
)2]2i−1
(Jn − A− In).
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Tal como foi observado na secc¸a˜o anterior em (4.15)-(4.17) e como  < 1, temos que a
se´rie
+∞∑
i=1
2i−1
(2i− 1)!
(
(E2)
◦2)◦(2i−1)
e´ convergente com soma Σ2 onde,
Σ2 = sinh
(√

θn+ k − θ
n(θ − τ)
)2
In + sinh
(√

−n+ k − θ
n(θ − τ)
)2
A
+ sinh
(√

k − θ
n(θ − τ)
)2
(Jn − A− In). (4.28)
Prosseguindo com um argumento ana´logo ao usado na prova do Teorema 4.5.1, considerem-
se os nu´meros reais q0∞, q1∞ e q2∞ tais que
Σ2 = q
0
∞E0 + q
1
∞E1 + q
2
∞E2.
Visto que
• q0∞ = liml→+∞ q0(4l−2),
• q1∞ = liml→+∞ q1(4l−2) e
• q2∞ = liml→+∞ q2(4l−2),
e ainda que os valores pro´prios de S◦(4l−2) sa˜o na˜o negativos, segue que q
0∞, q1∞ e q2∞
sa˜o tambe´m na˜o negativos. Enta˜o, a partir de (4.28) e apo´s alguma manipulac¸a˜o alge´brica,
obtemos:
q0∞ = sinh
(√

θn+ k − θ
n(θ − τ)
)2
+ sinh
(√

−n+ k − θ
n(θ − τ)
)2
k
+ sinh
(√

k − θ
n(θ − τ)
)2
(n− k − 1);
q1∞ = sinh
(√

θn+ k − θ
n(θ − τ)
)2
+ sinh
(√

−n+ k − θ
n(θ − τ)
)2
θ
+ sinh
(√

k − θ
n(θ − τ)
)2
(−θ − 1);
q2∞ = sinh
(√

θn+ k − θ
n(θ − τ)
)2
+ sinh(
(√

−n+ k − θ
n(θ − τ)
)2
τ
+ sinh
(√

k − θ
n(θ − τ)
)2
(−τ − 1).
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Finalmente, vamos considerar a matriz S2 = E2 ◦Σ2. Novamente consideramos os reais
q02, q
1
2 e q
2
2 tais que
S2 = q
0
2E0 + q
1
2E1 + q
2
2E2.
A na˜o negatividade dos valores pro´prios de S2, qi2, com i ∈ {0, 1, 2}, segue diretamente
da propriedade (i) do Corola´rio 2.4.2 e da na˜o negatividade dos paraˆmetros qi∞, com
i ∈ {0, 1, 2}, para ale´m do facto de E3 ser uma matriz idempotente. Assim, obtemos:
q02 =
θn+ k − θ
n(θ − τ) sinh
(√

θn+ k − θ
n(θ − τ)
)2
+
−n+ k − θ
n(θ − τ) sinh
(√

−n+ k − θ
n(θ − τ)
)2
k
+
k − θ
n(θ − τ) sinh
(√

k − θ
n(θ − τ)
)2
(n− k − 1); (4.29)
q12 =
θn+ k − θ
n(θ − τ) sinh
(√

θn+ k − θ
n(θ − τ)
)2
+
−n+ k − θ
n(θ − τ) sinh
(√

−n+ k − θ
n(θ − τ)
)2
θ
+
k − θ
n(θ − τ) sinh
(√

k − θ
n(θ − τ)
)2
(−θ − 1);
q22 =
θn+ k − θ
n(θ − τ) sinh
(√

θn+ k − θ
n(θ − τ)
)2
+
−n+ k − θ
n(θ − τ) sinh
(√

−n+ k − θ
n(θ − τ)
)2
τ
+
k − θ
n(θ − τ) sinh
(√

k − θ
n(θ − τ)
)2
(−τ − 1).
Note-se que cada qi2 ≥ 0, para i ∈ {0, 1, 2}, constitui uma nova desigualdade sobre os
paraˆmetros de um grafo fortemente regular. Ale´m disso, para conjuntos de paraˆmetros
(n, k, a, c) que satisfazem k < n/2, temos o resultado seguinte:
Teorema 4.6.1. [64] Seja G um grafo fortemente regular com paraˆmetros (n, k, a, c), sa-
tisfazendo 0 < c ≤ k < n− 1, e matriz de adjaceˆncia A cujos valores pro´prios sa˜o k, θ e
τ . Se k < n/2, enta˜o
k < (θ + 1)2θ
n2
(n− 2(k − θ))(n− k + θ) . (4.30)
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Demonstrac¸a˜o. Seja  um nu´mero real positivo menor do que 1. Como q02 e´ na˜o negativo
e
(k − θ)(n− k − 1) = −(θn+ k − θ)− (−n+ k − θ)k,
reescrevendo (4.29), deduzimos que
0 ≤ θn+ k − θ
n(θ − τ)
[
sinh
(√

θn+ k − θ
n(θ − τ)
)2
− sinh
(√

k − θ
n(θ − τ)
)2]
− (n− k + θ)k
n(θ − τ)
[
sinh
(√

n− k + θ
n(θ − τ)
)2
− sinh
(√

k − θ
n(θ − τ)
)2]
. (4.31)
Aplicando o Teorema de Lagrange ao membro direito da desigualdade (4.31) relativamente
a` func¸a˜o real de varia´vel real f(x) = sinh(x) no intervalo]
(k − θ)2
(n(θ − τ))2 ,
(θn+ k − θ)2
(n(θ − τ))2
[
e no intervalo ]
(k − θ)2
(n(θ − τ))2 ,
(n− k + θ)2
(n(θ − τ))2
[
e, fazendo majorac¸o˜es convenientes, concluı´mos que
0 ≤ θn+ k − θ
n(θ − τ) cosh
(√

θn+ k − θ
n(θ − τ)
)2
θn+ 2(k − θ)
n(θ − τ)
θ
θ − τ
− (n− k + θ)k
n(θ − τ) cosh
(√

k − θ
n(θ − τ)
)2
n− 2(k − θ)
n(θ − τ)
1
θ − τ . (4.32)
Multiplicando ambos os membros da desigualdade (4.32) por 1/ e aplicando limites quando
 tende para 0 a ambos os membros da desigualdade obtida, vem que
0 ≤ (θn+ k − θ)(θn+ 2(k − θ))θ
n2
− k(n− k + θ)(n− 2(k − θ))
n2
. (4.33)
Finalmente, visto que
θn+ k − θ)
n
< θ + 1
e como k < n/2, concluimos que
θn+ 2(k − θ)
n
< θ + 1,
o que por sua vez nos permite obter
0 < (θ + 1)2θ − k(n− k + θ)(n− 2(k − θ))
n2
,
e, portanto, (4.30).
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Analisando a desigualdade (4.30) concluı´mos que se G for um grafo fortemente regular
com conjunto de paraˆmetros (n, k, a, c), com k < n/2, fixando k, o valor de θ na˜o pode
ser muito pequeno comparado com o valor de k.
Esta conclusa˜o e´ mais forte se k << n/2. Por exemplo, quando k < n/4, a partir da
desigualdade (4.30) concluimos que
k < 3(θ + 1)2θ,
e, enta˜o, para valores suficientemente pequenos de θ esta desigualdade na˜o e´ verificada.
Utilizando um argumento semelhante ao que foi usado para obter a matriz S2, vamos
considerar a matriz S1 = E1 ◦ Σ1, onde
Σ1 =
+∞∑
i=1
2i−1
(2i− 1)!
(
(E1)
◦2)◦(2i−1)
= sinh
(√

−τn+ τ − k
n(θ − τ)
)2
In + sinh
(√

n+ τ − k
n(θ − τ)
)2
A
+ sinh
(√

τ − k
n(θ − τ)
)2
(Jn − A− In). (4.34)
Analogamente, concluı´mos a na˜o negatividade dos reais qi1, com i ∈ {0, 1, 2}, tais que
S1 = q
0
1E0 + q
1
1E1 + q
2
1E2
e deduzimos as respetivas expresso˜es:
q01 =
−τn+ τ − k
n(θ − τ) sinh
(√

−τn+ τ − k
n(θ − τ)
)2
+
n+ τ − k
n(θ − τ) sinh
(√

n+ τ − k
n(θ − τ)
)2
k
+
τ − k
n(θ − τ) sinh
(√

τ − k
n(θ − τ)
)2
(n− k − 1); (4.35)
134
q11 =
−τn+ τ − k
n(θ − τ) sinh
(√

−τn+ τ − k
n(θ − τ)
)2
+
n+ τ − k
n(θ − τ) sinh
(√

n+ τ − k
n(θ − τ)
)2
θ
+
τ − k
n(θ − τ) sinh
(√

τ − k
n(θ − τ)
)2
(−θ − 1);
q21 =
−τn+ τ − k
n(θ − τ) sinh
(√

−τn+ τ − k
n(θ − τ)
)2
+
n+ τ − k
n(θ − τ) sinh
(√

n+ τ − k
n(θ − τ)
)2
τ
+
τ − k
n(θ − τ) sinh
(√

τ − k
n(θ − τ)
)2
(−τ − 1).
O paraˆmetro q01, presente em (4.35), permitiu-nos obter um resultado complementar ao do
Teorema 4.6.1, ja´ que se aplica a conjuntos de paraˆmetros com (n, k, a, c) com k > n/2.
Teorema 4.6.2. [64] Seja G um grafo fortemente regular com paraˆmetros (n, k, a, c), sa-
tisfazendo 0 < c ≤ k < n− 1, e matriz de adjaceˆncia A cujos valores pro´prios sa˜o k, θ e
τ . Se k > n/2, enta˜o
k < (−τ − 1)τ2 n
2
(n+ τ − k)(−n+ 2(k − τ)) . (4.36)
Demonstrac¸a˜o. A na˜o negatividade do paraˆmetro q01 e a igualdade
(τ − k)(n− k − 1) = −(−τn+ τ − k)− (n+ τ − k)k,
permitem-nos escrever (4.35) da seguinte forma:
0 ≤ −τn+ τ − k
n(θ − τ)
[
sinh
(√

−τn+ τ − k
n(θ − τ)
)2
− sinh
(√

τ − k
n(θ − τ)
)2]
− (n+ τ − k)k
n(θ − τ)
[
sinh
(√

τ − k
n(θ − τ)
)2
− sinh
(√

n+ τ − k
n(θ − τ)
)2]
. (4.37)
Aplicando o Teorema de Lagrange a` func¸a˜o real de varia´vel real f(x) = sinh(x) no
intervalo ]
(τ − k)2
(n(θ − τ))2 ,
(−τn+ τ − k)2
(n(θ − τ))2
[
e no intervalo ]
(τ − k)2
(n(θ − τ))2 ,
(n+ τ − k)2
(n(θ − τ))2
[
,
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e apo´s majorac¸o˜es convenientes, obtemos
0 ≤ −τn+ τ − k
n(θ − τ) cosh
(√

−τn+ τ − k
n(θ − τ)
)2 −τn+ 2(τ − k)
n(θ − τ)
−τ
θ − τ
− (n+ τ − k)k
n(θ − τ) cosh
(√

n+ τ − k
n(θ − τ)
)2 −n+ 2(k − τ))
n(θ − τ)
1
θ − τ . (4.38)
Multiplicando ambos os membros da desigualdade (4.38) por 1/ e aplicando limites quando
 tende para 0 a ambos os membros da desigualdade resultante, obtemos:
0 ≤ (−τn+ τ − k)(−τn+ 2(τ − k))(−τ)
n2
− (n+ τ − k)k(−n+ 2(k − τ))
n2
. (4.39)
Finalmente, como
−τn+ τ − k
n(θ − τ) <
−τ − 1
θ − τ
e
−τn+ 2(τ − k)
n(θ − τ) <
−τ
θ − τ ,
temos que
0 < (−τ − 1)τ2 − k(n+ τ − k))(−n+ 2(k − τ))
n2
e, portanto, a desigualdade (4.36) resulta de imediato.
A desigualdade (4.36) do Teorema 4.6.2 permite-nos concluir que, dado um grafo forte-
mente regular G com paraˆmetros (n, k, a, c) tal que k > n/2, fixando o valor de k, o valor
de |τ | na˜o pode ser muito pequeno relativamente ao valor de k.
Vamos terminar esta secc¸a˜o com alguns resultados experimentais. Na Tabela 4.6.1 pode-
mos observar alguns exemplos de conjuntos de paraˆmetros (n, k, a, c) que na˜o verificam
a desigualdade (4.30) do Teorema 4.6.1. Os conjuntos de paraˆmetros estudados foram:
• P1 = (1296, 481, 40, 260),
• P2 = (1288, 312, 36, 88),
• P3 = (1275, 364, 63, 120),
• P4 = (63, 22, 1, 11) e
• P5 = (936, 255, 30, 84).
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Cada conjunto satisfaz k < n/2 e, para cada um, apresenta-se os respetivos valores
pro´prios θ, τ e ainda o valor de
m3 = (θ + 1)
2θn2/((n− 2(k − θ))(n− k + θ))− k,
definido a partir da desigualdade (4.30) do Teorema 4.6.1.
Paraˆmetros P1 P2 P3 P4 P5
θ 1 4 4 1 3
τ −221 −56 −61 −11 −57
m3 −456.5 −60.1 −43.9 −4.0 −112.7
Tabela 4.6.1: Resultados nume´ricos para P1, P2, P3, P4 e P5.
Na Tabela 4.6.2, apresentamos alguns exemplos de conjuntos de paraˆmetros (n, k, a, c)
que na˜o verificam a desigualdade (4.36) do Teorema 4.6.2. Os conjuntos de paraˆmetros
considerados foram os seguintes:
• P6 = (1275, 910, 665, 610),
• P7 = (1296, 861, 612, 492),
• P8 = (1296, 860, 598, 516),
• P9 = (1275, 896, 652, 576) e
• P10 = (841, 520, 375, 234).
Cada conjunto satisfaz k > n/2 e para cada um deles fornecemos os valores pro´prios
respetivos e ainda o valor de
m4 = (−τ − 1)τ2 n
2
(n+ τ − k)(−n+ 2(k − τ)) − k,
definido a partir da desigualdade (4.36) do Teorema 4.6.2.
Os resultados experimentais confirmam as concluso˜es retiradas dos Teoremas 4.6.1 e
4.6.2, nomeadamente que, para um valor de k fixo:
• se k < n/2, o valor de θ na˜o pode ser muito inferior relativamente ao valor de k e
• se k > n/2, o valor de |τ | na˜o pode ser muito inferior relativamente ao valor de k.
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Paraˆmetros P6 P7 P8 P9 P10
θ 60 123 86 80 143
τ −5 −3 −4 −4 −2
m4 −96.4 −699.0 −428.0 −499.7 −476.3
Tabela 4.6.2: Resultados nume´ricos para P6, P7, P8, P9 e P10.
4.7 Concluso˜es e Trabalho Futuro
O objetivo central dos trabalhos deste doutoramento era encontrar novas condic¸o˜es de
admissibilidade sobre grafos fortemente regulares. Esta procura conduziu-nos a`s a´lgebras
de Jordan euclidianas, em particular, ao estudo da a´lgebra de Jordan euclidiana V ′n, gerada
pela matriz identidade e pelas poteˆncias naturais da matriz de adjaceˆncia de um grafo
fortemente regular. O estudo de V ′n resultou na generalizac¸a˜o dos paraˆmetros de Krein
associados a um grafo fortemente regular e na obtenc¸a˜o de diversas novas condic¸o˜es de
admissibilidade generalizadas sobre o espetro destes grafos.
Apesar de ate´ ao momento na˜o termos descoberto um exemplo que evidencie a vantagem
destas condic¸o˜es generalizadas relativamente a`s cla´ssicas, esta generalizac¸a˜o permitiu-
nos obter um novo majorante para alguns dos paraˆmetros de Krein, majorante esse que se
revela mais apertado do que o majorante conhecido e, em alguns casos, provamos mesmo
que e´ o´ptimo.
Para ale´m destes novos resultados, enveredamos por novas abordagens na tentativa de
obter novas condic¸o˜es de admissibilidade. Em primeiro lugar, considera´mos uma se´rie
binomial generalizada de idempotentes do u´nico sistema de Jordan associado a` matriz de
adjaceˆncia de uma grafo fortemente regular de V ′n. Em segundo lugar, generaliza´mos o
raciocı´nio anterior a qualquer se´rie funcional de termos positivos e aplica´mos esse pen-
samento a`s se´ries hiperbo´licas. Em ambos os casos obtivemos novas desigualdades que
permitiram iluminar um certo comportamento do espetro de grafos fortemente regulares,
nomeadamente, que os valores de θ e |τ | na˜o podem ser muito afastados, onde θ e τ sa˜o
os valores pro´prios, distintos da regularidade, da matriz de adjaceˆncia do grafo fortemente
regular.
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Expostas as concluso˜es principais do nosso trabalho, realc¸a-se ainda o estudo sobre
a´lgebras de Jordan euclidianas simples, o que conduziu a` generalizac¸a˜o do Teorema
do Entrelac¸amento de valores pro´prios de Cauchy a estas a´lgebras para uma qualquer
ordenac¸a˜o dos valores pro´prios de um elemento da a´lgebra.
Por fim, o nosso estudo sobre grafos fortemente regulares levou-nos a observar esta
famı´lia como casos particulares de estruturas combinato´rias mais complexas e gerais,
denominadas esquemas associativos. Neste particular, demonstra´mos algumas novas
propriedades sobre os paraˆmetros de Krein de um esquema associativo.
Como objetivos futuros do nosso trabalho temos os seguintes:
1. No ambiente das a´lgebras de Jordan euclidianas, deduzir propriedades espetrais de
outras famı´lias de grafos que na˜o fortemente regulares.
2. A partir do conceito de conjunto (k, t)-regular, subconjunto de ve´rtices de um grafo
que induz um subgrafo k-regular tal que todo o ve´rtice que na˜o esta´ nesse subcon-
junto tem exactamente t ve´rtices vizinhos nele, explorar todas as implicac¸o˜es espe-
trais desta nova caracterizac¸a˜o e estendeˆ-las a` determinac¸a˜o de grafos fortemente
regulares.
3. Utilizar partic¸o˜es equilibradas e grafos quociente definidos por essas partic¸o˜es por
forma a obter relac¸o˜es espetrais interessantes com os grafos fortemente regulares.
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