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INVARIANT INTEGRAL ON CLASSICAL GROUPS AND
ALGEBRAIC HARMONIC ANALYSIS
AMELIA A´LVAREZ, CARLOS SANCHO, AND PEDRO SANCHO
Abstract. Let G = SpecA be a linearly reductive group and let wG ∈ A
∗ be
the invariant integral on G. We establish the algebraic harmonic analysis on
G and we compute wG when G = Sln, Gln, On, Sp2n by geometric arguments
and by means of the Fourier transform.
Introduction
An affine k-group G = SpecA is linearly semisimple (that is, linearly reductive)
if and only if A∗ splits into the form A∗ = k × B∗ as k-algebras, where the first
projection π1 : A
∗ → k is the morphism π1(w) := w(1) ([A2, 2.6]). The linear form
wG := (1, 0) ∈ k ×B
∗ = A∗ will be referred to as the invariant integral on G.
The aim of this article is to establish the algebraic harmonic analysis onG and the
explicit calculation of wG when G = Sln, Gln, On, Sp2n (char k = 0) by geometric
arguments and by means of the Fourier transform, which is defined below.
An affine k-group G = SpecA is linearly semisimple if and only if A∗ =
∏
iA
∗
i ,
where A∗i are finite simple k-algebras ([A1, 6.8]). On A˜ := ⊕iA
∗
i ⊆ A
∗ one has the
non-singular trace metric and its associated polarity φ : A˜ ≃ A. This morphism
is essentially characterized by being a morphism of left and right A∗-modules or
equivalently of left and right G-modules. Let ∗ : A→ A, a 7→ a∗ be the morphism
induced by the morphism G→ G, g 7→ g−1. We prove that the Fourier Transform
F : A→ A∗, F (a) = wG(a
∗ · −),
where wG(a
∗ · −)(b) := wG(a
∗ · b), is the inverse morphism of φ, because is a
morphism of left and rightG-modules. The product operation on A∗ defines, via the
Fourier Transform, a product on A, which is the convolution product in the classical
examples. We prove algebraically Parseval’s Identity (Theorem 2.3), the Peter-Weyl
Theorem (Eq. 6), the Inversion Formula (Eq. 12), etc. Harmonic Analysis has been
developed from an algebraic point of view in finite groups and in the Cartier Duality
on multiplicative groups (see [Se], [DG]). A. Van Daele, in the more elaborate
algebraic framework of regular multiplier Hopf algebras with invariant functionals,
defined the Fourier Transform and proved Plancherel’s formula (see [V]).
In order to compute wG, when G = Sln, Gln, On, Sp2n, we consider a system
of coordinates in G, that is, we consider G = SpecA as a closed subgroup of a
semigroup of matrices Mn = SpecB. Then A is the quotient of B by the ideal I
of the functions of Mn vanishing on G. Hence, A
∗ is a subalgebra of B∗ and one
has that k · wG = A
∗G = {w ∈ B∗G : w(I) = 0}. Moreover, BG (which is the ring
of functions of Mn/G), coincides essentially with B
∗G, via the Fourier transform.
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Finally, we prove that given w ∈ B∗G, the condition w(I) = 0 is equivalent to
w(IG) = 0, which is a system of “homogeneous” equations, finite in each degree. In
the theory of invariants the calculation of the invariant integral is of great interest,
because it yields the calculation of the invariants of any representation, as it is
shown.
1. Preliminary results
If G is a smooth algebraic group over an algebraically closed field one may only
regard the rational points of G in order to resolve many questions in the theory of
linear representations of G. In general, for any k-group, one may regard the functor
of points of the group and its linear representations and in this way k-groups and
their linear representations may be managed as mere sets, as it is well known.
Let k be a commutative ring with unit. All functors considered in this paper
are functors over the category of commutative k-algebras. Given a k-module E,
the functor E defined by E(B) := E ⊗k B is called a quasi-coherent k-module.
The functors E  E, E  E(k) establish an equivalence between the category of
k-modules and the category of quasi-coherent k-modules ([A1, 1.12]). In particular,
Homk(E,E
′) = Homk(E,E
′).
If F and G are functors of k-modules, we will denote byHomk(F,G) the functor
of k-modules
Homk(F,G)(B) := HomB(F|B, G|B)
where F|B is the functor F restricted to the category of commutative B-algebras.
We denote F ∗ = Homk(F,k) and given a k-module E, E
∗(B) = Homk(E,B). It
holds that E∗∗ = E ([A1, 1.10]).
Let G = SpecA be an affine k-group and let G· be the functor of points of
G, that is, G·(B) = Homk−alg(A,B). One has a natural morphism G
· → A∗,
because G·(B) = Homk−alg(A,B) ⊂ Homk(A,B) = A
∗(B). If F ∗ is a functor
of k-modules (resp. k-algebras) any morphism of functor of sets (resp. groups)
G· → F ∗ factorizes uniquely through a morphism of functor of k-modules (resp.
k-algebras) A∗ → F ∗. ([A1, 5.3]). Therefore, the category of G-modules is equal
to the category of (quasi-coherent) A∗-modules ([A1, 5.5]).
Definition 1.1. Let k be a field. We will say that an affine k-group G is (linearly)
semisimple if it is linearly reductive, that is, if every linear representation of G is
completely reducible.
G is semisimple if and only if A∗ is semisimple, i.e., A∗ =
∏
iA
∗
i , where A
∗
i are
simple (and finite) k-algebras ([A1, 6.8]). If k is an algebraically closed field, then
A∗i is an algebra of matrices by Wedderburn’s theorem.
Notation 1.2. For abbreviation, we sometimes use g ∈ G or f ∈ F to denote
g ∈ G·(B) or f ∈ F (B) respectively. Given f ∈ F (B) and a morphism of k-
algebras B → B′, we still denote by f its image by the morphism F (B)→ F (B′)
2. The Fourier Transform
Assume k is a field.
If B is a k-algebra and E is a left B-module (resp. a right B-module) then
E∗ = Homk(E, k) is a right B-module (resp. a left B-module): (w · b)(e) := w(b · e)
(resp. (b · w)(e) := w(e · b)) for all w ∈ E∗, e ∈ E and b ∈ B.
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Let B be a finite k-algebra, let trB ∈ B
∗ be defined by trB(b) := trace of the
endomorphism of B, b′ 7→ bb′, and ley TB2 be the metric of the trace of B, that
is, TB2 (b, b
′) := trB(bb
′). Let φB : B → B
∗ the polarity associated to TB2 . Since
TB2 (bb
′, b′′) = TB2 (b
′, b′′b) and TB2 (b
′b, b′′) = TB2 (b
′, bb′′), then φB is a morphism of
left and right B-modules. Obviously, φB(1) = trB.
Let Bi be finite k-algebras and A
∗ :=
∏
iBi. On A˜ := ⊕iBi one has tr =∑
i trBi ∈ ⊕iB
∗
i = A and the symmetric metric of the trace T2 (in fact, given
b ∈ A∗ and b˜ ∈ A˜ we may define T2(b˜, b) := tr(b˜b) =: T2(b, b˜)). Again,
T2(bb
′, b′′) = T2(b
′, b′′b), T2(b
′b, b′′) = T2(b
′, bb′′)
for all b ∈ A∗, b′, b′′ ∈ A˜. The associated polarity φ : A˜ = ⊕Bi → ⊕iB
∗
i = A ⊂ (A˜)
∗
is a morphism of left and right A∗-modules. Let 1i := (0, . . . ,
i
1, . . . , 0) ∈ B, then
φ(1i) = trBi . Obviously, A˜ is an A
∗-module generated by {1i}i, and
T2(1i, 1j) = tr(1i · 1j) =
{
dimkBi if i = j
0 otherwise
Remark 2.1. Observe that A˜ = ⊕iBi = {b ∈ A
∗ =
∏
iBi : dimk(A
∗ · b) <∞}. In
functorial words, A˜ := ⊕iBi is the maximal quasi-coherent ideal of
∏
iBi =: A
∗:
Let b = (bi)i ∈
∏
iBi and assume b belongs to a quasi-coherent A
∗-submodule of
A∗. The elements (. . . , 0, bi, 0, . . .) = (. . . , 0, 1, 0, . . .) ·b belong to the quasi-coherent
A∗-submodule < b > generated by b. By Proposition [A1, 4.7]), < b > is a finite
k-module. Hence, bi 6= 0 only for a finite set of indices i, and b belongs to A˜.
Theorem 2.2. Let Bi be finite k-algebras and A
∗ :=
∏
iBi. If F : A → A
∗ is
a morphism of left and right A∗-modules then there exists an element z ∈ Z(A∗)
such that φ ◦ F = z· (z · (a) := z · a). Moreover, F (trBi) = z · 1i = zi, where
z = (zi)i ∈
∏
i Z(Bi) = Z(A
∗).
Proof. Since F is a morphism of A∗-modules, F (A) ⊂ A˜ = ⊕Bi. Hence,
φ ◦ F ∈ HomA∗⊗A∗(A,A) ⊂ HomA∗⊗A∗(A
∗, A∗) = Z(A∗).
Finally, φ(F (trBi )) = z · trBi and φ(z · 1i) = z · trBi then F (trBi ) = z · 1i = zi. 
With the notation of the previous theorem, if φ ◦ F = Id then
(1) a(b) = (φ(F (a)))(b) = T2(F (a), b) = tr(F (a)b)
for all a ∈ A and b ∈ A∗.
Let G = SpecA be a semisimple affine group. One has A∗ =
∏
iA
∗
i , where A
∗
i
are finite simple algebras. Then we have the metric of the trace on A˜ = ⊕iA
∗
i and
the associated polarity φ : A˜ = ⊕iA
∗
i → ⊕iAi = A.
Let E be a linear representation of a k-group G = SpecA. The associated
character χE ∈ A is defined by χE(g) = trace of the linear endomorphism E → E,
e 7→ g · e, for every g ∈ G and e ∈ E.
Assume for simplicity that k is an algebraically closed field, then A∗i = Endk(Ei).
Observe that trA∗i = ni · χEi , where ni = dimk Ei.
Let E0 = k be the trivial representation of G and let wG := 10 ∈ A
∗ be the
“invariant integral on G”. The invariant integral on G is characterized by being
G-invariant and normalized, that is, wG(1) = 1 ([A2, 2.11]). Given a functor of
k-modules F then H = F ∗ is a functor of G-modules if and only if it is a functor of
A∗-modules and the morphism wG· : H → H,h 7→ wG · h is the unique projection
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of G-modules of H onto HG, in particular HG = wG ·H (see [A2, 2.3,3.3]). Given
a ∈ A, then wG · a ∈ k = A
G. Hence, wG · a = (wG · a)(1) = a(wG) = wG(a).
One has that wG · Aj = 10 · Aj = 0, if j 6= 0 and wG · a0 = a0 for all a0 ∈ A0.
Hence, wG ·χEj = 0 if Ej is not the trivial representation, and wG ·χE0 = χE0 = 1.
Moreover, since χE⊕E′ = χE + χE′ , one has
(2) wG(χE) = wG · χE = dimk E
G.
Let ∗ : A → A, a 7→ a∗ be the morphism induced by the morphism G → G,
g 7→ g−1. If E is a linear representation of G, we will consider E∗ as a left G-module
by (g ∗ w)(e) = w(g−1 · e). One has that χ∗E = χE∗ , because the trace of g
−1 ∈ G
operating on E is equal to the trace of g operating on E∗ (which operates by the
transposed inverse of g).
Theorem 2.3. Let G = SpecA be a semisimple group and let wG ∈ A
∗ be its
invariant integral. The morphism
F : A→ A∗, F (a) = wG(a
∗ · −),
where wG(a
∗ · −)(a′) := wG(a
∗ · a′), is equal to the inverse morphism of φ.
Proof. Let us first prove that F : A → A∗, F (a) := wG(a
∗ · −) is a morphism of
left G-modules. For every point g ∈ G,
wG((g · a)
∗ · −)
∗
= wG((a
∗ · g−1) · −)
∗∗
= wG(((a
∗ · g−1) · −) · g) = wG(a
∗ · (− · g))
= g · (wG(a
∗ · −))
where
∗
= is due to (g · a)∗(g′) = a(g′
−1
· g) = a((g−1 · g′)−1) = (a∗ · g−1)(g′), and
∗∗
=
is due to g · wG = wG. Likewise, F is a morphism of right G-modules.
Assume k is algebraically closed. Then A∗ =
∏
i Endk(Ei). By Theorem 2.2,
φ ◦ F = z·, z = (zi) ∈
∏
i k = Z(A
∗) and F (trEndk(Ei)) = zi · 1i. Hence, F (χEi) =
(zi/ni) · 1i. Observe that
F (χEi)(χEj ) = wG(χE∗i ⊗Ej) = wG · χE∗i⊗Ej = dimk HomG(Ei, Ej) = δij .
Hence, 1 = F (χEi)(χEi) = (zi/ni) · 1i(χEi) = (zi/ni) · ni = zi and φ ◦ F = Id. 
Definition 2.4. Let G = SpecA be an affine semisimple group and let wG ∈ A
∗
be its invariant integral. The morphism
F : A→ A∗, F (a) := wG(a
∗ · −),
is said to be the Fourier Transform of G.
If we consider on A the metric defined by T 2(a, a′) := wG(a
∗ · a′), then F
is the polarity associated to this metric. If we consider the metric T2 on A˜ =
⊕iA
∗
i , then F : A → A˜ is an isometry. Observe that F (χEi) = (1/ni) · 1i, then
g.c.d.(chark, ni) = 1. Observe that
T 2(χEi , χEj) = T2(1i/ni, 1j/nj) = tr(1i/ni · 1j/nj) =
{
1 if i = j
0 otherwise
If we denote wG =
∫
G dg, then
(3)
∫
G
a(g−1) · b(g) dg = T 2(a, b) = T2(F (a), F (b)) = tr(F (a) · F (b)),
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(the corresponding classical analytical theorem is known as “Parseval’s identity”,
see [E, 2.7.3] and [GG]).
Let ∗ : A∗ → A∗ be the transposed morphism of ∗ : A → A. It is easy to check
that ∗(g) = g−1 for all g ∈ G. By [A2, 2.11], ∗wG = wG. The Fourier Transform
commutes with ∗, that is,
(4) ∗ ◦F = F ◦ ∗,
because given a, b ∈ A then ((∗◦F )(a))(b) = wG(a
∗ ·b∗) = wG(a·b) = ((F ◦∗)(a))(b).
Given a ∈ A, the diagram
A
F //
F (a)
  A
AA
AA
AA
A A
∗
a

k
is commutative, because (a ◦ F )(b) = F (b)(a) = T 2(b, a) = T 2(a, b) = F (a)(b), for
all b ∈ A. Let π1 : A
∗ → k be defined by π1(w) = w(1). Then, π1 ◦ F = wG.
Remark 2.5. Let T¯ 2(a, b) := T 2(a∗, b) = wG(a · b). It holds:
(1) The polarity associated to T¯ 2 is F ◦ ∗.
(2) T¯ 2 is symmetric.
(3) T¯ 2(g · a, g · b) = wG((g · a) · (g · b)) = wG(g · (a · b)) = wG(a · b) = T¯
2(a, b).
Likewise, T¯ 2(a, b) = T¯ 2(a · g, b · g).
3. Algebraic Harmonic Analysis
Assume k algebraically closed for simplicity. Let G = SpecA be an affine
semisimple group. Let Gˆ be the set of the irreducible linear representations ρi : G→
Endk(Ei) of G (up to isomorphism).
Let 1i = (0, . . . ,
i
1, . . . , 0) ∈
∏
ρj∈Gˆ
Endk(Ej) = A
∗. Given a ∈ A let us calculate
the i-th-component of F (a) ∈ A∗ =
∏
iA
∗
i =
∏
ρi∈Gˆ
Endk(Ei), that is, 1i · F (a).
Given g ∈ G ⊂ A∗, let us denote (girs) = ρi(g) = 1i · g. Let us see that
(5) 1i · F (a) =
∫
G
a(g) · (girs)
−1dg.
For all b ∈ A, (b · 1i)
∗(g) = b((girs)
−1), then(∫
G
a(g) · (girs)
−1dg
)
(b) =
∫
G
a(g) · b((girs)
−1)dg =
∫
G
a(g) · (b · 1i)
∗(g)dg
= T 2(b · 1i, a) = T
2(b, 1i · a)
= F (1i · a)(b) = (1i · F (a))(b).
Given ρi ∈ Gˆ, denote Endk(Ei) = Mni(k) and w
i
rs ∈ Mni(k) the null matrix
except for the rs-coefficient which is equal to 1. Obviously,
T2(w
i
rs, w
i′
r′s′) =
{
ni if i = i
′, r = s′ and s = r′
0 otherwise
Let {δirs}i,r,s be the dual basis of {w
i
rs}i,r,s. Observe that the composite morphism
G· →֒ A∗
δirs→ k
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is equal to girs, that is, δ
i
rs(g) = g
i
rs. F (δ
i
rs) = w
i
sr/ni, because T2(F (δ
i
rs), w
i′
r′s′) =
δirs(w
i′
r′s′) = T2(w
i
sr , w
i′
r′s′)/ni. Hence,
(6) T 2(δirs, δ
i′
r′s′) = T2(w
i
rs/ni, w
i′
r′s′/ni′) =
{
1/ni if i = i
′, r = s′ and s = r′
0 otherwise
(the corresponding classical analytical theorem is known as the “Peter-Weyl The-
orem”, see [F, 5.12]).
Let E be a G-module and let Ei be a simple G-module. Let us consider the
G-module decomposition E = E′ ⊕ F , where E′ is the homogeneous component of
E isomorphic to ⊕nEi. Now, we want to compute the morphism E → E which is
the identity over E′ and null on F . In particular, we could obtain the decompo-
sition of E as a direct sum of homogeneous modules. Let 1i = (0, . . . ,
i
1, . . . , 0) ∈∏
ρj∈Gˆ
Endk(Ej) = A
∗. We have to calculate the morphism E → E, e 7→ 1i · e. Re-
call that 1i = F (ni · χEi), ni = dimk Ei. The dual morphism of the multiplication
morphism E∗⊗A∗ → E∗ is the comultiplication morphism µ : E → E⊗A. If {e′l}
is a basis of E, and µ(e) =
∑
l e
′
l ⊗ al, then g · e =
∑
l al(g)e
′
l for all g ∈ G. Hence,
(7)
1i · e =
∑
l
al(1i) · e
′
l =
∑
l
al(F (ni · χEi)) · e
′
l =
∑
l
ni · wG(al · χE∗i ) · e
′
l
= ni ·
∑
l
(
∫
G
al(g) · χE∗i (g) dg) · e
′
l.
Now let us prove a formula from the classical harmonic analysis with strong
applications in the solution of differential equations (see [GC, ch. 2, 2.1.(3)])
Proposition 3.1. Let G = SpecA be a semisimple group, let D be a left G-
invariant vector field on G and let De be the value of the vector field at the identity
element e ∈ G. Then
(8) F (D(a)) = De · F (a) ∀a ∈ A.
Proof. It holds that D(a) = De · a, because
(De · a)(g) = a(g ·De) = a(Dg) = Dg(a) = D(a)(g)
for all g ∈ G. Therefore, F (D(a)) = F (De · a) = De · F (a). 
Notation 3.2. Given an affine scheme X = SpecA, we will denote AX = A.
Proposition 3.3. Let G = SpecA be a semisimple group, H
i
⊂ G a normal sub-
group and G
pi
→ G/H the quotient morphism. Let i∗ : AG → AH and π : A
∗
G →
A∗G/H be the natural morphisms. Then, with the obvious notation,
(9) wH(i
∗(a)) = trG/H(π(FG(a))),
for all a ∈ AG. (In the classical harmonic analysis this expression can be understood
as the Poisson summation formula, see [GG]).
Proof. The set of the irreducible representations of G/H is equal to the set of the
irreducible representations of G which are H-invariant. The natural projection
A∗G =
∏
i Endk(Ei)→
∏
Ei=EHi
Endk(Ei) = A
∗
G/H coincides with π.
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The diagram
AG = ⊕iEndk(Ei)
∗ FG //
wH ·

∏
i Endk(Ei)
wH ·

A∗G
wH ·

A∗G
pi

AHG = ⊕Ei=EHi Endk(Ei)
∗
FG/H
//
∏
Ei=EHi
Endk(Ei) A∗HG A
∗
G/H
is commutative. Then
trG/H(π(FG(a))) = trG/H(FG/H(wH · a)) = (wH · a)(1) = a(wH) = wH(i
∗(a)).

The image of the morphism F : A →֒ A∗ is a bilateral ideal. Then it is a subring,
although without unit if dimk A =∞, because (. . . , 1, 1, 1, . . .) 6∈ ⊕A
∗
i = ImF .
Definition 3.4. The product of the subring ImF induces a product on A, through
the identification A
F
⋍ ImF . This product is called the convolution product.
Let a, b ∈ A, and let us denote by ∗ the convolution product. Then for all x ∈ G
(10)
(a ∗ b)(x) = T2(F (a ∗ b), x) = T2(F (a) · F (b), x) = T2(F (a), F (b) · x)
= T2(F (a), F (b · x)) = T
2(a, b · x) =
∫
G
a(g−1) · b(x · g)dg.
In particular, given the identity element 1 ∈ G,
(a ∗ b)(1) =
∫
G
a(g−1) · b(g)dg = T 2(a, b).
Inversion Formula
Let G = SpecA be an affine semisimple group. Let A˜ = ImF = ⊕iA
∗
i ..It is easy
to check that the set of maximal bilateral ideals of A˜ is equal to Gˆ.
Definition 3.5. We will say that A˜ ⊆ A∗ is the algebra of functions of Gˆ.
Let e ∈ G be the identity element of G, that is, the unit of A∗. The diagram
A
F //
e
?
??
??
??
? A˜
tr

k
is commutative, because tr(F (a)) = tr(F (a) · e) = T2(F (a), e) = a(e), that is,
tr ◦ F = e. Moreover, tr ◦ (F ◦ ∗) = e ◦ ∗ = e and
(11) tr ◦ ∗ = e ◦ F−1 ◦ ∗ = (e ◦ ∗) ◦ F = e ◦ F−1 = tr.
We know that HomG(A, k) = HomA∗(A, k) = k · wG. We want to prove that tr
is the “invariant integral” on Gˆ.
A is a left (and right) A-module, then A∗ is an A-module, whose product we
denote by ·¯. Observe that F (a) = wG(a
∗ ·−) = a∗ ·¯wG, then A˜ = A·¯wG and A˜ is an
A-submodule of A∗. The isomorphism F ◦ ∗ : A→ A˜ is a morphism of A-modules
because (F ◦ ∗)(a) = a¯·wG.
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Proposition 3.6. Let k be an A-module as follows: a¯·λ := a(e) · λ, for all a ∈ A
and λ ∈ k. It holds
HomA(A˜, k) = k · tr.
Hence, tr : A˜→ k is the unique morphism of A-modules such that tr(wG) = 1.
Proof. Obviously, HomA(A, k) = k · e and F ◦ ∗ : A → A˜ is an isomorphism of
A-modules. Hence, HomA(A˜, k) = k · e ◦ (F ◦ ∗)
−1 = k · tr.
Finally, tr(wG) = tr(F (1)) = e(1) = 1. 
If G = SpecA is a finite (and etale´) commutative group and g.c.d.(car k,#G) =
1, then Gˆ = SpecA∗. Moreover, A˜ = A∗ and tr = #G · wGˆ.
By abuse of notation, we write tr =
∫
Gˆ
.
Definition 3.7. We will call the morphism
FGˆ : A˜→ A ⊂ (A˜)
∗, FGˆ(w) :=
∫
Gˆ
(w∗ · −)
where FGˆ(w)(w
′) =
∫
Gˆ
(w∗ · w′) = tr(w∗ · w′) for all w ∈ A˜, w′ ∈ A∗, the Fourier
Transform of Gˆ.
Theorem 3.8. Let G = SpecA be an affine semisimple k-group. The diagram
A
FG ?
??
??
??
?
∗ // A
A˜
FGˆ
??
is commutative.
Proof. It holds (FGˆ(FG(a)))(w) = tr(FG(a)
∗ · w) = tr(FG(a
∗) · w) = a∗(w), by
Equation (1), for all a ∈ A and w ∈ A∗. 
Given w = (wi)i ∈ ⊕ρi∈GˆEndk(Ei) = A˜, we denote
∫
Gˆ
w =
∫
Gˆ
widρi. Then we
can rewrite the previous theorem as follows
(12) a(g) = a∗(g∗) = (FGˆ(FG(a)))(g
∗) =
∫
Gˆ
FG(a)
∗ · g∗ =
∫
Gˆ
FG(a)i · (g
i
rs)dρi,
which allows to recover a function on G by means of its Fourier Transform (the
corresponding classical analytical expression is known as the “Inversion Formula”,
see [E, 2.8.8], [F, 5.15] and [GG]).
4. Invariant integral on Sln, Gln, On and Sp2n
Let k be a field of characteristic zero. The groups Gln, Sln, On and Sp2n are
semisimples, so they have an invariant integral. This section is devoted to the
explicit calculation of the invariant integral on the groups Gln, Sln, On and Sp2n.
Let us consider the affine algebraic k-variety Mn = Endk(E), whose points
with values in a k-algebra B is the semigroup of square matrices of order n with
coefficients in B. Its ring of functions is AMn = ⊕
n∈N
Sn(Endk(E)
∗). One has
A∗Mn =
∏
n∈N
(Endk(E)⊗k n. . . ⊗kEndk(E))
Sn and the morphism
M ·n → A
∗
Mn , τ 7→ (1, τ, τ ⊗ τ, τ ⊗ τ ⊗ τ, . . .).
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There exists a unique structure of functor algebras onA∗Mn such that this morphism
is a morphism of functor of semigroups. Specifically, A∗Mn is the direct product of
the algebras (Endk(E)
⊗n)Sn ⊂ Endk(E)
⊗n and given T1⊗ · · ·⊗Tn, S1⊗ · · ·⊗Sn ∈
Endk(E)
⊗n then (T1 ⊗ · · · ⊗ Tn) · (S1 ⊗ · · · ⊗ Sn) := T1S1 ⊗ · · · ⊗ TnSn.
The natural action of Endk(E)
· on E ⊗ m. . .⊗E extends to a unique structure of
A∗Mn -module. It consists of the projection of
∏
m
SmEndk(E) onto the m-th factor,
SmEndk(E), and the action of S
mEndk(E) on E ⊗ m. . . ⊗ E via its inclusion in
Endk(E)⊗ m. . .⊗ Endk(E), that is,
(g1 · . . . · gm) · (v1 ⊗ . . .⊗ vm) =
1
m!
·
∑
σ∈Sm
gσ(1)(v1)⊗ . . .⊗ gσ(m)(vn).
The natural isomorphism Endk(E)
∗ → Endk(E) induces, by taking symmetric
algebras, a morphism ϕ : AMn →֒ A
∗
Mn
of left and right A∗Mn -modules. The mor-
phism ϕ coincides with the Fourier Transform F , up to an invertible factor of the
centre Z(A∗Mn), by Theorem 2.2.
Invariant integral on Sln.
Let ASln = k[x11, . . . , xnn]/(det(xij)− 1) be the ring of functions of the special
linear group. Recall that (A∗Sln)
Sln = k · wSln . Let us compute the invariants of
A∗Sln by Sln.
From the inclusion Sln ⊂ Mn one obtains the injective morphism A
∗
Sln
⊂ A∗Mn .
We will first compute the invariants of A∗Mn by the action of Sln and then we will
compute the ones belonging to A∗Sln . Since AMn is a semisimple Sln-module, it
splits into a direct sum of Sln-modules AMn = A
Sln
Mn
⊕ B. Obviously (A∗Mn)
Sln =
(ASlnMn )
∗ and A∗Mn = (A
∗
Mn
)Sln ×B∗. The morphism
ϕ : AMn = A
Sln
Mn
⊕B→ (A∗Mn)
Sln ×B∗ = A∗Mn
is a morphism of Sln-modules, so that ϕ(A
Sln
Mn
) ⊆ (A∗Mn)
Sln and ϕ(B) ⊆ B∗.
Notation 4.1. Given a k-vector space E we will regard the topology in E∗ whose
closed sets are {(E/V )∗ := {w ∈ E∗ : w(V ) = 0}}V⊆E.
Since the closure ϕ(AMn) of ϕ(AMn) is A
∗
Mn
, one has that ϕ(ASlnMn ) = (A
∗
Mn
)Sln .
Then, let us compute ASlnMn . From the exact sequence of groups
1 → Sln ⊂ Gln → Gln/Sln = Gm → 1
T 7→ det(T )
it follows easily that k[x11, . . . , xnn]
Sln = k[det(xij)] (which is well known, see [P,
II.0.9]) and, therefore,
(k[x11, . . . , xnn]
∗)
Sln = k × k · ϕ(det(xij))× . . . ,×k · ϕ(det(xij)
r)× . . .
Let us denote by δij the matrix of null coefficients, except for the ij-th coefficient
that is 1. Observe that δij ∈ A
∗
Mn(k)
coincides with
∂
∂xij
|0. One has that
ϕ(xij) =
∂
∂xji
|0 , ϕ(xi1j1 · . . . · ximjm) =
1
m!
∂
∂xj1i1
· . . . ·
∂
∂xjmim
|0 .
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Since det(xij)
r is an homogeneous polynomial of rn-th degree,
ϕ(det(xij)
r) =
1
(rn)!
detr
(
∂
∂xij
)
|0 .
Let D = det
(
∂
∂xij
)
be the Cayley operator, and let us denote Dr0 = D
r |0. Then
(k[x11, . . . , xnn]
∗)
Sln = k × k ·D0 × . . .× k ·D
r
0 × . . .
Let us compute now the w˜ ∈ (k[x11, . . . , xnn])
∗Sln vanishing on the ideal I =
(det(xij)−1). Since w˜ is Sln-invariant, one has that w˜·wSln = w˜. Therefore, w˜(I) =
0 if and only if w˜(wSln · I) = w˜(I
Sln) = 0. ISln = 〈detn(xij) − det
n−1(xij)〉n ⊂
k[det(xij)]. Hence, if w˜ vanishes on the functions
detn(xij)− det
n−1(xij),
for every n ≥ 1, and w˜(1) = 1, then w˜ = wSln . Consequently,
(13) wSln =
∑
i
Di0
Di0(det
i(xij))
.
It only remains to determine the value of Di0(det
i(xij)) ∈ k.
Lemma 4.2. ([D, 2.1]) D(detr(xij)) = µrdet
r−1(xij), where µr = r · (r + 1) · . . . ·
(r + n− 1) =
(r + n− 1)!
(r − 1)!
.
Then
(14) Dr(detr(xij)) = µr · µr−1 · . . . · µ1.
Every linear representation of Sln is a submodule of a direct sum of ASln (the
regular representation). Moreover, ASln is a quotient of the ring of functions of
Mn. Finally, the ring of functions of Mn = Endk(E) is included in a direct sum
of E ⊗ m. . .⊗ E. Let us compute, then, the invariants of Sln acting on these vector
spaces.
Proposition 4.3. ([S, Th. 19.2] ) Let Sln be the special linear group of an n-
dimensional vector space E. Let us consider the natural action of Sln on E⊗ m. . .⊗E,
g · (v1 ⊗ . . .⊗ vm) = g · v1 ⊗ . . .⊗ g · vm. It holds that:
(1) (E ⊗ n. . .⊗ E)Sln = ΛnE.
(2) (E ⊗ nm. . . ⊗ E)Sln =
∑
σ∈Snm
σ(ΛnE ⊗ m. . .⊗ ΛnE), where σ ∈ Snm acts on
E ⊗ nm. . . ⊗ E by permuting the factors.
(3) (E ⊗ m. . .⊗ E)Sln = 0 if m is not a multiple of n.
Proof.
(1) We must calculate wSln · (E ⊗
n. . .⊗E) = D0 · (E ⊗ n. . .⊗E). Fixed a basis
{e1, . . . , en} of E, let us observe that
∂
∂xij |0
corresponds to the matrix δij
that maps the vector ej to ei and the rest of the ek to zero. Then it is clear
that D0 · ei1 ⊗ . . .⊗ ein =
1
n!ei1 ∧ . . . ∧ ein and (1) is proved.
(2) The r = nm-th component of wSln is, up to scalar, D
m; that is, it coincides
with
∑
σ∈Snm
σ ◦ (D ⊗ m. . .⊗D) ◦ σ−1, up to scalar. Then,
(E ⊗ nm. . . ⊗ E)Sln ⊆
∑
σ∈Snm
σ(ΛnE ⊗ m. . .⊗ ΛnE).
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The inverse inclusion is obvious.
(3) wSln ∈
∏
r
SrEndk(E) and its r-th “components” are null when r is not a
multiple of n.

We can compute the dimension of (E ⊗ nm. . .⊗ E)Sln :
dimk(E ⊗ nm. . . ⊗ E)
Sln = wSln · χE⊗nm...⊗E =
Dm
Dm(detm)
(χnmE )
=
Dm
Dm(detm)
((x11 + n. . .+ xnn)
nm) =
Dm
Dm(detm)
(xm11 · . . . · x
m
nn ·
(mn)!
m!n
)
=
(mn)!
Dm(detm)
.
Invariant integral on Gln.
Let AGln = k[x11, . . . , xnn,
1
det(xij)
] be the ring of functions of the linear group.
One has that (A∗Gln)
Gln = k · wGln and (A
∗
Gln
)Gln = ((A∗Gln)
Gm)Sln , where Gm is
the multiplication group. First we will compute (A∗Gln)
Gm = (AGmGln)
∗ and then we
will look for the Sln-invariant ones among them.
AGln is a Z-graded algebra, whose i-th component we denote by Ai. Given
λ ∈ Gm and ai ∈ Ai, λ ∗ ai = λ
i · ai. Therefore, A
Gm
Gln
= A0 and w ∈ (A
∗
Gln
)Gm if
and only if it factors via the obvious quotient AGln → A0. This quotient morphism
is a morphism of Gln-modules. Now we must compute the linear forms w : A0 → k
that are Sln-invariant. One has that
A0 =
⋃
r∈N
Ar
detr(xij)
, Ar := { homogeneous polynomials of n · r-th degree }.
The morphism wr = w ◦ det
−r(xij)· : A
r → k is a morphism of Sln-modules,
that is, is Sln-invariant. Since wr ∈ (A
r)∗ = (Sr·nEndk(E)
∗)∗ = Sr·nEndk(E) ⊂∏
i
SiEndk(E) = k[x11, . . . , xnn]
∗, and it is Sln-invariant, then it must be wr = αr ·
Dr. If we ask for w(1) = 1, then it must be 1 = wr(det
r(xij)) = αr ·D
r(detr(xij)),
because 1 =
detr(xij)
detr(xij)
∈ AGmGln . Consequently, αr =
1
Dr(detr(xij))
and
wr =
Dr
Dr(detr(xij))
=
Dr
µr · . . . · µ1
.
In conclusion, we have determined1 the invariant integral wGln on Gln as a linear
form over AGln :
(15)
wGln
(
p(xij)
dets(xij)
)
= wGln
(
. . .+ pn·s(xij) + . . .
dets(xij)
)
= ws(pn·s(xij))
=
Ds(pn·s(xij))
Ds(dets(xij))
.
1Marcel Bo¨kstedt checks in “Notes on Geometric Invariant Theory” (available at
http://home.imf.au.dk/marcel/GIT/GIT.ps) that the integral thus defined is the Reynolds oper-
ator of the linear group, and he states that Cayley, in some sense, had already checked it.
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Invariant integral on On.
Let T2 be a non-singular symmetric metric on a vector space E of dimension n.
Let On be the subgroup of the linear group of the symmetries of T2. In the algebraic
variety S2E∗ of the symmetric metrics, regardless of the basis of E chosen, we can
define (up to a constant multiplicative factor) the function det that assigns to each
metrics its determinant. So, we can consider the open set S2E∗ − (det)0. The
sequence of morphisms of varieties
1 → On → Gl(E) → S
2E∗ − (det)0 → 1
S 7→ St ◦ T2 ◦ S
shows that S2E∗ − (det)0 is the quotient variety of Gl(E) by the orthogonal sub-
group On (acting On on the left on Gl(E)). Fixing a basis in E, we will say that
k[x11, . . . , xnn,
1
det(xij)
] is the ring of functions of Gl(E) and k[yi≤j ,
1
det(yij)
] is
the ring of functions of S2E∗ − (det)0. One has the induced morphism of rings
k[yi≤j ,
1
det(yij)
] →֒ k[x11, . . . , xnn,
1
det(xij)
]
yrs 7→ [(xij)
t ◦ T2 ◦ (xij)]rs
det(yij) 7→ det(xij)
2 · det T2.
The functions of Gl(E) invariant by On identify with the functions of S
2E∗−(det)0.
Therefore, via the morphism of varieties Endk(E) → S
2E∗, S 7→ St ◦ T2 ◦ S, the
functions of S2E∗ identify with the functions of Endk(E) that are (right) invariant
by On.
Let us express these equations without fixing basis. We have defined the mor-
phism
Endk(E) = E
∗ ⊗ E −→ S2E∗
w ⊗ e 7→ C1,22,3 (w ⊗ e⊗ T2 ⊗ e⊗ w)
= T2(e, e) · w ⊗ w
that induces a morphism between the rings of functions S·(S2E)→ S·(Endk(E)
∗),
that is expressed explicitly as follows:
Sm(S2E) −→ S2m(Endk(E)
∗)
s1 · . . . · sm 7→ T2 ⊗ m. . .⊗ T2 ⊗ s1 ⊗ . . .⊗ sm
(we think of S2m(Endk(E)
∗) as a quotient of (E∗ ⊗ E) ⊗ 2m. . . ⊗ (E∗ ⊗ E) = E∗ ⊗
2m. . .⊗E∗⊗E⊗ 2m. . .⊗E). Equivalently, the left On-invariant functions of the variety
Endk(E) are the direct sum of the images of the morphisms
Sm(S2E∗) −→ S2m(Endk(E)
∗)
ω1 · . . . · ωm 7→ ω1 ⊗ . . .⊗ ωm ⊗ T 2 ⊗ m. . .⊗ T 2
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(we think of S2m(Endk(E)
∗) as a quotient of E∗2m⊗E2m). Therefore, the invariants
of S2m(Endk(E)
∗) by the left and right action of On are
〈σ(T2 ⊗ m. . .⊗ T2)⊗ σ′(T 2 ⊗ m. . .⊗ T 2)〉σ,σ′∈S2m
= 〈(T2 ⊗ m. . .⊗ T2)⊗ σ′(T 2 ⊗ m. . .⊗ T 2)〉σ′∈S2m .
Let AOn be the ring of functions ofOn and letwOn ∈ A
∗
On
⊂ A∗Mn =
∏
r
SrEndk(E)
be the invariant integral on On. The r-th component [wOn ]r of wOn is
[wOn ]r =
∑
σ∈S2m
λσ · (T2 ⊗
m
· · · ⊗ T2)⊗ σ(T 2 ⊗ m. . .⊗ T 2), if r = 2m,
[wOn ]r = 0, if r = 2m+ 1.
Proposition 4.4. ([G, Th. 4.3.3]) Let us consider the natural action of On on
E ⊗ r. . .⊗ E, g · (e1 ⊗ · · · ⊗ er) = g · e1 ⊗ . . .⊗ g · er. It holds that:
(1) (E ⊗ 2m+1. . . ⊗ E)On = 0.
(2) (E ⊗ 2m. . .⊗ E)On = 〈σ(T 2 ⊗ m. . .⊗ T 2)〉σ∈S2m .
Proof.
(1) wOn · (E ⊗
2m+1. . . ⊗ E) = [wOn ]2m+1 · E
⊗2m+1 = 0 · E⊗2m+1 = 0.
(2) One has [wOn ]2m =
∑
σ∈S2m
λσ · (T2 ⊗ m. . .⊗ T2)⊗ σ(T 2 ⊗ m. . .⊗ T 2) and
(T2 ⊗ m. . .⊗ T2)⊗ σ(T 2 ⊗ m. . .⊗ T 2)
=
1
(2m)!
∑
σ′∈S2m
σ′(T2 ⊗ m. . .⊗ T2)⊗ σ
′σ(T 2 ⊗ m. . .⊗ T 2)
via the inclusion S2mEndk(E) ⊂ E
∗⊗2m ⊗ E⊗2m. Moreover, E∗⊗2m ⊗
E⊗2m acts on E⊗2m by contracting each linear form with the corresponding
vector. Therefore,
(E⊗2m)On = wOn · E
⊗2m = [wOn ]2m · E
⊗2m ⊆ 〈σ(T 2 ⊗ m. . .⊗ T 2)〉σ∈S2m .
The inverse inclusion is obvious.

Let us consider the morphism S2E →֒ Endk(E), T
′2 7→ T ′
2
◦ T2, that assigns
to every metric T ′
2
the endomorphism associated to the pair of metrics T 2, T ′
2
.
Two metrics are isometrics (with regard to T2) if and only if their associated en-
domorphisms are equivalent, and every endomorphism (up to conjugation) is the
endomorphism associated to a symmetric metric and T2 ([Er]). As a result one has
that the invariant functions of Endk(E) (by the action by conjugation of the linear
group) are invariant functions of S2E by the orthogonal group. Conversely, let us
see that AOnS2E ⊆ A
Gln
Endk(E)
. Let d(λij) be the discriminant of the characteristic
polynomial of the matrix (λij) and let U = Endk(E) − (d)0 be the open subset
of Endk(E) of the diagonalizable endomorphisms with different eigenvalues. It is
clear that (U ∩ S2E)/On = U/Gln = Spec k[a1, . . . , an]d, where as(λij) are the
coefficients of the characteristic polynomial of the matrix (λij). Given f ∈ A
On
S2E ,
one has that f = p(a1, . . . , an)/d
r, where we can assume that p(a1, . . . , an) is not
divisible by d. However, if r > 0 then p(a1, . . . , an) must vanish on all the diagonal
matrices with repeated eigenvalues, then p(a1, . . . , an) is a multiple of d, which is
impossible. Therefore, f = p(a1, . . . , an) ∈ A
Gln
Endk(E)
.
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Let f be the composite morphism Endk(E) → S
2E → Endk(E), T 7→ T ◦
T 2 ◦ T t 7→ T ◦ T 2 ◦ T t ◦ T2. The invariant functions of Endk(E) by the action by
conjugation of the linear group coincide, via f∗, with the functions of Endk(E) that
are left and right invariant by the action of the orthogonal group. The image of the
morphism k[Sm] → Endk(E
⊗m) = Endk(E)
⊗m, σ 7→ σ˜, where σ˜(e1 ⊗ . . . ⊗ em) =
eσ(1) ⊗ . . .⊗ eσ(m), is ((Endk(E))
⊗m)Gln , then (SmEndk(E))
Gln = 〈¯˜σ〉σ∈Sm . Now,
(Endk(E))
∗ = Endk(E) (via the obvious isomorphism E ⊗E
∗ = E∗ ⊗E), and one
has in the same way that ((SmEndk(E))
∗)Gln = 〈¯˜σ〉σ∈Sm .
If α1, . . . , αn are the eigenvalues of T ∈ Endk(E) and σ = σ1 · . . . · σr ∈ Sm is
the decomposition of σ as a product of disjoint cycles (the order of σi = mi ≥ 1
and m1 + . . .+mr = m), then it is easy to check that
¯˜σ(T ) = (αm11 + . . .+ α
m1
n ) · . . . · (α
mr
1 + . . .+ α
mr
n ).
By Newton-Girard formulae AGlnMn(k) = k[a1, . . . , an] = k[S1, . . . , Sn], where Si are
the power sums symmetric polynomials (of the eigenvalues of a matrix). Hence,
a basis of ((SmEndk(E))
∗)Gln is {¯˜σ}[σ]∈S′m , where S
′
m = {[σ] ∈ Sm/ ∼: σ is a
product of disjoint cycles of order less than or equal to n} and ∼ is the conjugation
relation.
Finally,
¯˜σ
f∗
7→ T2 ⊗ m. . .⊗ T2 ⊗ T 21σ(1) ⊗
m. . .⊗ T 2mσ(m) =: aσ
where T 21σ(1) ⊗
m. . . ⊗ T 2mσ(m) := τ(T
2 ⊗ . . . ⊗ T 2) and τ ∈ S2m is the permutation
τ(2i− 1) = 2i− 1 and τ(2i) = 2σ(i).
So we have calculated the forms w˜ ∈ A∗Mn that are left and rightOn-invariant. To
compute the invariant integral wOn onOn it remains to impose that w˜(I) = 0, where
I is the ideal of functions of Mn vanishing on On. Now, since wOn · w˜ · wOn = w˜,
one has that w˜(I) = w˜(wOn · I ·wOn) and wOn · I ·wOn are the functions ofMn that
are left and right On-invariant and vanish on On. These ones identify, via f
∗, with
the ideal I ′ of the functions of Mn that are invariant by the action by conjugation
of the linear group and vanish on Id ∈Mn.
One has AGlnMn = ⊕m∈N <
¯˜σ >[σ]∈S′m⊂ AMn and wOn · I · wOn identifies with
I ′ = ⊕
m
< 1−
¯˜σ
¯˜σ(Id1)
>[σ]∈S′m
where Id1 = Id⊗ m. . .⊗ Id. If σ is a product of r disjoint cycles (included the cycles
of order 1) it is easy to check that ¯˜σ(Id1) = n
r.
Let us denote wσ := T2 ⊗ m. . .⊗ T2 ⊗ T 21σ(1) ⊗
m. . .⊗ T 2mσ(m) ∈ S
2mEndk(E). In
order to find wOn = 1 +
∑
m>0
∑
[σ]∈S′m
λ[σ] ·
wσ
¯˜σ(Id1)
satisfying wOn(I) = 0, we have
to solve, for every m, the system of equations (varying [σ′] ∈ S′m)
 ∑
[σ]∈S′m
λ[σ] ·
wσ
¯˜σ(Id1)

( aσ′
¯˜σ′(Id1)
)
= 1.
If we denote λσσ′ =
wσ(aσ′)
¯˜σ(Id1) · ¯˜σ′(Id1)
, then
(λ[σ])[σ]∈S′m = (λσσ′ )
−1
[σ],[σ′]∈S′m
· (1, . . . , 1).
Let us give the first three terms of wOn :
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wOn = 1 +
T2 ⊗ T 2
n
+
(3n2 + 3n+ 3) · T2 ⊗ T2 ⊗ T 2 ⊗ T 2 + (−3n− 6) · T2 ⊗ T2 ⊗ T 212 ⊗ T
2
21
n4 + n3 + n2 − 3n
+ . . .
Invariant integral on Sp2n.
Let H2 be a non-singular skew-symmetric metric on a vector space E of dimen-
sion 2n. Let Sp2n be the subgroup of the linear group of the symmetries of H2. In
the algebraic variety Λ2E∗ of the skew-symmetric metrics, regardless of the basis
of E chosen, we can define (up to a constant multiplicative factor) the function
det that assigns to each metric its determinant. So, we can consider the open set
Λ2E∗ − (det)0. The sequence of morphisms of varieties
1 → Sp2n → Gl(E) → Λ
2E∗ − (det)0 → 1
S 7→ St ◦H2 ◦ S
shows that Λ2E∗−(det)0 is the quotient variety ofGl(E) by the symplectic subgroup
Sp2n (Sp2n acting on Gl(E) on the left).
The functions of Gl(E) invariants by Sp2n identify with the functions of Λ
2E∗−
(det)0. Therefore, via the morphism of varieties Endk(E) → Λ
2E∗, S 7→ St ◦
H2 ◦ S, the functions of Λ
2E∗ identify with the functions of Endk(E) that are
(right) invariant by Sp2n. The morphism between the rings of functions S
·(Λ2E)→
S·(Endk(E)
∗) is expressed explicitly as follows
Sm(Λ2E) −→ S2m(Endk(E)
∗)
s1 · . . . · sm 7→ H2 ⊗ m. . .⊗H2 ⊗ s1 ⊗ . . .⊗ sm
Equivalently, the left Sp2n-invariant functions of the variety Endk(E) are the direct
sum of the images of the morphisms
Sm(Λ2E∗) −→ S2m(Endk(E)
∗)
ω1 · . . . · ωm 7→ ω1 ⊗ . . .⊗ ωm ⊗H2 ⊗ m. . .⊗H2
(we think of S2m(Endk(E)
∗) as a quotient of E∗2m⊗E2m). Therefore, the invariants
of S2m(Endk(E)
∗) by the left and right action of Sp2n are
〈σ(H2 ⊗ m. . .⊗H2)⊗ σ′(H2 ⊗ m. . .⊗H2)〉σ,σ′∈S2m
= 〈(H2 ⊗ m. . .⊗H2)⊗ σ′(H2 ⊗ m. . .⊗H2)〉σ′∈S2m .
Let ASp2n be the ring of functions of Sp2n and let wSp2n ∈ A
∗
Sp2n
⊂ A∗M2n =∏
r
SrEndk(E) be the invariant integral on Sp2n. The r-th component [wSp2n ]r of
wSp2n is
[wSp2n ]r =
∑
σ∈S2m
λσ · (H2 ⊗
m
· · · ⊗H2)⊗ σ(H2 ⊗ m. . .⊗H2), if r = 2m,
[wSp2n ]r = 0, if r = 2m+ 1.
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Proposition 4.5. ([G, Th. 4.3.3]) Let us consider the natural action of Sp2n on
E ⊗ r. . .⊗ E, g · (e1 ⊗ · · · ⊗ er) = g · e1 ⊗ . . .⊗ g · er. It holds that:
(1) (E ⊗ 2m+1. . . ⊗ E)Sp2n = 0.
(2) (E ⊗ 2m. . .⊗ E)Sp2n = 〈σ(H2 ⊗ m. . .⊗H2)〉σ∈S2m .
Let us consider the morphism Λ2E →֒ Endk(E), H
′2 7→ H ′
2
◦H2, that assigns
to each metric H ′
2
the endomorphism associated to the pair of metrics H2, H ′
2
.
Two skew-symmetric metrics are isometric (with regard to H2) if and only if their
associated endomorphisms are equivalent, and an endomorphism T (up to conju-
gation) is the associated endomorphism of a skew-symmetric metric and H2 if and
only if every elementary divisor of T appears twice ([Er]). Let C ⊂ Endk(E) be
the closed set of such endomorphisms. Then, Λ2E/Sp2n = C/Gl(E). Let us write
E = E′ ⊕ E′, H2 =
(
0 −Id
Id 0
)
.
The diagram
Endk(E
′) →֒ Λ2E →֒ C →֒ Endk(E)
T 7→
(
0 T
−T 0
)
7→
(
T 0
0 T
)
shows that Endk(E
′)/Gl(E′) = C/Gl(E) = Λ2E/Sp2n. The ring of invariant
functions of Endk(E
′) (by the action by conjugation of the linear group Gl(E′)) is
the image of the ring of invariant functions of Endk(E) (by the action by conjugation
of the linear group Gl(E)), then the ring of invariant functions of Λ2E (by the
action of Sp2n) is the image of the ring of invariant functions of Endk(E) (by the
action by conjugation of the linear group Gl(E)). Remember that {¯˜σ}[σ]∈S′m , where
S′m = {[σ] ∈ Sm/ ∼: σ is a product of disjoint cycles of order less than or equal to
n}, is a basis of ((SmEndk(E
′))∗)Gln .
Let f be the composite morphism Endk(E) → Λ
2E → Endk(E), T 7→ T ◦H
2 ◦
T t 7→ T ◦ H2 ◦ T t ◦ H2. The invariant functions of Endk(E) by the action by
conjugation of the linear group coincide, via f∗, with the functions of Endk(E)
that are left and right invariant by the action of the symplectic group. Now we can
calculate the invariant integral of Sp2n as we have calculated the invariant integral
on On.
Let us denote wσ := H2 ⊗ m. . .⊗H2 ⊗H21σ(1) ⊗
m. . .⊗H2mσ(m) ∈ S
2mEndk(E)
and aσ := H2 ⊗ m. . .⊗H2 ⊗H21σ(1) ⊗
m. . .⊗H2mσ(m) ∈ S
2mEndk(E)
∗. Let λσσ′ =
wσ(aσ′)
¯˜σ(Id1) · ¯˜σ′(Id1)
and (λ[σ])[σ]∈S′m = (λσσ′ )
−1
[σ],[σ′]∈S′m
· (1, . . . , 1). Then, wSp2n =
1 +
∑
m>0
∑
[σ]∈S′m
λ[σ] ·
wσ
¯˜σ(Id1)
.
Let us give the first three terms of wSp2n :
wSpm = 1 +
H2 ⊗H2
m
+
(3m2 − 3m+ 3) ·H2 ⊗H2 ⊗H2 ⊗H2 + (3m− 6) ·H2 ⊗H2 ⊗H212 ⊗H
2
21
m4 −m3 +m2 + 3m
+ . . .
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