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Abstract 
Carroll, J., A composite integration scheme for the numerical solution of systems of parabolic PDEs in one 
space dimension, Journal of Computational and Applied Mathematics 46 (1993) 327-343. 
We apply the numerical method of lines to approximate the solution of a system of parabolic partial 
differential equations in one space dimension. By approximating the spatial derivatives by discrete values of 
the solution at a set of mesh points in space, we use these approximations to represent the partial differential 
equations at each mesh point, giving a semidiscrete system of ordinary differential equations in the time 
direction. The resulting ODE system is integrated numerically using a second-order L-stable composite 
integration scheme (the author, this journal, 1989) using variable stepsize integration. An implementation of 
the composite scheme is applied to approximate the solution of some test problems selected from the 
literature using a uniform spatial mesh. We present the results of a number of numerical experiments which 
allow an appraisal of the proposed approach with published works. 
Keywords: Parabolic equations; MOL; stiff systems; composite integration scheme. 
1. Introduction 
The numerical method of lines 
equations in one space dimension 
differential equations. The resulting ODE system is integrated numerically by a second-order 
L-stable composite integration scheme using variable stepsize sequences [8]. The spatial 
discretization is achieved using finite-difference approximations on a fixed uniform or nonuni- 
form mesh. The nonlinear system of algebraic equations resulting from the application of the 
composite scheme is solved using a modified Newton algorithm for a limited number of 
iterations. Various strategies are employed to reduce the computational expense associated 
is used to solve a system of parabolic partial differential 
by reducing the system of PDEs to a system of ordinary 
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with the Newton iteration and particular attention is focused on the number of Jacobian matrix 
evaluations (and subsequent factorizations of the iteration matrix). 
In Section 2, we outline the numerical method of lines together with details of the composite 
scheme which will be used for the temporal integration. We discuss implementation aspects for 
solving systems of parabolic equations in Section 3, while the results of some numerical 
experiments are presented in Section 4 when the method is applied to the approximate 
integration of a number of standard test problems. The results of Section 4 allow us to 
conclude that the proposed algorithm is competitive with alternative approaches particularly at 
moderate tolerances and, in many cases, in the computational overhead associated with 
Jacobian matrix evaluations. The numerical results also allow the reader to compare two of the 
more popular codes for one-dimensional equations, namely D03PGF of the NAG library [14] 
and the collocation package PDECOL [18] both in terms of accuracy and speed. 
2. The numerical solution procedure 
We are concerned with the numerical integration of systems of partial differential equations 
of size NPDE, having the general form 
u, = [A(& t, U)U,lX +g(x, t, u, $), (1) 
for (x, t) E [0, l] x [0, T], subject to appropriate initial and boundary conditions, where u = 
[ ul~ U2,“*,UNpDE IT, A is an NPDE x NPDE uniformly positive definite matrix whose coeffi- 
cients {aij} are uniformly Lipschitz continuous as functions of u, x and t. We assume that g, 
together with the prescribed initial conditions u(x, 0) = u&t>, are uniformly Lipschitz continu- 
ous on [0, l] X [O, T] and [O, l] respectively. 
2.1. Numerical method of lines 
We illustrate the application of the numerical method of lines (see, for example, [14,18,22]) 
when applied to approximate the solution of the single parabolic equation 
U, = KU,, +g(& t, U, uX), X E [O, I], K > 0, (2) 
subject to the boundary conditions 
a,(t)u + b,(t)u, = c,(t), at x = 0, 
a,(t)u + b,(t)u, = cl(t), at x = 1, 
and the initial condition 
u(x, 0) = u,(t), 0 <x < 1, 
giving a boundary value problem in x and an initial-value problem in t. We represent the 
partial derivatives on the right-hand side of (2) by appropriate difference approximations using 
a fixed uniform or nonuniform mesh on the interval [0, 11. Using these approximations at each 
mesh point reduces the problem to solving a system of ordinary differential equations in time 
which we subsequently solve using a temporal integration scheme which will be described 
below. By generating the mesh 
{‘iI> i=l,2 ,..., N, xi+r=xi+hi, l<i<N-1, 
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with x1 = 0 and x,,, = 1, a possible semidiscretization of (2) is 
uj=KD+D_u,+g(x,, t, ui, D,u,), 2<iGN-1, (3) 
where D_, D, and D, are respectively the backward, central and forward difference 
operators: 
D_ui = 
ui - ui-l 
D,zq = 
‘i+l - ‘i-1 
hi-1 ’ 
D+u, = 
‘i+l -‘i 
hi_l+hi ’ hi ’ 
so that the standard three-point difference approximation to the second derivative is given by 
2 
U xx = D+D_u, = 
hi-lhi(hi_1 + hi) 
[h~~i_l-(hi_~+h~)~i+hi_~~i+~]. 
The cases i = 1 and i = N are treated separately and their forms depend on the type of 
boundary conditions. For example, when Dirichlet conditions are prescribed, two additional 
equations are added to (31, namely 
u; = 0, CO with u1 = -, 
a0 
ub=O, with u,,,= ?, 
a1 
where, from [22] for example, we justify this formulation, since it allows the maintenance of a 
convenient regular structure for the resulting ODE system and the known boundary values will 
not have any discretization error nor will they interfere with any of the temporal integration 
controls such as local truncation error estimation. 
For Neumann (or mixed) boundary conditions, a central difference approximation leads to 
the equations 
co - aou1 
b0 
-D+u,+~ 1 ( +g XN, t, UN, 
We remark that, while the numerical experiments reported in this paper employ finite 
differences on a uniform mesh, the problem of mesh point distribution may be a critical factor 
for problems whose solutions exhibit boundary layers or model a steep wavefront moving across 
the space axis in time. Using a uniform mesh, we may accurately model boundary-layer 
behaviour by sufficiently increasing the mesh density, but the computational time associated 
with the solution procedure may become unacceptably long. The problem could be remedied by 
adapting the spatial mesh to variations in the solution. In the experiments which follow 
however, the composite integration scheme will only attempt to control the temporal error by 
adjusting the time step so as to keep an estimate of the temporal local truncation error below a 
prescribed tolerance. The problem of spatial error control using adaptive mesh refinement 
techniques will be reported in a future work, 
2.2. Temporal integration 
The semidiscretization employed in the numerical method of lines leads to the system of 
ordinary differential equations 
u’ =f(t, u), u(0) = uo, (5) 
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where u = [ui, ZQ,. . . , uM] and M = N x NPDE. To solve the system (5) numerically, we step 
from t, to t, + At by the application of a composite integration formula [2,8]. For some 
0 < y < 1, we approximate u(x, t, + y At) using the &scheme 
u n+y =u,+rAt[(l-B)f,+Bf,+,], O<e<l, (6) 
and the solution is used in a two-step backward differentiation type formula to approximate 
U(X, tntl) as follows: 
ao*, + QlUn+y + cf2*,+1 = Wn+l* (7) 
The coefficients y, (Ye, (Y, and CQ are generated by requiring that the overall scheme is 
second-order accurate in time and also that both formulas share a common iteration matrix 
af 
B=I-OyAtJ, J=z, (8) 
in a modified Newton iteration scheme which will be described in the next section. The 
derivation is reported in [8] where the coefficients are 
1 
ye=l-Y? 
2(1 - Ye> l-Cu, 
(y2= l-2ye ’ (Yi = ~ Y ’ 
a0 = -cyI - lI*, (9) 
for some 0 < 8 < 1. In addition we have the following estimate for the local truncation error 
3y% - 4y8 + 1 
7 n+1= 12(1 - ye) 1 (At)“@(t), (10) 
and we can approximate zJ3)([> using the following combination of (available) function values: 
Note that, since yea, = 1, the composite scheme may be written as a diagonally implicit 
Runge-Kutta method with Butcher array 
f 1 ;f~$j~;~; ;;f;;; ;; 
The scheme is a generalization of the linear multistep method reported in [2] where the 
trapezoidal rule (0 = 3) is embedded in the second-order backward differentiation formula (7). 
In [2], the formula was applied to approximate the solutions of the partial differential equations 
governing the device physics of a semiconductor device under arbitrary transient conditions. 
3. Implementation 
The application of the numerical method of lines for a system of time-dependent nonlinear 
partial differential equations will result in a system of nonlinear ordinary differential equations 
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in time and the temporal integrator is specifically designed to solve nonlinear problems. This 
means that no additional problems will result from the nonlinearity of (1) or the boundary 
conditions. In this section, we summarize the essential steps (adapted from [8]) in the 
implementation of the composite scheme, while particular discretization and numerical results 
will be considered in Section 4. 
The essential ingredients in any basic implementation should include (a) a suitable numerical 
method; (b) a formula to estimate the local truncation error and (c) strategies to accept the 
approximation, select the time step and decide when to update the iteration matrix. In the 
implementation of the composite integration scheme (61, (7) and (91, we first consider how the 
resulting system of nonlinear equations is solved. From the results of the numerical experi- 
ments in [8], we propose the following approach. In employing a modified Newton iteration 
scheme, we approximate U(X, t,+$ using the e-scheme 
B,&.& = u, - u$‘~ + Y Ar[ (I- W-n + V;?,], 
u(o) = u f(O) - 
n+-r n, n+y-.fn7 1 <iGi,,,, 
(11) 
where 6u denotes the correction vector between successive iterates and B, is the iteration 
matrix (common for both methods) 
B,=I-yBAtJ,, (12) 
and J, is some piecewise constant approximation to the Jacobian matrix for some 0 < m G II. 
The solution u,,+~ is used in the two-step formula which is implemented by the recursion 
(13) 
The recursions (11) and (13) are applied successively up to a maximum of seven iterations (imax> 
in each case. When convergence is not achieved, the process is restarted with a new time step 
of iAt. If convergence is not obtained after a restart, the Jacobian matrix is updated and the 
iteration cycle is retried. It is assumed that some absolute (ATOL) or relative (RTOL) scalar or 
vector tolerances are prescribed and the correction vector is required to be less than one 
quarter of the tolerance for convergence. 
The interested reader is referred to [8] for implementation details of (l&(13). The decision 
to update the Jacobian (and hence the iteration matrix) is based on a combination of the 
following: 
(i) At,,, >P At,,,; 
(ii> r > 0.85; and 
(iii) the Jacobian has not been updated for the past k steps. 
p and k are chosen to be 2 and 15, respectively (see [8,11]). Many codes estimate the rate of 
convergence by computing the quantity 
where L is either II + y or n + 1 and, as in [ll], for example, decide to update J whenever A > i. 
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We have experimented with such strategies and, in the case of parabolic equations, it appears 
to be more economical (as in the ODE case [8]) to reduce the stepsize before deciding to 
update J. We note that in [14] the Jacobian is recalculated only when the rate of convergence is 
slow and if, at any step, a second or third evaluation is required, the stepsize is halved for each 
evaluation and the integration is terminated if the iteration is still unsuccessful after three such 
attempts. 
We remark that in the proposed approach, the right-hand vector f<t, u) can be provided 
analytically or generated internally using the interface PDEONE [23]. Also, if the user wishes 
to provide f(t, u) in analytic form, there is an option to provide the Jacobian matrix af/au in 
analytic form or have it generated by internal differencing. While many codes approximate f 
and J by numerical differencing, it is our experience that some problems require special 
treatment where the overall performance of the algorithm would be degraded by inaccurate 
approximations for f and we recommend that future production codes provide the facility to 
include both options. 
As noted in [22], where the Jacobian is formed by numerical differencing, the ODE 
integrator GEARB requires M = N X NPDE calls to PDEONE to generate the coefficients of 
J. Therefore if M is large, the computational overhead associated with Jacobian generation 
may be unacceptably high. The authors in [22] conclude that if the user could understand the 
details of differencing required by a code, the most efficient way to generate the Jacobian 
matrix (relative to CPU) is to require that the analytical form be made available to the code. 
The provision of analytical expressions is a tedious task (hence the popularity of numerical 
differencing) and, in general, it is difficult to estimate how reliable the process of numerical 
differencing can be, since it will depend on the specific formula being implemented. The cost 
factor (in CPU) between the use of the analytical form and numerical differencing could well 
prove to be a crucial factor for large coupled one-dimensional systems and particularly for 
higher-dimensional systems. 
4. Numerical experiments 
4.1. Introduction 
We next consider the application of the composite integration scheme to approximate the 
solutions of a number of parabolic equations frequently cited in the literature. Following the 
analysis of [5] and the numerical results of [8], we take the particular value 8 = 0.55 in (6). We 
also restrict our attention to spatial discretizations on a uniform mesh xi = (j - l)h, 1 <j < N, 
while, for the temporal integration, the stepsize will be chosen so as to maintain an estimate of 
the local truncation error estimate (10) below a prescribed scalar tolerance. The choice of 
spatial mesh can be a critical factor in the numerical solution of parabolic equations especially 
for problems with steep boundary layers or for those, such as Burgers’ equation [1,6], which 
contain a moving interior layer in time. We acknowledge that the errors presented in this 
section may, in some cases, reflect the inability of the algorithm to resolve the efficient 
distribution of mesh points in such difficult regions. In a similar way, the errors presented for 
comparison routines, such as the double-precision version of D03PGF from the NAG library 
[14] and the single-precision version of PDECOL [18], would be greatly reduced if mesh 
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refinement techniques were applied [6,19]. It is our opinion however that the numerical results 
are meaningful in assessing the overall capabilities of the proposed approach. 
We remark that the spatial discretization resulting from the application of centered finite 
differencing gives rise to an iteration matrix with a banded structure and the linearized 
equations (11) and (13) are solved using a direct elimination method. The computational 
expense associated with linear system solving is minimal for the one-dimensional problems 
considered here (i.e., it does not warrant the application of iterative solution techniques). For 
the single equations (Pl-P6), the iteration matrix is tridiagonal while the coupled equations P7 
and P8 give rise to matrices which have bandwidths of seven and nine, respectively. 
The notation used and the statistics collected include: 
NSTEP: the number of integration steps; 
NFE: the number of function evaluations; 
NJE: the number of Jacobian evaluations; 
NfCALLS: the number of calls to the function [A(x, t, uh,], +g(x, t, u, u,>; 
ERRGLO: the maximum absolute component of error over the integration interval; 
ERREND: the maximum absolute component of error at the final integration time; 
CPU: the execution time in seconds on a VAX 6230; 
TOL: a scalar value of ATOL (RTOL = 0). 
The inclusion of NfCALLS to the list of measurements is justified in the light that D03PGF 
overestimates NFE, since it increments it by a multiple of N each time a new approximation to 
the Jacobian matrix is required. For this reason, the reader is advised to disregard NFE when 
comparing D03PGF with PDECOL and the composite scheme proposed here. 
4.2. Test problems 
We consider eight problems, two of which are systems of two equations. In cases where the 
exact solutions are unknown, we test the accuracy of our approach by comparing the numerical 
approximations either with the NAG library routine D03PGF using a tolerance of lop6 or with 
a known steady-state solution at the end of the integration interval. 
Pl. Our first problem is [18, Example 21. 
uI=u,,+r2 sin(vx), O<x<l, O<t<l, 
U(0, t) =u(l, t) = 1, t 2 0, u(x, 0) = 1, 0 ,<x < 1, 
whose exact solution is 
U(X, t) = 1 + [l - e-““1 sin(Tx). 
P2. The second problem was considered in [13]: 
Ut=@UXX+f(X, t), O<x<l, O<t,<l, 
where the function f(x, t), the Dirichlet boundary conditions and initial conditions are chosen 
so that the exact solution is 
U(X, t) = tanh[5(x + t - l)], 
and we take u = 10e2. 
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P3. The third problem is taken from [20] (with E = lo-*): 
Ll, = EU,. - UX, O<X<l, o<t<1, 
~(0, t) = cos(t)epE’, ~(1, t) = cos(1 - t)e-“, t 2 0, 
u(x, 0) = COS(X), 0 ,<X < 1, u(x, t) = cos(x - t)eeCt. 
P4. Perhaps one of the most well-known test problems is that of Burgers’ equation (see 
[1,6,13,22]): 
u, = EU,, - UU,) O<X<l, o<t<1, 
where the initial and Dirichlet boundary conditions are taken from the exact solution 
u(x, t) = 1 - 
0.9 r1 0.5 r2 
___ - -, R=r,+r,+r,, R 
R 
--x + 0.5 - 4.95 t --x + 0.5 - 0.75 t 
r, = exp 
i i 206 ’ 
r2 = exp 
i 4E i 
, 
-x + 0.375 
r3 = exp 
2E 
, 
and E = lo-*. We remark that, in the semidiscretization of P4, there are a number of different 
approaches uggested in [l]. In particular, the authors consider a momentum conservation form 
U;=ED+D_Ui-uUiDOUi, 2<i<N-1, 
and an energy conservation form 
u; = eD+D _ui-D&u;), 2<i<N- 1, 
or a weighted average of both forms (in the ratio 1: 2 respectively) to obtain the semidiscretiza- 
tion 
u; = l D+D_u, - EiDoui, 2 <i <N - 1, 
where Ui = f<u,_, + ui + u~+~> is the arithmetic average of the approximations from three 
neighbouring mesh points. It should be noted that no attempt is made to test the merits of 
different semidiscretization methods - we merely stress the need to facilitate special dis- 
cretization strategies for particular problems. In this paper, we rely exclusively on PDEONE to 
form the difference approximations, and the results for various tolerances and uniform mesh 
densities (see Tables 2-4) clearly illustrate the need for some spatial error control mechanism. 
The solution exhibits a sharp moving wavefront with increasing time whose steepness depends 
on E. Using a uniform mesh, typically 200-400 points are required for an accurate simulation of 
the solution [22]. 
PS. The fifth problem we consider is taken from [15]: 
u, = u,, - cu,, O<X<l, o<t<0.04, 
u(0, t) = 1, u,(l, t> = 0, t > 0, 
u(x,O)=O, O<x<l, c=25. 
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Note that, in Tables 2-4, ERREND denotes the maximum absolute component of error at 
t = 0.04 and an approximation to the exact solution is obtained from D03PGF with TOL = 10d6. 
We remark that we were unable to obtain a nontrivial solution to this problem using the 
PDECOL package 
P6. This equation contains an exponential nonlinearity in the diffusion term and has proved 
quite difficult to solve on a uniform coarse mesh: 
u, = (ekuU,),, O<X<l, O<t<OS, 
u(0, t) = 0, U(1, t) = G, t > 0, 
u(x,O)=ux, O<x<l. 
The steady-state solution, taken from [7], is 
U(X, t + 03) = it_ log[l+ (eku - 1)x], 
where typically 1 < k, ii < 7. In this experiment, we take the values ii = k = 2 with TOL = lo-” 
over a range of uniform mesh densities and we present the usual statistics where ERREND is 
now the maximum absolute difference between the numerical approximation and the steady- 
state solution at the final integration time (t = 0.5). 
P7. The first of two coupled equations which we consider appears in the documentation of the 
NAG routine D03PBF: 
u, = 0.024~~~ - F(u - u), u, = O.l7c,, + F(U - U), 
for 0 <x < 1 and 0 < t G 1, subject to the boundary conditions 
$(O, t) = 0, c(0, t) = 0, u(1, t) = 1, L’,(l, t) = 0, 
and initial conditions 
U(X, 0) = 1, c(x, 0) = 0, o<x< 1, 
and where F is a function defined by 
F(z) = e5.73X _ ,-11.462. 
P8. Our final problem is [18, Example l] and this is another coupled system of two equations: 
u,= [L’~ux]X-UU-c~2+10, U1= [U*L!,]x+U,X+UU-U2, 
where 0 <x < 1 and 0 < t G 1, subject to the boundary conditions 
U(0, t) = 3, L:(O, t) = T, ~~(1, t) = + - sin(uu), U,(l, t) = 1 + cos(uu), 
and initial conditions 
u(x, 0) = +(x + l), U(X, 0) = rr, O<x<l. 
J. Carroll / Composite integration scheme for parabolic equations 341 
4.3. Analysis of the results 
We report statistics for the composite integration scheme applied to approximate the 
solutions of the six scalar problems in Table 1 (over a range of tolerance values) and Table 2 
(over a range of spatial mesh densities). Corresponding results for D03PGF and PDECOL are 
reported in Tables 3 and 4 respectively. Table 5 summarises the results for all three methods 
when applied to solve the two systems P7 and P8. 
From Table 1, we can see that, for the composite integration scheme, the computational 
overhead increases significantly as the tolerance is reduced (this can be assessed both in terms 
of NfCALLS and CPU). Because the mesh is fixed as the tolerance is reduced, it is 
unreasonable in these cases to expect a corresponding increase in the accuracy of the numerical 
solution, particularly for Pl and P6, for which h = &. 
Tables 2-4 allow for a comparison between the three methods over a range of mesh 
densities when TOL = 10p3. In the case of Pl, for example, it is clear that, relative to the 
composite scheme, D03PGF becomes more efficient (in terms of computational overhead) as 
the tolerance is reduced while PDECOL is the most accurate of the three schemes but with the 
largest number of NfCALLs. For P2, the composite integration scheme compares favourably 
with the other two approaches in terms of accuracy but, at the higher mesh levels, it is the least 
efficient in terms of NfCALLS (and hence CPU). In this instance, it is clear that the 
variable-order scheme is more efficient than the fixed- (second-1 order approach. Also, because 
of the way PDEONE is organized, each NfCALL for the composite integration scheme 
requires a second function call to obtain the coefficient A(x, t> given in (11, and this has 
further adverse implications for the CPU-times recorded. 
As mentioned earlier, the solution of P4 exhibits a sharp moving wavefront with increasing 
time whose steepness depends on E and the results presented in Tables 2-4 clearly illustrate 
the need for some spatial error control mechanism. It is interesting to compare D03PGF with 
PDECOL for this problem where an inspection of Tables 3 and 4 reveals that the NAG routine 
uses approximately half the number of NfCALLS required by PDECOL and is more economi- 
cal with respect to Jacobian evaluations. For P6, the composite integration scheme compares 
favourably with both D03PGF and PDECOL, in terms of CPU and computational expense, 
even though the latter is the most accurate for all mesh densities at this tolerance level. 
Table 5 allows a comparison of the three schemes applied to the two systems of equations. 
As with other problems, the results for P7, for example, reveal that the variable-order GEAR 
method used in D03PGF and PDECOL is faster at the smallest tolerance level where clearly 
the composite scheme is inefficient and unsuitable. At the larger tolerance values however, the 
composite scheme is efficient with respect to function and Jacobian evaluations and it is also 
competitive with both schemes in terms of CPU. Of the three approaches for P8, PDECOL 
appears to be slightly faster than D03PGF, both having comparable CPU-times. The composite 
integration scheme is the least competitive for this problem and is particularly inefficient for 
the smaller tolerance values. We remark that the values of ERREND given for D03PGF in 
Table 5 may be misleading especially at the smaller values of TOL, since the computed 
approximation is being compared with the NAG routine itself at TOL = 10p6. 
In an overall comparison of D03PGF with PDECOL, note that D03PGF requires signifi- 
cantly fewer NfCALLS than PDECOL, but the latter is generally more accurate. For the five 
single equations listed in Table 4, PDECOL required 44% more NfCALLs than D03PGF. As 
342 J. Carroll / Composite integration scheme for parabolic equations 
mentioned in Table 3, D02PAF (which is designed for single equations) required 8.6% fewer 
NfCALLS than D03PGF and expended 15.8% less CPU-time when applied to solve the six 
problems Pl-P6 over the four mesh densities. 
5. Conclusions 
The proposed algorithm has been applied to approximate the solutions of a number of test 
problems. As noted in [21], it is desirable to conduct a detailed evaluation on the basis of its 
performance in solving a representative set of test problems. The problems considered in this 
paper are reasonably general and illustrate the advantages of the composite integration 
algorithm in terms of computational expense particularly for moderate tolerance values. While 
the numerical results illustrate clearly the need for a variable-order, variable-step algorithm 
when high accuracy is needed, we argue that a low-order method, such as the second-order 
composite integration scheme proposed here, is useful in the numerical integration of time-de- 
pendent partial differential equations where the spatial discretization errors are very often the 
dominant consideration. The comparison schemes, D03PGF and PDECOL, have been shown 
to be very robust and efficient when solving problems of this type. The former was found to be 
significantly more efficient with respect to NfCALLS, while the latter usually provided the 
more accurate solution. We experienced particular difficulties with PDECOL when solving 
equations with Neumann or mixed boundary conditions. 
Although most codes are able to efficiently generate the Jacobian matrix by internal 
differencing [14,18,23], the authors of [22], for example, recommend that future implementa- 
tions should have the capability of using the analytical expressions. It is clear from our 
numerical investigations that there is a considerable advantage, in terms of CPU-times alone, in 
employing the analytical expressions when available, and this becomes even more apparent as 
the system size increases (corresponding to an increase in the mesh density or an increase in 
the number of partial differential equations or the dimension or both). 
We consider that the approach adopted in this paper can, with modifications to such 
facilities as local error estimation and choice of integration stepsizes, be extended to include 
the more general class of elliptic parabolic systems which arise in many applications, notably in 
the modelling of semiconductor devices. The limitations of this algorithm, in its present form, 
include the inability to control spatial discretization errors and the fixed- (second-) order 
nature of the temporal integration. Future research will examine the possibility of controlling 
the spatial and temporal errors simultaneously using a suitable adaptive mesh refinement 
technique. 
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