The slow-coloring game is played by Lister and Painter on a graph G. Initially, all vertices of G are uncolored. In each round, Lister marks a nonempty set M of uncolored vertices, and Painter colors a subset of M that is independent in G. The game ends when all vertices are colored. The score of the game is the sum of the sizes of all sets marked by Lister. The goal of Painter is to minimize the score, while Lister tries to maximize it. We provide strategies for Painter on various classes of graphs whose vertices can be partitioned into a bounded number of sets inducing forests, including k-degenerate, acyclically k-colorable, planar, and outerplanar graphs. For example, we show that on an n-vertex graph G, Painter can keep the score to at most 3k+4 4 n when G is k-degenerate, 3.9857n when G is acyclically 5-colorable, 3n when G is planar with a Hamiltonian dual, when G is 4-colorable with m edges (hence 3.4n when G is planar), and 7 3 n when G is outerplanar.
Introduction
The slow-coloring game, introduced by Mahoney, Puleo, and West [4] , models proper coloring of graphs in a scenario with restrictions on the coloring process. The game is played by Lister and Painter on a graph G. Initially, all vertices of G are uncolored. In each round, Lister marks a nonempty set M of uncolored vertices of G and scores |M|. Painter responds by selecting an independent set X ⊆ M to receive the next color. The game ends when all vertices in G are colored. The score is the sum of the sizes of the sets marked by Lister. Lister's goal is to maximize the score; Painter's goal is to minimize it. The result when both players play optimally (to ensure the best possible score they can guarantee) is denoted bẙ s(G) and called the sum-color cost of G.
A proper coloring of a graph G assigns distinct colors to adjacent vertices. The chromatic number χ(G) is the minimum number of colors in a proper coloring (G is k-colorable if χ(G) ≤ k). The sets selected by Painter during the slow-coloring game together form a proper coloring of G, using many colors. However, when G is k-colorable, every set M ⊆ V (G) contains an independent set of size at least |M|/k, which means that if Painter selects a largest independent subset then the score on each round is at most χ(G) times the number of vertices colored on that round. Summing over all rounds yieldss(G) ≤ χ(G) |V (G)|. Since in the last round all remaining vertices are colored, the inequality is strict unless χ(G) = 1.
Nevertheless, Wu [8] (presented in [4] ) proved that the upper bounds(G) ≤ χ(G) |V (G)| is asymptotically sharp; his general lower bound for complete multipartite graphs shows that s(G) ∼ kn for the complete k-partite n-vertex graph with part-sizes r 1 , . . . , r k differing by at most 1. Wu's general lower bound is n + i<j u r i u r j , where u r = max{t :
≤ r} ∼ √ 2r. Our first general technique yields an immediate upper bound for complete multipartite graphs that is very close to this; see Corollary 1.2 below.
Let n = |V (G)|. Using the greedy Painter strategy suggested above, Mahoney, Puleo, and West [4] improved the general upper bound of χ(G)n to max H⊆G
|V (H)| α(H)
n, where α(H) denotes the maximum size of an independent set in H (alsos(G) ≥ )n). They proved n + u n−1 ≤s(G) ≤ 3 2 n when G is an n-vertex tree. The lower bound is exact for the star K 1,n−1 , and the upper bound is exact for the path P n (and other trees). Puleo and West [5] extended this, characterizing the trees achieving the upper and lower bounds and giving a linear-time algorithm (and inductive formula) to computes(G) when G is a tree.
Our general theme is to improve the bound k |V (G)| for interesting special classes of k-chromatic graphs (the coefficient k cannot be improved for general k-chromatic graphs). Given a graph G and A ⊆ V (G), let G[A] denote the subgraph of G induced by A. We present a general Painter strategy to prove the following result.
The strategy ignores edges joining V i and V j . They may all be present, which explains why a very good upper bound for complete multipartite graphs is an immediate corollary. Corollary 1.2. If G is an n-vertex complete k-partite graph with part-sizes r 1 , . . . , r k , then s(G) ≤ n + 2 i<j √ r i r j .
Note that the bound simplifies to kn when all part-sizes equal r. Forests are 2-colorable. Because the trivial upper bounds(G) ≤ 2n has been improved to the optimal bounds(G) ≤ 3 2 n when G is an n-vertex forest, Theorem 1.1 provides useful bounds for graphs whose vertices can be partitioned into t sets inducing forests. Such a graph G is 2t-colorable, but Theorem 1.1 yieldss(G) ≤ 3t 2 n. We consider several classes of graphs admitting vertex partitions into a small number of sets inducing forests.
A graph is k-degenerate when every nonempty subgraph has a vertex of degree at most k. A graph is planar if it can be drawn on the plane so that edges intersect only at their endpoints, and it is outerplanar if it has a such a drawing with all vertices lying on the unbounded face. A graph is acyclically k-colorable if it has a proper k-coloring with no 2-colored cycle, meaning that the union of any two color classes induces a forest.
Inductively, every k-degenerate graph is (k + 1)-colorable. Outerplanar graphs are 2-degenerate and hence 3-colorable, and planar graphs are 4-colorable [1, 6] . Acyclically kcolorable graphs by definition are k-colorable. In these classes, applying the general decomposition results improves the trivial upper bounds(G) ≤ χ(G)|V (G)| as follows.
2 n. In particular,s(G) ≤ 3.9857 for acyclically 5-colorable graphs, which includes planar graphs.
(d) If G is a plane graph and the planar dual of G has a spanning cycle, thens(G) ≤ 3n.
Except for Corollary 1.2, the bounds are most likely not sharp, since the arguments allow extra edges that in the special classes cannot all appear. Our closest constructions arise from disjoint unions of complete graphs. Note thats(H) ≤s(G) when H ⊆ G and thats is additive under disjoint union. Also, the complete graph
n, and K n is (n − 1)-degenerate. Thus, among k-degenerate graphs, a graph G consisting of disjoint copies of K k+1 satisfiess(G) = ( 1 2 k + 1)n. Using k = 3 for planar graphs and k = 2 for outerplanar graphs yields lower bounds of 5 2 n and 2n, respectively. The results mentioned above appear in Section 2. In Section 3 and beyond, we introduce a different technique with a more complicated algorithm for Painter that yields better upper bounds. Using appropriate "potential functions" on graphs, it provides the following bounds.
n.
The Decomposition Method
We introduce a way to combine strategies for Painter on disjoint induced subgraphs. Definition 2.1. Let P be a partition of the vertices of a graph G, with P = {V 1 , . . . , V t }. To be deterministic, Painter may choose the least such index. Theorem 2.2. Let P be a partition of the vertex set of a graph G into sets
Proof. Our main task is to prove (1), from which (2) follows by numerical arguments. We use the P-composite strategy for Painter, with weights w 1 , . . . , w t as in Definition 2. 
completing the proof of (1) Next, the Arithmetic-Geometric Mean Inequality yields
Using this in the expansion of (1) yields
As an immediate corollary, consider the complete k-partite graph with part-sizes r 1 , . . . , r k . The lower bound by Wu [8] is i r i + i<j u r i u r j , where u r = max{t :
Actually, u r is a bit smaller than √ 2r, but within a small constant. Hence our corollary is very close to the lower bound. Note that (2) gives only the trivial bound k|V (G)|.
Proof. Use the maximal independent sets as the parts
we have c i = 1 for all i. Hence expanding (1) yields the claim.
The case k = 2 of this upper bound was proved in [4] . Wu [8] actually proved the better upper bound n + i<j √ 2r i − 1 2r j − 1 by a more difficult argument. That bound has the virtue of being exact for some stars. Theorem 2.2 and the bound of [4] for forests can be combined to obtain upper bounds when the vertices of a graph can be partitioned into a small number of sets inducing forests. 
Proof. Let V 1 , . . . , V t be the given vertex partition. To apply Theorem 2.2, we set c i = 3/2 for each i, except c t = 1 in the second case. The claim then follows immediately from (2) .
By induction on the number of vertices, every k-degenerate graph has a vertex ordering in which every vertex has at most k earlier neighbors; call this a k-ordering. The following lemma is well-known.
Proof. Such a partition is produced iteratively by considering the vertices in the order of a k-ordering. When we reach the jth vertex, it can be placed safely in one of the sets, because having more than k i earlier neighbors in each evolving set V i requires the vertex to have more than k neighbors in G that are earlier in the k-ordering.
This idea of Lemma 2.5 was used by Chartrand and Kronk [3] to show that a k-degenerate graph decomposes into ⌈(k + 1)/2⌉ forests (forests are the 1-degenerate graphs). We use (k + 1)/2 forests when k is odd, k/2 forests plus one independent set when k is even. The corollary then follows from Theorem 2.4. Similarly, when a graph is acyclically k-colorable, again the conditions of Theorem 2.4 apply, since grouping color classes in pairs provides a decomposition of the vertex set into sets inducing forests.
n for odd k.
Although this upper bound for k-degenerate graphs is halfway between the trivial upper bound and the trivial lower bound, it does not seem strong, because the argument allows all edges joining vertices in distinct forests in the partition, but having all such edges would contradict the degree requirements in the full k-degenerate graph.
In general, when the coefficients c 1 , . . . , c t are the same and we do not know the sizes of V 1 , . . . , V t , the bound from (1) does not improve on (2) . The reason is that the square-root function is concave, and hence the bound in (1) is largest when the parts have equal size. In that case the bound ( i c i |V i |) 2 becomes (t cn/t) 2 , which equals ctn. When V (G) is partitioned into one independent set and t−1 sets inducing forests (such as when G is (2t − 2)-degenerate or acyclically (2t − 1)-colorable), we can improve on the bound in Theorem 2.4 by using a result intermediate between (1) and (2) that takes advantage of the difference between the coefficients 3/2 for the forests and 1 for the independent set. 
Proof. The condition for the existence of such γ is equivalent to c A |B| ≤ c B |A|; we may label A and B so that this holds and there is a claim to prove. Let β = |A| |V (G)| , and let
, so we conclude that g(x) and (g(x)) 2 are nonincreasing on the interval [ , β], which contains γ, we have
Since g(x) is nonincreasing, the bound from Theorem 2.7 is strongest when γ = |A|/|V (G)|, where it is the same as (1), and weakest when γ = c A /(c A + c B ), where it is the same as (2). When we know the coefficients c A and c B but do not know |A| and |B|, we may still be able to improve on (2) if we can bound |A|/|V (G)| from below.
For a k-degenerate graph with k even, we can partition the vertices into k/2 sets inducing forests and one independent set, but in doing this we cannot control the size of the independent set. For an acyclically k-colorable graph with k odd, we obtain the coloring first and combine the classes arbitrarily in pairs to form sets inducing forests, so in this case we can require the independent set to be the smallest of the classes and play the role of B. Since our previous bound is 2.5n for acyclically 3-colorable graphs, 4n for acyclically 5-colorable graphs, and 1 4 (3k + 1)n in general, we obtain an improvement.
Corollary 2.8. If G is an acyclically k-colorable graph with n vertices, where k is odd, then
In particular, the coefficient on n is less than 2.4881 when k = 3 and less than 3.9857 when k = 5.
Proof. Let B be the smallest color class in an acyclic k-coloring, and let A be the union of the k − 1 largest color classes. Since A can be partitioned into (k − 1)/2 sets inducing forests in G, we haves(G[A]) ≤ (k − 1)n/k and c B |A| ≥ (k − 1)n/k, so Theorem 2.7 applies. Since
Grouping of color classes can be applied more generally, although doing so does not yet improve on Corollary 2.8. Let H be a hereditary family of graphs. A graph is H r-colorable if its vertices can be partitioned into r sets inducing subgraphs in H. Proposition 2.9. For r ∈ N, let c r be a constant such thats( . Now we apply Theorem 2.7 using sets P and Q and parameter γ to obtain
In fact, Proposition 2.9 provides a recursive upper bound for the sequence {c r } r≥1 , by minimizing that bound over {p, q} such that p + q = r.
Borodin [2] proved that planar graphs are acyclically 5-colorable, so the bound we have given for acyclically 5-colorable graphs holds also for all planar graphs. It is slightly better than the trivial lower bound of 4|V (G)| implied by the Four Color Theorem [1] . In Section 4 we will improve the general upper bound for planar graphs to 3.4|V (G)|. Our results above allow us to improve the bound further for a special class of planar graphs. A graph is Hamiltonian if it has a spanning cycle. Proof. The first claim is a special case of (2). For the second, it is well known that the vertices of a plane graph G can be partitioned into sets A and B inducing forests if and only if the dual graph of G is Hamiltonian (Stein [7] proved this for plane graphs whose faces are all triangles). Hence in this case the hypothesis holds with c = We know of no n-vertex planar graph G withs(G) > 5n/2; equality holds for graphs whose components are copies of K 4 . Note also that since planar graphs are 4-colorable, the vertex set of any planar graph can be partitioned into two sets inducing bipartite graphs. Hence boundings(G) for planar bipartite graphs may also be of interest. Here there is a nontrivial construction. Puleo (private communication) showed thats(G) = 1.75n − 1 when G is the cartesian product of a 4-cycle and a path; this graph G is planar and bipartite.
The Potential Method
We introduce another technique to prove upper bounds for planar and outerplanar graphs. Painter uses a "potential function" Φ on the vertices and edges of a graph that can be thought of as summing "potential" contributions to the score in the remaining game. The total potential is the sum of these contributions. The contributions are different in our two applications, but we explain the technique first as a common generalization that can be applied to other families of sparse graphs. Definition 3.1. Let φ G be a function assigning a positive real number (called "potential") to each vertex and edge of a graph G. For G in a given class G of graphs, each edge will have potential γ, and the vertex potentials will be defined later in such a way that φ H (x) ≤ φ G (x) when x ∈ V (H) and H ⊆ G (that is, the potential function is monotone). For a graph G, define the total potential Φ(G) by
The goal of this method is to proves(G) ≤ Φ(G) for graphs G in a given hereditary class G (closed under taking induced subgraphs). Since the potential has a contribution that is linear in the number of edges, applying this to a family of k-colorable graphs can give an improvement over the trivial bound only when the number of edges is at most linear in the number of vertices, which holds for planar and outerplanar graphs.
When Lister marks a set M in a graph G in G, Painter will seek an independent set X ⊆ M such that |M| ≤ Φ(G) − Φ(G − X). That is, the total score in the current round should be at most the loss in potential by coloring X. Since the potential is reduced to 0 when the game is over, always being able to find such a set X yieldss(G) ≤ Φ(G). To consider X, we define the "utility" of X relative to M, which we also split into contributions from the various vertices of G. Let d G (v) denote the degree of vertex v in a graph G. Definition 3.2. Let G be a hereditary class G on which a monotone potential function is defined, with γ being the potential of each edge. For each M ⊆ V (G) and each independent set X contained in M, define the utility of X by u(X) = Φ(G) − Φ(G − X) − |M|. (We seek X such that u(X) ≥ 0.) Apportion u(X) among the vertices of G by letting
. Also, u X (v) ≥ −1 when the potential function is monotone.
Proof. The terms −1 for v ∈ X and v ∈ M − X count |M| negatively. The contribution of edges to Φ(G) − Φ(G − X) is γ for every edge incident to X; since X is independent, this equals v∈X γd G (v). When v ∈ X, vertex v contributes φ G (v) to Φ(G) and nothing to
When G belongs to a family G of k-colorable graphs and M is a marked set in G, we will cover M using k independent sets V ′ 1 , . . . , V ′ k such that i u(V ′ i ) ≥ 0 (some vertices may appear in more than one set). Hence at least one set has nonnegative utility and can be chosen as the desired play for Painter. We may assume that G[M] is connected, that is, M is a connected set. In order to produce V In Figure 1 , T 1 and T 2 are tree-components, C 1 and C 2 are cycle-components, and the marked vertices have degree at most 2 in G[M]. We will focus on these later. We produce a proper coloring of G[M] with colors 1 through k. First choose a vertex of H and give the corresponding subgraph of G[M] an optimal proper coloring. Next, for any unprocessed vertex of H whose corresponding subgraph Q has a neighbor v that is already colored, give Q an optimal coloring, using the color on v as one of the colors if Q has at least one edge. Do this until all of G[M] has been colored. Since H is a tree, the process succeeds and produces a proper k-coloring. Furthermore, each set consisting of the vertices of a tree-component and their neighbors in cycle-components uses only two colors.
To obtain the desired independent sets V 
Sparse 4-Colorable Graphs
In this section we proves(G) ≤ 8n+3m 5
for every 4-colorable graph G with n vertices and m edges, improvings(G) < 4n when m < 4n. Since n-vertex planar graphs are 4-colorable and have at most 3n − 6 edges, we obtains(G) ≤ 3.4n − 3.6 when G is an n-vertex planar graph.
In order to apply the potential method, where Φ(G) = x∈V (G)∪E(G) φ G (x), we specify φ G when G is a 4-colorable graph. In this section, let
Note that φ is monotone. Since every vertex has potential at most 8 5 , provings(G) ≤ Φ(G) implies the desired bounds(G) ≤ covering M such that u(V ′ i ) ≥ 0. We obtain these independent sets from the sets V 1 , . . . , V 4 in a good 4-coloring of G[M] by giving additional colors to some vertices of low degree.
is a path or a cycle, and Q is contained in T or is disjoint from T .
Let R be a largest independent set in G[Q], so |R| = ⌈|Q|/2⌉ when G[Q] is a path and |R| = ⌊|Q|/2⌋ when G[Q] is a cycle. For v ∈ R, add v to all color classes that do not contain v or any neighbor of v. Since R is independent in G, these additions can be made in any order. Let V 
The sum is the total utility over each vertex in each set, grouped by the sets. We can also group the utility by vertices:
We will prove u(v) ≥ 0 when v ∈ M −P and consider the vertices in P grouped by their components in 
≤ 3 the potential decreases by 1 5 for each lost neighbor. Summing over the 4 − c(x) values of i such that x / ∈ V ′ i , we obtain and
Again there are c(x) indices of the former type and 4 − c(x) of the latter type, so
As mentioned earlier, to complete the proof of Theorem 1.4(a) it suffices to prove the following lemma. 
Proof. We break the sum into its vertex contributions, with
We first show u(v) ≥ 0 for v ∈ V (G) − P and then group the vertices of P by components of . Since |R| ≥ |Q − R|, we thus obtain v∈Q u(v) ≥ 0. 
Outerplanar Graphs
For the family of outerplanar graphs, we use a different potential function. A triangle is a 3-vertex complete graph.
if x is an edge of G, 5 3 if x is a vertex in a triangle or having degree at least 3 in G, 4 3 if x is a vertex in no triangle and x has degree 1 or 2 in G, 1 if x is an isolated vertex in G.
Note that always φ H (x) ≤ φ G (x) when H ⊆ G; thus φ is monotone on this family. Figure 2 illustrates the contributions to potential for vertices in an outerplanar graph; every edge contributes 1 3 . As motivation for the definition, note that if H is K n for n ∈ {1, 2, 3}, then Φ(H) = A maximal outerplanar graph is an outerplanar graph that is not a spanning subgraph of any other outerplanar graph. For n ≥ 3, a maximal outerplanar graph with n vertices can be embedded in the plane so that the boundary of the unbounded face is a spanning cycle and all bounded faces are triangles.
Lemma 5.2. Ifs(G) ≤ Φ(G) whenever G is a maximal outerplanar graph, thens(G) ≤ 7 3 |V (G)| whenever G is an outerplanar graph.
Proof. The desired bound holds by inspection when |V (G)| ≤ 2. By the monotonicity ofs, it suffices to proves(G) ≤ 7 3 n when n ≥ 3 and G is a maximal outerplanar graph with n vertices. Such a graph G has exactly 2n − 3 edges and has every vertex in a triangle. Hence each vertex has potential 5 3 , and
To prove Theorem 1.4, we will show thats(G) ≤ Φ(G) whenever G is an induced subgraph of a maximal outerplanar graph. The relevant consequence of maximality here is that every vertex lying on a cycle in G in fact lies on a triangle.
The approach is as in Section 3. With γ = 1 3 for this potential function, and the connected set M in G, we have the definition of utility as in Definition 3.2. Lemma 3.3 holds, and it suffices to prove i u(V
With treecomponents, cycle-components, and good 3-coloring defined as in Definition 3.4, again the proof of Lemma 3.5 guaranteeing a good 3-coloring V 1 , V 2 , V 3 is valid. However, this time our method for obtaining the augmented sets V Since always φ G (v) ≥ φ G−X (v) when v / ∈ X, for every independent set X ⊆ M we have u X (v) ≥ 0 when v / ∈ M and u X (v) ≥ −1 when v ∈ M. Hence we need only consider v ∈ M.
