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Abstract
In the present paper, we construct an algorithm for the evaluation of real Riemann zeta function
ζ(s) for all real s, s > 1, in polynomial time and linear space on Turing machines in Ko–Friedman
model. The algorithms is based on a series expansion of real Riemann zeta function ζ(s) (the series
globally convergents) and uses algorithms for the evaluation of real function (1 + x)h and hypergeo-
metric series in polynomial time and linear space.
The algorithm from the present paper modified in an obvious way to work with the complex
numbers can be used to evaluate complex Riemann zeta function ζ(s) for s = σ + it, σ 6= 1 (so, also
for the case of σ < 1), in polynomial time and linear space in n wherein 2−n is a precision of the
computation; the modified algorithm will be also polynomial time and linear space in ⌈log2(t)⌉ and
exponential time and exponential space in ⌈log2(σ)⌉.
Keywords: Computable numbers and functions, Cauchy function representation, polynomial-time
computable functions, linear-space computable functions, Riemann zeta function ζ(s).
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1 Introduction
In the present paper, we consider computable real numbers and functions that are represented by
Cauchy functions computable by Turing machines [1] (Ko–Friedman model of computable numbers
and functions).
Main results regarding computable real numbers and functions can be found in [1–4]; main results
regarding computational complexity of computations on Turing machines can be found in [5].
It is known that real Riemann zeta function ζ(s) [6] is a polynomial-time computable real function
when s is a natural numbers [7, 8]; the algorithm from [7, 8] requires at least O(n log2(n)) memory
cells to evaluate approximations of function ζ(s) to precision 2−n. Also, there is an algorithm for the
evaluation of hypergeometric series to high precision in quasi-linear time and linear space [9] which is
applicable also for the evaluation of ζ(3). The time and space complexity of the algorithms from [7–9]
are considered in the context of bit complexity; on Turing machines, the algorithm from [7, 8] is
polynomial in time and quasi-linear in space, and the algorithm from [9] is polynomial in time and
linear in space.
In the present paper, it is shown that real Riemann zeta function ζ(s) is polynomial-time and
linear-space (by the same algorithm) computable on Turing machines for all real s, s > 1, in Ko–
Friedman model [1]. To prove that, we construct an algorithm for the evaluation of real Riemann
zeta function ζ(s) in polynomial time and linear space on Turing machines. The algorithms is based
on a series expansion from [10, 11] (the series globally convergents) of function ζ(s) for complex s,
s 6= 1 + 2πi n
log2(2)
, and uses algorithms from [12–14] for the evaluation of real function (1 + x)h and
hypergeometric series in polynomial time and linear space.
To derive the results, forward and backward error analysis of numeric algorithms [15] is used in
the preset paper. The method of such analysis for series is similar to one in [12–14,16]; in some sense,
the algorithm described in the present paper is an applying of the evaluation of complex numeric
series in polynomial time from [12–14, 16] to the numeric series that are used for the evaluation of
real Riemann zeta function ζ(s).
1.1 CF computable real numbers and functions
Cauchy functions in the model defined in [1] are functions binary converging to real numbers. A
function φ : N → D (here D is the set of dyadic rational numbers) is said to binary converge to real
number x if |φ(n)− x| ≤ 2−n for all n ∈ N; CFx denotes the set of all functions binary converging to
x.
Definition 1. [1] Real number x is said to be a CF computable real number if CFx contains a
function φ that is computable on Turing machines.
Definition 2. [1] Real function f on interval [a, b] is said to be a CF computable function on
interval [a, b] if there exists a function-oracle Turing machine M such that for all x ∈ [a, b] and for
all φ ∈ CFx function ψ computed by M with oracle φ is in CFf(x).
1.2 Computational complexity of real functions
Definition 3. [1] Function f : [a, b] → R is said to be computable in time t(n) real function
on interval [a, b] if for all computable real numbers x ∈ [a, b] function ψ ∈ CFf(x) (ψ is from the
definition of CF computable real function) is computable in time t(n).
Definition 4. [1] Function f : [a, b] → R is said to be computable in space s(n) real function on
interval [a, b] if for all computable real numbers x ∈ [a, b] function ψ ∈ CFf(x) (ψ is from the definition
of CF computable real function) is computable in space s(n).
The input of functions φ and ψ is 0n (0 repeated n times) when a number or a function is evaluated
to precision 2−n.
2
FP//LINSPACE denotes the class of string functions computable in polynomial time and lin-
ear space (by the same algorithm) on Turing machines. According to this notation, polynomial-
time and linear-space computable real functions are said to be FP//LINSPACE computable real
functions. The set of FP//LINSPACE computable real functions on interval [a, b] is denoted by
FP//LINSPACEC[a,b] .
1.3 Evaluation of approximations of real functions
Let’ use the following results from [3,12–14] in the present paper.
To multiply a by b to precision 2−n wherein a and b are real numbers such that a ≤ 2p and b ≤ 2p
for some natural number p, it is sufficient to evaluate a and b to precision 2−m for m = La·b(n, p)
wherein La·b is a natural function that is linear in its arguments.
To inverse a to precision 2−n wherein a is a real numbers such that a ≥ 2−p some natural numbers
p, it is sufficient to evaluate a to precision 2−m for m = L1/a(n, p) wherein L1/a is a natural function
that is linear in its arguments.
To evaluation function (1+x)h to precision 2−n wherein real x ∈ [2−p−1, 2p−2] and real |h| < 1,
it is sufficient to evaluate x and h to precision 2−m for m = L
(1)
pow(n, p) wherein L
(1)
pow is a natural
function that is linear in its arguments.
It can be shown that to evaluation function (1 + x)h to precision 2−n wherein real x ∈ [2−p1 −
1, 2p1 − 2] and real |h| < p2, it is sufficient to evaluate h to precision 2
−m for m = L
(2)
pow(n, p1, p2)
wherein L
(2)
pow is a natural function that is linear in its arguments.
2 FP//LINSPACE evaluation of real function ζ(s)
Let’s consider a globally convergent series for complex Riemann zeta function, valid for all complex
numbers s except s = 1 + 2πi n
log2(2)
for some integer n, from [10,11]:
ζ(s) =
1
1− 21−s
∞∑
k=0
1
2k+1
k∑
q=0
(−1)q
(
k
q
)
(q + 1)−s. (1)
Let
f(q, s) = (q + 1)−s,
g(k, q) =
(
k
q
)
,
h(k, s) =
k∑
q=0
(−1)qg(k, q)f(q, s),
u(s) =
∞∑
k=0
1
2k+1
h(k, s), and
v(s) =
1
1− 21−s
;
we write series (1) as
ζ(s) = v(s)u(s). (2)
Let p be a natural number, p ≥ 1; let real λ = log2(1 + 2
−p), and s be a real number such that
1 + λ ≤ s ≤ 2p. Let’s evaluate ζ(s) by equation (2) to precision 2−n wherein n is a natural number
for such s.
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2.1 Evaluation of v(s)u(s)
Because
s ≥ 1 + λ,
2s ≥ 21+λ,
2s−1 ≥ 2λ,
21−s ≤ 2−λ, and
1− 21−s ≥ 1− 2−λ,
(3)
we have
v(s) =
1
1− 21−s
≤
1
1− 2−λ
=
=
2λ
2λ − 1
=
1 + 2−p
2−p
=
= 1 + 2p < 22p.
Further, we have
u(s) = (1− 21−s)ζ(s) ≤ C1
wherein C1 is a constant (this fact follows from the estimations in paragraph 2.2.3).
Therefore, to evaluate ζ(s) by equation (2) to precision 2−n, it is sufficient to evaluate v(s) and
u(s) to precision 2−n1 wherein n1 ≥ n+ C2(p) (C2(p) is a constant that depends on p).
To evaluate v(s) to precision 2−n1 , let’s use algorithm from [12–14] for the evaluation of function
(1+ x)h to precision 2−n1 ; for that, it is sufficient to evaluate s to precision 2−m1 for m1 = L1(n1, p)
wherein L1 is a natural function that is linear in its arguments (m1 is a natural number).
2.2 Evaluation of u(s)
Let’s evaluate function u(s) as follows:
1) evaluate f(q, s) to precision 2−n4 ;
2) evaluate g(k, q) to precision 2−n4 ;
3) evaluate
h(k, s)∗ =
k∑
q=0
(−1)qg(k, q)∗f(q, s)∗
wherein g(k, q)∗ and f(q, s)∗ are approximations of g(k, q) and f(q, s) accordingly to precision
2−n4 ; let 2−n3 is the precision of evaluation of h(k, s)∗;
4) evaluate
uι(s)
∗ =
ι∑
k=0
1
2k+1
h(k, s)∗;
let 2−n2 is the precision of evaluation of uι(s)
∗.
To evaluate f(q, s) to precision 2−n4 , let’s use algorithm from [14] for the evaluation of function
(1 + x)h to precision 2−n4 ; for that, it is sufficient to evaluate s to precision 2−m3 wherein m3 =
L3(n4, p, ⌈log2(q)⌉) wherein L3 is a natural function that is linear in its arguments (m3 is a natural
number).
To evaluate uι(s)
∗ to precision 2−n2 by the series summation, it is sufficient ot evaluate h(k, s)∗
to precision 2−n3 such that n3 ≥ n2 + 1.
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2.2.1 Evaluation of g(k, q)
Let’s write g(k, q)−1 as follows:
g(k, q)−1 = ω(k, q) =
q∏
τ=1
bτ =
=
q∏
τ=1
q − τ + 1
k − τ + 1
.
Let’s evaluate ω(k, q) in a loop for τ ∈ [1..(q − 1)]; at each step of the loop, let’s evaluate
ω(k, τ)∗b∗τ+1
(ω(k, 1)∗ = b1) wherein ω(k, τ)
∗ is an approximation of ω(k, τ) to precision ǫτ , b
∗
τ+1 is an approxima-
tion of bτ+1 to precision ǫτ ; ǫτ = 2
−m < 2−1 for a natural number m. Let’s round
ω(k, τ)∗b∗τ+1
to precision ǫτ by dropping the bits after binary point from q-th bit to the rightmost bit.
Using mathematical induction for τ ∈ [1..(q − 1)], let’s show that
ǫτ < 2
−3q+2τ
holds for each τ ∈ [1..(q − 1)] if we set ǫ1 ≤ 2
−3q.
Base case: τ = 1; in that case, we evaluate ω(k, 1)∗, which is equal to b∗1, to precision ǫ1 ≤ 2
−3q+2.
Inductive step: let |ω(k, τ)∗ − ω(k, τ)| ≤ ǫτ for τ ∈ [1..(q − 2)]. In that case,
|ω(k, τ + 1)∗−ω(k, τ + 1)| ≤
≤ |ω(k, τ)∗b∗τ+1 − ω(k, τ)bτ+1|+ ǫτ =
= |ω(k, τ)∗b∗τ+1 − ω(k, τ)
∗
bτ+1+
+ ω(k, τ)∗bτ+1 − ω(k, τ)bτ+1|+ ǫτ ≤
≤ |ω(k, τ)∗(b∗τ+1 − bτ+1)|+
+ |bτ+1(ω(k, τ)
∗ − ω(k, τ))|+ ǫτ <
< ǫτ + ǫτ + ǫτ <
< 4ǫτ
(here we use estimation ω(k, τ) ≤ 1). So, the following holds:
ǫτ+1 < 2
−3q+2τ+2 = 2−3q+2(τ+1);
in particular, ǫq < 2
−q. It means that it is sufficient to set k = nω + 1 and ǫ1 ≤ 2
−3q to evaluate
ω(k, q) to precision 2−nω .
And to evaluate g(k, q) = ω(k, q)−1 to precision 2−n4 , it is sufficient to set nω = Lg(n4), wherein
Lg is a natural function that is linear in its argument, because ω(k, q) ≥ 2
−k.
2.2.2 Evaluation of h(k, s)∗
Let’s evaluate h(k, s)∗ =
∑k
q=0(−1)
qg(k, q)∗f(q, s)∗ in a loop for q ∈ [0..k]. Because
h(k, s)∗ =
k∑
q=0
(−1)qg(k, q)∗f(q, s)∗ =
=
k∑
q=0
(−1)q(g(k, q) + ǫg)(f(q, s) + ǫf ),
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wherein ǫg ≤ 2
−n4 and ǫf ≤ 2
−n4 , we have
h(k, s)∗ = h(k, s) + ǫh =
= h(k, s) +
k∑
q=0
(−1)q(g(k, q)ǫf + f(q, s)ǫg + ǫgǫf ).
Further, because
g(k, q) ≤ 2k and f(q, s) ≤ 1,
the following hold:
|ǫh| ≤ (k + 1)
(
2k2−n4 + 2−n4 + 2−2n4
)
< 2C3k+C42−n4 .
It means that if n4 = C3k + C4 − n3 and if g(k, q) and f(q, s) are evaluated to precision 2
−n4 then
h(k, s)∗ is evaluated to precision 2−n3 .
2.2.3 Evaluation of u(s)
Let’s find a sufficient precision of the evaluation of u(s) using the following equation:
|∆(u; s)| = |uι(s)
∗ − u(s)| ≤
≤ |uι(s)
∗ − uι(s)|+ |uι(s)− u(s)|
wherein
uι(s)
∗ =
ι∑
k=0
1
2k+1
h(k, s)∗ and
uι(s) =
ι∑
k=0
1
2k+1
h(k, s).
Because
|uι(s)
∗ − uι(s)| ≤ 2
−n2 ,
the following estimation holds:
|∆(u; s)| ≤ 2−n2 + |uι(s)− u(s)|.
So, the rest is to estimate
Rι(s) = |uι(s)− u(s)| = v(s)
∞∑
k=ι+1
1
2k+1
h(k, s).
Let k is an odd natural number and k′ = (k mod 2) + 1; let
Dk,q(s) = g(k, q)f(q, s)− g(k, k − q)f(k − q, s).
Because g(k, q) = g(k, k − q), we have
|Dk,q(s)| = |g(k, q)f(q, s)− g(k, k − q)f(k − q, s)| =
=
∣∣g(k, q) ((q + 1)−s − (k − q + 1)−s)∣∣ =
= |g(k, q)dk,q(s)|.
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Further, because
(q + 1)−s ≤ 1,
(k − q + 1)−s ≤ 1, and
g(k, q) < 2k,
the following holds:
|dk,q(s, s)| < 1 and
|h(k, s)| ≤
k′∑
q=0
|Dk,q(s)| ≤
k + 1
2
2k
′
.
(the same is in the case of k is an even natural number). So,
Rι(s) = v(s)
∞∑
k=ι+1
1
2k+1
·
k + 1
2
2k
′
≤
≤ C52
2p2−2
−1ι
.
As a result, if we set ι = 4p+ 2n2 + C6 then
|∆(u; s)| ≤ 2−n2 + C52
2p2−2
−1(4p+2n2+C6) ≤
≤ 2−n2 + 2−n2 = 2−n2+1.
It means that it is sufficient to set n2 = n2 + 1 and ι = 4p + 2n2 + C6 to evaluate u(s) to precision
2−n1 .
3 Main result
As a result, to evaluate ζ(s) to precision 2−n for s ∈ [1 + λ, 2p], it is sufficient
1) to evaluate s to precision 2−m for m = Ls(n, p) wherein Ls is a natural function that is linear
in its arguments, and
2) to use Lprod(n, p) multiplications on Ls(n, p) digits numbers wherein Lprod is a natural function
that is linear in its arguments.
It means the following theorem holds.
Theorem 1. Real Riemann zeta function ζ(s) is in class FP//LINSPACEC[a,b] for any interval
[a, b] such that a = 1 + λ and b = 2p wherein λ = log2(1 + 2
−p) and p is a natural number, p ≥ 1.
Taking into account section 1.3, we conclude the following theorem holds.
Theorem 2. Real Riemann zeta function ζ(s) is computable in exponential time and exponential
space in p for any interval [a, b] such that a = 1+ λ and b = 2p wherein λ = log2(1 + 2
−p) and p is a
natural number, p ≥ 1.
4 FP//LINSPACE evaluation of complex function ζ(s)
on lines σ + it
It is known that complex Riemann zeta function ζ(s) is computable in time tǫ on lines σ+ it [18] for
any ǫ > 1 and fixed σ (algorithm from [18] uses a precomputation involving O(T
1
2 + ǫ) operations
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wherein t ≤ T +T
1
2 ) and is computable in time tC on line 1
2
+ it [17]. It means both real and complex
Riemann zeta function ζ(s) is exponential time computable in ⌈log2(t)⌉ using algorithms from [17,18].
The algorithm from the present paper modified in an obvious way to work with the complex
numbers can be used to evaluate complex Riemann zeta function ζ(s) for s = σ + it, σ 6= 1 (so, also
for the case of σ < 1), in polynomial time and linear space in n wherein 2−n is a precision of the
computation; the modified algorithm will be also polynomial time and linear space in ⌈log2(t)⌉ and
exponential time and exponential space in ⌈log2(σ)⌉.
To show it we need to prove computability of complex function f(s) = (1+x)s on lines s = σ+ it,
σ 6= 1, in polynomial time and linear space in ⌈log2(t)⌉ because all the results from section 2 hold
also for the evalutions with the complex numbers.
Let’s use the following equation:
e
x+iy = ex · eiy = ex (cos(y) + i · sin(y)) .
There are algorithms in [13, 14] for the evaluation of real functions sin(y) and cos(y) on arbitrary
interval [2−p, 2p], p ≥ 1, in polynomial time and linear space in p; that algorithms use additive
reduction of interval (subtracting approximate value of π to derive approximate value of y to be fit
in an appropriate interval). Therefore, we can evaluate function
(1 + x)s = exp(s · log(1 + x))
on arbitrary area σ ∈ [1+λ, 2p] and t ∈ [−2p, 2p], wherein λ = log2(1+2
−p) and p ≥ 1, in polynomial
time and linear space in p. So, complex function (1 + x)s is computable on lines s = σ+ it, σ > 1, in
polynomial time and linear space in ⌈log2(t)⌉; therefore, it holds for complex Riemann zeta function
ζ(s).
Now let’s consider the evaluation of complex function ζ(s) on lines σ+ it for σ ∈ [2−p, 1− λ] and
t ∈ [−2p, 2p], wherein λ = log2(1− 2
−p) and p ≥ 1.
Let’s evaluate ζ(s) by equation (2) to precision 2−n for such s wherein n is a natural number.
Let’s consider equation (3) for complex s and σ < 1:
|2s| = |2σ+it| = |2σ| ≥ |2−p|,
2s−1 ≥ 2−p−1,
21−s ≤ 21+p, and
1− 21−s ≥ 1− 21+p
(here | · | is the complex modulus); therefore
|v(s)| =
∣∣∣∣ 11− 21−s
∣∣∣∣ ≤ 11− 21+p .
All the further estimations should be the same as for the case of real function ζ(s).
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