Motivated by Kapranov's discovery of an L∞ algebra structure on the tangent complex of a Kähler manifold and Chen-Stiénon-Xu's construction of a Leibniz∞[1] algebra associated with a Lie pair, we find a general method to construct Leibniz∞[1] algebras -from a DG derivation A δ − → Ω of a commutative differential graded algebra A valued in a DG A -module Ω. We prove that for any δ-connection ∇ on B, the A -dual of Ω, there associates a Leibniz∞[1] A -algebra (B, {R ∇ k } k≥1 ). Moreover, this construction is canonical, i.e., the isomorphism class of (B, {R ∇ k } k≥1 ) only depends on the homotopy class of δ.
anti-symmetry assumption on multibrackets is dropped. In this note, we use the equivalent notion of Leibniz ∞ [1] algebras (see Definition 3.1) and study a particular method to construct Leibniz ∞ [1] algebras, which we call Kapranov Leibniz ∞ [1] algebras.
This method first appeared in [12] : Given a Kähler manifold X, Kapranov discovered an L ∞ algebra structure on Ω 0,•−1 X (T X ) via the Atiyah class α X , which plays an important role in his formalism of Rozansky-Witten theory. Kapranov's construction can be summarized as follows: Let ∇ be the Chern connection on the holomorphic tangent bundle T X . The curvature R ∇ ∈ Ω 0,1 X (Hom(S 2 (T X ), T X )) is a Dolbeault representative of the Atiyah class α X . Then on Ω 0,•−1 X (T X ), the L ∞ brackets {λ k } k≥1 are defined by:
X (Hom(S k+1 (T X ), T X )), for k = 2, 3, 4, ....
Kapranov's construction of L ∞ algebras is generalized in Chen, Stiénon and Xu's work [8] where the setting is a Lie algebroid pair (Lie pair, for short) (L, A). It is shown that the graded vector space Γ(∧ • A ∨ ⊗ L/A) admits a Leibniz ∞ [1] algebra structure ([8, Theorem 3.13]) via the Atiyah class of the Lie pair (L, A). The Atiyah class of Lie pairs encompasses the original Atiyah class [2] of holomorphic vector bundles and the Molino class [20] of foliations as special cases.
The construction of Leibniz ∞ [1] structure maps is analogue to that of Kapranov's original one on Kähler manifolds -First, we choose a splitting j : L/A → L of vector bundle L so that L ∼ = A ⊕ L/A. Second, choose an L-connection ∇ on L/A extending the A-module structure. Then the Leibniz ∞ [1] brackets {λ k } k≥1 on Γ(∧ • A ∨ ⊗ L/A) are determined as follows:
• λ 1 = d CE is the Chevalley-Eilenberg differential of the Bott representation of A on L/A.
• Define a bundle map R 2 : L/A ⊗ L/A → A ∨ ⊗ L/A via the Atiyah cocycle α ∇ L/A (see Section 2.3.2): R 2 (b 1 , b 2 ) = α ∇ L/A (−, b 1 )b 2 , ∀b 1 , b 2 ∈ Γ(L/A). The second structure map λ 2 is specified by
for all ξ 1 , ξ 2 ∈ Γ(∧ • A ∨ ) and b 1 , b 2 ∈ Γ(L/A).
• Define a sequence of bundle maps R k : (L/A) ⊗k → A ∨ ⊗ L/A, k ≥ 3 recursively by R n+1 = ∇R n , i.e.,
The k-th structure map is specified by
The construction of such Kapranov Leibniz ∞ [1] algebras needs a priori some extra choices (a splitting j of L and an L-connection ∇ on L/A). The authors loc. cit. posed a question in [8, Remark 3.19 ] -how does the Leibniz ∞ [1] algebra structure on Γ(∧ • A ∨ ⊗ L/A) depend on the choice of splitting data and connections?
The main goal of this note is to give the answer -Leibniz ∞ [1] algebra structures on Γ(∧ • A ∨ ⊗L/A) associated with different choices of j and ∇ are all isomorphic in the category of Leibniz ∞ [1] algebras (over Ω • A ). In other words, Kapranov Leibniz ∞ [1] algebras arising from Lie pairs are canonical (see Theorem (C) below, and Theorem 3.38).
We adopt an algebraic approach to achieve this goal. The algebraic notion we need is a DG derivation of a CDGA (commutative differential graded algebra) A valued in a DG A -module Ω (see Definition 2.4) . As an immediate example from complex geometry, consider a complex manifold X. The Dolbeault DG algebra A = (Ω 0,• X ,∂) is a CDGA. Let Ω = (Ω 0,• X ((T 1,0 X) ∨ ),∂) be the DG A -module generated by the section space of holomorphic cotangent bundle (T 1,0 X) ∨ . Then ∂ : A → Ω is a DG derivation of A .
A DG derivation of a CDGA captures the key ingredient, the Atiyah class, in the construction of Kapranov Leibniz ∞ [1] algebras in the Lie pair case (see Section 2.3.2 for details). Many known versions of Atiyah classes can be reinterpreted using these data as well. In this note, we explain the Atiyah class [19] of DG vector bundles with respect to a DG Lie algebroid via the associated DG derivation in Section 2.3.1.
We explain how Kapranov's original method and Chen-Stiénon-Xu's construction can be further generalized in the setting of a DG derivation A δ − → Ω. Consider the dual DG A -module B = Ω ∨ of Ω. First, one chooses a δ-connection ∇ on B, i.e., a map ∇ : B → Ω ⊗ A B that extends the δ-map (see Definition 2.9). Then one can define a sequence of degree 1 maps {R ∇ k : ⊗ k B → B} k≥1 as follows: 
is canonical, by which we mean that it does not depend on the choice of ∇, and only depends on the homotopy class of δ: Proofs of Theorems (A) ∼ (C) occupy Section 3. Before that, Section 2 consists of our conventions, notations, and introduction of the notion of twisted Atiyah classes. We will see that twisted Atiyah classes encompass Atiyah classes of Lie pairs and DG Lie algebroids as special cases.
Atiyah classes of CDGAs and their twists
Atiyah classes were first introduced by Atiyah [2] to characterize the obstruction to the existence of holomorphic connections on a holomorphic vector bundle. The notion of Atiyah classes have been developed in the past decades for diverse purposes (see [5-8, 10, 15, 16, 19] ). In this section, we recall Atiyah classes of commutative differential graded algebras defined by Costello [10] and introduce a twisted version of such Atiyah classes.
Throughout this paper, K denotes a base field of characteristic zero and graded means Z-graded.
A commutative differential graded algebra (CDGA for short) over K is a pair (A , d A ), where A is a commutative graded K-algebra, and d A : A → A is a degree 1, square zero derivation of A . We also write A for a CDGA without making its differential explicitly.
By a DG A -module, we mean a representation of the CDGA A on a cochain complex of Kvector spaces. Equivalently, it is a graded A -module E , together with a degree 1 square zero endomorphism ∂ E A , of the graded K-vector space E , called the differential, such that ∂ E A (ae) = (d A a)e + (−1) |a| a∂ E A (e), for all a ∈ A , e ∈ E . To work with various different DG A -modules, the differential ∂ E A of any DG A -module E will be denoted by the same notation ∂ A , unless otherwise specified. A DG A -module (E , ∂ A ) will also be simply denoted by E .
The DG A -module of Kähler differentials is, by definition,
and the differential ∂ A on Ω 1 A |K is uniquely determined by the relation:
for all a ∈ A , such that the algebraic de Rham operator d dR : A → Ω 1 A |K is a (degree 0) cochain map. We assume that Ω 1 A |K is projective as an A -module in the sequel.
A degree r morphism of DG A -modules, denoted by α ∈ Hom r DGA (E , F ), is a degree r A -module morphism α : E → F , which is also compatible with the differentials: (1) A connection on an A -module E is a (degree 0) map of graded K-vector spaces (2) Assume that E is a DG A -module. Given a connection on E ,
is a closed element of degree 1 which measures the failure of to be a cochain map. Its cohomology class
is independent of the choice of connections, and is called the Atiyah class of the DG A -module E .
The existence of connections on E is guaranteed if E is a projective A -module. Hence we make the following Convention 2.2. In this note, all A -modules are assumed to be projective. [19] or Section 2.3).
DG derivations and twisted Atiyah classes.
A key notion in this note is DG derivations defined below.
which commutes with the differentials:
Such a DG derivation is simply denoted by A δ − → Ω. • Let δ and δ ′ be Ω-valued DG derivations of A . They are said to be homotopic, written as δ ∼ δ ′ , if there exists a degree (−1) Ω-valued derivation h of A such that
An immediate example of DG derivations from geometry is the operator Ω 0,• X ∂ − → Ω 0,• X ((T 1,0 X) ∨ ) of a complex manifold X, which has already been explained in Section 1.
Another fundamental example is the Ω 1
A |K , which is universal in the following sense: For any generic DG derivation A δ − → Ω, there exists a unique DG A -module morphismδ : Ω 1 A |K → Ω such that the following diagram commutes:
, which is called the δ-twisted Atiyah class of E .
It follows immediately that twisted Atiyah classes are homotopy invariant:
Below we give a different characterization of the twisted Atiyah class At δ E . We need another key notion in this note -δ-connections, which can be thought of as operations extending δ.
satisfying the following Leibniz rule:
(2.10)
Remark 2.11. A connection as in Definition 2.1 induces a δ-connection ∇ as in Definition 2.9 via the following triangle
It follows that δ-connections always exist on projective A -modules. However, δ-connections do not necessarily arise in this manner. 
Proof. The first statement that At ∇ E belongs to Ω ⊗ A End A (E ) and is a cocycle can be verified by straightforward computations.
We prove second statement. Observe that the difference of two δ-connections is a degree zero element in Ω ⊗ A End A (E ). It follows that the cohomology class [At ∇ E ] is independent of the choice of δ-connections. So, we can use the particular δ-connection ∇ as in the commutative triangle (2.12), induced by a connection on E .
Since the mapδ
Passing to the cohomology, we have
If E is a DG A -module, then the associated δ-twisted Atiyah cocycle At ∇ E as in Proposition 2.13 could be viewed as a degree 1 element in Hom
The following proposition follows directly from Proposition 2.13 and Equation (2.15):
Then the δ-twisted Atiyah class At δ E vanishes if and only if there exists a δ-connection ∇ on E such that the associated twisted Atiyah cocycle At ∇ E vanishes, i.e., the map ∇ : E → Ω ⊗ A E is compatible with the differentials. In this case, for all ∂ A -closed elements b ∈ B and e ∈ E , ∇ b e is also ∂ A -closed.
2.3.
Atiyah classes of DG Lie algebroids and Lie pairs. In this part, we recall Atiyah classes of DG vector bundles with respect to a DG Lie algebroid defined in [19] and Atiyah classes of Lie pairs defined in [8] (see [9] for the equivalence of the two types of Atiyah classes for integrable distributions). Our goal is to show that both of them can be constructed as twisted Atiyah classes of CDGAs.
Differential graded Lie algebroids. A DG Lie algebroid can be thought of as a Lie algebroid object in the category of smooth DG manifolds.
Here is the precise definition. Choose a Lie algebroid L-connection ∇ E on the vector bundle E, i.e., a degree 0 K-bilinear map
Its cohomology class At
, which is independent of the choice of L-connections, is called the Atiyah class of the DG vector bundle E with respect to the DG Lie algebroid L [19] .
where Q L ∨ is induced from the differential Q L on L. The fact that δ L commutes with the two differentials Q M and Q L ∨ follows from (3) Let us recall the Atiyah class of the Lie pair (L, A) defined in [8] . First of all, there is a short exact sequence of vector bundles over M ,
Choose a splitting of Sequence (2.20), i.e., a vector bundle injection j : B → L, which determines a bundle projection pr A : L → A, such that
Using this splitting, one could identify L with A ⊕ B.
Secondly, for each
for all a ∈ Γ(A), b ∈ Γ(B) and e ∈ Γ(E). Here ∇ a comes from the A-module structure of E. The cohomology class
) does not depend on the choice of j and ∇ L , and is called the Atiyah class of the A-module E with respect to the Lie pair (L, A).
Here the degree convention is that Γ(B ∨ ) concentrates in degree zero.
Fixing a splitting j of Sequence (2.20), we construct an Ω
(2.21) As a degree zero derivation of Ω • A , δ j is fully determined by its action on generators of the algebra
A straightforward verification shows that δ j is compatible with the differentials and thus is an
Note that δ j depends on a choice of a splitting j of Sequence (2.20) . However, we have
, are all identical up to homotopy.
Proof. Given two splittings j and j ′ of Sequence (2.20), their difference is a bundle map j ′ −j :
It follows from direct verifications that
Proof. First of all, the spaces where the two Atiyah classes live are isomorphic, i.e.,
). According to Proposition 2.13, to find the twisted Atiyah class At δ j E , one may use a δ j -connection ∇ δ j on E , which is determined by its restriction on Γ(E):
This is equivalent to an L-connection ∇ L on E extending the given flat A-connection by setting 
. This identification defines a functorial transformation. In fact, when the DG derivation δ is fixed, the δ-twisted Atiyah class is a functorial transformation on H(DG A ) from the identity functor id to the tensor functor Ω ⊗ A −:
The following diagram commutes in the category H(DG A ):
Proof. Let us first show the non-twisted case. I.e., the following diagram commutes in H(DG A ):
In fact, this can be directly verified. We choose connections E and F , respectively, on E and F . For simplicity, they are both denoted by . Then 
The proof is easy and thus omitted. Combining the two propositions above, we have Theorem 2.30. With the same assumptions as in Propositions 2.25 and 2.29, the following diagram in H(DG A ) commutes:
Homotopy Leibniz algebras and proofs of main results
In this section, we explore the algebraic structures, which we call Kapranov Leibniz 3.1. Leibniz ∞ [1] algebras. We recall some basic notions of homotopy Leibniz algebras (c.f. [1, 8] ). In what follows, all tensor products ⊗ without adoration are assumed to be over K.
2)
for all n ≥ 1 and all homogeneous elements v i ∈ V , where sh(p, q) denotes the set of (p, q)-shuffles (p, q ≥ 0), and ǫ(σ) is the Koszul sign of σ.
of degree 0, K-multilinear maps, satisfying the following compatibility condition:
Note that in the above definition, the first component f 1 :
, called the tangent morphism, is a morphism of cochain complexes. We call the Leibniz
• ) a quasi-isomorphism (resp. an isomorphism) if f 1 is a quasi-isomorphism (resp. an isomorphism). In fact, there is a standard way to find its quasi-inverse (resp. inverse) f −1
, · · · , v σ(n−1) , w)) = 0, for all n ≥ 1 and all homogeneous vectors v 1 , · · · , v n−1 ∈ V, w ∈ W , where † σ j = |v σ(1) | + · · · + |v σ(j) | for all j ≥ 0.
for each n ≥ 1 and all homogeneous vectors v 1 , · · · , v n−1 ∈ V, w ∈ W . Here I j = {i j 1 < · · · < i j |I j | } ⊂ N (n−1) = {1, · · · , n − 1}, and
In this note, we are particularly interested in 
is called a quasi-isomorphism (resp. an isomorphism) if its tangent morphism f 1 is a quasi-isomorphism (resp. an isomorphism) of DG A -modules.
It can be easily verified that the quasi-inverse (resp. inverse) {f −1 k } k≥1 , when exist, are all Amultilinear.
Let us denote the category of Leibniz ∞ [1]
A -algebras by Leib ∞ (A ). It is a subcategory of the category of Leibniz ∞ [1] algebras over K.
There are analogous notions of modules of a Leibniz ∞ [1] A -algebra and their morphisms.
is a DG A -module and all higher structure maps {µ k } k≥2 are A -multilinear.
Kapranov Leibniz ∞ [1] algebras and modules. Given a DG derivation A
δ − → Ω of a CDGA A , let B = Ω ∨ be the dual DG A -module of Ω. In this section, we generalize Kapranov's construction of an L ∞ algebra structure [12] and Chen-Stiénon-Xu's construction of a Leibniz ∞ [1] algebra structure [8] . We will show that there exists a canonical Leibniz ∞ [1] A -algebra structure {R k } k≥1 on the DG A -module B such that R 1 = ∂ A and R 2 is the δ-twisted Atiyah cocycle At ∇ B of B with respect to a δ-connection ∇ on B. Moreover, if E is a DG A -module, then E carries a canonical (B, {R k } k≥1 ) A -module structure {µ k } k≥1 such that µ 1 = ∂ A and µ 2 is specified by the δ-twisted Atiyah cocycle At ∇ E of E with respect to a δ-connection ∇ on E (see Theorem 3.11). Here by saying that these structures are canonical, we mean they are unique up to isomorphisms in the category Leib ∞ (A ) of Leibniz ∞ [1] A -algebras (see Theorem 3.21) and are homotopy invariant (see Theorem 3.28).
Construction of Leibniz ∞ [1]
algebras. Let E be an A -module with a δ-connection ∇. For each homogeneous b ∈ B, there is a degree |b| derivation on the reduced tensor algebra T (E ) (over A ) defined by ∇ b (e 1 ⊗ · · · ⊗ e n ) = n i=1 (−1) |b| * i−1 e 1 ⊗ · · · ∇ b e i ⊗ · · · e n , for all homogeneous e i ∈ E , where * i = i j=1 |e j |.
Let E and F be two A -modules with δ-connections ∇ E and ∇ F , respectively. For b ∈ B and λ ∈ Hom A (E , F ), there associates the derivation
Let E = (E , ∂ A ) be a DG A -module. Choose a δ-connection on B and a δ-connection on E , both of them being denoted by ∇. There associates two sequences of degree 1 maps 
Proof. We only prove the first statement that (B, {R ∇ k } k≥1 ) is a Leibniz ∞ [1] A -algebra. The proof of the second one goes along the same line mutatis mutandis. The 2-bracket R ∇ 2 is the twisted Atiyah cocycles At ∇ B , which is certainly A -bilinear. By the recursive construction of higher brackets R ∇ k+1 (k ≥ 2) in Equation (3.9), they are all A -multilinear as well. So it suffices to verify that {R ∇ k } k≥1 satisfies Equation (3.2) . We argue by induction.
The n = 1 case follows from the fact that R ∇ 1 = ∂ A is a differential, and the n = 2 case follows from the fact that the δ-twisted Atiyah cocycle At ∇ B is a ∂ A -cocycle. Now assume that the identity (3.2) holds for some n ≥ 2, i.e.,
Consider the n + 1 case: We first compute
(3.13) Here we have used the recursive definition (3.9) in the first equality and Equation (2.15 ) in the second one.
Then the first summand in Equation (3.13) is,
by assumption (3.12)
Here in the last step we used the recursive definition of {R ∇ i }.
Meanwhile, the second summand in Equation (3.13) is 
, where x ∈ V, w ∈ W are, respectively, λ 1 and µ 1 -closed elements.
Hence, as a consequence of Theorem 2.30 and Theorem 3.11, we have the following (1) The (degree (−1) shifted) cohomology space H • (A , B[−1] ) is a Leibniz algebra, whose bracket −, − B is induced by the δ-twisted Atiyah class of B:
). A similar result holds for L ∞ algebra pairs [7] . However, it is not the case in general (see an example below). It is natural to ask when the Leibniz algebra structure in Corollary 3.17 could be refined to a Lie algebra structure. We will investigate this question somewhere else.
Example 3.19. Let LM be the category of linear maps [18] . A Lie algebra object in LM is a triple E ψ − → g, where g is a Lie algebra, E is a left g-module, and ψ is a g-equivariant linear map.
The g-equivariant map E ψ − → g gives rise to a DG derivation of C • (g): E[1] ). One can take the trivial δ-connection on B: It can be easily seen that higher structures R ∇ j = 0 for all j ≥ 3. So, in this case, the Kapra- E[1] ) is simply a DG Leibniz [1] algebra, or equivalently, E) is a DG Leibniz algebra. In particular, the subspace E is a Leibniz algebra, recovering the result in [18] .
By Corollary 3.17, there is a Leibniz algebra structure on the graded vector space H • (A , B[−1 
, whose bracket is given by
for all d CE -closed elements e 1 , e 2 ∈ C • (g, E). Here the last term ψ(−)(−) : Consider a sequences of degree 0 maps
where φ 1 = id B , and {φ k+1 } k≥1 are defined recursively as follows:
(3.20)
It is easy to verify that all the maps {φ k } k≥1 are A -multilinear. Proof. Since φ 1 = id B , it suffices to prove that {φ k } k≥1 defines a morphism of Leibniz ∞ [1] Aalgebras, i.e. Equation (3.4) .
We argue by induction. First of all, the n = 1 case is obvious, since
Now assume that Equation (3.4) holds for some n ≥ 1, i.e.,
We proceed to show that Equation (3.22 ) holds for (n + 1) inputs {b 0 , · · · , b n+1 } . For simplicity, we denote the left-hand side and the right-hand side of Equation (3.22) by LHS(b 1 , · · · , b n ) and RHS(b 1 , · · · , b n ), respectively.
We write LHS(b 0 , b 1 , · · · , b n ) = I 1 + I 2 + I 3 as the sum of three parts, where
by Equation (3.20) , and
by Equations (2.15) and (3.9) . Summing them up, we have
)) by Equations (2.15),(3.9),(3.20) Remark 3.25. The reason that we restrict to work in the category Leib ∞ (A ) of Leibniz ∞ [1] Aalgebras is as follows: If we treat (B, {R ∇ k } k≥1 ) merely as a Leibniz ∞ [1] algebra over K, it is always isomorphic to the trivial one (B, {∂ A , 0, 0, · · · }) (all higher brackets are zero). In fact, one can build a sequences of degree 0 maps
Although the maps {φ k } k≥2 are not A -multilinear, it follows from the proof of the above theorem that {φ k : B ⊗k → B} k≥1 defines an isomorphism of Leibniz ∞ [1] algebras from (B, {∂ A , 0, 0, · · · }) to (B, {R ∇ k } k≥1 ) (in the category of Leibniz ∞ [1] algebras over K).
The Kapranov Leibniz ∞ [1]
A -module structure in Theorem 3.11 (2) is also unique up to isomorphism. More precisely, assume that we have another δ-connection ∇ on E . Denote the Leibniz
To construct the desired isomorphism, we define a sequence {ψ k : B ⊗(k−1) ⊗ E → E } k≥1 of A -multilinear maps inductively by setting ψ 1 = id E , and
(3.26)
By a similar argument as that of Theorem 3.21, one can prove the following Proof. By definition, there exists a degree (−1) Ω-valued derivation h : A → Ω of A such that
We choose an h-connection on B, i.e. a degree (−1) linear map
For each δ-connection ∇ on B, it can be easily verified that
Define a family of A -multilinear maps g k : B ⊗k → B inductively by setting g 1 = id B , g 2 = 0, and
for all k ≥ 2. We prove that {g k } k≥1 is a morphism of Leibniz ∞ [1] algebras from (B, R ∇ ′ n ) to (B, R ∇ n ) by examining Equation (3.4) . In this case, it can be reformulated as the following equation
We proceed by induction: Equation (3.30) holds obviously when n = 1, 2. Assume that it is true for all k ≤ n for some fixed n ≥ 2. For all b i ∈ B, 0 ≤ i ≤ n, we compute the (n + 1) case as follows:
where the last summand, by definition, is
where * I j = |b I 1 | + · · · + |b I j |.
Applying Equation (3.32) and our inductive assumption, we get the following Equation via some tedious computations:
Meanwhile, we compute by defining Equation (3.29),
Combining Equations (3.33) and (3.34), we have
, · · · , b n )} by Eqn. (3.31) = (R ∇ ′ n+1 − R ∇ n+1 )(b 0 , · · · , b n ). Hence, Equation (3.30) holds for (n + 1). This completes the proof.
3.3. Functoriality. In this section, we prove that the assignment to each DG derivation the Kapranov Leibniz ∞ [1] algebra is functorial. A first observation is the following 
Proof. We define a sequence of A -multilinear maps f k : B ⊗k → B ′ recursively by setting
, for all k ≥ 1 and b i ∈ B.
By a similar approach as in the proof of Theorem 3.21, one can show that {f k } k≥1 is a morphism of Leibniz ∞ [1] A -algebras from (B, R ∇ k ) to (B ′ , R ∇ ′ k ). We finally consider another interesting application. Let X be a complex manifold and A = (Ω 0,• X ,∂) its Dolbeault DG algebra. Let Ω = (Ω 0,• X (T 1,0 X),∂) be the DG A -module generated by the smooth section space Γ(T 1,0 X) of the holomorphic tangent bundle T 1,0 X. Note that each holomorphic bivector field π ∈ Γ(∧ 2 T 1,0 X) determines an Ω-valued DG derivation of A , denoted by δ π , which is the composition
Here π ♯ is specified by the contraction along π from (T 1,0 X) ∨ to T 1,0 X.
In fact, π ♯ is a morphism of DG derivations of A (from A ∂ − → Ω 1,• X to A δπ − → Ω). It sends the Atiyah class α E ∈ H 1 (X, (T 1,0 X) ∨ ⊗End(E)) of any holomorphic vector bundle E to the δ π -twisted Atiyah class At δπ E ∈ H 1 (X, T 1,0 X ⊗ End(E)) of the associated DG A -module E = Ω 0,• X (E).
By Proposition 2.16, the δ π -twisted Atiyah class At δπ E measures the existence of holomorphic δ πconnections on E. In particular, if π a holomorphic Poisson bivector field, then (T 1,0 X) ∨ is a holomorphic Lie algebroid, and At δπ E measures the existence of holomorphic (T 1,0 X) ∨ -connections on E.
Applying Theorem 3.37, we have the following
