Abstract. This paper analyzes Davidson's method for computing a few eigenpairs of large sparse symmetric matrices. An explanation is given for why Davidson's method often performs well but occasionally performs very badly. Davidson's method is then generalized to a method which offers a powerful way of applying preconditioning techniques developed for solving systems of linear equations to solving eigenvalue problems.
1. Introduction. The Lanczos algorithm is a powerful technique for computing a few eigenvalues of a symmetric matrix A. If it is practical to factor the matrix (A-r) (which is the notation which will be used for the matrix (A-trI)) for one or more values of r near the desired eigenvalues, then the Lanczos algorithm can be used with the inverted operator and convergence will be very rapid. Otherwise the Lanczos algorithm can be used with the original matrix A but convergence can be very slow.
Slow convergence can also plague the conjugate gradients method for solving systems of linear equations which is an analog of the Lanczos algorithm. Convergence of the conjugate gradients algorithm can be accelerated by computing and using an approximate inverse (preconditioner) . Much work has been done developing effective preconditioning techniques ([3] , [5] , [8] , [1] ). Unfortunately preconditioning cannot be directly applied to eigenvalue problems. If the preconditioner multiplies both sides of the equation Az Az then the problem becomes a generalized eigenvalue problem which is no easier to solve. If only A is multiplied by the preconditioner, then the eigenpairs are changed.
One approach for using preconditioners on eigenvalue problems is to convert them to linear equation problems by using inverse iteration or the Rayleigh quotient iteration and then use preconditioned conjugate gradients (actually SYMMLQ [6] since the matrices involved will be indefinite). This approach was investigated by Szyld [9] . A different approach is Davidson's method [2] which can be interpreted as a method for using diagonal preconditioning in solving eigenvalue problems. This paper analyzes Davidson' s method from this point of view and then generalizes it to obtain a method which uses more powerful types of preconditioners. Davidson The new trial vector obtained by Davidson' s method is the correction which would be obtained by one step of the Jacobi method for solving the system of equations (A-O)x=O with yj as the initial guess for x. This looks a little strange since in general A-0 is not singular and the only solution to the system of equations is x 0. A more satisfying explanation of the algorithm is as follows. Let (y, 0) be the current approximation to the desired eigenpair. For a given coordinate i, the best improvement which can be made in y by perturbing its ith component can be determined by the Rayleigh-Ritz procedure. Let X be the n x 2 matrix with y as its first column and ei ( which is moderately but not exceptionally accurate. Table 2 .1 illustrates the behavior of the methods. The Ritz value for Davidson's method was accurate to 9 decimal digits at step 10 while the Lanczos value at step 10 was accurate only to 2 digits. This behavior is very similar to that reported by Davidson [2] . Note that the Lanczos algorithm has better global convergence than Davidson's method (better for the first five steps). to compress the spectrum of (A-0) so that it is centered on 1. For conjugate gradients, this is the goal in itself since the compressed spectrum will have a lower condition number and conjugate gradients will converge faster. For eigenvalue problems we are interested in how rapidly the Krylov subspace generated by N will contain good approximations to the desired eigenvector.
The dominant term in the convergence rate for Krylov subspaces depends on the gap ratio of the desired eigenvalue which measures the relative separation of the desired eigenvalue from the rest of the spectrum (see [7, p. 244]). Convergence to interior eigenvalues is also possible but usually implies earlier convergence to all of the eigenvalues on one side of the desired eigenvalue. Compression of the spectrum by itself is not sufficient to insure rapid convergence. Two additional conditions must be met:
1. The desired eigenvalue (the smallest eigenvalue of (A-0)) must be moved less than the rest of the spectrum so that the gap ratio of the desired eigenvalue is increased.
2. The preconditioning must not greatly perturb the desired eigenvector so that convergence to the eigenvector of N implies convergence to the desired eigenvector of A.
If the desired eigenvector is a coordinate vector, ei say, then ei is also an eigenvector of N(O) for all 0 and the second condition is satisfied. Unfortunately the diagonal preconditioning makes the corresponding eigenvalue exactly 1 which lies right in the middle of the compressed spectrum and so convergence is very slow. In the special case of a diagonal matrix A, all the eigenvalues of N are 1 and the method breaks down. the generalized algorithm will be referred to as the GD algorithm.
As before, the effectiveness of the GD algorithm depends on the nature of the operator N (M-0)-I(A 0). If M A then N is the identity matrix and the method breaks down Oust as ordinary Davidson's method fails when A is a diagonal matrix).
Otherwise the same two conditions on N for Davidson's method must also be satisfied here. 0 is chosen so that the desired eigenvalue of A-0 is near zero. This in turn means that the preconditioning is likely to compress this eigenvalue less than the others and leave it better separated than before. It is this tendency which makes the method successful.
The GD algorithm was applied to Example 1 using the preconditioner (T-0) -1 where T is the tridiagonal part of A. As can be seen from As before, for all values of 0 near the desired eigenvalue there is a well separated eigenvalue of N(O) with a corresponding eigenvector which is nearly parallel to the desired eigenvector of A. The extremely rapid convergence obtained with the tridiagonal preconditioner is due to more than just the increased gap ratio. For all values of 0 near the desired eigenvalue, the spectrum of N(O) with tridiagonal preconditioning consists of a cluster of 18 eigenvalues within l e-16 of 1 and two other eigenvalues symmetrically located around 1 As can be seen from the tables, this modification significantly improves the global convergence of the algorithm and does not require a particularly accurate value for 7. Conclusions. The success of Davidson's method on some types of eigenvalue problems shows the potential power of diagonal preconditioning. Generalizing Davidson's method allows for more powerful preconditioners to be used which makes the method effective for a much wider class of matrices. Using (M-tr) -1 instead of (M-0) -1 as the preconditioner shows that it is possible to force global convergence to a particular eigenvalue. If the formation of a matrix-vector product is very cheap then the overhead required in the GD algorithm will not be cost effective, but if the matrix-vector product is expensive then the GD algorithm will significantly reduce the number of matrix-vector products required and thus will be significantly cheaper than the Lanczos algorithm.
