Mixed orthogonal arrays of strength two and size s mn are constructed by grouping points in the finite projective geometry . can be partitioned into  
and 1024 are obtained by using PG (7, 2) , PG (8, 2) and PG (9, 2) 
Introduction
Orthogonal arrays of strength two are used as orthogonal main-effect plans in fractional factorial experiments. In an orthogonal main-effect plan, the main effects of each factor can be optimally estimated assuming the interactions of all factors are negligible. Let [1] [2] [3] . Mixed orthogonal arrays were introduced in [4] , and they have drawn the attentions of many researchers in recent years. Methods for constructing mixed orthogonal arrays of strength two have been developed in [5] [6] [7] [8] [9] , and many other authors. These methods use Hadamard matrices, difference schemes, generalized Kronecker sums, finite projective geometries, and orthogonal projection matrices. We refer to [10] for more constructions and applications of orthogonal arrays.
The method of grouping was used in [11] to replace three two-level columns in symmetric orthogonal arrays by one four-level column for constructing mixed orthogonal arrays having two-level and four-level columns. A systematic method [12] was developed for identifying
and the orthogonal array is called tight if the equality holds. Orthogonal array power. Mixed orthogonal arrays of strength t were constructed by using mixed spreads of strength t in finite geometries in [13] . This method was also independently discovered in [14] 5 ) were constructed in [13] . However, the method is restricted to constructing mixed orthogonal arrays with the number of levels in each column a power of 2. In this paper, we shall use finite projective geometries to develop a general procedure for constructing more mixed orthogonal arrays. Moreover, the procedure allows us to construct mixed orthogonal arrays with the number of levels in each column a power of any given prime number. We start with a symmetric orthogonal
, and then construct mixed orthogonal arrays by replacing a group of columns with another group of columns. Our grouping method uses properties of finite projective geometries, which is different from the grouping method in [6] . Hence we are able to obtain some new series of mixed orthogonal arrays.
Geometric Orthogonal Arrays
For r ≥ 1 and s a prime power, let denote the -dimensional finite projective geometry over the Galois field GF(s). A point in is denoted by an r-tuple 
points which e linear combinations of t ar independent points. A spread ℱ of -flats of is a set of -flats which partition . It is known [15] that there exists a spread ℱ of -flats of if and only if t divides r.
, s if it partitions and at least two flats in ℱ have different dimensions. Mixed spreads are useful for constructing mixed orthogonal arrays of strength two. Specifically, we give the following theorem for constructing an orthogonal array from a (mixed) spread. The theorem is the special case of strength two of Theorem 2.1 [14] in finite projective geometry's language. We now describe the procedure to construct the orthogonal array in Theorem 1. For , let G i be an r × t i matrix such that the t i columns are any choice of t i independent points of the -flat F i . Let G be the [1, 9, 13, 16] . Examples of geometric orthogonal arrays are:
3) if r ≥ 2t; and
Main Results
It is proved in Lemma 12 [13] 
-flats of then their union can be regrouped into 2 n -1 disjoint 1-flats. Hence three 
, we can, by Theorem 1, construct an
-flats in the spread such that their union can be
can replace the corresponding
. By repeating this process, many orthogonal arrays can be obtained. First we would like to establish a one-to-one corre-
) and let the minimum polynomial of be
The companion matrix of the minimum polynomial is an n × n matrix
If ω is a primitive element of , then are the s n elements of . The elements of can be represented by n × n matrices with entries from GF(s). The element ω i is represented by W i , and the elements 0 and 1 are represented by the zero matrix and the identity matrix respectively. Denote the matrix representation of an element x in
which consists of points that are linear combinations of row vectors of the n × mn matrix
. This establishes a one-to-one corre-
-flats in and the 
over GF (2) . Hence it is important to specify the correct coordinates when a  
is mentioned. Also we note that it is pos- 
Proof. Let the coordinates of the    
consists of points which are the rows of the
, where W(x) is the n × n matrix representation of x. We can verify that for each
, the set of     
 -1 t over GF(s).
Let P ij be the point in with the ith row of M j as its coordinates. The
The three points of S 1 correspond to the three 2-flats in PG (5, 2) which are rows of the following three matrices M 1 , M 2 , and M 3 respectively.
array of points has the following properties: (2) in PG (1, 16) , then each of the 7 points in the 2-flat over GF (2) corresponds to 15 points in PG (7, 2) . The 105 points in PG (7, 2) corresponding to the 2-flat over GF (2) in PG (1, 16) can be arranged into a 15 × 7 array such that each row is a 2-flat and each column is a 3-flat. Since a 3-flat can be partitioned into five 1-flats, the 15 × 7 array of points can be partitioned into five 3 × 7 subarrays such that each column is a 1-flat and each row is a 2-flat. Also, consider a 15 × 3 subarray of the 15 × 7 array such that each row is a 1-flat. We can select a 7 × 3 subarray such that each column is a 2-flat. Each of the remaining eight rows is a 1-flat. Hence the 15 × 3 subarray can be partitioned into three 2-flat and eight 1-flats. Therefore, these 105 points can be grouped into: 1) 3-flats and 5i 1-flats for ; 2) 2-flats and 7i 1-flats for ; or 3) four 3-flats, three 2-flats, and eight 1-flats. . Each point of PG (1, 16) corresponds to a 3-flat in PG (7, 2) , and the seventeen 3-flats partition PG (7, 2) . We can construct an L 256 (16 17 ) by Theorem 1. Let  We can verify that S 1 , S 2 , and S 3 are disjoint 1-flats over GF (2) in PG(1, 8) . The 3 × 3 matrix representation W of ω and the 7 × 3 matrix L given in the proof of Theorem 2 are 7  9  2  12  4  5  8  8  2  10  11  1   1, , , 12  3  2  4  10  5  9  8  13  10  8  2   1, , , 
We can verify that S 1 and S 2 are disjoint 2-flats and are disjoint 1-flats over GF (2) in PG(1, 16) . 6 l arrays. Let let the m × 1 5 Moreover, S 1 , S 2 , and T 1 partition PG (1, 16 
are three disjoint 1-flats over GF (2) in PG (1, 8) . □ Example 4. Let ω be a primitive element of GF (16) GF(4) with ω 4 = ω + 1, and let α be a primitive element of with α 2 = α + 1 and matrix representation W given in Example 3. The 17 points of PG (1, 16) can be partitioned into the following flats over GF (2) : 
. From the proof of Theorem .6 [15] , if m and n are relatively prime then S is an
, and by Theorem 2 it can be re- 
Proof. If d is the greatest common divisor of m and n, then 
The following theorem gives a set of s -1 disjoint
, where ω is a primi-
Proof. T flats over GF(s) in PG
).
i is a set of 
is a set of s -1 disjoint (n-2)-flats over GF(s) in PG (1, s n ). Then for each T i  we replace the corresponding
G (2) in ( ) i er owever, we do not have a method to find more than s-1
The following theorem gives an n-flat over GF(s) in PG(2, s n ). The proof is omitted since it is similar to that of Theorem 5. 
