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Abstract
We study algorithms for approximation of Feynman-Kac path integrals in the worst case setting. The algorithms use a nite number of samples of the initial condition and potential functions. We present a new algorithm and an explicit bound on its cost to compute an "-approximation to the Feynman-Kac path integral.
We also establish bounds on the worst case complexity of Feynman-Kac path integration. The upper bound is equal to the cost of the new algorithm, and is given in terms of the complexity of a certain function approximation problem. The lower bound is given in terms of the complexity of a certain weighted integration problem. For some classes of functions, these two bounds coincide modulo a multiplicative factor. In this case, the new algorithm is almost optimal.
The new algorithm requires precomputation of some real coe cients that are combinations of multivariate integrals with special weights. This precomputation is di cult and limits the application of the new algorithm. We report the results of the precomputation for speci c cases.
Introduction
Path integrals are de ned as integrals over an in nite dimensional space with respect to a probability measure. For the space C of continuous functions and the Wiener measure w, path integrals are called Wiener integrals. Wiener integrals play a major role in many areas including quantum physics and chemistry, di erential equations and nancial mathematics.
The example of a Wiener integral is given by the famous Feynman-Kac path integral which gives the solution of the following heat equation: @ z @ t (u; t) = 1 2 @ 2 z @ u 2 (u; t) + V (u) z(u; t); (1) z(u; 0) = v(u); (2) where u 2 IR, t > 0, V is a potential function, and v is an initial condition function. Then V (x(s) + u) ds w(dx): (3) Approximate evaluations of Wiener integrals was initiated by Cameron 5] . The reader may nd many papers on this subject in 7] . Additionally, this subject has been studied in 6, 9, 11] . A typical approach is to replace the continuous function x by x 1 1 + +x n n for some continuous functions i and real numbers x i , i = 1; 2 : : : ; n. Then the Feynman-Kac path integral is approximated by a multivariate integral over the space IR n . With a proper choice of the functions i , the error goes to zero as n tends to in nity. For instance, Chorin 6] and Hald 11] proved that the error is of order n ?2 assuming that v = 1 and V is four times continuously di erentiable.
In this way, the approximate computation of the Feynman-Kac path integral can be reduced to the approximate computation of an integral over the whole space IR n . The cost of computing the integrand value of the n-dimensional integral is proportional to n. This integral is usually computed by a Monte Carlo algorithm with, if possible, variance reduction.
The randomized error of the Monte Carlo algorithm is of order k ?1=2 , where k denotes the number of computed integrand values. The total cost is then proportional to n k.
We add that the order of convergence of the Monte Carlo algorithm cannot be signi cantly improved. Indeed, Bakhvalov 4] proved that the minimal randomized error is of order k ?(r=n+1=2) , where r denotes the smoothness of the integrands. Since n is usually much larger than r, the minimal randomized error is roughly of order k ?1=2 .
Suppose we want to compute an approximation with error ". This can be achieved by using Chorin's algorithm (for v = 1 and four times continuously di erentiable functions V ) with n = O(" ?1=2 ), and k = O(" ?2 ). The total cost 1 is n k which is of order " ?2:5 .
In this paper, we propose a di erent approach for approximation of Feynman-Kac path integrals. Instead of reducing (3) to multivariate integrals, we consider algorithms that make a most e cient use of values of v and V at a nite number of points, and of some other real coe cients independent of v and V . Furthermore, we are interested in the worst case setting.
That is, unlike in the setting of Monte Carlo algorithms, we do not allow randomization, and compute v and V at deterministically chosen points. In the worst case setting, the error and cost of an algorithm are de ned by its worst performance over all functions v and V from a given class.
It is natural to ask what is the worst case complexity of Feynman-Kac path integration.
The worst case complexity is de ned as the minimum of the number of the values of v and V plus the number of arithmetic operations needed to compute an "-approximation to the In particular, we ask whether the bound " ?2:5 for the randomized case setting for four times continuously di erentiable functions 2 can be improved. As we shall see, even though we switch to the worst case setting, there exists an algorithm which computes an "-approximation at cost of order roughly " ?0:25 and the worst case complexity is of the same order. Hence, the exponent of " ?1 is an order of magnitude smaller, i.e., we gain an exponential reduction in the cost. We stress however that our proofs require an additional assumption that the functions v and V decay su ciently fast.
Before we state our results more precisely, we note that by shifting the initial condition and potential functions, we may, without loss of generality, assume that the space parameter u = 0 in (3). Furthermore, as in 6, 11], we consider in this paper a slight generalization of the Feynman-Kac path integrals by changing the exponent function to a function H. 1 The heat equation (1) can also be approximated by using the classical approach of nite di erences. It is known that if the solution z is twice continuously di erentiable with respect to the time variable t and four times continuously di erentiable with respect to the space variable u (which holds if v and V are four times continuously di erentiable) then the solution z(u; t) can be approximated with error " and with the total cost of order " ?2 . Note that the nite di erence approach yields a deterministic algorithm and the worst case assurance of its error. Hence, the nite di erence algorithm seems a little better than Chorin's algorithm. However, Chorin's algorithm can be applied to the equation (4) with an arbitrary smooth H whereas the nite di erence algorithm requires H(u) = exp(u). 2 Or the bound " ?2 for the worst case setting with the nite di erence approach and H restricted to exp.
Unlike in 6, 11], we assume that H is an entire function. 3 That is, we study approximate
for various functions v and V from a given class, and for a xed positive t.
Observe that S is a functional which depends linearly on the function v, and, in general, non-linearly on the function V . The non-linear dependence on V is especially important.
We assume that v and V belong to a normed linear space F of functions de ned over IR. We want to compute an "-approximation to S(v; V ) for all v and V from F that are uniformly bounded in the norm of the space F. We stress that we do not need to specify the space F. That is, speci c results depend on F, but our analysis is valid for any space F.
For a given space F, we present a new algorithm A " which computes an "-approximation of the Feynman-Kac path integral S given by (4) . It is based on Smolyak's algorithm for multivariate tensor products, see e.g., 19]. The algorithm A " uses the values of v and V at deterministically chosen points derived from a certain weighted approximation problem for the class F. More precisely, we approximate v (and V ) by linear combinations v(t 1;" )g 1;" + : : : + v(t n;" )g n;" , where the sample points t i;" and the functions g i;" are chosen in a special way.
The algorithm A " depends polynomially on the computed values of v and V . The degree of this polynomial depends on ", and slowly goes to in nity as " tends to zero. The need to use a non-linear algorithm is not surprising since the original problem is non-linear in V .
We provide an explicit bound on the cost of the algorithm A " . By the cost we mean the total number of the computed function values of v and V plus all arithmetic operations needed to compute A " (v; V ). The essence of this bound is that the cost of A " is roughly the same as the cost of approximating the functions v and V from the class F to within ". In this way, we prove that the Feynman-Kac path integration problem is not essentially harder than the corresponding approximation problem.
We illustrate the behavior of the algorithm A " for various subclasses of C r (IR). For these subclasses, the cost of A " is roughly of order " ?1=r . Furthermore, the algorithm A " is now almost optimal. This should be compared to the cost of order n " ?2 when the classical Monte Carlo algorithm is used, where n, as before, denotes the dimension of the reduced multivariate integral. Hence, despite the use of the worst case setting, we have a big improvement.
The algorithm A " requires the precomputation of certain real coe cients which are given as some weighted multivariate integrals. These coe cients are independent of the functions 3 If H is not entire but smooth one may replace H by a polynomial P which approximates H such that jH(u) ? P (u)j " (u); 8 u 2 IR, where the weight is, for example, equal to (u) = exp(u).
v; V 2 F, but they depend on the global parameters of the Feynman-Kac path integration problem such as ", H, t, and the class F. The total number of them is roughly equal to the cost of the algorithm A " , and it goes to in nity as " tends to zero. Observe that any implementation of the algorithm A " can use these coe cients as built in elements (constants), hence the precomputing does not count in the cost analysis of A " .
The precomputing relies on calculation of a large number of multivariate integrals. Hence it is not surprising that it itself is a di cult task. We did three di erent precomputings for classes F of functions of regularities r = 1; 2; and 4. We used Monte Carlo to calculate the integrals. The precomputed coe cients were evaluated with error of order 10 ?4 , see Section 5. This obviously limits the application of the algorithm A " to a relatively large ". We believe that the precomputing of these coe cients requires the design of a special algorithm that takes a full advantage of the speci c form of the weighted multivariate integrals to be calculated. Unless we have such an e cient algorithm, the practical use of A " will be most likely restricted to moderate accuracy ". However, if one is interested in rapid approximation of many path integrals with a moderate accuracy then the precomputing is not an issue and the algorithm A " can be used very e ciently.
In this paper we also study the worst case complexity of Feynman-Kac path integration.
The upper bound on the complexity is obviously supplied by the cost of the algorithm A " . As already mentioned, this upper bound is given in terms of a certain approximation problem. We establish a lower bound by showing that Feynman-Kac path integration is not easier than a certain weighted scalar integration problem. The weight is now a one-dimensional Gaussian, (2 t) ?1=2 exp(?u 2 =(2t)), and the weighted integration problem is considered again for the class F.
Hence, if the weighted approximation and integration problems for the class F have essentially the same complexity then we have tight bounds on the complexity of FeynmanKac path integration. This is the case, modulo multiplicative factors, for various subclasses of C r (IR) for any r. For r = 0, the weighted integration problem has in nite complexity for small ", and so does Feynman-Kac path integration. For r 1, all three complexities are essentially of order " ?1=r . In this case, the algorithm A " is almost optimal.
Finally we stress that, although Feynman-Kac path integration is non-linear, we bound its complexity by the complexities of two linear problems. From below, it is bounded by weighted integration, and from above by approximation. This is essential since it allows us to use the complexity theory of linear problems, see, for example, 13, 14, 15, 17] for integration and 14, 17] for approximation. What is perhaps even more striking, both weighted integration and approximation are one-dimensional problems although Feynman-Kac path integration involves integrals over an in nite dimensional space. Let F be a normed linear space of functions de ned over IR. The norm of F will be denoted by k k F . We assume that for every u 2 IR the function evaluation functional L u (f) = f(u) is continuous, i.e., it has a nite (operator) norm kL u k F .
We need an additional assumption that relates the Wiener measure w, the function H, and the space F. Namely, we assume that for any positive t and a we have Z C kL x(t) k F H a Z t 0 kL x(s) k F ds w(dx) < 1: (6) Note that (6) holds if kL t k F = O(t ) with < 2 as t tends to in nity. Indeed, in this case the integrand in (6) 
Hence (6) We are ready to de ne our problem. For v; V 2 F and a xed positive t we want to
Observe that the operator S : F 2 IR + ! IR is well de ned. Indeed, due to jv(u)j kvk F kL u k F , we have
Hence, the integral in (9) exists and is nite due to (6).
The operator S is given by a path integral, i.e., by an integral over the space of continuous functions. In general, S is non-linear.
As already mentioned in the introduction, for H(u) = exp(u), (9) is the famous FeynmanKac formula for the solution of the heat equation with the initial condition v and the potential function V , see e.g., 1, 8, 12] . This is why we call (9) ] for a precise de nition. Obviously, the complexity comp(") depends on all the parameters of the problem, i.e., on the function H and its bound H given by (5), on the parameter t and on the class F, as well as the norm bounds and V. To stress the dependence on the class F, we will write comp(") = comp("; F).
New algorithm
In this section, we derive a new algorithm for approximating Feynman-Kac path integrals.
We analyze its error and estimate the cost needed to compute an "-approximation. The optimality properties of this new algorithm will be established in the next section.
We begin with expanding the function H in (9) . We have
with t = t 1 ; t 2 ; : : : ; t d ]. The inner integrand is a symmetric function of t i 's and, hence,
Set t 0 = z 0 = 0, t d+1 = t, and z j = x(t j ) for j = 1; : : : ; d + 1. Using a well known fact on the distribution of the random vector z = z 1 ; z 2 ; : : : ; z d+1 ] 2 IR d+1 , we get
where
g 1 (z 1 ) = exp (?z 2 1 =(2t)) ( by the error for the function f d . Due to linearity of the corresponding algorithms, this will result in increasing the error bound " by multiplying it by the norm of f d , i.e., instead of ", the error will be bounded by "kvk 
The number n("; d) of function evaluations used by A ";d is bounded by n("; d)
for some numbers i , and a positive , see 19] . We have a + = maxfa; 0g, and by convention, the right-hand side of (15) equals 0 " ? when d = 1. We stress that the numbers i and do not depend on " and d, and they are fully determined by the approximation problem for the class F. The essence of (15) (17) From (14) and Lemma 1, we get (19) and (20) Due to (18) and (20) we conclude
as claimed.
We now estimate the cost of the algorithm A " . We need to compute " d ;d (v; V ) given by (17) and (11) Since the last series is convergent, C(") = O " ? , as claimed. 2 
Complexity
In this section, we analyze the worst case complexity of Feynman-Kac path integration. We obtain bounds on the complexity by relating Feynman-Kac path integration to some speci c approximation and integration problems over IR.
We begin with an upper bound. We assume that the functions f 2 F can be approximated in the space L 2 (IR) with order p > 0 by using values of f. That is, there is a sequence fA n g n of algorithms, each of the form A n (f) = The sequence fA n g n of algorithms may serve as a basic step in constructing the algorithms A ";d of (13) as explained in 19] . In fact, the parameter of (15) can be set to = 1=p for any p satisfying (24). Theorem 1 states that the cost of the algorithm A " is bounded by K(")" ? with K(") = O(" ? ). Obviously, the cost of the algorithm A " is an upper bound on the complexity of Feynman-Kac path integration. Since p can be arbitrarily close to p , we get the following upper bound. For some spaces F, we have p = q , and the exponents of the lower and upper bounds almost coincide. In this case, the algorithm A " given by (19) is almost optimal. We now present examples of such spaces F.
Example 4 Let F be the Banach space of Example 1 with the functions 1 ; 2 de ned by (7) . Let g(x) = f(x) 1 (x). Then kfk F = kg (r) 2 k Lp(IR) . Suppose we approximate f by U which uses the values f(x i ) for i = 1; 2; : : : ; n. We have
where U 1 (x) = U(x) 1 (x). This shows that L 2 -approximation for the functions f is equivalent to weighted L 2 -approximation with weight ?2 1 (x) for the functions g. Similarly, for integration, we obviously have the exponent q r since r is the exact exponent for integration over a nite interval. As before, for increasing faster than polynomials we have q = r.
Thus, for spaces F with increasing faster than any polynomial, the complexity of Feynman-Kac integration is again roughly " ?1=r . 2 5 Implementation Remarks
In this section, we discuss implementation of the Feynman-Kac path integration algorithm A " of Section 3. The algorithm A " produces an "-approximation to the solution S(v; V ). Since S is nonlinear, it is not surprising that A " is also non-linear. In fact, the algorithm A " is a polynomial in the values of v and V at sample points. When we estimate the cost of A " , we assume that the coe cients of this polynomial are precomputed. For xed ", H, t, , V, and the class F, this can be done, at least theoretically, since the coe cients of A " are independent of the functions v and V which vary through the balls of the class F. for some speci c (tensor product) functions g i;";d , see (13) , and weights g d (z) given by (12) . We need a i;";d for all i = 1; 2; : : : ; n("; d) and a few d. The total number of needed a i;";d is P 1 d=1 n("; d). As already mentioned in Section 3, n("; d) goes super-exponentially fast to zero and only a few terms of the last series are not zero.
Clearly, we do not need the exact values of a i;";d . It is enough to know them approximately. However, the required accuracy of the coe cients depends on " and increases as " decreases.
The precomputation of the coe cients a i;";d with large precision may be di cult. Indeed, let us rst observe that each a i;";d is a linear combination of some multivariate weighted 
for di erent indices i and j, where i k ;j k are some basis functions used in the one-dimensional approximation (23). Even for moderate d, the computation of (30) with large precision is a di cult task. Precomputing should be done with higher precision than the desired precision of the nal approximation to S(v; V ). For instance, if we want the nal approximation with precision 10 ?3 , we must have the coe cients a i;";d with precision 10 ?4 or even higher, and hence the number of integrals to be precomputed can be huge. Thus, in addition to the errors occurring when approximating the path integral, we have another source of possible errors which is due to inexact precomputation.
We experienced all these di culties when implementing the algorithm A " . As the onedimensional approximations we took piecewise polynomials of order 0, 1, and 3, which are (almost) optimal for L 2 -approximation for many spaces F including those of Example 2 with regularity r = 1; 2; 4, correspondingly (see also Example 5).
In our implementation, the one dimensional sample points were chosen as the points dividing the real line into the intervals of equal Gaussian (standard) measure. We calculated the integrals I i; j by using the classical Monte Carlo with respect to t and z.
We present sample results for one precomputing for each r. We set t = 1, the upper bound on d was taken as d max = 6 and the number n(d) of points in approximation of f d was equal to 511, 769, 1023, 769, 351, 545, 127 for d = 0; 1; 2; 3; 4; 5; 6, respectively. This corresponds to precomputation of 10375 integrals (30) of dimensions 1; 3; 5; 7; 9; 11; 13. For each integral (30), we used Monte Carlo with 10 7 sample points. The calculations were performed on the IBM POWER PC 604 computer, and it took about two weeks of CPU time (for each r) to complete the precomputing. The precomputing described above was then used in an implementation of A " and applied for various functions v and V . We present two series of tests, for v and V with known and unknown exact solutions S(v; V ; t). In the latter case, we ran a version of Chorin's algorithm for many sample points, see Chorin 6] or Hald 11] , and treated the results of Chorin's algorithm as an exact solution.
We stress that if the precomputing were exact, Chorin's algorithm would be inferior to our algorithm, at least for functions from classes of Example 2, as explained in Introduction.
In particular, with the precomputing above, A " uses only 511 values of v and V , and for v = 1 this number even reduces to 127 values of V . Hence the running time of A " is almost negligible. Chorin's algorithm in turn uses nk values, where n is the number of discretization points and k is the number of Monte Carlo points. On the other hand, Chorin's algorithm does not require any precomputing and hence it can give more accurate results provided n and k are chosen large enough. The maximal accuracy obtained by Chorin's algorithm was about 10 ?4 (which agrees with theoretical properties of Monte Carlo), and to get this we needed one/two hours of CPU time. With the use of precomputed coe cients, the same accuracy can be obtained by A " in less than one second.
In all the tests we assume H(z) = exp(z) and t = 1. 
Test 2 (unknown solutions)
We set v(x) = V (x) = exp(p x 2 ) where p is a parameter. The larger p, the larger the norm of v and V , so that the di culty of the problem increases with p.
As for the previous tests, we do not see any signi cant di erence between the errors for r = 2 and r = 4. Once more, this is an indication that the accuracy of precomputing is not su cient for r = 4.
We want to stress that the results reported below need not be very conclusive due to the fact that Chorin's algorithm is nondeterministic and we only know that its expected error is not smaller than 10 ?4 . Observe that for tests with unknown solutions we use v and V from the class of Example 2, in which case the theoretical complexity is roughly proportional to " ?1=r . However, the bounds on the norms increase with p, and therefore the errors are larger for larger p. We also applied other than Monte Carlo algorithms for computation of integrals (30), including some deterministic algorithms, but we haven't obtained qualitative better results. For instance, we used a version of Smolyak's algorithm. This algorithm requires a tensor product form of the weight. It can be achieved by a change of variables, but then the transformed integrand becomes a non-Lipschitz function. Our computations con rmed the di culty of dealing with non-Lipschitz functions. Another attempt was made by the use of some quasi Monte Carlo algorithms (QMC) which also did not fully succeed.
It seems to us that the accuracy of precomputing can be reduced only by inventing a special algorithm that makes use of a particular form of the integrals (30). By now, however, the level 10 ?4 has been the maximal accuracy of the precomputing. This establishes an inevitable error when A " is applied and restricts, so far, the practical use of A " to the cases when one needs fast a solution with a moderate accuracy and/or for many di erent functions v and V .
Observe also that the precomputing for a speci c t can be used to obtain an approximation of the path integral for other t's, so that one can easily draw a graph of the solution S(v; V ; t) as a function of t. Indeed, this follows from the equality S(v; V ; t 1 ) = S(ṽ;Ṽ ; t);
whereṽ(x) = v(x q t 1 =t) andṼ (x) = (t 1 =t)V (x q t 1 =t). Note that if t 1 increases then the norms ofṽ andṼ also increase. Hence, the bounds and V must be appropriately modi ed.
