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Introduction genérale 
L'étude des régimes de vol d'un avion spatial hypersonique, muni de statoréacteurs à com-
bustion supersonique, dits superstatoréacteurs, fournit de nombreux domaines d'intérêt pour 
les physiciens et les mathématiciens-numériciens. Ces "supersonic combustion ramjets" doi-
vent être capables d'assurer la propulsion aérobie de l 'appareil dans la haute atmosphère. 
Bien qu'entamées dans les années 60, comme une extension des nombreux travaux anté-
rieurs por tan t sur les statoréacteurs à combustion subsonique, les recherches sur le sujet furent 
délaissées au début des années 70 pour des raisons technologiques, stratégiques et techniques. 
Les problèmes de tenue thermique des matériaux, les performances encore médiocres et la sen-
sibilité au dessin, le choix américain pour la navette spatiale, préférée à u n avion hypersonique 
aérobie, l'insuffisance de l'efficacité des méthodes numériques par rappor t à la puissance de 
calcul encore restreinte des machines de l 'époque, ont contribué à décourager les bailleurs de 
fonds et ont tari la source principale des recherches et ainsi des articles et des projets sur la 
combustion supersonique. 
Plus récemment, grâce aux progrès effectués parallèlement dans ces différents domaines de 
la technologie et des méthodes de calculs - l 'apparition de nouveaux matériaux hautes tem-
pératures, de nouvelles techniques performantes en analyse numérique, l ' introduction sur le 
marché d'ordinateurs vectoriels et parallèles - la mécanique des fluides numérique est devenue 
un outil indispensable pour l'analyse et la conception de telles structures aérodynamiques. 
De nombreux projets d'avions hypersoniques ont ainsi pris naissance: NASP aux Etats-Unis. 
STAR-H, STS2000 par exemple en France, ou encore Sanger en Allemagne. Pour at teindre des 
nombres de Mach élevés et espérer bénéficier de l'allégement induit par l'usage de l'oxygène 
de l'air (sans apport de comburant) , il semble bien pour l ' instant que le seul moyen techni-
quement possible capable de propulser un appareil hypersonique aérobie jusqu 'à des vitesses 
proches de celle de l'orbite basse soit le superstatoréacteur. Les études numériques sur le sujet 
sont maintenant légion et sont à l'origine de quelques revues bibliographiques intéressantes 
([1] par ex.). Si l'on ne peut émettre de doutes sur la nécessité de développer à long terme la 
combustion supersonique interne ou externe, il est en outre de plus en plus évident que ses 
performances devront d 'abord être estimées d 'abord par la simulation numérique du véhicule 
complet qui utilise ce moyen de propulsion interne ou externe. 
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Les recherches menées dans cette thèse sur ce sujet se sont déroulées conjointement dans 
le laboratoire du CERMICS à Sophia-Antipolis et le Service des Méthodes Numériques Avan-
cées de DASSAULT AVIATION à Saint-Cioud. Ces travaux sont constitués de deux parties 
cohérentes mais distinctes. 
Le premier volet de la recherche consiste en l 'étude des effets de chimie fine dans un écou-
lement prémélangé supersonique, régi par les équations d'Euler. Le but est de développer des 
méthodes numériques efficaces pour résoudre les équations de la combustion dans ce type de 
configuration. Le type de géométrie envisagé est celui de deux rampes (ou de pseudo-rampes 
courbes) symétriques bidimensionnelles planes. Pour des relations déterminées entre le nombre 
de Mach amont et l'angle des rampes, les ondes de chocs obliques formées par les rampes coa-
lescent. Elles peuvent ainsi conduire à l 'apparition d'une por t ion de choc quasi-droit - donc 
plus fort que les chocs obliques: le disque de Mach. Derrière ce disque, après un temps d'in-
duction et une distance d'ignition à déterminer, peut alors se stabiliser une flamme. Par 
interaction avec les couches de fluide périphériques, l'écoulement peut redevenir globalement 
supersonique. Une telle solution se révèle très intéressante par rappor t à la combustion subso-
nique classique, pour des nombres de Mach de vol supérieurs à 5 ou 6 [2, 3]. Toutefois, l 'étude 
numérique d'écoulements réactifs fortement compressibles, pouvant comporter des ondes de 
chocs, implique essentiellement deux difficultés spécifiques. D 'une part , l 'apparition brutale 
de discontinuités au sein de l'écoulement induit de forts gradients de température et de pres-
sion pouvant être la source d'instabilités physiques et /ou numériques. D 'autre par t , mais de 
façon fortement corrélée, le caractère rapide et fortement exothermique de la chimie complexe 
air-hydrogène requiert une stratégie relativement coûteuse pour la résolution des équations 
de la cinétique chimique. Cette part ie se conclut ainsi par l 'adoption d'une méthode à pas 
fractionnaires, comportant un solveur Euler explicite puis un solveur spécifique pour la com-
bustion. Parmi les solveurs essayés, deux se sont révélés plus efficaces: d 'une part , le solveur 
de systèmes algébro-différentiels LIMEX [4], qui utilise une méthode d'extrapolation; d 'autre 
pa r t , mais dans une mesure sensiblement moindre, le solveur très utilisé de systèmes d'équa-
t ions différentielles ordinaires LSODE, qui est fondé sur une formule d'intégration rétrograde 
[5]. Le but est d'obtenir un temps de calcul réduit lors de l 'utilisation d 'un module de chimie 
complexe dans un code de calcul aérodynamique bi(voire tri)-dimensionneî. Cette méthode 
a permis de simuler des écoulements réactifs supersoniques instationnaires ou stationnaires, 
pour une chimie complexe raide explosive air-hydrogène, et des geometries de taille réaliste (de 
l 'ordre du mètre) , avec des temps de calculs raisonnables (quelques dizaines d'heures sur un 
IBM RS 6000 560, ce qui équivaut à quelques heures CRAY Y M P ) . Des calculs avec cinétique 
chimique complexe air-hydrocarbures ou air-hydrogène comparables sont menés par exemple 
au Department of Mechanical Engineering de l'Université Yale, pour des geometries du même 
type . Les écoulements sont subsoniques stationnaires, et en général axisymétriques [6]. Le 
type de méthode numérique est cependant différent. Elle consiste en une approche totalement 
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implicite en différences finies et se caractérise par l'emploi d 'une méthode de quasi-Newton 
[7] globale, d 'un algorithme de continuation et de méthodes multi-grilles [8, 9] . Une approche 
originale, fondée sur une formulation vorticité-vitesse [10], permet tant d'éliminer la pression, 
est également utilisée pour des écoulements tridimensionnels [11], L'encombrement mémoire, 
ainsi que le temps de calcul, demeurent encore importants. 
Cet te première partie se divise en trois chapitres. 
Le premier chapitre constitue essentiellement une étude phénoménologique de l 'apparition 
d 'un choc oblique e t /ou de l'effet de Mach, causés par la déflexion d 'un écoulement par une 
rampe. La configuration envisagée est bidimensionnelle, mais nous situons notre analyse dans 
un contexte simplifié monodimensionnel. On suppose que le mélange gazeux air-hydrogène 
est susceptible de s'enflammer derrière le choc oblique, c'est-à-dire soit d 'être inerte, soit 
complètement brûlé et de composition connue. On se place successivement, dans les cas où 
les enthalpies sont des fonction affines en température, ou bien de façon plus réaliste des 
polynômes du cinquième degré en température. On démontre alors l'existence d 'un nombre de 
Mach minimal en dessous duquel il n'existe pas de solution correspondant à un choc oblique 
stationnaire accroché à la rampe. Cette mise en évidence est intervenue d 'abord de façon 
analytique pour le modèle simplifié des enthalpies affines, et ensuite de façon numérique, 
pour le modèle comportant des enthalpies polynômiales. Nous avons également déterminé les 
polaires de chocs donnant les conditions aval au premier choc et à un éventuel choc réfléchi, 
en fonction de l'angle de la rampe et pour une plage de nombres de Mach incidents. Comme 
at tendu, une réflexion "normale" s'est parfois révélée impossible. Pour un cas précis, nous 
avons ensuite obtenu graphiquement, sur les polaires donnant la pression aval en fonction de 
l'angle de la rampe, les angles de la configuration considérée en réflexion par effet de Mach, 
reproduite figure 0.1 . 
Mur ou axe de symétrie o 
FlG. 0.1 - Réflexion par effet de Mach 
On s'intéresse enfin dans ce chapitre aux distances d'induction locales, à l'aval de chaque 
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portion d'onde de choc de la structure considérée. Le principal résultat qualitatif mis en 
évidence est que la flamme pourra être beaucoup plus proche du point triple Z et sensiblement 
plus éloignée à l'aval de la port ion de choc droit (zone 4). Le b u t de cette première analyse était 
essentiellement de constituer une étude préliminaire à l 'étude numérique bidimensionnelle du 
troisième chapitre. 
Dans le chapitre deux, nous avons effectué une analyse numérique de quelques schémas 
a priori possibles pour résoudre le système des équations de la cinétique chimique complexe 
et fortement exothermique d 'un mélange air-hydrogène, couplé à l 'équation algébrique de 
conservation de l'énergie : 
' dYk = nk{T,Y,p) 
dt p 
< 
PC 
e(T,Y) = Y^ Ykek{T) = Constante . 
Une méthode de résolution simplement explicite pour ce système d'équations conduit, sous 
la condition de stabilité du schéma numérique, à des pas de temps prohibitivement pet i ts . 
L'approche explicite pour la chimie est donc réservée aux cas où le pas de temps lié à l'aé-
rodynamique est très pet i t . Pratiquement, ce type de situation se rencontre lorsque le pas 
d'espace local est très réduit , typiquement en simulation numérique directe [12, 13]. Pour ten-
ter de pouvoir utiliser de plus grands pas de temps, plusieurs pistes ont été suivies. 
Pour une cinétique raide mais globalement endothermique ou faiblement exothermique, 
des approches totalement implicite ou implicite linéarisée, incluant la résolution couplée ou 
non des équations discrétisées de conservation des espèces et de l'énergie par une méthode de 
Newton, conduisent à des schémas numériques tout à fait utilisables en pratique [14]. Pour une 
chimie fortement exothermique, comme la combustion de l'hydrogène dans l'air, ces schémas 
ont surtout montré un comportement extrêmement instable en terme de limitation du pas 
de temps et donc leur inadéquation à la résolution de ce type de cinétique. L'utilisation de 
méthodes implicites multi-pas ou de méthodes d'extrapolations, plus élaborées et plus coû-
teuses, s'est révélée beaucoup plus efficace. Ces méthodes sont disponibles par l 'intermédiaire 
des solveurs spécialisés cités plus haut . 
Dans le troisième chapitre est exposée la stratégie de pas fractionnaires effectivement em-
ployée pour les simulations bidimensionnelles. La discrétisation spatiale est effectuée selon 
une approche volumes finis non structurés. La résolution à chaque pas de temps comporte 
ensuite deux étapes. Les équations aérodynamiques sans termes sources sont d'abord résolues 
à l'aide d 'un solveur de Riemann explicite incluant les extensions multi-espèces des flux de 
Roe et de Osher, tenant compte en outre des lois d 'é ta ts réalistes, ce qui influe de façon non 
négligeable sur le temps de calcul. Le système algébro-différentiel constitué de l 'équation algé-
brique de conservation de l'énergie et des équations différentielles ordinaires de conservation 
(T,Y), 
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des espèces, est ensuite intégré par l'emploi d 'un solveur spécifique (LSODE ou LIMEX) [4, 5]. 
On suppose dans cette deuxième étape que les variables conservatives ne sont pas affectées 
par la combustion. Cette méthode de pas fractionnaires peu t être également couplée à un al-
gorithme de raffinement- déraffinement de maillages [21]. Toutefois, le critère de décision pour 
le raffinement est délicat et plusiers essais préalables sont nécessaires pour le mettre au point , 
qui peuvent s'avérer excessivement coûteux pour des simulations d'écoulements réactifs. Ce 
chapitre se termine par quelques résultats bidimensionnels stationnaires et instationnaires. 
Nous avons pu ainsi réaliser des films montrant la dynamique de l'allumage et pu met t re en 
évidence de fortes instabilités liées au type de configuration étudiée. En effet, des conditions 
opératoires voisines (léger écart sur le nombre de Mach et la température de l'écoulement pré-
méîangé), peuvent conduire à des comportements radicalement différents. C'est ainsi que l'on 
a pu observer ou bien un allumage trop violent, conduisant au désamorçage de l'écoulement 
(la flamme occupe tout le domaine à l'aval d'une détonation qui remonte vers l 'entrée), ou 
bien assister à un allumage manqué (on obtient prat iquement la solution stationnaire Euler 
non brûlée). 
Une autre étude, por tant sur la simulation d'écoulements à l'équilibre chimique, a égale-
ment été abordée [15] pour deux codes aérodynamiques industriels. Dans une première ap-
proche en éléments finis triangulaires, la méthode de résolution des équations de Navier-Stokes 
est fondée sur une formulation symétrique en variables entropiques. La deuxième approche fait 
intervenir la forme et les variables conservatives. L'équilibre chimique est déterminé pour un 
mélange de gaz divariant. Le système algébrique lié à l'équilibre chimique porte sur l'égalité 
des enthalpies libres g et est résolu par une méthode de Newton. La méthode de Newton est 
inifcialisée grâce à des tables thermochimiques préalablement déterminées. Dans le premier cas, 
on détermine les fractions massiques et la pression à part ir de la température et du potentiel 
chimique \i. Dans l 'autre approche, c'est la température et les fractions massiques qui sont 
déduites de la connaissance de l'énergie interne et de la masse volumique. Bien que ces t ravaux 
soient reliés à l 'étude des écoulement supersoniques réactifs, ils nous ont paru un peu t rop 
éloignés du reste de la thèse et n 'y sont donc pas inclus. 
Le deuxième volet de l 'étude a été menée chez Dassault Aviation à Saint-Cloud. Son 
contexte se situe dans l 'étude du mélange turbulent et de l 'allumage des gaz lors de l 'interac-
tion turbulente de deux je ts supersoniques parallèles combustible et comburant. Ce type de 
configurations peut se retrouver au niveau de l'injection du carburant dans l'écoulement d'air. 
Cet te partie utilise une approche implicite linéarisée en volumes finis structurés pour la réso-
lution des équations de Navier-Stokes bidimensionnelles laminaires, incluant les phénomènes 
de cinétique chimique et le t ranspor t diffusif des espèces et de la chaleur. Pour les effets liés 
à la turbulence, un modèle à deux équations de type k — e est joint aux équations laminaires. 
Les équations de conservation et les deux équations du modèle k — e sont traitées de façon 
successives et donc découplées. Pour une toute première approche de la prise en compte des 
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effets de la turbulence sur les termes sources chimiques, un modèle de densité de probabilité 
présumée en température est utilisé. Dans le contexte d'une étude industrielle amont, l ' intro-
duction et la comparaison d'autres modèles, parfois plus élaborés, comme le modèle "Peul" 
[20], le "linear eddy model" [18], le modèle de flammelettes cohérentes [19, 16], ou encore le 
modèle Bray-Moss-Libby [17], semble une perspective intéressante, 
La deuxième partie est constituée de quatre chapitres. Le chapitre quatre décrit le schéma 
à variation totale décroissante utilisé pour la résolution des équations laminaires [24] ainsi 
que l'approche linéarisée. Le traitement spécifique des termes sources chimiques est également 
précisé. La statégie employée [23] consiste en une limitation locale du terme source et de 
son jacobien en vue de conserver aux matrices jacobiennes intervenant dans l'inversion du 
système linéaire la même propriété stabilisante de positivité des valeurs propres. Le cinquième 
chapitre expose quant à lui les équations du modèle k — e, et le schéma numérique employé 
pour t ranpor ter les grandeurs k et e, tout en préservant la positivité. 
Le chapitre six est constitué de quelques essais numériques préliminaires, effectués pour 
valider les codes en cours de développement. Les calculs envisagés sont tout à fait académiques. 
On détermine en particulier les coefficients de frottements le long d'une plaque plane à Mach 
2, pour un écoulement laminaire puis turbulent . On détermine également, de façon analytique 
puis numérique, la répartition des fractions massiques dans une couche de diffusion, afin de 
tester l 'implicitation des termes de diffusion de masse. Les calculs sont menés pour une géo-
métrie plane puis axisymétrique. Finalement, on effectue des comparaisons avec des résultats 
expérimentaux pour le t a u x d'ouverture de couches de mélange turbulentes compressibles. 
Dans le chapitre sept est enfin abordé le problème de l'influence de la turbulence sur le 
déroulement de la réaction chimique. Des calculs sont effectués pour une couche de mélange 
compressible air-hydrogène [22], d'abord inerte puis réactive, avec ou sans modèle de den-
sité de probabilité. On compare les résultats obtenus avec ceux de [22], ainsi que ceux de 
l'expérience de combustion supersonique de Burrows et Kurkov [26]. 
Les deux volets abordés dans ces deux parties constituent des études de bases en théorie de 
la combustion dans les superstatoréacteurs et visent à essayer de comprendre plus précisément 
la nature des écoulements complexes qui interviennent au sein du superstatoréacteur. Les 
facettes à la fois industrielles et scientifiques du sujet le relient aux récentes études relatives au 
Programme de REcherches sur la Propulsion Hypersonique Avancée (PREPHA) . L'intégration 
et le développement des deux aspects décrits ci-dessus pourra conduire à un outil numérique 
de conception d'un système propulsif d'avion supersonique. 
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Première partie 
FLAMMES LAMINAIRES 
PRÉMÉLANGÉES 

13 
L'objet de cette partie est l 'étude numérique de la stabilisation d'une flamme Liminaire 
air-hydrogène de prémélange à l'aval d'une structure d'ondes de chocs. Le premier chapitre 
constitue une étude phénoménologique pour le type de configuration étudiée, conduisant à 
l'effet de Mach. Le deuxième chapitre montre, à travers l'analyse de quelques schémas, les dif-
ficultés numériques inhérentes aux cinétiques rapides et fortement exothermiques. Le troisième 
chapitre présente une méthode à pas fractionnaires pour les simulations multi-dimensionnelles, 
employant un solveur de Riemann explicite pour le fluide et un solveur de systèmes algébro-
différentiels spécifique pour la chimie. La méthode permet de simuler des écoulements ins-
tationnaires ou stationnaires, dans des configurations semblables à celles du chapitre 1, et 
dont nous présentons quelques résultats. Ces travaux ont été menés au CERMICS. à Sophia-
Antipolis. 
R é s u m é s e n f rança is d e s c h a p i t r e s 2 e t 3 
Dans le chapitre 2, on s'intéresse à la résolution par des méthodes de volumes finis dé-
centrées des équations d'Euler multi-dimensionnelles et multi-espèces, comportant en outre 
des termes sources chimiques. Nous concentrant sur le trai tement des termes de réaction, 
nous comparons pour deux chimies air-hydrogène l'efficacité numérique de schémas impli-
cites, linéarisés ou non, avec plusieurs formulations qui couplent ou découplent partiellement 
la température et les fractions massiques; nous utilisons également deux solveurs spécialisés, 
LSODE et DASSL. Les schémas implicites s'avèrent très instables, voire inconditionnellement 
instables pour certaines conditions initiales. En analysant ensuite quelques modèles simpli-
fiés, nous expliquons ces instabilités. En particulier, nous montrons pourquoi les méthodes 
implicites linéarisées, qui s'avèrent efficaces pour des chimies complexes globalement enclo-
thermiques, souffrent dans le cas de chimies exothermiques de conditions de stabilité qui 
peuvent même être plus sévères que celle d'un schéma explicite. 
Au chapitre 3, on présente une méthode à pas fractionnaires en vue de la résolution 
du système [Euler + cinétique chimique]. Le modèle de chimie air-hydrogène est complexe 
et modulaire, les grandeurs thermodynamiques sont évaluées par des approximations polyuo-
miales en température . Le système d'advection pure est résolu grâce à l'utilisation de solveurs 
de Riemann explicites pour des mélanges multi-espèces. Le 2ième ordre est atteint par la 
méthode MUSCL. Les termes sources sont intégrés temporellement par un solveur spécialisé 
(LIMEX ou LSODE). On présente pour terminer des résultats de calculs 2D pour un mélange 
supersonique d'air et d ' i ïo pour des geometries de type rampes ou rampes arrondies. On es-
père observer dans ce type de configuration la réflexion ed Mach des chocs obliques produits 
et l 'allumage du mélange. Le comportement est cependant très fortement liés aux conditions 
opératoires et l'on peut alors observer des instabilités de l 'allumage. 
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Chapitre 1 
Etude phénoménologique de Peffet 
de Mach 
Les travaux présentés dans ce chapitre font l'objet d 'une soumission à la revue La Recherche 
Aérospatiale, sous le t i t re "Analyse de l'allumage d 'un mélange air-hydrogène à l'aval d'un 
système stationnaire d'ondes de chocs". 
1.1 Introduction 
Le domaine de la simulation de la combustion à grand nombre de Mach a sur tout connu 
ses heures de gloires jusque vers la fin des années 1960. Comme pour bien d'autres sujets de 
recherches, les investigations numériques ont alors cessé d'être conduites plus avant, faute de 
moyens informatiques et d'outils algorithmiques suffisamment performants. Toutefois, depuis 
une quinzaine d'années, il semble que l'on accorde un intérêt renouvelé aux écoulements de 
fluides compressibles réactifs à grand nombre de Mach. Leur étude est rendue plus accessible 
du fait des progrès relativement récents et spectaculaires, simultanément des machines et des 
méthodes [1]. Plus particulièrement, on peut maintenant s'intéresser de façon plus précise 
à l 'étude des statoréacteurs à combustion supersonique (supersonic combustion ramjet ou 
scramjet dans la l i t térature anglosaxonne), capables d'assurer la propulsion aérobie d 'un avion 
hypersonique dans la hau te atmosphère. 
Pour des nombres de Mach de vol supérieurs à 5 ou 6, la combustion supersonique peut 
s'avérer être une solution plus performante que la combustion subsonique [2, 4]. Dans une telle 
situation, une manière de stabiliser la flamme peut consister à faire apparaître et à maintenir 
au sein de l'écoulement prémélangé une structure d'ondes de choc, comportant une région 
suffisamment chaude et étendue, afin de permettre l'allumage du mélange gazeux dans de 
bonnes conditions [3]. Un moyen simple d'obtenir une telle configuration consiste à exploiter 
l 'interaction de deux ondes de choc obliques. Sous certaines conditions, leur coalescence peut 
donner naissance à une portion plus ou moins étendue d'onde de choc quasi-droite - qui 
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peut ne se réduire qu 'à un simple point chaud. La présence du choc quasi-droit, donc fort, 
permet d'élever brutalement la température locale à l'aval du sytème d'ondes. Au bout d'une 
[D, 
distance d'induction Di, correspondant à un temps d'induction TJ = / l/v(s) ds, où v(s) 
Jo 
est le module de la vitesse locale du fluide, fonction de l'abscisse s en aval du choc, une 
inflammation spontanée peut ainsi prendre naissance. La combustion est stabilisée par l 'apport 
continu de nouveau mélange frais. 
Le phénomène s'apparente ainsi aux détonations qui se propagent à des vitesses superso-
niques et se composent d'une onde de choc suivie d'une onde de combustion. Toutefois, une 
différence essentielle entre la combustion à l'aval d 'une telle structure et une détonation clas-
sique, est que cette première ne s'effectue pas selon une hypothèse de tranches planes, puisque 
le choc droit est loin d'occuper toute la section du conduit. On ne peut retrouver alors les 
conditions de Chapman-Jouguet que localement, à l'aval de la portion droite du choc. Par in-
teraction des couches périphériques rapides, situées à l'aval des chocs obliques, sur les couches 
internes plus lentes, à l'aval du choc quasi-droit, l'écoulement peut redevenir globalement su-
personique en aval de la combustion, ce qui a pour conséquence de rendre cette configuration 
a priori très intéressante. Une autre différence est que les détonations classiques se propagent 
à une vitesse définie, alors que l'on espère stabiliser ce type de combustion supersonique pour 
une gamme relativement étendue de nombres de Mach. 
Dans le cas de l'écoulement d 'un gaz caloriquement parfait, et en l'absence de combustion, 
la référence [10] fournit l 'étude analytique classique de ce type de configuration. On peut y 
trouver la détermination des polaires de chocs ainsi que la discussion d'une réflexion "normale" 
ou de l 'apparition de l'effet de Mach. Dans ce chapitre, on étend ces résultats dans les cas 
où le mélange gazeux peut réagir chimiquement, et où la loi d'état de l'énergie interne prend 
une forme plus réaliste. On effectue l'analyse des polaires de chocs dans le cas caloriquement 
parfait avec combustion. On détermine les réflexions multiples possibles et l 'apparition de 
l'effet de Mach lorsque les enthalpies sont des fonctions polynomiales de la température. 
Cette étude préliminaire est ainsi destinée à déterminer les conditions d'apparition de 
l'effet de Mach, ainsi qu'à estimer les distances locales d'induction avant la flamme, pour 
dimensionner des essais numériques bidimensionnels ultérieurs. 
1.2 Modèle et systèmes d'équations 
Lorsqu'un écoulement supersonique rencontre un obstacle telle qu'une rampe , le change-
ment brutal de direction de la vitesse ne peut s'effectuer continûment. Ceci va conduire à 
l 'apparition d'une onde de choc oblique. Dans le cas d'un écoulement stationnaire bidimen-
sionnel régi par les équations d'Euler, on peut supposer que la solution est composée de deux 
états constants, séparés par une onde de choc oblique plane et permettant le passage de l 'état 
amont à l 'état aval. Ces deux hypothèses [planéité de l 'onde de choc] et [existence de seule-
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ment deux éta ts constants] sont toujours valides si l'on se place dans une région suffisamment 
pet i te au niveau du choc. 
R e m a r q u e 1 : Si l'on suppose que le gaz peut réagir chimiquement, l 'angle du choc sera 
modifié par le dégagement de chaleur derrière le choc. Toutefois, si la température aval n'est 
pas assez élevée, la réaction ne sera pas "instantanée" et l 'hypothèse d 'é ta t aval constant, 
correspondant à l'équilibre chimique final, sera vérifiée non plus juste derrière le choc, mais 
après une distance macroscopique de l 'ordre de Z>¿. Cependant, on peut s 'at tendre à ce que 
la combustion modifie l'angle du choc seulement puisque les "informations" qu'elle produit 
peuvent remonter l'écoulement. En effet, l 'écoulement aval admet une vitesse normale au choc 
"globalement" subsonique avant le début de la combustion; cette propriété est bien connue 
dans le cas simplifié d'un gaz caloriquement parfait sans combustion. Dans toute la suite, on 
appelera gaz caloriquement parfait un gaz qui obéit à la loi des gaz parfaits (1.3) ci-après et 
dont l 'enthalpie est une fonction affine de la température. 
Si la combustion peut effectivement prendre naissance à l'aval du choc avant que l'écoulement 
ne devienne plus complexe, l'angle du choc sera donné par les équations avec l'état aval brûlé. 
Lorsque le mélange ne s'enflamme pas du tout , ou seulement de façon partielle, l'angle du 
choc sera donné par les équations comportant un état aval inerte ou incomplètement brûlé. • 
1 .2 .1 R e l a t i o n s p o u r l e s c h o c s o b l i q u e s s t a t i o n n a i r e s 
Les conditions de saut peuvent bien sûr directement être déduites des principes physiques 
de conservation de la masse, de la quantité de mouvement et de l'énergie. Désignons par e 
l'angle du choc avec la direction du vecteur vitesse amont et 6 l'angle de déflexion, c'est-à-dire 
l'angle entre les directions des vecteurs vitesse amont et aval. On supposera dans toute la 
suite que les angles e et 5 sont tout deux compris entre 0 et 90 degrés. L'indice 0 (resp. 1) 
se rapporte aux grandeurs relatives à l'écoulement amont (resp. aval). Les indices t et n se 
rapportent aux projections sur les directions normale et tangent iale au choc. On notera v les 
vitesses, P les pressions, p les masses volumiques et h les enthalpies massiques. 
FlG. 1.1 - Volume de contrôle 
Après avoir précisé ces notations, on peut maintenant intégrer les équations de conservation 
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sur le volume de contrôle de la figure 1.1. Le système qui en résulte est le suivant: 
PQVnQ — p\Vn\ 
P 0 + A>«nO = P l + PlVll 
(1.1) 
PQVnQVtQ = PlVnlVtl 
_ hç + 2^0 = ^1 + kVl 
R e m a r q u e 2 : Les trois premières équations sont valides du seul fait des lois de la méca-
nique. Le modèle thermodynamique pour le fluide n'intervient qu'au niveau de l 'équation de 
l'énergie, en fournissant, une relation entre la pression et l'enthalpie.« 
R e m a r q u e 3 : A part ir du système (1.1), il est immédiat de constater que vto = t'a- On 
remarque alors que tout se passe comme si la vitesse normale subissait un choc droit - ce 
qui, comme il a déjà été dit dans une précédente remarque, est un résultat bien connu dans 
le cas caloriquement parfait. Puisqu'alors vnQ > vn\ (vn0 supersonique et vni subsonique), 
l'écoulement aval sera défléchi vers l 'onde de choc oblique, soit avec nos notations S < e. 
On admet t ra que cette dernière inégalité est valable même si le mélange gazeux n'est plus 
caloriquement parfait et peu t réagir chimiquement.« 
On peut en outre écrire les relations géométriques suivantes pour les vitesses : Vg = ^nû"^"v?0' 
v\ = v%t + v't!, V(o = focóse , vnQ = Rosine, vt\ = v\ cos (s — 6), vni = v i s i n ( e — 8). Compte 
tenu de ces relations, et après quelques simplifications, le système (1.1) peut alors s 'écrire: 
VQ COS e = vi cos (s — 6) (i) 
poi-'Qsine = pivi sin (e — 6) (ii) 
(1.2) 
PQ -f pQVQs'm-£ — Fi + p\v\ sin2(£ — 8) (îii) 
K hQ 4- ±yl = hi + \v\ (iv) 
R e m a r q u e 4 : Un angle 6 = 8' négatif correspondrait au cas de la figure 1.2, où l 'état 
connu 0 = 1' est l'état aval et où l'on cherche l 'état amont 1 = 0' correspondant. L'angle du 
choc e1 est alors égal à e — 8. Les équations du système (1.1) sont encore valables, puisque 
les relations géométriques sur les vitesses demeurent les mêmes. L 'é ta t amont 0' = 1 doit 
être a priori choisi non brûlé, sauf s'il correspond déjà à un état aval brûlé d'un précédent 
choc, et l 'é tat aval 1' = 0 peut être brûlé on non. Pour correspondre à une situation physique, 
on peut s 'attendre intuitivement à ce que l 'état aval 0 = 1' ne puisse être choisi tout à fait 
arbitrairement. Toutefois, dans le cadre de l 'étude qui nous intéresse - la stabilisation d'une 
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flamme dans un écoulement supersonique par effet de Mach - , l'analyse de ce cas n'est pas 
nécessaire. On se limitera donc au cas où l'angle S est positif. • 
FlG. 1.2 - Configuration avec un angle de déflexion 6 négatif 
Afin de fermer le système (1.2), on a d'une par t besoin de la relation liant la pression aux 
autres grandeurs thermodynamiques, et d 'autre par t de la relation permet tant de déterminer 
l 'enthalpie du mélange. Pour la pression, nous supposerons dans toute la suite que nous avons 
affaire à un mélange parfait de gaz parfaits qui obéissent à la loi classique: 
RT 
' W 
(1.3) 
où T désigne la température, W la masse molaire moyenne et R la constante des gaz parfaits 
(R = 8.31441 J K"1). 
Pour l 'enthalpie, nous ensisagerons deux cas : d 'une part, le cas où les capacités calorifiques 
sont constantes de part et d 'autre du choc, et d 'autre part , le cas où elles dépendent de 
la température. Ce deuxième modèle thermodynamique sera décrit dans la part ie 1.3.2. La 
résolution de ce dernier système sera effectuée dans la partie 1.2.4. 
R e m a r q u e 5 : Le système d'équations (1.1) est identique à celui que l'on peut écrire 
pour résoudre l'écoulement correspondant à une onde de combustion dans un mélange gazeux 
sans effet de viscosité ou de transport . La vitesse VUQ correspond à la vitesse de l'onde par 
rapport aux gaz frais. Pour un gaz caloriquement parfait, on connaît les deux types d'ondes 
pouvant se propager: suivant les conditions aux limites, se forme ou bien d 'une déflagration, 
où l 'onde de combustion est subsonique, ou bien d'une détonation, où l'onde de combustion 
est supersonique [10]. • 
R e m a r q u e 6 : De façon générale, et en particulier lorsque le mélange aval au choc 
s'enflamme, l 'état aval n'est pas uniforme. Les lignes de courant ne seront plus nécessairement 
des droites derrière le choc. Le système (1.1) reste toujours valable à condition de choisir le 
volume de contrôle de la figure 1.1 comme un tube de courant, qui peut être courbe. • 
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1.2.2 Résolution p o u r un mélange caloriquement parfait 
Dans cette partie, nous allons ramener la résolution du système (1.2) à la recherche des 
racines d'un polynôme, dans le cas où les enthalpies sont données par des relations affines en 
température : 
h^CpiT+hl (1.4) 
pour ¿ = 1,2. Les Cpi et les h® sont respectivement les capacités calorifiques à pression constante 
et les enthalpies massiques de formation du mélange pour les état amont 1 et aval 2. Les Cp¿ 
sont supposées constantes pour chacun des états amont et aval et égaies à : 
R 
Cpi 
7i (1.5) 
H ~ 1 W% 
Les 7¿ sont les rapports, constants et strictement supérieurs à 1 pour chaque état, des capacités 
calorifiques à pression et volume constants. Ces hypothèses correspondent bien au cas d'un 
gaz caloriquement parfait. 
Nous allons commencer par déduire de (1.2) les relations qui seront valables dans toute la 
suite. Des deux premières équations (1.2.i) et (1.2.n), on déduit : 
t a n e 
et 
p\ = 
vx = 
tan(e — S) Po 
cose 
-vo 
cos(e — 6) 
De (1.2.m), (1-6), (1.7) , on déduit pour Ti, après un peu de trigonométrie: 
: 2 \ x — a WJVQ (X — a ) 2 Wi 
Wo \ 1 + x~ I x(l + ax) R ( l + x 2 ) ( l + aa;)2 ' 
(1.6) 
(1.7) 
(1.8) 
avec x — t a n e > 0 et a = t an6 > 0. 
De l'équation d'énergie (l.'I.iv), et avec les enthalpies affines en température, ii vient une 
autre expression pour T\ : 
Cpl 
CpoTo - A/io + -v0 
1 + 
1 + ax 
! \ 
V 
1 +x¿ 
I 
(1.9) 
avec Ah® = h® — HQ. Si A/io est non nui, cela signifie que l 'état aval correspond à un état 
partiellement ou complètement brûlé. On envisagera les cas où l 'état 2 est ou bien figé (pas 
de combustion: A/IQ = 0) , ou bien complètement brûlé (A/ IQ < 0, réaction exothermique). 
En rapprochant ces deux expressions (1.8) et (1.9) de Ti et en réduisant au même déno-
minateur, il vient, tous calculs faits, l'équation polynomiale en x = t a n e et a ~ t a n a : 
P(x,a) = a2 ( V ( c + d) + x{b - d - a)) + a ( z 2 ( a - b + 2c + 2d)) - a) +x{a + c) = 0 (1.10) 
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ÄTo , a . R , _
 m A l x J 1 Ät;02 
avec : a = - T T T , & = v0i c = — — (cp0To - A/i0) , d = 
Wo CpiWi ' 2cviWi 
R e m a r q u e 7 : Si a + c est nul (i.e. lorsque par exemple WQCPQ —• W\cp\ et A^o — 0), le 
polynôme P{x, a) donné par (1.10) n'est alors plus que du premier degré en a. Numériquement, 
nous avons effectivement choisi CPQ — cpi pour le cas sans combustion. Puisqu'alors WQ — Wi 
(une seule composition chimique est présente), cela conduit à C nul pour le cas A/io = 0. • 
1.2.3 Discussion du cas caloriquement parfait 
Le polynôme P (x , a) est de degré 3 en x et de degré 2 en a, d'après (1.10). C'est pourquoi, 
nous allons mener la discussion en supposant que l'on cherche 6 (et donc a) correspondant à 
un angle e donné (et donc à un a; donné). Notons donc, d 'après (1.10) : 
P{x,a) = Px(a) = Aa2 + Ba + C (1.11) 
et 
Rd 
Ah0 = -—Yc (1.12) 
où â est une constante positive homogène à une température, et YQ désigne la fraction massique 
de combustible ayant brûlé. Nous allons nous placer dans le cas où la réaction globale est 
"suffisamment exothermique"; plus précisément, nous supposons que : 
-
 A
"° > c ^ (- 1 + ^ ) <"3> 
C 1 i n r i 
La condition (1.13) n'est en fait pas très contraignante, puisque p - est proche de l 'unité; 
CpoWo 
elle sera effectivement vérifiée lors de nos calculs numériques. Pour la suite de notre discus-
sion et pour fixer les idées, nous ferons en outre l 'hypothèse technique suivante, qui n 'es t ni 
minimale ni contraignante : 
On peut alors énoncer le : 
L e m m e 1 : Sous la condition (1.13), le terme constant C = x(a + c) de Px est positif. 
P r e u v e : x étant supposé positif, le signe de C est celui de a + c, dont l'expression est 
R 
a + c = 
epoTo I 1 - C-^~f] - Ah0 \ CpoWoJ . Le résultat découle alors directement de l'hypo-CpiWi 
thèse (1.13). • 
Pour les coefficients A et B, on peut également énoncer les deux lemmes suivants : 
L e m m e 2 : Le coefficient A du terme en a~ de Px est positif. 
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P r e u v e : L'expression de A est x3(c + d) -f a:(6 — d — a).Or —a, c et d sont positifs; il suf-
1 R 1 -vi — 1 fit donc de vérifier que b — d l'est. Puisque ———— = -— et que 71 > 0, il vient que 
2 CpiWi 2 71 
2f _ 1 T I - 1 \ _ 71 + 1 „2 
6 _ d = ^ ( 1 _ _ » _ J = i i_ i ; a>0.. 
Lemme 3 : II existe une constante positive K telle que si : 
-v$>K + -1, (1.15) W0 2 
^RT0V^'v'rx^ 
alors le coefficient B du terme en a de Px est négatif. 
P r e u v e : La démonstration est immédiate et découle directement de l'expression de B = 
x
2(a — b + 2c + 2d) — a. On trouve, en imposant B > 0, que : 
2 t fYb(7i - l )Wo ,C P 0 WQ 
A
- 7iïo "WÏ + 2 ^ W Î - 1 ( L 1 6 ) 
expression positive strictement, grâce à (1.14).» 
Sous les hypothèses (1.13), (1.14), et aussi la condition (1.15) du lemme 3, on déduit alors 
que lorsque Px admet deux racines réelles, elles sont de même signe positif. Les conditions 
(1.13) et (1.14) sont facilement réalisables pour un mélange donné (elles ne dépendent que 
des proportions relatives des constituants du gaz et de leur nature thermodynamique). La 
condition (1.15) du lemme 3 s'écrit aussi: 
MÏ>fo(K + ±) (1.17) 
où Mo désigne le nombre de Mach amont. 
Sous les conditions (1.13) et (1.14), si (1.17) n'est pas vérifiée, B est positif et Px n'admet 
pas de racines positives. (1.17) donne alors une condition nécessaire d'existence d'une racine 
positive pour Px. On peut alors énoncer la proposition: 
Propos i t ion 4 : Sous les hypothèses (1.13) et (1.14), les deux conditions nécessaires et suffi-
santes d'existence d'une racine positive pour Px sont: 
- Condition de positivité : le nombre de Mach amont MQ vérifie (1.17) , 
- Condition de réalité : le discriminant de Px est positif, ce qui conduit à une inégalité de 
la forme : 
H(x2) = £4z4 - 2&X2 + 1 > 0. (1.18) 
La condition (1.18) découle directement du calcul du discriminant. Les coefficients £, n'ont 
pas des expressions simples (cf. ci-dessous). La conséquence essentielle de cette proposition 
est le théorème : 
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T h é o r è m e 5 : Sous les hypothèses (1.13) et (1.14), il existe une constante M* > 0 telle 
que : 
- si le nombre de Mach amont MQ est inférieur à M*, le polynôme Px n'a pas de racine 
positive, 
- si MQ > M*, il existe un angle de choc minimal s
 mm tel que: 
- pour £ < emin, le polynôme Px n'admet pas de racine positive, 
- pour £ > s min, le polynôme Px admet deux racines positives. 
P r e u v e : D faut expliciter les coefficients £,• de (1.18). On peu t d 'abord donner les expres-
sions des coefficients A, B, C de Px. Après calculs et simplifications, il vient : 
RT0 A = 
B = 
Wo 
RTp 
W0 
x(Xx +n) 
(1 - vx2) (1.19) 
r
 RTKt c
 = w^xC 
où A, fi, v, ( sont des constantes p o s i t i v e s (sous nos hypothèses), données p a r : 
7i -
U - l 2 " 0 + ToWt ) 2 + 27 i ° 
A* = 
Tl 
71 + 1 70 . , 2 
7i 
M¿ + 1 
71 7U70-1) T0Wi 7i 7i 
(1.20) 
7i - 1 (#YCW0 
+ 
70 71 AK-l) 
(1.21) 
7i \ T0Wi 7 0 - 1 7i -1J 2' 
La positivité du discriminant de Px s'écrit alors selon (1.18) , avec S(s) = £45" — 2^2* + 1 et : 
^ £2 = y -+ 2/iC 
Le polynôme E(x ) admet donc deux racines réelles, puisque son discriminant réduit, égal 
à £2 — £4 ~ 4(^x2C2 + ^MC + C )^> e s^ strictement positif. Puisque £2 est positif, le signe du 
produit et de la somme de ces deux racines est identique et égal au signe de £4. Si l'on note 
X — — M « , il vient que £4 peut s'écrire : 
71 
U = (X - Kf -(K-1)(K+1 + (71 - l)X) = X2 - X (2K + ( 7 l - l)(K - 1)) + 1 (1.22) 
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D'après (1.19), (1.20), et le lemme 1, K est alors > 1. Le discriminant du polynôme en X 
donné par (1.22) est égal à : 
i(K2 - 1) + (T I - \){K - 1) (4ff + (7i - 1)(K - 1)) et est donc positif. Soient X\ et X2 les 
deux racines correspondantes. On a X1X2 = 1 et X\ + X2 = 2K + (71 — l)(K — 1) > 2K > 0. 
Xi et X2 sont donc positives et si l'on prend X2 > X\, il vient que X2 > K > 1 > X\. 
D'après la condition (1.17), on sait que X doit être plus grand que K. Alors il existe une 
valeur Xi telle que, si K < X < X2, alors £4 est négatif et si X > Xi, £4 est positif. 
Lorsque £4 est négatif, E(x2) admet une racine positive et une négative. Il existe donc une 
seule valeur x = x' positive annulant H(x"). Pour x < x1, la condition (1.18) sera vérifiée. Elle 
ne le sera plus pour x > x'. 
Lorsque £4 est positif, H(a:2) admet deux racines positives. Il existe donc deux valeurs x\ 
et X2 positives qui annulent E. Supposons que a;i < X2-
Notons XQ — (X — K)~~2. La condition (1.17) équivaut à x > XQ. Remarquons alors que 
E(xl) < 0. En effet : 
S(x20)(X ~ Kf = -(K - 1) (K + 1 + ( 7 1 - 1)X + 2(X - K)(l + | ( 7 i + l)X)) < 0 . 
On en conclut que : 
- lorsque {4 est négatif . XQ > x', 
- lorsque £4 est positif , x\ < XQ < x-2. 
Ce qui se traduit finalement par : 
- lorsque £4 est négatif, les deux conditions (1.17) et (1.18) s'excluent mutuellement et le 
système (1.2) n 'a pas de solution correspondant a u n e positif, 
- lorsque £4 est positif, i.e. lorsque le nombre de Mach amont est assez grand (Mo > 
/7I 
M* — . —X2Ï, la condition (1.18) est plus restrictive que (1.17). et s'écrit x > X2, ce 
y 70 
qui achève la preuve. • 
R e m a r q u e 8 : L'angle smin est alors bien sûr déterminé par em¿n = Arctan(i2)- D g façon 
équivalente, cela signifie qu'il existe un angle de déflexion minimal Smtn en dessous duquel il 
n'y a pas de solution en choc oblique "faible". La deuxième solution, correspondant à un choc 
"fort" dont l'angle e est proche de —, peut apparaître sous certaines conditions aux limites 
aval, por tan t sur la pression. L'existence de ces deux solutions possibles est bien connue dans le 
cas caloriquement parfait sans combustion, mais la solution en choc fort est rarement observée 
dans la nature [10]. L'effet de la combustion est donc de faire basculer la solution de "choc 
oblique faible" à "choc oblique fort". On retrouvera cette propriété lorsque l'on modélisera les 
enthalpies de façon plus réaliste.» 
Examinons brièvement le cas où il n'y pas de combustion. L'analyse peut se faire direc-
tement, en revenant à Px, Puisqu'alors nous supposons que CVQ = cp\ et WQ = W\, le terme 
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_ C * * - , 0 , . ,
 R ^ „ o r S „ W - U . „ * . non ^ , - - f . 
Puisque d'après le lemme 2, j4 est positif, «o sera positif si B < 0. 
/ ÄTJ) 
D'après le lemme 3, avec -d = 0etK = l , B sera négatif si V„Q = uosine > C.Q = \ JQ-——-. 
y WQ 
On retrouve que la condition d'apparition de Fonde de choc pour un gaz polytropique inerte 
est que la vitesse normale au choc soit supersonique. 
Continuons maintenant la discussion du cas avec combustion. Si l'on a pu trouver sous 
certaines conditions deux solutions a priori "physiquement acceptables" (c'est-à-dire positives) 
pour a, reste à savoir laquelle il faut choisir. En fait, si l 'on fait tendre C vers 0 (i.e. si on se 
rapproche du cas sans combustion), la plus pet i te des deux solutions de Px, soit a i tend vers 
0, puisque B est négatif. La plus grande c*2 tend vers la solution non nulle OQ — — — non nulle 
du cas sans combustion. On conservera donc cette dernière racine «2 pour la solution du cas 
avec combustion, lors des essais numériques du paragraphe 1.5. 
R e m a r q u e 9 : On peut remarquer que pour un angle du choc e donné, la tangente a 
de l'angle 8 (et donc l'angle S) est inférieure pour le cas avec combustion. A déflexion égale, 
l'angle du choc dans le cas avec combustion sera donc plus important . Nous retrouverons aussi 
ce fait lorsque l'on mènera l 'étude numérique avec des enthalpies "réelles". Intuitivement, le 
dégagement de chaleur supplémentaire à l'aval du choc, dû à la combustion, provoque une 
augmentation locale du volume et de la pression du mélange. Son effet est ainsi de "repousser" 
le choc oblique.« 
1.2.4 Résolut ion numérique pour d e s e n t h a l p i e s polynomiales 
Examinons maintenant le cas plus réaliste où l'énergie interne, et donc l'enthalpie, du 
mélange gazeux n'est plus simplement une fonction affine de la température. Le système 
à résoudre peut toujours s'écrire sous la forme du système (1.2). Cet te fois, les enthalpies 
massiques sont des polynômes de degré 5 en température , données par les équations (1.38) et 
(1.37). Les équations (1.8) et (1.7) qui donnent la température et la vitesse aval en fonction de 
x = t a n e et a = t a n ¿ et des grandeurs amont demeurent valables. Lorsqu'on injecte les deux 
valeurs de T\ et v\ dans l'équation de l'énergie (ï.2.iv), on obtient, après réduction au même 
dénominateur un polynôme du vingtième degré en x et du dixième en a. La détermination 
des coefficients de ce polynôme - noté Dx - a été effectuée de façon informatique à l'aide 
du logiciel de calcul formel Maple, qui est capable de directement générer des expressions en 
langage Fortran. Un minimum de calculs algébriques et de codage a ainsi été requis, permet tan t 
d'éviter nombre d'erreurs potentielles de calculs et de transcription. 
Les degrés élevés des polynômes et la complexité des expressions des coefficients interdisent 
toute analyse simple. Nous nous sommes donc limités à la résolution numérique sans analyse 
préalable, mais nous allons constater numériquement que le comportement reste qualitative-
ment identique. 
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Une première tentative de résolution à l'aide de la méthode de Newton s'est avérée re-
lativement coûteuse. D'une par t , parce que la méthode converge avec difficultés et nécessite 
des valeurs initiales correctement choisies. D'autre part , parce que même en cas de conver-
gence, après avoir fait varier la valeur initiale, la solution trouvée n'est pas forcément celle 
qui convient, et il faut continuer de faire varier la condition initiale, ce qui augmente le coût 
global de la méthode. En outre , la transformation du polynôme Dx à l'aide d'un changement 
de variables, afin d'obtenir localement une fonction convexe, est apparue comme non triviale. 
La méthode de dichotomie s'est révélée plus sûre et sensiblement plus rapide, même si elle 
est plus longue à converger. Pour chaque valeur de e, donc de x, la seule difficulté consiste 
alors à trouver un intervalle [a.1, a"] tel que, si ao est la racine de Dx à trouver, on ait : 
Í Dx{a')Dx(a")<0et 
I a o est la seule racine de Dx dans [ a ' , a " ] . 
Pour ce faire, on détermine d'abord la solution a 2 du polynôme Px du cas caloriquement 
parfait. Cette détermination se fait à part ir de son expression analytique. On évalue ensuite 
le signe de Dx(ot2)- A par t i r de 0/2, 011 évalue les signes de Dx(ct2 ± A " ) , où A n est une 
suite strictement croissante de termes strictement positifs. En augmentant progressivement la 
valeur de A n (i.e. en prenant les différents termes de la suite), on espère trouver une première 
valeur UQ telle que Dx(a2)Dx(ce2 ± A™0) soit négatif. On prend alors: 
a' = m i n ( a 2 ± A ' l o " 1 , a 2 ± A n o ) (1.24) 
a" = m a x ( a 2 ± A™0"1, a 2 ± A " ' ° ) (1.25) 
On peut ensuite débuter l 'algorithme et être "certain" - si (An° — A n û _ 1 ) est suffisamment 
pet i t - de capturer la racine ao de Dx la plus proche de a 2 . En pratique, la suite A™ est telle 
que l'accroissement correspondant pour l'angle S soit égal à une valeur A > 0, choisie de façon 
arbitraire "suffisamment pe t i t e" , selon : 
Arc t an (a 2 ± A " + 1 ) = Arctan(a 2 ± A") + A (1.28) 
En pratique, pour les calculs de la section 1.5, on a pris A correspondant à un millième de 
degré pour la première valeur du paramètre s. Lorsqu'une première racine est captée, on choisit 
pour les valeurs suivantes de e, une valeur de A égale au dixième de la différence ¡|«2 ~ <*o|| 
du e précédent. 
R e m a r q u e 10 : La méthode de dichotomie présente par rapport à la méthode de Newton 
l'avantage de conserver l 'information relative à la solution OLJ du cas avec enthalpies affines. 
Plus précisément, la solution a'Q de la méthode de Newton est souvent obtenue à partir d 'une 
solution initiale très éloignée de a 2 ) l e s itérations initialisées avec 0:2 ne fournissant alors 
pas de solution acceptable. Par dichotomie, on obtiendra d 'autant plus rapidement la solution 
"physique" du problème avec enthalpies po lynomia ls que la valeur obtenue à l'aide du modèle 
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simplifiée (avec enthalpies affines) est proche de la valeur recherchée. Le choix des valeurs des 
grandeurs physiques intervenant dans le modèle simplifié est donc crucial pour l 'obtention de 
la solution correcte et rapide du cas avec enthalpies polynomiales. • 
R e m a r q u e 11 : Lorsque l'on ne trouve pas de racine, même après diminution du paramètre 
A, qui est en quelque sorte la "maille" du filet sensé capturer les racines, on en conclue qu'il 
n 'y en a pas. Il peut également arriver que l'on capte une racine directement non acceptable 
(e inférieur à 6 ou encore négatif), ou conduisant indirectement à des grandeurs physiques non 
acceptables. Au vu des résultats obtenus dans le cas simplifié où les enthalpies sont affines en 
température (cf. théorème 5), ce fait n'est en rien surprenant. On a simplement déterminé la 
valeur minimale emin de façon numérique. • 
1.3 Relaxation chimique 
Intéressons-nous maintenant à la distance d' induction de la combustion à l'aval du choc. 
L'évaluation de cette distance peut être utile si l'on cherche par exemple à connaître la longueur 
d'un domaine de calcul bidimensionnel pour une étude directe de l'allumage de la flamme. 
1.3.1 S y s t è m e d ' é q u a t i o n s 
Le nouveau système à résoudre est composé des équations de conservation de la masse, de la 
quantité de mouvement et de l'énergie, auxquelles il faut ajouter les équations différentielles 
d'évolution des K espèces chimiques composant le mélange gazeux. Ces équations peuvent 
s'écrire, en régime stationnaire, x désignant l'abscisse le long d'une ligne de courant aval au 
choc : 
'
 dyfc
 =
 nk(T,Y,p) 
dx pu 
pu = p\Ui = cte 
< (1.27) 
P + pu2 = Pi -f piUi = cte 
h{T,Y) + \u2 = h(TuYx) + \u\ = cte 
où p est la masse volumique, P est la pression, u est le module de la vitesse, Y = *(Yi, ..,YK) 
est le vecteur des fractions massiques des K espèces, / i (T,Y) est l 'enthalpie du mélange, 
fîfc(T, Y , p ) est le terme source chimique pour l'espèce k. La pression se déduit classiquement 
par la loi de Dalton pour un mélange parfait de gaz parfaits : 
K
 fíT 
p = Y.pv*w^ (L28) 
où W¡i désigne la masse molaire de l'espèce k. 
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Les valeurs indicées 2 sont les valeurs initiales des grandeurs physiques considérées. Elles 
sont déterminées à partir des grandeurs amont par les relations (1.6), (1-7), (1.8) et (1.28). 
Nous décrivons dans la section suivante 1.3.2 les modèles thermodynamiques et chimiques, 
permettant de déterminer les enthalpies ainsi que les termes sources. La résolution numérique 
du système est décrite section 1.3.3. 
1.3.2 Modèle thermodynamique réel et modèle d'Arrhenius 
La composition du mélange de K espèces gazeuses est ici gouvernée par l'évolution au cours 
du temps de / réactions chimiques réversibles, que nous écrivons selon: 
¿ ^ X i L — E ^ X f c , (1.29) 
fc=i k-i 
dYk 
pour 1 < i < I. Les termes sources wj. = —— valent : 
I 
w ^ X V * ! / « ^ , (1.30) 
¿=i 
où ujii = ( ^ — v'ki), et Wfc désigne la masse molaire de l'espèce Xfc, et où 1Zi désigne le taux 
d'avancement de la réaction i. 
La vitesse de réaction de la réaction i est alors donné par: 
Ki=KU n < " - Kr,i n < * • , (1-31) 
fc=l J k = l 
où N¡. — —— est la densité molaire de l'espèce Xk- Pour les réactions à trois corps, l'expression 
pour IZi est modifiée et vaut : 
Tl, = Bv {KU n < " - Kr¿ n Np) , (1.32) 
fc=i k=i 
où Bi = 2_j &kiNk\ les an sont les coefficients d'efficacités de troisième corps de l'espèce Xk 
pour la réaction i. 
Les vitesses de réaction directes et inverses Kf¿ et Kr¿ sont données par : 
KU = AtT^ exp ( - A ) , Kr4 = | M , (1.33) 
où E-i est l'énergie d'activation pour la reaction directe , et où Kc¿ est la constante d'équilibre 
pour la réaction i. Ces "constantes" sont données par les expressions suivantes: 
A c , - ( Ä r j exp( R R T ) , (1.34) 
où: 
An = 5 > I K , AS? = 5>tl-Sg(T) , AffP = ][>W#£(T) , (1.35) 
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et où Patm es^ la valeur en Pascals de la pression atmosphérique: Patm — 101325. 
Dans (1.35), S®(T) et H®(T) désignent respectivement les entropies et enthalpies de for-
mation molaires de l'espèce k; elles sont approchées par les relations suivantes: 
•SjfcOn_„ 1 „ T _ L „ rp , a3k rp2 , a i k rp3 , a5k rpé , „ f l ^ 
—-— = out In i + a2fci + — i + ~~~1 + ——1 + a7¡, , (l.do) 
où les coefficients a¡k sont deux ensembles de constantes déterminées pour deux intervalles de 
températures, l'intervalle "haut" et l'intervalle "bas", correspondant respectivement à T > 
TMID(^) et T < Tuw{k)- Nous avons utilisé la librairie Fortran CHEMKIN [5] pour calculer 
les grandeurs thermodynamiques. L'utilisation de la bibliothèque CHEMKIN nous permet éga-ie 
lement de changer aisément le modèle de cinétique. L'enthalpie massique h(Ty Y) = 2. YkhkiT) 
est alors déterminée à partir des relations: 
hk(T) = ^ P , (1.38) 
où l'enthalpie molaire H^(T) de l'espèce Xk est donnée par (1.37). 
1.3.3 Résolution numérique du système algébro-différentiel 
Le système aîgébro-différentiel à résoudre est (1.27). La résolution s'effectue à l'aide du 
soîveur de systèmes algebro-différentiels LIMEX [6], dérivé d'EULSIM [7]. LIMEX utilise une 
méthode d'extrapolation fondée sur la discrétisation semi-implicite d'un système linéairement 
implicite d'équations différentielles. Un tel système est du type ÄY' = F(Y,t), où Y(t) est le 
vecteur des inconnues, d'ordre n, t la variable indépendente, F une fonction de Mn x JR dans 
lRn, A une matrice d'ordre n qui peut être singulière. 
La seule difficulté réside alors dans le choix du pas d'espace local et donc du pas de temps. 
L'utilisation de routines d'adaptation automatique pour le pas d'espace paraît possible mais 
semble en pratique inutilement compliqué et cher. En outre, le critère de raffinement n'est pas 
clair et de toute façon inclut une part de choix arbitraire - dans l'estimation des bornes min et 
max du dit critère, de la taille minimale et maximale des pas. Il nous a donc paru beaucoup 
plus simple, souple et rapide de procéder de façon semi-empirique comme suit. 
Lorsque l'on connaît les conditions initiales en aval au choc, et en particulier la tem-
pérature, on peut alors estimer un temps d'induction de 3a combustion rG(7\) [8], qui ne 
dépend quasiment que de la température initiale T\. Ce temps est défini comme le point d'in-
flexion de la courbe T(t). En supposant que la vitesse ne varie pas trop et reste de l'ordre 
de la vitesse initiale u¿, on peut obtenir une première estimation de la distance d'induction: 
Di a DG = VITG(T\). La distance D¿ est en fait définie comme le point où la température en 
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aval au choc T i ( s ) , fonction de l'abscisse curviligne le long d 'une ligne de courant, change de 
courbure. 
On effectue ensuite un premier calcul sur un maillage assez grossier. On obtient alors 
rapidement la distance maximale de calcul smax ainsi que les zones de fort gradient, pa r 
exemple en température, qui est la variable déterminante pour fonder nos choix de paramètres. 
On choisit ensuite arbitrairement - et en prat ique après simplement deux ou trois essais — 
un pas d'espace maximal 6smax, un pas d'espace minimal 8smin, et deux distances de début 
et fin de combustion s¿e¡, et Sfin telles que s¿e¿ < s^¿„ < smax. Le pas local 6sn est ensuite 
déterminé selon deux progressions géométriques. La première progression conduit 6sn de la 
valeur initiale 6smax en s = 0 jusqu 'à la valeur minimale Ssmin en s = s¿efc. La raison est donc 
égale à: 
T = Hz!. (1.39) 
avec 
r1 = — et T2 = . (1.40) 
Le pas demeure ensuite constant et égal à 6smin , entre s¿ei, et Sfin. La deuxième progression 
conduit enfin 8sn depuis la valeur minimale <5sTO¿,¡, e n s = Sfm jusqu'à la valeur maximale 
8Smax à. l'abscisse finale smax. 
Cet effort nécessaire pour adapter localement le pas d'espace permet d'éviter certains 
problèmes de stabilité, liés à l'emploi de t rop grand pas d'espace pour LIMEX. En effet, ce 
solveur ajuste automatiquement son pas d'espace local, mais ne supporte pas de t rop grandes 
disparités entre le temps caractéristique du système algébro-différentiel, qui pilote le pas local, 
et le pas imposé par l 'utilisateur. Puisque cette première approche s'est révélé suffisante pour 
tous les essais numériques effectués, nous n'avons pas essayer de raffiner plus avant la stratégie 
d'optimisation du pas de temps local. 
1.4 Réflexion normale et effet de Mach 
1.4 .1 R é f l e x i o n n o r m a l e 
Supposons qu'iin choc incident, créé par exemple par une rampe, et séparant deux états où 
la vitesse a subi un changement brusque de direction, rencontre un mur de direction parallèle 
à la vitesse en amont du choc. Il peut alors, sous certaines conditions à déterminer, se réfléchir 
sur le mur et ramener, par l 'intermédiaire d 'un autre choc, la direction de la vitesse parallèle 
au mur. La situation envisagée est celle de la figure 1.3. Cependant, cet te configuration ne 
peut être observée si la vitesse à l'aval du premier choc est t rop faible : il faut que la vitesse 
normale de l 'état amont au choc réfléchi soit supersonique. 
On peut en conclure qu'une réflexion "normale" n'est possible que sous certaines condi-
tions à déterminer précisément. L'étude de référence de telles configurations d'écoulements, 
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FlG, 1.3 - Réflexion "normale" 
pour un gaz caloriquement parfait à 7 = 1.4, est menée dans [10]. Les auteurs obtiennent alors 
deux graphes intéressants, donnant d 'une part le domaine où une réflexion normale peut se 
produire, en fonction du rapport des pressions amont et aval au choc incident; et d 'au t re part , 
les relations entre l 'angle du choc incident et l'angle du choc réfléchi, encore paramétrées par 
le rapport des pressions amont et aval. Ce paramètre permet en effet un trai tement analytique 
plus commode. Plutôt que de reprendre ces calculs analytiques, nous allons mener une étude 
numérique dans le cas où les enthalpies sont polynomiales. H est alors utile de construire les 
courbes donnant, en fonction de l'angle de déflexion 6, l'angle du choc réfléchi, ainsi que la 
pression, la température et le nombre de Mach aval au choc réfléchi. Ces courbes seront para-
métrées par le nombre de Mach incident, qui semble plus facilement ajustable que le rapport 
des pressions amont-aval . 
Une fois que l'on dispose des courbes donnant les grandeurs aval en fonction des grandeurs 
amont, i.e. des polaires de chocs, il suffit de doubler l 'opération, en prenant cette fois comme 
condition amont au choc réfléchi les conditions aval au choc incident. 
En fait, la résolution numérique s'effectue en deux volets : 
- on paramètre le problème en faisant varier, pour un nombre de Mach incident donné, 
l'angle e du choc incident. On détermine alors l'angle de deflexion 6 correspondant, en 
résolvant l 'équation polynomiale Dx(a) = 0 comme pour les polaires de choc. 
- une fois que l'on connait ce 6, on détermine alors l'angle du choc réfléchi SR correspondant 
au même angle de déflexion S et ayant pour conditions amont les conditions aval au 
premier choc. La méthode numérique employée est identique, mais on cherche cette fois 
les racines du polynôme en x, Pa(x) = Dx(a), du vingtième degré en x. L'angle du choc 
réfléchi avec la direction de la vitesse incidente est alors £2 = £R — 6. 
Lorsque la deuxième opération est impossible numériquement (pas de racine trouvée), ou 
encore conduit à des grandeurs physiquement non acceptables, on peu t alors en conclure que 
la configuration de réflexion normale est impossible pour les conditions envisagées. 
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La résolution numérique de Pa(x) = 0 s'est en fait avérée plus ardue que celle de Dx(a) — 0 
en ce sens que nous avons capté des solutions "physiquement acceptables", mais qui indui-
sent des discontinuités de comportement dans les solutions. Ces solutions parasites purement 
numériques, liées à la difficulté de choisir la "bonne" racine de Pa, ont été éliminées. 
Nous supposerons que l'état aval après le premier choc est inerte, alors que l'état après le 
deuxième choc est soit brûlé, soit inerte. Les résultats sont présentés dans la section 1.5. 
1.4.2 Effet de Mach 
Comme il a été noté dans la section précédente et ainsi que les résultats numériques vont 
le montrer section 1.5, la réflexion normale d'une onde de choc ne peut s'effectuer que sous 
certaines conditions : en particulier, elle n'a pas lieu lorsque le choc incident est trop fort — et 
que son état aval est subsonique - , i.e. lorsque l'angle du choc incident avec le mur est supérieur 
à l'angle limite £um. Que se passe-t-il alors lorsque les conditions de réflexion normale ne sont 
pas satisfaites? 
Dans [10], il est démontré, dans le cas caloriquement parfait, que trois chocs m, S et S', 
issus d'un seul point séparant seulement trois états distincts constituent une configuration 
impossible. H est donc nécessaire qu'apparaisse une discontinuité supplémentaire : l'hypothèse 
la plus simple est que cette discontinuité soit une discontinuité de contact D. Une configuration 
possible est alors celle de la figure 1.4, toujours d'après [10]. 
D 
FlG. 1.4 - Configuration générale de l'effet de Mach 
Un cas particulier de cette situation, correspondant à la figure 1.5, pourrait nous intéresser 
pour obtenir une portion de choc droit: la réflexion dite "de Mach en état permanent" [10] 
où l'écoulement s'effectue de façon perpendiculaire à l'onde de choc et parallèlement au mur 
ou au plan de symétrie. L'écoulement traverse le choc de Mach de façon normale au choc, 
et la discontinuité de contact est également normale au choc. Cette configuration permet à 
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l'écoulement d'être parallèle au mur en amont et en aval du choc droit. 
m 
D 
S' 
FlG. 1.5 - Configuration particulière: effet de Mach "en état permanent" 
En pratique toutefois, cette configuration exacte ne peut apparaître que pour une relation 
précise entre le nombre de Mach amont de l'écoulement incident et l'angle de déflexion. En 
outre, pour la réflexion du choc oblique au point triple, tout se passe comme si le mur se 
trouvait au point Z. Or, nous avons déjà remarqué qu'il pouvait exister des conditions où il 
est impossible de ramener l'écoulement parallèle à sa direction de départ à travers deux chocs 
obliques. Dans ce cas, l'écoulement après le deuxième choc oblique fera un angle 6' non nul 
avec la direction de la vitesse incidente. Localement, autour du point triple Z, le choc de Mach 
fera un angle £3 presque égal à 90 degrés. Près du point O où le choc de Mach rencontre le 
mur ou l'axe de symétrie, le choc sera normal au mur ou à l'axe de symétrie. Le choc de Mach 
ne sera donc plus droit mais courbe,"quasi-droit". Une discontinuité de contact séparera alors 
l'état (2) derrière les deux chocs obliques, et l'état (3) derrière le choc quasi-droit autour du 
point triple. La configuration de l'écoulement est indiquée figure 1.6. Nous appellerons une 
telle configuration "réflexion par effet de Mach". 
Pour déterminer les caractéristiques de l'écoulement - et ses conditions d'apparition et de 
stabilité, il suffit alors de déterminer les angles £3 et 6' = 63. La déduction des autres grandeurs 
est alors directe à partir des conditions de saut. Mathématiquement, cela revient à chercher 
£3 et ¿3 tels que, compte tenu des conditions de saut (1.2), les deux vitesses des états (2) 
et (3) soient parallèles et que les pressions de ces deux états soient égales. Classiquement, la 
détermination s'effectue de façon graphique sur les polaires de chocs - que nous déterminons 
section 1.5 - donnant la pression aval P en fonction de l'angle de déflexion 6. 
R e m a r q u e 12 : Les situations d'écoulement décrites ci-dessus correspondent à des situa-
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Mur ou axe de symétrie Q 
FlG. 1.6 - Réflexion par effet de Mach 
tions possibles mais non certaines. On peut trouver des conditions sur le nombre de Mach 
amont et l'angle de deflexion de l'écoulement incident telles que la configuration obéisse aux 
équations d'Euler stationnaires. Mais on ne peut être sûr que ce soit la seule, ni que sa validité 
ne soit que très localisée géométriquement. En outre, la rampe provoquant le changement de 
direction de la vitesse n'est pas infinie. E faut alors prendre en compte l'onde de raréfaction 
(cf. figure 1.7) et son interaction avec le deuxième choc oblique 5(1 — 2). On pourrait égale-
ment envisager la réflexion sur la rampe du deuxième choc réfléchi, qui peut éventuellement 
être une réflexion de Mach. • 
FlG. 1.7 - interaction choc réfléchi-onde de raréfaction 
R e m a r q u e 13 : Les conditions de sortie ne sont prises en compte nulle part dans cette 
analyse, alors que l'écoulement derrière le choc quasi-droit est subsonique. La position du 
point d'intersection Z des trois chocs et de la ligne de glissement ne peut alors être détermi-
née selon cette approche simplifiée et nécessite justement la prise en compte des conditions 
de sortie et des interactions bidimensionnelles plus complexes. En outre, et comme il a été 
mentionné dans l'introduction, si l'écoulement en (2) est "suffisamment" supersonique, on 
peut espérer que par interaction des filets fluides externes rapides sur les filets subsoniques 
internes, l'écoulement redevienne globalement supersonique. Tous ces arguments qualitatifs 
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ne peuvent toutefois être vérifiés qu'à l 'aide d'une simulation tridimensionnelle ou bien sûr par 
des données expérimentales. Une étude numérique bidimensionnelle est menée dans [9). • 
1.5 Résultats numériques 
1.5.1 Obtention des polaires de choc 
Dans les paragraphes suivants, nous construisons les courbes donnant l'angle du choc s, 
la température, la pression, le nombre de Mach, la masse volumique, en fonction de l'angle de 
déflexion de la vitesse incidente 6. Nous nous plaçons successivement dans les deux cas où les 
enthalpies sont affines puis polynomiales. Dans chaque cas, nous envisageons un écoulement 
inerte ou réactif. Dans le cas caloriquement parfait sans combustion, si 7o = 7i = 7, la 
présentation classique est d'exprimer les rapports aval-amont de ces grandeurs en fonction de 
e, du nombre de Mach amont MQ et de -y. Comme s n 'est alors fonction que de 6, MQ et 7, ces 
rapports ne dépendent également que de 6, MQ et 7. Dans les autres cas, il faut également faire 
intervenir la dépendance par rapport aux autres grandeurs de l 'état amont. Afin de faciliter 
la comparaison entre les cas, nous exprimons les grandeurs en unités physiques pour un état 
amont donné en pression et température. Nous ferons varier le nombre de Mach amont . Nous 
nous plaçons dans le cas d'un mélange air-hydrogène pauvre, dont la richesse est notée 72.. 
Tous les essais présentés ici ont été effectués avec 72. = 0.5. En aval du choc, le mélange gazeux 
est supposé être constitué d'oxygène, d'azote et d'hydrogène ou d'eau, selon que l'on considère 
un état inerte ou "complètement" brûlé. On ne t ient pas compte dans l 'état brûlé des espèces 
minoritaires présentes à l'équilibre chimique. 
L'état inerte est constitué, pour une mole d' O2, de 3.79 moles de N2, et de 272, moles 
de H2. L'état brûlé n 'est alors constitué, pour 3.79 moles de JV2, que de 272. moles de HoO 
et 1 — 72. moles d'02- O n en déduit que les fractions molaires, notées X* pour l 'état i et la 
molécule x? s °n t données pa r : 
272. , 1 3.79 
y i _ y i „ y l — y i — n 
H
= 4.79 + 27Z ' ° 2 " 4.79 + 272. ' N* ~ 4.79 + 272. ' H*° ~ 
y2 _ n y2 — 1 - ^ y 2 _ 3 - 7 9
 Y2 _ 2^" 
(1.41) 
4,79 + 7 2 ' Nz 4.79 + 71 ' Hl° 4.79 + 7 2 ' 
Lorsque l'écoulement est inerte, il vient que J\jç — J\^. 
R e m a r q u e 14 : On a ainsi supposé que la composition chimique de l'équilibre était connue 
et fixée quelquesoit l 'état final. En toute rigueur, l 'équilibre est divariant et dépend pa r exemple 
de la température et de la pression. Il faudrait faire intervenir les autres espèces du modèle 
de cinétique, dont les fractions massiques à l'équilibre peuvent atteindre quelques pour-cents 
pour les plus importantes. L'introduction de ces inconnues supplémentaires ne permet plus 
un trai tement numérique relativement simple. Dans l'optique d'une étude préliminaire à une 
simulation bidimensionnelle, nous conviendrons que cette première approche est suffisante. 
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Nous reviendrons sur cette remarque lors de l'étude nous permettant d'accéder aux distances 
d'allumages à l'aval des chocs, à la section 1.5.4. • 
Les masses molaires W en g.mol"1 seront prises égales à: 
WÛ2 = 32 , WN2 = 28 , WH2 = 2 , WHio = 18 . (1.42) 
La masse molaire moyenne du mélange est alors simplement la moyenne des masses molaires 
pondérée par les fractions molaires : 
Win0y = Wi= Y, XíWx (1-43) 
X£{H2,O2,N2,H20} 
La variation d'enthalpie de la réaction globale est donnée par la relation (1.12). La valeur 
de $Yc en Kelvin sera prise égale à [11, 12]: 
0 ^ = 3 6 3 6 X 2 , ^ 0 ( L 4 4 ) 
Les rapports des capacités calorifiques seront pris égaux dans le cas caloriquement parfait 
sans combustion et fixés à leur valeur amont, déterminée par les polynômes de la biblio-
thèque CHEMKIN. Pour une richesse de 0.5, et une température amont de 700 K, on trouve 
70 = 7i — 1.368, valeur proche de la valeur usuelle pour l'air de 1.4. Remarquons que la 
valeur aval est nécessairement légèrement erronée si la température aval augmente de façon 
trop importante. Pour le cas avec combustion, on choisit arbitrairement la valeur de 1.3 pour 
71, pour tous les nombres de Mach amont. On déduit alors les capacités calorifiques à pression 
constante à l'aide de la relation (1.5). 
R e m a r q u e 15 : Cette valeur pour 71 est arbitraire et correspond approximativement à une 
moyenne des valeurs dans la gamme de variation des températures. Pour un intervalle de 
températures comprises entre 700 et 5000 K, le 71 aval varie entre 1.368 et 1.2 environ. Une 
éventuelle correction pourrait consister à reprendre les calculs avec une nouvelle valeur de 71 
correspondant à la température aval trouvée avec la valeur initiale de 71, voire même à recom-
mencer cette opération plusieurs fois. Toutefois, cette approche semble coûteuse et peu utile, 
compte tenu des autres approximations du modèle. En outre, la solution "vraie" est obtenue 
en résolvant le cas où les enthalpies sont polynomiales, i.e. en trouvant la racine de Dx. La 
racine de Px avec 71 = 1.3 est alors une approximation initiale suffisante pour determiner les 
zéros de Dx. • 
Les résultats sont données pages suivantes, sur les figures 1.8 à 1.12, pour une température 
amont de 700 K, une pression amont de 0.1 atm et un nombre de Mach amont variant par 
pas de 0.5 de 1.5 à 5 dans le cas sans combustion et de 3 à 5 dans le cas avec combustion. Le 
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nombre de Mach aval M\ est donné par M\ = —, où v\ est le module de la vitesse aval, c\ la vi-
Cl 
tesse du son aval. Pour un gaz parfait, la vitesse du son est égale à c\ = et 71 = -~^r r -
Wi cv{Ti) 
R e m a r q u e 16: Pour les conditions amont données ci-dessus, on trouve un M* limite de 
1.605 (cf. théorème 5). Toutefois, comme le cas avec enthalpies réelles n'admet des solutions 
qu'à partir de Mach 3 environ, nous avons préféré débuter les calculs avec combustion à 
partir de ce Mach même dans le cas caloriquement parfait afin de maintenir la cohérence des 
résultats.* 
De même, on peut déterminer les angles emin correspondant aux conditions amont pour un 
Mach amont donné et la valeur numérique de la chaleur de réaction A/10 précisée plus haut. 
Les résultats sont portés dans le tableau ci-dessous, correspondant au cas où les enthalpies 
sont affines en température (on a également indiqué l'angle ¿m,-n correspondant ) : 
Mach amont 
fmi'n (deg.) 
6-min (deg.) 
2.0 
53.39 
9.33 
2.5 
39.95 
8.83 
3.0 
32.35 
8.40 
3.5 
27.30 
7.71 
4.0 
23.66 
6.52 
4.5 
20.90 
5.96 
5.0 
18.72 
5.02 
Des polaires de choc, on peut également évaluer les angles limites pour le cas des enthalpies 
polynomiales, à un quart de degré près : 
Mach amont 
£min (deg.) 
Smin (deg.) 
3.0 
75.25 
9.47 
3.5 
56.00 
15.1 
4.0 
46.50 
14.9 
4.5 
40.25 
14.5 
5.0 
35.50 
13.1 
1.5.2 Obtent ion des conditions en aval du choc réfléchi 
Les conditions des calculs sont identiques à celles de la section précédente. Les résultats 
sont présentés figures 1.13 à 1.18, l'angle du choc réfléchi étant, égal à l'angle que fait le 
deuxième choc avec la direction de la vitesse incidente pour ce choc, comme le montre la 
figure 1.3. On suppose que l'état amont au choc réfléchi est inerte, alors que l'état aval peut 
être soit brûlé, soit inerte. 
Nous présentons successivement, pour le cas où les enthalpies sont polynomiales, l'angle du 
choc réfléchi en fonction de l'angle du choc incident, puis en fonction de l'angle de déflexion ¿1 
du choc incident, l'angle du choc réfléchi, la température, la pression, le nombre de Mach et 
la masse volumique. On fait encore varier le nombre de Mach amont Mo de 3 à 5 pour le cas 
où l'état aval au deuxième choc réfléchi est brûlé, et de 1.5 à 4 lorsque le mélange est inerte. 
Il ressort immédiatement de ces courbes est que, pour un nombre de Mach incident amont 
donné, une valeur limite de l'angle de déflexion 6am au dessus de laquelle la réflexion normale 
n'est plus possible, aussi bien dans le cas inerte que brûlé à l'aval du deuxième choc. On observe 
également qu'il existe une plage admissible pour l'angle du choc incident en dehors de laquelle 
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Angle du choc Epsilon, Mach amont = 1,5 ... 5 Angle du choc Epsilon, Mach amont = 1,5 ... 5 
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FlG. 1.8 - Polaires donnant l'angle du choc s en fonction de l'angle de déflexion 5 (deg.) 
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Temperature aval, Mach amont = 1,5 ... 5 Temperature aval, Mach amont = 1,5 ... 5 
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Mach aval, Mach amont = 1,5 ... 5 Mach aval. Mach amont = S,5 ... 5 
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FlG. 1.11 - Polaires donnant le nombre de Mach aval en fonction de l'angle de déflexion 6 
(deg.) 
42 CHAPITRE 1. EFFET DE MACH 
Masse volumique aval, Mach amont = 1,5 ... 5 Masse volumique aval. Mach amont =1,5 ... 5 
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FlG. 1.14 - Polaires donnant l'angle du choc réfléchi ea (deg.) en fonction de l'angle de 
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Temperature 2, Mach amont = 1,5 ... 4 Temperature 2, Mach amont = 3 ... 5 
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FlG. 1.15 - Polaires donnant la température aval au choc réfléchi (K) en fonction de l'angle 
de dé flexion 8\ (deg.) 
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FlG. 1.16 - Polaires donnant la pression aval au choc réfléchi (attn) en fonction de l'angle de 
dé flexion <Sx (deg.) 
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FlG. 1.-17 - Polaires donnant le nombre de Mach aval au choc réfléchi en fonction de l'angle 
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FlG. 1.18 - Polaires donnant la masse volumique aval au choc réfléchi (kg.m 3) en fonction 
de l'angle de déflexion 6i (deg.) 
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une réflexion normale n'est pas possible. Les valeurs 6am peuvent se déduire directement et 
sont indiquées dans le tableau ci-dessous : 
Mach amont 
him (deg.) : Etat 2 inerte 
8¡im (deg.) : Etat 2 brûlé 
1.5 
6.30 
-
2.0 
13.6 
-
2.5 
19.1 
-
3.0 
23.0 
3.62 
3.5 
25.8 
13.7 
4.0 
28.1 
19.8 
4.5 
-
23.4 
5.0 
-
26.8 
1.5.3 Analyse de l'effet de Mach 
A un angle de déflexion 6\ initial correspond un angle de choc S\. Ce premier choc (0-1) 
se scinde alors en deux chocs et une ligne de glissement. Le deuxième choc (1-2) fait un angle 
€2 avec la direction de la vitesse aval au choc (0-1); le troisième choc (0-3) fait un angle £3 
avec la direction de l'écoulement incident (0). La ligne de glissement T> fait un angle ¿3 avec 
la direction de l'écoulement incident (0). Notons ofo r t(¿ , í¿), o f a i b l e ( í , 5¿)? 0^rt(i, <5¿) et 
ög (i, ¿i) les opérateurs donnant l'état aval inerte ou brûlé, correspondant aux cas où le 
choc est fort ou faible (cf. remarque 8), en fonction de l'état amont i (non brûlé) et de l'angle 
de déflexion 6¿. Les états de la figure 1.6 peuvent alors être reliés selon: 
f (i) = ofaible(o, ¿0 
(2) = 0 f a i b l e ( M i - 6 3 ) 
(3) = C4o r t(0, ¿3) ou bien o f o r t (0 , S3) 
(4) = ö £ r t ( 0 , 6 = 0) ou bien o f o r t ( 0 , 6 = 0) 
(1.45) 
Le choc (0-4) est droit et donc la discontinuité séparant l'état (0) et les états (3) et (4) est un 
choc courbe, comme il a déjà été signalé. Les inconnues du système (1.45) sont alors, outre les 
valeurs des grandeurs physiques des états (1), (2), (3), (4), les valeurs des angles e\, 62, £3, et 
¿3. L'angle e\ et l'état (4) se déduisent directement. Les autres grandeurs peuvent se déduire 
de la connaissance de l'angle ¿3. Cet angle peut se déterminer de façon graphique, puisque 
les états (2) et (3) doivent avoir même pression et même direction de vitesse. Considérons la 
polaire de choc donnant la pression aval par rapport, à l'angle de déflexion 6, Cette polaire est 
déterminée par les conditions de l'état amont (0) : température, nombre de Mach, pression, 
composition. Pour un angle ¿¡1 donné, correspondant à l'angle de la rampe, on peut alors tracer 
depuis ce point une seconde polaire de choc ayant pour conditions amont les conditions aval 
(1) au choc (0-1) provoqué par la première déflexion ¿1. La deuxième polaire est fonction de 
l'angle 6\ — 6 d'après la deuxième équation de (1.45). L'intersection des deux polaires fournit 
l'angle 63 et partant toutes les autres grandeurs. 
En guise d'illustration numérique, nous avons tracé sur la figure 1.19 les polaires corres-
pondant à un état amont donné par To = 700 K , PQ = 0.1 atm , S\ = 24.62 deg avec un 
nombre de Mach incident MQ de 3.200. Ce cas correspond bien à une impossibilité, d'une 
part, de déflexion normale avec allumage, (cf. polaires de la figure 1.8), et d'autre part, de 
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réflexion normale, avec ou sans combustion (cf. polaires de îa figure 1.13). On ne trouve nu-
mériquement pas de solution possible correspondant à un état 2 brûlé. Le temps d'allumage 
correspondant à la température de 1362 K de l 'état 2 inerte, est de l 'ordre de 2,10 s, ce qui 
conduit, en prenant une valeur constante de la vitesse, à une distance d'ignition de l 'ordre 
de 3 mètres. Cet te longueur est bien supérieure à la longueur caractéristique des geometries 
bidimensionnelles envisagées, inférieure à un mètre. 
L'intersection "graphique" a été en fait obtenue de façon numérique par interpolation. Les 
résultats obtenus avec les enthalpies polynomiaïes sont récapitulés dans le tableau suivant : 
Etats 
0 inerte 
1 inerte 
1 brûlé 
2 brûlé, 1 inerte 
2 avec 3 brûlé 
3 brûlé 
4 brûlé 
2 avec 3 inerte 
3 inerte 
4 inerte 
Mach 
3.200 
1.965 
Température (K) 
700.0 
1181. 
Pression (atm) 
0.100 
0.499 
e (deg.) 
-
ei = 41.00 
S (deg.) 
-
¿i = 24.6 
Pas de solution stationnaire 
Pas de solution stationnaire 
1.600 
0.798 
0.701 
1.354 
0.452 
0.448 
1362. 
2861. 
2911. 
1486. 
1850. 
1851. 
0.871 
0.871 
0.928 
1.185 
1.185 
1.190 
£2 = 40.8 
£3 = 79.0 
-
A3 = 13.4 
Choc droit avec combustion 
£2 = 49.0 
e3 = 88.0 
-
¿3 = 6.96 
Choc droit sans combustion 
Les résultats de ce tableau montrent que les é ta ts 1 et 2 doivent être nécessairement considérés 
comme inertes. Par contre, les états 3 et 4 peuvent soit tous les deux inertes soient tout les 
deux brûlés. L'état 2 dépend du caractère brûlé ou inerte des deux états 3 et 4. Cependant , 
les fluides dans les états 3 et 4 "inertes" s'enflamment en fait rapidement (en environ 1 0 - 5 
s à 1850 K, cf. [8], en première approximation) et il est alors difficile de considérer ces états 
comme inertes, pour des longueurs typiques de superstatoréacteurs. La solution "physique" 
correspond donc plutôt aux états 3 et 4 brûlés. 
Même dans ce cas (3 et 4 brûlés), la figure 1.19 montre que deux solutions sont possibles, 
contrairement au cas sans combustion. Pour nos calculs, la solution choisie correspondant au 
plus peti t ¿3. Cette solution redonne bien la solution du cas sans combustion lorsque l'on tend 
continûment vers ce dernier. 
Les solutions obtenues avec ou sans approximation polynomiale pour les enthalpies mon-
trent des différences non négligeables. En effet, si dans le cas où les enthalpies sont prises 
affines, il existe peu d'écart entre la solution sans combustion et la solution avec combustion, 
tel n'est pas le cas pour le cas des enthalpies polynomiaïes : presque 7 degrés pour un ¿3 de 
13.4 degrés. 
R e m a r q u e 1 7 : Dans la réalité, puisque les lignes de courants ne sont pas vraiment des 
droites (cf. remarque 6), il est raisonnable de supposer que l'angle ¿3 effectif sera compris entre 
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Determination du point 2,3 sur les polaires pressions aval — angle de deflexion 
1.8 
1.6 
1.4 
1.2 
1 
0.8 
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0.4 
0.2 
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\ 
-
-
-
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\ 
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1 inerte dorme 2 inerte 
0 donne 1 et 3 brûlé 
0 donne 1 et 3 inertes 
-
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! 
\ . 
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. . .. i i 
10 15 ^ 20 
Angles de déflexion 
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Détermination du point 2,3 sur les polaires pressions aval -- angle de deflexion 
0.4 
0.2 
0 
1 inerte donne 2 inerte 
0 donne 1 et 3 brûlé 
0 donne 1 et 3 inertes 
10 15 20 
Angles de déflexion 
25 30 
19 - Détermination du point 2,3 .' ¿i = 24,62 deg., état 2 inerte 
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6.96 et 13.4, solutions des deux cas extrêmes. Ce même type de remarque s'applique pour la 
détermination des distances d'allumages à l'aval des chocs, objet du paragraphe suivant. • 
1.5.4 Détermination des distances d'induction 
Dans le cas où l'on suppose que le mélange réactif s'enflamme effectivement, on a vu que 
l'on peut accéder à la valeur de l'angle du choc oblique pour un é ta t amont connu. Mais, 
physiquement, la réaction chimique n'est pas instantanée. Les conditions juste derrière le choc 
correspondent donc à un éta t inerte non brûlé, mais très chaud. La distance parcourue par le 
fluide derrière le choc avant qu'il ne s'enflamme est la distance d' induction D¿, abcisse où la 
fonction T(s) présente un point d'inflexion (cf. section 1.3.3). Nous allons maintenant chercher 
à évaluer les distances d'induction locales, à l'aval des chocs S(0-3) et S(0-4) de la figure 1.4.2. 
Les informations relatives à l'état aval brûlé peuvent remonter l'écoulement et l 'angle du 
choc stat ionnaire est alors déterminé par les valeurs de l 'état brûlé, et non pas inerte, qui 
n'est qu 'un régime transitoire. Comme il a déjà été signalé dans la section 1.3, nous allons 
résoudre le système algébro-différentiel (1.27) en prenant comme état initial un éta t aval non 
brûlé, m a i s a v e c u n a n g l e d u choc e c o r r e s p o n d a n t a u cas b r û l é . D'après la remarque 
9, cet angle e "brûlé" sera plus grand que celui correspondant à un é ta t aval non brûlé. La 
température jus te derrière le choc sera plus élevée, mais la vitesse plus pet i te . Si on linéarise 
l 'équation (l.'2.iv), les variations de vitesse et de température aval sont reliées pa r : 
Cpi ATi = - v i Avi (1.46) 
On peut alors admettre que l'effet relatif à l'élévation de température est prépondérant, 
puisque une variation de température agit de façon exponentielle sur le temps d'induction 
[8] alors qu 'une variation de vitesse agit seulement de façon linéaire sur la distance d'induc-
tion. A priori , on peut plutôt s 'attendre à une diminution de la distance d'induction lorsque 
l'on prend u n e "brûlé" pour déterminer les grandeurs de l 'état non brûlé aval, par opposition 
au cas où l 'angle du choc est celui donné par un état aval inerte. 
Pour l ' é ta t 4 à l'aval du choc droit, il n 'y a bien sûr pas d'ambiguité sur le choix de l'angle 
du choc. 
Les calculs sont encore effectués dans le cas où l'angle de déflexion est de 24.62 degrés, le 
nombre de Mach amont de 3.2, la température et la pression amont respectivement de 700 K 
et 0.1 a tm. Les résultats sont présentés figures 1.20 à 1.25. Le cas "choc droit" correspond à 
l'allumage à l'aval du choc droit (état 4). Le cas "état 3 inerte" correspond à l'allumage à l'aval 
du choc quasi-droit 3, avec des angles donnés par un état aval inerte (£3 = 88.0,63 = 6.96). 
Le cas "état 3 brûlé" correspond encore à l'allumage à l'aval du choc quasi-droit 3 , mais 
a v e c les a n g l e s d o n n é s p a r u n é t a t ava l b r û l é (£3 = 79.0,¿3 = 13.4), et des conditions 
initiales j u s t e derrière le choc obtenues en injectant ces angles dans les relations géométriques 
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permettant d'accéder aux températures, vitesses et pressions de l'état aval. Ces conditions 
sont données par le tableau ci-dessous : 
Etat initial 
3 (3 final brûlé) 
"Vitesse (m.s 1) 
848. 
Température (K) 
2614. 
Pression (atm.) 
0.871 
£3 (deg.) 
e3 = 79.0 
h (deg.) 
53 = 13.4 
En fonction de la distance s au choc le long d'une courbe de courant, sont portés la 
température, la pression, le module de la vitesse, les fractions massiques de H2O, OH, H2O0, 
H et H02. 
On peut constater un écart assez sensible entre les grandeurs déterminées par le système 
(1.1) et les grandeurs finales obtenus par intégration le long d'une ligne de courant du système 
algébro-différentiel (1.27). Ces différences proviennent essentiellement de l'hypothèse que nous 
avons faite concernant la composition du mélange à l'équilibre, lorsque nous avons résolu (1.1) 
avec combustion. 
Dans cette section, nous avons donc essentiellement déterminé les bornes min et max de 
la distance d'induction effective pour l'état 3. En effet, le cas complètement inerte fournit 
un majorant de Di tandis que le cas "brûlé" surestime le dégagement de chaleur pour la 
détermination des angles des chocs, et donc aussi ces angles et les températures à leur aval ; 
cette approche nous fournit alors un minorant de D;. Les résultats peuvent se lire ci-dessous : 
Etat 
3 
4 (droit) 
Distance minimale (cm) 
0.03 
0.8 
Distance maximale (cm) 
1.0 
0.8 
R e m a r q u e 18 : Cette surchauffe ponctuelle pour l'état 3 provient de l'incohérence entre-
les angles £3, 63 d'une part et la composition inerte du gaz d'autre part. Cette surchauffe 
conduit l'état 3 à être initialement bien plus chaud que l'état 4 aval au choc droit. La flamme 
est alors collée au choc quasi-droit alors qu'elle est sensiblement détachée - pour des longueurs 
caractéristiques inférieures au mètre - à l'aval du choc droit. • 
1.6 Conclusions et perspectives 
Cette analyse a permis de montrer qu'il est absolument nécessaire de prendre en compte 
la combustion pour déterminer les angles des chocs provoqués par une rampe. Nous avons 
ainsi mis en évidence l'influence de la combustion sur le système d'ondes de chocs et sur les 
distances d'allumage elels-mêmes. Classiquement dans la littérature, l'influence géométrique 
de la combustion sur l'écoulement n'est pas prise en compte [3], et la discussion est effectuée 
pour un écoulement inerte. 
Dans le cas simplifie des enthalpies affines en température, nous avons prouvé analyti-
quement l'existence d'un nombre de Mach minimal M* en dessous duquel aucun système 
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Temperature (K) Pression (atm) 
2700 
1800 
0 0.2 0.4 0.6 0.8 i 1.2 1.4 1,6 1.8 2 
Abscisse s (cm) 
0.98 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisse s (cm) 
Vitesse ( a s - ! ) 
400 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisses (cm) 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1,8 2 
Abscisse s (cm) 
FlG. 1.20 - Cas choc droit: évolution de T, P, u et YE^O 
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Fraction massique OH Fraction massique H202 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisses (cm) 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisses (cm) 
Fraction massique H Fraction massique H02 
0.00025 
0.0002 
0.00015 
0.0001 
5e-05 
/ \ 
/ V 
/ 
f / 
/ i i \ i i » r i . i .. 
u.uuu/ 
0.0006 
0.0005 
0.0004 
0.0003 
0.0002 
0.0001 
n 
1 1 1 1 1 1 1 ï T 
\ 
\ 
\ 
\ 
V ; 
• 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisses (cm) 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisses (on) 
FlG. 1.21 - Cas choc droit: évolution de YQH, Y¡j2o%> YH et YHO? 
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Temperature (K) Pression (atm) 
Li\ßJ 
2600 
2500 
2400 
2300 
2200 
2100 
2000 
1900 
tenn 
1 1 « ' 1 "___JTT " T 1 
/ 
/ 
/ 
/ 
/ 
' / 
1 * • ' i.„„_„i-„- ,1 ... 1 _ » 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisses (cm) 
1.15 
1.05 
0.95 
0 0,2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisse s (cm) 
Vitesse (m s-1) Fraction massique H20 
700 
-i » r- 0.12 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisse s (cm) 
T " - i r-
0 0.2 0.4 0.6 0.8 1 1.2 1,4 1.6 1.8 2 
Abscisses (cm) 
FlG. 1.22 - Cas état 3 inerte: évolution de T, P, u et Y¡f,o 
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Fraction massique OH Fraction massique H202 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisses (cm) 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisses (cm) 
Fraction massique H Fraction massique H02 
0.0003 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisses (cm) 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Abscisses (cm) 
FlG. 1.23 - Cas état 3 inerte: évolution de YQH, YH202, ^ff e* ^íf02 
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Temperature (K) Pression (atm) 
2560 h 
2540 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
Abscisse s (cm) 
0.76 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
Abscisses (cm) 
Vitesse (ms-1) Fraction massique H20 
780 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
Abscisse s (cm) 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
Abscisse s (cm) 
FlG. 1.24 - Cas état 3 "brûlé": évolution de T, P, u et YH2o 
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Fraction massique OH Fraction massique H202 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
Abscisse s (cm) 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
Abscisse s (cm) 
Fraction massique H Fraction massique H02 
0.0004 H 
0.0003 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0,08 
Abscisse s (cm) 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 
Abscisses (cm) 
FlG. 1.25 - Cas état 3 "brûlé" : évolution de YQH, YH202> Xff et YHO2 
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stable comportant une onde de choc oblique suivie d'une combustion n'était possible. Pour u n 
nombre de Mach incident M > M*, nous avons également montré l'existence d 'un angle de 
choc minimal emin(M), correspondant à un angle de déflexion minimal 6min(M) en dessous 
duquel ce type de configuration n'était pas possible. Nous avons pu observer numériquement le 
même type de comportement dans le cas où le modèle thermodynamique est plus fin, incluant 
des expressions polynomiales en température pour l 'enthalpie du mélange gazeux. Nous avons 
également montré que, pour un nombre de Mach incident donné, il existe un angle de deflexion 
limite Siim au-dessus duquel une réflexion normale n'est plus possible: il se produit alors une 
réflexion dite de Mach. Ces mises en évidence numériques ont requis la détermination des 
polaires de choc exprimant les conditions aval au choc incident ainsi qu'au choc réféchi, en 
fonction de l'angle de déflexion et du nombre de Mach incident, pour les deux modèles d'en-
thalpies affines et polynomiales Finalement, nous avons pu estimer des bornes supérieures et 
inférieures pour la distance d'ignition effective à l'aval des chocs droit et quasi-droit, montrant 
que, dans une configuration stationnaire donnée, la flamme pouvait être très proche du point 
de rencontre des chocs. 
Cette analyse simplifiée n 'a bien sûr pas pu éclairer tous les points d'ombre de ce type 
de configuration : en particulier, les interactions choc-couche limite, ou choc-détente, les effets 
visqueux ou diffusifs, ou encore l'influence des conditions de sortie qui pourraient modifier la 
s t ructure décrite, ne sont pas pris en compte. 
Cependant, cette analyse phénoménologique offre l 'intérêt de permettre de dimensionner 
au préalable une simulation bidimensionnelle pour une étude plus précise de l'effet de Mach 
[9]. 
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Chapitre 2 
Comparaison et Analyse de 
Schémas Numériques pour la 
Résolution de Problèmes de 
Cinétique Chimique Complexe 
Raide 
Ce travail fait l'objet d'un article en collaboration avec B. Larrouturou, à paraître dans la 
revue Mathematical Modelling and Numerical Analysis, sous le titre "Comparison and Analysis 
of some Numerical Schemes for Stiff Complex Chemistry Problems". 
2.1 Introduction 
Numerical solution of inviscid flows is now quite achievable: a good deal of efficient algo-
rithms have appeared which make possible to solve the Euler equations of motion for most 
practical cases. For chemically reactive flows however, severe numerical difficulties may arise 
from the introduction of the highly non-linear chemical source terms - in particular when 
the number of species and of reactions is large - which generally lead to very stiff systems of 
differential equations. 
In the case of hypersonic flows, the decomposition of the molecules of air (jV*2 and O2) 
only occur at very high temperature and the chemical phenomenon is globally endothermic. 
For this kind of chemical kinetics, a linearized implicit treatment of the chemical terms seems 
to be sufficiently efficient to solve the flow and does not affect the C.F.L. condition by more 
than a factor of two, even in the case of a complex chemistry model with 5 species and 18 
reactions [2, 3, 8]. The extension of this method to a globally exothermic kinetic model, such 
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as the models arising in combustion, seems to lead to a very different - and highly unstable ! 
- behaviour for this kind of linearized implicit methods. Moreover, numerical instability may 
sometimes appear even when non-linearized implicit methods are applied. 
It is precisely the aim of our work to investigate how implicit schemes behave and perform 
when applied to kinetic models arising from complex chemical mechanisms. Indeed, although 
our ultimate objective is the solution of multi-dimensional reactive flows, we will concentrate 
here on the treatment of the reaction terms in a fractional step approach. After having briefly 
presented the flow equations, we will focus on the integration of the chemical source terms, 
which we will describe in detail in the next section. Then, we will describe various numerical 
methods, whose behaviours will be discussed and compared by examining three numerical ex-
periments, for two models of the hydrogen-air combustion. These methods include the explicit 
Euler forward scheme, an explicit second-order Runge-Kutta scheme, linearized or nonlinear 
implicit schemes, with two formulations coupling or uncoupling the temperature and mass 
fractions, and two specialized O.D.E. solvers (LSODE and DASSL). The last section is then 
devoted to the numerical analysis of the linearized implicit schemes, for several simpler kinetic 
mechanisms, including a one-step reversible equation and two global reversible one-reaction 
models for the hydrogen-air combustion. In particular, these analyses will show why the linea-
rized implicit schemes are adequate for endothermic regimes (typically for the air chemistry, 
in hypersonic re-entry flows), while they encounter extremely severe stability restrictions in 
exothermic situations, such as those arising in combustion. 
2.2 G o v e r n i n g e q u a t i o n s 
2.2.1 The two-dimensional reactive Euler equations 
We are interested in the numerical simulation of multi-dimensional high-speed reactive 
flows, such as those occuring in hypersonics, supersonic combustion or detonations. Neglecting 
therefore the viscous and diffusive effects, we start from the following conservative form of the 
«-components two-dimensional "reactive Euler" equations: given by : 
(Pk)t + {Pku)x + {pkv)y = tlk(T, 7, p) , 
(pu)t + (pu2 + P)x + (puv)y = 0 , 
< 
(pv)t + (puv)x + (pv2 + P)y = 0, 
k et + (u(e + P))x + (v(e + P))y = 0 , 
with pk = pY¡¡, Yjt being the mass fraction of species Xfc and Y the vector of the y^s ; Qk is 
the chemical source term for the k-th species. The other notations are usual. 
(2.1) 
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To close the system, we write two additional equations. The first one is the perfect gas 
law: 
and the second one is the equation of state giving the energy: 
e - -p(u2 + v2) + ph(T, Pk) - P 
(2.2) 
(2.3) 
We will be more specific later about the precise form of the specific enthalpy h(T,pk) for the 
/«-components real-gas mixture. 
We can also write the system in its classical vector form: 
Wt + F{W)X + G{W)V + H{W) = 0 , (2-4) 
w i ith: 
( Pk) 
pu 
pv 
{ e ) 
, F(W) = 
(
 PkU ^ 
pu2 + P 
puv 
\ u(e + P) ) 
, G(W) = 
f
 Pkv ^ 
puv 
pv2 + P 
\ v(e + P) ) 
, H{W) = 
/ -Qk \ 
0 
0 
V o J 
w = 
(2.5) 
We consider the solution of system (2.4) using semi-implicit upwind finite-volume methods. 
Semi-implicit means here that the convective (i.e., non reactive) part of the system is solved 
using a cheap explicit solver, whereas the reactive terms are integrated point-wise with a 
(preferably) implicit method. We write the global scheme as: 
Wn+1 — Wn Arpa(C) rtn+1 
AreaiG)-* ^ ' + ] P fr^W?, WJ,^) + * ^ l ) ^ H(Wi(t))dt = 0 . (2.6) 
Here, the superscripts n and n + 1 refer to the number of time steps, Ai is the time step, 
Area(Ci) is the value of the area of the cell C¿, A,- is the set of neighbour nodes of vertex ¿, 
Lastly, (f>ij is the numerical flux between cells C\ and C¿; it depends on the two states W* 
and Wf and on the integrated normal on the cell interface rfij — / i?, da. We evaluate 
JdnCj 
these numerical fluxes for the real-gas mixture using an explicit second-order accurate multi-
component Riemann solver, which has the property of preserving the maximum principle for 
the mass fractions. We refer to e.g. [1, 7] for a complete description of such numerical methods. 
To be more specific, we have to consider the different possible ways of evaluating the 
integral / H{Wi(t))dt For instance, if we wimply set / H{Wi{t))dt = AtJï(W"), we 
obtain a fully explicit scheme. But the timestep limitation for such an explicit scheme is 
usually very drastic in the presence of complex chemistry. This is why we have to consider 
semi-implicit schemes. On the other hand, writing / H(Wi(t))dt = AtH(W¡l+l) leads to 
Jt" 
a nonlinear system in which all variables (at all nodes) are fully coupled. In order to avoid 
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the cost of such an approach, we will consider instead a fractional step method, where the 
fluid-mechanics and the reactive part of the system are solved separately. We write the two 
steps as: 
yyn+l _ yyn _ 
Area(Ci)-!-—-!- + £ 4>ij{w^w¡rti) = o , 
¿€A.- (2.7) 
W?+1 - Wf+1 + / H{Wi{t))dt = 0 , 
Jtn 
This fractional step approach does not match the physical coupling between chemistry and 
fluid mechanics into the same time step, but seems to be a quite cheap method to compute 
stationary and unstationary chemically reacting flows. 
In the sequel, concentrating on the second chemical step, we examine and compare various 
possible schemes for the integration of the chemical source terms. 
2.2.2 One-cell model 
The new system to be solved now is a system of algebraic-differential equations consisting 
of the K ordinary differential equations of chemical kinetics for the mass fractions and of the 
conservation of energy. The unknowns are the temperature T and the vector of mass fractions 
Y. The system can be written as: 
at p 
(2.8) 
K 
e{T,Y) = J2 Ykek{T) = Constant . 
Notice that p is constant in the first equation of (2.8). Note also that we use the equation of 
dT ^ 
conservation of energy in its integral form and not in its differential form Cv—— = — 7^ Wfc£fc(T), 
dt
 £i 
K. 
with C„ = 53 Y*cvk-
We now have to write in details the reactions terms appearing in (2.8). We consider that 
the composition of the mixture of K gazeous species is influenced by / reversible chemical 
reactions, which we write as: 
fc=i fc=i 
for 1 < i < I. The source terms fit are given by: 
I 
where z/j¿¿ = (j/^ — v!ki), Wk being the molecular weight of species Xk-, a n d where 1Z{ denotes 
the global advancement rate of the reaction i. 
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The reaction rate of the i-th reaction is then given by 
TV'ki 
' k 
¡ f c = l fc=l 
Tli = Kf¿ J ] N£' - Kr,i I I <** » (2-11) 
pYk 
where Nk = -¡7- is the molar concentration of species Xk- f ° r th i rd-body reactions (see Ap-Wk 
pendix B), the expression for 1Z% is modified as: 
Hi - Bi (Kfii ¿ < " - Kr.i I ] <" ) , (2.12) 
fc=l J b = l 
where J3¿ = ]¿J ctkiNk; the ajy's are the third-body-efficiency coefficients of species x& for the 
reaction i. 
The forward and reverse reaction rates Kf¿ and KT¿ are given by: 
Kf^AtT^exp(~§-), Kr¿ = !&, (2.13) 
where Ei is the activation energy of the forward reaction, and where A'CJ¿ is the equilibrium 
constant for reaction i. These "constants" are given by the following expressions: 
tfc,- = i~~~)^ exP ( M _ ^j£) , (2.14) 
where: 
AI/Í = ¿ > K , AS? = ¿i/«Sg(r) , AH? = jr,vkiH%(T), (2.15) 
Jt=i t= i it=i 
and where Pfl.<m is the value in Pascals of the atmospheric pressure: Patm =• 101325. 
In (2.15), $k(T) and H®(T) respectively denote the standard-state molar entropies and 
enthalpies for species k; they are approximated using the relations: 
^ = aik\nT + a2kT+^T*+^ + ^T* + a 7 k , (2.16) 
K L 6 4 
HkiT) _ „ . a 2 * T , a3k,r,2 , a4krp3 , a^rrA , a6A.- ,„ 17v 
-^r~
aik +
 -r
T+TT +~T +-TT^ + T'> (2J7) 
where the a¡k coefficients are two sets of constants given for two intervals of temperatures, 
the "upper" and the "lower" intervals, corresponding respectively to T > TMIDÍ^) and T < 
TMID{^)- We use the CHEMKIN Fortran library [26] to compute all these thermodynamic 
data. The CHEMKIN package also allows us to easily change the chemistry kinetic model (see 
Appendix B). 
K 
Lastly, the specific energy e(T,Y) = / J Ykf-k(T) is evaluated from the relations: 
et(D = MEhjrç : , (2.18) 
where the molecular enthalpy H®(T) of species Xk is given by (2.17). 
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2.3 Numerical experiments 
We will now consider several numerical methods for the solution of system (2.8), and 
compare them on three typical numerical experiments. 
We will see that the crucial point in all experiments, and for all methods, is the choice of 
the local time step. In the numerical investigation presented here, we made this choice a priori 
in a semi-empirical manner; indeed, for the complete system (2.6), one ideally wishes to take 
for the chemistry the time step coming from the stability criterion of the explicit finite-volume 
method for the fluid, so as to avoid evaluating the own characteristic time for the complex 
chemical mechanism. But we will see that many difficulties remain, and in fact that several 
of the methods under consideration behave very poorly for the hydrogen-air combustion test 
case investigated below. Nevertheless, we found it necessary to present these numerical results 
before we perform a detailed analysis of the numerical stability of some of the schemes for 
some model situations in the next section. 
For some stability reasons (see [1] for the details), we slightly modify the system (2.8) 
in our experiments below: we impose the conservation of enthalpy instead of imposing the 
conservation of energy. In fact, this modification does not qualitatively affect the results which 
will be presented and discussed below. 
2.3.1 The numerical methods 
We begin by describing the methods in some details. 
We will mainly consider implicit methods. The differences between the various methods 
considered here lie in the size of the vector of unknowns. The first method is simply Newton's 
method on the whole system (2.8), i.e. with T and Y as simultaneous unknowns. In other 
words, we write (2.8) as: 
c x ( jr + 1 ) = £ yfcn+1ct(rR+1) - ho = o , 
fc=i 
Ck+i(Xn+l) = y¿ l + 1 - At uk(Tn+ltYn+1) + Ykn = 0 , 
with: 
vn+1 
( Tn+1 \ 
y-n + l 
and ho = 2 j f^c hk{T ). The Newton iterations may then be written as: 
Ga A X a - -C(Xa) , 
fc=i 
(2.19) 
(2.20) 
(2.21) 
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where Ga = (~\ and AXa = Xa+1 - Xa, with X t t = 0 = Xn and Xn+1 = Xö=a"*<". The 
dimension of the unknown vector is K + 1, and the linear system is inverted at each iteration 
by a direct GAUSS method. The Jacobian matrix G is exactly computed at each iteration 
from its analytical expression (see Appendix A). In practice, we limit the number of Newton 
iterations to ten, in order to obtain a not too expensive method: we will call this method 
"coupled Newton" method (CN). If we choose otmax ~ 1, we obtain the "coupled linearized" 
implicit method (CL). 
We can also slightly change this approach and uncouple the mass fractions system from 
the energy equation in the resolution. We then only make Newton iterations on the mass 
fractions and solve separately for the temperature by another scalar Newton method on the 
energy equation. More precisely, we then write the mass fractions equations as: 
Uk{Zn+l) = yfcn+1 - At uk(T*,Yn+1) -f yfe" = 0 , (2.22) 
with: 
/ yn + 1 \ 
iyn+1 (2.23) 
We now write the vector Newton iterations as: 
Ja AZa = -U{Za) , (2.24) 
with Ja = I — 1 , AZa = Za+1 - Za, Za=Q = Zn and Zn+l = Za=a™*, and the new 
temperature Tn+1 is then computed by substituting the new mass fractions Y£+1 into the 
energy equation: 
K 
J2 nB+1Ä*(r"+1) - ho = 0 , (2.25) 
J t = l 
and solving it by a scalar Newton method. Limiting a to amax = 10, we call this method the 
"uncoupled Newton" method (UN). Again, if we take amax — 1, we simply obtain a linearized 
implicit method, called the "uncoupled linearized" method (UL). 
This uncoupled formulation allows us to also consider explicit methods. We will consider 
both the forward Euler method and an explicit two-stage Runge-Kutta (RK2) method, namely 
Gill's method (see [12] and Appendix C for more details). But these methods will be a prion 
the "worst" methods in terms of time step limitation. 
Lastly, we can also use for the solution of (2.8) an O.D.E. solver as a (quasi) black box 
- and the most popular one seems to be LSODE [5] - for the mass fractions equations, with 
a one-variable Newton method for the temperature equation, as in the above "uncoupled" 
approaches. Or, in a very similar manner, we can solve the whole system with an Algebraic-
Differential-Equations solver - like DASSL [9], for example. 
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Let us simply recall some features of the method used in LSODE. For the system of 
ordinary differential equations y — f(t,y), LSODE uses a backward differentiation formula 
yn = V^ o¿jyn-j + Atnßof(tn,yn); q is the order of accuracy of the method (1 < q < 5). The 
3=1 
solution of the resulting non-linear system is computed by modified Newton iterations, where 
the Jacobian mat r ix (either exact and supplied by the user or approximated by internal dif-
ference quotients) is held constant during the iterations. The whole efficiency of the package 
mainly relies on the optimization of the local time step, which involves qui te numerous fai-
lure tests and feedbacks. In particular, the initial t ime step is essentially determined by the 
constraint (see [5]): 
h2 
\\—y\\wRMS = l , (2-26) 
1 *-^ , Vi 
with the norm |U-ijwÄAfS = \ ! T7 $_,(~)2> * n e numerical tolerances e¿'s being supplied by the 
\ N n=l €i 
user. 
Let us finally emphasize that , for all numerical experiments described below, we always 
use the values from the previous t ime step as initial guess for the Newton method. 
2 . 3 . 2 T h e t e s t - c a s e : h y d r o g e n - a i r c o m b u s t i o n 
In all numerical experiments below, we consider the combustion of a homogeneous mixture 
of hydrogen and air. The initial molar fractions are assumed to be: 
X(H2) = X(02) = ^ , X(N2) = ^ ¡ , (2-27) 
0.79 5.79 
and zero molar fractions for all other species. The initial values of temperature and pressure 
are T¿ = 1615 K , P% ~ 0.4 aim. These values may be seen as typical initial values behind 
the shock when studying shock-induced hydrogen-air combustion, for instance in scramjets 
configurations. The numerical tests use two kinetic models, given in Appendix B; the first 
mechanism involves 9 species and 19 reactions (referred as the 9-19 model in the sequel), the 
second one involves 10 species and 16 reactions (10-16). The final equilibrium temperature 
is equal to 2637 K for bo th models. We assume that the mixture combustion has reached 
its equilibrium before time tmax — 1 0 - 4 s, which has been taken as the final time of our 
calculations. 
We should keep in mind in the sequel t ha t we have chosen here a quite severe test-case. 
I t will indeed appear tha t most numerical methods behave much bet ter for globally endo-
thermic chemical mechanisms (such as the kinetic model describing the air chemistry) than 
for exothermic chemistries; moreover, among the exothermic mechanisms, the combustion of 
hydrogen is more explosive and exothermic than the combustion of heavier hydrocarbons. 
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2.3.3 First numerical experiment 
As a first numerical experiment, we solve the above test-case with all methods presented 
in Section 2.3.1, using the following simple strategy for choosing the variable t ime step. 
As already said, the time step cannot be chosen in an arbitrary way, since some of the 
methods suffer from severe stability condition (see Section 2.4). Here, we choose to reduce the 
time step during the calculation, i.e. while the temperature increases, in the following simple 
and crude way. For all methods (except for LSODE and DASSL which evaluate their own 
time steps), we take the initial t ime step to be A*o = 1 0 - 9 s. Then, for several values 0¡ of 
the tempera ture , we simply multiply the initial time step Ato by some factor ej when the 
tempera ture T is exceeding the value &¡. The values of 6¡ and e¡ are chosen to be a prion the 
same for all methods (after having tried quite a number of values...) and are equal to: 
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Moreover, these empirical values can be changed during the numerical calculation: whe-
never t he code crashes, the current value of e¡ is then divided by two and the calculation 
proceeds. 
T h e numerical results obtained in this way are very similar for all methods (the plotted 
profiles are undistinguishable) and accurate. The time evolution of the tempera ture for both 
9-19 and 10-16 chemistry models, presented on Figure 2.1, shows tha t the equilibrium tem-
pera ture is reached slightly earlier wi th the 10-16 mechanism than with the 9-19 model. The 
mass fractions profiles are shown on Figure 2.2 for the 9-19 model, and on Figure 2.3 for the 
10-16 mechanism (for the latter, we have omit ted the # 2 a n d O2 profiles, which look very 
much like those on Figure 2.2, but for the shorter equilibrium t ime) . Notice t h a t , for the 10-16 
model, the species -/V"2 and NO have not reached equilibrium at the final t ime 10~4 s. 
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FlG. 2.1 - Temperature evolution for both 9-19 and 10-16 models. 
But the most important output of this experiment concerns the comparison of the numbers 
of t ime steps and of the CPU times needed by each of the methods. These figures are given in 
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FlG. 2.3 - Mass fraction evolution for the 10-16 model. 
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the Table below, and are particularly dramatic (the calculations were performed on an IBM 
RS-6000 560 computer) !! 
Methods 
RK2 
UL 
CL 
UN 
CN 
LSODE 
DASSL 
CPU time 
17 h 
1 h 30 mn 
11 h 30 mn 
50 h (!) 
> 100 h (!!!) 
0.5 s 
0.7 s 
Number of iterations 
2.6 IQ8 
2.6 106 
3 107 
8 107 
> 1 108 
144 
121 
These results deserve several comments. First, they show undoubtedly that only the specia-
lized O.D.E. and D.A.E. solvers LSODE and DASSL can be used efficiently for such a complex 
and stiff chemistry problem. Notice however that the above results do not bring any definite 
conclusion for the comparison of LSODE and DASSL for this problem: the performances of 
both methods are very close; moreover, when we also tried LSODE and DASSL methods on 
a SUN SS10 computer, their respective CPU times were 1.08 s for LSODE and 0.86 s for 
DASSL: the relative performances of LSODE and DASSL are therefore machine-dependent. 
Besides, all other methods behave very poorly. We may also say that the linearized implicit 
methods seem (in each case, either coupled or uncoupled) to be less unstable than the Newton 
method, and also that uncoupled methods seem to give better results than coiipled ones. But 
the main conclusion is certainly that all these methods need a considerable CPU time! 
Before turning to our second numerical experiment, we should emphasize again two facts. 
On one hand, the above results are very far from being optimal, because we used a very poor 
strategy for adjusting the local time step; much better results will indeed be obtained in our 
third experiment below. On the other hand, it is worth to keep in mind that our sole criterion 
for diminishing the time step in this experiment was the crash of the code. We could have 
decided to decrease At whenever one of the mass fraction(s) was becoming negative (this 
actually happened during the calculation, but very slightly (~ 10 in absolute value for the 
greater ones); the code crashed when more negative values were appearing). We will see in 
the next experiments that forcing the mass fractions to remain non negative would have led 
to quite different results. 
2.3.4 Second numerical experiment 
We now investigate more closely the size of the time step with which each of the methods 
can adequately operate. In our second experiment, we are going to determine, for each method 
except LSODE and DASSL (but adding the forward Euler explicit method), and for both 9-19 
and 10-16 kinetic models, the maximal time step required so as to ensure that all mass fractions 
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stay in the interval [0,1]. This will be done for an initial pressure equal to the atmospheric 
pressure, and for an initial temperature increasing from 1300 K to 2300 K with a step of 
20 K. 
We will consider two different initial compositions. First, we take the same initial composi-
tion as in the above section, i.e. with zero mass fractions for species other than Ho, O2 and JVV 
We will call this initial condition "zero composition" and the maximal allowed time step will 
be denoted Afy_0. Secondly, we leaded the same calculation by initiating the mass fractions 
with the values calculated by LSODE at the time t = 10™6T, where r is the ignition delay 
at the considered temperature; this initial condition will be called "non-zero composition", 
and the corresponding maximal time step is denoted Aty>0. Let us make precise that we call 
here ''ignition delay" the time where the temperature profile changes its curvature (i.e. the 
inflexion point), starting from the zero-composition mixture: this is a characteristic time for 
the combustion of this mixture at a given temperature (see Figure 2.4). 
•2 
© 
Ignition Delay (9-19 Mode!) 
Ignition Delay (10-16 Model) 
1400 1600 1800 2000 
Initial Temperature (K) 
2200 
FlG. 2.4 - Ignition delay as a function of the initial temperature. 
The results are presented on Figures 2.5 to 2.10. 
These results show for instance that using the "non-zero" initial mass fractions does not 
necessarily increase the maximal usable time step, as we could expect: we sometimes have 
Aíy = 0 > A¿y> 0 (and even Aíy„0 2> A i y > 0 for the UN method). 
But the most interesting result is that the initial time step Aiy = 0 actually vanishes to zero 
(with machine accuracy) at some intial temperatures for some of the implicit methods(CL, 
UL and CN, for both chemistry models). In other words, for this (not so particular!) initial 
condition, these methods can never lead to non-negative mass fractions for this hydrogen-air 
combustion process. Moreover, the improvement brought by using the "non-zero composition" 
is absolutely not sufficient in several cases, since A t J > 0 is highly oscillating with the tempe-
rature; this is true for the CL and CN methods on the 10-16 model. For most methods, the 
9-19 mechanism gives worse results than the 10-16 model for the "zero composition", but the 
advantage from using the "non-zero" initial mass fractions seems bigger. 
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FlG. 2.5 - Maximal time steps for the first-order explicit method. 
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FlG. 2.6 - Maximal time steps for the RK2 method. 
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FlG. 2.8 - Maximal time steps for the CL method. 
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FlG. 2.10 - Maximal time steps for the CN method. 
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Another paradoxical result lies in the fact that the first-order explicit and explicit RK2 
methods have the larger allowed time step H In fact, this is not too surprising since our choice of 
the time step only demands that mass fractions stay between 0 and 1, but does not necessarily 
give physically reasonable results (see our third experiment below). 
Also, we need to add that, if instead of imposing non-negative mass fractions, we were 
requiring mass fractions "not too far" from the interval [0,1] (and above all that the code 
does not crash, as in our first experiment), the linearized implicit methods would appear to 
allow larger time steps than the explicit or Newton methods. In all cases, we must admit that 
the Newton methods again behave surprinsingly poorly. 
2.3.5 Third numerical experiment 
For our last experiment, we again consider the test-case of Section 2.3.2. But we will use a 
more elaborate stategy for choosing the variable time step, while imposing the mass fractions 
to stay between 0 and 1. We carried out these calculations only for the 9-19 model (which 
seems harder than the 10-18 one, at least at the beginning of the computation, from the 
previous section). 
Our (empirical) time step strategy goes as follows: starting with a given value of At, we 
constantly check whether the mass fractions remain in the admissible interval. In case of 
failure, we multiply At by a coefficient a < 1. But we may also increase the time step using 
some fixed integers N¡ and coefficients ßi > 1, as follows: if the computation remains successful 
during N¡ iterations, we then multiply Ai by /?/. Also, after M > max AT; successful iterations, 
we multiply Ai at each time step by a coefficient 7 > 1. 
For the first-order explicit and second-order explicit RK2 methods, the initial values of 
At, the values of N¡, a, /?/, M and 7 are given in the Table below, together with the total 
number of iterations and the CPU time in seconds on an IBM RS-6000 560 computer (we 
always took /?2 = ßz = ß*)-
Methods 
EXPL 
RK2 
UN 
Initial At 
1.2 lu"9 
1.4 HP 9 
1.0 KT1 1 
a 
0.9 
0.9 
0.9 
Nx 
15 
15 
15 
ßi 
1.002 
1.02 
1.002 
N2 
100 
100 
100 
AT3 
500 
500 
500 
Ni 
1000 
1000 
1000 
02 
1.005 
1.05 
1.005 
M 
2000 
2000 
2000 
7 — 1 
5.IO-5 
0.01 
5.10-5 
Iter. 
790 000 
835 000 
2079 000 
CPU 
260 
1093 
47323 
In agreement with the previous section, the same experiment cannot directly be run with 
the UL, CL and CN methods, since Aty=0 vanishes for these methods. Instead, we started with 
the "non-zero composition", i.e. with the mass fractions obtained by LSODE at a time of 7.852 
10"-11 seconds, corresponding to 10~6 times the ignition time of the reaction at T — 1615 K. 
The parameters and results of the calculation are given below: 
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Methods 
UL 
CL 
CN 
Initial At 
1.0 HT1 0 
1.0 10"10 
1.0 10~10 
a 
0.9 
0.9 
0.9 
Ni 
15 
15 
15 
A 
1.002 
1.002 
1.002 
N2 
100 
100 
100 
N3 
500 
500 
500 
iV4 
1000 
1000 
1000 
ß2 
1.005 
1.005 
1.005 
M 
2000 
2000 
2000 
7 - 1 
5.10-5 
5,10~5 
5.10"5 
Iter. 
753 000 
738 000 
CPU 
3543 
7422 
Failure 
For the CN method, the calculation fails after 15500 iterations. The time step size required 
to conserve non-negative mass fractions first lies between 5.10 -10 and 7.10~9 seconds, but then 
vanishes after time t — 7.10 -6 s. It seems hard to choose the initial composition so that the 
mass fractions never become negative. 
The results of these calculations are shown on Figures 2.11 to 2.15. For each method, we 
show the evolution of the time step, and those profiles (of temperature and mass fractions) 
where some particularities can be remarked. Indeed, in most cases, the temperature and mass 
fractions profiles perfectly agree with those of the first experiment, i.e. are perfectly acceptable. 
FlG. 2.11 - Variable time step and HO2 mass fraction for the first-order explicit method. 
The first comment is that these results have been obtained with much shorter computa-
tional times than in our first experiment, i.e. we have used bigger time steps on the average, 
while preserving the mass fractions positivity. The first-order explicit method performs sur-
prisingly well; the linearized implicit methods, which need a little help (with the "non-zero" 
initialisation) to start the calculation, perform equally well in terms of time step size (and 
therefore wose in terms of CPU time). And again, the Newton methods perform very badly. 
However, the results present in general some oscillations for the mass fractions, in particular 
for the rare species; therefore, requiring the mass fractions to remain non-negative does not 
insure accurate non oscillatory results. In particular, the results of the RK2 method are fully 
unacceptable ! But a careful examination also shows that the results of the UN method (which 
are the most oscillatory among all other methods) are also false: we see indeed that the 
equilibrium temperature is reached much earlier than in the first experiment (this -wrong 
result is probably due to the oscillations which are produced before the equilibrium on the 
mass fractions profiles). 
It is also worth noticing a rather surprising fact: all methods see their variable time step 
decrease during the calculation, and highly oscillate when they reach equilibrium. As a conse-
2.3. NUMERICAL EXPERIMENTS 
0 2c-05 Jc-05 6e-05 Se-05 0.00O1 
Time (s) 
4e-05 6e-05 8e-05 0.0001 
Time {sj 
4e-05 fc-05 8e-05 0 0001 
Time (s) 
0.! 
0.08 
006 
0.04 
002 
i 
-
p " 
1 1 ! 
Y_H20 
/ 
/ -
1 
1 -
-
-
2e-05 4e-05 6e-0S 8e-05 0.0001 
Tunc is) 
2e-05 4e-05 6e-05 3e-05 0.000! 
Time (s) 
0 2c-05 4c-05 tie-OS 8e-05 0.0001 
Time is) 
FlG. 2.12 - Variable time step, temperature, and mass fractions profiles for the RK2 
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quence, most of the computational time is employed to go from equilibrium to the final time, 
with a time step which is more than ten times smaller than the average time step used before 
equilibrium! 
2.4 Numerical analysis of some simple models 
The results of the numerical experiments presented above are surprising in several as-
pects, and require some explanation. This is the objective of this section, where we analyze 
several simpler models (the full hydrogen-air mechanism being out of reach for an analytical 
investigation). 
Our numerical analyses will indeed explain several of the results observed above. In parti-
cular, we will examine on several examples the stability limits of the coupled and uncoupled 
linearized implicit methods; we will see why these methods behave much better for globally 
endothermic chemical mechanisms than for exothermic chemistries, and that, in the latter 
case, they may suffer from stability restrictions which are even more severe than the stability 
limit of the first-order explicit method!! 
In the analyses below, we will say that a numerical method is stable (for a given time 
step) if it preserves the inequalities 0 < Yk < 1 for all species (in such a case, lower and upper 
bounds for the temperature follow from the energy conservation). 
2 .4 .1 The s imple revers ib le mode l 
Descr ibing the model 
We begin by considering the simple reversible reaction: 
A ^ B . (2.28) 
For the sake of simplicity, we will assume here that both species .4 and B have constant 
and equal specific heats at constant pressure: CVA — Cvg = Cv; they also have the same 
molecular weight WA — WB — W. Using the notations of Section 2.2.2, we will assume that 
Q = HA — HB = eA — eB > 0, which means that the forward reaction A —> B is exothermic. 
Lastly, let Y and Z denote the mass fractions of A and B respectively. System (2.8) now takes 
the form: 
' ^ 7 = --Yki(T) + —Zk2{T) ^ ~ y / i ( T ) + Zf2(T) , at p p 
dA^Yh{T)~Zh{T), (2-29) 
e(T, Y, Z) = Y{e°A + WCVT) + Z{eB + WCVT) = Constant , 
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with: 
h(T) = A1T^ exp (~^j , h(T) = ¿ 2 Ï * exp ( - J l ) ; (2.30) 
the fact that the two reaction rates f\ and f2 involve the same exponent ß, as well as the 
relation: 
E2 = Ei + Q , (2.31) 
follow from the relations (2.13), (2.14) and (2.15). 
Q 
We recall that Cv and p are constant in system (2.29), and we set U = . Obviously, 
WCV 
any solution of this system satisfies the identities: 
Y + Z = l , T + UY = Constant d=f H° . (2.32) 
Since all numerical methods considered below also preserve these relations, we may simply 
rewrite the system (2.29) as: 
t dY 
-£- = -Yh(T) + {l-Y)f2(T)t 
(2.33) 
, T + UY = H° . 
This system is completed with initial conditions: Y = Y°, T = T°. 
Remark 4.1: Below, we will sometimes need to consider realistic values for the constants 
and variables of the problem. These values are obtained form the the following estimates and 
relations: we have Y G [0,1], T € [TminíTmax], with Tmax — H°, (Tmax-Tmin) = U; typically, 
we have ™a « 5 to 8 and —— « 4 to 10. Also, from Mayer's relation, (7 — 1)WCV = R, 
•L min **"*• TTiax 
C 
where 7 is the specific heat ratio -—. • 
Cy 
Now, the differential form of the temperature equation, consistent with (2.33), writes: 
^ = UYfi(T) - U(l - Y)f2(T) . (2.34) 
In view of these relations, the region: 
K- = {(Y,T), Yh(T) - (1 - Y)/2(T) < 0} (2.35) 
of the (Y, T) plane will be called the endothermic domain, whereas the region: 
TZ+ = {(Y,T), Yh(T) - (1 - Y)f2(T) > 0} (2.36) 
will be called the exothermic domain. Both domains are separated by the equilibrium curve, 
defined as: 
y =
 /i(ff/.(r)"nr) (2'37) 
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(notice that Yeq(T) G (0,1) for any temperature T), Using (2.30) and (2.31), it is easy to see 
that y e q (T) is a monotone increasing function of T; furthermore, the asymptotic solution of 
system (2.33) as t tends to +oo, which we denote as (F0 0 ,!1 0 0), is uniquely determined by the 
system: 
Y°° = Yeq{T°°) , T°° + UY°° - H° (2.38) 
(see Figure 2.16). 
„CD 
Endothermic 
Region Y«*(T) 
T+UY=H 
0 
FlG. 2.16 - The equilibrium curve. 
We are going to carry out the numerical analysis of system (2.33) with the assumption 
that the activation energies are high enough. More precisely, we will assume that: 
E2 
RT„, 
> 2 , 
and also that: 
ß>0 . 
(2.39) 
(2.40) 
Numerical analysis 
We can now analyse how several of the numerical methods considered in Section 2.3 behave 
when applied to the simple reversible model (2.28). 
We begin with the following simple result for the UN and UL methods: 
Proposition 4.2: 
For the simple reversible reaction (2.28), the uncoupled Newton and uncoupled linearized 
methods are unconditionnally stable. • 
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P R O O F : Since system (2.33) is linear with respect to the mass fraction Y, the UN and UL 
methods coincide in the present case. They take the form: 
C yn+1 _ yn 
= ( - y B + 1 / i ( r " ) + ( i - Y n + 1 ) / 2 C H ) , 
A t 
Tn+1 + UYn+1 = H° 
(2.41) 
Then, we get: 
y n 
Yn+1 = ^ àl
 j (2.42) 
^ + (/i(2™) + / 2 ( r » ) ) 
and we easily see tha t Y r e + 1 lies between 0 and 1 as soon as Yn does. • 
The situation is more complex for the CL method. We will prove the following: 
P r o p o s i t i o n 4 . 3 : 
For the simple reversible reaction (2.28), the coupled linearized method is not uncondition-
nally stable. 
However, if the assumptions (2.39) and (2.40) hold, then the coupled linearized method is 
unconditionally stable in the endothermic domain 1Z-. • 
More precise s ta tements will be made below about the actual stability restrictions in the 
cases where unconditional stability does not hold, i.e. in some par ts of the exothermic domain. 
The proof of Proposition 4.3 consists of three Lemmas: 
L e m m a 4.4: 
Let ( y v , T ' n ) be the discrete temperature and mass fraction computed with the coupled 
linearized method. 
There exists a Cl monotone increasing curve Y = Y*(T), with: 
Ye*(T) < Y*{T) < 1 , (2.43) 
such that 0 < Yn+1 < 1 for any At > 0 as soon as 0 < Yn < Y^T1). • 
P R O O F : The CL scheme takes the form: 
f yn+1 _ yn 
(-Yn+1f1(7m) + (l~Yn+1)f2{Tl) 
¿Jit ^ 
_ y » / ( ( T » ) ( : r , H - i - Tn) + (1 - Yn)f!i{Tn){T1^1 - Ï7'")) , f 2 4 4 , 
Tn+l + UYn+1 = H° , 
CHAPITRE 2. CINÉTIQUE COMPLEXE EXOTHERMIQUE 
from which we get: 
v»+i _ At 
+ /a(T") + UYn {-Ynf[{Tl) + (1 - Y^f'^T1)) 
+ (/iCH + MT*1)) + y (-yn/í(r») + (1 - Y^foT")) 
(2.45) 
Ai 
Assume now that Yn € [0,1]. If the term ~Ynf[(Tn) + (1 - Y71)/^!"1) is non-negative, it 
is then clear that 0 < Yn+i < 1 for any Ai > 0. This condition writes: 
Yn < ñ(T
n) 
/í(r») + /¿(r») 
From the form (2.30) of f\ and /2, we get: 
Ei \ fi(T) 
<t£7 y * (rf!^\ 
1W-{"+§) 
for i — 1,2. Prom (2.31), this shows that, for any T: 
f[{T) h(T) 
MT) h{T) ' 
whence Y*{T) > 7 e i i ( r ) from (2.37) and (2.46). • 
(2.46) 
(2.47) 
(2.48) 
Now, the endothermic domain TZ- is a subset of the region {(Y,T) , 0 < Y < Y*(T)} 
from (2.43), as shown on Figure 2.17. 
Endothermic 
n > . } Region 
n+1 
Exothermic I 
Region I 
T+UY=H 
roo 
FlG. 2.17 - The equilibrium curve and the curve Y = Y*(T). 
Therefore, in order to show that the CL method is unconditionally stable in the endother-
mic region, it remains to prove the following: 
Lemma 4.5: 
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Let (Yn,Tn) be the discrete temperature and mass fraction computed with the coupled 
linearized method. 
Assume that the technical assumptions (2.39) and (2.40) hold, and that (Yn,Tn) 6 7£_. 
Then, (y i ' + 1 ,T , l + 1 ) € f t _ . • 
PROOF: Assume that (Yn,Tn) £ 71-. We rewrite (2.45) as: 
y-+i = Yn + ( - ryiCn + (i-r»)/2(r»)) (JU9) 
¿ + (/icn + /2(r»)) + c ( - y / í c n + (i - yw)/i(r»)) ' 
The right-hand side of (2.49) is a bounded monotone increasing function of the time step, 
which we will denote as Yn+1(At). Therefore, for any Ai > 0, we have: 
Yn+\At) < lim Y n + 1 (Aí) d=f Yn+1 . (2.50) 
Ai/"+oo 
But, introducing the function g(Y) defined as: 
g(Y) = -Yh {H0 - UY) 4- (1 - Y) / 2 (H° - UV) , (2.51) 
it is easy to check that Yn+1 satisfies: 
g(Yn) + %{Yn){Yn+1 - Yn) = 0 . (2.52) 
dr 
Since g is non-negative and satisfies g{Y°°) •=• 0, the proof of Lemma 4.5 will be complete 
if we show that g is convex in the endothermic region, i.e. for Y < Y°°; we will then have 
y n
 < y n + 1 < yco^ w h e n c e ( y n + ^ y n + l ) g n _ for a n y A / ( g e e F j g u r e 3.17). 
Let us therefore prove that g is convex in the endothermic region. For the sake of simplicity, 
we denote T (Y) = H — UY. The first derivative of g is given by: 
g'(Y) = -h (TH(Y)) - h (TH(Y)) - u [ - y / i (TH(Y)) + (1 - yj/a" ( r * ( Y ) ) ] . (2.53) 
In the endothermic region, we have Y < Y* ÍTH(Y) J from (2.43) and the monotonicity of y* 
(see Figure 2.17), which shows that the term between brackets in (2.53) is positive. Therefore, 
g\Y) < 0 for y < Y°°. 
A second differentiation yields, after some algebra: 
S"(Y)= 2U(f'1(TH{Y)) + ti(TH{Y))) 
+(T¿W]Í [~Yfl (Tff(y)) ixi "X1 - m ^ ñ ) <2-54> 
+(i-y)/2(T f f(y))(xi-x2-^yT)], 
with Xi = ß + urpi{¡v\ ^or J = *' *^ Using (2.31), we can rewrite this as: 
,"(Y) - 2, (¿ (r»(y))
 + ys (r*(y))) + (^ )2 (^Mj 
+ ( r ^ y ) 2 [(xl "X2 - R^m) (~Y/l (T*(y))+(1 "Y)h (TH(Y)^ 
(2.55) 
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WÍthx=
^%)+2( /5"1 + ^Tñ)-
In the endothermic domain, we know that -Y f\ (TH (Y)) + (1 - Y)f2 ( T H ( Y ) ) > 0. The-
refore, g" (Y) will be proved to be positive if we show that: 
X > 0 and xl - X2 - ^ ^ y j > 0 • (2.56) 
Regarding the second expression in (2.56) as a second-order polynomial in the variable %2-, we 
can rewrite these two conditions as: 
2Et + Q a t E2 ^ 1 , E2 1 
> 1- /3 and
 X2=ß+ ^ T , f f » ^ - > ö + A/-s^Hr7^T + 7 • I2-57) 2RTH(Y) ~ H AZ ~H ' RTH{Y) ~ 2 V AT* 0 0 4 " 
After some simple algebra, using the assumption (2.40) on ß, one easily checks that the last 
condition in (2.57) is equivalent to: 2RTH (Y) < E2. Both conditions (2.57) are then fulfilled 
from (2.39), which ends the proof. • 
R e m a r k 4.6: It is easy to see from the above proof that the same conclusions can be reached 
even if ß < 0, but with a stronger hypothesis than (2.39) on the activation energies. For 
instance, the above results remain true if the conditions (2.39)-(2.40) are replaced by: 
ß > - 3 and 2RTmax < min í ^ ± ^ l , ~ ) • • (2.58) 
R e m a r k 4.7: In fact, the preceding proofs show that the CL method is unconditionally stable 
as soon as the initial condition satisfies Y° < F*(T°). Indeed, if the initial data lies above the 
curve Y ~ Y*(T) but in the exothermic domain, we know that 0 < Yn+1 < 1 for any At > 0, 
and (2.49) shows that y*1"1 < Yn. This means that the sequence (Vn) is decreasing for n 
small enough. Then, either this sequence always decreases, which means that (Yn,Tn) 6 TZ+ 
and Yn < Y*(Tn) for all n, and the scheme is unconditionally stable from Lemma 4.4; or 
there exists UQ such that (Yn° ,Tno) G 72,_ and, for n > no, the sequence (Yn) increases but 
(Yn,Tn) remains in the endothermic domain from Lemma 4.5. In both cases, we have: 
lim Yn = y°° , lim 7™ = T°° . • (2.59) 
»y+oo n/'-foo 
To conclude our analysis, it remains to examine why the CL method is not unconditionally 
stable in the whole exothermic domain. This is the object of the next Lemma: 
Lemma 4.8: 
The coupled linearized method is not always unconditionally stable for the simple rever-
sible reaction (2.28). • 
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PROOF: In Lemma 4.4, we have written only a sufficient condition for the stability of the 
method. Now, returning to (2.45) and assuming that 0 < Yn < 1, it is easy to see that the 
property: 
0 < y n + 1 < 1 VAí > 0 (2.60) 
is achieved if the following two necessary and sufficient conditions are satisfied: 
f2(Tn) + UYn {-~Ynf[{Tn) + (1 - yn) /2(Tw)) > 0 , 
(2.61) 
MT11) + 17(1 - Yn) t - r / i ( r ) + (1 - Y^f^T1)) > 0 . 
f 
Writing the first inequality as Ai(F) = (/{ + f2)Y ~ S'^X — 77 < 0, we see that the dis-
r/2 • 4 / 2 , 
U 
criminant of Ai, A(Ai) = /^ ^—7F~(/i "*" ^2)» *s a^w ay s positive, and that Ai has exactly one 
positive root. The first condition in (2.61) may therefore be written under the form: 
Yn < y^T71) . (2.62) 
With realistic values for E\, Q and T (see Remark 4.1), Aj(l) is positive, which means that 
0 < y\{T) < 1 and that (2.62) introduces an actual restriction. 
The second inequality in (2.61) leads to: 
M(Y) = (/{ + f2)Y2 - (2/2 + fl1)Y + à+f^>o. (2.63) 
The discriminant of A2 is A(A2) = /{" 77"(/i + ?%)• Again, with realistic values for i?i, Q 
and T, this expression is positive. Examining the values of A2(0), A'2(0), A2(l), A'2(l), it is easy 
to see that A2 has two roots inside the interval [0,1], which means that the second condition 
in (2.61) is equivallent to a condition of the form: 
y» meneen] , (2.64) 
with 0 < y2(T) < y3(T) < 1. 
The two conditions (2.62)-(2.64) show that the CL scheme is not unconditionally stable. • 
We will not try to exploit any further the conditions (2.62)-(2.64), which are quite heavy 
to handle with. Instead, we will now examine the simpler case of a non-reversible reaction. 
2.4.2 The one-step reaction 
For the sake of simplicity, let us now consider the simplest case of a single one-step reaction 
A —• B. Keeping the same notations as above, we will simply assume that A2 — 0 in (2.30). 
Our aim here is to compare the stability restrictions for the linearized implicit schemes and 
the first-order explicit scheme. 
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We easily have: 
Yn+1 = Yn(l-Atfi{T*)) (2.65) 
for the explicit forward Euler scheme, 
•yn 
Yn+1 = : (2.66) 
for the UL method, which is still unconditionally stable, and: 
~ - tf(Y")2/i(T») 
Yn+l = -rr-M (2.67) 
- .
 + fl{T»)-UY*f[(Ta) 
for the CL scheme. It is then easy to see that the explicit method (2.65) is stable under the 
condition: 
1 
At < Ai E X P = -TT^TT i (2-68) 
"~ h{Tn) 
whereas the CL method is stable under the following condition (if Y™ > 0): 
At < AtcL = T7T7—TTT^ TT • (2-69) 
Then, the ratio of these two limiting values of the time step is: 
Aic i ACT1) Tn 1 1 
At EXP UY"fUT») Tmax ~ Tmin y» ¿a 
P
 RTn 
(2.70) 
we have used Remark 4.1 and (2.47). It is then clear that this ratio can be substantially smaller 
than 1: the stability restriction of the coupled linearized implicit method is then strictly more 
severe than the stability limit of the explicit Euler forward scheme!! 
2.4.3 Global hydrogen-oxygen reactions 
We will now analyse further the UL method, which we found to be unconditionnally stable 
for the simple reversible model (2.28), for two global formulations of the hydrogen-oxygen 
combustion. In fact, we will consider the two following reversible models: 
2H2+02^2H20, (2.71) 
and: 
H2 + ~02 - H20 , (2.72) 
and we will show that, surprisingly, the application of the uncoupled linearized method to 
(2.71) and (2.72) leads to very different stability limits. 
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The model w i th integer s toechiometr ic coefficients 
Let us begin with the first model (2.71). 
Calling X, Y and Z the mass fractions of H2, O2 and H2O respectively, and fi{T) and 
f2(T) the forward and reverse reaction rates, we are led to the system: 
X - -2WIh {X2Yh - Z2h) , 
Y = -Wo2 (X2Yh - Z2h) , (2.73) 
Z = 2WH2o {X2Yh - Z2f2) . 
We then have the following result: 
Propos i t ion 4.9: 
For the global reversible reaction (2.71), the uncoupled linearized method is unconditionnally 
stable: if Xn, Yn, Zn > 0 and Xn + Yn + Zn = 1, then Xn+1, Yn+l, Z n + 1 > 0 and 
X*+i + Yn+1 + Zn+1 = 1 for any At. • 
PROOF: Writing 6F = Fn+1 - Fn for F = X, Y or Z, we may write the UL method for the 
mass fraction X as: 
^ = ~2WH2 [{x2Yfi - Z2f2) + 2XYfx8X + X2 fx8Y - 2Zf26z] . (2.74) 
We have omitted the superscripts n for Xn, Yn and Zn in the right-hand side of this relation. 
Wo W^H Q 
Moreover, we have SY = 2 6X and 6Z = —•-• 2 SX from (2.73). After a straightforward 
2WH2 WH2 
calculation, we obtain: 
§- + (Wo2X3 + 2WH3X2Y) h + UwHz0XZ + 2WH2Z2) f2 Y»+l _ At v / __j^  / 
¿ + (wH,XY + W0iX2) h + AWH2oZf2 
| - + AWH2XY2h + UWH2OYZ + Wo2Z2) f2 
y*+i
 = AL 1. L—) (2.75) 
— + (iWH2XY + Wo2X2) h + 4WHioZf2 
+ (2WH2oX2Y + Wo2X2Z + AWH2XYZ) h + (2WH2oZ2) f2 
zn+1 — -4i 
£- + (iWH2XY + Wo2X2) h + 4WH2oZh At 
Now, assume that Xn, Y'\ Zn > 0 and that Xn + Yn + Zn = 1. It is then obvious that 
Xn+1, Yn+Ï, Zn+1 > 0 for any Ai > 0. Moreover, using the relation 2WHt + WÖ2 = 2WH2o, 
it is easy to check that X7 l + 1 + Yn+1 + Zn+1 = 1, which completes the proof. • 
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The model with non-integer stoechiometrie coefficients 
Considering now the second model (2.72) and using the same notations, we obtain the 
system: 
f X = -WH2 (xVYh - Zh) , 
y = - Wo2 (Xy/Yfi - Zh) , (2.76) 
[ Z = WH2o (Xy/Th - Zf2) . 
We then have the following result, which says that the UL method is not unconditionnally 
stable for this model: 
Proposition 4.10: 
For the global reversible reaction (2.72), the uncoupled linearized method is not uncondi-
tionally stable. The stability condition writes: 
1 . /Wo2X ¿~\ (Wo2Z (2.77) 
for Y > 0. 
PROOF: After some algebra, we find that the application of the UL method to (2.76) leads 
to: 
X
 | X2Wp2 
-h + (XWH.Io + ZWH2)f2 
±+^WH2VY + ^ £ ) h + WH2oÎ2 
I
 + (WH%YV7 _ Yf9^\ h + (WB%oY + ^A 
71 + 1 V / ^ yn + l — 
y n + l _ Ai 
h (ZVYWH2 + W°2*Z + XVYWE2O) h 
(2.78) 
The arguments are then the same as in the preceding proof: assuming that Xn, Yn, Zn > 0 
and that Xn + Yn + Zn = 1, it is obvious that, for any Ai > 0, we have Xn+1 > 0, Zn+1 > 0 
and Xn+1 +Yn+1 + Zn+l = 1. Also, it is clear that Y , ! + 1 > 0 if and only if (2.77) holds, which 
completes the proof. • 
Remark 4.11: Let us comment about the stability condition (2.77). It is clear that, if X is 
small enough, i.e. for sufficiently lean mixtures, the UL scheme is unconditionnally stable (the 
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right-hand side of (2.77) is then negative). On the other hand, for rich mixtures, i.e for Y 
small enough, there is an actual limitation on At, which takes the form (at the leading order): 
4\/F 
Ai < AtuL = SFW-f • ( 2 J 9 ) 
xwoih 
On the other hand, it is readily seen in this case that the stability limit of the explicit forward 
Euler scheme reads: 
2\/Y At < AtEXP = — — - . (2.80) 
X W02J1 
Thus, for very rich mixtures, the uncoupled linearized method may operate with time steps 
which are only twice greater than the time step allowed for the explicit method. • 
2.4.4 A remark about the fractional-step approach 
The previous sections show on the basis of the analysis of several tractable models that 
the linearized implicit methods suffer from very severe stability restrictions for the integration 
of the chemical model (2.8). One may then wonder whether this result is not due, at least 
partly, to our fractional-step approach. In other words, may the linearized implicit schemes 
operate with larger time steps if, instead of considering the sole chemical source terms, we 
simultaneously integrate the convective (and possibly the diffusive) terms together with the 
chemical terms? 
The answer to this question is negative: the stability limit of the linearized implicit methods 
for the coupled convective-reactive system is not any greater than the stability limit of these 
schemes for the purely chemical system (2.8). This fact is illustrated by the following example, 
where we consider the most simple convective-reactive system for a one-step reaction A —• B, 
with constant, velocity and constant energy: 
Yt + u0Yx = ~YMH° - UY) . (2.81) 
Assuming for the sake of clarity that UQ > 0 and setting again TH (Y) — H° — UY, we have 
(compare with (2.69)): 
Lemma 4.12: 
For the solution of (2.81), the upwind linearized implicit scheme: 
y' i+l yn yn+1 _ y-n + 1 
J
'
 At
 j
 + uo^—-^^- - ~Y¡+1h (TH 07)) + UYffï [TH(y/)) (r;+1 - rf) 
(2.82) 
is stable under the condition: 
At < 1-T— T . • (2.83) 
wxx.UY?f[\TB(y?)) 
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PROOF: The scheme (2.82) can be written in matrix form as AYn+1 = BYn, with: 
Ah] = ~ + h (H° ~ UYf) - UYffi (2T° - ÜY?) + £ , Ajj-x = - £ , (2.84) 
B
"
 =
 ¿ " ^ ^ (tf° " ^ ) ' (2-85) 
all other terms being zero. Clearly, if (2.83) holds, then B > 0, and A is an M-matrix (Ajj > 0 
for all j , Ajjk < 0 for j y¿ k and ¿2^-j,k > 0 f° r a ' l i i s e e [!!])• &s a consequence, .A"1 > 0, 
fc 
whence Y*+ 1 > 0 as soon as Yn > 0. 
If (2.83) holds, we may also set C = B~lA and write the scheme (2.82) as CYn+1 = Yn. 
Then, C is an M-matrix and, denoting 1 the vector whose components are all equal to unity, 
we easily see that CI > 1. Thus, C~l > 0 and we have C~~ll < 1. Assuming that Yn < 1, we 
see that Yn+1 = C~lYn < 1, which ends the proof: the inequalities 0 < Y'™"1"1 < 1 hold for all 
3- • 
2.5 Conclusions 
We have investigated in this paper the use of the nonlinear implicit and linearized implicit 
methods for the time integration of exothermic complex chemistry models. 
We have enlightened the inefficiency of these methods through three numerical experi-
ments, which showed (i) that a straightforward use of these methods leads to prohibitive com-
putation times for the simulation of hydrogen combustion, (ii) that, for some initial conditions, 
several of these methods are unable to preserve the mass fractions positivity, even with ex-
tremely small time steps, and, more importantly and more surprisingly, (iii) that monitoring 
the time step for these calculations by only requiring the preservation of the mass fractions 
positivity may lead to physically unacceptable results. 
We explained these observations by analysing the behaviour of the linearized implicit me-
thods for several (not too complex) tractable chemical mechanisms. These analyses show that 
the stability limit of the linearized implicit methods strongly depend on the detailed form of 
the chemical model. Also, they explain in a convincing way that the linearized implicit methods 
are not suitable for the time integration of exothermic chemical mechanisms, whereas they 
are known to be adequate for endothermic chemistries (see [2, 3, 8]). 
R e m a r k 5.1: The nonlinear implicit methods deserve some further comments. Following 
the arguments used in [4], it can indeed be shown that, for any time step At, as soon as the 
nonlinear discrete system to be solved in these methods has a solution (Y¡k)n+1, T"+ 1 , then this 
solution satisfies the maximum principle: 0 < Y^+1 < 1 (and this remains true if convective 
and diffusive terms are added; see [4]). Therefore, the instabilities observed for these methods 
in our experiments should be interpreted as the divergence of the Newton iterations for the 
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solution of the nonlinear discrete problem, not as an intrinsic instability of the nonlinear 
formulation itself. It might in fact be the case that this situation can be improved by using 
another iterative technique instead of Newton method (such as damped Newton, GMRES, 
...), or by coupling the convective or diffusive terms with the chemical source terms within 
the iterations (see e.g. [10]). • 
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A P P E N D I X A 
We give here the expression of the Jacobian matrix of the chemical terms. 
dC 
Using the notations of Section 2.3.1, we wish to evaluate G = 7—. We first obtain: 
uJi 
dT fc=i dYk' 
For k > 0, we have: 
with: 
•\Ym = -p Wife Ai ^ ^ " ^ F l N ™ , ÔT ¿=1 dT 
dT \N„ = Bi ^n<"(|^) 
• ^ n ^ ( — ^ + ¿ 2 - i : "K Am 
Q6fe , £lfc ^2fc_ 03fc 04fc, 
T 2 T 2 3 4 
ftt(T) = A ( G6fc + aikT + <fT* + fT* + a-fT* + °f^ ) , 
Cpk(T) = ^hk(T) = — ( alfc + a2kT + o3fcr2 + a«!3 + a5kT* ) , 
C„*(T) = ~ek{T) = Cpib(T) - J - . 
Lastly, we have {6km denoting the Kronecker delta): 
dCk+l «
 c - 1 A _i TJV V ^ ^ ^ « I 
iT.yj (I*™) = °km - P AÍ W* 2 ^ I/fci ôyT-lT.y,
 (Wra) , OF™ ¿=1 
with: 
¡T.r, (Mm 
In the case of chemical reactions not including a colliding third body, the above expressions 
are still valid with Bi = 1 and removing the terms involving am.¿ in the last relation. 
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A P P E N D I X B 
We now write down the two hydrogen-air combustion models, in CHEMKIN format (i.e. 
with C.G.S. units, activation energies E{ in caLmoi'1). 
The model with 9 species and 19 reactions writes: 
Ai ßi Ei 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
H2 + 02 
H2+OH 
H + O2 
O + íh 
H + O2 + M 
H + O2 + O2 
H-+02-\-N2 
OH + H02 
H + HO2 
O + HO2 
20H 
H2 + M 
02 + M 
H + OH + M 
H + H02 
2H02 
H202 + M 
H202 + H 
H202 + OH 
^ i 
;=± 
^ 
;=± 
^ i 
^ 
=^± 
;=± 
;=± 
í = i 
^ 
?=i 
^ 
^ 
^ 
^ 
— 
^ 
; = i 
20H 
H20 + H 
OH + O 
OH + H 
HO2 + M 
H02 + 02 
H02 + N2 
H20 + 02 
20H 
O2 + OH 
0 + H20 
2H + M 
20 +M 
H20 + M 
H2 + 02 
H202 + 02 
20H + M 
H02 + H2 
H20 + H02 
1.70EU 
1.17^09 
5.13£16 
1.80£10 
2.10£18 
6.70E19 
6.70M9 
5.Û0E13 
2.50E14 
4.80£13 
6.00MÍ8 
2.23£12 
1.85£11 
7.50£'23 
2.50£13 
2.00£12 
1.30£17 
1.60£"12 
1.00.E13 
0. 
1.3 
-0.816 
1. 
- 1 . 
-1.42 
-1.42 
0. 
0. 
0. 
1.3 
0.5 
0.5 
-2.6 
0. 
0. 
0. 
0. 
0. 
47780. 
3626. 
16507. 
8826. 
0. 
0. 
0. 
1000. 
1900. 
1000. 
0. 
92600. 
95560. 
0. 
700. 
0. 
45500. 
3800. 
1800. 
For reactions 5, 12 and 14, the third-body-efficiency coefficients of a^ ' s are given by: 
&H20,5 - 21 , an2,5 = 3.3 , 
Otf20,i2 = 6 5 U/ÍJ2 = 2 , aff2j2 = 3 , 
O J ? 2 0 , 1 4 = 20 . 
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The model with 10 species and 16 reactions is the following: 
Ai ßi Ei 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
Hi + 02 
H2 + OH 
H + 02 
0 + H2 
H + O2 + M 
OH + H02 
H + HO2 
O + HO2 
20H 
H2 + M 
O2 + M 
H + OH + M 
H + H02 
0 + N2 
N + 02 
OH + N 
^ 
^ 
=^± 
^ 
^ 
^ 
^ 
^ 
î = i 
; = i 
^ 
7=à 
~ 
_ ¿ 
^ 
^ 
20 H 
H2O + H 
OH + O 
OH + H 
HO2 + M 
H20 + 02 
20H 
O2 + OH 
0 + H20 
2H + M 
20 +M 
H20 + M 
H2 + O2 
NO + N 
NO + O 
NO + H 
1.70.E13 
5.20£13 
1.22E17 
1.80J510 
2.00E15 
1.20£13 
6.00£13 
1.00£13 
1.70£06 
2.23£12 
1.85J011 
7.50£23 
1.30.E13 
1.40.E14 
6.40£09 
4.00.013 
0. 
0.0 
-0.907 
1. 
0. 
0. 
0. 
0. 
2.03 
0.5 
0.5 
-2.6 
0. 
0. 
1. 
0. 
47780. 
6500. 
16620. 
8826. 
-870. 
0. 
0. 
0. 
-1190. 
92600. 
95560. 
0. 
0. 
75800. 
6280. 
0. 
For reactions 5, 10 and 12, the third-body-efficiency coefficients of a/.»'s are given by: 
ot'a20,b = 20 , an2o,M = 5 , ag2o,i2 = 20 . 
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A P P E N D I X C 
Lastly, we give here the FORTRAN Routine for Gill's Runge-Kutta 2 method, taken from 
[12]. 
SUBROUTINE GILLS(N,C,F,X,H,M,K) 
C 
C THIS ROUTINE PERFORMS RK CALCULATION BY GILLS METHOD 
C 
C INPUT 
C N = NUMBER OF VARIABLES 
C C = ARRAY OF N DEPENDENT VARIABLES 
C F = ARRAY OF N DERIVATIVES OF C W.R.T. X 
C X = INDEPENDENT VARIABLE 
C H = INCREMENT OF X 
C M = INDEX USED IN THE ROUTINE (INITIALIZED TO ZERO 
C BEFORE THE FIRST CALL) 
C OUTPUT 
C X,C 
C K = TEST INTEGER 
C = 1 CONTINUE 
C = 2 RETURN 
IMPLICIT REAL*8 (A-H,0-Z) 
DIMENSION C(10),F(10),Q(iO) 
ONESIX = 1.DO/6.DO 
ONETHI = 1.DO/3.DO 
M = M +1 
G0T0(1,4,5,3,7),M 
1 DO 2 I = 1,N 
2 Q(I)= O.DO 
A=0.5D0 
GOTO 9 
3 A = 1.7071067811865475244DO 
4 X = X + 0.5D0 * H 
5 DO 6 1=1,N 
C(I) = CCI) + A * ( F(I)*H - Q(I) ) 
6 q(I) = 2.DO * A * H * F(I) + (l.DO - 3.D0*A)*Q(I) 
A = 0.2928932188134524756D0 
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GOTO 9 
7 DO 8 1=1,N 
8 C(I) = C(I) + H*F(I)*GNESIX - Q(I) * ONETHI 
M=0 
K=2 
GOTO 10 
9 K=l 
10 RETURN 
END 
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Chapitre 3 
Simulation numérique 
d'écoulements réactifs 
inst at ionnair es 
Ce travail fait l 'objet d'un article en collaboration avec B. Larrouturou, qui sera sou-
mis pour publication sous le titre "A Fractional-Step Method for Stiff Exothermic Complex-
Chemistry Problems applied to Supersonic Combustion Simulation". Il donne également lieu 
aux deux communications [1] [2]. 
3.1 Introduction 
Supersonic combustion seems to be a quite efficient way for air-breathing propulsion of 
hypersonic planes. But scramjet (supersonic combustion ramjet) fine analysis may demand 
t ie accurate solution of very complex governing equations, which include the coupled effects 
of compressible shocked flows and detailed chemical kinetics. These simulation models may 
also incorporate other physical effects such as heat conduction, diffusion of chemical species, 
radiation, turbulence or multi-phase phenomena. 
One of the most difficult of the above topics is the correct and efficient numerical solution of 
the coupled convective-reactive systems, when the chemistry is complex, stiff and exothermic, 
and in the multi-dimensional case. Indeed, for hypersonic re-entry flows, the decomposition 
of the molecules of air (N2 and O2), which occurs at very high temperatures, is globally 
endothermic; for this kind of chemical kinetics, a linearized implicit t reatment for solving 
the reactive terms seems to be adequate and does not affect the C.F.L. condition by more 
than a factor of 2, even in the case of a complex chemistry model involving 5 species and 
18 reactions [10, 11, 42]. However, the extension of such a linearized implicit method to a 
globally exothermic kinetic model, such as the models arising in combustion, leads to a highly 
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unstable behaviour. Moreover, numerical instability may sometimes appear even when non-
linearized implicit methods -involving a Newton resolution- are applied [41]. This situation 
can be improved by using another iterative technique (such as damped Newton, non-linear 
GMRES,...), instead of Newton method, or by coupling the convective or diffusive terms with 
the chemical source terms within the iterations ( see e.g. [45] ). 
But such a fully coupled approach - which consists in solving a non-linear system where 
all variables at all nodes are fully coupled - is much more expensive than the fractional-step 
method, which we present below, where the convective and reactive parts of the governing 
equations are integrated pointwise, in two successive steps. 
In the sequel, after recalling the governing equations of the problem, we shall present the 
two steps of the method : 
(i) the fluid mechanics chemically frozen equations are solved using an extension of explicit 
second-order accurate approximate Riemann solvers to the multi-component case and with a 
realistic equation of state for the internal energy; 
(M) the chemistry equations are then integrated using a specialized solver , starting from the 
values of the conservative variables obtained after (i). 
We will then present and discuss some two-dimensional numerical results for stationary and 
unstationary calculations, with or without an adaptive grid refinement procedure. 
3.2 Governing equations 
3.2 .1 T h e two-d imens iona l r eac t ive E u l e r e q u a t i o n s 
We are interested in the numerical simulation of multi-dimensional high-speed reactive 
flows, such as those occuring in hypersonics, supersonic combustion or detonations. Neglecting 
therefore the viscous and diffusive effects, we start from the following conservative form of the 
K-components two-dimensional "reactive Euler" equations: 
(pk)t + (pku)x + {pkv)y = Ojt(T,y,p) , 
(pu)t + {pu2 + P)x + (puv)y = 0 , 
< 
(pv)t + (puv)x + (pv2 + P)y = 0 , 
_ et + (u{e + P))x + («(e + P))y = 0 , 
with pk = pYk, Yi¿ being the mass fraction of species Xfc and Y the vector of the Yfc's; Q^ is 
the chemical source term for the fc-th species. The other notations are usual. 
To close the system, we write two additional equations. The first one is the perfect gas 
(3.1) 
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law: 
r
-È*%' (3-2) 
and the second one is the equation of state giving the energy: 
e = ^p(u2 + v2) + ph(T,Yk)~P . (3.3) 
The specific enthalpy h(T,pk) for the «-components real-gas mixture is given by a polynomial 
interpolation, based on JANAF tables [7], 
Remark 1 : We shall emphasize on this special form for the thermodynamic quantities. 
Usually, the equation giving the specific enthalpy in function of the temperature and the 
species (3.15) is not used when solving non-reactive Euler equation. Instead, ÖI1G CELIl tclKC I 
P = ( 7 - l)pe (3.4) 
In our case, it is possible to assîme a similar relation if we take : 
h(T) tí ,,-, 
( j
 £nefc(r) 
fc=l 
So, 7^/j is a function of both T and the mass fractions Yfc. It is of course not a constant, 
nor is constant for a species alone.« 
Remark 2 : In the whole paper, the notation 7 will design the specific heats ratio, at 
constant pressure and constant volume : 
±Yu4 
7 = SE = *=! . (3.6) 
Cv
 Y.Y** 
fc=l 
Remark 3 : In the sequel, we shall call a calorically perfect gas a gas which satisfies the 
perfect gas law (3.2) and admits a constant 7, and therefore a constant specific heat cv. We 
shall call a real gas a gas which has a specific heat depending on the temperature, bu t still 
follows (3.2). A perfect mixture of perfect gases should be a mixture of gases which follows 
Dalton's law for the partial pressures P¡.: P = ¿ -^Pfc and for which the internal energy also 
Jfc=l 
K 
follows an additive law : e = 2jYA..ejfc(T) 
¡1=1 
3.2.2 Arrhenius Chemical Model 
We now have to write in details the reactions terms appearing in (3.1). We consider that 
the composition of the mixture of K gazeous species is influenced by I reversible chemical 
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reactions, which we write as: 
K K 
X) v'kiXk — Yl "kiXk , (3.7) 
k-i k=i 
dYk for 1 < i < I. The source terms u¡¡ = - — are given by: 
I 
u/k = Y,MkVkiRi, (3.8) 
where u^ ~ (u1^ — i/ki), M¡¡ being the molar mass of species Xk, arid where IZi denotes the 
global advancement rate of the reaction i. 
The reaction rate of the i-th reaction is then given by: 
Hi = Kf,i ¿ N$< - Kr,i f [ K"' , (3-9) 
fc=l fc=l 
where iVj. = —— is the molar density of species Xk- F° r third-body reactions (see Appendix 
), the expression for "R,% is modified as: 
Kt = Bi {Kf¿ f [ N${ - Kr,i f [ K " ) , (3.10) 
fc=l fc=l 
where B¿ = Y^ ajyiVj.; the ajti's are the third-body-efficiency coefficients of species Xfc for the 
fc=i 
reaction i. 
The forward and reverse reaction rates K¡¿ and Kr¿ are given by: 
Kfii = ^ T f t e x p ( - - ^ ) , A;,; = | ^ , (3.11) 
where E{ is the activation energy of the forward reaction, and where Kc{ is the equilibrium 
constant for reaction i. These "constants'' are given by the following expressions: 
P A Q® A rrO 
* *
 = (
^ F ) A l ' * e x p ( Ä " l ? r } ' (3-12) 
where: 
h fi Hi 
Ai/¡ = 5> f c i , AS? = 5> t isg(T), A#P = 5>wfrg(r), (3.i3) 
t = i fc=i ¿--i 
and where PQim is the value in Pascals of the atmospheric pressure: Patm — 101325. 
In (3.13), Sk(T) and H%(T) respectively denote the standard-state molar entropies and 
enthalpies for species k; they are approximated using the relations: 
-*—- = alklnT + a2kT +—T¿ + - — r + — r + û7fc , (3.14) 
R 2 o 4 
^ - - i* + "-fT 4- afT* 4- ^ + 22*7* + af , (3.15) 
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where the ai), coefficients are two sets of constants given for two intervals of tempera tures , 
the "upper" and the "lower" intervals, corresponding respectively to T > TMIDÍ^) and T < 
TMIDÍ^)- We use the CHEMKIN Fortran library [26] to compute all these thermodynamic 
data. The CHEMKIN package also allows us to easily change the chemistry kinetic model (see 
Appendix B). 
ft 
Lastly, the specific energy e(T, Y) — ¿ J Yk€k(T) is evaluated from the relations: 
i t = l 
<k(T) = H%(T) - RT 
Mk 
where the molar enthalpy H^(T) of species \k is given by (3.15). 
(3.16) 
3 , 2 . 3 A F r a c t i o n a l - S t e p A p p r o a c h 
System (3.1) can also be pu t in its classical vector form: 
Wt + Fi{W)x + F2(W)y + H(W) = 0 , 
with: 
(3.17) 
W = 
( Pk ^ 
pu 
pv 
\ e J 
Fx(W) = 
( Pku \ 
pu2 + P 
puv 
\u(e + P) J 
, F2(W) = 
Pkv 
puv 
pv2 + P 
\ v(e + P) J 
H(W) = 
( -ttk \ 
0 
0 
V o / 
(3.18) 
We consider the solution of system (3.17) using semi-implicit upwind finite-volume me-
thods. The finite volumes are computational cells, constructed from a triangular finite-element 
mesh. Each cell C¿ is constructed around a vertex i by successively linking the centers of gra-
vity of the triangles containing i, and the middles of the segments ij, where j is a neighbour 
point of i (cf. figure 3.1). 
Semi-implicit means here tha t the convective part of the system is solved using a cheap 
explicit solver, whereas the reactive terms are integrated point-wise, using a specialized O.D.E. 
or D.A.E. solver (see section 3.6.1). 
The numerical scheme can be derived by using a classical variational formulation of (3.17) 
on Ci, and using a Green integral formula : 
ÍÍ (Wt + Fi(W)x + F2(W)y + H{W))dxdy = I ! Wtdxdy+ f (Fxuf + F2v?)da 
-ÍÍ H{W)dxdy (3.19) + 
dC, designing the border of cell C¿, vf and uf are the components of the normal to the cell C¿. 
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FlG. 3.1 - Computational Integration Cell d 
After discrete space approximation, and time integration, the global scheme can finally be 
written as : 
AreaiCi)^-^-^- + £ 4>rj(W^W^i%3) 4- ^ ^ J H(Wi(t))dt = 0 . (3.20) 
Here, the superscripts n and n + 1 refer to the number of time steps, Ai is the local time step, 
Area(Ci) is the value of the area of the cell d, A¿ is the set of neighbour nodes of vertex i. 
Lastly, ij>ij is the numerical flux between cells C¿ and Cj] it depends on the two states W™ 
and Wf and on the integrated normal on the cell interface fjij = / v% da. We evaluate 
Jc,nC} 
these numerical fluxes for the real-gas mixture using an explicit second-order accurate multi-
component Riemann solver, which has the property of preserving the maximum principle for 
the mass fractions. This will be presented on section 3.4. 
?tn+x 
A priori, some different possible ways of evaluating the integral / H(Wi(t))dt may be 
considered. For instance, if we simply set / H(Wi(t))dt = AtH(W™), we obtain a fully ex-
Jt" 
plicit scheme. But the timestep limitation for such an explicit scheme is usually very drastic in 
the presence of complex chemistry. On the other hand, writing / H(Wi(t))dt = AtH(W™+l) 
leads to a nonlinear system in which all variables (at all nodes) are fully coupled. In order to 
avoid the cost of such an approach, we will consider instead a fractional step method, where 
the fluid-mechanics and the reactive part of the system are solved separately. We write the 
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two steps as: 
Wn+1 ~ WP- ^^ 
At 
W?+1 ~ W?+1 + / H(Wi(t))dt = 0 , 
Jtn 
(3.21) 
This fractional step approach does not match the physical coupling between chemistry and 
fluid mechanics into the same time step, but seems to be a quite cheap method to compute 
stat ionary and unstationary chemically reacting flows. 
In the sequel, we shall give a quite complete description of the methods we used to face 
the first convective step. We refer to [41] for an analysis of some schemes for the integration 
of the chemical source term. 
3.3 Linear Algebra 
In this section, we first verify the homogeneity of the fluxes and of some other quantities 
like the pressure. We then state the Riemann problem for our multi-component real gases 
mixture . The hyperbolicity of system (3.1) is proved by directly deriving the expressions for 
the Jacobian matrix Q, its eigenvalues and its right eigenvectors. The linear or genuinely non-
linear na ture of each field associated to each eigenvalue is after determined. We also derive 
the Riemann invariants and finally look for the components of W in the eigenvectors basis. 
N o t a B e n e : The partial derivative of a quanti ty A with respect to another quanti ty B, 
dA] 
with the quantities C and D held constant will be denoted —— 
or AB if it is unequivocal. 
or Ayß\c D o r e v e n A # 
3.3.1 Homogeneity 
From eq. (3.18), and if p = ¿JWfc, t n e expression of the flux vector Fi(W) is given by: 
/ 
Fi{W) = 
Fi,k = WK+i » 
P 
*l,*c+l = — ^ + P 
Fl,K + 2 = 
WK+iWK+2 
{Fltti+3=]^±±(WK+3 + P) j 
(3.22) 
We can obtain a similar expression for i ^ W ) . From (3.22), the 1-homogeneity of the fluxes 
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only depends on the 1-homogeneity property for the pressure. We can then enounce the follo-
wing propostion, about the homegeneity of the fluxes : 
Proposition 3.3.1.1: 
/ / the specific energies tk(T) are all monotone-increasing (or decreasing) functions, the 
temperature is homogeneous of degree 0. From the perfect gas law (3.2), we deduce that the 
pressure is homogeneous of degree 1, and so are the flux vectors F\ and Fi- • 
x ^ PVi. 
Proof: The pressure is given by P = j> ——RT. Hence, if T is O-homogeneous, the 
property of 1-homogeneity for the fluxes holds. From the equation of state (3.3), we can 
write : 
£ Wkek(T(W)) = WK+Z - ~-K+1 *+l (3.23) 
*=i ¿ p 
If we evaluate each term of this last equality at the state rW, r > 0, and then divide each 
side by r, we get : 
K
 1 W2 4. W2 
J2 Wkek(T(rW)) = WK+Z - L-*±kZ-^±l (3.24) 
*Ti 2 P 
If, for all k, the functions ek are all strictly monotone increasing (or decreasing), eq. (3.23) 
admits at most one zero. Physically, ek represents the specific internal energy of a species 
alone (the fc-th), which is a strictly monotone-increasing function of the temperature in our 
case. So, if the right hand side of eq. (3.23) is such that the equation actually admits zeros, 
this root is then unique. We deduce T(rW) = T(W). • 
Remark 4 : From the definition of 7 and the above proposition, we can notice that 7(W) 
is homogeneous of degree 0. • 
3.3.2 The R i e m a n n Prob lem 
The non-strictly hyperbolic nature of the system of conservation laws (3.1) will be verified 
in the next section. So, it makes sense to examine its associated Riemann problem. Introducing 
two separate states Wi and WR, we are seeking the solution of the following problem in one-
space dimension: 
' Wt + F{W)X = 0 for x G IR and t > 0 , 
un m Í WL if a: < 0 , (3.25) 
[ WR if s > 0 . 
When trying to solve this problem, a first important problem concerns the genuine nonlinearity 
or the linear degeneracy of the characteristic fields. For our case, we shall see in the sequel 
that, as in the multi-component calorically pecfect gas mixture, we obtain one multiple linearly 
degenerated eigenvalue , and two other in general genuinely nonlinear fields. In general means 
that it exists an assumption on c.(,j> for this essential property to hold (see also [18, 17] for 
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other kind of assumptions on the state law). For our case, the result is the following: 
Proposi t ion 3.3.2: 
Under the condition : 
Cv (7 ~ !) 
the two single fields associated to the Riemann problem (3.25) are genuinely non linear. 
Proof: The inequality (3.26) is established section 3.9.3, in the appendix 3.9. 
In our case, sinve 7 varies between 1.2 and 1.4, the right-hand side of the above inequality 
is greater than 20. The left-hand side does not exceed some unities. So, condition (3,26) is 
fulfilled in practice.» 
As a consequence, the structure of the solution of this one-dimensional Riemann pro-
blem for multi-component real-gas flows is the same as for a single calorically perfect fluid 
(see [18, 19, 20]. This structure is illustrated on figure 3.2.The 1-wave and the 3-wave may 
be either shock waves or rarefaction waves for general initial data. The 2-wave must be a 
contact discontinuity across which there is no pressure or velocity jump. Of course, the exact 
wave structure cannot be uniquely determined by the jump conditions alone and an entropy 
condition must be added. 
1-wave : shock 
or rarefaction 2-wave : contact discontinuity 
3-wave : shock 
or rarefaction 
Left State 
FlG. 3.2 - Structure of the Riemann Problem solution 
3.3.3 Derivation of the Jacobian Matr ix Q 
lote J 
BFu 
dFi dF2 
Let us denote ^ (W) = —— and B(W) = T -^TT- The coefficients of these two matrices are dW 
hence A¡it, dW„ and B¡T 
dF2t 
dWm 
dw 
After some algebra, denoting H = e + P , it then comes for A(W): 
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I ( l - y i ) u ••• - u Y i ••• -uYi Yi 0 0 \ 
~uYk ••• (l-n)u ••• ~uYk Yk 0 0 
-uYK ••• -uYK ••• [l-YK)u YK 0 0 
~u
2
 + PPl ••• ~u2 + PPk ••• -U2 + PPK 2u+Ppu Ppv Pe 
—uv • • • —uv • • • ~uv v u 0 
\ u{-H + PPï) ••• u{-H + PPk) ••• U{-H + PPK) H + uP^ uPpv u{l + Pe) j 
(3.27) 
and for B(W): 
( ( l - Y i ) v ••• -vYi ••• -vYi Yi 0 0 \ 
~vYk ••• ( i - n > ••• -«Y* n o o 
-vyK ••• -«y« ••• {\-YK)V yK o o 
—uv • • • —uv • • • —uv v u 0 
-v2 + Ppi ••• -v2 + PPk ••• -V2 + PPK P^ 2v + Ppv Pe 
{vi-H + Ppi) ••• v(-H + PPk) ••• v(-H + PpJ vPp* H + vPpv v(l + Pe) J 
(3.28) 
Finally, from these two expressions of A and B, it comes for Q — r¡xA •+ r¡yB, if r = 
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\fnl + Vy • 
/ 
Q = 
—wrY\ 
(1 - Yk)wr 
—WTYK 
VXYI 
VxYk 
VxYK 
%Yi 
T}yYk 
VyY* 
O \ 
T}x{-u2 + Ppk) - T¡yuv 2ur¡x + VT]V + rjxPpu VxPpv + Vyu Vx Pe 
%(-f 2 + PPk) - VxV-v VyPpu + VxV 2vr¡v + urjx + rjyPpy r¡yPe 
wr(-7i + PPk) rjxH + wrPpu riyH + wrP^ wr(l + Pe) 
\ J 
(3.29) 
The speed w is defined by (3.32) and the partial derivatives involved in the above coef-
ficients of the matr ix Q are derived in the Appendix. We only present below the obtained 
expressions for these derivatives ; 
• Ppu= ~{l - I )« 
Ppv = - ( T - 1 ) W 
• Pe = 7 - 1 
3.3.4 Derivation of the eigenvalues and right eigenvectors 
The verification for the proposed expressions is given in Appendix. The found eigenvalues 
for the matrix Q — rjxA + r¡yB are : 
Aj = . . . = \ k = . . . = XK = 7]XU + 1]yV 
K+l = Ai - ay/riZ + r¡l = \i-ra 
Afc+3 = Ai 
(3.30) 
with a = TT~ where M = I > — - | is the mean molar mass of the gaseous mixture. 
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The transformation mat r ix F is of the following kind : 
r = 
L 
n 
Yk 
YK 
Yi 
Yk 
YK 
u u u — a\x\ u + a¡i\ 
v v — aß2 v + a\x1 
-¡¿2 
Ml 
\ A\ ••• Ak AK "H — aw H + aw —¡iiu + piv J 
(3.31) 
where IdK is the Identity Matrix of order n and 
/ i i = 
y[û + ï% ß2 = 
Vy 
yvl + Vy 
, w — p\u + H2V 
and : 
(3-32) 
(3.33) 
If we substi tute the part ial derivatives by their values into this last expression, it comes : 
(3.34) * = i<«! + '!» + W - 5 ^ 
3.3.5 Riemann Invariants 
A scalar function $m(W) is called a m-Riemann invariant "in the Lax sense" (see Nota 
below) if it verifies : 
Vw4>m{W).Rm{W) = ¿ ^f^p.,R'm(W) = 0 
7=1 " ™x 
(3.35) 
As a consequence, a m-Riemann invariant is constant along a curve W(s) in the state space 
which is parallel to the m-th right eigenvector of t he Jacobian mat r ix Q, i.e. along which 
as 
is always colinear with Rm{W(s)). 
N o t a : In the case of a multi-dimensional eigenvector space (i.e. in our hyperbolic case, if it 
exists a multiple eigenvalue) and if we consider a vector field of the kind Vw<p(W) which is 
normal to only one right eigenvector Ä,n of this multi-dimensional eigenvector space, <f>(W) 
will be called weak Riemann invariant associated with the Ä,„ vector. If <f>(W) is such tha t 
V\v4>(W) is normal to the whole, multi-dimensional eigenvector space associated with a mul-
tiple eigenvalue, we will speak of a strong Riemann invariant, or of a m-Riemann invariant in 
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the Lax sense. Here, we are only considering strong Riemann invariants (cf. section 3.4.5). 
Using the expression of the right eigenvectors, given by the columns of the Y matrix (3.31), 
it is straightforward to check that the following quantities are Riemann invariants : 
Am 
<f>m 
Ai 
Ai , P 
Ai — ar 
Yk 
Ai + ar 
Yk 
Remark 5 : Ai is obviously a Riemann invariant for itself since the associated field is linearly 
degenerated. 
Remark 6 : since Ai is a multiple eigenvalue of order K + 1, there are only two Riemann 
invariants for Ai and the second one is the pressure. 
Remark 7 : all the mass fractions are constant along a curve parallel to RK+\ or RK+2- But 7, 
function of the mass fractions and the temperature, is not constant along this curve, since T 
is not. (We got, for i = 1,2 : ^ ^•K+Í-'^77~ ~ Í7 — l ) ^ 7^  0). As a consequence, the two well-
Jt=i dWk 
P -,2à 
known other Riemann invariants for the single-component case (i.e. — and Ai + (—l)î+1 
pi 7 •— I 
for RK+i, ¿ = 1,2) are not Riemann invariants in our case. 
In order to see if there exist other invariants for the two genuinely non-linear fields, we 
can also look for the solutions of the following O.D.E. : 
dpk 
ds 
dpu 
ds 
= aYk for fc = 1,.., K 
= a ( u + £¿a¿ii) 
dpv 
as 
de 
ds 
fe + P \ 
= a I h EÍÜW I 
(3.36) 
(3.37) 
(3.38) 
(3.39) 
where Si = (—1)* for i ~ \ (eigenvalue AK+i) or for i — 2 ( eigenvalue AK+2). Summing 
do 
all equations (3.36) leads to a = —-. (We can then find again that the mass fractions are 
as 
invariants.) Summing —¡i% (3.37) and ¡i\ (3.38) leads to find ~p,2U + piv as another invariant.» 
From the definition of e (see 3.3), and eq. (3.37), (3.38), we obtain from (3.39) that: 
P , , ,rr, PR 
—dp = pde = pcvdl = —— 
p M (7 — 
-dT (3.40) 
A V* A AT* 
From the perfect gas law, we remark that —— = h —- and finally get from (3.40): 
P p T 
M p ~ v(1) T 
with cv{T) - Y^Ykclv{T)-, and c\,{T) = —%A ( s e e (3-16)). We deduce that the quantity 
(3.41) 
Jb=l dT 
SPG 
fields. 
R fT c (T Y) 
is a Riemann invariant for both genuinely non-linear 
M JTO T 
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This last quantity in fact corresponds to the quanti ty — when 7 does not depend on the 
P1 
temperature (see remark 3 ). 
Remark 8 : Indeed, it is a well known fact tha t for the system of Euler equations, and 
in the case of a perfect mixture of perfect gases, the entropy of the mixture is a Riemann 
Invariant for the genuinely non-linear fields. 
The equivalent to the last "7 not depending on T" invariant (Ax — e¿ ) can be de-
7 - 1 
rived by summing \i\ (3.37) and ^2 (3.38). We obtain t ha t the quantity w* = ¡x\u + ^2V — 
Ei\ — / —— y=. is also a Riemann invariant for each genuinely non-linear fields (i corres-
V M J T O j-ly/T 
ponding to AK+i).« 
Since \K+i, i — 1,2, are simple eigenvalues, and tha t we found n — 1 + 3 indépendant 
Riemann invariants for each of these fields, we can hence be ensured tha t there is no more 
independent Riemann invariant for the genuinely non-linear fields. • 
Finally, al l the Riemann invariants (R.I.) can be summarized in the following t abu la r : 
Ai — ar Ai + ar 
R.L 
Ai = mu + ß2'V R f
T
 JJ(T, Y) ir 
M r JTC 'To 
— f¿2U + P-lV 
Yk 
R fT xfWTY) dr 
JTn 
R_ 
M ' 0 
~fi2U + fí\V 
Yk 
3.4 Extens ions of Roe a n d Osher R i e m a n n Solvers 
3.4.1 Roe Solver 
Roe proposed a conservative upwind scheme which uses an approximate Riemann solver 
based on a linearization of the fluxes [35]. A Roe-type numerical fhix function can be writ ten 
a s : 
<f>H = \( FW) + F(W3) ) - \\Q\{Wj - Wi) 
The matr ix Q is a. diagonalisable matrix which is to have the following property : 
(3.42) 
F(Wj) - F(W>) = Q{Wj - Wi) (3.43) 
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where F = rjij^Fi + i]ij,yF2 = r]xF\ -f r¡yF2. We have used the following classical notation : if 
\Q\ ~ r _ 1 | A | r , r is hence the matrix of the eigenvectors of Q and A is the diagonal matrix 
of the eigenvalues Xt of Q, |A| is the diagonal matrix of the |A¿|. 
In the single component case, and with the equation of state (3.4), there are in fact several 
different ways of choosing the Q matrix satisfying (3.43). Roe proposed in [35] to define Q as 
follows: Q is equal to the flux Jacobian matrix for some state W = W(WL, WR) known as 
"Roe's average of Wi and WR". The "average" function for a quantity q will be taken as : 
q(qi, qi) = \—-—T=— (3.44) 
y/Pl + \/P2 
Roe only needed the average values for the speed ü and the total specific enthalpy Tí to 
compute its matrix Q . 
3.4.2 Roe- type average 
For complex equations of state, to find an average state W such that Q(WL,WR) ~ 
Q(W(WL,WR)) is still open and seems in fact probably impossible [40] [16]. But, as mentioned 
in [27], we can seek an extension of the Roe's average for the multi-component case, involving 
a quite general form for the equation of state. Indeed, since the expression of the Jacobian 
matrix Q shows (cf. (3.29)) that its W dependency is expressed through the quantities Yjk, u, 
v) %) TT~> W and 7, we seek a matrix Q such as: 
- RT -Q = Q(Yk,ü,v,hk,—,H) (3.45) 
Mi-
So, the determination of our matrix Q only requires a "Roe-type" average for all these quan-
tities. 
For Yj;, u, v, hk, ——• and Ti, the average function will be the same as Roe's : - -
Mk 
?(9i.í2) = - V - .—7=^ (3-46) 
V/PT +VP2 
For -y, two cases are to be distinguished [27] : 
Eñe*2-/*1) 
jt=i 
-¿—™ if T2 = TX. 
£ñ(^)-¿> 
if T2^T\ 
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The eigenvalues of this average matrix Q are formally the same as Q's, but must be 
expressed in function of the averaged quantities. A straightforward substitution in (3.30) 
yields : 
Aj = . . . = A*. = . . . = AK = r¡xü + T)yv 
ÂK+i = Ai - aJrj[Trf¡ = Äi - rä 
I - ~ (3.47) 
AK+2 = Ai + äyjrjl +1)1 = Xi + râ 
AK+3 = ^1 
But this time â2 will be equal to : 
ä2 = ( 7 - l ) ( H - ^ ( ü 2 + 52)) (3.48) 
quantity which is actually positive. Condition 3.43 can then easely be verified (see also [27]). 
3.4.3 E n t r o p i e c o r r e c t i o n 
Let Rm(Wi,Wj) and Xm(WiyWj) denote the eigenvectors and associated eigenvalues of 
the Q matrix . Our Roe-type numerical flux can then be written as : 
K+3 
^(WuWj) = F(Wi)+Yi\-(Wi,Wj)r¡>mRm(Wi,Wj) 
K+3 
= F{Wj) + Y, *m(Wi, W^mRm{Wl, Wj) (3.49) 
Wl = l 
where A¿ = ±max(0,±Am) and 
K+3 
Wj - Wi = J2 VwAm(Wi,Wj) . (3.50) 
The expression oîW in the Q-eigenvectors basis is derived in the appendix (see section (3.9.4). 
For a general hyperbolic system, the existence of a mathematical entropy (see [38]) suffices 
to ensure the existence of a Roe-type linearization [31]. But, this linearization is not unique 
and Roe-type schemes do not satisfy the entropy inequality. It is then a well-known fact that 
unphysical weak-speed "rarefaction schocks" may be captured [35, 37]. To face this major 
drawback of Roe's scheme, some authors [37, 36] have proposed a parametric approach which 
consits in modifying the numerical viscosity associated with the scheme (see below) near the 
"sonic points". Others [39] also proposed a non-parametric approach which involves a non-
linear modification of the flux function at sonic points. Due to its easy implementation, we 
first tried parametric Harten 's entropie correction. 
Rewriting (3.49) in a centered manner, in order to make appear the numerical viscosity, 
yields : 
^(WuWj) = \ \F{WX) + F{Wj) - Y, V(Am(lVi,W i))^mÄTO(W i, W,-)j (3.51) 
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where V(A) = |Aj denotes the numerical viscosity. The Harten's correction we used consisted 
in replacing V(A), for |A| < 6 by : 
i 
\jHarten/ \\ _ A
2
 + ¿2 (3.52) 
and 6 = e(|Ai ¡ + à) in our case. The strictly positive real e is a parameter which measures the 
amount of added artificial viscosity. A priori, the choice of e is a crucial point for obtaining 
the correct solution. In our numerical experiments, we choose e = 0.01 and this first approach 
seemed to be sufficient. 
3.4.4 Mult i-component Osher solver 
The extension of the Osher scheme for multi-component flows has been done in [29] and 
in [30] for non-equilibrium flows. The extended scheme is defined as in the single component 
case : 
1 1 rwi 
bj = - ( F(Wi) + F{W}) ) - - / \Q(W)\dW (3.53) 
l ¿ Jw, 
The integration is carried out on a path connecting the two states W¿ and Wj. Usually [33, 34], 
the path between the two states is taken tangent to the right eigenspaces of the Jacobian 
matrix Q and is the reunion of three subpathes E>x, SA.+I , S^K+2 where 3\ is tangent to the 
eigenspace associated to A. Different ways of ordering the eigenvalues of Q may be considered. 
A priori, the optimum choices seem to be the natural increasing order Ai — ra, Ai, Ai + ra 
or the reverse order. In reference [34], it was shown in the calorically perfect gas case that 
the definition of Osher's solver combined to the reverse order leads to a numerical flux which 
respects an entropy inequality for the semi-discrete scheme. We shall use in the sequel the 
reverse order, but a priori nothing prevents us from using the increasing order. 
3.4.5 Osher-type Numerical Flux 
Let us denote by WXß and W2/3> * n e intermediate state of our path: 
- wlß = HA K + 2 n HAI 
- W2/3 = SAJ n 5AK+J 
We shall precise in the sequel the definition of these intermediate states. The eigenvectors 
associated with AK+i = r(a — w) and AK+2 = r(a + w) are genuinely non-linear. So, these 
two eigenvalues may change their sign at most once in the pathes HAK+1, i — 1,2 [30]. If there 
exist such points, they are called sonic points and respectively be denoted W^iC in the path 
S\K+2 and W^J™0 in the path 'E.\K+1 • For the genuinely non-linear fields, the expression of the 
integral of the numerical flux can thus be divided in two parts : 
/ \Q(W)\dW= \Q(W)\dW= Q+(W)dW- Q~(W)dW (3.54) 
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From the 1-homogeneity of the flux, we can then deduce that : 
f \Q(W)\dW =
 S i g n ( A / í + 2 ( ^ ) ) [ F ( W í ^ i c ) - F ( W ' i ) ] + (3.55) 
sign (\K+2(W¡™)) [F(Wlß) - F(W^C) 
where F(W) = F\(W)vx + F2{W)vy is the two-dimensional flux (see section 3.4.1). 
We obviously can obtain a similar expression for the integral along path S\K+1. 
For the linearly degenerate field, since Ai is a Riemann invariant, it remains constant along 
path HAJ • Again from the property of 1-homogeneity of the flux, we can hence write : 
/ \Q(W)\dW = siga^i(W1/3))[F(W2/3)-F[W1/3)] (3.56) 
• '—At 
These expressions of the numerical flux integrals can then be derived thanks to the Rie-
mann Invariants (see section 3.3.5). 
To solve the problem, we thus need the values of p, u, u, Y, F , and of the specific internal 
energy e(TjY) at the intermediate states. The knowledge of p, u, v, Y, T is sufficient since 
we can deduce P and e(T,Y) from T and Y (Y designs the mass fractions vector). 
3.4. EXTENSIONS OF ROE AND OSHER RIEMANN SOLVERS 121 
If G¡ (or Gl if it is equivocal) designs the value of quantity G at state I, the expressions of 
the Riemann Invariants lead to the system : 
Y¿ = Y¿/3 for k = i,..,K 
TV> C^T^) R
 1 ¡x i C ^ T ' y ' >J R ^ 1/3 a. /* 1 / 3 C ^ T ' dr 
[~R fTi Jl(r,Y*) dr f~R fT^n shij^) dr 
-ß2Ui + fiiVi = -/J2"l/3 + ßm/3 
p1/3T1/3 = ^ r 2 / 3 
Atl«l/3 + M2«l/3 = ^1^2/3 + M«2/3 
y ¿ = y f c 2 / 3 for fe = 1 , . . , K 
M J •An, r AÍJ ^ 7TO T dr 
Ä fTJ Jl{r,YJ) dr ¡IT fTv» JyfaYJ) dr 
m + W-Ml7iJn 7 ( T >yi) _ ! 7 7 = Ml«2/3 + / ^ 2 / 3 - S¡^jjTo ^ Y i ) - ^ 
-fl2Uj + ¡X\Vj = -M2W2/3 + /*l*>2/3 
- 1 
(3.57) 
where M< = V ^ is the mean molar mass of the mixture for state / = i,j. This no.i-
R 
linear system admits 8 unknowns : p, u, v, T for both states 1/3 and 2/3. Since cv — 
is a polynomial function and 7 a rational fraction, the integrals appearing in system (3.57) are 
quadratures, and can be derived. But their expression are far from being easy to handle with. 
Find an analytical solution of (3.57) is hence out of reach. On the contrary, its numerical 
resolution seems quite straightforward, for instance by a vectorial Newton method, which 
initial guess may have been obtained e.g. by the solution of the same system assuming 7 to be 
a constant. This last assumption leads system (3.57) to be reduced to the resolution of a scalar 
algebraic non-linear equation in P = -P1/3 = -P2/3J which can be solved by a pre-conditioned 
scalar Newton method ( cf. [27] and next section). 
But, since the Osher scheme is already an approximate Riemann solver (it assumes that 
the two left and right states can be connected by rarefaction waves only), find the exact 
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solution of system (3.57) may seem out of practical interest. From a computational point of 
view, we can try to limit ourselves to the first step (the resolution of the appproximate system) 
in order to obtain a suitable extension of the Osher's approximate Riemann solver. Indeed, the 
resolution of the 8-th order exact non-linear system (3.57) is too expensive and reveals itself 
to be not necessary in the computational tests we made. We shall precise the used procedure 
in the next subsection. 
3.4.6 Approximate Riemann invariants 
As it has been already said in the previous section, if we assume 7 to be a constant in 
the integrals of system (3.57), the new system can then be reduced to the resolution of the 
following algebraic equation in the intermediate states pressure P = Pi/% = P2/3 (cf. [30] ). 
Indeed if we replace p, u and v for both states 1/3 and 2/3 by their expressions in funtion of 
P , in the equation ¿¿1M1/3 + M2V3./3 = ^1^2/3 + M2v2/3» ^ comes : 
a» 
7* - 1 iPii 
27i 
+ 7 i - l 
7 J - 1 
27; 1 / \ Q-i c 
¿ 7» - ! Ij 1 
(3.58) 
T h e preconditioning procedure of equation (3.58) presented in [30] is aimed to be able to 
choose an initial guess which ensures the rapid convergence of the Newton method for the 
modified equation. 
Once the P value is computed, we can then directly obtain the values of the density, the speed 
components and of the temperature for both intermediate s ta tes , from the equations : 
1 
2at 2VT7P 
Pl/3 — Pi 
P2/3 = P] 
P_ 
[Pi 
li 
7j 
«1/3 - Ui + pi 
7 , - 1 
"1/3 = Vi + (J.2 
2a¿ 
li-'-
«2/3 = ui + Ml 
v2/3 =Vj + /¿2; 
2a,- ><VW 
Ij - 1 s/P2ß{"fj - 1) 
2aj î^fiÎP 
sfpïrÂii -1) 
2ycP? 
-/pTßdi - 1) 
PMj 
PiizR 
(3.59) 
^1/3 = 
(3.60) 
T _
 PMi 
" 7 j - l v / ^ 7 3 ( 7 j - l ) 
We can then deduce the values of the specific energies at the " approximate intermediate 
s ta tes" from Tiß, T2/3 and the corresponding mass fractions, and obtain the volumic to ta l 
energies e i / 3 and «2/3. Finally, the "approximate intermediate states" fluxes vectors are com-
p u t e d from (3.60) and (3.22). • 
T h e same global procedure can also be applied for the derivation of the "approximate" sonic 
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points. (For the two pathes S\K+2 and SAK+I I it is sufficient to write that the approximate 
Riemann invariants are constant on the path and that the corresponding eigenvalue vanishes 
for this state) • 
R e m a r k 9 : This last system (3.60) is the system to be solved when computing the Osher 
flux for a mixture of perfect gases. Assuming 7 to be locally constant is formally equivalent to 
take the same Riemann invariants as in the multi-component perfect gases case (see [40, 34]). 
3.4.7 An alternate multi-component extension: the "BL" approximate Rie-
mann flux 
An alternative approach to compute the numerical fluxes for the species densities is pro-
posed in [23]; it is motivated by the observation that the classical multi-component calorically 
perfect gas Roe and Osher schemes do not preserve the maximum principle for the mass frac-
tions (that, is, these schemes do not preserve the inequalities 0 < Yk < 1, for k = 1, ..K). On 
the opposite the fully-coupled Van Leer scheme and the fully-coupled Godunov scheme [14] 
do preserve the maximum principle for the mass fractions. It is shown in [23] that this feature 
of the multi-component fully-coupled Godunov scheme is based on the below property 3.61 
of the exact solution of the perfect-gases Riemann problem. In one space dimension x, let de-
note this exact solution W1l(x,t). This well-known solution is self-similar (i.e. W^ix^t) only 
x depends on the ratio —) For a G IR and í > 0, we will denote V(a; WL, WR) (or sometimes 
simply V(a)) the value of Wn(at,t), which is independent of t. 
Propos i t ion 3.4.7.1: 
For any states WL and WR, the following equality holds [23] : 
^ [ v ( 0 ) i = F W ) l x (n";[v(o) i>o 
[ YR if ^[17(0)] < 0 . • 
Therefore we define approach "BL" as follows for the Roe and Osher schemes, where the 
flux evaluation is based on an approximate Riemann solver. We evaluate the components of fcj 
corresponding to the density, momentum and energy. We then compute the flux components 
for the partial densities from the next relation, which mimics the property (3.61) of the exact 
solution of the multi-component perfect-gases Riemann problem, extended in the 2-D case 
[23]: 
timw>>*i)=miw™¿A v-f^w'w'^^n (3-62) 
[ Yj iî<t>pij(Wi,Wj,THj)<0 
The Godunov scheme [14] is also of this type . Approach "BL" defines an approximate 
Riemann flux for the whole multi-component system, and uses the same discrete mass fluxes 
for the species equations and the continuity equation. But the main advantage of this approach 
it the following: it preserves the maximum principle for the mass fractions. The result shown 
in [23] is the following: 
124 CHAPITRE 3. ECOULEMENTS REACTIFS INSTATIONNAIRES 
Propos i t ion 3.4.7.2: 
Under the following CFL-like conditions : 
At 
As 
max(^- , 0) mm (ffj.O) 
Pï 
< 1 Vi and j neighbour of i , (3.63) 
the schemes of "BL" type preserve the maximum principle for the mass fractions Yk- for all i 
and n > 0: 
mini'." <Ytn <ma,xY" j J J J 
R e m a r k 10 : All our numerical experiments performed using the Roe or Osher schemes 
have shown that the condition (3.64) is not more restrictive in practice than the usual CFL 
condition. • 
R e m a r k 11 : It can be noticed that the numerical flux functions of the "BL" Osher scheme 
and of the classical and "BL" Roe schemes are not differentiabie, whereas the classical flux 
functions of the Van Leer and Osher schemes are differentiabie [23]. • 
3.4.8 Boundary Conditions 
Let T be the boundary of the computational domain. In our case, T can be divided in 
three parts : 
-Yj3, subset of T where slip conditions are imposed; the speed vector V is constrained to 
remain perpendicular to the norma] vector v of X s . This condition leads to : 
which gives : 
with 
V.P = 0 or uvx + vuy = 0 
f Ff (W)vx + Ff (W)vyda = Í FB da 
( Fj* = 0 for fc = !,...,« \ 
F B = 
if+2 = V*P 
V*&3 = 0 / 
(3.65) 
(3.66) 
(3.67) 
For doing this calculus, we admit that P has a constant value around each node on the edge 
of the cell. 
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- T j , subset of T where inflow conditions are enforced; the Mach number, the tempera ture , 
the pressure, the mass fractions have fixed values on the inlet nodes. 
- T o , subset of T where outflow conditions are assumed. We use a condition for the fluxes 
between the outcoming nodes and an "infinity" state, given a p r i o r i . These convective fluxes 
are computed by using an interior-state fully-upwind Steger and Warming decomposition. 
More precisely, we shall take : 
Foo = Q+{Wi)W, + Q-iWJWoo (3.68) 
where, if F = F1(W)TJX + F2{W)r]y, Foz is the flux of the external outflow s ta te , the flux F on 
T o , Q± — F A ^ T - 1 , and A* is the diagonal matr ix of the \~ wi th : 
A^ " = max(0, A,) and A," = min (0 , A¿) (3.69) 
3.5 Second-Order Accuracy 
Let us now consider the second-order extensions - in both time and space - of the preceding 
schemes. Starting from the previous first-order accurate schemes, the second-order accuracy 
wall be obtained by using piecewise linear variables instead of piecewise constant variables, 
and by evaluating the fluxes <f>ij at the half time step n + 1/2. We follow here the "MUSCL" 
approach of Van Leer [26]. One of its main advantages is t h a t the numerical flux function is 
unchanged, but evaluated at different states. The method can be splitted in five steps, at each 
t ime level, starting from the values WJ1 : 
1) Slopes computat ion: we evaluate slopes for all variables which are choosen to be piecewise 
linear. Several choices are possible at this stage: for instance, one can choose either the 
conservative variables pY¡¿, pu, pv, e or the "physical variables" p, u, v, p ( or T), Y^, or 
also the characteristic variables (see [5]) to vary linearly in each computational cell. We 
denote IV the vector of the interpolated variables. 
2) Limitation: slope limiters are used in order to avoid the creation of new extrema; here 
again different strategies exist to evaluate the limited slopes (see e.g. [12, 4, 6, 8]). In 
the numerical experiments whose results are reported below, we have used an hermitian 
gradients limitation technique, generalising the MinMod 1-D limiter (see [13], and the 
appendix). 
3) Prediction: the limited slopes are used to advance the solution over a half time step using 
a centered predictor, setting: 
w » + l / 2 = Wn _ Ai ^A{wn)wnMm + ß ( V V » ) W ^ ™ ] (3.70) 
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where A(W¡1) and #(>Vf ) are respectively the Jacobian matrices of the fluxes F\ and 
i*2, wr i t ten in function of the W-variables. The expressions of the limited slopes W,-1^"" 
and W f ' i m are given in the appendix. We have therefore used the linear interpolation 
of W upon cell d a t t ime n to compute its value at t ime n -f- | . 
4 ) Cell-interface Values a t t ime n + 2 : using again the same slopes (and not recalculating 
them at t ime n + | ) ) we compute cell-interface values at the half-time s tep : 
w ; + | - w ; + | - \vwfim.~tj, 
5) Correction: lastly, t u rn ing back to the conservative variables, we complete the time-step 
by evaluating W™+ , using the upwind numerical flux function (f>: 
Wr
' = *? ~ A^dCT) S M*C*,WS+U,0 (3.72) 
This construction can be applied to any multi-component numerical flux function <f>. Due 
to the limitation procedure, the interpolation degenerates to the first order each t ime two 
local triangle slopes (see appendix) around a node are of different signs. Moreover, since we 
have used a centered predictor, the global scheme will not be truely upwind, nor will be able 
to actually reach second-order accuracy. We shall call it "quasi-second order half upwind" 
scheme. 
R e m a r k 12 : I t is shown in [23] that the second-order accurate schemes of type "BL" preserve 
the maximum principle for the mass fraction when the slopes of the physical variables are 
limited, more precisely when the mass fractions Yj. (and not pYk) are among the variables 
which are chosen to vary linearly in each ceil with limited slopes. Another point is to choose 
between the pressure and the temperature. A priori, T seems the natural choice, since all 
our thermodynamic variables are functions of Y and T . Moreover, some authors [43] have 
observed numerical oscillations, which may lead to negative values when using the pressure 
as interpolated variable. For our particular case, using the temperature is not more expensive 
than using the pressure since we actually need to compute the temperature to obtain the total 
energy (remember equation (3.4) does not hold in our case). We have tried to use either the 
pressure or t he temperature (and then deduce the other one from the perfect gas law (3.2) ) 
and get equivallent results. Tha t are the reasons why we finally choose the physical variables 
p, u, v, T, Y*,, as W-variables in our numerical experiments, and then deduce the pressure and 
the energy. • 
(3.71) 
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3.6 Solvers for the Species Conservation Equations 
3 .6 .1 P o i n t — w i s e r e s o l u t i o n 
The new system to be solved now is a system of algebraic-differential equations consisting 
of the K ordinary differential equations of chemical kinetics for the mass fractions and of the 
conservation of energy. The unknowns are the t empera ture T and the vector of mass fractions 
Y. The system can be writ ten as: 
( dYk Qk(T,Y,p) 
—7- = = wfc(i , Y) , 
at p 
(3.73) 
e = lp(u2 + v2) + p^2Yk,k(T). 
fc=l 
Starting from the values of the conservative variables obtained after the first convective 
step, the above system is to be integrated along one time-step Ai - the same as in t he convec-
tive part - in order to obtain the new values Tn+l and Yn+1. We insist upon the fact that p, 
u, v , e are hence constant during the integration t ime . 
R e m a r k 13 : In the case of a non-reacting flow, the source terms vanish and we only need to 
solve the last algebraic equation for the tempera ture . • 
R e m a r k 14 : Instead of solving the equation of conservation of the energy involving the 
internal energy, we noticed that solving the following discrete equation involving the enthalpy : 
e n + 1 = lpn+1([un+1]2 + [vn+1]2) + p n + 1 ¿ Y^+1hk(Tn+1) - Pn (3.74) 
2
 *=i 
was more stable in t e rm of C.F.L. number limitation. • 
For the kind of stiff exothermic chemistry models we plan to use, the integration of the 
chemical source te rm cannot be realized directly by a simple implicit or linearized implicit 
method [41]. A robust multi-step subcycling me thod is required. Many specialized and effi-
cient O.D.E. or D.A.E. (differential-algebraic equations) solver packages are able to find a 
sufficiently accurate solution of system (3.73). 
In the framework of one cell alone, we first tested the relative performances — for our kind 
of reacting flows and our particular machines - three of them : LSODE [24] , DASSL [44] 
and LIMEX [28]. The O.D.E solver LSODE and the D.A.E. solver DASSL use a backward 
diffentiation formula (B.D.F.). LIMEX uses an extrapolation method based on the semi-
implicit. Euler discretization for linearly implicit ODEs , and is an extension of the ODEs 
solver EULSIM [32], t h a t we also tried. 
DASSL and LIMEX solve system (3.73) as a whole, including the algebraic equation for 
the energy. For LSODE and EULSIM, we wrote an additional routine which computes the 
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temperature given the mass fractions, thanks to a scalar Newton method. This is formerly 
equivalent to eliminate the temperature from the differential equations, but may arise other 
numerical difficulties. 
3.6.2 Choice of the package 
The chemistry solver module has to be reliable, fast and sufficiently accurate. Giving all 
the results obtained in the one-cell case with these four packages is not very meaningfull. 
The extrapolation of their relative efficiency to two-dimensional calculations is not relevant. 
Indeed, it is hard to reproduce in 0-D all the numerical difficulties that might appear during 
the 2-D computation. The most obvious seems to be the strong temperature gradients near 
the shocks, that cause unburnt gas to be quickly heated, and hence the combustion process 
to exponentially start. This means that the caracteristic combustion time is then very short 
compared to the wanted convective time-step size : this is precisely what causes the stiffness 
of the problem, in particular in the case of realistic large geometries. But the numerical 
experiences have shown that some other specifically convective phenomena make us unable to 
directly extend the 0-D results to 2-D calculations, even if they are giving the correct trend. 
The final choice is strongly dependent of what the code is asked most at each momemt 
of the computation : robustness, possibility of using huge time-steps or conserving sufficient 
accuracy. So, a priori, a good strategy would be to use the locally more adapted package. But, 
in fact, it is not clear in the complex chemistry two-dimensional case to find some appropriate 
criteria to decide what package is to be used for one precise situation. 
Therefore, we decide to use only one package throughout the whole calculation for the 
two-dimensionnal tests we performed. It appears that two packages - LSODE and LIMEX 
- were quite significantly faster and more reliable than the others, DASSL being as fast as 
LSODE but less robust for our tests; EULSIM is the more accurate but more unstable and 
slower by a factor of 10 for "stiff' burning situations. 
Moreover, in very extreme situations (in the points where the solver failed), the local 
splitting of the timestep size may also be an efficient strategy, in order to prevent the code 
from crash and conserve accuracy and reliability. 
3,7 Numerical results 
We performed two-dimensional computations on various ramp-shaped and smoothed ramp-
shaped geometries, for non-structured grids, and using a 9-species-19-reaction chemistry mo-
del [21]. The inflow consists in a mixture of hydrogen and air. The air is supposed to be consti-
tuted by 1 mole of O2 for 3.79 moles of No- The equivalence ratio 
2 x number of O2 molecules 
will be denoted 1Z, the incoming temperature, pressure and Mach number by respectively TQ, 
Po and MQ. <f> will design the angle of the ramp or the final angle for the smoothed ramp. L 
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is the lenght of the geometry, while Wmax and Wmin design the larger and smaller widhts. 
Lastly, Nn and Ne will be the number of nodes and elements of the computational grid. 
Ail the calculations presented on the sequel were performed on an IBM RS-6000 560 WS, 
using a timestep size based on the convective one, with a constant CFL number of 0.6. 
3.7.1 Fifteen-degree Ramp 
We first tried the code to solve the inert or reactive flow past a 15-degree ramp. Indeed, 
it is then possible to derive a semi-analytical solution [15]. This case, refered cLS C3.S6 / , has 
been runned with the LSODE solver. It is defined by the following parameters: 
R 
0.5 
4> (deg-) 
15. 
Case i" : Simple Ramp with or without combustion 
MQ 
JT5J 
T o ( K ) 
700. 
PQ (a tm) 
1.0 
£(cm) 
1.1 
• • m a x (.Cm) 
0.25 
^ m i n H 
0.14 
Nn 
200x30 
Ne 
11940 
The obtained results are presented figures 3.3 to 3.10 (they are not in scale). For the 
temperatures , the pressure and the Mach number, we compare the reactive case (up) and 
the non-reactive case (down). The calculation took about 17 hours. About 4 hours were 
first necessary to reach the second-order solution of the pure convective par t of the flow. 
The L2-residual on the four conservative variables was divided by 106 in about 2100 explicit 
iterations (about 1970 iterations to divide the L2-residual by a factor of 105). We then activated 
the combustion solver LSODE, coupled with the scalar Newton method for the temperature 
and divided the maximum residual (obtained after a few iterations) by 104, in about 1200 
additional iterations. We only computed the ODE solution for the cell standing behind the 
shock, t ha t is for those which temperature is above To+ 20 K. The theoretical solutions behind 
the shock, for such a configuration and a specific thermochemical model, and assuming no or 
a complete combustion behind the shock, can be computed following the method described in 
[15]. We compare in the following tabular both computed and expected results: 
Theoretical Results for Case / 
Chemistry 
Euler 
Combustion 
Shock Angle (deg.) 
20.71 
25.74 
Mach 
4.932 
3.651 
Temperature (K) 
1490. 
2959. 
Pressure (atm) 
8.115 
9.803 
Computed Results for Case / 
Chemistry 
Euler 
Combustion 
Shock Angle (deg.) 
20.5 ± 0.5 
25.5 ± 0.5 
Mach 
4.7-5.2 
3.3-3.8 
Temperature (K) 
1450.-1545. 
2700.-2780. 
Pressure (atm) 
7.5-8.2 
9.0-10.5 
The obtained and expected values are in quite good agreement, even if it seemed hard to find 
a really constant s ta te behind the shock. For the burning case, due to the approximation for 
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the equilibrium state (only Ar2, O2, and H2O are supposed to be present behind the shock in 
[15]), we found lesser values for the computed temperature. 
3,7.2 Non Reactive Smoothed Ramp 
The second case treated (case II) deals with a smoothed ramp shaped geometry. This 
time, we used an adaptive remeshing strategy, based on a multi-level refinement procedure 
[22]. The grid is considered as a hierarchy of triangles father-sons. Each father is being divided 
by 4 if a particular criterion is verified. In our case, and in order to give priority to the hot 
regions, we took ||TVTjj to be greater than a fixed value. In some cases, and in order to 
preserve the conformity of the finite-element like grid, the father triangle was divided in only 
two sons. Moreover, we also prevented the size of the triangle from becoming smaller than a 
fixed value. 
R 
0.5 
4> (¿eg.) 
30. 
Mo 
2.8 
Case IT: Smoothed Ramp without combustion 
T 0 (K) 
700. 
PQ (atmj 
0.1 
L (cm) 
5.0 
Wmax (cm) 
4.0 
Wmin (cm) 
3.12 
Nn 
9805 
iVe 
19380 
The results are shown on figures 3.11 to 3.15. If used in order to get a stationary solution, 
the refinement procedure itself does not take much CPU time. But before getting a satisfying 
result, some preliminary runs were required to adjust parameters for the criteria. For about 
10000 grid points, this pure convective Euler calculation employed about 2.5 hours CPU time 
for first order accuracy, and about 7 hours for second order accuracy, on an IBM RS-6000 
560 WS. This computational time is to be compared with less than 40 mn for a first-order 
one-component caloricaily perfect gas flow [25]. 
3.7.3- Mach Effect 
The case III is concerned with our main topic : the stabilization of a shock-induced com-
bustion behind a portion of quasi-right shock wave. A preliminary analysis of this kind of 
configuration for ramps is made in [15]. We are here interested in a 24.6-degree ramp and on 
the transient flow past it. This third case III is defined as follows : 
R 
0.5 
4> (deg.) 
24.6 
Mo 
3.2 
Case III : Mach Effect over a 24.6-degree ramp 
T0 (K) 
700. 
PQ (atm) 
1.0 
L (cm) 
5.0 
Wmax (cm) 
3.0 
Wmin (cm) 
1.66 
Nn 
112x95 
Ne 
20856 
This time, the calculation has been leaded with the LIMEX solver. Previous calculations with 
similar smoothed-ramp shaped geometries, using the LSODE solver were quite more expensive 
(about 30 percent). Moreover, the LIMEX package allows us to use larger and more realistic 
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geometries (cf. other numerical tests). The analysis made in [15] indicates tha t , with our kind 
of thermochemical model and with a simplifying assumption for the equilibrium composition, 
there is no possible stationary solution involving a complete combustion for the s ta te behind 
the first shock. A "normal" reflection cannot be stable, and we expect the shock s t ructure to 
include a Mac reflection [15]. 
However, in this case, the node density seems not to be high enough, or maybe the distance 
between the first shock is now sufficiently long, and the ignition takes place at the edge of 
the ramp. The heat release behind this first shock makes then the combustion to get back 
to the inflow, and the flame is not stabilized in the desired region. We may wonder if this 
phenomenon is physically correct, or if it is only produced by a numerical artefact, caused 
by the too high numerical viscosity when using coarse grids. Other ignition instabilities are 
shown on the following subsection. 
Hence, the use of a quite fine grid or of an adaptive mesh strategy seems necessary. But the 
intricate behaviour of each of these part icular reacting flows makes it not clear how to choose 
the adequate criteria and their bounds, when using adaptive mesh refinement. Indeed, each 
new calculation requires a specific and expensive computational effort to make the strategy 
work. The obtained results for this case are shown on figures 3.16 to 3.21. 
3.7.4 Ignit ion instabilit ies 
We also led two other calculations over two 30-degree smoothed ramps. These compu-
tations were performed using quite similar inflow conditions, but lead to two very different 
behaviour. The operating conditions of this fourth case are summarized below : 
Case IV a & b : Smoothed Ramp with combustion 
R 
0.3 
0.3 
<f> (deg.) 
30. 
30. 
Mo 
2.8 
3.0 
r0(K) 
650. 
700. 
PQ (atm) 
0.1 
0.1 
L (cm) 
25.0 
35.0 
Wmax (cm) 
20.0 
28.0 
Wmi„ (cm) 
15.6 
21.8 
Nn 
6720 
6720 
Ne 
13098 
13098 
The case IV.a, with an inflow Mach number equal to 2.8, shows a failed ignition of the mixture. 
A Mach reflection takes place in the middle of the now and the steady s ta te is reached after 
approximately 3800 iterations. The intermediate solutions show a beginning of ignition, but 
the burning gases reach the outflow and then the steady state is almost the solution of the 
Euler equations without combustion. For this case, the results are shown figures 3.22 to 3.26. 
For the case IV.b, with an inflow Mach number equal to 3.0 and a increased inflow tem-
perature of 700 k, the behaviour is absolutely different. The ignition takes place just behind 
the first shock caused by the deflection of the flow and seems to go leading to a steady burned 
state behind this first shock. But, on the same time, another ignition point appears near the 
"triple point" ( the point where the reflected shocks and the contact discontinuity meet) . This 
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"hot point" destabilizes the whole s tructure and the flamme is running back to the inflow. A 
normal shock wave then appears at the first column of the grid, and cannot go back further. 
The results are presented figures 3.27 to 3.31. 
3.8 Conclusions 
We presented here a fractionnal-step method for the simulation of two-dimensional s teady 
or transient combustive flows. The convective par t of the system of equations is first resolved by 
using a quite cheap second-order explicit Riemann solver : we present in some detail a slightly 
modified version of the multi-component extensions of Roe and Osher Riemann solvers by 
Abgrall et al. [27, 29, 30]. Keeping then the obtained conservative variables fixed, the chemical 
source term is hence integrated pointwise, using LSODE or LIMEX quite popular packages. In 
the case of various symmetric ramps or smoothed ramps, we obtained some interesting results 
about ignition instabilities when trying to obtain the stabilization of a premixed hydrogen-air 
flame, behind a structure of reflected shock waves involving a Mach reflection and a contact 
discontinuity. Following the preliminary analysis presented in [15], these results showed tha t 
two-dimensionnal effects are to be taken into account, in particular the interaction between 
the rarefaction wave and the second reflected shock. Moreover, and as expected, we observed 
t h a t the "triple point", where the three shocks and the contact discontinuity meet, is a "very 
hot point", able to make the combustion front return back to the inflow. 
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3.9 Appendix 
3 . 9 . 1 D e t e r m i n a t i o n of t h e e i g e n v a l u e s a n d r i g h t e i g e n v e c t o r s of Q 
Let Rm be the right eigenvector of Q associated to the eigenvalue Am . Am. and Am verify: 
(rjxA + •q.yB) Rm = Am Rm (3.75) 
Indeed, since for m = k, k = 1, • • •. K, Rk is equal to ' (0 , • • •, 1 —• fc-th column, • • •, 0, u, v, Ak). 
it foolows for QRk • 
f -wrYi + T]xuYi + rjyvYi = 0 \ 
wr(l - Yk) + r)xuYk + TjyvYk = wr = \k 
~wrYK + TjxuYfc + r]yvYK - 0 
QRk = 1 %(-*u 2 + PPk) - Vyuv + U(2UT7 I + vqy + rjxPpn) 
+V{TJXPPV + r/yu) + Akr¡xPe 
Vy{-v2 + PPk) - T}xuv + u(r¡yPpu + r¡xv) 
+v(2vr¡y + UT)X + TjyPpn) + AkTjyPe 
wr(~7i + Ppk) + u{r¡TH + WTP^ 
\ +v(r¡y7í + wrPpy) + Akwr(l + Pe) 
After some algebra, one can find for the K + 1 , /c + 2, /c-f- 3-th components of Rk : 
T¡x(Ppk + uPfm + vPfn>) + UWT + AkTjxPe 
J 
Ä £ + 1 
Rl = Vy(PPk + uPpu + vPp„) + vwr + AkVyPe 
1ÍC + 3 
thus, if 
( Rf = wriP^+uPfK + vP^+wrAkil + Pe) 
Ppi; + uPpu + vPfn, 
Pc 
(3.76) 
(3.77) 
(3.78) 
we found t h a t QRk — Aj. Rk, for k = 1,. . . , K. • 
In a similar way, since i?K+i —f (V], • • •, ^A.-, • • •, Y"K, u — / / ia ,u — /iaa, 7i — aw), it is strait-
forward to show that the fc-th component of Q RK+\ can be written as — wrYk(Y\ + ... + Y¿. + 
... + YK) + wrYk + (u - a / z i ) ^ ! ^ + (u - a^2)r¡yYk = Yil:"« - aYkißlVx + (¿2Vy) - Ykrw - aYkr = 
y]t(Ai - a r ) = AK+1yit • 
Some quite heavy but simple calculations allow us to verify the relation (Q R,nl — XmRm¡ 
for the three last components of RK+i, as well as for the vectors RK+2 a n d i?,¿-¡-3 • . 
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3.9.2 Par t ia l derivatives of the pressure and the t empera tu re 
In this section, we derive the expressions of the partial derivatives with respect to the 
conservative variables of the pressure and the temperature. These expressions are involved in 
the derivation of the Jacobian matrix and of the scalar products. 
De te rmina t ion of PPk and TPk 
The equation we are starting from is the perfect gas law (3.2) : 
A RT 
fcTi Mk 
Differentiating it with respect to p¡., it comes: 
PP^Pm„,e = Jfk + E -M^P* i3"79) 
On the other hand, from the equation of state (3.3), it comes : 
P = \p~\p2*2 + />V) + ¿ M l C n - e (3.80) 
1
 1=1 
By differentiating this last equality with respect to p¿, we get : 
^ . U „ „ . e = PPU = - 3 ( A 2 + P2v2) + hk(T) + ¿ PlhLTTPk (3.81) 
and for cVh = h¡¿^< and pcp = £/L=i Pl^l.Ti ^ comes for PPk, by comparison of these two 
expressions 3.81 and (3.79) : 
1 RT 
pcvTpl] = ™(u2 + v2) - hk(T) + ~ (3.82) 
and by substituting the found value of TPk into 3.79, it finally comes: 
PP¿P„,„, = (7 - 1) [ | ( « 2 + *2) - hk(T) + ¿ ^ ] . (3.83) 
Derivat ion of 
The approach is still the same. We start from the perfect gas law (3.2) and differentiate it 
with respect to pu. It comes : 
pRTp 
~M 
Again, by differentiating (3.3) with respect to pu, and substituting the above value for 
Tmi\ we get : 
rP"lpk.pv,e - M ^-^l 
o i p 2pu J_ V^ h T ] _L pcpMPpu 7 
(3.85) 
3.9. APPENDIX 135 
and finally : 
P(m = -(y-l)u* (3.86) 
We deduce from (3.86) and (3.84) t h a t : 
~pR 
In the same way: 
Tpu = - ( 7 - l ) — • (3-8 7) 
Pr0 = -{y-l)v (3.88) 
and : 
Tpt, = - ( 7 - l ) - 5 - « (3-89) 
. » M 
The derivation for P e and Te can also be made by the same approach. It comes : 
Pe = 7 - 1 • (3.90) 
and : 
Te = ( 7 - D ^ » (3.91) 
3.9.3 Derivation of the scalar products 
In this section, we derive the expressions for VwA^Äfc, for k = 1, ..n. The aim is to verify 
tha t the eigenvectors associated to Ai are linearly degenerate, while those associated to the 
two other eigenvalues AK + i = Ai — aJr¡% + T¡^ and AK+2 = Ai 4- aJVx + Vy a r e genuinely non 
linear in our case. 
F i e l d a s s o c i a t e d w i t h Ai 
The gradient (with respect to W) of the eigenvalue : 
r)xpu + rjypv yxWK+i + r¡vWK+2 AX — ÄK — {¿.\>¿) p
 5>* 
is given by : 
W A i = - t ( - ^ i > - " » - A i , - - - , - A i , ^ , 7 7 ^ , 0 ) (3.93) 
P 
The eigenvectors associated with Ai are given by the first K and the last column of t he matrix 
r (3.31). The k-th. vector, for k = 1,. . . , K, is given by : 
Rk = * ( 0 , - - , l -* k-th column, • • • , 0 , u , v,Ak.) (3.94) 
where A¡¿ is given by (3.34). The scalar product is then equal to : 
VwAi .Ät = VwrAfc.Ät = - ( - A i + rjxu + r¡yv) = 0 (3.95) 
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The last column vector is given by : 
RK+3 = *(0, • • • , 0 , • • • , 0 , -M, HU-H2U + piv) (3.96) 
The scalar product VW^I-RK+3 is equal t o : 
VW^I-RK+3 = ~(-fi2Vx + HlVy) = 0 (3.97) 
from the expressions of ¡i\ and ¡1-2 given by (3.32). 
From the equalities (3.95) and (3.97), we deduce that the field associated to Ai is linearly 
degenerate. • 
Remark : Since the eigenvector space associated to Ai is multi-dimensional, we could also 
have used directly the more general following result ([9]) : 
For a non-strictly hyperbolic system of conservation laws, the field associated to a multiple 
eigenvalue is linearly degenerated. • 
F i e l d a s s o c i a t e d w i th AK+i 
The eigenvalue \K+i is equal to AK+j = Ai — à where á = ajr¡1 •+ r¡. 
iRT _ jP_ 
M ~ p ' 
The aim is to derive Viy(Ai — a).RK+i. The vector RK+i is equal t o : 
n 
u — a ¡j, i 
v — a/j.2 
\ H - a(/j.iu •+ fi2v) J 
ar and a2 = 
R K+l 
with n = î±Z=l(u2 + t ,2 ) + h> 
* Derivation of ViyAi.i2K+i. 
From the expression of VïyAi (3.93) and the above expression of RK+\, it comes: 
1 (1 (XV 
SJwXi.RK+i = - ( -A + r¡.x(u - a(ii) + T]y(v - afi2)) = - - = • 
P P P 
The derivation of the gradient of à requires the expressions of da 
dWk Wm,nvfik 
(3.98) 
(3.99) 
3.9. APPENDIX 137 
* Derivation of da 
dpkl Wm .m^k 
hP We s ta r t from â — r , — . Differentiating this expression with respect to p¡¿ leads t o : 
P 
dpk 
1 f-p-djPp-1 (3.100) 
2 \j -fP dpk 
Continuing the calculation of the successive partial derivatives gives (we omit to precise tha t 
the derivatives are taken holding constant the other conservative variables) : 
djPp-1 pfjf - IP 
dpk P2 
dyP _ dy ËL 
dpk dpk dpk 
(3.101) 
(3.102) 
dj 
For the derivation of ——, we now need to precise what quantities are held constant . 
dpk 
dy(T,pm) 
dpk 
d-y 
w, m , m £^ k 
dT 
+ 
dj 
9T j
 Wm )TO=i...,/c+3 dpk J Wm ,m^k dpk J Wm ,m^fc,T 
dj ' 
Wm ,m¿k,T 
(3.103) 
= TX- + dpk 
The last term of the right hand side of this last equality is equal to : 
ÔJ I _ CpCy - Cpct 
dpk J Wm ,m¿k,T cv 
Substi tuting the found values of the part ial derivatives , we get : 
djP 
dpk 
l'TPk + P + lP, Pk 
(3.104) 
(3.105) 
and : 
d-fPp-1 PP 7% t + 
CpCV CyCv 
d + pJ
PPk - T-P 
dpk p2 
The sum of the first K terms of the scalar product is equal to : 
(3.106) 
1 r 
1 r 
2 ^ 2 
pPW £ YkTPk + £ E * £ E * ) + nJ2 YkPP, ~ !P 
k=l J k = l 
/ ^ V f l , 2 
/?c.„ 
1 r ¡Y-P7' 
2 ^ 2 
1 r 
2 ^ 2 
Q (u2 + ^ ) _ h + ^ + n{l_ 1} Q(u2 + v2) _ fc^ 
\ / \ \ PRT 
+ p7(7 - 1)J \^{u2 + y2) - hj + 7'-^— + 7(7 - 1)P 
(y (7 - D ™ + P T ( 7 - 1 ) ) Q(u2+v2) - *) 
138 CHAPITRE 3. ECOULEMENTS RÉACTIFS INSTATIONNÂIRES 
MP2 
+ 7 ' ( 7 _ 1 ) + 7 ( 7 _ 1 ) P 
l r ( 7 - l ) 
2 ap 
(ry +
 7) ( I(u2 + v2) -h) + ^ - + ^ 
2 / P P 
and, finally it comes : 
dâ l r ( 7 _ l ) n p^ 
— (Tj + 7) Í -(u + u ) - h -\ i • 
^ dpk 2 ap 
(3.107) 
(3,108) 
* Derivation of 
da 
dpu\ 
and 
da 
Pk-F"^ dpv\ Pk -pu,e 
The steps of the calculation are very similar to the previous derivation. We are still starting 
fjP 
from â = r J — . If we differentiate this expression with respect to pu, and keep the same 
V P 
notations as for the derivation of ——, it comes : 
dpk 
dâ r djPp * r 
dpu 2a dpu 2a p 
dâ 
\f J-pu* "T T-* pli/ (3.109) 
A similar expression can be derived for ——. The sum of the K + 1-th and K + 2-th term of 
dpu 
the scalar product V\vö .ü K +i is then equal t o : 
dâ dâ vi'y — 1) 
- — . ( u - am) + -—.(v - ap,2) = ( r y + 7) {u{u - am) + v(v - a/i2)) (3.110) dpu dpv 2ap 
* Derivation of 
Once again : 
dâ 
de pk ,pv.pv 
dâ r d'yPp 1 r {:/TeP + 7Pe) (3.111) de 2a de 2ap 
Substi tuting the quantities Te and Pe by their respective values (see eq.3.90 and 3.91) yields 
for the sum of the three last terms of the scalar product Vwä.RK4-\: 
K + 3 da 
i l l Wk.R*+1 
r(l - 1) 
2a p 
e + P 
(TV + 7) 
+ a(mu T- M2^) + W — außi +v~ — avpi 
r ( 7 - l ) ( T y + 7 ) (\, 2 , 2 
2ap Q^W)-/*) (3.112) 
* Total sum 
Finally, the sum of all the terms of the product Vyy(Ai — à).RK+i is given by : 
VW(X1 - à).RK+1 = - ( 7 1 ) r ( y T + 7) x ? 
¿ap 7 
-fVivAi.i?K + i 
2/> V 1 J P 
- ( u + u-) - /i + - ( u - + u-) - /i 
(3.113) 
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and the result is : 
VW^K+1-RK+1 = -
(7 + i)g / [ 7-iry\ # 
2p V 7 + 1 7 / (3.114) 
For the product ViyAK+2-RK4.2, ^ *s s uffici e n t to change à in — à in the above relation (3.114) 
, since \K+2(à) = AK+i(—á) and ÄK+2(ö) — R-m-i(-à). The relation is immediate: 
Vw*K+2-tiK+2 = « 1 + — • 
2p \ 7 + 1 7 y 
(3.115) 
where 7 ' = — 
Wt,fc=i...,/i 
is equal to : 
7 = 
9 £ E 
or 
Cy.TCy - Cy.TCp 
cl 
Wk)k=l,..,K 
(3.116) 
From Mayer's relation, we can deduce : 
Cp,T — CV,T = ( - ) - (3.117) 
since the p/. are held constant , and hence : 
1
 Mel 
(7 - l)c„,T (3.118) 
7 - 1 Tj' 
If cv T is negative, the t e r m 1? = 1 + can never be zero and the two fields associated 7 + 1 7 
with RK+i and RK+2 are genuinely non linear. But in general, for gas mixtures, cv^ is positive 
7 - I Tj1 
and i? may a priori vanish. Indeed, for our kind of reacting flows, the ratio ê — 1 = 
7 + 1 7 
does not exceed a few percents in absolute value and the result of genuine nonlinearity for the 
two fields associated to .R^-i-i and ÄK+2 holds. • 
3.9.4 Expression of W in the eigenvectors basis 
We are looking for ?/>„,, m = 1,..., K + 3, such as : 
n+3 
W = Yl i'mRm. (3.119) 
the Rnl denoting the eigenvectors of the Q matrix. 
The linear system to be solved can then be writ ten as : 
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Wk = xpk + (^K + i + rpK+2)Yk for k = l,...,K 
K+2 
WK+i = u^2 V'ifc + am(ipK+2 - ipK+I) - ¡¿2Í>K+3 
K+2 
(3.120) 
WK +3 = 5 1 ^ fc^ fc + H(V»K+1 + ^«+2) + {-M2W + M1«)I/'K+3 + É™(^K+2 - VWl) 
¿•=1 
A straightforward calculation gives the solution of system (3.120), which is equal t o : 
^ = W t - Y f c f for Ä = 1,...,« 
V-'K+I = 2 ^ + 6) 
4>K+2= -^(Î~à) 
(3.121) 
^ít+3 = -XÍP\V - W " ) - / ^ W K + I + fl\.WK+2 
with x = J2 Wk> Í = r 
J k = l 
X(u2 + t . 2 )~£ AkWk-uWK+1 - vWK+2 + WK+3 
fc=l and 5 Xw - ßiWK+i - Í Í 2 ^ K + 2 
3.9.5 Hermitian Gradients limitation technique 
S l o p e s A p p r o x i m a t i o n 
T h e vector of the variables to be interpolated is denoted W . If we consider the classical 
linear-by-element Pl-Lagrange base functions, each gradient is a constant- vector for each 
triangle. We then first derive the expression of the gradient for the node number i, denoted 
— + 
VW¿: 
ff ~VWibdxdy 
vw¿ = ic, 
It dxdy (3.122) 
^ ^ ^ £ - ^ > 
where the i"', m = 1,2,3 are the three vertices of triangle T and Vipim(T) is the constant 
gradient vector of the Pl-base function in i"1. The limitation procedure is then realized for 
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each element. If we denote : 
V W T = 
Wx.2 (3.123) 
the gradient of Yv computed for one of the triangles around node i, the limited slope in the x 
direction will be given by the following formula: 
W"m = I f min sign(WT.x) + max sign(W r , . )) min \WT,X\ . (3.124) 
and a similar expression for the y direction. Indeed, the introduction of a such limiter will 
bring back the solution to the first order as soon as two slopes are of different signs for two 
triangles around a vertex. This is likely to happen near the shocks or discontinuities. It then 
becomes necessary to locally increase the node density in order to accurately compute the 
discontinuity. 
Derivation of the prediction s tep 
The system of the non-reactive Euler equations - system (3.1) without source terms - can 
also be written in a non-conservative form, with respect to the "physical" variables p, u, v, 
T, Yk : 
Yk,t + uYk,x + vYk,y = 0 , 
Pt + UPX + Vpy •+ P(UX + Vy) = 0 , 
ut 4- uux + vuv H = 0 , 
P 
vt + uvx + Wy H = 0 , 
(3.125) 
{ Tt + uTr + vTy + (j(T, Y) - l)T(ux + vy) = 0 , 
When executing the prediction step, this allows us to directly get the discrete equation (3.70) 
by replacing in the above system (3.125) the space derivatives by the computed limited slopes, 
and the time derivatives of the variables by the discrete approximation 
course, the variables themselves are evaluated at node i and time n. 
yy-n + l/2 __ yyn 
At 
2 
Of 
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3.JO. FIGURES 143 
FlG. 3.3 - Case I : Computational grid 200 x 30 nodes 
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3.10. FIGURES 145 
' ^ » S t l l li|¡|¡¡ 
&3¿£ ^ J ^ . ' . V - . 
Temp. (K) 
FlG. 3.4 - Case I : Temperature (K) 

3.10. FIGURES 147 
FíG. 3.5 - Case I: Pressure (W5Pa) 
• * - > í 3 
1
 *• *£*- , X " WU 
**âÈfe&fc. 
«KSEtf* TJÄ - * * " 
FíG. 3.6 - Case F : Mach number 

3.10. FIGURES 149 
F I G . 3.7 - Case I : H20 mass fraction 
F I G . 3,8 - Case I ; H mass fraction 

3.10. FIGURES 151 
FIG. 3.9 - Case I : OH mass fraction 
B2Ö2 
mass.fr. 
FIG. 3.10 - Case I : H2O2 mass fraction 
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FlG. 3.11 - Case II : Computational grid 

3.10. FIGURES 155 
<*Kä 
FlG. 3.12 - Case II : Temperatwe (K) 
FIG. 3.13 - Case II : Zoom on temperature around triple point 

3.10. FIGURES 151 
FlG. 3.14 - Case II : Pressure (105 Pa) 
FlG. 3,15 - Case II : Mach number 

3.10. FIGURES 159 
T(K) 
T(K) 
FIG. 3.16 - Case III : Temperature (K) after 29 x SO iterations 
T(K) 
FIG. 3.17 - Cose III : Temperature (K) after 40 x SO iterations 

3.10. FIGURES 181 
Y OH 
FIG. 3.18 - Case III : OH mass fraction after 29 x 80 iterations 
Y OH 
• • * v , " 
FîG. 3.19 - Case III : Oil mass fraction after 40 X SO itemtions 

3.20. FIGURES 163 
Y H20 
FíG. 3.20 - Case J U : Ä2O m&ss fraction after 29 x $ö iterations 
Y H 2 0 
<S'¥¥'5i 
FíG. 3.21 - Case HI : H2O mass fraction after 40 x 80 iterations 

3,10. FIGURES 165 
T(K) 
T(K) 
FIG. 3.22 - Case IV.a: Temperature (K) after 15 x 80 iterations 
FlG. 3.23 - Case IV.a: Temperature (K) after 21 x 80 iterations 

3.10, FIGURES 167 
Y H202 
F I G . 3.24 - Case IV.a: H2O2 mass fraction after 15 x 80 iterations 
Y H202 
FIG. 3.25 - Case TV .a: H2O2 mass fraction after 21 x SO iterations 
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T(K) 
FIG. 3.26 - Case IV.a: Temperature after 46 x 80 iterations (converg-
T(K) 
^ ? 
F I G . 3.27 - Case IV.b: Temperature after 22 x 80 iterations 
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Y H20 
Y H20 
¿«Vlr~-~ f^œ í 5 * i í V r í s i 
FTG. 3.28 - Case IV.b: H20 mass fraction after 6 x 80 iterations 
Y H20 
4lt:v^-y. 
FlG. 3.29 - Case IV.b: H2O mass fraction after 18 X SO iterations 
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T(K) 
"{"* fS^ „...^ 
FIG. 3.30 - Case IV.b : Temperature after 13 x SO iterations 
Y OH 
F I G . 3.31 - Case IV.h: OH mass fraction after 13 x SO iterations 
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EFFETS DIFFUSIFS ET 
TURBULENTS 
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Nous abordons dans cette deuxième partie la modélisation et la résolution numérique des 
écoulements réactifs en prenant en compte les effets liés à la viscosité du fluide, à la diffusion 
des espèces chimiques, et à l ' interaction entre la combustion et la turbulence. 
Nous présentons tout d 'abord les méthodes numériques utilisées pour résoudre les équa-
tions laminaires d 'une part et les équations du modèle k — e d'autre par t . Ces méthodes 
font ensuite l 'objet de quelques validations numériques, présentées dans le chapitre 6. Nous 
abordons pour terminer une première approche pour modéliser la combustion turbulente. 
Les travaux présentés dans cette partie ont été effectués dans le service de Méthodes 
Numériques Avancées de Dassault Aviation, à St-Cloud. 
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Chapitre 4 
Simulation numérique 
d'écoulements laminaires visqueux 
réactifs stationnaires 
4.1 Introduction 
L'introduction des effets de viscosité et de diffusion massique ne modifie pas de façon 
essentielle l 'approche envisagée pour la résolution des équations d'Euler. En l'absence de 
terme source chimique, les instabilités numériques proviennent pour une large part de la 
part ie hyperbolique convective du système d'équations. L'approche présentée dans ce chapitre 
est fondée sur une formulation variationelle classique conduisant à une discrétisation spatiale 
en volumes finis structurés. Les flux convectifs sont déterminés selon le schéma T.V.D. du 
deuxième ordre de Harten [7], tandis que les termes diffusifs sont traités de façon centrée 
usuelle. La convergence vers l 'état stationnaire est accélérée par l'utilisation d 'un schéma 
implicite linéarisé. Le terme source chimique fait l 'objet d'un trai tement spécifique. Lui-mime 
et son Jacobien sont limités de telle sorte que les matrices à inverser lors de l 'itération implicite 
conservent les mêmes propriétés de positivité de leurs valeurs propres qu'en l'absence de 
combustion. L'introduction des effets liés à la turbulence et à la combustion turbulente fait 
l 'objet des chapitres 5 et 7. 
4.2 Système d'équations 
Nous précisons clans cette partie le modèle utilisé et en particulier la forme des équations de 
fermeture constitutives pour les grandeurs thermodynamiques et les coefficients de t ransport . 
Le vecteur des variables conservatives est noté : 
W = * (Pl, p2, • • •, pK, pu, pv, E) (4.1) 
184 CHAPITRE 4. ECOULEMENTS RÉACTIFS STATIONNAŒ.ES 
où K est le nombre d'espèces présentes dans le fluide, pk représente la densité partielle en 
l'espèce k, pour k = 1 , . . . , K, p, u, v sont respectivement la masse volumique totale du fluide 
et les composantes de la vitesse du fluide. On note Yjt, k = 1. . . . ,«; les fractions massiques et 
h£, k = 1 , , . . ,K les enthalpies massiques de formation des espèces présentes dans le fluide. 
jMfc désigne la masse molaire de l'espèce k. E est l'énergie volumique totale du fluide, donnée 
par: 
E = p[ ~{u2 + v2) + TYkh% + Y,YkCVk(T)T) (4.2) 
T est la température, Crfc désigne une "pseudo"-capacité calorifique massique à volume 
constant de l'espèce k, définie par : 
,T 
/ cVk{0)d8 ,F 
T T (4-3) 
où 6k et cVk désignent respectivement l'énergie interne massique et la capacité calorifique 
massique à volume constant massiques de l'espèce k. 
R e m a r q u e 1 : Anticipant sur la résolution numérique, nous indiquons la façon d'accéder 
à la température . CVk(T) est tabulé au préalable, ainsi que dCVk/dT, à partir par exemple 
d'expressions polynômîales comme au chapitre 3. Ceci permet alors de déterminer la tempéra-
ture T en résolvant (4.2) par une méthode de Newton. Dans la plupart des cas, la convergence 
des itérations de Newton ne pose pas de difficultés particulières. Quelquefois, surtout dans 
le cas des écoulements réactifs, ou lorsque l'on fait intervenir la diffusion massique, certaines 
fractions massiques peuvent devenir provisoirement négatives pendant la résolution de (4.2). 
On préfère alors définir la température T uniquement à partir des espèces à fraction mas-
sique strictement positive. On ne t ient ainsi compte dans le calcul de l'énergie E que des Yj, 
strictement positives.« 
4.2.1 Equations de Navier-Stokes bidimensionelles 
En deux dimensions d'espaces x et y, l'écoulement plan du mélange de gaz est régi par le 
système : 
dW dF dG dFv dGv 
! 1 = ! 1-5 
dt dx dy dx dy 
Les flux convectifs F et G, et diffusifs Fv et Gv sont égaux à : 
/ PkU \ ( PkV \ ( Jk \ 
7~xx 
F = 
Pku 
pu2 + P 
puv 
\ u(E + P) J 
G = 
k  
puv 
pv~ + P 
\ v(E + P) ) 
l?V _ 
'ry 
( Jï \ 
, G l ' . ' • ( / 
'vu 
\ -Ç./.V / 
(4.4) 
(4.5) 
où J = '(«/*, J,,) est le flux de diffusion de l'espèce k, r = [ r^] est le tenseur des contraintes 
visqueuses, et Q = t(Q.r! Qy) désigne le flux d'énergie. 
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Le terme source S peut être constitué des termes sources de cinétique chimique. Le modèle 
d 'Arrhenius utilisé a déjà été décrit au chapitre 3. 
La pression P est donnée par la loi de Dalton : 
P
 = PRTÍbTT (4-6> 
De façon générale, le tenseur des contraintes visqueuses r a pour expression : 
riv = - H , c 6çv + n(vçtV + vv¿) (4.7) 
Dans l'expression (4.7) ci-dessus, les coordonnées x e y ont été indicées £, 77, £. Les notations 
vx et vy correspondent aux notations précédentes u et v. Nous avons adopté ici la convention 
d'Einstein sur la sommation des indices répétés. 
Selon l 'hypothèse de Stokes, tenant la viscosité en volume ou "bulk viscosity" ¡j.ß :— A 4- ?¿t 
pour négligeable, les deux coefficients de viscosité du fluide sont reliés par : 
3A + 2/i = 0 . (4.8) 
Si l'on néglige les termes de couplage entre le flux de masse et le flux de chaleur, ce que 
l'on appelle l'effet Dufour et l'effet Soret, ainsi que les flux radiatifs, alors le flux d'énergie Q 
peu t s'écrire sous la forme simplifiée : 
K 
Q = q +
 T V - X ; j * / i t (4.9) 
¿•=1 
où V = ' ( u , u ) . K est la conductivité thermique du mélange de gaz et q = —KVT designe le 
flux de chaleur par conduction thermique, hk désigne comme au chapitre 3 l 'enthalpie massique 
de l'espèce k : 
, RI , . 
hk = ek + — 4.10 
Mk 
Le premier terme de (4.9) correspond ainsi à la loi de Fourier de conduction de la chaleur, le 
deuxième aux effets visqueux, le troisième au t ransport d'énergie par diffusion massique. 
On pourra se reporter à [1] ou [2] pour une description plus complète des propriétés de 
t ranspor ts dans les écoulements laminaires muîti-espèces. Les expressions des coefficients cle 
t ranspor t s , déduites de la théorie cinétique des gaz, sont complexes et conduisent classique-
ment à des systèmes linéaires coûteux à résoudre. Même si certains auteurs ont proposé des 
expressions simplifiées ou interpolées [3. 4, 5], leur obtention est souvent onéreuse en temps 
de calcul. Dans l 'optique de la simulation d'écoulements turbulents, on se contentera d'une 
modélisation simplifiée pour ces coefficients de t ransports laminaires. En effet, clans l'approche 
considérée au chapitre 5, les effets de transport par la turbulence sont prépondérants au sein 
de l'écoulement moyen. Toute modélisation trop fine est ainsi superflue au niveau de précision 
considéré, et plutôt réservée à l 'approche par simulation directe. 
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Les termes de diffusion massiques sont alors simplement pris en compte par un processus 
fickien : 
Jfc - pDVYk (4.11) 
et les coefficients de t ranspor t s K et D sont donnés par 
K = ^ - (4.12) 
Pr 
et 
pD =
 $k {4-13) 
où la capacité calorifique massique moyenne à pression constante, cp, sera déterminée par la 
loi de Mayer : 
CP = ¿ n (c„„ + -£j-) , (4.14) 
cVi = ~^TT e s t également tabulé et stocké au préalable pour chaque composant. Pr et Sch 
al 
désignent respectivement les nombres de Prandtl et de Schmidt. Il seront pris égaux à 0.7 en 
écoulements laminaires. Nous reviendrons sur ces expressions dans le cas turbulent. 
Ainsi cet te modélisation simplifiée permet d'évaluer tous les coefficients de t ranspor t par 
la seule donnée de ¡i. Encore une fois, une tabulation préalable est effectuée pour accéder 
aux valeurs de ¡i. Ce coefficient est approché par la formule semi-empirique de Wilke [6], 
donnant le coefficient de viscosité d 'un mélange de gaz, en fonction de la viscosité ¡i¡¿ de 
chaque consti tuant k : 
E XkfMkyT) — (4-15) 
l=i 
où X¡¿ est la fraction molaire de l'espèce k et 
—à(1+&)"'(1+i/f (&)*)'• 
Les valeurs des fi'k{T) sont tabulées avant le début du calcul et interpolées linéairement en 
fonction de la température au cours des itérations. Les expressions théoriques de ces coefficients 
font classiquement intervenir des intégrales de collision réduites f2*(2,2), qui dépendent du 
modèle utilisé de potentiel d'interaction entre les particules [1] [2]. Il est toutefois plus simple 
d'utiliser des polynômes d'approximation en T de la forme : 
logf/ijt) = blk + b,k.logT + b3k(logT)2 + bák(\ogTf (4.17) 
et qui peuvent être t rouvés dans [5]. 
L'intérêt de cette tabulat ion préalable est bien sûr de pouvoir choisir un modèle arbitrai-
rement complexe sans subir d'influence directe sur le temps de calcul pour l'écoulement. 
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4.2.2 Géométrie axisymétrique 
Un écoulement tridimensionnel présentant une symétrie de révolution autour d'un axe 
peut être réduit à un système bidimensionnel. H intervient alors des ternies supplémentaires 
par rapport aux équations planes, provenant de la forme cylindrique des équations (4.4), 
Notons (r, 6, z) les coordonnées cylindriques associées au repère cartésien du paragraphe 
précédent. On suppose classiquement que l'écoulement n ' a pas de composante de vitesse en 
dehors du plan r — z, c'est à dire que la composante v$ de la vitesse est nulle. Ceci permet 
une description à deux composantes spatiales pour l'écoulement. 
' Le nouveau système d'équations peut se mettre sous une forme identique au système 
(4.4), avec r = t/ et ¿ = i à condition d'ajouter un terme supplémentaire 5 a x ; que l'on 
peut formellement inclure au vecteur des termes sources 5 . Ce terme additionnel peut se 
décomposer en terme Euler et terme diffusif selon : 
'axi 
çeul , ovisc 
c
 axi axi (4.18) 
ou 
ceul _ UT 
axi « 
pu i 
pur 
V E + P J 
(4.19) 
et 
/ 
çVISC _ 
axi 
J \ 
XL 
Trr ~ (A + 2/i) Xuz z + UTA r 
r 
\ TTZUZ + TTTUT + Xur(2ur^T + uZiZ) + \uzur^ + uruz\yZ + uf.\_r — qT J 
avec qT ~ —KT_T. 
(4.20) 
4.3 Fo rmu la t i on volumes finis s t r u c t u r é s et schéma T . V . D . 
Le principe de la formulation volumes finis a été presenté dans le cas de cellules déduites 
de la triangulation du domaine de calcul, dans le cas non-structuré (cf. chapitre 3). Ici, le 
domaine de calcul est divisé en cellules quadrangulaires, a priori de formes quelconques. La 
seule contrainte est que le maillage soit structuré, c'est-à-dire qu'il puisse se déduire par 
déformation conforme d 'un maillage carré. 
4.3.1 Discrétisation spatiale et approximation temporelle 
La part ie convective des équations de Navier-Stokes est intégrée sur une cellule C, de bord 
ÔC, selon : 
fw,tdC+ f {FNx + GNy)d<T = 0 (4.21) 
JC JdC 
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Nx et Ny sont les coordonnées du vecteur normal à C. Dans un maillage structuré, la cellule 
C est détei-minée par sa position en i et j . Elle sera donc notée C¿j. Le schéma explicite du 
premier ordre en temps correspondant à (4.21) peut alors s'écrire comme au chapitre 3 : 
" + T^~7?r-T I (FNX + GNy)da = 0 (4.22) » j / ( .Aíf, Aire 
où n désigne l'avancement en temps et Ai",- le pas de temps variable et local. Désignons 
respectivement par Ii+i j et </¿,-+i les vecteurs normaux aux interfaces entre les cellules C¿,j 
et Ci+ij (notée Xi, i • ) d'une part et entre les cellules C¡¿ et C,-j+i (notée Ti -, i ) d'autre 
part, et orientés vers les x et les y croissants. A<ri+i • et Acr- -+i désignent les longueurs clés 
interfaces 1- i • et J- •, i . L'intégrale du flux sur C s'écrit alors: 
¿ i . j 4 i . i A í 7 H | , , + Í Í J + I Í J + 1 Aff.-j.+i + autres termes (4.23) 
où <fi — t{4>x-,4'y) e s t ^e vecteur des flux numériques, dont l'expression pour la direction x 
est donnée plus bas: ACT- , i • désigne la longueur de l'interface T., i ... Les "autres ternies" 
désignent les termes similaires pour les interfaces T-i • et 2". -_i Cette approche nous permet 
2 ^ *>./ 2 
de décomposer la résolution en deux étapes monodimensionnelîes, et ainsi d'utiliser comme au 
chapitre 3 un solveur de Riemann. La solution au temps n 4-1 est alors obtenue après l'appli-
cation sur la solution au temps n de deux opérateurs Lf et L™, agissant dans les directions i 
puis j de façon décorrélée. La variation totale pour le vecteur des variables conservatives peut 
alors s'écrire comme une somme de deux termes : 
Wn+1 = Wn + &iWn + &jWn (4.24) 
Chacunes des contributions AeWn correspond à l'application de l'opérateur Lç à W'. 
4.3.2 S c h é m a T . V . D . 
Le schéma T.V.D. ("à variation totale décroissante") du deuxième ordre utilisé pour dé-
terminer les flux numériques convectifs est dû à Harten [7]. Au premier ordre, il se ramène 
identiquement au schéma de B.oe, Ce schéma - non-MUSCL - atteint le deuxième ordre en 
espace par l'introduction d'une antidiffusion. 
Pour par exemple la direction i, le flux numérique explicite se décompose en un flux centré 
aux interfaces et en un terme diffusif : 
4>t+y = ~ (F(Wid) + F(Wi+1J)) + tf+y (4.25) 
Le flux diffusif <j>. . . est déterminé sur les variables caractéristiques - celles qui diagonalisent 
1 "r 2 - 'j 
le système hyperbolique - notées x/;, et dont les expressions sont données dans la section 3.9.4. 
Si ct'!+i • = ipi+i.j — 4>i,j, la m-ième composante de 4>D.i . s'écrit: 
4>f:¡, = ¿Vf A ; ^ ) ( , ™ +
 9T+1,3) - V (X^y + u,™ è j . ) a - h] (4.26) 
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avec 
w™i . = -VÍA™! .){ 
I T ^ i
 s m -e 0 
a ¿+TJ (4.27) 
0 si am,1. = 0 
'2 ' i + ï J 
où V est une fonction parabolique de correction entropique, due à Harten. Son expression a 
déjà été donnée dans le chapitre 3 : 
V(A) = { 2 
|A| 
A2 + 5 : 
si |A| < 6 
si jAj > 6 
(4.28) 
avec par exemple pour la direction x, ô = eAa^j/Af™-, Aarjj/At™- désignant le rapport local 
du pas d'espace en x sur le pas de temps, et e un paramètre strictement positif et inférieur à 
un. 
Cet te fonction empêche la valeur propre de s'annuler, en effectuant un lissage parabolique 
au voisinage de l'origine. Le choix du paramètre e sera soumis à deux contraintes : ne pas 
affecter la précision du schéma tout en préservant sa robustesse. Sa valeur n'est a priori pas 
fixée tout au long du déroulement des itérations. En outre, il pourra dépendre de la nature -
linéairement dégénérée ou vraiment non linéaire - du champ auquel la correction s'applique. 
En anticipant sur le schéma implicite de la partie 4.4, la valeur de e peut également varier 
selon que la correction s'appliquera à la partie explicite ou implicite de l 'opérateur. Enfin, il 
ne sera a priori pas identique pour les deux directions i ou j . Toutes ces possibilités ouvertes 
au choix de e seraient idéalement à moduler suivant le cas de calcul. 
4 . 3 . 3 L i m i t e u r s d e flux 
Les termes g"!- sont des lîmiteurs de flux correspondant aux termes d'antidiffusion. Ils sont 
définis ici selon: 
9i.j 
^r+iJ-)-^(^-)2 a. 
.Max O.Mind^l,^^^.) (4.29) 
avec <7™ , . = s i g n a l , .), et /x™ , . = ^-Xm
 x .. 
En l'absence de limiteurs g™ , ., on retrouve le schéma de Roe du premier ordre. On pourra 
se reporter à [8, 9, 10] pour une revue de tels schémas, ou pour d 'autres expressions proposées 
pour les qm:, .. 
R e m a r q u e 2 : La discrétisation des autres termes de flux - visqueux et de diffusion -
des équations s'effectue de façon centrée usuelle. Le traitement du terme source chimique sera 
abordé dans la section 4.5. • 
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4.3.4 Conditions aux limites 
Dans la formulation volumes finis précédemment décrite, on tient compte numériquement 
des conditions aux limites par l ' introduction de cellules miroir, symétriques des cellules du 
bord du domaine discret primaire. La frontière T du nouveau domaine de calcul, constitué du 
domaine discret primaire et des cellules miroir, peu t alors se décomposer en quatre parties, 
comme indiqué ci-dessous. 
1) Une partie où les conditions sont forcées à chaque itération : il s'agit de l'entrée d'air, de 
l'injection, de conditions à l'infini pour un écoulement externe... 
2) Une partie où les variables liées aux cellules miroir sont extrapolées à l'ordre 0 à part ir des 
valeurs des cellules internes adjacentes : il s'agit essentiellement des sorties supersoniques. 
3) Une partie correspondant à une sortie subsonique; on suppose que la pression "à l'infini1' 
-^sortie e n s o r t ¡ e e ß t connue et l 'on évalue les variables conservatives aux cellules miroirs 
par une méthode des caractéristiques. 
4) Une partie correspondant aux murs; les conditions peuvent être alors mur glissant ou 
non-glissant, adiabatique ou isotherme. La condition de glissement conduit à l'intégrale 
de pression classique (cf. chapitre 3). La condition de non-glissement (vitesse nulle à 
la paroi) conduit à imposer sur les cellules miroirs une vitesse opposée à celle de la 
cellule intérieure, ce qui conduit bien à une vitesse nulle sur l'interface cellule intérieure-
cellule miroir. Pour une paroi adiabatique, la condition flux de chaleur nul impose que 
la température de la cellule miroir est égale à celle de la cellule intérieure. Pour une 
paroi isotherme, de température imposée 2"Uaroj, la température pour la cellule miroir 
sera égale à 2 TU^o] - i n t é r i e u r ^ e ^ e u e s o r t e Q u e I a température évaluée à l'interface 
soit égale à T p a r o ; . 
R e m a r q u e 3 : Lorsque l'on impose une condition de non-glissement, l'évaluation des 
flux numériques convectifs entre la cellule intérieure et la cellule miroir - de vitesses opposées 
- introduit , du fait même de la na ture monotone du schéma, une viscosité artificielle qui se 
rajoute à la viscosité physique. Lorsque les effets visqueux sont prépondérants, c'est-à-dire 
précisément près des parois, on introduit alors une couche limite numérique artificielle. Pour 
minimiser cette dernière, on effectue alors un traitement particulier pour le calcul clés flux aux 
parois. Celui-ci [13] permet d'éviter poirr la partie convectiva la résolution d'un problème de 
cisaillement avec viscosité numérique. • 
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4.4 Schéma implicite linéarisé 
4 . 4 . 1 L i m i t a t i o n d u p a s d e t e m p s 
L'efficacité informatique du schéma explicite précédent peut dans certains cas être for-
tement amoindrie par le critère de stabilité de tels schémas. Si on fait l 'approximation de 
découpler chacun des termes liés à la convection ou aux divers phénomènes de diffusion, on 
peut écrire une condition nécessaire approchéee de stabilité sous la forme : 
A i < Min(TCOnv, r d i f f ) (4.30) 
si l'on ne tient pas compte de la chimie. En une dimension d'espace, à l'aide d 'une analyse 
de Fourier, on peut expliciter ces limites de stabilité liées à chacun des termes de convection 
et de diffusion de quantité de mouvement, de chaleur ou de masse. Si u et c désignent la 
vitesse du fluide et la vitesse du son locales, Dmax le maximum des coefficients cle diffusion, 
Dmax — Max(/v"/cj„ D, n), et p la masse volumique locale, il vient : 
A x pAx2 
Tcoav =
 R T ? 2rdiff = ô^ ' ( o l j 
L'obtention d'une solution peut alors parfois nécessiter un nombre excessivement coûteux 
d' i térations. 
Pour pouvoir augmenter le pas de temps sans affecter la stabilité, le schéma explicite peut 
alors être linéairement implicite. L'implicitation des termes convectifs et visqueux est entamée 
dans [11, 12, 13]. L'implicitation des termes axisymétriques ou de diffusion s'effectue cíe façon 
semblable. 
4.4.2 Principe de l'implicitation 
Réécrivons le schéma explicite global sous la forme : 
A«WiJ = $ ( W £ , W?+1¿, W^j, W?J+1, W^_x) (4.32) 
où $ désigne le flux numérique total , dépendant des valeurs des variables aux cellules en-
tourant la cellule C,-./, et A " . = .n + 1 — .". La version totalement implicite non linéarisée de 
ce schéma pourrait s'écrire AnWid = ^(WJ^1, W # ¿ , W^Jt Wfflv W¡'^\). Cependant , 
la détermination de la solution exacte d 'un tel système serait non seulement onéreuse, mais 
pourrai t également introduire d 'autres problèmes de stabilité, liés aux méthodes numériques 
de résolution, comme la méthode de Newton [15]. 
L'approche linéarisée peu t être vue comme la linéarisation par un développement de Taylor 
du schéma précédent, ou bien encore, de façon équivalente, comme l 'approximation de la 
solution du système non linéaire après une seule itération de la méthode de Newton. Le 
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schéma implicite s'écrit selon : 
5 
AnWi,,- = $n + J2 W A"xfc (4-33) 
avec (Xi, . . . ,Xs) = (W-¿,j, Wi-ij, W¿+ i¿ , Wij-%, Wj^+i). Si l'on note ces matrices jaco-
biennes $;fc respectivement A, B, C, D et E pour fe = 1, . . . , 5 , une itération implicite consiste 
à inverser le système linéaire 
^ y - + A^Wij + D ^ W i ^ + Ef^Wij-! 
= $n (4.34) 
Le système précédent est résolu à l'aide d'une méthode de relaxation par ligne introduite dans 
[14]. L'algorithme peut se décomposer comme su i t : 
- on commence par prendre 
AW?,. = 0 (4.35) 
- puis on itère les deux résolutions suivantes sur l'indice k > 1 (N{ désigne le nombre de 
cellules dans la direction a;): 
- dans une première étape, on résout pour i = Nt à 1 (on omet l'indice n) 
A Î ' F 2 ^ 1 
—¿f— + Aij/Wf^ + DijAWgïî + EijïWgll 
+ Bt,AW^] + CUJAW^j 
= *ij (4.3G) 
- puis on résout pour ¿ = 1 à JV¿ 
AW^ 
~^f- + AijAW^+DijAW^ + EijAW?^ 
+ BijMV&j + CijAWgÚ 
= *¿j (4.37) 
En pratique, il n 'est nécessaire d'effectuer qu'une ou deux itérations de relaxation pour conver-
ger vers la solution du système linéaire (4.34), lorsque les termes convectifs sont prépondérants. 
Mis à par t le cas des couches limites, où les effets visqueux sont déterminants, la caractéristique 
précédente sera en général vérifiée pour les essais numériques envisagés. 
R e m a r q u e 4 : Le flux numérique total <Ê pour la cellule dj n'est en toute rigueur pas 
uniquement fonction des cinq cellules C,-j, Ci+i.j, Cj- i , j , Ci.j+i, Ci j - i ,puisqu 'mtervieirnentdes 
grandeurs faisant intervenir les cellules diagonales du type C¿+1.J + i dans les termes visqueux 
et diffusifs. Pour ces flux, et pour conserver la structure du code implicite pour les équations 
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d'Euler, nous n'avons donc réalisé qu 'une implicitation partielle. Mais les termes omis sont 
en fait négligeables et l 'approximation pour le Jacobien s'est révélée suffisante dans toutes les 
expériences numériques effectuées. • 
R e m a r q u e 5 : La fonctionnelle $ représente a priori les flux du 2ième ordre. En fait, dans 
la linéarisation, on ne prend en compte que les flux du 1er ordre pour la détermination des 
matrices jacobiennes A, B, C, D et E.» 
4.4.3 Linéarisation des termes convectifs 
L'implicitation des flux convectifs s'effectue en suivant deux approximations classiques: 
- le flux numérique de Roe est remplacé par la forme qu'il aurait si F(\V) était linéaire. 
Si .4 désigne la matrice "moyenne" de type Roe pour le flux F(W), il vient pour la 
direction i: 
, - ( „, ,^ ) = ^ ^ H i | 2 ^ (4.3S, 
ce qui donne : 
4>Roe(WL, Wa) ~ Ä+WL + Ä~WR (4.39) 
- la seconde approximation consiste à négliger les variations des matrices de Roe par 
rappor t aux variations de W, ce qui conduit à: 
6(¡>Roe(WL, WR) ~ Ä+6WL + Ä~8WR (4.40) 
4.5 Terme source chimique 
En général, et en particulier pour le type de cinétique chimique air-hydrogène auquel nous 
nous sommes intéressés, les phénomènes de combustion conduisent à des systèmes d'équations 
différentielles raides, c'est-à-dire qu'il existe des échelles de temps très disparates nu sein de 
l'écoulement. Lorsque la cinétique globale est en outre fortement exothermique, le problème 
numérique est sensiblement plus délicat, comme on a pu le voir au chapitre 2. On a présenté 
au chapitre 3 des méthodes qui pouvaient s'appliquer à des écoulements instationnaires. Tou-
tefois, pour calculer des écoulements stationnaires, ce type d'approche apparaît comme assez 
coûteuse. Dans [11] est présentée une approche originale fondée sur une limitation spécifique 
du terme source, liée d 'une par t au schéma implicite linéarisé, et d 'autre part à une analyse 
de la forme de la cinétique utilisée. 
4 . 5 . 1 L i n é a r i s a t i o n c o m p l è t e 
On notera dans la suite et de façon usuelle le terme source chimique S(\V) := Q(\V). O est 
linéarisé par rapport aux variables conservatives. Le terme source d'Arrhenius est le produit 
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d 'un terme en température et d 'un terme en les masses volumiques partielles p¡¿ : 
Ü = iMP/c) x 0 2 (T) (4.41) 
On notera : 
= Q2—i + Q i — - @ (4.42) 
dW 2 dpk dT Pk dW K ' 
Dans le terme de droite de (4.42), le premier terme est le jacobien du terme source par 
rappor t aux masses volumiques partielles. Le deuxième terme est le produit de deux vecteurs. 
Les dérivées partielles du jacobien se déduisent anaîytiquement à partir de l'expression de 
dT Q(W), donnée au chapitre 2. Le vecteur —— s'obtient en dérivant par rapport à W l 'équation 
4.2, qui définit implicitement T. On obtient : 
/ u2 + v2 
dW 
--TCVk{T)-h*k 
V 
—u 
—v 
1 
(4.43) 
J 
Le terme source chimique ne fait intervenir que les variables conservatives locales. L'in-
fluence de la chimie consiste alors à simplement ajouter la matrice ^-r.— à la matrice A 
définie en (4.34). dW 
4,5.2 Chimie "explosive" 
Nous avons vu au chapitre 2 que lorsque la cinétique est raide, mais globalement enclo-
thermique ou faiblement exothermique, l 'obtention de la solution stationnaire peut s'obtenir 
à l 'aide d'un schéma implicite linéarisé. Lorsque le schéma réactionnel possède un caractère 
fortement exothermique et rapide, une approche implicite linéarisée, même avec un limiteur de 
t e rme source empêchant une t rop forte variation des espèces chimiques ou de la température 
d 'un temps au suivant, peut s'a.vérer inefficace. 
Mathématiquement, un schéma réactionnel sera dit explosif si les valeurs propres du jaco-
bien du terme soiirce chimique dQ(W)/dW ne sont pas toutes négatives. La chimie oxygène-
azote est un exemple de schéma réactionnel non explosif, alors que la reproduction fidèle de la 
combustion air-hydrogène semble devoir nécessairement conduire à des schémas réactionnels 
explosifs. 
Considérons alors un système du type : 
dW 
dt 
= Q(W) (4.44') 
en omettant tous les termes sauf le terme source. Le schéma implicite linéarisé correspondant 
peu t s'écrire, avec AW = Wn+1 — Wn, et n l'avancement en t emps : 
IL _ • dQ y 
Ai ^dW' 
AW := M AW = Q71 (4.45) 
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L'étude menée au chapitre II montre que dans certain cas les schémas implicites conduisent à 
un comportement hautement, instable dans le cas d'une chimie t rop fortement exothermique. 
Une autre tentat ive de compréhension de ce comportement peut s'effectuer par l 'étude du 
signe des valeurs propres éventuelles du jacobien du terme source. 
Si l'on suppose que la matrice M du terme de gauche de l 'équation (4.45) est diagonalisable 
dans 2R , il vient que M = PDP'1, où D — D iag ( l /A i — çj,.,fc = 1,..,«.), et les c*. sont les 
¿Q 
valeurs propres de -J7r;)n- Ce système (4.45) peu t alors s'écrire sous la forme: 
DP-lÙW = P _ 10™ (4.46) 
S'il existe alors k' G {1 , . . . , K} tel que çj.» > 0, la variation correspondante sur P~1AW changera 
suivant que le pas de temps Ai soit supérieur ou inférieur à 1/çfc'. En outre, au voisinage de 
A i = 1/çfc', la matr ice M peut ne plus être numériquement inversible, ou encore conduire à un 
très mauvais conditionnement pour l'inversion du système (4.45). Une valeur propre positive 
induit ainsi un comportement oscillant e t /ou non monotone qui peut s'avérer très fortement 
déstabilisant lors de la résolution numérique. 
R e m a r q u e 6 : Sur l 'étude menée au chapitre 2, si l'on reprend l'exemple de la réaction 
unique irréversible, et W — t(Y1Z), on trouve que la valeur propre non nulle du jacobien 
complet du terme source est égale, avec les notations du chapitre, à 2(—/i(T) + Uf[(T) — 
2 / i ((/? + E\j'RT)U¡T — 1). Pour les valeurs typiques considérées au chapitre 2 d'une chimie 
exothermique rapide, cette valeur propre est positive, alors qu'elle est négative pour une chimie 
endothermique ou faiblement exothermique. Il est alors cohérent de remarquer que l'analyse de 
ce chapitre conduit à observer un comportement hautement instable dans le cas d'une chimie 
explosive pour le schéma implicite linéarisé couplé, qui est l 'analogue du schéma implicite 
présenté ici.» 
L'idée développée dans [11] consiste à appliquer un limiteur sur 3e ternie source, de telle 
sorte que les matrices à inverser dans le schéma implicite linéarisé aient toutes leurs valeurs 
propres positives. Plus précisément, l 'application de la procédure de relaxation (4.3G)-(4.37) 
conduit à : 
Id Ott 
TT + Aij - AWij = - [termes croisés en i + 1, i - 1, j + 1, i - l]n + <3>'-y (4.47) 
.Ai '•' dW,j\ 
Formellement, la stratégie proposée conduit à essayer de rendre le système [équations d'Euler 
+ combustion] "non explosif" lors de la résolution numérique en limitant le terme source, c'est-
à-dire à le multiplier par un coefficient À,j positif et inférieur à un. La solution stationnaire 
sera obtenue au bout d'un nombre suffisant d'itérations. Le limiteur sera devenu inactif si l'on 
est suffisamment maillé pour résoudre la chimie. 
La limitation est fondée d'une par t sur la connaissance de l 'ordre de grandeur de la plus 
pet i te valeur propre de la matrice vl" définie pour le schéma implicite linéarisé des équation 
de convection pure (cf. eq. (4.34)), si l'on ne prend en compte pour la limitation les effets 
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convectifs, effectivement prépondérants. Ce premier estimateur vaut : 
.Eule Ai Kiïr = i +
 A i r e ( C i . .)A c r*+t,;m i n iN' ¡u - c¡) (4-48) 
Si l'on connaît en outre une estimation A~,^r de la plus grande valeur propre du. jacobien 
complet, du terme source chimique, le limiteur A,-¿ sera alors pris tel que: 
X^ir - AiAij XiZlb > oc\EJ:T (4.49) 
avec 0 < a < 1 , coefficient de sécurité. Terme source et jacobien seront multipliés par A,-,j. 
L'estimateur A,^ °™ est évalué de façon semi-empirique [11], moins coûteuse qu'une éva-
luation itérative. D'une manière générale, ces estimateurs sont négatifs dans les zones de 
l'écoulement où la chimie n'est pas explosive, et sont positifs dans les zones où le jacobien du 
terme source chimique possède effectivement une valeur propre strictement positive. 
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Chapitre 5 
Modèle de turbulence 
5.1 Introduction 
La modélisation des écoulements turbulents , réactifs ou inertes, est encore un problème 
largement ouvert. Dans l 'optique de simuler la combustion turbulente d'une couche de mélange 
air-hydrogène, nous décrivons ici le modèle de turbulence à deux équations utilisé. Ce modèle 
est de type k — e [16] et couplé au solveur du système de Navier-Stokes. 
La section 5.2 présente l 'approche par analyse statistique classique, permet tan t de moyen-
ner les équations de Navier-Stokes et de faire apparaître des termes de corrélation entre les 
fluctuations turbulentes. L'hypothèse de Boussinesq, relative à l ' introduction de la viscosité 
turbulente, ainsi que des modèles algébriques et à une ou deux équations, seront également 
évoqués dans cet te section. Le système couplé des équations régissant l'évolution de l'énergie 
turbulente k e t de son taux de dissipation e est ensuite présenté section 5.4. Nous indiquons 
au paragraphe suivant 5.5 la stratégie numérique employée pour résoudre ce système, en par-
ticulier en vue de maintenir la positivité des grandeurs k et e [17, 18, 19]. 
5.2 Equations de Reynolds 
Les équations de Navier-Stokes constituent une description Eulérienne du mouvement d 'un 
fluide. Le fluide est condidéré comme un milieu continu et on observe l'évolution des carac-
téristiques du fluide en un point de l'espace physique. Un "point" physique peut se définir 
comme un élément de volume contenant suffisamment de particules pour pouvoir déterminer 
de façon stat ist ique dans l'élément les grandeurs physiques macroscopiques comme la tem-
pérature, la pression ou la vitesse, mais ayant des dimensions microscopiques à l'échelle de 
l 'écoulement. Au sein d'un écoulement réel turbulent, les grandeurs physiques ainsi définies 
varient très rapidement en temps et en espace. Le modèle des équations de Navier-Stokes 
contient le germe du phénomène turbulent , et est capable de traduire les phénomènes de 
développement des instabilités, ainsi que le transfert énergétique - la cascade énergétique -
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depuis les grosses structures vers les pet i tes structures dissipatives, c'est-à-dire des basses fré-
quences vers les hautes fréquences de Pècoulement, Les études de simulation numérique directe 
- ou D.N.S. - [20] permet tent ainsi d'effectuer de véritables expériences numériques, pouvant se 
comparer de façon précise au résultats de mesures, et fournissant qui plus est des informations 
plus complètes. Cette dernière approche devient alors une méthode possible pour résoudre les 
écoulements turbulents, sans analyse statisque préalable. Cependant, les méthodes numériques 
utilisées dans cette approche sont en général explicites et d'ordres très élevés. En outre, et 
c'est sans doute le facteur limitant, la densité du nombre de nœuds des maillages nécessaires à 
la résolution et le pas de temps très pe t i t qui en découle, rendent encore la simulation directe 
difficilement accessible au domaine industriel. Typiquement, pour le type d'écoulements qui 
nous interesse, la taille des mailles se situe entre 10~4 et 10"° m, i.e. ~ 104 points par cm2 du 
domaine de calcul, et le pas de temps est de l'ordre de 10 s. 
5 .2 .1 D i f f é r e n t e s n o t i o n s d e m o y e n n e s 
En dehors de la simulation directe, les méthodes numériques couramment utilisées sont t rop 
dissipatives pour rendre compte d'un écoulement autre que laminaire. Si l'on veut conserver 
le même type de méthodes, une modélisation supplémentaire, conduisant à une modification 
du système d'équations, semble incontournable. Une approche possible consiste alors à ne 
s'intéresser qu'aux quantités moyennes des caractéristiques de l'écoulement et de modéliser 
l'effet des grandeurs fluctuantes sur l'écoulement "moyen". 
Soit <p(x, t) une fonction réelle décrivant une grandeur physique de l'écoulement, dépendant 
du temps t et des coordonnées d'espaces x . Si l'on introduit la fonction de densité de probabilité 
relative à <f>, P((f>), la probabilité 7r[a,i] pour que <f> soit compris entre les deux valeurs a et b 
est par définition: 
ir[a,b] : = / P(<f>)d</> (5.1) 
Ja 
Lorsque l'on effectue l 'intégration sur JR entier, la probabilité devient bien sûr égale à l 'unité : 
/
+O0 
P(4>)dè = 1. En outre , si l'on prend le moment d'ordre un de cette densité de probabilité, 
-co 
on obtient la valeur moyenne de <f>, notée < <j) > : 
/
+oo 
<f>P{4>)d(p (5.2) 
•oo 
Ce type d'approche nécessite toutefois d'estimer P(<p) ou bien à l'aide d'une équation ([21], 
ce qui nécessite un effort de modélisation, ou bien en se donnant a priori la forme de P(6), 
en estimant seulement certains paramètres relatifs à cette forme. Nous reviendrons sur cette 
dernière approche lorsque nous aborderons la modélisation de la combustion turbulente. 
Cette moyenne statist ique est formellement une moyenne d'ensemble, i.e. idéalement la 
moyenne sur un grand nombre de réalisations identiques de l'écoulement. L'hypothèse d'er-
godicité consiste à supposer que l'on peut remplacer cet te moyenne statistique d'ensemble 
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par une moyenne temporelle ou spatiale, lorsque la turbulence est localement stationnaire ou 
homogène. En prat ique, bien sûr, les écoulements étudiés ne sont pas vraiment stationnaires 
ni homogènes. 
Une moyenne temporelle < è >T de <j>, au point x et autour du temps t. relative à l'échelle 
de temps r , peut par exemple être définie selon : 
<(p>T(x,t) = - 24>lx,t + d)d0 (5.3) 
r . /_£ 
2 
Le point crucial est alors de définir l'échelle de temps r . Dans la limite de la turbulence 
stationnaire, r • +co . Pour une turbulence quasi-stationnaire, r devra être choisi "grand". 
Notons TT l'échelle temporelle de variation des fluctuations turbulentes , et rM l'échelle tem-
porelle de variation de l'écoulement macroscopique, r est alors en général très petit devant 
TM. Supposons alors qu'il existe une échelle de temps r intermédiaire au sein de l'écoulement 
telle que r <C r <C r . L'échelle de temps r est alors choisie pour effectuer les moyennes 
temporelles. On peut également de façon analogue définir une moyenne dans un volume V, 
autour d'un point physique. Toujours selon l'hypothèse ergodique, la moyenne spatiale, la 
moyenne temporelle et la moyenne statistique sont identiquement égales. On utilisera dans 
la suite l 'opérateur de moyenne temporelle, le mieux adapté dans ce cas pour effectuer la 
moyenne des équations de Navier-Stokes. 
Cet opérateur de moyenne est bien sûr linéaire et il commute avec l 'opérateur de dérivation 
par rapport au temps ou aux coordonnées d'espace. Il est usuel de séparer chaque variable en 
une quantité moyenne, notée <p, et une quantité fluctuante, notée <f>', de moyenne temporelle 
nulle. Lorsque l'on effectue la moyenne d'un produit de deux grandeurs <j>\ et fo, on obtient 
la moyenne du produit et un terme supplémentaire, dit de corrélation, moyenne du produit 
des quantités fluctuantes: 
4>i4>2 = ( 0 1 + <P'i){4>2 + <p'2) = <Pi4>2 + 4>'i4>2 (5-4) 
On peut bien sûr définir de façon similaire des corrélations pour un nombre de grandeurs 
supérieur à deux. 
Certains auteurs [22, 23, 24, 25, 26, 27] ont également introduit une moyenne tempo-
relle pondérée par la masse voîumique, usuellement appellee moyenne de Favre. Ce type cle 
moyenne peut s'avérer plus interessant lorsque l 'on considère des écoulements à masse voîu-
mique variable. Elle peut s'écrire formellement comme une moyenne statistique en introduisant 
la densité de probabilité conjointe P(p,<f>), où <j> désigne une variable physique différente de la 
masse voîumique et de la pression. La densité de probabilité conjointe permet d'accéder à la 
probabilité 7r([pi, p2\ ; [a, b]) pour que p\ < p < pi et a < (f> < b, selon : 
rf>2 çh 
7r[/3i,p2] x [a,6] := / / P(p,<f>)d<f>dp (5.5) 
J pi *>a 
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On peut alors définir une densité de probabilité pour (¡>, pondérée par la masse volumique 
[28], selon: 
P{(f>) = - / pP(p,á)dp (5.6) 
P Jo 
La moyenne de Favre <fi de <f> sera alors égale à : 
_ r+oo „, 
4> - / ^ P ( ^ ) ^ (5.7) 
Le lien avec la moyenne temporelle non pondérée découle de façon directe des définitions de 
ces moyennes : 
4>=P4 (5-8) 
P 
On peut de nouveau décomposer la grandeur <j> en une quantité moyennée et une quantité 
fluctuante: <p — <p + <?"• La moyenne pondérée de <j>" est nulle, <j>" = 0. mais a priori sa 
moyenne non pondérée est différente de zéro : <j>" ^ 0. 
On peut aussi, toujours directement à partir des définitions, obtenir le système de relations 
suivant entre les deux formalismes : 
<j> = < £ - j — — -
P 
ptp' = 0 
p- p 
où <f) et tp désignent des grandeurs physiques autres que la pression et la masse volumique. 
5.2.2 Equations moyermées 
A l'aide des différentes moyennes définies au paragraphe précédent, il est possible d'obtenir 
les équations de Navier-Stokes moyennées, incompressibles ou compressibles [29, 30, 31, 32], 
Comme nous allons ie voir dans ce qui suit, cette opération fait alors apparaître des termes 
de corrélation supplémentaires entre les quantités fluctuantes de l'écoulement, en particulier 
les corrélations entre les composantes de vitesse. 
Nous reprenons les notat ions du chapitre 4, sauf pour les coordonnées de la vitesse, notées 
Vi, Vj ou vi¡¡. En outre, on notera respectivement E et s les énergies totale et. interne m a s s i q u e s 
de l 'écoulement, et on ne suppose a priori aucune forme particulière pour e. On adopte la 
notation d'Einstein pour la sommation des indices répétés. Les notations -¿ et •,,- désignent 
respectivement les opérations de dérivations partielles par rapport au temps et à la i-ème 
coordonnée d'espace. 
Pour l 'équation de continuité, p¿ + (pv¿),¿ = 0, l 'opération de moyenne pondérée par la 
masse volumique conduit à : 
P,t + (P5-¿),i = 0 (5.10) 
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equation formellement similaire à l 'équation non moyennée et qui ne fait pas apparaî tre de 
termes de corrélations. 
Pour la i-ème composante, l'équation de conservation de la quantité de mouvement s'écrit 
(Pvi),t + (pvivj),j — (aij),j- Le tenseur des contraintes est défini selon <7¿j = —PS-ij + \^ij 
où Tij — ('U»)j' + {VJ)¿ — —&ij{vk),k désigne le tenseur des contraintes visqueuses. Sous ces 
notat ions, l 'équation moyennée prend la forme : 
{pvi),t + {pViVj)j = -(pvüv'j)j - Pti + (MTÏ,-)j (5-11) 
Les termes supplémentaires en ( T ^ ) = —pv"v'! — —~pv"v'! constituent le tenseur des 
contraintes de Reynolds. Le point crucial de l 'approche par analyse statistique présentée ici 
est de modéliser les différentes corrélations qui apparaissent en plus dans les équations, et en 
particulier de modéliser les contraintes de Reynolds. 
L'équation de conservation de l'énergie s'écrit (pE)j + (pVjE)j = {VÍ<JÍJ)J — (f/j).-/- qj 
désigne le flux de chaleur qui sera supposé suivre une loi de Fick selon qj = —KT_j. La 
moyenne s'écrit : 
(pÉ),t + (pvjÊ)d^~(p^fË)j + (â-JÏH)^~(q])j (5.12) 
V{Vi 
La relation constitutive E = e H——- se moyenne en 
E = s+'^Y + k (5.13) 
La notat ion usuelle k désigne l'énergie cinétique turbulente qui vaut : 
Î / V ' k = -Y (5-14) 
L'équation de conservation de l'énergie est souvent remplacée, dans les problèmes de combus-
tion turbulente , par l 'équation relative à l'enthalpie. Toutefois, dans l'approche de la com-
bustion turbulente exposée au chapitre 7 - fonction de densité de probabilité présumée en 
tempéra ture -, nous ne ferons pas intervenir l'équation de l'énergie sous cette forme. 
On peu t également écrire un équation moyennée pour l'équation de conservation d'un 
scalaire, et en particulier, l 'équation moyennée de conservation des espèces chimiques. Dans 
le modèle envisagé, cette équation est formellement identique à l'équation non-moyennée. 
5.3 Transport turbulent 
Les premiers et les plus simples des modèles de turbulence sont les modèles dits algé-
briques. Leur point de dépar t est l 'hypothèse de la viscosité turbulente de Boussinesq. Celle-ci 
consiste à modéliser les contraintes de Reynolds comme le produit des contraintes moyennes 
de déformation f par un coefficient ¡j,t appelle viscosité turbulente : 
- pv'¡v" = Pt í «Í j - + VJ
 ¿ - -SijviA (5.15) 
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H est toutefois important de noter que, pour les écoulements compressibles, il est usue! de 
rajouter au membre de gauche de l'équation (5.15) un terme supplémentaire correspondant à 
la viscosité en volume, habituellement négligée dans le modèle laminaire, comme au chapitre 
4 : 
— / 2 \ 2 
- pv'Jv» = fj,t lvi} + v^. - -6ijVkJk\ - -Sijpk (5.16) 
Ce terme supplémentaire correspond à une moyenne des contraintes normales et empêche a 
priori la trace du tenseur des contraintes de Reynolds de s'annuler. 
L'accès aux contraintes de Reynolds se réduit alors à la modélisation de la viscosité tur-
bulente /J,t, ainsi qu 'à l 'estimation de l'énergie cinétique turbulente k, si l'on prend en compte 
le t e rme supplémentaire énergétique en k de (5.16}. 
Après Boussinesq, Reynolds supposa que les mécanismes apparents de t ransport par la 
turbulence de la quantité de mouvement et de la chaleur étaient identiques. De la même façon 
que Boussinesq introduisit une viscosité turbulente, il introduisit un coefficient de diffusion 
thermique turbulent Kt, qui se t radui t par l ' introduction d'un nombre de P rand t l turbulent 
Pr*: 
Pr t = / i t - ^ (5.17) 
que l'on prendra égal à 0.9. 
De façon strictement parallèle est introduit un nombre de Schmidt turbulent pour le trans-
por t des espèces chimiques, qui permet de déterminer un coefficient de diffusion massique 
turbulent selon : 
pDt = £- (5.18) 
bch t 
5 . 3 . 1 M o d è l e s a l g é b r i q u e s 
Les modèles algébriques omettent le dernier terme en k pour l'énergie. Fondés sur des hy-
pothèses d'équilibre local de l'écoulement, ces modèles essaient de fournir directement une ex-
pression pour Ht en fonction de variables connues de l'écoulement moyen, comme par exemple 
le gradient de vitesse, la vorticité locale, la distance à la paroi, ou encore des épaisseurs in-
tégrales de couches limites. Le plus célèbre d 'entre eux est sans doute le modèle de longueur 
de mélange de Prand t l (1925). Par une analyse dimensionnelle élémentaire, il apparaît que 
¡j,t est le produit d'une vitesse par une longueur. Pour un écoulement de type couche limite, 
l 'expression proposée pour ßt est : 
„ \äü\ 
(5.19) 
—,2 
SH — Plm dy 
où dU . désigne le gradient de la vitesse moyenne longitudinale U par rapport à la direction dy J 
transversale y à l'écoulement moyen. L'échelle de mélange lrn reste alors à être déterminée, 
et ce, de façon empirique. Pour les écoulements libres, comme les couches de mélanges, les 
5.3. TRANSPORT TURBULENT 203 
jets ou les sillages, lm est supposé demeurer constant dans chaque section transversale et être 
proportionnel à l'épaisseur de la couche de mélange. Le facteur de proportionnalité dépend en 
fait de l'écoulement considéré. Par exemple, pour des écoulements au voisinage d'une paroi, 
Von Karman propose une expression pour lm selon : 
dy 
au 
(5.20) 
dy2 
où K désigne la constante universelle de Von Karman, K ~ 0.41. Dans le cas d 'une couche 
limite, pour la région au voisinage de la paroi, l'expression lm — ny, déduite d'observations 
expérimentales [33], semble pert inente pour y < 0.205, où 6 est l'épaisseur de couche limite. 
Pour y > 6, on peut prendre lm = C6, où la valeur de la constante C dépend de la définition 
de l'épaisseur de couche limite 6 et varie entre 0.075 et 0.090. Près des parois, on peut égale-
ment faire intervenir un facteur d' intermittence, rapport du temps où l'écoulement local est 
effectivement turbulent , par pénétration d'un paquet de fluide turbulent , sur le temps total. 
On pourra se reporter par exemple à [34, 35, 36] pour une revue plus détaillée de modèles 
algébriques. 
On déduit de ce qui précède que le choix d'une longueur de mélange est très fortement lié 
à l 'écoulement, et ces modèles ont donc un caractère très spécifique. L'approche de Prandtl a 
tout de même le grand avantage de la simplicité et il est en outre bien adapté à des situations 
d'écoulements turbulents classiques. Il permet dans bien des cas d'obtenir des expressions 
analytiques pour des caractéristiques de l'écoulement. Ces expressions, même si elles sont 
établies dans un cadre simplifié fournissent un élément de comparaison pour les résultats de 
calculs numériques obtenus avec des modèles plus élaborés. 
5.3.2 Equation de bilan pour l'énergie cinétique turbulente 
' Afin de rendre compte d'effets non localisés en temps et en espace sur la viscosité turbu-
lente, Prandt l essaya d'écrire une équation d'évolution pour une vitesse caractéristique de la 
turbulence v'. Le b u t était de contourner le choix ^turbulente = ^n\9U/0y\, qui intervient 
implicitement dans le modèle algébrique. Il choisit l'énergie cinétique turbulente par unité 
de masse k comme référence pour sa vitesse et obtint comme expression pour la viscosité 
turbulente : 
fit = plVk (5.21) 
où l, longueur caractéristique de turbulence, "ressemble" à une longueur de mélange. I est 
encore une fois spécifiquement liée au type d'écoulement [35, 34]. 
De façon indépendante de la détermination de l'échelle de mélange, il est possible, eu 
effectuant une série de manipulations algébriques à partir des équations de Navier-Stokes, 
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d'obtenir une équation de bilan sur les contraintes de Reynolds. Puisque l'énergie cinétique 
turbulente k n'est autre que la t race du tenseur des contraintes de Reynolds divisé par 2/5 
[36, 35, 37], on déduit directement l 'équation sur k: 
(pk)¿ + IpVjk + ~pv'jk\ . = -VjP' + p-v'-Tij ~ pv'Jv'jVij + P'Vi¿ - v'l P j ¿ - /JTijVhi ( 5 . 2 2 ) 
On peut remarquer que cette dernière équation fait intervenir un terme de corrélation entre 
les fluctuations de pression et la divergence de la vitesse, ainsi qu'un terme incluant le gradient 
de pression de l'écoulement moyen. Ces termes sont reliés aux effets dus à la compressiblité. 
Us n'existent pas pour une turbulence incompressible, ou sont négligés lorsque le nombre de 
Mach est "peti t" . 
L'inconvénient majeur de cette approche réside encore dans l 'estimation d 'une longueur 
caractéristique spécifique à chaque écoulement turbulent, même si l'on a "éloigné" le problème 
d'un ordre. 
5.4 Un modèle à deux équation ; k — e 
Afin de repousser d ' un ordre encore l 'indétermination liée au choix de la longueur de 
mélange, on peut chercher à écrire une équation supplémentaire sur une autre variable, et 
de déduire la viscosié turbulente à par t i r de ces deux variables. Diverses approches ont été 
proposées correspondant à plusieurs choix pour les deux variables turbulentes. Le modèle le 
plus couramment utilisé reste cependant le modèle k — e, où les deux variables considérées 
sont l'énergie cinétique turbulente k, et son taux de dissipation par unité de masse e. Par des 
considérations purement dimensionnelles, il est aisé de constater que le rapport pkrje. a la 
dimension d'une viscosité. Si l'on pose : 
k2 
IH^-pCy— (5.23) 
e 
le problème peut être ainsi complètement fermé si l'on sait trouver deux équations pour k et 
e. 
5 .4 .1 E q u a t i o n s u r k 
Essayons d'abord d'interpréter la signification de chaque terme intervenant dans l'équation 
(5.22) en k, afin de pouvoir les modéliser ou les négliger. Après développement et réduction, 
l 'équation (5.22) peut se réécrire selon : 
(pk).t + Cpv3k)j = -pH^vfvij (5.24) 
+ ( ^ H - i ^ X ? - ^ ) . , (5.25) 
- ^f~ (5.26) 
- TX + P'v'lt (5.27) 
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Les termes de chaque membre de cette égalité peuvent se traduire comme suit : 
- le membre de gauche de l'équation représente les termes instationnaires et de convection 
de l'énergie cinétique turbulente. 
- le second membre (5.24) est le terme de production qui représente le taux cle transfert de 
k de l'écoulement moyen vers l'écoulement turbulent. Comme on l'a écrit précédemment, 
il correspond en fait au travail de déformation des tensions de Reynolds. Pour modéliser 
ce terme, on fera appel à l 'hypothèse de Boussinesq. 
- les termes (5.25) sont assimilés à des termes de diffusion. Le premier terme représente 
une diffusion moléculaire, le deuxième terme est un transport turbulent de k c'est-à-dire 
qu'il reflète le t ranspor t de l'énergie cinétique par les fluctuations turbulentes à travers le 
fluide. Enfin le dernier terme de cette expression correspond à une diffusion de pression, 
c'est-à-dire une autre forme de t ranspor t turbulent qui résulte des corrélations entre les 
fluctuations cle pression et de vitesse. Jusqu'à des nombres de Mach de l'ordre de 5, ces 
corrélations seront considérées comme négligeables. 
- le terme (5.26) correspond à la dissipation de l'énergie cinétique par la viscosité molé-
culaire, faisant jus tement intervenir e le taux de dissipation de k par unité de masse. 
- les termes (5.27) représentent respectivement le travail de la pression pour le premier 
te rme, la dilatation de pression pour le second. Pour les écoulements dont les caracté-
ristiques sont proches de l'incompressible, le travail de la pression disparaît car v1' est 
pet i t et le terme cle dilatation disparaît car la divergence de la vitesse est alors nulle. 
Regardons maintenant comment simplifier l'écriture de l'équation sur k, et en particulier com-
ment modéliser les termes de diffusion 5.25. 
5 .4 .2 M o d é l i s a t i o n d e V'¡TÍ2 
Le développement de ce terme fait apparaître des termes de la forme : 
= VijPw'lj + pw'ljv'l 
En négligeant les corrélations doubles et triples entre les fluctuations de la viscosité, de la 
masse volumique et de la vitesse, le premier terme disparaît. Le second terme s'écrit selon: 
pw'ljv'l = ppkj = pkj (5.29) 
en négligeant les fluctuations de la viscosité. H reste finalement : 
W^j = &kj)¿ (5.30) 
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5.4.3 Modélisation de ¿(pv"v"v")j 
La modélisation la plus courante pour ce te rme est : 
\WFMh = ( - * j ) j (5-31) 
ce qui permet d'assurer la conservation de l'énergie totale qui comprend l'énergie cinétique 
turbulente. 
5 . 4 . 4 E q u a t i o n finale s u r k 
Finalement, l 'équation de t ransport sur k s 'écrit: 
(pk),t + (7%ik)j - ((M + £)* , , ) , , • = Vk -pe~ P¿v*> + P'v1^ 
(5.32) 
2 2 
Vk = (ßtiyi.j + Vj¿ - -vk,k$ij} - •zpk6ij)vij , ak = 1 
où les deux derniers termes "compressibles" ne seront en fait pas pris en compte dans nos 
calculs. Certains auteurs [38, 39] ont proposés diverses approches pour tenir compte de la 
"correction" compressible, mais son effet reste faible pour nos écoulements. 
5.4.5 Equation sur e 
A part ir des dérivées spatiales des fluctuations de la vitesse, il est possible de déterminer 
une équation sur e. Malheureusement, elle fait intervenir de nombreuses corrélations inconnues 
qu'il est parfois impossible de modéliser et d 'autant plus compliquées lorsque l'on utilise la 
moyenne de Favre. Il est maintenant admis d 'adopter alors pour e l'équation du modèle original 
de Jones et Launder [40] établie pour les écoulements incompressibles. Elle présente l'avantage 
d'avoir une forme similaire à l 'équation de t ranspor t de k. Les mécanismes de dissipation pai-
la viscosité moléculaire existent surtout pour les petites structures et sont marqués par un 
caractère isotrope. Le taux de dissipation e est égal à fîjvjj/'p. H peut se simplifier par : 
qui se simplifie lorsque l'écoulement est incompressible selon : 
(5.33) 
2 
L'équation sur e finalement utilisée s'écrit : 
P^TznKj + v'li)2 (5.34) 
(75e)., + (püje)¿ - ((£ + i^)c a - ) j = C^Vk - pC2Í 
{ ae = 1.3 , Ci = 1.44 , C2 = 1.92 
(5.35) 
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5.5 Traitement numérique 
Les grandeurs k et e sont des grandeurs essentiellement positives. On espère donc que le 
schéma numérique sera capable de préserver cette propriété tout au long du calcul. 
La résolution globale du système { Navier-Stokes + k — e } s'effectue de façon découplée. 
Désignons par n l 'avancement en temps et par W le vecteur des variables conservatives du 
système de Navier-Stokes. Á partir de Wn, kn et en (et donc / i") , on déduit Wn+1. Puis, à 
part ir de Wn+l et des grandeurs turbulentes n, on déduit kn+1 et e™+1 et fi7¡'+1. 
5.5.1 Schéma monotone pour l 'advection 
Sous forme compacte, on peut écrire les deux équations sur A; et € de la façon suivante (on 
omet les barres de moyenne) : 
p^l + p v . V s i - V • ({fi + ^ ) V S Í ) - Hi (5.36) 
où Hi désigne le terme source. 
Le schéma utilisé est celui développé par Deconinck et Roe dans [41]. Sa caractéristique 
essentielle à notre égard est sa monotonie et sa faible diffusivité [18]. La monotonie permet 
de préserver la. positivité de k et e. La faible diffusivité numérique permet t ra une analyse fine 
des modèles de turbulence testés. Ce schéma n'est toutefois codé pour l 'instant que pour une 
formulation éléments finis triangulaires. L'interface avec la code Navier-Stokes s'effectue en 
projetant les variables conservatives de la grille volumes-finis au maillage éléments-finis, par 
interpolation bilinéaire. 
5.5.2 Discrétisation temporelle 
Le schéma utilisé est un schéma implicite linéarisé. Les termes sources sont incomplètement 
linéarisés, et de façon approchée [17, 19]. Si Hi = H¿ — H~, où Hf et H~ sont tous deux 
positifs, Hf est traité de façon explicite tandis que H~ est traité de façon semi-implicite. Le 
schéma global s'écrit selon : 
pn (~ + ~) kn+l + pnvn • Vfc"+ 1 -V-((fi+ ^-)Vkn+1) = ^ Ç + VI, 
\ A i k'1 / \ <7fc / A i 
pn
 (z* + c4 )e,,+1 + ^  • Ve"+1 - v • ( < " + S > W Î + 1 ) = ^r + *&• 
(5.37) 
5.5.3 Résolution d u système 
Le système (5.37) conduit à la résolution d'un système linéaire, de type j7"A"s = R" . Du 
fait de la part ie advective du système (5.37), la matrice Jn est non symétrique, mais cepen-
dant creuse puisque provenant d'un discrétisation par éléments finis. L'inversion du système 
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est alors obtenue de façon approchée par l 'algorithme GMRes (Generalized Minimal Resi-
dual) . Comme toute méthode itérative, GMRes est sensible au préconditionnement utilisé. La 
présence des termes sources requiert une bonne précision dans la résolution et nous contraint 
à effectuer un nombre d'itérations suffisamment élevé, afin d'obtenir une précision relative de 
l 'ordre du millième. On utilise pour accélérer la convergence une factorisation incomplète afin 
de préserver la même structure creuse à la matr ice factorisée. Le préconditionnement peut 
s'écrire C = LDU, où L est triangulaire inférieure, D est diagonale et U est une matrice tri-
angulaire supérieure, correspondant à la factorisation approchée de Jn. Le nouveau système 
à résoudre s'écrit : 
D-2ir1JnU-~1D-2Ans = D~H~lRn (5.38) 
Ce préconditionnement, dit "LDU incomplet", nécessite le stockage des trois matrices L, D et 
U, qui peut s'avérer important . En outre, il requiert quatre produits matrice-vecteur à chaque 
itération GMRes. La convergence est atteinte en 2 ou 3 itérations, voire une seule [19]. 
5 . 5 . 4 E x t e n s i o n a x i s y m é t r i q u e 
L'extension axisymétrique consiste souvent, pour préserver la structure du code plan, à 
simplement rajouter des termes sources "axisymétriques" à la formulation bi di mens îonn ehe 
plane, apparaissant du fait de l'écriture en coordonnées cylindriques des équations. Dans ce 
cas, il suffit d'ajouter à íl¿ les termes Hfxx donnés par, en négligeant les dérivées de ¡i par 
rappor t à T : 
• ^
 +
 T ßk 
H"Xi = ~~r (5.39) 
r or 
où r désigne le rayon en coordonnées cylindriques. 
5 . 5 . 5 C o n d i t i o n s a u x b o r d s 
Les valeurs de k et e sont imposées fortement en entrée. La valeur de ¡j.t est nulle sur 
les parois, puisque k est nul. Pour la sortie, les valeurs des deux variables sont simplement 
extrapolées à l 'ordre zéro. 
Le choix des valeurs d'entrée pour k et e peut s'avérer déterminant, à la fois sur la solution 
obtenue et surtout sur la stabilité du schéma global, incluant le solveur aérodynamique. Lin 
choix "raisonnable" consiste à prendre k comme une fraction de l'énergie cinétique incidente, 
puis à déduire e de telle sorte que la viscosité turbulente en entrée corresponde à une valeur 
pet i te devant la viscosité physique d'entrée. On initialise ainsi avec des valeurs de k égale à 
un millième de l'énergie cinétique initiale, et on ajuste e pour que pt vaille un dix-millième ou 
un cent-millième de la valeur physique (i. 
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Chapitre 6 
Quelques validations numériques 
On se propose dans cette partie de valider différentes parties du code de résolution : l'impli-
citation des termes visqueux, des termes de diffusion des espèces, le couplage entre le solveur 
laminaire et les routines de résolution des équations du modèle k — e. Nous nous intéressons 
d 'abord à l'écoulement le long d 'un plaque plane et en particulier à l 'obtention des coefficients 
de frottement en écoulements laminaire ou turbulent . Ceci constitue un essai numérique de 
référence dans les cadres des écoulements at tachés. Nous simulerons ensuite la diffusion mas-
sique transversale, au sein d 'une couche de mélange laminaire sans effets de viscosité : une 
couche "de diffusion". Nous mènerons pour terminer une étude relative à la couche de mé-
lange turbulente et à son taux d'ouverture en fonction du nombre de Mach convectif. Cet te 
dernière étude constitue en fait une étude préliminaire classique avant d 'aborder l 'étude et la 
modélisation des couches de mélange réactives. 
6.1 P l a q u e p lane 
6.1.1 Cas laminaire 
On s'intéresse à l'écoulement le long d'une plaque plane comme indiqué figure 6.1. 
V 
» • 
y t ^ _ _ _ 
j ^^-— Couche limite 
X 
Plaque plane 
FlG. 6.1 - Couche limite le long d'une plaque plane 
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Uoo désigne la vitesse de l'écoulement incident, v est le coefficient de viscosité cinématique 
du fluide, x et y sont les coordonnées longitudinale et transversale. L'origine des coordonées 
est prise au bord d 'at taque. 
De façon tout à fait classique, les équations de la couche limite conduisent en l'absence 
de gradient de pression à l'équation différentielle ordinaire de Blasius [42] pour la fonction 
de courant adimensionnée / . La fonction / ne dépend que de l'ordonnée adimensionnée r¡ = 
i 
y{U00/vx)2. 
Le coefficient de frottement local à la paroi est défini par : 
cf - -. [6.1) 
-oit2 
où TQ(X) désigne la contrainte de cisaillement locale à la paroi : 
r 0 (x ) = /i. ( ^ ) (6.2) 
\oyJ
 y=o 
où ¡i désigne la viscosité dynamique. Cet te contrainte peut alors directement s'exprimer en 
fonction de la dérivée seconde a de / en 0, dont la valeur peut être tabulée [43]. On trouve 
finalement : 
¡vZ 
r0(x) = afiUoo\-^L (6.3) y v x 
et 
avec 2 a = 0.664. L'expression ci-dessus est valable si l 'on suppose que l'écoulement est in-
compressible. Lorsque l 'on veut faire intervenir des effets liés à la compressiblité, il faut alors 
tenir compte du nombre de Mach incident et de la variation de température, directement liée 
à la variation de masse volumique par la loi d'état des gaz parfaits. Ainsi, tenir compte de 
l 'interaction entre les couches limites mécanique et thermique conduit à prendre en considé-
ration d 'autres caractéristiques de l'écoulement. Il s'agit du nombre de Prandtl , Pr, rapport 
de la diffusivité de quanti té de mouvement sur la diffusivité thermique, de la dépendance de 
la viscosité dynamique /Î en température, des conditions aux limites sur la paroi (acliabatjque 
ou avec transfert de chaleur). Comme il n'est certes pas question ici de faire une revue ex-
haustive de toutes les possibilités étudiées dans la l i t térature, nous nous limiterons au cas où 
LLC 
le nombre de Mach incident est égal à 2, le nombre de Prandt l Pr — — - (les notations sont 
K 
classiques) à 1. la dépendance de ¡i en température une fonction puissance - ¿¿/¿/o = (T/71j)"•'). 
La paroi est supposée aciiabatique. On considère un écoulement d'oxygène pur, à Tx = 300 K 
et poo = 0.1 a tm. On prendra u = 1 pour /¿(T) et ¿ÎQ = 2.10~5 k g . m - 1 . s - 1 . Ce cas correspond 
donc à un nombre de Reynolds incident d'environ 4.3 106 par mètre. L'épaisseur théorique 
de couche de mélange est alors de l 'ordre de 5/yf(Rex) pour l'abscisse x, avec Re,. = —-. 
Numériquement, pour une plaque de 1 mètre de long, l'épaisseur est de 2.4 mm. Afin de laisser 
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la couche limite se développer pleinement, et ne pas interférer avec d'éventuelles conditions 
aux limites, nous considérons un maillage de 61 x 91 points, de 1 cm d'épaisseur pour 1 m 
de long. Le premier nœud est à une distance de 5 /¿m de la paroi, et la longueur de maille 
varie linéairement ensuite. Les résultats sont montrés figure 6.2. Le nombre de Courant varie 
linéairement avec les itérations, par pas de 5, et reste inférieur à 150, Le résidu h1, est divisé 
par 4000 environ en 200 itérations et 852 s CPU sur un IBM RS 6000 540. 
Cas laminaire : comparaison calculs - Blasius, Mur adiab. 
Calculs ( î courbe chaque 40 it.) • 
Theorie Blasius 
~-W * «A m y ¡%ii î ; ; : ; ;• 
Ü 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 
Distance au bord d'attaque (m) 
FlG. 6.2 - Coefficients de frottements en laminaire: paroi adiabatique 
Nous avons également testé le cas où la température du mur est fixée à celle de l'écoulement 
incident, cas a priori plus difficile à résoudre numériquement. Nous n'avons cependant pas noté 
de différence du point de vue de la stabilité. Les conditions opératoires sont identiques, le temps 
de calcul et la décroissance du résidu très semblables. Les résultats sont portes sur la figure 
6.3. 
6.1.2 Cas turbulent 
Dans [43] est également donnée l'expression du coefficient de frottement déduit de la 
loi semi-empirique en puissance 1/7 de distribution de la vitesse longitudinale. L'expression 
suivante est valable pour un nombre de Reynolds Rex = V^xju compris entre 5.105 et 10' 
(en dessous, l'écoulement est laminaire; au dessus, la loi en puissance 1/7 n'est plus valable) : 
avec 2ß = 0.0296. Cette dernière expression n'est valide que dans le cas où l'écoulement est 
turbulent dès le bord d 'a t taque de la plaque. 
Dans notre cas le nombre de Reynolds par mètre est de l'ordre de quelques millions et 
entre donc dans le domaine de validité de la formule (6.5). L'épaisseur théorique de couche 
G 
0.003 
0.002 r 
,£ 0.0015 
g 0.001 
0.0005 
? 
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Cas laminaire, Tw=300 K 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0 8 
Dislance au bord d'acîaque (m), Temp. Mur - 300 K 
FlG. 6.3 - Coefficients de frottements en laminaire: paroi isotherme 
de mélange est cette fois de l 'ordre de O.STsRe"0 '", ce qui correspond ici à environ 1.8 cm. Le 
maillage est toujours de 61 x 91 points, pour 100 x 6 cm. La première maille est encore à 5 ¿¡m, 
et la taille de maille progresse linéairement. Le nombre de P rand t l turbulent est égal à 0.9. 
Le coefficient de viscosité est pris constant et égal à 2.10""5. Nous avons également effectué 
u n calcul avec une viscosité "physique", dont les valeurs sont tabulées au préalable et seront 
celles effectivement utilisées dans nos simulations. Dans les deux cas, nous avons effectués 300 
itérations, pour un nombre de Courant progressant jusqu'à 30 par pas de 2 à chaque itération. 
Le résidu est divisé par 2000 environ et les coefficients de frottements ne varient plus. Le 
coût du calcul est environ 2.5 fois celui du calcul laminaire. La comparaison entre l'expression 
théorique obtenue dans le cas où îa viscosité est constante et nos calculs est alors tout à fait 
satisfaisante, comme le montre îa figure 6.4. On notera que ces valeurs ne s'éloignent pas 
t rop des valeurs obtenues avec une viscosité "physique" fonction de la température , dont nous 
avons porté pa r pas de 50 les 250 dernières itérations sur le schéma de droite de la figure 6.4. 
6.2 Couche de diffusion 
Dans le b u t de valider la partie diffusion d'espèces et en particulier son implicitation, nous 
considérons l'écoulement formé de deux je ts parallèles ou coaxiaux, comme montré sur la 
figure 6.5. 
On s'intéresse à l'écoulement établi stationnaire. Afin de pouvoir obtenir une solution 
analytique de ce problème, nous supposerons que chacun des deux jets est composé de deux 
gaz ayant les mêmes caractéristiques : masses molaires, capacités calorifiques et coefficients de 
diffusion identiques. Nous étudions en fait mathématiquement et numériquement la diffusion 
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Cas turbulent : calculs avec vjscosife physique 
UUJ3 
0.00Í5 
OJJOÍ 
0.0035 
0.CO5 
0X625 
1 ' 
\ \ \ 
calculs Visc.cie FïTur=Q.8 * 
theonc avec cciT«ction comp. 
"" "*-*-«> 
"""*"*-*-
0.008 
0.007 h 
g 0.006 
0.005 
0.004 
0.003 
0.002 
calcuîs Visc.Phys. PrT=C.9 
théorie Vise. Cte 
0.1 0.2 0.3 0.4 0.5 0.6 0 7 0.8 
e au bord d'alîa^ue Un) 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.S 
Distance au bord d'atiâque (m) 
FlG. 6.4 - Coefficients de frottements dans le cas turbulent 
Espèce 1 
FlG. 6.5 - Couche de diffusion 
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des molécules "du haut" vers "le bas" et réciproquement. Le coefficient de diffusion de la loi 
de Fick, D, sera pris uniforme et constant. Nous négligerons en outre la diffusion massique 
dans le sens de l'écoulement, ce qui est facilement imposable lors de l'expérience numérique 
puisque l'on décompose les flux dans chaque direction x et y. 
Aérodynamiquement, tout se passe comme s'il s'agissait de l'écoulement d'un seul gaz. 
Les grandeurs physiques comme la pression, la température et la masse volumique seront 
uniformes et constantes dans tou t l'écoulement. La diffusion thermique sera donc absente. 
L'équation de conservation de l'espèce ( Y désignant par exemple la fraction massique de 
l'espèce "du hau t " ) s'écrit : 
^ ~ + V • (pYv) = V • (pDVY) (6.6) 
où p désigne la masse volumique. Nous traitons successivement les cas plan et axisymétrique 
et précisons dans chaque cas quelles conditions aux limites sont utilisées. 
6 . 2 . 1 C a s p l a n 
Dans le cas plan et compte tenu de nos hypothèses, l 'équation (6.6) devient : 
dY d2Y .
 N 
a
 Jx~ = W (6'7j 
avec a .= — > 0. Le problème mathématique consiste donc à trouver Y = f(x,y) vérifiant : 
a 7— = 7— -^ pour x G ïït+* et y G M 
ox oy¿ 
(6.8) 
[ f{x = Q+,y)=Tro{y)oùyem 
T ( \ J 1 SÍ ~~ r° - y - r° /r n\ 
ZTOW) = < . (6.9) 
I 0 sinon. 
La résolution de ce système peut s'effectuer à l'aide de transformations fonctionnelles. En 
annexe sont menés les calculs qui conduisent à l'expression suivante pour Y : 
'
plM,<*-> - I («f ( - # ) - « * f ^ ) ) <«•«» 
où erf désigne la fonction d'erreur. 
6 . 2 . 2 C a s a x i s y m é t r i q u e 
Pour une configuration axisymétrique, le système (6.6) devient: si y désigne cette fois la 
distance à l 'axe, 
df 1 d / df\ 
a TT = - — (y~-) pour x G IR+* et y G M 
dx y dy \ dy/ 
(6.11) 
f(x = 0 + , y ) = 2T0(y) où y £ M 
avec 
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Nous n'avons en fait pu déterminer qu'une seule classe de solutions dans laquelle n'entre pas 
la solution avec condition initiale discontinue. La méthode de la transformation de Laplace, si 
elle peut théoriquement s'appliquer, ne fournit hélàs pas de solution "exploitable", en ce sens 
qu'elle requiert de savoir calculer la transformée inverse de rapports et produits de fonctions 
de Bessel modifiées d 'ordre nul. 
Toutefois, si l'on change les conditions initiales du cas test en les régularisant afin qu'elles 
soient de la même forme analytique que la solution stationnaire déterminée par le calcul mené 
en Annexe, on peut trouver l'expression ci-dessous: 
r*™-^-*{=£)»& ^ 
où XQ désigne l'abscisse pour laquelle on a déterminé la condition initiale, et IQ une des 
fonctions de Bessel modifiée d'ordre nul. 
6.2.3 C o m p a r a i s o n calculs-théorie 
Pour le cas plan, nous nous sommes intéressés à une géométrie toujours rectangulaire de 
61 x 91, de 7 cm de large pour 15 cm de long. En x, le mailiage est régulier. En y, il est 
légèrement resseré au centre, avec une raison de 0.99. La discontinuité s'effectue sur une seule 
maille. Nous avons considéré deux écoulements : H2 ~ H2 et N2 — N-¿- Pour l'azote, la pression 
est de 2.10~4 a tm, la température de 300 K, la viscosité de 2 .10 - 5 S.I., la vitesse de 400 m . s - 1 . 
Pour l 'hydrogène, la pression est 10 fois supérieure, la viscosité est de 9 .10 - 6 S.I., la vitesse de 
1800 m.s™1. Le nombre de Schmidt, permet tant d'accéder au coefficient de diffusion D selon : 
sera pris égal à 0.7. 
Sur la figure 6.6, nous avons d 'abord tracé la solution analytique dans tout le domaine 
pour l 'azote. Nous avons ensuite effectué une coupe en x = 14.375 cm et porté la différence 
entre théorie et calcul figure 6.7. Nous avons porté pour H2 la coupe et la différence en valeurs 
absolues et relatives figures 6.7.4 et 6.7.1. On peut remarquer que la différence tend à décroître 
au cours des i térations. Nous avons effectué dans chacun de ces deux cas 800 itérations pour 
un nombre de Courant égal à 500, croissant par pas de 50 à chaque itération. Les trois courbes 
de la figure 6.7.4 correspondent aux 150 dernières itérations effectuées. Pour Ho, nous avons 
seulement porté le résultat après les 800 itérations. La convergence est donc relativement 
longue à obtenir : le temps de calcul est de l'ordre de 30 mn. Pour le cas axisymétrique, nous 
ne nous sommes placés que dans le cas de l'hydrogène, avec des conditions identiques. Nous 
avons considéré un mailiage de 22 x 10 cm, toujours de 61 x 91 nœuds , régulier en x. En y, 
la taille de maille minimale est de 0.6 mm. Le rayon XQ permet tant d'obtenir une solution 
initiale est pris égal à XQ = 0.5 cm. Les résultats numériques sont donnés figure 6.8, toujours 
pour les mêmes conditions opératoires. 
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Profil anelyiique 
Y_N_2 
FlG. 6.6 - Couche de diffusion plane N2 — N2 
La comparaison des ces expressions avec les résultats numériques obtenus s'avère très cor-
recte et constitue une validation numérique tout à fait acceptable de l'implicitation effectuée. 
6.3 Couche de mélange turbulente compressible non réactive 
Le but de toute la deuxième partie est de simuler le mélange turbulent et l'allumage d'une 
couche de mélange supersonique. Une validation numérique préliminaire intéressante consiste 
alors en la prédiction correcte du taux d'ouverture pour une couche de mélange turbulente 
compressible non réactive. 
Nous nous intéressons à l'écoulement de deux fluides parallèles, correspondant à la situation 
décrite par la figure 6.9, dont les notations sont claires. 
6.3.1 R é s u l t a t s t h é o r i q u e s e t e x p é r i m e n t a u x 
Les références expérimentales classiques pour ce genre d'écoulement sont les articles de Pa-
pamoschou et Roshko [44] et de Brown et Roshko [45] Ces auteurs définissent entre autres un 
paramètre commode permettant de caractériser l'épaisseur de la couche de mélange : l'épais-
seur de vorticité 6^, définie par 
TU - lïr, 
(6.14) , ( , _ lh - U2 [X)
~,, 9U 
Max,, -r— dy 
si x désigne la coordonnée longitudinale et y la coordonnée transversale. Uj et U2 désignent les 
deux vitesses longitudinales de l'écoulement non perturbé. On a bien sûr supposé que Ui > U2. 
Suivant une idée de Bogdanoff, la référence [44] donne d'abord une expression théorique de 
la vitesse Í7C de convection des grandes structures cohérentes. L'idée permettant d'obtenir 
3. COUCHE DE MÉLANGE TURBULENTE COMPRESSIBLE NON RÉACTIVE 217 
z 
î 
! 
o.s 
0.8 
0.7 
0.6 
0.5 
0.4 !• 
0.3 
0.2 
0.1 
0.004 
Résultat analytique X= 14.375 cm 
N Calcul numérique 
\ 
0 0.01 0.02 0.03 0.04 0.05 0.06 0. 
ordonne© y (rn) 
.07 0 0.01 0 02 0.03 0.04 0.05 0.06 O.C 
ordonnée y (ni) 
Fractions massiques H_2 pour X = 14.375 cm Erreur Absolue en Y H 2 
0.8 
I 04 
> • 
0.2 \ 
Resultat analytique 
Calcul numérique 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 
ordonnée y (m) 
0 0.01 0.02 0.03 0.04 0.03 0.06 0.07 
ordonnée y (m) 
FlG. 6.7 - Couche de diffusion plane N2 — N2 et H2 — Hi 
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Errera Relative en Y_H_2 
-0.04 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 
ordonnée y (m) 
Solution analytique du cas axisymetrsque 
r{cm) 
x (cm) 
Solution analytique du cas axisymetrique : coupes a x fixes Erreur absolue en x = 20.3 cm 
-0.0005 
-0.001 
-0.0015 
0 0.01 0.02 0.03 0.04 0.05 0.05 0 07 0.0S 0.09 0.1 
rgyon r (ni) 
0 0.01 0.C2 0.03 0.04 0.05 0.06 0 07 0.08 0.09 0,1 
rayon r (m) 
FlG. 6.8 - Couche de diffusion plane et axisymétrique 
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~ Couche de Melange Turbulente 
T , P . D 
i ' r n 
Gaz 1 
U 
l uaz i 
FlG. 6.9 - Couche de mélange 
l'expression de Uc est qu'il existe un point d 'arrêt au centre de ces structures cohérentes en 
forme de tourbillon, de telle sorte qu'en ce point les pressions totales de pa r t et d 'autre de la 
couche de mélange soient égales. Si l'on suppose en outre que le long des lignes de courant 
provenant de chaque côté de la couche, l'écoulement s'effectue à entropie constante, il vient 
alors l'égalité : 
Fi x (1 + 7 1 - 1 A ß ) i l -* = P 2 x ( l + 7 2
 _ i 
M ^ -ry Cil " v - • ty 
où Mc\ et Mc2 sont les deux nombres de Mach convectifs de l'écoulement, définis selon: 
Ui - Uc 
(6.15) 
Aid 
Mc2 
ci 
Uc-U2 
C2 
(6.16) 
où ci et C2 désignent les vitesses du son dans chaque écoulement. La formule (6.15) montre 
que pour des nombres de Mach convectifs pas trop grand et des rapports 71 et 72 pas trop 
différents, Mc\ ^ Mco. On déduit alors une expression pour Uc : 
Uc^Ut 
1 j . El [ñ 
iji pi (6.17) 
1 + 
L'expression de Uc peut se simplifier lorsque 71 = 72, selon: 
C2U1 + c\Uo 
Uc = - = - ^ i-± (6.18) 
Cl + Cl 
Les auteurs supposent alors, en accord avec leurs observations expérimentales, que le taux 
de croissance de l'épaisseur de couche de mélange, pour un écoulement incompressible, 6'Q = 
dÔg/dx est proportionnel à la différence de vitesse U\ — U2 dans le référentiel lié aux structures 
cohérentes. Ils obtiennent l'expression désormais classique : 
, jt-tX'+a 
<$n = -C 
+
 M P 1 
(6.19) 
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Nous n'avons pas précisé ce que nous notons 6. Le paramètre 6 désigne de façon générique 
une épaisseur de couche de mélange, liée aux grandeurs effectivement observées et aux moyens 
de mesure : épaisseur de Pitot liée aux variations de pression, épaisseur de concentration, ou 
épaisseur "visuelle" fondée sur les différences d'indice de réfraction. Lorsque l'écoulement de-
vient auto-similaire toutes ces épaisseurs deviennent proportionnelles entre elles. La constante 
C est usuellement prise entre 0.165 et 0,181 pour l'épaisseur de vorticité. 
Lorsque l'on considère un écoulement compressible, les observations expérimentales per-
mettent de constater que la croissance affine de l'épaisseur est toujours vérifiée mais que le 
taux d'accroissement est moindre lorsque Mc\ augmente. Normalisé par le taux de croissance 
en incompressible [Mc\ = 0), le taux de croissance présente l'allure de la figure 6.10, tirée de 
[44] citant [46] : 
C. 
1.0 
0.8 
0.6 
0.4 
0.2 
[G Rj~ 
O 
a 
D D 
' 
* 
D D 
* 
0.5 1.0 1.5 2.0 
FlG. 6.10 - Taux de croissance normalisé pour un écoulement compressible 
On déduit que l'expression (6.19) demeure formellement valable pour 6', mais la "constan-
te" C est cette fois fonction du Mach convectif. On peut écrire 6' — f{Mc\) x ê'Q. 
Remarque 1 : Il convient de distinguer ici la différence de comportement entre un écou-
lement où la masse volumique n'est pas uniforme et un écoulement compressible. Pour un 
écoulement compressible, la diminution observée du taux de croissance lorsque Aicl augmente 
n'est pas due aux différences de masse volumique entre les deux écoulements, mais plutôt à 
l'effet stabilisant de l'augmentation du Mach convectif.« 
Dans [47] est présentée une compilation de résultats expérimentaux. Nous reproduisons sur 
la figure 6.11 la courbe, dite de Langîey, donnant le taux de croissance normalisé en fonction 
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de Mc\. 
Taux d'ouverture normalise : Courbe de Langley 
1 -
0.8 • 
° i 0.6 • 
'S 
¡a 
s 
| 0.4 • 
0.2 
0 -
0 0.2 0.4 0.6 OS 1 1.2 1.4 
Mach convectif Me 1 
FlG. 6.11 - Courbe de Langley pour une couche de mélange compressible 
6.3.2 Résultats numériques 
Afin de valider le couplage entre les soiveurs Navier-Stokes et k — e, nous avons ainsi 
calculé l'épaisseur de vorticité pour des écoulements bidimensionnels plans compressibles, 
pour différentes valeurs du nombre de Mach convectif. 
En gaz pur, et avec des masses volumiques initiales identiques, nous avons effectués deux 
essais, correspondant à des nombres de Mach convectifs de 0.75 et 1.5. Un autre essai, cor-
respondant au mélange air-hydrogène, impliquant un rapport de masses volumiques initiales 
élevé, est mené dans la part ie 7 sur la combustion turbulente. Ici, nous avons considéré des 
jets parallèles d'oxygène pur , à une température de 300 K et une pression de 0.1 a tm, ce qui 
correspond à une masse volumique uniforme de 0.13 k g . m - . 
Pour Md = 0.75, nous avons choisi les nombres de Mach respectifs de chacun des jets 
égaux à 1.5 et 3.0, ce qui correspond à des vitesses de 989 et 494.5 m . s - 1 . Le calcul a été 
mené sur un maillage plan rectangulaire, comportant 5551 nœuds (61 en x et 91 en y), de 
dimension 376.7 mm sur 100 mm. La plus petite maille en x est de 6 mm, et on multiplie la 
taille en x par un facteur 1-f 1.17 e-3 d 'une maille sur l 'autre. La taille en y est uniforme. Les 
valeurs de k et e sont fixées en entrée et sur les bords latéraux à des valeurs dimensionnées 
de 1Û~3. Le nombre de Courant a progressé par pas de 5 à chaque itération jusqu 'à la valeur 
de 150 pour le solveur Navier-Stokes. Pour les routines du k-e, on fixe les valeurs du nombre 
de Courant pour les 5 premières itérations, puis une autre valeur pour les 5 suivantes, et une 
autre encore pour toutes les suivantes. Nous avons pris 2, 5 et 10 pour ces trois valeurs. Le 
résidu L2 est divisé par 20000 environ en 200 itérations implicites et 1448 s. CPU sur un IBM 
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RS 6000 540. La viscosité turbulente maximale vaut environ 300 fois la viscosité physique. Les 
2 /3 du temps CPU est employé pour résoudre les équations de la turbulence. 
On porte sur la figure 6.12 l'épaisseur de la couche de vortîcité, ainsi que la droite de 
pente théorique donnée par la courbe de Langley (nous avons tracé une courbe toutes les 40 
i térations). 
Epaisseur de Vorticile : Me =: 0.75 
FlG. 6.12 - Evolution de l'épaisseur de vorticité Mc\ = 0.75 
Pour Mc\ — 1.50, on ne change par rapport au cas précédent que les valeurs des deux 
nombres de Mach. On prend 1.5 et 4.5. Le nombre de Courant varie cette fois de 1 à 50 par 
pas de 1. Le résidu est divisé par 105 environ en 300 itérations et 8100 s CPU. La différence 
de C P U avec les cas précédent s'explique par le temps plus important passé dans les routines 
de turbulence: plus des 9/10 du C P U . Le résultat est porté sur la figure 6.13. 
On constate bien que les courbes uw{x) deviennent parallèles à ia droite théorique, e n 
t e n a n t c o m p t e du coefficient de correction donné par les courbes 6.10 et 6.11. 
R e m a r q u e 2 : On remarque que la valeur limite trouvée pour un grand nombre de Mach 
convectif est en sensible désaccord avec la courbe 6.10 représentant la compilation de Bogda-
noff [46]. Notre résultat à haut Mach convectif est plutôt en accord avec la courbe de Langley.» 
R e m a r q u e 3 : Cet te validation numérique pour des couches de mélange compressibles a 
été effectuée s a n s correction compressible de type Sarkar ou Zeman (cf. chapitre précèdent). 
Nous insistons sur le fait que nous obtenons tout de même des résultats en accord avec les 
observations expérimentales pour les taux d'ouverture. Ce fait pourrait s'expliquer par le fait 
que l'éventuel effet des corrections compressibles numériques est négligeable pour le type de 
calculs effectués, ou bien encore que la méthode du deuxième ordre employée pour résoudre 
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Epaisseur de Vortick£: Me = 1.50 
0.014 
0.012 
FlG. 6.13 - Evolution de l'épaisseur de vorticité M& = 1.5 
les équations du modèle k — e semble s'avérer sensiblement moins diffusive que les méthodes 
usuellement employées. Si cette dernière hypothèse est vérifiée, cela signifierait que le modèle 
k~e serait capable de reproduire le comportement du taux d'ouverture des couches de mélange 
compressibles à fort Mach convectif. Mais est-ce la bonne explication? • 
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6.4 Annexe 
6.4.1 Solution analytique de la couche de diffusion plane 
Le système (6.8) consiste à trouver f(x,y) telie que: 
f a ^  = | 4 p°ur *e R+*et y e M 
[ f(x = 0+,y)=lTO(y)oùyelR 
avec 
~ , s 1 si - rQ < y < r0 ¿T0{y) = < I 0 sinon 
Nous allons supposer a priori que les transformations que nous allons effectuer sont licites 
et nous les justifierons a posteriori. Remarquons que x varie de 0 à +co et effectuons alors 
une transformation de Laplace par rapport à la variable x. On note Cf(s,y) la fonction ainsi 
obtenue. 
La transformée de Laplace est définie, pour z 6 (T, selon : 
r+oo r+oo 
£u(z) = / e'ztu(t)dt 
Il vient alors : 
<x(sCf{s,y)-f{0+,y)) = a(s£f(S,y)~IT0{y)) = ^ ¡ ^ 
Effectuons ensuite une seconde transformation, de Fourier cette fois, par rapport à la variable 
y. Notons f{$,p) '•= J-£f(x,y) la fonction obtenue après ces deux transformations, avec : 
/
+oo 
é~ixtu(t)dt 
-oc 
En outre, puisque [48] : 
T{Jro) = 2»£(roP) 
il vient : 
„ ( , / ( , , , ) - 2 « ^ ) = ({ipff(s,P)) = V/(- ,P) 
et 
: 2asin(r0p) 
/0>P) = ~, W\ 
p{as + p¿) 
Reste donc à transformer deux fois cette formule par Fourier inverse puis par Laplace inverse 
pour obtenir la fonction f(x,y) répondant à la question. La transformée de Fourier inverse de 
cette expression s'écrit : 
- r - l i / x rtt \ 1 f+°° 2asm(r0p) ipv, 
F f(s,p) = £f(s,y) = — / — —-¿™dp 
2-KJ-.X, p{as + p") 
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ou encore : 
£f(s,y) = a Í 
J — Ot 
oo gtrop _
 e - t ro î» 
,tpy 
2Í7T J-co p(«S + p2) 
On est donc ramené au calcul d'une intégrale du type : 
eiKp 
dp 
-oc p{as + p2) 
dp 
avec K — TQ + y ou K = —TQ + y. 
Une telle intégrale peut se déterminer par la méthode des résidus. Les pôles de la fonction 
méromorphe g : 
exp iKz 
9(z) = 
:(z2 -f as) 
sont simples si s est non nul et sont 0 et les racines carrées du nombre complexe —as. 
Si l'on note pé® = —as et p > 0, les racines de —as sont ^/pe*2 et ^//üe l 2 . Ces deux 
complexes sont donc situées de part et d 'aut re de l'axe des abscisses. Soit si la racine de —as 
telle que la par t ie imaginaire de s\ soit positive ou nulle. Définissons alors le contour orienté 
F du plan complexe dessiné figure 6.14: 
FlG. 6.14 - Contour d'intégration F 
5i est alors la seule racine intérieure à T. On peut décomposer T en trois parties T i , T2 et 
Y3. L'intégrale de la fonction complexe g définie plus haut peut ainsi se décomposer en trois 
intégrales sur chacunes de ces trois part ies. 
Sur T i , z est réelle et l'intégrale sur cette partie tend, lorsque r tend vers zero et R tend vers 
plus l'infini, vers : 
/
+ 0 0 
-00 
iKz 
z (a s + z2) 
c'est-à-dire vers l'intégrale qui nous intéresse. 
dz 
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Calculs des intégrales sur F 2 et 1^ 3 
Sur I?2 et Tz, z est de la forme : 
z = pé0 
avec p = r ou R, p > 0, 9 variant de TT à 0 sur I?2, et de 0 à TT sur IV 
Soit, puisque: 
dz = pi eie de 
il vient, pour j = 2, 3 : 
iK(pée) 
dB i g{z) dz = i -irY 
JTj JT} p1*11 
Lorsque p = r —> 0 : 
8
 + as 
/ g(z) dz = / — dö = 
Jr2 A os as 
Et lorsque p—R —-» +00 : 
as\ 
Entre 0 et ÎT, le sinus prend des valeurs positives. En outre, R est positif. Supposons alors 
que K soit positif, i.e. que y > rg. (Nous verrons plus loin que nous pourrons nous passer 
de cette hypothèse.) Alors, on a : 
7T 
dz\ < | R2 - |as| ¡ 
qui tend vers zero lorsque R —> -foo. 
Formule des rés idus 
On détermine d'abord le résidu en s\. On suppose que s est non nul, ce qui est licite, vue 
la formule de la transformée inverse de Laplace. Donc, puisque s\ est simple : 
Res(si) -
as — 3as 2as 
et, après application de la formule des résidus, il vient: 
r+00 ~iKp /•+00
 e « \ p • 
/ -r^-r-^ dP = - (x - e n ) 
j-oo p [as + p¿) as 
Ce qui .donne finalement, tous calculs faits: 
r+00 giro p _
 e - tr 0 p . gii-'O+î/)*! _ gî(ni + ï).n £_f(Sjy) = _ / I CtW/dp = 
2iir J-oQ p(as + p2) j>(o;s + / r ) 2s 
avec sf = —as, Im(si) > 0 et y > TQ. 
Si l'on note y/s la racine carrée de s de partie réelle positive, on peut écrire : 
s\ — i y/a y/s 
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et 
QÍKÍI _
 e-Ky/ä y/s 
avec iT > 0 et Re{y/s) > 0. 
Alors, d'après [49], il vient: 
expression établie pour x > 0 et y > ro > 0. 
Ex tens ion de la solution 
En fait, la fonction d'erreur: 
2 ru , 
srf(u) = -= e * 
V7r Jo 
2dé 
est définie sur 1R entier. Sa dérivée vaut : 
" fl \ ¿ — 112 
-— eri(u) = —p= e du y ' yft 
Il est alors aisé de vérifier par un calcul algébrique de dérivées un peu long mais sans difficulté 
que, p o u r tout réel y et tout a; strictement positif, la fonction f(x,y) trouvée satisfait bien : 
dx dy2 
On vérifie également que la condition aux limites : 
f(x = Q+,y) =lro(y) 
est satisfaite lorsque x tend vers zéro par valeurs positives. 
On peut en conclusion faire la remarque que la recherche de la solution du système ci-
dessus { équation aux dérivées partielles + condition aux limites } nous a conduit à effectuer 
des transformations fonctionnelles qui ont réduit l'espace de définition de la fonction trou-
vée. L'extension de l'expression analytique ainsi déterminée à tout le domaine souhaité étant 
possible, cette restriction n'a alors plus d'effet. 
6.4.2 R é s o l u t i o n a n a l y t i q u e d e la couche d e diffusion a x i s y m é t r i q u e 
Ob ten t ion d 'une équat ion différentielle ordinaire 
Le changement de variable : 
u= ^
V 
s/2 yß 
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et la recherche de la fonction / sous la forme : 
1 
/ ( s , y) = -7= g(u) 
permettent d'aboutir à l'équation différentielle ordinaire en u : 
d29 dg _-t 
Ä? + Tu{u + u } + g^ ° 
Résolution de l'équation différentielle ordinaire 
Si l'on effectue le deuxième changement de variable : 
4 
on obtient une autre équation différentielle ordinaire en h(z) •= g(u) qui s'écrit : 
d?h dh, . 
zl? + ÏÏI(2z + D + * = <> 
La recherche de h(z) sous la forme : 
h(z) = e~zw(z) 
fournit une dernière équation en w(z) sous la forme : 
d~w dw 
z—r-Tç + — — zw — 0 dz¿ dz 
Or, les solutions de cette E.D.O. peuvent être trouvées dans [50]. Les solutions sont de la 
forme : 
w(z) = A I0(z) + B K0(z) 
où IQ et KQ désignent les fonctions de Bessel modifiées d'ordre nul, A et B sont deux réels. 
Solution de l 'équation aux dér ivées partielles 
Les solutions de l'équation : 
a 9¿ = 1 d_ (dj_ 
dx y dy \ dy 
peuvent donc se mettre sous la forme : 
2 cuy 
où les réels A et B sont constants par intervalle en . 
8x 
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Le fait que la condition aux limites est discontinue ne permet pas de trouver la solution 
de l'équation aux dérivées partielles sous la forme analytique particulière ci-dessus. Lorsque y 
tend vers 0, la forme limite de Ko est [51] : 
KQ(Z) ~ - I n z 
On en déduit que, dans ces conditions, B est nul . On sait alors approcher IQ(Z) par intervalles 
par des expressions analytiques élémentaires [52]. Si l'on impose f(xQ}0) — 1, il vient: 
/ ( s , y ) = ^ e s ,
 / 0 ( _ ) . 
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Chapitre 7 
Couche de mélange turbulente 
réactive 
7.1 Introduction 
Si l'on écarte l 'approche par Simulation Numérique Directe, la modélisation des écoule-
ments turbulents réactifs constitue un problème complexe, dont la solution est loin d'être 
unique. En effet, et avant toute modélisation spécifique, on devine le rôle essentiel de la pré-
diction du mélange turbulent (i.e. la façon dont les paquets de fluides se mélangent). D'autre 
par t , il semble également important de connaître la façon dont s'effectue la diffusion turbulente 
de la chaleur et de la masse. Le modèle que nous utilisons pour accéder aux caractéristiques 
du mélange turbulent est l 'approche par analyse statistique présentée au chapitre 5. 
• Un autre problème, plus essentiellement lié à la combustion turbulente, réside dans l'esti-
mation des termes sources chimiques moyens. En effet, la forte non-linéarité de ces derniers 
empêche d'accéder à leurs valeurs moyennes directement à partir des grandeurs moyennes 
( température et concentrations) de l'écoulement. L'identification des termes sources chimiques 
moyens simplement en fonction des grandeurs moyennes de l'écoulement peut parfois conduire 
à des erreurs très importantes , en particulier lors de l 'estimation des distances d'allumage dans 
une couche de mélange. 
Pour cette difficulté spécifique, plusieurs approches ont été proposées. Dans [53], le modèle 
proposé consiste à supposer que localement, la flamme conserve la structure organisée d'une 
flamme laminaire. Cet te "flammelette cohérente" est étirée et convectée par les tourbillons 
turbulents . On peu t alors définir une densité de surface de flamme S et écrire une équation 
d'advection-diffusion avec terme source régissant l'évolution de E. Le terme source comporte 
usuellement un ternie de production par étirement, et un terme de destruction par coalescence. 
Les t aux de réactions moyens fi^ se déduisent comme produit de cette surface de flamme par 
un t aux de reaction "laminaire surfacique" Îî£ . Le problème se ramène ainsi à savoir estimer 
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ce terme Q%s en fonction de certaines grandeurs moyennes de l'écoulement, typiquement la 
température, la courbure et ret irement locaux [54]. 
Une aut re approche peu t consister en l 'introduction d'une ou plusieurs fonctions densités 
de probabilités et d'exprimer alors les grandeurs utiles comme moments de ces "Pdf". On 
pourra se reporter à [55] pour une comparaison de deux modèles reliés à chacune des ces deux 
approches. 
L'influence des fluctuations de température sur le t aux de réaction demeure certainement 
un des phénomènes importants à prendre en compte. Aussi, pour les applications envisagées, 
il nous est apparu préférable d 'adopter dans un premier temps une approche par fonction de 
densité de probabilité présumée sur la température seulement. Cette approche présente l'avan-
tage d'être relativement simple, et de permettre l 'incorporation dans le modèle de combustion 
turbulente de la connaissance acquise par ailleurs des fluctuations du champ fluide, à partir 
du modèle de turbulence ou de mesures expérimentales. Cependant, elle ne peut certainement 
pas prétendre être générale. En particulier, elle est inadéquate lorsque les corrélations entre 
les fluctuations des concentrations et de température jouent un rôle significatif. 
7.2 Moyenne s t a t i s t i que d u t e r m e source chimique 
7.2.1 Densité de probabilité en température et concentrations 
Ainsi qu'il a été indiqué au chapitre 5, pour définir la moyenne de Favre d'une grandeur 
<f>y on utilise une densité de probabilité pondérée par la masse volumique selon: 
1 f°° 
P{4>) = - pP{p,4>)dp (7.1) 
p Jo 
où P(p, <fi) désigne la densité de probabilité conjointe de <^> et p. La moyenne de Favre <f> de (¡> 
est égale à : 
_ f+oo 
4> = / <f>P{4>)d<j) (7.2) 
J — CO 
Si îa grandeur $ est une fonction de variables X € Mn, on peut formellement remplacer 
l'expression (7.2) de <j> pa r 
Z= i 4>{X)V{X)dX (7.3) 
JDx 
où Dx désigne le domaine de JRn de variation possible pour X et V — (P o $)<j>,x-
Reprenons maintenant le modèle de cinétique chimique décrit au chapitre 3 et dont nous 
ne rappelons pas les notat ions. 
Pour <f> identiquement égal au te rme source chimique Qm(T, c) pour l'espèce m, dépendant 
de la température T et du vecteur c des concentrations Ck des espèces chimiques, (7.3) devient : 
. /"+oo f+oo 
nm{T,c)= ... Qm(T,c)V(T,c)dTdc (7.4) 
Jo Jo 
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avec de = FJ dck-
fc=i 
Certains auteurs [56, 57] essaient d'écrire une équation de bilan pour V(T,c), ou plus 
généralement pour V(X), où X désigne le vecteur des variables dites caractéristiques, à partir 
desquelles sont exprimées les grandeurs à moyenner. 
7.2.2 D e n s i t é s d e p r o b a b i l i t é p r é s u m é e s 
Dans notre approche, nous supposerons que l'effet prépondérant agissant sur la moyenne 
du terme source est la fluctuation de température. Nous négligeons ainsi les fluctuations en 
concentrations et la fonction V{T,c} peut alors se décomposer comme suit: 
V{T,c) = T(T)f[6(ck-ck) (7.5) 
où 8 est la masse de Dirac en 0, et T{T) désigne la fonction densité de probabilité en tempé-
rature. Si l'on explicite Qm(T,c), il vient: 
fWT, c) = ¿ Wkuki ( % n c/" - K i l l ¿"fc"" ) , (7.6) 
»=i \ fc=i fc=i / 
avec 
KfA = / Kf¿T(T)dT ; Kh¿ = / Kb¿T(T)dT (7.7) 
JQ JO 
Le modèle par "assumed Pdf" consiste à se donner a priori une forme pour T(T). Les plus 
répandues et couramment utilisées sont alors la loi normale de Gauss et la /3-fonction, La loi 
de Gauss s'écrit selon : 
rT~f] Tbauss(T) = (2TT<4) 2exp 2<4 (7.8) 
où UT désigne l'écart-type de la fonction, racine carrée de la variance T"T". L'intervalle de 
variation en température n'étant pas infini, l'intervalle d'intégration devra nécessairement être 
tronqué, à la fois pour des raisons théoriques et de détermination numérique de l'intégrale. En 
outre, elle est peu flexible et ne permet pas de tenir compte d'une éventuelle asymétrie dans 
la répartition de température. 
La /3-fonction a une forme analytique plus complexe. Pour 8 variant entre 0 et 1, elle 
s'exprime selon : 
ß(6) = *(o, b)ea-\i - ef-1 (7.9) 
F(a + b) 
avec *f?(a,b) = — ._,,,.-. F désigne la fonction gamma, et o et 6 sont deux paramètres. Dans l'(a)l (o) 
notre cas, la variable 9 désigne la température réduite : 
e = J ~_^r (7.10) 
•L max J- mtn 
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où Tmax et Tmin sont des températures maximale et minimale à préciser. La moyenne 0 de 9 
vaut tout simplement: 
8= J-Tnän
 (7ll) 
•L max -* min 
Les paramètres a et b sont alors donnés par : 
a = ( ?P_-ê, N et ^ ^ l O ^ A (712) 
a2 désigne ici la variance réduite : 
(.-¡•max -¡-min) 
La fonction ß est ainsi complètement déterminée par la donnée de T"T", T, Tmax et Tlh 
La température moyenne T est directement fournie par le code de résolution, T"T" nécessite 
un modèle supplémentaire que nous examinerons par la suite. Tmax et Tmin ne sont hélas pas 
connues. Plutôt que d'utiliser le max et le min des températures dans l'écoulement [58], nous 
les fixons par rapport à la température moyenne et à l'ecart-type selon : 
a2 := 9»V = ^ — 5 (7.13) 
1
 imn * 
Tmin = f~4>lVr^ 
v Tmax = f + 4>2^F¥' '" ' 
4>i et fa sont deux réels positifs. 
7.2.3 E q u a t i o n p o u r la v a r i a n c e 
A partir de l'équation de conservation de l'énergie, il est possible d'écrire une équation 
de bilan moyennée pour l'enthalpie ou l'énergie interne du fluide. On peut alors déduire un 
terme de corrélation du type G"G", où G désigne l'enthalpie ou l'énergie interne du mélange. 
la variance en température se déduit selon : 
— G^G" 
T"T'! = — ^ - (7.15) 
C(T) 
avec C(T) pseudo-capacité calorifique, définie selon : 
ß c(8)dß 
C(T) = JT°
 f (7.16) 
où c désigne la capacité calorifique moyenne, à pression ou volume constant suivant que G 
désigne l'enthalpie ou l'énergie interne du mélange. 
Pour une première approche, l'introduction d'une variable turbulente supplémentaire, né-
cessitant l'écriture et la résolution de telles équations, peut s'avérer longue et coûteuse. Dans 
un premier temps, nous préférerons donc simplement calculer la variance en température par 
une équation de gradient [59]: 
"df J.2 T"T" = Cß~-
ePr t dxi 
(7.17) 
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où les variables et constantes intervenant dans cette expression ont déjà été définies. Cette 
approche très sommaire se situe juste au dessus de l'approche consistant à fixer l'écart-type 
comme une fraction constante de la température moyenne [60]. 
7.3 Intégration numérique 
L'évaluation des termes sources coûte relativement cher en temps de calcul. Si l'on désire 
que l'intégration numérique des expressions soit suffisamment précise, cela peut requérir en 
chaque point plusieurs (jusqu'à une douzaine) évaluations des termes sources. Afin de limiter 
le nombre d'évaluation requises, nous menons au préalable une étude paramétrique pour les 
formules de quadrature que nous allons utiliser. 
7.3.1 F o r m u l e s d e G a u s s 
De façon générale, les formules d'intégration numérique sont de la forme : 
,1 * 
/
 ß(t)f(t)dt^Y]Aff(tf) (7.18) 
où fi(t)f(t) est la fonction à intégrer. Les points tj sont appelés points d'intégrations et les 
coefficients Aj sont attachés à ces points. Si la fonction poids ß est strictement positive et 
continue, on sait que la formule (7.18) peut être exacte sur l'espace des polynômes de degré 
inférieur ou égal à 2Ar + 1. Il existe alors un unique polynôme ujv(t) de degré N + 1 dont les 
racines t^ - distinctes - sont égales aux points d'intégrations. La suite des polynômes ujv se 
construit par récurrence selon 
v0(t) = 1 
N 
tw+i(t) = i*+ 1 + $ > f «y 
(7.19) 
/ ßit)tN+1Vj{t)dt 
/ ß(t)v*(t)dt 
Jo J 
Les coefficients Aj sont positifs et se déduisent alors selon : 
Lorsque la fonction poids est égale à 1, les polynômes vjf(t) sont les polynômes orthogonaux 
de Legendre. Les racines des ces polynômes et les coefficients Af sont évidemment tabulés 
[61]. 
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Nous avons d'abord essayé d'effectuer quelques tests préliminaires relatifs à la précision 
numérique pouvant être obtenue à pa r t i r des formules d'intégration. Nous nous fixons une 
température d'activation Ta, un exposant 7 du facteur pré-exponentiel, une valeur <JT de 
l 'ecart-type en température, des valeurs de <f>\ et $2, et une température moyenne T. A l'aide 
de formules de Gauss, nous déterminons ensuite les valeurs de l'intégrale 1: 
l(Ta, 7, aT, fc, 02- T) = — — / ™ ( T ) e x P {--$) dT (7.21) 
-¡•max •'••min JT—tpiax \ *• / 
où B(T) = ß{0)- Nous déterminons également de façon numérique la valeur "exacte" de 1 à 
l'aide d 'une formule des trapèzes à 5000 points. 
7.3.2 Etude paramétrique et comparaisons 
Nous avons comparé les résultats obtenus avec les formules de Gauss pour ¡J, ~ 1 et ß = B. 
Le b u t est d'estimer de manière suffisamment précise l'intégrale requise, avec un minimum 
d'évaluations de la fonction à intégrer. 
Nous nous sommes placés dans deux cas : 
a) Ta = 50000 K et 7 = 1.5, 
b) Ta = 10000 K et 7 = 0.5. 
Le cas (a) , avec une forte énergie d'activation, correspond à une réaction violente, le cas (b) à 
une réaction nettement plus progressive. Dans chaque cas, nous prendrons <¡>i = 4>2 ~ 4> — 3 et 
Of . . . » 
les valeurs de —=r seront successivement égales a 0.1, 0.2, 0.3 et 0.4. La température moyenne 
varie de 700 à 2500 K. E n pratique, la température sera astreinte à demeurer comprise entre 
UT 300 et 3500 K, et le r appor t -=- ne devra pas dépasser 0.4. 
Si l 'on trace les courbes Kf¿(T), B(T) et B(T) x Kf¿(T), figure 7.1, on remarque que 
le p rodui t des deux fonctions conserve l'allure en cloche de B(T), mais est décalé vers les 
tempéra tures croissantes. Cette remarque nous a conduit à essayer d'omettre les premiers 
points d'intégration lois de l'évaluation de la somme. 
Nous avons envisagé les formules générales à 2, 3, 6, 8, 10 et 12 points, puis des formules 
correspondant àfi = B à 2 , 3 e t 4 points . Les résultats pour les formules générales sont montrés 
figures 7.2 et 7.3. Les pics correspondent en fait à des valeurs exactes de l'intégrale, et un 
logari thme de l'erreur relative qui t end vers —00. La figure 7.4 condense les résultats obtenus 
pour les formules d'intégration de Gauss , pondérées par la fonction ß. Les approximations 
sont d ' au tan t moins bonnes que l'intervalle d'intégration, et donc le <TT, sont importants . 
A pa r t i r de ces courbes, on peut faire les remarques suivantes : 
- les formules à 2 et 3 points sont à écarter pour les deux températures d'activation, 
- la correction apportée par les premiers termes est parfois négligeable, mais pas toujours, 
- pou r un fort écart type, les formules générales peuvent entraîner une erreur importante 
lorsque la température moyenne est élevée, même pour les formules à 10 et 12 points, 
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Fonction Beta de T, Ttiïde et sigma : cas (â) 
8 
500 1000 1500 2000 2500 
Temperature en K 
Pr&iuit Beta Kf : cas (a) Prodwl BdnKf:os(bi 
FlG. 7.1 - Vitesse de réaction, fonction ß et produit: cas (a) et (h) 
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F'IG. 7.2 - Formules d'intégration de Gauss générales: cas (a) 
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FlG. 7.3 - Formules d'intégration de Gauss générales: cas (h) 
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GAUSS a 2,3 ei 4 pts, Fonction Poids = Bpdf, T_a = 50000 K 
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FlG. 7.4 - Formules d'intégration de Gauss, pondérées par ß ; cas (a) 
- par contre, les formules pondérées par B ont un meilleur comportement à haute tempé-
rature . 
Après ces quelques remarques, on convient d 'adopter le compromis suivant : 
- pour une réaction à faible énergie d'activation, en dessous de 2000 K pour un écart type 
t rop important {<?T/T > 0.35), on utilisera la formule générale de Gauss à 6 points, en 
omet tant les deux premiers points d'intégration, 
- pour une réaction à forte énergie d'activation, en dessous de 2000 K lorsque a p / T > 0.35, 
on utilisera une formule de Gauss generale à 10 points, en omettant encore les deux 
premiers points d'intégration, 
- au dessus de 2000 K pour T et lorsque ax/T > 0.35, on utilisera dans ce cas la formule 
de Gauss pondérée par B à 4 points. 
Il convient de noter que la fonction B n'est pas un poids optimal, en ce sens que, vue sa 
symétrie, elle ne tient pas compte du décalage vers les températures élevées de la "cloche" 
B(T) x Kf¿(T). Sous nos hypothèses, l'expression pour B(T) peut se simplifier et devenir 
indépendante de T. En effet, d'après les expressions de Tm¿n et Tmax, il vient que : 
7, ai 1 
v — -—:—— = cte , et a = — = cte . <f>l + ,p2 4>i + h 
(7.22) 
Cependant , il peu t arriver, lorsque T est trop hau t e ou trop basse, C£U6 Twin ou Tmax sorte cic 
l'intervalle de températures ' 'physiques" [300 ; 3500], et efface les propriétés (7.22). On peut 
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alors diminuer 4>% et <j>2 à des valeurs convenues a priori (et en pratique égales à 1) pour rester 
dans l'intervalle et conserver les propriétés (7.22). Les points et les coefficients d'intégrations 
pour la formule pondérée par B sont alors modifiés. 
7.4 Couche de mélange turbulente réactive 
Le point essentiel de la simulation de l 'allumage dans une couche de mélange est la pré-
diction correcte de la distance d'allumage. Certains auteurs [62] ont constaté que le choix 
du paramètre 4> pouvait influencer cette distance. Toutefois, dans le cas de la combustion 
air-hydrogène, ces auteurs ont constaté que lorsque <f> était supérieur ou égal à 2.5-3, cette 
influence s 'estompe. La l imitation 0 = 1 n'intervient dans notre cas qu'à hau te température , 
et n'influe donc pas sur l 'allumage. 
7.4.1 Calcul préalable non réactif 
L'écoulement étudié dans cet te section est bidimensionnel plan. Il correspond au cas décrit 
dans [62]. On considère deux je ts parallèles d'air et d'hydrogène, sous une atmosphère et 
1000 K. La vitesse de l'air est de 1200 m . s - 1 , celle de l'hydrogène est de 3800 m . s - 1 . Les 
dimensions du domaine de calcul sont 276 x 200 mm, pour 61 x 91 points. En x, les mailles 
sont uniformément espacées. En y, la plus peti te maille est de 980 //m, au milieu et croît ensuite 
linéairement vers les bords supérieur et inférieur. Le modèle de combustion air-hydrogène 
comporte 9 espèces chimiques et 22 réactions réversibles. Au préalable, comme déjà indiqué 
dans le chapitre 6, nous effectuons un calcul sans faire intervenir de réaction chimique. On 
espère ainsi valider le comportement du code de résolution en présence d 'un fort gradient 
initial de masse volumique. On constate que la croissance de l'épaisseur de vorticité est en 
très bon accord avec la théorie, comme le montre la figure 7.6. Le nombre de Mach convectif 
est dans ce cas égal à 0.86, le coefficient correcteur de compressibilité de 0.55. Le rapport 
initial P7—=r—-— est ici égal à 1.49. Nous avons effectués 350 itérations, avec un 
1 + ^ 1 ß 
U\\j px_ 
nombre de Courant variant de 1 à 50. On porte les épaisseurs de vorticité obtenues chaque 
50 itérations sur la figure 7.6, et l'on peut constater un très bon accord entre le calcul et le 
résultat prévu. 
7 . 4 . 2 Effe t d u m a i l l a g e s u r l ' a l l u m a g e 
Lorsque nous avons essayé d'enflammer le mélange, en premier lieu en ne prenant pas en 
compte les effets des fluctuations turbulentes, c'est-à-dire avec les termes sources calculées à 
par t i r de la température moyenne, nous avons pu constater un fort effet de maillage, qui n 'a pas 
été mis en évidence dans [62], Out re le maillage décrit dans le paragraphe précédent, que nous 
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appellerons "grossier" dans la suite, nous avons effectués des calculs sur deux autres maillages 
similaires de même dimensions. Seules les nombres de points et la taille de la plus peti te maille 
en y varient. Le premier maillage comporte 61 x 181 nœuds, et une taille minimale en y de 
24.4 /¿m. H est désigné comme "intermédiaire". Le dernier est constitué de 81 x 301 points et 
la taille minimale en y est de 5 /xm; c'est le maillage "fin". Des isovaleurs de températures 
et de fractions massiques du radical OH et d'eau, pour le cas où les termes sources sont 
"laminaires", sont portés figures 7.7 à 7.11. On constate que l'allumage s'effectue net tement 
plus tôt lorsque le maillage est plus fin, et que les résultats entre maillage intermédiaire et 
maillage fin sont très proches. La solution du maillage grossier apparait donc comme erronée et 
à écarter. Dans le cas de [62], la longueur de l'allumage prévue est de 15 cm en "laminaire". Le 
modèle de combustion utilisé est différent et comporte 7 espèces pour 7 réactions. Le domaine 
de calcul fait 5 x 20 cm et le maillage comporte 101 x 101 points. La plus petite maille 
en y n'est pas précisée et l 'on peut supposer que le maillage est régulier. Pour le maillage 
"grossier", l 'allumage se situe environ à environ 20 cm, alors que pour les maillages "fins" et 
"intermédiaires", il se situe respectivement à 8.2 et 9.2 cm. 
7.4.3 Introduction de la Pdf 
Nous avons introduit les effets de la fonction de densité de probabilité présumée en tem-
pérature sur le maillage "fin". Le calcul montre un allumage à environ 6.2 cm, soit 2 cm avant 
l'allumage prédit sans tenir compte des fluctuations turbulentes. L'effet de la Pdf est clone 
comme a t t endu d'avancer 1 epoint d'allumage. Pour [62], l'allumage se situe à environ 5 cm. 
Le modèle de Pdf utilisé consiste également en une fonction de densité de probabilité en tem-
pérature, mais le calcul de Fécart-type est différent et procède de la résolution d'une équation 
supplémentaire, comme indiqué section 7.2.3. On porte les résultats sur les figures 7.12 à 7.15. 
Sont données successivement les iso-températures en K, les ÍSO-YQH, les iso-Min [CTT ', 0.4 x T] 
initiaux en Kelvin, les iso-ay non limités en fin de calcul et en Kelvin. Cette dernière figure 
montre qu'il est absolument nécessaire de saturer l 'écart-type et ainsi les limites du modèle 
en gradient de température pour &T-
7.5 Expérience de Burrows et Kurkov 
L'expérience de combustion supersonique air-hydrogène de Burrows et Kurkov [63] consti-
tue l 'une des rares références expérimentales dans ce domaine. Elle consiste en une injec-
tion pariétale, longitudinale, sonique d'hydrogène pur dans un écoulement supersonique d'air 
partiellement brûlé, provenant d'une combustion préalable ayant pour but d'augmenter la 
température. On reproduit sur la figure 7.5 la configuration de l'expérience. 
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FlG. 7.5 - Configuration de l'expérience de Burrows et Kurkov 
La divergence de l'écoulement ainsi étudié a pour but d'éviter le blocage thermique par 
augmentation de la pression. On porte sur le tableau ci-dessous les caractéristiques de chacun 
des deux écoulements : 
Nombre de Mach 
Température (K) 
Vitesse (m/s) 
Pression (atm) 
Jet de Hi 
1.00 
254. 
1216. 
1. 
Air vicié 
2.44 
1270. 
1764. 
1. 
Fractions massiques initiales 
H2 
02 
# 2 
H20 
1. 
0. 
0. 
0. 
0. 
0.258 
0.486 
0.256 
La composition initiale de l'air vicié en espèces minoritaires n'étant pas précisée, l'air vicié 
a été supposé à l'équilibre. Le profil initial de vitesse et température dans l'air vicié tient 
compte de la couche limite d'épaisseur 2 cm, indiqué dans [63]. Par contre, on a négligé la 
couche limite dans l'injection d'hydrogène, ainsi que la petite zone de recirculation entre les 
deux jets. 
Le maillage utilisé comporte 71 x 185 points, et la plus petite maille en y est de 5 /im. Les 
mailles sont resserrées prés de la paroi, ainsi que dans la zone de séparation des jets. Nous avons 
d'abord effectué un calcul sans Pdf, mais le mélange ne s'est pas enflammé. Nous portons figure 
7.16 les comparaisons entre coupes de fractions molaires, pour l'écoulement inerte. On peut 
remarquer que l'accord est relativement satisfaisant au niveau des ordres de grandeur, mais 
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la différence demeure sensiblement appréciable sur les courbes, ce qui tendrait à montrer que 
la modélisation diffusion turbulente massique est imparfaite. Lorsque l'on introduit les effets 
de la turbulence, on constate bien un allumage, mais il est beaucoup trop violent par rapport 
aux observations expérimentales. L'écart-type en température est saturé très rapidement à sa 
valeur maximale, ce qui démontre l'insuffisance criante du modèle de gradient dans ce cas. 
Les résultats sont montrés figures 7.17 à 7.19 : on porte successivement les iso-T, les iso-Yo/f •> 
les coupes de OT/T, limités par 0.4. 
L'accord calcul-expérience s'avère être se\ilement qualitatif: l 'allumage est situé approxi-
mativement au bon endroit mais la température maximale est de l 'ordre de 2000 K alors que 
l'expérience indique environ 1400 K. Ceci pourrait s'expliquer selon plusieurs pistes, suscep-
tibles d'interférer : le t rop grand écartement des mailles au niveau de l'allumage, la saturation 
de l 'écart- type en température, une prédiction incorrecte du t ranspor t turbulent de la chaleur 
comme des espèces, l ' inadéquation du modèle de Pdf présumée en température, ou encore la 
non-prise en compte de la petite zone de recirculation. Ce cas apparaît en effet comme assez 
délicat à reproduire : la température au niveau du mélange est relativement faible du fait de 
la très basse température du jet d'hydrogène. L'inflammation ne peu t se produire que lors-
qu'une quant i té suffisante d'air chaud a été entraînée dans la zone de mélange. Le phénomène 
de mélange turbulent est donc bien le phénomène prépondérant conduisant, à l 'allumage. La 
première approche présentée ici ne semble donc pas suffisamment adéquate pour la simulation 
d 'un allumage contrôlé pa r le t ranspor t turbulent des espèces et surtout de la chaleur. Un 
effort de modélisation supplémentaire semble nécessaire, effort qui peut commencer par une 
adaptat ion plus fine des constantes utilisées, comme les nombres de Prandtl et de Schmidt 
turbulents . 
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FlG. 7,6 - Epaisseurs de vorticité pour une couche de mélange compressible air-hydrogène 
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FlG. 7.7 - Iso-temperatures pour le rnaillage "grossier" 61 x 91 
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FlG. 7.8 - Iso-temperatures pour le maiîlage "intermédiaire" 61 x 181 
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FlG. 7.9 - Iso-temperatures pour le maiîlage "fin" 81 x 301 (sans Pdf) 
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FIG. 7.10 - ISO-YH2O pour le maillage "fin" 81 x 301 (sans Pdf) 
FIG. 7.11 - ISO-YOH pour le maillage "fin" 81 x 301 (sans Pdf) 
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FlG. 7.12 - Is o-temperatures pour le maillage "fin" avec Pdf 
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FlG. 7.13 - ISO-YQH pour le maillage "fin" avec Pdf 
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FlG. 7.14 - Iso-Min[ uj ; 0.4 X T ] initiaux pour le maillage "fin" avec Pdf 
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FlG. 7.15 - Iso-crx pour le maillage "fin" avec Pdf 
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FlG. 7.16 - Expérience de Burrows et Kurkov: coupes des fractions massiques en X — 35.6 
cm pour le cas inerte "laminaire" 
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FlG. 7.17 - Expérience de Burrows et Kurkov: courbes iso-température (cas Pdf) 
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Conclusions et perspectives 
Les deux volets de cette thèse constituent deux voies d'investigations de la combustion 
supersonique, et plus généralement des écoulements réactifs à gTande vitesse. 
Les travaux présentés dans la première partie permettent de mieux comprendre les phé-
nomènes de stabilisation de la flamme par effet de Mach, pour un écoulement supersonique 
préméîangé air-hydrogène. En particulier, l'analyse du chapitre 1 a montré que l'introduction 
des effets liés à la combustion était absolument nécessaire pour une description correcte de 
l'écoulement. En effet, le dégagement de chaleur influe fortement sur la structure géométrique 
des ondes de chocs et ainsi sur les limites d'apparition de l'effet de Mach et de sa stabili-
sation. A notre connaissance, une telle analyse, incluant en outre l'estimation des distances 
d'allumages locales à l'aval des chocs, n'avait pas été effectuée. D'un point de vue plus nu-
mérique, l'analyse menée au deuxième chapitre a montré l'inadéquation, pour une cinétique 
chimique fortement exothermique, des méthodes de résolutions usuellement employée pour 
une cinétique globalement endothermique ou faiblement exothermique. Enfin, pour conclure 
cette partie, sont présentés des résultats numériques bidimensionnels obtenus à l'aide de la 
méthode à pas fractionnaires que nous avons développée. Ces résultats montrent encore de 
fortes difficultés de stabilisation de la flamme, vraisemblablement liées à des effets plus spéci-
fiquement bidimensionnels tels que les interactions choc-ondes de raréfaction, ou choc-paroi, 
et pour lesquelles il serait intéressant de pousser les investigations. 
La deuxième partie est constituée de validations et d'extensions numériques de méthodes 
et de codes de calculs amont encore en cours de développement chez DASSAULT Aviation. 
L'étude d'une couche de mélange compressible réactive turbulente air-hydrogène se situe dans 
le cadre des premiers essais de modélisation numérique des effets turbulents sur la cinétique 
chimique chez DASSAULT Aviation. Des validations numériques assez fines ont ainsi pu être 
réalisées pour des cas académiques, tels qu'une plaque plane, une couche de diffusion, des 
couches de mélanges compressibles. Pous ces cas, ou bien nous disposions de résultats ana-
lytiques ou expérimentaux provenant de la littérature, ou bien encore nous avons effectué 
directement des calculs analytiques dans des cas simplifiés. Une première approche par fonc-
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tion de densité de probabilité sur la température a finalement été présentée au chapitre 7, 
et les calculs effectués sont comparés avec des résultats numériques et expérimentaux de la 
littérature. 
Plusieurs autres extensions de ces travaux sont également envisageables. Dans le contexte 
de développements de codes industriels amont, une perspective intéressante pourra consister 
à tenter de résoudre tout le système comportant les équations de conservation des espèces, 
de la quantité de mouvement et de l'énergie, plus les équations de bilan pour k et e de façon 
globale, en couplant en même temps le modèle de combustion turbulente. En outre, et comme 
il a déjà été évoqué dans l'introduction, d'autres modèles pourront être testés, et choisis et 
adaptés selon les cas de calculs. Les travaux menés sur l'intégration de la cinétique chimique 
pourront se prolonger par des études d'autres méthodes, comme des méthodes de Newton 
modifiées ou GMRes. Enfin, une adaptation moins sensible au cas de calcul du critère de 
rafiînement-dérafnment permettrait son utilisation plus systématique, sans essais de mise au 
point préalables. 
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RÉSUMÉ 
L'objet de ce travail concerne l'analyse et la simulation numérique d'écoulements supersonique 
réactifs. Dans une première partie, on étudie la stabilisation d'une flamme par effet de Mach au soin 
d'un écoulement air-hydrogène prémélangé bidiraensionnel. On présente d'abord une analy.se phénomé-
nologique des conditions d'allumage et de stabilisation d'une flamme à l'aval d'un système stationnai™ 
d'ondes de chocs. Cette étude montre qu'il est nécessaire de tenir compte de la réaction chimique dans 
la structure considérée. On explore ensuite ia stabilité de quelques méthodes implicites et linéairement 
implicites pour la résolution des équations de la cinétique chimique complexe explosive air-hydrogène, 
et on effectue également l'analyse de stabilité de tels schémas dans des cas simplifiés, montrant en 
particulier leur inadéquation pour des cinétiques rapides et trop fortement exothermiques. Pour des 
simulations stationnaires ou instationnaires, on adopte une méthode à pas fractionnaires fondée d'une 
part sur un solveur de Riemann multi-espèces explicite du deuxième ordre, en volumes finis non struc-
turés, et d'autre part sur un solveur spécialisé pour la chimie, tel que LIMEX ou LSODE. Ou termine 
cette partie par quelques résultats de simulations bidimensionelles, pour une combustion air-hydrogène 
avec cinétique complexe et loi d'état réaliste. Le deuxième volet aborde l'étude des phénomènes de 
transports diffusif et turbulent. La méthode de résolution des équations de Navier-Stokes est fondée 
sur une formulation volumes finis structurés. Le deuxième ordre est atteint par le schéma T.V.D. de 
Harten, qui se rapporte identiquement au flux de Roe au premier ordre. Pour accélérer la convergence 
vers un état statiounaire, on utilise un schéma implicite linéarisé. L'inversion du système linéaire résul-
tant s'effectue grâce à une méthode de Gauss-Seidel par lignes. Le terme source chimique fait l'objet 
d'un traitement particulier, visant à conserver des propriétés de positivité des valeurs propres des ma-
trices jacobiennes intervenant dans l'implicitation. Les effets de la turbulence sont pris en compte par 
un modèle k-epsilon, et l'interaction cinétique-chimique-turbulence par une approche en densité de pro-
babilité présumée en température. Des essais numériques sont alors effectuées d'abord dans quelques 
situations académiques, en particulier pour une couche de mélange compressible à masse volumique 
fortement variable. On termine par des comparaisons avec des résultats de la littérature de couche de 
mélange réactive air-hydrogène, ainsi qu'une experience de combustion supersonique. 
ABSTRACT 
The aim of this thesis is the analysis and the numerical solution of supersonic complex-chemistry 
reactive flows. In a first part, we are interested in the flame stabilization by a Mach reflection, for ramp-
shaped or smoothed-ramp-shaped two-dimensional geometries. The analysis of the ignition beyond a 
steady shock waves structure shows that one must take into account the combustion phenomena to 
get the correct structure of the shocked flow. We then compare and analyse some implicit and linear 
implicit schemes for the resolution of such stiff complex chemistry problems. In particular, we show 
that this kind of approach is totally inefficient for a stiff and strongly exothermic chemistry. We then 
adopt a fractional-step method, suitable for both steady and unsteady calculations. This method is 
based on an explicit multi-component second-order Riemann solver, for unstructured meshes, and on a 
specialiazed ODE or DAE solver for the chemistry. This part ends with some 2D numerical simulations, 
for a complex-chemistry hydrogen-air combustion, with a realistic equation of state. 
In a second part, we introduce the effect of diffusive and turbulent transport. The '"laminar" Navier-
Stokes solver is based on a T.V.D. 2nd-order accurate Harten scheme for structured meshes. The steady 
state can be reached more quickly by using a linear implicit method. The resulting linear system in then 
solved by a Gauss-Seidc! line relaxation. For the chemical source term, the specific numerical strategy is 
aimed to preserve some positivity property for the eigenvalues of the Jacobian matrices involved in the 
linearization. Turbulence is taken into account via a k-epsilon model and the inluence of the turbulent 
fluctuations upon chemistry rates via an assumed Pdf approach for the temperature. The numerical 
code is then first ruuned on some academic situations, including a variable-density compressible shear 
layer calculation. We then end with a comparison of a calculation of reacting air-hydrogen compressible 
shear layer and a supersonic combustion experiment. 
