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Abstract
In this work, we exploit Strichartz average approach [Str01] to define the Laplacian on Sierpiński
gasket, in the construction of the finite volume method. The approach present sum similarities with
the finite difference approach in terms of stability and convergence.
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1 Introduction
In his paper [Str01], Strichartz uses the average method to derive the Laplacian on the Sierpiński gas-
ket. This approach encouraged us to define the finite volume method, for the heat equation, defined
on the large class of Sierpiński simplices.
The finite volume method on Sierpiński simplices fits in the natural frame of numerical method
on fractals, that was initiated by the finite element method [GRS01], and the finite difference method
[DSV99], [RD17], [RD18].
In the following, after recalling some fundamental results from fractal analysis, we define the nu-
merical scheme of the finite volume method, we give an estimate of the scheme error, then we deduce a
Courant-Friedrichs-Levy condition for stability and convergence. And we can remark some similarities
between this method and the finite difference method.
2 Sierpiński simplices
In the sequel, we place ourselves in the Euclidean space of dimension d − 1 for a strictly positive
integer d, referred to a direct orthonormal frame. The usual Cartesian coordinates will be denoted
by (x1, x2, ..., xd−1).
Let us introduce the family of contractionsfi, 1 6 i 6 d, of fixed point Pi−1 such that, for any X ∈
R
d−1, and any integer i belonging to {1, . . . , d}:
1
fi(X) =
1
2
(X + Pi−1)
According to [Hut81], there exists a unique subset SS ⊂ Rd−1 such that:
SS =
d⋃
i=1
fi(SS)
which will be called the Sierpiński simplex.
We will denote by V0 the ordered set, of the points:
{P0, . . . , Pd−1}
The set of points V0, where, for any i of {0, ..., d − 1}, every point Pi is linked to the others, consti-
tutes an complete oriented graph, that we will denote by SS0. V0 is called the set of vertices of the
graph SS0.
For any strictly positive integer m, we set:
Vm = F (Vm−1)
The set of points Vm, where the points of an m
th-order cell are linked in the same way as SS0, is an
oriented graph, which we will denote by SSm. Vm is called the set of vertices of the graph SSm. We
will denote, in the following, by Nm the number of vertices of the graph SSm.
Proposition 2.1. Given a natural integer m, we will denote by Nm the number of vertices of the graph
SSm. One has:
N0 = d
and, for any strictly positive integer m:
Nm = dNm−1 −
d (d− 1)
2
Proof. The graph SSm is the union of d copies of the graph SSm−1. Each copy shares a vertex with
the other ones. So, one may consider the copies as the vertices of a complete graph Kd, the number of
edges is equal to
d (d − 1)
2
, which leads to
d (d − 1)
2
vertices to take into account.
Remark 2.1. One may check that Nm =
dm+1 + d
2
.
In the following, we will denote by K a self similar set with respect to the similarities {f1, ..., fd}.
2
Definition 2.1. Self-similar measure, on the domain delimited by the Self-Similar Set
A measure µ on Rd−1 will be said to be self-similar on the domain delimited by the Self-Similar Set,
if there exists a family of strictly positive pounds (µi)16i6d such that:
µ =
d∑
i=1
µi µ ◦ f
−1
i ,
d∑
i=1
µi = 1
For further precisions on self-similar measures, we refer to the works of J. E. Hutchinson (see [Hut81]).
Property 2.2. Building of a self-similar measure, for the Self-Similar Set
The Dirichlet forms mentioned in the above require a positive Radon measure with full support.
Let us set for any integer i belonging to {1, . . . , d}:
µi = R
DH(K)
i
Where DH (K) is the Hausdorff dimension of the Self-Similar Set K satisfying
∑d
i=1R
DH(K)
i = 1, and
Ri is the contraction ratio of the similarity fi. This enables one to define a self-similar measure µ
on K as:
µ =
d∑
i=1
µiµ ◦ f
−1
i
Remark 2.2. In the case of Sierpiński simplices, the self-similar measure is the standard measure given
by
µ =
1
d
d∑
i=1
µ ◦ f−1i
For more details about the next results, see [Str06].
Definition 2.2. Normal derivative
Let x = Fw(Pi), w ∈ {1, ..., d}
m and i ∈ {0, ..., d − 1}, be boundary point of the cell Fw(K) and u a
continuous function on K. We say that the normal derivative ∂nu exists if the limit
∂nu(x) = lim
m→∞
r−m
∑
y∼
m
x
y∈Fw(K)
(u(x)− u(y))
exists.
Theorem 2.3. Green-Gauss formula
Suppose u ∈ dom∆µ for some measure µ. Then ∂nu exists for all x ∈ V0 and
3
E(u, v) = −
∫
K
∆µu vdµ +
∑
V0
∂nu(x) v
holds for all v ∈ domE.
Corollary 2.4.
Suppose u, v ∈ dom∆µ for some measure µ. Then∫
K
∆µu vdµ −
∫
K
u∆µvdµ =
∑
V0
(∂nu(x) v − u∂nv(x))
holds for all v ∈ domE.
Theorem 2.5. Matching condition
Suppose u ∈ dom∆µ . Then at each junction point x = Fw(Pi) = Fw′(Pj), for w,w
′ ∈ {1, ..., d}m
i, j,∈ {0, ..., d − 1}, the local normal derivative exist and
∂nu(Fw(Pi)) + ∂nu(Fw′(Pj)) = 0
holds for all v ∈ domE.
3 The finite volume method
In the sequel, we will denote by T a strictly positive real number, by N0 the cardinal of V0, by Nm the
cardinal of Vm.
3.1 The heat equation
3.1.1 Formulation of the problem
We may now consider a solution u of the problem:


∂u
∂t
(t, x)−∆u(t, x) = 0 ∀(t, x) ∈ ]0, T [×K
u(t, x) = 0 ∀ (x, t) ∈ ∂K × [0, T [
u(0, x) = g(x) ∀x ∈ K
In order to use a numerical scheme, we will define the sequence of graphs (Vm)m∈N⋆ , and the sequences
of cell graph SSm which is built from SSm by considering a vertex in SSm as a cell in SSm, and two
vertices are linked in SSm if the corresponding cells in SSm shares a vertex.
Let fix first a strictly positive integer N , and set h =
T
N
, tn = n× h for n = 0, 1, ..., N − 1.
Set the control volume to be the m-cell CJm = FwJ (SS) for wJ ∈ {1, ..., d}
m , and their m-cells
neighbors CLlm = FwLl (SS), wLl ∈ {1, ..., d}
m for l = 1, ..., d − 1. We can verify that the unions of all
m-cells equals the compact SS.
We define then
4
Figure 1 – SS1 Figure 2 – SS1
Figure 3 – SS2 Figure 4 – SS2
u0J =
1
µ(CJm)
∫
CJm
g(x)dµ(x)
Using the local Gauss-Green formula we can write∫
CJm
∆µudµ =
∑
x∈∂CJm
∂nu(x)
Now we integer the heat equation over CJm × ]tn, tn+1[:∫
CJm
u(tn+1, x)− u(tn, x)dµ =
∫ tn+1
tn
∑
x∈∂CJm
∂nu(t, x) dt
Recall that CJm = FwJ (SS). The boundary points verify x = FwJ (Pj) = FwLl (Pk) for some j, k ∈
{0, ..., d − 1} and l ∈ {1, ..., d − 1}, we use the approximation
5
∂nu(t, x) ≈ r
−m
∑
y∼
m
x
y∈CJm
(u(t, x)− u(t, y))
= r−m

(d− 1)u(t, x) −
∑
y∼
m
x
y∈CJm
u(t, y)


= r−m

du(t, x)− u(t, x)−
∑
y∼
m
x
y∈CJm
u(t, y)


≈ r−m d
(
u(t, x)− utJ
)
where we used another approximation
1
d
∑
y∈∂CJm
u(t, y) ≈
1
µ(CJm)
∫
CJm
u(t, x)dµ(x)
=: utJ
We introduce the matching condition :
∂nu(t, FwJ (Pj)) = −∂nu(t, FwLl (Pk))
i.e.
r−m d
(
u(t, x) − utJ
)
= −r−m d
(
u(t, x)− utLl
)
This implies
u(tn, x) =
(
unJ + u
n
Ll
)
2
The normal derivative becomes
∂nu(t, x) = r
−md


(
utJ + u
t
Ll
)
2
− utJ


= r−m
d
2
(
utLl − u
t
J
)
Back the equation
un+1j = u
n
j +
h
µ(CJm)
∑
x∈∂CJm
∂nu(tn, x)
We can now construct the finite volume scheme
un+1J = u
n
J +
h
µ(CJm)
r−m
d
2
d−1∑
l=1
(
utLl − u
t
J
)
6
Remark 3.1.
• We can observe immediately that we have found miraculously the finite difference scheme.
• We can also define the backward scheme
unJ = u
n−1
J +
h
µ(CJm)
r−m
d
2
d−1∑
l=1
(
utLl − u
t
J
)
We now fix m ∈ N, and denote any X ∈ Vm \ V0 as Xw,Pi , where w ∈ {1, . . . , d}
m denotes a word of
length m, and where Pi, 0 6 i 6 d− 1 belongs to V0.
This enables one to introduce, for any integer n belonging to {0, . . . , N − 1}, the solution vector U(n)
as:
U(n) =


un1
...
undm


using the fact that the number of m-cells is dm. It satisfies the recurrence relation:
U(n+ 1) = AU(n)
where:
A = Idm − h
N0
2
∆˜m
and where Idm denotes the d
m × dm identity matrix, and ∆˜m the d
m × dm Laplacian matrix.
3.1.2 Consistency, stability and convergence
3.1.2.1 Theoretical study of the error
Let us consider a continuous function u defined on SS. For all k in {0, . . . , N − 1} :
∀X ∈ SS :
∫ tn+1
tn
u(t,X)dt = hu(ti,X) +O(h
2)
In the other hand, given a strictly positive integer m, X ∈ Vm \ V0, and a harmonic function ψ
(m)
X on
the mth-order cell, taking the value 1 on X = FwJ (Pj) = FwLl (Pk) and 0 on the others vertices (see
[Str99]), and using the corollary of the Gauss-Green formula:∫
Fw(SS)
∆µuψ
(m)
X dµ = ∂nu(X) − r
−m
∑
y∼
m
x
y∈Fw(SS)
(u(t, x) − u(t, y))
We add the same relation on the cell FwLl (SS) and we use the matching condition to find :
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∫
SS
∆µuψ
(m)
X dµ = r
−m∆mu(X)
= O
(∫
SS
ψ
(m)
X dµ
)
So we proved:
∂nu(X)− r
−m
∑
y∼
m
x
y∈Fw(SS)
(u(t, x)− u(t, y)) = O
(∫
SS
ψ
(m)
X dµ
)
Finally, for the discrete average, we have on a m-cell Fw(SS) :
1
µ(Fw(SS))
∫
Fw(SS)
u(t, x)dµ(x) −
1
d
∑
y∈∂Fw(SS)
u(t, y) =
1
µ(Fw(SS))
∫
Fw(SS)
u(t, x)−
1
d
∑
y∈∂Fw(SS)
u(t, y) dµ(x)
=
1
µ(Fw(SS))
∫
Fw(SS)

1
d
∑
y∈∂Fw(SS)
u(t, x)− u(t, y)

 dµ(x)
6 max
y∈∂Fw(SS)
‖ u(t, x)− u(t, y) ‖∞
= δu(2
−m)
where δu(.) is the continuity modulus of u (which is O(2
−αm) if u is α-Hölderian).
3.1.2.2 Consistency
Definition 3.1. The scheme is said to be consistent if the consistency error go to zero when h→ 0
and m→ +∞, for some norm.
For 0 6 n 6 N − 1, 1 6 i 6 dm, the consistency error of our scheme is given by :
εmn,i = O(h
2) +O
(∫
SS
ψ
(m)
X dµ
)
+ δ(2−m)
= O(h2) +O
(
d−m
)
+ δ(2−m)
= O(h2) +O
(
2−αm
)
if u ∈ C0,α(SS)
One may check that
lim
h→0,m→+∞
εmk,i = 0
The scheme is then consistent.
3.1.2.3 Stability
Definition 3.2. Let us recall that the spectral norm ρ is defined as the induced norm of the norm
‖ · ‖2. It is given, for a square matrix A, by:
ρ(A) =
√
λmax (AT A)
where λmax stands for the spectral radius.
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Proposition 3.1. Let us denote by Φ the function such that:
∀x 6= 0 : Φ(x) = x (d+ 2− x).
The eigenvalues λm, m ∈ N, of the Laplacian are related recursively:
∀m > 1 : λm−1 = Φ(λm).
Proof. Let consider the sequences of graphs (SSm)m>1 associated with the sequences of vertices
(V˜m)m>1, where every vertex correspond to a cell. The initial graph SS1 is just a d-simplex, and
we construct the next graph by the union of d copies which are linked in the same manner as SS1,
and so on ...
Let now fix m and choose a vertex X1 and his neighbors X2, ...,Xd, Y of the graph SSm, where Y
belongs to another m-triangle, and let u be the eigenfunction associated to the eigenvalue λm. we have
((d− 1)− λm)u(X) =
d−1∑
i=1
u(Xi) + u(Y )
In the other hand, we have the same idea in the graph SSm+1, if we take the vertex a
k
1 and his
neighbors ak2 , ..., a
k
d , a
l
h of the graph SSm+1, where a
l
h belongs to another m-triangle, we have for every
interior vertex:
((d− 1)− λm+1)u(a
k
i ) =
∑
j 6=i
u(akj ) + u(a
l
h)
X3X2
X1
Y
Figure 5 – SSm for the Sier-
piński triangle.
a6a5
a4
a9
a7
a8
a3
a1
a2
b
Figure 6 – SSm+1 for the Sierpiński tri-
angle.
Using the mean property
u(Xk) =
1
d
d∑
i=1
u(aki )
9
We get by adding aki to the both hand side of the eigenfunction relation
(d− λm+1)u(a
k
i ) = du(Xk) + u(a
l
h)
(d− λm+1)u(a
l
h) = du(Xh) + u(a
k
i )
Which leads to
u(aki ) = d
((d + 1)− λm+1)u(Xk) + u(Xh)
(d+ 2− λm+1)(d− λm+1)
Now, we consider a boundary vertex ci
((d − 1)− λm+1)u(ci) =
∑
j 6=i
u(cj)
(d− λm+1)u(ci) = du(Xl)
u(c) =
du(Xl)
(d− λm+1)
Finally, we sum all the u(aki ) to get
λm = λm+1 (d+ 2− λm+1)
We deduce that, for any strictly positive integer m:
λ±m =
(d+ 2)±
√
(d+ 2)2 − 4λm−1
2
Let us introduce the functions φ− and φ+ such that, for any x in
]
−∞,
(d+ 2)2
4
]
:
φ−(x) =,
(d+ 2)−
√
(d+ 2)2 − 4x
2
, φ+(x) =
(d+ 2) +
√
(d+ 2)2 − 4x
2
φ+(0) = d+ 2, φ−
(
(d+2)2
4
)
=
d+ 2
2
, φ−(0) = 0, and φ+
(
(d+2)2
4
)
=
d+ 2
2
.
The function φ− is increasing. Its fixed point is x−,⋆ = 0.
The function φ+ is non increasing. Its fixed point is x+,⋆ = (d+ 2)− 1.
One may also check that the following two maps are contractions, since:∣∣∣∣ ddxφ−(0)
∣∣∣∣ = 1√(d+ 2)2 =
1
d+ 2
< 1
and: ∣∣∣∣ ddxφ+ ((d+ 2)− 1)
∣∣∣∣ = 1√(d+ 2)2 − 4 (d+ 2) + 4 =
1
d
< 1.
Since V1 is a complete graph, it has eigenvalues −1 with multiplicity 1, and 2 with multiplicity 2, and
gives the complete spectrum for m > 1.
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The complete Dirichlet spectrum, for m > 2, is generated by the recurrent stable maps (convergent
towards the fixed points) φ+ and φ−.
One may finally conclude that, for any naural integer m:
0 6 λm 6 2 d
Definition 3.3. The scheme is said to be:
• unconditionally stable if there exist a constant C < 1 independent of h and m such that:
ρ(Ak) 6 C ∀ k ∈ {1, . . . , N}
• conditionally stable if there exist three constants α > 0, C1 > 0 and C2 < 1 such that:
h 6 C1 ((d+ 2)
−m)α =⇒ ρ(Ak) 6 C2 ∀ k ∈ {1, . . . , N}
Proposition 3.2. Let us denote by γi, i = 1, . . . , d
m, the eigenvalues of the matrix A. Then:
∀ i = 1, . . . , dm : h (d + 2)m 6
2
d2
=⇒ |γi| 6 1.
Proof. Let us recall our scheme writes, for any integer k belonging to {1, . . . , N}:
U(k + 1) = AU(k) ∀ k ∈ {1, . . . , N}
where:
A = Idm − h ∆˜m.
One may use the recurrence to find:
U(k) = Ak U(0) ∀ k ∈ {1, . . . , N} .
The eigenvalues γi, i = 1, . . . , d
m, of A are such that:
γi = 1− h (
d
2
(d+ 2)m)λi
One has, for any integer i belonging to {1, . . . , dm} :
1− h
d
2
(d+ 2)m (2 d) 6 γi 6 1
which leads to:
h (d + 2)m 6
2
d2
=⇒ |γi| 6 1.
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3.1.2.4 Convergence
Definition 3.4.
• The scheme is said to be convergent for the matrix norm ‖ · ‖ if :
lim
h→0,m→+∞
∥∥∥∥∥∥
(
ukj −
1
µ(CJm)
∫
CJm
g(x)dµ(x)
)
06k6N, 16j6dm
∥∥∥∥∥∥ = 0
• The scheme is said to be conditionally convergent for the matrix norm ‖ · ‖ if there exist two real
constants α and C such that :
lim
h6C((d+2)−m)α,m→+∞
∥∥∥∥∥∥
(
ukj −
1
µ(CJm)
∫
CJm
g(x)dµ(x)
)
06k6N, 16j6dm
∥∥∥∥∥∥ = 0
Theorem 3.3. If the scheme is stable and consistent, then it is also convergent for the norm ‖ · ‖2,∞,
such that:
∥∥∥∥(ukj)06k6N,16j6dm
∥∥∥∥
2,∞
= max
06k6N

d−m ∑
16i6dm
∣∣∣uki ∣∣∣2


1
2
Proof. Let us set:
wki = u
k
j −
1
µ(CJm)
∫
CJm
g(x)dµ(x), 0 6 k 6 N, 1 6 j 6 dm
Let us now introduce, for any integer k belonging to {0, . . . , N}:
W k =


wk1
...
wkdm

 , Ek =


εmk,1
...
εmk,dm


One has then W 0 = 0, and, for any integer k belonging to {1, . . . , N − 1}:
W k+1 = AW k + hEk
One finds recursively, for any integer k belonging to {0, . . . , N − 1}:
W k+1 = AkW 0 + h
k−1∑
j=0
Aj Ek−j−1 = h
k−1∑
j=0
Aj Ek−j−1
Since the matrix A is a symmetric one, the CFL stability condition h (d + 2)m 6
2
d2
yields, for any
integer k belonging to {0, . . . , N − 1}:
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|W k| 6 h

k−1∑
j=0
‖ A ‖j

 ( max
06k6j−1
|Ek|
)
6 hk
(
max
06k6j−1
|Ek|
)
6 hN
(
max
06k6j−1
|Ek|
)
6 T

 max
06k6j−1
(
dm∑
i=1
|εmk,i|
2
) 1
2


One deduces then:
max
06k6N−1
(
d−m
dm∑
i=1
|wki |
2
) 1
2
= d−
m
2 max
16k6N−1
|W k|
6
(
d−
m
2
)
T

 max
06k6N−1
(
dm∑
i=1
|εmk,i|
2
) 1
2


6
(
d−
m
2
)
T
(
(dm)
1
2 max
06k6N−1, 16i6dm
|εmk,i|
)
=
√(
d−m
dm+1 − d
2
)
T
(
max
06k6N−1, 16i6dm
|εmk,i|
)
= O(h2) +O(d−m) + δ(2−m)
= O((d+ 2)−2m) +O(d−m) + δ(2−m)
= O(2−αm).
The last equality hold if we assume that u is Holder-continuous. The scheme is thus convergent.
Remark 3.2. One has to bear in mind that, for piecewise constant functions u on the mth-order cells:
∥∥∥(ukj)∥∥∥
2
=

d−m ∑
16i6dm
|uki |
2)


1
2
=
∥∥∥(ukj)∥∥∥
L2(SS)
.
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3.1.3 The specific case of the implicit Euler Method
Let consider the implicit Euler scheme, for any integer k belonging to {0, . . . , N − 1}:
unJ = u
n−1
J +
h
µ(CJm)
r−m
d
2
d−1∑
l=1
(
utLl − u
t
J
)
It satisfies the recurrence relation:
A˜ U(n) = U(n− 1)
where:
A˜ = Idm + h× ∆˜m
and where Idm denotes the (d
m)× (dm) identity matrix, and ∆˜m the (d
m)× (dm) normalized Laplacian
matrix.
3.1.3.1 Consistency, stability and convergence
ii. Consistency The consistency error of the implicit Euler scheme is given by :
For 0 6 n 6 N − 1, 1 6 i 6 dm, the consistency error of our scheme is given by :
εmn,i = O(h
2) +O
(
d−m
)
+ δ(2−m)
= O(h2) +O
(
2−αm
)
if u ∈ C0,α(SS)
We can check that
lim
h→0,m→∞
εmk,i = 0
The scheme is then consistent.
3.1.3.2 Stability
Definition 3.5. The scheme is said to be :
• unconditionally stable for the norm ‖ . ‖∞ if there exist a constant C > 0 independent of h and
m such that :
‖ Umh (k) ‖∞6 C ‖ U
m
h (0) ‖∞ ∀k ∈ {1, ..., N}
• conditionally stable if there exist three constants α > 0, C1 > 0 and C2 < 1 such that :
h 6 C1((d+ 2)
−m)α =⇒‖ Umh (k) ‖∞6 C2 ‖ U
m
h (0) ‖∞ ∀k ∈ {1, ..., N}
Let us recall that our scheme writes:
A˜ U(k) = U(k − 1)
where :
A˜ = INm−d + h× ∆˜m
One has:
‖ A˜−1 ‖∞6 1 and thus ‖ A˜
−n ‖∞6 1
This enables us to conclude that the scheme is unconditionally stable :
U(k) 6 U(0)
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iii. Convergence
Theorem 3.4. The implicit euler scheme is convergent for the norm ‖ . ‖2,∞.
Proof. Let:
w
k
i = u
k
j −
1
µ(CJm)
∫
CJ
m
g(x)dµ(x), 0 6 k 6 N, 1 6 j 6 dm
We set:
W
k =


wk1
...
wkdm

 , Ek =


εmk,1
...
εmk,dm


Thus, W 0 = 0, and, for 0 6 k 6 N − 1:
W
k+1 = A˜−1W k + hEk 0 6 k 6 N − 1
We find, by induction, for 0 6 k 6 N − 1:
W
k+1 = A˜−kW 0 + h
k−1∑
j=0
A˜
−j
E
k−j−1
= h
k−1∑
j=0
A˜
−j
E
k−j−1
Due to the stability of the scheme, we have, for k = 0, . . . , N :
|W k| 6 h
(
k−1∑
j=0
‖ A˜−1 ‖j
)(
max
06k6j−1
|Ek|
)
6 h k
(
max
06k6j−1
|Ek|
)
6 hN
(
max
06k6j−1
|Ek|
)
6 T

 max
06k6j−1
(
dm∑
i=1
|εmk,i|
2
)1/2
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One deduces then:
max
06k6N
(
d
−m
dm∑
i=1
|wki |
2)
) 1
2
= (d)−
m
2 max
16k6N
|W k|
6
(
d
−m
2
)
T

 max
06k6N−1
(
dm∑
i=1
|εmk,i|
2
)1/2
6
(
d
−m
2
)
T
(
(dm)
1
2 max
06k6N−1, 16i6dm
|εmk,i|
)
=
√(
d−m
dm+1 − d
2
)
T
(
max
06k6N−1, 16i6dm
|εmk,i|
)
= O(h2) +O(d−m) + δ(2−m)
= O((d+ 2)−2m) +O(d−m) + δ(2−m)
= O(2−αm).
The last equality hold if we assume that u is Holder-continuous. The scheme is thus convergent.
3.1.4 Numerical results - Gasket and Tetrahedron
3.1.4.1 Recursive construction of the matrix related to the sequence of graph Laplacians
In the sequel, we describe our recursive algorithm used to construct matrix related to the sequence
of graph Laplacians, in the case of Sierpiński Gasket and Tetrahedron.
i. The Sierpiński Gasket.
Figure 7 – mth-order cell of the Sierpiński Gasket.
One may note, first, that, given a strictly positive integer m, a mth-order triangle has three corners,
that we will denote by C1, C2 and C3 ; the (m+1)th-order triangle is then constructed by connecting
three m copies T (n) with n = 1, 2, 3.
The initial triangle is labeled such that C1 ∼ 1, C2 ∼ 2 and C3 ∼ 3 (see figure 1).
The fusion is done by connecting C2(1,m) ∼ C1(2,m), C3(1,m) ∼ C1(3,m), and C3(2,m) ∼
C2(3,m) (see figures 2, 3, 4).
The label of the corner vertex can be obtained by means of the following recursive sequence, for any
strictly positive integer m:
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Figure 8 – The first copy T (1) Figure 9 – The second copy T (2)
Figure 10 – The third copy T (3)
C1(n,m) = 1 + (n − 1) 3m−1
C2(n,m) = I2(m) + (n− 1) 3m−1
C3(n,m) = n 3m−1
where:
I2(1) = 2
I2(m) = I2(m− 1) + 3m−2.
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1. One may start with the initial triangle with the set of vertices V0. The corresponding matrix is
given by:
A0 =

 2 −1 −1−1 2 −1
−1 −1 2


2. If m = 0, the Laplacian matrix is A0, else, Am is constructed recursively from three copies of the
Laplacian matrices Am−1 of the graph Vm−1. First, we build, for any strictly positive integer m,
the block diagonal matrix:
Bm =

Am−1 0 00 Am−1 0
0 0 Am−1


3. One may then introduce, for any strictly positive integer m, the connection matrix as in [FL04]:
Cm =
(
C2(1,m) C3(1,m) C3(2,m)
C1(2,m) C1(3,m) C2(3,m)
)
4. One has then to set ACm(2,j),Cm(1,j) = ACm(1,j),Cm(2,j) = −1, andACm(2,j),Cm(2,j) = ACm(1,j),Cm(1,j) =
3.
ii. The Sierpiński Tetrahedron.
Figure 11 – mth-order cell of the Sierpiński Tetrahedron.
One may note, first, that, given a strictly positive integer m, a mth-order tetrahedron has four
corners C1, C2, C3 and C4 (see figure 5), and that the (m + 1)th-order triangle is constructed by
connecting four m copies T (n), with n = 1, 2, 3, 4 (see figure 6, 7, 8, 9).
As in the case of the triangle, the initial tetrahedron is labeled such that C1 ∼ 1, C2 ∼ 2, C3 ∼ 3
and C4 ∼ 4.
The fusion is done by connecting C2(1,m) ∼ C1(2,m), C3(1,m) ∼ C1(3,m), C4(1,m) ∼ C1(4,m),
C3(2,m) ∼ C2(3,m), C4(2,m) ∼ C2(4,m), C4(3,m) ∼ C3(4,m).
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Figure 12 – The first copy T (1).
Figure 13 – The second copy
T (2).
Figure 14 – The third copy T (3).
Figure 15 – The fourth copy
T (4).
The number of corners can be obtained by means of the following recursive sequence, for any strictly
positive integer m:
C1(n,m) = 1 + (n − 1) 4m−1
C2(n,m) = I2(m) + (n− 1) 4m−1
C3(n,m) = I3(m) + (n− 1) 4m−1
C4(n,m) = n 4m−1
where:
I2(1) = 2
I2(m) = I2(m− 1) + 4m−2
I3(1) = 3
I3(m) = I3(m− 1) + 2× 4m−2
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1. One starts with initial tetrahedron with the set of vertices V0. The corresponding matrix is given
by:
A0 =


3 −1 −1 −1
−1 3 −1 −1
−1 −1 3 −1
−1 −1 −1 3


2. If m = 0 the Laplacian matrix is A0, else, for any strictly positive integer m, Am is constructed
recursively from three copies of the Laplacian matrices Am−1 of the graph Vm−1. Thus, we build
the block diagonal matrix:
Bm =


Am−1 0 0 0
0 Am−1 0 0
0 0 Am−1 0
0 0 0 Am−1


3. We then write the connection matrix:
Cm =
(
C2(1,m) C3(1,m) C3(2,m) C4(1,m) C4(2,m) C4(3,m)
C1(2,m) C1(3,m) C2(3,m) C1(4,m) C2(4,m) C3(4,m)
)
4. One then has to set ACm(2,j),Cm(1,j) = ACm(1,j),Cm(2,j) = −1, andACm(1,j),Cm(1,j) = ACm(2,j),Cm(2,j) =
4.
3.1.4.2 Numerical results
i. The Sierpiński Gasket
In the sequel (see figures 16 to 19), we present the numerical results for m = 6, T = 1 and N = 2×105.
Every point represent an m-cell of the Sierpiński gasket.
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Figure 16 – The graph of the approached solution of the heat equation for k = 0.
Figure 17 – The graph of the approached solution of the heat equation for k = 10.
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Figure 18 – The graph of the approached solution of the heat equation for k = 100.
Figure 19 – The graph of the approached solution of the heat equation for k = 500.
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ii. The Sierpiński Tetrahedron
In the sequel (see figures 20 to 24), we present the numerical results for m = 4, T = 1 and N = 105.
Figure 20 – The graph of the approached solution of the heat equation for k = 0.
Figure 21 – The graph of the approached solution of the heat equation for k = 10.
Figure 22 – The graph of the approached solution of the heat equation for k = 50.
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Figure 23 – The graph of the approached solution of the heat equation for k = 100.
Figure 24 – The graph of the approached solution of the heat equation for k = 500.
Discussion
Our heat transfer simulation consists in a propagation scenario, where the initial condition is a har-
monic spline g, the support of which being a m-cell, such that it takes the value 1 on a vertex x, and
0 otherwise.
Every point represent an m-cell as before. The color function is related to the gradient of temperature,
high values ranging from red to blue.
we can deduce from the theoretical results that there are some similarities between the finite difference
method (FDM) and the finite volume method (FVM), so let’s do a comparison :
• The FDM is based on the graph SSm, and the FVM is based on the graph SSm, and the two
graph generate the same spectral decimation function.
• The space theoretical error of the two method is the same for holder continuous function.
• The time theoretical error is of order h in the FDM and h2 for the FVM.
• The stability conditions are the same.
• Finally, the numerical simulation shows the same behavior in the two approaches.
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