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Abstract
As technology continues to advance, there continues to be an interest in applying
engineering theories to solve medical problems. Technology has allowed researchers to
investigate the properties and characteristics of the human body in hopes of emulating their
complexities. The rising interest in the study of biopotentials for use in prosthetic limbs,
exoskeletons and machine interfacing has led to a necessity to validate that the understanding of
these signals is accurate. The study of biopotentials generated by muscles via a method known as
electromyography (EMG) has improved the understanding of effects of rehabilitative treatments,
assisted in diagnosing diseases, control of prosthetic limbs and much more. Because of its
diagnostic capabilities, it is increasingly necessary to verify that the information extracted from
EMG signals is valid. The aim of our work is to subjectively quantify human muscle fatigue
using instantaneous frequency and instantaneous amplitude, extracted from EMG signals, using a
cosine modulated filter bank (CMFB). Compared to the conventional method of signal analysis
techniques, the filter bank allows for study of the frequency components of a signal with regards
to time. Surface EMG signals were collected by the Air Force Research Lab (AFRL), from 26
healthy individuals (15 Male and 11 Female) ranging in age from 23 to 27 years. The subjects
participated in five 8-hour sessions whilst wearing different helmet load configurations ranging
from 3-6 lbs. The participants completed a 100% MVC, pre-and post each 8 hour session.
Throughout the 8 hour session, the subjects were instructed to perform an isometric voluntary
contraction consisting of neck extension at 70% MVC for a maximum of 3 minutes or until the
subject could no longer hold the contraction, whichever occurred first. This movement was
performed for every hour up until conclusion of the session. During each session volunteers
completed a perceived level of exertion questionnaire prior to recordings and at hours two, four,
and six. In our study, we compare the CMFB features IF and IA to the classic EMG parameters
MDF, MNF, and RMS to determine if IF and IA can subjectively quantify sensitively local
muscle fatigue by using the perceived level of exertion results obtained from subjects. As EMG
literature has established, the analysis of sEMG data ranges anywhere from 10s to 30s; because
of this, we will be analyzing the last 30 s of each voluntary contraction performed by our
subjects. The use of Receiver Operating Characteristic (ROC) curves are implemented to observe
the specificity and sensitivity of IF and IA to objectively quantify the development of muscle
fatigue.
vi
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Chapter 1: Introduction
The ever-growing interest in technology and its applications in the medical field
have helped advance the study of the human body. From heart rate monitors to x-rays, or
magnetic resonance imaging (MRI) scans, the spectrum with which the human body may
be studied and observed is growing significantly. A prime example of the benefits of
technology’s development is the use of electromyography (EMG) to study the anatomical
and physiological properties of the motor system [69]. Specifically, electromyography
measures the motor unit action potential generated from a muscle. A motor unit is
composed of a motor nerve cell and the many muscle fibers it activates. An action
potential is the electrical stimulus that traverses a motor unit to generate a movement.
The action potential stimulus is caused by a series of chemical imbalances along the
membrane of a motor unit. Therefore, this electro-diagnostic tool can be used to study
patients that exhibit symptoms of muscle weakness, fatigue, or impaired strength.
Typically, it assists in differentiating between muscle weakness caused by injury to a
nerve or weakness due to neurologic disorders. However, EMG signals have many
applications aside from the diagnosis of medical abnormalities such as evaluation of
rehabilitation treatments, for ergonomic and occupational studies, and more recently to
control prosthetic limbs [7] [25] [69].
In clinical settings EMG has been used to diagnose patients with diseases such as
carpal tunnel syndrome, myopathy, and denervation. In these cases the signals are used to
study the muscle activity of a patient that experiences symptoms of muscle weakness or
impaired strength. Clinicians use EMG recordings to gather insightful information in
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determining what the cause of muscle weakness stems from, neurological disorder or
injury to a nerve. The use of EMG in ergonomics and occupational studies is approached
differently. The ability of this tool to provide an understanding into the current state of a
muscle allows for investigators to test the affects that different techniques or practices
cause on the human body within a common workplace. The ergonomic field is very broad
but typical studies evaluate the affects that stem from both static (little to no movement)
and dynamic (heavy movement) repetitive tasks such as signs of increased tension,
muscle fatigue, or stress. In more recent years, as technology continues to advance a
technique known as feature extraction is being applied to EMG signals and used to
control prosthetic limbs. The future of this technique can be observed in areas of robotic
devices, exoskeletons, and human computer interaction. This method relies on heavily
studying EMG signals in search of patterns that can be associated with human limb
movement. These patterns are entered into a database housed in the prosthetic limb and
upon recognition would complete similar movements through the prosthetic device. This
greatly benefits patients by allowing them to control their prosthetic limb by simply using
the EMG biosignals.
Due to the many factors involved with a muscular contraction as the study of
muscle fatigue continues to advance, it has become clearer that there is no one isolated
circumstance that is the definite determinant of fatigue. Researches in areas including
biology, chemistry, neurology and engineering have all contributed to the understanding
that there exist different that contribute to the onset of muscle fatigue. In the supporting
literature, some of the well-known contributors to the onset of muscle fatigue are known
to be biochemical imbalances and the neurological system.
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However, out of its many useful qualities one of the rigorously tested attributes of
EMG is its ability to detect muscle fatigue, commonly described as physical fatigue [8].
Human muscle fatigue is defined as the inability of a muscle to continue a contraction
with its same initial power. Furthermore, the point at which fatigue is reached depends
heavily on the individual- involving physical, chemical, and neurological factors that
occur within the muscular and nervous system. It is a common phenomenon that varies
intensity when physical or neurological ailments exist.
In the engineering field, EMG signals are studied by applying signal processing
techniques and then identifying patterns or relationships that relate to muscle fatigue.
Signal processing is an area of study that falls within Electrical and Systems Engineering.
It is an applied mathematical approach that analyzes analog or digital signals. These
signals represent time-varying (i.e. sound or biological signals) or spatially-varying (i.e.
images) physical quantities. The common operations and applications of signal
processing are quality improvement, signal compression, feature extraction, or signal
acquisition. There are several sub-fields such as image processing, speech signal
processing, spectral estimation, and time-frequency analysis. In EMG studies the
processing fields used are spectral estimation and time-frequency analysis. These
analyses offer quality improvement in the form of noise reduction. Spectral estimation is
used to characterize the energy content of the signal to detect spikes at frequencies that
may occur periodically. The time-frequency technique is used to simultaneously study
both the time and frequency domains to observe and correlations between the two.
Specific to EMG studies, the common signal processing techniques reported in literature
are the power spectral density (PSD), Short Time Fourier Transform (STFT), Wavelets,
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Choi-Williams Distribution (CWD), and the Wigner Ville Distribution (WVD). The
choice of technique within a study is dependent on the type of surface EMG signal
collected. When dealing with EMG signals several internal and external factors affect the
recording such as muscle fiber diameter, muscle fiber type, motor unit recruitment, tissue
layers, electrode orientation, subject movement, power line noise, and type of muscular
contraction. The most highly coveted signal processing method used to analyze EMG
signals is PSD however an increase in time-frequency analysis methods have reported to
show an increase in efficiency regarding muscle fatigue detection. The time-frequency
approaches offer a more intuitive understanding to the natural characteristics observed in
the EMG signal. These advances suggest the application of novel techniques and
parameters that objectively quantify fatigue.
The conventional, and most universally accepted, signal processing parameters
extracted and observed for the detection of muscle fatigue are root mean square (RMS),
median frequency (MDF), and mean frequency (MNF). When fatigue is present research
has shown that EMG signals exhibit a decrease in frequency (MDF or MNF), and an
increase in amplitude (RMS). These phenomena have been attributed to factors such as
motor unit recruitment and firing rates. Investigators such as Merletti, De Luca, and
Bonato have pioneered EMG studies and advances. Much of their work has continued to
solidify and advance the manner in which EMG signals are analyzed and objectively
studied. The book Electromyography: Physiology, Engineering and Noninvasive
Applications by Merletti, provides a compilation of different processing methods and
analytical techniques that were reported or published before 2004. Aside from the indepth explanation of EMG background he included an extensive review of the benefits of
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EMG in the medical field. Similarly, De Luca’s contribution to the book Muscles Alive
gives a detailed account and explanation to the physiological phenomena occurring
within a muscle. He has contributed to the EMG field by publishing work on the
mathematical derivation of electrical activity observed in a motor unit action potential.
Investigative studies have greatly benefited from this derivation. The understanding of
EMG signal characteristics and properties assists investigators in deciding which signal
processing techniques will provide a reliable analysis of the signal. Amidst his many
contributions of the characteristics of EMG signals, De Luca also derived a list of
causative, intermediate and deterministic factors that affect the EMG signal and its
interpretation, which will be seen in this text. Using the mathematical representations
derived from De Luca as a foundation for EMG signal analysis, several recent
investigations have been involved with using more advanced signal processing
techniques (time-frequency analysis).
Since EMG signals can be acquired from subjects performing various tasks,
different approaches have been proposed to combat issues that may arise. For example,
EMG signals can be recorded while a subject performs either a dynamic or isometric
contraction. Isometric contractions are observed when the muscle being investigated
requires an increase in tension to sustain a load or weight while the muscle remains
stationary in length. In contrast, a dynamic contraction is defined as a contraction where
the length of the muscle changes when a load or weight is introduced. These two types of
contractions immensely change the way an EMG signal is processed because of the
change in signal properties. Recent investigations propose to use more advanced signal
processing techniques to provide better detail for non-stationary contractions. One of the
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researchers at the forefront of this movement is Bonato. His work analyzes EMG signals
recorded from subjects performing a dynamic muscular contraction by using timefrequency analysis. In everyday life the majority of the contractions performed are
dynamic contractions. Therefore, work in this area can assist with the assessment of
fatigue in a more practical manner. Typically, an EMG signal is considered a stochastic
process. A stochastic process is a signal that can be considered a representation of the
evolution of a random variable over time. In a stochastic process even if the starting point
is known, there exist infinitely many directions that the process may evolve to over time.
To combat this issue, time-frequency analysis techniques have been proposed to analyze
non-stationary signals such as EMG. However, experimental designs studying the surface
EMG signals record in epochs lasting from 0.5s to 2.0s allowing the signal to be
considered a wide-sense stationary zero mean, Gaussian stochastic process [15]. This
methodology is similar to taking ‘snapshots’ of the signal and analyzing it as a stationary
signal in time. Using advanced signal processing techniques to solve for conventional
fatigue parameters has been heavily studied and shown similar results to conventional
analysis techniques. More recently, a new parameter, instantaneous frequency, has been
documented to objectively quantify fatigue in similar fashion, sometimes even better,
than conventional processing approaches.
Although fatigue classification continues to become more effective a problem still
exists. As previously mentioned there is no one deterministic factor that definitively
quantifies fatigue (i.e. chemical, neurological, physiological, and psychological).
Therefore, an objective study alone is only part of an effective fatigue detection exam.
The human body is so unique that no two human beings could ever be identically related.
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Studies have combined different testing mechanisms (i.e. mechanomyography, nearinfrared spectroscopy) to create a stronger argument for fatigue manifestation [29] [39].
Yet, very few have reported on a combined subjective and objective classification of
fatigue. In fact, to the best of our knowledge there have been no studies utilizing
advanced signal processing techniques that both subjectively and objectively quantify
muscular fatigue. Studies performed in parallel fields (i.e. electroencephalography,
electrooculography, and impulse oscillometry system for pulmonary testing) have used
subject feedback to validate their findings.
The engineering field continues to analyze and propose new methods towards
EMG feature extraction to increase the reliability of EMG as a diagnostic tool. Since
EMG is widely used for detection of disease and rehabilitative validation it is
increasingly important that the extracted parameters are accurate and reliable. The
premise of our work is to combine advanced signal processing techniques and new
parameters to both objectively and subjectively quantify fatigue.
The outline of this text is as follows. Chapter two contains a detailed discussion of
the muscular system specifically the anatomical presentation of muscles and the
physiological aspects involved with movement. Then, the origination of
electromyography signals and its properties will be reviewed. A basic explanation of
simple signal processing properties will be included to give the reader a better
understanding of the advanced signal processing techniques that are discussed in the
literature review. To conclude this chapter an extensive literature review is included
giving an in-depth account to the current processing techniques and parameters used to
analyze EMG signals.
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In chapter three the demographics of test subjects are revealed along with the
study design used in our investigation. The data used for this study was provided by the
Human Effectiveness Directorate of the Air Force Research Laboratory (AFRL). The
goal of ARFL was to conduct testing on the affects that varied weighted helmets had on
pilot subjects. A complete explanation and representation of our methodology, the cosine
modulated filter bank (CMFB) and Receiver Operating Characteristic (ROC) curves, will
be explained in this section. The estimation of novel parameters instantaneous frequency
(IF) and instantaneous amplitude (IA) are reviewed in this section as well.
Chapter four contains a comprehensive analysis of the research findings for our
three research questions. The last and final chapter describes our discussions and
conclusions including work limitations and future work implementations.
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Chapter 2: Background
The aim of our study is to test the ability of the parameters’ instantaneous
frequency and amplitude derived via a cosine modulated filter bank to subjectively
quantify human muscle fatigue. Below are the focal points of exploration in this study:

2.1 Problem Statement
We define in this section the following three research questions:
1. Do the surface EMG variables (IF and IA) estimated from the filter bank
(proposed method) correlate to the conventional variables/parameters
(MDF/RMS/MNF)?
2. Is there a relationship between indices and hour-to-hour presentation to
objectively and subjectively quantify fatigue?
3. Is there any relationship between hour-to-hour testing and intensity of
discomfort reported by the subject?

We hypothesized that, since instantaneous frequency (IF) has previously been
shown to objectively quantify muscle fatigue in [26] over conventional parameters, it will
outperform traditional parameters in subjectively quantifying human muscle fatigue. In
order to better understand the methodology of our work, it is important to understand the
various factors involved in the anatomical and physiological presentations of skeletal
muscle contraction.
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2.2 The Muscular System
The human body is comprised of 11 systems (i.e Skeletal, Muscular, Nervous,
etc.) working as one unit to sustain life. The Muscular system consists of three different
types of muscle tissue: smooth, cardiac, and skeletal [49]. These are all comprised of
their own unique attributes, which aid in their intended bodily function. Smooth muscles
are controlled involuntarily and are typically found in the lining of veins, arteries and the
digestive tract. Cardiac tissue is responsible for involuntary rhythmic contractions of
cardiac cells controlling the output of blood from the heart into the circulatory system.
Skeletal muscles are the only voluntarily controlled muscles and are primarily
responsible for limb movement [34] [49]. Our work focuses on skeletal muscle and, as
such, we will discuss the organization and structure unique to them.

2.2.1 Anatomy of Human Skeletal Muscle
Muscles are the only tissue in the human body with the ability to contract. Their
distinctive structure and levels of organization make this a cohesive effort by multiple
muscle cell fibers that make up any one muscle. Most skeletal muscles are attached to
bones through tendons; tendons are comprised of dense regular connective tissue whose
strong fibers firmly attach muscle to bones. The skeletal muscles that are attached to the
tendon are comprised of several fasciculi. These fasciculi act as sub-compartments that
contain several bundles of muscle fibers. A layer beneath the muscle fibers are smaller
bundles called myofibrils. When several of these myofibrils are grouped together they
create a muscle fiber. (Fig. 2.1)
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Figure 2.1. Structure of the Skeletal Muscle [6].

The mechanisms housed within the myofibrils are the foundation for the
contractile structures of the cell. A closer look at the structure of each individual
myofibril reveals the surrounding cell membrane known as the sarcolemma, which acts
as a conductor for electrochemical signals for cell stimulation. The electrical signals that
reach the sarcolemma arrive into the cells via passageways known as transverse tubules
(t-tubules) that can be found throughout the myofibril. Once electrical stimulation has
traversed through the t-tubules it arrives at the sarcoplasmic reticulum, which is a
structure that houses calcium ions (Ca2+) that play a vital role in the onset of myofibril
contraction. (Fig. 2.2)
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Figure 2.2 Inside layers of a myofibril [52].

The functional and anatomical unit of contractile equipment also known as
myofilaments are contained within the myofibrils and surrounded by the t-tubules,
sarcoplasmic reticulum, and mitochondria. Each myofilament is comprised of several
sacromeres that contain thick (myosin) and thin (actin, troponin, and tropomyosin)
filaments. The manner in which the thick and thin filaments interact allows for the
lengthening and shortening changes of the muscle and is referred to as the cross-bridge
cycle. The thick filaments, myosin, are structurally shaped like a club while actin is
shaped as a helix chain with tropomyosin intertwined and covering the actin-myosin
binding sites and troponin atop the tropomyosin acting as a “lock”. The configuration for
both thick and thin filaments can be seen in Figure 2.3 [14] [49].
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Figure 2.3. (A) A portion of thin filament comprised of actin, tropomyosin, and troponin.
(B) A portion of the thick filament, myosin, bundled together to create cross-bridges. (C)
Diagram depicting the layout of the thick and thin filament within a sarcomere [52].

2.2.2 Muscle Fiber Types
Earlier studies have demonstrated the existence of multiple fiber types based on
physiological properties. The rate of fatigue, initiation and speed of contraction has been
linked to three different muscle fibers: Type I (red muscle fibers), Type IIa (red muscle
fibers), Type IIb (white muscle fibers) [22] [41] [49]. Type I fibers, also known as slowtwitch fibers are the most resistant to fatigue. These fibers contain high levels of ATPase,
which is an enzyme that breaks down ATP to release energy for use in the cell. They
contain slow myosin and are smaller in diameter. Type I fibers fatigue at a slower rate
because of their high-energy efficiency [41] [52]. These muscle fibers are used for low
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power contractions such as postural endurance by relying heavily on aerobic glycolysis.
[49] Type II fibers are divided into two different groups: Type IIa, Type IIb. Type IIa
fibers are known as fast-twitch, fatigue resistant fibers used primarily for medium
endurance bodily functions, while Type IIb are fast-twitch, fatigable fibers used for rapid,
powerful movements. Both Type II fibers contain fast myosin and produce ATP for
muscular contraction through anaerobic glycolysis. This process leads to a high
production and accumulation of lactic acid inhibiting chemical reactions, thus delaying or
stopping the speed of contraction [31] [41] [49] [52]. Although there have been various
investigations explaining these phenomena, these fibers appear randomly distributed
across muscle cross sections. Therefore, an exact amount of each fiber type in an
individual muscle is unknown and is often classified by percentages of each type of fiber
within a muscle section. The percentage of each fiber type differs amid different muscles
based on the muscle function. However, studies have shown that diverse types of
endurance training exercises may increase the percentage of one type over the other [31].

2.3 Physiology of Human Muscle
The human body is the ultimate self-sustaining machine that regulates its internal
and external environment in order to maintain homeostasis. The mechanics of the human
body resemble a feedback control system. The basic components of a control system are:


the controller - which interprets the error signal and responds by manipulating the
controlled elements.



the controlled elements - consisting of those parameters that can be manipulated
by the controller.
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the sensor or sensing device.



the feedback signal - occasionally an error signal.



the reference signal or set point and



the regulated variable - which is the parameter that is kept constant or stabilized
by the system [44].

In the human body, the controller of the system is the central nervous system
(CNS). It has the ability to take into consideration the current state output, along with
known inputs, to make corrections and/or adjustments. This allows for the human
body to make impulse decisions at the level of micro- to milli- seconds. Figure 2.4 is
a schematic of the human reflex arc depicted as a control system.
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Figure 2.4. Block diagram of the muscle-length control system for a peripheral muscle.
The control system design is as follows: Controller  CNS; Spindle  feedback element
and sensor (L, u); Muscle regulated variable. The components of the reflex arc allows
for the sense organ to respond to pressure, temperature change, touch or pain. This
information is detected by the muscle spindle and transmitted via a sensory neuron to the
CNS as a feedback signal. The CNS makes a motor decision and provides
communication from CNS to the muscle. For more complex processing, various sensory
inputs are taken into consideration [44].

The Nervous System:
In the nineteenth century, information on the structure and action of the nervous
system became available allowing for better understanding of human body control [3]
[4]. The most noteworthy attribute of the Nervous Systems (NS) complex organization,
which is comprised of trillions of cells, is the manner in which these cells can rapidly
communicate with one another. The NS is typically described in an anatomy and
physiology textbook as composed of two parts: the central nervous system (CNS) and the
peripheral nervous system (PNS) [49] [63] [68]. The central nervous system consists of
the brain and spinal cord while the peripheral nervous system consists of neurons that
16

serve as communicators to relay information to the CNS. The flow chart below depicts a
generalization of the central nervous system and the peripheral nervous system along
with their designated subdivisions/subordinates. (Fig. 2.5)

Figure 2.5. Flow chart summary of the functional (physiological) organization of the
Nervous System [46].
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2.3.1 Neural Communication
Neural communication is one of the most intricate traits of the human anatomy.
Primarily three types of neurons are found in the body: sensory neurons, interneurons,
and motor neurons. Each type of nerve cell has its own exclusive function in contribution
to their key role, which is to process and transmit information. The sensory neurons, also
called afferent neurons, carry information about the external environment to the CNS.
Interneurons connect sensory and motor neurons and integrate their functions. The motor
neurons, also called an efferent neuron, carries information away from the CNS toward
the intended target. An overview of nerve cell structure and their communication
processes will be discussed.

Neuron Structure:
As mentioned above, the process by which neurons communicate is by the
propagation of electrical signals that are either delivered to the CNS or delivered from the
CNS to the intended target. The structure of a neuron allows for these signals to
communicate at speeds ranging from micro- to milliseconds [51]. A neuron has four
distinct regions: 1) the axon; 2) the cell body; 3) the axon terminals; 4) and dendrites. The
structure of a neuron can be seen in Figure 2.6.
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Axon Hillock

Figure 2.6. The general structure of neuron [9].

It is important to note that the dendrites, the short branchlike structures that are
attached to the cell body, are the receivers of the signals from sensory receptors and/or
other neurons. The cell body contains the components needed for a nerve to maintain a
variety of cellular functions. The axon is the conductive part of the neuron which
transmits nerve impulses and the axon terminals are the part of the nerve cell that
connects to the next neuron or intended target to pass along the signals. Action potentials,
or electrical impulses, are generated at the initial segment of the axon near the cell body
and is known as the axon hillock and is transmitted along the axon. Some axons are
myelinated, (Fig. 2.6), which acts as an insulator and assists in transmitting the electrical
pulses faster than unmyelinated axons, which lack this insulation [49].

The Action Potential:
An action potential (AP) is defined as the flow of ions across the cell membrane
that generates a propagating wave of depolarization along the axon. The electrochemical
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properties of the neuron are the main elements that contribute to this phenomenon. It is
the chemical imbalances within a neuron, and nearly all living cells in the human body,
that cause the membrane potential of a nerve cell to exist. It follows that the electrical
potential is a direct effect of these imbalances and can be described as the difference in
distribution of positive and negative charges across the cellular membrane. These
imbalances lead to synapses within a nerve cell and ultimately leading to synapses
between other nerve cells or intended targets [49].

Chemical Properties of Nerve Cells:
Recalling the structure of the neuron cell from the description above the chemical
synapse begins at the dendrites, often considered the post-synaptic membrane. The axon
terminals of the neuron cell sending communication, is considered the pre-synaptic
membrane. Upon receiving a signal, the pre-synaptic membrane releases a
neurotransmitter that diffuses across a synaptic cleft and interacts with receptors of the
post-synaptic membrane. (Fig. 2.7)
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Figure 2.7. Depiction of neurotransmitter diffusion from the pre-synaptic membrane
across the synaptic cleft to the receptors of the post-synaptic membrane [28].

The neurotransmitter that is released activates and temporarily opens a chemically
gated channel allowing ions to flow through the post-synaptic membrane. Dependent on
the type of neurotransmitter released, there exist two cases of ion diffusion, excitatory
post-synaptic potential (EPSP) or inhibitory post-synaptic potential (IPSP). EPSPs cause
an influx of sodium ions (Na2+) which develops an excitatory potential while IPSPs cause
an influx of chloride, (Cl-), thereby developing a non-excitatory potential [49] [52].
The resting membrane potential inside the cellular membrane of a neuron is more
negative than its outer surroundings and is mediated by Na+ /K+ pump which is known to
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move two potassium ions (K+) into the neuron while pushing three Na+ ions out. Upon
the delivery of EPSPs and IPSPs, the total potential of the neuron is “measured” at the
axon hillock. If the ions reduce the negative potential within the neuron and reaches a set
threshold an action potential (AP) is generated along the axon. The initiation of the AP
from the axon hillock will cause voltage-gated channels along the axon fiber to open and
allow an influx of more Na2+ ions, raising the potential within the membrane. (Fig. 2.8)
As long as voltage thresholds continue to be met, this process is repeated along the length
of the axon fiber terminating at the axon terminals and causing another synapse with the
subsequent nerve cell.

Figure 2.8. Depiction of neurotransmission [57].
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Electrical Properties of Nerve Cells:
The series of chemical imbalances, previously explained, are the main
contributors to the electrical properties observed within the nerve cell. As such, the
voltage changes present in the AP are a direct result of the opening and closing of the
voltage sensitive channels explained in the previous section. To recap these channels
control the influx and efflux of Na2+ and K+. Most cells contain more potassium inside
than outside, and more sodium outside than inside. These are not the only ions present in
either side of the membrane (i.e. Cl-); however, the total sum of positive ions and
negative ions creates the chemical imbalances and therefore producing the changes in
membrane potential (Fig. 2.9) The resting membrane potential is the voltage difference
that exists across the membrane because of the ion imbalances, while the cell is at rest
and inactivated. It is defined as the inside of the cell being more negative with respect to
the outside and when measured with electrodes is approximately -75 mV, (Er) [49].
The membrane potential of any neuron cell can be determined by the
concentration of ions both inside and outside the cell and defined by the
Goldman/Hogkin and Kertz equation [66]. (2.1)

ln
(2.1)
where,
Em = membrane potential;
pion = permeability for that ion;
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[ion]e = the extracellular concentration of the ion;
[ion]I = the intracellular concentration of the ion;
R = the ideal gas constant (J/mol  K)
T = the temperature (K)
F = Faraday’s constant (C/mol)

Figure 2.9. Illustration of the ion concentration gradient and electric field within the cell
membrane. K+, and Na2+ ions are constantly moving in and out of the cell without
chemical or voltage stimulus due to Na/K pump. This leaves the inside concentration of
the ion more negative than the outside and causing an inwardly directed electric field,
going from negative to positive [10] [50].

The movement of ions across the cell membrane causes current to flow. Using
conventional electrical engineering theories the current flow can be found using Ohm’s
law. (2.2) Manipulation of the variables allows for the current flow of the cell to be
described as the conductance (G) by the membrane potential (Em). (2.3)
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(2.2)

1
(2.3)
where, R is the membrane resistance to conductance.

The factors that can influence the flow of ions across the membrane are: 1)
diffusion gradients; 2) inwardly directed electric field (inside negative, outside positive);
3) membrane structure (the permeability of the membrane to different ions, K+, Na2+ );
and 4) active transport of ions across the membrane that go against established
electrochemical gradients (the stimulus that allows influx of ions against the typical
positive to negative movement) [49].

Nerve Impulse:
When a sufficient positive stimulus is applied to an axon a change occurs in the
membrane potential that consists of a depolarization wave followed by a repolarization
wave away from the stimulus point. This is considered a nerve impulse or AP. At the
point of stimulus the membrane potential is reduced from its resting value of -75 mV
towards 0 mV. The reduction process is known as depolarization and occurs when the
positively charged Na2+ suddenly rushes through the open gates into the nerve cell.
During this process the membrane potential reverses in polarity; the outside of the
membrane is now more negative relative to the inside. When the voltage within the cell
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reaches a voltage threshold (-55 mV) additional sodium channels begin to open
increasing the concentration of Na2+ [49] [67]. As the rate of depolarization increases, the
membrane potential quickly becomes +30 mV with respect to the outer surface and stops
the depolarization process. After depolarization, the cell returns to resting membrane
potential, a process known as repolarization. This is accomplished by the closing of
sodium channels and opening of potassium channels to re-stabilize membrane potential.
(Fig. 2.10) The sudden influx of potassium causes the cells membrane potential to drop
below its resting state, referred to as hyperpolarization, before eventually resettling to
normal. (Figure 2.11)

Figure 2.10 Representation of ion channels and resulting portion of the action potential.

26

Figure 2.11. Representation of action potential with labeled phases [46].

2.3.2 Propagation of Muscle Contraction
Combining all the principles explained beforehand the true initiation of a skeletal
muscle contraction is by an internal stimulus called thought. The portion of the brain that
is in charge of initiating an AP for movement is the primary motor cortex. [28] The
primary motor cortex is known to have an influence on both interneurons and motor
neurons. The propagation of this stimulus, after leaving the primary motor cortex, travels
through the corticalspinal tract, the ventral horn and root, and continues to the motor
neuron axon. The stimulus ultimately ends at the motor end-plate or neuromuscular
junction as shown in Figure 2.12 [53] [62].
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Figure 2.12. Propagation of motor unit stimulus from the primary motor cortex towards
the neuromuscular junction.

There are three classifications of motor neurons, also known as lower motor
neurons: 1) alpha (α), which innervate extrafusal muscle fibers of skeletal muscle and are
directly responsible for initiating their contraction; 2) beta (β), which innervate intrafusal
fibers of muscle spindles with connections to extrafusal fibers; and 3) gamma (γ), which
adjust sensitivity of muscle spindles [51]. The extrafusal fibers are contractile fibers that
hide the muscle spindles. Muscle spindles, known as stretch receptors, consist of
intrafusal fibers. Upon the contraction of a muscle, both alpha and gamma motor neurons
contract together maintaining the sensitivity of the muscle to stretch during a contraction.
A brief representation of these muscle fibers and nerves can be seen in Figure 2.13 [6].
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Figure 2.13. Depiction of extrafusal and intrafusal fibers [56].

The relationship between the corticospinal and α-motor neurons provides direct
control of muscle activity. The motor unit, the smallest unit that can be activated by a
voluntary effort, is made up of a single α-motor neuron and the muscle fibers that are
innervated by it. These motor neurons carry action potentials to the neuromuscular
junction causing voltage gated ion channels to open; resulting in a depolarization that
continues through the muscle fibers. The axon terminal, of an α-motor neuron, releases
Acetylcholine (ACh) at the neuromuscular junction. This release initiates depolarization
through the t-tubules triggering the sarcoplasmic reticulum to release Ca2+ and initiating
the cross-bridge cycle thus, controlling force output. A complete representation of
stimulus propagation is show in Figure 2.14 [41] [51] [66].
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Figure 2.14. Representation of stimulus transmission through a myofibril and into the
sarcomere [56].

Research conducted by Zwarts et al. investigated the origination of muscle
fatigue. This study explored the origination of muscle fatigue arising from the chemical
wastes of the muscle or actual nerve supply. The study showed that the nerve is the
primary cause of muscle contraction failure, or in some cases, fatigue [73]. Generally,
muscle fatigue, as mentioned earlier, is characterized as exhaustion in muscle tissue to
continue optimal force. In some cases, however, output from the CNS may interfere with
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a muscle’s ability to develop its maximal force capacity. Some cases of CNS triggered
fatigue are related to neurological disorders such as defects in the neuromuscular junction
transmission or diseases of peripheral nerves and lower motor neurons. A comparative
study conducted by Enoka et al. has suggested that the manifestation of fatigue during
repetitive maximum voluntary contraction (MVC) or submaximal contractions can be
caused by poor activation of the muscle by the nervous system [22].

2.3.3 Cellular Energy Utilization
Previous researchers have discovered that fatigue occurs when energy supply has
failed to match energy demand [13]. On the cellular level, the concept of energy
consumption and the resultant lactic acid have been known to be a key contributor in the
manifestation of fatigue. The energy needed to initiate a muscular contraction begins with
the production of Adenosine Triphosphate (ATP), which can occur during aerobic and
anaerobic metabolism. The details of both these processes are beyond the scope of this
text; therefore, only the general but essential information will be explained. Taught in
general human physiology courses are the concepts of aerobic (with oxygen) and
anaerobic (without oxygen) cellular respiration. The process of energy production begins
with the entry of glucose, a simple sugar housed in the blood, gets released into the
muscle. The glucose is broken down during the glycolysis process, which can occur in
either aerobic or anaerobic processes. During normal activity and moderate exercise,
aerobic pathways begin glycolysis as the first stage of cellular respiration. With sufficient
oxygen present, this yields 36 molecules of ATP from only one glucose molecule.
However, when the level of activity reaches 70% of the maximum effort available,
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anaerobic (without oxygen) metabolism process begins by using a single glucose to
produce only two molecules of ATP and large amounts of pyruvic acid. This process
occurs because anaerobic metabolism has the ability to produce ATP more rapidly than
its’ counterpart. The disadvantage of this method is that only 2 ATP molecules are
produced each cycle and the resulting pyruvic acid build-up [11]. The cells attempt to
utilize the pyruvic acid to create new ATP by transferring the pyruvic acid to the aerobic
pathway. (Fig. 2.15) However, under strenuous exertion the pyruvic acid accumulates
due to its rate of production being higher than the aerobic pathway can consume and the
lack of oxygen converts it to lactic acid (LA). As a result, a high concentration of lactic
acid in the muscle temporarily impairs the utilization of glucose and ATP, which
manifests as muscular fatigue [51] [64] [68].

Figure 2.15. Biological activity for both Anaerobic and Aerobic metabolisms [11].
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2.4 Electromyography
The electromyography (EMG) signal can be attained two different ways,
invasively and non-invasively. The most common approach of EMG acquisition is noninvasive and is known as surface electromyography (sEMG). This method allows for
researchers to apply bio-electrodes to a subject on the skin directly above the muscle
being investigated. The major issue with this method is that it records the action
potentials of all muscle fibers near the electrode, decreasing the ability to know for
certain which particular ones are derived from any individual muscle fibers. To avoid
this issue, the invasive EMG method allows for the use of a needlepoint electrode to
collect direct information from a specified muscle. Since the focus of our work does not
intend to differentiate between individual muscle fibers and their corresponding action
potentials, we will discuss the signal acquired via the surface EMG (non-invasive)
method.

2.4.1 Genesis of Electromyography Signal
EMG signals are the detection of the electrical biopotentials produced as a result
of the electrochemical activity of excitable cells associated with a contracting muscle
[18]. The electrical signal is a representation of current produced by an ionic imbalance
flowing across the membrane of muscle fiber cells [66]. The generation of action
potentials is caused by a series of chemical imbalances along the membranous layer of
the α-motor neurons causing a wave of depolarization which in turn begins a skeletal
muscle contraction [49].
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The firing of action potentials is sustained for as long as the muscle is required to
produce force [18]. As mentioned earlier, a single motor unit innervates several muscle
fibers, as a result, because the sEMG electrodes lay on the surface of skin, the signal
acquired near the area is the summation of several activated motor units. These are
known as motor unit action potentials (MUAP) and generally exhibit a spike like shape.
When the demand for the CNS to provide a greater force in the muscle increases, there
exist three factors that affect force fiber diameter, fiber length, and frequency of the
stimulation [51] [56] [67]. The diameter and length of the fibers are directly proportional
to the speed of the action potential. The muscle twitch occurs more slowly than an action
potential can be generated requiring more motor units. This situation is known as
recruitment, which generates an increase in the amount motor units necessary to sustain
force. An increase in motor units results in an increase in firing rates, also interpreted as
frequency. (Fig. 2.16) The activation of several MUAP’s becomes superimposed to form
the EMG signal [18] [41] [66]. (Fig. 2.17) In engineering the study of the surface EMG
signal is broken down into two components: 1) amplitude, which is dependent on the
axons, the muscle fibers it depolarized, and the extent of variability of conduction
velocity in individual fibers; and 2) frequency, which is the amount of oscillation
involved with α-motor neuron recruitment [14] [67].
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Figure 2.16 Representation of increased frequency with increase of motor unit
recruitment.

Figure 2.17 Presentation of superimposed motor unit action potentials [12].
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2.4.2 EMG Properties
EMG signals share characteristics with random signals and therefore can be
classified as stochastic processes. Because of these qualities some of the techniques used
to analyze stochastic process can be used on EMG signals. Typically after filtering, a
surface EMG signal can be roughly approximated as a Gaussian distributed signal.
However, depending on the measurement and analysis techniques different distributions
may appear [34].
Because several EMG recording devices exist and a combination of factors can
affect the EMG signal, Merletti and De Luca composed a list of recommendations to
maintain the diagnostic significance of the signal. The frequency range for an EMG
signal is from 20 to 450 Hz. Therefore, a highpass filter with a cut-off frequency at 20 Hz
and a lowpass filter with a cut off frequency no lower than 450 Hz should be used to
reduce noise along as the signal is being acquired. EMG signals are known to exhibit a
spike at the 50 Hz or 60 Hz mark due to power line noise. To offset this disturbance a
notch filter is recommended [34]. Both De Luca and Merletti also recommend a
minimum sampling frequency of 1kHz [19]. Figure 2.18 below illustrates some of the
properties that can alter the characteristics of the EMG signal.
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Figure 2.18 Illustration of the causative, intermediate, and deterministic factors that
affect the EMG signal and its interpretation [19].

Circuit Modeling
One of the most variable aspects that are present with the study of biopotentials is
that no two human bodies are exactly the same. Investigating these properties gives a
better understanding of the human factors that can affect the signal detected by the
electrodes. Figure 2.19 illustrates the circuit equivalent model of the role of the t-tubule
system. It is a combination of capacitors, resistors, and voltage sources that can be
approximately leveled with the physical process as seen in the human body [41] [58] [65]
[67].
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Figure 2.19 Illustration of the circuit equivalent model of a body-surface electrode
placed against the skin [65].

2.4.3 Types of Muscular Contractions
Isometric Muscle Contraction
When the force of a muscle is required to carry a load greater than its force of
contraction, it creates tension; a load is a force that opposes the contraction of the muscle.
An isometric contraction exists when tension occurs, but it does not shorten nor lengthen
the muscle. (‘iso’ – same; ‘metric’ – length). This type of contraction is measured by
keeping the muscle immobile while stimulating it and noting the tension that develops as
the contraction progresses [56]. To illustrate, when carrying a heavy object, the weight of
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the object pulls the arms down, but the muscles of the arm are contracting to keep the
object at the same level while the length of the muscle remains constant. (Fig.2.20) The
amount of force that may be produced depends on the length of the muscle at the point of
contraction [62].

Dynamic Muscle Contractions
Isotonic Muscle Contraction
An isotonic muscle contraction occurs when the muscle force of contraction is
equal to the load causing the muscle to shorten. In this contraction, the force or tension
observed remains constant. (‘iso’ - same; ‘tonic’ – tension). This contraction is
categorized into two subdivisions, concentric and eccentric. The concentric contraction
causes the muscle to actively shorten as it contracts. A commonly used example for this
movement is the bending of the elbow from a straight to fully flexed position. (Fig. 2.20)
The eccentric contraction lengthens the muscle as it contracts. This type of contraction
involves control of movement being initiated by eccentric muscles. In the example of the
fully flexed elbow, the motion of straightening the elbow would be considered an
eccentric contraction [41] [51] [56].

Isokinetic Muscle Contraction
The isokinetic contraction is similar to that of the isotonic because they both
shorten and lengthen the muscle during contraction; however, the isokinetic contractions
produce muscle movements at a constant speed (‘iso’-same; ‘kinetic’-

39

motion/movement). To ensure constant speed in isokinetic contractions, special
equipment is often used. [1]
The differences in muscular contractions are an indication of how many and
which fiber type, (i.e. Type I, Type IIa, Type IIb), of motor unit recruitment has occurred.
Some contractions rely heavily on more MUAP activation as the force, speed, or tension
increase whilst others are designed to test endurance, at which point MUAP recruitment
may be lower or held constant [66]. Understanding the different types of contraction
provides a better appreciation of the notion behind our current research methodology and
investigations.

Figure 2.20. Illustration of isometric and isotonic contractions [46].
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2.5 Signal Processing
Signals exist in all places and are typically experienced daily without second
thought. All things from human voice, birds chirping, images, temperature changes to
living organisms and many more, are signals. A signal can be characterized as anything
that can be modeled mathematically as a function of various parameters. The human
body, in particular, functions by using signals that communicate information via
membrane potentials produced by chemical imbalances, as previously mentioned. Signal
processing is a system that operates under certain criteria to extract useful information
about the signal. In the human body, the brain is the signal processing system which
extracts information from the signals it receives (i.e. sound, touch, sight, etc.). Although
this section is not intended to be an in-depth review of an undergraduate signals and
systems course some of the general signal properties will be discussed [47] [59].

2.5.1 Basic Principles
Types of Signals
Signals are commonly classified into two natural categories, continuous-time
(CT) and discrete-time (DT) signals. The art of processing signals using a digital
computer is called digital signal processing (DSP). The signals that correspond with DSP
are analogous to CT and DT signals except they are known as analog and digital,
respectfully. A brief explanation of the differences will be explained below along with
time and amplitude transformations [47] [59].

Continuous-time (CT) and Analog signals
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A continuous-time signal can be defined for every time t in an interval, x(t) (Fig.
2.21). There exist two types of continuous signals, a continuous-amplitude signal and a
discrete-amplitude signal. The time-varying amplitude of a continuous-amplitude signal
can assume any value while the opposite being true for a discrete-amplitude signal, where
only certain amplitude values can be realized. An analog signal is typically viewed as a
discrete-amplitude continuous signal.

Discrete-time (DT) and Digital signals
A discrete-time signal can be defined only at certain instants of time. It is an
indexed sequence of real numbers whose function is a integer-valued variable, n, denoted
x(n). Thus, a DT signal is undefined at non-integer values of n. Similar to CT, DT signals
can be categorized as continuous-amplitude and discrete-amplitude and a digital signal is
characterized as the latter. A real-valued x(n) is graphically represented in the form of a
lollipop plot. (Fig. 2.21)
DT signals can be derived from CT signals using an analog-to-digital converter.
This is accomplished by taking a signal similar to Figure 2.21 a) below and sampling it at
time intervals of Ts. The time interval Ts is called the sampling period and the sampling
frequency is defined as fs = 1/Ts, samples per second (Hz). Therefore, a DT signal can be
expressed as x[n] = xa (nTs) , where xa(t) represents the continuous signal. Because a DT
signal is an indexed sequence it can be represented as a column vector for convenience.
(2.2)

0 ,

1 ,

2 …

1
(2.4)
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b)

a)

Figure 2.21. Illustrations of both (a) continuous time signal and (b) discrete time signal.

Transformations
Some of the basic operations performed on signals are: Shifting, Reversal,
Scaling, and Modulation. These properties will be explained in this section and applied to
DT signal (Fig. 2.22) however, it should be noted that these operations can be performed
on both CT and DT signals.
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Figure 2.22 DT signal used to illustrate the manipulations associated with the basic
operations; denoted x[m].

Shifting
A time-shifted version of a DT signal is a replica of the original signal either
delayed or advanced in time by an integer constant n0. (2.5)

|
(2.5)
For a shifted signal x[0] of the original signal occurs at n = n0. Therefore, if n0 is positive,
the signal shifts to the right and is described as a delayed time signal; if n0 is negative the
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signal shifts to the left and is an advanced time signal [47]. (Fig. 2.23) An amplitude-shift
of a DT signal moves the original signal up and down the vertical axis.

Figure 2.23 Transformation of Fig. 2.22 as a delayed time signal y[n] = x[n – n0], n0 = 3;
and as an advanced time signal y[n] = x[n - n0], n0 = -3. Note the difference in axes for
both plots.

Reversal
A time-reversal version of a DT signal is a replica of the original signal mirrored
about the vertical axis; replacing the independent variable m with –n [47]. (2.6) In Figure
2.24, an amplitude-reversal reverses the value held by the original signal at x[m].
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|
(2.6)

Figure 2.24 Transformation of Fig. 2.22 as a time-reversed signal y[n] = x[-n]. Take note
of the n-axis.

Scaling
A time-scaled version of a DT signal is a property that modifies a signal by a
value a. The following two cases of a are considered, a = k or a = 1/k for integer values
of k. (2.7) The previous cases form a new sequence, y[n], that is formed by taking every
ath sample of x[m]. (Fig. 2.25) An amplitude scaling of the original signal results in a
scalar multiplication of the value in the original signal at x[m].
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|
(2.7)

Figure 2.25. Transformation of Fig. 2.22 as a time-scaled signal y1[n] = x[an], where a =
2 and y2[n] = x[n/3], where a = 1/3. Notice, after scaling, not all values of y1[n] and y2[n]
are defined.

This section was designed to familiarize the reader with some of the basic signal
properties. It is important to note that an extensive amount of signal characteristics and
system properties do exist in addition to the ones discussed however, they are beyond the
scope of this text.
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2.5.2 Fourier Transform
The Fourier Transform (FT) is a mathematical function that transforms the signal
from the time-domain to the frequency-domain. It is a tool that breaks down a signal into
an alternate representation characterized by sines and cosines [47]. This conversion gives
insight into the properties of the signal in the frequency-domain and can be applied to CT
or DT signals, also known as, CTFT and DTFT. (2.6) The FT holds the same properties
for both CT and DT signals. The art of signal processing involves mathematical
manipulation of CT or DT signals to extract valuable information. The frequency-domain
exhibits many of the same characteristics and properties that are observed in the timedomain. However, it holds an advantage over the time domain when considering system
characteristics; it makes mathematical calculations easier. The equations in (2.8) are the
FT presentations for both CT and DT, respectively.

∑

,

0,1,2, … ,

1
(2.8)

Systems are a process for which a cause and effect relationship exists. Systems
are either created to manipulate input signals (CT or DT) or studied to identify the depth
of manipulation. As mentioned previously converting to the frequency domain alleviates
the mathematical load associated with complex systems. One example in particular would
be convolution, or the multiplication of two signals. Using the FT, a complicated
mathematical strategy becomes a simple point wise multiplication. The next section will
cover one of the applications of the FT [47].

48

2.5.3 Filtering Methods

There are several advanced filtering techniques, however to lay a foundation for
the focus of our design only some basic filters will be discussed in this section. These
filters will hopefully aid in understanding the underlying complexities of advanced signal
processing techniques. The concept of filtering is a process that modifies either the
amplitude or frequency of a signal by modulation or suppression and exhibits a frequency
selective behavior [47] [59]. The basic frequency selective filtering methods that will be
discussed are ideal low-pass filters, ideal high-pass filters, and band-pass filters. (Fig.
2.26) The desired frequencies will have a magnitude equal to 1 and are called the
passbands. Undesired frequencies will have a magnitude equal to 0 and are called
stopbands. Both the passband and stopband frequencies mark the cut-off of frequency
values for a filter [59].

Low-pass
The magnitude of an ideal low-pass filter (LPF) is defined as:

|

|

1,
0,

| |
| |
(2.9)

The purpose of a low-pass filter is to extract frequency values that fall within a
range from 0 -

, where

is the cutoff frequency, (Fig. 2.26). For example, if the filter

is interested in the frequency range of 0 – 100 Hz,
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100

.

High-pass
The magnitude of an ideal high-pass filter (HPF) is defined as:
|

0,
1,

|

| |
| |
(2.10)

The purpose of a high-pass filter is to extract frequency values that fall within a
range from

∞, where

is the cutoff frequency. For example, if the filter is
∞,

interested in the frequency range of 200 Hz

200

.

Band pass
The magnitude of an ideal bandpass filter is defined as:

|

|

| |

1,
0,

(2.11)
The purpose of a bandpass filter is to extract frequency values that fall within a
range from

, where

is the lower cutoff frequency and

is the upper cutoff

frequency. For example, if the filter is interested in the frequency range of 20 Hz – 450
Hz,

20

= 450 Hz.
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Figure 2.26 Magnitude responses for ideal frequency-selective filters [47].

In more advanced systems a combination of different filters are used to analyze
and extract useful information from a signal.

2.6 Literature Review
The study of EMG signals has allowed for a comprehensive interpretation of
muscular contractions as well as the derivation of mathematical representations to explain
the activities that occur within the muscle. The investigations involving the
decomposition of EMG signals, led by De Luca et al., produced a universally accepted
mathematical model of the APs discharging within the muscle. This has allowed future
investigators to attain an intuitive understanding of proper analytical techniques that may
prove beneficial in the study of EMG signals and what the information represents. As
previously mentioned, the AP recorded from the surface electrodes is a summation of
several AP generated from each individual muscle located near the recording electrode.
This concept is known as a motor unit action potential train (MUAPT). Basic signal
properties can be used to explain the MUAPT. De Luca has shown that the MUAPT can
be described as a sequence of Dirac delta signals passed through a filter of impulse
responses hi(t), with each Dirac impulse marking the occurrence of an AP in a MUAPT
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sequence xi(t), also known as an impulse train [14] [41]. The Dirac impulse train can be
mathematically described by:

δ t

δ t

t
(2.12)

where i denotes a specific MUAPT. (Fig. 2.27)
A single MUAPT, xi(t), can be expressed as

x t

h t

t
(2.13)

where i and k represent particular events.
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Figure 2.27. Plot of a Dirac impulse and Dirac impulse train.

In these expressions, t is a continuous random variable and tk represents the time
locations of the MUAP. Because a single MUAPT is composed of several superimposed
MUAPs, in this example, n is the total number of these found in a MUAPT [14].
The amplitude and shape of the EMG signal is dependent on several different
factors such as: The orientation of the recording electrode with respect to the active
muscle fibers, the diameter of the muscle fiber, the distance between the active muscle
fiber and the recording site, motor unit recruitment, and the filtering properties of the
electrode. The orientation of the recording electrodes determines the shape and sign of
the phases observed within the decomposed EMG signal. For example, electrode contacts
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aligned parallel to the muscle fibers observe APs as a biphasic shape and dependent on
the direction of the approaching depolarization the phase may be reflected as negative or
positive [14].
Investigations conducted by Rosenfalck et al., and Buchthal discovered that the
amplitude of an EMG signal is dependent on the diameter of the muscle fiber, the
distance between active fibers and the recording site. It can be mathematically expressed
as V = ka, where a is the radius of the muscle fiber and k is a constant. Conversely, a
decrease in amplitude will be inversely proportional to the distance between the active
fibers and the recording site [14]. The frequency content, measured in pulses per second,
of active muscle fiber APs fall within the ranges of 2 to 6 msec. As previously
mentioned, a muscular contraction is the product of several muscle fibers activating and
contracting asynchronously in such a way that the recorded APs contribute to the firing
rate observed in the sEMG signal. Being an asynchronous signal implies that the motor
unit does not discharge at constant intervals which requires that discharge units be
measured in terms of an average firing rate. However, when fatigue is present in the
muscle it has been shown that APs fire synchronously [14] [41]. Compared to nerve
propagation (30 to 75 mm/sec) there exists a delay/lag that occurs when the
depolarization reaches the muscle fibers. Studies investigating the firing rates of MUAP
established a minimal firing rate of recruitment of 5 to 6 pulses with the maximum of 50
pulses per second In a study conducted by Leifer et al., investigators found that all motor
units fired at approximately 11 to 16 pulses per second during an entire range of
contracting force [14]. However, with any biological signal recorded using surface
electrodes, there exist possible influences that affect the desired natural signal. Some of
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the influences that may exist in a sEMG signal are: Noise from equipment and/or
movement, noise from wall outlet direct current, crosstalk from other muscles, the
presence of tissue layers between muscle fibers and the recording site, and filtering
methods. Therefore, in order to extract significant and relevant information to allow for
proper investigations of sEMG signals, the appropriate signal processing technique
should be applied.
Thus, spectral analysis of the signal and observance of time series amplitude
changes are observed to determine muscle fatigue.

2.6.1 Fatigue Parameters
Support from previous research conducted by De Luca , Merletti and their
respective research groups acknowledge that there are some universally accepted
parameters which indicate the manifestation of fatigue. These generally accepted
parameters that are calculated and studied for detection of fatigue are: Root Mean Square
(RMS), Average Rectified Value (ARV), mean power frequency (MNF), median power
frequency (MDF), and more recently instantaneous frequency (IF). These parameters
have been thoroughly studied and proven to quantify muscle fatigue by many
investigators [14] [23] [40] [41].
The mathematical representations of these parameters are trivial and precisely the
value described in its name. For time series amplitude changes the values of ARV and
RMS are computed before spectral analysis is completed. Below are the mathematical
models for the aforementioned values.
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(2.14)

To calculate the ARV, the EMG signal must first be rectified, taking the absolute
value of the signal, and then averaged by using a method known as a moving average.
This method implies that a designated time window, T, will move along the signal
calculating the average of the points that lie within it. Similarly, the RMS value is solved
by first squaring the EMG signal, then finding the average via the moving average
method and taking the root of these averages [24]. The moving average of both these
methods may be calculated in a variety of ways. For example, an overlap method is
accomplished by shifting the window, T forward one, or any number of time intervals up
to the equivalent time T of the window. However, if the signal shift is less than the width
of the window, T, the data becomes biased because each average value is derived from
data that has already been used in the previous calculation. If the shift is equal to the
width of the window, T, the operation is unbiased but introduces a lag of time/length, T.
Typical applications of both these methodologies suggest using a time window
from 100 to 300 ms; the smaller the window, the less smooth the data will be. Studies
have recognized that RMS is a better estimator with respect to ARV in defining the
amplitude distribution [14] [24] [38]. An investigation conducted by Farina et al.
concluded that little difference exist between overlapping and non-overlapping methods,
however the non-overlapping calculation is recommended as it provides less error of
variance and bias [24].
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The calculations of the spectral variables commonly used, MNF and MDF, are defined
below:

(2.15)

(2.16)
where Sm(f) is the power density spectrum of the EMG signal.

The power spectral density (PSD) of a signal is the square of the absolute value of
the signal, the periodogram, and illustrates the frequencies that exist throughout the
duration of the signal but not when, in time, they exist [17]. The methodologies to extract
this information will be discussed further in the next section. The two variables described
in (1.4) and (1.5) provide information about the changes in frequency over time. If the
PSD spectrum of the signal is symmetric these values will be closely related and differ if
the PSD spectrum is skewed [24]. Of the two parameters often times MDF estimates are
chosen over MNF because it is less sensitive by random noise. However, researchers
often include both values in their reports [14] [24]. Several reports have recorded a
decrease in spectral parameters MDF/MNF during a fatiguing contraction [14] [34][36]
[41] [70] [71].
In recent studies IF has been investigated because of the EMG’s non-stationary,
time-varying spectrum. It allows for frequency to be described at a particular time and
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monitor its changes across time [72]. The IF of a signal can be defined in two ways: 1) as
the derivative of the phase, based on analytic signal, or 2) based on the time-frequency
distributions (TFD). The analytic approach is commonly applied to a mono-component
signal where only one frequency or small ranges of frequencies vary with time [72].
Cohen and Zhao et al. have given plausible arguments as to why this approach for IF
calculation would be unacceptable in EMG studies because of its multi-component
properties [17] [72]. Consequently, the EMG signal is a multi-component signal and
applying a time-frequency representation properly characterizes the time-varying
contents of the non-stationary signal. The interpretation of IF using TFD is that IF is the
average frequency at each time in the signal. This is considered a conditional average
frequency. Investigations employing both isometric and dynamic voluntary contractions
and observed IF have found similar characteristics to its counterparts, MNF/MDF. IF
experiences a similar decrease in value when a fatigued state begins to present itself [16]
[26] [36] [71] [72]. IF allows to better observe the signals tendencies in time (i.e
increasing or decreasing). In a study conducted by Georgakis et al., the IF was
recommended for the study of local muscle fatigue during sustained isometric muscle
contractions, over MNF and MDF, because of its reliability and accuracy to quantify
myoelectric manifestations of muscle fatigue [26].
Regardless of the type of voluntary contraction, several studies have observed
conventional indices of muscle fatigue which include an increase in RMS or ARV and a
decrease in MNF, MDF, or IF [23][40][41][73]. It is proposed that the main causes for
increase in RMS/ARV response in EMG signals is due to the recruitment of extra motor
units to perform the same amount of force. The decrease in MDF/MNF/IF represents the
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decreased conduction velocity in the muscle fibers or a large amount of synchronization
of motor unit firing in the fatigued muscle [39][41][54][70][73] [74].

2.6.2 EMG Spectral Analysis Methodologies
Currently, there is research aimed at identifying different spectral analysis
techniques that may prove beneficial in the analysis of these sEMG signals. Some groups
have analyzed the signal using the following signal processing techniques: Short-Time
Fourier Transform, Choi-Williams Distribution, Pseudo-Wigner-Ville Distribution, and
Wavelet Transform. Because the sEMG signal is a non-stationary signal the choice of
technique is dependent on the signal properties, whether it is an isometric or a dynamic
signal recording. The signal processing technique chosen offers its own advantages and
disadvantages, in reference to the acquired sEMG signal. For isometric voluntary
contractions, conventional Fourier derived and Wavelet Transform techniques are used.

The most traditional method of sEMG spectral analysis is a Fourier Transform
method. The Short time Fourier transform (STFT) can be mathematically defined below
and is typically known as a function of time t and frequency f, and dependent of a
window h(t):

,

∗
(2.17)

with

|

|

1 (normalized window) [14] [17] [41].
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This methodology allows for frequency analysis of a signal and can best be
understood as such: x(u) is the sEMG signal and h(t) is a small window whose length is
determined by the researcher. One of the assumptions used by STFT is that it considers
the signal within the window to be a stationary signal (which has been proven not to be
the case for sEMG signals). First, the window slides along the signal taking the Fourier
transform for each ‘stationary’ segment. Then it conducts a time dependency in Fourier
analysis. This technique is used to capture fast changes in the signal but it is necessary to
keep the window small [36]. However, this reduces the frequency resolution. In other
words, a study conducted using this method would involve a tradeoff of frequency
resolution vs. time resolution. If the frequency resolution is low an accurate detection of
shifts in frequencies would be difficult to identify. In a study done to asses fatigue in
neck and shoulder muscles in women, STFT is used during isometric contraction of the
trapezius and deltoid muscles. The subjects were required to hold a static arm position
until failure. It was concluded that the most pronounced sign of fatigue for the trapezius
muscle was an increase in RMS values, while for the deltoid the MNF was decreasing;
since the subject was not making any arm movements it was determined that the
amplitude stayed relatively constant [28]. Another study to assess lower-back muscle
fatigue, conducted by Yoshitake et al. also found similar results in their data. The
subjects were instructed to perform isometric back extension and the results of RMS and
MPF correlated with traditional findings; an increase in RMS and a decrease in MPF.
[38] However, in a comparative study by Karlsson et al. with newly proposed methods
(Choi-Williams, Pseudo-Wigner Ville) it was concluded that the use of STFT had
limitations and resulted in larger relative errors when estimating MNF [39].
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Another common spectral analysis technique used for isometric voluntary
contractions is the Wavelet Transform (WT). In an attempt to maintain the ease of
comprehension in this text a general description of WT will be presented. In similar
fashion to STFT, WT consists of a windowing technique. However, using WT allows for
a variable windowing method opposed to a fixed window length observed using STFT. A
wavelet family can be described as a tree diagram with the root being the ‘mother
wavelet’. The general shape of the ‘mother wavelet’ is kept constant throughout the
transform and is set by the researcher but the members, known as leaves, are scaled and
time-shifted derivations of the ‘mother wavelet’ [17] [41]. The Wavelet Transform can be
defined as:
∗

,

,

(2.18)
where

,

is the ‘mother wavelet’.
1
,

√
(2.19)

The scaled and time-shifted derivations of the ‘mother wavelet’ (Eq. 2.19) can be
implemented where a > 0 as the scaling parameter and the time-shifting parameter.
The Wavelets method (WT) is used to address conflict between time and
frequency resolution. The variable windowing technique, scaling and time-shifting,
allows for the use of long time intervals where more precise low-frequency information is
required and shorter time intervals when high frequency information is necessary. In the
comparative study conducted by Karlsson et al, using synthesized and actual sEMG
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signals, WT was the best method of analysis and detection of muscle fatigue [35][38].
Another study conducted by Bonato et al. concluded that the wavelet transforms was a
useful tool to analyze EMG signals despite its computational inefficiency [35]. Similarly,
the benefits of Wavelet analysis described in work by Kilby et al., include its’ ability to
provide more detailed information despite computational issues [30].
For cases in which the sEMG signal is a dynamic voluntary contraction the
following time-frequency representation have been proposed and studied: PseudoWigner-Ville Distribution (PWVD) and the Choi-Williams Distribution (CWD). In a
study conducted by Duchêne et al. in 1995, several time-frequency distributions (TFD)
were applied to simulated uterine EMG signals with their ability to qualitatively
characterize signals proving to be promising on real sEMG signals [21]. One of the TFD
methods explored by this study is the PWVD. A description of the PWVD and its
mathematical model can be seen below.

,

∗

τ)
(2.20)

where S* represents the complex conjugate of the signal, and τ the time delay.

The general Wigner-Ville Distribution (WVD) consists of obtaining the Wigner
distribution at a particular time in the signal by summing pieces of the signal at a past
time (t) multiplied by a future and equal time (t). In other words, the WVD folds the
signal onto itself at time t, any observation of overlap will now be found at present time t.
The difference in WVD vs. PWVD is that for any given moment in time the WVD
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equally weighs all times and frequencies of the past and future [17]. One downside of the
WVD is that it does not highlight any times of interest because of its equally weighing
properties; it gives no priority to any frequency band. Using PWVD and introducing a
windowing method can adjust this property. To cause the PWVD to emphasize the signal
around time t, the multiplication of the product by h(τ), the window, to peak around τ=0.
This makes PWVD local by consequently suppressing cross terms for multicomponent
signals (EMG signals) [17] [21]. In a study of muscle fatigue during cyclic dynamic
contractions conducted by Bonato et al. using PWVD compared to the CWD resulted in a
higher error and bias of calculation of the instantaneous median frequency parameter
because of its’ inability to analyze multi-component signal [16].
Another time-frequency technique recently applied to dynamic voluntary
contractions is the CWD [16] [35]. Both PWVD, previously mentioned, and CWD are
variations of a signal processing technique known as the general class and the kernel
method, whose calculations are beyond the scope of this text. However a general
explanation of this technique and its’ capabilities will be covered for comprehension.
This method produces a general time-frequency approach that is multiplied by a kernel
whose characteristics determines the distribution and properties of the TFD. By using the
kernel one is able to accentuate or decrease certain features based on the desired signal
interests. Because these are both variations of the general class it should be stated that the
value of the kernel for the WVD is equal to 1 and the kernel of CWD can be expressed by
the equation below.
/

,

(2.21)
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In order to correct the cross term suppression issue observed by the PWVD above,
the alteration of the CWD kernel satisfies the cross term minimization property. Research
conducted by Bonato et al in a comparative study revealed that the Choi-Williams
method was the most fitting method to represent non-stationary EMG signals during
dynamic contractions [16]. The disadvantage of this time-frequency method lies is its’
requirement for careful selection of parameters [15].
Previous work from our group, using the cosine modulated filter bank method,
has shown a correlation between IF and IA estimations and Pseudo-Wigner Ville and
Choi-Williams methods [48]. In our work, we propose the use of a filter bank method for
spectral analysis and calculating instantaneous mean frequency and instantaneous mean
amplitude to quantify muscle fatigue.
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Chapter 3: Materials and Methods
3.1 Demographics
Using data provided by the Air Force Research Laboratory (AFRL), Human
Effectiveness Directorate, sEMG signals from 6 muscles were collected: Left
Sternocleidomastoid, Left Splenius Capitis, Left Trapezius, Right Sternocleidomastoid,
Right Splenius Capitis, and Right Trapezius. (Fig. 3.1) A total of 26 subjects, (15 Male
and 11 Female) ranging from 23-27 years of age and averaging a weight of 146-184 lbs.
were observed. At the completion of the signal acquisition phase by the AFRL a total of
3,480 surface EMG signals were recorded and sampled at 1024 Hz.

c)

a)

b)
Figure 3.1 (A) Muscle: Trapezius. Function: Elevates, retracts, and rotates scapula. (B)
Muscle: Sternocleidomastoid. Function: Flexes neck and laterally rotates the neck to the
opposite side. (C) Muscle: Splenius Capitis. Function: Extends and rotates cervical spine
[2].

3.2 Study Design/Experimental Set-Up
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Research conducted by previous groups and reported by Merletti et al. considers
placement and attachments of the electrodes to be an important factor in sEMG
acquisition [14][41]. The AFRL procedures included the use of the Delsys Bagnoli-8
EMG system to collect the EMG signals. The skin was prepped with an abrasive gel
(until the skin turned pink in color) and was then swabbed with an alcohol pad. The
sensors were attached to the skin with Skin Tuffner adhesive spray, double-stick adhesive
tape, and medical tape. The placement sites of the sensors were found by palpating the
aforementioned muscles and a ground electrode was placed over the acromion on the left
side.

Sessions
Prior to the sessions in which EMG signals were acquired, subjects met for an
initial training session in which they were instructed on proper use of equipment and
subject measurements were collected. After the initial training session the subjects
participated in five, 8-hour sessions conducted with a minimum waiting time of 48 hours
in between. During each session, the subject was instructed to sit in a stationary ACES II
ejection seat. (Fig. 3.2) While seated, the subject wore a weighted flight helmet ranging
from 3- 6 lbs. (Fig. 3.3) Every 15 minutes the subject performed a simulated flight
routine/awareness check, consisting of the subject moving his/her head as if checking
their surroundings.
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Figure 3.2 Subject wearing weighted helmet D seated in the ACES II ejection seat
during testing.

Before and after every 8- hour session, the subject performed three 100%
Maximum Voluntary Contractions (MVC) of neck muscles using the strength monitoring
system. The peak of all three trials was recorded as the 100% MVC baseline. The MVC
was performed by the extension of the head while wearing the helmet. At the end of
every hour throughout the 8-hour session, the subject performed the same extension
movement described earlier except at 70% MVC. The exertion was held until the subject
could no longer maintain action or for a maximum of 3 minutes, whichever occurred first.
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Table 3.1. List of Helmets and their respective weight and load configuration.
CELL/HELMET WEIGHT

HELMET LOAD

(LBS)

CONFIGURATION

A

3. 0

Baseline

B

4.5

Near Forehead

C

4.5

Forward Head

D

6.0

Near Forehead

E

6.0

Forward Head

b)

a)

Figure 3.3 Helmet load configuration: (a) Baseline, (b) Near Forehead
Furthermore, fatigue development was reflected by the subjects’ perceived
exertion after the completion of a questionnaire pre-and post-100% MVC. The same
questionnaire was also completed after the second, fourth, and sixth hour of the study and
is included in Appendix A.

3.3 Methods
3.3.1 Cosine Modulated Filter Bank
In order to quantify human muscle fatigue, the fluctuations in the frequency
component are heavily studied. The use of a filter bank allows for decomposition of the
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EMG signal into its frequency contents for analysis. A filter bank is a collection of N
filters with a common input or output [33]. It is composed of an analysis bank, a
collection of analysis filters hk(n),(3.1) and a synthesis bank, a collection of synthesis
filters fk(n).
2∗

∗ cos 2

1 ∗

2

∗
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2

(3.1)
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(3.2)
where N is the length of hk(n) and fk(n), and k is the filter.
To gain a general understanding of the analysis bank process, imagine a shower
head; water enters through one end of the piping as one consistent stream. Upon exiting,
the water has now been separated into many streams of water each with their own
characteristics. This is one of the unique properties of a filter bank. In the field of signal
processing, the conventional definition of a filter bank is as follows: A set of band-pass
filters that separate an input signal into N outputs, where N is the number of filters in the
filter bank. To correlate this definition with the above depiction, envision each hole
associated with the shower head to be akin to an analysis filter in the filter bank. The
purpose of the synthesis filters is to take the signals that have been modified within the
filter bank and reconstruct the original signal. The analysis process decomposes the
signal into its frequency components, known as subbands while the synthesis process
reconstructs the signal from its subband components. The filter bank used in this work is
a cosine modulated filter bank (CMFB) however, only the analysis process is utilized
consisting of an analysis bank of 32 filters. In a CMFB the design of the analysis filters
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are derived from a prototype filter Po(z), shown in Fig. 3.4 any optimization techniques
are generally applied only to the prototype filter, thus saving computation time. The
advantage of using a filter bank method is its ability to attenuate any undesired frequency
and its economic computational time. A flowchart of the MATLAB code is included in
Appendix B.

Figure 3.4 Po(z), prototype window for cosine modulated filter bank with L = 192.

The resulting proposed CMFB is a 32 x 192 matrix with the 32 subband
components divided into the following frequency ranges, f (3.3)
0 16 32 48 …

496
(3.3)
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A normalization of the frequency ranges for each individual subband can be seen
in Fig. 3.5. (3.3)

Figure 3.5 Illustration of cosine modulated filter bank with normalized frequency
components.
Typically, an sEMG recorded signal lasts a duration of 2-30 s in muscle fatigue
investigative studies [15] [23] [26] [49] [54] [70]. There is limited work with sEMG
recorded signals of 3 mins duration during an isometric voluntary contraction. However,
to eliminate bias from the full contraction time in which lengthy periods of normal
muscle activation can skew sEMG data, the full sEMG signal is truncated to only analyze
30s of the original raw sEMG recording. The analysis of the sEMG signal begins by first
decomposing the signal into the 32 subbands, resulting in a 32 x M vector; where M is the
length of the signal. Each subband component of the sEMG, x(n), is then convolved with
the CMBF signal k(n). A presentation of each subband component is modeled by
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(3.4)
where x(n) is the sEMG signal and hi(n) is the cosine modulated ith filter for i = 0, 1, 2,
… , 32. As a result of convolution each subband yi(n) has a length L = N + M - 1, where
N is the filter length; and M is the signal length. (Fig. 3.6)

Figure 3.6. CMFB representation. sEMG signal, x(n), is decomposed and convolved with
the cosine modulated filter bank, h(n). The resulting coefficients are in matrix form, 32 x
L, and organized as frequency content of the signal relative to time. The total columns, L,
are equal to N + M – 1, where N is the filter length and M is the length of the sEMG
signal [48].
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3.3.2 Instantaneous Frequency Estimation
The initial filtering of the sEMG signal, using the 32 channel CMFB, decomposes
the signal into frequency bands of 16 Hz each. Prior to IF estimation the 32 subbands of
raw sEMG are processed to identify outliers by using a moving average and variance
method and comparing it to a threshold value, threshold =.7071. The outliers are
removed and set to zero. The filter bank slices the original signal into pieces to study the
frequency coefficients at a specific point in time. To calculate the IMF the distribution of
frequency is studied relative to a point in time, ti. Hence, an observation of the frequency
components across all subbands for time, ti, is recorded and represented as a 1 x L matrix,
where L is the length of the signal. The IF is then defined by taking the slope of the
coefficients defined in a rectangular time window ∆

along the entire signal

resulting in an 1 x L matrix. Observing the matrix representation seen in Fig. 3.6, the
average frequency associated with time, t, is the instantaneous frequency at time t. (3.5)
,∆

∆
(3.5)
where L is the point in time and i is the subband.

3.3.3 Instantaneous Amplitude Estimation
To estimate the Instantaneous Amplitude (IA) the original 30s signal is
decomposed into the 32 subband components. The power of the signal is calculated by
squaring the amplitude coefficients of the sEMG signal. Similar to IMF estimation, the
power distribution is studied relative to a point in time, ti. Therefore, the observed
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amplitude coefficients are an observation across all subbands for time, ti. IA is then
defined by taking the slope of power coefficients defined in a rectangular time window
∆

along the signal and then normalized to with respect to the total power of

the signal. This process is repeated until IA is estimated along the entire signal.

Traditional Parameter Estimation
The derivations of the traditional parameters used in this work, for comparison,
were obtained using the MATLAB platform (The Math Works, Inc., Natick (MA), USA).
The Fourier Transform methodology, using FFT in the MATLAB toolbox, was chosen to
derive the MDF, MNF, and RMS values. After initial testing of epoch variation, a length
of 250 ms was eventually decided on based on preference and literature recommendation
[14]. After evaluating for MDF, MNF, and RMS the values were used to compare
traditional sEMG fatigue indices versus the proposed IF and IA parameters between
subjects. Data analysis in this paper was performed off-line using MATLAB and
Microsoft EXCEL. The algorithms associated with these values can be found in
Appendix B.

3.3.4 Receiver Operating Characteristic Curves
The interest in correctly diagnosing a subject as “fatigued” or “non-fatigued”,
using IF and IA estimations, requires a method that measures the accuracy of these
parameters. A test that subjectively measures the diagnostic information associated with
desired parameters is a Receiver Operating Characteristic (ROC) Curve. ROC curves
provide a good fit for experiments in which decisions are based on subjective judgments
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and a diagnostic test result of healthy or unhealthy exists [42] [60]. It is a plot of a true
positive rate against the false positive rate for different possible cut-points of a diagnostic
test. The basic property of the ROC curve is to calculate the probability that a patient has
a disease given a certain test result. The parameters by which the ROC curve is derived
are Sensitivity and Specificity. A representation of the decision properties associated with
the construction of an ROC curve can be seen in the 2 by 2 matrix table in Fig. 3.7.

Disease Present/
Unhealthy

Disease Absent/
Healthy

Test Positive

True Positive (TP)

False Positive (FP)

Test Negative

False Negative (FN)

True Negative (TN)

Figure 3.7 Representation of 2 by 2 table used in identifying Sensitivity (True Positive)
and Specificity (True Negative) values associated with ROC curves.

The sensitivity is the probability that the subjects with the disease actually test
positive, known as a true positive value. The specificity is the probability that the subjects
without the disease test negative, known as a true negative value. Note that both FN and
FP represent both the negative and positive test that is decided incorrectly. The
probabilistic equivalent of the indices associated with an ROC curve can be defined by
using conditional probability notation. Each possibility represents an estimate of the
probability of a particular decision given that an individual case actually has a healthy or
unhealthy test. By letting T represent the test result and D representing the disease the
terms can be defined as follows:
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|
|
|
|

(3.6)
By observing the notation above a relationship between both the TP/FN and
TN/FP ratios can be made. (3.7)
⟹

1

⟹

1
(3.7)

Therefore, because of these relationships the computation of all parameters is
unnecessary, the specification of only one ratio within both correlations can be used to
determine all four possibilities [42] [60]. Both the sensitivity and specificity describe how
well the test discriminates between subjects with disease and without disease. Other
important indices to consider are the predictive value of a positive test (PV+) and the
predictive value of a negative test (PV-). These parameters are the probabilities of the
patients who test positive and who have the disease (PV-) and of the patients who test
negative who do not have the disease (PV-). (3.8)
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|
|
(3.8)

Table 3.2 Example of calculated probabilities for hypothetical test of N = 2000 subjects.
N = 2000

Disease Present/Unhealthy

Disease Absent/Healthy

Positive Test

1000

30

Negative Test

80

890

Sensitivity (TP) = 1000/(1000+80) = 1000/1080 = .93; FP = 1 – TP = .07
Specificity (TN) = 890/(890+30) = 890/920 = .97; FN = 1 – TN = .03

The classification of a subject as Healthy/Unhealthy is dependent on a specified
cutoff threshold value of the parameter being measured. Note that varying the decision
threshold value that defines the cutoff point between results, re-classifies the positive and
negative cases. This iterative process begins with an initial cutoff point where all cases
are considered negative and therefore having a stringent specificity test and lax sensitivity
test. Changing the cutoff point, yet again, will cause the specificity to decrease and the
sensitivity value to increase. The threshold changes are repeated until threshold values
are set so that all cases are considered positive. Therefore, the position of the cutoff value
will determine the number of true positive, true negative, false positive and false negative
cases. The use of variable cutoff values for different clinical situations can minimize the
erroneous types of test results. The newly generated sensitivity and specificity values
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from the re-calculated cases are used to create an ROC curve. A simple example of this
method can be seen in Table 3.3 [42] [60].

Table 3.3 Example of varying parameter threshold values to obtain sensitivity and
specificity values necessary to plot an ROC curve.
Unhealthy
Healthy
Parameter Value
5 or less

18

1

>5

14

93

Sensitivity = .56

Specificity = .99

7 or less

25

18

>7

7

75

Sensitivity = .78

Specificity = .81

<9

29

54

9 or more

3

39

Sensitivity = .91

Specificity = .42

78

Figure 3.8 Plot of an ROC curve for example values used in Table 3.3. Note the tradeoff
experienced by both sensitivity and specificity values. In the example the sensitivity can
be improved by moving the cutoff point to a higher value while the specificity can be
improved by moving the cutoff point to a lower value [60].

Interpretation of ROC
The accuracy of the ROC curve is measured by calculated the area under the
curve (AUC). The AUC is calculated using two methods, constructing trapezoids under
the curve as an approximation of area or using likelihood estimators to fit a smooth curve
to the data points. Our work implements the trapezoidal method to approximate the AUC.
Because an ROC curve is designed using sensitivity and specificity values the AUC is the
probability that a parameter can correctly distinguish the subjects with and without the
disease (healthy/unhealthy) [42] [60]. The classification of a diagnostic tests’ accuracy is
classified as the following:
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.90 – 1 = excellent
.80 - .90 = good
.70 - .80 = fair
.60 - .70 = poor
.50 - .60 = fail.

A value of AUC of .50 or below signifies that the diagnostic test is no better than
random chance of classifying a subject as healthy/unhealthy. Metz reports that an
observed difference between the decision performance of two diagnostic parameters on
the same population provides significant abilities of both methodologies [42]. To the best
of our knowledge the subjective quantification of muscle fatigue used in our study has
not previously been investigated. However, ROC analysis has been implemented in
parallel subjective studies using electroencephalogram (EEG), electrooculography
(EOG), and impulse oscillometry system (IOS) for pulmonary function testing [20] [52]
[55].
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Chapter 4: Results
This chapter defines the experimental findings of the sEMG signals obtained
during isometric voluntary contractions and analyzed using the proposed cosine
modulated filter bank method. The structure of this section is specifically guided by the
following questions: (a) Do the surface EMG variables (IF and IA) estimated from the
filter bank (proposed method) correlate to the conventional variables/parameters
(MDF/RMS/MNF)? (b) Is there a relationship between indices and hour-to-hour
presentation to objectively and subjectively quantify fatigue? (c) Is there any relationship
between hour-to-hour testing and intensity of discomfort reported by the subject?

4.1 Comparison of Proposed Parameters vs. Conventional Parameters
The first research question examined is the correlation between the conventional
parameters and the proposed parameters. The following trend was calculated using
Pearson’s correlation coefficient defined as:

∑
∑

̅
̅

∑
(4.1)

Tables 4.1 and 4.2 summarize the Pearson coefficient of the electromyography
instantaneous frequency (IF) values vs. median frequency (MDF) and instantaneous
frequency (IF) vs. mean frequency (MNF) at 70% MVC for all hours of subject testing.
This table illustrates that there is weak to no correlation at all hours between IF, MDF,
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MNF. The strongest correlation observed between IF and MDF is .307 of the right
Sternocleidomastoid muscle at hour 1 (IF = -.012 ± .003, MDF = .0132 ± .126).
Similarly, the strongest correlation observed between IF and MNF is -.361 of the left
sternocleidomastoid at hour 5 (IF = -.012 ±.58 , MNF =12.99 ± 11.5). This can be
associated to the definition of the instantaneous frequency compared to the median and
mean frequency. The characteristics of a fatiguing muscle are defined by a decrease in
amplitude. However, calculating the change of frequency using the proposed method
would generate negative values if the frequency is decreasing while MDF and MNF are
median and mean values of the frequency relative to a defined window.

Table 4.1 Pearson Regression coefficient ( r ) of the electromyograph (EMG)
instantaneous frequency vs. median frequency at 70% MVC for all hours.
IF vs. MDF
r
Splenius (LT)
Sterno (LT)
Trapezius (LT)

Splenius (RT)
Sterno (RT)
Trapezius (RT)

Hour 1 Hour 2 Hour 3 Hour 4 Hour 5 Hour 6 Hour 7
0.009 -0.073
0.099
0.189 -0.063 -0.134
0.090
-0.042

-0.025

-0.077

-0.121

-0.030

-0.184

-0.072

0.016

0.010

-0.037

0.084

0.029

-0.022

0.052

-0.034

-0.008

0.093

0.155

0.070

0.039

-0.488

0.307

0.003

-0.150

-0.044

0.184

-0.063

-0.009

-0.190

0.049

0.030

0.080

-0.210

-0.227

0.022
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Table 4.2 Pearson Regression coefficient ( r ) of the electromyograph (EMG)
instantaneous frequency vs. mean frequency at 70% MVC for all hours.
IF vs. MNF

r
Splenius (LT)

Hour 1 Hour 2 Hour 3 Hour 4 Hour 5 Hour 6 Hour 7
0.135
0.089
0.182
0.211
-0.215
-0.011
0.132
-0.041

-0.104

-0.090

-0.006

-0.361

-0.183

-0.197

Trapezius (LT)

0.028

0.050

0.026

0.215

-0.115

0.061

0.054

Splenius (RT)

0.069

0.133

0.181

0.141

0.165

0.149

-0.502

Sterno (RT)

0.328

0.253

-0.196

0.178

0.184

0.230

0.064

-0.082

-0.012

-0.054

0.012

-0.247

-0.220

0.055

Sterno (LT)

Trapezius (RT)

Unlike the frequency correlation, both instantaneous amplitude (IA) and root
mean square (RMS) showed strong correlations at 70% MVC across all 7 hours and
is summarized in Table 4.3. The strongest correlations of 95% and above between
IA and RMS were of the left Splenius muscle at hour 1 with r = .968 and . (IA = 0.0002
± .15 , RMS = .049 ± .44 ), the right Splenius at hour 1 with r = .964 (IA = .006 ± 0.14 ,
RMS = .054 ± 0.48 ), and the right Trapezius at hour 7 with r = .976 (IA =9.8 E .05 ± .12
, RMS = .015 ± .17 ). Additional tables of correlation components between helmets
can be seen in Appendix C.
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Table 4.3 Pearson Regression coefficient ( r ) of the electromyograph (EMG)
instantaneous amplitude vs. root mean square at 70% MVC for all hours.
IA vs. RMS

r
Splenius (LT)

Hour 1 Hour 2 Hour 3 Hour 4 Hour 5 Hour 6 Hour 7
0.099
0.968
0.660
0.749
0.749
0.777
0.605

Sterno (LT)

0.814

0.697

0.887

0.775

0.678

0.967

0.640

Trapezius (LT)

0.590

0.431

0.621

0.085

0.727

0.229

0.302

Splenius (RT)

0.964

0.771

0.270

0.592

0.089

0.674

0.835

Sterno (RT)

0.806

0.135

0.168

0.582

0.935

0.374

0.625

Trapezius (RT)

0.702

0.659

0.318

0.454

0.808

0.345

0.976

4.2 Muscle Fatigue Indices
The second research question studied the ability of parameters IF and IA to
subjectively quantify muscle fatigue. Receiver Operator Characteristic (ROC) curves
were used to analyze the diagnostic capabilities of parameters IF and IA versus MDF and
RMS to adequately classify subjects with and without fatigue. First, the parameters (IF,
IA, MDF, RMS) were studied to identify characteristics indicative of fatigue. As reported
in literature, indices indicative of fatigue show a decrease in frequency and an increase in
amplitude. Tables 4.3 and 4.4 summarize the average percent changes observed by
parameters from hour 1 (baseline) to hour 7 at 70% MVC. The frequency components
showed a significant decrease in value from hour 1 to hour 7. For the left side observation
MDF demonstrated the largest decreases in the Sternocleidomastoid at -96% (MDF =
0.035 ± .25) and Trapezius muscle at -95% (MDF = 0.007 ± 0.021) while MNF
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demonstrated the strongest decreases in the Splenius at -77% (MNF =0.016 ± 0.05). For
the right side observation IF demonstrated the largest decreases in all muscles, Splenius
at -76% (IF = -0.019 ± 0.008), Sternocleidomastoid at -53% (IF =-0.022 ± 0.01), and
Trapezius at -89% (IF = -0.02 ± 0.06). The observed decrease in frequency agrees with
the literature findings [14] [35] [37] [41] [70] [71] and can be objectively considered to
indicate fatigue.

Table 4.4 Average percent change in parameters IF, MDF, and MNF from hour 0 to hour
7 at 70% MVC. The * denotes a statistically significant p-value.
IF
MDF
MNF
Splenius (LT)
-59%
-74%
-77%*
25%
Sterno (LT)
-96%
-88%
20%
Trapezius (LT)
-95%
-90%
Splenius (RT)
Sterno (RT)
Trapezius (RT)

-76%
-53%
-89%

-6%
19%
225%

43%
-48%
250%

Similarly, both RMS and IA showed increasing percentages from hour 0 to hour 7
at 70% MVC. The RMS parameter demonstrated the largest increase in both the left and
right Trapezius muscles 27% ( RMS = 0.028 ± 0.05) and 36% ( RMS = 0.023 ± 0.063),
respectively. However, as reported by [29] [39] and [41], the increase in amplitude can
vary and typically can be due to the type of isometric contraction. Therefore, as supported
in literature both RMS and IA objectively quantify muscle fatigue [14] [24] [39]. A full
presentation of percent decrease across all hours can be found in Appendix C.
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Table 4.5 Average percent change in parameters IA and RMS from hour 0 to hour 7 at
70% MVC.
IA
RMS
-3%
-27%
Splenius (LT)
Sterno (LT)
4%
10%
Trapezius (LT)
3%
27%
Splenius (RT)
Sterno (RT)
Trapezius (RT)

2%
4%
2%

3%
-61%
36%

After verifying that the proposed parameters (IF and IA) and conventional
parameters (RMS and MDF) observe a frequency decrease and amplitude increase
indicative of muscle fatigue, these parameters are individually studied to assess their
ability in subjectively classifying muscle fatigue. The ROC curves are derived using the
subjective questionnaires collected at hour 0 and hour 7 of the study. A subject that
reported discomfort or pain was considered to be fatigued. Subjects that did not complete
the final questionnaire or final hour of assessment were excluded from the dataset.
Illustrated in Figure 4.1 the IF estimation outperformed the MDF parameter in
subjectively quantifying muscle fatigue in the left splenius muscle at 70% MVC by
nearly 50%. IF observed an AUC = .7252 (Sensitivity = 66% and Specificity = 39%)
compared to an MDF AUC = .3416 (Sensitivity = 53% and Specificity = 54%). Similarly,
at 100% MVC IF outperformed MDF by 50% across all muscles. Recording an AUC =
.6252 (Sensitivity = 47% and Specificity = 39%) for the Splenius muscle, an AUC =
.6984 (Sensitivity = 50% and Specificity = 43%) for the Sternocleidomastoid muscle and
an AUC = .6118 (Sensitivity = 54% and Specificity = 47%) for the Trapezius muscle
compared to the MDF recordings for Splenius (AUC = .3723, Sensitivity = 35% and
Specificity = 54%), Sternocleidomastoid (AUC = .2235, Sensitivity = 63% and

86

Specificity = 43%), and Trapezius (AUC = .3414, Sensitivity = 45% and Specificity =
58%). Parameter comparison of IA and RMS resulted in only slightly higher AUC,
sensitivity and specificity values at 70% MVC from hour 1 to hour 7. This close
relationship is illustrated in Fig. 4.1-4.3. The same results were also observed at 100%
MVC and can be seen in Fig. 4.4-4.6. The results for the ROC curves of the right side can
be found in Appendix C.

Table 4.6 AUC, Sensitivity, and Specificity values calculated for parameters IF and
MDF for test subject population at 70% MVC.
AUC
Sensitivity
Specificity p-value
IF
66%
39%
0.0077
Splenius
0.7252
44%
46%
0.0193
Sterno
0.6847
0.6381
41%
37%
0.1130
Trapezius
MDF
0.3416
53%
54%
0.9820
Splenius
0.5593
47%
50%
0.2549
Sterno
44%
42%
0.1000
Trapezius
0.6437
IA
Splenius
Sterno
Trapezius

0.7041
0.6709
0.6723

59%
44%
49%

43%
46%
53%

0.0125
0.0288
0.1130

Splenius
Sterno
Trapezius

0.6365
0.7463
0.6204

59%
66%
61%

43%
39%
48%

0.0742
0.0036
0.1103

RMS
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(a)

(b)

Figure 4.1 ROC curve comparison for the entire subject population at 70% MVC
between the Left Splenius (a) instantaneous frequency (AUC = .7252) and median
frequency (AUC = .3416). (b) instantaneous amplitude (AUC = .7041) and root mean
square (AUC = .6365).
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(a)

(b)

Figure 4.2 ROC curve comparison for the entire subject population at 70% MVC
between the Left Sternocleidomastoid (a) instantaneous frequency (AUC = .6847) and
median frequency (AUC = .4246). (b) instantaneous amplitude (AUC = .6709) and root
mean square (AUC = .5677).
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(a)

(b)

Figure 4.3 ROC curve comparison for the entire subject population at 70% MVC
between the Left Trapezius (a) instantaneous frequency (AUC = .6381) and median
frequency (AUC = .3309). (b) instantaneous amplitude (AUC = .6723) and root mean
square (AUC = .6204).
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Table 4.7. AUC, Sensitivity, and Specificity values calculated for parameters IF and
MDF for test subject population at 100% MVC.
AUC
Sensitivity
Specificity p-value
IF
47%
39% 0.0586
Splenius 0.6525
50%
43% 0.0150
Sterno 0.6984
54%
47% 0.1481
Trapezius 0.6118
MDF
34%
54% 0.9455
Splenius 0.3723
63%
43% 0.9999
Sterno 0.2235
45%
58% 0.9753
Trapezius 0.3414
IA
Splenius
Sterno
Trapezius

0.7325
0.7468
0.6329

53%
59%
51%

54%
64%
58%

0.0020
0.0040
0.0875

Splenius
Sterno
Trapezius

0.7415
0.6719
0.3900

53%
53%
51%

25%
71%
79%

0.0157
0.0125
0.9126

RMS
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(a)

(b)

Figure 4.4 ROC curve comparison for the entire subject population at 100% MVC
between the Left Splenius (a) instantaneous frequency (AUC = .6525) and median
frequency (AUC = .3723). (b) instantaneous amplitude (AUC = .7326) and root mean
square (AUC = .7415).
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(a)

(b)

Figure 4.5 ROC curve comparison for the entire subject population at 100% MVC
between the Left Sternocleidomastoid (a) instantaneous frequency (AUC = .6984) and
median frequency (AUC = .2236). (b) instantaneous amplitude (AUC = .7469) and root
mean square (AUC = .6719).
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(a)

(b)

Figure 4.6 ROC curve comparison for the entire subject population at 100% MVC
between the Left Trapezius (a) instantaneous frequency (AUC = .6119) and median
frequency (AUC = .3794). (b) instantaneous amplitude (AUC = .6330) and root mean
square (AUC = .5659).

94

Lastly, the relationship between hour-to-hour testing and intensity of discomfort
reported by the subject was studied. Figure 4.7 illustrates the case of the hour-to-hour
exertion described by the subjects after every 70% MVC effort. A noticeable shift in
effort level can be seen from hour 0 to hour 7. At Hour 0, 79% of subjects recorded no
effort and 1% reported a max effort in the exertion of the 70% MVC. At hour 7 only 4%
of subjects reported no effort while 35% of subjects reported a max effort in exertion of
70% MVC. These results indicate that the subject population is approaching a fatigued
state.

Population Response to Exertion of 70
% MVC
(0 = No Effort, 6 = Max Effort)
90
Number of Subjects

80
70
60

Hour 7

50

Hour 6

40

Hour 4

30
20

Hour 2

10

Hour 0

0
0

1

2

3
Effort Level

4

5

6

Figure 4.7 Subject population response to Exertion of effort of the 70% MVC at the end
of hours 0,2,4,6, and 7.

The regions that observed the highest percentage increase of discomfort level
from hour 0 to hour 7 were the lower neck and upper back regions. Both Fig. 4.8 and 4.9
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show the distribution of discomfort level of both regions by helmet. Amongst the two
regions helmet D, with the near forehead weight configuration, presented the highest
level of discomfort among subjects. In the lower neck region the hour 0 percentage of
subjects wearing helmet D that expressed no discomfort dropped from 86% to 15% and
discomfort level equivalent to soreness increased from 0% to 15%. In the upper back
region, 93% of subjects wearing helmet D reported no discomfort and 0% reported pain.
However, at hour 7 only 15% of subjects reported no discomfort while 15% reported
pain. (Appendix C)
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Hour 0 Response to Discomfort in
Lower Neck by Helmet
(0 = No Discomfort, 6 = Pain)
Discomfort Level

6
5
4

Helmet A

3

Helmet B
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Helmet C
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Helmet D
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Hour 7 Response to Discomfort in
Lower Neck by Helmet
(0 = No Discomfort, 6 = Pain)
Discomfort Level

6
5
4
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3

Helmet B

2

Helmet C

1
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0

Helmet E
0
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Number of Subjects
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Figure 4.8 Subject response to questionnaire at hour 0 and hour 7 of testing for Lower
Neck discomfort level.
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Hour 0 Response to Discomfort in
Upper Back by Helmet
(0 = No Discomfort, 6 = Pain)
Discomfort Level
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Hour 7 Response to Discomfort in
Upper Back by Helmet
(0 = No Discomfort, 6 = Pain)
Discomfort Level
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2
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Figure 4.9 Subject response to questionnaire at hour 0 and hour 7 of testing for Upper
Back discomfort level.
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5. Conclusions
The proposed approach was designed to subjectively quantify muscle fatigue
using a cosine modulated filter bank technique and derived IF and IA parameters. As
presented in this text there are several factors that influence muscle fatigue and the
surface EMG signal. However, it is widely accepted that the fatigue indicators of surface
EMG exist as an increase in amplitude and decrease in frequency range [40]. These
parameters are affected by a variety of factors including, but not limited to, muscle fiber
conduction velocity, lactic acid accumulation and motor unit recruitment.
Both instantaneous frequency (IF) and instantaneous amplitude (IA) are derived
using a cosine modulated filter bank (CMFB) method. The advantages of using the
proposed method are its non-dependence of choosing a window length, noise
suppression, and computational efficiency compared to the traditional technique using
Fourier Transform. To examine the IF and IA estimates ability to objectively quantify
muscle fatigue the values were first compared to traditional parameters (MDF, RMS,
MNF) [41].
Next, both proposed and conventional parameters, used for assessment, were
investigated to validate changes that are indicative of muscle fatigue. Then IF, IA, MDF,
and RMS were combined with subject questionnaires and analyzed using ROC curve to
subjectively quantify muscle fatigue. It was shown that estimate IF outperformed MDF
by 50% in both 70% MVC and 100% MVC testing by accurately predicting a fatigued
and non-fatigued state at least 70% of the time. Finally, by observing subject
questionnaire responses it was determined that Helmet configuration D delivered the
highest discomfort levels reported by subjects in the lower neck and upper back regions.
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Similar to Georgakis et. al and Bonato et. al the analysis of the surface EMG
parameter IF provides an objective measurement tool for the assessment of fatigue. In
conclusion, the ROC curves determined that parameter IF based on EMG is better at
subjectively quantifying muscle fatigue in prolonged testing and can have potentially
relevant applications in research and clinical studies.

5.1 Limitations and Future Enhancements
One of the limitations of our experimental procedure is the classification of
perceived discomfort regions. The skeletal muscles analyzed in our work were classified
as the following regions: the head, upper neck, lower neck, shoulders, upper back, and
lower back. The anatomical presentation of all muscles used in our study overlay various
regions in this study. Thus, the investigator chooses the region in which the muscle is
classified. Another major drawback of fatigue is its dependence on physiological and
psychological factors. For example, the rate of fatigue is dependent on the metabolite
production, vascular flow, motor unit recruitment, and mental endurance. These issues
can be addressed by introducing an sEMG test in correlation with either a motor
conduction velocity test or a blood pressure test to analyze the rate of blood flow.
Our proposed method can be extended to compare the 3 minute recording with the
30s recorded sEMG. The 30s extraction of the full 3 min recording of sEMG was used to
maintain stationary properties of the signal and has been a gold standard in sEMG signal
processing [19] [41]. Evaluating the sEMG signals using the full recording may provide
additional information.
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Appendix A
Questionnaire
Questionnaire to report perceived levels of discomfort reported by the subject (source
ARFL)
Q1.

Have you performed any of the stretching techniques in the last two hours? (Yes =

0, No = 6)
Q2.

According to the scale, select a number that corresponds to your physical state.

(No Discomfort = 0, Discomfort = 2, Soreness = 4, Pain = 6)
a. Head
b. Upper Neck
c. Lower Neck
d. Shoulders
e. Upper Back
f. Lower Back

Q3.

According to the scale, select a number that corresponds to hot spots or

accumulation of perspiration (No Hot Spots, Moderate Hot Spots, Severe Hot Spots).
a. Head
b. Upper Neck
c. Lower Neck
d. Shoulders
e. Upper Back
f. Lower Back

Q4.

According to the scale, select a number that corresponds to any numbness or loss

of sensation. (Normal = 0, Abnormal Sensation = 3, Numbness = 6)
a. Head
b. Upper Neck
c. Lower Neck
d. Shoulders
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e. Upper Back
f. Lower Back

Q5.

According to the scale, select a number that corresponds to a penetrating ache in

your head. (No Headache = 0, Minimal Headache = 3, Severe Headache = 6)

Q6.

According to the scale, select a number that corresponds to your mental state.

(Relaxed = 0, Slightly Tense = 3, Restless = 6)

Q7.

According to the scale, select a number that corresponds to your mental frame of

mind. (Alert = 0, Tired = 3, Exhausted = 6)

Q8.

According to the scale, select a number that corresponds to your concentration

level. (Attentative = 0, Distracted = 3, Loss of Focus = 6)

Q9.

According to the scale, select a number that corresponds to the effort exerted to

perform the MVC at 70%. (No Effort = 0, Minimal Effort = 3, Maximal Effort = 6)
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Appendix B
MATLAB

Figure B.1 Cosine Modulated Filter Bank Matlab Flow Chart.
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Figure B.2 Plot of raw EMG signal from test number NFF0007 at hour 1 for 70%
maximum voluntary contraction (MVC).

Figure B.3 Plot of modified EMG including only the last 30s of recording for test
number NFF0007 at hour 1 for 70% maximum voluntary contraction (MVC).
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Figure B.4 Plot of modified EMG signal with outliers removed for test number NFF0007
at hour 1 for 70% maximum voluntary contraction (MVC).

Figure B.5 Plot of Instantaneous Frequency (IF) estimation for test number NFF0007 at
hour 1 for 70% maximum voluntary contraction (MVC).
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Figure B.6 Plot of Instantaneous Amplitude (IA) estimation for test number NFF0007 at
hour 1 for 70% maximum voluntary contraction (MVC).
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Appendix C
Subject Data
Table C.1 Pearson Regression coefficient ( r ) of the electromyography (EMG) derived
instantaneous frequency vs. median frequency, instantaneous amplitude vs. root mean
square, and instantaneous frequency vs. mean frequency at 100% MVC.

r
Splenius (LT)

IF vs. MDF

IF vs. MNF

IA vs. RMS

Hour 0
Hour 7
Hour 0 Hour 7 Hour 0 Hour 7
-0.156
-0.070 -0.166
0.008
0.698
0.832

Sterno (LT)

0.199

-0.055

0.117

-0.065

0.990

0.651

Trapezius
(LT)

0.109

0.165

0.113

0.172

0.578

0.753

Splenius (RT)

0.091

0.093

0.099

0.107

0.817

0.590

Sterno (RT)

0.102

-0.004

0.147

-0.031

0.517

0.237

-0.251

0.136

-0.254

0.182

0.754

0.924

Trapezius
(RT)

Table C.2 Pearson Regression coefficient ( r ) of the electromyograph (EMG)
instantaneous mean frequency vs. median frequency, instantaneous mean amplitude vs.
root mean square, and instantaneous mean frequency vs. mean frequency at 100% MVC
Helmet A.
r
Splenius (LT)
Hour 0
Hour 7

IA vs. RMS

IF vs. MDF

IF vs. MNF

0.76
0.87

-0.05
-0.05

-0.21
0.05

Sterno (LT)
Hour 0
Hour 7

0.99
0.68

0.39
0.19

0.17
0.21

Trapezius (LT)
Hour 0
Hour 7

0.81
0.78

-0.18
0.24

-0.21
0.25
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Table C.3 Pearson Regression coefficient ( r ) of the electromyograph (EMG)
instantaneous frequency vs. median frequency, instantaneous amplitude vs. root mean
square and instantaneous mean frequency vs. mean frequency at 100% MVC Helmet B.
r
IA vs. RMS
IF vs. MDF
IF vs. MNF
Splenius (RT)
Hour 0
-0.01
0.07
0.89
Hour 7
0.60
-0.14
-0.26
Sterno (RT)
Hour 0
Hour 7

0.83
0.34

0.17
-0.40

0.40
-0.40

Trapezius (RT)
Hour 0
Hour 7

0.82
0.83

0.31
0.31

0.19
0.30

Table C.4 Pearson Regression coefficient ( r ) of the electromyograph (EMG)
instantaneous amplitude vs. root mean square, instantaneous frequency vs. median
frequency and instantaneous frequency vs. mean frequency at 100% MVC Helmet C.
r
IA vs. RMS
IF vs. MDF
IF vs. MNF
Splenius (LT)
Hour 0
-0.42
0.03
0.73
Hour 7
0.48
-0.11
0.01
Sterno (LT)
Hour 0
Hour 7

0.50
0.99

-0.55
-0.24

-0.66
-0.24

Trapezius (LT)
Hour 0
Hour 7

0.35
0.87

0.13
0.15

0.52
0.22

Splenius (RT)
Hour 0
Hour 7

0.83
0.21

0.23
-0.17

0.41
-0.09

Sterno (RT)
Hour 0
Hour 7

0.75
-0.03

0.38
-0.03

0.37
-0.23

Trapezius (RT)
Hour 0
Hour 7

0.54
0.98

0.21
0.20

0.28
0.20
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Table C.5 Pearson Regression coefficient ( r ) of the electromyograph (EMG)
instantaneous amplitude vs. root mean square, instantaneous frequency vs. median
frequency and instantaneous frequency vs. mean frequency at 100% MVC Helmet D.
r
IA vs. RMS
IF vs. MDF
IF vs. MNF
Splenius (LT)
Hour 0
0.03
0.06
0.84
Hour 7
0.53
0.15
0.26
Sterno (LT)
Hour 0
Hour 7

0.88
1.00

0.49
0.26

0.32
0.21

Trapezius (LT)
Hour 0
Hour 7

0.98
-0.03

0.12
0.17

0.12
0.30

Splenius (RT)
Hour 0
Hour 7

0.70
0.84

0.40
0.34

0.36
0.55

Sterno (RT)
Hour 0
Hour 7

0.49
0.96

-0.004
0.57

-0.03
0.50

Trapezius (RT)
Hour 0
Hour 7

0.58
0.87

0.40
0.29

0.24
0.28
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Table C.6 Pearson Regression coefficient ( r ) of the electromyograph (EMG)
instantaneous amplitude vs. root mean square, instantaneous frequency vs. median
frequency and instantaneous frequency vs. mean frequency at 100% MVC Helmet E.
r
IA vs. RMS
Splenius (LT)
Hour 0
Hour 7

IF vs. MDF

IF vs. MNF

0.22
0.59

-0.35
-0.39

-0.51
-0.34

Hour 0
Hour 7

0.90
0.35

-0.57
0.29

-0.52
0.002

Trapezius (LT)
Hour 0
Hour 7

0.82
0.82

0.43
-0.19

0.63
-0.63

Splenius (RT)
Hour 0
Hour 7

0.49
-0.13

-0.08
0.61

-0.25
0.65

Hour 0
Hour 7

0.98
0.91

0.11
0.68

0.12
0.81

Trapezius (RT)
Hour 0
Hour 7

0.73
1.00

0.28
0.19

0.30
0.35

Sterno (LT)

Sterno (RT)
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Table C.7 Test predictive values by parameter for test subject population at 70% MVC.
Positive
PV

Negative
PV

IF
Splenius
Sterno
Trapezius

55%
48%
59%

50%
42%
23%

Splenius
Sterno
Trapezius

57%
52%
62%

50%
45%
26%

Splenius
Sterno
Trapezius

54%
48%
69%

48%
42%
32%

Splenius
Sterno
Trapezius

54%
59%
76%

48%
52%
41%

MDF

IA

RMS

Table C.8 Test predictive values by parameter for test subject population at 100% MVC.
Positive PV

Negative PV

IF
Splenius
Sterno
Trapezius

47%
50%
69%

39%
43%
32%

Splenius
Sterno
Trapezius

46%
56%
57%
Positive PV

42%
50%
47%
Negative PV

Splenius
Sterno
Trapezius

57%
68%
72%

50%
58%
35%

Splenius
Sterno
Trapezius

45%
68%
84%

32%
57%
43%

MDF

IA

RMS
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Table C.9 Average subject population % change in parameters IF, MDF, and MNF hour
to hour during 70% MVC.
Hour 2
Hour 3
Hour 4 Hour 5 Hour 6 Hour 7
Splenis
(LT)
IF
3%
0%
1%
-3%
-2%
-1%
MDF
99%
73%
-81%
-13%
-44%
-18%
MNF -85%*
94%*
43%*
-14%*
-8%* -26%*
Sterno (LT)
IF
MDF
MNF

1%
-94%
-90%

2%
-38%
-49%

1%
-14%
78%

-3%
72%
20%

-2%*
50%
452%

5%
-86%
-98%

Trapezius
(LT)
IF
MDF
MNF

-3%
-95%
-92%

2%
8%
-5%

2%
-50%
20%

-6%
53%
19%

7%
-35%
-21%

2%
86%
13%

IF
MDF
MNF

0%
-68%
-46%

4%
-48%
-6%

-4%
137%
99%

-5%*
-45%
-89%

11%
12%
-1%

-2%
283%
82%

IF
MDF
MNF

-3%
60%
-40%

0%
65%
182%

4%
-96%
-94%

-2%
22%
37%

4%
-100%
-100%

1%
-22%
-5%

Trapezius
(RT)
IF
MDF
MNF

-1%
21%
-26%*

2%
-53%
78%

3%
64%
-41%*

-4%
388%
170%*

8%
10%
863%

-5%
-94%
-82%

Splenis
(RT)

Sterno
(RT)
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(a)

(b)

Figure C.1 ROC curve comparison for the entire subject population at 100% MVC
between the Right Splenius (a) instantaneous frequency (AUC = .7177) and median
frequency (AUC = .2685). (b) instantaneous amplitude (AUC = .5854) and root mean
square (AUC = .5677).
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(a)

(b)

Figure C.2 ROC curve comparison for the entire subject population at 100% MVC
between the Right Sternocleidomastoid (a) instantaneous frequency (AUC = .6017) and
median frequency (AUC = .3850). (b) instantaneous amplitude (AUC = .5714) and root
mean square (AUC = .6710).
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(a)

(b)

Figure C.3 ROC curve comparison for the entire subject population at 100% MVC
between the Right Trapezius (a) instantaneous frequency (AUC = .6456) and median
frequency (AUC = .5008). (b) instantaneous amplitude (AUC = .6143) and root mean
square (AUC = .6298).

121

Population Response to Discomfort in
Upper Neck (0 = No discomfort, 6 =
Pain)
Number of Subjects

160
140
120
100

Hour 7

80

Hour 6

60

Hour 4

40

Hour 2

20

Hour 0

0
0

1

2

3
4
Discomfort Level

5

6

Figure C.4 Population Response to Discomfort in Upper Neck by hour.

Population Response to Discomfort in
Lower Neck (0 = No Discomfort, 6 =
Pain)
Number of Subjects

160
140
120
100

Hour 7

80

Hour 6

60

Hour 4

40

Hour 2

20

Hour 0

0
0

1

2

3
4
Discomfort Level

5

6

Figure C.5 Population Response to Discomfort in Lower Neck by hour.

122

Population Response to Discomfort in
Shoulders (0 = No Discomfort, 6 =
Pain)
Number of Subjects

250
200
Hour 7

150

Hour 6
100

Hour 4

50

Hour 2
Hour 0

0
0

1

2

3
4
Discomfort Level

5

6

Figure C.6 Population Response to Discomfort in Shoulders by hour.
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Figure C.7 Population Response to Discomfort in Upper Back by hour.
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Figure C.8 Population Response to Discomfort in Lower Back by Hour.
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