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Abstract
In this paper, we present an algorithm for computing the maximum clique in the visibility graph G of a simple polygon P in
O(n2e) time, where n and e are number of vertices and edges of G respectively. We also present an O(ne) time algorithm for
computing the maximum hidden vertex set in the visibility graph G of a convex fan P . We assume in both algorithms that the
Hamiltonian cycle in G that corresponds to the boundary of P is given as an input along with G.
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1. Introduction
The visibility graph of a polygon P is the graph of the visibility relation on the vertices of the polygon. It has
a node for every vertex of P and an edge for every pair of visible vertices. Fig. 1a shows the visibility graph of the
polygon in Fig. 1b. The visibility graph is a fundamental structure in computational geometry; some early applications
of the visibility graph include computing shortest paths in the presence of obstacles [17] and in decomposing two-
dimensional shapes into clusters [19]. The visibility graph of a simple polygon P can be computed in O(n logn + e)
time [13,14] where n and e are the number of vertices and edges of the visibility graph respectively. The opposite
problem is to find a polygon (if it exists) whose visibility graph is a given graph. Let G be a given graph. The problem
of determining if there is some polygon P that has G as its visibility graph is called the visibility graph recognition
problem. The problem of actually constructing such a P is called the visibility graph reconstruction problem. The
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S.K. Ghosh et al. / Journal of Discrete Algorithms 5 (2007) 524–532 525Fig. 1. (a) The maximum clique in G consists of vertices v1, v3, v5, v6, v7, v8 and v9. (b) Vertices of the largest convex polygon in P are v1, v3,
v5, v6, v7, v8 and v9. (c) No vertex of Vij can see any vertex of Vji in the fan Fi .
visibility graph recognition and reconstruction problems are long-standing open problems in geometric graph theory
with only partial results achieved to date [1,4,5,9–11,21].
Researchers have examined the complexity of solving standard graph-theoretic problems on visibility graphs. Lee
and Lin [15] showed that the minimum dominating set problem in visibility graphs (the art gallery problem) is NP-
hard (also see O’Rourke [18]). Shermer [20] showed that the maximum independent set problem is also NP-hard. An
independent set in the visibility graph is also called hidden set which has been studied by Eidenbenz [6,7], Ghosh et
al. [12] and Lin and Skiena [16]. Further, Lin and Skiena [16] showed that the problems of finding a minimum vertex
cover and a maximum dominating set in the visibility graph of a simple polygon are NP-hard. Lin and Skiena [16]
have shown that the problem of determining whether the visibility graphs of two simple polygons are isomorphic is
isomorphic-complete.
On the other hand, the problem of computing the maximum clique in a visibility graph G is not known to be NP-
hard. The maximum clique in G is a complete subgraph of G having the maximum number of vertices. For example,
the maximum clique in the visibility graph of Fig. 1a consists of vertices v1, v3, v5, v6, v7, v8 and v9. In this paper, we
present an algorithm for computing the maximum clique in the visibility graph G of a simple polygon P in O(n2e)
time, where n and e are number of vertices and edges of G respectively. We assume that the Hamiltonian cycle C in
G that corresponds to the boundary of P is given as an input along with G. There may be several maximum cliques
in G having the same size. We are interested in finding one such maximum clique.
Our algorithm starts by partitioning G into subgraphs using the properties of blocking vertices and cross-visibility
given by Ghosh [11] such that the maximum clique in G lies into one of these subgraphs. Then the algorithm uses
dynamic programming to identify the maximum clique in each subgraph of G. The clique with the largest size among
these maximum cliques is the maximum clique in G. We present the algorithm in Section 2.
It can be seen that the maximum clique in G corresponds to the largest empty convex polygon in P , where the
largest convex polygon is defined as the convex polygon that can be inscribed inside P with the maximum number of
vertices of P . For example, the largest convex polygon inside the polygon of Fig. 1b consists of vertices v1, v3, v5, v6,
v7, v8 and v9. Avis and Rappaport [3] presented an algorithm for computing the largest empty convex polygon in a
given set S of n points in O(n3) time. Their algorithm first constructs n fans considering each point of S as a fan vertex
and then locates the largest empty convex polygon in each fan. Thus their algorithm finds the largest convex empty
polygon in S. Their algorithm uses the given coordinates of points of S for sorting the slopes between two points in
computing the largest convex polygon, whereas our algorithm does not have the coordinates of corresponding vertices
of G in P . Since there is no polynomial time algorithm known for drawing a simple polygon P whose visibility graph
is the given graph G, the algorithm of Avis and Rappaport cannot be used to compute the maximum clique in G.
Eidenbenz and Stamm [8] gave an O(n3) time algorithm for computing the maximum clique in the visibility graph
of a simple polygon. Their algorithm first computes the visibility graph from a given simple polygon P and then
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convexity of vertices in P , the algorithm uses lines passing through vertices of P . So, their algorithm requires coordi-
nates of vertices of P in both steps. On the other hand, the input to our algorithm is not a simple polygon but a graph.
It can be seen that the problem of computing the maximum clique in a visibility graph without the knowledge of the
geometry of the corresponding polygon is a harder problem. Note that their algorithm, like our algorithm, needs the
knowledge of the order of vertices on the boundary of P in their dynamic programming approach.
A maximum hidden vertex set in G is the maximum cardinality set of vertices in which no two vertices are con-
nected by an edge in G. As stated earlier, the problem of finding the maximum hidden vertex set in the visibility
graph G of a simple polygon P is known to be NP-hard. Here, we present an O(ne) time algorithm for computing
the maximum hidden vertex set in G if G is the visibility of a convex fan P and the Hamiltonian cycle C in G that
corresponds to the boundary of P is given along with G. Our algorithm is based on the relationship between Euclidean
shortest paths in P and hidden vertex set in G as observed by Ghosh et al. [12]. We present the algorithm in Section 3.
We conclude the paper with a few remarks and open problems.
2. An algorithm for computing the maximum clique
Assume that the vertices of C are labeled v1, v2, . . . , vn in counterclockwise order. The portion of C in counter-
clockwise order from vj to vm is denoted as C(vj , vm). For each vertex vi in G, let Gi denote the induced subgraph
of G formed by vi and the neighbors of vi in G. In the visibility graph of Fig. 1a, G3 is the entire visibility graph as
all vertices of the visibility graph are neighbors of v3. It can be seen that if vi is a vertex of the maximum clique in G,
then all vertices of the maximum clique in G belong to Gi as they are connected to vi by edges in G. Our algorithm
computes the maximum clique in each Gi and then chooses the one which is the largest.
The region of P , whose visibility graph is Gi , is called the fan Fi with vi as the fan vertex. In other words, the fan
Fi in P with vi as the fan vertex is the region of P whose vertices consists of all vertices of P visible from vi and
whose boundary edges connect consecutive visible vertices in the angular order of visible vertices around vi in P . So,
the order of vertices on the boundary of Fi follows the order of vertices in C. If the internal angle θi at vi in Fi is
convex (i.e., θi  180◦), Fi is called a convex fan. Note that if θi > 180◦, vi is called a reflex vertex as θi is reflex.
Let us explain the procedure for computing the maximum clique in Gi . Without loss of generality, we assume that
Gi is same as G, i.e., all vertices of G are connected to vi by edges in G. So, Fi is P and the order of vertices in C is
same as the angular order of vertices in P around vi . For any two vertices vp and vq , let Vpq denote the set of vertices
of C(vp+1, vq−1). Note that Vpq does not include vp and vq . If there is an edge (vk, vm) in Gi where vk ∈ Vpq and
vm ∈ Vqp , we say that there is a cross-visibility across the edge (vp, vq) [11]. Consider a vertex vj such that there is
no cross-visibility across the edge (vi, vj ) (see Fig. 1c). It can be seen that all vertices of the maximum clique in Gi
belong to either Vij ∪ {vi} ∪ {vj } or Vji ∪ {vi} ∪ {vj }. So, Gi can be partitioned into two induced subgraphs Hij and
Hji of Gi formed by two sets of vertices Vij ∪ {vi} ∪ {vj } and Vji ∪ {vi} ∪ {vj } respectively. Hence, by computing
the maximum clique in Hij and Hji , the maximum clique in Gi can be computed. We have the following lemma.
Lemma 2.1. Let vj be a vertex of Gi other than vi−1 and vi+1. If there is no cross-visibility across the edge (vi, vj ),
then Gi can be partitioned into two induced subgraphs Hij and Hji formed by two sets of vertices Vij ∪ {vi} ∪ {vj }
and Vji ∪ {vi} ∪ {vj } respectively such that the maximum clique in Gi belongs to either of the subgraphs.
Consider another vertex vp ∈ Hji . Again, if there is no cross-visibility across (vi, vp) (see Fig. 2a), the induced
subgraph of Gi formed by the vertices of Hji can again be partitioned into two subgraphs using Lemma 2.1. Hence,
Gi can be recursively partitioned into induced subgraphs based on cross-visibility till no further partition is possible.
We have the following lemma.
Lemma 2.2. The graph Gi can be partitioned recursively into subgraphs using cross-visibility such that the maximum
clique in Gi belongs to one of the subgraphs.
Corollary 2.1. After the entire partitioning of Gi , there can be at most one subgraph of Gi that is not the visibility
graph of a convex fan with vi as the fan vertex.
S.K. Ghosh et al. / Journal of Discrete Algorithms 5 (2007) 524–532 527Fig. 2. (a) There is no cross-visibility across (vi , vj ) as well as across (vi , vp). (b) The vertex vi is not a blocking vertex for (vj−1, vj+1) as there
is a cross-visibility across (vi , vj ). (c) The vertex vk is the first vertex visible from vi+1 while traversing the boundary of Fi in clockwise order
from vi−1.
Proof. We know that the edges of Gi that are used to partition Gi are incident at vi . These edges divide the reflex
angle at vi formed by (vi, vi−1) and (vi, vi+1) in Fi . Since only one of these angles at vi can be reflex, there can be at
most one subgraph of Gi that is not the visibility graph of a convex fan with vi as the fan vertex. 
The edges of Gi that do not have cross-visibility can be identified by traversing C(vi+1, vi−1) once in counter-
clockwise order. Consider any edge (vm, vj ) in Gi such that there is no cross-visibility across (vm, vj ). If none of vm
and vj is vi , then there is a cross-visibility across (vm, vj ) as every vertex of Gi is connected to vi by an edge in Gi .
So, we assume that vm is same as vi . Initialize the set A by all edges of Gi incident on vi in counterclockwise order.
So, (vi, vj ) belongs to A. For every vertex vs ∈ C(vi+1, vi−1), the vertex vt is called the furthest adjacent vertex of
vs on C if (vt , vs) is an edge in Gi and vs is not connected by an edge in Gi to any vertex of C(vt+1, vi−1). Traverse
C(vi+1, vi−1) starting from vi+1 and for every vertex vs , remove edges (vi, vp) from A where vp ∈ C(vs+1, vt−1).
Any edge (vi, vj ) of Gi that do not have cross-visibility must be one of the remaining edges in A. We have the
following lemma.
Lemma 2.3. All edges of Gi that do not have cross-visibility can be located in O(e) time.
From now on, we assume that there is a cross-visibility across every edge (vi, vj ) in Gi for all j except i + 1 and
i − 1. Let us identify vertices of C that correspond to reflex vertices in Fi . To identify such vertices, we need the
notion of blocking vertices given by Ghosh [11]. Let vb and vc be two vertices of C such that they are not connected
by an edge in Gi . A vertex va ∈ C(vb, vc) is called a blocking vertex for the pair {vb, vc} if no vertex of C(vb, va−1)
is connected by an edge in Gi to any vertex of C(va+1, vc). Any such vertex va is a blocking vertex for {vb, vc} as it
can be used to block the line of sight between vb and vc in Fi . For more details on the properties of blocking vertices,
see Ghosh [11].
Consider three consecutive vertices vj−1, vj and vj+1 in C. If (vj−1, vj+1) is an edge in Gi , then vj is a convex
vertex in Fi . If (vj−1, vj+1) is not an edge in Gi (see Fig. 2b), we know that vj is a blocking vertex for {vj−1, vj+1}
and vj can be a reflex vertex in Fi . Since (vi, vj−1) and (vi, vj+1) are edges in Gi , the only other vertex of Gi that
can be a blocking vertex for (vj−1, vj+1) is vi . If vj is convex and vi is a reflex in Fi (see Fig. 2a), vi blocks the
visibility between vj−1 and vj+1 in Fi and therefore, there is no cross-visibility across (vi, vj ). On the other hand,
there is a cross-visibility across (vi, vj ) by assumption and therefore, vj is a reflex vertex in Fi (see Fig. 2b), as stated
in the following lemma.
Lemma 2.4. If (vj−1, vj+1) is not an edge in Gi and there is a cross-visibility across the edge (vi, vj ), then vj is a
reflex vertex in Fi .
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maximum clique in Gi needs the property that vi is convex in Fi . If vi is a reflex vertex, i.e., (vi−1, vi+1) is not an
edge in Gi (see Fig. 2c), Gi is decomposed into subgraphs which are visibility graphs of convex fans as follows.
Let vk be the first vertex visible from vi+1 while traversing the boundary of Fi in clockwise order from vi−1. So, vk
is the furthest adjacent vertex of vi+1 on C(vi+1, vi−1). The induced subgraph of Gi formed by vi and vertices of
C(vi+1, vk) is the visibility graph of a convex fan (say, Fi,i+1) and is denoted as Gi,i+1 (see Fig. 2c). Using furthest
adjacent vertices of vi+2, . . . , vm in the same way, the corresponding subgraphs Gi,i+2, . . . ,Gi,m can be constructed,
which are visibility graphs of convex fans Fi,i+2, . . . ,Fi,m respectively. Note that vm denotes the first vertex of C
in counterclockwise order from vi+1 such that vi−1 is the furthest adjacent vertex of vm on C(vi+1, vi−1). Since the
maximum clique in Gi belongs to one of Gi,i+1, Gi,i+2, . . . ,Gi,m, the problem of computing the maximum clique in
Gi is reduced to that of computing maximum cliques in Gi,i+1, Gi,i+2, . . . ,Gi,m. We have the following lemma.
Lemma 2.5. If Gi is not the visibility graph of a convex fan, Gi can be decomposed into subgraphs such that each
subgraph is the visibility graph of a convex fan and one of these subgraphs contains the maximum clique of Gi .
From now on, we assume that (vi−1, vi+1) is an edge in Gi . So, Fi is a convex fan as vi is a convex vertex in
Fi . Let us explain the procedure for computing the maximum clique in Gi by assigning weights on edges of Gi . Let
(vk, vl) and (vp, vk) be two edges of Gi , where vertices vp ∈ C(vi, vk−1) and vl ∈ C(vk+1, vi−1). If the internal angle
at vk in Fi formed by (vk, vl) and (vp, vk) is convex, vk cannot be a blocking vertex for the pair {vl, vp}. Since vi is a
convex vertex, there is no blocking vertex for {vl, vp}, which is not possible [11]. Therefore, (vl, vp) must be an edge
in Gi and the triangle formed by (vl, vp), (vp, vk) and (vk, vl) lies inside Fi . So, vertices vl , vk and vp belong to a
clique in Gi . If the internal angle at vk in Fi formed by (vk, vl) and (vp, vk) is reflex, (vl, vp) cannot be an edge in Gi
and vertices vl , vk and vp do not form a clique in Gi . We state this fact in the following lemma.
Lemma 2.6. Let (vk, vl) and (vp, vk) be two edges in Gi , where vertices vp ∈ C(vi, vk−1) and vl ∈ C(vk+1, vi−1).
Three vertices vl , vk and vp belong to a clique in Gi if and only if (vl, vp) is an edge in Gi .
All pairs of edges (vk, vl) and (vp, vk) satisfying the above lemma are called valid pairs of edges at vk . Consider
any edge (vj , vl) in Gi . If vl ∈ C(vi, vj−1), (vj , vl) is called an incoming edge of vj . If vl ∈ C(vj+1, vi−1), (vj , vl)
is called an outgoing edge of vj . Note that the same edge is an incoming edge of one vertex and an outgoing edge of
the other vertex. Take every outgoing edge (vk, vl) of vk and form a valid pair with each incoming edge (vp, vk) of vk
provided (vl, vp) is an edge in Gi . Thus all valid pairs of edges at every vertex vk ∈ C(vi+1, vi−1) are formed giving
cliques of three vertices in Gi . We have the following observation on valid pairs of edges.
Lemma 2.7. Let (vk, vl) and (vp, vk) be outgoing and incoming edges of vk in Gi respectively.
(i) If (vl, vp) is an edge in Gi , for every incoming edge (vq, vk) of vk , where vq ∈ C(vi, vp), (vl, vq) is an edge in Gi .
(ii) If (vl, vp) is not an edge in Gi , for every incoming edge (vt , vk) of vk , where vt ∈ C(vp, vk−1), (vl, vt ) is not an
edge in Gi .
Proof. If (vl, vp) is an edge in Gi , then vk , vl and vp form a clique by Lemma 2.6. So, the internal angle at vk formed
by (vk, vl) and (vp, vk) in Fi is convex. Since any incoming edge (vq, vk) of vk , where vq ∈ C(vi, vp) divides the
internal angle at vk formed by (vk, vl) and (vp, vk) in Fi , the internal angle at vk in Fi formed by (vk, vl) with (vq, vk)
is also convex. Therefore, (vl, vq) is an edge in Gi by Lemma 2.6. The proof of (ii) follows along the same line. 
Corollary 2.2. If (vk, vl) and (vp, vk) form a valid pair at vk , then for every incoming edge (vq, vk) of vk , where
vq ∈ C(vi, vp), (vk, vl) and (vq, vk) also form a valid pair at vk .
Let us start assigning weights to edges of Gi using valid pairs of edges. Assign the weight of 2 to every edge in Gi
incident on vi . Consider vi+1. It can be seen that (vi, vi+1) is the only incoming edge of vi+1 and all pairs of edges at
vi+1 are valid pairs. The weight of 3 is assigned to every outgoing edge of vi+1 (see Fig. 3a). Note that the weight on
every outgoing edge of vi+1 is obtained by adding one to the weight of the incoming edge (vi, vi+1) of the valid pair.
S.K. Ghosh et al. / Journal of Discrete Algorithms 5 (2007) 524–532 529Fig. 3. (a) Weights are computed for outgoing edges of vk . (b) The maximum clique MC consists of vertices u1, u2, . . . , um , where u1 = vi . (c) The
vertex vm is the furthest vertex of vk in C(vj , vk) that is visible from vk in F .
Consider vi+2. Here, (vi, vi+2) and (vi+1, vi+2) are incoming edges of vi+2 and all pairs of edges at vi+2 are valid
pairs (see Fig. 3a). Consider both valid pairs of an outgoing edge (vi+2, vl). It can be seen that one clique consists
of vertices vi , vi+1, vi+2 and vl . The other clique consists of vertices vi , vi+2 and vl . So, the weight 4 on (vi+2, vl)
is obtained by adding one to the maximum of weights of incoming edges (vi, vi+2) and (vi+1, vi+2), which is 3. So,
every outgoing edge of vi+2 receives a weight of 4 as all pairs of edges at vi+2 happen to be valid pairs.
In general, consider any vertex vk (see Fig. 3a). Assume that the weight on every incoming edge of vk has already
been computed. For every outgoing edge (vk, vl) of vk , consider valid pairs of edges at vk formed with (vk, vl). Find
the maximum among weights on incoming edges in these valid pairs of (vk, vl), add one to this maximum weight, and
assign it as the weight on (vk, vl). Thus, the weights on all outgoing edges of vk are computed. Using this method,
weights are assigned to all edges in Gi by considering each vertex of C in counterclockwise order from vi+1 to vi−1.
We have the following lemma.
Lemma 2.8. The maximum among weights on edges of Gi is the size of the maximum clique in Gi .
Proof. Let w be the maximum among weights on edges of Gi . Let MC denote the maximum clique in Gi . Let
u1, u2, . . . , um be the vertices of MC, where u1 = vi and for all j , uj ∈ C(u1, uj+1) (see Fig. 3b). If w = m, the
lemma holds. So, we assume that w < m. Since w < m, there exists an edge (uj , uj+1) such that (i) for 2 < q +1 j ,
the weight on every edge (uq,uq+1) is q + 1 and (ii) for m > t  j , the weight on every edge (ut , ut+1) is less than
t + 1. Since vertices uj−1, uj and uj+1 belong to the clique MC, edges (uj−1, uj ) and (uj , uj+1) have formed a
valid pair at uj , where (uj−1, uj ) and (uj , uj+1) are incoming and outgoing edges of uj respectively. We know that
the weight assigned to (uj , uj+1) is one more than the maximum among weights of corresponding incoming edges of
uj including (uj−1, uj ). Therefore, the weight assigned to (uj , uj+1) is j + 1 contradicting the assumption that the
weight assigned to (uj , uj+1) is less than j + 1. Using analogous arguments, it can be shown that for m > t  j + 1,
the weight assigned on edges (ut , ut+1) is t + 1. Hence, w = m. 
Let (vk, vl) be an edge with the maximum weight among all edges of Gi . We know that vertices vk and vl belong
to a maximum clique (say, MC) and therefore, vl and vk are added to MC. Assume that (vk, vl) is an outgoing edge
of vk . We know that there exists an incoming edge of vk (say, (vp, vk)) such that edges (vk, vl) and (vp, vk) have
formed a valid pair at vk , and the weight on (vp, vk) is one less than that of (vk, vl). Add vp to MC. Since (vp, vk) is
an outgoing edge of vp , the next vertex of vp in MC can be found in the similar manner. Repeat this process till vi is
added to MC. Thus all vertices of the maximum clique MC can be located using weights on edges of Gi .
In the following, we present the algorithm for computing the maximum clique MC in Gi under the assumption that
(vi−1, vi+1) is an edge in Gi . Let w(vk, vp) denotes the weight assigned to the edge (vk, vp).
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Step 2. For every outgoing edge (vk, vl) of vk do
Step 2a. Assign 0 to max.
Step 2b. For every incoming edge (vp, vk) of vk do if (vl, vp) is an edge in Gi and max < w(vp, vk) then
max := w(vp, vk).
Step 2c. Assign max + 1 to w(vl, vk).
Step 3. If k = i − 1 then k := k + 1 and goto Step 2.
Step 4. Scan all edges of Gi to locate an edge (vk, vl) having maximum weight. Let (vk, vl) be the outgoing edge of
vk . Initialize MC by {vl, vk}.
Step 5. While k = i do
Step 5a. Scan incoming edges of vk and locate an edge (vp, vk), where w(vp, vk) = w(vk, vl)−1 and (vl, vp)
is an edge in Gi .
Step 5b. MC := MC ∪ {vp}; l := k; k := p.
Step 6. Output MC and Stop.
Let us analyze the time complexity of the above procedure for computing MC in Gi . Consider Step 2 of the
procedure. For every outgoing edge (vk, vl) of vk , Step 2 considers all incoming edges of vk in order to compute
w(vk, vl). Assume that Step 2 considers outgoing edges of vk in counterclockwise order starting from (vk, vk+1).
Also assume that Step 2 considers incoming edges of vk in counterclockwise order starting from (vi, vk). Consider
the first outgoing edge (vk, vk+1). Let (vp, vk) be the incoming edge of vk such that (vp, vk+1) is an edge in Gi
but the next incoming edge of vk does not form a valid pair with (vk, vk+1). While considering incoming edges of
vk from (vi, vk) to (vp, vk), the procedure can compute the maximum among weights on these edges, which gives
w(vk, vk+1). For assigning the weight on the next outgoing edge of (vk, vk+1), Step 2 starts considering incoming
edges of vk from (vp, vk) rather than from (vi, vk) (see Corollary 2.2). In this process, weights on all outgoing edges
of vk can be computed in time proportional to the degree of the vertex vk in Gi . Therefore, Step 2 takes O(e) time
for all k. Since all other steps of the procedure can be executed in O(e) time, the maximum clique MC in Gi can
computed O(e) time. We have the following lemma.
Lemma 2.9. The maximum clique in the visibility graph Gi of a convex fan can be computed in O(e) time.
In the following, we present the major steps of the algorithm for computing the maximum clique in the given
visibility graph G.
Step 1. For every vertex vi of G do construct the induced subgraph Gi formed by the vertex vi and all its neighbors
in G.
Step 2. Initialize the set S to empty. For every graph Gi do
Step 2a. Initialize the set A by all edges of Gi incident on vi in counterclockwise order.
Step 2b. For each vertex vs of C(vi+1, vi−1) in counterclockwise order do remove edges in A which are
incident on vertices of C(vs+1, vt−1), where vt is the furthest adjacent vertex of vs .
Step 2c. Partition Gi into subgraphs using edges in A and add these subgraphs to S.
Step 3. For every graph J in S do if J is not the visibility graph of a convex fan then decompose J into visibility
graphs of convex fans and replace J in S by these decomposed subgraphs.
Step 4. Compute the maximum clique in each graph of S and choose the one with the maximum size.
Step 5. Output the maximum clique in G and Stop.
The correctness of the algorithm follows from Lemmas 2.2, 2.4, 2.5, 2.6 and 2.8. Let us analyze the time complexity
of the algorithm. Since Gi can be constructed from G in O(e) time, graphs G1, G2, . . . ,Gn can be constructed in
Step 1 in O(ne) time. By Lemma 2.3, Gi can be partitioned by edges in A in Step 2 in O(e) time and therefore, Step 2
takes O(ne) time. We know from Corollary 2.1 that there can be at most one partitioned subgraph of Gi which is
not the visibility graph of a convex fan. Therefore, there can be at most O(n2) graphs in S after the decomposition in
Step 3. So, Step 3 takes O(n2e) time. By Lemma 2.9, Step 4 can be executed in O(n2e) time. Hence, the overall time
complexity of the algorithm is O(n2e). We summarize the result in the following theorem.
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to the boundary of P , the maximum clique in G can be computed in O(n2e) time, where n and e are the number of
vertices and edges of G.
3. An algorithm for computing the maximum hidden vertex set
In this section, we present the algorithm for computing the maximum hidden vertex set in the visibility graph G
of a convex fan F in O(ne) time. As before, we assume that the Hamiltonian cycle C in G that corresponds to the
boundary of F is given as an input along with G, and the vertices of C are labeled v1, v2, . . . , vn in counterclockwise
order. Let vi be a vertex of G such that (vi−1, vi+1) is an edge in G and all vertices of G are connected by an edge
to vi . So, vi is a fan vertex in F . If there are two or more vertices of G that can be fan vertices, the maximum hidden
set in G can be computed taking any of them as a fan vertex in F . Without loss of generality, we assume from now on
that vi is the fan vertex of F .
Consider any two vertices vj and vk of G, where vk belongs to C(vj , vi−1). If (vj , vk) is an edge in G, then both
vj and vk cannot be in the maximum hidden vertex set in C(vj , vk). Consider the situation when (vj , vk) is not an
edge in G. It means that both vj and vk can be in the maximum hidden vertex set in C(vj , vk). Let vm be the vertex of
C(vj , vk) such that (vk, vm) is an edge in G and no vertex of C(vj , vm−1) is connected to vk in G. It can be seen that
vm is the next vertex of vk in the Euclidean shortest path between vj and vk in F (see Fig. 3c). Once vm is located,
the maximum hidden vertex set in C(vj , vk) (denoted as MH(vj , vk)) can be computed using the following lemma of
Ghosh et al. [12] (after a minor modification). Let SMH(vj , vk) denote the size of MH(vj , vk).
Lemma 3.1. For any two vertices vj and vk of G, where vk ∈ C(vj , vi−1), SMH(vj , vk) = max(SMH(vj , vm−1) +
SMH(vm+1, vk),SMH(vj , vk−1)), where vm is the furthest vertex of vk in C(vj , vk) that is connected to vk by an edge
in G.
Proof. If MH(vj , vk) does not contain vk , then MH(vj , vk) = MH(vj , vk−1). If MH(vj , vk) contains vk , then vm does
not belong to MH(vj , vk) as (vk, vm) is an edge in G. Since no vertex of C(vj , vm−1) is connected by an edge to any
vertex of C(vm+1, vk) in G, MH(vj , vk) = MH(vj , vm−1) ∪ MH(vm+1, vk). 
Using the above lemma, SMH(vj , vk) for all vk ∈ C(vj , vi−1) can be computed for every vertex vj ∈ C(vi+1, vi−1).
Let SMH(vp, vq) be the largest in G among all of them. By scanning C from vq to vp in clockwise order, the maximum
hidden vertex set MH(vp, vq) in G can be located. Since the algorithm takes O(e) time for every vertex vj , the overall
time complexity of the algorithm is O(ne). We summarize the result in the following theorem.
Theorem 3.1. Given the visibility graph G of a convex fan F and the Hamiltonian cycle in G that corresponds to the
boundary of F , the maximum hidden vertex set in G can be computed in O(ne) time, where n and e are the number
of vertices and edges of G.
4. Concluding remarks
Using dynamic programming and the geometric structures in visibility graphs, we have solved the problem of
computing the maximum clique in a visibility graph G in polynomial time. However, our algorithm depends on the
additional input in the form of a Hamiltonian cycle. It is open whether the problem can be solved in polynomial
time without any such additional information. One possible approach is to find the Hamiltonian cycle C in G, that
corresponds to the boundary of a simple polygon, first before our algorithm can be used to solve the problem. The
Hamiltonian cycle C can be located in G in polynomial time for visibility graphs of spiral polygons [9,10] and tower
polygons [4,5]. Using similar methods, it may be possible to know the order of vertices of Gi in C. In that case, the
problem can be solved in polynomial time without any additional information.
We know that the problem of computing the maximum hidden vertex set in the visibility graph of an arbitrary
simple polygon is NP-hard. It will be interesting to see if the problem can be solved in polynomial time for other types
of special classes of polygons with an additional information in the form of a Hamiltonian cycle.
532 S.K. Ghosh et al. / Journal of Discrete Algorithms 5 (2007) 524–532We feel that studying these graph-theoretic problems with additional information may lead to solving the long
standing open problem in geometric graph theory of recognizing and characterizing visibility graphs of simple poly-
gons [1,2,11,21].
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