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El presente trabajo tiene como objetivo analizar la dirección de causalidad emṕıri-
ca entre el sistema financiero (sector bancario y mercado de capitales) y el nivel de
actividad real en el Perú durante el peŕıodo 1992-2012. El análisis se realiza a través de
dos enfoques i) VAR cointegrados y pruebas de exogeneidad débil y fuerte y ii) VAR
en niveles y prueba de Granger siguiendo el enfoque de Toda y Yamamoto (1995). Se
utiliza información mensual para el peŕıodo 1992-2012 y dos indicadores de desarrollo
financiero: crédito/PBI y monto negociado/PBI, representativos del sector bancario
y mercado de capitales, respectivamente. Los resultados de ambas metodoloǵıas son
consistentes y muestran que el PBI real per cápita y el indicador de mercado de
capitales son buenos predictores del nivel de desarrollo del sistema bancario.
*La autora agradece a los profesores Erick Lahura y Marco Vega por su invalorable y per-
manente apoyo durante la elaboración de este trabajo de investigación, al profesor Gabriel
Rodŕıguez por sus valiosos comentarios y sugerencias y al profesor José Tavera por sus acer-
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1. Introducción
La relación entre el desarrollo financiero y el nivel de actividad real ha sido
estudiada en la literatura económica desde Smith (1776). Si bien, los estudios
muestran diferentes resultados sobre la dirección de causalidad entre estas vari-
ables, la literatura establece que el sistema financiero permite canalizar ópti-
mamente los recursos provenientes del ahorro hacia actividades productivas a
través de la inversión. Emṕıricamente, los grandes eventos financieros adversos
como la Gran Depresión (1929-1932), la crisis asiática y rusa (1997-1998) y la
reciente crisis financiera internacional (que se inició en el año 2008) han mostra-
do que el v́ınculo entre el sector financiero y el sector real es muy importante;
en particular, un mal funcionamiento del sistema financiero puede tener efectos
negativos muy profundos sobre el producto y el crecimiento económico.
Figura 1. PBI real y tasa de crecimiento económico
Nota: Para efectos de comparación, el PBI real está normalizado a 100 en 1970 (para ambos
páıses) y se mide en el eje derecho. La tasa de crecimiento del PBI real está expresada en
porcentajes y se mide en el eje izquierdo. Fuente: Banco Central de Reserva del Perú.
La Figura 1 muestra los efectos negativos de la reciente crisis financiera in-
ternacional sobre el nivel del PBI real y la tasa de crecimiento de Estados Unidos
3
y del Perú, especialmente en el año 2009. En el caso de Perú, se observa que,
luego de la crisis financiera internacional del 2008-2009, su tasa de crecimien-
to ha recuperado sus niveles promedios, mientras que para Estados Unidos se
observa que la crisis ha tenido un impacto mayor en su tasa de crecimiento, al
permanecer por debajo de su promedio histórico. En el caso de Perú, además de
la reciente crisis internacional, la hiperinflación (1988-1990) y las crisis asiática
y rusa (1997-1998), como se observa en la figura, son acontecimientos financieros
que han generado cambios adversos en el nivel del PBI real y en la tasa de crec-
imiento económico.
A nivel teórico estudios como King y Levine (1993a), Becsi y Wang (1997),
Levine (2005), Ang (2007) entre otros, se centran en explicar los mecanismos de
relación entre el sistema financiero y el nivel de actividad. A nivel emṕırico, los
estudios han utilizado diferentes herramientas econométricas y metodoloǵıas de
estimación para datos de corte transversal, series de tiempo y datos de panel.
En la literatura emṕırica basada en series de tiempo, la estimación de vectores
autorregresivos (VAR) y la prueba de causalidad en el sentido de Granger son
las herramientas econométricas más utilizadas para analizar la relación entre el
sistema financiero y el nivel de actividad real.
En el caso de Perú, Guzman (1995), Raju y Fitzpatrick (2010), Lahura y
Vargas (2013), y Lahura y Vega (2014) analizan la relación entre el sistema
financiero y el sector real de la economı́a. Guzman (1995) usa datos para el
peŕıodo 1968-1991 y pruebas de causalidad en el sentido de Granger y muestra
que un sistema financiero desarrollado tiene efectos positivos sobre el producto.
Raju y Fitzpatrick (2010), utilizan el enfoque de Hausmann y otros (2005) y
concluyen que el crecimiento en el Perú está limitado por la falta de capital
humano de “alta calidad” y de una adecuada infraestructura, pero no por de-
ficiencias en el sistema financiero. Lahura y Vargas (2013) utilizan información
anual para analizar la relación entre el sistema bancario y el sector real du-
rante el peŕıodo 1965-2011. Estiman un VAR cointegrado y analizan los efectos
de choques transitorios y permanentes; los resultados muestran que existe una
relación de largo plazo entre el sistema bancario y el PBI real, además que los
choques permanentes tienen efectos más importantes sobre el PBI real y sobre
el sistema bancario que los choques transitorios. Lahura y Vega (2014) analizan
el efecto causal del desarrollo del mercado bursátil sobre la actividad económica
en el Perú durante el peŕıodo 1965-2013, a través de la estimación de modelos
de vectores autoregresivos y la identificación de choques al mercado bursátil a
través de la imposición de restricciones de largo plazo; sus resultados muestran
que la contribución de choques bursátiles sobre la dinámica del producto ha
sido pequeña.
El presente trabajo de investigación, tiene como objetivo determinar la di-
rección de la causalidad emṕırica entre el sistema financiero (sector bancario y
mercado de capitales) y el nivel de actividad real en el Perú durante el peŕıodo
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1992-2012. El análisis se realiza a través de dos enfoques i) VAR cointegrados y
pruebas de exogeneidad débil y fuerte y ii) VAR en niveles y prueba de Granger
siguiendo el enfoque de Toda y Yamamoto (1995). Los resultados de ambas
metodoloǵıas son consistentes y muestran que el PBI real per cápita y el indi-
cador de mercado de capitales son buenos predictores del nivel de desarrollo del
sistema bancario.
Este trabajo, se diferencia de la literatura existente para la economı́a peru-
ana en tres dimensiones. Primero, se utilizan datos de frecuencia mensual para
el peŕıodo 1992-2012, caracterizado por una fase de liberalización de mercados
financieros. Segundo, es la primera vez que se aplica al caso peruano la prueba
de causalidad a la Granger siguiendo el enfoque de Toda y Yamamoto (1995)
para analizar la causalidad emṕırica entre el sistema financiero y el sector real.
Tercero, se analiza simultáneamente el sector bancario, mercado de capitales y
el sector real de la economı́a con el fin de evaluar la capacidad predictiva entre
estos sectores.
El trabajo está estructurado en seis secciones. En la sección 2, se presenta
la revisión de la literatura sobre la relación entre desarrollo financiero y el pro-
ducto. En la sección 3, se describen los datos a usar en el análisis y los hechos
estilizados relacionados al sector financiero peruano (a nivel agregado). En la
sección 4, se detalla la metodoloǵıa emṕırica. En la sección 5, se presentan y se
discuten los resultados de las estimaciones econométricas; y en la sección 6 se
presentan las conclusiones.
2. Revisión de la literatura
La literatura sobre la relación entre desarrollo financiero y crecimiento econó-
mico es bastante amplia y, además de incluir estudios teóricos sobre los mecan-
ismos que explican esta relación como los trabajos de Gertler (1988), King y
Levine (1993a), Becsi y Wang (1997) y Levine (2005), existen estudios emṕıri-
cos que utilizan técnicas de estimación avanzadas como los trabajos de Luintel
y Khan (1999), Bell y Rousseau (2001), Thangavelu y Ang (2004), Rousseau y
Vuthipadadorn (2005) y Bojanic (2012), entre otros.
2.1. Estudios teóricos
El análisis del v́ınculo entre desarrollo financiero, el nivel de actividad y el
crecimiento económico puede remontarse a los inicios de la ciencia económica
con Smith (1776), quien enfatiza el rol del dinero como medio para reducir los
costos de las transacciones, facilitando la especialización en los procesos pro-
ductivos (división del trabajo) y haciendo posible la innovación y el crecimiento
económico. Luego de Smith (1776), la interrelación entre la estructura financiera
y el nivel de actividad fue uno de los principales temas de análisis luego de la
Gran Depresión de 1929. Como señala Fisher (1933), la contracción económica
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experimentada desde 1929 fue consecuencia del elevado nivel de apalancamien-
to de los prestatarios, ocasionado por el mal funcionamiento de los mercados
financieros.
Debido a la preponderancia del enfoque Keynesiano y el influyente traba-
jo emṕırico de Friedman and Schwartz (1963), el análisis de la relación entre
el sistema financiero y el nivel de actividad se centró en el papel del dinero,
dejándo a un lado el crédito. Más aún, luego que Modigliani y Miller (1958)
mostraran formalmente que las decisiones económicas reales eran independi-
entes de la estructura financiera en un mundo con mercados perfectos, a través
del denominado teorema “Modigliani-Miller”, gran parte de la teoŕıa macroe-
conómica mantuvo el supuesto de que los mercados financieros funcionaban
bien. Si bien Gurley y Shaw (1955) enfatizaron la importancia del sistema fi-
nanciero y del crédito para el desarrollo económico, no fue sino hasta finales de
los años 1980 que resurgió el interés por el estudio de la interrelación entre el
sistema financiero y el nivel de actividad a nivel teórico y emṕırico.
A nivel teórico, Bernanke y Gertler (1989) y Kiyotaki y Moore (1997) son
los dos principales trabajos que analizan el v́ınculo entre los flujos financieros y
las fluctuaciones en el nivel de actividad incorporando fricciones financieras. Sin
embargo, su impacto en el ámbito de la poĺıtica económica sólo empezó hacia
finales de los años 2000 luego del inicio de crisis financiera internacional.
Un punto importante en el estudio de la relación entre el sistema financiero
y el nivel de actividad ha sido la relación de causalidad. Por un lado, Bagehot
(1873) y Schumpeter (1912) señalan que existen situaciones en las que los ban-
cos pueden estimular la innovación y el crecimiento económico, identificando y
financiando inversiones productivas. En particular, Schumpeter (1912) señala
que los servicios provistos por los intermediarios financieros son importantes
para la innovación tecnológica, la producción y el desarrollo económico. En este
sentido, (Levine, 1997, 2005) señalan que el desarrollo financiero tiene efectos
sobre las decisiones de ahorro e inversión, y por lo tanto sobre el nivel de ac-
tividad y el crecimiento económico, en la medida que permiten mejorar: (i) el
acceso a información sobre posibilidades de inversión; (ii) la supervisión de las
inversiones y la implementación del gobierno corporativo; (iii) la administración
y diversificación de riesgos; (iv) la movilización y captación de ahorro; y, (v) el
intercambio de bienes y servicios. De acuerdo a Levine (1997), el desarrollo fi-
nanciero puede afectar el nivel de actividad y el crecimiento económico a través
de la acumulación de capital y la innovación tecnológica.1 La Figura 2 ilustra
1En los modelos de Romer (1986), Lucas (1988) y Rebelo (1991), el sistema financiero
permite acumular stock de capital a través de su efecto sobre las tasas de ahorro; aśı, el in-
cremento de la acumulación de capital permite obtener mayores niveles de producción y por
tanto contribuye al crecimiento económico. En el modelo de crecimiento económico de Gross-
man y Helpman (1991), donde la innovación tecnológica es la principal fuente de crecimiento
económico, el sistema financiero permite canalizar de manera eficiente los recursos financieros
para la inversión en innovación tecnológica (canal de innovación tecnológica).
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la interacción entre el sistema financiero y el nivel de actividad.
Figura 2. Mecanismo de transmisión
Por otro lado, Robinson (1952) afirma que los bancos responden pasivamente
a la evolución del crecimiento económico y, por lo tanto, las finanzas no causan
el crecimiento sino que responden a la demanda cambiante del sector real. En el
mismo sentido, Lucas (1988) afirma que los economistas sobre-enfatizan el rol
del sistema financiero.
Estas dos visiones las considera simultáneamente Patrick (1966), quien las
denomina “enfoque de la demanda” (demand-following) y “enfoque de la oferta”
(supply-leading). De acuerdo al primer enfoque, un mayor nivel de actividad y
crecimiento induce la expansión del sistema financiero, pues aumenta la deman-
da por productos financieros. De acuerdo al segundo enfoque, la expansión del
sistema financiero precede al nivel de actividad y, por ende, a la demanda por
servicios financieros. De acuerdo a Patrick (1966), la dirección de la causalidad
cambia con el curso del desarrollo: el desarrollo financiero puede inducir una
innovación real antes que el nivel de actividad alcance un crecimiento impor-
tante; sin embargo, cuando la economı́a empieza a crecer de forma sostenida, el
est́ımulo de la oferta financiera se hace menos importante y da paso al enfoque
de la demanda.
Tomando en cuenta los estudios macroeconómicos más recientes, Quadrini
(2011) señala que existen 3 canales a través de los cuales los flujos financieros
se relacionan con el nivel de actividad real: (i) cambios en el nivel de actividad
generan cambios en los flujos financieros; (ii) eventos no financieros (choques
de productividad o poĺıtica monetaria) pueden tener efectos amplificados sobre
el sector real debido a la existencia de fricciones financieras; y (iii) choques fi-
nancieros o cambios exógenos en el sector financiero pueden generar movimien-
tos en el sector real. Los dos primeros canales implican la existencia de una
relación de causalidad que va del sector real al sector financiero, mientras que
el tercero implica que la relación causal va del sector financiero al sector real.
La literatura reciente se ha concentrado en el segundo canal, a través del cual
las fricciones financieras “amplifican los choques”, pero no los generan.
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2.2. Estudios emṕıricos
Emṕıricamente, los trabajos de Goldsmith (1969), McKinnon (1973) son
los primeros que establecen la existencia de una relación entre el crecimiento
económico y las finanzas. En particular, señalan que las diferencias entre las
tasas de crecimiento de los páıses pueden explicarse en parte por la calidad y
cantidad de servicios que proporcionan las instituciones financieras. De acuer-
do a Goldsmith, “la estructura financiera de la economı́a acelera el crecimiento
económico y mejora los rendimientos económicos, de esta forma permite ex-
tender las facilidades hacia la transacción de fondos para un mejor uso”.2 Sin
embargo, esta evidencia inicial no fue suficiente para generar un consenso sobre
la relación causal entre el crecimiento y las finanzas.3
King y Levine (1993a) retoman el análisis de la relación emṕırica entre de-
sarrollo financiero y crecimiento económico. Desde entonces, se han desarrollado
trabajos que muestran evidencia mixta sobre la relación, los cuales pueden ser
clasificados en términos de la naturaleza de los datos utilizados: (a) series de
tiempo; (b) datos de corte transversal; y (c) datos de panel. Recientemente,
Ang (2007) y otros autores han enfatizado algunas desventajas de analizar la
relación entre desarrollo financiero y crecimiento económico utilizando infor-
mación simultánea de diferentes páıses (corte transversal y datos de panel) y
proponen realizar más estudios que se basen en la historia de cada páıs dada
la variedad de caracteŕısticas propias. Debido a que en el presente trabajo se
utilizan enfoques de series de tiempo, la revisión detallada de la literatura para
los dos últimos casos se presenta en el Apéndice A.
La literatura emṕırica basada en series de tiempo se ha centrado en de-
terminar la dirección de la causalidad emṕırica (capacidad predictiva) entre el
sistema financiero y el nivel de actividad real. La prueba de causalidad emṕırica
en el sentido de Granger es la herramienta que más se ha utilizado en este tipo
de trabajos, en la mayoŕıa de los casos asociadas a la estimación de un modelo
de vectores autorregresivos (VAR);4 y en otros casos se ha complementado con
otras pruebas auxiliares, por ejemplo el análisis de las funciones impulso re-
spuesta, el cual permite determinar la respuesta de las variables ante un choque
exógeno; y el análisis de la descomposición de la varianza, el cual permite de-
2Goldsmith (1969), p. 400
3Lucas (1988) afirma que los economistas sobre-enfatizan el rol del sistema financiero,
mientras que Miller (1998) señala que la contribución de los mercados financieros al crec-
imiento económico es una proposición tan evidente que no tiene sentido discutirla.
4Un estudio reciente que utiliza una metodoloǵıa alternativa a la de vectores autoregresivos
y causalidad en el sentido de Granger es Campos y otros (2012). Estos autores estudian el
impacto de la liberalización financiera en el crecimiento económico, para ello utiliza un modelo
Asymmetric Power-ARCH (APARCH) y datos anuales para Argentina durante el peŕıodo de
1896-2000. Los principales resultados muestran que el efecto a largo plazo de la liberalización
financiera en el crecimiento económico es positivo, mientras que el efecto a corto plazo es
negativo, aunque sustancialmente menor. Asimismo encuentran que las crisis financieras se
asocian con desaceleraciones y contracciones del crecimiento económico.
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terminar la contribución de cada choque del sistema para explicar la varianza
de largo plazo de cada variable, entre otras.
La literatura existente indica que no existe un único enfoque emṕırico para
analizar la relación dinámica entre el sistema financiero y el nivel de actividad
real. En particular, las técnicas econométricas disponibles y su implementación
vaŕıan si se usan las variables en niveles (series no estacionarias) o en primeras
diferencias (series estacionarias).
Para el caso de los estudios basados en series de tiempo, la metodoloǵıa
se puede dividir en dos grupos: (i) VAR cointegrado y pruebas de exogeneidad
débil y fuerte y (ii) VAR no cointegrado y prueba de causalidad a la Granger. El
primer grupo de trabajos se detalla en la Tabla 1, los estudios estiman un Mode-
lo de Corrección de Errores (VECM por su siglas en inglés) donde la causalidad
emṕırica se evalúa a través de las pruebas de exogeneidad débil y fuerte, sien-
do la prueba de causalidad en el sentido de Granger parte de la prueba de
exogeneidad fuerte. Entre estos trabajos se encuentran: Demetriades y Luintel
(1996) quienes señalan que el desarrollo financiero y el nivel de actividad se
determinan mutuamente; Demetriades y Luintel (1997) analizan la relación en-
tre el crecimiento y el desarrollo financiero durante la represión económica en
la India y determinan que el crecimiento económico no es débilmente exógeno
ante el desarrollo financiero; Arestis y Demetriades (1997) realizan un análisis
para 16 páıses y señalan que los resultados vaŕıan dependiendo de la estructura
financiero y/o caracteŕısticas particulares de los páıses; entre otros trabajos co-
mo: Arestis y otros (2001), Ang y McKibbin (2007), Ang (2009) y Lahura y
Vargas (2013)
El segundo grupo de trabajo se detalla en la Tablas 2 y 3, en este caso los
estudios estiman VAR en niveles (independientemente si las series cointegran
o no) y aplican la prueba de Causalidad a la Granger con el fin de evaluar la
causalidad emṕırica entre el sistema financiero y el nivel de actividad económica.
Entre los trabajos que utilizan series estacionarias se encuentran Jung (1986),
Guzman (1995),5 por otro lado, Thorton (1996) y Choe y Moosa (1999) quienes
utilizan ecuaciones dinámicas y aplican las pruebas de Causalidad a la Granger.
Los resultados son diversos, mientras que Thorton (1996) señala que no hay
evidencia clara de un efecto positivo o negativo del desarrollo financiero sobre
el crecimiento económico, Choe y Moosa (1999) indican que el desarrollo del
sistema financiero predice y contribuye al crecimiento económico, mientras que
el desarrollo del mercado de capitales es menos importante en la contribución
del crecimiento. Para el caso de trabajos que utilizan series no estacionarias,
estiman un VAR en niveles y aplican las pruebas de causalidad a la Granger, se
encuentran: Neusser y Kugler (1998), Rousseau y Wachtel (1998) y Rousseau
(1999). Por su parte, Caporale y otros (2005) hacen lo mismo para el caso en
que las series cointegren o no, y aplican la prueba de Causalidad a la Granger
5Trabajo para el caso peruano.
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siguiendo el enfoque de Toda y Yamamoto (1995). El trabajo de Rousseau y
Vuthipadadorn (2005) también aplica la prueba de causalidad a la Granger con
el enfoque de Toda y Yamamoto (1995) y además estima un VECM.
Para el caso de los estudios basados en corte transversal y datos de panel,























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3. Datos, hechos estilizados e hipótesis
Para medir el desarrollo financiero se utilizan 2 variables; i) crédito total
al sector privado (correspondiente al sector bancario-intermediación financiera
indirecta), definido como la suma de las colocaciones (y las inversiones) otor-
gadas a las empresas privadas, las instituciones sin fines de lucro y los hogares,
tanto en moneda nacional como en moneda extranjera. Además, incorpora las
colocaciones a las entidades financieras no bancarias, como las cajas munici-
pales, cajas rurales y fondos privados de pensiones; un mayor nivel de crédito
se interpreta como un sistema financiero más desarrollado; y ii) monto negocia-
do (correspondiente al mercado de capitales-intermediación financiera directa),
definido como el valor de las acciones negociadas en la bolsa y es un indicador de
liquidez en el mercado de capitales. En particular, mayores montos negociados
están asociados a un mercado más ĺıquido y, por lo tanto, un mayor grado de
desarrollo financiero. Los datos utilizados han sido obtenidos de la base de datos
del Banco Central de Reserva del Perú. La frecuencia de los datos es mensual
y abarca el peŕıodo 1992-2012. Para medir el nivel de actividad económica, se
usa el PBI real per cápita o ingreso per cápita.
Los indicadores de desarrollo financiero utilizados fueron constrúıdos dividi-
endo cada una de las variables por el PBI nominal mensual (suma de los últimos
12 meses). Para el PBI real per cápita, se utilizó la población mensual, la cual
se construyó a partir de la serie anual haciendo una interpolación simple de la
tasa de crecimiento anual. La Tabla 4 resume los indicadores de desarrollo fi-
nanciero y nivel de actividad económica considerados en este trabajo, los cuales
son usados con mayor frecuencia en los estudios emṕıricos.
Tabla 4. Indicadores de Desarrollo Financiero y Nivel de Actividad.
Desarrollo Financiero Nivel de Actividad
Económica
(1) Crédito Total como % del PBI. (1) PBI real.
(2) Monto Negociado como % del PBI. (2) PBI real per cápita.
Fuente: Banco Central de Reserva del Perú
Adicional a estos indicadores de desarrollo financiero se construyeron otros
indicadores relacionados al sector bancario (liquidez total/PBI y cuasidinero/PBI)
y relacionados al mercado de capitales (capitalización bursátil/PBI y rotación
bursátil) con el fin de evaluar su comportamiento en la estimación del modelo.
La figura 3 muestra la evolución de los indicadores de desarrollo financiero
junto con la del PBI real per cápita tanto en niveles (logaritmos) como en
variaciones (primeras diferencias). Se puede observar que los niveles de las se-
ries muestran un componente tendencial, mientras que en primeras diferencias
la relación parece debilitarse. Esto se confirma con los resultados de la tabla 5
donde se muestran las correlaciones para la muestra total y para las dos sub
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muestra (1992-2001 y 2002-2012) entre el logaritmo del PBI real per cápita y
los indicadores de desarrollo financiero.
Figura 3. Indicadores del sector bancario, mercado de capitales y PBI real per
cápita (niveles y diferencias)
Nota: El PBI real per cápita, que se mide en el eje derecho, está expresado en logaritmos y
multiplicado por 100. Los indicadores de desarrollo financiero están expresados en porcentajes
y se miden en el eje izquierdo. Fuente: Banco Central de Reserva del Perú.
Tabla 5. Correlación contemporánea en niveles y en diferencias
Niveles Diferencias
1992-2001 2002-2012 1992-2012 1992-2001 2002-2012 1992-2012
crédito total/PBI 0.76 0.71 0.43 0.04 0.04 0.03
monto negociado/PBI 0.59 0.04 -0.30 0.08 0.02 0.06
Por lo tanto, se aplicaron las pruebas de ráız unitaria DF-GLS (propuestas
por Elliott y otros (1996)) y ADF (Augmented Dickey-Fuller) para determinar
las tendencias observadas en las series. Los resultados que se muestran en la
Tabla 6 indican que las series en niveles son compatibles con la hipótesis nula
de ráız unitaria, es decir las series presentan un comportamiento tendencial no
determińıstico, y las series en primeras diferencias son estacionarias al rechaz-
arse la hipótesis nula al 5 % de significancia. También se realizó la prueba de
Zivot y Andrews (1992) para determinar si las series son ráız unitaria o esta-
cionarias con algún tipo de quiebre, los resultados se muestran en el Apéndice
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B y señalan que no se rechaza la hipótesis nula de ráız unitaria en las series.




Negociación Bursátil/PBI −1.62 −1.86
Log (PBIR) −1.44 −2.30
valor cŕıtico
1 % −3.54 −4.03
5 % −2.99 −3.44
10 % −2.71 −3.15
en diferencias2/
Crédito/PBI −2.09∗∗ −3.10∗∗
Negociación Bursátil/PBI −2.86∗∗ −3.07∗∗
Log (PBIR) −3.63∗∗ −3.77∗∗
valor cŕıtico
1 % −2.57 −3.45
5 % −1.94 −2.87
10 % −1.61 −2.57
1/ La especificación de la prueba asume la presencia de tendencia
e intercepto. Y 2/ asume la presencia de intercepto. Se utilizó
la descomposición espectral GLS-AR y el criterio de selección
modificado (MAIC). Los śımbolos “∗”, “∗∗”,“∗ ∗ ∗” indican
que se rechaza la hipótesis nula de ráız unitaria al 1 %, 5 %, y 10 %
del nivel de significancia, respectivamente.
La Tabla 7 muestra la evolución promedio del sistema bancario y del mer-
cado de capitales, medidos a través de crédito/PBI y negociación/PBI respec-
tivamente. Con respecto al indicador bancario, se observa que el crédito no ha
mostrado un crecimiento significativo en su participación durante el peŕıodo
2002-2012 con respecto a los años 1990s, ubicándose alrededor del 21 %. Por su
parte, el monto negociado (indicador del mercado de capitales) se redujo signi-
ficativamente de un peŕıodo a otro llegando a un 5.4 % de promedio.
Tabla 7. Niveles promedio de los indicadores de desarrollo financiero (como
porcentaje del PBI)
Peŕıodo Crédito Negociación
1992-2012 21.1 % 7.6 %
1992-2001 20.7 % 10.3 %
2002-2012 21.3 % 5.4 %
Fuente: Banco Central de Reserva del Perú
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A partir de la información en la figura 3 y en las tablas 5, 6 y 7. Es posible
distinguir una tendencia creciente en la evolución del PBI real per cápita, que
coincide en gran parte con la evolución del sistema financiero, y que a su vez
puede dividirse en dos peŕıodos. En primer lugar, un peŕıodo de recuperación
económica desde 1992 interrumpido entre 1998 y 2001 (durante las crisis interna-
cionales en Asia, Rusia, y Brasil, y el peŕıodo de inestabilidad poĺıtica entre los
años 2000 y 2001). Antes de los años 1990 el sistema financiero presentó muchas
restricciones, en particular el sistema bancario enfrentó un ambiente de repren-
sión financiera, caracterizado por niveles mı́nimos del crédito junto con el PBI
real per cápita; por su parte el mercado de capitales se caracterizó por un bajo
nivel de liquidez debido a una tendencia decreciente en la negociación bursátil
de valores y con un alto nivel de concentración en la negociación de acciones;
en este sentido, el mercado de capitales a través de la Bolsa de Valores tuvo
una limitada contribución en el proceso de canalización de recursos financieros
para la actividad real. Durante los años 1991 y 1992, peŕıodo en que inicia la
recuperación de la actividad económica, los indicadores financieros comienzan a
recuperarse, como consecuencia de las poĺıticas de reactivación de la economı́a
y liberalización de mercados. En particular, la promulgación de la Ley de las
Instituciones Bancarias, Financieras y de Seguros (julio de 1991) permitió intro-
ducir importantes cambios en el sistema financiero, fomentando la competencia,
la desregulación de la tasas de interés y la protección del ahorro. En general,
las diferentes medidas financieras adoptadas durante los años 19906 permitieron
un crecimiento sostenido del sistema bancario y del mercado de capitales junto
con la evolución del nivel de actividad.
Durante este primer peŕıodo, el crédito en moneda nacional y extranjera
crecieron, ante el clima de confianza creado por las medidas de liberalización
financiera. Por otra parte, el movimiento bursátil mostró una tendencia as-
cendente desde 1991 y 1992, registrando niveles superiores a cualquier activo
financiero y aumentando considerablemente el monto negociado, permitiendo
que el Indice General Bursátil (IGB) se incremente en 1992. Sin embargo, esta
recuperación fue interrumpida por la crisis de Asia y Rusia que implicaron una
reversión repentina de los flujos de capital y depreciación del tipo de cambio
real sobre las hojas de balance de la empresas.
En segundo lugar, un peŕıodo de mejor desempeño en la actividad económi-
ca y financiera, que va desde el 2001 hasta el 2012, interrumpido en el año 2009
(como consecuencia de la crisis financiera internacional). En el año 2000, se
inició la poĺıtica de difusión del Programa Monetario Anual del BCRP, la cual
proporcionaba nuevos objetivos, metas y proyecciones para guiar la poĺıtica
monetaria del páıs, aśı se adoptaron medidas para mejorar el control de la liq-
6La flexibilización del tipo de cambio desde 1990, la promulgación de la nueva Ley Orgánica
de la SBS y la creación del sistema privado de fondo de pensiones en 1992, la independencia
del Banco Central de Reserva del Perú en 1994, el plan Brady de 1995-1996, la promulgación
de la Ley 26702 - Ley General del Sistema Financiero y del Sistema de Seguros y Orgánica
de la Superintendencia de Banca y Seguros, entre otras)
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uidez, entre ellas la reducción del encaje mı́nimo legal; sin embargo, el crédito
al sector privado mantuvo un comportamiento conservador, explicado por la
alta percepción de riesgo crediticio en los bancos respecto a sus clientes. Con
respecto al mercado bursátil, los rendimientos de los ı́ndices general y selectivo
fueron negativos debido a la cáıda generalizada de las bolsas externas frente a
la desaceleración de la economı́a estadounidense, y las menores expectativas de
la rentabilidad búrsatil que determinaron la reducción de los montos negociados.
A partir del 2005, los indicadores de desarrollo financiero mostraron un mejor
desempeño asociado a un entorno económico más favorable, favorecidos además
por la adopción del esquema de metas de inflación por parte del Banco Cen-
tral. Sin embargo, durante los años 2007-2008, el Perú registró una marcada
desaceleración de la actividad económica, deterioro temporal de los términos
de intercambio, la demanda externa y las inversiones privadas disminuyeron
aśı como la producción industrial. En este contexto, los indicadores financieros
disminuyeron su participación, en particular en el sistema bancario un alto en-
deudamiento implicó una ligera contracción de los créditos. Los acontecimientos
adversos de la crisis financiera internacional han llevado a los gobiernos a re-
plantear sus esquemas de regulación y supervisión para generar y preservar la
estabilidad financiera.
Durante los últimos años, se ha observado un mejor desempeño de los indi-
cadores de desarrollo financiero. En el 2011, el crédito al sector privado total
aumentó, donde el crédito en moneda nacional tuvo una mayor participación con
respecto al crédito en moneda extranjera. Por su parte, el mercado de capitales
desde el 2010 presentó un rendimiento positivo, aśı durante el segundo semestre,
la bolsa tuvo una importante recuperación, tras la fuerte cáıda registrada en el
2008, al prevalecer los fundamentos de la economı́a peruana y los precios favor-
ables de las materias primas en el mercado internacional; sin embargo, durante
el 2011, los ı́ndices de la bolsa se vieron afectados principalmente por factores
externos como la incertidumbre de la crisis de la deuda.
La literatura teórica y emṕırica muestran diferentes resultados de la direc-
ción de causalidad entre el sistema financiero y el sector real de la economı́a. El
análisis de los hechos estilizados de la economı́a peruana sugiere que el sector
real, el sector bancario y el mercado de capitales están fuertemente relaciona-
dos. Si bien es dif́ıcil establecer una relación causa-efecto, puede ser posible
establecer una relación de causalidad emṕırica que permita anticipar cambios
en el sector real o en algunos de los sectores financieros.
En este sentido, la pregunta que se intenta responder en este trabajo de in-
vestigación es: ¿Cuál es la dirección de causalidad entre el sector real y el sector
financiero en una economı́a? Dado esto, se plantea la siguiente hipótesis: El
sector real permite anticipar la evolución del sector financiero. Para
evaluar la hipótesis, se realiza un análisis de causalidad emṕırica (en términos
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de predicción) a través de dos enfoques: i) VAR cointegrado y pruebas de exo-
geneidad débil y fuerte; y ii) VAR en niveles y pruebas de causalidad de Granger
siguiendo el enfoque de Toda y Yamamoto (1995).
4. Metodoloǵıa
Dado el análisis de los hechos estilizados, los resultados de las pruebas de ráız
unitaria Augmented Dickey-Fuller y Dickey-Fuller GLS propuesta por Elliott
y otros (1996) sugieren que las series crédito/PBI, negociación bursátil/PBI y
log(PBIR), expresadas como sbt, mkt y yt, respectivamente, son no estacionar-
ias, es decir procesos I(1). Dado esto, existe la posibilidad de que las series
cointegren, por lo cual el análisis de la causalidad emṕırica se basará en dos
metodoloǵıas que incorporan diferentes supuestos sobre la cointegración de las
series.
La primera metodoloǵıa se basa en la estimación de un VAR cointegrado,
la cual asume que las series cointegran; en este caso, la causalidad emṕırica se
evalúa a través de las pruebas de exogeneidad débil y fuerte.
La segunda metodoloǵıa es la que proponen Toda y Yamamoto (1995), la
cual es independiente de la existencia o no de cointegración de las series y
sólo considera el orden de integración máximo que podŕıa ocurrir en el sistema
dinámico (en este caso 1).
La literatura proporciona formas alternativas de analizar la causalidad emṕıri-
ca. Rousseau y Vuthipadadorn (2005) analizan la causalidad entre la interme-
diación financiera, la inversión y el PBI a través de pruebas de causalidad a
la Granger aplicadas a modelos VARs en niveles con series que cointegran.
Rodriguez y Rowe (2007) estiman un VAR cointegrado que incluye el PBI de
Estados Unidos, el PBI de Japón y un indicador monetario y aplican pruebas
de causalidad a la Granger para determinar si el dinero causa al producto; en
particular, evalúan la significancia de los rezagos de las primeras diferencias
del indicador monetario y del coeficiente del término de corrección de errores
(causalidad de largo plazo) a través de pruebas F.
4.1. Modelo de Correción de Errores (VECM)
Sea Xt un vector (3×1) que contiene a las series sbt, mkt y yt, dado que estas
series son ráız unitaria, Xt es un vector no estacionario o integrado de orden 1, es
decir, Xt ∼ I(1). Se dice que el vector Xt está cointegrado (o que sus series com-
ponentes cointegran) si existe una combinación lineal β
′
Xt que es estacionaria,
es decir β
′
Xt ∼ I(0) para algún vector β(n× 1) diferente de cero. Debido a que
la muestra abarca 20 años, la presencia de cointegración entre las series podŕıa
interpretarse como la existencia de una relación de largo plazo entre las mismas.
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Si las series contenidas en el vector Xt cointegran, el teorema de repre-
sentación de Granger implica que el VAR se puede escribir como:
∆Xt = ΠXt−1 + Γi∆Xt−i + · · · + Γk∆Xt−(k−1) + ΦDt + εt (1)
donde Π = −(I − Σpi=1Ai) y Γi = −Σ
p
j=i+1Aj.
A este VAR, que combina el nivel de Xt y sus primeras diferencias ∆Xt,
se le denomina VAR cointegrado o vector de corrección de errores (VEC). Es-
pećıficamente, si yt representa el logaritmo del PBI real, logPBIt, y sbt y mkt
los indicadores de desarrollo financiero, las ecuaciones del VEC son:
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donde los errores se deben comportar bien (es decir, no deben de presentar
autocorrelación, deben ser homocedásticos y tener distribución normal). Este
modelo VEC o VECM es el modelo básico propuesto por Johansen (1988) para
determinar estad́ısticamente la presencia de cointegración. El procedimiento de
Johansen se basa en la determinación del rango de la matriz Π (es decir, el
número de valores propios distintos de cero de Π), la cual determina el número
de vectores de cointegración.
Este modelo VEC permite evaluar causalidad emṕırica en términos de predic-
ción. En particular, es posible estimar si el nivel de actividad es débil o fuerte-
mente exógeno para los parámetros de largo plazo β1 y β2. Si yt es débilmente
exógeno significa que yt puede ser usado para hacer inferencias sobre β1 y β2
y realizar predicciones condicionales de sbt y mkt un peŕıodo adelante. Si yt
es fuertemente exógeno, entonces yt puede ser usado para realizar predicciones
condicionales de sbt y mkt más de un peŕıodo adelante. De esta manera, evaluar
si, por ejemplo, yt es débil o fuertemento exógena significa evaluar si el nivel de
actividad ayuda a predecir el nivel de desarrollo financiero.
De acuerdo con Hendry (1995), la exogeneidad débil de yt puede determi-
narse evaluando la significancia estad́ıstica de αy (el coeficiente de velocidad de
ajuste en la ecuación de corrección de errores de yt): si αy = 0, entonces yt es
débilmente exógena. La exogeneidad fuerte de yt requiere que se cumplan dos
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condiciones: (i) yt sea débilmente exógena para su parámetro de largo plazo; y,
(ii) ∆sbt y ∆mkt no causen en el sentido de Granger a yt. De esta forma, si yt
es débilmente exógena, para determinar si es fuertemente exógena es necesario
evaluar la significancia conjunta de los rezagos de la primera diferencia de sbt y
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4.2. VAR en niveles: Enfoque de Toda y Yamamoto (1995)
Toda y Yamamoto (1995) proponen un ajuste para el uso de pruebas de
causalidad de Granger en un VAR en niveles, independientemente de que las
series cointegren o no. Primero, sugieren determinar el número de rezagos k
del VAR en niveles. Segundo, se estima un VAR en niveles con “k + dmax”
rezagos, donde dmax es el máximo orden de integración que se espera obtener
en el sistema dinámico. En este trabajo, el número de rezagos k se determinó a
través de los criterios de información Schwarz (SC) y Hannan Quinn (HQ) y se
utilizó la prueba de ratio de verosimilitud (LR) en caso los criterios anteriores
presenten resultados diferentes.
Emṕıricamente, la relación dinámica entre el sector bancario, mercado de
capitales y el nivel de actividad puede ser analizada a través de un VAR con
tres variables (n = 3) de la forma:
sbt = φ10 + a
(1)
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donde sbt y mkt son los indicadores de desarrollo financiero correspondiente al
sector bancario y mercado de capitales respectivamente y yt el nivel de actividad
(expresado en logaritmos).
5. Resultados econométricos
Se estimaron nueve modelos VAR conformados cada uno por un indicador
de mercado de capitales, un indicador bancario y el producto. Primero de deter-
minó el número de rezagos óptimo “k” a través de los criterios de información
Schwarz (SC) y Hannan Quinn (HQ), además de la prueba de ratio de verosimili-
tud (LR) en caso los criterios anteriores presenten resultados diferentes. Luego se
aplicaron las pruebas de diagnóstico de los errores (autocorrelación, homocedas-
ticidad y normalidad). Para el enfoque de cointegración, se aplicaron las pruebas
de exogeneidad débil y fuerte, mientras que para el enfoque propuesto por Toda
y Yamamoto (1995)) se aplicaron las pruebas de causalidad a la Granger a cada
VAR en niveles. Si bien se aplicaron ambas metodoloǵıas, el enfoque de cointe-
gración sólo es válido si los residuos son normales (a pesar de que no presenten
autocorrelación o heterocedasticidad); sin embargo, la falta de normalidad no
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invalida el enfoque de Toda y Yamamoto (1995)).
Los nueve modelos estimados fueron: modelo 1, que incluye capitalización
bursátil, crédito y producto; modelo 2, que incluye capitalización bursátil, liq-
uidez y producto; modelo 3, que incluye capitalización bursátil, cuasidinero y
producto; modelo 4, que incluye rotación bursátil, crédito y producto; mode-
lo 5, que incluye rotación bursátil, liquidez y producto; modelo 6, que incluye
rotación bursátil, cuasidinero y producto; modelo 7, que incluye negociación
bursátil, cuasidinero y producto; modelo 8, que incluye negociación bursátil,
liquidez y producto; y modelo 9, que incluye negociación bursátil, crédito y
producto. Los resultados de estos modelos se encuentran en el Apéndice C (a
excepción del modelo 9, que fue seleccionado).
En el modelo 1, los residuos presentan autocorrelación de orden 1 para la
muestra total (1992-2012) y para la primera sub muestra (1992-2001), al rec-
hazarse la hipótesis nula al 5 % y 1 % de significancia, respectivamente; no son
homocedásticos para la muestra total y para la segunda sub muestra, y no
tienen distribución normal. La prueba de cointegración muestra que las series
cointegran para la muestra total y para la segunda sub muestra; sin embargo,
no presentan una interpretación clara cuando se normaliza el vector respecto del
PBI; bajo el supuesto de cointegración, la prueba de exogeneidad débil muestra
que el producto y el crédito no son débilmente exógenos pero śı la capitalización
bursátil. Estos resultados difieren de los que se obtienen al aplicar la prueba de
causalidad a la Granger al VAR en niveles siguiendo la metodoloǵıa de Toda
y Yamamoto (1995)); bajo este enfoque, el crédito y el producto causan a la
Granger a la capitalización bursátil.
En el modelo 2, los residuos presentan autocorrelación de orden 1 y 2 para
la muestra total y de orden 1 para la sub muestra 1992-2001 al rechazarse la
hipótesis nula al 5 % de significancia, no son homocedásticos y no tienen dis-
tribución normal. La prueba de cointegración muestra que las series cointegran
para la segunda sub muestra 2002-2012, bajo este supuesto, las pruebas de exo-
geneidad débil muestran que el producto no es débilmente exógeno al rechazarse
la hipótesis nula al 5 % de significancia para la muestra total y para la segunda
sub muestra, igualmente ocurre con el indicador bancario, mientras que el indi-
cador de mercado de capitales es débilmente exógeno para las dos sub muestras
pero no para la muestra total. Al aplicar la prueba de causalidad a la Granger
al VAR en niveles, los resultados indican que la liquidez no causa en el sentido
a la Granger al producto, mientras que el indicador de mercado de capitales
causa en el sentido a la Granger al producto.
En el modelo 3, los residuos presentan autocorrelación de orden 1 y 2 para
la muestra total, al rechazarse la hipótesis nula al 5 % de significancia, no son
homocedásticos para la muestra total y para la primera sub muestra, pero son
homocedásticos para la segunda sub muestra 2002-2012 y no tienen distribución
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normal. La prueba de cointegración muestra que las series cointegran para la
primera sub muestra (1992-2011) pero no para la muestra total ni para la segun-
da sub muestra (2002-2012). La relación de largo plazo vaŕıa dependiendo de
cada sub muestra, para la primera existe una relación de largo plazo y positiva
entre el indicador del sector bancario y el producto, mientras que para el indi-
cador de mercado de capitales existe una relación de largo plazo pero negativa,
esta relación es diferente para la segunda sub muestra. Bajo el enfoque de coin-
tegración, las pruebas de exogeneidad débil y fuerte muestran que el producto
es débilmente exógeno para la segunda sub muestra pero no para la muestra
total y para la primera sub muestra, mientras que el cuasidinero no es débil-
mente exógeno para ninguna muestra, por su parte la capitalización bursátil es
débilmente exógeno para la primera sub muestra pero no para la muestra total
y segunda sub muestra. Los resultados de la prueba de causalidad a la Granger
siguiendo el enfoque de Toda y Yamamoto (1995), aplicada al modelo VAR en
nivel, muestran que se rechaza la hipótesis nula que el cuasidinero no cause a
la capitalización bursátil pero no se rechaza que no cause al producto al 5 % de
significancia, los resultados no son consistentes cuando se evalúa la causalidad
conjunta.
En el modelo 4, los residuos presentan autocorrelación de orden 6 para la
muestra total y de orden 1 para la primera sub muestra, los residuos no son
homocedásticos para la muestra total y para la primera sub muestra, además no
son normales. La prueba de cointegración muestra que solo existe una relación de
largo plazo para la muestra total pero no por sub muestras, asimismo las pruebas
de exogeneidad débil y fuerte muestran que el producto es débilmente exógeno
para las tres sub muestras, mientras que el crédito es débilmente exógeno para
la segunda sub muestra y la rotación bursátil es débilmente exógeno para la
muestra total y la primera sub muestra. Estos resultados difieren de los que
se obtienen al aplicar la prueba de causalidad a la Granger al VAR en niveles
siguiendo la metodoloǵıa de Toda y Yamamoto (1995)), que muestran que no
se rechaza la hipótesis nula de que el crédito no cause al producto, lo mismo
ocurre con la rotación bursátil no se rechaza la hipótesis nula que la rotación no
cause al producto, estos resultados son diferentes cuando se analiza la causali-
dad conjunta de ambos indicadores de desarrollo financiero.
En el modelo 5, los residuos presentan autocorrelación de orden 6 para la
muestra total, de orden 1 y 3 para la primera sub muestra y de orden 1 y 2 para
la segunda sub muestra al rechazarse la hipótesis nula al 5 % de significancia; los
residuos no son homocedásticos y no tienen distribución normal. La prueba de
cointegración muestra que al 5 % de significancia se rechaza la hipótesis nula de
0 vectores de cointegración en favor de la alternativa de la existencia de 1 vector
de cointegración para la muestra total; sin embargo, para las dos sub muestras
los resultados son distintos, pues no se rechaza la hipótesis nula de 0 vectores
de cointegración al 5 % de significancia. Bajo el enfoque de cointegración, las
pruebas de exogeneidad débil y fuerte muestran que el producto es débilmente
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exógeno para la muestra total y para la segunda sub muestra, mientras que
la liquidez para la primera sub muestra y la rotación bursátil para la muestra
total y la segunda sub muestra. Estos resultados no son consistentes con los
resultados de la prueba de causalidad a la Granger, aplicado al VAR en niveles
siguiendo la metodoloǵıa de Toda y Yamamoto (1995), que sugieren no rechazar
la hipótesis nula de que la liquidez y la rotación no causen al producto para la
muestra total y para la segunda sub muestra.
En el modelo 6, los residuos presentan autocorrelación para la segunda sub
muestra de orden 1 al rechazarse la hipótesis nula al 5 % de significancia, además
los residuos no son homocedásticos y no tienen distribución normal. La prueba
de cointegración muestra que se rechaza la hipótesis nula de 0 vectores de coin-
tegración para la muestra total y para la segunda sub muestra en favor de la
alternativa de la existencia de 1 vector de cointegración, además esta relación
de largo plazo es positiva para ambos indicadores de desarrollo financiero para
la muestra total. Bajo el enfoque de cointegración, las pruebas de exogeneidad
débil y fuerte muestran que el producto, cuasidinero y rotación bursátil son
débilmente exógenos para la muestra total; sin embargo, los resultados vaŕıan
para cada sub muestra. Bajo el enfoque de Toda y Yamamoto (1995), al aplicar
la prueba de causalidad a la Granger al VAR en niveles, los resultados muestran
que se rechaza la hipótesis nula que el producto no causa al cuasidinero para
la muestra total y las dos sub muestras, mientras que para el caso de rotación
bursátil no se rechaza la hipótesis nula que el producto cause a la rotación para
las dos sub muestras.
En el modelo 7, los residuos presentan autocorrelación de orden 1 y 3 para
la segunda sub muestra 2001-2012, no son homocedásticos y tienen distribución
normal para la primera sub muestra. Los resultados de la prueba de cointe-
gración muestran que no se rechaza la hipótesis nula de 0 vectores de cointe-
gración, las pruebas de exogeneidad débil y fuerte muestran que el producto es
débilmente exógeno para la segunda sub muestra, mientras que el cuasidinero lo
es para la muestra total y para la primera sub muestra, y la negociación bursátil
sólo para la primera sub muestra. La relación de largo plazo es positiva para
el indicador bancario pero no para el indicador de mercado de capitales. Estos
resultados son consistentes con los resultados de la prueba de causalidad a la
Granger, aplicado al VAR en niveles de acuerdo con la metodoloǵıa de Toda
y Yamamoto (1995), que muestran que se rechaza la hipótesis nula que el pro-
ducto no causa al cuasidinero y a la negociación bursátil para la segunda sub
muestra, asimismo la negociación bursátil y el producto causan en el sentido a
la Granger al cuasidinero.
En el modelo 8, los residuos presentan autocorrelación de orden 2 para
la primera sub muestra y de orden 1 para la segunda sub muestra, son ho-
mocedásticos para la primera sub muestra y no se distribuyen normalmente. La
prueba de cointegración muestra que se rechaza la hipótesis nula de 0 vectores
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de cointegración para la muestra total y para la primera sub muestra al 5 %
de significancia; sin embargo, existe la presencia de un vector de cointegración
solo para la muestra total. Bajo el enfoque de cointegración, las pruebas de ex-
ogeneidad débil y fuerte muestran que el producto y la negociación bursátil son
débilmente exógenos para la primera y segunda sub muestra, mientras que la
liquidez lo es para la muestra total y para la segunda sub muestra. Al aplicar las
pruebas de causalidad a la Granger siguiendo el enfoque de Toda y Yamamoto
(1995), los resultados muestran que la liquidez y la negociación bursátil no cau-
san al producto para las dos sub muestras, el producto causa en el sentido a la
Granger a la liquidez en la muestra total y en las dos sub muestras; mientras
que a la negociación bursátil la causa solo para la segunda sub muestra.
En el caso del modelo 9, cuyos resultados se presentan en la Tabla 8, se
observa que los errores no están autocorrelacionados para ninguna sub muestra
ni muestra total; son homocedásticos para las sub muestras 1992-2001 y 2002-
2012; sin embargo, presentan heterocedasticidad para la muestra total; además,
tampoco se distribuyen normalmente. Al aplicar la prueba de cointegración de
Johansen (1988), las probabilidades del estad́ıstico λtrace sugieren que el número
de vectores de cointegración es uno para la muestra total (1992-2012) y para la
segunda sub muestra (2002-2012). Al igual que en los modelos anteriores, dado
que los errores no se distribuyen normalmente, los resultados de las pruebas
de cointegración podŕıan estar distorionadas, aśı como también las pruebas de
exogeneidad débil y fuerte.
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Tabla 8. Pruebas de diagnóstico
Modelo: Producto, Crédito y Negociación Bursátil
1992-2012 1992-2001 2002-2012
Pruebas de Diagnóstico
Rezagos Óptimos 7 7 10
Análisis de los Residuos
p-value p-value p-value
Autocorrelación
Prueba de Autocorrelación LM
Ho: no existe hasta el orden 1 0.94 0.28 0.25
Ho: no existe hasta el orden 2 0.28 0.08 0.06
Ho: no existe hasta el orden 3 0.30 0.88 0.56
Ho: no existe hasta el orden 6 0.12 0.57 0.13
Ho: no existe hasta el orden 12 0.68 0.78 0.62
Heterocedasticidad
Prueba de White
Ho: Errores homocedásticos 0.00 0.83 0.52
Normalidad
Prueba de Doornik-Hansen
Ho: Errores normales 0.00 0.00 0.00
Prueba de Cointegración
Ho: 0 vectores de cointegración
p-value 0.00 0.00 0.00
Ho: 1 vectores de cointegración
p-value 0.21 0.04 0.38
Ho: 2 vectores de cointegración
p-value 0.56 0.02 0.19
La Tabla 9 contienen los resultados del vector de cointegración, el coeficiente
de velocidad de ajuste y las pruebas de exogeneidad débil y fuerte. Se analizaron
dos tipos de normalización: (i) modelo normalizado en producto y (ii) modelo
normalizado en crédito. Dado que esta normalización afecta a la interpretación
de largo plazo, el primer tipo la normalización no permite obtener una inter-
pretación exacta de la relación de largo plazo de las variables; sin embargo, con
el modelo normalizado en crédito, los coeficientes de largo plazo indican que
existe una relación positiva entre el producto y los indicadores de desarrollo
financiero. La existencia de un vector de cointegración entre el desarrollo del
sistema financiero (sector bancario y mercado de capitales) y el producto confir-
ma la existencia de una relación de largo plazo, esta relación implica que estos
sectores interactúan permanentemente.
Las pruebas de exogeneidad débil indican que el producto y el monto nego-
ciado son debilmente exógenos (no se rechaza la hipótesis nula de exogeneidad
débil, analizando el p-value al 5 % de significancia), tanto individualmente (mon-
to negociado y producto por separado) y en conjunto, mientras que en el caso
del crédito se rechaza la hipótesis nula de exogeneidad débil en todos los casos.
Por lo tanto, en este modelo el indicador de mercado de capitales y el PBI real
per cápita son buenos predictores del nivel de intermediación financiera indi-
recta, lo cual se confirma cuando se aplican las pruebas de exogeneidad fuerte.
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Estos resultados son consistentes con el análisis de la prueba de Causalidad a la
Granger siguiendo el enfoque de Toda y Yamamoto (1995) que se muestra en
la Tabla 10, los resultados de esta prueba muestran que el PBI real per cápita
y el monto negociado causan en el sentido de Granger al crédito del sistema
bancario, para la muestra total y para las dos muestras (1992-2001 y 2002-
2012), estos resultados implican que en el largo plazo el PBI real y el monto
negociado preceden el comportamiento del crédito. Una posible interpretación
de este resultado es que el sector bancario estaŕıa asimilando los choques que
experimentan el producto y el indicador de mercado de capitales; permitiendo
aśı que la relación entre el sistema financiero y el sector real de la economı́a sea
estable.
Tabla 9. Análisis de cointegración entre el sistema financiero y el nivel de
actividad




Normalizado en Crédito [1 − 0,24 − 1,70] [1 − 0,00 − 1,51] [1 − 0,27 − 0,54]
Coef. velocidad de ajuste
Indicador Bancario −0.01 0.04 −0.06
Estad́ıstico t 5.21 −4.17 −4.30
Indicador Mercado Capitales −0.00 −0.02 −0.05
Estad́ıstico t −1.75 −1.62 −2.81
Crecimiento real per-cápita −0.02 −0.08 −0.15
Estad́ıstico t −0.87 −1.18 −2.18
p-value p-value p-value
Prueba de exogeneidad Débil
Producto es DE 0.41 0.23 0.02
Crédito es DE 0.00 0.00 0.00
Negociación es DE 0.10 0.10 0.00
Producto y Cred. son DE 0.00 0.00 0.00
Producto y Neg. son DE 0.24 0.19 0.00
Cred. y Neg. son DE 0.00 0.00 0.00
Prueba de exogeneidad Fuerte
Producto es FE 0.71 0.80 n.a
Crédito es FE n.a. n.a. n.a
Negociación es FE 0.64 0.63 n.a
Nota: Donde n.a indica que no hay evidencia de exogeneidad fuerte dado que no se cumple
la condición de exogeneidad débil
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Tabla 10. Causalidad a la Granger (Toda y Yamamoto 1995): Producto,
crédito y negociación
1992-2012 1992-2001 2002-2012
Hipótesis Nula P-value P-value P-value
CRE no causa Y 0.69 0.84 0.05
NEG no causa Y 0.27 0.65 0.03
CRE, NEG no causa Y 0.12 0.90 0.00
Y no causa CRE 0.00 0.49 0.00
NEG no causa CRE 0.00 0.00 0.00
Y, NEG no causa CRE 0.00 0.00 0.00
Y no causa NEG 0.55 0.59 0.03
CRE no causa NEG 0.59 0.54 0.01
Y, CRE no causa NEG 0.60 0.79 0.07
Nota: En cada caso, el rezago óptimo ha sido determinado
tomando en cuenta las pruebas de Schwarz, Hanan-Quinn y
Ratio de Verosimilitud (LR). ∗ indica significativo al 10 %.
En este sentido, dado los resultados anteriores, es importante mantener la
solidez y estabilidad en el sistema bancario y mercado de capitales con el fin
de que la evolución de estos sectores sea consistente con la evolución del niv-
el de actividad económica. Las poĺıticas reales orientadas hacia un incremento
persistente del producto debeŕıan ser complementadas con poĺıticas financieras
que permitan que el desarrollo del sistema bancario y mercado de capitales sean
consistentes con las perspectivas de crecimiento económico.
6. Conclusiones
El objetivo principal del presente trabajo es analizar la dirección de causali-
dad emṕırica entre el sistema financiero (sector bancario y mercado de capitales)
y el PBI real en el Perú. Para este fin, se utiliza información mensual para el
peŕıodo 1992-2012 del PBI real per cápita y de dos indicadores de desarrollo
financiero representativos del sector bancario y del mercado de capitales: crédi-
to/PBI y monto negociado/PBI. El análisis se basó en dos enfoques; i) VAR
cointegrado y pruebas de exogeneidad débil y fuerte y ii) VAR en niveles y prue-
ba de causalidad a la Granger siguiendo el enfoque de Toda y Yamamoto (1995).
Las dos metodoloǵıas utilizadas muestran que, para la muestra completa, el
comportamiento del sector bancario se puede anticipar a partir de la evolución
del sector real de la economı́a y del mercado de capitales. El enfoque de Toda y
Yamamoto(1995) muestra los mismos resultados por sub muestras, mientras que
bajo el enfoque de cointegración solo se cumple para la primera sub muestra.
Este resultado es útil pues sustenta la realización de predicciones condicionales
para el crédito, condicional al nivel de actividad real y al indicador del mercado
de capitales.
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Estos resultados que establecen una relación de precedencia van más allá de
los hallazgos de Demirguc y Levine (1996) y Levine (2005). Demirguc y Levine
(1996) encuentran que el nivel de desarrollo del mercado de valores está al-
tamente correlacionado con el del sistema bancario, instituciones y compañ́ıas
de seguro y fondo de pensiones. Además, los páıses que tienen mercados de
valores desarrollados tienden a tener intermediarios financieros desarrollados.
Levine (2005) presenta una discusión sobre la relación entre el sector bancario
y el mercado de valores, señala que la relación entre estos sectores está ligada
a la estructura financiera y a los tipos de actividades que se producen en las
distintas economı́as.
Como es natural, este trabajo presenta algunas restricciones: (i) El objeti-
vo es analizar capacidad predictiva y “no” relaciones causa-efecto; por ello, se
estimó un modelo VAR forma reducida y no uno estructural; (ii) Si bien se anal-
iza capacidad predictiva, el trabajo no tiene la intención de encontrar el “mejor
modelo de predicción”, cabe resaltar que el principal hallazgo es que es posible
realizar predicciones condicionales para el crédito, condicional a la información
del producto y del mercado bursátil; sin embargo, es necesario trabajar más la
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Los estudios emṕıricos sobre la relación entre desarrollo financiero y crec-
imiento económico pueden ser clasificados en términos de la metodoloǵıa emṕıri-
ca de análisis y el nivel de agregación de los datos. Tomando en cuenta estos
dos criterios la revisión de la literatura se clasifica en: (a) métodos de esti-
mación para regresiones de corte transversal; (b) estimadores para datos de
panel estáticos y dinámicos; y (c) estimadores para series de tiempo aplicados
a series temporales y datos de panel.
A.1. Basados en datos de corte transversal para páıses
Los estudios basados en regresiones de corte transversal para páıses se basan
en la estimación de una ecuación como la siguiente:
Gi = α + βFi + x
′
iθ + εi
donde Gi es una medida de crecimiento económico (usualmente, la tasa de
crecimiento promedio de los últimos treinta años), Fi es un indicador de desar-
rollo del sistema financiero y xi es un vector que contiene variables de control.
La estimación de esta ecuación es por mı́nimos cuadrados ordinarios o vari-
ables instrumentales en caso se sospeche la existencia de algún regresor endógeno.
Uno de los primeros trabajos dentro de este grupo es el de King y Levine
(1993a) el cual utiliza información de la tasa de crecimiento promedio del pro-
ducto y el promedio de un grupo de indicadores del sistema financiero para
el peŕıodo 1960-1989 para 77 páıses. Los resultados muestran que existe una
relación fuerte y positiva entre los indicadores del desarrollo financiero y el
crecimiento económico. Asimismo encuentran que el nivel de desarrollo inicial
es un buen predictor de las tasas de crecimiento futuras.
Los estudios realizados por King y Levine (1993a) se caracterizan por uti-
lizar variables bancarias para aproximar el nivel de desarrollo financiero. Otros
estudios como el de Atje y Jovanovic (1993) analizan el papel del mercado de
valores en la actividad económica; y sus resultados muestran que los merca-
dos de valores tienen efectos positivos sobre el nivel de crecimiento económico.
Estos resultados son confirmados por los estudios de Demirguc y Maksimovic
(1998), que a través de un análisis para 30 economı́as en desarrollo y desarrol-
ladas, durante el peŕıodo 1980-1991 usando el método de mı́nimos cuadrados
ordinarios (MCO), encuentran que el sistema financiero influye positivamente
en la economı́a permitiendo a las firmas obtener de una manera más fácil fondos
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para financiar sus proyectos de inversión en la actividad económica.
Demirguc y Maksimovic (2002) analizan el papel del desarrollo en la activi-
dad económica incorporando datos a nivel de las firmas para 40 páıses durante el
peŕıodo 1989-1996, sus resultados muestran que el desarrollo del sector bancario
y del mercado de valores tienen un impacto positivo en los mercados, además
se evidencia que el desarrollo financiero per set afecta el acceso de las firmas a
la financiación.
Por su parte, Deidda y Fattouh (2002), usando el método de mı́nimos cuadra-
dos ordinarios (MCO) analizan la relación para 80 páıses durante el peŕıodo
1960-1989 y encuentran que mayores niveles de desarrollo financiero se relacio-
nan positivamente con un mayor nivel de crecimiento económico; sin embargo,
los resultados muestran fuerte evidencia para economı́as con un mayor nivel de
ingresos pero no para economı́as con bajo nivel de ingresos.
Las limitaciones sobre los estudios de corte transaversal se centran en cues-
tiones econométricas, como se señala en Ang (2007), las estimaciones basadas en
corte transversal pueden ser sencillas, sin embargo pueden presentar problemas
conceptuales como el caso de endogeneidad que no es debidamente controlada
y puede generar estimadores sesgados e incostentes. Por ello, en trabajos poste-
riores debido a la presencia de endogeneidad con los indicadores del desarrollo
financiero, el método de estimación se basa en el uso de variables instrumen-
tales. Una de las variables instrumentales más utilizadas en este tipo de trabajos
está relacionada con medidas legales de cada páıs, como por ejemplo el origen de
su sistema legal (inglés, francés, alemán o escandinavo). Dentro de este grupos
de trabajos figuran, Levine (1998), Levine (1999) y Levine y otros (2000).
Las variables instrumentales seleccionadas son tales que permiten predecir el
desarrollo financiero pero no están correlacionadas con el crecimiento económico
de forma directa. Sin embargo, el uso de variables instrumentales no necesaria-
mente puede hacer en frente al problema de edogeniedad si es que el instrumento
no cumple ciertas condiciones como validez y relevancia para ser un buen in-
strumento. En este sentido, los resultados obtenidos pueden diferir haciendo
cambiar la interpretación sobre la relación de las variables a analizar y por lo
tanto son poco probables de ser fiables. En vista de estas limitaciones, investi-




















































































































































































































































































































































































































































































































































































































































































































































































































































































A.2. Basados en datos de panel
Con el fin de mejorar las deficiencias econométricas asociadas a los estudios
de corte transversal; los investigadores, teniendo en cuenta la dimensión de tiem-
po, han incorporado el uso de técnicas de estimación dinámica de datos de panel.





i,tθ + αi + λt + εi,t
Donde Gi,t representa la variable dependiente, w
′
i,t representa un grupo de
regresores rezagados y x
′
i,t un grupo de regresores contemporáneos, αi es el efecto
no observado espećıfico a cada páıs, λt mide un efecto especifico temporal y εi,t
es un término de error, i = 1, 2 · · ·n representa el número de páıses y t = 1, · · ·T
representa periodos temporales de cinco años o más. Esta metodoloǵıa se adop-
ta debido a tres principales ventajas. La primera es que se permite utilizar
simultáneamente la información individual de cada páıs a lo largo del tiempo
(variación temporal o within) y las diferencias entre páıses (variación between).
La segunda es que un modelo con datos de panel permite evitar sesgos pre-
sentes en regresiones de corte transversal, como por ejemplo el sesgo de omisión
de efectos espećıficos no observados, especialmente cuando la ecuación depen-
diente rezagada. En tercer lugar, un modelo con datos de panel permite utilizar
variables instrumentales para todos los regresores y obteniendo de esta forma
regresores más precisos.
Los trabajos que utilizan el estimador Arellano y Bover (1995) incluyen
Levine y otros (2000), Beck y otros (2000), Rioja y Valev (2004), Rousseau
y Wachtel (2000), Zhang y otros (2012) y Moshirian y Wu (2012). Particu-
larmente, Moshirian y Wu (2012) encuentran que existe una relación positiva
entre el exceso del retorno bancario y el crecimiento económico futuro, relación
que se ve reforzada por el desarrollo financiero; sin embargo, el impacto del
desarrollo financiero sobre la relación negativa entre la volatilidad bancaria y el
crecimiento económico es ambiguo. Zhang y otros (2012) utilizan información
de 286 ciudades chinas para el peŕıodo 2001-2006 y encuentran que en general
los indicadores tradicionales de desarrollo financieros están relacionados posi-
tivamente con el crecimiento económico, más aún, el tamaño y la profundidad
del sistema financiero generan crecimiento económico. Además, encuentran que
sus resultados utilizando el GMM para datos de panel proporciona resultados
similares a los obtenidos en estudio con estimadores de corte transversal y es-
timadores en primeras diferencias GMM (Arellano y Bond (1991), Arellano y
Bover (1995), Blundell y Bond (1998).
Recientemente la relación entre desarrollo financiero y crecimiento económi-
co se ha analizado emṕıricamente aplicando técnicas de series de tiempo a datos
de panel. En particular, se aplican diferentes pruebas de ráız unitaria para
datos de panel (como, por ejemplo, las pruebas Im y otros (2003),Maddala
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y Wu (1999), y Choi (2001), entre otras)y, además, se analiza la dinámica de
la relación utilizando modelos de vectores autoregresivos y cointegración (por
ejemplo, Pedroni (1999)) aplicados a datos de panel. Entre estos documentos
destacan:Christopoulos y Tsionas (2004), Bangake y Eggoh (2011) y Hassan y
otros (2011) y Demetriades y James (2011).
Christopoulos y Tsionas (2004) investigan la relación de largo plazo entre
profundidad financiera y crecimiento económico para 10 economı́as en desarrol-
lo. Utilizando pruebas de ráız unitaria y de cointegracion individual (Johansen)
y para datos de panel (MCO completamente modificado para datos de panel,
(propuesto por Pedroni (2000)), encuentran que existe un equilibrio de largo
plazo entre la profundidad financiera y el crecimiento económico y que los re-
sultados de la cointegración a largo plazo muestran la existencia de causalidad
unidireccional que va de profundidad financiera hacia crecimiento económico.
Por otro lado, Bangake y Eggoh (2011) investigan la relación entre desar-
rollo financiero y crecimiento económico para el peŕıodo comprendido entre
1960-2004, para este análisis utilizan datos de panel para 71 páıses desarrol-
lados y en desarrollo. Utilizan pruebas de ráız unitaria para datos de panel
(Im y otros (2003),Maddala y Wu (1999), y Choi (2001)), aśı como pruebas
de cointegración propuesta por Pedroni (1999) y mı́nimos cuadrados ordinarios
dinámicos (DOLS) propuesto por Kao y Chiang (2000). Sus resultados mues-
tran la existencia de una relación de largo plazo entre desarrollo financiero,
crecimiento económico y otras variables. Además encuentran una relación de
causalidad bidireccional en el largo plazo. Sin embargo, en el corto plazo la
evidencia sobre la causalidad no es clara. Para los páıses en desarrollo no hay
ninguna evidencia de causalidad en el corto plazo entre desarrollo financiero
y crecimiento económico, mientras que para los páıses desarrollados o de altos
ingresos el crecimiento económico afecta a las finanzas.
Hassan y otros (2011) analizan la evidencia emṕırica entre el desarrollo fi-
nanciero y el crecimiento económico para 168 páıses de bajo y medianos ingresos
clasificado por regiones geográficas durante el peŕıodo de 1980 al 2007. Para ello,
emplean regresiones pool y metodologia VAR para datos de panel para analizar
la dirección, tiempo y fuerza de la relación de causalidad entre el crecimien-
to económico y desarrollo financiero. Los resultados son sorprendentes, debido
a que indican que existe una relación negativa y significativa entre desarrollo
financiero y crecimiento económico para los páıses de altos ingresos. Estos re-
sultados se contradicen con estudios previos que indican la importancia de la
relación entre finanzas y crecimiento para páıses con altos ingreso. Estos autores
señalan, además, que la medida del desarrollo financiero tiene mayor efecto para
páıses en desarrollo debido a que reciben mayor consideración que el desarrollo
del mercado de capitales (mercado de acciones y bonos).
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Finalmente, Demetriades y James (2011) estudian la relación entre las fi-
nanzas y el crecimiento económico utilizando datos de panel para 18 páıses en
la región subsahariana de África durante el peŕıodo 1975-2006. Utilizan pruebas
de ráız unitaria para datos de panel (Im y otros (2003), Levin y otros (2002),
Harris y Tzavalis (1999), Breitung (2000) y Pesaran (2007)), pruebas de cointe-
gración para datos de panel (Westerlund (2007) y Pesaran (2004)) y estimación
del vector de cointegración (Bai y otros (2009)). Los resultados muestran que la
relación entre desarrollo financiero y crecimiento económico se caracteriza por












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































B. Análisis de Quiebres en las series
Se realizó la prueba de Zivot y Andrews (1992) para determinar si las se-
ries son ráız unitaria (hipótesis nula) o estacionaria con algún tipo de quiebre
(hipótesis alternativa). Los resultados indican que las tres series son ráız uni-
taria.
Tabla 4. Prueba Zivot-Andrews (1992)
Series Fecha Potencial T-Estad́ıstico Valor Cŕıtico 1 % Valor Cŕıtico 5 %
de Quiebre
Producto 2000:04 -4.55 -5.57 -5.08
Crédito total / PBI 2000:01 -2.46 -5.57 -5.08
Monto negociado / PBI 1998:02 -3.32 -5.57 -5.08
C. Modelos VAR
C.1. Pruebas de diagnóstico
Tabla 5. Modelo: Producto, sistema bancario y mercado de capitales
Modelo: Producto, Crédito y Capitalización Bursátil
1992-2012 1992-2001 2002-2012
Pruebas de Diagnóstico
Rezagos Óptimos 3 1 4
Análisis de los Residuos
p-value p-value p-value
Autocorrelación
Prueba de Autocorrelación LM
Ho: no existe hasta el orden 1 0.03 0.00 0.06
Ho: no existe hasta el orden 2 0.06 0.51 0.96
Ho: no existe hasta el orden 3 0.09 0.18 0.93
Ho: no existe hasta el orden 6 0.57 0.08 0.72
Heterocedasticidad
Prueba de White
Ho: Errores homocedásticos 0.00 0.11 0.00
Normalidad
Prueba de Doornik-Hansen
Ho: Errores normales 0.00 0.00 0.00
Prueba de Cointegración
Ho: 0 vectores de cointegración
P-value 0.01 0.00 0.00
Ho: 1 vectores de cointegración
P-value 0.57 0.01 0.35
Ho: 2 vectores de cointegración
P-value 0.96 0.02 0.30
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Tabla 6. Modelo: Producto, sistema bancario y mercado de capitales
Modelo: Producto, Liquidez y Capitalización Bursátil
1992-2012 1992-2001 2002-2012
Pruebas de Diagnóstico
Rezagos Óptimos 3 1 10
Análisis de los Residuos
p-value p-value p-value
Autocorrelación
Prueba de Autocorrelación LM
Ho: no existe hasta el orden 1 0.03 0.00 0.70
Ho: no existe hasta el orden 2 0.02 0.42 0.38
Ho: no existe hasta el orden 3 0.09 0.02 0.73
Ho: no existe hasta el orden 6 0.45 0.37 0.77
Heterocedasticidad
Prueba de White
Ho: Errores homocedásticos 0.00 0.05 0.13
Normalidad
Prueba de Doornik-Hansen
Ho: Errores normales 0.00 0.00 0.01
Prueba de Cointegración
Ho: 0 vectores de cointegración
P-value 0.01 0.03 0.14
Ho: 1 vectores de cointegración
P-value 0.30 0.45 0.44
Ho: 2 vectores de cointegración
P-value 0.56 0.14 0.97
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Tabla 7. Modelo: Producto, sistema bancario y mercado de capitales
Modelo: Producto, Cuasidinero y Capitalización Bursátil
1992-2012 1992-2001 2002-2012
Pruebas de Diagnóstico
Rezagos Óptimos 3 1 11
Análisis de los Residuos
p-value p-value p-value
Autocorrelación
Prueba de Autocorrelación LM
Ho: no existe hasta el orden 1 0.02 0.08 0.22
Ho: no existe hasta el orden 2 0.01 0.38 0.49
Ho: no existe hasta el orden 3 0.05 0.21 0.36
Ho: no existe hasta el orden 6 0.09 0.60 0.73
Heterocedasticidad
Prueba de White
Ho: Errores homocedásticos 0.00 0.03 0.14
Normalidad
Prueba de Doornik-Hansen
Ho: Errores normales 0.00 0.00 0.00
Prueba de Cointegración
Ho: 0 vectores de cointegración
P-value 0.00 0.00 0.15
Ho: 1 vectores de cointegración
P-value 0.05 0.43 0.69
Ho: 2 vectores de cointegración
P-value 0.43 0.10 0.62
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Tabla 8. Modelo: Producto, sistema bancario y mercado de capitales
Modelo: Producto, Crédito y Rotación
1992-2012 1992-2001 2002-2012
Pruebas de Diagnóstico
Rezagos Óptimos 11 1 7
Análisis de los Residuos
p-value p-value p-value
Autocorrelación
Prueba de Autocorrelación LM
Ho: no existe hasta el orden 1 0.08 0.00 0.13
Ho: no existe hasta el orden 2 0.11 0.75 0.77
Ho: no existe hasta el orden 3 0.28 0.10 0.73
Ho: no existe hasta el orden 6 0.01 0.14 0.05
Heterocedasticidad
Prueba de White
Ho: Errores homocedásticos 0.00 0.01 0.55
Normalidad
Prueba de Doornik-Hansen
Ho: Errores normales 0.00 0.00 0.00
Prueba de Cointegración
Ho: 0 vectores de cointegración
P-value 0.00 0.00 0.00
Ho: 1 vectores de cointegración
P-value 0.12 0.01 0.00
Ho: 2 vectores de cointegración
P-value 0.59 0.01 0.72
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Tabla 9. Modelo: Producto, sistema bancario y mercado de capitales
Modelo: Producto, Liquidez y Rotación
1992-2012 1992-2001 2002-2012
Pruebas de Diagnóstico
Rezagos Óptimos 11 1 2
Análisis de los Residuos
p-value p-value p-value
Autocorrelación
Prueba de Autocorrelación LM
Ho: no existe hasta el orden 1 0.59 0.00 0.00
Ho: no existe hasta el orden 2 0.11 0.79 0.02
Ho: no existe hasta el orden 3 0.15 0.03 0.09
Ho: no existe hasta el orden 6 0.00 0.16 0.07
Heterocedasticidad
Prueba de White
Ho: Errores homocedásticos 0.00 0.04 0.00
Normalidad
Prueba de Doornik-Hansen
Ho: Errores normales 0.00 0.00 0.00
Prueba de Cointegración
Ho: 0 vectores de cointegración
P-value 0.01 0.06 .07
Ho: 1 vectores de cointegración
P-value 0.06 0.14 0.20
Ho: 2 vectores de cointegración
P-value 0.57 0.05 0.34
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Tabla 10. Modelo: Producto, sistema bancario y mercado de capitales
Modelo: Producto, Cuasidinero y Rotación
1992-2012 1992-2001 2002-2012
Pruebas de Diagnóstico
Rezagos Óptimos 11 1 2
Análisis de los Residuos
p-value p-value p-value
Autocorrelación
Prueba de Autocorrelación LM
Ho: no existe hasta el orden 1 0.33 0.03 0.00
Ho: no existe hasta el orden 2 0.28 0.63 0.05
Ho: no existe hasta el orden 3 0.40 0.15 0.13
Ho: no existe hasta el orden 6 0.02 0.68 0.15
Heterocedasticidad
Prueba de White
Ho: Errores homocedásticos 0.00 0.01 0.00
Normalidad
Prueba de Doornik-Hansen
Ho: Errores normales 0.00 0.00 0.00
Prueba de Cointegración
Ho: 0 vectores de cointegración
P-value 0.14 0.02 0.10
Ho: 1 vectores de cointegración
P-value 0.16 0.78 0.22
Ho: 2 vectores de cointegración
P-value 0.59 0.90 0.24
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Tabla 11. Modelo: Producto, sistema bancario y mercado de capitales
Modelo: Producto, Cuasidinero y Negociación Bursátil
1992-2012 1992-2001 2002-2012
Pruebas de Diagnóstico
Rezagos Óptimos 9 3 2
Análisis de los Residuos
p-value p-value p-value
Autocorrelación
Prueba de Autocorrelación LM
Ho: no existe hasta el orden 1 0.20 0.12 0.00
Ho: no existe hasta el orden 2 0.41 0.07 0.09
Ho: no existe hasta el orden 3 0.21 0.36 0.00
Ho: no existe hasta el orden 6 0.88 0.92 0.23
Heterocedasticidad
Prueba de White
Ho: Errores homocedásticos 0.00 0.79 0.00
Normalidad
Prueba de Doornik-Hansen
Ho: Errores normales 0.00 0.00 0.00
Prueba de Cointegración
Ho: 0 vectores de cointegración
P-value 0.19 0.49 0.20
Ho: 1 vectores de cointegración
P-value 0.29 0.57 0.73
Ho: 2 vectores de cointegración
P-value 0.36 0.70 0.46
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Tabla 12. Modelo: Producto, sistema bancario y mercado de capitales
Modelo: Producto, Liquidez y Negociación Bursátil
1992-2012 1992-2001 2002-2012
Pruebas de Diagnóstico
Rezagos Óptimos 5 11 2
Análisis de los Residuos
p-value p-value p-value
Autocorrelación
Prueba de Autocorrelación LM
Ho: no existe hasta el orden 1 0.15 0.16 0.01
Ho: no existe hasta el orden 2 0.07 0.04 0.26
Ho: no existe hasta el orden 3 0.59 0.14 0.00
Ho: no existe hasta el orden 6 0.87 0.10 0.70
Heterocedasticidad
Prueba de White
Ho: Errores homocedásticos 0.05 0.79 0.01
Normalidad
Prueba de Doornik-Hansen
Ho: Errores normales 0.00 0.00 0.00
Prueba de Cointegración
Ho: 0 vectores de cointegración
P-value 0.03 0.00 0.08
Ho: 1 vectores de cointegración
P-value 0.20 0.00 0.11
Ho: 2 vectores de cointegración
P-value 0.40 0.01 0.25
C.2. Análisis de cointegración
Tabla 13. Análisis de cointegración entre el sistema financiero y el nivel de
actividad




Ingreso per-cápita [1 2,22 − 1,18] [1 0,19 − 1,22] [1 4,98 − 2,80]
Coef. velocidad de ajuste
Indicador Bancario −0.00 −0.03 −0.00
Estad́ıstico t −3.09 −3.66 −4.40
Indicador Mercado Capitales 0.01 0.01 0.01
Estad́ıstico t 1.07 0.40 1.18
Crecimiento real per-cápita −0.03 −0.19 −0.01
Estad́ıstico t −4.44 −3.60 −4.16
Prueba de exogeneidad
Producto es DE 0.00 0.01 0.00
Crédito es DE 0.00 0.01 0.00
Capitalización es DE 0.34 0.72 0.26
Producto y Cred. son DE 0.00 0.00 0.00
Producto y Cap. son DE 0.00 0.05 0.00
Cred. y Cap. son DE 0.01 0.04 0.00
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Tabla 14. Análisis de cointegración entre el sistema financiero y el nivel de
actividad




Ingreso per-cápita [1 0,25 − 1,07] [1 − 0,75 − 0,71] [1 4,50 − 2,97]
Coef. velocidad de ajuste
Indicador Bancario −0.01 −0.00 −0.00
Estad́ıstico t −2.89 −0.06 −3.35
Indicador Mercado Capitales 0.05 0.02 0.02
Estad́ıstico t 2.91 0.51 1.28
Crecimiento real per-cápita −0.03 −0.34 −0.01
Estad́ıstico t −3.15 −4.89 −2.25
Prueba de exogeneidad
Producto es DE 0.00 0.23 0.01
Liquidez es DE 0.01 0.95 0.00
Capitalización es DE 0.02 0.65 0.21
Producto y Liq. son DE 0.00 0.00 0.01
Producto y Cap. son DE 0.00 0.00 0.03
Liq. y Cap. son DE 0.00 0.89 0.00
Tabla 15. Análisis de cointegración entre el sistema financiero y el nivel de
actividad




Ingreso per-cápita [1 − 5,90 − 0,25] [1 − 6,65 0,39] [1 − 6,43 − 0,17]
Coef. velocidad de ajuste
Indicador Bancario 0.01 0.01 0.03
Estad́ıstico t 2.62 1.98 2.26
Indicador Mercado Capitales 0.28 0.04 0.61
Estad́ıstico t 4.92 0.85 3.32
Crecimiento real per-cápita −0.08 −0.45 0.02
Estad́ıstico t −2.74 −5.54 0.37
Prueba de exogeneidad
Producto es DE 0.01 0.00 0.69
Cuasidinero es DE 0.04 0.06 0.02
Capitalización es DE 0.00 0.43 0.00
Producto y Cua. son DE 0.00 0.00 0.07
Producto y Cap. son DE 0.00 0.00 0.00
Cua. y Cap. son DE 0.00 0.13 0.00
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Tabla 16. Análisis de cointegración entre el sistema financiero y el nivel de
actividad




Ingreso per-cápita [1 − 2,30 97,90] [1 19,19 − 1257,71] [1 6,81 1146,81]
Coef. velocidad de ajuste
Indicador Bancario 0.02 −0.00 −0.00
Estad́ıstico t 5.02 −6.26 −1.64
Indicador Mercado Capitales −0.00 −0.00 −0.00
Estad́ıstico t −1.22 −0.04 −3.90
Crecimiento real per-cápita −0.02 −0.00 −0.01
Estad́ıstico t −0.78 −0.21 −3.19
Prueba de exogeneidad
Producto es DE 0.50 0.84 0.06
Crédito es DE 0.00 0.00 0.43
Rotación es DE 0.21 0.97 0.00
Producto y Cred. son DE 0.00 0.00 0.03
Producto y Rot. son DE 0.42 0.98 0.00
Cred. y Rot. son DE 0.00 0.00 0.00
Tabla 17. Análisis de cointegración entre el sistema financiero y el nivel de
actividad




Ingreso per-cápita [1 − 2,95 41,83] [1 − 1,36 − 20,14] [1 − 3,57 − 41,28]
Coef. velocidad de ajuste
Indicador Bancario 0.01 −0.00 0.01
Estad́ıstico t 3.95 −0.67 3.02
Indicador Mercado Capitales −0.00 0.00 0.00
Estad́ıstico t −0.48 0.88 3.33
Crecimiento real per-cápita −0.02 −0.24 0.01
Estad́ıstico t −1.12 −3.87 1.01
Prueba de exogeneidad
Producto es DE 0.51 0.00 0.35
Liquidez es DE 0.03 0.59 0.03
Rotación es DE 0.68 0.49 0.03
Producto y Liq. son DE 0.00 0.01 0.14
Producto y Rot. son DE 0.81 0.01 0.08
Liq. y Rot. son DE 0.02 0.65 0.00
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Tabla 18. Análisis de cointegración entre el sistema financiero y el nivel de
actividad




Ingreso per-cápita [1 − 7,38 − 0,19] [1 − 8,51 − 7,40] [1 − 2,82 513,62]
Coef. velocidad de ajuste
Indicador Bancario 0.01 0.01 −0.00
Estad́ıstico t 3.49 2.65 −0.29
Indicador Mercado Capitales −0.00 0.00 −0.00
Estad́ıstico t −0.09 0.02 −3.97
Crecimiento real per-cápita 0.01 −0.37 −0.01
Estad́ıstico t 0.17 −4.82 −1.04
Prueba de exogeneidad
Producto es DE 0.94 0.00 0.32
Cuasidinero es DE 0.13 0.01 0.84
Rotación es DE 0.95 0.98 0.00
Producto y Cua. son DE 0.00 0.00 0.59
Producto y Rot. son DE 0.98 0.00 0.00
Cua. y Rot. son DE 0.12 0.04 0.00
Tabla 19. Análisis de cointegración entre el sistema financiero y el nivel de
actividad




Ingreso per-cápita [1 − 0,12 3,18] [1 − 0,23 0,05] [1 − 0,13 − 0,07]
Coef. velocidad de ajuste
Indicador Bancario −0.03 −0.01 −0.11
Estad́ıstico t −1.90 −1.27 −3.30
Indicador Mercado Capitales −0.07 −0.06 −0.10
Estad́ıstico t −2.10 1.10 −2.52
Crecimiento real per-cápita −0.37 −0.81 −0.08
Estad́ıstico t −2.35 3.10 −0.45
Prueba de exogeneidad
Producto es DE 0.06 0.02 0.66
Cuasidinero es DE 0.22 0.35 0.00
Negociación es DE 0.08 0.38 0.03
Producto y Cua. son DE 0.01 0.01 0.02
Producto y Neg. son DE 0.15 0.04 0.08
Cua. y Neg. son DE 0.02 0.21 0.00
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Tabla 20. Análisis de cointegración entre el sistema financiero y el nivel de
actividad




Ingreso per-cápita [1 − 0,99 7,68] [1 − 4,32 0,88] [1 − 4,11 − 0,02]
Coef. velocidad de ajuste
Indicador Bancario 0.00 0.01 0.01
Estad́ıstico t 2.08 3.84 3.50
Indicador Mercado Capitales −0.00 −0.00 0.01
Estad́ıstico t −3.14 −0.67 1.79
Crecimiento real per-cápita −0.01 −0.05 0.02
Estad́ıstico t −2.25 −1.54 1.30
Prueba de exogeneidad
Producto es DE 0.05 0.26 0.21
Liquidez es DE 0.12 0.01 0.11
Negociación es DE 0.01 0.52 0.40
Producto y Liq. son DE 0.01 0.00 0.27
Producto y Neg. son DE 0.03 0.50 0.33
Liq. y Neg. son DE 0.00 0.03 0.00
C.3. Causalidad a la Granger
Tabla 21. Prueba de Causalidad en el sentido de Granger: Producto, crédito
y capitalización
1992-2012 1992-2001 2002-2012
CRE no causa Y 0.03 0.06 0.18
CAP no causa Y 0.03 0.00 0.00
CRE, CAP no causa Y 0.00 0.00 0.00
Y no causa CRE 0.57 0.36 0.36
CAP no causa CRE 0.00 0.00 0.00
Y, CAP no causa CRE 0.00 0.00 0.00
Y no causa CAP 0.15 0.54 0.06
CRE no causa CAP 0.35 0.38 0.42
Y, CRE no causa CAP 0.37 0.68 0.33
Nota: En cada caso, el rezago óptimo ha sido determinado
tomando en cuenta las pruebas de Schwarz, Hanan-Quinn y
Ratio de Verosimilitud (LR). ∗ indica significativo al 10 %.
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Tabla 22. Prueba de Causalidad en el sentido de Granger: Producto, liquidez
y capitalización
1992-2012 1992-2001 2002-2012
LIQ no causa Y 0.45 0.01 0.07
CAP no causa Y 0.03 0.00 0.00
LIQ, CAP no causa Y 0.01 0.00 0.00
Y no causa LIQ 0.48 0.91 0.08
CAP no causa LIQ 0.00 0.70 0.00
Y, CAP no causa LIQ 0.00 0.82 0.00
Y no causa CAP 0.02 0.57 0.18
LIQ no causa CAP 0.01 0.43 0.01
Y, LIQ no causa CAP 0.02 0.73 0.03
Nota: En cada caso, el rezago óptimo ha sido determinado
tomando en cuenta las pruebas de Schwarz, Hanan-Quinn y
Ratio de Verosimilitud (LR). ∗ indica significativo al 10 %.
Tabla 23. Prueba de Causalidad en el sentido de Granger: Producto,
cuasidinero y capitalización
1992-2012 1992-2001 2002-2012
CUA no causa Y 0.31 0.00 0.03
CAP no causa Y 0.01 0.01 0.06
CUA, CAP no causa Y 0.01 0.00 0.00
Y no causa CUA 0.01 0.05 0.07
CAP no causa CUA 0.38 0.83 0.09
Y, CAP no causa CUA 0.00 0.07 0.01
Y no causa CAP 0.00 0.44 0.03
CUA no causa CAP 0.00 0.34 0.00
Y, CUA no causa CAP 0.00 0.63 0.00
Nota: En cada caso, el rezago óptimo ha sido determinado
tomando en cuenta las pruebas de Schwarz, Hanan-Quinn y
Ratio de Verosimilitud (LR). ∗ indica significativo al 10 %.
Tabla 24. Prueba de Causalidad en el sentido de Granger: Producto, crédito
y rotación
1992-2012 1992-2001 2002-2012
CRE no causa Y 0.74 0.04 0.64
ROT no causa Y 0.40 0.34 0.07
CRE, ROT no causa Y 0.18 0.09 0.03
Y no causa CRE 0.00 0.99 0.00
ROT no causa CRE 0.00 0.00 0.08
Y, ROT no causa CRE 0.00 0.00 0.00
Y no causa ROT 0.03 0.36 0.03
CRE no causa ROT 0.90 0.04 0.13
Y, CRE no causa ROT 0.13 0.09 0.02
Nota: En cada caso, el rezago óptimo ha sido determinado
tomando en cuenta las pruebas de Schwarz, Hanan-Quinn y
Ratio de Verosimilitud (LR). ∗ indica significativo al 10 %.
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Tabla 25. Prueba de Causalidad en el sentido de Granger: Producto, liquidez
y rotación
1992-2012 1992-2001 2002-2012
LIQ no causa Y 0.75 0.01 0.82
ROT no causa Y 0.08 0.10 0.47
LIQ, ROT no causa Y 0.19 0.02 0.53
Y no causa LIQ 0.00 0.73 0.01
ROT no causa LIQ 0.02 0.11 0.20
Y, ROT no causa LIQ 0.00 0.24 0.01
Y no causa ROT 0.06 0.36 0.93
LIQ no causa ROT 0.76 0.06 0.72
Y, LIQ no causa ROT 0.08 0.11 0.73
Nota: En cada caso, el rezago óptimo ha sido determinado
tomando en cuenta las pruebas de Schwarz, Hanan-Quinn y
Ratio de Verosimilitud (LR). ∗ indica significativo al 10 %.
Tabla 26. Prueba de Causalidad en el sentido de Granger: Producto,
cuasidinero y rotación
1992-2012 1992-2001 2002-2012
CUA no causa Y 0.37 0.00 0.50
ROT no causa Y 0.05 0.32 0.30
CUA, ROT no causa Y 0.07 0.00 0.38
Y no causa CUA 0.03 0.01 0.02
ROT no causa CUA 0.96 0.16 0.67
Y, ROT no causa CUA 0.25 0.03 0.06
Y no causa ROT 0.02 0.95 0.41
CUA no causa ROT 0.78 0.67 0.20
Y, CUA no causa ROT 0.09 0.64 0.33
Nota: En cada caso, el rezago óptimo ha sido determinado
tomando en cuenta las pruebas de Schwarz, Hanan-Quinn y
Ratio de Verosimilitud (LR). ∗ indica significativo al 10 %.
Tabla 27. Prueba de Causalidad en el sentido de Granger: Producto,
cuasidinero y negociación
1992-2012 1992-2001 2002-2012
CUA no causa Y 0.26 0.68 0.49
NEG no causa Y 0.02 0.49 0.44
CUA, NEG no causa Y 0.05 0.66 0.49
Y no causa CUA 0.02 0.20 0.01
NEG no causa CUA 0.07 0.19 0.08
Y, NEG no causa CUA 0.01 0.16 0.01
Y no causa NEG 0.48 0.56 0.03
CUA no causa NEG 0.88 0.16 0.03
Y, CUA no causa NEG 0.77 0.23 0.10
Nota: En cada caso, el rezago óptimo ha sido determinado
tomando en cuenta las pruebas de Schwarz, Hanan-Quinn y
Ratio de Verosimilitud (LR). ∗ indica significativo al 10 %.
58
Tabla 28. Prueba de Causalidad en el sentido de Granger: Producto, liquidez
y negociación
1992-2012 1992-2001 2002-2012
LIQ no causa Y 0.30 0.42 0.46
NEG no causa Y 0.03 0.70 0.38
LIQ, NEG no causa Y 0.03 0.63 0.46
Y no causa LIQ 0.02 0.01 0.03
NEG no causa LIQ 0.01 0.00 0.03
Y, NEG no causa LIQ 0.01 0.00 0.00
Y no causa NEG 0.53 0.59 0.02
LIQ no causa NEG 0.48 0.02 0.01
Y, LIQ no causa NEG 0.35 0.11 0.03
Nota: En cada caso, el rezago óptimo ha sido determinado
tomando en cuenta las pruebas de Schwarz, Hanan-Quinn y
Ratio de Verosimilitud (LR). ∗ indica significativo al 10 %.
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D. Diferencia entre trabajos para el caso peru-
ano
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