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Abstract—In this paper, we characterize the localization per-
formance and connectivity of sensors networks consisting of
binary proximity sensors using a random sensor management
strategy. The sensors are deployed uniformly at random over
an area, and to limit the energy dissipation, each sensor node
switches between an active and idle state according to random
mechanisms regulated by a birth-and-death stochastic process.
We first develop an upper bound for the minimum transmitting
range which guarantees connectivity of the active nodes in the
network with a desired probability. Then, we derive an analytical
formula for predicting the mean-squared localization error of
the active nodes when assuming a centroid localization scheme.
Simulations are used to verify the theoretical claims for various
localization schemes that operate only over connected active
nodes.
I. INTRODUCTION
The emerging world of sensor networks has imposed
a different approach to the tracking problem [1]. A large
number of tiny, inexpensive sensors are spread over a
monitored area. Each sensor node operates untethered, has a
microprocessor and a limited amount of memory for signal
processing. Each sensor has severe constraints on the battery
power, and can only communicate wirelessly with a small
number of sensors within its radio communication range.
Efficient localization can only be possible by an appropriate
sensor collaboration aimed at increasing the estimation
quality while controlling the power/bandwidth consumption
and robustness against failures. Such an approach is known
in the literature as Collaborative Signal and Information
Processing [2]. In this paper we restrict our attention to
binary proximity sensors, i.e., sensors which can only provide
one bit of information regarding the presence of a target in
their neighborhood. Individually they are unable to localize
the target, but collectively they can communicate their binary
detection decision over the network and localize the target
by appropriately fusing the received information. To conserve
the battery, a power management policy is employed where
each sensor switches between two different states, idle or
active, using a a random mechanism based on birth-and-death
processes. Traditional protocols such as on-demand [3]
and rendezvous wake-up mechanisms require sensors to
synchronize their clocks so that a common wake-up schedule
can be decided. This problem becomes particularly difficult
in multi-hop sensor networks where nodes do not directly
communicate with each other. Random wake-up mechanisms
such as the one proposed in this paper do not require any
synchronization between sensors both for the sleeping and
awaking stage. Each sensor switches state independently
of any other in the network and the switching times are
determined randomly. While such protocols are simplistic
and do not exploit features of the network configuration, they
are cheap, easy to implement, scalable and independent of
the particular network topology.
The main purpose of the paper is to predict the probability
of connectivity and localization performance of the sensor
network given design parameters for the transmission range
and random energy management protocol. These expressions
can be used in the design of sensor networks to meet certain
specifications, e.g., root mean squared (rms) localization error
performance. The rest of the paper is organized as follows.
Section II presents the random energy management strategy
used for deciding transitions between the states of the sensors.
Section III provides an upper bound for the minimum trans-
mitting range required to achieve connectivity of the network
with a desired probability. Section IV develops an analytical
formula for the mean-squared error of the centroid localiza-
tion algorithm. Results for the simulated network model are
provided in Section V. Finally, Section VI concludes the paper.
II. RANDOM ENERGY MANAGEMENT PROTOCOL
Each sensor can either be in an active or idle state, and each
sensor makes the active-to-idle or idle-to-active transitions ac-
cording to two independent exponential distributions over time
characterized by mean 1μ and
1
λ , respectively. The parameters
λ, μ ≥ 0 will be referred to as the sensor activation and sensor
deactivation rate, respectively. Let’s denote by N the number
of deployed sensors and define X(t) to be the number of active
sensors in the network at time t. Then {X(t), t ≥ 0} defines
a birth-and-death process taking on integer values in [0, N ]
with parameters λn, μn defined as
λn =
{
(N − n)λ 0 ≤ n ≤ N
0 otherwise ,
μn =
{
nμ 0 ≤ n ≤ N
0 otherwise .
(1)
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The parameters {λn}n∈N are referred to as network activation
rates. If n sensors are active, then each of the remaining
N − n idle sensors awake at a rate λ, we have that λn =
(N−n)λ. The parameters {μn}n∈N are referred to as network
deactivation rates. If n sensors are active, then each of them
will transition to the idle state at a rate μ, and it follows that
μn = nμ.
We focus our attention on the long-term behavior of the
network and denote by ηn = limt→∞P(X(t) = n) the
stationary probability that n sensors in the network are active.
Using the theory of birth-and-death processes [4] we obtain
ηn =
λn
μn
(
N
n
)
1 +
∑N
n=1
λn
μn
(
N
n
) = λ
n
μn
(
N
n
)
(λ+μμ )
N
, 0 ≤ n ≤ N. (2)
Hence, for t →∞, the average number of sensors which are
active, denoted by E[X] := limt→∞E[X(t)], is
E[X] =
N∑
n=0
nηn =
∑N
n=1 n
λn
μn
(
N
n
)
1 +
∑N
n=1
λn
μn
(
N
n
) = N λ
λ + μ
. (3)
III. CRITICAL TRANSMITTING RANGE
A. Preliminaries
Let I1, I2 be two intervals on the real line. A random
geometric graph G[I1, I2] is a graph where each node is
uniquely identified by its x, y coordinates which are selected
according to some probability distribution on I1 × I2 and an
edge between two nodes occurs if and only if their distance
is smaller than a certain threshold r [5]. For our application,
the distance is Euclidean. A connected component C of the
graph is a maximal set of nodes such that a path exists for
any pair of nodes in C. A graph G is said to be connected if
it consists of only one connected component, or equivalently,
for any pair of nodes u, v in G, there exists a path from u
to v in G. For a given  > 0, we denote by κ1−(G[I1, I2])
the minimum value of r above which G[I1, I2] is connected
with probability larger than 1 − . The degree of a node v
in the graph is defined to be the number of nodes which are
connected to v by an edge. The degree of the graph G is
defined to be the minimum degree of any of its nodes. If a node
has zero degree we say that the node is isolated. We denote by
δ1−(G[I1, I2]) the minimum value of r above which G[I1, I2]
has strictly positive degree with probability larger than 1− .
Clearly, the event that the degree of G is strictly positive is a
necessary condition for the connectivity of the network, thus
δ1−(G[I1, I2]) ≤ κ1−(G[I1, I2]).
B. Derivation of the minimum transmitting range
We assume that the N sensors are deployed uniformly at
random in a square of unit area. The network may be modeled
by a dynamic geometric random graph G[I, I], I = [0, 1],
where sensors are the nodes and the edge between nodes x
and y exists if and only if 1) the distance between x and
y is smaller than a certain threshold r and 2) both x and
y are currently active sensors. In constrast to the theory of
geometric random graphs where the occurrence of edges are
known once the positions of the nodes are known, in our
case the occurrence of edges between nodes is random and
determined by the activation and deactivation rates of the
sensors. Our objective is to compute the minimum transmitting
range which guarantees that the network be connected with a
given desired probability. We are interested in minimizing the
transmitting range because the energy consumed by a node for
communication is directly dependent on its transmitting range
[6]. We first give a bound for δ1−(G[I, I]) when using the
(toroidal) Euclidean distance and then show experimentally in
Section V that this is very close to κ1−(G[I, I]) for sensor
networks consisting of more than thirty sensors.
Lemma 1: Let  > 0 and G a graph on N nodes. Then
δ1−(G[I, I]) ≤
√
− log(/E[X])πE[X](N−1)/N .
Proof: We denote by A = πr2 the communication area
of a sensor whose transmission range is r, and by Pisol the
probability that a given node in the graph is isolated. Then
using the union bound it holds that
Pisol ≤
N∑
n=1
ηn n(1−A)n−1, (4)
since in a graph consisting of n nodes, we have that a given
node is isolated if all the remaining n − 1 nodes fall outside
its communication area. Inserting (2) in (4) leads to
Pisol ≤
N−1∑
n=0
(n + 1)
(λμ )
n+1
(
N
n+1
)
(λ+μμ )
N
(1−A)n, (5)
which can be rewritten using the binomial identity
(
N
k+1
)
=
N
k+1
(
N−1
k
)
and some algebraic manipulations as
Pisol ≤ λN
λ + μ
(
1− Aλ
λ + μ
)N−1
. (6)
Letting q = Aλλ+μ , then (6) can be rewritten as
λN
λ + μ
(1− q)N−1 = λN
λ + μ
exp(−(N − 1) log(1− q)). (7)
Similar to the approach used in [7] for random graphs, the
Taylor series expansion for the second term on the right hand
side of (7) can be rewritten as
exp(−(N − 1)q) exp
(
− (N − 1)q2
(
1
2
+
q
3
+ . . .
))
. (8)
Choosing A = − log(/E[X])E[X](N−1)/N , we obtain that the term in (8)
is smaller than E[X] , and therefore, Pisol <  from due to (6).
Since A = πr2, then
r =
√
− log(/E[X])
πE[X] (N − 1)/N (9)
guarantees that the probability of non-isolation is greater than
1−  and δ1−(G[I, I]) ≤ r. 
In the proof of Lemma 1, A = πr2 for the (non-toroidal)
Euclidean distance except near the edges, and for all cases
A >= πr
2
4 with equality being satisfied when the sensor is
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located in a corner. Therefore, taking the effect of the edges
into account, we will have that
δ1−(G[I, I]) = c
√
A
π
, (10)
for some 1 ≤ c ≤ 2 when using the standard Euclidean
distance.
IV. MATHEMATICAL MODEL OF LOCALIZATION
This section derives the theoretical expression for the ex-
pected mean squared error (MSE) of the sensor network for the
case that the target is located in the center of the surveillance
region of radius R and the centroid estimator is used for
localization. Furthermore, we assume that there is zero latency
in message transmission; thus, if the transmitting range is
chosen as in (10) and  is small, all sensors will have the
same set of decisions at all instants with very high probability.
The location of the i-th sensor can be described in Cartesian
coordinates (xi, yi) where, without loss of generality, the
target is located at the origin. Alternatively, the location of
the sensor can be represented via polar coordinates relative to
the target (ri, θi), where ri and θi are the range and bearing to
the target, respectively. For binary sensors, the sensor model
is the probability of detection Pd(ri), where ri denotes the
position of the i-th sensor relative to the target. The centroid
estimator is a baseline technique that localizes a target as the
centroid of the active sensors that detect the target, i.e.,
(xˆ(d), yˆ(d))T =
∑Na
i=1 di(xi, yi)
T∑Na
i=1 di
, (11)
where Na is the number of active nodes and d is the vector
of detection results where the i-th element di corresponds to
whether or not the i-th sensor detected the target. In other
words, di = 1 if the i-th active sensor detected the target, and
di = 0 otherwise.
The expression for the MSE of the estimator is averaged
over all possible 2Na − 1 realizations of sensor network
detections, i.e.,
MSE =
N∑
Na=1
ηNa
2Na−1∑
j=1
Pj(r) ‖ (xˆ(dj), yˆ(dj)T ) ‖2, (12)
where ‖ · ‖ is the l2-norm, dj is the j-th realization of detec-
tions, Pj(r) is the probability of dj , and ηi was previously
defined in (2). Note that localization via proximity sensors is
undefined for the case that no nodes detect the target. Thus,
the probability of the j-th realization of detections is
Pj(r) =
1
PNet
Na∏
k=1
(Pd(rk))dk,j (1− Pd(rk))1−dk,j , (13)
were r = (r1, r2, . . . , rn) is the vector of all relative sen-
sor/target distances, dk,j is the detection result associated to
the k-th sensor for the j-th realization, and PNet = 1 −∏Na
k=1(1−Pd(rk)) is the probability that at least one detection
took place.
The expected value of the inner argument of (12) over all
possible node configurations for realization dj is
B =
E[Pj(r)
∑Na
h=1
∑Na
k=1 dh,jdk,jrhrk cos(θh − θk)]
(
∑Na
h=1 dh,j)2
.
(14)
Since the nodes are independently distributed uniformly over
a circular region of radius R, ri and θi for i = 1, . . . , Na are
statistically independent. Furthermore, the range to the target
has a density f(r) = 2rR2 for 0 ≤ r ≤ R, and the bearing
has density g(θ) = 12π for 0 ≤ θ < 2π. Because E[cos(θi −
θj)] = δij and dj is independent of network configuration,
(14) simplifies to
B =
∑Na
k=1 dk,jE[Pj(r)r
2
j ]
(
∑Na
k=1 dk,j)2
. (15)
Notice that rj , j = 1, . . . , Na, are independent and identically
distributed. Under the assumption that PNet is one (which
becomes reasonably good as the number of sensors Na in-
creases), (15) further simplifies to
B =
1
Nd
T2T
Nd−1
0 (1− T0)Na−Nd , (16)
where
Nd =
Na∑
i=1
di, (17)
T2 =
2
R2
∫ R
0
r3Pd(r)dr, (18)
T0 =
2
R2
∫ R
0
rPd(r)dr. (19)
Since there are
(
Na
Nd
)
realizations dj corresponding to Nd
detections, we obtain
E[MSE] =
N∑
Na=1
ηNa
T2
T0
Na∑
Nd=1
(
Na
Nd
)
1
Nd
TNd0 (1− T0)Na−Nd .
(20)
V. SIMULATIONS
In the simulations, we use the following sensor model
Pd(r) = exp
(
log(PFA)
(
1 +
SNR1
r2
)−1)
, (21)
where PFA is the false alarm probability, and SNR1 is the
normalized signal-to-noise ratio at a distance of one meter.
The model given by equation (21) represents the performance
of the energy detector when interrogating Swerling I or II
targets for one coherent interval [8]. For all simulations,
PFA = 0.001, SNR1 = 67.6db, λ = 2, μ = 1, and the
deployment area is 1 km2. The purpose of the experiments
is to validate the bound for connectivity given by (10) and
the ability of the formula for the mean-squared error given by
(20) to predict the performance of centroid estimator and the
maximum likelihood estimator (MLE) algorithm proposed in
[9].
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Fig. 1. Probability of non-isolation and connectivity for sensor networks
ranging from ten to one-hundred sensors
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Fig. 2. Network consisting of one-hundred sensors; the sensors are indicated
by circles; the blue circles are the active sensors and the red circles with empty
interior are the idle sensors. An edge occurs between two active sensors if
their distance is smaller than 269 meters.
We ran one-thousand Monte-Carlo simulations fixing  =
0.03 and empirically calculated that the smallest constant c in
(10) that guarantees the network is connected with probability
larger than 97% is c ≈ 1.5166. Figure 1 reports the estimated
probability of connectivity and non-isolation as a function
of the number of sensors. It appears from Figure 1 that the
transmitting range given by equation (10) is overly pessimistic
as the number of sensors increases and a smaller range may
be chosen to guarantee a 97% probability. A snapshot of the
emulated sensor network consisting of one-hundred sensors
and critical transmitting range equal to 1.5166
√
A
π = 269
meters is reported in Figure 2.
To evaluate the localization performance, we generated
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Fig. 3. Comparison between the rms error obtained from simulation and the
theoretical formula. The sensor configuration ranges from N=10 to N=200
sensors.
one-thousand configurations of nodes uniformly distributed
in the squared area, each of them switching state according
to random energy management protocol. Figure 3 shows the
square root of the average mean-squared error, i.e., rms, as
a function of the number of sensors in the network. To
achieve a connectivity probability of greater than 97%, the
transmission range is set to 269 meters. For each configuration,
we computed the rms error when the target is located at
the center of the area. We then averaged the error over
the one-thousand configurations. When the active portion of
the network happened to be disconnected, we computed the
estimate by two methods: 1) using all active nodes and 2) using
the largest connected component of active nodes. For all runs,
the number of connected components in the graph was at most
two, which occurred with probability smaller than 5%.
The error bars represent the spread about the mean values.
It appears from the graph that the error is predominantly
inversely proportional to the number of sensors in the network.
Furthermore, the error curve obtained when all active detectors
in the network contribute to the estimate resembles very
closely to the one obtained when only the detections coming
from the active sensors in the largest connected component
contribute to the estimate. Figure 3 also compares the rms error
obtained from the numerical simulations with the theoretical
expression (20) evaluated using the same parameters and
choosing R in such a way that the area of the circle equals the
area of the square deployment region, i.e., R = 1√
π
= 564.2
meters. It appears clearly from the graph that (20) agrees very
nicely with the simulated results.
Next, we compare by means of one-thousand Monte-Carlo
runs the rms errors of the centroid and MLE. For execution
of the MLE, the likelihood that the target is located at (x, y)
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Fig. 4. Comparison between the rms error of the centroid and MLE. The
sensor configuration ranges from N=10 to N=200 sensors.
is defined is
P (d, x, y) =
Na∏
i=1
Pd(ri(x, y))di(1− Pd(ri(x, y)))1−di (22)
where ri(x, y) =
√
(x− xi)2 + (y − yi)2. We use the same
parameters as in the previous experiment and again assume
that the target is located at the center of the area. We consider
areas of size 1 km2, 1.5 × 1.5 km2 and 2 × 2 km2. For this
experiment, we computed the estimate using the detection
of all active sensors in the network. As shown earlier, the
rms obtained using only the subset of sensors in the largest
connected component would have been approximately the
same. The results of the experiments are reported in Figure 4.
Clearly, the centroid demonstrate smaller error when the target
is located at the center of the area.
A natural question is what happens as the target move closer
to the edge of the area. In the next set of experiments, we
generated one-hundred random configurations, each consisting
of one-hundred sensors uniformly deployed within an area of
1 km2. We evaluated the rms error for both the centroid and
MLE. The graphs in Figure 5 indicate the contours of the
error surface. The centroid exhibits better performance than
the MLE near the center of the surveillance region. However,
the centroid quickly degrades as the target moves closer to
the edge of the surveillance region. On the other hand, the
MLE maintains performance near the edge, where it clearly
outperforms the centroid estimator.
VI. CONCLUSIONS AND FUTURE WORK
The simulations presented in this paper clearly demonstrate
the efficacy of (20) in predicting the rms error of the centroid
estimator algorithm. Such an expression can be used along
with (10) to design a sensor network with a simple random
management protocol where each active sensor can communi-
cate with any other active sensor in the network with very large
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Fig. 5. Error surface for the rms error of the centroid and MLE. The number
of sensors is N=100.
probability and achieve a desired level of estimation error.
In a future work, we plan to determine how to determine λ
and μ using a proper battery model in order to optimize the
lifetime of the network while achieving a specified level of
localization performance. Furthermore, we hope to determine
an expression to predict the performance of the MLE method.
REFERENCES
[1] Z. Feng, S. Jaewon, and R. James, “Information-driven dynamic sensor
collaboration for target tracking,” IEEE Signal Processing Mag., vol. 2,
no. 19, pp. 61–72, 2002.
[2] F. Zhao, J. Liu, J. Liu, L. Guibas, and J. Reich, “Collaborative signal and
information processing: An information directed approach,” Proc. IEEE,
vol. 8, no. 91, pp. 1199–1209, 2003.
[3] E. Shih, S.-H. Cho, N. Ickes, R. Min, A. Sinha, A. Wang, and
A. Chandrakasan, “Physical layer driven algorithm and protocol design
for energy-efficient wireless sensor networks,” in Proceedings of the 7th
Annual ACM/IEEE International Conference on Mobile Computing and
Networking, MobiCom,Italy. ACM/IEEE, 2001, pp. 272–287.
[4] S. Ross, Stochastic Processes, 2nd ed. Wiley Series in Probability and
Mathematical Statistics, 1996.
[5] M. Penrose, Random geometric graphs. Oxford University Press, 2003.
[6] P. Gupta and P. Kumar, “The capacity of wireless networks,” IEEE Trans.
Inform. Theory, vol. 45, no. 2, pp. 338–404, 2000.
[7] D. West, Introduction to Graph Theory. Prentice Hall of India, 1999.
[8] S. Blackman and R. Popoli, Design and Analysis of Modern Tracking
Systems. Artech House, 1999.
[9] A. Rodriguez, M. Lazaro, and L. Tong, “Target local estimation in
sensor networks using range information,” in IEEE Sensor Array and
Multichannel Signal Processing workshop, 2004.
497
Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on April 14,2010 at 20:47:24 UTC from IEEE Xplore.  Restrictions apply. 
