ABSTRACT. Economic data are frequently generated by stochastic processes that can be modeled as realizations of random functions (functional data). This paper adapts the speci…cation test for functional data developed by Bugni, Hall, Horowitz and Neumann [3] to the presence of missing observations. By using a worst case scenario approach, our method is able to extract all the information available in the data while being agnostic about the nature of the missing observations. The presence of missing data implies that our test will not only result in the rejection or no rejection of the null hypothesis, but that it may also be inconclusive. Under the null hypothesis, our speci…cation test will reject the null hypothesis with a probability that, in the limit, does not exceed the signi…cance level of the test. Moreover, the power of the test converges to one whenever the distribution of the observations conveys that the null hypothesis is false. Monte Carlo evidence shows that the test may produce informative results (either rejection or lack of rejection of the null hypothesis) in relevant economic models. The procedure is illustrated by testing whether the Burdett-Mortensen labor market model is the right framework for wage paths constructed from the NLSY79 survey.
Introduction
Economic data are frequently generated by stochastic processes that can be modeled as occurring in continuous time. The data may then be treated as realizations of random functions (functional data). Examples include wage paths and asset prices or returns. In this case, economic theory may provide a parametric model for the data, that is, a stochastic process that is known up to a …nite dimensional parameter that may be the true process that generated the data. In such cases, a natural research question is whether the parametric model is the right model for the data, that is, whether there is a parameter value for which the model is the data generating process. This type of hypothesis test is referred to as a speci…cation test.
In a recent paper, Bugni, Hall, Horowitz and Neumann [3] (hereafter, referred to as BHHN) developed the …rst method for carrying out a speci…cation test for functional data. Their contribution constitutes the generalization of the Cramér-von Mises 2 speci…cation test to the distribution of random functions that depend on an unknown …nite-dimensional parameter vector. Their procedure contributes to the literature by introducing functional data approaches to speci…cation testing in econometrics and by developing parametric bootstrap methods that facilitate the use of techniques based on integration over functional spaces.
One weakness of the speci…cation test in BHHN [3] is that it does not allow for the existence of missing observations. Both the theoretical results and the empirical implementation of the test require the econometrician to observe a sample of independent and identically distributed functions. This does not only forbid functions to be missing, but it also forbids functions from being unobserved in certain periods, that is, from having missing sections. Unfortunately, this is a strong restriction: missing data is a pervasive problem in most data samples and functional data samples are no exception. The particular feature of functional data is that observations can present missing sections, rather than being completely unobserved.
One might wonder if the speci…cation test developed by BHHN [3] can still be applied to a functional data sample with missing observations by eliminating any observations that present missing sections. There are two reasons why this procedure should be avoided. First, the results of this test cannot be extrapolated to the distribution of the data unless we assume that the observed data is a representative sample of the general data, that is, unless missing data is missing at random 3 . If the assumption fails, our test results will be contaminated by sample selection bias, which invalidates our test results. Second, in the speci…c case of functional data, eliminating observations that have some missing sections will eliminate valuable information contained in their non-missing sections.
The objective of this paper is to provide a speci…cation test that can be applied to functional data which is allowed to have missing observations. In order to deal with the missing data problem, we adopt a worst case scenario approach in the spirit of Manski [8] and Manski [9] , which is able to extract all the possible information about the observed data and still be agnostic about the nature of the unobserved data. This approach has the advantage of producing correct conclusions independently of the true distribution of the missing data. Unfortunately, this approach has an unavoidable cost. Without assumptions about the nature of the missing data, the test statistic is partially or set identi…ed, that is, it can only be restricted to an interval, even asymptotically. In practice, this implies that it is possible that the hypothesis test is inconclusive, that is, it is not possible to reject or to not reject the null hypothesis. This inconclusive outcome can happen both under the null hypothesis and under the alternative hypothesis.
The remaining of the paper is organized as follows. Section 2 describes the hypothesis test developed in BHHN [3] . Section 3 studies the identi…cation problem posed by the missing data, which is the basis of our hypothesis test. In section 4, we introduce our hypothesis test and analyze its theoretical properties. Monte Carlo evidence is presented in section 5 and the empirical application to the NLSY79 data is shown in section 6. Section 7 concludes the paper. All the proofs of the paper are collected in the appendix.
The BHHN speci…cation test
In this section, we brie ‡y describe the BHHN [3] speci…cation test. The observables of the economic phenomenon of interest are random functions distributed according to the data generating process denoted by X: Each realization of X is assumed to belong to L 2 (D), almost surely, where L 2 (D) denotes the space of square integrable functions de…ned on the space D: The econometrician observes a random sample of size n of these functions, denoted by X n : The econometrician conjectures that the data generating process behaves according to a certain process, denoted by Y ; which is known up to a …nite-dimensional parameter that belongs to a parameter space : We assume that for all 2 ; Y also belongs to L 2 (D), almost surely. The objective of the hypothesis test is to decide whether the model fY : 2 g is a correct speci…cation for X; or not. Formally, the hypotheses of the test are as follows, H 0 : 9 2 ; such that X and Y are equally distributed H 1 : / 9 2 ; such that X and Y are not equally distributed (2.1)
For any non-stochastic function x 2 L 2 (D) and for any 2 ; the cumulative distribution function of X and Y are de…ned as follows, F X (x) = P (X (t) x (t) ; 8t 2 D) F Y (xj ) = P (Y (t) x (t) ; 8t 2 D)
Under the null hypothesis, there exists a parameter value 2 such that F X (x) = F Y (xj ) for all x 2 L 2 (D) and, under the alternative hypothesis, no such parameter value exists.
Let be a bounded and non-degenerate measure 4 on L 2 (D) : As in BHHN [3] , we can measure distance between the distributions of X and Y with functional-data analogue of the Cramér-von Mises two-sample statistic, given by the following integral,
We assume that there is a unique parameter value that minimizes T (X; Y ), which we denote by 0 : The minimized value of T (X; Y ) allows us to reexpress the hypotheses of our test: under the null hypothesis, T (X; Y 0 ) = 0; and under the alternative hypothesis, T (X; Y 0 ) > 0:
The hypothesis test developed by BHHN [3] is implemented by estimating the parameter 0 , replacing cumulative distribution functions by their sample analogues and computing integrals by Monte Carlo integration methods. The asymptotic distribution of the test statistic is approximated using the bootstrap. Formally, the test involves the following sequence of steps.
1. Estimate the parameter 0 root-n-consistently 5 and denote the estimate by^ 0 :
2. Compute the sample test statistic,T X; Y^ 0 , which is given by,
where fZ j g V j=1 is a random sample 6 of and, for every x 2 L 2 (D) ;F X (x) andF Y xj^ 0 4 For example, can be the Gaussian process described in BHHN [3] . 5 Since the model is known up to a …nite dimensional parameter, one could use maximum likelihood estimation. Another possibility is to use the following estimator,
whereT (X; Y ) is the sample test statistic described in the second step. Both estimators are examples of extremum estimators and can be shown to be root-n-consistent under mild regularity conditions. See, e.g., Amemiya [1] . 6 The sample size V is chosen so thatT X; Y^ 0 is an arbitrarily good approximation of
are the sample analogue of the distribution functions, given by, 
According to the results in BHHN [3] , the test has the right level under the null hypothesis, is consistent under a …xed alternative hypothesis and has non-trivial power against sequence of local alternative hypotheses whose distance from the null hypothesis is O n 1=2 : The test exhibits excellent performance in Monte Carlo simulations.
Identi…cation analysis for missing functional data
We now consider how missing data in the a functional data sample a¤ects the BHHN [3] speci…cation test. It does so in two ways. First, missing data may a¤ect our ability to consistently estimate the parameter 0 (step 1). This will certainly be the case our estimator is obtained by maximum likelihood method based on the value of all the observations in the interval D. If we cannot compute the estimate, we cannot compute the test statistic (step 2) and we also will be unable to simulate the critical value (step 3). Second, missing data will forbid us from identifying the distribution of the observables, which we denoted by F X .
The …rst problem may be avoided if we manage to estimate the parameter root-n consistently in spite of the missing data problem. For example, suppose that our sample consists of observations of sample paths of an economic phenomenon over of two years and we su¤er from sample attrition 7 The sample size m is chosen so thatF Y xj^ is an arbitrarily good approximation of F Y xj^ :
exclusively during the second year. It may be possible to estimate the parameter using exclusively the information of the …rst year, where the sample is completely observed. In comparison, the second problem is unavoidable. If we are unwilling to make assumptions about the nature of the missing data, any period of unobserved data for functions in our sample implies that the distribution of the data is not identi…ed.
For most of the analysis of the paper, we will assume that the …rst problem can be avoided, that is, we will assume there is a root-n consistent estimator of 0 ; and so we will focus the analysis on providing an answer to the second problem 8 .
The derivation of the test will proceed as follows. The …rst step will be to derive the identi…ed set of the distribution of the sample. The second step will be to use this set to derive worst case scenario bounds for the test statistic. In the …rst two steps, we will assume that we know the population from where the observed data is sampled (of course, missing data is still unobserved) and, as a consequence, we compute the population version of these worst case scenario bounds. In the …nal step, we replace use sample analogue estimation and Monte Carlo integration to obtain estimates of the worst case scenario bounds, which allows us to implement a speci…cation test for missing data.
Identi…ed set for the cumulative distribution function
This section characterizes the identi…ed set for the cumulative distribution function of the observables when there is missing functional data.
We will assume that the random sample consists of functions of time, whose paths are observed over an interval denoted by D: Suppose that this interval can be divided into K periods, which we denote by D 1 ; D 2 ; :::; D K : These periods are de…ned so that, in every period, every function in the sample is either observed (not missing) or unobserved (missing). In other words, no function can be partly observed and unobserved in any of these periods. Since there are K periods where a function can be either observed or unobserved, there are potentially 2 K missing data patterns 9 . Let the integer valued variable indicate the pattern of missing data, so 2 1; 2; :::; 2 K : For each possible pattern of missing data, we can split the function into observed and unobserved sections. Under the missing data pattern ; denote by O ( ) and U ( ) those periods that are observed and unobserved, respectively. Without loss of generality, the possible missing data patterns can be labeled so that = 1 denotes the case when there is no missing data, and therefore, O (1) = D and U (1) = ?: For example, consider a two-period model, that is, K = 2: In this case, there are four possible missing data patters, which are described in the following By the law of total probability, we can rewrite F X (x) as,
For any j 2 1; 2; :::; 2 K ; consider the following derivation,
To simplify notation, denote F X (x; O (j) j = j) = P (fX (t) x (t) ; 8t 2 O (j)g j = j) and, by convention, F X (x; O (1) j = 1) = F X (xj = 1) : Using equation 3.1, we deduce that,
From a random sample with missing data we can identify the frequency of each missing data pattern (that is, P ( = j) for every j = 1; 2; :::; 2 K ) and the distribution of the random sample of functions where these functions are observed (that is, F X (x; O (j) j = j) for every j = 1; 2; :::; 2 K ): Missing data generates an identi…cation problem because we know nothing about the (conditional) distribution of the random sample of functions where these functions are unobserved (that is, the expression P (fX (t) x (t) ; 8t 2 U (j)g j = j; fX (t) x (t) ; 8t 2 O (j)g) for all j = 2; 3; :::; 2 K ): We obtain worst case scenario bounds for the distribution of the data by imposing logical bounds to these expressions.
; the worst case scenario bounds for F X (x) are given by,
Moreover, these bounds are sharp.
The worst case scenario bounds described by lemma 3.1 are sharp in the sense that for a …xed x 2 L 2 (D) ; the value of F X (x) cannot be restricted any further.
In addition to the restrictions imposed by lemma 3.1, the distribution of the data needs to satisfy the restrictions imposed by the fact that it is a cumulative distribution function. Denote by x 1 and x +1 the functions that map every element of D into minus and plus in…nity, respectively, that is, for every t 2 D, x 1 (t) = 1 and x +1 (t) = +1: We denote by the set of functions that map L 2 (D) into R that satis…es the de…ning properties of a cumulative distribution function, that is, if
The following lemma characterizes the identi…ed set for the cumulative distribution function of the data.
The identi…ed set for F X ; denoted H (F X ) ; is given by,
; F X is constrained by a lower bound and an upper bound, denoted, respectively, by F L X and F H X . Since F X is a cumulative distribution function, F X belongs to the set : Lemma 3.2 states that the identi…ed set for F X is only composed of all the cumulative distribution functions that are restricted by the worst case scenario bounds imposed by lemma 3.1.
It should be noted that not every mapping from L 2 (D) into the real line that satis…es the worst case scenario bounds imposed by lemma 3.1 is a cumulative distribution function. For example, the lower worst case scenario bound, F L X ; satis…es these bounds but is not a cumulative distribution function as lim x!x +1 F L X (x) = P ( = 1) ; which is less than one whenever there is missing data.
Bounds for the test statistic
In this section, we use the identi…ed set for the cumulative distribution function of the data to develop worst case scenario bounds for the population version of the test statistic. The following theorem presents the result.
The population version of the test statistic satis…es the following worst case scenario bounds,
The presence of missing data opens a gap between the worst case lower bound of the test statistic and the worst case upper bound of the test statistic. This gap re ‡ects our ignorance about the distribution of the missing data. The worst case scenario bounds for the population test statistic provided in the theorem are sharp, in the sense that the possible values for the test statistic cannot be restricted any further 10 . In this sense, these bounds represent the best we can o¤er with the available information.
In the hypothetical case in which we know the population of the observed data, computing the sharp worst case scenario bounds is complicated because they require calculation of in…mum or supremum on H (F X ) ; which is a set of functions. To circumvent this computational problem, we can consider alternative worst case scenario bounds that are easier to compute. Instead of computing in…mum or supremum over the set H (F X ) ; these alternative bounds are the result of restricting to the following strict superset of H (F X ) ;
Essentially, H 0 (F X ) ignores the restriction imposed by the fact that the distribution of the data needs to satisfy the de…ning properties of a cumulative distribution function.
where
The population version of the test statistic satis…es the 10 Formally, there is some distribution of the missing data such that the resulting test statistic is arbitrarily close to both the upper or the lower bound.
following worst case scenario bounds,
Moreover, these bounds are equivalent to those which result of imposing the alternative worst case scenario bounds individually for every x 2 L 2 (D) (that is, the ones derived in lemma 3.1). Consequently, the worst case bounds can be computed as follows,
The only advantage of the alternative worst case scenario bounds with respect to the sharp ones is that they have a simple closed form expression. The potential disadvantage of the alternative bounds is that they may not be sharp, that is, they might not exhaust all the information contained in the data. The following theorem refers to this disadvantage. 
The alternative worst case scenario upper bound is greater or equal than the sharp worst case scenario upper bound,
This weak inequality might or might not be strict.
The result shows that alternative worst case scenario lower bound is sharp but the alternative worst case scenario upper bound may or may not be sharp.
Alternative identifying assumptions
Until now, we have considered the identi…ed set of the distribution of the data and the test statistic without making any assumptions about the nature of the missing data. In certain situations, the econometrician might be willing to introduce a priori information about the distribution of the missing data which can restrict the distribution of the data. This is the content of the following lemma.
Lemma 3.3 Suppose that for every x 2 L 2 (D) and j 2 2; :::; 2
The restricted identi…ed set for F X ; denoted H R (F X ) ; is given by,
The previous lemma shows how a priori information about the missing data can be incorporated to obtain a new identi…ed set for the cumulative distribution function of the data 11 . This can be used to establish the worst case scenario bounds for the test statistic with additional information. We do so in the following theorem.
Theorem 3.4 Suppose that for every x 2 L 2 (D) and j 2 2; :::; 2
These bounds will determine a restricted identi…ed set for the distribution of the data, denoted
Then, the population version of the test statistic satis…es the following worst case scenario bounds,
In the next subsections, we provide examples of additional information about the missing data that results in restricted worst case scenario bounds.
Example 1: Missing at random
Missing a random is an extreme assumption that delivers an extreme result: point identi…cation of the distribution of the data. 11 Notice that the identi…ed set derived without any a priori information (lemma 3.2) is the special case of the one derived in lemma 3.3 when for every x 2 L 2 (D) and for every j 2 2; ::
Condition 1 (Missing at random) Observations are randomly selected into the di¤erent missing data patterns. As a consequence, the unobserved data are distributed in the same way as the observed data, and so, for every j 2 2; :::; 2 K ;
where = 1 represents the subsample with no missing data.
Under this assumption, the restricted worst case scenario bounds collapse to a unique value, which is the population value of the test statistic,
This assumption is underlying every study where missing observations are ignored or eliminated from the sample. In particular, it is implicit in the empirical application conducted in BHHN [3] .
Example 2: Stochastic domination
In certain functional data settings, the econometrician might be willing to assume that the distribution of the unobserved functions …rst order stochastically dominates (or is dominated by) the distribution of observed functions. In this case, the test statistic can be restricted to a strict subset of the sharp worst case scenario bounds.
Usually, the stochastic domination assumption can be motivated by an assumption about how data becomes missing. As an example, consider a sample constituted by wage paths for a cross section of individuals. If we are willing to assume that a part of the wage path that is missing is likely to be caused by unemployment, then this can imply that the distribution of wages that are unobserved dominates the distribution of wages that are observed. A similar example occurs when the sample is constituted by a cross section of stock prices paths, where missing data might be caused by bankruptcy.
Condition 2 (Stochastic domination)
The distribution of unobserved functions …rst order stochastically dominates (or is dominated by) the distribution of the observed functions. Formally, if the distribution of unobserved functions dominates the distribution of the observed functions, then, for every j 2 2; :::; 2 K ;
where = 1 represents the subsample with no missing data. If the distribution of unobserved functions is dominated by the distribution of the observed functions, then, the direction of the previous inequality is reversed.
If the distribution of unobserved functions dominates the distribution of the observed functions, we deduce the following worst case scenario bounds for the distribution of the data at any x 2 L 2 (D) and j 2 2; ::
If, instead, the distribution of the observed data is dominated by the distribution of the unobserved data, then for x 2 L 2 (D) and j 2 2; :::; 2 K , the restriction imposed by equation ( 
). Theorem 3.4 provides the sharp restricted worst case scenario bounds for the test statistic, which will be narrower than the unrestricted bounds.
Speci…cation test for missing functional data
This section utilizes the identi…cation analysis of section 3 to develop our speci…cation test for missing functional data.
Assumptions
In order to derive properties of the proposed hypothesis test, we consider the following set of assumptions, (A1) The observed data, denoted by X n = fX 1 ; X 2 ; :::X n g ; is the result of missing data a¤ect-ing an independent and identically distributed random sample from the population whose cumulative distribution function is F X :
(A2) (i) 0 is uniquely de…ned as follows,
^ is a estimator for 0 that has the following asymptotic representation,
where is a p-vector valued function such that E ( (X)) = 0 and cov ( (X)) is non-singular and
where k 0 k denotes the Euclidean distance between and 0 :
(A4) is the measure induced by the following Gaussian process,
where, for all k 2 N; 0 < j k j Ck d for some constants C < 1 and
k=1 is a sequence of independent standard normal random variables and k (t) = p 2 sin (k t) :
These assumptions are exactly the assumptions imposed by BHHN [3] . In particular, notice that assumption (A2)-(ii) implies that missing data does not preclude our ability to estimate the parameter 0 root-n consistently. As we mentioned in section 3, this is possible when, for example, all the functions in the random sample are observed in a certain period (typically, the …rst one).
Implementation of the test
In order to implement the test, we replace cumulative distribution functions by their sample analogues. Our speci…cation test for missing functional data is given by the following steps, 1. Estimate 0 using an estimation procedure that is root-n consistent under the presence of missing data. Denote this estimate^ 0 :
2. Estimate the sharp upper and lower bounds for the cumulative distribution function of the data, denoted, respectively, byF
where for every x 2 L 2 (D) ; and every j = 1; 2; :::; K;P ( = j) areF X (x; O (j) j = j) are the sample analogue estimators, given by,
Estimate the identi…ed set for the cumulative distribution function of the data, denoted bŷ H (F X ), and given by,Ĥ
Estimate the sharp worst case scenario lower and upper bounds, given by,
is a random sample of . 
Notice how the existence of a root-n-consistent estimator of 0 allows us to simulate the distribution of the test statistic under the null even under the presence of missing data.
Recall from section 3.2 that missing data opens a gap between the population lower and upper worst case scenario bound, re ‡ecting our ignorance about the missing data. The gap in the population test statistic gets mapped into a gap of its sample analogue and, as a consequence, the hypothesis test has an inconclusive region. This is an undesired but unavoidable consequence of having missing data and imposing no assumptions regarding their distribution.
As we argued in section 3.2, the population sharp worst case scenario bounds are hard to compute since they require solving an optimization problem in a functional space. The estimation of the bounds is obtained by Monte Carlo integration and hence, instead of solving an optimization problem in functional spaces, we need to solve a …nite dimensional (but possibly large) optimization problem. This is shown in the following lemma.
denote the random of in the fourth step of our procedure. Consider the consider the following set,
The previous lemma shows that computing the estimate of the lower and upper sharp worst scenario bounds amounts to solving a V -dimensional optimization problem subject to boundaries and monotonicity constraints. The optimization problem in lemma 4.1 has a quadratic objective function and linear inequality constrains and the challenge in solving it lies entirely in the dimension of the problem, which grows with V; the quality of our Monte Carlo approximation 12 .
Even though the optimization problem described in lemma 4.1 can be solved numerically, its implementation is slow and exposes the researcher to obtaining incorrect solutions if he computes local optima with global optima. In order to avoid these complications, we might consider estimating the alternative worst case scenario bounds, de…ned in theorem 3.2. In order to implement a hypothesis test based on these bounds, we replace the estimate of the sharp identi…ed set for the cumulative distribution function of the data in step 3 with the estimate of its strict superset, given by,
The rest of the test proceeds exactly as before. In particular, in step 4, we will obtain the following estimate of the alternative worst case scenario bounds for the test statistic,
The following lemma provides an explicit formula for these bounds.
denote the random of in the fourth step of our procedure. The esti-mates for the alternative worst case scenario bounds are given by,
Recall that theorem 3.3 indicated that, at the population level, the sharp worst case scenario lower bound coincided with the alternative worst case scenario lower bound and the sharp worst case scenario upper bound was smaller or equal to the alternative worst case scenario upper bound. The following result shows the same relationship holds for the estimates of these bounds. 
The estimate of the alternative worst case scenario upper bound is greater or equal than estimate of the sharp worst case scenario upper bound,
Based on the previous result, the following corollary follows. 2. If the test based on the estimate of the alternative worst case scenario bounds does not reject then the test based on the sharp worst case scenario bounds will also not reject.
3. If the test based on the estimate of the of the sharp worst case scenario bounds is inconclusive then the test based on the alternative worst case scenario bounds will also be inconclusive.
Properties of the test
As in any other hypothesis test, the properties of the hypothesis test depend on whether the null hypothesis is true or false (that is, whether T (X; Y 0 ) is zero or positive). In the presence of missing data, the true value of the test statistic also depends on whether the (population) worst case scenario bounds we use are zero or positive. The following table describes all the possibilities,
The columns of the table represent the unknown truth that we are interested in learning and the rows represent the truth that can be identi…ed from the population a¤ected by the missing data.
The …rst row (case 1) corresponds to the case when the null hypothesis is true and this can be learnt from the observed population. The last row (case 4) corresponds to the case when the null hypothesis is false and this can be learnt from the population. Finally, the middle row (cases 2 and 3) represents the situation where we cannot decide if the null hypothesis is true or not, even if we knew the data generating process of the observed data.
The table implicitly assumes that we are using the sharp worst case scenario bounds given in theorem 3.1 (hence, the classi…cation of tows based on T L (X; Y 0 ) and T H (X; Y 0 )): If other worst case scenario bounds are utilized 13 , then we will still have the four cases described by the table, except that the relevant population version for the worst case scenario bounds will be replaced by these other bounds.
The …rst two theorems refer to the behavior of the test under the null hypothesis, which occurs in cases 1 and 2. 
Theorem 4.2 implies that the level of the test is correct but it may result in conservative inference. Recall from section 2 that when there is no missing data, the upper and lower bounds collapse and coincide with the test statistic in BHHN [3] , which results in a non-conservative hypothesis test. Hence, our hypothesis test is conservative solely due to the presence of missing data.
Before stating further results about the hypothesis test, we establish the following intermediate lemma, which is the key to the subsequent results. Based on this lemma, we can establish two additional conclusions. The …rst one is an undersirable feature of our hypothesis test.
Theorem 4.3 Let assumptions (A1)-(A4) hold, suppose that the null hypothesis is true and
Theorem 4.3 indicates that if the null hypothesis is true but the population worst case scenario bounds do not contain this information, then the probability of making the correct decision (not rejecting) converges to zero. The next result constitutes a desirable feature of our test.
Theorem 4.4 Let assumptions (A1)-(A4) hold, suppose that the null hypothesis is false and
Theorem 4.4 shows that whenever the null hypothesis is false and the worst case scenario bounds contain this information (that is, the population upper bound is zero), then the probability of making the right decision (rejecting) converges to one. In other words, the test is consistent against …xed alternative hypothesis that can be discovered from information in the population.
In order to provide a complete characterization of the properties of the hypothesis test, we should consider the behavior of the bounds when the null hypothesis is false but this is undetectable from the worst case scenario bounds (case 3). This would require studying the properties of the estimate of the lower worst case scenario bound under the alternative hypothesis which is out of the scope of this paper.
Analysis when root-n consistent estimator of 0 is unavailable
As we described in the section 3, missing data might create two possible identi…cation problems to the BHHN [3] test. The …rst problem occurs because missing data can destroy the point identi…cation of the parameter 0 ; which would hinder the possibility of estimating it in a consistently. The second problem occurs because missing data destroys the point identi…cation of the distribution of the data. We have argued that for certain applications a root-n consistent estimator of 0 might be available even under the presence of missing data. On the other hand, any observations with missing data will result in the loss of point identi…cation of the distribution of the data. In this sense, we argued that the …rst identi…cation problem might be avoidable, whereas the second problem is inevitable. Based on this distinction, we have constructed our speci…cation test under the assumption that a root-n consistent estimator exists (assumption 2.(ii)) and we have focused our analysis on the second identi…cation problem.
This section brie ‡y considers how our analysis changes when missing data destroys the point identi…cation of 0 : Assume now that the available data restricts the parameter to a certain set I (where I ), that is, 0 is partially identi…ed or set identi…ed and I is referred to as the identi…ed set.
The identi…ed set can be estimated consistently using recent developments by Manski and Tamer [10] and Chernozhukov, Hong and Tamer [5] . Using a worst case scenario approach, we can de…ne the identi…ed set by I = f 2 : T H (X; Y ) 0g and then, the estimate of the identi…ed set would be given by,^
n=1 is a sequence that converges to zero at a suitable rate. At conceptual level, it is not hard to extend our analysis of section 3 to the case when the parameter is partially identi…ed. In the procedure proposed in previous sections, both the worst case scenario bounds and the distribution of the test statistic depend on the parameter value. Consequently, if the parameter of interest can only be restricted to a set, we should run a hypothesis test for each value of the estimate of the identi…ed set. If the individual test for every parameter value in the estimate of the identi…ed set is rejected, then we reject the null hypothesis. If the individual test for every parameter value in the estimate of the identi…ed set is not rejected, then we do not to reject the null hypothesis. In any other case, the test is inconclusive. As expected, the lack of identi…cation of the parameter implies that the hypothesis test becomes even less informative. Moreover, if performing the hypothesis test for only one parameter value is already a computationally demanding task, doing it for a set of parameter values seems to be computationally prohibitive. The study of the properties of the test considered in this subsection is out of the scope of the current paper.
Monte Carlo simulations
In this section, we develop two Monte Carlo experiments to study the performance of our speci…-cation test. In the …rst experiment, observations are conjectured to be the wage paths simulated from the Burdett-Mortensen labor market model. In the second experiment, observations are conjectured to be return paths of stock prices speci…ed by the Black-Scholes model. In this model, …rms can be classi…ed into two groups: low productive …rms, with productivity P L and high productive …rms, with productivity P H . In order to produce the homogeneous good, …rms need to form a match with workers. This matching process is a¤ected by frictions: it takes time for unemployed workers and for vacant …rms to discover each other and agree to produce.
Simulations from the Burdett-Mortensen model
We now describe the dynamics of the model from the point of view of the worker. At each point in time, workers in this economy can be employed (matched with a …rm) or unemployed (unmatched). At a Poisson rate 0 ; unemployed workers receive a job o¤er with a wage distributed according to an endogenous o¤er distribution, denoted by F . In equilibrium, unemployed workers will only receive o¤ers that are higher than their reservation wage, denoted r; and will hence be immediately accepted. Employed workers receive two types of shocks. First, at a Poisson rate 1 ; they receive a new job o¤er, which they will only accept if it represents an improvement to the current wage rate. Second, at a Poisson rate ; they receive a shock that destroys their current match and leaves them immediately unemployed.
Firms choose the wage o¤er to maximize the pro…ts of production. In equilibrium, …rms will be indi¤erent between every wage in the support of the endogenous distribution F : lower wage means higher pro…ts when the job o¤er is accepted but also means that the job position will remain vacant for a longer period of time.
In our simulations, an observation is the wage path of an individual over ten years. If an observation is a¤ected by missing data, the wage path will be unobserved during the last …ve years. In order to study how missing data a¤ects the behavior of the test statistic, we perform simulations with di¤erent percentage of missing data and, as a benchmark, we include the case when the test has no missing data. Since the dataset is completely observed during the …rst …ve years, only these years will be used to estimate the parameter root-n consistently.
In these simulations, we implement both the sharp and the alternative worst case scenario bounds. In our simulations, the alternative and sharp worst case scenario bounds produce exactly the same frequency of rejected, not rejected and inconclusive tests. Given that the alternative worst case scenario bounds are much easier and faster to compute, these …ndings should encourage the utilization of the alternative worst case scenario bounds.
For all our simulations, we implement the test using the following setting: n = 1000; m = 1000; k = 4; T = 530 (530 weeks, or 10 years), S = 1000 and V = 100:
Simulations under the null
The parameter values for our simulations under the null are the following: 0 = 0:03; 1 = 0:01; = 0:0035; r = 100; P 1 = 500, P 2 = 1000: Moreover, We assume that half of the …rms are low productivity …rms and the other half are high productivity …rms. Table 2 : Results of simulations under the …rst alternative hypothesis
Our simulations under the null hypothesis seem to suggest that relatively few missing observations produce an inconclusive test.
Simulations under the alternative
We consider two alternative hypothesis from the Burdett-Mortensen model. These alternative hypothesis are inspired by features present in actual labor markets that are ignored by the model.
In the …rst alternative hypothesis, we allow for factors other than the wage level to a¤ect the quality of the job. In the previously described model, a job (o¤er) is completely characterized by the wage level. This is obviously a simpli…cation as, in reality, jobs are described by a vector of characteristics, where the wage is only one of them. As a consequence of this simpli…cation, employed workers will only accept a new job o¤er if the new wage is higher than the current wage and, hence, all job to job transitions will generate upward jumps in the wage pro…le. As BHHN [3] point out, this is not veri…ed in the NLSY79 data, where 32% of the job to job transitions result in wage decreases.
Our …rst alternative hypothesis will introduce the possibility of wage decreases in job to job transitions in the following way. Half of the individuals of the sample will behave exactly as indicated in the Burdett-Mortensen model. The remaining half of the sample will accept any job o¤er that is presented to them. In particular, when employed, these individuals will accept any new job o¤er, even if the new job implies a wage cut. All the remaining parameters are speci…ed as in the null hypothesis. Table 2 presents the simulation results for both the sharp or the alternative worst case scenario bounds.
In the case with no missing data, the test tends to reject with very high frequency, revealing that the test has good power against this alternative. As it is expected, the percentage of rejection (inconclusive) results decreases (increases) as the percentage of missing data increases. Neverthe- Table 3 : Results of simulations under the second alternative hypothesis less, even with 10% missing data, the percentage of rejection is signi…cantly larger than the level of the test. In other words, our speci…cation test is still informative even under the presence of missing data.
In our second alternative hypothesis we introduce unobserved heterogeneity in the workforce. We allow for workers to be of two types: stable and unstable, which will di¤er in their transition rates. Stable workers will have transition rates determined by the following parameters: 0 = 0:03; 1 = 0:01; = 0:0035; whereas unstable workers will have transition rates determined by the following parameters: 0 = 0:06; 1 = 0:02; = 0:007: As a consequence, unstable workers will transition more often between employment and unemployment and from job to job than stable workers. We specify half of our workers to be stable and half to be unstable. The remaining parameters are set to be exactly as in the null hypothesis. Table 3 presents simulations from this alternative hypothesis for both the sharp and the alternative worst case scenario bounds which coincide exactly.
Once again, our speci…cation test is still informative even under the presence of signi…cantly missing data in the sample.
Simulations from the Black-Scholes model
The Black-Scholes model is the cornerstone of the option pricing …nance literature. Based on a set of simple assumptions, this model delivers a closed form formula for the price of an European call or put option. One key assumption in this model is that the return to the value of the underlying asset price behaves like a Brownian motion with a non-stochastic drift and a nonstochastic volatility process. In its most simplistic version, the drift and the volatility are assumed to be constant.
If we assume that the remaining assumptions of the Black-Scholes model hold, a test of whether the returns of the underlying behave like a Brownian motion would be a speci…cation test for the Black-Scholes model. With this motivation as background, Cuesta-Albertos, del Barrio, Fraiman and Maltrán [6] present Monte Carlo simulations of this speci…cation test. We produce our simulations using their design. The return paths are distributed according the following stochastic process,
Model s 2 s 3 a 1 a 2 a 3 Formula for the return process Notice that only speci…cations 1 and 3 satisfy the null hypothesis (Brownian motion without and with drift, respectively), whereas the rest of the models are example of the alternative hypothesis.
Our simulated data represents 100 randomly selected stock …rm prices, which we intend to observe continuously over two years. If our data is composed of stock return paths, missing data naturally occurs when …rms go out of business and stop being traded. We (randomly) choose 10% of the sample to be missing during the second year. The parameters of the test are as follows: n = 100; m = 200; k = 4; T = 2 (two years), S = 200 and V = 200: The true parameter vector 0 = (a 1 ; s 1 ) is estimated by sample analogue estimation using complete sample from the …rst period.
For the 1000 Monte Carlo replications, we implement the test procedure using the sharp and the alternative worst case scenario bounds. The results from the hypothesis test based on the sharp worst case scenario bounds are presented in table 5.
The results of these simulations show how our speci…cation test can produce informative results even if we use the worst case scenario approach in the presence of missing functional data.
Under the null hypothesis (models 1 and 3) the test has rejection rates that are lower than the signi…cance levels, as expected from theorem 4.2. Also, as expected, the percentage of tests that Table 5 : Results of simulations using sharp worst case scenario bounds are not rejected (inconclusive) increase (decrease) as the signi…cance level decreases. Under certain versions of the alternative hypothesis, the test presents relatively high rejection rates, especially when the stochastic process includes sinusoidal trends or volatilities. Table 6 presents the results of performing the hypothesis test based on the alternative worst case scenario bounds for the same simulations.
In this particular framework, the di¤erence between the alternative and the sharp worst case scenario upper bounds is very small. Given the di¤erence in computational cost, these results encourage the econometrician to use the alternative worst case scenario bounds.
Empirical Illustration
In this section, we use the test developed in this paper to test whether the observations of wage processes from the NLSY79 are distributed according to the Burdett-Mortensen model described in section 5.1.
Description of the data
Our data are composed of young individuals (ages 17 to 22, in our sample), …rst interviewed in 1979, who are re-interviewed in subsequent years. In each interview year, each individual is asked Table 6 : Results of simulations using alternative worst case scenario bounds about their job spells that occurred since the last interview. The …rst job spell reported in an interview corresponds to the main job spell (called the current/most recent job spell) but the interview process allows up to 5 job spells between interviews. For each job spell, the individual reports the start week and the stop week of the job spell as well as its wage rate. With this information, we can construct the wage path for each individual from 1982 14 until 1991. We express all wages in terms of weekly remuneration and in terms of 1990 U.S. dollars using the Consumer Price Index 15 .
The Burdett-Mortensen model assumes that workers in the economy are ex-ante homogeneous. Even though our sample contains very heterogeneous group of individuals, we hope that we can condition on observable characteristics to obtain an homogeneous sample. Following Bowlus, Kiefer and Neumann [2] , we restriction attention to white males that are High school or GED graduates and who are not in the military sample. This constitutes a sample of 816 individuals. We eliminate from the sample individuals who, at any point in the survey, presented problems in their duration data 16 or reported having weekly wages of over a thousand 1990 U.S. dollars 17 . This reduces our representative sample to 589 individuals. Finally, in order to estimate the parameter Figure 1 : Percentage of individuals with missing data consistently, we require the relevant sample to be completely observed over a certain period of time. Hence, we eliminate all observations that have any kind of missing data during 1982, which represents only 53 individuals or less than 10% of the sample. This produces the sample which we use for our hypothesis test, composed of 536 individuals.
Missing data
Our sample is mildly a¤ected by missing wage information. Of a total of 536 individuals, 433 individuals (80.7%) have no missing wage information and 103 individuals (19.3%) have some episode of missing wage information. Moreover, only 6.07% of all the weeks in the sample are missing.
From the 103 individuals with some missing data, 58 of them (56.3%) su¤er from attrition from the sample, that is, the individuals are lost at some point and remain unobserved for the rest of the sample. From the remaining 45 individuals, there are very few episodes that violate attrition. These …gures indicate that sample attrition is a common explanation for missing observations in the NLSY79 survey. 
Test results
We now describe the result of testing whether the Burdett-Mortensen model is the right speci…ca-tion for the wage processes in the NLSY79 survey. After discarding individuals with any missing data, BHHN [3] strongly reject the null hypothesis that the four sector Burdett-Mortensen model is the right speci…cation for the data. We implement the speci…cation test for a one, two, three, four and …ve sector Burdett-Mortensen model. Our speci…cation test strongly rejects each of the speci…cations of the Burdett-Mortensen model 18 . In other words, the information contained in the sample with missing data is su¢ cient Table 7 : Results of test on NLSY79 data using sharp worst case scenario bounds Table 8 : Results of test on NLSY79 data using alternative worst case scenario bounds to reject the model without making any assumptions about the nature of the missing observations.
For the sake of comparison, we also implement the speci…cation test using the alternative worst case scenario bounds for the test statistic.
As shown by theorem 4.1, the only di¤erence between the two sets of bounds is that the alternative worst case scenario upper bounds are higher or equal than the sharp worst case scenario bounds. Table 8 reveals that the di¤erence between the upper bounds is very small. As expected from 4.1, the speci…cation test using the alternative worst case scenario bounds also rejects each of the speci…cations of the Burdett-Mortensen model.
Conclusion
This paper develops a speci…cation test for functional data that allows for the presence of missing observations. In order to deal with the missing data problem, we adopt a worst case scenario approach which is agnostic about the distribution of the missing data. The speci…cation test adapts the Cramér-von Mises speci…cation test developed in Bugni, Hall, Horowitz and Neumann [3] to missing data.
In order to develop the speci…cation test, we study the identi…cation problem caused by missing observations. We show how missing data implies that the distribution of the functional data is partially identi…ed and derive the sharp worst case scenario bounds for the distribution of the Cramér-von Mises statistic proposed by Bugni, Hall, Horowitz and Neumann [3] . We use null hypothesis.
the analogue principle to estimate these bounds and to implement a speci…cation test. Our speci…cation test can have thee outcomes: rejection of the null hypothesis, lack of rejection of the null hypothesis or inconclusive. The possibility of an inconclusive result is an undesired but unavoidable consequence of the existence of missing data and our unwillingness to impose assumptions regarding its distribution.
The theoretical properties of our speci…cation test depend not only on whether the null hypothesis is true or false, but also on whether this can be learnt from the distribution of observed data. Under the null hypothesis, our speci…cation test will reject the null hypothesis with a probability that, in the limit, does not exceed the signi…cance level of the test. Unfortunately, the presence of missing data implies that the rejection rate may be conservative. Under the alternative hypothesis, the behavior of the test depends critically on whether this can be learnt from the distribution of the observed data. Whenever the distribution of the observed data contains enough information to reveal that the null hypothesis is false, our hypothesis test is consistent, that is, the power of the hypothesis test that converges to one.
The Monte Carlo evidence reveals that the behavior of the test depends strongly on the type of economic model and the type of hypothesis that is being considered. In certain situations, a small amount of missing data is enough to render our speci…cation test completely uninformative but, in other situations, the test presents informative results.
As an empirical illustration, we test whether observations of the wage process in the NLSY79 are distributed according to the Burdett-Mortensen labor market model. In the 1982 -1991 period, 19.3% of the individuals in the survey are a¤ected by some form of missing data, typically caused by sample attrition. Even under the presence of missing data, our speci…cation test strongly rejects that the Burdett-Mortensen model is the correct framework for the NLSY79 data. This illustration constitutes an ideal application of our speci…cation test, since it delivers informative results even though we have missing data and we adopt a worst case scenario approach about the nature of the missing observations.
[ 
Appendix

Notation
Throughout this appendix, we abbreviate "cumulative distribution function" by CDF,
Identi…cation analysis for missing functional data
Proof.
[Proof of lemma 3.1] The construction of the bounds follows directly from derivations provided in the main text, so it only remains to be show that they are sharp. For any x 2 L 2 (D) and a value F (x) that satis…es the worst case scenario bounds, de…ne the vector,
in any way such that the following equation is satis…ed,
A concrete de…nition could be the case when the vector is a vector of constants, that is, 8j = 2; 3; :::; 2 K ;
Since F (x) satis…es the worst case scenario bounds then, as long as equation (8.1) is satis…ed, 8j = 2; 3; :::;
which implies that it is a valid number for a probability. This shows that every value inside the worst case scenario bounds is feasible, completing the proof.
; we need to show two statements:
Part 1. Since F X is a CDF, F X 2 and by lemma 3.1,
; we can de…ne,
for every j = 2; 3; :::;
; it is not hard to verify that 8j = 2; 3; :::;
Hence, we have constructed the CDF for the missing data such that F is the CDF of X.
Proof. [Proof of theorem 3.1]
This proof is trivial. To show that the bounds are sharp, we need to clarify the de…nition of sharpness.
Sharpness of the upper (lower) bound means that
is arbitrary close to the upper (lower) bound. These bounds need not be exactly achieved.
Proof. [Proof of theorem 3.2]
The unique solution to problem (8.2) is,
We can use this function to construct a function
There are eight possible solutions for the problem (8.3), which we denote by
. These solutions can be characterized by,
where l 
We can use any of these solutions to construct a function G H : L 2 (D) ! R such that 8x 2 L 2 (D) ; 9j 2 f1; 2; :::; 8g such that G H (x) = G H;j (x) : By de…nition, 8x 2 L 2 (D) ; 8j 2 f1; 2; :::; 8g ; F L X (x) G H;j (x) F H X (x) so, G H 2 H 0 (F X ) and therefore,
completing the proof.
Proof. [Proof of theorem 3.3] Part 1. Lower bound.
Step
G F H X ; so we only need to verify that G L 2 : We verify the properties one by one:
and F H X (x) ; which are right continuous, the limit can only be discontinuous if, at the limit, the de…nition of the function G L switches from one function to another one and the value of these two functions di¤er. There are three cases to consider.
Taking limits and using right continuity,
In this case, in the limit, the function G L either does not switch its de…nition from function or, if it does, then the value of these two functions coincide. As a consequence,
In this case, in the limit, the function G L does not switch its de…nition and so
The rest of the argument is analogous to case 1.
Step 2. From the previous two steps,
where the …rst equality holds by de…nition of G L and last inequality follows from
completing the part.
Step 3. For every x 2 L 2 (D) ; recall the functions
de…ned according to the proof of theorem 3.2. We now show that / 9G H 2 such that 8x 2 L 2 (D) ; 9j 2 f1; 2; :::; 8g such that G H (x) = G H;j (x) : If this were the case, then
Hence, we obtain a contradiction between the requirements of equations (8.4), (8.5) and (8.6).
Part 2. Upper bound. We now show that the inequality in the following expression,
can be both an equality or a strict inequality, depending on F Y ( j 0 ) ; F H X and F H X :
In this case, no matter how m (2:b) and l (3:b) are de…ned in
; which implies that: 8x 2 L 2 (D) and 8j 2 f1; 2; :::; 8g ; G H;j (x) = F L X (x) ; and so, G H = F L X : By the derivation in step 2, G H does not satisfy with the properties of a CDF, so we cannot use the argument of the lower bound to claim our result. Instead, we will construct a sequence of functions that will be CDFs and will be arbitrarily close to G H : Now consider the following alternative sequence of functions:
It is easy to verify that 8m 2 N; G m satis…es the property of a CDF and moreover, as lim m!+1 kG m G H k = 0.
Fix " > 0 and set so that max
As a consequence, 8m N (") ;
where the third inequality follows from the fact that
As a consequence of the previous chain of inequalities, we deduce that,
completing the example.
) and we will further assume that
and so, 8j 2 f1; 2; :::; 8g
) and so, 8j 2 f1; 2; :::; 8g ; G H;j (x) = F L X (x) : In other words, the solution to problem (8.3) is unique and, therefore, G H is given by the following expression: 8x 2 L 2 (D)
and as a result, Z max
Notice that G H is not weakly increasing and so G H 6 2 .
The next step is to show that:
Hence, it su¢ ces to show that 8F 2 \ G :
there is a positive lower bound for
G F H X ; the right hand side is a sum of three non-negative terms. Therefore,
We divide the rest of the analysis into two cases. Case 1: Hence, we need to check that (1) if G 2Ĥ (F X ), then fG (Z j )g V j=1 2Ŝ and (2) If g 2Ŝ; then 9G 2Ĥ (F X ) such that 8j 2 f1; 2; :::V g ; G (Z j ) = g j :
Moreover, since G 2 ; G is monotonic and hence, 8j; k 2 f1; 2; :::V g ; Z j Z k implies g j g k : Part 2. If g 2Ŝ; then 9G 2Ĥ (F X ) such that 8j 2 f1; 2; :::V g ; G (Z j ) = g j : For any " > 0; de…ne Z V +1 = (1 + ") max j2f1;2;:::V g fZ j g and de…ne
We claim that this is a CDF that satis…es with our requirements. We check these requirements one by one.
(a) 8j 2 f1; 2; :::V g ; G (Z j ) = g j : Suppose this is not true for some j 2 f1; 2; :::V g. Then, 9h 2 f1; 2; :::V g such that Z j Z h and g j < g h ; violating monotonicity.
(c) Right continuity. Consider an arbitrary convergent sequence fx n : n 2 Ng such that 8n 2 N; x n 2 L 2 (D) and x n x n+1 : Denote lim n!1 x n = x: This result follows from the fact that 1 [Z j x n ] ! 1 [Z j x] :
(d) lim x!x 1 G (x) = 0: If x ! x 1 ; then, eventually, 8j 2 f1; 2; :::V g ; x < Z j and so, G (x) = 0:
(e) lim x!x +1 G (x) = 1: If x ! x +1 ; then, eventually, 8j 2 f1; 2; :::V g ; x > Z j : By de…nition g V +1 = max j2f1;2;:::V +1g fg j g = 1:
Proof Step 1. Let be the space of pairs of functions (F 1 ; F 2 ) de…ned by the following properties: (i) 
And so, by de…nition of " 1 , 8n N (" 1 ) ; H (F 1;n ; F 2;n ) " + H (F 1 ; F 2 ) :
By reversing the roles, and repeating the argument, we deduce that, And so, by our de…nition of " 1 ; 8n N (" 1 ) ; then H (F 1 ; F 2 ) " + H (F 1;n ; F 2;n ) : Finally, de…ne N (") = N (" 1 ) : For arbitrary " > 0; 9N (") such that 8n N (") ; j H (F 1;n ; F 2;n ) H (F 1 ; F 2 )j ": Step 3. and by assumptions 2 and 3, the right hand side is O p n 1 :
Step 3. The rest of the arguments follows from arguments that are very similar to those used in step 2.
Step 5. By theorem 3 in BHHN [3] 
, is a Gaussian process on [0; 1] having the same covariance structure as the indicator process 1 [X (t) x (t) : t 2 D] and is a p-variate random variable whose mean is 0; covariance matrix is cov ( (X)) and satis…es E ( (x)) = E ( (X) (1 [X (t) x (t) : t 2 D] F X (x))) : From these conditions, we deduce that t 0 (1 ) is a positive and …nite number.
Fix " = T H (X; Y 0 ) =2 and consider the following derivation.
P nT H X; Y^ 
