The well-known influence maximization problem aims at maximizing the influence of one information cascade in a social network by selecting appropriate seed users prior to the diffusion process. In its adaptive version, additional seed users can be selected after observing certain diffusion results. On the other hand, social computing tasks are often time-critical, and therefore only the influence resulted in the early period is worthwhile, which can be naturally modeled by enforcing a time constraint. In this paper, we present an analysis of the time-constrained adaptive influence maximization problem. We show that the new problem is combinatorially different from the existing problems, and the current techniques such as submodular maximization and adaptive submodularity are unfortunately inapplicable. On the theory side, we provide the hardness results of computing the optimal policy and a lower bound on the adaptive gap. For practical solutions, from basic to advanced, we design a series of seeding policies for achieving high efficacy and scalability. Finally, we investigate the proposed solutions through extensive simulations based on real-world datasets.
I. INTRODUCTION
As one of the core research branches in social network analysis, influence maximization (IM), proposed by Kempe, Kleinberg and Tardos [1] , studies the problem of launching information cascades such that the influence can be maximized. Inspired by influence maximization, various topics in online social networks have been investigated, such as misinformation control, online friending, and viral marketing [2] - [5] . The classic influence maximization problem adopts two settings: (a) non-adaptive strategy: the seed users are all computed before the diffusion process, and (b) unlimited time steps: the influence is counted without a time limit. These classic settings are elegant, but they are incapable of modeling many real applications. First, in order to optimize the seeding selection, one often prefers to deploy seed nodes adaptively, which is formulated as the Adaptive Influence Maximization (AIM) problem [6] - [10] . Allowing an adaptive seeding enables us to identify the best seed node(s) conditioned on the observed diffusion results, and it therefore can result in a higher influence under the budget constraint. For example, a higher profit would be expected if our online advertisements were posted adapted to customer feedback [11] . Second, time-critical applications are commonly seen in online social networks, and in such cases, only the influence resulted before the deadline matters. For instance, launching a positive cascade to counter misinformation is expected to exert effects expeditiously [12] , [13] . For such scenarios, we would like to maximize the influence under a time constraint, which is termed as the Time-constrained Influence Maximization (TIM) problem [14] - [18] . In order to support time-critical tasks through adaptive seeding methods, we in this paper propose the Time-constrained Adaptive Influence Maximization (TAIM) problem.
Problem Formulation. An adaptive seeding process alternates between seeding steps and diffusing steps, and in each seeding step, we select a set of seed users to trigger more influence, and our decision is made adapted to the observed diffusion results. An adaptive seeding policy essentially consists of two modules, seeding pattern and node selection rule, where the seeding pattern specifies the size of the seed set while the node selection rule determines which nodes to select. Given two integers K, T ∈ Z + , the TAIM problem asks for a policy to deploy K seed nodes in an adaptive manner such that the total influence resulted in the first T diffusion rounds can be maximized. In this paper, we study the TAIM problem and aim at both the theoretical analysis and practical solution design.
A Key Trade-off. The TAIM problem is a natural combination of AIM and TIM, both of which have been extensively studied and have been shown to admit the (1 − 1/e)approximation subject to controllable sampling errors. For the AIM problem, the optimal seeding policy follows the fulladoption feedback model [6] in which (a) before making the next seeding decision, we always keep observing the diffusion process until it terminates, and (b) we always use one budget whenever a seeding action has to be performed. Such a seeding pattern is intuitively optimal as it maximally obtains observations before selecting the next seed node. However, when a time constraint is enforced, one can see that the full-adoption feedback model is not optimal anymore, because waiting for more diffusion rounds, though brings more feedback, will incur the loss of future diffusion rounds. In short, waiting is not "free" in TAIM. Consequently, the critical issue is to determine the balance between (a) waiting for more feedback and (b) performing a seeding action at an early stage. We observe that solving such a trade-off in optimal is theoretically hard, making TAIM different from the existing problems. Through appropriate methods designed in this paper for achieving a reasonable trade-off, we have been able to design seeding policies that can solve the TAIM problem effectively.
Contributions. This paper presents an analysis of the TAIM problem, and the contributions are briefly summarized as follows:
• We perceive the adaptive seeding process as a procedure alternating between seeding steps and diffusing steps, based on which we propose the Time-constrained Adaptive Influence Maximization (TAIM) problem, which finds the policy to compute a seed set in each seeding step subject to a budget constraint such that the influence within a time limit can be maximized. • Theoretically, we provide the hardness results showing the difficulties in designing optimal policy. For the TAIM problem, beyond the N P -hardness in selecting optimal seed nodes, one unique hardness is that the optimal seeding pattern cannot be efficiently computed either. Furthermore, we consider the adaptive gap between the optimal adaptive seeding policy and the optimal nonadaptive policy and provide a lower bound of e 2 −2 e−1 . • Towards solving TAIM effectively, we design a sampling method to enable an efficient greedy node selection rule for the time-constrained case, based on which we propose a collection of seeding policies, from basic to advanced, including static seeding policy, greedy seeding policy, and several foresight seeding policies. We experimentally evaluate the proposed polices through simulations on realworld graphs, in terms of effectiveness, efficiency and robustness. As a minor part, we contribute a new Reddit dataset for studying information diffusion. Roadmap. The related work will be introduced in Sec. II. We provide the preliminaries in Sec. III, including the diffusion model and the formulation of the TAIM problem. The theoretical analysis is given in Sec. IV, and the designed seeding policies are then described in Sec. V. In Sec. VI, we present the experimental study. Sec. VII concludes with a discussion on the future works. Missing proofs can be found in appendix.
II. RELATED WORK
Influence maximization and its variants have been extensively studied. In this section, we survey the works germane to our work.
IM, TIM, and AIM. The IM problem [1] investigates the strategy to launch an information cascade in social networks, with the goal of maximizing the resulted influence. It has been proved that the IM problem is monotone and submodular under the classic diffusion models (e.g., independent cascade model and linear threshold model), and therefore a (1 − 1/e)approximation can be readily obtained by the greedy strategy due to the celebrated results of Nemhauser et al. [19] . However, the objective function (i.e., influence) of the IM problem is #P -hard to compute, so efficient heuristics were designed by various methods (e.g., [20] , [21] ). Borgs et al. [22] later invented the reverse sampling technique resulting in an efficient algorithm without sacrificing the performance guarantees. The reverse sampling technique was further improved by a series of works [23] - [25] , and currently, the IM problem can be solved efficiently on even very large networks. In order to support time-critical applications, researchers have further considered the IM problem with a time constraint [?], [14] - [18] . The TIM problem remains monotone and submodular, so the greedy algorithm still gives an effective approximation solution. Because the diffusion process is stochastic, it is possible to adopt an adaptive seeding policy where we could compute the seed nodes after observing the diffusion feedback, which was first considered by Golovin et al. [26] using the technique of adaptive submodularity. Under the budget constraint, a non-adaptive seeding policy computes a subset of nodes with a specified size, while an adaptive seeding policy computes a seed set in each seeding step according to the observations subject to the budget constraint. Without a time constraint, it has been shown that the full-adoption feedback model [6] combined with the greedy node selection rule would give a (1 − 1/e)-approximation for the AIM problem under the budget constraint [7] . However, with a time constraint, the problem is not adaptive submodular [8] , [26] , and thus the current technique cannot be applied. Other works have studied the AIM problem under specific feedback models [27] - [31] or considered the trade-off between delay and efficiency [32] , [33] based on partial feedback, but their settings still allow the diffusion process to complete and therefore none of the existing strategies can meet a given time constraint.
Adaptive Gap. Another important concept is the adaptive gap, which measures the ratio between the optimal adaptive policy and the optimal non-adaptive policy. Despite the recent results in [10] , [34] , [35] , the adaptive gap under most of the feedback models is still open. In this paper, we provide a light result on the lower bound for the time-constrained case.
III. PRELIMINARIES
This section provides the preliminaries to the rest of the paper. We first describe the considered diffusion model and then present the formulation of the TAIM problem.
A. Diffusion Model
We consider the classic independent cascade model in which a social network is given by a directed graph G = (V, E), and associated with each edge e ∈ E there is a propagation probability p e ∈ (0, 1]. We use n ∈ Z ≥0 and m ∈ Z ≥0 to denote the number of nodes and edges, respectively. A cascade is triggered by the seed users who are active after selected. When a user u becomes active, they have one chance to activate each inactive neighbor v with a success probability of p (u,v) . 1 We assume that the diffusion process goes round by round.
Definition 1 (Round). In each diffusion round, the users, who are activated either by their neighbors in the last diffusion round or by being selected as new seed users, attempt to activate their inactive neighbors.
The diffusion process can be viewed as a stochastic BFS process. In this paper, the diffusion time is measured by the number of rounds.
B. Seeding Process and Policy
A seeding process consists of seeding steps and diffusing steps. In a seeding step, we can observe the activation results in the previous diffusion rounds, which can be equivalently represented by the states of the edges. In particular, we say the edge (u, v) is live if u can successfully activate v. Otherwise, we say it is dead. Therefore, an intermediate stage of a diffusion process is deductively determined by the current active nodes and the sets of live and dead edges. We introduce the concept of status for such a purpose.
whereȦ(U ) denotes the set of current active nodes,L(U ) anḋ D(U ) are, respectively, the sets of live edges and dead edges. An edge is not observed yet iff it is not inL(U ) ∪Ḋ(U ). We use Φ to denote the status space.
We employ the next concept to describe the scenario when the diffusion process terminates spontaneously.
, which implies that no node can be further activated unless new seed nodes are selected.
Definition 4 (State). We use (U, t, k) ∈ Φ × Z ≥0 × Z ≥0 to denote a state of the seeding process, implying that the current status is U , the number of remaining diffusion rounds is t, and the remaining budget is k.
Definition 5 (Policy). Given a state (U, t, k) in a seeding step, a policy π computes a seed set π(U, k, t) ⊆ V to be selected with |π(U, k, t)| ≤ k. A policy π is non-adaptive if it has |π(U, k, t)| = k for each state (U, k, t).
Definition 6 (Seeding Process). For a diffusion model with a time constraint T ∈ Z ≥0 , and a budget K ∈ Z ≥0 , the seeding process under a policy π is described as follows:
• Set U = (∅, ∅, ∅), k = K and t = T . Iterate the following process for T times.
-Seeding
Step. Compute and launch the seed set π(U, k, t). Set k = k − |π(U, k, t)|.
-Diffusing
Step. Observe the diffusion process for one round. Set t = t−1 and update U as the observed status.
• Output the influence (i.e., the number of active nodes).
We use f (π, K, T ) to denote the expected influence associated with a policy π. For a non-adaptive policy that selects a particular set S ⊆ V as the seed nodes, we denote the resulted influence as f (S, K, T ). Remark 1. It is possible that no seed node is selected in a certain seeding step (i.e., π(U, k, t) = ∅), which means that the policy would wait for more diffusion rounds.
C. Problem Formulation
The problem considered in this paper is stated below.
Problem 1 (TAIM Problem). Given a diffusion model, a time constraint T ∈ Z ≥0 , and a budget K ∈ Z ≥0 , design a policy π such that f (π, K, T ) is maximized.
Remark 2 (Special Cases). The TAIM problem is closely related to several problems that have been considered in the existing literature.
• When T = ∞, it is exactly the unconstrained AIM problem, which admits a (1 − 1/e)-approximation achieved by combining the full-adoption feedback model and the greedy node selection rule. • When we have p e = 1 for each edge e ∈ E (i.e., the deterministic model) or we have T = 1, the optimal policy must be non-adaptive and therefore the greedy node selection rule provides a (1 − 1/e)-approximation. A policy for the TAIM problem, if not optimal, should ideally provide the best possible solution when applied to those special cases.
IV. THEORETICAL ANALYSIS

A. Hardness
The complexity of a seeding policy is measured by the computability of π(U, t, k). When solving the TAIM problem, we essentially consider two questions: (a) how many seed nodes to select and (b) which nodes to select. We refer the solution to the first question as a seeding pattern. Not very surprisingly, both questions are computationally hard, and thus efficient optimal solutions are pessimistic. First, the hardness in selecting optimal seed nodes can be easily seen from a reduction from the maximum coverage problem. Lemma 1. The optimal policy for TAIM is not polynomialtime computable unless the maximum coverage problem is polynomial-time solvable.
Proof. See Appendix A
Second, there exists an instance of TAIM of which the hardness is resulted from designing optimal seeding patterns but not from selecting seed nodes, as shown in the next lemma. Lemma 2. The optimal policy for TAIM is not polynomialtime computable unless the decision version of s-t connectedness can be solved in polynomial time.
Proof. For Lemma 2, the idea is to show that designing the optimal policy requires comparing two special seeding patterns that are however not distinguishable unless N P = P . See Appendix B.
B. Adaptive Gap
For an instance I of TAIM, let A I opt := max π f (π, T, K) be the maximum influence resulted by any policy, and
be the maximum influence resulted by a non-adaptive policy.
The adaptive gap is defined as sup
over the instances of TAIM, which measures the worst-case performance of the optimal non-adaptive policy compared to the optimal adaptive policy. Since non-adaptive policies can often be efficiently computed, one can adopt a non-adaptive one if the adaptive gap is small. In this paper, we provide a lower bound of the adaptive gap.
Lemma 3. The adaptive gap for the TAIM problem is at least
Proof. The proof is inspired by the analysis in [10] for the unconstrained case, while our problem involves a time constraint. For a certain integer N ∈ Z ≥0 , let us consider a directed line with 2N + 1 nodes with edges
where each edge has the probability p = 1 − 1/N . Suppose that the time constraint is 2N and K = 2. For each node s i with i ≤ N , the expected influence resulted from v i within t diffusion rounds is
Let us first consider an adaptive policy that (a) selects v 1 as the first node, (b) waits for the diffusion process terminates or the time limit is reached, and (c) selects the inactive node that is closest to v 1 as the second the seed node. The resulted influence would be
For the non-adaptive case, the probability that a node v i can be activated is determined by the distance to it from the closest seed node. Therefore, the optimal non-adaptive influence should select v 1 and v N as the seed nodes, which follows from the fact that, supposing that another two nodes v j1 and v j2 were selected with j 1 < j 2 , we could have a higher influence by first replacing v j1 by v 1 and then replacing v j2 by the mid node v N . 2 Therefore, the optimal influence under a non-adaptive policy will be
Now we have that
V. SEEDING POLICY DESIGN In this section, we present several seeding policies. We first discuss the node selection rule and then design seeding policies based on different seeding patterns. Given the hardness in Sec. IV, we aim at the solutions that are (a) approximation solutions to the special cases in Remark 2 and (b) effective heuristics for the general cases.
A. Node Selection Rule
When a seed set of a given size k ∈ Z + is planned to be selected, the greedy rule is the most common method used in the existing studies. Supposing that U is the current status, we use g(U, S, t) to denote the expected number of active nodes after t ∈ Z ≥0 rounds following U with S ⊆ V being selected as the seed set. The local optimal solution would be arg max |S|=k g(U, S, t).
(1)
Computing the above equation is N P -hard, but the greedy rule, as shown in Alg. 2, gives a (1−1/e)-approximation. Due to the #P -hardness in computing g(U, S, t), such a greedy rule is often implemented through stochastic optimization in which the key ingredients are (a) an unbiased estimator of the objective function g(U, S, t) and (b) an estimate of the lower bound of arg max |S|=k g(U, S, t). In the rest of this part, we will show how to obtain these ingredients. An unbiased estimator of g(U, S, t) can be obtained by the samples generated in the following sampling process. Definition 7 (RR-set). Given the status U and the remaining diffusion rounds t, an RR-set R is generated by:
• Step 1: select a node v from V uniformly at random. • Step 2: simulate the diffusion process from v in a reverse direction in the manner of BFS. The simulation process terminates if (a) any node inȦ(U ) is encountered, (b) no node can be further reached, or (c) t rounds of BFS has been executed. • Step 3. If the simulation terminates under the case (a) in
Step 2, return R = V as the output. Otherwise, let R ⊆ V be the set of the nodes traversed during the simulation process, and return R.
Note that selecting v 1 and v N +1 is another optimal non-adaptive policy.
Algorithm 1 SOF Policy 1: Input the current status U and the remaining diffusion rounds t 2:
Step 1: Uniformly select a random node that are node active in U ; 3: k * = arg max i β(U, k, t, i); 4: Return Greedy(U, k * , t);
to denote if their intersection is empty, and for each S ⊆ V , let us consider the random variable I(S ∩ R). It turns out n · I(S ∩ R) is an unbiased estimate of g(U, S, t).
where the expectation is taken over all possible R or equivalently over all the states of the edges.
Proof. For each v ∈ V , let g v (U, S, t) be the probability that v can be active after t rounds following U when S is selected as the seed set, and thus we have g(U, S, t) = v∈V g v (U, S, t) due to the linearity of expectation. On the other hand, let R v be the random RR-set when v is selected in Step 1 in Def. 7. By the sampling process, we have
Since the expectation is taken over all the possible states of the edges, it further suffices to show that I(S ∩ R v ) = g v (U, S, t) in each possible outcome of the edge states. 3 Now suppose that the states of the edges are fixed, and consequently I(S ∩ R v ) and g v (U, S, t) are binary-valued. According to the diffusion process of IC model, g v (U, S, t) = 1 iff there is a path of at most t live edges from S ∪Ȧ(U ) to v. According to the sampling process in Def. 7,
Since R v contains exactly the nodes that have a path of at most t live edges to v, we have
Suppose that a collection R l of l RR-sets were randomly generated, Lemma 4 immediately implies that when l is sufficiently large, the S that can maximize
should be able to maximize g(U, S, t). We can easily see that Eq. (3) is submodular with respect to S for each R l , and therefore, greedy algorithm gives a (1 − 1/e)-approximation to arg max |S|=k R∈R l n·I(S∩R) l . Using the central inequality (e.g. Chernoff bound) to bound the estimation accuracy requires the lower bound of arg max |S|=k g(U, S, t), which is however not known to us in advance. Fortunately, because g(U, S, t) is bounded within [|Ȧ(U )|, n] and its estimate Eq.
(3) can be approximated within a factor of 1 − 1/e, we 3 There are totally 2 |E| possible outcomes. Algorithm 2 Greedy Node Selection Rule(U, t, k) 1: Input: (U, t, k); 2: Output: a user set S; 3: S ← ∅; 4: for i = 1 : k do 5: v * ← arg max v g(U, S + v, t); 6: S ← S + v * ; 7: Return S; could utilize the adaptive sampling method designed in [23] to search a lower bound that is within a constant factor to arg max |S|=k g(U, S, t). Following the standard reverse sampling analysis, we have the following result.
Lemma 5 ( [23]
). There exists a greedy algorithm that can produce a (1 − 1/e − )-approximation to Eq. (1) with probability at least 1 − n −l within time O( (k+l)(m+n) log n 2 ), for each ∈ (0, 1) and l ≥ 1.
Proof. The proof follows directly from the analysis in Sec. 3 of [23] with the only difference that the new RR-set defined in Def. 7 is used.
We use Greedy(U, t, k) = {v 1 , ..., v k } to denote the output of greedy algorithm in Lemma 5, and we assume that the indexes follow the order in which the nodes were selected (e.g., v 1 was the first node added to the solution). In this paper, we will utilize this algorithm for node selection, enabling us to focus primarily on designing seeding patterns. One plausible reason for doing so is that, for the special cases discussed in Remark 2, the greedy node selection rule is the best polynomial method in terms of the approximation ratio.
For the convenience of discussion, we introduce the following definitions that will be used in the rest of this section.
Definition 8 (Status U t,k ). For a status U and two integers t, k ∈ Z ≥0 , we use U t,k = Ȧ (U ) ∪ Greedy(U, t, k),L(U ),Ḋ(U ) to denote the status when Greedy(U, t, k) is selected as the seed set.
Definition 9 (Future Status U t (U )). For a status U , we use U t (U ) to denote the set of all possible status after t ∈ Z ≥0 diffusion rounds following U without selecting any new seed node, and we use D(U t (U )) to denote the associated distribution over U t (U ).
B. Seeding Policy
If we would always use the greedy rule for node selection, the problem left is to decide the seeding pattern: given a status, how many seed nodes should be selected in each seeding step? As aforementioned, in each seeding step, we would select seed nodes as few as possible to maximally utilize the merits of adaptive seeding, while we would select seed nodes as many as possible to have more future diffusion rounds by the time constraint. With such intuitions in mind, we propose five seeding policies.
1) Basic Seeding Policy: In general, a seeding pattern can be either specified before the seeding process, or dynamically constructed during the seeding process. For the TAIM problem, an immediate solution is to utilize a static seeding pattern, which is given by a sequence (a 1 , .., a T ) of nonnegative integers where a i ∈ Z ≥0 is the size of the seed set in the i-th seeding step. Under the budget constraint, we have a i ≤ K. Combining with the greedy node selection rule, we have a basic policy: Policy (a 1 , ..., a T ) ). In the i-th seeding step with state (U, t, k), select Greedy(U, t, a i ) as the seed set.
A static policy is relatively simple to implement, but one drawback is that we have less knowledge on finding the sequence (a 1 , .., a T ) so that the influence can be maximized. Note that the searching space is exponential, and the hardness in finding the optimal static pattern can be additionally seen from the proof of Lemma 2. As a preliminary solution, we propose the k-filter uniform pattern where the seeding actions are uniformly distributed to the diffusion period, and each seeding step selects the same number of seed nodes. Formally, given the filter size k ∈ Z ≥0 , we aim to achieve the pattern where a 1 = a 1+k = ... = a 1+(d−1) * k = K/d with d = T /k . For example, under T = 10, K = 50 and k = 2, we have the pattern (10, 0, 10, 0, 10, 0, 10, 0, 10, 0). In the case that we have the remaining budget due to the rounding, we will use them right before the last diffusion round.
The static policy cannot fully utilize the merits of the adaptive policy as the seeding patterns are fixed. In the next, we present the greedy seeding pattern in which we keep observing the diffusion process until a final status is reached or no diffusion round is left. More specifically, when there are more than one diffusion rounds left, we select one seed node if the current status is final, and otherwise wait for more results; when there is only one diffusion round left, we immediately use up the remaining budget.
Policy 2 (Greedy Policy). In each seeding step with state (U, t, k):
• If t = 1, select Greedy(U, t, k) as the seed set. • If t > 1 and U is final, select Greedy(U, t, 1) as the seed set. • If t > 1 and U is not final, no seeding action is performed.
Compared to the static seeding pattern, the greedy policy does not require any input prior to the seeing process, and it always attempts to obtain the diffusion results maximally. However, because it does not consider the time constraint until the last diffusion round, it might be the case that the majority of the seed nodes are used right before the last diffusion round and thus have very limited time to spread widely, which can be observed later in the experiments in Sec. VI.
2) One-step Foresight Seeding Policy: Further generalizing the greedy seeding pattern, we propose the one-step foresight seeding pattern in which we will estimate the profit of selecting a particular number of seed nodes in each step. Given the state (U, k, t), we consider the scenario that k 1 ≤ k nodes are first selected in the current step and k 2 = k − k 1 nodes will be selected after one round of diffusion. When k 1 nodes are selected in the current seeding step by the greedy node selection rule, the optimal profit, denoted as β(U, k, t, k 1 ), will be β(U, k, t, k 1 )
where Pr[U * |U t,k1 ] is the probability that U * happens conditioned on U t,k1 , and U t,k1 and U 1 (U t,k1 ) are given by Defs. 8 and 9. Consequently, the optimal k 1 under this pattern is
based on which we design the One-step Foresight (OF) policy:
Policy 3 (One-step Foresight (OF) Policy). In each seeding step with state (U, t, k), select Greedy(U, t, k * ) as the seed set where k * = K(U, t, k).
While the OF policy only considers the one-step forward foresight, it indeed provides the best possible solution for all the special cases mentioned in Remark 2. Proof. First, it produces a (1−1/e)-approximation when T = 1. This is because (a) K(U, t, k) = k when t = 1 and (b) the nodes are selected by the greedy node selection rule.
Second, it is a (1 − 1/e)-approximation when t = ∞. First, at a certain seeding step when the status U is not final, we always have β(U, k, ∞, i) ≤ β(U, k, ∞, 0) for each i ≤ k, which follows from the fact that waiting for the diffusion to complete is always optimal if there is no time constraint. Therefore, the OF policy will always wait for the diffusion to reach a final status before selecting the next seed set. Second, at a certain seeding-step when the status U is final, we have β(U, k, ∞, i) ≤ β(U, k, ∞, 1) for each i ≤ k, and therefore we have K(U, k, ∞) = 1, which means we always wait for the diffusion to complete and always select one seed node whenever a seed set should be selected. As a result, OF follows the full-adoption feedback model and selects each seed node in a greedy manner, which yields a (1 − 1/e)-approximation.
Finally, under the deterministic independent cascade model, any adaptive policy is in fact non-adaptive as the diffusion process has no uncertainty, so we must have β(U, k, t, k) ≥ β(U, k, t, i) for each i ≤ k. Combining the greedy node selection rule, OF will again give a (1 − 1/e)-approximation.
One can see that either the static policy (Policy 1) or the greedy policy (Policy 2) cannot always guarantee the same for those special cases. While the OF policy can take account of the time constraint in each seeding step, it is Algorithm 3 SOF Policy 1: Input (U, k, t) and L 2: for i = 0 : k do 3: Estimate β(U, k, t, i) by L simulations; 4: k * = arg max i β(U, k, t, i); 5: Return Greedy(U, k * , t); not practically feasible in terms of the computability because β(U, k, t, k 1 ) is hard to compute due to the fact that (a) computing max |S|=k−k1 g(U * , S, t − 1) is N P -hard and (b) there can be an exponential number of terms in U 1 (U t,k1 ). To deal with the first issue, we use the (1−1/e)-approximation as an estimate of arg max |S|=k−k1 g(U * , S, t − 1), and therefore, the quantity we are interested in is
For the second issue, we can estimate β(U, k, t, k 1 ) through sampling. In particular, given the input (U, t, k) and k 1 , the estimation can be obtained through samples generated by the following procedure:
1) obtain U t,k1 using Greedy(U, t, k 1 ), 2) sample a status U * following D(U 1 (U t,k1 )) by simulating the diffusion process for one round, and, 3) compute g(U * , Greedy(U * , t − 1, k − k 1 ), t − 1) as an estimate of β(U, k, t, k 1 ). Supposing L simulations are used for each estimation, the resulted policy is shown in Alg 3, denoted as the Samplingenhanced One-step Foresight (SOF) policy.
Policy 4 (Sampling-enhanced One-step Foresight (SOF) Policy (L ∈ Z ≥0 )). In each seeding step with state (U, t, k), select the seed set obtained by running Alg. 3 with input (U, t, k) and L.
Comparing to the static policy and greedy policy, the SOF policy is more sophisticated, but it incurs a higher complexity because we have to invoke the greedy node selection rule in each sampling. In our experiments, we have observed that the SOF policy is not scalable to handle large datasets.
3) Fast Foresight Seeding Policy: For supporting highvolume datasets, we finally present a fast foresight seeding policy. Our design is driven by considering a fine-grained trade-off between seeding and observing. Given the state (U, t, k) with Greedy(U, t, k) = {v 1 , ..., v k } being the local greedy solution and S i :={v 1 , ..., v i }, our method considers the node one by one from v 1 to v k and determines if they would be selected in the current solution. This framework is formally described in Alg. 4 where IfAdd(U, S i , v i+1 , t) ∈ {True, False} is a module for determining if v i+1 should be selected given that S i has already been selected. Once a node v i+1 is rejected by IfAdd(), the process terminates and takes S i as the seed set in the current seeding step. Such a framework enables us to concentrate on analyzing the marginal Algorithm 4 Fast Seeding Policy Framework 1: Input (U, k, t) 2: {v 1 , ..., v k } ← Greedy(U, k, t); 3: S i ← {v 1 , ..., v i }; 4: for i = 0 : k do 5: if IfAdd(U, S i , v i+1 , t) == False then 6: Return S i ; 7: Return S k ; effect of adding an individual node -designing the IfAdd() module. To this ends, we propose a novel and efficient IfAdd() designed through two quantities, M a (U, 1] , which reveals the gain or loss of selecting or not selecting v i+1 . In particular, when
In what follows, we present these two metrics in detail.
The first metric M a () is designed by measuring the correlation between the influence triggered by different seed nodes. Due to the diminishing marginal return of influence, the marginal contribution of a node will decrease after other nodes have been selected, which is an essential reason that a higher influence can be achieved by allowing an adaptive seeding. However, if the influences resulted from different seed nodes were independent, observing the feedback is not useful, and consequently an adaptive policy only incurs the loss of diffusion rounds. For example, if v 1 and v 2 are in different connected components of the graph, observing the influence resulted from v 1 does not alter the capability of v 2 in terms of influencing other users. From this perspective, the next lemma gives a sufficient condition for testing such independence.
Lemma 7. For a seeding step with state (U, t, k) and a seed set S * ⊆ V , observing the cascade resulted by any subset S 1 ⊆ S * will not alter the marginal contribution of S * \ S 1 , provided that
Proof. See Appendix D The intuition behind Lemma 7 is that the overlapping of the contributions can be evaluated by testing the submodularity. For our problem, to determine if v i+1 will be selected given (U t,i , t, k), Lemma 7 suggests that we can do this by comparing g(U, S i +v i+1 , t)−g(U, S i , t) and g(U, v i+1 , t)−g(U, ∅, t). As a result, we can leverage the quantity
which measures the benefits of including v i+1 in the seed set of the current seeding step. When we have M a (U, S i , v i+1 , t) = 1, there is a good reason to include v i+1 in the current step because observing more diffusion results will not decrease the marginal gain of v i+1 . When M a (U, S i , v i+1 , t) is close to 0, it simply means that the marginal gain of v i+1 is small, and therefore we may wait for more observations to have better seed nodes. The second metric M t () is designed by looking into the onestep loss of the influence resulted by v i+1 . Given (U, t, k) , if the total influence resulted by v i+1 can always complete within t − 1 diffusion rounds, we have a good reason for not selecting it in the current seeding step in that there is no loss of waiting for another diffusion round. Formally, consider the status U t,i = (A(U ) ∪ S i ,L(U ),Ḋ(U )) with U t (U t,i ) being its future status after t diffusion rounds. When the influence from v i+1 is allowed to spread for t * ∈ Z ≥0 diffusion rounds, the marginal gain of selecting v i+1 would be
The above formula can be explained as: we first simulate the influence from S for t rounds to obtain a status U * ∈ U t (U t,i ), and conditioning on U * we then simulate the influence from v i+1 for t * rounds. Viewing the diffusion process from a multistep perspective shares the same insights in [36] . Now let us utilize the quantity
to measure the loss incurred by seeding v i+1 with a delay of one round. If M t (U, S i , v i+1 , t) = 0, there would be no such a loss and we thus should not select v i+1 in the current seeding step. One the other hand, if we have M t (U, S i , v i+1 , t) close to 1 (i.e., h(U, S i , v i+1 , t, t − 1) is small), it means that v i+1 can hardly trigger any influence if seeded one round later, and therefore, we prefer to select it immediately. For example, we always have M t (U, S i , v i+1 , t) = 1 when there is only one remaining diffusion round (i.e., t = 1).
With the metrics M a () and M t (), let us consider the quantity
where α(t) := 1 − 1/t ∈ [0, 1]. According the above design, given the state (U, t, k), we would select v i+1 when Indi(U, S i , v i+1 , t) approaches to 1, while not select v i+1 when it approaches to 0. We can see that α(t) is a balancing parameter, and it becomes larger when fewer diffusion rounds remain, which increases the importance of M t () when the time constraint is severe. As a result, the module IfAdd() can be constructed as
False otherwise (7) where θ ∈ [0, 1] is a controllable threshold that can reflect certain prior knowledge or preference. For instance, adopting a small θ could result in more seed nodes in the first several diffusion rounds. The effect of θ will be further investigated through experiments. We denote the resulted policy as the Fast Foresight (FF) policy:
Policy 5 (Fast Foresight (FF) Policy (θ ∈ (0, 1))). In each seeding step with state (U, t, k), the seed set is computed by Alg. 4 with IfAdd() given by Eq. (7) .
In addition to the subroutine Greedy(), implementing the FF policy requires to compute M a () and M t (), which can be estimated again by sampling. Although both the SOF policy and FF policy involve the sampling procedure, it can be shown both theoretically and experimentally that FF is more efficient than SOF.
Lemma 8. Suppose that we use L ∈ Z ≥0 samples for each estimation in SOF and FF, and the parameters used in Greedy() are and l. The complexity of the policies is given by Table I. Proof. See Appendix E.
VI. EXPERIMENTS
In this section, we report the results of the experiments done for studying the practical performance of the proposed policies, aiming at examining (a) their ability to achieve a large influence, (b) the running time, and (c) the robustness of the seeding pattern.
Datasets. We adopt four datasets: (a) Power: a synthetic power-law graph [37] , (b) Wiki: a Wikipedia voting network [38] , (c) Reddit: a graph inferred from Reddit social networking platform, and (d) Youtube: a social network extracted from Youtube.com [39] . Reddit is a new dataset created in this paper. We collected 1,000 threads, each of which has at least 1,500 replies, from the News subreddit in August 2019 and constructed a graph with the users who have participated at least two threads. A brief summary of the datasets is given in Table. II.
Settings. For Power and Wiki, we consider the weightedcascade setting where p (u,v) = 1/ InDeg(v) with InDeg(v) being the in-degree of v. For Reddit, the probability on edge p (u,v) is proportional to the frequency between u and v, where the frequency is measured by the number of the threads that both u and v have participated in. On Power, Wiki and Reddit, we consider the setting (T, K) = (10, 50). We adopt a short period in order to examine the ability of each policy to deal with a severe time constraint. For Youtube, each edge e ∈ E has the same propagation probability p e , and we adopt three settings: (T, K, p e ) = (10, 20, 0.01), (10, 10, 0.005), and (10, 10, 0.001). We will shortly see how these settings could help us investigate the property of the FF policy. The implementation of the greedy node selection rule follows the vanilla reverse sampling framework [24] . For ensuring that each policy could run in a reasonable time, 500 (resp., 50) samples were used for each estimation in FF (resp., SOF). We tested the k-filter uniform pattern for the static policy with k ∈ {1, 2, 5}. We also tested the greedy policy and the nonadaptive policy, denoted as Greedy and NonAd, which can be taken as two baselines. For each dataset and each seeding policy, we repeated the experiment for 300 times and report the average result. Our experiments were done on an Intel Xeon Platinum 8000 Series processor with parallelizations.
A. Results
The resulted influence under each policy is given in Table  III , and the running time is shown in Table IV in which the report of Youtube is for (T, K, p e ) = (10, 10, 0.005). The results of SOF on Youtube is not reported because it was not able to complete within five days. Notice that all the methods are heuristic, and we did not have any prospect on either which policy would provide the best performance or the seeding patterns dynamically constructed during the seeding process.
Results on Power, Wiki, and Reddit. According to Table  III , the SOF policy can provide the most competitive performance, but it may take hours to compute one seed set, making it not suitable for time-sensitive tasks. Second, the FF policy is reasonably good, provided that an appropriate θ is used. On Reddit, the FF policy outperforms the static policy by an evident margin. The static policy can also produce moderate performance, and it gives the best result on Power with k = 2. However, on Reddit, the static policy is worse than non-adaptive. Finally, the baseline methods, greedy policy and non-adaptive policy, are not effective. Results on Youtube. In order to test the extreme cases, we first consider Youtube with (T, K, p e ) = (10, 20, 0.01). In such a case, we see that the non-adaptive policy has relatively good performance, while the greedy policy is very ineffective. This is because the resulted influence is very large, leading to that the time constraint dominates the merits of the adaptive seeding. Therefore, TAIM reduces to the TIM problem, and the need for adaptive seeding is low. In another extreme case, when we have (T, K, p e ) = (10, 10, 0.001), the influence can hardly spread for more than one round due to the low prorogation probability, and therefore TAIM is close to AIM for which the Greedy policy is relatively good, which is supported by the results in Table III . In such a case, FF is again not effective due to the construction of IfAdd(). Note that such extreme cases are constructed artificially, and for the settings between those extreme cases, the FF policy can be effective, which can be seen from the results in Table III for the setting (T, K, p e ) = (10, 10, 0.005).
Analysis of FF Policy. According to the construction of IfAdd() and Indi() in Eq. (7) , the θ close to either 0 or 1 is not desired, which can be seen from Table. III. One interesting observation from Table. III is that the performance of FF is concave with respect to θ. For instance, the performance on Reddit is monotone increasing on [0, a] with a ≈ 0.5 while monotone decreasing after θ = a. We can see that the optimal point varies over different datasets. For example, the best performance is given at θ ≈ 0.26 on Power, but for Reddit the optimal point is at θ ≈ 0.5. While we do not have any prior estimate on the optimal θ, such a concave pattern suggests that a binary search can be effective. Second, we examine the variation of seeding pattern with θ. For illustration, we plot the results on Power shown in Fig. 1 where each point (x, y) shows the average size of the seed set selected in the x-th seeding step. The figure clearly shows that more seed nodes will be selected in later seeding steps when θ becomes larger. Finally, since the seeding patterns are constructed in real-time, we are interested in that if such patterns are robust. To this ends, for each setting, we plot the patterns generated in ten random simulations, as shown in Fig. 2 . As shown in the figure, while the seeding patterns are not exactly the same in different simulations, they do exhibit a similar pattern under the same θ. For example, on Power, most of the budget is used by the 6-th seeding step under θ = 0.2, while more than half of the budget is used after the 8-th seeding step under θ = 0.5.
Analysis of Static Policy. According to Table III , the static policy has different performances under different patterns, which echos Lemma 2 that the optimal static seeding pattern is hard to identify. We further plot the detailed diffusion results, and one typical pattern is illustrated in Fig. 3 using the results on Wiki. The curves have shown that under the non-adaptive case, the influence resulted in early diffusion rounds would be larger since the seed nodes were all selected in the first seeding step. However, utilizing the diffusion feedback could result in a higher final influence, and we see that the influences under k ∈ {1, 2, 5} finally exceed that resulted by the non-adaptive policy.
Summary. Overall, the FF policy is cost-effective in most cases module the extreme settings, and it results in meaningful and robust seeding patterns controlled by θ. The static policy is worse than FF in average, but it can deal with extreme cases such as Youtube with (T, K, p e ) = (10, 20, 0.01) or (T, K, p e ) = (10, 10, 0.001). The SOF policy is effective on small datasets but time-consuming, so reducing its time complexity can potentially make it a desired practical solution for large datasets. Finally, the baselines, Greedy and NonAd, only perform well in certain extreme cases where the TAIM reduces to AIM or TIM.
VII. CONCLUSION
In this paper, we have studied the time-constrained adaptive influence maximization (TAIM) problem. The outcomes include the hardness result in computing the optimal policy, a lower bound of the adaptive gap, and, a series of seeding policies. In particular, we show the new hardness in the TAIM problem and observe a critical trade-off for designing effective seeding policies. We set that p e = 1 for each added edge e. • (Group C) Select a node inserted in the last step and label it as s 4 . Insert C new nodes and make them connected from s 4 . We set that p e = 1 for each added edge e. • (Group D) Insert another new node s 5 and let it connect to D new nodes. We set that p e = 1 for each added edge e.
We set the budget as K = 2 and the time constraint as T = n s + 2. Now the instance of TAIM is completed. Optimal Policy. In the optimal policy, to maximize the number of active nodes, only the nodes in {s 1 , s 3 , s 4 , s 5 } will be selected as seed nodes due to Eq. (8) as well as the fact that the budget is two and p 1 and p 2 are small. For the same reason, s 1 be must be selected in an optimal policy, so without loss of generality we assume that it is selected as the first seed node in the first seeding step. Now the problem left is to decide when to use the other budget. As we will only select seed nodes from {s 3 , s 4 , s 5 } unless they have all been activated, the only event that affects our decision is that if s 3 is activated. After each of the first n s diffusion rounds, once s 3 is activated, we should select s 5 as the other seed node. If s 3 is not activated, we can either wait for more diffusion rounds or select s 3 to maximize the number of active nodes. Because the time constraint is n s + 2 and leaving two diffusion rounds is sufficient for s 3 to activate all the nodes connected from it, it is optimal to wait until the n s -th diffusion round.
After the n s -th diffusion round, if s 3 has been activated, it is clear that we should select s 5 as the second seed node. If s 3 is not activated yet, we would have two choices: (a) select the second seed node or (b) wait for another diffusion round and then select the second seed node. Note that there are only two diffusion rounds left, so the optimal policy must be one of those choices. Now we calculate the resulted influence.
Policy a. Suppose the seed node must be selected right after n s diffusion rounds. In this case, the profit is A+E s +B+Pr[≤ n s ]·(C+D)+(1−Pr[≤ n s ])·C+O (1) . (9) where Pr[≤ n s ] is probability that s 3 can be activated within n s rounds of diffusion, and E s is expected number of active nodes in G s ∪ P s resulted from s 1 .
Policy b. We would wait for another diffusion round even if s 3 is not activated after n s diffusion rounds. Since the time constraint is n s + 2, this seed node must selected right after the n s + 1 diffusion round. Under this policy, when s 3 is activated before the (n s + 1)-th diffusion round, we would select s 5 as the second seed node, and therefore the total profit is A + E s + B + C + D + 2. If s 3 is activated exactly in the (n s + 1)-th diffusion round, we should select s 5 as the seed node, because there is only round left and D > C. In this case, the total profit is A + E s + B + D + 2. If s 3 is not activated after the (n s + 1)-th diffusion round, we should select s 3 to maximize the profit as B is larger than C or D, and therefore the total profit is A + E s + B + 1. In summary, the total profit under the second policy is (10) where Pr[= n s + 1] is the probability that s 3 is activated exactly after n s + 1 rounds of diffusion.
Comparing the above two policies, for sufficiently large n s , Policy a is better than Policy b if and only if 1−Pr[≤ns]
Pr[=ns+1] ≥ D C . Let p * be the probability that s 2 can be activated through G s from s 1 . Because the longest simple path from s 1 to s 2 in G s has at most n s − 1 edges and the path P s has n s edges, Pr[≤ n s ] is the probability that s 2 is first activated by s 2 through G s but not P s , and then s 3 is activated by s 2 , which means Pr[≤ n s ] = p * · p 2 . Similarly, Pr[= n s + 1] is the probability that s 2 is first activated by s 1 through the path P s but not G s , and s 3 is then activated by s 2 , implying that Pr[= n s+1 ] = (1 − p * ) · p 1 · p 2 . Therefore, Policy a is better than Policy b if and only if 1−p * ·p2
(1−p * )·p1·p2 ≥ D C ⇐⇒ p * ≤ k 2 ms . Because the probability of edges in G s is uniformly 0.5, p * is equal to n * 2 ms where n * is the number of s 1 -s 2 connected subgraphs. Thus, deciding which policy is better is equivalent to determining if the number of s 1 -s 2 -connected subgraphs is no larger than k, which completes the proof.
C. Proof of Lemma 4
For each v ∈ V , let g v (U, S, t) be the probability that v can be active after t rounds following U when S is selected as the seed set, and thus we have g(U, S, t) = v∈V g v (U, S, t) due to the linearity of expectation. On the other hand, let R v be the random RR-set when v is selected in Step 1 in Def. 7. By the sampling process, we have E[I(S ∩ R)] = v∈V E[I(S∩Rv)] n . Therefore, it suffices to prove E[I(S ∩ R v )] = g v (U, S, t).
Since the expectation is taken over all the possible states of the edges, it further suffices to show that I(S ∩ R v ) = g v (U, S, t) in each possible outcome of the edge states. 5 Now suppose that the states of the edges are fixed, I(S ∩ R v ) and g v (U, S, t) are binary-valued. According to the diffusion process of IC model, g v (U, S, t) = 1 iff there is a path of at most t live edges from S ∪Ȧ(U ) to v. According to the sampling process in Def. 7, I(S ∩ R v ) = 1 iffȦ(U ) ∩ R v = ∅ (case (a) in
Step 2) or S ∩ R v = ∅ (case (b) and (c) in Step 2), which is (Ȧ(U )∪S)∩R v = ∅. Since R v contains exactly the nodes that 5 There are totally 2 |E| possible outcomes. have a path of at most t live edges to v, we have g v (U, S, t) = 1 iff I(S ∩ R v ) = 1.
D. Proof of Lemma 7.
Let us use E G l ∼G U [g u (U, S * , t|G l )] to denote the probability that a node u can be activated after t rounds following U when S * is selected, where G l is a sampled live-edge graph conditioned on U and g u (U, S * , t|G l ) ∈ {0, 1} is an indicator function denoting if there exists a path in G l from A(U ) ∪ S * to v with no more than t live edges. Due to the linearity of expectation, we have g(U, S * , t) = u E G l ∼G U [g u (U, S * , t|G l )]. Because g u (U, S * , t|G l ) is submodular, g u (U, S * , t|G l ) − g u (U, ∅, t|G l ) is no larger than v∈S * (g u (U, v, t|G l ) − g u (U, ∅, t|G l )). Combining Eq. (6), it implies that g u (U, S * , t|G l ) − g u (U, ∅, t|G l ) = v∈S * (g u (U, v, t|G l ) − g u (U, ∅, t|G l )) (11) holds for each G l and u. Therefore, whenever the LHS of Eq. (11) is equal to 1, there must be exactly one term on the RHS of Eq. (11) is equal to 1, Taking G l as the live graph where all the edges in E \ (Ḋ(U ) ∪L(U )) are live, it implies that any inactive node cannot be connected to two nodes in S * through a path in E \ (Ḋ(U ) ∪L(U )) with edges less or equal than t. As a result, the cascades triggered by the nodes in S * are totally independent, and therefore observing the cascade resulted by any subset S 1 ⊆ S * does not change the marginal gain of any node in S * \ S 1 .
E. Proof of Lemma 8.
Recall that for an adaptive seeding policy, we measure its complexity by the running time of computing one seed set. The static policy invokes the greedy node selection rule in each step so its time complexity is O((K + l)(m + n) · log n/ 2 ). The greedy policy first examines if the status is final, which can be done in O(m + n), and therefore the total time complexity is again O((K + l)(m + n) · log n/ 2 ). In the SOF policy, each estimation in line 3 in Alg. 3 consists of two parts: the simulation, running in O(m+n), and the greedy node selection rule, running in O((K + l)(m + n) · log n/ 2 ). Therefore, Alg. 3 runs in O((K 2 +Kl)(m+n)·log n·L/ 2 ). In FF policy, line 2 runs in O((K + l)(m + n) · log n/ 2 ), and each estimation of M a () and M t () can be done in KL(m + n). Therefore, the complexity of FF is O((K + l)(m + n) · log n/ 2 + K 2 L · (m + n)).
