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The analysis of variance is a well known tool for testing how 
treatments change the average response of experimental units. The 
essence of the procedure 1s to compare the variation among means of 
groups of units subjected to the same treatment w ith the within treatment 
variation. If the variation among means is large with respect to the 
within group variation we are likely to conclude that the treatments 
caused the variation and hence we say the treatments cause some change 
in the group means. 
The usual analysis of variance checks how far apart the group 
means are in a single scale of measurement. Almost all researchers 
are interested in how the treatments affect more than one characteristic 
(variable) of their experimental units. A typical usage of such data is to 
run a standard analysis of variance on each variable. This procedure 
can be very misleading when trying to interpret the results. Most of 
the time there are strong correlations among these variables and hence 
if one variable tests significant the others will also. The multivariate 
analysis of variance provides a way of performing valid tests regardless 
of the correlation structure among the variables of interest. 
The multivariate analysis of variance compares the distance the 
treatments are apart in multidimensional space with the multidimensional 
2 
variance/ covariance structure of the observations about the treatment 
means. Treatments that are far apart will likely be judged as being 
different. 
Multivariate procedures are relatively unused for two primary 
reasons. The computational procedures are complex and there have 
been very few computer programs written to do them. This report is 
an attempt to encourage research workers to use more multivariate 
proc e dur e s. 
3 
OBJECTIVES 
The report has two basic objectives: 
1. To provide a computer program capable of performing the 
multivariate analysis of variance for the simple experimental designs; 
completely randomized, randomized block and Latin square designs. 
2. To docmnent the computer program and illustrate its usage. 
The first objective will be met by adding multivariate capabilities to the 
program called BASIC that was developed by Greenhalgh (1967). The 
second objective will be met by making the necessary modification to 
the BASIC documentation and providing several illustrations of usage. 
4 
METHODOLOGY 
Multivariate analysis of variance is a generalization of univariate 
analysis of variance. For the one-way univariate analysis of variance, 
the jth observation from ith population is assumed to be generated by the 
lin e ar mod e l Y .. = µ + 'T. + e . . in whichµ is an overall mean, 7 . is an 
lJ l lJ 1 
effect due to ith treatment, and e .. 1s a normal random variable with 
lJ 
2 
mean z ero and variance er • All e . . 1s are assumed ind e pend e ntly distri-
lJ 






••• = µ g 
is an elementary case of the general linear hypothesis, because µ . = µ + 7. 
1 l 
is the mean of ith treatment, so the hypothesis H : T == ,
2 
= .•• = 7 is 
0 l g 
equivalent. If we use matrix form . to express all the observations then 
Y =A~+ E, in which Y' = [Y 11 , ... YIN/ ... Yg 1
, ... YgNg], 
€= [e 11 , ... e , ••• e 1 
... e ] andparametervector~•=[7i, ••• 'T ,µ], 
l N
1 
g gNg g 
where number of subjects in the ith group is N., and N = N
1 
+ .• + N • 
l g 
A is the N x (g + 1) design matrix for the one-way analysis of variance 
model, the element of ith column and g + 1 column are 1, when ith group 
is applied. Postmultiplication of the design matrix by the parameter 
vector assures that ijth observation will involve only the constantµ + 7_. 
l 
The null hypothesis of the one-way analysis of variance can be expressed 








1 0 • 










0 - 1 0 7 
1 






(g + 1 ) X 1 
• 1 - 1 0 (g -l) x (g+l) 
= 0 
As above H : 7 = 7
2 
= •• = 7 , because µ. = µ + 7., so the hypothesis 
0 1 g l l 






= ••• = µg. 
6 
Now extend the linear model and hypothesis to several dependent 
variates, i.e. multivariate. Let Y be p-dimensional multinormal ran-




, ••. Y N under 
some experimental design. The jth observation on the rth response is 
generated by this model y. = a .. sl + ••• + a.. s 
Jr Jl r Jm mr 
+e.,a. isthe 
Jr Jr 
coefficient of each response in the jth vector, so the design matrix A is 
the same for all dimensions. e. , r = 1, 2, •• p is the residual deviates 
Jr 
of th e jth observation. These are distributed wi t h null mean vector and 
covariance matrix ~ of full rank p. The model for all observations 
using matrix form is Y = As+ E, Y is N x p matrix, has N observation 
vectors or rows, A is the appropriate design matrix. The matrix 
s = 
s11 •..• s1p 




is the unknown parameters matrix. € is an N x p matrix and contains 
the residual variates e .• 
Jr 
The multivariate extension of the general linear hypothesis is 
Ho: CsM = 0, in which C is a (g-1) x (g + 1) matrix as in the univariate 
7 
case and refers to the hypothesis on the elements within given columns 
of the parameter matrix, M is p x r matrix and permits the generation 
of hypothesis among the different response parameters. The multivariate 
hypothesis is true if and only if the univariate hypothesis H : C£Ma = 0 
0 
holds for all nonnull r-component vectors a. 
We will now use the general results to extend the analysis of 
variance, for some common experimental designs, to the multiple res-
ponses case. 
( 1) The one-way classification. (CRD) 
There are g treatments (if the treatments were assigned at ran-
dom then it is completely randomized designs), each treatment has p 
response variates on the sampling units. These measurements are 
assumed to be independent observations on p-dimensional multinormal 
variates with mean vectors µ , µ , .••• µ under different treatments 
1 2 g 
and a common unknown covariance ~ for all g conditions. The de sign 










. . . . 'T2p 
~ = 
'T 'Tg.2 . . . . -r· gl gp 
1-L 1 I-L2 . . I-LP 
8 










which is the same as H : CsM = 0, where Mis p x p identity matrix. 
0 
The matrix T of sums of squares and product among treatments, and 
the erro:r matrix E will be found 1 
g 1 
t = 2: - T. T . 
rs i=l N. 1r 1s 
l 
N g l 
e = 2: 2: Y .. Y . . rs 










T. T. N. 1r lS 
l 
It should be realized that the elements of these matrices can be 
calculated by the procedures given in elementary texts on the analysis of 
variance. Elements in the ii position, 11, 22, 33 etc. are the standard 
computations for the univariate analysis for the 1st, 2nd, 3rd response 
variates. The elernents in the ij position, i :/ j, are computed in the 
same way as the cross product terms in the analysis of covariance. 
Sample problems given later will make these computations clear. 







Y.. = sum of all observations on rth response in 
1Jr 







T. = grand total of all observations on rth response. 
1r 
N = 
To test the equality mean vectors we must assume that the 
unknown variance matrix is common for all treatments. This assumption 
is another hypothesis we may test. 
=}::; 
g 
(2) Randomized blocks. (RBD) 
In this model inferences from the observations will be restricted 
to the g treatments applied to just those b blocks employed in the experi-
ment. The mathematical model for each observation is: 
Y.. = f-Lr + 7. + ~. + e .. 
lJr 1r Jr lJr 
where f-L = usual general level effect for rth response. 
r 
T. = effect of ith treatment on rth response. 
1r 
~- = effect of jth block on rth response. 
Jr 
e.. = random effect specific to ijth combination of treatment, 
lJr 
block and response. 
10 
The random terms e' .. = [ e . . 
1
, e . . 
2
, •••• , e . . ] are assumed to 
lJ lJ 1J lJP 
have the p-dimens ion multinormal distribution with null mean vector and 
common covariance matrix ~ for all combinations of i and j, and the e .. 
lJ 
in any block are independently distributed. The design matrix A is 
(bg) x (b + g + l ). The parameter matrix is 
13lp 
13b1 !3b2 
..... .. 13bp 
£ = 
Tll 7 12 
....... Tlp 
The residual rnatrix E has as rows the bg vectors e 1• •• In this model the 
lJ 
usual hypothesis of interest is 
Tl I T gl 
Tl 2 Tg2 . 
H : = . . . . . = 0 
Tlp T gp 
11 
of equal treatment effects. The T and E matrices of treatment and 








= ! ~ Y . . Y . . -





bg r s 
1 g 1 b 1 
b 1. --~l T 1. r T. - - ~ l B . B . + -b G G 1s g J= Jr JS g r s 
wh e r e B . = ~ Y . . = Jr i ::: 1 lJl" 
the total of the observations on the rth response in 
block j . 
b 
T. = ~ Y .. = 1r j= 1 lJr 
the tota l of the rth ob s ervation s under tr e atment i. 
G 
r 
= grand total of the values of that response in all sampling 
units. 
(3) Latin square. (LSD) 
The idea of a square is evident, if g treatments are to be investi-
d . h 2 gate , it as g experimental units. The mathematical model for each 
observation is 
whereµ = r general level parameter of rth response. 
a. = Jr effect of jth row treatment on rth response. 
f3kr = effect of kth column treatment on rth response. 
7. = effect of ith treatment on rth response. 
1r 
eijkr = usual multinormal random variable term. 
12 
The design matrix A and parameter 1natrix s can be produced by 
using the same methods as for randomized block de sign. The null hypo-
thesis 
711 'rg 1 
7
1 2 Tg2 
H : = . . . . . = 0 
7 T 
lp gp 
is the usual hypothesis to be tested in Latin square design. It is not 
2 possible to test any hypothesis concerning rows or columns • Proceeding 
to the test of H , we calculate matrices T and E for treatment and error. 
0 
2 . 
This is for the same reason we do not test the effects of blocks 
in the randomized block design. These design effects are created by the 
researcher by the manner in which he restricts his randomization, selects 
his experimental units. A test, if made, has no probability associated 
with it. Large values of the mean squares simply mean that the researcher 
did a good job in design. 
13 
1 g 1 
t = - l: T T. - G G 
rs g i=l ir 1s g2 r s 
e 
rs 
g g g 
= l: l: l: Y .. k y .. k 
i= I j= I k= I lJ r lJ s 
I 
g ! R. R. - -
1 ! ck ck -
j= 1 Jr J s g k= I r s 
where 
g g 
Rjr \;\ t:1 y ijkr 
g g 
C = l: l: Y .. k 
kr i= 1 j= 1 lJ r 
g g 
T. = l: l: Y .. k 
ir j= I k= 1 lJ r 
G 
r = R + R2 + .... + R = cl + c2 + .•.. + C = Ir r gr r r gr 






= .... = l:g' 
only be tested on the completely randomized design. The test for 
can 






= ••• = µg, can be tested on all 
designs. Here are the procedures for these two possible tests: 
(i) Hypothesis of equality of the mean ve.ctors • 
• • • • = µ 
g 
14 
Using Rao 1s (1952) notation 
IT+ EI 
where E is the within-treatment deviation SSSP matrix of error, T is the 
SSSP matrix of treatment. In completely randomized design, the T + E 
matrix equals the total variance/ covariance matrix. 
Let 
and 
The notations that will be used are the following: 
g = number of groups or treatments. 
N = number of subjects in group (i). 
i 




= g-1 = degree of freedom for treatment. 
= number of responses. 
= DF + DF - k, where DF means degree of 
treatment error 
freedom, k = number of covariates. 









(1) F =-,;-- 7with DF (p, t-p); if q = 1, for any p 
(2) F c 1-;;:;VA t- ~- 1 with DF (Zp, 2(t- p- I)); if qc 2, for any p 
1-/\ 
(3) F = I\ ~ with DF (q, t-q); if p = 1, for any q q 
1-"VA t-q-1 
(4) F = --- ---- with DF (Zq, Z(t-q-1)); if p=Z, for any q "YA q 
1 
(5) F = l- /\ "S" ms-ZX. with DF (pq, (ms-2\.)); p, q > 2 
pq 
Approximate F not integer DF 
(ii) Hypothesis of the equality of group dispersions (CRD only). 
Ho: LI = L 2 = • • • • = ~ g 
This is presented by Box (1949), Box defines the criterion M: 
M = (N - g) In , ~ , 
N-g 
= (N-g)ln / S 1- ~ (Ni-1) ln j Si f 
where S = the pooled matrix among treatments. 
S . = variance/ covariance matrix within treatment i. 
1 
Required constants are: 
1 
Al = (~ N -1 
l i 
2 
1 2p +3p-l 
N-g) 6(p+l)(g-l) 
1 
A = (:E ---
2 · 2 










is positive, then 




b = 1-A -n /n 






is negative, then 
n = 
l 






This is a randomized block design with three treatments, four 
blocks, and two variables. Use this data set to do the multivariate F 
test. 
block 
tr e atment 1 2 3 4 
1 4 8 5 7 8 8 5 11 
2 6 6 1 8 2 7 2 6 
3 3 2 5 12 9 11 3 13 





921 460 L L yijl = LL Y . . 2 = LLY .. 1 yij2 = lJ lJ 
L yl ·1 = 22 f y 2jl = 11 L y3jl = 20 . LL Y . . 1 = 53 j J J i j lJ 
L ylj2 = 34 L y 2j2 = 27 L y3j2 = 38 LL Y .. 2 = 99 j j j i j lJ 
L y il I = 13 L yi21 = 11 L yi31 = 19 L yi41 = 10 i i i i 
L yil2 = 16 L yi22 = 27 r yi3 2 = 26 L yi42 = 30 i i i 
2 18 
2 2 
Corrected total for Y 
1 
= l: l: Yijl 
(u;¥ ij 1) 53 2 
bg - = 299-12 = 299-234. 083 
DF = 11 = 64.917 
(l:l:Y. / 2 
b~J
2 
= 921 - i~ = 921- 816. 75 
= 104. 25 
(:U:Y .. 1 ) (U::Y. . 2 ) 
lJ lJ = 
bg 
= 460 - 437. 25 = 22. 75 
2 2 
460
_ 53 X 99 
12 
2 f{2::Yi . 1 ) (:U:Y. . 1 ) 
Corrected treatments for Y
1 









DF = 2 = 251. 25 - 234. 083 = 17.167 
2 l:(l:Y ·2)2 




2 2 2 
34 + 27 + 3 8 
2 
b bg 4 
= 832. 25 - 816. 75 = 15. 5 
53 X 99 
12 
= 451. 25 - 43 7. 25 = 14. 0 
2 
2 l:(l:Y. · 1> 
Corrected blocks for Y
1 
= g lJ 
(l:l:Y )
2 
2 2 2 2 2 
__ 1J<.· j_l _ = _1_3_+_1_1_+_1_9_+_1 o ___ 5 3_ 
bg 3 12 




2 2 2 2 
,£..,,:_, • ·z 16 + 27 + 26 + 3 o __ lJ"--_ = ---------
bg 3 
12 
= 853.667-816.75 = 36.917 
~~Y. ·1)(~Y. ·2> (~Y. ·1)(~. ·2' 
y y = lJ lJ - lJ lJ 
1 2 g bg 
16 X 13 + 11 X 27 + 19 X 2 6 + 10 X 30 
In matrix form: 




53 X 99 
12 
= 433 - 43 7. 25 = - 4. 25 
22.75] 
104.25 
-4. 25 J 
36.917 
Treatments: l?.167 
Error = Total - Treatments -- Blocks: 
DF = 6 f64. 917 22. 75l_rl 7.167 
L 104. zf 
14. al.Ji 6. 2 5 - 4. 2 5 J == [3 1. 5 
15.~ l 36.917 
14.0] 
15. 5 
13. 0 ] 
51.833 
T + E= l7.167 
/\= IE I = 
IT+ Ej 
p = 2. 




14. OJ+ [31. 5 
I 5. 5 
13. 0 }[48. 667 
51. 833 
27. 0 ] 
67.333 
1463.75 
0.5745 = 2547.89 
q = 2. t=2+6=8 
t-p-1 = 
p 
1-0.758 8-2-1 0.242 
0. 758 X 2 = 0. 758 X 2 • S 
= 0. 3 2 X 2. 5 = Qtl 80 
associated with DF = (Zp. Z(t- p-1 )) ie. (4. 10) 




The STA TPAC /BASIC program was written using matrix mode. 
In performing the desired computations on multiple variables all the 
matrices needed for the multivariate tests were produced but only the 
main diagonals used. To modify the program the matrices were captured 
on disk and held for later use . The only thing we have to note is it 
holds all the variance/ covariance matrices within each treatment on 
disk as an extra i.n the completely randomized design. 
Following basic analysis of variances the program will perform 
the multivariate tests. If the model is completely randomized design, 
read all variance/ covariance n1atrices within treatment (S.) from disk, 
l 
then calculate the pooled matrix among treatments (S). These matrices 
are used for testing the hypothesis of equality of treatment dispersion 
H
0
: ~l = ~
2 
= ••• = ~g· The program branches to FUNCTION DDET to 
get the determinant of all S. and S. Following the steps Box has pre-
1 








, b and F ratio for this 
test. If the model is randomized block design or Latin square design, 
we don't need to test this hypothesis, so skip this part in program. 
The next step is to do the multivariate F test for the equality of 
treatment mean vectors. H :µ =µ = ••• =µ for all the models. 
0 1 2 g 
Read all the SSSP matrices for the desired model from disk. Move the 
22 
error SSSP matrix to lower triangular portion of matrix A and move the 
swn of error and treatment SSSP matrix to upper triangular portion of 
matrix A. Branch to SUBROUTINE MULTF. SUBROUTINE MULTF 
is the subprogram for testing the equality of the mean vectors which use 
Rao' s notation. For different conditions of treatment and variable num-
hers, do the different F tests. 
23 
PROGRAM DOCUMENTATION 
Up until now the BASIC program could calculate the analysis of 
variance or covariance for completely randomized design (CRD) with 
unequal sample size, or randomized block design (RBD), or Latin 
square design (LSD) without replications or subsampling. With covariance, 
on a CRD, it will, on control, give a linear regression analysis within 
each treatm e nt. This program can now do the multivariate procedures 
with or without covariance on CRD, RBD and LSD. 
Automatically the program gives an analysis of variance and 
treatment means for each variable. With covariance, it gives the error 
correlation matrix, inverse matrix, solution matrix, adjusted analysis 
of variance, and adjusted means. Following these with multivariate 
control are variance/ covariance matrix within each treatment, pooled 
matrix for treatlnent (for CRD only). The SSSP matrix of row, column 
for LSD; block for RBD; and SSSP matrix of treatment and error for all 
of the designs. 





1 = Completely randomized design 






(23 - 24) 
(26) 
(41-80) 
3 = Latin square design 
Number of treatments (~ 100) 
Number of blocks ( < 100) 
Number of X's] 
Sum must be less than 20 
Number of Y's 
1 = Output regression within treatrn .ent for 
completely randomized design 
Input logical un i t, 
5 = C a rd r e ader 
15 = disk 
1 = Output multi variate tests 
Descriptive information 
The follov 1ing abbreviations are used on output: 
DF = degree of freedom 
SS = sum of squares 
MS = mean square 
SE = standard error of a mean 
EXP MEAN= overall mean of that variable 
C. V. = coefficient of variation 
2 
COEF OF DET = coefficient of determination (R ) 
DET = determinant of matrix 
SSSP = sum of square and product 
25 
SAMPLE PROBLEMS 
Two sample problems will be used to demonstrate the capabilities 
of this program. The first is randomized block design with three treat-
ments, four blocks. It has two responses per experimental unit (the 
same data as numerical example). The control card for this problem is: 
Column Description 
(4) 2 = RBD 
(8) 3 = number of treatments 
(12) 4 = number of block 
( 16) 0 = no covariate 
(20) 2 = number of Y's 
(22) 0 = RBD can't do regression within treatment 
(24) 5 = card reader 
(26) 1 = output multi variate test 
(41 - 80) descriptive information 
The second sample is a randomized block design with twenty-four 
treatments, two blocks. It has four responses per experimental unit. 
The control card is as follows; 
Column Description 
(4) 2 = RBD 
(7-8) 24 = number of treatments 
( I 2) 2 = number of blocks 
(16) 0 = no covariate 
(20) 4 = number of Y's 
(22) 0 = RBD can't do regression within treatment 
(24) 5 = card reader 
(26) 1 = output multi variate test 
(41-80) descriptive information 
27 
Sample problem 1 (input cards) 
1 2 J 4 2 5 1 t:.AAMl-'LE 
2 (4X,2f2,0) 
3 J ~ 
14 1 1 4 d 
5 1 2 5 1 
6 l 3 t, d 
7 l 4 511 
8 2 1 6 6 
9 i 2 l a 
10 2 3 ;_ 7 
11 ~ 4 ~ 0 
12 j 1 3 2 
1 3 3 ~ 512 
14 3 3 9 l l 
15 3 'i 31 3 
0 




Sample problem 1 
Computer output of hand calculated example 
? 3 '4 0 2 0 5 l EXAMPLE 
(4X~2f2,0l 
1 2 
ANALYSIS nF VARIA~CE, VARIABLf 1 







TRT e16349?lr+01 , ,171ti667E+02 eR5t:l3333E+01 















el l4',64t.F"+n l 
d 14564UF"<fo0l 
,44166667[+01 C • V • ,51P.782t'iE+OCJ 
{IF' VARIANCE, VAR.IA~LE ? 
r, f ss MS 
1 1 ,104?500F+03 
3 ,36Q1567E+O? 
TRT 2 .1c;c;ooor.f+o2 ,11succoE+o1 













fJCP MfAN ,825COOnni:-.at C, V • ,35626651( .. 00 
BLOCK SSSP ~ATRlx ~ITh l• Of 
1 ,1,.,socoE+c2 -.42c;oocor+o1 
') ,3,.91667£+02 
TR[AT~F.~T SSSP ~ATRix ~IT~ ?, OF" 




ERROR SSSP ~ATP.Ix wlTH At or 
1 .31~oonoE+o~ .11noooor+o~ 
2 ,5HU:-i33E+02 
'I· ·' ~ TR [ A T • + r R R OR S S 5 P M A T R I X l S 
1 .4~~6~67E+C2 .21ooooor+o~ 
, ,6733333[+02 
=-!".-
T•E DET• -~~47~8QE+04 
E OfT• .t~b3750E+04 
MULTIVARIATE fz o.eo WITH 4,0 10.0 or 
( 
i 30 , 
Sample problem 2 (input cards) 
~ 'J " 2 0 110~1 RBO wITHnUT C.OVARlHiCF: 
(6X,4f3.0l 
l ? 3 ~ 
l l 1 1 0 1 7 32 
2 1 1 2 4 Q 8 19 
3 l 2 1 11 1? "I 6 
4 1 2 2 r; Q 7 1 9 
5 l 3 1 1 c; 1 t 5 9 
6 1 3 2 R Q 6 15 
7 1 4 1 4 Q 1 0 1 7 
8 1 4 2 c; R 11 16 
9 1 5 1 ? 1 s; 2 ?1 
10 1 5 2 A ,. 6 ?4 
11 1 6 1 1 ? 14 4 10 
12 1 6 2 1 c; 7 27 
13 2 1 1 1 4 1 1 24 
14 2 1 2 I, c; 6 23 
15 2 2 1 Q R 10 13 
16 2 2 2 1 ,. b ?5 
17 2 3 1 0 R 6 ') 6 
18 2 3 2 ? ,. 7 ?5 
19 2 " 1 1 7 ,. 11 6 20 2 4 2 ? ,. 6 26 
21 2 5 1 Q ? 7 22 
22 2 5 2 Q 11 I 13 
23 2 6 1 10 tA C, 7 
24 2 6 2 1 0 A 10 16 
25 3 1 1 10 Q 1 1 10 
26 3 1 2 3 c; 2 30 
27 3 2 1 1 1 to .., 1 0 
28 3 2 2 c; A 1 2 15 
29 3 3 1 " Q 12 1 3 30 3 3 2 Q c; 1 1 15 
31 3 4 1 11 1? 7 10 
32 3 4 2 3 c; 1 3 19 
33 3 5 1 1 1 A d 13 
34 3 5 2 7 c; 20 8 
35 3 6 1 6 to b 16 
36 3 6 2 17 7 14 2 
37 4 1 1 30 10 
36 '6 1 2 14 10 1 1 s 
39 4 2 1 lR ' t 7 4 40 4 2 2 34 4 2 
41 4 3 1 1 ti 1 20 3 
42 4 3 2 40 
43 4 4 1 '31 l 4 , 
44 4 4 2 3Q 1 
45 .. 5 1 lQ 1? b 3 
46 4 ~ 2 '} 1 t 9 18 
47 4 6 1 37 l 
46 4 6 2 13 Q 10 8 
( . / 
( 
·"·' ..... 
· Sample pr6blem 2 (computer output) 31 
? ?U 2 0 U O 5 l 
(6X,4f3.0> RBD wITHnUT LOVARIANC[ 










































Cf ss f.1S 
'4 1 e51<i647QE+04 
1 ,5Rt;?O~~F+02 
t!J e37f.797CIE+04 e163d?52£+o3 










































• 5 4 5 7 3 0 3F+ n l 
,545730~F-+r'll 







•11229lt,,7J:"+O;> C. V • e6t.S72987:?.E+Ou 
nF VARIAI\CE, VARIABLE ?. 
r,f ss MS 
47 .73Qfi667( '+03 
1 ,2t113nE+02 
2l e401b667E+03 ,t74bJ77E-+02 
















































• 7 0 0 Ci (J () 0 E. + 0 1 






e 15 C OC 00 of.+ 0 o 
.1:cocoocE+Oo 
.,cor.oocr+o1 







, U,2374QF"+O 1 
.26::>J74Qr+nl 
• 26::> J 7 4 QF" + n 1 
,262374QF"+n1 
• 26? 3 7 4 QF"-+ r, l 




• 26;, 3 7 4 ~r • ri 1 
• 2 6 2 3 7 4 ~r + n l 









EXP MEAN ,69166667E+Ol C • \/ • ,53646374(+00 
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