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STABILITY THRESHOLD OF THE 2D COUETTE FLOW IN SOBOLEV
SPACES
NADER MASMOUDI AND WEIREN ZHAO
Abstract. We study the stability threshold of the 2D Couette flow in Sobolev spaces at high
Reynolds number Re. We prove that if the initial vorticity Ωin satisfies ‖Ωin − (−1)‖Hσ ≤
ǫRe
−1/3, then the solution of the 2D Navier-Stokes equation approaches to some shear flow
which is also close to Couette flow for time t ≫ Re1/3 by a mixing-enhanced dissipation
effect and then converges back to Couette flow when t→ +∞.
1. Introduction
In this paper, we consider the 2D incompressible Navier-Stokes equations in T×R:
(1.1)
 ∂tV + V · ∇V +∇P − ν∆V = 0,∇ · V = 0,
V |t=0 = Vin(x, y).
where ν denote the viscosity which is the multiplicative inverse of the Reynolds number Re.
V = (U1, U2) and P denote the velocity and the pressure of the fluid respectively. Let
Ω = ∂xU
2 − ∂yU1 be the vorticity, which satisfies
(1.2) Ωt + V · ∇Ω− ν∆Ω = 0.
The Couette (y, 0) is a steady solution of (1.1).
Now we introduce the perturbation, let Ω = ω − 1 and V = (y, 0) + (Ux, Uy) then ω =
∂xU
y − ∂yUx satisfies {
∂tω + y∂xω − ν∆ω = −U · ∇ω,
ω|t=0 = ωin(x, y),(1.3)
and U = (Ux, Uy) = (−∂yψ, ∂xψ) with ∆ψ = ω.
The study of (1.3) for small perturbations is an old problem in hydrodynamic stability,
considered by both Rayleigh [31] and Kelvin [23], as well as by many modern authors with
new perspectives(see e.g. the classical texts [16, 37] and the references therein). Rayleigh
and Kelvin both studied the linearization of (1.3), which is simply ∂tω + y∂xω − ν∆ω = 0,∆ψ = ω,
ω|t=0 = ωin(x, y).
(1.4)
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Indeed, if we denote by ωˆ(t, k, η) the Fourier transform of ω(t, x, y), then the solution of (1.4)
can be write as
ωˆ(t, k, η) = ωˆin(k, η + kt) exp
(
−ν
∫ t
0
|k|2 + |η − ks+ kt|2ds
)
,
ψˆ(t, k, η) =
−ωˆin(k, η + kt)
k2 + η2
exp
(
−ν
∫ t
0
|k|2 + |η − ks+ kt|2ds
)
,
(1.5)
which gives that
‖∂yP6=ψ‖L2 + 〈t〉‖∂xP6=ψ‖L2 ≤ C〈t〉−1e−cνt
3‖P6=ωin‖H2 ,
‖P6=ω‖L2 ≤ C‖P6=ωin‖L2e−cνt
3
,
(1.6)
here we denote by P6=f = f(x, y)− 12π
∫
T
f(x, y)dx the projection to nonzero mode of f . The
first inequality in (1.6) is the inviscid damping and the second one is the enhanced dissipation.
These two results both are related to the vorticity mixing effect.
In [30], Orr observed an important phenomenon that the velocity will tend to 0 as t→∞,
even for a time reversible system such as the Euler equations(ν = 0). This phenomenon is so-
called inviscid damping, which is the analogue in hydrodynamics of Landau damping found
by Landau [24], which predicted the rapid decay of the electric field of the linearized Vlasov
equation around homogeneous equilibrium. Mouhot and Villani [29] made a breakthrough
and proved nonlinear Landau damping for the perturbation in Gevrey class(see also [3]).In
this case, the mechanism leading to the damping is the vorticity mixing driven by shear flow
or Orr mechanism [30]. See [32] for similar phenomena in various system. We point out that
the inviscid damping for general shear flow is a challenge problem even in linear level due to
the presence of the nonlocal operator for general shear flow. For the linear inviscid damping
we refer to [39, 34, 20, 17] for the results of general monotone flows. For non-monotone flows
such as the Poiseuille flow and the Kolmogorov flow, another dynamic phenomena should be
taken into consideration, which is so called the vorticity depletion phenomena, predicted by
Bouchet and Morita [11] and later proved by Wei, Zhang and Zhao [35, 36]. Due to possible
nonlinear transient growth, it is a challenging task extending linear damping to nonlinear
damping. Even for the Couette flow there are only few results. Moreover, nonlinear damping
is sensitive to the topology of the perturbation. Indeed, Lin and Zeng [26] proved that
nonlinear inviscid damping is not true for the perturbation of the Couette flow in Hs for
s < 32 . Bedrossian and Masmoudi [7] proved nonlinear inviscid damping around the Couette
flow in Gevrey class 2−. Recently Deng and Masmoudi [14] proved that the instability for
initial perturbations in Gevrey class 2+. We refer to [19, 21] and references therein for
other related interesting results. Moreover it is also observed by Orr that, if we rewrite the
linearized system by the change of coordinates f(t, z, y) = ω(t, z + ty, y), then the Fourier
transform of the stream function φ(t, z, y) = ψ(t, z + yt, y) is
φˆ(t, k, η) =
fˆ(t, k, η)
(η − kt)2 + k2 ,(1.7)
The denominator of (1.7) is minimized at t = ηk which is known as the Orr critical times.
The second phenomenon — enhanced dissipation is sometimes referred to modern authors
as the ‘shear-diffusion mechanism’. This decay rate is much faster than the diffusive decay
of e−νt. The mechanism leading to the enhanced dissipation is also due to vorticity mixing.
However, for the nonlinear system, the Orr mechanism is known to interact poorly with
the nonlinear term, creating a weakly nonlinear effect referred to as an echo. The basic
mechanism is straight-forward: a mode which is near its critical time is creating most of the
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velocity field and at this point can interact with the enstrophy which as already mixed to
transfer enstrophy to a mode which is un-mixing. When this third mode reaches its critical
time, the result of the nonlinear interaction becomes very strong (the time delay explains
the terminology ‘echo’). There are two necessary ways to control(compete against) the echo
cascades. One is to assume enough smallness of the initial perturbations such that the rapid
growth of the enstrophy may not happen before enhanced dissipative time-scale ν−
1
3 . The
other is to assume enough regularity (Gevery class) of the initial perturbations such that one
can pay enough regularity to control the growth caused by the echo cascade.
In this work, we are interested in the first method to stabilize the system and studying the
long time behavior of (1.3) for small initial perturbations ωin. We are aimed at finding the
largest perturbation (threshold) in Sobolev spaces below which the Couette flow is stable.
More precisely, we are studying the following classical question:
Given a norm ‖ · ‖X , find a β = β(X) so that
‖ωin‖X ≤ νβ ⇒ stability,
‖ωin‖X ≫ νβ ⇒ instability.
Another interesting question which is related to this problem is the nonlinear enhanced
dissipation and inviscid damping which can be proposed in the following two ways:
1. Given a norm ‖ · ‖X(X ⊂ L2), determine a β = β(X) so that for the initial vorticity
‖ωin‖X ≪ νβ and for t > 0
‖ω 6=‖L2x,y ≤ C‖ωin‖Xe−cν
1
3 t and ‖V 6=‖L2t,x,y ≤ C‖ωin‖X ,(1.8)
or the weak enhanced dissipation type estimate
‖ω 6=‖L2tL2x,y ≤ Cν
− 1
6‖ωin‖X(1.9)
holds for the Navier-Stokes equation (1.3).
2. Given β, is there an optimal function space X ⊂ L2 so that if the initial vorticity
satisfies ‖ωin‖X ≪ νβ, then (1.8) or (1.9) hold for the Navier-Stokes equation (1.3)?
These two problems(find the smallest β or find the largest function space X) are related to
each other, since one can gain regularity in a short time by a standard time-weight argument
if the initial perturbation is small enough.
We summarize the results as follows:
• For β = 0, Bedrossian, Masmoudi and Vicol [8] showed that if X is taken as Gevery-m
with m < 2, then the Couette flow is stable and (1.9) holds.
• For β = 12 , Bedrossian, Vicol and Wang [9] proved the Couette flow is stable as well
as the nonlinear enhanced dissipation and inviscid damping for the perturbation of
initial vorticity in Hs, s > 1.
• For β = 12 , recently in [28], we proved the nonlinear enhanced dissipation and inviscid
damping for the perturbation of initial vorticity in the almost critical space H logx L2y ⊂
L2x,y.
Let us also mention some other recent progress [4, 5, 6, 13, 15, 17, 25, 27, 18, 33, 36, 38]
on the stability problem of different types of shear flows in different domains.
In this paper, we find a smaller β(= 13) such that the Couette flow is stable and the
nonlinear enhanced dissipation and inviscid damping hold, when X takes a Sobolev spaces.
Our main result is stated as follows.
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Theorem 1.1. For σ ≥ 40, ν > 0, there exist 0 < ǫ0, ν0 < 1, such that for all 0 < ν ≤ ν0
and 0 < ǫ ≤ ǫ0, if ωin satisfies ‖ωin‖Hσ ≤ ǫν 13 , then the solution ω(t) of (1.3) with initial
data ωin satisfies the following properties:
1. Global stability in Hσ,
(1.10) ‖ω (t, x+ ty +Φ(t, y), y)‖Hσ ≤ Cǫν
1
3 ,
where Φ(t, y) is given explicitly by
Φ(t, y) =
∫ t
0
eν(t−τ)∂
2
y
(
1
2π
∫
T
Ux(τ, x, y)dx
)
dτ.
2. Inviscid damping,
(1.11) ‖P6=Ux‖2 + 〈t〉 ‖Uy‖2 ≤
Cǫν
1
3
〈νt3〉 〈t〉
−1.
3. Weak enhanced dissipation,
(1.12) ‖P6=ω(t)‖2 ≤
Cǫν
1
3
〈νt3〉 .
The constant C is independent of ν and ǫ.
Remark 1.2. By replacing D(t, η) by D(t, η)α with α ≥ 1 in the proof and assuming σ large
enough(depending on α), one can obtain the stronger enhanced dissipation of the following
from:
‖P6=ω(t)‖2 ≤
Cǫν
1
3
〈νt3〉α .(1.13)
However, the weak enhanced dissipation of the same decay rate as in the Theorem 1.1 is
enough for the proof of the Sobolev stability. Both (1.12) and (1.13) are far from the expo-
nential decay of the linear case.
Let us now outline the main ideas in the proof of Theorem 1.1. First, we provide a (well
chosen) change of variable that adapts to the solution as it evolves and yields a new ‘relative’
velocity which is time-integrable. Second, we will construct a new multiplier which can be
regarded as a ghost weight in phase space and helps us control the growth caused by echo
cascades.
2. Proof of Theorem 1.1
In this section, we will present several key propositions and complete the proof of Theorem
1.1 by admitting those propositions.
2.1. Notation and conventions. See Section 11.1 for the Fourier analysis conventions we
are taking. A convention we generally use is to denote the discrete x (or z) frequencies as
subscripts. By convention we always use Greek letters such as η and ξ to denote frequencies
in the y or v direction and lowercase Latin characters commonly used as indices such as k
and l to denote frequencies in the x or z direction (which are discrete). Another convention
we use is to denote M,N,K as dyadic integers M,N,K ∈ D where
D =
{
1
2
, 1, 2, 4, 8, ..., 2j , ...
}
.
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When a sum is written with indices K,M,M ′, N or N ′ it will always be over a subset of
D. We will mix use same A for Af = (A(η)fˆ (η))∨ or Afˆ = A(η)fˆ (η), where A is a Fourier
multiplier.
We use the notation f . g when there exists a constant C > 0 independent of the
parameters of interest such that f ≤ Cg(we analogously g & f define). Similarly, we use
the notation f ≈ g when there exists C > 0 such that C−1g ≤ f ≤ Cg.
We will denote the l1 vector norm |k, η| = |k|+ |η|, which by convention is the norm taken
in our work. Similarly, given a scalar or vector in Rn we denote
〈v〉 = (1 + |v|2) 12 .
We use a similar notation to denote the x or z average of a function: < f >= 12π
∫
f(x, y)dx =
f0. We also frequently use the notation f 6= = P6=f = f − f0. We denote the standard L2
norms by ‖ · ‖2. The norm of Sobolev space Hσ is given by
‖f‖Hσ =
∥∥∥(〈η〉σ fˆ)∨∥∥∥
2
The norm space-time Sobolev space LpT (H
σ) is given by
‖f‖LpT (Hγ ) =

sup
t′∈[1,t]
‖f(t′)‖Hσ , p =∞,
(∫ t
1
‖f(t′)‖pHσdt′
) 1
p
, 1 ≤ p <∞.
For |m| = 0, 1, 2, ... and mη ≥ 0, let
tm,η =
2η
2m+ 1
.(2.1)
We then use
Im,η
def
= [tm,η, tm−1,η ],(2.2)
form = 1, 2, ..., to denote any resonant interval and its left and right part with η ≥ (2m+1)m.
For |η| ≥ 3, we denote E(√|η|) the largest integer satisfying (2E(√|η|) + 1)E(√|η|) ≤ |η|
and then E(
√|η|) ≈ √|η|. Let t(η) = 2η
2E(
√
|η|)+1 ≈
√|η| be the starting of the resonant
interval. Then we denote
It(η)
def
= [t(η), 2|η|] =
E(
√
η)⋃
m=1
Im,η(2.3)
the whole resonant interval.
For a statement Q, 1Q or χ
Q will denote the function that equals 1 if Q is true and 0
otherwise.
2.2. Coordinate transform. We will use the same change of coordinates as in [8] which
allows us to simultaneously ’mod out’ by the evolution of the time-dependent background
shear flow and treat the mixing of this background shear as a perturbation of the Couette
flow (in particular, to understand the nonlinear effect of the Orr mechanism).
The change of coordinates used is (t, x, y) → (t, z, v), where z(t, x, y) = x − tv(t, y) and
v(t, y) satisfies
(∂t − ν∂yy) (t(v(t, y) − y)) =< Ux > (t, y),
with initial data lim
t→0
t(v(t, y) − y) = 0. Where < Ux > (t, y) = 12π
∫
T
Ux(t, x, y)dx.
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Define the following quantities
C(t, v(t, y)) = v(t, y) − y,(2.4)
v′(t, v(t, y)) = (∂yv)(t, y),(2.5)
v′′(t, v(t, y)) = (∂yyv)(t, y),(2.6)
[∂tv](t, v(t, y)) = (∂tv)(t, y),(2.7)
f(t, z(t, x, y), v(t, y)) = ω(t, x, y),(2.8)
φ(t, z(t, x, y), v(t, y)) = ψ(t, x, y),(2.9)
u˜(t, z(t, x, y), v(t, y)) = Ux(t, x, y).(2.10)
Thus we get
(2.11) ∆tφ
def
= ∂zzφ+ (v
′)2(∂v − t∂z)2φ+ v′′(∂v − t∂z)φ = f,
and
∂tf + [∂tv]∂vf − νv′′t∂zf + v′∇⊥z,vP6=φ · ∇z,vf = ν∆tf,(2.12)
where ∇⊥z,v = (−∂v, ∂z), ∇z,v = (∂z, ∂v) and P6=φ = φ− < φ >, u˜0(t, v) = 12π
∫
T2π
u˜(t, z, v)dz.
We also obtain that
(2.13) ∂tu˜0 + [∂tv]∂vu˜0+ < v
′∇⊥z,vP6=0φ · ∇u˜ >= ν∆tu˜0.
Define the auxiliary function
g(t, v) =
1
t
(u˜0(t, v) − C(t, v)),
which implies that
[∂tv] = g + νv
′′,
v′∂vC(t, v) = v′(t, v) − 1,
∂tC + [∂tv]∂vC = [∂tv],
v′∂vv′ = v′′ = ∆tC,
and that g satisfies
(2.14) ∂tg +
2g
t
+ g∂vg = −v
′
t
< ∇⊥z,vP6=φ · ∇z,vu˜ > +ν(v′)2∂vvg.
If we denote h = v′ − 1, we get that
∂th+ g∂vh =
−f0 − h
t
+ ν∆˜th.(2.15)
Let h¯ = −f0−ht , thus we obtain that
∂th¯+ g∂vh¯ = −2
t
h¯+
v′
t
< ∇⊥z,vP6=φ · ∇z,vf > +ν∆˜th¯.(2.16)
It gives that
(2.17) ∂tf + u · ∇z,vf = ν∆˜tf,
where
u(t, z, v) =
(
0
g
)
+ v′∇⊥z,vP6=φ
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and ∆˜tf = ∂zzf + (v
′)2(∂v − t∂z)2f .
By the changing of the coordinates we deduce our problem to studying the following system:
∂tf + u · ∇z,vf = ν∆˜tf,
u(t, z, v) =
(
0
g
)
+ v′∇⊥z,vP6=φ,
∆tφ = f, v
′′ = v′∂vv′, h = v′ − 1,
(2.18)

∂tg +
2g
t
+ g∂vg = −v
′
t
< ∇⊥z,vP6=φ · ∇z,vu˜ > +ν(v′)2∂vvg,
∂th¯+
2
t
h¯+ g∂vh¯ =
v′
t
< ∇⊥z,vP6=φ · ∇z,vf > +ν(v′)2∂vvh¯,
∂th+ g∂vh = h¯+ ν(v
′)2∂vvh,
u˜ = −v′(∂v − t∂z)φ.
(2.19)
2.3. Main energy estimate. In light of the previous section, our goal is to control solution
to (2.18) and (2.19) uniformly in a suitable norm as t→∞. The key idea we use for this is
the carefully designed time-dependent norm written as
‖Aσ(t,∇)f‖22 =
∑
k
∫
η
∣∣∣Aσk(t, η)fˆk(t, η)∣∣∣2 dη,
where Aσk(t, η) is defined in (3.9).
We also introduce another time-dependent norm for 8 ≤ s ≤ σ − 10,
‖AsE(t, ∂k, ∂v)f‖22 =
∑
k 6=0
∫
η
∣∣∣AsE(t, k, η)fˆk(t, η)∣∣∣2 dη,
which quantifies the enhanced dissipation effect with
AsE(t, k, η) = 〈k, η〉sD(t, η),
with
D(t, η) =
1
3
ν|η|3 + 1
24
ν(t3 − 8|η|3)+.
Here E stands for enhanced dissipation.
We define our higher Sobolev energy:
(2.20) Eσ(t) = 1
2
‖Aσ(t)f(t)‖22 + Ev(t),
where
(2.21) Ev(t) = ‖g‖2Hσ + ν
1
3 ‖h‖2Hσ + ν
1
3‖h¯‖2Hσ + ‖h‖2Hσ−1 + ‖h¯‖2Hσ−1
By the well-posedness theory for 2D Navier-Stokes equation in Sobolev spaces we may
safely ignore the time interval (say) [0, 1] by further restricting the size of the initial data.
That is we have the following lemma.
Lemma 2.1. For ǫ > 0, ν > 0 and σ ≥ 40, there exists ǫ′ > 0 such that if ‖ωin‖Hσ ≤ ǫ′ν 13 ,
then
sup
t∈[0,1]
Eσ(t) ≤ (ǫν 13 )2.
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We define the following controls referred to in the sequel as the bootstrap hypotheses for
t ≥ 1.
Higher regularity: main system
(2.22) ‖Aσf(t)‖22 + ν
∫ t
1
∥∥∥√−∆LAσf(t′)∥∥∥2
2
dt′ +
∫ t
1
CKw(t
′)dt′ ≤ (8ǫν 13 )2,
where the CK stands for ’Cauchy-Kovalevskaya’
CKw(t) =
∑
k
∫
∂twk(t, η)
wk(t, η)
∣∣∣Aσk(t, η)fˆk(t, η)∣∣∣2 dη.
Higher regularity: coordinate system
〈t〉‖g‖Hσ +
∫ t
1
‖g(t′)‖Hσdt′ ≤ 8ǫν 13 ,
t3‖Aσh¯(t)‖22 +
∫ t
1
t′3
∥∥∥∥∥
√
∂tw
w
Aσh¯
∥∥∥∥∥
2
2
dt′
+
1
4
∫ t
1
t′2‖Aσh¯‖22dt′ +
1
4
ν
∫ t
1
t′3‖∂vAσh¯‖22dt′ ≤ 8ǫ(ǫν
1
6 )2,
‖h(t)‖2Hσ + ν
∫ t
1
‖∂vh(t′)‖2Hσdt′ ≤ 8(10ǫν
1
6 )2
(2.23)
Lower regularity: enhanced dissipation
(2.24) ‖AsEf(t)‖22 +
2
5
ν
∫ t
1
∥∥∥√−∆LAsEf(t′)∥∥∥2
2
dt′ ≤ (8ǫν 13 )2.
Lower regularity: decay of zero mode
〈t〉4‖g(t)‖2Hσ−6 + ν
∫ t
1
t′4‖∂vg(t′)‖2Hσ−6dt′ ≤ (8ǫν
1
3 )2,
〈t〉4‖h¯(t)‖2Hσ−6 + ν
∫ t
1
t′4‖∂vh¯(t′)‖2Hσ−6dt′ ≤ (8ǫν
1
3 )2,
‖f0‖2Hs +
tν
2
‖∂vf0‖2Hs + ν
∫ t
1
(
‖∂vf0(t′)‖2Hs +
t′ν
2
‖∂vf0(t′)‖2Hs
)
dt′ ≤ (8ǫν 13 )2.
(2.25)
Assistant estimates
〈t〉‖h¯‖Hσ−1 +
∫ t
1
‖h¯(t′)‖Hσ−1dt′ ≤ 8ǫν
1
3 ,
‖h(t)‖2Hσ−1 + ν
∫ t
1
‖∂vh(t′)‖2Hσ−1dt′ ≤ 8(10ǫν
1
3 )2.
(2.26)
The following proposition follows from the bootstrap hypotheses, elliptic estimates and the
properties of the multipliers: Aσ and AsE .
Proposition 2.2. Under the bootstrap hypotheses, the following inequalities hold:
‖f‖Hσ + ν 12
∥∥∥√−∆Lf∥∥∥
L2T (H
σ)
+
∥∥∥∥∥
√
∂tw
w
f
∥∥∥∥∥
L2T (H
σ)
. ǫν
1
3 ,(2.27)
‖f 6=‖Hs + ν
1
2
∥∥∥√−∆Lf 6=∥∥∥
L2T (H
s)
.
ǫν
1
3
〈νt3〉 ,(2.28)
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and the inviscid damping results
‖P6=φ‖Hσ−4 .
ǫν
1
3
〈t2〉 , ‖u˜6=‖Hσ−3 .
ǫν
1
3
〈t〉 .(2.29)
This proposition together with Lemma 11.2 implies Theorem 1.1.
Proof. By Lemma 3.3, we get Aσk(t, η) ≈ 〈k, η〉σ . Thus we have ‖Aσf‖2 ≈ ‖f‖Hσ which
implies (2.27).
By Lemma 3.4, we get D(t, η) ≥ νt3, thus ‖AsEf‖2 & νt3‖f‖Hs which gives (2.28).
The inviscid damping result (2.29) follows form Lemma 4.1 and Lemma 4.2. 
For the enhanced dissipation and the inviscid damping in Sobolev norm, we also have the
following remark.
Remark 2.3. Under the bootstrap hypotheses, it holds that
‖ω 6=(t, x+ ty +Φ(t, y), y)‖Hs . ǫν
1
3
〈νt3〉 ,
and
‖Uy(t, x+ ty +Φ(t, y), y)‖Hσ−4 .
ǫν
1
3
〈t2〉 ,∥∥Ux6=(t, x+ ty +Φ(t, y), y)∥∥Hσ−4 . ǫν 13〈t〉 .
Recall that
f(t, z(t, x, y), v(t, y)) = ω(t, x, y)⇒ ω(t, x+ ty +Φ(t, y), y) = f(t, x, v(t, y)),
u˜(t, z(t, x, y), v(t, y)) = Ux(t, x, y)⇒ Ux(t, x+ ty +Φ(t, y), y) = u˜(t, x, v(t, y)),
∂zφ(t, z(t, x, y), v(t, y)) = U
y(t, x, y)⇒ Uy(t, x+ ty +Φ(t, y), y) = (∂zφ)(t, x, v(t, y)),
The remark follows directly from (2.28), (2.29), the composition Lemma 11.2 and the boot-
strap hypotheses for the regularity of the coordinate system.
By Lemma 2.1, for the rest of the proof we may focus on times t ≥ 1. Let I∗ be the
connected set of times t ≥ 1 such that the bootstrap hypotheses (2.22)-(2.26) are all satisfied.
We will work on regularized solutions for which we know Eσ(t) takes values continuously in
time, and hence I∗ is a closed interval [1, T ∗] with T ∗ ≥ 1. The bootstrap is complete if
we show that I∗ is also open, which is the purpose of the following proposition, the proof of
which constitutes the majority of this work.
Proposition 2.4. For σ ≥ 40, ν > 0 and 8 ≤ s ≤ σ−10, there exist 0 < ǫ0, ν0 < 1, such that
for all 0 < ν ≤ ν0 and 0 < ǫ ≤ ǫ0, such that if on [1, T ∗] the bootstrap hypotheses (2.22)-(2.26)
hold, then for any t ∈ [1, T ∗],
1. Vorticity boundedness,
‖Aσf(t)‖22 + ν
∫ t
1
‖
√
−∆LAσf(t′)‖22dt′ +
∫ t
1
CKw(t
′)dt′ ≤ (6ǫν 13 )2,
2. Control of coordinates system,
〈t〉‖g‖Hσ +
∫ t
1
‖g(t′)‖Hσdt′ ≤ 6ǫν 13 ,
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t3‖Aσh¯(t)‖22 +
∫ t
1
t′3
∥∥∥∥∥
√
∂tw
w
h¯
∥∥∥∥∥
2
Hσ
dt′
+
1
4
∫ t
1
t′2‖Aσh¯‖22dt′ +
1
4
ν
∫ t
1
t′3‖∂vAσh¯‖22dt′ ≤ 6ǫ(ǫν
1
6 )2,
‖h(t)‖2Hσ + ν
∫ t
1
‖∂vh(t′)‖2Hσdt′ ≤ 6(10ǫν
1
6 )2.
3. Enhanced dissipation,
‖AsEf(t)‖22 +
2
5
ν
∫ t
1
‖
√
−∆LAsEf(t′)‖22dt′ ≤ (6ǫν
1
3 )2,
4. Decay of zero mode,
〈t〉4‖g(t)‖2Hσ−6 + ν
∫ t
1
t′4‖∂vg(t′)‖2Hσ−6dt ≤ (6ǫν
1
3 )2,
〈t〉4‖h¯(t)‖2Hσ−6 + ν
∫ t
1
t′4‖∂vh¯(t′)‖2Hσ−6dt ≤ (6ǫν
1
3 )2,
‖f0(t)‖2Hs +
tν
2
‖∂vf0‖2Hs + ν
∫ t
1
(
‖∂vf0(t)‖2Hs +
t′ν
2
‖∂vf0(t′)‖2Hs
)
dt′ ≤ (6ǫν 13 )2,
5. Assistant estimate,
〈t〉‖h¯‖Hσ−1 +
∫ t
1
‖h¯(t′)‖Hσ−1dt′ ≤ 6ǫν
1
3 ,
‖h(t)‖2Hσ−1 + ν
∫ t
1
‖∂vh(t′)‖2Hσ−1dt′ ≤ 6(10ǫν
1
3 )2,
from which it follows that T ∗ = +∞.
The remainder of the paper is devoted to the proof of Proposition 2.4, the primary step
being to show that on [1, T ∗], we have the following estimates:
‖Aσf(t)‖22 + ν
∫ t
1
‖
√
−∆LAσf(t′)‖22dt′ +
∫ t
1
CKw(t
′)dt′
≤ 2‖Aσf(1)‖22 + Cǫ3ν
2
3 ,(2.30)
〈t〉‖g‖Hσ +
∫ t
1
‖g(t′)‖Hσdt′ ≤ 2‖g(1)‖Hσ + Cǫ2ν
1
3 ,(2.31)
t3‖Aσh¯(t)‖22 +
∫ t
1
t′3
∥∥∥∥∥
√
∂tw
w
h¯
∥∥∥∥∥
2
Hσ
dt′ +
1
4
∫ t
1
t′2‖Aσh¯‖22dt′
+
1
4
ν
∫ t
1
t′3‖∂vAσh¯‖22dt′ ≤ 2‖h¯(1)‖Hσ + Cǫ4ν
1
3 ,(2.32)
‖h(t)‖2Hσ + ν
∫ t
1
‖∂vh(t′)‖2Hσdt′ ≤ 2‖h(1)‖Hσ + Cǫ3ν
1
3 ,(2.33)
‖AsEf(t)‖22 +
2
5
ν
∫ t
1
|
√
−∆LAsEf(t′)‖22dt′ ≤ 2‖AsEf(1)‖22 + Cǫ3ν
2
3 ,(2.34)
〈t〉4‖g(t)‖2Hσ−6 + ν
∫ t
1
t′4‖∂vg(t′)‖2Hσ−6dt′ ≤ 2‖g(1)‖2Hσ−6 + Cǫ(ǫν
1
3 )2,(2.35)
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〈t〉4‖h¯(t)‖2Hσ−6 + ν
∫ t
1
t′4‖∂vh¯(t′)‖2Hσ−6dt ≤ 2‖h¯(1)‖2Hσ−6 +Cǫ(ǫν
1
3 )2,(2.36)
‖f0(t)‖2Hs +
tν
2
‖∂vf0‖2Hs + ν
∫ t
1
(
‖∂vf0(t)‖2Hs +
t′ν
2
‖∂vf0(t′)‖2Hs
)
dt′
≤ 2‖f0(1)‖2Hs + ν‖∂vf0(1)‖2Hs + Cǫ3ν
2
3 ,(2.37)
〈t〉‖h¯‖Hσ−1 +
∫ t
1
‖h¯(t′)‖Hσ−1dt′ ≤ 2‖h¯(1)‖Hσ−1 +Cǫ2ν
1
3 ,(2.38)
‖h(t)‖2Hσ−1 + ν
∫ t
1
‖∂vh(t′)‖2Hσ−1dt′ ≤ 2‖h(1)‖2Hσ−1 + 8‖h¯‖2L1T (Hσ−1) + Cǫ
2ν
1
3 .(2.39)
for some constant C independent of ǫ, ν and T ∗. If ǫ is sufficiently small then (2.30)-(2.39)
implies Proposition 2.4.
It is natural to compute the time evolution of the following quantities:
EH,f = ‖Aσf(t)‖22, EH,g = t‖g‖Hσ , EH,h¯ = t3‖Aσh¯‖2Hσ , EH,h = ‖h(t)‖2Hσ ,
and
EL, 6= = ‖AsEf(t)‖22, EL,g = t4‖g(t)‖2Hσ−6 , EL,h¯ = t4‖h¯‖2Hσ−6 , EL,0 = ‖f0(t)‖2Hs +
tν
2
‖∂vf0‖2Hs ,
and
Eas,h¯ = t2‖h¯‖2Hσ−1 , Eas,h = ‖h(t)‖2Hσ−1 ,
where H stands for the highest regularity, L stands for the lower regularity, as stands for
assistant.
The most difficult part in the proof is to control the energy EH,f . Here we present the
calculations of the time evolution of EH,f . The calculations of the time evolution of EH,g,
Eas,h¯, Eas,h, EH,h¯ and EH,h are in Section 9.1. The calculations of the time evolution of EL,g
and EL,h¯ are in Section 9.3. The calculations of the time evolution of EL, 6= and EL,0 are in
Section 10.
The rest part of this section will give an outline of the proof of (2.30).
The proof of (2.31) can be found in Section 9.1.1;
The proof of (2.32) and (2.33) can be found in Section 9.2;
The proof of (2.34) can be found in Section 10.1;
The proof of (2.35) can be found in Section 9.3.1;
The proof of (2.36) can be found in Section 9.3.2;
The proof of (2.37) can be found in Section 10.2;
The proof of (2.38) and (2.39) can be found in Section 9.1.2.
Form the time evolution of EH,f we get
(2.40)
1
2
d
dt
∫
T×R
|Aσf(t)|2 dvdz = −CKw−
∫
AσfAσ(u∇f)dzdv+ν
∫
AσfAσ
(
∆˜tf
)
dzdv.
where the CK stands for ’Cauchy-Kovalevskaya’
CKw =
∑
k
∫
∂twk(t, η)
wk(t, η)
∣∣∣Aσk (t, η)fˆk(t, η)∣∣∣2 dη.(2.41)
To treat the second term in (2.40), we have∫
AσfAσ(u∇z,vf)dzdv = −1
2
∫
∇ · u|Aσf |2dvdz +
∫
Aσf [Aσ(u · ∇f)− u · ∇Aσf ] dzdv.
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Notice that the relative velocity is not divergence free:
∇ · u = ∂vg + ∂zφ∂vv′ = ∂vg + ∂zP6=φ∂vh.
The first term is controlled by the bootstrap hypothesis (2.25). For the second term we use
the elliptic estimates, Lemma 4.1, which shows that under the bootstrap hypotheses we have
(2.42) ‖P6=φ‖Hσ−4 .
ǫν
1
3
〈t〉2 .
Therefore, by the Sobolev embedding, σ > 40 and the bootstrap hypotheses,∣∣∣∣∫ ∇ · u|Aσf |2dvdz∣∣∣∣ . ‖∇u‖L∞‖Aσf‖22
.
(‖g‖H2 + (1 + ‖h‖H2)‖P6=φ‖H3)‖Aσf‖22 . ǫν 13〈t〉2 ‖Aσf‖22.
(2.43)
To handle the commutator,
∫
Aσf [Aσ(u · ∇f)− u · ∇Aσf ] dzdv, we use a paraproduct de-
composition. Precisely, we define three main contributors: transport, reaction and remainder:∫
Aσf [Aσ(u · ∇f)− u · ∇Aσf ] dzdv = 1
2π
∑
N≥8
TN +
1
2π
∑
N≥8
RN +
1
2π
R,(2.44)
where
TN = 2π
∫
Aσf
[
Aσ(u<N/8 · ∇fN)− u<N/8 · ∇AσfN
]
dzdv
RN = 2π
∫
Aσf
[
Aσ(uN · ∇f<N/8)− uN · ∇Aσf<N/8
]
dzdv
R = 2π
∑
N∈D
∑
1
8
N≤N ′≤8N
∫
Aσf [Aσ(uN · ∇fN ′)− uN · ∇AσfN ′ ] dzdv
Here N ∈ D = {12 , 1, 2, 4, ..., 2j , ...} and gN denote the N -th Littlewood-Paley projection and
g<N means the Littlewood-Paley projection onto frequencies less than N .
For the last term, we get
ν
∫
AσfAσ
(
∆˜tf
)
dzdv = ν
∫
AσfAσ (∆Lf) dzdv − ν
∫
AσfAσ
(
(1− (v′)2)(∂v − t∂z)2f
)
dzdv
= −ν
∥∥∥√−∆LAσf∥∥∥2
2
− ν
∫
Aσf 6=Aσ
(
(1− (v′)2)(∂v − t∂z)2f 6=
)
dzdv
− ν
∫
Aσf0A
σ
(
(1− (v′)2)∂2vf0
)
dv
= −ν
∥∥∥√−∆LAσf∥∥∥2
2
+ E 6= + E0.(2.45)
The next four propositions together with (2.43) imply (2.30). At first, we deal with the
dissipation term. In Section 5, we will prove the following proposition.
Proposition 2.5. Under the bootstrap hypotheses,
ν
∫ t
1
(∫
AσfAσ
(
∆˜tf
)
dzdv
)
dt′ ≤ −7
8
ν
∫ t
1
∥∥∥√−∆LAσf(t′)∥∥∥2
2
dt′ +Cǫ3ν
2
3 .
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Next we control the transport part. In Section 6, we will prove the following proposition.
Proposition 2.6. Under the bootstrap hypotheses,∫ t
1
∑
N≥8
|TN (t′)|dt′ . ǫ sup
t′∈[1,t]
‖Aσf(t′)‖22.
Next we control the remainder part. In Section 7, we will prove the following proposition.
Proposition 2.7. Under the bootstrap hypotheses,
|R(t)| . ǫν
1
3
〈t〉2 ‖A
σf‖22.
At last, we control the reaction part. In Section 8, we will prove the following proposition.
Proposition 2.8. Under the bootstrap hypotheses,∫ t
1
∑
N≥8
|RN (t′)|dt′ . ǫ sup
t′∈[1,t]
‖Aσf(t′)‖22 + ǫ
∫ t
1
CKw(t
′)dt′ + ǫ3ν
2
3 .
Let us admit the above propositions and finish the proof of (2.30).
Proof. We then get by (2.40) that
‖Aσf(t)‖22 + 2
∫ t
1
CKw(t
′)dt′
= ‖Aσf(1)‖22 − 2
∫ t
1
∫
AσfAσ(u∇f)dzdvdt′ + ν2
∫ t
1
∫
AσfAσ
(
∆˜tf
)
dzdvdt′
≤ ‖Aσf(1)‖22 −
7
4
ν
∫ t
1
∥∥∥√−∆LAσf(t′)∥∥∥2
2
dt′ + Cǫ3ν
2
3
+ C
∫ t
1
[ ∣∣∣∣∫ ∇ · u|Aσf |2dvdz∣∣∣∣ + ∑
N≥8
|TN (t′)|+ |R(t′)|+
∑
N≥8
|RN (t′)|
]
dt′.
Thus by (2.43) and the above propositions, we have
‖Aσf(t)‖22 + 2
∫ t
1
CKw(t
′)dt′ +
7
4
ν
∫ t
1
∥∥∥√−∆LAσf(t′)∥∥∥2
2
dt′
≤ ‖Aσf(1)‖22 + Cǫ3ν
2
3 +Cǫ sup
t′∈[1,t]
‖Aσf(t′)‖22 + Cǫ
∫ t
1
CKw(t
′)dt′.
Thus by taking ǫ small enough, we proved (2.30). 
3. Toy model and the nonlinear growth
3.1. The toy model. According to the change of coordinate, the relative velocity now is
time integrable. The growth may come from the reaction term. In each time interval Im,η
which contain only one Orr critical time t = ηm , it is necessary to study the following toy
model
∂tf̂(t,m, η) + ν(k
2 + (η −mt)2)f̂(t,m, η)
=
∫
|η−ξ|≤1
∑
m−l=±1
±η
l2 + (η − lt)2 f̂(t, l, η)f̂ (t,±1, ξ − η)dη.
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∂tf̂(t,m± 1, η) + ν((m± 1)2 + (η − (m± 1)t)2)f̂(t,m, η)
=
∫
|η−ξ|≤1
η
m2 + (η −mt)2 f̂(t,m, η)f̂ (t,±1, ξ − η)dη.
Since the f̂(t,±1, ξ − η) is restricted to the lower frequency |ξ− η| ≤ 1, we can regard it as a
constant in ξ valuable. Moreover, f̂(t,±1, ξ − η) also has enhanced dissipation. As t ∈ Im,η,
(m± 1)2 + (η − (m± 1)t)2 ≈ η2
m2
, thus we deduce to the following simplified toy model
∂tf̂(t,m, η) + ν(m
2 + (η −mt)2)f̂(t,m, η) = κe
−cν 13 tm2
|η| f̂(t,m± 1, η),(3.1)
∂tf̂(t,m± 1, η) + νη
2
m2
f̂(t,m± 1, η) = κ|η|e
−cν 13 t
m2(1 + ( ηm − t)2)
f̂(t,m, η).(3.2)
where κ stands for the smallness assumption of the initial data. Our goal is to find the largest
κ such that we can control the total growth caused by the toy model. Thus we assume the
enhanced dissipation is e−cν
1
3 t.
The next step of simplification bases on the following observations:
• When t ≫ ν− 13 , the enhanced dissipation will offer a small coefficient which makes
the Orr mechanism weaker. So we focus on the time region t . ν−
1
3 . The resonant
time region is It(η) ≈ [
√|η|, 2|η|]. So we are interested in the case |η| . ν− 23 so that
It(η) ∩ [1, Cν− 13 ] 6= ∅. During this time region e−cν
1
3 t ≈ 1.
• The rapid growth of f̂(t,m± 1, η) happens when |t− ηm | ≈ 1.
• The coefficient in front of f̂(t,m, η) on the right hand side of (3.2) is much bigger
than the coefficient in front of f̂(t,m± 1, η) on the right hand side of (3.1). It means
that f̂(t,m ± 1, η) will grow faster than f̂(t,m, η). We may replace f̂(t,m, η) by
f̂(t,m± 1, η) in the second equation.
• Since |η| . ν− 23 , when |t − ηm | ≈ 1, the dissipation coefficient in (3.2) νη
2
m2
. ν
1
3 η
m2
is
not bigger than the coefficient of the right hand sider if κ ≈ ν 13 . Thus we can remove
the dissipation term.
Thus we deduce to the following toy model
∂tf̂(t,m± 1, η) = κ|η|e
−cν 13 t
m2(1 + ( ηm − t)2)
f̂(t,m± 1, η).
For t ∈ Im,η, let τ = t − ηm , then τ ∈ [−D−m,η,D+m,η ] where D−m,η = η(2m+1)m = ηm − tm,η
and D+m,η =
η
(2m−1)m = tm−1,η − ηm for m ≥ 1, then D±m,η ≈ ηm2 .
At last we use the following model to control the entropy growth in each critical time
region.
(3.3)
 ∂τgm = 〈ν
1
3 tm,η〉−(1+β)
ν
1
3
η
m2
1 + τ2
gm,
gm(−D−m,η) = 1.
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We need to point out that in the toy model e−cν
1
3 t is replaced by 〈ν 13 tm,η〉−(1+β) with 0 <
β ≤ 12 due to some technical reasons when we deal with zero mode (see (8.6)). The condition
β > 0 ensures the total growth is bounded (see Lemma 3.3).
For mη > 0 and |m| ∈ [1, E(√|η|)], with |η| ≥ 3, we define for 0 < β ≤ 12 ,
(3.4) gm(τ, η) = exp
(
〈ν 13 tm,η〉−(1+β) ν
1
3 η
m2
(
arctan(τ) + arctan(D−m,η)
))
,
then gm solves (3.3).
Then we have
gm(D
+
m,η, η) = Gm(η) gm(−D−m,η, η)︸ ︷︷ ︸
=1
.
with
Gm(η) = exp
(
〈ν 13 tm,η〉−(1+β) ν
1
3 η
m2
(
arctan(D+m,η) + arctan(D
−
m,η)
))
Otherwise, we let gm(τ, η) = 1.
3.2. Key multiplier. In this subsection, we will define the key multiplier which govern the
growth.
We define w(t, η) in the following way:
• For t ≤ t(η), w(t, η) = 1;
• For t ∈ Ij,η with |j| ∈ [1, E(
√|η|)] and jη > 0, w(t, η) = w(tj,η, η)gj(t− ηj , η);
• For t ≥ 2|η|, w(t, η) = w(2|η|, η).
According the definition of gm, we get
(3.5)
∂tw(t, η)
w(t, η)
≈ 〈ν
1
3 t〉−(1+β)ν 13 η
m2
1 + (t− ηm )2
1t∈Im,η ≈
〈ν 13 t〉−βm−1
1 + (t− ηm)2
1t∈Im,η
Next for mη > 0 and |m| ∈ [1, E(√|η|)], with |η| ≥ 3, we will construct a continuous
function ̺(m, η) taking value almost as m|m| max{|m|, |η|}. First let ρ(x) be a bounded smooth
function such that
(3.6) ρ(x) =

1, x ≥ 1
10
,
smooth connected, x ∈ [ 1
20
,
1
10
]
,
0, x ≤ 1
20
,
We also let ρ satisfy ∫ 1
10
1
20
ρ(x)dx =
1
20
.
Let ρk(x) = ρ(
x
k ) and
(3.7) wk(t, η) = w (t, ̺(k, η)) .
where
(3.8) ̺(k, η) =

k
20
+
∫ η
0
ρk(x)dx, k 6= 0,
η, k = 0.
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Then we get that for |η| ≤ |k|20 , ̺(k, η) = k20 and wk(t, η) = w
(
t, k20
)
; and for |η| ≥ |k|10 ,
̺(k, η) = η and wk(t, η) = w(t, η).
Lemma 3.1. It holds that
̺(k, η) ≈ 〈k, η〉.
For |k − l, ξ − η| ≤ 1100 |l, ξ|, it holds that
|̺(k, η) − ̺(l, ξ)| . |k − l, ξ − η|.
Proof. It is easy to obtain that ̺(k, η) . 〈k, η〉. The lower bound follows from the fact that
for |k|20 ≤ |η| ≤ |k|10 , ̺(k, η) & |k|20 ≥ η2 .
If |ξ| ≥ |l|, then |k− l, ξ − η| ≤ 150 |ξ|, |η| ≥ 4950 |ξ| and |k| ≤ |k− l|+ |l| ≤ 5150 |ξ| ≤ 2|η|. Thus
|̺(k, η) − ̺(l, ξ)| = |ξ − η|.
If |ξ| ≤ |l|100 , then |k − l, ξ − η| ≤ 10110000 |l|, |k| ≥ 989910000 |l| and |η| ≤ |ξ|+ |ξ − η| ≤ 20110000 |l| ≤ |k|20 .
Thus
|̺(k, η) − ̺(l, ξ)| = 1
20
|k − l|.
Then we only need to focus on |ξ| ≈ |l| ≈ |η| ≈ |k|. Thus
|̺(k, η) − ̺(l, ξ)| =
∣∣∣∣∣ k20 − l20 + k
∫ η
k
0
ρ(x)dx− l
∫ ξ
l
0
ρ(x)dx
∣∣∣∣∣
. |k − l|+ |k − l|
∫ η
k
0
ρ(x)dx+
∣∣∣∣∣l
∫ ξ
l
η
k
ρ(x)dx
∣∣∣∣∣
. |k − l|+ |ηl − ξk||k| . |k − l|+
|η, k||k − l, η − ξ|
|k|
. |k − l, ξ − η|.
Thus we proved the lemma. 
With wk(t, η), now we can define our key multiplier A
σ
k(t, η),
(3.9) Aσk(t, η) =
〈k, η〉σ
wk(t, η)
.
3.3. Basic estimate for the multiplier. The following lemma expresses the well-separation
of critical times.
Lemma 3.2 ([7]). Let ξ, η be such that there exists some α ≥ 1 with α−1|ξ| ≤ |η| ≤ α|ξ| and
let k, n be such that t ∈ Ik,η ∩ In,ξ, then k ≈ n and moreover at least one of the following
holds:
(a) k = n;
(b) |t− ηk | ≥ 110α ηk2 and |t− ξn | ≥ 110α ξn2 ;
(c) |η − ξ| &α |η||n| .
Now we will present a lemma about the upper and lower bounds estimates of w(t, η).
Lemma 3.3. It holds that
w(t, η) ≈ 1.
As a consequence, Aσk(t, η) ≈ 〈k, η〉σ.
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Proof. We have for any t, η,
1 ≤ w(t, η) ≤
1∏
m=E(
√
|η|)
Gm(η) ≤ exp
 1∑
m=E(
√
|η|)
πν
1
3 η
m2
(1 + ν
1
3 tm,η)
−(1+β)

.

exp
 1∑
m=E(
√
|η|)
ν
1
3 η
m2
 ν 13 η ≤ 1
exp
E(
√
|η|)∑
m=ν
1
3 η
ν
1
3 η
m2
+
1∑
m=ν
1
3 η
m−1+β
(ν
1
3 η)β
 1 ≤ ν 13 η ≤ E(√|η|)
exp
 1∑
m=E(
√
|η|)
m−1+β
(ν
1
3 η)β
 1 ≤ E(√|η|) ≤ ν 13 η
.

ν
1
3 η .1, |η| . ν− 13 ,
1, ν−
1
3 . |η| . ν− 23 ,
1
(ν
1
3
√|η|)β .1, ν− 23 . |η|.
Thus we proved the lemma. 
The above lemma gives that for all t,
(3.10) Aσk(t, η) ≈ 〈k, η〉σ .
Next we introduce several lemma related to the properties of D. The first lemma can be
found in [8] which will be useful in the proof of the commutator estimate in Section 10.
Lemma 3.4 ([8]). Uniformly in ν, η, ξ and t ≥ 1 we have:
D(t, η) & νmax{|η|3, t3},
and
D(t, ξ)
D(t, η)
. 〈η − ξ〉3, |D(t, ξ)−D(t, η)| . D(t, ξ)〈ξ〉+ 〈η〉 〈η − ξ〉
3
Next lemma we will introduce the product lemma related to D which is a Sobolev type
estimates comparing to the Lemma 3.7 in [8].
Lemma 3.5. The following holds for all q1 and q2 and γ > 1,
‖D(q1q2)‖Hγ . ‖q1‖Hγ+3‖Dq2‖Hγγ ,
and
‖D(∇⊥q1 · ∇q2)‖Hγ . ‖q1‖Hγ+5‖Dq2‖Hγ + ‖Dq1‖Hγ‖q2‖Hγ+5
Proof. We use the dual method. By Lemma 3.4, we get
‖D(q1q2)‖Hγ = ‖〈∇〉γD(q1q2)‖L2
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= sup
‖ϕ‖L2=1
∣∣∣∣∣∣
∑
k,l
∫
η,ξ
ϕˆk(η)〈k, η〉γD(η)qˆ1k−l(η − ξ)qˆ2l (ξ)dξdη
∣∣∣∣∣∣
. sup
‖ϕ‖L2=1
∑
k,l
∫
η,ξ
|ϕˆk(η)|〈k, η〉γ 〈ξ − η〉3|qˆ1k−l(η − ξ)||D(ξ)qˆ2l (ξ)|dξdη
. sup
‖ϕ‖L2=1
∑
k,l
∫
η,ξ
1|k−l,η−ξ|≤|l,ξ||ϕˆk(η)|〈ξ − η〉3|qˆ1k−l(η − ξ)||D(ξ)〈l, ξ〉γ qˆ2l (ξ)|dξdη
+ sup
‖ϕ‖L2=1
∑
k,l
∫
η,ξ
1|k−l,η−ξ|>|l,ξ||ϕˆk(η)|〈k − l, η − ξ〉γ〈ξ − η〉3|qˆ1k−l(η − ξ)||D(ξ)qˆ2l (ξ)|dξdη
. ‖ϕ‖L2‖Dq2‖Hγ‖q1‖Hγ+3 .
The last inequality we use the fact that ‖q̂‖L1 . ‖〈k, η〉γ q̂‖L2‖〈k, η〉−γ‖L2 . ‖q‖Hγ for γ > 1.
We also have
‖D(∇⊥q1 · ∇q2)‖Hγ
= sup
‖ϕ‖L2=1
∣∣∣∣∣∣
∑
k,l
∫
η,ξ
ϕˆk(η)〈k, η〉γD(η)qˆ1k−l(η − ξ)qˆ2l (ξ)(−η + ξ, k − l) · (l, ξ)dξdη
∣∣∣∣∣∣
. sup
‖ϕ‖L2=1
∑
k,l
∫
η,ξ
1|k−l,η−ξ|≤|l,ξ||ϕˆk(η)||D(η − ξ)qˆ1k−l(η − ξ)||〈ξ〉3〈l, ξ〉γ+2qˆ2l (ξ)|dξdη
+ sup
‖ϕ‖L2=1
∑
k,l
∫
η,ξ
1|k−l,η−ξ|>|l,ξ||ϕˆk(η)|〈k − l, η − ξ〉γ+2〈ξ − η〉3|qˆ1k−l(η − ξ)||D(ξ)qˆ2l (ξ)|dξdη
. ‖ϕ‖L2‖Dq2‖Hγ‖q1‖Hγ+5 + ‖ϕ‖L2‖Dq1‖Hγ‖q2‖Hγ+5 .
Thus we proved the lemma. 
4. Elliptic estimate
The purpose of this section is to provide a thorough analysis of ∆t.
Lemma 4.1. Under the bootstrap hypotheses, for ν sufficiently small and s′ ∈ [0, 2], it holds
that for 2 ≤ γ ≤ σ − 1
‖P6=φ‖Hγ−s′ .
1
〈t〉s′ ‖〈∂z〉
−s′f 6=‖Hγ ,
and for γ ≤ σ − 1
‖∆L∆−1t P6=f‖Hγ = ‖∆LP6=φ‖Hγ . ‖P6=f‖Hγ .
Proof. We get that for s′ ∈ [0, 2] and s ≥ 0 that
‖P6=φ‖2Hs =
∑
k 6=0
∫
η
〈k, η〉2s|φˆ(k, η)|2dη
≤
∑
k 6=0
∫
η
〈k, η〉2s〈ηk 〉2s
′
〈ηk 〉2s′(k2 + (η − kt)2)2
|∆̂Lφ(k, η)|2dη
.
∑
k 6=0
∫
η
〈k, η〉2s+2s′
k2s′(1 + t2)s′
|∆̂Lφ(k, η)|2dη
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.
1
(1 + t2)s
′ ‖〈∂z〉−s′∆LP6=φ‖2Hs+s′ .(4.1)
We write ∆t as a perturbation of ∆L via
∆LP6=φ = P6=f + (1− (v′)2)(∂v − t∂z)2P6=φ− v′′(∂v − t∂z)P6=φ.
Thus we get
‖∆LP6=φ‖Hγ ≤ ‖P6=f‖Hγ + C‖(1− (v′)2)(∂v − t∂z)2P6=φ‖Hγ + C‖v′′(∂v − t∂z)P6=φ‖Hγ .
then by using the fact that v′′ = (h+ 1)∂vh, (11.3) and the bootstrap hypotheses, we get
‖∆LP6=φ‖Hγ ≤ ‖P6=f‖Hγ + C‖h‖Hσ−1(1 + ‖h‖σ−1)‖∆LP6=φ‖Hγ
+ C(1 + ‖h‖σ−1)‖h‖Hσ‖∆LP6=φ‖Hγ
. ‖P6=f‖Hγ + Cǫν
1
6‖∆LP6=φ‖Hγ
which implies ‖∆LP6=φ‖Hγ . ‖P6=f‖Hγ . The lemma follows from (4.1) with s = σ−2−s′. 
As (1− (v′)2) and v′′ are zero mode, by the same argument as the proof, we can easily get
that for γ ≤ σ − 1
(4.2) ‖〈∂z〉σ−γ〈∂v〉γ∆L∆−1t f 6=‖2 . ‖f 6=‖Hσ . ‖Aσf‖2.
Lemma 4.2. Under the bootstrap hypotheses, it holds that
‖∇LP6=φ‖Hσ−2 + ‖u˜ 6=‖Hσ−2 .
1
〈t〉‖f 6=‖Hσ−1 ,
and γ ≤ σ − 1
‖∇Lu˜ 6=‖Hγ . ‖f 6=‖Hγ .
Proof. By the definition of u˜ we get
u˜6= = −(1 + h)(∂v − t∂z)P6=φ.
Here we use the same argument as (4.1) and get that
‖(∂v − t∂z)P6=φ‖2Hs =
∑
k 6=0
∫
η
〈k, η〉2s|η − kt|2|φˆ(k, η)|2dη
≤
∑
k 6=0
∫
η
〈k, η〉2s〈ηk 〉2|η − kt|2
〈ηk 〉2(k2 + (η − kt)2)2
|∆̂Lφ(k, η)|2dη
≤
∑
k 6=0
∫
η
〈k, η〉2s〈ηk 〉2
〈ηk 〉2(k2 + (η − kt)2)
|∆̂Lφ(k, η)|2dη
.
∑
k 6=0
∫
η
〈k, η〉2s+2
k2(1 + t2)
|∆̂Lφ(k, η)|2dη
.
1
1 + t2
‖〈∂z〉−1∆LP6=φ‖2Hs+1 .(4.3)
Then by Lemma 4.1 and the bootstrap hypotheses, we have
‖u˜ 6=‖Hσ−2 . (1 + ‖h‖Hσ−2)‖(∂v − t∂z)P6=φ‖Hσ−2
.
(1 + ‖h‖Hσ−2)
〈t〉 ‖∆LP6=φ‖Hσ−1 .
1
〈t〉‖f 6=‖Hσ−1 .
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The first inequality follows from (4.3) with s = σ − 2.
We also have
∂zu˜ 6= = −(1 + h)(∂v − t∂z)∂zP6=φ,
(∂v − t∂z)u˜ 6= = −(1 + h)(∂v − t∂z)2P6=φ− ∂vh(∂v − t∂z)P6=φ.
Therefore by Lemma 4.1 and the bootstrap hypotheses, we get
‖∇Lu˜ 6=‖Hγ . (1 + ‖h‖Hσ−1)‖∆LP6=φ‖Hγ . ‖f 6=‖Hγ .
Thus we proved the lemma. 
Lemma 4.3. Under the bootstrap hypotheses, it holds that
‖∇Lu˜ 6=‖Hσ . ‖∆L∆−1t f 6=‖Hσ . ‖f 6=‖Hσ +
ǫν
1
3
〈t〉〈νt3〉‖∂vh‖Hσ ,
and ∥∥∥∥∥
√
∂tw
w
χR∆L∆
−1
t f 6=
∥∥∥∥∥
Hσ
.
∥∥∥∥∥
√
∂tw
w
f 6=
∥∥∥∥∥
Hσ
+
ǫ2ν
1
2
〈νt3〉 .
Proof. We have
∆L∆
−1
t f 6= = ∆LP6=φ = P6=f + (1− (v′)2)(∂v − t∂z)2P6=φ− v′′(∂v − t∂z)P6=φ.
Thus we get
‖∆L∆−1t f 6=‖Hσ . ‖f 6=‖Hσ + ‖(1− (v′)2)‖H3‖(∂v − t∂z)2P6=φ‖Hσ
+ ‖(1 − (v′)2)‖Hσ‖(∂v − t∂z)2P6=φ‖H3
+ ‖(1 + h)∂vh‖H3‖∇LP6=φ‖Hσ + ‖(1 + h)∂vh‖Hσ‖∇LP6=φ‖H3
. ‖f 6=‖Hσ + ǫν
1
3‖∆L∆−1t f 6=‖Hσ + ǫν
1
6 ‖f 6=‖H3 + ǫν
1
6‖∇LP6=φ‖H3
+ ‖∂vh‖Hσ‖∇LP6=φ‖H3
. ‖f 6=‖Hσ + ǫν
1
6‖∆L∆−1t f 6=‖Hσ + 〈t〉−1‖∂vh‖Hσ‖∆LP6=φ‖H4
. ‖f 6=‖Hσ + ǫν
1
6‖∆L∆−1t f 6=‖Hσ +
ν
1
3
〈t〉〈νt3〉‖∂vh‖Hσ .
We also have
∂zu˜ 6= = −(1 + h)(∂v − t∂z)∂zP6=φ,
(∂v − t∂z)u˜ 6= = −(1 + h)(∂v − t∂z)2P6=φ− ∂vh(∂v − t∂z)P6=φ.
Therefore by Lemma 4.1 and the bootstrap hypotheses, we get
‖∇Lu˜ 6=‖Hσ . (1 + ‖h‖Hσ )‖∆LP6=φ‖Hσ .
By taking ǫ small enough, we get the first inequality.
In what follows we use the shorthand
G(ξ) = ̂1− (v′)2(ξ).
and then √
∂twk(t, η)
wk(t, η)
1t∈Ik,η1k 6=0(k
2 + (η − kt)2)φk(t, η)
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=
√
∂twk(t, η)
wk(t, η)
1t∈Ik,η1k 6=0fk(t, η)
−
√
∂twk(t, η)
wk(t, η)
1t∈Ik,η1k 6=0
∫
|ξ|≥|η−ξ|
G(ξ)(η − ξ − kt)2φ̂k(t, η − ξ)dξ
−
√
∂twk(t, η)
wk(t, η)
1t∈Ik,η1k 6=0
∫
|ξ|≥|η−ξ|
G(η − ξ)(ξ − kt)2φ̂k(t, ξ)dξ
− i
√
∂twk(t, η)
wk(t, η)
1t∈Ik,η1k 6=0
∫
|ξ|≥|η−ξ|
v̂′′(ξ)(η − ξ − kt)φ̂k(t, η − ξ)dξ
− i
√
∂twk(t, η)
wk(t, η)
1t∈Ik,η1k 6=0
∫
|ξ|≥|η−ξ|
v̂′′(η − ξ)(ξ − kt)φ̂k(t, ξ)dξ
=
√
∂twk(t, η)
wk(t, η)
1t∈Ik,η1k 6=0fk(t, η) + E
1
HL +E
1
LH + E
2
HL + E
2
LH
We have t ≈ tk,η ≈ ηk and then
∂twk(t, η)
wk(t, η)
=
〈ν 13 tk,η〉−(1+β)ν 13 ηk2
1 + (ηk − t)2
.
1
k
〈ν 13 t〉−(1+β)ν 13 t . 1
k
.
Thus we get
‖E1HL‖Hσ . ‖G‖Hσ‖(∂v − t∂z)2P6=φ‖H4
. ‖h‖Hσ (‖h‖H3 + 1)‖f 6=‖H4
.
ǫ2ν
1
2
〈νt3〉 .
For E1LH , we get
∂twk(t, η)
wk(t, η)
wk(t, ξ)
∂twk(t, ξ)
≈ 1 + |
ξ
k − t|2
1 + |ηk − t|2
. 〈η − ξ〉2
Then we get
‖E1LH‖Hσ .
∥∥∥∥∥〈k, η〉σ
√
∂twk(t, η)
wk(t, η)
1t∈Ik,η1k 6=0
∫
|ξ|≥|η−ξ|
Ĝ(η − ξ)(ξ − kt)2φ̂k(t, ξ)dξ
∥∥∥∥∥
L2
.
∥∥∥∥∥1t∈Ik,η1k 6=0
∫
|ξ|≥|η−ξ|
〈η − ξ〉Ĝ(η − ξ)(ξ − kt)2〈k, ξ〉σ
√
∂twk(t, ξ)
wk(t, ξ)
φ̂k(t, ξ)dξ
∥∥∥∥∥
L2
. ‖G‖H6
∥∥∥∥∥
√
∂tw
w
χR∆L∆
−1
t f 6=
∥∥∥∥∥
Hσ
. ǫν
1
3
∥∥∥∥∥
√
∂tw
w
χR∆L∆
−1
t f 6=
∥∥∥∥∥
Hσ
,
similarly we have
‖E2LH‖Hσ .
∥∥∥∥∥〈k, η〉σ
√
∂twk(t, η)
wk(t, η)
1t∈Ik,η1k 6=0
∫
|ξ|≥|η−ξ|
v̂′′(η − ξ)|ξ − kt|φ̂k(t, ξ)dξ
∥∥∥∥∥
L2
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.
∥∥∥∥∥1t∈Ik,η1k 6=0
∫
|ξ|≥|η−ξ|
〈η − ξ〉v̂′′(η − ξ)|ξ − kt|〈k, ξ〉σ
√
∂twk(t, ξ)
wk(t, ξ)
φ̂k(t, ξ)dξ
∥∥∥∥∥
L2
. ‖v′′‖H6
∥∥∥∥∥
√
∂tw
w
χR∆L∆
−1
t f 6=
∥∥∥∥∥
Hσ
. ǫν
1
3
∥∥∥∥∥
√
∂tw
w
χR∆L∆
−1
t f 6=
∥∥∥∥∥
Hσ
.
At last we deal with T 2HL, we have
√
∂twk(t,ξ)
wk(t,ξ)
. ktη and then get
‖E2HL‖Hσ .
∥∥∥∥∥〈k, η〉σ ktη 1t∈Ik,η1k 6=0
∫
|ξ|≥|η−ξ|
v̂′′(ξ)(η − ξ − kt)φ̂k(t, η − ξ)dξ
∥∥∥∥∥
L2
.
∥∥∥∥∥1t∈Ik,η1k 6=0
∫
|ξ|≥|η−ξ|
〈ξ〉σ−1|v̂′′(ξ)||kt||η − ξ − kt||φ̂k(t, η − ξ)|dξ
∥∥∥∥∥
L2
. t‖v′′‖Hσ−1‖∇Lφ6=‖H4
. ‖h‖Hσ‖f 6=‖H5 .
ǫ2ν
1
2
〈νt3〉 .
Thus we proved the lemma. 
By the fact that u = (0, g)T + (1 + h)∇⊥z,vP6=φ, Lemma 4.1 and under the bootstrap
hypotheses, it holds that
(4.4) ‖u‖Hs . ‖g‖Hs + ‖P6=φ‖Hs+1 .
ǫν
1
3
〈t2〉 .
Lemma 4.4. Under the bootstrap hypotheses for ǫ sufficiently small, for s ≤ σ − 7 it holds
that
‖AsE(P6=φ)‖2 .
1
〈t〉2 (‖A
s
Ef‖2 + ‖f‖Hσ).
Proof. By Lemma 3.4, we have
‖AsE(∇⊥P6=φ)‖22 ≈ ‖νmax{t3, η3}φˆ6=‖2Hs
. ν2
∑
k 6=0
∫
2|η|≥t
〈k, η〉2s+6|φˆk(t, η)|2dη + ν2
∑
k 6=0
∫
2|η|<t
t6〈k, η〉2s|φˆk(t, η)|2dη
= Π1 +Π2.
By Lemma 4.1, we get
|Π1| . ‖P6=φ‖2Hs+3 .
1
〈t〉4 ‖f 6=‖
2
Hs+5 .
1
〈t〉4 ‖f 6=‖
2
Hσ ,
and
|Π2| . ν2t6‖P6=φ‖2Hs . ν2
∑
k 6=0
∫
2|η|<t
t6
〈k, η〉2s
(k2 + |η − kt|2)2 |∆̂Lφk(t, η)|
2dη
. ν2
∑
k 6=0
∫
2|η|<t
t6
〈k, η〉2s
(k2 + |η|2 + k2t2)2 |∆̂Lφk(t, η)|
2dη
.
1
〈t〉4 ‖νt
3∆Lφ6=‖2Hs .
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By Lemma 4.1, we then obtain that
|Π2| . 1〈t〉4 ‖νt
3f 6=‖2Hs .
1
〈t〉4 ‖A
s
Ef 6=‖22.
Thus we proved the lemma. 
5. Dissipation error term
In this section, we will deal with the dissipation error term in (2.45).
5.1. Treatment of the zero mode. By the fact that Aσ0 (η) ≈ 〈η〉σ ≈ 1 + |η|σ and |η| ≤
|ξ|+ |η − ξ| . max{|ξ|, |η − ξ|}, we get that
|E0| .
∫
ξ,η
〈η〉2σ | ¯ˆf0(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|2fˆ0(ξ)∣∣∣ dξdη
.
∫
ξ,η
1|η|≤1| ¯ˆf0(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|(|η| + |ξ − η|)fˆ0(ξ)∣∣∣ dηdξ
+
∫
ξ,η
1|η|≥11|ξ−η|≥|ξ||η|2σ | ¯ˆf0(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|2fˆ0(ξ)∣∣∣ dξdη
+
∫
ξ,η
1|η|≥11|ξ−η|<|ξ||η|2σ | ¯ˆf0(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|2fˆ0(ξ)∣∣∣ dξdη
.
∫
ξ,η
1|η|≤1| ¯ˆ∂vf0(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|fˆ0(ξ)∣∣∣ dηdξ
+
∫
ξ,η
1|η|≤1| ¯ˆf0(η)|
∣∣∣( ̂∂v(1− (v′)2)(η − ξ))|ξ|fˆ0(ξ)∣∣∣ dηdξ
+
∫
ξ,η
1|η|≥11|ξ−η|<|ξ||η|σ+1| ¯ˆf0(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|σ+1fˆ0(ξ)∣∣∣ dξdη
+
∫
ξ,η
1|η|≥11|ξ−η|≥|ξ||η|σ+1| ¯ˆf0(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|η − ξ|σ−1|ξ|2fˆ0(ξ)∣∣∣ dξdη
. ν‖∂vf0‖2H2‖1− (v′)2‖2 + ν‖∂vf0‖H2‖∂v(1− (v′)2)‖2‖f0‖2
+ ν‖∂vf0‖2Hσ‖1− (v′)2‖H2 + ν‖∂vf0‖Hσ‖∂v(1− (v′)2)‖Hσ−2‖f0‖H4 .
The purpose of above estimate is to obtain the homogeneous derivative. By the fact that
(v′)2 − 1 = (1− (v′))2 + 2(v′ − 1) = h2 + 2h and
‖h2‖Hs . ‖h‖H1‖h‖Hs , ‖∂vh2‖Hs . ‖h‖H1‖∂vh‖Hs s ≥ 1,
we obtain by the bootstrap hypotheses that
|E0| . ν(‖h‖H2 + 1)
(
‖∂vAσf0‖22‖h‖H2 + ‖∂vh‖Hσ−2‖∂vf0‖Hσ‖f0‖H4
)
.
. ǫν
1
3 ν‖∂vAσf0‖22 + ǫν
1
3 ν‖∂vh‖2Hσ−1 .
(5.1)
5.2. Treatment of the non-zero mode. We use a paraproduct decomposition in v. Then
we have
E 6= = E 6=LH + E
6=
HL + E
6=
HH ,
where
E 6=LH = −
∑
M≥8
ν
∫
Aσf 6=Aσ
(
(1− (v′)2)<M/8(∂v − t∂z)2(f 6=)M
)
dzdv
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E 6=HL = −
∑
M≥8
ν
∫
Aσf 6=Aσ
(
(1− (v′)2)M (∂v − t∂z)2(f 6=)<M/8
)
dzdv
E 6=HH = −ν
∑
M∈D
∑
1
8
M≤M ′≤8M
∫
Aσf 6=Aσ
(
(1− (v′)2)M (∂v − t∂z)2(f 6=)M ′
)
dzdv.
5.2.1. Treatment of E 6=LH . We have
E 6=LH . ν
∑
M≥8
∑
k 6=0
∫
η,ξ
Aσ| ¯ˆfk(η)|Aσk (η)| ̂(1 − (v′)2)(η − ξ)<M/8|ξ − kt|2fk(ξ)Mdξdη.
By the fact that ξ ≈ η ≈M , |k, η| ≈ |k, ξ| and
|ξ − kt| . |ξ − η|+ |η − kt| . 〈ξ − η〉
√
k2 + |η − kt|2,
we have
E 6=LH . ν
∑
M≥8
∑
k 6=0
∫
η,ξ
√
k2 + |η − kt|2Aσ| ¯ˆfk(η)|| ̂〈∂v〉(1− (v′)2)(η − ξ)<M/8|ξ − kt|Aσk(ξ)fk(ξ)Mdξdη
. ν
∑
M≥8
‖(
√
−∆LAσf 6=)∼M‖2‖(
√
−∆LAσf 6=)M‖2‖(1− (v′)2)‖H4 ,
which gives
E 6=LH . ν‖(
√
−∆LAσf 6=)‖22‖(1 − (v′)2)‖H4 ,
5.2.2. Treatment of E 6=HL. We have
E 6=HL . ν
∑
M≥8
∑
k 6=0
∫
η,ξ
[
1|η|≤16|k| + 1|η|>16|k|
]
Aσ| ¯ˆfk(η)|Aσk (η)
× | ̂(1 − (v′)2)(η − ξ)M |ξ − kt|2fk(ξ)<M/8dξdη
= E 6=,zHL + E
6=,v
HL
For E 6=,zHL , we have |k, η| ≈ |k| ≈ |k, ξ| and
|ξ − kt| . |ξ − η|+ |η − kt| . 〈ξ − η〉
√
k2 + |η − kt|2,
which then implies
E 6=,zHL . ν
∑
M≥8
∑
k 6=0
∫
η,ξ
1|η|≤16|k|Aσ
√
k2 + |η − kt|2| ¯ˆfk(η)|
× |〈η − ξ〉 ̂(1 − (v′)2)(η − ξ)M |ξ − kt||k|σfk(ξ)<M/8dξdη
. ν
∑
M≥8
M−2‖(1 − (v′)2)M‖H5‖(
√
−∆LAσf 6=)‖22.
Thus we have
E 6=,zHL . ν‖(1− (v′)2)‖H5‖(
√
−∆LAσf 6=)‖22
We turn to E 6=,vHL . In this case |k, η| ≈ |η| ≈ |η − ξ| ≈M , then we get
|E 6=,vHL | . ν
∑
M≥8
∑
k 6=0
∫
η,ξ
1|η|>16|k|Aσ| ¯ˆfk(η)||η − ξ|〈η − ξ〉σ−1| ̂(1− (v′)2)(η − ξ)M |
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× |ξ − kt|2fk(ξ)<M/8dξdη
. ν
∑
M≥8
‖(f 6=)∼M‖Hσ‖∂v(1− (v′)2)M‖Hσ−1〈t〉2‖f 6=‖H5
. ν‖f 6=‖Hσ‖∂v(1− (v′)2)‖Hσ−1〈t〉2‖f 6=‖H5 .
5.2.3. Treatment of E 6=HH . In this case, it holds that |η − ξ| ≈ |ξ| ≈ M ′. We divide into two
parts:
|E 6=HH | . ν
∑
M∈D
∑
1
8
M≤M ′≤8M
∑
k 6=0
∫
η,ξ
[
1|k|≥16|ξ| + 1|k|<16|ξ|
]
×Aσ| ¯ˆfk(η)|Aσk (η)| ̂(1 − (v′)2)(η − ξ)M ′ |ξ − kt|2fk(ξ)Mdξdη
= E 6=,zHH + E
6=,v
HH .
To treat E 6=,zHH , we have
|k| . |k, η| . |k|+ |η − ξ|+ |ξ| . |k|,
and
|ξ − kt| . |ξ − η|+ |η − kt| . 〈ξ − η〉
√
k2 + |η − kt|2.
Therefore we get that
E 6=,zHH . ν
∑
M∈D
∑
1
8
M≤M ′≤8M
∑
k 6=0
∫
η,ξ
1|k|≥16|ξ|Aσ
√
k2 + |η − kt|2| ¯ˆfk(η)|
× 〈ξ − η〉| ̂(1 − (v′)2)(η − ξ)M ′ |ξ − kt||k|σfk(ξ)Mdξdη
. ν
∑
M∈D
‖
√
−∆LAσf‖2‖(
√
−∆LAσf)M‖2‖(1 − (v′)2)∼M‖H3
. ν‖
√
−∆LAσf‖22‖(1 − (v′)2)‖H3 .
Next we turn to E 6=,vHH , in which case we have
|k, η| . |k|+ |η| . |k|+ |η − ξ|+ |ξ| ≈ |k|+ |ξ| . |ξ| ≈ |ξ − η|,
and
|ξ − kt| . |ξ − η|+ |η − kt| . 〈ξ − η〉
√
k2 + |η − kt|2.
Therefore we get that
E 6=,vHH . ν
∑
M∈D
∑
1
8
M≤M ′≤8M
∑
k 6=0
∫
η,ξ
1|k|<16|ξ|Aσ
√
k2 + |η − kt|2| ¯ˆfk(η)|
× 〈ξ − η〉| ̂(1 − (v′)2)(η − ξ)M ′ |ξ − kt||ξ|σfk(ξ)Mdξdη
. ν
∑
M∈D
‖
√
−∆LAσf‖2‖(
√
−∆LAσf)M‖2‖(1 − (v′)2)∼M‖H3
. ν‖
√
−∆LAσf‖22‖(1 − (v′)2)‖H3 .
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By the fact that (v′)2 − 1 = h2 + 2h, the bootstrap hypotheses and (2.28), we obtain that
|E 6=| . ν‖f 6=‖Hσ‖∂v(1− (v′)2)‖Hσ−1〈t〉2‖f 6=‖H5 + ν‖
√
−∆LAσf‖22‖(1 − (v′)2)‖H4
. ν(1 + ‖h‖H2)
(
‖f 6=‖Hσ‖∂vh‖Hσ−1〈t〉2‖f 6=‖H5 + ‖
√
−∆LAσf‖22‖h‖H4
)
. νǫν
1
3‖
√
−∆LAσf‖22 + (ǫν
1
3 )2ν‖∂vh‖Hσ−1
〈t〉2
〈νt3〉 .
(5.2)
We end the section by proving Proposition 2.5.
Proof. We get by (2.45) that∫ t
1
(
ν
∫
Aσf(t′)Aσ
(
∆˜tf(t
′)
)
dzdv
)
dt′
≤ −
∫ t
1
ν
∥∥∥√−∆LAσf(t′)∥∥∥2
2
dt′ +
∫ t
1
|E 6=(t′)|+ |E0(t′)|dt′.
Then by (5.1) and (5.2), we obtain that∫ t
1
(
ν
∫
Aσf(t′)Aσ
(
∆˜tf(t
′)
)
dzdv
)
dt′
≤ −
∫ t
1
ν
∥∥∥√−∆LAσf(t′)∥∥∥2
2
dt′ +Cǫν
1
3
∫ t
1
ν
∥∥∥√−∆LAσf(t′)∥∥∥2
2
dt′
+ Cǫν
1
3 ν‖∂vh‖2L2T (Hσ−1) + C
∫ t
1
(ǫν
1
3 )2ν‖∂vh(t′)‖Hσ−1
〈t〉2
〈νt′3〉dt
′.
Thus by taking ǫ small enough and using Proposition 2.2, we get∫ t
1
(
ν
∫
Aσf(t′)Aσ
(
∆˜tf(t
′)
)
dzdv
)
dt′
≤ −7
8
∫ t
1
ν
∥∥∥√−∆LAσf(t′)∥∥∥2
2
dt′ + ǫ2ν‖∂vh(t′)‖L2THσ−1
(∫ t
1
1
〈ν 13 t′〉2
dt′
) 1
2
≤ −7
8
∫ t
1
ν
∥∥∥√−∆LAσf(t′)∥∥∥2
2
dt′ +Cǫ3ν
2
3 .
Thus we proved the proposition. 
6. Transport
To treat the transport term, we need consider the commutator. The following lemma gives
the key commutator estimate.
Lemma 6.1. Assume that |ξ − η| ≤ 110 |η|, then it holds that
|w(t, η) − w(t, ξ)| . |ξ − η|〈η〉 ×
{
ν−
1
3 , t . ν−
1
3 ,
ν
1
3
βt1−β, t & ν−
1
3 .
Let us admit the lemma and finish the estimate of transport term first. Then proof of the
lemma will be present at the end of this section.
We write
TN = i
∑
k,l
∫
η,ξ
Aσk(η)
¯ˆ
fk(η)uˆk−l(η − ξ)<N/8 · (l, ξ)Aσl (ξ)fˆl(ξ)N
(
Aσk(η)
Aσl (ξ)
− 1
)
dξdη
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= i
∑
k,l
∫
η,ξ
Aσk(η)
¯ˆ
fk(η)uˆk−l(η − ξ)<N/8 · (l, ξ)Aσl (ξ)fˆl(ξ)N
(〈k, η〉σ
〈l, ξ〉σ − 1
)
wl(t, ξ)
wk(t, η)
dξdη
+ i
∑
k,l
∫
η,ξ
Aσk(η)
¯ˆ
fk(η)uˆk−l(η − ξ)<N/8 · (l, ξ)Aσl (ξ)fˆl(ξ)N
(
wl(t, ξ)
wk(t, η)
− 1
)
dξdη
= T 1N + T
2
N .
For the first term, we get ∣∣∣∣ 〈k, η〉σ〈l, ξ〉σ − 1
∣∣∣∣ . 〈k − l, η − ξ〉〈l, ξ〉 ,
which gives
|T 1N | . ‖Aσf∼N‖2‖AσfN‖2‖u‖H4 .
Next we will deal with T 2N . By the support of the integrand, we get
N/16 ≤ |k − l, ξ − η| ≤ 3N/16, N/2 ≤ |l, ξ| ≤ 3N/2.
We then set more restrictions on the support of the integrand to make k, η and l, ξ be closer.
We get
T 2N = i
∑
k,l
∫
η,ξ
(χD + (1− χD))Ak(η) ¯ˆfk(η)uˆk−l(η − ξ)<N/8 · (l, ξ)Al(ξ)fˆl(ξ)N
(
wl(t, ξ)
wk(t, η)
− 1
)
dξdη
= T 2N,D + T
2
N,∗,
where χD is a characteristic function (the indicator function) of the set
D =
{
(k, l, ξ, η) : |k − l, ξ − η| ≤ 1
1000
|l, ξ|
}
.
Then we get by |w(t,ξ)w(t,η) | . 1 that
|T 2N,∗| . ‖Aσf∼N‖2‖AσfN‖2‖u‖H4 .
We rewrite T 2N,D as follows.
T 2N,D = i
∑
k 6=l
∫
η,ξ
χDAk(η)
¯ˆ
fk(η)uˆk−l(η − ξ)<N/8 · (l, ξ)Al(ξ)fˆl(ξ)N
(
wl(t, ξ)
wk(t, η)
− 1
)
dξdη
+ i
∑
l
∫
η,ξ
χDAk(η)
¯ˆ
fl(η)uˆ0(η − ξ)<N/8 · (l, ξ)Al(ξ)fˆl(ξ)N
(
wl(t, ξ)
wl(t, η)
− 1
)
dξdη
= T 2N, 6= + T
2
N,=.
6.1. Treatment of T 2N,=. We get by the fact that u0 = (0, g) and that for |l| ≥ 20max{|ξ|, |η|},
wl(t, ξ) = wl(t, η) = w(t,
l
20) and then
T 2N,= = i
∑
06=l≤20max{|ξ|,|η|}
∫
η,ξ
χDAk(η)
¯ˆ
fl(η)gˆ(η − ξ)<N/8 · ξAl(ξ)fˆl(ξ)N
(
wl(t, ξ)
wl(t, η)
− 1
)
dξdη.
Due to the fact that 0 6= l ≤ 20max{|ξ|, |η|} ≈ |ξ|, we get ̺(l, η) ≈ |η|. Thus by Lemma 6.1
and Lemma 3.1, we obtain that∣∣∣∣wl(t, ξ)wl(t, η) − 1
∣∣∣∣ . |w(t, ̺(l, ξ)) − w(t, ̺(l, η))|
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.
(
ν−
1
3χ
t.ν−
1
3
(t) + ν
1
3
βt1−βχ
t&ν−
1
3
(t)
) |̺(l, ξ) − ̺(l, η)|
|̺(l, η)|
.
(
ν−
1
3χ
t.ν−
1
3
(t) + ν
1
3
βt1−βχ
t&ν−
1
3
(t)
) |η − ξ|
η
.
Therefore we get
|T 2N,=| . ‖Aσf∼N‖2‖AσfN‖2‖g‖H4ν−
1
3χ
t.ν−
1
3
(t)
+ ‖Aσf∼N‖2‖AσfN‖2‖g‖H4ν
1
3
βt1−βχ
t&ν−
1
3
(t).
6.2. Treatment of T 2N, 6=. By the definition of ̺(k, η), we have for (l, k, ξ, η) ∈ D that
|̺(k, η)| ≈ |̺(l, ξ)| ≈ |l, ξ|.
We get by Lemma 6.1 and Lemma 3.1 that∣∣∣∣ wl(t, ξ)wk(t, η) − 1
∣∣∣∣ . |w(t, ̺(l, ξ)) − w(t, ̺(k, η))|
.
|̺(l, ξ) − ̺(k, η)|
|̺(k, η)|
(
ν−
1
3χ
t.ν−
1
3
(t) + ν
1
3
βt1−βχ
t&ν−
1
3
(t)
)
.
|l − k, ξ − η|
|l, ξ|
(
ν−
1
3χ
t.ν−
1
3
(t) + ν
1
3
βt1−βχ
t&ν−
1
3
(t)
)
,
which implies that
|T 2N, 6=| . ‖Aσf∼N‖2‖AσfN‖2‖u6=‖H4
(
ν−
1
3χ
t.ν−
1
3
(t) + ν
1
3
βt1−βχ
t&ν−
1
3
(t)
)
.
By the fact that
u6= = h∇⊥z,vP6=φ+∇⊥z,vP6=φ.
We then get by Lemma 4.1(by taking s′ = 2 in the lemma) that
‖u6=‖H4 . (1 + ‖h‖H4)‖∇⊥z,vP6=φ‖H4 .
1
〈t〉2 (1 + ‖h‖H4)‖f 6=‖H7 .
Therefore we get
|TN | . ‖Aσf∼N‖2‖AσfN‖2
(‖g‖H4 + ‖u 6=‖H4) (ν− 13χt.ν− 13 (t) + ν 13βt1−βχt&ν− 13 (t))
. ǫ‖Aσf∼N‖2‖AσfN‖2
χt.ν− 13 (t)
〈t〉2 +
ν
1
3
β+ 1
3χ
t&ν−
1
3
(t)
〈t〉1+β
 .(6.1)
Now we are able to prove Proposition 2.6.
Proof. We get by (6.1) and Proposition 2.2, (11.1) and (11.2) that∫ t
1
∑
N≥8
|TN (t′)|dt′ . ǫ
∫ t
1
∑
N≥8
‖Aσf∼N‖2‖AσfN‖2
χt′.ν− 13 (t′)
〈t′〉2 +
ν
1
3
β+ 1
3χ
t′&ν−
1
3
(t′)
〈t′〉1+β
 dt′
. ǫ sup
t′∈[1,t]
‖Aσf(t′)‖22.
Thus we proved the proposition. 
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6.3. Proof of Lemma 6.1. We end this section by proving Lemma 6.1.
Proof. Without loss of the generality, we assume 0 < η < ξ. Then according to the relation
between t and ξ, η, we need to consider following 5 cases.
Case 1. For t ≤ t(η), w(t, η) = w(t, ξ) = 1.
Case 2. For t(η) ≤ t ≤ t(ξ), there exists l ∈ [1, E(√|η|)] such that t ∈ Il,η, then |l −
E(
√|η|)| . √ξ −√η and
|w(t, η) − w(t, ξ)| = |w(t, η) − 1|
≤
∣∣∣∣∣∣∣
l+1∏
m=E(
√
|η|)
Gm(η) exp
(
〈ν 13 tl,η〉−(1+β) ν
1
3 η
l2
(
arctan(t− η
l
) + arctan(D−l,η)
))− 1
∣∣∣∣∣∣∣
≤

exp
 l∑
m=E(
√
|η|)
Cν
1
3 η
m2
− 1 ≤ ν 13 |√ξ −√η|, √η ≤ ν− 13 ,
exp
 l∑
m=E(
√
|η|)
Cl−1+β
(ν
1
3 η)β
− 1 ≤ |√ξ −√η|√|ξ|
(√|ξ|
ν
1
3 η
)β
,
√
η > ν−
1
3 ,
. |η − ξ|〈ξ〉−1.
Here we use the fact that |ex − 1| . |x| for |x| . 1.
Case 3. For t(ξ) ≤ t ≤ 2η, there exist k, l such that t ∈ Ik,η ∩ Il,ξ. By Lemma 3.2, we need
to consider the following three cases.
(3a.) k = l, let F1(m, η) = ν
1
3 〈ν 13 tm,η〉−(1+β) ηm2 and F±2 (m, η) = ν
1
3 〈ν 13 tm,η〉−(1+β) ηm2 arctan(D±m,η)
then Gm(η) = e
F+(m,η)+F−(m,η) and then we get
|∂ηF1(m, η)| . F1(m, η)〈η〉 , |∂ηF
±
2 (m, η)| .
F±2 (m, η)
〈η〉 ,
| arctan(t− η
l
)− arctan(t− ξ
l
)
)| . min{ |ξ − η|
l
, 1
}
,
ex − 1 ≤ (ex + 1)|x| . |x|, for |x| . 1.
(6.2)
Therefore, we obtain that
|w(t, η) − w(t, ξ)| = w(t, ξ)
∣∣∣∣w(t, η)w(t, ξ) − 1
∣∣∣∣
.
∣∣∣∣∣∣∣
m=E(
√
|η|)+1∏
m=E(
√
|ξ|)
1
Gm(ξ)
l+1∏
m=E(
√
|η|)
Gm(η)
Gm(ξ)
exp
(
ν
1
3 〈ν 13 tl,η〉−(1+β) ηl2
(
arctan(t− ηl ) + arctan(D−l,η)
))
exp
(
ν
1
3 〈ν 13 tl,ξ〉−(1+β) ξl2
(
arctan(t− ξl ) + arctan(D−l,ξ)
)) − 1
∣∣∣∣∣∣∣
.
∣∣∣∣∣∣∣
m=E(
√
|η|)+1∏
m=E(
√
|ξ|)
1
Gm(ξ)
− 1
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
l+1∏
m=E(
√
|η|)
Gm(η)
Gm(ξ)
− 1
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣
exp
(
ν
1
3 〈ν 13 tl,η〉−(1+β) ηl2
(
arctan(t− ηl ) + arctan(D−l,η)
))
exp
(
ν
1
3 〈ν 13 tl,ξ〉−(1+β) ξl2
(
arctan(t− ξl ) + arctan(D−l,ξ)
)) − 1
∣∣∣∣∣∣
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.
∣∣∣∣∣∣∣
m=E(
√
|η|)+1∏
m=E(
√
|ξ|)
1
Gm(ξ)
− 1
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
l+1∏
m=E(
√
|η|)
Gm(η)
Gm(ξ)
− 1
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣
exp
(
ν
1
3 〈ν 13 tl,η〉−(1+β) ηl2 arctan(D−l,η)
)
exp
(
ν
1
3 〈ν 13 tl,ξ〉−(1+β) ξl2 arctan(D−l,ξ)
) − 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
exp
(
ν
1
3 〈ν 13 tl,η〉−(1+β) ηl2
)
exp
(
ν
1
3 〈ν 13 tl,ξ〉−(1+β) ξl2
) − 1
∣∣∣∣∣∣
+
∣∣∣∣exp(ν 13 〈ν 13 tl,η〉−(1+β) ηl2 ( arctan(t− ηl )− arctan(t− ξl )))− 1
∣∣∣∣ .
Here and the rest of the proof we will always use the fact that for x, y . 1, |xy − 1| .
|x||y − 1|+ |x− 1| . |x− 1|+ |y − 1|.
Then the lemma follows from the following inequalities which follow from (6.2) and the
fact that |f(x)− f(y)| . ‖f ′(z)‖L∞ |x− y|.
(6.3)
∣∣∣∣∣∣∣
m=E(
√
|η|)+1∏
m=E(
√
|ξ|)
1
Gm(ξ)
− 1
∣∣∣∣∣∣∣ . |
√
ξ −√η| ν
1
3
〈ν 13 η 12 〉1+β
. |η − ξ|〈ξ〉−1,
and
(6.4)
∣∣∣∣∣∣∣
l+1∏
m=E(
√
|η|)
Gm(η)
Gm(ξ)
− 1
∣∣∣∣∣∣∣ . exp
C |ξ − η|〈η〉
l+1∑
m=E(
√
|η|)
(F+2 + F
−
2 )(m, η)
 − 1 . |ξ − η|〈η〉 ,
and ∣∣∣∣∣∣
exp
(
ν
1
3 〈ν 13 tl,η〉−(1+β) ηl2 arctan(D−l,η)
)
exp
(
ν
1
3 〈ν 13 tl,ξ〉−(1+β) ξl2 arctan(D−l,ξ)
) − 1
∣∣∣∣∣∣ . exp
(
C
|ξ − η|
〈η〉
)
− 1 . |ξ − η|〈η〉 ,∣∣∣∣∣∣
exp
(
ν
1
3 〈ν 13 tl,η〉−(1+β) ηl2
)
exp
(
ν
1
3 〈ν 13 tl,ξ〉−(1+β) ξl2
) − 1
∣∣∣∣∣∣ . exp
(
C
|ξ − η|
〈η〉
)
− 1 . |ξ − η|〈η〉 ,∣∣∣∣exp(ν 13 〈ν 13 tl,η〉−(1+β) ηl2 ( arctan(t− ηl )− arctan(t− ξl )))− 1
∣∣∣∣
. ν
1
3 〈ν 13 tl,η〉−(1+β) η
l2
(
arctan(t− η
l
)− arctan(t− ξ
l
)
)
. ν
1
3 〈ν 13 tl,η〉−(1+β) η
l2
min
{ |ξ − η|
l
, 1
}
.

ν−
1
3
|ξ − η|
η
, t ≈ η
l
. ν−
1
3 ,
ν
1
3
βt1−β
|ξ − η|
η
, t ≈ η
l
& ν−
1
3 .
(3b.) k 6= l, |t− ηk | & ηk2 and |t− ξl | & ξl2 with k < l. We have
|w(t, η) − w(t, ξ)| = w(t, ξ)
∣∣∣∣w(t, η)w(t, ξ) − 1
∣∣∣∣
.
∣∣∣∣∣∣∣
m=E(
√
|η|)+1∏
m=E(
√
|ξ|)
1
Gm(ξ)
− 1
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
max{l,k}+1∏
m=E(
√
|η|)
Gm(η)
Gm(ξ)
− 1
∣∣∣∣∣∣∣+
∣∣∣∣∣∣
min{k,l}+1∏
m=max{l,k}
Gm(η)− 1
∣∣∣∣∣∣
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+
∣∣∣∣∣∣
exp
(
ν
1
3 〈ν 13 tk,η〉−(1+β) ηk2
(
arctan(t− ηk ) + arctan(D−k,η)
))
exp
(
ν
1
3 〈ν 13 tl,ξ〉−(1+β) ξl2
(
arctan(t− ξl ) + arctan(D−l,ξ)
)) − 1
∣∣∣∣∣∣ .(6.5)
Let F3(t, k, η) = ν
1
3 〈ν 13 tk,η〉−(1+β) ηk2
(
arctan(t− ηk ) + arctan(D−k,η)
)
, we get
|F3| . k−1, |∂kF3| . 1〈k〉 , |∂ηF3| .
1
〈η〉 ,
where we use the fact that η & k2. Then the lemma follows from (6.3), (6.4) and the following
two inequalities∣∣∣∣∣∣
exp
(
ν
1
3 〈ν 13 tk,η〉−(1+β) ηk2
(
arctan(t− ηk ) + arctan(D−k,η)
))
exp
(
ν
1
3 〈ν 13 tl,ξ〉−(1+β) ξl2
(
arctan(t− ξl ) + arctan(D−l,ξ)
)) − 1
∣∣∣∣∣∣
. eF3(t,k,η)−F3(t,l,ξ) − 1 . |F3(t, k, η) − F3(t, l, ξ)|
.
1
〈k〉 |k − l|+
1
〈η〉 |ξ − η| .
|ξ − η|
〈η〉 ,
and ∣∣∣∣∣∣
min{k,l}+1∏
m=max{k,l}
Gm(η) − 1
∣∣∣∣∣∣ . |l − k|
ν
1
3 η
l2
〈ν
1
3 η
l 〉1+β
.
|k − l|
l
.
|ξ − η|
〈η〉 ,
where we use the fact that |k − l| . 〈 ξ−ηt 〉, l ≈ ηt .
(3c.) |ξ − η| & ξl ≈ ηk . In this case, we have
|w(t, ξ) − w(t, η)| . 1 . k . |ξ − η|〈η〉 .
Case 4. For 2η ≤ t ≤ 2ξ, then t ∈ I1,ξ and
|w(t, η) − w(t, ξ)| = w(t, ξ)
∣∣∣∣∣ w(2η, η)w(tl,ξ, ξ)gl(t− ξl , ξ) − 1
∣∣∣∣∣
.
∣∣∣∣∣ w(2η, η)w(tl,ξ, ξ)gl(t− ξl , ξ) − 1
∣∣∣∣∣
.
∣∣∣∣∣∣∣
m=E(
√
|η|)+1∏
m=E(
√
|ξ|)
1
Gm(ξ)
− 1
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
2∏
m=E(
√
|η|)
Gm(η)
Gm(ξ)
− 1
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣
exp
(
ν
1
3 〈ν 13 t1,η〉−(1+β)η
(
arctan(η) + arctan(13η)
))
exp
(
ν
1
3 〈ν 13 t1,ξ〉−(1+β)ξ
(
arctan(t− ξ) + arctan(13ξ)
)) − 1
∣∣∣∣∣∣ .
Thus the lemma follows from (6.3), (6.4) and the following inequalities∣∣∣exp(ν 13 〈ν 13 t1,ξ〉−(1+β)ξ( arctan(t− ξ) + arctan(D−1,ξ)))− 1∣∣∣
.
∣∣∣∣ν 13 〈ν 13 t1,ξ〉−(1+β)ξ( arctan(t− ξ) + arctan(13ξ))
32 NADER MASMOUDI AND WEIREN ZHAO
−
(
ν
1
3 〈ν 13 t1,η〉−(1+β)η
(
arctan(η) + arctan(
1
3
η)
))∣∣∣∣
. |arctan(t− ξ)− arctan(η)|+ |ξ − η|〈ξ〉−1
. max{arctan(ξ)− arctan(η), arctan(η) − arctan(2η − ξ)}+ |ξ − η|〈ξ〉−1
. |ξ − η|〈ξ〉−1.
Case 5. For t ≥ 2ξ. We get by (6.3) and (6.4) that
|w(2η, η) − w(2ξ, ξ)| = w(2ξ, ξ)
∣∣∣∣w(2η, η)w(2ξ, ξ) − 1
∣∣∣∣
.
∣∣∣∣∣∣∣
m=E(
√
|η|)+1∏
m=E(
√
|ξ|)
1
Gm(ξ)
− 1
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
1∏
m=E(
√
|η|)
Gm(η)
Gm(ξ)
− 1
∣∣∣∣∣∣∣
. |ξ − η|〈ξ〉−1.
Thus we proved the lemma. 
7. Remainder
In this section we deal with the remainder and prove Proposition 2.7. Now the commutator
can not gain us anything so we may as well treat each term separately. We rewrite both terms
on the Fourier side:
R =
∑
N∈D
∑
N ′≈N
∑
k,l
∫
η,ξ
Aσ
¯ˆ
fk(η)A
σ
k (η)uˆl(ξ)N ∇̂fk−l(η − ξ)N ′dηdξ
+
∑
N∈D
∑
N ′≈N
∑
k,l
∫
η,ξ
Aσ
¯ˆ
fk(η)uˆl(ξ)NA
σ
k−l(η − ξ)∇̂fk−l(η − ξ)N ′dηdξ.
On the support of the integrand, |l, ξ| ≈ |k − l, η − ξ| thus
Aσk(η) ≈ 〈k, η〉σ . 〈l, ξ〉σ + 〈k − l, η − ξ〉σ ≈ 〈l, ξ〉〈k − l, η − ξ〉σ−1 ≈ Aσk−l(η − ξ),
which implies that
|R| .
∑
N∈D
‖Aσf‖2‖uN‖H3‖f∼N‖Hσ .
Therefore we get by (4.4)
(7.1) |R| . ‖f‖2Hσ‖u‖H3 .
ǫν
1
3
〈t2〉‖A
σf‖22,
which gives Proposition 2.7.
8. Reaction
In this section, we deal with the reaction term and prove Proposition 2.8. Focus first on
an individual frequency shell and divide each into several natural pieces
RN = R
1
N +R
ǫ,1
N +R
2
N +R
3
N ,
where
R1N =
∑
k,l 6=0
∫
η,ξ
Aσ
¯ˆ
fk(η)A
σ
k (η)(ηl − ξk)φˆl(ξ)N fˆk−l(η − ξ)<N/8dηdξ
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Rǫ,1N = −
∑
k,l 6=0
∫
η,ξ
Aσ
¯ˆ
fk(η)A
σ
k (η)
[
̂(1− v′)∇⊥φl
]
(ξ)N · ∇̂fk−l(η − ξ)<N/8dηdξ
R2N =
∑
k
∫
η,ξ
Aσ
¯ˆ
fk(η)A
σ
k (η)ĝ(ξ)N ∂̂vfk(η − ξ)<N/8dηdξ
R3N = −
∑
k,l
∫
η,ξ
Aσ
¯ˆ
fk(η)A
σ
k−l(η − ξ)uˆl(ξ)N∇̂fk−l(η − ξ)<N/8dηdξ.
8.1. Main contribution. The main contribution comes from R1N . We subdivide this in-
tegral depending on whether or not (l, ξ) and/or (k, η) are resonant as each combination
requires a slightly different treatment. Define the partition:
1 = 1t/∈Il,η,t/∈Il,ξ + 1t/∈Il,η ,t∈Il,ξ + 1t∈Il,η ,t/∈Il,ξ + 1t∈Il,η ,t∈Il,ξ
= χNR,NR + χNR,R + χR,NR + χR,R,
where the NR and R denotes ’non-resonant’ and ’resonant’ respectively referring to (k, η)
and (l, ξ). Correspondingly, denote
R1N =
∑
l 6=0
∫
η,ξ
χDAσ
¯ˆ
fl(η)A
σ
l (η)(ηl − ξl)φˆl(ξ)N fˆ0(η − ξ)<N/8dηdξ︸ ︷︷ ︸
RN,D
+
∑
l 6=0
∫
η,ξ
[
χNR,NR + χNR,R + χR,NR + χR,R
]
(1− χD)
×Aσ ¯ˆfl(η)Aσl (η)(ηl − ξl)φˆl(ξ)N fˆ0(η − ξ)<N/8dηdξ︸ ︷︷ ︸
RNR,NRN,= +R
NR,R
N,= +R
R,NR
N,= +R
R,R
N,=
+
∑
k,l 6=0,k 6=l
∫
η,ξ
(1− χD1)Aσ ¯ˆfk(η)Aσk (η)(ηl − ξk)φˆl(ξ)N fˆk−l(η − ξ)<N/8dηdξ︸ ︷︷ ︸
RN, 6=,∗
+
∑
k,l 6=0,k 6=l
∫
η,ξ
[
χNR,NR + χNR,R + χR,NR + χR,R
]
χD1
×Aσ ¯ˆfk(η)Aσk (η)(ηl − ξk)φˆl(ξ)N fˆk−l(η − ξ)<N/8dηdξ︸ ︷︷ ︸
RNR,NRN +R
NR,R
N +R
R,NR
N +R
R,R
N
= RN,D +R
NR,NR
N,= +R
NR,R
N,= +R
R,NR
N,= +R
R,R
N,=
+RN, 6=,∗ +R
NR,NR
N +R
NR,R
N +R
R,NR
N +R
R,R
N ,
where χD is a characteristic function (the indicator function) of the set
D =
{
(l, ξ) : |l| ≥ 5
4
|ξ|
}
,
and χD1 is a characteristic function (the indicator function) of the set
D1 =
{
(l, k, ξ, η) : |l| ≤ |ξ|, |l − k, ξ − η| ≤ 1
1000
|l, ξ|
}
,
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8.1.1. Treatment of RN,D. For the case |l| ≥ 54 |ξ|, we get for t ≥ 1,
Aσl (η)|l|
l2 + |lt− ξ|2 .
Aσl (ξ)|l|
l2 + t2l2
.
|l|σ−1
1 + t2
,
which implies that
|RN,D| . 1〈t2〉‖A
σf∼N‖L2‖〈∂z〉σ−1∆L∆−1t P6=fN‖L2‖f0‖H3
.
ǫν
1
3
〈t2〉‖A
σf‖22.
(8.1)
The next 4 subsections we will use the fact that for |l| ≤ 54 |ξ| and |ξ − η| ≤ 38 |l, ξ| ≤ 2740 |ξ|,
we have |η| ≥ 1340 |ξ| ≥ 1350 |l|, which gives that
(8.2) wl(t, η) = w(t, η), wl(t, ξ) = w(t, ξ).
8.1.2. Treatment of the zero mode RNR,NRN,= . We have
RNR,NRN,= .
∑
l 6=0
∫
η,ξ
χNR,NR(1− χD)
∣∣∣∣Aσ ¯ˆfl(η) Aσl (η)|l|l2 + |lt− ξ|2 ̂∆L∆−1t f l(ξ)N ∂̂vf0(η − ξ)<N/8
∣∣∣∣ dηdξ
According to the relation between t and ξ, we have the following 5 cases.
Case 1. t ≤ max{t(ξ), t(η)} ≈√|ξ| ≈ √N . Then in this case
Aσl (η)|l|
l2 + |lt− ξ|2 .
Aσl (ξ)|l|
l2(1 + |ξ|
2
l4
)
.
Aσl (ξ)√
N
,(8.3)
which implies
|RNR,NRN,= | .
1
〈t〉‖A
σf∼N‖L2‖Aσ∆L∆−1t P6=fN‖L2‖∂vf0‖H3
.
ǫν
1
3
〈ν 12 t 12 〉〈t〉
‖Aσf∼N‖L2‖Aσ∆L∆−1t P6=fN‖L2 .
Case 2. t ≥ 2|ξ| or t ≥ 2|η|. Then in this case,
|l|
l2 + |lt− ξ|2 .
1
1 + t2
,(8.4)
and
|l|
l2 + |lt− ξ|2 .
|l|
l2 + |lt− ξ|2 −
|l|
l2 + |lt− η|2 +
|l|
l2 + |lt− η|2
.
|l||η − ξ|(2|ξ − lt|+ |ξ − η|)
(l2 + |lt− η|2)(l2 + |lt− ξ|2) +
|l|
l2 + |lt− η|2
.
|l|〈ξ − η〉2
l2 + |lt− η|2 .
〈ξ − η〉2
1 + t2
,(8.5)
which implies that
|RNR,NRN,= | .
1
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t P6=fN‖L2‖f0‖H5
.
ǫν
1
3
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t P6=fN‖L2 .
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Case 3. t ∈ It(ξ) ∩ It(η). In this case there exists k, l′ so that t ∈ Ik,η ∩ Il′,ξ. By Lemma
3.2, we get k ≈ l′.
If l ≤ 12 min{|l′|, |k|}, then
|l|
l2(1 + |t− ξl |2)
.
√
|l|
l2(1 + |t− ηl |2)
√
|l|
l2(1 + |t− ξl |2)
〈ξ − η〉
.
〈ξ − η〉
l(1 + ξ
2
l2
)
.
〈ξ − η〉
1 + ξ
2
l′2
.
〈ξ − η〉
1 + t2
,
here we use the fact that t ≈ ξl′ .
If l > 12 min{|l′|, |k|}, then 1l2 . 1min{|l′|,|k|}2 . 1|l′k| and by the fact that for t ∈ Il′,ξ ∩ Ik,η
and t /∈ Il,ξ ∪ Il,η, it holds that |t− ηl | ≥ |t− ηk | and |t− ξl | ≥ |t− ξl′ |. Thus we get by (8.2),
|l|〈ν 12 ( ξk )
1
2 〉−1
l2(1 + |t− ξl |2)
.
√
|l|
l2(1 + |t− ηl |2)
√
|l|
l2(1 + |t− ξl |2)
〈ξ − η〉〈ν 12 ( ξ
k
)
1
2 〉−1
.
√
1
k(1 + |t− ηk |2)
√
1
l′(1 + |t− ξl′ |2)
〈ξ − η〉〈ν 12 ( ξ
k
)
1
2 〉−1
.
√
η
k2(1 + |t− ηk |2)
√
ξ
l′2(1 + |t− ξl′ |2)
〈ξ − η〉〈ν 13 ( ξ
k
)〉−(1+β)
.
√
∂tw(t, η)
w(t, η)
√
∂tw(t, ξ)
w(t, ξ)
〈ξ − η〉ν− 13
In the third inequality, we use the fact that for 0 < β ≤ 12 ,
(8.6) 〈ν 12 ( ξ
k
)
1
2 〉−1 . ξ
k
〈ν 13 ( ξ
k
)〉−(1+β).
Thus by the fact that t ≈ ξk , we get
|RNR,NRN,= | .
1
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2‖f0‖H4
+
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t fN
∥∥∥∥∥
L2
∥∥∥ν− 13 (ν 12 t 12∂v)f0∥∥∥
H3
.
ǫν
1
3
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2 + ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t P6=fN
∥∥∥∥∥
L2
.
Putting together all the above estimates, we conclude that
|RNR,NRN,= | .
ǫν
1
3
〈ν 12 t 32 〉
‖Aσf∼N‖L2‖Aσ∆L∆−1t fN‖L2 +
ǫν
1
3
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2
+ ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t P6=fN
∥∥∥∥∥
L2
.
(8.7)
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8.1.3. Treatment of the zero mode RNR,RN,= . Since t ∈ Il,ξ, if t ≤ t(η) ≈
√|ξ| ≈ √N , then
l ≈√|ξ|, thus by the fact that
Aσl (η)|l|
l2 + |lt− ξ|2 .
Aσl (ξ)
|l| .
Aσl (ξ)√
N
,
we obtain that
|RNR,RN,= | .
1
〈t〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2‖∂vf0‖H3
.
ǫν
1
3
〈ν 12 t 32 〉
‖Aσf∼N‖L2‖Aσ∆L∆−1t fN‖L2 .
If t ≥ 2|η|, then we use the same argument as (8.4) and (8.5) and get that
|l|Aσk (η)
l2 + (ξ − lt)2 .
〈ξ − η〉2
〈t〉2 A
σ
l (ξ).
Therefore we get
|RNR,RN,= | .
1
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2‖f0‖H5
.
ǫν
1
3
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2 .
If t ∈ It(η), then there is k 6= l such that t ∈ Ik,η ∩ Il,ξ. By the fact that for t ∈ Ik,η and
t /∈ Il,η, |t− ηl | > |t− ηk |, then we get by (8.6) that
|l|〈ν 12 ( ξk )
1
2 〉−1
l2(1 + |t− ξl |2)
.
√
|l|
l2(1 + |t− ηl |2)
√
|l|
l2(1 + |t− ξl |2)
〈ξ − η〉〈ν 12 ( ξ
k
)
1
2 〉−1
.
√
1
k(1 + |t− ηk |2)
√
1
l(1 + |t− ξl |2)
〈ξ − η〉〈ν 12 ( ξ
k
)
1
2 〉−1
.
√
η
k2(1 + |t− ηk |2)
√
ξ
l2(1 + |t− ξl |2)
〈ξ − η〉〈ν 13 ( ξ
k
)〉−(1+β)
.
√
∂tw(t, η)
w(t, η)
√
∂tw(t, ξ)
w(t, ξ)
〈ξ − η〉ν− 13 .
Therefore, we get
|RNR,RN,= | .
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
AσχR∆L∆
−1
t fN
∥∥∥∥∥
L2
∥∥∥ν− 13 (ν 12 t 12 ∂v)f0∥∥∥
H3
. ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
AσχR∆L∆
−1
t fN
∥∥∥∥∥
L2
.
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Putting together all the above estimates, we conclude that
|RNR,RN,= | .
ǫν
1
3
〈ν 12 t 32 〉
‖Aσf∼N‖L2‖Aσ∆L∆−1t fN‖L2 +
ǫν
1
3
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2
+ ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t fN
∥∥∥∥∥
L2
.
(8.8)
8.1.4. Treatment of the zero mode RR,NRN,= . Since t ∈ Il,η, if t ≤ t(ξ) ≈
√|ξ|, then l ≈ √|ξ|.
By using (8.3), we get
|RR,NRN,= | .
1
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2‖f0‖H5 .
ǫν
1
3
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2 .
Similarly if t ≥ 2|ξ|, then by (8.5), we get
|RR,NRN,= | .
1
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2‖f0‖H5 .
ǫν
1
3
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2 .
If t ∈ It(ξ), then there is k 6= l such that t ∈ Ik,ξ ∩ Il,η. By the fact that for t ∈ Ik,ξ and
t /∈ Il,ξ, |t− ξl | > |t− ξk |, then we get by (8.6) that
|l|〈ν 12 ( ξk )
1
2 〉−1
l2(1 + |t− ξl |2)
.
√
|l|
l2(1 + |t− ξl |2)
√
|l|
l2(1 + |t− ηl |2)
〈ξ − η〉〈ν 12 ( ξ
k
)
1
2 〉−1
.
√
1
k(1 + |t− ξk |2)
√
1
l(1 + |t− ηl |2)
〈ξ − η〉〈ν 12 ( ξ
k
)
1
2 〉−1
.
√
ξ
k2(1 + |t− ξk |2)
√
η
l2(1 + |t− ηl |2)
〈ξ − η〉〈ν 13 ( ξ
k
)〉−(1+β)
.
√
∂tw(t, η)
w(t, η)
√
∂tw(t, ξ)
w(t, ξ)
〈ξ − η〉ν− 13 .
Therefore, we get
|RR,NRN,= | .
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t fN
∥∥∥∥∥
L2
∥∥∥ν− 13 (ν 12 t 12 ∂v)f0∥∥∥
H3
. ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t fN
∥∥∥∥∥
L2
.
Putting together all the above estimates, we conclude that
|RR,NRN,= | .
ǫν
1
3
〈t2〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2
+ ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t fN
∥∥∥∥∥
L2
.
(8.9)
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8.1.5. Treatment of the zero mode RR,RN,=. We get by (8.6) that
|l|〈ν 12 ( ξl )
1
2 〉−1
l2(1 + |t− ξl |2)
.
√
|l|
l2(1 + |t− ξl |2)
√
|l|
l2(1 + |t− ηl |2)
〈ξ − η〉〈ν 12 (ξ
l
)
1
2 〉−1
.
√
ξ
l2(1 + |t− ξl |2)
√
η
l2(1 + |t− ηl |2)
〈ξ − η〉〈ν 13 (ξ
l
)〉−(1+β)
.
√
∂tw(t, η)
w(t, η)
√
∂tw(t, ξ)
w(t, ξ)
〈ξ − η〉ν− 13 ,
which gives
|RR,RN,=| .
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t fN
∥∥∥∥∥
L2
∥∥∥ν− 13 (ν 12 t 12 ∂v)f0∥∥∥
H3
. ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
L2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t fN
∥∥∥∥∥
L2
.
(8.10)
8.1.6. Treatment of RN, 6=,∗. In this case, we get (l, k, ξ, η) /∈ D1 which means that at least
one of the following two |l| ≥ |ξ|, |l − k, ξ − η| ≥ 11000 |l, ξ| holds. Thus we get
Aσk(η)|l, ξ|
l2 + |lt− ξ|2 . A
σ
l (ξ)〈l − k, ξ − η〉,
which implies
|RN, 6=,∗| . ‖Aσf∼N‖2‖Aσ∆L∆−1t fN‖2‖f 6=‖H4
.
ǫν
1
3
〈νt3〉‖A
σf∼N‖2‖Aσ∆L∆−1t fN‖2
(8.11)
The next 4 subsections, we restriction (l, k, ξ, η) ∈ D1, which gives |η| ≥ 120 |k| and |ξ| ≥
1
20 |l|, thus
(8.12) wk(t, η) = w(t, η), wl(t, ξ) = w(t, ξ).
8.1.7. Treatment of RNR,NRN . Since we restrict the integrand in D1, it holds that
(8.13) ||l, ξ| − |k, η|| ≤ |k − l, η − ξ| ≤ 1
1000
|l, ξ|.
It follows form the fact that
(ηl − ξk) = (η − ξ)l + (l − k)ξ,
and Lemma 3.3 that
|RNR,NRN | .
∑
k,l 6=0, k 6=l
∫
η,ξ
1t/∈Ik,η ,t/∈Il,ξ |Aσ ¯ˆfk(η)|
∣∣∣∣ Aσl (ξ)|l, ξ|l2 + (ξ − lt)2 ̂∆L∆−1t f l(ξ)N ∇̂fk−l(η − ξ)<N/8
∣∣∣∣ dηdξ
.
∑
k,l 6=0, k 6=l
∫
η,ξ
1t/∈Ik,η ,t/∈Il,ξA
σ | ¯ˆfk(η)|A
σ
l (ξ)|l, ξ|
l2(1 + ξ
2
l4 )
| ̂∆L∆−1t f l(ξ)N ∇̂fk−l(η − ξ)<N/8|dηdξ.
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Therefore we have
|RNR,NRN | . ‖Aσf∼N‖2‖Aσ∆L∆−1t fN‖2‖f 6=‖H3
.
ǫν
1
3
〈νt3〉‖A
σf∼N‖2‖Aσ∆L∆−1t fN‖2.
(8.14)
8.1.8. Treatment of RNR,RN . By (8.13), we have 〈k, η〉σ ≈ 〈l, ξ〉σ and Al(ξ) ≈ Ak(η) which
gives
|RNR,RN | .
∑
k,l 6=0, k 6=l
∫
|η−ξ|≤ |η|
100
χNR,R|Aσ ¯ˆfk(η)| A
σ
l (ξ)|l, ξ|
l2 + (ξ − lt)2 |
̂∆L∆
−1
t f l(ξ)N ∇̂fk−l(η − ξ)<N/8|dηdξ
∑
k,l 6=0, k 6=l
∫
|η−ξ|> |η|
100
χNR,R|Aσ ¯ˆfk(η)| A
σ
l (ξ)|l, ξ|
l2 + (ξ − lt)2 |
̂∆L∆
−1
t f l(ξ)N ∇̂fk−l(η − ξ)<N/8|dηdξ
= RNR,RN,1 +R
NR,R
N,2 .
Let us first deal with RNR,RN,1 , so that |η − ξ| ≤ |η|100 .
If t ≤ t(η) ≈ √|η|, then wk(η) = 1 and by the fact that t ≥ t(ξ) ≈ √|η|, we get that
t ≈√|ξ|, |l| ≈√|ξ| and then
|RNR,RN,1 | .
∑
k,l 6=0, k 6=l
∫
η,ξ
1t/∈Ik,η,t∈Il,ξ |Aσ
¯ˆ
fk(η)|Aσ | ̂∆L∆−1t f l(ξ)N ∇̂fk−l(η − ξ)<N/8|dηdξ
. ‖Aσf∼N‖2‖Aσ∆L∆−1t fN‖2‖f 6=‖H3 .
If t ≥ 2|η|, and for |η − ξ| ≤ 1100 |η|, |l|t − |ξ| ≥ 2|η| − |ξ| ≥ |η| −
∣∣|η| − |ξ|∣∣ & |ξ|, which
implies
|RNR,RN,1 | . ‖Aσf∼N‖L2‖Aσ∆L∆−1t fN‖Hσ‖f 6=‖H3 .
If t ∈ It(η), there exists k′ ∈ [1, E(
√|η|)] such that t ∈ Ik′,η ∩ Il,ξ. Then by Lemma 3.2,
we need to consider the following three cases:
(a.) k′ = l. In this case, by using the fact that
|ξ|
l2 + (ξ − lt)2 .
√
|ξ|
l2 + (ξ − lt)2
√
|η|
l2 + (η − lt)2 〈ξ − η〉
. 〈ν 13 t〉1+βν− 13 〈ξ − η〉
√
∂tw(t, ξ)
w(t, ξ)
√
∂tw(t, η)
w(t, η)
,
and |l| .√|ξ| . |ξ|, we get
|RNR,RN,1 | .
∑
k,l 6=0, k 6=l
∫
|η−ξ|≤ |η|
100
1t∈Ik′,η∩Il,ξ |Aσ
¯ˆ
fk(η)| A
σ
l (t, ξ)|ξ|
l2 + (ξ − lt)2 |
̂∆L∆
−1
t f l(ξ)N ∇̂fk−l(η − ξ)<N/8|dηdξ
.
∑
k,l 6=0, k 6=l
∫
|η−ξ|≤ 1
100
|η|
1t∈Il,η∩Il,ξ
∣∣∣∣∣
√
∂tw(η)
w(η)
Aσ
¯ˆ
fk(η)
∣∣∣∣∣
×
∣∣∣∣∣
√
∂tw(η)
w(η)
Aσ ̂∆L∆
−1
t f l(ξ)N (1 + ν
1
3 t)2ν−
1
3 ̂〈∇∂v〉fk−l(η − ξ)<N/8
∣∣∣∣∣ dηdξ
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.
∥∥∥∥∥
√
∂tw(η)
w(η)
Aσf∼N
∥∥∥∥∥
2
∥∥∥∥∥
√
∂tw(ξ)
w(ξ)
χRA
σ∆L∆
−1
t fN
∥∥∥∥∥
2
∥∥∥〈ν 13 t〉1+βν− 13 f 6=∥∥∥
H4
.
(b.) |t− ηk′ | & ηk′2 and |t− ξl | & ξl2 . In this case, by using the fact that
|l, ξ|
l2 + (ξ − lt)2 .
|ξ|/l2
1 + (ξ/l − t)2 .
|ξ|/l2
1 + ξ
2
l4
. 1,(8.15)
we obtain that
|RNR,RN,1 | . ‖Aσf∼N‖L2‖Aσ∆L∆−1t P6=fN‖L2‖f 6=‖H3
(c.) |η − ξ| & |η||l| ≈ |ξ||l| . In this case, we get
|ξ|
l2 + (ξ − lt)2 .
|ξ|
l2
. |η − ξ|,
which gives
RNR,RN,1 . ‖Aσf∼N‖L2‖Aσ∆L∆−1t P6=fN‖L2‖f 6=‖H4 .
Next we deal with RNR,RN,2 , which we will use the fact that
|l, ξ|
l2 + (ξ − lt)2 . 1 +
|ξ|
l2
. 〈ξ − η〉.
Thus we get
RNR,RN,2 .
∑
k,l 6=0, k 6=l
∫
|η−ξ|> |η|
100
χNR,R|Aσ ¯ˆfk(η)| A
σ
l (ξ)|l, ξ|
l2 + (ξ − lt)2 |
̂∆L∆
−1
t f l(ξ)N ∇̂fk−l(η − ξ)<N/8|dηdξ
. ‖Aσf∼N‖2‖Aσ∆L∆−1t P6=fN‖L2‖f 6=‖H4 .
Therefore we conclude that
|RNR,RN | .‖Aσf∼N‖L2‖Aσ∆L∆−1t fN‖L2‖f 6=‖H4
+
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t fN
∥∥∥∥∥
2
∥∥∥〈ν 13 t〉1+βν− 13 f 6=∥∥∥
H4
.
ǫν
1
3
〈νt3〉‖A
σf∼N‖L2‖Aσ∆L∆−1t fN‖L2 + ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t fN
∥∥∥∥∥
2
.
(8.16)
8.1.9. Treatment of RR,NRN . In this case we have
|l, ξ|
l2 + (ξ − lt)2 . 1 +
|ξ|
l2(1 + ξ
2
l4
)
. 1,
which implies
RR,NRN .
∑
k,l 6=0, k 6=l
∫
η,ξ
χR,NR|Aσ ¯ˆfk(η)|
Aσl (ξ)|l, ξ|
l2 + (ξ − lt)2
∣∣∣∣ ̂∆L∆−1t f l(ξ)N∇̂fk−l(η − ξ)<N/8∣∣∣∣ dηdξ
. ‖Aσf∼N‖2‖Aσ∆L∆−1t P6=fN‖L2‖f 6=‖H3
.
ǫν
1
3
〈νt3〉‖A
σf∼N‖2‖Aσ∆L∆−1t P6=fN‖L2 .(8.17)
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8.1.10. Treatment of RR,RN . In this case t ∈ Ik,η ∩ Il,ξ with k 6= l, by Lemma 3.2, we only
need to deal with the following two cases.
(b.) |t− ηk | & ηk2 and |t− ξl | & ξl2 . In this case, by the fact that Aσl (ξ) ≈ Aσk(η) and
|l, ξ|
l2 + (ξ − lt)2 . 1 +
|ξ|
l2(1 + ξ
2
l4 )
. 1,
we get
|RR,RN | .
∑
k,l 6=0, k 6=l
∫
η,ξ
χR,RAσ| ¯ˆfk(η)| A
σ
l (ξ)|l, ξ|
l2 + (ξ − lt)2 |
̂∆L∆
−1
t f l(ξ)N ∇̂fk−l(η − ξ)<N/8|dηdξ
. ‖Aσf∼N‖L2‖Aσ∆L∆−1t fN‖L2‖f 6=‖H3 .
(c.) |η − ξ| & |η||l| ≈ |ξ||l| . In this case, by using the fact that Aσl (ξ) ≈ Aσk(η) and
|l, ξ|
l2 + (ξ − lt)2 . 1 +
|ξ|
l2
. |η − ξ|,
we get
|RR,RN | .
∑
k,l 6=0, k 6=l
∫
η,ξ
χR,RAσ| ¯ˆfk(η)| Al(ξ)|l, ξ|
l2 + (ξ − lt)2 |
̂∆L∆
−1
t f l(ξ)N ∇̂fk−l(η − ξ)<N/8|dηdξ
. ‖Aσf∼N‖2‖Aσ∆L∆−1t fN‖2‖f 6=‖H4 .
Therefore we conclude that
|RR,RN | . ‖Aσf∼N‖2‖Aσ∆L∆−1t P6=fN‖2‖f 6=‖H4
.
ǫν
1
3
〈νt3〉‖A
σf∼N‖2‖Aσ∆L∆−1t P6=fN‖2.
(8.18)
Combining (8.1), (8.7), (8.8), (8.9), (8.10), (8.11), (8.14), (8.16), (8.17) and (8.18) we
deduce
|R1N | .
(
ǫν
1
3
〈ν 12 t 32 〉
+
ǫν
1
3
〈t2〉 +
ǫν
1
3
〈νt3〉
)
‖Aσf∼N‖L2‖Aσ∆L∆−1t P6=fN‖L2
+ ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
2
∥∥∥∥∥
√
∂tw
w
χRA
σ∆L∆
−1
t P6=fN
∥∥∥∥∥
2
.
(8.19)
8.2. Treatment of R2N . We recall that
R2N =
∑
k 6=0
∫
η,ξ
Aσ
¯ˆ
fk(η)A
σ
k (η)ĝ(ξ)N ∂̂vfk(η − ξ)<N/8dηdξ
+
∫
η,ξ
Aσ
¯ˆ
f0(η)A
σ
0 (η)ĝ(ξ)N ∂̂vf0(η − ξ)<N/8dηdξ
= R2N, 6= +R
2
N,0.
By the fact that |k, η − ξ| ≤ 316N ≤ 38 |ξ| ≈ |k, η|, we have
|R2N, 6=| . ‖Aσ(f 6=)∼N‖2‖〈∂v〉σgN‖2‖f 6=‖H3 ,
and
|R2N,0| . ‖Aσ(f0)∼N‖2‖〈∂v〉σgN‖2‖f0‖H3 .
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Thus we obtain that
(8.20) |R2N | . ‖Aσf∼N‖2‖gN‖Hσ‖f‖H3 .
8.3. Treatment of R3N . R
3
N is easy to dealt with, because the derivatives land on the low
frequency. We then get that
|R3N | ≤
∣∣∣∣∣∣
∑
k,l
∫
η,ξ
Aσ
¯ˆ
fk(η)A
σ
k−l(η − ξ)uˆl(ξ)N ∇̂fk−l(η − ξ)<N/8dηdξ
∣∣∣∣∣∣
≤
∑
k,l
∫
η,ξ
Aσ| ¯ˆfk(η)||l, ξ||uˆl(ξ)N |Aσk−l(η − ξ)|f̂k−l(η − ξ)<N/8|dηdξ,
which gives
(8.21) |R3N | . ‖Aσf∼N‖2‖uN‖H3‖f‖Hσ .
8.4. Corrections. In this section we treat Rǫ,1N which is higher order in ν
1
3 than R1N . We
expand (1− v′)φl with a paraproduct only in v:
Rǫ,1N = −
1
2π
∑
M≥8
∑
k,l 6=0
∫
η,ξ,ξ′
Aσ
¯ˆ
fk(η)A
σ
k (η)
(
(ξ − η)l − ξ′(k − l)
)
χN (l, ξ)
×
[
̂(1− v′)(ξ′ − ξ)
]
<M/8
φ̂l(ξ
′)M f̂k−l(η − ξ)<N/8dηdξdξ′
− 1
2π
∑
M≥8
∑
k,l 6=0
∫
η,ξ,ξ′
Aσ
¯ˆ
fk(η)A
σ
k (η)
(
(ξ − η)l − ξ′(k − l)
)
χN (l, ξ)
×
[
̂(1− v′)(ξ′ − ξ)
]
M
φ̂l(ξ
′)<M/8f̂k−l(η − ξ)<N/8dηdξdξ′
− 1
2π
∑
M∈D
∑
1
8
M≤M ′≤M
∑
k,l 6=0
∫
η,ξ,ξ′
Aσ
¯ˆ
fk(η)A
σ
k (η)
(
(ξ − η)l − ξ′(k − l)
)
× χN (l, ξ)
[
̂(1− v′)(ξ′ − ξ)
]
M ′
φ̂l(ξ
′)M f̂k−l(η − ξ)<N/8dηdξdξ′
= Rǫ,1N,LH +R
ǫ,1
N,HL +R
ǫ,1
N,HH .
We recall that χN denotes the Littlewood-Paley cut-off to the N -th dyadic shell in Z ×R;
see Section 11.1.
Begin first with Rǫ,1N,LH . On the support of the integrand
||k, η| − |l, ξ|| ≤ |k − l, η − ξ| ≤ 3
8
|l, ξ|,
||l, ξ′| − |l, ξ|| ≤ |ξ − ξ′| ≤ 3
8
|l, ξ′|.
Thus Aσk(η) ≈ Aσl (ξ′) and
|Rǫ,1N,LH | .
∑
M≥8
∑
k,l 6=0
∫
η,ξ,ξ′
|Aσ ¯ˆfk(η)|
∣∣∣(ξ − η)l − ξ′(k − l)∣∣∣χN (l, ξ)
×
∣∣∣ [̂(1− v′)(ξ′ − ξ)]
<M/8
Aσl (ξ
′)φ̂l(ξ′)M f̂k−l(η − ξ)<N/8
∣∣∣dηdξdξ′
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From here we may proceed analogous to treatment of R1N with (l, ξ
′) playing the role of (l, ξ).
We omit the details and simply conclude the result is
|Rǫ,1N,LH | . ‖h‖H3
[(
ǫν
1
3
〈t 32 ν 12 〉
+
ǫν
1
3
〈t2〉 +
ǫν
1
3
〈t3ν〉
)
‖Aσf∼N‖L2‖Aσ∆L∆−1t P6=fN‖L2
+ ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
2
∥∥∥∥∥
√
∂tw
w
AσχR∆L∆
−1
t P6=fN
∥∥∥∥∥
2
]
.
(8.22)
Turn now to Rǫ,1N,HL. On the support of the integrand, it holds that
〈k, η〉σ ≈ 〈l, ξ〉σ ≈ 〈l, ξ′ − ξ〉σ ,
Thus we get that
|Rǫ,1N,HL| .
∑
M≥8
∑
k,l 6=0
∫
η,ξ,ξ′
χ|l|≥ |ξ|
16
|Aσ ¯ˆfk(η)|χN (l, ξ)
∣∣∣∣ [̂(1− v′)(ξ′ − ξ)]M
× 〈l〉σ |l, ξ′|φ̂l(ξ′)<M/8∇̂fk−l(η − ξ)<N/8
∣∣∣∣dηdξdξ′
+
∑
M≥8
∑
k,l 6=0
∫
η,ξ,ξ′
χ|l|< |ξ|
16
|Aσ ¯ˆfk(η)|χN (l, ξ)〈ξ′ − ξ〉σ
∣∣∣∣ [̂(1− v′)(ξ′ − ξ)]M
× |l, ξ′|φ̂l(ξ′)<M/8∇̂fk−l(η − ξ)<N/8
∣∣∣∣dηdξdξ′
= Rǫ,1,zN,HL +R
ǫ,1,v
N,HL.
First consider Rǫ,1,zN,HL, where on the support of the integrand, 16|l| ≥ |ξ|.
||k, η| − |l, ξ|| ≤ |k − l, ξ − η| ≤ 3
16
|l, ξ|,
||l, ξ| − |l, ξ′|| ≤ |ξ − ξ′| ≤ 38|ξ|/32 . |l|.
Thus we divide Rǫ,1,zN,HL into two parts
Rǫ,1,zN,HL .
∑
M≥8
∑
k,l 6=0
∫
η,ξ,ξ′
χ|l|≥16|ξ||Aσ ¯ˆfk(η)|χN (l, ξ)
∣∣∣∣ [̂(1− v′)(ξ′ − ξ)]M
×
[
〈l〉σ+1φ̂l(ξ′)<M/8
]
∼N
∇̂fk−l(η − ξ)<N/8
∣∣∣∣dηdξdξ′
+
∑
M≥8
∑
k,l 6=0
∫
η,ξ,ξ′
χ
16|ξ|≥|l|≥ |ξ|
16
|Aσ ¯ˆfk(η)|χN (l, ξ)
∣∣∣∣ [̂(1− v′)(ξ′ − ξ)]M∼N
× 〈l〉σ |l, ξ′|φ̂l(ξ′)<M/8∇̂fk−l(η − ξ)<N/8
∣∣∣∣dηdξdξ′
= Rǫ,1,zN,HL,1 +R
ǫ,1,z
N,HL,2
To make it summable in M we need more ’derivative’ in higher(in M) frequency, luckily the
all of the ’derivates’ lands on the lower(in M) frequency.
If |l| ≥ 16|ξ|, then in fact 38|ξ|/32 ≤ |l|/4, therefore ||k, η| − |l, ξ′|| ≤ |l|/2 ≤ |l, ξ′|/2, which
gives
|k, η| ≈ |l, ξ′| ≈ |l| ≈ N.
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For |l| ≥ 16|ξ| ≥ 16|ξ′|, we get
|l|
l2(1 + (ξ′/l − t)2) .
|l|−1〈 |ξ′||l| 〉2
〈 |ξ′||l| 〉2(1 + ( ξ
′
l − t)2)
.
|l|−1
〈t〉2
We then get that
Rǫ,1,zN,HL,1 .
∑
M≥8
∑
k,l 6=0
∫
η,ξ,ξ′
χ|l|≥16|ξ||Aσ ¯ˆfk(η)|χN (l, ξ)
∣∣∣∣ [̂(1− v′)(ξ′ − ξ)]M
×
[ 〈l〉σ+1
l2 + (ξ′ − lt)2
̂∆L∆
−1
t f l(ξ
′)<M/8
]
∼N
∇̂fk−l(η − ξ)<N/8
∣∣∣∣dηdξdξ′
. 〈t〉−2
∑
M≥8
‖Aσf∼N‖2M−2‖(v′ − 1)M‖H5‖(∆L∆−1t P6=f)∼N‖Hσ‖f‖H3 ,
which gives
Rǫ,1,zN,HL,1 . 〈t〉−2‖Aσf∼N‖2‖h‖H5‖Aσ(∆L∆−1t P6=f)∼N‖2‖f‖H3
.
ǫ2ν
2
3
〈t〉2 ‖A
σf∼N‖2‖Aσ(∆L∆−1t P6=f)∼N‖2.
Next we turn to Rǫ,1,zN,HL,2. If
1
16 |ξ| ≤ |l| ≤ 16|ξ|, then |l| ≈ |l, ξ| ≈ |ξ − ξ′| ≈M ≈ N .
Rǫ,1,zN,HL,2 .
∑
M≥8
‖Aσf∼N‖2M−1‖(1 − v′)M∼N‖Hσ−1‖P6=φ‖H4‖f‖H3
. ‖Aσf∼N‖2‖h∼N‖Hσ−1‖P6=φ‖H4‖f‖H3
.
ǫ2ν
2
3
〈t〉2 ‖A
σf∼N‖2‖h∼N‖Hσ−1
Next we turn to Rǫ,1,vN,HL, in which case we can consider all of the ’derivates’ to be landing
on 1− v′. On the support of the integrand,
||k, η| − |l, ξ|| ≤ |k − l, ξ − η| ≤ 3
16
|l, ξ|,
||ξ − ξ′| − |l, ξ|| ≤ |l, ξ′| ≤ |ξ|/16 + |ξ′| ≤ 67|ξ′ − ξ|/100.
Since |l, ξ| ≈ |ξ − ξ′|, the sum only includes boundedly many terms. Therefore
Rǫ,1,vN,HL . ‖Aσf∼N‖2‖∂vh∼N‖Hσ−1‖∆L∆−1t f 6=‖H4‖f‖H3
.
ǫ2ν
2
3
〈νt3〉‖A
σf∼N‖2‖∂vh∼N‖Hσ−1 .
We turn to the remainder term Rǫ,1N,HH . In the case, we have
|ξ − ξ′| ≈ |ξ′| ≈M ≈M ′.
Thus we divide into two cases according to the relationship between l and ξ′:
|Rǫ,1N,HH | .
∑
M∈D
∑
1
8
M≤M ′≤M
∑
k,l 6=0
∫
η,ξ,ξ′
1|l|≥3|ξ′|Aσ
¯ˆ
fk(η)χN (l, ξ)
[
̂(1− v′)(ξ′ − ξ)
]
M ′
× |l|A
σ
l (ξ)
l2 + (ξ′ − lt)2 |
̂∆L∆
−1
t f l(ξ
′)M ||∇̂fk−l(η − ξ)<N/8|dηdξdξ′
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+
∑
M∈D
∑
1
8
M≤M ′≤M
∑
k,l 6=0
∫
η,ξ,ξ′
1|l|<3|ξ′|Aσ
¯ˆ
fk(η)χN (l, ξ)
[
̂(1− v′)(ξ′ − ξ)
]
M ′
× |l|A
σ
l (ξ)
l2 + (ξ′ − lt)2 |
̂∆L∆
−1
t f l(ξ
′)M ∇̂fk−l(η − ξ)<N/8|dηdξdξ′
= Rǫ,1,zN,HH +R
ǫ,1,v
N,HH .
First we consider Rǫ,1,zN,HH . In this case, we have 〈ξ′ − ξ〉 ≈ 〈ξ′〉,
Aσk(η) ≈ Aσl (ξ) ≈ 〈l, ξ〉σ ≈ 〈l〉σ + 〈ξ〉σ . 〈l〉σ + 〈ξ′〉σ + 〈ξ′ − ξ〉σ . 〈l〉σ ,
and N ≈ |k, η| ≈ 〈l〉, then
|l|Aσl (ξ)
l2 + (ξ′ − lt)2 .
〈l〉σ−1
〈t〉2 .
Therefore, we get
Rǫ,1,zN,HH . 〈t〉−2
∑
M∈D
‖Aσf∼N‖2M−2‖h∼M‖H4‖∆L∆−1t f∼N‖Hσ‖f‖H3
. 〈t〉−2‖Aσf∼N‖2‖h‖H4‖∆L∆−1t P6=f∼N‖Hσ‖f‖H3
.
ǫ2ν
2
3
〈t〉2 ‖A
σf∼N‖2‖∆L∆−1t P6=f∼N‖Hσ .
For |l| < 3|ξ′|, we have 〈ξ′ − ξ〉 ≈ 〈ξ′〉,
Aσk(η) ≈ Aσl (ξ) ≈ 〈l, ξ〉σ ≈ 〈l〉σ + 〈ξ〉σ . 〈l〉σ + 〈ξ′〉σ + 〈ξ′ − ξ〉σ . 〈ξ′〉σ,
and N ≈ 〈l, ξ〉 ≈ 〈ξ′ − ξ〉. Thus
Rǫ,1,vN,HH .
∑
M∈D
∑
1
8
M≤M ′≤M
∑
k,l 6=0
∫
η,ξ,ξ′
1|l|<3|ξ′|Aσ
¯ˆ
fk(η)χN (l, ξ)
[
〈ξ′ − ξ〉σ−1 ̂(1− v′)(ξ′ − ξ)
]
M ′
× 〈ξ′〉2|φ̂l(ξ′)M∇̂fk−l(η − ξ)<N/8|dηdξdξ′
.
∑
M∈D
‖Aσf∼N‖2M−2‖h∼N‖Hσ−1‖(∆L∆−1t f 6=)∼M‖H4‖f‖H3
. ‖Aσf∼N‖2‖h∼N‖Hσ−1‖P6=φ‖H4‖f‖H3
.
ǫ2ν
2
3
〈t〉2 ‖A
σf∼N‖2‖h∼N‖Hσ−1 .
Therefore, we conclude by the bootstrap hypotheses and Lemma 4.1, that
|R1,ǫN | . ǫν
1
3
[(
ǫν
1
3
〈t 32 ν 12 〉
+
ǫν
1
3
〈t2〉 +
ǫν
1
3
〈t3ν〉
)
‖Aσf∼N‖L2‖Aσ∆L∆−1t P6=fN‖L2
+ ǫ
∥∥∥∥∥
√
∂tw
w
Aσf∼N
∥∥∥∥∥
2
∥∥∥∥∥
√
∂tw
w
AσχR∆L∆
−1
t P6=fN
∥∥∥∥∥
2
]
+
ǫ2ν
2
3
〈t〉2 ‖A
σf∼N‖2
[
‖∂vh∼N‖Hσ−1 + ‖Aσ(∆L∆−1t P6=f 6=)∼N‖2 + ‖h∼N‖Hσ−1
]
.
(8.23)
We end this section by proving Proposition 2.8
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Proof. By (8.19), (8.20), (8.21), (8.23), Lemma 4.1, Proposition 2.3, (11.2) and the bootstrap
hypotheses, we get that∑
N≥8
|RN | .
(
ǫν
1
3
〈ν 12 t 32 〉
+
ǫν
1
3
〈t2〉 +
ǫν
1
3
〈νt3〉
)
‖f‖Hσ‖Aσ(∆L∆−1t P6=f)‖2
+ ǫ
∥∥∥∥∥
√
∂tw
w
Aσf
∥∥∥∥∥
2
∥∥∥∥∥
√
∂tw
w
AσχR∆L∆
−1
t P6=fN
∥∥∥∥∥
2
+ ǫν
1
3‖Aσf‖2‖g‖Hσ + ǫ
2ν
2
3
〈t〉2 ‖A
σf‖2
[
‖∂vh‖Hσ−1 + ‖Aσ(∆L∆−1t P6=f)‖2 + ‖h‖Hσ−1
]
.
By Lemma 4.3, we have∑
N≥8
|RN | .
(
ǫν
1
3
〈ν 12 t 32 〉
+
ǫν
1
3
〈t2〉 +
ǫν
1
3
〈νt3〉
)
‖f‖Hσ
(
‖f 6=‖Hσ + ǫν
1
3
〈t〉〈νt3〉‖∂vh‖Hσ
)
+ ǫ
∥∥∥∥∥
√
∂tw
w
Aσf
∥∥∥∥∥
2
(∥∥∥∥∥
√
∂tw
w
f 6=
∥∥∥∥∥
Hσ
+
ǫ2ν
1
2
〈νt3〉
)
+ ǫν
1
3 ‖Aσf‖2‖g‖Hσ + ǫ
2ν
2
3
〈t〉2 ‖A
σf‖2
[‖∂vh‖Hσ−1 + ‖h‖Hσ−1],
and then by the bootstrap hypotheses and the Young’s inequality, it holds that∫ t
1
∑
N≥8
|RN (t′)|dt′ . ǫ sup
t′∈[1,t]
‖Aσf(t′)‖22 + ǫ
∫ t
1
CKw(t
′)dt′
+ ǫν
1
3 sup
t′∈[1,t]
‖Aσf(t′)‖2‖∂vh‖L2T (Hσ)
(∫ t
1
( ǫν 13
〈t′〉〈νt′3〉
)2
dt′
) 1
2
+ ǫ
(∫ t
1
CKw(t
′)dt′
) 1
2
(∫ t
1
( ǫ2ν 12
〈νt′3〉
)2
dt′
) 1
2
+ ǫν
1
3 sup
t′∈[1,t]
‖Aσf(t′)‖2‖g‖L1T (Hσ) + ǫ
3ν sup
t′∈[1,t]
‖Aσf(t′)‖2
+ ǫ2ν
2
3 sup
t′∈[1,t]
‖Aσf(t′)‖2‖∂vh‖L2T (Hσ−1)
. ǫ sup
t′∈[1,t]
‖Aσf(t′)‖22 + ǫ
∫ t
1
CKw(t
′)dt′
+ ǫ3ν
1
3 sup
t′∈[1,t]
‖Aσf(t′)‖2 + ǫ3ν 13
(∫ t
1
CKw(t
′)dt′
) 1
2
. ǫ sup
t′∈[1,t]
‖Aσf(t′)‖22 + ǫ
∫ t
1
CKw(t
′)dt′ + ǫ5ν
2
3
Thus we have proved Proposition 2.8. 
9. Coordinate system
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9.1. Higher regular controls. In this subsection we will study the energy estimate for g
in Hσ and h, h¯ in Hσ−1 and Hσ.
9.1.1. Energy estimate of g. In this section, we will prove (2.31). We need to mention that
the result of (2.31) is not optimal, however it is enough. It is natural to computer the time
evolution of ‖g‖2Hσ . We get
d
dt
‖〈∂v〉σg‖22 = 2
∫
〈∂v〉σg〈∂v〉σ∂tgdv
= −4
t
‖〈∂v〉σg‖22 − 2
∫
〈∂v〉σg〈∂v〉σ(g∂vg)dv
− 2
t
∫
〈∂v〉σg〈∂v〉σ(v′〈∇⊥z,vP6=φ · ∇z,vu˜〉)dv
+ 2ν
∫
〈∂v〉σg〈∂v〉σ((v′)2∂2vg)dv
= −4
t
‖〈∂v〉σg‖22 + V H,g1 + V H,g2 + V H,g3
To treat V H,g1 , we get by using integration by parts,
|V H,g1 | .
∣∣∣∣∫ |∂vg||〈∂v〉σg|2dv∣∣∣∣+ ‖g‖Hσ‖[〈∂v〉σ, g]∂vg‖2.
By Lemma 11.1 and the Sobolev embedding theory, we get
|V H,g1 | . ‖g‖H2‖〈∂v〉σg‖22.
Next we treat V H,g2 . We now use the fact that
< ∇⊥z,vP6=φ · ∇z,vu˜ >=< ∇⊥LP6=φ · ∇Lu˜ 6= > .
Then by the bootstrap hypotheses, we get
|V H,g2 | .
2
t
∫
〈∂v〉σg〈∂v〉σ
[
(v′ − 1) < ∇⊥P6=φ · ∇u˜ 6= >
]
dv
+
2
t
∫
〈∂v〉σg〈∂v〉σ
[
< ∇⊥LP6=φ · ∇Lu˜ 6= >
]
dv
.
1
t
‖〈∂v〉σg‖2‖〈∂v〉σ(v′ − 1)‖2‖ < ∇⊥P6=φ · ∇u˜6= > ‖Hσ
+
1
t
‖〈∂v〉σg‖2‖〈∂v〉σ < ∇⊥LP6=φ · ∇Lu˜ 6= > ‖2
.
1
t
‖〈∂v〉σg‖2‖h‖Hσ‖∇⊥LP6=φ‖Hσ‖∇Lu˜6=‖H2
+
1
t
‖〈∂v〉σg‖2‖h‖Hσ‖∇⊥LP6=φ‖H2‖∇Lu˜6=‖Hσ
+
1
t
‖〈∂v〉σg‖2‖∇⊥LP6=φ‖Hσ‖∇Lu˜ 6=‖H2 +
1
t
‖〈∂v〉σg‖2‖∇⊥LP6=φ‖H2‖∇Lu˜6=‖Hσ
.
1
t
‖〈∂v〉σg‖2‖∇⊥LP6=φ‖Hσ‖∇Lu˜ 6=‖H2 +
1
t
‖〈∂v〉σg‖2‖∇⊥LP6=φ‖H2‖∇Lu˜6=‖Hσ .
At last we treat the dissipation term V H,g3 . We have
V H,g3 = 2ν
∫
〈∂v〉σg〈∂v〉σ(∂2vg)dv
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+ 2ν
∫
〈∂v〉σg〈∂v〉σ
(
((v′)2 − 1)∂2vg
)
dv
= −2ν‖∂v〈∂v〉σg‖22
+ 2ν
∫
〈∂v〉σg〈∂v〉σ
(
((v′)2 − 1)∂2vg
)
dv
= −2ν‖∂v〈∂v〉σg‖22 + V H,g3,ǫ
The term V H,g3,ǫ is similar to E
0. We then obtain by Young’s inequality that
|V H,g3,ǫ | . ν(1 + ‖h‖H2)
(‖∂vg‖2Hσ‖h‖H2 + ‖∂vh‖Hσ−2‖∂vg‖Hσ‖g‖H4)
. ν(1 + ‖h‖H2)
(‖∂vg‖2Hσ‖h‖H2 + ‖h‖Hσ−1‖∂vg‖2Hσ + ‖∂vh‖Hσ−2‖g‖2H4) .(9.1)
By the bootstrap assumption, we get
d
dt
‖g‖2Hσ ≤ −
4
t
‖g‖2Hσ − ν‖∂vg‖2Hσ + C
(
‖g‖H2‖g‖2Hσ
+
1
t
‖g‖Hσ
(
‖∇⊥LP6=φ‖Hσ‖∇Lu˜ 6=‖H2 + ‖∇⊥LP6=φ‖H2‖∇Lu˜ 6=‖Hσ
)
+ ν‖∂vh‖Hσ−2‖g‖2H4
)
≤ −4
t
‖g‖2Hσ + C
[
‖g‖H2‖g‖2Hσ + ν‖∂vh‖Hσ−2‖g‖Hσ‖g‖H4
+
1
t
‖g‖Hσ
(
‖∆LP6=φ‖Hσ‖∇Lu˜ 6=‖H2 + ‖∇⊥LP6=φ‖H2‖∇Lu˜ 6=‖Hσ
)]
,
which gives that for t ≥ 1,
sup
t′∈[1,t]
(
t′‖g(t′)‖Hσ
)
+
∫ t
1
‖g(t′)‖Hσdt′
≤ ‖g(1)‖Hσ + C
(
‖g‖L1TH2 sup
t′∈[1,T ]
t′‖g(t′)‖Hσ + ν 12‖∂vh‖L2T (Hσ−2)ν
1
2 ‖tg‖L2T (H4)
+ ‖f 6=‖L∞T (Hσ)‖∇Lu˜6=‖L1TH2 +
∥∥∥∥∥ ǫν
1
3
〈t〉〈νt3〉‖∂vh‖Hσ
∥∥∥∥∥
L1T
‖∇Lu˜6=‖L∞T (H2)
+ ‖∇⊥LP6=φ‖L1T (H2)‖f 6=‖L∞T Hσ + ‖∇
⊥
LP6=φ‖L∞T (H2)
∥∥∥∥∥ ǫν
1
3
〈t〉〈νt3〉‖∂vh‖Hσ
∥∥∥∥∥
L1T
)
≤ ‖g(1)‖Hσ + C
(
‖g‖L1TH2 sup
t′∈[1,T ]
t′‖g(t′)‖Hσ + ν 12‖∂vh‖L2T (Hσ−2)ν
1
2 ‖tg‖L2T (H4)
+ ǫν
1
3‖∇Lu˜ 6=‖L1TH2 + ǫν
1
3 ‖∇⊥LP6=φ‖L1T (H2) + ǫ
2ν
2
3 ‖∂vh‖L2T (Hσ)
)
.
Thus by the bootstrap hypotheses, we get that
sup
t′∈[1,t]
(
t′‖g(t′)‖Hσ
)
+
∫ t
1
‖g(t′)‖Hσdt′
≤ ‖g(1)‖Hσ +C
(
ǫν
1
3 sup
t′∈[1,T ]
t′‖g(t′)‖Hσ + ǫ2ν 13
)
.
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By taking ǫ small enough, we proved (2.31).
9.1.2. Energy estimate of h¯ and h. We get that
1
2
d
dt
‖h¯‖2Hσ−1 = −
∫
〈∂v〉σ−1h¯〈∂v〉σ−1(g∂vh¯)dv − 2
t
‖h¯‖2Hσ−1
+
1
t
∫
〈∂v〉σ−1h¯〈∂v〉σ−1
(
v′ < ∇⊥z,vP6=φ · ∇z,vf 6= >
)
dv
+ ν
∫
〈∂v〉σ−1h¯〈∂v〉σ−1(((v′)2 − 1)∂vv h¯)dv − ν‖∂vh¯‖Hσ−1
= −2
t
‖h¯‖2Hσ−1 − ν‖∂vh¯‖Hσ−1 + V H,h¯1 + V H,h¯2 + V H,h¯3 ,
and
1
2
d
dt
‖h‖2Hσ−1 = −
∫
〈∂v〉σ−1h〈∂v〉σ−1
(
g∂vh− h¯− ν(v′)2∂2vh
)
dv
= −
∫
〈∂v〉σ−1h〈∂v〉σ−1(g∂vh)dv
+
∫
〈∂v〉σ−1h〈∂v〉σ−1h¯dv
+ ν
∫
〈∂v〉σ−1h〈∂v〉σ−1
(
((v′)2 − 1)∂2vh
)
dv − ν‖∂vh‖2Hσ−1
= −ν‖∂vh‖2Hσ−1 + V H,h1 + V H,h2 + V H,h3
We use the same argument as in the treatment of V H,g1 and get that
|V H,h¯1 | . ‖g‖Hσ−1‖h¯‖2Hσ−1 ,
and
|V H,h1 | . ‖g‖Hσ−1‖h¯‖2Hσ−1 .
We also have
|V H,h2 | ≤ ‖h‖Hσ−1‖h¯‖Hσ−1 .
To treat V H,h¯2 , we have
V H,h¯2 =
1
t
∫
〈∂v〉σ−1h¯〈∂v〉σ−1
(
< ∇⊥z,vP6=φ · ∇z,vf 6= >
)
dv
+
1
t
∫
〈∂v〉σ−1h¯〈∂v〉σ−1
(
h < ∇⊥z,vP6=φ · ∇z,vf 6= >
)
dv.
Thus by the fact that
< −∂vF∂zG+ ∂zF∂vG >= ∂v < G∂zF >,
we get
|V H,h¯2 | .
1
t
‖h¯‖Hσ−1(1 + ‖h‖H2)‖ < ∇⊥z,vP6=φ · ∇z,vf 6= > ‖Hσ−1
+
1
t
‖h¯‖Hσ−1‖h‖Hσ−1‖ < ∇⊥z,vP6=φ · ∇z,vf 6= > ‖H1
.
1
t
‖h¯‖Hσ−1(1 + ‖h‖H2)‖ < ∂zP6=φf 6= > ‖Hσ
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+
1
t
‖h¯‖Hσ−1‖h‖Hσ−1‖ < ∂zP6=φf 6= > ‖H2
.
1
t
‖h¯‖Hσ−1(1 + ‖h‖H2)‖P6=φ‖Hσ‖∂zf 6=‖H1
+
1
t
‖h¯‖Hσ−1(1 + ‖h‖H2)‖∂zP6=φ‖H1‖f 6=‖Hσ
+
1
t
‖h¯‖Hσ−1‖h‖Hσ−1‖∂zP6=φ‖H2‖f 6=‖H2 .
Next we turn to V H,h¯3 and V
H,h
3
|V H,h¯3,ǫ | .
∫
ξ,η
〈η〉2σ−2|ˆ¯h(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|2ˆ¯h(ξ)∣∣∣ dξdη
.
∫
ξ,η
1|η|≤1|ˆ¯h(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|(|η| + |ξ − η|)ˆ¯h(ξ)∣∣∣ dηdξ
+
∫
ξ,η
1|η|≥11|ξ−η|≥|ξ||η|2σ−2|ˆ¯h(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|2ˆ¯h(ξ)∣∣∣ dξdη
+
∫
ξ,η
1|η|≥11|ξ−η|<|ξ||η|2σ−2|ˆ¯h(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|2ˆ¯h(ξ)∣∣∣ dξdη
.
∫
ξ,η
1|η|≤1|η||ˆ¯h(η)|
∣∣∣( ̂(1 − (v′)2)(η − ξ))|ξ|fˆ0(ξ)∣∣∣ dηdξ
+
∫
ξ,η
1|η|≤1|ˆ¯h(η)|
∣∣∣( ̂∂v(1− (v′)2)(η − ξ))|ξ|ˆ¯h(ξ)∣∣∣ dηdξ
+
∫
ξ,η
1|η|≥11|ξ−η|<|ξ||η|σ|ˆ¯h(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|ξ|σ ˆ¯h(ξ)∣∣∣ dξdη
+
∫
ξ,η
1|η|≥11|ξ−η|≥|ξ||η|σ−1|ˆ¯h(η)|
∣∣∣( ̂1− (v′)2(η − ξ))|η − ξ|σ−1|ξ|2ˆ¯h(ξ)∣∣∣ dξdη
. ‖(1 − (v′)2)‖H2‖∂vh¯‖Hσ−1 + ‖h¯‖Hσ−1‖(1− (v′)2)‖Hσ−1‖h¯‖H4
. (1 + ‖h‖H2)
(
‖h‖H2‖∂vh¯‖Hσ−1 + ‖h¯‖Hσ−1‖∂vh‖Hσ−2‖h¯‖H4
)
,
and
|V H,h3,ǫ | . ν(1 + ‖h‖H2)‖∂vh‖2Hσ−1‖h‖H4 .
Putting together and using the bootstrap assumption, we get
1
2
d
dt
‖h¯‖2Hσ−1 ≤ −
2
t
‖h¯‖2Hσ−1 +C
(
‖g‖H2‖h¯‖2Hσ−1
+
1
t
‖h¯‖Hσ−1(1 + ‖h‖H2)‖P6=φ‖Hσ‖∂zf 6=‖H1
+
1
t
‖h¯‖Hσ−1(1 + ‖h‖H2)‖∂zP6=φ‖H1‖f 6=‖Hσ
+
1
t
‖h¯‖Hσ−1‖h‖Hσ−1‖∂zP6=φ‖H2‖f 6=‖H2 + ν‖∂vh‖Hσ−2‖h¯‖Hσ−1‖h¯‖H4
)
.
We also get
d
dt
(
t‖h¯‖Hσ−1
) ≤ −‖h¯‖Hσ−1 + C(t‖g‖H2‖h¯‖Hσ−1
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+ ‖P6=φ‖Hσ‖∂zf 6=‖H1 + ‖∂zP6=φ‖H2‖f 6=‖Hσ + νt‖∂vh‖Hσ−2‖h¯‖H4
)
,
which then implies
sup
t∈[1,T ]
(
t‖h¯(t)‖Hσ−1
)
+
∫ T
0
‖h¯(t′)‖Hσ−1dt′
≤ ‖h¯(1)‖Hσ−1 + C
(
‖g‖L1T (H2) sup
t∈[1,T ]
(
t‖h¯(t)‖Hσ−1
)
+ ‖P6=φ‖L∞T Hσ‖∂zf 6=‖L1TH1
+ ‖∂zP6=φ‖L1TH2‖f 6=‖L∞(Hσ) + ν‖∂vh‖L2THσ−2
∥∥〈t〉‖h¯‖H4∥∥L2T
)
≤ ‖h¯(1)‖Hσ−1 + C
(
ǫν
1
3 sup
t∈[1,T ]
(
t‖h¯(t)‖Hσ−1
)
+ ǫ2ν
1
3 + ǫ2ν
7
6
)
.
Then by taking ǫ small enough, we get (2.32).
We also get by Young’s inequality and the bootstrap hypotheses that
sup
t∈[1,T ]
(‖h(t)‖2Hσ−1)+ ν‖∂vh‖2L2THσ−1
≤ ‖h(1)‖2Hσ−1 + ‖h¯‖L1T (Hσ−1) sup
t∈[1,T ]
(‖h(t)‖Hσ−1)+ C‖g‖L1T (H2) sup
t∈[1,T ]
(‖h(t)‖2Hσ−1)
≤ ‖h(1)‖2Hσ−1 + 4‖h¯‖2L1T (Hσ−1) +
(1
4
+ C‖g‖L1T (H2)
)
sup
t∈[1,T ]
(‖h(t)‖2Hσ−1)
≤ ‖h(1)‖2Hσ−1 + 4‖h¯‖2L1T (Hσ−1) +
3
8
sup
t∈[1,T ]
(‖h(t)‖2Hσ−1),
which implies (2.33).
9.2. Energy estimates of h¯ and h in Hσ.
1
2
d
dt
‖Aσh¯‖22 = −
∫
∂tw(t, η)
w(t, η)
∣∣∣∣∣〈η〉σ ̂¯h(t, η)w(t, η)
∣∣∣∣∣
2
dη − 2
t
‖Aσh¯‖22
−
∫
Aσh¯
[
Aσ(g∂v h¯)− g∂vAσh¯
]
dv︸ ︷︷ ︸
V h¯1,σ
+
1
2
∫
g′|Aσh¯|2dv
+
1
t
∑
l 6=0
∫ 〈η〉σ ̂¯h(t, η)
w(t, η)
〈η〉σηl
w(t, η)
φˆ−l(η − ξ)fˆl(ξ)dξdη︸ ︷︷ ︸
V h¯2,σ
+
1
t
∑
l 6=0
∫ 〈η〉σ ̂¯h(t, η)
w(t, η)
〈η〉σ(η − ξ′)l
w(t, η)
hˆ(ξ′)φˆ−l(η − ξ)fˆl(ξ − ξ′)dξ′dξdη︸ ︷︷ ︸
V h¯,ǫ2,σ
− ν‖∂vAσh¯‖22 + ν
∫
Aσh¯Aσ
(
((v′)2 − 1)∂vv h¯
)
dv︸ ︷︷ ︸
V h¯3,σ
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= −CK h¯w −
2
t
‖Aσh¯‖22 − ν‖∂vAσh¯‖22 + V h¯1,σ + V h¯2,σ + V h¯,ǫ2,σ + V h¯3,σ
We the get
V h¯1,σ = −
∑
M≥8
∫
Aσh¯
[
Aσ(gM∂vh¯<M/8)− gM∂vAσh¯<M/8
]
dv
−
∑
M≥8
∫
Aσh¯
[
Aσ(g<M/8∂vh¯M )− g<M/8∂vAσh¯M
]
dv
−
∑
M∈D
∑
1
8
M≤M ′≤8M
∫
Aσh¯
[
Aσ(gM∂vh¯M ′)− gM∂vAσh¯M ′
]
dv
= V h¯,HL1,σ + V
h¯,LH
1,σ + V
h¯,HH
1,σ .
We have
|V h¯,HL1,σ | .
∑
M≥8
∫
Aσ ̂¯h(η) [Aσ(gˆ(ξ)M ∂̂vh¯(η − ξ)<M/8)− gˆ(ξ)MAσ∂̂vh¯(η − ξ)<M/8] dξdη
.
∑
M≥8
∫
Aσ ̂¯h(η)〈ξ〉σ gˆ(ξ)M ∂̂vh¯(η − ξ)<M/8dξdη
.
∑
M≥8
‖Aσh¯∼M‖2‖gM‖Hσ‖∂vh¯‖H1
. ‖Aσh¯‖2‖g‖Hσ‖∂vh¯‖H1 .
Next we treat V h¯,LH1,σ + V1,σ, we get
|V h¯,HL1,σ | .
∑
M≥8
∫
|ξ−η|≤ 1
10
|η|
Aσ ̂¯h(η) [Aσ(gˆ(η − ξ)<M/8∂̂vh¯(ξ)M )− gˆ(η − ξ)<M/8Aσ∂̂vh¯(ξ)M] dξdη
+
∑
M≥8
∫
|ξ−η|≥ 1
10
|η|
Aσ ̂¯h(η) [Aσ(gˆ(η − ξ)<M/8∂̂vh¯(ξ)M )− gˆ(η − ξ)<M/8Aσ∂̂vh¯(ξ)M] dξdη,
For the first term, by Lemma 6.1, we have |ξ| ≈ |η| and then∣∣∣∣∣∣
∑
M≥8
∫
|ξ−η|≤ 1
10
|η|
Aσ ̂¯h(η) [Aσ(gˆ(η − ξ)<M/8∂̂vh¯(ξ)M )− gˆ(η − ξ)<M/8Aσ∂̂vh¯(ξ)M] dξdη
∣∣∣∣∣∣
.
∑
M≥8
∫
|ξ−η|≤ 1
10
|η|
Aσ|̂¯h(η)| ∣∣∣∣ 〈η〉ηw(t, η) − 〈ξ〉ξw(t, ξ)
]
|gˆ(η − ξ)<M/8̂¯h(ξ)M |dξdη
.
∑
M≥8
∫
|ξ−η|≤ 1
10
|η|
Aσ|̂¯h(η)| |〈η〉ση − 〈ξ〉σξ] |gˆ(η − ξ)<M/8̂¯h(ξ)M |dξdη
+
∑
M≥8
∫
|ξ−η|≤ 1
10
|η|
Aσ|̂¯h(η)| ∣∣∣∣ 1w(t, η) − 1w(t, ξ)
]
〈ξ〉σ+1|gˆ(η − ξ)<M/8̂¯h(ξ)M |dξdη
.
∑
M≥8
∫
|ξ−η|≤ 1
10
|η|
Aσ|̂¯h(η)|〈η − ξ〉〈ξ〉σ |gˆ(η − ξ)<M/8̂¯h(ξ)M |dξdη
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+
∑
M≥8
∫
|ξ−η|≤ 1
10
|η|
Aσ|̂¯h(η)| ∣∣∣∣ 1w(t, η) − 1w(t, ξ)
]
〈ξ〉σ+1|gˆ(η − ξ)<M/8̂¯h(ξ)M |dξdη
.
∑
M≥8
∫
|ξ−η|≤ 1
10
|η|
Aσ|̂¯h(η)|〈η − ξ〉〈ξ〉σ |gˆ(η − ξ)<M/8̂¯h(ξ)M |dξdη
+
∑
M≥8
∫
|ξ−η|≤ 1
10
|η|
Aσ|̂¯h(η)| 〈η − ξ〉
η
(
ν−
1
3χ
t′.ν−
1
3
(t′) + ν
1
3
βt′1−βχ
t′&ν−
1
3
(t′)
)
× 〈ξ〉σ+1|gˆ(η − ξ)<M/8̂¯h(ξ)M |dξdη
.
∑
M≥8
‖Aσh¯∼M‖2‖gM‖H3‖h¯‖Hσ
(
ν−
1
3χ
t′.ν−
1
3
(t′) + ν
1
3
βt′1−βχ
t′&ν−
1
3
(t′)
)
. ‖Aσh¯‖2‖g‖H3‖h¯‖Hσ
(
ν−
1
3χ
t′.ν−
1
3
(t′) + ν
1
3
βt′1−βχ
t′&ν−
1
3
(t′)
)
.
For the second term, we have |ξ − η| ≥ 110 |η| ≈ |ξ|, thus we get∑
M≥8
∣∣∣∣∣
∫
|ξ−η|≥ 1
10
|η|
Aσ ̂¯h(η) [Aσ(gˆ(η − ξ)<M/8∂̂vh¯(ξ)M )− gˆ(η − ξ)<M/8Aσ∂̂vh¯(ξ)M] dξdη
∣∣∣∣∣
.
∑
M≥8
∫
Aσ ̂¯h(η)〈ξ〉σ gˆ(ξ)M ∂̂vh¯(η − ξ)<M/8dξdη
.
∑
M≥8
‖Aσh¯∼M‖2‖gM‖Hσ‖∂vh¯‖H1 . ‖Aσh¯‖2‖g‖Hσ‖∂vh¯‖H1 .
Now we turn to V h¯,HH1,σ , we have
|η| . |η − ξ|+ |ξ| ≈ |ξ| ≈ |η − ξ|
and then
|V h¯,HH1,σ | .
∑
M∈D
‖Aσh¯‖2‖gM‖Hσ‖h¯∼M‖H3
. ‖Aσh¯‖2‖g‖Hσ‖h¯‖H3
As suggested by Section 8.4, V h¯,ǫ2,σ is not significantly harder then V
h¯
2,σ, in fact the primary
complications that arise in the treatment of Rǫ,1N do not arise in the treatment of V
h¯,ǫ
2,σ . Hence
we focus only on V h¯2,σ; the control of V
h¯,ǫ
2,σ results in, at worst, similar contributions with an
additional power of ǫ. Now we turn to V h¯2,σ, we use Littlewood-Paley decomposition in v and
get that
V h¯2,σ =
1
t
∑
l 6=0
∫
χ|η|≤100|l|
〈η〉σ ̂¯h(t, η)
w(t, η)
〈η〉σηl
w(t, η)
φˆ−l(η − ξ)fˆl(ξ)dξdη
+
∑
M≥8
1
t
∑
l 6=0
∫
χ|η|≥100|l|
〈η〉σ ̂¯h(t, η)
w(t, η)
〈η〉σηl
w(t, η)
φˆ−l(η − ξ)<M/8fˆl(ξ)Mdξdη
+
∑
M≥8
1
t
∑
l 6=0
∫
χ|η|≥100|l|
〈η〉σ ̂¯h(t, η)
w(t, η)
〈η〉σηl
w(t, η)
φˆl(ξ)M fˆ−l(η − ξ)<M/8dξdη
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+
∑
M∈D
∑
1
8
M≤M ′≤8M
1
t
∑
l 6=0
∫
χ|η|≥100|l|
〈η〉σ ̂¯h(t, η)
w(t, η)
〈η〉σηl
w(t, η)
φˆ−l(η − ξ)M ′ fˆl(ξ)Mdξdη
= V h¯,z2,σ +
∑
M≥8
T h¯M +
∑
M≥8
Rh¯M +Rh¯.
It is easy to obtain that
|V h¯,z2,σ | .
1
t
‖h¯‖Hσ‖φ6=‖H4‖f 6=‖Hσ .
1
t3
‖h¯‖Hσ‖f 6=‖Hσ‖f 6=‖H6
There is a loss of derivate in T h¯M . By using the fact that
|η| = |(η − ξ + lt)|+ |(ξ − lt)| . 〈η − ξ + lt〉〈ξ − lt〉
We get
|T h¯M | .
1
t
∑
l 6=0
∫
1|η|≥100|l|
〈η〉σ |̂¯h(t, η)|
w(t, η)
〈ξ〉σ |l|
w(t, ξ)
|〈η − ξ + lt〉φˆl(η − ξ)<M/8||〈ξ − lt〉fˆ−l(ξ)M |dξdη
.
1
t
‖Aσh¯∼M‖2‖(
√
−∆LAσf 6=)M‖2‖∂z∇Lφ6=‖H2
.
1
t2
‖Aσh¯∼M‖2‖(
√
−∆LAσf 6=)M‖2‖f 6=‖H3 .
For Rh¯M , we have
|Rh¯M | .
1
t
∑
l 6=0
∫
1|η|≥100|l||Aσ ̂¯h(t, η)|Aσ(t, ξ) ξ/l2〈 ξl − t〉2 ̂∆L∆−1t f l(ξ)M ∂̂zf−l(η − ξ)<M/8dξdη
.
1
t
∑
l 6=0
∫
1|η|≥100|l|χ|l|≥ 1
10
√
|ξ||Aσ ̂¯h|Aσ(t, ξ) ξ/l2〈 ξl − t〉2 ̂∆L∆−1t f l(ξ)M ∂̂zf−l(η − ξ)<M/8dξdη
+
1
t
∑
l 6=0
∫
1|η|≥100|l|1|l|≤ 1
10
√
|ξ|
[
1t∈Il,ξ + 1t/∈Il,ξ
]
|Aσ ̂¯h|
×Aσ(t, ξ) ξ/l
2
〈 ξl − t〉2
̂∆L∆
−1
t f l(ξ)M ∂̂zf−l(η − ξ)<M/8dξdη
= Rh¯,zM +R
h¯
M,R +R
h¯
M,NR
We have
|Rh¯,zM | .
1
t
‖Aσh¯∼M‖2‖Aσ(∆L∆−1t f 6=)M‖2‖f 6=‖H3
Next we treat Rh¯M,NR, we have
|Rh¯M,NR| .
1
t
∥∥Aσh¯∼M∥∥2 ∥∥Aσ(∆L∆−1t f 6=)M∥∥2 ‖f 6=‖H3
If t ∈ Il,ξ with |l| ≤ 110
√|ξ|, then according the integrand we get |ξ − η| ≤ 316 |ξ|, and thus
t ∈ Ik,η. By Lemma 3.2, we have the follow three cases.
a.) k = l. We get
|Rh¯M,R| .
1
t
∥∥∥∥∥
√
∂tw
w
Aσh¯∼M
∥∥∥∥∥
2
∥∥∥∥∥
√
∂tw
w
χRA
σ(∆L∆
−1
t f 6=)M
∥∥∥∥∥
2
‖ν− 13 〈ν 13 t〉1+βf 6=‖H6
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b.) |ηk − t| & ηk2 and | ξk − t| & ξk2 . Then the estimate is similar to Rh¯M,NR and we get
|Rh¯M,R| .
1
t
∥∥Aσh¯∼M∥∥2 ∥∥Aσ(∆L∆−1t f 6=)M∥∥2 ‖f 6=‖H3
c.) |η − ξ| & ξ
l2
, then we get
|Rh¯M,R| .
1
t
∥∥Aσh¯∼M∥∥2 ∥∥Aσ(∆L∆−1t f 6=)M∥∥2 ‖f 6=‖H4
The remainder term is easy to dealt with. We use the fact that |η| . |η − ξ| + |ξ| and
|ξ| ≈ |η − ξ| and get that
|Rh¯| .
∑
M∈D
∑
1
8
M≤M ′≤8M
1
t
∑
l 6=0
∫
χ|η|≥100|l||Aσ ̂¯h(t, η)|〈η〉σ−2|φˆ−l(η − ξ)M ′ ||ξ|3|l||fˆl(ξ)M |dξdη
.
∑
M∈D
1
t
‖Aσh¯‖2‖P6=φ∼M‖Hσ−2‖(f 6=)M‖H7
.
1
t
‖Aσh¯‖2‖P6=φ‖Hσ−2‖f 6=‖H7 .
1
t
‖Aσh¯‖2‖f 6=‖Hσ−2‖f 6=‖H7 .
To treat the dissipation error term V h¯3,σ, we have
|V h¯3,σ| .
∫
〈η〉σ |̂¯h(η)|〈η〉σ |G(η − ξ)||ξ|2|̂¯h(ξ)|dξdη
.
∫
|η−ξ|≤|ξ|
1|η|≤1|̂¯h(η)||G(η − ξ)||ξ|2|̂¯h(ξ)|dξdη
+
∫
|η−ξ|≤|ξ|
1|η|≥1〈η〉σ |̂¯h(η)|〈η〉σ |G(η − ξ)||ξ|2|̂¯h(ξ)|dξdη
+
∫
|η−ξ|≥|ξ|
1|η|≥1〈η〉σ |̂¯h(η)|〈η〉σ |G(η − ξ)||ξ|2|̂¯h(ξ)|dξdη
= V h¯,<13,σ + V
h¯,LH
3,σ + V
h¯,HL
3,σ .
Now we treat V h¯,<13,σ ,
|V h¯,<13,σ | . ν‖h¯‖L2‖h¯‖H2‖G‖H2 . ν‖h¯‖L2‖h¯‖H2‖h‖H2 .
Next we turn to V h¯,LH3,σ , in which case it holds that
|η| ≤ |η − ξ|+ |ξ| . |ξ|.
Then we have
V h¯,LH3,σ . ν
∫
|η−ξ|≤|ξ|
|η|〈η〉σ |̂¯h(η)|〈ξ〉σ−1|G(η − ξ)||ξ|2|̂¯h(ξ)|dξdη
. ν‖h‖H3‖∂vAσh¯‖22 . ǫν
1
3 ν‖∂vAσh¯‖22.
Next we treat V h¯,HL3,σ and get that
|V h¯,HL3,σ | . ν
∫
|η−ξ|≥|ξ|
|η|〈η〉σ |̂¯h(η)|〈η − ξ〉σ−1|G(η − ξ)||ξ|2|̂¯h(ξ)|dξdη
. ν‖∂vh¯‖Hσ‖h‖Hσ−1‖∂vh¯‖H3 .
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Thus we conclude that
1
2
d
dt
‖Aσh¯‖22 + CK h¯w +
2
t
‖Aσh¯‖22 +
1
2
ν‖∂vAσh¯‖22
. ‖Aσh¯‖22‖g‖Hσ + ‖Aσh¯‖22‖g‖H3
(
ν−
1
3χ
t′.ν−
1
3
(t′) + ν
1
3
βt′1−βχ
t′&ν−
1
3
(t′)
)
+
1
t
‖h¯‖Hσ‖f 6=‖Hσ‖f 6=‖H7 +
1
t2
‖Aσh¯‖2‖(
√
−∆LAσf 6=)‖2‖f 6=‖H3
+
1
t
∥∥Aσh¯∥∥
2
∥∥Aσ(∆L∆−1t f 6=)∥∥2 ‖f 6=‖H3
+
1
t
∥∥∥∥∥
√
∂tw
w
Aσh¯
∥∥∥∥∥
2
∥∥∥∥∥
√
∂tw
w
χRA
σ(∆L∆
−1
t f 6=)
∥∥∥∥∥
2
‖ν− 13 〈ν 13 t〉1+βf 6=‖H6
+ ν‖h¯‖L2‖h¯‖H2‖h‖H2 ,
which gives by the bootstrap hypotheses that
(t
3
2‖Aσh¯(t)‖2)2 +
∫ t
1
t′3CK h¯wdt
′ +
1
2
∫ t
1
t′2‖Aσh¯(t′)‖22dt′ +
1
2
ν
∫ t
1
t′3‖∂vAσh¯(t′)‖22dt′
≤ ‖Aσh¯(1)‖22
+ C
[
‖g‖L1T (Hσ) +
∫ t
1
ǫν
1
3
t′2
(
ν−
1
3χ
t′.ν−
1
3
(t′) + ν
1
3
βt′1−βχ
t′&ν−
1
3
(t′)
)
dt′
]
‖t 32 ‖Aσh¯(t)‖2‖2L∞T
+ C
∫ t
1
ǫ2ν
2
3 t
1
2
〈νt′3〉 dt
′‖t 32 ‖Aσh¯(t)‖2‖L∞T
+ C‖t 32 ‖Aσh¯(t)‖2‖L∞T
∫ t
1
[
ǫt′
1
2
t′
ν−
1
6
〈νt′3〉
]2
dt′
 12 ν 12 ‖√−∆Lf 6=‖L2T (Hσ)
+ C‖t 32 ‖Aσh¯(t)‖2
∫ t
1
[
t′
1
2
ǫν−
1
6
〈t〉〈νt3〉
]2
dt′
 12 ν 12 ‖∂vh(t′)‖L2THσ
+ C
∥∥∥∥∥t′ 32
√
∂tw
w
Aσh¯(t′)
∥∥∥∥∥
L2T (L
2)
∥∥∥∥∥
√
∂tw
w
f 6=
∥∥∥∥∥
L2T (H
σ)
∥∥∥∥∥ǫ2t
1
2 〈ν 13 t〉1+β
〈νt3〉
∥∥∥∥∥
L∞
+ C
∥∥∥∥∥t′ 32
√
∂tw
w
Aσh¯(t′)
∥∥∥∥∥
L2T (L
2)
∥∥∥∥∥ǫ3ν
1
2 t
1
2
〈νt3〉
∥∥∥∥∥
L2T
≤ ‖Aσh¯(1)‖22 +
1
100
‖t 32 ‖Aσh¯(t)‖2‖2L∞T +
1
100
∫ t
1
t′3CK h¯wdt
′ + Cǫ4ν
1
3 .
The energy for h in Hσ is similar to the estimate of Hσ−1. We have
1
2
d
dt
‖h‖2Hσ = −
∫
〈∂v〉σh〈∂v〉σ
(
g∂vh− h¯− ν(v′)2∂2vh
)
dv
= −
∫
〈∂v〉σh〈∂v〉σ(g∂vh)dv
+
∫
〈∂v〉σh〈∂v〉σh¯dv
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+ ν
∫
〈∂v〉σh〈∂v〉σ
(
((v′)2 − 1)∂2vh
)
dv − ν‖∂vh‖2Hσ
= −ν‖∂vh‖2Hσ + V H,h1,σ + V H,h2,σ + V H,h3,σ ,
We get that
|V H,h1,σ | . ‖g‖Hσ‖h‖2Hσ ,
and
|V H,h2,σ | . ‖h‖Hσ‖h¯‖Hσ ,
and
|V H,h3,σ | . ǫν
1
3 ν‖∂vh‖2Hσ .
Thus we conclude that
‖h(t)‖2Hσ + ν‖∂vh‖2L2T (Hσ) ≤ ‖h(1)‖
2
Hσ + C‖g‖L1THσ‖h‖
2
L∞T H
σ + C‖h(1)‖Hσ‖h¯‖L1T (Hσ)
≤ ‖h(1)‖2Hσ +
1
100
‖h‖2L∞T Hσ + Cǫ
3ν
1
3 .
9.3. Lower energy estimate.
9.3.1. Energy estimate of g in Hσ−6.
d
dt
(
t4‖〈∂v〉σ−6g‖22
)
= (4)t3‖〈∂v〉σ−6g‖22 + t4
d
dt
‖〈∂v〉σ−6g‖22
= (4)t3‖〈∂v〉σ−6g‖22 + 2t4
∫
〈∂v〉σ−6g〈∂v〉σ−6∂tgdv
= −2t4
∫
〈∂v〉σ−6g〈∂v〉σ−6(g∂vg)dv
− 2t3
∫
〈∂v〉σ−6g〈∂v〉σ−6(v′ < ∇⊥z,vP6=φ · ∇z,vu˜ >)dv
+ 2t4ν
∫
〈∂v〉σ−6g〈∂v〉σ−6(((v′)2 − 1)∂2vg)dv − 2t4ν‖∂vg‖2Hσ−6
= −2t4ν‖∂vg‖2Hσ−6 + V L,g1 + V L,g2 + V L,g3 .
As before we deal with V L,g1 by commutator estimate and integration by parts.
|V L,g1 | .
∣∣∣∣t4 ∫ ∂vg|〈∂v〉σ−6g|2dv∣∣∣∣+ ∣∣∣∣t4 ∫ 〈∂v〉σ−6g[〈∂v〉σ−6, g]∂vgdv∣∣∣∣
. t4‖g‖H3‖g‖2Hσ−6 .
For V L,g2 , by the fact that < ∇⊥z,vP6=φ · ∇z,vu˜ >= ∂v < ∂zP6=φu˜ >, we get
|V L,g2 | . t3‖g‖Hσ−6
( ∥∥∥((v′ − 1) < ∇⊥z,vP6=φ · ∇z,vu˜ >)∥∥∥2
Hσ−6
+
∥∥∥< ∇⊥z,vP6=φ · ∇z,vu˜ >∥∥∥2
Hσ−6
)
. t3‖g‖Hσ−6(1 + ‖h‖Hσ−6)‖ < ∂zP6=φu˜ > ‖Hσ−5
. t3‖g‖Hσ−6(1 + ‖h‖Hσ−6)‖P6=φ‖Hσ−4‖u˜‖Hσ−5 .
Then by the bootstrap assumption and Lemma 4.1, we get
|V L,g2 | . ‖g‖Hσ−6‖f 6=‖Hσ−2‖f 6=‖Hσ−4 .
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For the dissipation error term. We have
|V L,g3 | .
∣∣∣∣t4ν ∫ 〈∂v〉σ−6g〈∂v〉σ−6(((v′)2 − 1)∂2vg)dv∣∣∣∣
. t4ν‖((v′)2 − 1)‖Hσ−6‖∂vg‖2Hσ−6
+ t4ν‖∂v((v′)2 − 1)‖2‖∂vg‖2‖g‖H1 + t4ν‖((v′)2 − 1)‖2‖∂vg‖22
. t4ν(1 + ‖h‖H2)‖h‖Hσ−6‖∂vg‖2Hσ−6 + t4ν(1 + ‖h‖H2)‖∂vh‖H2‖∂vg‖H2‖g‖H1 .
Thus by the bootstrap assumption, we get that
sup
t∈[1,T ]
t4‖g(t)‖2Hσ−6 + ν
∫ T
1
t′4‖∂vg(t′)‖2Hσ−6dt′
≤ ‖g(1)‖2Hσ−6 + C
(
‖g‖L1T (Hσ−6) sup
t∈[1,T ]
t4‖g(t)‖2Hσ−6 + sup
t′∈[1,t]
t′2‖g(t′)‖Hσ−6
∫ T
1
‖f 6=‖2L∞T (Hσ−2)
t2
dt
+ ν‖∂vh‖L2T (H2)‖t
2∂vg‖L2T (H2) sup
t′∈[1,t]
t′2‖g(t′)‖Hσ−6
)
≤ ‖g(1)‖2Hσ−6 + Cǫν
1
3 sup
t∈[1,T ]
t4‖g(t)‖2Hσ−6 + ǫ2ν
2
3 sup
t′∈[1,t]
t′2‖g(t′)‖Hσ−6 .
Thus by taking ǫ small enough, we proved (2.35).
9.3.2. Energy estimate of h¯ in Hσ−6. The estimate is same as the estimates of g in lower
Sobolev spaces. We have
d
dt
(
t4‖〈∂v〉σ−6h¯‖22
)
= 4t3‖〈∂v〉σ−6h¯‖22 + t4
d
dt
‖〈∂v〉σ−6h¯‖22
= (4)t3‖〈∂v〉σ−6h¯‖22 + 2t4
∫
〈∂v〉σ−6h¯〈∂v〉σ−6∂th¯dv
= −2t4
∫
〈∂v〉σ−6h¯〈∂v〉σ−6(g∂vh¯)dv
− 2t3
∫
〈∂v〉σ−6h¯〈∂v〉σ−6(v′ < ∇⊥z,vP6=φ · ∇z,vf >)dv
+ 2t4ν
∫
〈∂v〉σ−6h¯〈∂v〉σ−6(((v′)2 − 1)∂2v h¯)dv − 2t4ν‖∂vh¯‖2Hσ−6
= −2t4ν‖∂vh¯‖2Hσ−6 + V L,h¯1 + V L,h¯2 + V L,h¯3 .
Then we have
|V L,h¯1 | . ‖g‖Hσ−6‖t2h¯‖2Hσ−6 .
For V L,h¯2 , we get by Lemma 4.1 that,
|V L,h¯2 | . t‖t2h¯‖Hσ−6(1 + ‖h‖Hσ−6)‖ < ∂zP6=φf 6= > ‖Hσ−5
. t‖t2h¯‖Hσ−6(1 + ‖h‖Hσ−6)‖P6=φ‖Hσ−6‖f 6=‖H2
+ t‖t2h¯‖Hσ−6(1 + ‖h‖Hσ−6)‖P6=φ‖H3‖f 6=‖Hσ−5
. t−1‖t2h¯‖Hσ−6(1 + ‖h‖Hσ−6)‖P6=f‖Hσ−4‖f 6=‖H2
+ t−1‖t2h¯‖Hσ−6(1 + ‖h‖Hσ−6)‖P6=f‖H5‖f 6=‖Hσ−5 .
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At last for the dissipation error term, we have
|V L,h¯3 | . t4ν(1 + ‖h‖H2)‖h‖Hσ−6‖∂vh¯‖2Hσ−6 + t4ν(1 + ‖h‖H2)‖∂vh‖H2‖∂vh¯‖H2‖h¯‖H1 .
Thus by the bootstrap hypotheses, we obtain that
sup
t∈[1,T ]
t4‖h¯(t)‖2Hσ−6 + ν
∫ T
1
t′4‖∂vh¯(t′)‖2Hσ−6dt′
≤ ‖h¯(1)‖2Hσ−6 + C
(
ǫν
1
3 sup
t∈[1,T ]
t4‖h¯(t)‖2Hσ−6 + ǫ2ν
1
3 sup
t∈[1,T ]
t2‖h¯(t)‖Hσ−6
)
≤ ‖h¯(1)‖2Hσ−6 +
1
100
sup
t∈[1,T ]
t4‖h¯(t)‖2Hσ−6 + Cǫ4ν
2
3 .
Therefore by taking ǫ small enough, we proved (2.36).
10. Decay estimate of vorticity
10.1. Decay estimate of nonzero mode: Enhanced dissipation. Up to an adjustment
of the constants in the bootstrap argument, it suffices to consider only t such that νt3 ≥ 1
(say), as otherwise the decay estimate follows trivially from the higher regularity energy
estimate.
Recall that
‖AsEf‖22 =
∑
k 6=0
∫
η
〈k, η〉2s|D(t, η)fˆk(t, η)|2dη.
Computing the time evolution of ‖AsEf‖2
1
2
d
dt
‖AsEf‖22 =
∑
k 6=0
∫
η
∂tD(t, η)
D(t, η)
|AsE fˆk(t, η)|2dη
−
∫
AsEfA
s
E(u · ∇f)dvdz + ν
∫
AsEfA
s
E(∆˜tf)dvdz
≤ 1
8
νt2
∥∥∥1t≥2|η|AsE f̂k(t, η)∥∥∥2
2
−
∫
AsEfA
s
E(u · ∇f)dvdz + ν
∫
AsEfA
s
E(∆˜tf)dvdz
We write the dissipation term as follows
ν
∫
AsEfA
s
E(∆˜tf)dvdz = −ν
∥∥∥√−∆LAsEf∥∥∥2
2
− ν
∫
AsEfA
s
E
(
((v′)2 − 1)(∂2v − t∂2z )f
)
dvdz
= −ν
∥∥∥√−∆LAsEf∥∥∥2
2
+ Eν
First, we need to cancel the growing term cause by D(t, η). Indeed, we have
1
8
νt2
∥∥∥1t≥2|η|AsE f̂k(t, η)∥∥∥2
2
− ν
∥∥∥√−∆LAsEf∥∥∥2
2
=
∑
k 6=0
∫
ν
(
1
8
t21t≥2η − k2 − (η − kt)2
)
|AsE fˆk(η)|2dη
≤ −1
8
ν
∥∥∥√−∆LAsEf∥∥∥2
2
.
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which gives that
(10.1)
1
2
d
dt
‖AsEf‖22 ≤ −
∫
AsEfA
s
E(u · ∇f)dvdz −
1
8
ν
∥∥∥√−∆LAsEf∥∥∥2
2
+Eν
10.1.1. Euler nonlinearity. We first divide into zero and non-zero frequency contributions, as
they will be treated differently:
−
∫
AsEfA
s
E(u · ∇f)dvdz = −
∫
AsEfA
s
E(g∂vf)dvdz −
∫
AsEfA
s
E
(
v′∇⊥P6=φ · ∇f
)
dvdz
= E1 + E2.
For E1 we use the commutator trick and the paraproduct (in both z and v)
E1 =
1
2
∫
∂vg|AsEf |2dvdz +
∫
AsEf [g∂vA
s
Ef −AsE(g∂vf)] dvdz
=
1
2
∫
∂vg|AsEf |2dvdz +
∑
N≥8
T 0N +
∑
N≥8
R0N +R0,
where
T 0N =
∫
AsEf
[
g<N/8∂vA
s
EfN −AsE(g<N/8∂vfN )
]
dvdz
R0N =
∫
AsEf
[
gN∂vA
s
Ef<N/8 −AsE(gN∂vf<N/8)
]
dvdz
R0 =
∑
N∈D
∑
N/8≤N ′≤8N
∫
AsEf [gN ′∂vA
s
EfN −AsE(gN ′∂vfN )] dvdz
Treatment of T 0N .
We get that
T 0N = −i
∑
k 6=0
∫
η,ξ
AsE
¯ˆ
fk(η)D(η)(〈k, η〉s − 〈k, ξ〉s)gˆ(η − ξ)<N/8ξfˆk(ξ)Ndηdξ
− i
∑
k 6=0
∫
η,ξ
AsE
¯ˆ
fk(η)〈k, ξ〉s(D(η) −D(ξ))gˆ(η − ξ)<N/8ξfˆk(ξ)Ndηdξ
= T 0,1N + T
0,2
N .
For the term T 0,1N , by Lemma 3.4 and the fact that |k, η| ≈ |k, ξ| and
|〈k, η〉s − 〈k, ξ〉s| . |ξ − η|〈η〉+ 〈ξ〉 〈k, ξ〉
s
we have
|T 0,1N | .
∑
k 6=0
∫
η,ξ
|AsE ¯ˆfk(η)|〈η − ξ〉4|gˆ(η − ξ)<N/8|
|ξ|
〈ξ〉A
s
E fˆk(ξ)Ndηdξ
. ‖AsEf∼N‖2‖AsEfN‖2‖g‖H5
We turn to T 0,2N , by Lemma 3.4, we get
|T 0,2N | .
∑
k 6=0
∫
η,ξ
|AsE ¯ˆfk(η)|〈η − ξ〉|gˆ(η − ξ)<N/8|
|ξ|
〈ξ〉A
s
E fˆk(ξ)Ndηdξ
. ‖AsEf∼N‖2‖AsEfN‖2‖g‖H2 .
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Thus we get by (11.1) and (11.2) that
(10.2)
∑
N≥8
|T 0N | ≤ ‖g‖H5‖AsEf‖22
Treatment of R0N .
The ‘reaction’ term R0N is dealt with easily by ’moving’ the derivative to g. We have∣∣∣∣∫ AsEfgN∂vAsEf<N/8dvdz∣∣∣∣ . ‖AsEf∼N‖2‖gN‖H2‖AsEf‖2,
and by Lemma 3.4 and the fact that AsE(gN∂v(f)<N/8) = A
s
E(gN∂v(f 6=)<N/8), we get∣∣∣∣∫ AsEfAsE(gN∂v(f 6=)<N/8)dvdz∣∣∣∣
.
∣∣∣∣∣∑
k
∫
η,ξ
AsE |fˆk(η)|〈η − ξ〉3〈k, η〉s|gˆN (ξ − η)||ξ||fˆk(ξ)<N/8|dηdξ
∣∣∣∣∣ .
On the support of the integrand, we have |k, η| ≈ |ξ − η| & |k, ξ| and thus∣∣∣∣∫ AsEfAsE(gN∂v(f 6=)<N/8)dvdz∣∣∣∣ . ‖AsEf∼N‖2‖AsEf‖2‖gN‖Hs+4 .
The treatment of the remainder terms is similar to the reaction term. We have
R0 .
∑
N∈D
‖AsEf‖2‖AsEfN‖2‖g∼N‖Hs+4
. ‖g‖Hs+4‖AsEf‖22.
Therefore by the bootstrap hypotheses, we conclude that
(10.3) |E1| . ‖g‖Hs+4‖AsEf‖22 ≤
ǫν
1
3
〈t〉2 ‖A
s
Ef‖22.
Treatment of E2.
Next turn to E2. Now we need use the inviscid damping to obtain decay in time. Roughly
speaking, if f is of zero mode, we will land the operator AsE on P6=φ and use the lossy elliptic
estimate for AsE .
Thus we get by Lemma 3.5 that
|E2| . ‖AsEf‖2‖AsE((v′ − 1)∇⊥P6=φ · ∇f)‖2 + ‖AsEf‖2‖AsE(∇⊥P6=φ · ∇f)‖2
. ‖AsEf‖2(1 + ‖h‖Hs+3)‖AsE(∇⊥P6=φ · ∇f 6=)‖2
. ‖AsEf‖2(1 + ‖h‖Hs+3)‖AsEP6=φ‖2‖f‖Hs+5 + ‖AsEf‖22(1 + ‖h‖Hs+3)‖P6=φ‖Hs+5 .
Thus by the bootstrap hypotheses and Lemma 4.4, we have
|E2| . ǫν
1
3
〈t〉2 (‖A
s
Ef‖22 + ‖Aσf‖2‖AsEf‖2).(10.4)
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10.1.2. Dissipation error term. By Lemma 3.4 and the fact that
|ξ − kt| ≤ |ξ − η|+ |η − kt| ≤ 〈ξ − η〉
√
k2 + |η − kt|2,
we have
|Eν | . ν
∑
k 6=0
∫
η,ξ
∣∣∣AsE fˆk(η)AsE(k, η) ̂(1 − (v′)2)(η − ξ)|ξ − kt|2fˆk(ξ)∣∣∣ dηdξ
. ν
∑
k 6=0
∫
η,ξ
∣∣∣AsE√k2 + |η − kt|2fˆk(η)AsE(k, η)〈ξ − η〉 ̂(1 − (v′)2)(η − ξ)|ξ − kt|fˆk(ξ)∣∣∣ dηdξ
. ν
∑
k 6=0
∫
η,ξ
∣∣∣AsE√k2 + |η − kt|2fˆk(η)〈ξ − η〉4 ̂(1− (v′)2)(η − ξ)|ξ − kt|AsE(k, ξ)fˆk(ξ)∣∣∣ dηdξ
. ν
∥∥∥√−∆LAsEf∥∥∥2
2
‖(1 − (v′)2)‖H6 . ν(1 + ‖h‖H2)‖h‖H6
∥∥∥√−∆LAsEf∥∥∥2
2
.
Thus we get that
1
2
d
dt
‖AsEf‖22 ≤ E1 + E2 −
1
8
ν
∥∥∥√−∆LAsEf∥∥∥2
2
+ Eν
≤ Cǫν
1
3
〈t〉2 ‖A
s
Ef‖22 +
Cǫν
1
3
〈t〉2 ‖A
σf‖22
− 1
8
ν
∥∥∥√−∆LAsEf∥∥∥2
2
+ Cνǫν
1
3
∥∥∥√−∆LAsEf∥∥∥2
2
,
which gives that
‖AsEf(t)‖22 +
∫ t
1
1
5
ν
∥∥∥√−∆LAsEf(t′)∥∥∥2
2
dt′ ≤ ‖AsEf(1)‖22 + Cǫν
1
3 ‖AsEf(t)‖22 + Cǫ3ν.
Thus by taking ǫ small enough, we proved (2.34).
10.2. Decay of zero mode. Here we start the proof of (2.37). The zero mode f0 satisfies
(10.5) ∂tf0 + g∂vf0 + v
′ < ∇⊥z,vP6=φ · ∇z,vf > −ν(v′)2∂2vf0 = 0.
We want to prove that the zero mode slightly decays. It is nature to study the time
evolution of
EL,0(t) = ‖〈∂v〉sf0‖22 +
tν
2
‖〈∂v〉s∂vf0‖22.
We get
d
dt
EL,0(t) = 1
2
ν‖〈∂v〉s∂vf0‖22 + tν
1
2
d
dt
(‖〈∂v〉s∂vf0‖22)+ ddt (‖〈∂v〉sf0‖22)
= −3
2
ν‖〈∂v〉s∂vf0‖22 − ν2t‖∂2vf0‖2Hs
− νt
∫
〈∂v〉s∂vf0〈∂v〉s∂v(g∂vf0)dv − 2
∫
〈∂v〉sf0〈∂v〉s(g∂vf0)dv
− νt
∫
〈∂v〉s∂vf0〈∂v〉s∂v
(
v′ < ∇⊥z,vP6=φ · ∇z,vf >
)
dv
− 2
∫
〈∂v〉sf0〈∂v〉s
(
v′ < ∇⊥z,vP6=φ · ∇z,vf >
)
dv
+ ν2t
∫
〈∂v〉s∂vf0〈∂v〉s∂v(((v′)2 − 1)∂2vf0)dv
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+ 2ν
∫
〈∂v〉sf0〈∂v〉s(((v′)2 − 1)∂2vf0)dv
= −3
2
ν‖〈∂v〉s∂vf0‖22 − ν2t‖∂2vf0‖2Hs
+ V1,1 + V1,2 + V2,1 + V2,2 + V3,1 + V3,2.
To treat V1,1 and V1,2, we use commutator estimate and integration by part.
|V1,1|+ |V1,2| . ‖∂vg‖L∞(‖f0‖2Hs + νt‖∂vf0‖2Hs)
+ ‖f0‖Hs‖[〈∂v〉s, g]∂vf0‖L2 + νt‖∂vf0‖Hs‖[〈∂v〉s∂v, g]∂vf0‖L2
. ‖g‖Hs
(
‖f0‖2Hs +
1
2
νt‖∂vf0‖2Hs
)
.
Next we turn to V2,1, V2,2, by using the fact that
< ∇⊥z,vP6=φ · ∇z,vf >= ∂v < ∂zP6=φf 6= >,
we get that
|V2,1| . νt‖∂vf0‖Hs
(‖h∂v < ∂zP6=φf 6= >‖Hs+1 + ‖∂v < ∂zP6=φf 6= >‖Hs+1)
. νt(1 + ‖h‖Hs+1)‖∂vf0‖Hs ‖P6=φ‖Hs+3 ‖f 6=‖Hs+2 ,
and similarly
|V2,2| . ‖f0‖Hs
(‖h∂v < ∂zP6=φf 6= >‖Hs + ‖∂v < ∂zP6=φf 6= >‖Hs+1)
. (1 + ‖h‖Hs)‖f0‖Hs ‖P6=φ‖Hs+2 ‖f 6=‖Hs+1 .
Finally we turn to V3,1, V3,2, as before, we have
|V3,1| .ν2t‖∂2vf0‖2Hs‖(v′)2 − 1‖Hs+1 + ν2t‖∂v((v′)2 − 1)‖2‖∂2vf0‖2‖∂vf0‖H1 ,
and
|V3,2| .ν‖∂2vf0‖2Hs‖(v′)2 − 1‖Hs + ν‖∂v((v′)2 − 1)‖2‖∂vf0‖2‖f0‖H1
Thus by the bootstrap assumption, we get that
sup
t′∈[1,t]
EL,0(t′) + ν
∫ T
1
‖∂vf0(t)‖2Hsdt
≤
(
‖〈∂v〉sf0(1)‖22 +
ν
2
‖〈∂v〉s∂vf0(1)‖22
)
+ C
[
‖g‖L1T (Hs) sup
t′∈[1,t]
EL,0(t′) +
[
sup
t′∈[1,t]
EL,0(t′)
] 1
2
‖f 6=‖2L∞T (Hs+5)
∫ T
1
√
νt+ 1
t2
dt
+ ν‖∂vh‖L2TH1‖
√
νt∂2vf0‖L2T (L2)‖
√
νt∂vf0‖L∞T (H1) + ν‖∂vh‖L2T (L2)‖∂vf0‖L2T (L2)‖f0‖L∞T (H1)
]
≤
(
‖〈∂v〉sf0(1)‖22 +
ν
2
‖〈∂v〉s∂vf0(1)‖22
)
+ Cǫν
1
3 sup
t′∈[1,t]
EL,0(t′) + Cǫ2ν 23
[
sup
t′∈[1,t]
EL,0(t′)
] 1
2
+ Cǫ3ν
≤
(
‖〈∂v〉sf0(1)‖22 +
ν
2
‖〈∂v〉s∂vf0(1)‖22
)
+ Cǫ sup
t′∈[1,t]
EL,0(t′) + Cǫ3ν.
Thus by taking ǫ small enough, we proved (2.37).
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11. Appendix
11.1. Littlewood-Paley decomposition and paraproducts. In this section we fix con-
ventions and notation regarding Fourier analysis, Littlewood-Paley and paraproduct decom-
positions. See e.g. [1, 10] for more details.
For f(z, v) in the Schwartz space, we define the Fourier transform fˆk(η) where (k, η) ∈
Z×R,
fˆk(η) =
1
2π
∫
T×R
f(z, v)e−ikz−ivηdzdv,
and the Fourier inversion formula,
f(z, v) =
1
2π
∑
k∈Z
∫
R
fˆk(η)e
ikz+ivηdη.
With this definition, we have∫
f(z, v)g(z, v)dzdv =
∑
k
∫
fˆk(η)gˆk(η)dη,
fˆg = fˆ ∗ gˆ.
This work makes heavy use of the Littlewood-Paley dyadic decomposition. Here we fix
conventions and review the basic properties of this classical theory, see e.g. [1] for more
details. First we define the Littlewood-Paley decomposition only in the v variable. Let
ψ ∈ C∞0 (R;R) be such that ψ(ξ) = 1 for |ξ| ≤ 12 and ψ(ξ) = 0 for |ξ| ≥ 34 and define
χ(ξ) = ψ(ξ/2)−ψ(ξ) supported in the range ξ ∈ (12 , 32). Then we have the partition of unity
1 = ψ(ξ) +
∑
M∈2N
χM (ξ)
where we mean that the sum runs over the dyadic numbers M = 1, 2, 4, 8, ..., 2j , ... and
χM (ξ) = χ(M
−1ξ) which has the compact support M/2 ≤ |ξ| ≤ 3M/2. For f ∈ L2(R), we
define
fM =
(
χM (ξ)fˆ(ξ)
)∨
,
f 1
2
=
(
ψ(ξ)fˆ(ξ)
)∨
,
f<M = f 1
2
+
∑
K∈2N,K<M
fK
which defines the decomposition
f = f 1
2
+
∑
K∈2N
fK .
There holds the almost orthogonality and the approximate projection property
‖f‖22 ≈
∑
K∈D
‖fK‖22,
‖fM‖22 ≈ ‖(fM )M‖22.
(11.1)
The following is also clear for M ≥ 1
‖|∂v |fM‖22 ≈M‖fM‖22.
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We make use of the notation
f∼M =
∑
K∈D: 1
C
M≤K≤CM
fK,
for some constant C which is independent of M . Generally the exact value of C which is
being used is not important; what is important is that it is finite and independent of M .
With this notation, we also have
(11.2) ‖f‖22 ≈C
∑
K∈D
‖f∼K‖22
During much of the proof we are also working with Littlewood-Paley decompositions defined
in the (z, v) variables, with the notation conventions being analogous. Our convention is to
use N to denote Littlewood-Paley projections in (z, v) and M to denote projections only in
the v direction.
Another key Fourier analysis tool employed in this work is the paraproduct decomposi-
tion, introduced by Bony [10](see also [1]). Given suitable functions f, g we may define the
paraproduct decomposition (in either (z, v) or just v),
fg = Tfg + Tgf +R(f, g)
=
∑
N≥8
f<N/8gN +
∑
N≥8
fNg<N/8 +
∑
N∈D
∑
N/8≤N ′≤8N
gN ′fN ,
where all the sums are understood to run over D. In our work we do not employ the notation
in the first line since at most steps in the proof we are forced to explicitly write the sums and
treat them term-by-term anyway. This is due to the fact that we are working in non-standard
regularity spaces and, more crucially, are usually applying multipliers which do not satisfy
any version of ATfg ≈ TfAg. Hence, we have to prove almost everything ‘from scratch’ and
can only rely on standard para-differential calculus as a guide.
We also show some product estimates(or Young’s inequality) based on Sobolev embedding.
It holds for s > 1 that
‖fg‖Hs(T×R) . ‖f‖Hs(T×R)‖g‖Hs(T×R),
‖f ∗ g‖2 . ‖f‖2‖g‖Hs(T×R),
‖f ∗ g ∗ h‖2 . ‖f‖2‖g‖2‖h‖Hs(T×R).
(11.3)
We end this subsection by introducing the commutator estimate which can be found in
[22].
Lemma 11.1 ([22]). Let J = (1−∆) 12 , for 1 < p <∞ and s ≥ 0, it holds that
‖Js(fg)− f(Jsg)‖p .p,s ‖∇f‖∞‖Js−1g‖p + ‖Jsf‖p‖g‖∞.
11.2. Composition lemma. According to the coordinate transform, we need the following
composition lemma.
Lemma 11.2. Suppose that γ > 1, let F ∈ Hγ : T × R → R, G : T × R → T × R be
such that ‖∇G − I2×2‖L∞ ≤ 14 and ∇G − I2×2 ∈ Hγ : T ×R → M2×2. Then there exists
C = C(‖∇G− I2×2‖Hγ , γ) such that
‖F ◦G‖Hγ ≤ C‖F‖Hγ .
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Proof. First we have ‖F ◦G‖22 ≈ ‖F‖22. Then by the fact that ∇(F ◦G) = [(∇F ) ◦G](∇G−
I2×2) + (∇F ) ◦G, we have
‖F ◦G‖Hγ . ‖(∇F ) ◦G‖Hγ−1‖(∇G− I2×2)‖Hγ + ‖(∇F ) ◦G‖Hγ−1 . ‖(∇F ) ◦G‖Hγ−1 .
Let γ = [γ] + {γ} with {γ} ∈ [0, 1), then by the equivalent definition of the fractional order
Sobolev spaces, we get that
‖F‖Hγ ≈ ‖F‖H[γ] +
∑
γ1+γ2=[γ]
(∫
(T×R)2
|∂γ1x ∂γ2y F (x1, y1)− ∂γ1x ∂γ2y F (x2, y2)|2
((x1 − x2)2 + (y1 − y2)2)1+{γ}
dx1dy1dx2dy2
) 1
2
.
Therefore, we only need to prove
‖F ◦G‖H{γ} ≤ C‖F‖H{γ} .
Indeed, we have
‖F ◦G‖2
H{γ}
≈
∫
T×R
∫
T×R
|F (G(x1, y1))− F (G(x2, y2))|2
((x1 − x2)2 + (y1 − y2)2)1+{γ}
dx1dy1dx2dy2
.
∫
T×R
∫
T×R
|F (G(x1, y1))− F (G(x2, y2))|2
|G(x1, y1)−G(x1, y1)|2+2{γ}
|G(x1, y1)−G(x1, y1)|2+2{γ}
((x1 − x2)2 + (y1 − y2)2)1+{γ}
dx1dy1dx2dy2
. ‖∇G‖L∞
∫
T×R
∫
T×R
|F (G(x1, y1))− F (G(x2, y2))|2
|G(x1, y1)−G(x1, y1)|2+2{γ}
dx1dy1dx2dy2.
By assumption ‖∇G − I2×2‖L∞ ≤ 14 , we have (x, y) → (z, v) = G(x, y) is invertible and
thus
‖F ◦G‖2
H{γ}
. ‖∇G‖L∞
∫
T×R
∫
T×R
|F (z1, v1)− F (z1, v1)|2
((z1 − z2)2 + (v1 − v2)2)1+{γ}
dz1dv1dz2dv2
. (‖∇G− I2×2‖H2 + 1)‖F‖2H{γ} .
Thus we proved the lemma. 
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