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(MARS) DAN METODE CLASSIFICATION AND REGRESSION 
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ABSTRAK 
Multivariate Adaptive Regression Spline (MARS) merupakan 
pendekatan regresi nonparametrik multivariat untuk memodelkan 
antara variabel respon dan beberapa variabel prediktor. Classification 
And Regression Trees (CART) adalah metode statistika 
nonparametrik yang dikembangkan untuk analisis klasifikasi dalam 
bentuk pohon keputusan. Tujuan digunakan metode MARS dan 
metode CART adalah untuk memperoleh model terbaik, mengetahui 
faktor-faktor yang berpengaruh dan mengetahui ketepatan klasifikasi 
yang terbaik pada klasifikasi kejadian balita stunting di Kota Malang. 
Data yang digunakan merupakan data sekunder sebanyak 500 obyek 
data tentang kejadian balita stunting di Kota Malang tahun 2019 
dengan variabel prediktor status penyakit infeksi (𝑋1), pemberian ASI 
eksklusif (𝑋2), status imunisasi (𝑋3), usia balita (𝑋4), jenis kelamin 
balita (𝑋5), berat lahir balita (𝑋6), tinggi ayah (𝑋7), tinggi ibu (𝑋8), 
pendidikan ayah (𝑋9), pendidikan ibu (𝑋10), pekerjaan ayah (𝑋11), 
pekerjaan ibu (𝑋12), dan pendapatan orang tua (𝑋13). Data dibagi 
menjadi 2, yaitu data training dan data testing dengan perbandingan 
75 % : 25 %. Hasil ketepatan klasifikasi menunjukan metode MARS 
lebih baik dibandingkan dengan metode CART dengan nilai akurasi 
sebesar 72,8 % dan 70,4 %. Berdasarkan metode metode MARS dan 
metode CART faktor yang memberikan pengaruh adalah usia balita 
(𝑋4), berat lahir balita  (𝑋6), pendidikan ibu (𝑋10), pekerjaan ayah 
(𝑋11), dan pendapatan orang tua (𝑋13). 
 
 

















MULTIVARIATE ADAPTIVE REGRESSION SPLINE (MARS) 
METHOD AND CLASSIFICATION AND REGRESSION TREES 
(CART) METHODS FOR STUNTING TODDLER 
CLASSIFICATION IN MALANG CITY 
 
ABSTRACT 
Multivariate Adaptive Regression Spline (MARS) is a multivariate 
nonparametric regression approach to model the response variable and 
several predictor variables. Classification and Regression Trees 
(CART) is a nonparametric statistical method for classification 
analysis in the form of decision tree. The purpose of using the MARS 
method and the CART method is to obtain a best model, determine the 
influencing factors and determine the best classification accuracy in 
the classification of stunting in Malang City. The data used is 
secondary data as much as 500 object data about the incidence of 
stunting in Malang City in 2019 with a predictor variable for infectious 
disease status (𝑋1), exclusive breastfeeding (𝑋2), immunization status 
(𝑋3), age of the toddler (𝑋4), toddler gender (𝑋5), toddler birth weight 
(𝑋6), father’s height (𝑋7), mother’s height (𝑋8), father’s education 
(𝑋9), mother’s education (𝑋10), father’s job (𝑋11), mother’s job 
(𝑋12), dan parent’s income (𝑋13). The data is divided into 2, namely 
training data and testing data with a ratio of 75%: 25%. The results of 
the classification accuracy show that the MARS method is better than 
the CART method with an accuracy value of 72,8% and 70,4%. Based 
on the method of the MARS method and CART method, the factor 
that has an effect is the age of the toddler (X4), toddler birth weight  
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1.1 Latar Belakang 
Analisis regresi adalah suatu metode statistika yang umum 
digunakan untuk melihat pengaruh variabel prediktor terhadap 
variabel respon (Agresti, 2012). Untuk mengestimasi kurva regresi 
dapat dilakukan melalui dua pendekatan yaitu regresi parametrik dan 
regresi nonparametrik. Menurut Eubank (1999), regresi 
nonparametrik merupakan regresi yang diasumsikan tidak diketahui 
bentuk kurva regresi hubungan antara variabel prediktor dengan 
variabel respon. Beberapa metode regresi nonparametrik yang 
digunakan untuk klasifikasi dan mengatasi permasalahan data yang 
berdimensi tinggi yaitu dengan metode Multivariate Adaptive 
Regression Spline (MARS) dan metode Classification And Regression 
Trees (CART) tetapi kedua metode tersebut masih memiliki 
kekurangan yaitu hasil tidak stabil jika terjadi perubahan pada data. 
Multivariate Adaptive Regression Spline (MARS) merupakan 
pendekatan regresi nonparametrik multivariat untuk memodelkan 
antara variabel respon dan beberapa variabel prediktor. Metode 
MARS dikembangkan oleh Friedman (1991) dengan menggunakan 
fungsi spline untuk menduga model. Metode MARS bertujuan untuk 
mengatasi permasalahan data berdimensi tinggi dan menghasilkan 
prediksi variabel respon yang akurat serta bisa mengklasifikasikan 
berdasarkan model terbaik yang terbentuk. Data berdimensi tinggi 
yaitu data yang memiliki variabel prediktor sebesar 3 ≤ 𝑟 ≤ 20 dan 
data sampel sebesar 50 ≤ 𝑛 ≤ 1000. 
Classification And Regression Trees (CART) adalah salah satu 
metode statistika nonparametrik dari salah satu teknik eksplorasi data 
yaitu teknik pohon keputusan. Metode CART diperkenalkan pertama 
kali oleh Breiman, dkk pada tahun 1984. CART dikembangkan untuk 
melakukan analisis klasifikasi pada variabel respon berupa data 
kategorik. Tujuan utama CART adalah untuk mendapatkan suatu 
kelompok data yang akurat sebagai penciri dari suatu 
pengklasifikasian (Breiman dkk, 1998). 
Penelitian sebelumnya tentang MARS dan CART dilakukan 
oleh Kishartini, dkk (2014) untuk mengklasifikasikan status kerja di 
Kabupaten Demak menggunakan MARS didapat kan hasil penelitian 
bahwa model MARS terbaik dengan kombinasi BF=24, MI=3, MO=1 
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dan ketepatan pengklasifikasian sebesar 83,43 %. Siskarossa, dkk 
(2015) melakukan penelitian tentang pemodelan dan 
pengklasifikasian kabupaten tertinggal di Indonesia dengan 
pendekatan MARS diperoleh hasil terdapat 18 dari 27 variabel 
prediktor yang berpengaruh dan  ketepatan klasifikasi sebesar 98,50 
%. Melati (2020) juga melakukan penelitian untuk pengklasifikasian 
penyakit hepatitis B pada ibu hamil di Kota Malang menggunakan 
MARS didapatkan hasil ketepatan klasifikasi sebesar 98,5 % dan 
model MARS terbaik dengan kombinasi BF=20, MI=3, serta MO=1. 
Adapun penelitian yang dilakukan oleh Febti, dkk (2014) untuk 
mengetahui klasifikasi pengangguran terbuka di Provinsi Sulawesi 
Utara menggunakan CART didapatkan 5 dari 8 variabel prediktor 
yang berpengaruh dan ketepatan klasifikasi sebesar 78,90 %. Siti, dkk 
(2015) melakukan penelitian yang memperoleh hasil ketepatan 
klasifikasi sebesar 77,75 % dengan 5 simpul terminal yang terbentuk 
pada pohon klasifikasi optimal untuk klasifikasi rekurensi pasien 
kanker serviks di RSUD Dr.soetomo Surabaya menggunakan metode 
CART. Selain itu penelitian yang dilakukan oleh Eta (2020) untuk 
klasifikasi anak putus sekolah di Provinsi Jawa Timur dengan 
menggunakan metode CART dan regresi logistik didapatkan hasil 
ketepatan sebesar 97,88 % dan 69,67 %.  
Masalah gizi terutama stunting pada balita dapat menghambat 
perkembangan anak, dengan dampak negatif yang akan berlangsung 
dalam kehidupan selanjutnya seperti penurunan intelektual, rentan 
terhadap penyakit tidak menular, penurunan produktivitas hingga 
menyebabkan kemiskinan dan risiko melahirkan bayi dengan berat 
lahir rendah (UNICEF, 2012 dan WHO, 2010). Status gizi anak balita 
di Indonesia yang banyak terjadi dan menjadi permasalahan saat ini 
adalah balita stunting. Balita stunting diketahui apabila seorang balita 
diukur panjang atau tinggi badannya, lalu dibandingkan dengan 
standar dan hasilnya berada di bawah normal.  
Stunting menggambarkan status gizi kurang yang bersifat 
kronik pada masa pertumbuhan dan perkembangan sejak awal 
kehidupan. Keadaan ini dipresentasikan dengan nilai z-score tinggi 
badan menurut umur (TB/U) kurang dari minus dua standar deviasi 
(SD) berdasarkan standar pertumbuhan menurut WHO (WHO, 2010). 
Secara global, sekitar 1 dari 4 balita mengalami stunting (UNICEF, 
2013). Menurut data Riset Kesehatan Dasar (Riskesdas) Kementerian 
Kesehatan, angka stunting di Indonesia mengalami penurunan dari 
37,2 % pada 2013 menjadi 30,8 % pada 2018. Menurut Survei Status 
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Gizi Balita Indonesia (SSGBI) pada 2019, angka ini menurun menjadi 
27,3 %. Meskipun demikian prevalensi balita stunting di Indonesia 
masih tinggi karena berada di atas batasan yang ditetapkan oleh WHO 
yakni 20 %. Hal ini menunjukkan bahwa Indonesia sedang mengalami 
masalah kesehatan masyarakat yang berat dalam kasus balita stunting. 
Adapun prevalensi di Provinsi Jawa Timur mencapai angka 32,81% 
dengan Kota Malang menjadi kota teratas yang memiliki prevalensi 
stunting yaitu mencapai angka 51,7%.  
Penelitian sebelumnya yang dilakukan oleh Anisa (2012) 
tentang faktor-faktor yang berhubungan dengan kejadian stunting 
pada balita di Kelurahan Kalibaru menyebutkan bahwa faktor 
langsung yang berhubungan dengan stunting yaitu asupan makanan 
dan status kesehatan (penyakit infeksi dan imunisasi). Penelitian 
lainnya yaitu dilakukan oleh Khoirun, dkk (2015) tentang kejadian 
stunting pada balita. Hasil analisis dalam penelitian tersebut 
menunjukan bahwa ada beberapa faktor yang berhubungan dengan 
kejadian stunting seperti panjang badan lahir, riwayat ASI eksklusif, 
pendapatan keluarga, pendidikan ibu, dan pengetahuan gizi ibu. 
Adapun penelitian yang dilakukan oleh Neila, dkk (2019) didapatkan 
hasil penyebab stunting pada balita di Kabupaten Pasaman adalah 
pemberian ASI eksklusif, keragaman makanan, dan status ekonomi. 
Dari penelitian tersebut dapat dilihat bahwa terdapat beberapa faktor 
yang mempengaruhi  kejadian stunting pada balita.  
Berdasarkan uraian yang telah dijabarkan akan dilakukan 
klasifikasi pada balita stunting di Kota Malang dengan menggunakan 
metode Multivariate Adaptive Regression Spline (MARS) dan metode 
Classification And Regression Trees (CART) untuk mengetahui 
model terbaik, faktor-faktor yang berpengaruh dan ketepatan 
klasifikasi yang paling akurat. Penelitian ini akan menggunakan 500 
obyek data dan 13 variabel prediktor yang diduga memberikan 
pengaruh terhadap kejadian stunting pada balita. Hasil penelitian ini 
diharapkan mampu memberikan masukan kepada Dinas Kesehatan 
Kota Malang agar lebih memprioritaskan faktor-faktor tersebut  
sehingga dapat menurunkan angka balita stunting agar tidak melebihi 
prevalensi WHO. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah dijelaskan, maka rumusan 
masalah yang akan dijelaskan dalam penelitian ini adalah: 
4 
 
1. Bagaimana model Multivariate Adaptive Regression Spline 
(MARS) dan model Classification And Regression Trees 
(CART) untuk klasifikasi stunting pada balita di Kota Malang? 
2. Faktor-faktor apa saja yang signifikan berpengaruh terhadap 
kejadian stunting pada balita di Kota Malang berdasarkan metode 
Multivariate Adaptive Regression Spline (MARS) dan metode 
Classification And Regression Trees (CART)? 
3. Manakah metode yang terbaik dalam ketepatan klasifikasi antara 
metode Multivariate Adaptive Regression Spline (MARS) dan 
metode Classification And Regression Trees (CART) pada balita 
stunting  di Kota Malang? 
1.3 Tujuan Penelitian 
Berdasarkan rumusan masalah, maka tujuan dari penelitian ini 
adalah: 
1. Memperoleh model Multivariate Adaptive Regression Spline 
(MARS) dan model Classification And Regression Trees 
(CART) untuk klasifikasi stunting pada balita di Kota Malang. 
2. Untuk mengetahui faktor-faktor yang signifikan berpengaruh 
terhadap kejadian stunting pada balita di Kota Malang dengan 
menggunakan metode Multivariate Adaptive Regression Spline 
(MARS) dan metode Classification And Regression Trees 
(CART) 
3. Mengetahui manakah metode dengan ketepatan klasifikasi yang 
terbaik antara metode Multivariate Adaptive Regression Spline 
(MARS) dan metode Classification And Regression Trees 
(CART) pada klasifikasi stunting pada balita di Kota Malang. 
1.4 Manfaat Penelitian 
Manfaat yang diharapkan dari penelitian ini adalah: 
1. Mampu menambah wawasan mengenai metode Multivariate 
Adaptive Regression Spline (MARS) dan metode Classification 
And Regression Trees (CART). 
2. Untuk menambah wawasan tentang faktor-faktor yang 
berpengaruh secara signifikan terhadap kejadian balita stunting 
di Kota Malang menggunakan metode MARS dan metode CART 
sehingga dapat dijadikan perkiraan kepada Dinas Kesehatan Kota 
Malang untuk lebih mempriotitaskan faktor-faktor tersebut. 
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3. Dapat mengetahui metode manakah yang akurat antara metode 
MARS dan metode CART pada kejadian stunting di Kota 
Malang. 
1.5 Batasan Masalah 
Batasan masalah dalam penelitian ini adalah data kejadian 



















2.1 Statistika Deskriptif 
Menurut Siregar (2016), statistika deskriptif merupakan 
statistika yang berkenaan dengan bagaimana cara mendeskripsikan, 
menggambarkan, menjabarkan, atau menguraikan data sehingga 
mudah dipahami. Metode statistik dibagi menjadi dua, yaitu statistika 
deskriptif dan statistika inferensial (statistik induksi), bagian statistika 
yang kegiatannya mengenai pengumpulan, penyajian, penentuan nilai-
nilai statistika, atau pembuatan diagram tentang suatu hal hanya 
disajikan dalam bentuk yang lebih mudah dipahami merupakan 
pengertian statistika deskriptif secara luas. 
2.2 Regresi Nonparametrik 
Analisis regresi merupakan salah satu metode statistika yang 
umum digunakan untuk melihat hubungan fungsional antara variabel 
respon yang dipengaruhi oleh variabel prediktor. Regresi 
nonparametrik mulai dikenal sekitar abad XIX, tepatnya pada tahun 
1857 (Hardle, 1992). Menurut Eubank (1999), regresi nonparametrik 
merupakan salah satu pendekatan yang digunakan untuk mengetahui 
pola hubungan antara variabel prediktor dan variabel respon yang 
tidak diketahui kurva regresinya atau tidak terdapat informasi masa 
lalu yang yang lengkap tentang bentuk pola data. Karena bentuk kurva 
regresi tidak diketahui, maka regresi nonparametrik dapat membentuk 
fungsi apapun dalam menduga bentuk kurva regresi baik linier atau 
nonlinier. 
Menurut Eubank (1999), model regresi nonparametrik secara 
umum dapat disajikan pada persamaan (2.1). 
 
𝑦𝑖 = 𝑓(𝑥𝑖) + 𝜀𝑖  , untuk 𝑖 = 1,2,… , 𝑛 (2.1) 
 
Keterangan: 
𝑦𝑖  : nilai peubah respon pada pengamatan ke-i 
𝑓(𝑥𝑖)  : fungsi regresi tanpa bentuk 
𝑥𝑖  : nilai peubah prediktor pada pengamatan ke-i 
𝜀𝑖  : sisaan ke-i 
𝑛  : banyak pengamatan 
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2.3  Klasifikasi 
Menurut Han dan Kamber (2006), klasifikasi adalah proses 
untuk menemukan kumpulan model (fungsi) yang dapat menjelaskan 
dan membedakan kelas atau konsep data, dengan tujuan dapat 
menggunakan model untuk memprediksi suatu kelas dari objek, di 
mana label kelas tidak diketahui. Model yang diturunkan didasarkan 
pada analisis dari kumpulan data training. 
Proses klasifikasi dibagi menjadi dua fase, yaitu fase training 
dan fase testing. Pada fase training atau fase pelatihan, model yang 
dihasilkan dari analisis data training (terdiri dari variabel-variabel 
yang kelasnya telah diketahui) digunakan untuk memprediksi kelas 
dari variabel-variabel yang kelasnya belum diketahui, sedangkan di 
dalam fase testing atau fase uji merupakan pengujian validasi dari 
model yang telah diperoleh pada data training 
2.4 Multivariate Adaptive Regression Spline (MARS) 
Multivariate Adaptive Regression Spline (MARS) merupakan 
suatu pemecahan masalah regresi nonparametrik yang bertujuan 
utama memprediksi suatu nilai dari variabel respon dan sekumpulan 
variabel prediktor tanpa asumsi mengenai hubungan fungsi dasar 
antara variabel respon dengan variabel prediktor. Regresi spline 
adalah salah satu metode yang digunakan untuk menangani pola data 
yang mengikuti siklus nonlinier serta bentuk kurva regresinya tidak 
diketahui. Regresi spline terdiri dari beberapa penggal polinom 
berorde tertentu yang sering bersambung pada titik-titik ikat. Nilai 
absis dari titik ikat ini disebut knot. Regresi spline bersifat fleksibel 
sehingga model yang diperoleh akan mendekati kondisi yang 
sebenarnya. 
Menurut Friedman (1991), model MARS berguna untuk 
mengatasi permasalahan data berdimensi tinggi dan menghasilkan 
prediksi variabel respon yang akurat serta menghasilkan model 
kontinu dalam knot berdasarkan nilai 𝐺𝐶𝑉 terkecil.  Data berdimensi 
tinggi adalah data yang berukuran 3 ≤ 𝑟 ≤ 20 dan sampel data yang 
berukuran 50 ≤ 𝑛 ≤ 1000, di mana 𝑟 adalah banyak variabel 
prediktor dan 𝑛 untuk ukuran sampel. 
Terdapat beberapa hal yang harus diperhatikan dalam pemodelan 
menggunakan model MARS, yaitu: 
1. Knot merupakan suatu variabel prediktor ketika slope pada garis 
regresi mengalami perubahan (Ryan dan Porth, 2017). Setiap garis 
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regresi mendefinisikan satu region sehingga knot dapat 
didefinisikan sebagai akhir dari satu region dan awal dari region 
yang lain. 
2. Fungsi Basis (Basis Function) merupakan suatu fungsi yang 
digunakan untuk menjelaskan hubungan antara variabel respon dan 
variabel prediktor. Fungsi basis yang terpilih berbentuk polinomial 
dengan turunan kontinu pada setiap titik knot. Maksimum fungsi 
basis adalah 2-4 kali jumlah variabel prediktor. 
3. Interaksi adalah hasil perkalian silang antara variabel yang saling 
berkorelasi. Jumlah Maksimum Interaksi (MI) yang diperbolehkan 
adalah 1,2 atau 3. Jika MI > 3 maka akan menghasilkan model yang 
semakin kompleks, sehingga model akan sulit untuk 
diinterpretasikan. Minimum Observasi (MO) antara knot yang 
digunakan adalah 0,1,2,3. 
Persamaan model MARS secara umum dapat ditulis seperti pada 
persamaan (2.2) (Friedman, 1991).  










𝑓(𝑥)  : fungsi basis 
𝛼0  : intersep 
𝛼𝑚  : koefisien dari fungsi basis ke-𝑚, di mana 𝑚 = 1,2,… ,𝑀 
𝐾𝑚  : banyaknya interaksi pada fungsi basis ke-𝑚 
𝑆𝑘𝑚  : ±1 jika data berada pada kanan atau kiri titik knot 
𝑋𝑣𝑖(𝑘,𝑚)  : variabel prediktor ke-𝑣, pilahan ke-𝑘 dan subregion k-𝑚 
𝑡𝑘𝑚  : nilai knot dari variabel prediktor 𝑋𝑣𝑖(𝑘,𝑚) 
 
Fungsi regresi nonparametrik model MARS dapat dinyatakan dalam 
persamaan (2.3) (Kishartini dkk, 2014): 
𝑦𝑖 = 𝑓(𝑥) + 𝜀𝑖  (2.3) 
= 𝛼0 + ∑ 𝛼𝑚
𝑀
𝑚=1 ∏ [𝑆𝑘𝑚(𝑋𝑣𝑖(𝑘,𝑚) − 𝑡𝑘𝑚)]+
𝐾𝑚




Dengan fungsi knot linier sebagi berikut: 
(𝑋𝑣𝑖(𝑘,𝑚) − 𝑡𝑘𝑚)+
= {
(𝑋𝑣𝑖(𝑘,𝑚) − 𝑡𝑘𝑚), 𝑋𝑣𝑖(𝑘,𝑚) − 𝑡𝑘𝑚 > 0
0                            , 𝑋𝑣𝑖(𝑘,𝑚) − 𝑡𝑘𝑚 ≤ 0
 
Persamaan model MARS dapat dituliskan dalam bentuk notasi matriks 
seperti pada persamaan (2.4) 
𝒀 = 𝑩𝜶 + 𝜺 (2.4) 
dengan: 
 𝒀  = (𝑦1, 𝑦2, … , 𝑦𝑛)
′  
 𝜶  = (𝛼1, 𝛼2, … , 𝛼𝑀)′  










 1 ∏[𝑆1𝑚(𝑋𝑣1(1,𝑚) − 𝑡1𝑚)]
𝐾1
𝑘=1

































𝒀 : vektor variabel respon yang berukuran (𝑛 ×1) 
𝑩  : matriks fungsi basis yang berordo (𝑛 × (𝑚 + 1)) 
𝜶 : vektor koefisien regresi yang berukuran ((𝑚 + 1) × 1) 
𝜺 : vektor galat yang berukuran (𝑛 × 1) 
Berdasarkan persamaan (2.2) model MARS dapat dijabarkan seperti 
pada persamaan (2.5) (Raupong, 2010). 
𝑓(𝑥) = 𝛼0 +∑ 𝛼𝑚
𝑀












𝑡3𝑚)]+ +⋯    (2.5) 
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Selanjutnya persamaan (2.5) diringkas menjadi persamaan (2.6) 
(Friedman, 1991) 
𝑓(𝑥) = 𝛼0 + 𝑓𝑖(𝑥𝑖) + 𝑓𝑖𝑗(𝑥𝑖 , 𝑥𝑗) + 𝑓𝑖𝑗𝑘(𝑥𝑖 , 𝑥𝑗 , 𝑥𝑘) +⋯  (2.6) 
Secara verbal persamaan (2.5) menyatakan bahwa suku pertama 
terdiri dari semua fungsi basis untuk satu variabel, suku kedua terdiri 
dari semua fungsi basis untuk interaksi antara dua variabel, suku 
ketiga terdiri dari semua fungsi basis untuk interaksi antara tiga 
variabel, dan seterusnya. Untuk mempermudah interpretasi model 
MARS, persamaan (2.6) dapat ditulis seperti persamaan (2.7) (Sita dan 
Otok, 2014). 
𝑓(𝑥) = 𝛼0 + 𝛼1𝐵𝐹1 + 𝛼2𝐵𝐹2 +⋯+ 𝛼𝑀𝐵𝐹𝑀  (2.7) 
Keterangan: 
𝑓(𝑥)  : variabel respon 
𝛼0  : intersep 
𝛼𝑀  : koefisien untuk fungsi basis ke-𝑀 
𝐵𝐹𝑀  : fungsi basis ke-𝑀 
2.5 Pemilihan Model MARS Terbaik 
Tahap awal dalam pembentukan model MARS yaitu 
menentukan knot dan fungsi basis pada setiap variabel prediktor. 
Proses pemilihan knot pada model MARS dilakukan dalam tahap 
backward (Friedman, 1991). Pada tahap bakward akan dipilih satu 
fungsi basis dan mengeliminasi fungsi tersebut jika kontribusi 
terhadap model kecil, kemudian proses berlanjut hingga tidak ada 
fungsi basis yang dieliminasi. Ukuran kontribusi ditentukan dengan 
meminimumkan nilai Generalized Cross Validation (GCV) seperti 












2  (2.8) 
Keterangan: 
?̃?(𝑀)  : fungsi complexity cost, ?̃?(𝑀) = 𝐶(𝑀) + 𝑑𝑀 
𝐶(𝑀)  : trace, 𝐶(𝑀) = (𝑩(𝑩′𝑩)−1𝑩′) + 1 
𝑀  : jumlah fungsi basis 
𝑛  : jumlah pengamatan 
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𝑑  : nilai pada saat fungsi basis mencapai optimal 2 ≤ 𝑑 ≤
4 
2.6 Klasifikasi MARS 
Model MARS menggunakan klasifikasi yang didasarkan pada 
pendekatan analisis regresi. Apabila variabel respon terdiri dari dua 
kategorik (0 dan 1), maka dikatakan sebagai regresi biner. Jika nilai 
?̂?(𝑥) ≥ 0,5 maka hasil prediksi adalah 1 sedangakan jika nilai ?̂?(𝑥) <
0,5  maka hasil prediksi adalah 0. Dapat digunakan model probabilitas 
dengan rumus berikut: 








Model MARS untuk klasifikasi dapat dinyatakan dalam persamaan 
(2.11) 
𝑙𝑜𝑔𝑖𝑡 𝜋(𝑥) = 𝑙𝑛 (
𝜋(𝑥)
1−𝜋(𝑥)
)   
 = 𝛼0 + ∑ 𝛼𝑚
𝑀





2.7 Classification And Regression Trees (CART) 
Classification and Regression Trees (CART) dikembangkan 
oleh Breiman dkk., pada tahun 1984. Metode CART merupakan 
metode nonparametrik yang dikembangkan untuk klasifikasi 
menggunakan metode pohon keputusan, baik untuk peubah respon 
kategorik maupun kontinu (Breiman dkk, 1998). Jika variabel respon 
bersifat kategorik, maka CART akan menghasilkan pohon klasifikasi, 
jika variabel respon bersifat kontinu, maka CART akan menghasilkan 
pohon regresi. Tujuan utama dari CART adalah untuk mendapatkan 
suatu kelompok data sebagai penciri dari suatu pengklasifikasian. 
Menurut Lewis (2000), metode CART berasal dari binary 
recursive partitioning, dengan kata lain metode CART merupakan 
metode penyekatan data secara rekursif dan biner terhadap variabel 
prediktor karena data dibagi berulang-ulang menjadi dua sekatan. 
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2.8 Pembuatan Pohon Klasifikasi 
Pohon klasifikasi dibentuk menggunakan algoritma pemilahan 
secara rekursif biner yang berarti penyekatan data dilakukan secara 
berulang dan menghasilkan sekatan yang biner karena selalu membagi 
kumpulan data menjadi dua sekatan (Lewis, 2000). Setiap sekatan data 
dinyatakan sebagai node (simpul) dalam bentuk pohon klasifikasi. 
Hasil dari proses penyekatan ini direpresentasikan dalam suatu 
struktur pohon seperti Gambar 2.1. A, B, dan C merupakan peubah 
prediktor. A menunjukkan simpul induk, sedangkan B dan C 
menunjukkan simpul anak. Selain sebagai simpul anak, C juga 











Langkah awal dalam pembentukan pohon klasifikasi adalah 
penentuan variabel prediktor yang cocok digunakan sebagai simpul 
utama. Pemilahan dimulai dari simpul utama yang memuat seluruh 
data training. Kemudian pemilahan dilakukan untuk menjadi simpul 
kanan dan simpul kiri. Pembentukan simpul akan terus dilakukan 
hingga didapatkan simpul terminal, pada simpul terminal ini memuat 
sekumpulan data yang relatif homogen dan tidak dapat dipilah 
kembali. Setelah proses rekursif dilakukan, maka akan terbentuk 
pohon klasifikasi maksimal. Berikut merupakan metode CART untuk 
pembentukan pohon klasifikasi terdiri dari tiga tahap, yaitu: 
1. Pemilahan 
2. Penentuan Simpul Terminal 











Gambar 2.1 Struktur Pohon Klasifikasi 
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Adapun tiga tahap dapat dijelaskan sebagai berikut: 
1. Pemilahan 
Pemilahan dimulai dengan mencari kemungkinan pemilah pada 
seluruh variabel prediktor. Menurut Breiman dkk (1998), aturan 
pemilahan setiap simpul menjadi dua simpul anak adalah sebagai 
berikut: 
a. Setiap pemilah hanya bergantung pada nilai yang berasal dari 
satu variabel prediktor. 
b. Jika variabel prediktor berupa data kontinu, maka pemilah 
ditentukan oleh “Apakah 𝑋𝑗 ≥ 𝑐 ?”, dimana 𝑐 merupakan 
median dari nilai pengamatan variabel 𝑋𝑗  secara berurutan. 
c. Jika variabel prediktor berupa data kategorik, maka pemilah 
ditentukan dari seluruh kemungkinan pemilah berdasarkan 
terbentuknya dua simpul. Jika variabel 𝑋𝑗  adalah kategori 
nominal bertaraf L, maka akan diperoleh 2𝐿−1 − 1 pemilihan 
yang mungkin, apabila variabel 𝑋𝑗  adalah kategori ordinal maka 
akan diperoleh 𝐿 − 1 pemilahan yang mungkin. 
Proses ini dilakukan pada masing-masing simpul bertujuan 
untuk mendapatkan pemilah yang mampu menghasilkan simpul 
dengan tingkat kehomogenan nilai variabel respon yang paling tinggi. 
Keheterogenan suatu simpul diukur melalui impurity measure 𝑖(𝑡), 
yaitu nilai impuritas dalam suatu simpul tertentu dalam pohon 
klasifikasi yang dapat menemukan fungsi pemilah optimal, yang 
kemudian digunakan sebagai kriteria goodness-of-split. Berikut 
merupakan rumus Fungsi 𝑖(𝑡) seperti pada persamaan (2.12). 




dengan 𝑝(𝑗|𝑡) merupakan proporsi unit pengamatan kelas 𝑗 pada  








𝑁𝑗   : banyaknya unit pengamatan dalam kelas 𝑗 
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𝑁𝑗(𝑡)  : banyaknya unit pengamatan dalam kelas 𝑗 pada simpul 
𝑡 
Kemudian goodness-of-split yang didefinisikan sebagai penurunan 
kehetoregenan di dalam nilai impuritas dan di definisikan pada 
persamaan (2.14). 
∆𝑖(𝑠, 𝑡) = 𝑖(𝑡) − 𝑃𝐿𝑖(𝑡𝐿) − 𝑃𝑅𝑖(𝑡𝑅) (2.14) 
Keterangan: 
∆𝑖(𝑠, 𝑡)  : besarnya perubahan dari keheterogenan dalam simpul 
yang disebabkan oleh pemilah 𝑠 
𝑠  : Pemilah 
𝑡  : Simpul 
𝑖(𝑡)  : fungsi keheterogenan simpul 𝑡 
𝑃𝐿  : proporsi pengamatan pada simpul kiri 
𝑃𝑅  : proporsi pengamatan pada simpul kanan 
𝑡𝐿  : simpul kiri 
𝑡𝑅  : simpul kanan 
𝑖(𝑡𝐿)  : nilai indeks gini pada simpul kiri 
𝑖(𝑡𝑅)  : nilai indeks gini pada simpul kanan 
Pemilah yang menghasilkan nilai ∆𝑖(𝑠, 𝑡) lebih besar, maka pemilah 
tersebut merupakan pemilah yang lebih baik karena memungkinkan 
untuk mereduksi keheterogenan. Jika simpul yang diperoleh 
merupakan kelas yang tidak homogen, maka prosedur yang sama 
diulang kembali sampai pohon klasifikasi memenuhi persamaan 
(2.15). 
∆𝑖(𝑠∗, 𝑡) = 𝑚𝑎𝑥𝑠𝜖𝑆∆𝑖(𝑠, 𝑡) (2.15) 
Dengan demikian 𝑡1 dipilih menjadi 𝑡2 dan 𝑡3 menggunakan 𝑠
∗. 
Dengan cara yang sama dilakukan juga pencarian pemilah terbaik 
pada 𝑡2 dan 𝑡3 secara terpisah dan demikian seterusnya. 
2. Penentuan Simpul Terminal 
Bagian simpul yang tidak bisa dilakukan pemilahan kembali 
akan menjadi simpul terminal. Simpul terminal adalah simpul yang 
sudah tidak disekat lagi oleh suatu peubah prediktor atau dapat 
dikatakan sebagai simpul yang mempunyai tepat satu input dan satu 





3. Penandaan Label Kelas 
Pelabelan merupakan pengidentifikasian masing-masing 
simpul pada suatu kelas tertentu. Berikut penandaan label tiap simpul 
akhir berdasarkan aturan jumlah anggota kelas terbanyak seperti pada 
rumus berikut: 





𝑃(𝑗|𝑡)  : proporsi unit pengamatan pada kelas 𝑗 simpul 𝑡 
𝑁𝑗(𝑡)  : banyaknya pengamatan pada kelas 𝑗 pada simpul 𝑡 
𝑁(𝑡)  : banyaknya pengamatan pada simpul 𝑡 
Jika perhitungan pada persamaan (2.16) terpenuhi, maka label kelas 
untuk simpul 𝑡 terminal  adalah 𝑗0 (Breiman dkk, 1998). 
2.9 Pemangkasan Pohon Klasifikasi 
Menurut Waluyo dkk (2015), pohon klasifikasi tidak dibatasi 
jumlahnya, namun ukuran pohon yang besar akan memiliki nilai 
kompleksitas tinggi sehingga perlu dipilih pohon optimum yang 
berukuran sederhana tetapi memberikan nilai penduga pengganti 
cukup kecil. Pemangkasan pohon klasifikasi bertujuan untuk 
mendapatkan pohon yang optimal, apabila pohon klasifikasi 
berukuran besar akan menyebabkan overfitting, akan tetapi apabila 
pengamatan pohon dibatasi dengan ketepatan batas tertentu, maka 
dapat terjadi kasus underfitting.  
Salah satu cara yang dapat dilakukan adalah dengan memangkas 
bagian pohon yang kurang penting sehingga akan didapat hasil yang 
optimal. Berikut tingkat kepentingan pohon diukur berdasarkan 
ukuran biaya kompleksitas (cost-complexity) (Breiman dkk, 1998). 
𝑅𝛼(𝑇) = 𝑅(𝑇) + 𝛼|?̃?| (2.17) 
Keterangan: 
𝑅𝛼(𝑇)  : nilai relatif resubtitution pohon bagian 𝑇 
𝑅(𝑇)  : proporsi kesalahan pada sub pohon (resubtitution 
estimate) 
𝛼 : kompleksitas parameter (complexity parameter) 
|?̃?|  : ukuran jumlah simpul terminal pohon 𝑇 
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Untuk setiap nilai 𝛼, dicari sub pohon 𝑇(𝛼) < 𝑇𝑚𝑎𝑥  yang 




Kriteria yang digunakan adalah complexity parameter (𝛼), ukuran 







𝑐𝑝𝑖  : complexity parameter ke-𝑖 
𝑅𝑒(𝑇𝑡)  : relative error pada sub pohon 𝑇𝑡 
𝑛𝑠𝑝𝑙𝑖𝑡(𝑇𝑡)  : ukuran jumlah simpul terminal pohon 𝑇 
Complexity parameter menentukan suatu pohon bagian 𝑇𝑡 untuk 
setiap nilai 𝑐𝑝. Pada nilai 𝑐𝑝 = 0, maka tidak ada penalty untuk pohon 
yang akan dihasilkan (𝑇𝑚𝑎𝑥). Jika proses pemangkasan diulang, akan 
membentuk suatu rangkaian atau barisan pohon bagian yang menaik, 
yaitu 𝑇1 > 𝑇2 > ⋯ > (𝑡) dengan 𝑇1 < 𝑇𝑚𝑎𝑥 (Breiman dkk, 1998). 







𝑅𝑒(𝑇𝑡)  : relative error pada sub pohon 𝑇𝑡 
𝑅(𝑇𝑡)  : resubtition estimate pada sub pohon 𝑇𝑡 
𝑅(𝑇1) : resubtition estimate pada sub pohon 𝑇1 (simpul 
utama) 
2.10 Penentuan Pohon Klasifikasi Optimal 
Dalam penentuan pohon klasifikasi optimal, terdapat nilai 
relatif yang digunakan, yaitu relative error. Relative error merupakan 
suatu nilai yang diperoleh dari pembagian antara resubtition estimate 
dengan kesalahan klasifikasi pada simpul utama. Resubtition estimate 
adalah kesalahan klasifikasi yang diperoleh dari suatu 
pengklasifikasian. Berikut fungsi dari resubtition estimate yang 











𝑅(𝑇𝑡)  : kesalahan klasifikasi pada sub pohon 𝑇𝑡 
𝑁  : banyaknya pengamatan 
𝐼  : fungsi indikator dengan nilai 1 jika 𝑇𝑡(𝑥𝑛) ≠ 𝑦𝑛 dan 
bernilai 0 jika 𝑇𝑡(𝑥𝑛) = 𝑦𝑛 
2.11 Ketepatan Klasifikasi 
Menurut Irwan dan Wardani (2017), untuk menghitung 
kesalahan prediksi model pada hasil pengelompokan digunakan 
Apparent Error Rate (APER). Nilai APER menyatakan proporsi 
sampel yang salah diklasifikasikan. Penentuan klasifikasi dapat 
dibentuk seperti pada tabel klasifikasi yang ditunjukkan pada Tabel 
2.1. 





𝑦1 𝑛11 𝑛12 
𝑦2 𝑛21 𝑛22 
 
Keterangan: 
𝑦1  : variabel respon kategori 1 
𝑦2  : variabel respon kategori 2 
𝑛11 : jumlah observasi dari 𝑦1 yang tepat diklasifikasikan 
sebagai 𝑦1 
𝑛12 : jumlah observasi dari 𝑦1 yang tepat diklasifikasikan 
sebagai 𝑦2 
𝑛21  : jumlah observasi dari 𝑦2 yang tepat diklasifikasikan 
sebagai 𝑦1 
𝑛22  : jumlah observasi dari 𝑦2 yang tepat diklasifikasikan 
sebagai 𝑦2 
Nilai APER menurut Johnson dan Wichern (1992) dapat dihitung 




× 100% (2.22) 
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Menurut Gorunescu (2011), tabel klasifikasi juga perlu 
mempertimbangkan nilai sensitivitas untuk akurasi pada sampel 
kelompok positif dan spesifisitas untuk akurasi pada sampel kelompok 
negatif. Berikut merupakan rumus perhitungan sensitivitas dan 









2.12 Balita Stunting  
Stunting adalah kondisi dimana balita memiliki panjang atau 
tinggi badan yang kurang jika dibandingkan dengan umur. Kondisi ini 
diukur dengan panjang atau tinggi yang lebih dari −2.0 standar deviasi 
median standar pertumbuhan anak dari WHO. Balita stunting 
termasuk masalah gizi kronik yang disebabkan oleh banyak faktor 
seperti kondisi sosial ekonomi, gizi ibu saat hamil, kesakitan pada 
bayi, dan kurangnya asupan gizi pada bayi. Balita stunting di masa 
yang akan datang akan mengalami kesulitan dalam mencapai 
perkembangan fisik dan kognitif yang optimal (Kementerian 
Kesehatan RI, 2017). 
World Health Organization (WHO) mengukur tingkat 
perkembangan dan status gizi anak menggunakan titik 
𝑐𝑢𝑡 𝑜𝑓𝑓 𝑍𝑠𝑐𝑜𝑟𝑒, yaitu ukuran jarak antara nilai anak dan nilai 
ekspektasi dari populasi referensi. Seorang balita dikatakan 
mengalami stunting jika hasil pengukuran nilai 𝑍𝑠𝑐𝑜𝑟𝑒 kurang dari 
−2.0 SD (Standar Deviasi). Secara umum, rumus perhitungan 𝑍𝑠𝑐𝑜𝑟𝑒 
adalah sebagai berikut. 
𝑍𝑠𝑐𝑜𝑟𝑒 =
𝑁𝑖𝑙𝑎𝑖 𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢 𝑆𝑢𝑏𝑦𝑒𝑘−𝑁𝑖𝑙𝑎𝑖 𝑀𝑒𝑑𝑖𝑎𝑛 𝐵𝑎𝑘𝑢 𝑅𝑢𝑗𝑢𝑘𝑎𝑛
𝑁𝑖𝑙𝑎𝑖 𝑆𝑖𝑚𝑝𝑎𝑛𝑔𝑎𝑛 𝐵𝑎𝑘𝑢 𝑅𝑢𝑗𝑢𝑘𝑎𝑛
  
Berdasarkan Keputusan Menteri Kesehatan Nomor 
1995/MENKES/XII/2010 tentang Standar Antropometri Penilaian 
Status Gizi Anak, tabel klasifikasi status gizi balita berdasarkan nilai  
𝑍𝑠𝑐𝑜𝑟𝑒 dapat dilihat pada Tabel 2.2. 
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Sangat Pendek 𝑍𝑠𝑐𝑜𝑟𝑒 < 3 
Pendek −3 < 𝑍𝑠𝑐𝑜𝑟𝑒 < −2 
Normal −2 < 𝑍𝑠𝑐𝑜𝑟𝑒 < 2 
Tinggi 𝑍𝑠𝑐𝑜𝑟𝑒 > 2 
BB/U 
(Underweight) 
Gizi Buruk 𝑍𝑠𝑐𝑜𝑟𝑒 < 3 
Gizi kurang −3 < 𝑍𝑠𝑐𝑜𝑟𝑒 < −2 
Gizi Baik −2 < 𝑍𝑠𝑐𝑜𝑟𝑒 < 2 
Gizi Lebih 𝑍𝑠𝑐𝑜𝑟𝑒 > 2 
BB/TB (Wasting) 
Sangat Kurus 𝑍𝑠𝑐𝑜𝑟𝑒 < 3 
Kurus −3 < 𝑍𝑠𝑐𝑜𝑟𝑒 < −2 
Normal −2 < 𝑍𝑠𝑐𝑜𝑟𝑒 < 2 
Gemuk 𝑍𝑠𝑐𝑜𝑟𝑒 > 2 
Pada penelitian mengenai kejadian stunting pada balita 
diperlukan sebuah kerangka konsep penelitian untuk mengetahui 
faktor-faktor yang mempengaruhinya. Keadaan gizi masyarakat akan 
mempengaruhi tingkat kesehatan dan umur harapan hidup yang 
merupakan salah satu unsur utama penentuan keberhasilan 
pembangunan negara yang dikenal dengan istilah Human 
Development Indeks (HDI). Menurut UNICEF (2013), berikut 
merupakan gambaran kerangka konsep yang diduga memengaruhi 


















Gambar 2.2 Kerangka Konsep Balita Stunting 
Berdasarkan Gambar 2.2, terdapat 3 faktor penyebab dari balita 
stunting berdasarkan UNICEF yaitu berasal dari penyebab langsung, 
penyebab tidak langsung, dan penyebab dasar. Penyebab langsung 
adalah aktivitas yang menyebabkan akibat atau dampak langsung pada 
balita stunting seperti kurangnya asupan gizi dan penyakit infeksi pada 
balita. Penyebab tidak langsung berasal dari aktivitas keluarga 
khususnya ibu bayi dan lingkungan. Penyebab dasar merupakan suatu 
penyebab yang dianggap sebagai dasar dari penyebab-penyebab lain. 
Penyebab dasar bersifat umum yang terjadi pada suatu wilayah 
sehingga menyebabkan timbulnya masalah lain pada masyarakat. 
Faktor-faktor yang mempengaruhi kejadian stunting pada balita 
dapat dijelaskan sebagai berikut:  
a. Status Penyakit Infeksi 
Balita kurang gizi berdampak pada daya tahan terhadap 
penyakit rendah, jatuh sakit, dan menjadi semakin kurang gizi. 
Status kesehatan balita meliputi diare dan infeksi saluran 
pernafasan akut (ISPA). Diare adalah buang air besar dengan 
frekuensi meningkat dan konsistensi tinja lebih lunak dan cair 
yang berlangsung kurun waktu minimal 2 hari dan frekuensi 3 
kali dalam sehari. Penelitian Astari, dkk. (2005) menyebutkan 
bahwa penyakit infeksi seperti diare dan ISPA yang disebabkan 
Balita Stunting 
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oleh sanitasi pangan dan lingkungan yang buruk berhubungan 
dengan stunting pada bayi usia 6-12 bulan. 
b. Pemberian ASI Eksklusif 
ASI adalah bentuk makanan yang ideal untuk memenuhi gizi 
anak karena ASI dianggap sebagai sumber makanan yang 
dibutuhkan oleh balita. ASI juga dapat memenuhi tiga perempat 
dari kebutuhan protein bayi mulai usia 6 sampai 12 bulan dan 
mengandung semua asam amino essensial yang dibutuhkan 
oleh bayi. Diakatakan ASI eksklusif adalah pemberian hanya 
ASI saja kepada bayi sejak lahir sampai usia 6 bulan. Manfaat 
dalam Pemberian ASI eksklusif antara lain meningkatkan 
imunitas anak terhadap penyakit, menurunkan frekuensi diare, 
penyakit gastrointestinal dan infeksi telinga. Secara tidak 
langsung, ASI juga memberikan efek terhadap perkembangan 
psikomotor anak. 
c. Status Imunisasi 
Imunisasi adalah proses menginduksi imunitas secara buatan 
baik dengan vaksinasi (imunisasi aktif) maupun dengan 
pemberian antibodi (imunisasi pasif) (Anisa, 2012). Pemberian 
imunisasi pada anak memiliki tujuan untuk mengurangi risiko 
kesakitan dan kematian anak akibat penyakit-penyakit yang 
seharusnya dapat dicegah dengan imunisasi. Penyakit-penyakit 
tersebut antara lain: TBC, tetanus, campak, polio, hepatitis B, 
dan sebagainya.  
d. Usia Balita 
Usia balita merupakan usia emas karena akan bersifat permanen 
dan tidak dapat dikoreksi sehingga dikatakan usia paling rawan. 
Pada usia balita sering terkena penyakit infeksi sehingga anak 
berisiko tinggi menjadi kurang gizi. Pertumbuhan pada 
prasekolah yaitu usia 2-6 tahun lebih lambat dibandingkan pada 
masa bayi namun pertumbuhannya stabil (Anisa, 2012). 
e. Jenis Kelamin Balita 
Pada penelitian Mugianti, dkk. (2018) menyebutkan bahwa 
berdasarkan teori dan fakta pertumbuhan anak laki-laki mudah 
terhambat karena keadaan psikologis. Perkembangan 
psikologis melibatkan pemahaman, control ekspresi dan emosi 
sehingga membutuhkan lingkungan yang hangat, penuh kasih, 
dan responsif. Pada penelitian tersebut menyatakan anak yang 
mengalami stunting di Kecamatan Sukorejo sebanyak 64,5% 
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berjenis kelamin laki-laki. Anak laki-laki lebih berisiko stunting 
dan underweight dibandingkan anak perempuan. 
f. Berat Lahir Balita 
Bayi dengan berat lahir rendah (BBLR) didefinisikan oleh 
WHO adalah berat lahir yang kurang dari 2500 gram. BBLR 
dapat disebabkan oleh durasi kehamilan dan laju pertumbuhan 
janin. Bayi lahir dengan berat lahir < 2500 gram dikatakan 
bayi lahir secara prematur. Bayi yang memiliki berat badan 
rendah berpengaruh pada pertumbuhan selanjutnya. Pada 
penelitian Mugianti, dkk., (2018) menyebutkan bahwa berat 
badan lahir memiliki hubungan yang bermakna dengan kejadian 
stunting. 
g. Tinggi Orang Tua 
Tinggi badan orang tua adalah ukuran tubuh ayah dan ibu yang 
dari ujung kaki sampai kepala. Salah satu atau kedua orang tua 
yang pendek akibat kondisi hormon pertumbuhan memiliki gen 
dalam kromosom yang membawa sifat pendek sehingga 
memiliki peluang anak mewarisi gen tersebut. Kategori ayah 
pendek jika tinggi badan < 155 cm dan normal jika tinggi 
badan ≥ 155 cm sedangkan kategori ibu pendek bila tinggi 
badan < 150  cm dan normal bila tinggi badan ≥ 150  cm 
(Jahari dan Hardinsyah, 2012). Penelitian Fitriahadi (2018) 
menyatakan bahwa tinggi badan ibu pendek memiliki hubungan 
dengan stunting. Ibu dengan stunting akan berpotensi 
melahirkan anak yang akan mengalami stunting.. 
h. Pendidikan Orang Tua 
Tingat pendidikan memiliki pengaruh terhadap kesehatan, salah 
satunya yaitu status gizi. Individu dengan tingkat pendidikan 
yang tinggi akan menghindari kebiasaan buruk seperti rokok 
dan alkohol. Individu yang memiliki Pendidikan yang baik 
diperkirakan memiliki pengetahuan gizi yang baik pula. 
Adapun orang tua terlebih ibu dengan pengetahuan gizi yang 
baik akan mengerti bagaimana mengatur menu makanan, 
mengolah makanan, serta menjaga mutu dan kebersihan 
makanan dengan baik. Penelitian Anisa (2012) menyebutkan 
bahwa kecenderungan kejadian stunting pada balita lebih 
banyak terjadi pada ibu yang berpendidikan rendah. Keluarga 
yang berpendidikan akan hidup dalam rumah yang layak, dapat 
menggunakan fasilitas pelayanan yang lebih baik dan mahir 
dalam menjaga lingkungan yang bersih. 
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i. Pekerjaan Orang Tua 
Pekerjaan orang tua atau kepala keluarga erat hubungan dengan 
status ekonomi keluarga. Hasil penelitian Anisa (2012) 
menyatakan bahwa pekerjaan orang tua memiliki hubungan 
terhadap kejadian stunting. Adapun penelitian Mugianti, dkk., 
(2018) menyatakan bahwa ibu yang bekerja menjadi faktor 
penyebab terjadinya stunting. Terdapat beberapa pekerjaan 
orang tua, yaitu: pegawai negeri adalah profesi dengan 
perjanjian kerja yang bekerja pada instansi pemerintah, pegawai 
swasta diartikan sebagai pegawai di suatu badan usaha atau 
perusahaan swasta dan wiraswasta adalah pemilik usaha yang 
bekerja secara mandiri. 
j. Pendapatan Keluarga 
Pendapatan merupakan faktor penting dalam penentuan kualitas 
dan kuantitas makanan. Orang tua dengan pendapatan keluarga 
yang cukup akan mampu untuk menyediakan semua kebutuhan 
primer dan sekunder anak. Keluarga dengan status ekonomi 
yang baik akan memiliki akses pelayanan kesehatan yang lebih 
baik. Status ekonomi yang tinggi akan membuat seseorang 
memilih makanan yang bergizi dan bervariasi. Sebaliknya jika 
anak pada keluarga dengan status ekonomi rendah cenderung 
akan mengkonsumsi makanan dalam segi kuantitas, kualitas, 
dan variasi yang kurang. Pada penelitian Setiawan, dkk., (2018) 
menyatakan bahwa terdapat hubungan yang bermakna antara 
tingkat pendapatan keluarga dengan kejadian stunting pada 
anak usia 24-59 bulan. 
Berdasarkan penggolongan Badan Pusat Statistik (BPS, 2014) 
membedakan pendapatan menjadi 4 golongan adalah: 
1. Golongan pendapatan sangat tinggi jika pendapatan rata-
rata lebih dari Rp 3.500.000 per bulan. 
2. Golongan pendapatan tinggi jika pendapatan rata-rata 
antara Rp 2.500.000 s/d Rp 3.500.000 per bulan. 
3. Golongan pendapatan sedang jika pendapatan rata-rata 
antara Rp 1.500.000 s/d 2.500.000 per bulan. 
4. Golongan pendapatan rendah jika pendapatan rata-rata 





3.1 Sumber Data 
Data yang digunakan dalam penelitian ini adalah data sekunder 
yang berasal dari skripsi Fairuz Zada Zayyana tentang Penerapan 
Metode Chi-squared Automatic Interaction Detection (CHAID) untuk 
klasifikasi balita stunting di Kota Malang yang pengamatannya berupa 
data kejadian stunting  di Kota Malang tahun 2019 dengan 13 variabel 
prediktor.  
3.2 Variabel Penelitian 
Variabel respon yang digunakan dalam penelitian ini adalah 
kejadian stunting pada balita di Kota Malang tahun 2019 dan variabel 
prediktor yang digunakan merupakan faktor-faktor yang diduga 
berpengaruh terhadap kejadian stunting pada balita. Variabel 
penelitian yang digunakan disajikan dalam Tabel 3.1 sebagai berikut. 
Tabel 3.1 Variabel Penelitian 







0 = Tidak Stunting 
Nominal 





0 = balita tidak 
pernah menderita 
ISPA atau diare pada 
satu bulan terakhir 
Nominal 
1 = balita pernah 
menderita ISPA atau 






0 = Tidak ASI 
Eksklusif Nominal 




0 = Tidak Lengkap 
Nominal 
1 = Lengkap 
5 𝑋4 Usia Balita 
0 = 0-12 bulan 
Ordinal 
1 = 13-24 bulan 
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No Variabel Deskripsi Kategori 
Skala 
Pengkuran 
2 = 25-36 bulan 
3 = 37-48 bulan 





0 = Laki-laki 
Nominal 




0 = BBLR 
Nominal 




0 = TA<155 
Nominal 
1 = TA≥155 
9 𝑋8 Tinggi Ibu 
0 = TI<150 
Nominal 




0 = Dasar (< SMP) 
Ordinal 
1 = Menengah 
(SMA) 




0 = Dasar (< SMP) 
Ordinal 
1 = Menengah 
(SMA) 




0 = Tidak Bekerja 
Nominal 
1 = Pegawai Negeri 
2 = Pegawai Swasta 




0 = Tidak Bekerja 
Nominal 
1 = Pegawai Negeri 
2 = Pegawai Swasta 




0 = Rendah 
Ordinal 
1 = Sedang 
2 = Tinggi 
3 = Sangat Tinggi 
3.3 Prosedur Analisis 
Langkah-langkah dalam melakukan analisis dengan 
menggunakan metode MARS dan CART adalah sebagai berikut: 
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1. Melakukan penginputan data 
2. Membagi data menjadi data training dan data testing, dengan 
proporsi data training 75 % dan proporsi data testing 25 %. 
3. Metode Multivariate Adaptive Regression Spline (MARS) 
a. Membuat model MARS tentatif seperti pada persamaan 
(2.2) berdasarkan kombinasi antara: 
- Maksimum Fungsi Basis (BF) yaitu 2-4 kali jumlah 
variabel prediktor.  
- Maksimum Interaksi (MI) yaitu 1,2 dan 3.  
- Menentukan Minimum Observasi (MO) antara knot 
yang digunakan adalah 0,1,2,3. 
b. Memilih model MARS terbaik berdasarkan variabel 
prediktor yang memberikan pengaruh dominan terhadap 
model. 
c. Membuat model MARS untuk variabel prediktor yang 
memberikan pengaruh dominan dalam model MARS 
terbaik seperti pada persamaan (2.2) berdasarkan 
kombinasi antara: 
- Maksimum Fungsi Basis (BF) yaitu 2-4 kali jumlah 
variabel prediktor. 
- Maksimum Interaksi (MI) yaitu 1,2 dan 3. 
- Menentukan Minimum Observasi (MO) antara knot 
yang digunakan adalah 0,1,2,3. 
d. Memilih model MARS yang terbaik berdasarkan nilai 
GCV terkecil seperti pada persamaan (2.8) dan nilai 
ketepatan klasifikasi terbesar seperti pada persamaan 
(2.22). 
3. Metode Classification And Regression Trees (CART) 
a. Mencari nilai impuritas untuk mengetahui keheterogenan 
simpul seperti pada persamaan (2.12) lalu menentukan 
semua kemungkinan pemilah pada masing-masing 
variabel prediktor. 
b. Penentuan simpul terminal dilakukan pada simpul t yang 
tidak akan terpilah lagi.  
c. Penandaan label kelas, penandaan label kelas tiap simpul 
akhir berdasarkan aturan jumlah anggota kelas terbanyak 
seperti rumus (2.16). 
d. Pemangkasan pohon klasifikasi dan penentuan pohon 
klasifikasi optimal diukur dengan biaya kompleksitas (cost 
complexity) seperti pada persamaan (2.17). 
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4. Hasil pengelompokkan balita stunting dibuat dalam bentuk 
tabel klasifikasi seperti pada Tabel 2.1 
5. Menghitung ketepatan klasifikasi seperti pada persamaan (2.22) 
dan menghitung sensitivitas seperti pada persamaan (2.23) serta 
spesifisitas seperti pada persamaan (2.24) 
6. Membandingkan dan menginterpretasikan hasil klasifikasi 
kedua metode analisis. 
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Langkah-langkah analisis disajikan secara diagram pada diagram alir  



























Membuat model MARS 
tentatif dengan kombinasi 
antara BF, MI, dan MO 
Metode CART 
Melakukan pemilihan pada 
setiap peubah penjelas 
menggunakan nilai 
impuritas 
Memilih model MARS 
terbaik berdasarkan 
variabel prediktor yang 
memberikan pengaruh 




Membagi data menjadi data 



























Memilih model MARS 
yang terbaik berdasarkan 




Mengklasifikasikan ke dalam 
tabel klasifikasi 
Menghitung ketepatan 




Membuat model MARS 
untuk variabel prediktor 
yang memberikan 
pengaruh dominan dalam 
model MARS terbaik 
dengan kombinasi antara 
BF, MI, dan MO 
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BAB IV 
HASIL DAN PEMBAHASAN 
4.1 Gambaran Umum Responden 
Variabel respon yang digunakan dalam penelitian adalah balita 
stunting. Balita stunting mempunyai dua kategori yang terdiri dari 
balita stunting dan balita tidak stunting. Hasil yang diperoleh dari 
penelitian dituangkan pada diagram batang pada Gambar 4.1 
 
Gambar 4.1 Diagram Batang Responden Berdasarkan 
Kejadian Balita Stunting 
Berdasarkan Gambar 4.1, menunjukan bahwa dari 500 balita 
terdapat 23,8 % atau 119 balita tergolong stunting dan sisanya 
sebanyak 76,2 % atau 381 balita tergolong tidak stunting. Pada 
penelitian diperoleh hasil balita stunting di Kota Malang cukup besar, 
hal ini disebabkan karena proses pengukuran oleh petugas dengan 
konsep pembulatan. Seperti contoh, batas balita dikatakan balita 
stunting (−2 𝑆𝐷) pada tabel antropometri tinggi badan menurut umur 
adalah 49,8 cm, tetapi petugas menuliskan hasil pembulatan 
pengukuran tinggi badan balita usia 1 bulan sebesar 49 cm. Konsep 
pembulatan tersebut menyebaban adanya perbedaan pengukuran, 
sehingga hal tersebut dikhawatirkan akan memberikan hasil yang bias 
(Zayyana, 2020). 
Variabel prediktor hasil penelitian yang digunakan dijelaskan 
sebagai berikut: 
1. Status Penyakit Infeksi 
Status penyakit infeksi mempunyai dua kategori yaitu balita 
pernah menderita penyakit infeksi dan balita tidak pernah menderita 
penyakit infeksi. Penyakit infeksi yang digunakan pada penelitian 

















terakhir. Hasil yang diperoleh dari penelitian dapat dilihat pada 
Gambar 4.2. 
 
Gambar 4.2 Diagram Batang Responden Berdasarkan Status 
Penyakit Infeksi 
Pada Gambar 4.2, memperoleh hasil balita yang pernah 
menderita penyakit infeksi dan tergolong balita stunting yaitu 
sebanyak 24 balita. Sedangkan, balita yang tidak pernah mengalami 
penyakit infeksi dan tergolong balita stunting sebanyak 65 balita. 
2. Pemberian ASI Eksklusif 
Pemberian ASI eksklusif mempunyai dua kategori yaitu ibu 
memberi ASI eksklusif kepada balita dan ibu tidak memberi ASI 
eksklusif kepada balita. ASI eksklusif didefinisikan jika ibu 
memberikan hanya ASI selama 6 bulan. Apabila terdapat balita yang 
berusia kurang dari 6 bulan dan masih menyusu maka diasumsikan 
balita tersebut diberi ASI eksklusif oleh ibu. Tetapi, masih terdapat ibu 
yang tidak memberikan ASI eksklusif. Beberapa alasan ibu balita 
tidak memberikan ASI eksklusif yaitu ASI tidak keluar, ibu bekerja, 
dan balita tidak mau menyusu. Hasil perolehan dari penelitian 






















Gambar 4.3 Diagram Batang Responden Berdasarkan Pemberian 
ASI Eksklusif 
Hasil yang diperoleh dari penelitian dapat dilihat pada Gambar 
4.3 yang menjelaskan bahwa terdapat 106 balita yang diberi ASI 
eksklutif tetapi tergolong pada balita stunting. Sedangkan, balita yang 
tidak diberi ASI eksklusif dan tergolong pada balita stunting adalah 
sebanyak 317 balita. 
3. Status Imunisasi 
Status Imunisasi mempunyai dua kategori yaitu lengkap dan 
tidak lengkap. Definisi imunisasi lengkap adalah balita sudah 
mendapatkan imunisasi hepatitis B0 pada usia 0-24 jam, BCG & polio 
1 pada usia 1 bulan, DPT 1 & polio 2 pada usia 2 bulan, DPT 2 & polio 
3 pada usia 3 bulan, DPT 3 & polio 4 pada usia 4 bulan, dan campak 
pada usia 9 bulan. Apabila terdapat balita yang berusia kurang dari 9 
bulan dan melakukan imunisasi lengkap hingga usianya sekarang 
maka balita tersebut diasumsikan melakukan imunisasi lengkap dan 
masuk dalam kategori status imunisasi lengkap. Hasil penelitian dapat 
dilihat pada Gambar 4.4. 
 

































Berdasarkan Gambar 4.4. diperoleh balita yang mempunyai 
imunisasi lengkap dan tergolong balita stunting yaitu sebanyak 117 
balita. Sedangkan, balita yang tidak berimunisasi lengkap dan 
tergolong balita stunting sebanyak 375 balita. 
4. Usia Balita 
Usia balita pada penelitian ini dikategorikan menjadi lima 
kategori yaitu balita dengan usia 0-12 bulan, 13-24 bulan, 25-36 bulan, 
37-48 bulan dan 49-60 bulan. Hasil peroleh dari penelitian dapat 
dilihat pada Gambar 4.5. 
 
Gambar 4.5 Diagram Batang Responden Berdasarkan Usia Balita 
Pada Gambar 4.5, memperoleh hasil bahwa balita yang berusia 
0-12 bulan dan tergolong balita stunting yaitu sebanyak 20 balita, 
balita yang berusia 13-24 bulan dan tergolong balita stunting yaitu 
sebanyak 45 balita, balita yang berusia 25-36 bulan dan tergolong 
balita stunting yaitu sebanyak 27 balita, balita yang berusia 37-48 
bulan dan tergolong balita stunting yaitu sebanyak 13 balita, kemudian 
balita yang berusia 49-60 bulan dan tergolong balita stunting yaitu 
sebanyak 14 balita. 
5. Jenis Kelamin Balita 
Jenis kelamin balita memiliki dua kategori yaitu perempuan dan 
laki-laki. Hasil memperoleh sebanyak 58 balita berjenis kelamin 
perempuan dan tergolong dalam balita stunting. Sedangkan, balita 
yang berjenis kelamin laki-laki dan tergolong dalam balita stunting 
yaitu sebanyak 61 balita. Hasil perolehan tersebut diperjelas dengan 






























Gambar 4.6 Diagram Batang Responden Berdasarkan Jenis Kelamin 
Balita 
6. Berat Lahir Balita 
Berat lahir balita pada penelitian dibagi menjadi dua kategori, 
yaitu berat badan lahir rendah (BBLR) adalah balita pada saat lahir 
mempunyai berat badan kurang dari 2500 gram dan normal adalah 
balita pada saat lahir mempunyai berat lebih dari sama dengan 2500 
gram. Berdasarkan hasil penelitian, balita yang mempunyai berat lahir 
normal dan tergolong dalam balita stunting adalah sebanyak 358 
balita. Sedangkan, balita yang mempunyai berat lahir rendah dan 
tergolong dalam balita stunting sebanyak 23 balita. Hasil dari 
penelitian diperjelas dengan diagram batang yang dapat dilihat pada 
Gambar 4.7. 
 
Gambar 4.7 Diagram Batang Responden Berdasarkan Berat Lahir 
Balita 
7. Tinggi Ayah 
Tinggi badan ayah dibedakan menjadi dua kategori yaitu 
kurang dari 155 cm dan lebih dari sama dengan 155 cm. Hasil 
penelitian memperoleh hasil sebanyak 4 balita dengan tinggi ayah 
































yang memiliki tinggi ayah lebih dari sama dengan 155 cm dan 
tergolong balita stunting adalah sebanyak 115 balita. Hasil tersebut 
diperjelas dengan diagram batang yang dapat dilihat pada Gambar 4.8. 
 
Gambar 4.8 Diagram Batang Responden Berdasarkan Tinggi Ayah 
8. Tinggi Ibu 
Tinggi badan ibu dibedakan menjadi dua kategori yaitu kurang 
dari 150 cm dan lebih dari sama dengan 150 cm. Hasil penelitian 
memperoleh hasil sebanyak 32 balita yang memiliki tinggi ibu kurang 
dari 150 cm dan tergolong balita stunting. Sedangkan, balita dengan 
tinggi ibu lebih dari sama dengan 150 cm dan tergolong balita stunting 
adalah sebanyak 87 balita. Hasil tersebut dituangkan pada diagram 
pohon yang dapat dilihat pada Gambar 4.9. 
 
Gambar 4.9 Diagram Batang Responden Berdasarkan Tinggi Ibu 
9. Pendidikan Ayah 
Pendidikan ayah dikategorikan menjadi tiga yaitu dasar, 
menengah, dan tinggi. Pendidikan dasar apabila pendidikan terakhir 
ayah hanya tamat SMP, pendidikan menengah apabila pendidikan 
terakhir ayah tamat SMA, dan pendidikan tinggi apabila pendidikan 
terakhir ayah hingga perguruan tinggi. Hasil dari penelitian dapat 






























Gambar 4.10 Diagram Batang Responden Berdasarkan Pendidikan 
Ayah 
Berdasarkan Gambar 4.10, balita yang mempunyai ayah 
berpendidikan dasar dan tergolong balita stunting adalah sebanyak 36 
balita, balita yang mempunyai ayah berpendidikan menengah dan 
tergolong balita stunting adalah sebanyak 64 balita, dan balita yang 
memiliki ayah berpendidian tinggi dan tergolong balita stunting 
adalah sebanyak 19 balita. 
10. Pendidikan Ibu 
Pendidikan ibu dikategorikan menjadi tiga yaitu dasar, 
menengah, dan tinggi. Pendidikan dasar apabila pendidikan terakhir 
ibu hanya tamat SMP, pendidikan menengah apabila pendidikan 
terakhir ibu tamat SMA, dan pendidikan tinggi apabila pendidikan 
terakhir ibu hingga perguruan tinggi yang meliputi gelar diploma, 
sarjana, magister, maupun doktor. Hasil peroleh penelitian dituangkan 
dengan diagram batang yang dapat dilihat pada Gambar 4.11. 
 
Gambar 4.11 Diagram Batang Responden Berdasarkan Pendidikan 
Ibu 
Pada Gambar 4.11, hasil penelitian balita yang mempunyai ibu 
berpendidikan dasar dan tergolong balita stunting adalah sebanyak 45 
balita, balita yang mempunyai ibu berpendidikan menengah dan 

































memiliki ibu berpendidian tinggi dan tergolong balita stunting adalah 
sebanyak 19 balita. 
11. Pekerjaan Ayah 
Pekerjaan ayah dibedakan menjadi empat kategori yaitu 
kategori tidak bekerja, pegawai negeri, pegawai swasta, dan 
wiraswasta. Pada penelitian memperoleh hasil sebanyak 4 balita yang 
mempunyai ayah bekerja sebagai pegawai negeri dan tergolong balita 
stunting, balita yang mempunyai ayah bekerja sebagai pegawai swasta 
dan tergolong balita stunting adalah sebanyak 88 balita, balita yang 
mempunyai ayah bekerja sebagai wiraswasta dan tergolong balita 
stunting adalah sebanyak 27 balita serta tidak diperoleh balita yang 
mempunyai ayah tidak bekerja dan tergolong stunting. Hasil 
perolehan tersebut diperjelas dengan diagram batang yang dapat 
dilihat pada Gambar 4.12. 
 
Gambar 4.12 Diagram Batang Responden Berdasarkan Pekerjaan 
Ayah 
12. Pekerjaan Ibu 
Pekerjaan ibu dikategorikan menjadi empat kategori yaitu tidak 
bekerja, pegawai negeri, pegawai swasta, dan wiraswasta. Perolehan 
hasil dari penelitian sebanyak 101 balita yang mempunyai ibu tidak 
bekerja dan tergolong balita stunting, balita yang mempunyai ibu 
bekerja sebagai pegawai swasta dan tergolong balita stunting adalah 
sebanyak 12 balita, balita yang mempunyai ibu bekerja sebagai 
wiraswasta dan tergolong balita stunting adalah sebanyak 6 balita, 
serta tidak diperoleh balita yang mempunyai ibu bekerja sebagai 
pegawai negeri dan tergolong stunting. Hasil perolehan penelitian 
























Gambar 4.13 Diagram Batang Reponden Berdasarkan Pekerjaan Ibu 
13. Pendapatan Orang Tua 
Pendapatan orang tua dikategorikan menjadi 4 kategori yaitu 
rendah apabila kurang dari Rp 1.500.000, sedang apabila Rp 
1.500.001 sampai Rp 2.500.000, tinggi apabila rentang pendapatan Rp 
2.500.001 sampai Rp 3.500.000, dan sangat tinggi apabila lebih dari 
Rp 3.000.001. Hasil penelitian ditunjukkan pada Gambar 4.14. 
 
Gambar 4.14 Diagram Batang Reponden Berdasarkan Pendapatan 
Orang Tua 
Pada Gambar 4.14, balita dengan pendapatan keluarga rendah 
dan tergolong balita stunting sebanyak 33 balita, balita dengan 
pendapatan keluarga sedang dan tergolong balita stunting sebanyak 45 
balita, balita dengan pendapatan keluarga tinggi dan tergolong balita 
stunting sebanyak 20 balita, dan balita dengan pendapatan keluarga 














































4.2 Hasil Pemodelan Klasifikasi Balita Stunting Dengan 
Metode MARS 
Pada pembentukan model MARS diperlukan kombinasi antara 
fungsi basis, Maksimum Interaksi (MI), dan Minimum Observasi 
(MO). Fungsi basis digunakan untuk menjelaskan variabel respon dan 
variabel prediktor. Banyaknya fungsi basis yang digunakan adalah 2- 
4 kali banyaknya variabel prediktor. Pada penelitian ini menggunakan 
13 variabel prediktor, sehingga fungsi basis yang digunakan adalah 
26, 39, dan 52. Maksimum Interaksi (MI) yang digunakan yaitu 1,2 
dan 3. Minimum Observasi (MO) yang digunakan adalah 0, 1, 2 dan 
3. Pada Tabel 4.1 dapat dilihat model MARS tentatif untuk kejadian 
balita stunting dengan tiga nilai GCV terendah (hasil  pembentukan 
model MARS tentatif pada kejadian balita stunting lengkap ada pada 
Lampiran 2). 
Tabel 4.1 Pembentukan Model MARS Tentatif Pada 






MI MO GCV 
Ketepatan 
Klasifikasi 
1 9 26 3 0 0.15796989 72.8% 
2 10 26 3 1 0.15892598 72.8% 
3 22 39 3 1 0.15911088 72.8% 
 
Berdasarkan Tabel 4.1 ditunjukkan bahwa model MARS tentatif 
dengan kriteria nilai GCV terkecil yaitu 0.15796989 pada model ke-9 
dengan kombinasi Fungsi Basis = 26, MI = 3, dan MO = 0. Persamaan 
model MARS yang terbentuk dapat ditunjukkan pada persamaan 4.1 
yaitu: 
 
𝑓(𝑥) =  0.5522247 − 0.2239633𝐵𝐹1 +
0.3218745𝐵𝐹2 − 0.1543069𝐵𝐹3 +





𝐵𝐹1 = 𝑚𝑎𝑥 (0, 𝑋4 − 1)   
𝐵𝐹2 = 𝑚𝑎𝑥 (0, 𝑋4 − 3)  
𝐵𝐹3 = 𝑚𝑎𝑥 (0, 3 − 𝑋4)(𝑋6)  
𝐵𝐹4 = 𝑚𝑎𝑥 (0, 1 − 𝑋10)𝑚𝑎𝑥 (0, 2 − 𝑋13)  
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𝐵𝐹5 = 𝑚𝑎𝑥 (0, 𝑋10 − 1)𝑚𝑎𝑥 (0, 2 − 𝑋13)(𝑋1)  
𝐵𝐹6 = 𝑚𝑎𝑥 (0, 1 − 𝑋10)𝑚𝑎𝑥 (0, 𝑋11 − 2) 𝑚𝑎𝑥 (0, 2 − 𝑋13) 
 
Berdasarkan model MARS pada persamaan (4.1) dari 13 
variabel prediktor terdapat 6 variabel prediktor yang memberikan 
pengaruh dominan terhadap pembentukan model MARS tentatif yaitu 
status penyakit infeksi  (𝑋1), usia balita (𝑋4), berat lahir balita  (𝑋6), 
pendidikan ibu (𝑋10), pekerjaan ayah (𝑋11), dan pendapatan orang tua 
(𝑋13). Oleh karena itu, 6 variabel prediktor tersebut memberikan 
kontribusi terhadap kejadian stunting sehingga untuk memilih model 
MARS terbaik digunakan 6 variabel prediktor tersebut. 
Selanjutnya dari ke-6 variabel prediktor yang memberikan 
pengaruh paling dominan pada persamaan (4.1) akan dibentuk model 
MARS terbaik yang melibatkan kombinasi antara fungsi basis, 
Maksimum Interaksi (MI), Minimum Observasi (MO). Banyaknya 
fungsi basis yang digunakan adalah 2-4 kali banyaknya variabel 
prediktor. Pada penelitian ini menggunakan 6 variabel prediktor, 
sehingga fungsi basis yang digunakan adalah 12, 18 dan 24. Pada Tabel 
4.2 dapat dilihat model MARS terbaik untuk kejadian balita stunting 
dengan tiga nilai GCV terendah (hasil pembentukan model MARS 
terbaik denngan variabel prediktor yang memiliki kontribusi terhadap 
model MARS ada pada Lampiran 3). 
Tabel 4.2  Pembentukan Model MARS Terbaik Dengan 
Variabel Prediktor Yang Memiliki Kontribusi 






MI MO GCV 
Ketepatan 
Klasifikasi 
1 1 12 1 0 0.16620251 72.8% 
2 21 18 3 0 0.16195353 72.8% 
3 33 24 3 0 0.16311699 72.8% 
 
Berdasarkan Tabel 4.2 ditunjukkan bahwa model MARS terbaik 
dengan kriteria nilai GCV terkecil yaitu 0.16195353 pada model ke-
21 dengan kombinasi Fungsi Basis = 18, MI = 3, dan MO = 0. 
Persamaan model MARS yang terbentuk dapat ditunjukkan pada 




𝑓(𝑥) =  0.51728613 − 0.23486806𝐵𝐹1 −
0.21044154𝐵𝐹2 − 0.07884516𝐵𝐹3 +





𝐵𝐹1 = (𝑋6 = 1)   
𝐵𝐹2 = 𝑚𝑎𝑥 (0,1 − 𝑋4)  
𝐵𝐹3 = 𝑚𝑎𝑥 (0, 𝑋4 − 1)  
𝐵𝐹4 = 𝑚𝑎𝑥 (0, 1 − 𝑋10)𝑚𝑎𝑥 (0, 2 − 𝑋13)  
𝐵𝐹5 = 𝑚𝑎𝑥 (0, 2 − 𝑋13)𝑚𝑎𝑥 (0, 𝑋4 − 3)  
𝐵𝐹6 = 𝑚𝑎𝑥 (0, 1 − 𝑋10)𝑚𝑎𝑥 (0, 2 − 𝑋13)𝑚𝑎𝑥 (0, 𝑋11 − 2)  
 
Berdasarkan model MARS pada persamaan (4.2) dari 6 variabel 
prediktor terdapat 5 variabel prediktor yang memberikan pengaruh 
paling signifikan terhadap pembentukan model MARS terbaik yaitu 
usia balita (𝑋4), berat lahir balita  (𝑋6), pendidikan ibu (𝑋10),  
pekerjaan ayah (𝑋11), dan pendapatan orang tua (𝑋13).  
Berikut penjelasan dari model yang terbentuk pada persamaan (4.2): 
1. 𝐵𝐹1 = (𝑋6 = 1), dengan koefisien -0,23486806 pada model 
mempunyai arti bahwa jika variabel berat lahir balita  (𝑋6) sama 
dengan 1 yaitu, berat badan lahir balita adalah normal, maka akan 
menurunkan angka balita stunting sebesar 0,23486806 
2. 𝐵𝐹2 =  𝑚𝑎𝑥 (0,1 − 𝑋4) dengan koefisien -0,21044154 pada 
model mempunyai arti bahwa jika variabel usia balita (𝑋4) lebih 
kecil dari 1 yaitu, usia balita 0-12 bulan, maka akan menurunkan 
angka balita stunting sebesar 0,21044154. 
3. 𝐵𝐹3 =  𝑚𝑎𝑥 (0, 𝑋4 − 1) dengan koefisien -0,07884516 pada 
model mempunyai arti bahwa jika variabel usia balita (𝑋4) lebih 
besar dari 1 yaitu, usia balita 25-60 bulan,  maka akan 
menurunkan angka balita stunting sebesar 0,07884516. 
4. 𝐵𝐹4 = 𝑚𝑎𝑥 (0, 1 − 𝑋10)𝑚𝑎𝑥 (0, 2 − 𝑋13) dengan koefisien 
0,20612960 pada model mempunyai arti bahwa jika variabel 
pendidikan ibu (𝑋10) lebih kecil dari 1 yaitu, pendidikan ibu 
adalah dasar (<SMP) dan berinteraksi dengan variabel 
pendapatan orang tua (𝑋13) lebih kecil dari 2 yaitu, pendapatan 
orang tua rendah dan sedang, maka akan menaikkan angka balita 
stunting sebesar 0,20612960. 
43 
5. 𝐵𝐹5 = 𝑚𝑎𝑥 (0, 2 − 𝑋13)𝑚𝑎𝑥 (0, 𝑋4 − 3) dengan koefisien 
0,16830684 pada model mempunyai arti bahwa jika variabel 
pendapatan orang tua (𝑋13) lebih kecil dari  2 yaitu, pendapatan 
orang tua rendah dan sedang dan berinteraksi dengan variabel 
usia balita (𝑋4) lebih besar dari 3 yaitu, usia balita 49-60 bulan, 
maka akan menaikkan angka balita stunting sebesar 0,16830684. 
6. 𝐵𝐹6 = 𝑚𝑎𝑥 (0, 1 − 𝑋10)𝑚𝑎𝑥 (0, 2 − 𝑋13)𝑚𝑎𝑥 (0, 𝑋11 − 2) 
dengan koefisien 0,31229538 pada model mempunyai arti bahwa 
jika variabel pendidikan ibu (𝑋10) lebih kecil dari 1 yaitu, 
pendidikan ibu adalah dasar (<SMP) dan berinteraksi dengan 
variabel pendapatan orang tua (𝑋13) lebih kecil dari 2 yaitu, 
pendapatan orang tua rendah dan sedang serta berinteraksi 
dengan variabel pekerjaan ayah (𝑋11) lebih besar dari 2 yaitu, 
pekerjaan ayah wiraswasta, maka akan manaikkan angka balita 
stunting sebesar 0,31229538. 
Berdasarkan model MARS terbaik dengan nilai GCV terkecil 
yaitu 0.16195353 pada model ke-21 dengan kombinasi Fungsi Basis 
= 18, MI = 3, dan MO = 0 didapatkan 5 variabel prediktor yang 
memberikan pengaruh terhadap kejadian stunting pada balita di Kota 
Malang yaitu usia balita (𝑋4), berat lahir balita  (𝑋6), pendidikan ibu 
(𝑋10), pekerjaan ayah (𝑋11), dan pendapatan orang tua (𝑋13). 
Sementara itu, untuk 8 variabel prediktor lainnya tidak memberikan 
pengaruh terhadap kejadian stunting di Kota Malang karena tidak 
terdapat pada model terbaik yang terbentuk. Variabel prediktor seperti 
usia balita (𝑋4) yaitu, 13-24 bulan, 25-36 bulan, 37-48 bulan, 49-60 
bulan, berat lahir balita  (𝑋6) yaitu rendah, pendidikan ibu (𝑋10) yaitu 
dasar, pekerjaan ayah (𝑋11) yaitu wiraswasta, dan pendapatan orang 
tua (𝑋13) yaitu, rendah dan sedang berpotensi menaikkan angka 
kejadian stunting pada balita sehingga dapat dikatakan bahwa usia 
balita (𝑋4), berat lahir balita  (𝑋6), pendidikan ibu (𝑋10), pekerjaan 
ayah (𝑋11), dan pendapatan orang tua (𝑋13) sangat berpengaruh 
terhadap kejadian stunting pada balita, semakin kecil umur balita, 
berat lahir balita adalah normal, semakin tinggi pendidikan ibu, 
semakin bagus pekerjaan ayah, dan semakin tinggi pendapatan orang 
tua maka akan memperkecil penyebab terjadinya stunting pada balita. 
4.3 Ketepatan Klasifikasi Metode MARS 
Berdasarkan model MARS terbaik yang diperoleh, maka 
dilakukan pengklasifikasian untuk menghitung akurasi, Sensitivitas, 
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dan Spesificitas agar mengetahui besar ketepatan dalam 
pengklasifikasian. Berikut merupakan tabel klasifikasi yang 
ditunjukkan pada Tabel 4.3. 




Tidak Stunting Stunting 
Tidak Stunting 87 30 117 
Stunting 4 4 8 
Total 91 34 125 
Untuk mengetahui tingkat kesalahan dalam pengklasifikasian 





× 100% = 27,2%  
Berdasarkan perhitungan nilai tingkat kesalahan dalam 
pengklasifikasian maka diperoleh nilai tingkat ketepatan klasifikasi 
sebesar 72,8%. 
Tabel klasifikasi juga memerlukan pertimbangan nilai 
sensitivitas untuk ketepatan kelompok positif dan spesifisitas untuk 
ketepatan kelompok negatif yang perhitungannya seperti pada 









= 0,50  
Berdasarkan perhitungan ketepatan klasifikasi metode MARS 
diperoleh nilai sensitivitas sebesar 0,7436 yang artinya banyaknya 
observasi kelas balita tidak stunting yang tepat diklasifikasikan 
sebagai balita tidak stunting adalah sebesar 74,36%. Nilai spesifisitas 
sebesar 0,50 yang artinya kelas balita stunting yang diklasifikasikan 
dengan benar sebagai kelas balita stunting sebesar 50%. 
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4.4 Classification And Regression Trees (CART) 
Tahap awal dari pembentukan pohon klasifikasi adalah 
menentukan kemungkinan pemilahan. Jika variabel prediktor 𝑋𝑗  
adalah kategori nominal bertaraf 𝐿, maka akan diperoleh 2𝐿−1 − 1 
pemilahan yang mungkin, apabila variabel prediktor 𝑋𝑗  adalah 
kategori ordinal maka akan diperoleh 𝐿 − 1 pemilahan yang mungkin. 
Berikut ini diberikan penentuan kemungkinan pemilah seluruh 
variabel prediktor kategorik pada Tabel 4.4. 








Status Penyakit  Infeksi Nominal 2 22−1 − 1 = 1 
Pemberian ASI 
Eksklusif 
Nominal 2 22−1 − 1 = 1 
Status Imunisasi Nominal 2 22−1 − 1 = 1 
Usia Balita Ordinal 5 5 − 1 = 4 
Jenis Kelamin Balita Nominal 2 22−1 − 1 = 1 
Berat Lahir Balita Nominal 2 22−1 − 1 = 1 
Tinggi Ayah Nominal 2 22−1 − 1 = 1 
Tinggi Ibu Nominal 2 22−1 − 1 = 1 
Pendidikan Ayah Ordinal 3 3 − 1 = 2 
Pendidikan Ibu Ordinal 3 3 − 1 = 2 
Pekerjaan Ayah Nominal 4 24−1 − 1 = 7 
Pekerjaan Ibu Nominal 4 24−1 − 1 = 7 
Pendapatan Orang Tua Nominal 2 22−1 − 1 = 1 
Setelah menentukan kemungkinan pemilah pada variabel 
prediktor, selanjutnya adalah mencari pemilah yang akan digunakan 
sebagai pemilah utama/simpul utama. Metode yang digunakan untuk 
menentukan simpul utama adalah Indeks Gini, yang akan digunakan 
untuk menghitung kriteria penentuan pemilah terbaik dari nilai 
goodness of split. Variabel prediktor yang memiliki nilai goodness of 
split terbesar yang akan digunakan sebagai simpul utama. Pada Tabel 
4.5 dapat dilihat calon simpul utama dengan tiga nilai goodness of split 
tertinggi (hasil pemilihan calon simpul utama ada pada Lampiran 4). 
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Tabel 4.5 Pemilihan Calon Simpul Utama 


















Tua (rendah, sedang, 
tinggi) 
Pendapatan Orang 
Tua (sangat tinggi) 
0,007216877 
Berdasarkan nilai goodness of split pada Tabel 4.5, variabel 
pendidikan ibu terpilih sebagai pemilah terbaik yang digunakan 
sebagai simpul utama, kemudian simpul utama menjadi simpul kiri 𝑡𝐿, 
yaitu pendidikan ibu adalah menengah dan tinggi serta simpul kanan 
𝑡𝑅, yaitu pendidikan ibu adalah dasar. Berikut merupakan perhitungan 
goodness of split pada pemilihan terbaik: 
𝑖(𝑡) = 1 − ∑ 𝑝2(𝑗|𝑡)𝑗    










] = 0.37029  










] = 0.3116  


















 = 0.2267  
𝛥𝑖(𝑠, 𝑡) = 𝑖(𝑡) − 𝑝𝐿𝑖(𝑡𝐿) − 𝑝𝑅𝑖(𝑡𝑅)  
𝛥𝑖(𝑠, 𝑡) = 0.37029 − 0.7733(0.3116) − 0.2266(0.4883)  
𝛥𝑖(𝑠, 𝑡) = 0.018614  
 
Nilai indeks gini dan perhitungan proporsi pengamatan yang menjadi 
calon simpul kiri dan simpul kanan pada setiap calon pemilah dengan 
tiga nilai goodness of split tertinggi disajikan pada Tabel 4.6 (hasil 
perhitungan calon simpul utama ada pada Lampiran 5). 
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Tabel 4.6 Perhitungan Calon Simpul Utama 
N
o 































∆𝑖(𝑠∗, 𝑡) = 𝑚𝑎𝑥𝑠𝜖𝑆∆𝑖(𝑠, 𝑡) = 0,018614  
Pada Tabel 4.4 dan Tabel 4.5, diperoleh nilai goodness of split 
terbesar, yaitu pada pendidikan ibu dengan simpul kiri adalah 
menengah dan tinggi, simpul kanan adalah dasar dengan nilai 
goodness of split sebesar 0,018614. Selanjutnya pemilahan akan terus 
dilakukan hingga diperoleh simpul terminal (simpul akhir) dan tidak 
akan terjadi pemilahan kembali. Pada simpul terminal ini memuat 
sekumpulan data yang relatif homogen karena tidak terjadi penurunan 
keheterogenan antar simpul yang berarti sehingga simpul 𝑡 tidak akan 
terpilah lagi. 
Akibat dari pemilahan yang dilakukan secara terus-menerus 
hingga didapatkan simpul terminal, maka dihasilkan pohon klasifikasi 
dengan struktur ukuran pohon yang besar atau disebut dengan pohon 
klasifikasi maksimal (𝑇𝑚𝑎𝑥). Untuk mengoptimumkan pohon 
klasifikasi maka dilakukan pemangkasan pohon untuk memperoleh 
pohon klasifikasi optimal. Sebelum dilakukan pemangkasan pohon, 
perlu dilakukan penandaan label kelas pada setiap simpul yang 
terbentuk khususnya simpul terminal berdasarkan aturan jumlah 
anggota terbanyak menggunakan persamaan 2.16. Berikut akan 
diberikan contoh penandaan label kelas pada simpul utama yang telah 
terbentuk: 
 







 = 0,24533  












𝑃(𝐵𝑎𝑙𝑖𝑡𝑎 𝑡𝑖𝑑𝑎𝑘 𝑠𝑡𝑢𝑛𝑡𝑖𝑛𝑔|𝑠𝑖𝑚𝑝𝑢𝑙 𝑎𝑘ℎ𝑖𝑟) =
0,75467 
 
Berdasarkan perhitungan tersebut, diperoleh hasil maksimal 
dari proporsi masing-masing kelas, yaitu kelas balita tidak stunting 
dengan proposi sebesar 0,75467, maka simpul utama akan diberi label 
kelas “Balita Tidak Stunting” atau disimbolkan dengan “0”. 
Telah dilakukan proses dalam pembentukan pohon klasifikasi 
maksimal melalui tiga tahap, yaitu pemilahan, penentuan simpul 
terminal dan penandaan label kelas, sehingga didapatkan pohon 
klasifikasi maksimal seperti pada Gambar 4.15. 
 
 
Gambar 4.15 Pohon Klasifikasi Maksimal Untuk 
Pemodelan Balita Stunting 
Pohon klasifikasi maksimal yang dihasilkan terdiri dari 12 
simpul terminal. Pemilahan pertama dalam simpul utama terjadi pada 
variabel pendidikan ibu (𝑋10), yaitu menengah dan tinggi, simpul 
kedua adalah usia balita (𝑋4) 0-12 bulan dan pekerjaan ayah (𝑋11) 
wiraswasta sebagai simpul ketiga dan seterusnya. Selanjutnya 
dilakukan pemangkasan pohon klasifikasi maksimal untuk 
mendapatkan pohon klasifikasi optimal. 
4.5 Pemangkasan Pohon Klasifikasi 
Pemangkasan pohon klasifikasi dilakukan saat pohon 
klasifikasi maksimal terbentuk, sehingga dilakukan pemangkasan 
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pohon agar didapatkan pohon klasifikasi yang optimal dan 
mengurangi kompleksitas pohon supaya menjadi sederhana. Pohon ini 
dibentuk berdasarkan cost complexity minimum dengan melihat nilai 
complexity parameter yang meminimumkan rata-rata relative error. 
Tabel perhitungan untuk pemangkasan pohon klasifikasi maksimal 
disajikan pada Tabel 4.7. 
Tabel 4.7 Pemangkasan Pohon Klasifikasi Maksimal 
No 𝑐𝑝 𝑛𝑠𝑝𝑙𝑖𝑡 𝑅(𝑇𝑡) 𝑅𝑒(𝑇𝑡) 𝐶𝑉(𝑇𝑡) 𝑆𝐸(𝑇𝑡) 
1 0.0274510 0 0,24533 1 1 0,09839 
2 0.0235294 3 0,22513 0,917647 1,04706 0,09693 
3 0.0117647 4 0,20129 0,894118 1,03529 0,09539 
4 0.0000000 11 0,16340 0,811763 1,09412 0,09655 
 
Pada Tabel 4.7, diketahui bahwa nilai rata-rata relative error 
terkecil ada pada 𝑐𝑝 0,0117647 yaitu sebesar 1,03529 dengan banyak 
pemilahan sebesar 4 kali. Oleh karena itu, pohon dengan jumlah 
pemilahan sebanyak 4 dipilih sebagai pohon klasifikasi optimal. 
4.6 Pohon Klasifikasi Optimal 
Pohon klasifikasi optimal diperoleh melalui langkah 
pemangkasan pohon klasifikasi sebelumnya. Pohon klasifikasi 
optimal dapat dipilih berdasarkan nilai relative cost minimum atau 
rata-rata relative error minimum. Pada Gambar 4.16 dapat 
ditunjukkan pohon klasifikasi optimal yang terdiri dari 5 simpul 
terminal. 
 
Gambar 4.16 Pohon Klasifikasi Optimal Untuk 
Pemodelan Balita Stunting 
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Berdasarkan Gambar 4.16 diperoleh informasi bahwa pohon 
klasifikasi optimal yang terbentuk merupakan pohon yang terdiri dari 
5 simpul terminal. Berikut merupakan variabel prediktor yang terdapat 
pada pohon klasifikasi optimal yaitu, pendidikan ibu (𝑋10), pekerjaan 
ayah (𝑋11), pendapatan orang tua (𝑋13), dan usia balita(𝑋4). 
Berikut penjelasan dari masing-masing simpul terminal: 
1. Simpul terminal pertama merupakan simpul dengan faktor 
pendidikan ibu (𝑋10), yaitu sedang dan tinggi. Pada simpul ini 
terdapat 232 dari 286 atau sebesar 81 % yang tepat 
diklasifikasikan sebagai balita tidak stunting, maka dapat 
disimpulkan bahwa  faktor pendidikan ibu (𝑋10), yaitu sedang 
dan tinggi menjadi salah satu faktor yang mengklasifikasikan 
balita tidak stunting. 
2. Simpul terminal kedua merupakan simpul dengan faktor 
pendidikan ibu (𝑋10), yaitu dasar dan pekerjaan ayah (𝑋11), yaitu 
wiraswasta. Pada simpul ini terdapat 22 dari 25 atau sebesar 88 
% yang tepat diklasifikasikan sebagai balita tidak stunting, maka 
dapat disimpulkan bahwa faktor pendidikan ibu (𝑋10), yaitu 
dasar dan pekerjaan ayah (𝑋11), yaitu wiraswasta menjadi faktor 
yang mengklasifikasikan balita tidak stunting. 
3. Simpul terminal ketiga merupakan simpul dengan faktor 
pendidikan ibu (𝑋10), yaitu dasar, pekerjaan ayah (𝑋11), yaitu 
tidak bekerja, pegawai negeri, dan pegawai swasta dan 
pendapatan orang tua (𝑋13), yaitu tinggi dan sangat tinggi. Pada 
simpul ini terdapat 17 dari 19 atau sebesar 89 % yang tepat 
diklasifikasikan sebagai balita tidak stunting, maka dapat 
disimpulkan bahwa faktor pendidikan ibu (𝑋10), yaitu dasar, 
pekerjaan ayah (𝑋11), yaitu tidak bekerja, pegawai negeri, dan 
pegawai swasta dan pendapatan orang tua (𝑋13), yaitu tinggi dan 
sangat tinggi menjadi faktor yang mengklasifikasikan balita tidak 
stunting. 
4. Simpul terminal keempat merupakan simpul dengan faktor 
pendidikan ibu (𝑋10), yaitu dasar, pekerjaan ayah (𝑋11), yaitu 
tidak bekerja, pegawai negeri, dan pegawai swasta, pendapatan 
orang tua (𝑋13), yaitu rendah dan usia balita (𝑋4) yaitu, 0-12 
bulan. Pada simpul ini terdapat 5 dari 8 atau sebesar 62.5 % yang 
tepat diklasifikasikan sebagai balita tidak stunting, maka dapat 
disimpukan bahwa faktor pendidikan ibu (𝑋10), yaitu dasar, 
pekerjaan ayah (𝑋11), yaitu tidak bekerja, pegawai negeri, dan 
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pegawai swasta, pendapatan orang tua (𝑋13), yaitu rendah dan 
usia balita (𝑋4) yaitu, 0-12 bulan menjadi faktor yang 
mengklasifikasikan balita tidak stunting. 
5. Simpul terminal kelima merupakan simpul dengan faktor 
pendidikan ibu (𝑋10), yaitu dasar, pekerjaan ayah (𝑋11), yaitu 
tidak bekerja, pegawai negeri, dan pegawai swasta, pendapatan 
orang tua (𝑋13), yaitu rendah dan usia balita (𝑋4) yaitu, 13-24 
bulan, 25-36 bulan, 37-48 bulan, 49-60 bulan. Pada simpul ini 
terdapat 23 dari 37 atau sebesar 62 % yang tepat diklasifikasikan 
sebagai balita stunting, maka dapat disimpulkan bahwa faktor 
pendidikan ibu (𝑋10), yaitu dasar, pekerjaan ayah (𝑋11), yaitu 
tidak bekerja, pegawai negeri, dan pegawai swasta, pendapatan 
orang tua (𝑋13), yaitu rendah dan usia balita (𝑋4) yaitu, 13-24 
bulan, 25-36 bulan, 37-48 bulan, 49-60 bulan menjadi faktor yang 
mengklasifikasikan balita stunting. 
Berdasarkan pohon klasifikasi optimal didapatkan 4 variabel 
prediktor yang memberikan pengaruh terhadap kejadian stunting pada 
balita di Kota Malang seperti usia balita (𝑋4), pendidikan ibu (𝑋10), 
pekerjaan ayah (𝑋11), dan pendapatan orang tua (𝑋13). Sementara itu, 
untuk 9 variabel prediktor lainnya tidak memberikan pengaruh 
terhadap kejadian stunting di Kota Malang karena tidak muncul pada 
pohon klasifikasi optimal. Variabel prediktor seperti usia balita (𝑋4) 
yaitu, 13-24 bulan, 25-36 bulan, 37-48 bulan, 49-60 bulan, pendidikan 
ibu (𝑋10) yaitu dasar, pekerjaan ayah (𝑋11) yaitu, tidak bekerja, 
pegawai negeri, dan pegawai swasta dan pendapatan orang tua (𝑋13) 
yaitu, rendah berpotensi menaikkan angka kejadian stunting pada 
balita sehingga dapat dikatakan bahwa usia balita (𝑋4), pendidikan ibu 
(𝑋10), pekerjaan ayah (𝑋11), dan pendapatan orang tua (𝑋13) sangat 
berpengaruh terhadap kejadian stunting pada balita, semakin kecil 
umur balita, semakin tinggi pendidikan ibu, semakin bagus pekerjaan 
ayah, dan semakin tinggi pendapatan orang tua maka akan 
memperkecil penyebab terjadinya stunting pada balita. 
4.7 Ketepatan Klasifikasi Metode CART 
Pohon klasifikasi optimal yang telah terbentuk akan dilakukan 
perhitungan ketepatan klasifikasi untuk mengetahui seberapa besar 
sekumpulan pengamatan dikategorikan secara tepat pada suatu kelas 
tertentu atau kelompoknya. Berikut merupakan tabel klasifikasi yang 
ditunjukkan pada Tabel 4.8. 
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Tidak Stunting Stunting 
Tidak Stunting 80 26 106 
Stunting 11 8 19 
Total 91 34 125 
Untuk mengetahui tingkat kesalahan dalam pengklasifikasian 





× 100% = 29,6%  
Berdasarkan perhitungan nilai tingkat kesalahan dalam 
pengklasifikasian maka diperoleh nilai tingkat ketepatan klasifikasi 
sebesar 70,4%. 
Tabel klasifikasi juga memerlukan pertimbangan nilai 
sensitivitas untuk ketepatan kelompok positif dan spesifisitas untuk 
ketepatan kelompok negatif yang perhitungannya seperti pada 









= 0,4211  
Berdasarkan perhitungan ketepatan klasifikasi metode CART 
diperoleh nilai sensitivitas sebesar 0,7547 yang artinya banyaknya 
observasi kelas balita tidak stunting yang tepat diklasifikasikan 
sebagai balita tidak stunting adalah sebesar 75,47%. Nilai spesifisitas 
sebesar 0,4211 yang artinya kelas balita stunting yang diklasifikasikan 
dengan benar sebagai kelas balita stunting sebesar 42,11%. 
4.8 Perbandingan Metode MARS dan Metode CART 
4.8.1 Variabel Yang Berpengaruh 
Berdasarkan model terbaik pada metode MARS didapatkan 5 
variabel prediktor yang memberikan pengaruh terhadap balita stunting 
di Kota Malang yaitu, usia balita (𝑋4), berat lahir balita  (𝑋6), 
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pendidikan ibu (𝑋10), pekerjaan ayah (𝑋11), dan pendapatan orang tua 
(𝑋13), untuk variabel prediktor lainnya tidak berpengaruh karena tidak 
terdapat pada pembentukan model terbaik.  
Berdasarkan pohon klasifikasi optimal pada metode CART 
didapatkan 4 variabel prediktor yang memberikan pengaruh terhadap 
balita stunting di Kota Malang yaitu, usia balita (𝑋4), pendidikan ibu 
(𝑋10), pekerjaan ayah (𝑋11), dan pendapatan orang tua (𝑋13), untuk 
variabel prediktor lainnya tidak berpengaruh karena tidak terdapat 
pada pohon klasifikasi optimal. 
Berdasarkan metode MARS dan metode CART terdapat 4 
variabel prediktor yang sama berpengaruh terhadap balita stunting di 
Kota Malang seperti usia balita (𝑋4) yaitu, 13-24 bulan, 25-36 bulan, 
37-48 bulan, 49-60 bulan, pendidikan ibu (𝑋10) yaitu dasar, pekerjaan 
ayah (𝑋11) yaitu, wiraswasta dan pendapatan orang tua (𝑋13) yaitu, 
rendah dan sedang sehingga hal ini dapat dijadikan dasar oleh Dinas 
Kesehatan Kota Malang untuk lebih memberikan sosialisasi kepada 
masyarakat khususnya para ibu yang memiliki balita tentang faktor 
penyebab balita stunting.   
4.8.2 Ketepatan Klasifikasi 
Perbandingan hasil klasifikasi antara metode MARS dengan 
metode CART berdasarkan nilai akurasi pada masing-masing metode 
yang digunakan sebagai ketepatan klasifikasi dan kesalahan 
klasifikasi disajikan pada Tabel 4.9. 











Regression Trees (CART) 
70,4% 29,6% 
Berdasarkan Tabel 4.9, dapat dilihat bahwa metode MARS 
memiliki ketepatan klasifikasi lebih besar dibandingkan dengan 
ketepatan klasifikasi metode CART dengan persentase sebesar 72,8 % 
dan 70,4 %, sehingga dapat disimpulkan bahwa metode MARS dapat 
mengklasifikasikan variabel respon, yaitu balita stunting dengan lebih 









Berdasarkan hasil dan pembahasan dalam penelitian dapat 
disimpulkan bahwa: 
1. Model MARS terbaik dengan kriteria nilai GCV terkecil yaitu 
0,16195353 pada model ke-21 dengan kombinasi Fungsi Basis 
= 28, MI = 3, dan MO = 0. Pada metode CART didapat nilai 
rata-rata relative error terkecil ada pada 𝑐𝑝 0,0117647 yaitu 
sebesar 1,03529 merupakan pohon klasifikasi optimal dengan 5 
simpul terminal.  
2. Pada metode MARS dan metode CART terdapat beberapa 
faktor yang memberikan pengaruh terhadap balita stunting di 
Kota Malang yaitu usia balita (𝑋4), pendidikan ibu (𝑋10), 
pekerjaan ayah (𝑋11), dan pendapatan orang tua (𝑋13). Untuk 
variabel berat lahir balita  (𝑋6) hanya muncul pada metode 
MARS saja. 
3. Ketepatan klasifikasi yang dihasilkan metode MARS adalah 
sebesar 72,8 %, sedangkan hasil ketepatan klasifikasi oleh 
metode CART sebesar 70,4 % sehingga dapat disimpulkan 
bahwa metode MARS dapat mengklasifikasikan variabel 
respon, yaitu balita stunting dengan lebih baik daripada 
menggunakan metode CART. 
5.2 Saran 
1. Berdasarkan hasil klasifikasi dari metode MARS dapat 
diketahui bahwa faktor yang paling mempengaruhi balita 
stunting adalah usia balita, berat lahir balita, pendidikan ibu, 
pekerjaan ayah, dan pendapatan orang tua. Oleh karena itu, 
diharapkan untuk Dinas Kesehatan Kota Malang sebaiknya 
memberikan penyuluhan kepada masyarakat khususnya para 
ibu yang memiliki balita tentang gizi yang harus dipenuhi ketika 
ibu hamil dan gizi yang harus dipenuhi ketika bayi lahir sampai 
balita. 
2. Dikarenakan penelitian ini memiliki ketepatan klasifikasi untuk 
metode MARS dan metode CART hanya 72,8 % dan 70,4 % 
maka peneliti menyarankan untuk dilakukan penambahan 
variabel prediktor yang lain, misal jenis makanan MPASI, dll 
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Lampiran 1. Data Balita Stunting di Kota Malang Tahun 2019 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 𝑋8 𝑋9 𝑋10 𝑋11 𝑋12 𝑋13 𝑌 
1 1 1 1 4 1 1 1 0 1 2 2 3 1 1 
2 0 1 1 1 1 1 1 0 1 1 3 0 1 0 
3 1 1 1 3 1 1 1 1 1 1 2 0 1 0 
4 1 1 1 1 1 1 1 0 1 0 2 0 1 1 
5 1 1 1 4 1 0 1 1 1 0 2 0 2 0 
6 1 1 1 0 1 1 1 1 1 1 2 0 2 0 
7 0 1 1 0 1 0 1 1 0 0 3 0 1 1 
8 1 1 1 3 1 0 1 1 0 0 2 0 2 0 
9 1 1 1 2 0 0 1 0 1 1 2 0 2 1 
10 1 1 1 3 1 1 1 1 0 0 2 0 0 1 
11 0 1 1 0 1 0 1 1 2 0 2 0 1 0 
12 1 1 1 3 1 1 1 1 2 1 2 0 1 0 
13 0 1 1 1 1 1 1 1 0 0 2 0 0 1 
14 1 1 1 1 1 0 0 0 0 0 2 0 0 1 
15 0 1 1 1 1 1 1 1 1 1 2 0 1 1 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
495 0 1 1 0 1 1 1 1 0 1 2 0 0 0 
496 0 1 1 3 1 1 1 1 0 1 2 0 0 0 
497 0 1 1 0 1 0 1 0 1 1 2 0 0 0 
498 0 0 1 4 1 0 0 1 0 1 2 0 0 0 
499 0 1 1 2 1 1 1 1 1 1 2 0 1 0 





Lampiran 2. Tabel Pembentukan Model MARS Tentatif Pada 






MI MO GCV 
Ketepatan 
Klasifikasi 
1 1 26 1 0 0.16620251 72.8% 
2 2 26 1 1 0.16620251 72.8% 
3 3 26 1 2 0.16620251 72.8% 
4 4 26 1 3 0.16620251 72.8% 
5 5 26 2 0 0.16449336 72.8% 
6 6 26 2 1 0.16449336 72.8% 
7 7 26 2 2 0.16449336 72.8% 
8 8 26 2 3 0.16449336 72.8% 
9 9 26 3 0 0.15796989 72.8% 
10 10 26 3 1 0.15892598 72.8% 
11 11 26 3 2 0.15891926 72.8% 
12 12 26 3 3 0.15891926 72.8% 
13 13 39 1 0 0.16620251 72.8% 
14 14 39 1 1 0.16620251 72.8% 
15 15 39 1 2 0.16620251 72.8% 
16 16 39 1 3 0.16620251 72.8% 
17 17 39 2 0 0.16458313 72.8% 
18 18 39 2 1 0.16449336 72.8% 
19 19 39 2 2 0.16449336 72.8% 
20 20 39 2 3 0.16449336 72.8% 
21 21 39 3 0 0.15796989 72.8% 
22 22 39 3 1 0.15911088 72.8% 
23 23 39 3 2 0.15902577 72.8% 
24 24 39 3 3 0.15902577 72.8% 
25 25 52 1 0 0.16620251 72.8% 
26 26 52 1 1 0.16620251 72.8% 
27 27 52 1 2 0.16620251 72.8% 
28 28 52 1 3 0.16620251 72.8% 







MI MO GCV 
Ketepatan 
Klasifikasi 
30 30 52 2 1 0.16458313 72.8% 
31 31 52 2 2 0.16458313 72.8% 
32 32 52 2 3 0.16458313 72.8% 
33 33 52 3 0 0.15936777 72.8% 
34 34 52 3 1 0.15892598 72.8% 
35 35 52 3 2 0.15929924 72.8% 




Lampiran 3. Tabel Pembentukan Model MARS Terbaik Dengan 
Variabel Prediktor Yang Memiliki Kontribusi 






MI MO GCV 
Ketepatan 
Klasifikasi 
1 1 12 1 0 0.16620251 72.8% 
2 2 12 1 1 0.16620251 72.8% 
3 3 12 1 2 0.16620251 72.8% 
4 4 12 1 3 0.16620251 72.8% 
5 5 12 2 0 0.16818268 72.8% 
6 6 12 2 1 0.16818268 72.8% 
7 7 12 2 2 0.16818268 72.8% 
8 8 12 2 3 0.16818268 72.8% 
9 9 12 3 0 0.16818268 72.8% 
10 10 12 3 1 0.16818268 72.8% 
11 11 12 3 2 0.16818268 72.8% 
12 12 12 3 3 0.16818268 72.8% 
13 13 18 1 0 0.16620251 72.8% 
14 14 18 1 1 0.16620251 72.8% 
15 15 18 1 2 0.16620251 72.8% 
16 16 18 1 3 0.16620251 72.8% 
17 17 18 2 0 0.16818268 72.8% 
18 18 18 2 1 0.16818268 72.8% 
19 19 18 2 2 0.16818268 72.8% 
20 20 18 2 3 0.16818268 72.8% 
21 21 18 3 0 0.16195353 72.8% 
22 22 18 3 1 0.16195353 72.8% 
23 23 18 3 2 0.16195353 72.8% 
24 24 18 3 3 0.16195353 72.8% 
25 25 24 1 0 0.16620251 72.8% 
26 26 24 1 1 0.16620251 72.8% 
27 27 24 1 2 0.16620251 72.8% 
28 28 24 1 3 0.16620251 72.8% 







MI MO GCV 
Ketepatan 
Klasifikasi 
30 30 24 2 1 0.16771727 72.8% 
31 31 24 2 2 0.16771727 72.8% 
32 32 24 2 3 0.16771727 72.8% 
33 33 24 3 0 0.16311699 72.8% 
34 34 24 3 1 0.16195353 72.8% 
35 35 24 3 2 0.16195353 72.8% 





Lampiran 4. Pemilihan Calon Simpul Utama  




Status Penyakit  
Infeksi (tidak pernah) 















4 Usia Balita (0-12) 





Usia Balita (0-12, 13-
24) 




Usia Balita (0-12, 13-
24, 25-36) 




Usia Balita (0-12, 13-
24, 25-36, 37-48) 
Usia Balita (49-60) 0,000124121 
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Berat Lahir Balita 
(BBLR) 
Berat Lahir Balita 
(normal) 
0,000777697 






























































































































































Tua (rendah, sedang) 
Pendapatan Orang 





Tua (rendah, sedang, 
tinggi) 
Pendapatan Orang 




Lampiran 5. Perhitungan Calon Simpul Utama  
No 𝑖(𝑡) 𝑝𝐿 𝑖(𝑡𝐿) 𝑝𝑅 𝑖(𝑡𝑅) 𝛥𝑖(𝑠, 𝑡) 
1 0,37029 0,770667 0,359862 0,229333 0,40238 0,000677 
2 0,37029 0,154667 0,237812 0,845333 0,389535 0,004221 
3 0,37029 0,021333 0,375 0,978667 0,370186 9,49E-07 
4 0,37029 0,250667 0,282481 0,749333 0,394625 0,003775 
5 0,37029 0,52 0,391111 0,48 0,345679 0,000986 
6 0,37029 0,717333 0,381421 0,282667 0,339801 0,000634 
7 0,37029 0,88 0,367309 0,12 0,391111 0,000124 
8 0,37029 0,498667 0,386743 0,501333 0,352818 0,000555 
9 0,37029 0,250667 0,28982 0,757333 0,391986 0,000778 
10 0,37029 0,024 0,493827 0,976 0,365254 0,00195 
11 0,37029 0,186667 0,459184 0,813333 0,342833 0,005738 
12 0,37029 0,256 0,421658 0,744 0,349636 0,002216 
13 0,37029 0,808 0,388633 0,192 0,277778 0,002941 
14 0,37029 0,7733 0,3116 0,2267 0,4883 0,018614 
15 0,37029 0,784 0,386621 0,216 0,301783 0,001993 
16 0,37029 0,002667 0 0,997333 0,370957 0,000322 
17 0,37029 0,04 0,391111 0,96 0,369383 3,79E-05 
18 0,37029 0,701333 0,387052 0,298667 0,326371 0,001361 
19 0,37029 0,258667 0,315018 0,741333 0,387273 0,001707 
20 0,37029 0,042667 0,375 0,957333 0,367222 0,002735 
21 0,37029 0,704 0,386105 0,296 0,328545 0,001222 
22 0,37029 0,261333 0,312578 0,738667 0,384731 0,004415 
23 0,37029 0,802667 0,396419 0,197333 0,233747 0,005971 
24 0,37029 0,013333 0 0,986667 0,373645 0,001627 
25 0,37029 0,138667 0,232988 0,861333 0,387812 0,003947 
26 0,37029 0,045333 0,290657 0,954667 0,373599 0,00045 
27 0,37029 0,816 0,392328 0,184 0,247847 0,004546 
28 0,37029 0,941333 0,377116 0,058667 0,235537 0,00148 
29 0,37029 0,848 0,391697 0,152 0,215451 0,005382 
30 0,37029 0,178667 0,494542 0,821333 0,333003 0,008425 
31 0,37029 0,504 0,345679 0,496 0,393109 0,001085 
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No 𝑖(𝑡) 𝑝𝐿 𝑖(𝑡𝐿) 𝑝𝑅 𝑖(𝑡𝑅) 𝛥𝑖(𝑠, 𝑡) 













smp_size <- floor(0.75 * nrow(data)) 
 
train_ind <- sample(seq_len(nrow(data)), 
size = smp_size) 
 
train <- data[train_ind, ] 
test <- data[-train_ind, ] 
 
x_train = train[,-ncol(train)] 
x_test = test[,-ncol(test)] 
y_train = train[,ncol(train)] 
y_test = test[,ncol(test)] 
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dataset = list() 
index = 1 
for (i in c(26,39,52)) { 
  for (j in c(1:3)) { 
    for (k in c(0:3)) { 
      model = earth(x_train, y_train, 
pmethod = "backward", 
                    nk = i, degree = j, 
minspan = k, endspan = k) 
      ##dataset = rbind(model$nk, j, k, 
model$gcv) 
      dataset[[index]] = c(model$nk, j, k, 
model$gcv) 
      index = index + 1 
    } 
  } 
} 
tabel = data.frame("Fungsi Basis", "Maks 
interaksi", "Min Obs", "GCV") 
for (i in c(1:36)) { 




best_model = earth(x_train, y_train, pmethod 
= "backward", 
                   nk = 26, degree = 3, 
minspan = 0, endspan = 0) 
summary(best_model) 
 
importance = evimp(best_model) 
importance 
 
new_x_train = x_train[, importance[1:6]] 
73 
Lampiran 7. (Lanjutan) 
  
dataset2 = list() 
index2 = 1 
for (i in c(12,18,24)) { 
  for (j in c(1:3)) { 
    for (k in c(0:3)) { 
      model = earth(new_x_train[, -
ncol(new_x_train)], y_train, pmethod = 
"backward", 
                    nk = i, degree = j, 
minspan = k, endspan = k) 
      ##dataset = rbind(model$nk, j, k, 
model$gcv) 
      dataset2[[index2]] = c(model$nk, j, k, 
model$gcv) 
      index2 = index2 + 1 
    } 
  } 
} 
tabel2 = data.frame("Fungsi Basis", "Maks 
interaksi", "Min Obs", "GCV") 
for (i in c(1:36)) { 
  tabel2[i, ] = dataset2[[i]] 
} 
tabel2 
best_model_2 = earth(new_x_train[, -
ncol(new_x_train)], y_train, pmethod = 
"backward", 
                     nk = 18, degree = 3, 
minspan = 0, endspan = 0) 
summary(best_model_2) 
 




Lampiran 8. Syntax R Metode CART 
 
  ##CART 
cols <- c('Status_Penyakit_Infeksi', 
'Pemberian_Asi_Eksklusif','Status_Imunisasi'
,'Usia_Balita','Berat_Lahir', 
          
'Jenis_Kelamin','Tinggi_Ayah','Tinggi_Ibu','
Pendidikan_Ayah','Pendidikan_Ibu', 
          
'Pekerjaan_Ayah','Pekerjaan_Ibu','Pendapatan
_Orangtua','Stunting') 
data[cols] <- lapply(data[cols], as.factor) 
str(data) 
cart1 <- rpart(Stunting ~ ., data = train, 
method = "class",  
               control = rpart.control(cp = 
0)) 
plot = rpart.plot(cart1, digits = 2, 
fallen.leaves = F, extra = 102, nn = TRUE) 
printcp(cart1) 
 
#memangkas pohon klasifikasi maksimal 




rpart.plot(tree.pruned, digits = 2, 




Lampiran 9. Syntax R menghitung nilai ketepatan klasifikasi, 
sensitivitas dan spesifisitas 
##Akurasi, Spesifikasi dan Sensitivitas 
y_pred_mars = predict(best_model_2, x_test) 
prediksi = predict(cart1, x_test) 
y_pred_cart = c() 
for (i in c(1:125)) { 
  if (prediksi[i, 1] > prediksi[i, 2]){ 
    y_pred_cart[i] = 0 
  } else { 
    y_pred_cart[i] = 1 
  } 
} 
 
table_1 = table(ifelse(y_pred_mars >= 0.5, 
1, 0), y_test$Stunting) 
table_2 = table(y_pred_cart, 
y_test$Stunting) 
confusionMatrix(table_1) 
confusionMatrix(table_2) 
