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ABSTRACT
Continuous integration (CI) tools integrate code changes by auto-
matically compiling, building, and executing test cases upon submis-
sion of code changes. Use of CI tools is getting increasingly popular,
yet how proprietary projects reap the benefits of CI remains un-
known. To investigate the influence of CI on software development,
we analyze 150 open source software (OSS) projects, and 123 propri-
etary projects. For OSS projects, we observe the expected benefits
after CI adoption, e.g., improvements in bug and issue resolution.
However, for the proprietary projects, we cannot make similar ob-
servations. Our findings indicate that only adoption of CI might
not be enough to the improve software development process. CI
can be effective for software development if practitioners use CI’s
feedback mechanism efficiently, by applying the practice of making
frequent commits. For our set of proprietary projects we observe
practitioners commit less frequently, and hence not use CI effec-
tively for obtaining feedback on the submitted code changes. Based
on our findings we recommend industry practitioners to adopt the
best practices of CI to reap the benefits of CI tools for example,
making frequent commits.
CCS CONCEPTS
• Software and its engineering → Agile software develop-
ment;
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1 INTRODUCTION
Continuous integration (CI) tools integrate code changes by auto-
matically compiling, building, and executing test cases upon sub-
mission of code changes [9]. In recent years, usage of CI tools have
become increasingly popular both for open source software (OSS)
projects [3] [12] [25] as well as for proprietary projects [24].
Our industrial partner adopted CI to improve their software de-
velopment process. Our industrial partner’s expectation was that
similar to OSS projects [27] [25], CI would positively influence
resolution of bugs and issues for projects owned by our industrial
partner. Our industrial partner also expected collaboration to in-
crease upon adoption of CI. Being one of the primary Extreme
Programming (XP) practices [2], CI is expected to benefit collabo-
ration amongst team members [23].
We conduct an empirical study to investigate if our industrial
partner’s expectations were fulfilled. Such an empirical study can be
beneficial in the followingways: (i) to quantify if CI benefits projects
with respect to bug and issue resolution, along with collaboration;
and (ii) to derive lessons that industry practitioners should keep
in mind when using CI. We conduct an empirical study with 150
OSS and 123 proprietary projects to quantify the influence of CI on
bug resolution, collaboration, and issue resolution. We answer the
following research questions:
RQ1:Does adoption of continuous integration influence com-
mit patterns? Commit frequency and sizes significantly increases
for OSS projects after CI adoption but not for our set of proprietary
projects.
RQ2: How does adoption of continuous integration influence
collaboration amongst team members? After adopting CI, col-
laboration significantly increases for both, OSS and our set of
proprietary projects. The increase in collaboration is more observ-
able for OSS projects than the proprietary projects.
RQ3: How does adoption of continuous integration influence
bug and issue resolution? Significantly more bugs and issues
are resolved after adoption of CI for OSS projects, but not for our
set of proprietary projects.
In summary, we observe usage of CI to be beneficial for OSS
projects but not for our set of proprietary projects. For proprietary
projects, we acknowledge that there may be benefits to CI which are
not captured by our study, for example, cultural benefits in adopting
CI tools. Findings from our paper can help industry practitioners
revise their expectations about the benefits of CI. Our paper may
also help to identify possible strategies to fully reap the benefits of
CI.
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Figure 1: An example work-flow of the continuous integration (CI) process.
2 BACKGROUND
We first provide a brief background on CI, then describe prior
research work related to CI.
2.1 About Continuous Integration (CI)
CI is identified as one of the primary practices to implement XP [2].
According to Duvall et al. [9], CI originated from the imperatives
of agility, in order to respond to customer requests quickly. When
building the source code, CI tools can execute unit and integration
tests to ensure quality of the integrated source code. If the tests do
not pass, CI tools can be customized to give feedback on the submit-
ted code changes. Even though the concept of CI was introduced in
2006, initial usage of CI was not popular amongst practitioners [8].
However, since 2011, with the advent of CI tools such as Travis
CI [6], usage of CI has increased in recent years [12].
When a software team adopts CI, the team has to follow a set of
practices [9]. According to the CI methodology all programmers
have to check-in their code daily, which are integrated daily [9].
Unlike, traditional methodologies such as waterfall, in CI, program-
mers get instant feedback on their code via build results. To im-
plement CI, the team must maintain its source code in a version
control system (VCS), and integrate the VCS with the CI tool so that
builds are triggered upon submission of each commit [9]. Figure 1
provides an example on how a typical CI process works. Program-
mer make commits in a repository maintained by a VCS such as,
GitHub, and these commits trigger CI jobs on a CI tool such as
Travis CI which executes, builds, tests, and produces build results.
These build results are provided to the programmers as a feedback
either through e-mails, or phone alerts [9] on their submitted code
changes. Based on the build results, programmers make necessary
changes to their code, and repeats the CI process again.
2.2 Related Work
Our paper is closely related to prior research that have investigated
usage of CI tools. We briefly describe these prior work as following.
Adoption: Hilton et al. [12] mined OSS projects hosted on
Github. They observed that most popular projects use CI, and re-
ported that the median time of CI adoption is one year. They also
advocated for wide-spread adoption of CI, as CI correlates with
several positive outcomes. However, adoption of CI is non-trivial as
suggested by other prior work; for example, Olsson et al. [16] who
identified lack of automated testing frameworks as a key barrier to
transition from a traditional software process to a CI-based software
process. Also, Hilton et al. [11] surveyed industrial practitioners
and identified three trade-offs to adopt CI: assurance, flexibility,
and security. Rahman et al. [18] observed that adoption of CI is not
wide-spread amongst practitioners. They investigated which diffu-
sion of innovation (DOI) factors influence adoption of CI tools, and
reported four factors: relative advantages, compatibility, complexity,
and education.
Usage: Beller et al. [3] collected and analyzed Java and Ruby-
based projects from Github, and synthesized the nature of build and
test attributes exhibited amongst OSS projects that use CI. Vasilescu
et al. [25] analyzed OSS GitHub projects that use Travis CI, and
reported that adoption of CI increases productivity for OSS projects.
Zhao et al. [27] mined OSS GitHub projects, and investigated if
software development practices such as commit frequency, commit
size, and pull request handling, changes after adoption of CI.
The above-mentioned findings highlight the community’s inter-
est in how CI is being used in software projects. From the above-
mentioned prior work, we can list the following as exemplars of
the expected benefits of adopting CI:
• Zhao et al. [27] reported that for OSS GitHub projects, the number
of closed issues increases after the adoption of CI tools.
• Vasilescu et al. [25] reported that for OSS GitHub projects, num-
ber of bugs do not increase after adoption of CI.
Note that all of these findings are derived from OSS projects.
With respect to the development process, structure, and complexity,
proprietary projects are different fromOSS projects [17] [20], which
motivates us to pursue our research study. Hence, for the rest of
this paper, we will compare the influence of adopting CI within
OSS and our set of proprietary projects. We consider the following
attributes of software development: bug resolution, collaboration
amongst team members, commit patterns, and issue resolution.
3 METHODOLOGY
In this section, we describe our methodology to filter datasets,
followed by metrics and statistical measurements that we use to
answer our research questions.
3.1 Filtering
We conduct our empirical study using OSS projects from GitHub,
and proprietary projects collected from our industrial partner. For
OSS projects we selected public GitHub projects that are included
as a ‘GitHub showcase project’. Of the publicly available projects
hosted on GitHub, a selected set of projects are marked as ‘show-
cases’, to demonstrate how a project can be developed in certain
domain [10]. Example projects include: Javascript libraries such
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as ‘AngularJS’1, and programming languages such as ‘Scala’2. Our
assumption is that by selecting these GitHub projects we can start
with a representative set of OSS projects that enjoy popularity,
and provide good examples of software development. We extracted
the data from OSS and proprietary projects by using the public
GitHub API and a private API maintained by our industrial partner
respectively.
Projects that are hosted on GitHub provides researchers the op-
portunity to extract necessary project information such as commits,
and issues [13] [5]. Unfortunately, these projects can contain short
development activity, and not be related to software development
at all [13] [5]. Hence, we need to curate a set of projects that can
contain sufficient software development data for analysis. We apply
a filtering strategy that can be described in the following manner:
• Filter-1 (General): As the first step of filtering, we identify
projects that contain sufficient software development informa-
tion using the criteria used by prior research [1] [14]. By apply-
ing these filtering criteria we mitigate the limitations of mining
GitHub projects stated by prior researchers [13] [5].
• Filter-2 (CI) We use the second filter to identify projects that
have adopted CI tools.
– CI Tool Usage: The project must use any one of the following
tools: Circle CI, Jenkins, and Travis CI. We select these tools
as these tools are frequently used in GitHub projects [12]. We
determine if a project is using Circle CI, Jenkins, and Travis CI
by inspecting the existence of ‘circle.yml’, ‘jenkins.yml’, and
‘travis.yml’, respectively, in the root directory of the project.
– Start Date: The project must start on or after January, 2014.
From our initial exploration we observe that 90% of the col-
lected proprietary projects start on or after 2014.
3.2 Metrics
We use the metrics presented in Table 1 to answer our research
questions. The ‘Metric Name’ column presents the metrics, and the
‘Equation’ presents the corresponding equation for each metric.
According to Table 1, the metrics Normalized Proportion of
Closed Issues (NCI ), Normalized Proportion of Closed Bugs (NCB),
Normalized Count of Commits (NCC), Normalized Commit Size
(NCS), and Normalized Median In-degree (NMID) are normalized
byM . Here,M presents the count of months before or after adoption
of CI for a project. For example, if the number of months before
and after adoption of CI is respectively, 20 and 30 then, we use
Equation 2 with M = 20 to calculate the project’s NCI before
adoption of CI, and with M = 30, to calculate the project’s NCI
after adoption of CI. In a similar fashion, we calculate NCB, NCC ,
NCS , and NMID by usingM i.e., months before or after adoption
of CI.
Figure 2 provides a hypothetical example to calculate metric
‘Median In Degree’. We observe a list of programmers who are
authoring and modifying two files. We construct a graph, using the
modification information, as shown in Figure 2b. The constructed
graph has three nodes (P1, P2, and P3), and three edges. In our
hypothetical example, the project’s collaboration graph has three
1https://github.com/angular/angular.js
2https://github.com/scala/scala
File	(lines)	 Author	 Modifier	
File1	(1-5)	 P1	 P1	
File1	(10-13)	 P1	 P1	
File1	(7-8)	 P1	 P2	
File1	(51-60)	 P1	 P3	
File2	(9-13)	 P2	 P1	
File2	(21-29)	 P2	 P2	
File2	(4-7)	 P2	 P2	
a
P1	
P2	
P3	
b
Nodes	 P1,	P2,	P3	
Edges	 (P1,	P2),	
(P2,	P1),	
(P1,	P3)	
In-
degree	
P1:	1	
P2:	1	
P3:	1	
c
Figure 2: Hypothetical example on how we construct collab-
oration graphs.
edges, and the in-degree for nodes P1, P2, and P3 is one. Therefore,
the median in-degree for the collaboration graph is one.
3.3 Statistical Measurements
We use three statistical measures to compare the metrics of interest
before and after adoption of CI: effect size using Cliff’s Delta [7],
the Mann-Whitney U test [15], and the ‘delta (∆)’ measure. Both,
Mann-Whitney U test and Cliff’s Delta are non-parametric. The
Mann-Whitney U test states if one distribution is significantly
large/smaller than the other, whereas effect size using Cliff’s Delta
measures how large the difference is. Following convention, we
report a distribution to be significantly larger than the other if
p −value < 0.05. We use Romano et al.’s recommendations to in-
terpret the observed Cliff’s Delta values. According to Romano et
al. [22], the difference between two groups is ‘large’ if Cliff’s Delta
is greater than 0.47. A Cliff’s Delta value between 0.33 and 0.47
indicates a ‘medium’ difference. A Cliff’s Delta value between 0.14
and 0.33 indicates a ‘small’ difference. Finally, a Cliff’s Delta value
less than 0.14 indicates a ‘negligible’ difference.
We also report ‘delta (∆)’, which is the difference between the
median values, before and after adoption of CI. The ‘delta’ measure-
ment quantifies the proportion of increase or decrease, after and
before adoption of CI. As a hypothetical example, for OSS projects, if
median NCI is 10.0, and 8.5, respectively, after and before adoption
of CI, then the ‘delta (∆)’ is +0.17 (= (10-8.5)/8.5).
4 RESULTS
Before providing the answers to the research questions, we present
summary statistics of the studied projects. Initially we started
with 1,108 OSS projects and 538 proprietary projects. Upon ap-
plying Filter-1 we are left with 661 open source and 171 proprietary
projects. As shown in Table 2, after applying Filter-2, we are fi-
nally left with 150 OSS and 123 proprietary projects. We use these
projects to answer the three research questions. A brief summary
of the filtered projects is presented in Table 3. The commit count
per programmer is 24.2 and 46.7, respectively for OSS and propri-
etary projects. On average a programmer changes 141 and 345 files,
respectively for OSS and proprietary projects.
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Table 1: Metrics Used to Answer RQ1, RQ2, and RQ3
Metric Name Equation Brief Description
Proportion of Closed Issues (CLI )
CLI (p,m) = total count of closed issues in monthm, for project p
total count of issues in monthm, for project p
(1)
Count of closed issues per month
Normalized Proportion of Closed Issues (NCI )
NCI (p) =
∑M
i=1CLI (p, i)
M
(2)
CLI normalized by time
Proportion of Closed Bugs (CB)
CB(p,m) = total count of closed bugs in monthm, for project p
total count of bugs in monthm, for project p
(3)
Count of closed bugs per month
Normalized Proportion of Closed Bugs (NCB)
NCB(p) =
∑M
i=1CB(p, i)
M
(4)
CB normalized by time
Count of Non-Merge Commits (CC )
CC(p,m) = total count of non-merge commits in monthm, for project p
total count of active programmers in monthm, for project p
(5)
Count of non-merge commits per
month, normalized by the number of
programmers
Normalized Count of Commits (NCC )
NCC(p) =
∑M
i=1CC(p, i)
M
(6)
CC normalized by time
Commit size (CS )
CS (p,m) = total lines added and deleted in monthm, for project p
total count of commits in monthm, for project p
(7)
Total lines of code added and deleted
per commit within a month
Normalized Commit Size (NCS )
NCS (p) =
∑M
i=1CS (p, i)
M
(8)
CS normalized by time
Median In-degree (MID)
Median In-Degree (MID) =
median in-degree
total count of nodes
(9)
In-degree corresponds to collaboration
between the programmers. The higher
the median in-degree, the higher con-
nection is between the nodes [4], indi-
cating more collaboration between the
programmers.
Normalized Median In-degree (NMID)
Normalized Median In-Degree (NMID) =
∑M
i=1 MID(i)
M
(10)
MID normalized by time
Table 2: Projects filtered for each sanity check of Filter-2.
Sanity check OSS Proprietary
CI Tool Usage 448 46
Start Date (Must start on or after 2014) 63 2
Project count after filtering 150 123
Table 3: Summary of Projects
Property Project Type
OSS Proprietary
Total Changed Files 1,122,352 728,733
Total Commits 191,804 98,542
Total LOC Added 48,424,888 44,003,385
Total LOC Deleted 30,225,543 26,614,230
Total Programmers 7,922 2,109
Total Projects 150 123
4.1 Answer to RQ1: Does adoption of
continuous integration influence commit
patterns?
Zhao et al. [27] mined OSS GitHub projects, and reported that after
adoption of CI, frequency of commits increases. We expect that our
answers to RQ1 for OSS projects will be consistent with Zhao et
al.’s [27] findings. We answer RQ1, by first reporting the frequency
of commits before and after adoption of CI. We report the results
of the three statistical measures in Table 4 and the box-plots in
Figure 3. The ‘delta’ metric is represented in the ∆ row. The ‘delta’
Table 4: Influence of CI on Commit Patterns.
Commit
Count
(NCC )
Commit
Size (NCS )
Measure OSS Prop. OSS Prop.
Median (A:2.2, B:0.9) (A:0.7, B:1.1) (A:25.2,
B:10.5)
(A:14.6,
B:23.8)
∆ +1.44 -0.36 +1.40 -0.38
p-value < 0.001 0.9 0.001 0.9
Effect size 0.3 0.1 0.2 0.1
value for which we observe no significant difference is highlighted
in grey.
Our findings indicate that for proprietary projects, programmers
are not making frequent commits after adoption of CI. On the
contrary for OSS projects programmers are making significantly
more commits, confirming findings from prior research [27].
Commit size is another measure we use to answer RQ1. As shown
in Table 4 we observe size of commits i.e., churned lines of code
per commit to significantly increase for OSS projects, but not for
proprietary projects.
Answer to RQ1: After adoption of CI, normalized commit
frequency and commit size significantly increases for our
set of OSS projects, but not for our set of proprietary projects.
For proprietary projects we do not observe CI to have an in-
fluence on normalized commit frequency and commit size.
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Figure 3: Normalized commit count (NCC) and normalized commit size (NCS) for our set of OSS and proprietary projects.
Figures 3a and 3b respectively presents the normalized count of commits in OSS and proprietary projects. Figures 3c and 3d
respectively presents the normalized commit sizes for OSS and proprietary projects.
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Figure 4: Influence of CI on collaboration (NMID).
Table 5: Influence of CI on Collaboration (NMID)
Measure OSS Prop.
Median (A: 0.09, B:0.05) (A: 0.11, B:0.07)
∆ +0.8 +0.5
p-value < 0.001 < 0.001
Effect size 0.2 0.2
4.2 Answer to RQ2: How does adoption of
continuous integration influence
collaboration amongst team members?
As described in Section 3.2, we report the normalized median in-
degree (NMID) to answer RQ2. We report the summary statistics in
Table 5, and the box-plots in Figure 4. For both OSS and proprietary
projects, the median in-degree significantly increases after adoption
of CI. The effect size for OSS and proprietary projects is 0.2, which is
small according to Romano et al [22]. Based on the ‘delta’ measure
(∆ in Table 5) we observe that the increase in collaboration is not
as high for proprietary projects, as it is for OSS projects.
Answer to RQ2: After adoption of CI, normalized collabora-
tion amount between programmers significantly increases
for our set of OSS and proprietary projects. That said, in-
crease in collaboration is larger for OSS projects, compared
to proprietary projects.
4.3 Answer to RQ3: How does adoption of
continuous integration influence bug and
issue resolution?
We answer RQ3 by reporting the summary statistics of number
of issues that are closed (NCI ) and number of closed bugs (NCB),
before and after adoption of CI. In Figures 5a and 5b, we respectively
report the NCI values for our set of OSS and proprietary projects.
Table 6: Influence of CI on Closed Issues (NCI ) and Closed
Bugs (NCB)
Measure NCI NCB
OSS Prop. OSS Prop.
Median (A:0.31, B:0.13) (A:0.06, B:0.7) (A:0.15, B:0.03) (A:0.03, B:0.04)
∆ +1.38 -0.14 +4.0 -0.25
p-value < 0.001 0.6 < 0.001 0.9
Effect size 0.5 0.0 0.3 0.1
In Table 6, we report the results of the three statistical measures:
the Mann-Whitney U test, effect size, and the ‘delta’ measure. The
‘delta’ value for which we observe no significant difference is high-
lighted in grey. According to Table 6, for OSS projects, after adoption
of CI, significantly more issues are closed (p −value < 0.001). On
the contrary, for proprietary projects, the influence of CI is not ob-
servable for issue resolution. In OSS projects, considering median,
the normalized count of closed issues, increases by a factor of 2.4,
after adoption of CI, whereas, the normalized count of closed issues
almost remains the same for proprietary projects. Our OSS-related
findings are consistent with Zhao et al. [27].
We report the normalized count of closed bugs (NCB) in Fig-
ures 5c and 5d, respectively, for our set of OSS and proprietary
projects. We report the results of the three statistical measures in
Table 6. According to Table 6, for OSS projects, after adoption of
CI, significantly more bugs are closed (p − value < 0.001). From
Figures 5c and 5d we observe the median NCB to be 0.15 and 0.03,
respectively for after and before adoption of CI. Hence, we can state
that for OSS projects, bugs are closed five times more after adoption
of CI. Similar to issue resolution, our OSS-related findings for bug
resolution is somewhat consistent with prior research [25]. We
also do not observe CI to influence bug resolution for proprietary
projects.
Answer to RQ3: For OSS projects, significantlymore normal-
ized issues and bugs are resolved after adoption of CI. For
our set of proprietary projects, adoption of CI has no influ-
ence on issue and bug resolution.
Summary of the Empirical Study: We do not observe the
expected benefits of CI for proprietary projects. Unlike OSS projects,
after adoption of CI, bug and issue resolution does not increase for
our set of proprietary projects. Based on our findings, we advise
industry practitioners to revise their expectations about the benefits
of CI, as only adoption of CI may not be enough to fully reap the
benefits of CI.
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Figure 5: Normalized closed issues (NCI ) and normalized closed bugs (NCB) for OSS and proprietary projects.
5 DISCUSSION
In this section, we discuss our findings with possible implications:
The Practice of Making Frequent Commits: Our findings
suggest that only adoption of CI tools may not be enough to reap
the benefits of CI. As described in Section 4, we observe that CI have
no influence on bug and issue resolution for proprietary projects.
We caution industry practitioners to be wary of the expected ben-
efits from CI adoption, as only adopting and using CI may not be
enough to fulfill their expectations. One possible explanation can
be attributed to programmers’ practice of making less frequent
commits which we explain below.
Standard practice in CI is to use a version control system (e.g.,
Git). When a programmer makes a commit, the CI tool fetches
the code changes, triggers a build that includes inspection checks
and/or tests [9]. If the build fails the CI tool provides rapid feedback
on which code changes are not passing the inspection checks and/or
test cases [9]. In this manner, the CI process provides rapid feedback
about code changes to the programmer [9]. The programmer utilizes
this feedback to fix the code changes by making more commits,
fixing their code changes, eventually leading to more bug fixes and
issue completions. Hence, by making more commits, programmers
might resolve more bugs and issues. Our explanation related to
feedback is congruent with Duvall et al. [9]; they stated “rapid
feedback is at the heart of CI” and “without feedback, none of the
other aspects of CI is useful”.
On the contrary to OSS projects, after CI adoption, we have
observed that in proprietary projects, change in commit frequency,
number of closed bugs, and number of closed issues is non-significant.
Based on above-mentioned explanation, we conjecture that for the
proprietary projects, programmers are not relying on CI for feed-
back, and as a result, the commit frequency does not increase signif-
icantly, nor does the count of closed bugs and issues. We make the
following suggestion: practitioners might be benefited by seek-
ing feedback on submitted code changes from the CI process,
by committing frequently.
Observed Benefits of CI and ‘Hero Projects’: Another possi-
ble explanation can be derived from the ‘hero’ concept observed in
proprietary projects by Agrawal et al. [1]. They identified projects,
where one or few programmers work in silos and do 80% or more of
the total programming effort, as ‘hero projects’. Agrawal et al. [1] re-
ported the prevalence of hero projects amongst proprietary projects,
which indicates that regardless of what tool/technique/methodology
is being used, majority of the work will be conducted by a few pro-
grammers. In case of these projects, even if CI results in increased
collaboration, the resolution of bug and issues will still be depen-
dent on the programmers who are doing majority of the work i.e.,
‘hero’ programmers. Based on our discussion, we suggest:for pro-
prietary projects the benefits of adopting CI is dependent on
what practices practitioners are following, for example, the
practice of making frequent commits.
Changing Perceptions on CI Adoption: Practitioners often
follow the ‘diffusion of innovation’ rule, which states that practi-
tioners prefer to learn from other practitioners who have already
adopted the tool of interest [19] [21]. Our empirical study can be
helpful for practitioners to re-visit their perceptions about CI adop-
tion and use. For example, by reading a success story of CI adoption
for an OSS project, a practitioner might be convinced that CI adop-
tion is a good choice for his/her team. In such case, the practitioner’s
perceptions can be checked and contrasted with empirical evidence.
For CI adoption, learning from other practitioners can be a start-
ing point, but practitioners also need to (i) consider their teams’
development context factors, and (ii) assess to what extent other
practitioners’ experiences hold.
6 THREATS TO VALIDITY
We acknowledge that our results can be influenced by other factors
that we did not capture in our empirical study, for example, the
prevalence of hero projects. Other limitations of our paper include:
SpuriousCorrelations: In any large scale empirical studywhere
multiple factors are explored, some findings are susceptible to spu-
rious correlations. To increase the odds that our findings do not
suffer from such correlations, we have:
• applied normalization on metrics that we used to answer our
research questions.
• applied two tests: the effect size test and the Mann-Whitney U
test to perform statistically sound comparisons. For OSS projects,
we compare and contrast our findings with prior research.
• discussed our findings with industry practitioners working for
our industrial partner. The practitioners agreed with the general
direction of findings: they stated that many teams within their
company use a wide range of tools and techniques which does not
work optimally for all teams. The practitioners also agreed that
there are significant differences between OSS and proprietary
software development, and we should not assume these tools and
techniques will yield similar benefits.
Generalizability:We acknowledge that the proprietary projects
come from our industrial partner. Whether or not our findings are
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generalizable for other IT organizations remains an open question.
We hope to address this limitation in future work.
CI: In our paper we have adopted a heuristic-driven approach to
detect use of CI in a project. We acknowledge that our heuristic is
limited tot he three CI tools, and we plan to improve our heuristics
by exploring the possibility to add more CI tools.
Bug Resolution: We have relied on issues marked as a ‘bug’ to
count bugs and bug resolution time. In Github, a bug might not be
marked in an issue but in commits. We plan to investigate how bugs
can inferred from commits, and update our findings accordingly.
7 CONCLUSION
After mining 150 OSS and 123 proprietary projects, we have quan-
tified the influences of CI on software development for OSS and
proprietary projects. We have observed that closed bugs, closed
issues, and frequency of commits, significantly increase after adop-
tion of CI for OSS projects, but not for proprietary projects. Our
findings suggest that to reap the benefits of CI usage, practitioners
should also apply the best practices of CI such as, making frequent
commits. We also caution that it may be unwise to hype the usage
of CI, promising that CI usage will always increase collaboration,
along with bug and issue resolution. While our findings can be
biased by our sample of projects, to the best of our knowledge,
there exists no large scale research study that reports the opposite
of our conclusions. At the very least, our results raise the issue
of the benefits of CI tools for proprietary projects–an issue that,
we hope, will be addressed by other researchers in future research
studies.
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