The paper reviews a concept of induced spin-flop domain inside vortices in an antiferromagnetic superconductor. Such phenomenon may occur when an external magnetic field is strong enough to flip over magnetic moments in the core of the vortex from their ground state configuration. The formation of the domain structure inside vortices modifies the surface energy barrier of the superconductor. During this process the entrance of the flux is stopped and a newly created state exhibits perfect shielding. Such behavior should be visible as a plateau on the dependence of flux density as a function of the external magnetic field. The end of the plateau determines the critical field, which has been called the second critical field for flux penetration. Moreover, it is predicted and described how this phenomenon modifies flux creep in layered superconductors. The various scenarios of changing the creep regime from thermal to quantum and vice versa at constant temperature are discussed. PACS numbers: 74.60.-w, 74.25.Ha.
INTRODUCTION
The discoveries of ternary Rare Earth (RE) Chevrel Phases REMo 6 S 8 and RERh 4 B 4 1 compounds with regular distribution of localized magnetic moments of RE atoms have proved conclusively the coexistence of various types of magnetism with superconductivity. Intensive experimental and theoretical works have shown that 4f electrons of RE atoms responsible for magnetism and 4d electrons of molybdenum chalcogenide or rhodium boride clusters responsible for superconductivity are spatially separated and therefore their interaction is weak. In many of these systems superconductivity coexists rather easily with antiferromagnetic order, where usually the Neel temperature T N is lower than the critical temperature for superconductivity T c . On the other hand, ferromagnetism and superconductivity cannot coexist in bulk samples with realistic parameters. Quite often the ferromagnetic order is transformed into a spiral or domain-like structure, 2 depending on the type and strength of magnetic anisotropy in the system. 3, 4 For almost two decades the problem of the interaction between magnetism and superconductivity has been overshadowed by high temperature superconductivity (HTS) found in copper oxides. However, the recent discovery of the presence of magnetic order in Ru-based superconductors 5, 6, 7, 8 has triggered a new series of experiments and inspired a return to the so-called coexistence phenomenon. 8 Most recently, the interplay between magnetism and superconductivity was studied in d-electron UGe 2 9 and ZrZn 2 10 , where itinerant ferromagnetism may coexist with superconductivity, and in heavy fermion UPd 2 Al 3 , 11 where magnetic excitons are present in the superconducting phase. Among classic magnetic superconductors, the Chevrel phases have been studied most intensively. These compounds are mainly polycrystalline materials. However, some specific features can be measured only on single crystals. One such effect is a two-step flux penetration process, predicted in Ref. (12, 13) and later observed solely in the antiferromagnetic superconductor (bct) ErRh 4 B 4 . 14 This very interesting phenomenon was recently rediscovered in DyMo 6 S 8 , 17 although good quality single crystals of the classic antiferromagnetic superconductors have been a long time available and measured.
The DyMo 6 S 8 compound with T c = 1.6 K exhibits transition from the paramagnetic to the antiferromagnetic state at T N = 0.4 K. Its crystal structure can be described as interconnected Mo 6 S 8 units and Dy ions. One such unit is a slightly deformed cube where S atoms sit at the corners and Mo atoms are situated at the cube-faces. The Mo 6 S 8 units are arranged in a simple rhombohedral lattice and Dy ions are located in the center of the unit cell. The magnetic moments of Dy ions form a simple structure consisting of (100) planes with moments of 8.7 µ B alternately parallel and antiparallel to the [111] rhombohedral axis. Neutron experiments performed on DyMo 6 S 8 in an applied magnetic field at T = 0.2 K have revealed in the intensity spectrum a number of peaks characteristic for ferromagnetic order. 18 These peaks begin to develop at H 0 = 200 Oe, much below the superconducting upper critical field H c2 . Thus, in DyMo 6 S 8 a kind of ferromagnetic order coexists with superconductivity in the same manner as antiferromagnetism. For a field applied parallel to the [111] direction (magnetic easy-axis direction), the ferromagnetic order is a spin-flop type. 19 This feature is easy to understand. Consider the well known phase diagram of a two-sublattice antiferromagnet. An infinitesimal magnetic field applied perpendicular to the easy axis makes the ground antiferromagnetic configuration unstable against the phase transformation to the canted phase. On the contrary, if the magnetic field is applied parallel to the easy axis the antiferromagnetic (AF) phase is stable up to the thermodynamic critical field H T as is seen on Fig.1 (left panel) . When the field is further increased, a spin-flop (SF) phase develops in the system. Let us assume that in the antiferromagnetic superconductor the lower critical field fulfills the relation H c1 < 1 2 H T and that the external field H 0 is applied parallel to the easy axis. When H c1 < H 0 < 1 2 H T the Abrikosov vortices appear entirely in the AF phase. When H 0 is increased beyond 1 2 H T the phase transition to the SF phase originates in the core, because near H c1 the field intensity in the core is approximately twice H c1 . 20 The spatial distribution of the field across the vortex is a function decreasing from the center as is shown in Fig. 1 (right  panel) . Thus, the magnetic field intensity outside the core is less then H T and, therefore, the rest of the vortex remains in the AF phase. The radius of a spin-flop domain grows as the field is increased. The formation of domains inside the vortices should be accompanied by the modification of the surface energy barrier. 13, 21 This process leads to a state of the superconductor in which flux entrance is temporarily prohibited, flux density in the sample is constant as the applied field increases (see Fig. 2 ). In order to kill this state the external field should be increased above certain second critical field for flux penetration H en2 (B). Then, the vortices penetrating the sample will have the spin flop domains created along the cores. The above considerations apply to the classical superconducting Chevrel phases as well as to the high T c superconductors. The present work is inspired by the above described discovery and the hope that the same behavior could possibly be observed in some of the layered superconducting structures. Indeed, the situation seems to be very similar in layered HTS. Here magnetic order is produced by the regular lattice of RE ions occupying isolating layers electrically isolated from the superconducting Cu-O planes. Therefore spin interaction between the local magnetic moments and the conduction electrons is to weak to inhibit superconductivity. The typical example of the layered system is ErBa 2 Cu 3 O 7 . This compound has tetragonal unit cell with small orthorhombic distortion in the a-b plane. 22, 23 The Er ions form two sublattice antiferromagnetic structure of magnetic moments lying parallel and antiparallel to the b direction in the ab plane. 24 Recently discovered RE nickel boride-carbides 25 may serve as an another example of layered magnetic superconductors. The layered structure of RE nickel boride-carbides is reminiscent of that of HTS and consists of RE-carbon layers separated by Ni 2 B 2 sheets. 26, 27, 28, 29 For example in ErNi 2 B 2 C the antiferromagnetic structure is associated with magnetic moments of Er +3 ions, which order be- 
LONDON THEORY
In the following we consider the structure shown on Fig. 3 that we believe simulates a real structure of many antiferromagnetic layered superconductors. A good candidate to show the above described phenomenon should possess the isolating layers with the magnetic moments of RE ions running parallel and antiparallel to the direction (easy axis) lying in the ab plane.
We start description of our problem in terms of the Lawrence-Doniach energy functional. In this approach a layered superconductor is described by the superconducting planes with the interlayer distance d, as shown on Fig. 3 . The antiferromagnetic subsystem consisting of RE ions is confined to the isolating layers. The magnetic moments are running parallel and antiparallel to the x-axis (easy axis). The Lawrence-Doniach functional is obtained from the standard Ginzburg-Landau energy by discretization of the kinetic energy in the z-direction.
The quantity e, m, denote the charge of the free electron and the mass of the current carrier in the ab plane, whereas M denotes the mass of the current carrier in the z-direction; A = (A (2) , A z ) denotes the vector potential. The antiferromagnetic two sublattices subsystem with single ion anisotropy is described with the following energy density functional
where
is the sum of the magnetization vectors of the sublattices in the n-th insulating layer, M x in is the component of the magnetization sublattice vector along the anisotropy axis in the n-th layer, J denotes the exchange constant between two sublattices, K is the single ion anisotropy constant, |γ| is the magnetic stiffness length, and
The components of the total magnetization vector M have the following form in both sublattices:
is the angle between the magnetization in the sublattice and the external magnetic field directed along the x-axis. The AF (θ 1 = 0, θ 2 = π) and SF phases (θ 1 = −θ 2 = θ) are in thermodynamic equilibrium in an applied field equal to the thermodynamic critical field
The canted spin angle of the SF phase is then expressed as
Finally we add the magnetic field energy to obtain the free energy of the entire system
According to experiments the antiferromagnetic order is very weak affected by the presence of superconductivity, then it is reasonable to neglect the effect of superconductivity on the exchange interaction in F . Instead we introduce electromagnetic coupling between the magnetic subsystem and superconducting current j s . This means that both order parameters Ψ n and M are coupled through the vector potential 
where b is the vector of the microscopic magnetic field. The functional (5) can be treated in the London approximation by assuming a constant modulus Ψ n within the planes and allowing only for the phase degree of freedom. The equilibrium conditions of the system are the result of minimization of the Gibbs free energy functional G =
The London equations resulting from (5) are following:
The London model of continuous superconductors may be used at length scales larger than the coherence length ξ, i.e. the core dimension. The structure of a vortex lying in the ab plane in a layered superconductor with Josephson coupling between adjacent layers resembles the Abrikosov's one except that the order parameter does not vanish anywhere. 31 Instead there exists a region, r j along the plane and d perpendicular to it, where the Josephson current j z is of the order of the critical current. In this region, which plays the role of the vortex core, the London model fails. Away from the core the streamlines of the shielding supercurrents, which also represents contours of constant magnetic field, are elliptical except for the zigzags due to the intervening insulating layers (see Fig. 4 ).
The equations (8) should be supplemented by the appropriate set of differential equations describing the spatial distribution of magnetization.
Simple conjecture can make the calculations less complex and at the same time does not oversimplify the problem. We assume 30 that the magnetic moment is constant across the magnetic domain
where ρ m is the dimensionless radius of the magnetic domain in the coordinate system of the elliptical cylinder (x = x, y = λ c ρ cos ϕ, z = λ ab ρ sin ϕ).
Then the solution of Eq. (8) in the cylindrical reference frame for a single Josephson vortex is given by the modified Bessel functions K 0 and I 0
(ρ j denotes the dimensionless phase coherence length ) with the following boundary conditions:
These conditions, together with the flux quantization condition, are used to calculate the arbitrary constants in (10) .
Finally we write free energy of the isolated vortex
where r = y λ ab , z λ c is the position of the vortex line, σ 1 denotes the surface of the phase core, and σ 2 the surface of the SF domain respectively. The integrals in (13) performed as line integrals along the contours of the cross sections of the appropriate surfaces give ε 1 -the line tension of the vortex. The minimum of ε 1 with respect to ρ m determines
Equilibrium energy of the vortex lattice
The London equations can be rewritten for the lattice of vortices in the following way:
where r m specify the positions of the phase cores of the vortices. The solution of Eq. (15) is then a superposition
of the solutions b m (r − r m ) of isolated vortices at the points r m . The free energy of the system can thus be written as
The above symbolic surface integral is taken over the surfaces of the phase cores and the surfaces of the SF domains. The energy of the Meissner state is chosen as zero of the energy scale. Again, when the surface integrals are replaced by contour ones we get line energy of the system. This, in turn, multiplied by vortex density n gives f the free energy density of the system. After some transformations one can derive the following formula
here the sum is over all vortices excluding the one in the origin, and r m denotes the distance of a vortex from the origin. The lattice sum may now be replaced by integral in the yz-plane over a smoothed vortex density, excluding the area n −1 associated with the single flux line in the origin. The free energy density then reduces to
TWO STEP FLUX PENETRATION
Consider a semi-infinite specimen in the half space y ≥ 0, the vortex and the external magnetic field H 0 running parallel to the surface in the x direction. The presence of a surface of the superconductor leads to a distortion of the field and current of any vortex located within a distance of the order of penetration depth from the surface. To fulfill the requirement that the currents cannot flow across the surface of the superconductor we need to introduce an image vortex with the vorticity opposite to the real one. Both vortices, direct and image, interact as real ones except that the interaction is attractive. In the low flux density regime Clem 33 has shown that there exist two regions: a vortex-free region of the width y f f near the surface of the sample, and a constant flux density region for y > y f f . Within the vortex-free area one can introduce the locally averaged magnetic field B M which is a linear superposition of the Meissner screening field, the averaged direct vortices flux density exponentially decreasing towards the surface from its interior value B at y = y f f , and averaged image vortices flux density. In our problem the x component of this superposition can be approximated by
The boundary condition B M (0) = µ 0 H 0 determines the thickness of the vortex-free region
We assume that the test vortex line is lying within vortex free region at a point r = y λ ab , 0 , and its image at r = − y λ ab , 0 outside the superconductor. Now the local field of the test vortex can be understood as a superposition of the following fields
where r f f = y f f λ ab , 0 , andx denotes the unit vector in the x direction.
Having determined the local magnetic field we can write the Gibbs free energy of the test vortex line as
After some transformations 30, 33 one can obtain the Gibbs free energy per unit length
and
G 1 describes the interaction of the test vortex with its image, G ′ 1 is a correction term introduced by Clem, 33 and G M describes the interaction energy of the test vortex with the modified Meissner field. To find the conditions of the vortex entrance and exit, one has to solve a force balance equation for the test vortex, at the surface of the sample, and at the edge of the flux-filled area, respectively. A calculation using G 1 and G M alone gives non vanishing force on the test vortex at r = r f f . However, the force should be zero there, because G M is supposed to account for all the image vortices. To avoid double counting the image vortex one can subtract from the self-energy a contribution of the excess image fixed at r = −r f f . One can easily check that G ′ 1 is negligible at the surface of the sample and has no influence on the conditions of the flux entrance. When the flux starts to enter the sample, H 0 = H en2 (B),
and the energy barrier is moved toward the surface within ρ m . Thus, one can derive from the force balance equation
The left hand side of the above equation gives H en2 (0) = H T β(2 ln β) −1 . This field may be thought as the second critical field for flux penetration calculated in the single vortex approximation 30 . Combining Eqs. (27) and (28) one can finally obtain
In the opposite case, when the flux exits the sample, the surface energy barrier tends to the edge of the flux-filled zone. Similar considerations as the above show that
The measure of the height of the energy barrier against flux entrance is
and against flux exit
where H eq is given by Eq. (19) . Let us make a short summary of the calculations and visualize the results on schematic magnetization curve shown in the Fig. 5 . When the external field is not strong enough to create the SF domains inside vortices, than the magnetization process of the sample being entirely in the AF phase is as follows. The vortices without magnetic structure start to enter the specimen at H en1 . When the field is increased up to the value H pl , which is of the order of H T , the SF domains are created. Now, the screening current must (12) . The redistribution of the screening current changes the surface energy barrier preventing vortices from entering the sample as expressed in (28) . It means that the density of vortices n is kept constant. Consequently the averaged flux density in the sample B = nϕ 0 remains constant when the external field is increased. In Fig. 5 this feature is visible as a plateau on the B(H) curve, or alternatively as a second negative slope on the M (H) curve. The vortices start to penetrate the sample when the external field reaches the right edge of the plateau. We call this value, given by (29), second critical field for flux penetration H en2 .
To find the thermodynamic critical field H T , and then to calculate H en2 (B) the following argumentation is used. At low fields, in the vicinity of the lower critical field H c1 , the intensity of the field in the vortex core is 2H c1 . 31 When the external field is increased the field intensity in the vortex core increases because of the superposition of the fields of the surrounding vortices. The field intensity in the core must reach H T in order to originate a transition to the SF phase. Thus, taking into account only the nearest neighbors we can write for the nonunilateral triangular lattice
here c corresponds to the value B pl of the flux density for which the penetration process stops, see Fig. 5 . From the relation B pl = 2ϕ o √ λ ab /(c 2 √ 3λ c ) one can compute c, which in turn may be inserted back into Eq. (31) . It is easy to estimate the saturation magnetization M 0 taking into account the volume of the elementary cell. Then, equations (3) and (4) can be used to calculate M in the SF-phase domain
INTRINSIC PINNING
The first quantitative approach toward intrinsic pinning in layered superconductors was based on the observation that the superconducting order parameter should have a periodic spatial variation across the layers. For the present considerations, however, the method of critical nucleus developed in 34 is much more convenient. The activated nucleus consists of a kinkantikink excitation, that is, a vortex line segment is thrown to the adjacent layer, thereby creating two pancake vortices of opposite vorticity, as shown in the Fig. 6 . The activation energy can be regarded as the energy barrier for intrinsic pinning. Depending on the magnitude of the driving current density the process may continue as the single vortex activation or the activation of the vortex bundle.
Thermal activation of vortices
First, consider the activation of a segment of a vortex to the neighboring interlayer spacing (see Fig. 6 ). The energy associated with this process can be written as:
The subscript "a" or "b" of U , δE and j 0 indicates that this quantity is calculated for a or b direction in the plane. δE is the amount of condensation and magnetic domain energy that is lost at two points of the layer threaded by the kinks separated by a distance R. V K,−K (R) is the kink-antikink interaction energy. The term proportional to the driving current j is due to the Lorentz force. The term proportional to j 0 is the energy associated with the distortion of the line due to the formation of nucleus. This term can be estimated from the simple considerations
where the Fourier transform of the compression modulus is given by 35
However, in the a direction, according to (14) we have an additional contribution from the magnetic domain dydz ∼ 5ϕ 0 /8B T . Thus we get
As the current density j drops below j 0 a single-vortex line can no longer be activated due to the confinement energy provided by the vortex lattice. The current j 0 plays very important role in all above calculations. For the following values d ∼ 10 −9 m, ξ c ∼ 3 × 10 −10 m, ξ ab ∼ 3 × 10 −9 m, r j ∼ 10 −8 m and their typical temperature dependence we can estimate
is the Ginzburg-Landau critical current density and ǫ 0 = ϕ 2 0 /(16π 2 µ 0 λ 2 ab ). Since the depairing current is of the order of 
The energy δE is calculated from Eq. (8) with the right-hand sides representing the vortex cores: 36
The solution is then substituted to the free energy functional (5). Taking the limit R → ∞ we exclude the energy of the kink-antikink interaction.
Because the calculations are involved we write down only the results.
where ǫ a = 77 64 ǫ 0 ln ϕ 0 / πr 2 j B T . The energy of kink-antikink interaction was calculated in 34
If we introduce the quantity
, then Eq. (33) can be rewritten in the following way
The critical size of the nucleus R c is given as a minimum of Eq. (39) with respect to R. In the approximation r j << R << λ c corresponding to the current regime ξ c d/λ 2 ab << I a,b << ξ c /d we get
For the opposite case R >> λ c and ξ c d/λ 2 ab >> I a,b
When the driving current drops below j 0 the critical nucleus is 3D object. In our case it is a parallelepiped of the height R along the bundle and of the section S across it. The activation energy is a sum of the volume energy due to the Lorentz force and the surface energy.
The second term is the loss of condensation energy (and magnetic domain energy in the case of a direction) on both surfaces perpendicular to the bundle multiplied by the number of vortices threading these surfaces. The third term is the elastic energy released in the surface parallel to the shifted vortex j 0a,b dRϕ 0 multiplied by the number of shifted vortices BS/ϕ 0 (one vortex per plane). The critical nucleus is then S c = (ϕ 0 /B)(j 0a,b /j) 2 , R c = δE a,b /(jdϕ 0 ), and the activation energy is
Thermal creep
The resistive mechanism in the mixed state is determined by the activation process leading to magnetic flux motion (creep). This motion induces electric field which can be observed on the current-voltage characteristic. We consider the motion of activated kinks along the layers of the length L along the magnetic field direction. Assume that each double-kink can reach the boundary of the sample before the new one is created. The mean electric field associated with this motion is given by
where P is the activation probability per unit volume and unit time. For thermal activation this probability is given by P ∼ exp (−U c /k B T ) . There is however a crossover temperature T 0 below which quantum tunneling of vortices is dominating. The probability for quantum tunneling is finite even for T = 0. The Neel temperature for layered antiferromagnetic superconductors varies from hundreds of mK (0.6K for ErBa 2 Cu 3 O 7 ) to several Kelvin (6.8K for ErNi 2 B 2 C) and therefore both mechanisms of activation are present in these compounds. The preexponential factors and T 0 cannot be calculated in the framework of thermodynamic considerations alone. Fortunately, it was shown in 37 that the activation probability of macroscopic quantum excitations is proportional to j 3 . Thus we can assume that P = α 0 j 3 exp (−U c /k B T ). Now we can calculate the current-voltage characteristics for the current density j << j 0
This almost linear dependence of E on j indicates that the resistive mechanism of bundle activation follows Ohm law. We can also calculate the rate of flux creep due to the thermal activation of vortices. To do this consider hollow cylindrical sample of a radius r and the wall thickness l << r placed in the magnetic field B ex > B c1 applied parallel to the cylinder axis. The sample has the trapped field B in inside the hole and corresponding trapped flux Φ = (B in − B ex )πr 2 . According to the Faraday's law electric field due to the change of the trapped flux is equal to (µ 0 /2)lr(dj/dt). Combining this result with Eq. (44) we have finally
This equation can be solved analytically only in the case of the weak currents. Consequently for excitations in the form of bundle of vortices the above equation is written as
where Ω = ϕ 0 α 0 j 2 0 /(µ 0 γ) and γ = rl/(Ld) is the factor determined by the geometry of the sample. The solution of Eq (47) is given in terms of exponential integrals and for the case of j 0a,b /j − 1 << 1 it can be approximated as:
This result is in agreement with the experiments on HTS. 38 For 0 << t << 1/ω the change of trapped flux is linear in time and for t >> 1/ω logarithmic. In antiferromagnetic superconductors, however, we see additional change of characteristic frequency as the magnetic field changes its direction in the ab plane.
Quantum creep
Below T 0 , the quantum activation probability is essentially independent of temperature P ∼ exp (−S/h) and is interpreted as arising from the quantum tunneling of vortices through intrinsic pinning potential. 39, 40 In the folowing we show a considerable change of tunneling rate and crossover temperature due to the SF phase transition around the vortex core. Now, consider the vortex line as a straight string-like object of an effective mass m per unit length trapped into a metastable state in an intrinsic pinning potential V (u) and exposed to continuous deformation u(x, t) in theẑ direction. 41 The magnetic field is applied inx direction (a direction on Fig. 3 ). In the semi-classical approximation the quantum decay rate is calculated as a saddle-point solution (bounce) of the Euclidean action S for the string 
Here β = (k B T ) −1 , η is the viscosity coefficient and τ denotes imaginary time. The pinning potential V (u) consists of intrinsic periodic part and the Lorentz potential:
For large current, this potential can be expanded around the inflection point to give
where V 0 = 
For those vortices lying in the a direction but possessing spin flop domain, we write the following expression 30
In the semiclassical approximation the decay rate is given by the value of the action on a classical trajectory obtained from the Euler-Lagrange equations of the motion − m ∂ 2 u ∂τ 2 − ε 1
The trajectory u 0 (x) for static solution of Eq. (54) gives the activation energy in the thermal regime T > T 0 . Below this crossover temperature a new kind of trajectory, periodic in imaginary time, develops. Therefore, u(x, τ ) can be expanded in the Fourier series with Matsubara frequencies u(x, τ ) = ∞ n=0 u n (x) cos (ω n τ ) ; ω n = 2πn hβ .
