The classification of dysfluencies is one of the important steps in objective measurement of stuttering disorder. In this work, the focus is on investigating the applicability of automatic speaker recognition (ASR) method for stuttering dysfluency recognition. The system designed for this particular task relies on the Gaussian mixture model (GMM), which is the most widely used probabilistic modeling technique in ASR. The GMM parameters are estimated from Mel frequency cepstral coefficients (MFCCs). This statistical speakermodeling technique represents the fundamental characteristic sounds of speech signal. Using this model, we build a dysfluency recognizer that is capable of recognizing dysfluencies irrespective of a person as well as what is being said. The performance of the system is evaluated for different types of dysfluencies such as syllable repetition, word repetition, prolongation, and interjection using speech samples from the University College London Archive of Stuttered Speech (UCLASS).
Introduction
There is a growing interest in adopting the computerized technique for pathological voice recognition in recent years [1-3, 5, 6, 23, 29, 33] . Speech signal processing techniques have proved to be an excellent tool for speech disorder detection. A number of researchers have investigated the application of automatic speaker recognition (ASR) for people with speech and language impairments [1-3, 6, 23] . The literature [6, 9] has revealed that ASR has the potential to facilitate people with voice disorders like dysarthria and hearing impairment to interact with a computer. However, the application of ASR with other speech and fluency disorders is documented to a smaller extent [9] . This paper examines the potential application of ASR to detect stuttering dysfluencies.
Stuttering is an abnormal speaking behavior exhibited by a person. It is characterized by certain types of dysfluencies called stuttering events such as repetition of a syllable or word, prolongation, interjection, and involuntary silent pauses or blocks in communication [13] [14] [15] 37] . Some examples of dysfluencies are given below: -Syllable repetition (SR): The speaker may repeat a sound or syllable at the beginning of the word. For example: The baby had the s-s-s-soup. -Word repetition (WR): The speaker may repeat the whole word. For example: The baby-baby had the soup. -Prolongation (P): The speaker may prolong the sounds or syllables. For example: The baaaaby had the soup.
-Interjection (I): These are extra sounds or syllable or words that add no meaning to the message. For example: The baby um um had uh the soup.
Stuttering can make communication difficult with other people, and this can affect a person's quality of life. Approximately 1% of the general population in the world and people of every age group are affected by this disorder [5] . The number of males are affected two to five times more than the number of females [15, 37] . The assessment of stuttering operates on many levels that can be divided into several different targets such as frequency, type, duration, and severity. In this aspect, counting a dysfluency event is a common and reliable measure that can be used for various purposes [4, 18] . It facilitates speech-language pathologists (SLPs) for planning appropriate training program and also helpful as a snapshot measure of improvement during treatment.
In traditional stuttering assessment, SLPs identify and count the number of occurrences of dysfluencies manually by listening or transcribing the speech. The result of these assessment methods is inconsistent across SLPs and clinics. It is due to their subjective opinion, and also, each clinic uses slightly different definitions of stuttering events and makes mistakes in the counts [5, 38] . As a result, these traditional methods are time consuming, subjective, inconsistent, and error-prone task.
Hence, it would be appropriate to establish an objective method of detecting particular types of dysfluencies based on acoustical characteristics of speech signal and pattern recognition techniques.
Related Work
This section presents an overview of various approaches found in the literature on stuttering dysfluency recognition. Over the past several years, considerable studies have been carried out on automatic detection and classification of stuttering dysfluencies [1-3, 10, 23, 24, 32, 34, 35] . Most of them focus on acoustic analysis, parametric and nonparametric feature extraction, and statistical approaches [10, 24, 32, 34, 35] .
To provide an objective and consistent measurement, stuttering dysfluency recognition systems have been proposed. Researchers have employed various classifiers such as the artificial neural network (ANN), hidden Markov model(HMM), support vector machine (SVM), linear discriminant analysis (LDA), and k-nearest neighbor (k-NN) to recognize dysfluencies.
ANNs are used in dysfluency recognition by many authors [5, 23, 13, 14, 31] . Howel et al. introduced the first study on recognition of repetition and prolongation dysfluency using ANN [13, 14] . Autocorrelation envelop parameter was used as the input vector to ANN [13] . Another study with a two-stage procedure for automatic recognition of dysfluencies was presented by employing spectral measures, fragmentation measures, duration, and energy features [14] . An experiment on automatic detection of dysfluent events based on rough sets and ANNs was presented by Czyzewski et al. [5] . The proposed task was based on the detection of stop gaps, syllable repetitions, and discerning vowel prolongations. Ravikumar et al. [23] proposed automatic detection of syllable repetition for objective assessment of stuttering dysfluencies based on the Mel frequency cepstral coefficients (MFCC) features and perceptron decision logic. Swietlicka et al. [31] applied Kohonen network to recognize repetition and prolongation dysfluency. Speech samples were analyzed using 21 digital 1/3 octave filters of center frequencies between 100 Hz and 10 kHz. These parameters were used as input to the Kohonen network.
HMMs were also employed to recognize repetition and prolongation dysfluencies in [32, 34, 35] . Wisniewski et al. [34, 35] proposed two techniques on automatic detection of prolonged fricative phonemes using the MFCC feature and HMM classification method. Tian-Swee et al. [32] presented the stuttering recognition method by employing HMM to evaluate stuttering in children.
Further, SVM classifiers were used in dysfluency recognition by authors of [10, 24] . In 2009, Ravikumar et al. [24] attempted to improve their previous results [23] through the SVM with MFCC features. Yen Fook et al. [10] presented a comparison of three feature extraction methods such as the MFCC, linear predictive coding (LPC) and perceptual linear predictive (PLP) analysis for the classification of repetition and prolongation dysfluencies. Three different classifiers (k-NN, LDA, and SVM) were employed and compared in the study.
Sin Chee et al. and Ooi Chia et al. have proposed the dysfluency recognition system [2, 3] using K-NN and LDA classifier using the MFCC and linear prediction cepstral coefficients (LPCC) features. Three feature extraction methods such as the LPC, LPCC, and weighted linear prediction cepstral coefficients (WLPCCs) were proposed by Hariharan et al. [11] . Two classifiers, namely, k-NN and LDA, were employed in the study.
Recently, Juraj palfy [21] has demonstrated the applicability of speech transformation to symbolic sequences for searching repeated patterns in speech using the SVM classifier and obtained the best accuracy of 98%. Even though the work shows high accuracy for the same database (University College London Archive of Stuttered Speech [UCLASS]), their results and achievements are not easily comparable, due to lack of uniformity in the selection of speech samples and preparation of speech segments for experimentation. Table 1 presents a summary of the related research works chronologically in terms of database size, features employed, classifier used, and accuracy obtained. Analysis of the literature shows that only two types of dysfluencies such as repetition and prolongation are considered in the experimentations. However, stuttering is also characterized by many groups of dysfluencies as listed in the Introduction Section. Hence, in this work, we are motivated to consider four types of dysfluencies such as syllable repetition, word repetition, prolongation, and interjection. Further, the effectiveness of the Gaussian mixture model (GMM)-MFCC framework is evaluated for categorizing these dysfluencies.
Establishing the Acoustic Model
An effective acoustic model needs to be derived from dysfluent speech characteristics, which will enable the system to discriminate among different dysfluencies. The human vocal tract system produces different sounds by varying its shape, and these different sounds have different frequencies. To understand these frequency characteristics, we analyze the power spectral density (PSD) of different dysfluencies. As the human vocal tract can be modeled as an all-pole filter, the Yule-Walker parametric spectral estimation technique is employed to calculate PSDs [30] . The PSD estimate of four different dysfluencies are plotted in Figure 1 . We notice that the peaks in the PSD remain consistent for a particular dysfluency but differ between dysfluencies. This implies that the acoustic models can be obtained from spectral features. The MFCC spectral features, one of the widely employed features in speaker recognition, are used to build the acoustic model.
Applicability of GMM for Stuttering Dysfluency Recognition
A GMM is a parametric probability density function represented as a weighted sum of Gaussian component densities [27] . GMM modeling and classification techniques are widely recognized as the state-of-the-art methods in the ASR systems [26, 28] . The reason for the popularity is due to the capability of representing a large class of sample distributions. In addition, their probabilistic framework provides direct integration with speech recognition systems. The success of speaker recognition motivated us to adopt the GMM framework as a baseline method for stuttering dysfluency recognition.
Though the proposed work is motivated from the ASR system, there are some major differences between the two systems as given below: -In the ASR, the model corresponds to a speaker, whereas in the proposed system, it corresponds to a particular group of dysfluency. -In dysfluency recognition, samples used for training and testing are different, whereas in the ASR, two sets are similar. -In the ASR, the goal is to identify the test sample as one of the enrolled speakers. Here, the objective is to classify the test sample to one of the four types of dysfluencies such as syllable repetition, word repetition, prolongations, and interjection. We conducted experiments using the UCLASS stuttering speech database created by Howell et al. [12] and Devis et al. [8] . This database has been designed for research and clinical purposes to investigate language and speech behavior of speakers who stutter. It contains 107 reading recordings contributed by 43 different speakers. In this study, 50 samples are selected from the UCLASS. The four types of dysfluencies such as syllable repetition, word repetition, prolongation, and interjection are identified and segmented manually by listening to speech samples. We have prepared a total of 200 dysfluent segments consisting of four types of dysfluencies with 50 numbers each. The 80% of the segments are used for training and the remaining 20% for testing. Table 2 clearly shows the gender, age range, and number of samples obtained from the UCLASS. It also shows the total number of dysfluent segments prepared.
Methodology
This study aims at investigating the applicability of the GMM to dysfluent speech recognition. The general block diagram of the dysfluency classification system is shown in Figure 2 .
Basically, the recognition system consists of two stages, namely, training and testing or recognition phases. The feature extraction task is common to both stages. It is usually preceded by signal preprocessing to compensate the high-frequency part that was suppressed during the sound production mechanism [22] . In the training phase, the system extracts feature parameters from the input dysfluent speech signal, and it is used to build representative dysfluent models.
The modeling phase plays a crucial role as it is intended to capture the patterns found in the feature vectors extracted from the dysfluency utterance. The objective of feature extraction and modeling is to determine the uniqueness in the dysfluency characteristics that helps in discriminating dysfluencies more conveniently.
During the testing phase, feature extraction is performed for unknown dysfluency (test sample). These vectors are then passed to the classifier, which performs a pattern-matching task. That determines the closest-matching dysfluency model by computing the similarity between the test sample feature vector and the available dysfluency models. This results in classifying the test sample to one of the four types of dysfluencies that is syllable repetition, word repetition, prolongation, and interjection.
Signal Preprocessing
The preprocessing is carried out using a pre-emphasis filter to remove the effects of lip radiation and avoid lower frequency components from dominating the signal. Normally, a first-order high-pass filter is used to accomplish this step [22] . The filter equation is given below:
where x(n) is the value of the input signal at a discrete signal time step n, and y(n) is the value of the output signal at a discrete signal time step n.
Feature Extraction
The MFCC was introduced in the context of speech recognition in 1980 by Davis et al. [7] . Currently, it is a well-established and most widely used acoustic feature for speaker modeling and recognition. It produces a multidimensional feature vector for every frame of speech. The MFCC is computed by partitioning the speech frequency into an overlapping triangular Mel frequency filter banks. This ability to partition the speech frequency makes MFCCs more appropriate to effectively quantify the potential disorders of speech articulation. The choice of MFCC for evaluating dysfluencies in speech is augmented more by empirical evidences rather than by theoretical reasoning. In this work, a different number of MFCC consisting of 12 parameters, 12 δ parameters (first derivative of MFCC), and 12 δ δ parameters (second derivative of MFCC) and one average spectral energy parameter are considered. The feature extraction is performed based on the short-time window analysis with frames of length 20 ms and 10 ms step size. The MFCC parameters were calculated by mapping the voiced speech spectrum into the Mel frequency scale. The mapping equation between frequency in Hz and the corresponding subjective pitch in Mels is shown in equation (2) .
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where f mel is the subjective pitch in Mels corresponding to f, which is the actual frequency in Hz. This Mel frequency mapping is done by multiplying the magnitude of speech spectrum of a preprocessed frame by the magnitude of triangular filters in the Mel filterbank. The equation is followed by log-compression of sub-band energies of the Mel-scale filters. Finally, the discrete cosine transform (DCT) is applied on the log energy obtained from the triangular bandpass filter to have the L Mel scale cepstral coefficients. The equation for DCT is given by
where N is the number of the triangular bandpass filter, L is the number of the cepstral coefficients, and E k is formulated as the log energy output of the i th filter. The original sequence of the feature vectors are called static features. The dynamic behavior of the speech signal can be obtained by computing the temporal derivative of the MFCC parameters. The δ (first derivative of cepstral features) and double δ (second derivative of cepstral features) are referred to as the velocity and acceleration parameters, respectively [20] . They are obtained by differentiating the static features. To calculate the first derivative, the following equation is used: where d t is the δ coefficient at frame t computed in terms of static coefficient c t + n − c t − 1 , and N is the size of the window. The δ δ coefficients are computed in the same manner using the δs.
The GMM Dysfluency Modeling
This study uses the GMM-based approach to model the dysfluencies. The adaptation of this model to dysfluency recognition is described in the following section.
The GMM method iteratively develops a different weighted sum of multivariate Gaussian probability [28] . The weighted sum of the N component Gaussian densities are given by [26] 
with the mean vector μ i and covariance matrix Σ i . The mixture satisfies the constraint 0 ≤ w i ≤ 1 and
The complete Gaussian mixture model is parameterized by the mean vectors, covariance matrices, and mixture weights from all component densities [26] .
Each dysfluency is identified by a GMM λ i , which is completely parameterized by its mixture weights, mean, and covariance matrices. These density parameters are collectively represented by notation [28] :
For dysfluency identification, each dysfluency is represented by a GMM and is referred by its model λ. In a further step of identification, λ is used as the model of dysfluency. The training phase corresponds to establishing the appropriate λ for each type of dysfluency.
There are two important motivations in using the Gaussian mixture densities for dysfluency recognition. First, the component densities of a mixture model together represent a set of acoustic classes [27, 28] . Stuttering dysfluency can be interpreted as an acoustic space, which is characterized by a set of acoustic classes. They contain relevant phonetic characteristics such as vowels, nasals, and consonants. These acoustic classes reflect some general vocal tract configurations that are useful for characterizing stuttering dysfluency. The mean μ i represents the spectral shape of the i th acoustic class. The covariance matrix Σ i represents the variations of the average spectral shape.
The second motivation is based on the idea that the GMM is powerful in order to attain accurate approximations with arbitrarily shaped densities, which makes dysfluency recognition efficient than other approaches.
The GMMs are trained separately on each dysfluency data using the expectation maximization (EM) algorithm [20] .
Maximum Likelihood Parameter Estimation
Having a distribution of feature vectors, the goal of the training phase is to estimate the model λ that best matches the distribution of the training vector. There are a number of techniques available for estimating the parameters of a GMM [27] ; we have used the maximum likelihood (ML) estimation, which is the most popular and well-established method [19] .
The ML approach aims at finding the model parameters (λ = {w i , μ i , Σ i }, i = 1 … N), which maximize the likelihood of the GMM, given the training data. For a sequence of T training vector
… the GMM likelihood can be written as:
The objective is to obtain the ML parameter estimates. The process is an iterative calculation known as the expectation-maximization (EM) algorithm [20] . It can be used to find the values for the parameters in the model λ that maximizes the likelihood function. The basic idea of the EM algorithm is as follows [19, 27] : -Start with an initial model λ to estimate a new model λ ̅ such that p(X|λ ̅ ) ≥ p(X|λ).
-The new model then becomes the initial model for the next step and so on.
-The model is recalculated iteratively using the previous step to estimate the actual one.
-The process continues until a convergence value is reached, that is, until the parameters of λ reaches a stable value. -The number of iterations often turns around 10, which is a generally accepted number for the algorithm to reach the threshold value.
On each EM iteration, the parameters are updated that guarantee a monotonic increase in the model's likelihood value. The respective update formula for each parameter are and μ i , respectively [27] . The final step of ML is to obtain the a posteriori probability for each feature vectors. From equation (5) and Bayes's a posteriori rule, we obtain a posteriori probability for acoustic class i as follows
The EM algorithm iteratively refines the model parameter estimates to maximize the likelihood that the model matches the distribution of the training data. Subsequently, the parameters converge to a final solution in few iterations. The speed of convergence of EM is influenced by the mixture component overlap [25, 36] . It is also observed that the imbalance mixture coefficients take more number of iterations to converge. On the contrary, for balanced mixing coefficients, EM converges to nearly accurate parameters much faster with less number of iterations.
In an effort to improve the performance and the efficiency of the conventional GMMs, the authors of [16, 17] have proposed the fuzzy Gaussian mixture models (FGMMs), which are inspired from the mechanism of the fuzzy C-means (FCMs). They have experimentally shown that their methods have better fitting performance and faster convergence speed compared to conventional GMMs.
Dysfluency Identification Phase
This phase identifies a given test dysfluency into one of the four classes of dysfluencies such as syllable repetition, word repetition, prolongation, and interjection. The process includes using a set of test dysfluencies, applying the same method to extract a mixture per unknown test dysfluency and compare its model to each model of the training database. The comparison between test and training model yields a likelihood. The likelihood with the highest score corresponds to the unknown dysfluency.
For a reference group of S = {1, 2, …, S}, dysfluency models are represented by GMM's {λ 1 , λ 2 , …, λ s }. The idea is to identify the dysfluency model that has the maximum a posteriori probability for a given observation sequence. In other words, for a given set of n test feature vectors, a set of n acoustic classes are extracted, which provides a set of n a posteriori probability from which the maximum value provides information for dysfluency identification. The unknown dysfluency is, therefore, represented by:
where the second equation is due to the Bayes's rule. The equation can be simplified by assuming that all dysfluencies are equally likely to be identified to the unknown dysfluency (i.e. Pr(λ k ) = 1/S). Therefore, Pr(λ k ) is constant and can be neglected. Then, p(X) is the same for all dysfluency models. Therefore, p(X) is constant and can be neglected; the classification rule simplifies to
Representing X as a set of feature vectors X = {x 1 , x 2 , …, x t }, t = 1 … T and using the logarithms, the unknown dysfluency model is identified to each model:
where ( | ) t k p x λ is given in equation (5).
Results and Discussions
This section presents the experimental results of the four types of stuttering dysfluency classification based on the GMM. The dysfluency segments are prepared as discussed in Section 5. The segmented data samples are divided into two sets, one for training and another for testing. The distribution of speech segments for training and testing are presented in Table 2 .
In the GMM, the most important and difficult task is to decide the number of mixtures essential to model a subject effectively. There is no hard and fast rule to approximate the number of mixture components [21] .
The objective is to determine the minimum number of components required to adequately model a subject for good classification. Selecting very few mixture components does not effectively model the distinguished characteristics of a subject. Choosing too many components can lower the performance, which leads to excessive computational complexity both in training and classification. The performance of GMM with 1, 2, 4, 6, 8 16, 32, and 64 component densities are investigated. As an example, Figure 3 shows the classification results of syllable repetition. This graph is plotted as the percent classification versus the number of Gaussian components for 13, 26, and 39 MFCC parameters. The results show that the dysfluency classification system gives the good performance for a higher number of MFCC parameters and mixture components. The GMM is able to attain accurate approximations with arbitrarily shaped densities, which makes dysfluency recognition efficient.
The results of the dysfluency classification experiments conducted using the MFCC and GMM is presented in Table 3 . The lowest and highest average accuracy of 71.55% and 81.25% are achieved for model orders 8 and 64, respectively. In all the experiments, 64 mixture components have given the highest classification results. Figure 4 shows the results of the dysfluency classification for 64 mixture components with three different MFCC parameters.
In Table 3 , it can be seen that the highest recognition accuracy of 96.40%, 95.00%, 95.70%, and 98.60% are achieved for SR, WR, P, and I, respectively. The best average dysfluency classification accuracy of 96.43%
Number of mixture components is achieved for 39 MFCC parameters and model order 64. It is the highest classification accuracy achieved compared to the earlier research works as indicated in Table 4 . This confirms that the GMM-MFCC framework provides excellent performance in classifying various dysfluencies. The comparison between this study and previous works related to the recognition of dysfluency, database size, and types of stuttered events considered are detailed in Table 4 . Further, the selection and preparation of the different types of dysfluent segments and their recognition accuracies of this study are clearly indicated in Table 5 . It was observed that previous works are concentrated on two types of dysfluencies such 
Conclusions
The classification of dysfluencies can be viewed as pattern recognition problem. Hence, the statistical methods will be an essential tool for discriminating the different categories of dysfluencies. This work is focused on introducing and evaluating the GMM, the state of the art in the ASR domain for classifying stuttering dysfluencies. The GMM model is specifically investigated for the classification of four types of dysfluencies using different model order and MFCC parameters. The best average classification accuracy of 96.43% was attained for 64 mixture components and 39 MFCC coefficients. The results indicate that the overall performance of GMM for dysfluency classification is quite promising. In the future, the potential of the GMM modeling is to be investigated with expanded dysfluency database.
It is evident that the accuracy of the system is enhanced by increasing the number of MFCC parameters and GMM mixture components. The impact of the mixture component numbers make the model important by allowing optimal representation of the data. The future work of this study will be focused on exploring the application of FGMMs proposed in [17] , to improve the performance and efficiency of the dysfluency classification system.
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