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The AMS-02 experiment has reported a new measurement of the antiproton/proton ratio in Galac-
tic cosmic rays (CRs). In the energy range E ∼ 60–450 GeV, this ratio is found to be remarkably
constant. Using recent data on CR proton, helium, carbon fluxes, 10Be/9Be and B/C ratios, we
have performed a global Bayesian analysis based on a Markov Chain Monte-Carlo sampling algo-
rithm under a “two halo model” of CR propagation. In this model, CRs are allowed to experience
a different type of diffusion when they propagate in the region close of the Galactic disk. We found
that the vertical extent of this region is about 900 pc above and below the disk, and the corre-
sponding diffusion coefficient scales with energy as D ∝ E0.15, describing well the observations on
primary CR spectra, secondary/primary ratios and anisotropy. Under this model we have carried
out improved calculations of antiparticle spectra arising from secondary CR production and their
corresponding uncertainties. We made use of Monte-Carlo generators and accelerator data to assess
the antiproton production cross-sections and their uncertainties. While the positron excess requires
the contribution of additional unknown sources, we found that the new AMS-02 antiproton data are
consistent, within the estimated uncertainties, with our calculations based on secondary production.
PACS numbers: 98.70.Sa,95.35.+d
I. INTRODUCTION
An increase in the accuracy of cosmic-ray (CR) spec-
tra and composition measurements is driving us to a
deeper understanding of the fundamental physics pro-
cesses that CRs experience in the Galaxy. The current
era appears particularly promising for CR physics. New-
generation detection experiments such as the Payload for
Antimatter Matter Exploration and Light-nuclei Astro-
physics (PAMELA) and the Alpha Magnetic Spectrome-
ter (AMS-02) in space, or the Advanced Thin Ionization
Calorimeter (ATIC-2) and the Cosmic Ray Energetics
and Mass (CREAM) on balloon have brought important
results in the physics of CR propagation [1]. At the same
time, valuable pieces of information are being achieved
by the large wealth of γ-ray data coming from space
or ground-based telescopes such as Fermi Large Area
Telescope (Fermi-LAT) or High Energy Stereoscopic Sys-
tem (H.E.S.S.). Other space missions recently launched
(i.e., the Dark Matter Particle Explorer DAMPE and
the CALorimetric Electron Telescope CALET) or await-
ing launch (CREAM for the International Space Station,
ISS-CREAM) will soon provide high-quality CR data in
the multi-TeV energy scale [2]. In this “golden age” of
CR physics measurements, several unexpected features
are being discovered in the CR energy spectrum, hence
the study of CR propagation has become more important
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than ever [3]. We can mention the unexpected increase
of the positron fraction e+/(e−+ e+) at E ∼ 10–300 GeV
[4–6], or the puzzling spectral hardening in proton and
helium at E & 200 GeV/nucleon [6–9], both established
by a series of measurements operated on balloons and
in space. On top of this, the AMS-02 collaboration has
now released new precision data on the antiproton-to-
proton (p¯/p) ratio between ∼ 0.5 and 450 GeV of kinetic
energy reporting that, above ∼ 60 GeV, the ratio remains
remarkably constant with energy [10].
In standard models of CR propagation, antimatter
particles are only produced by collisions of high-energy
nuclei with the gas of the interstellar medium (ISM),
from which the p¯/p ratio or the positron fraction are ex-
pected to decrease with energy, very roughly, as fast as
the boron-to-carbon (B/C) ratio does. To interpret the
positron excess, it seems to be unavoidable the introduc-
tion of extra sources of high-energy positrons such as dark
matter particle annihilation [11] or e± pair production
mechanisms inside nearby pulsars [12]. A corresponding
unaccountable excess in CR antiprotons would consid-
erably point toward the DM annihilation scenario. The
new AMS-02 data on the p¯/p ratio are in fact at tension
with standard-model predictions of secondary antiproton
production, and this tension generated widespread inter-
est [13]. Interpretations of these data in terms of TeV
scale dark matter have been suggested [14]. However, the
level of astrophysical background in CR antiprotons is far
from being understood, because conventional models of
CR propagation suffers from large uncertainties and in-
trinsic limitations in describing the fine structures of new
observations [15, 16]. For instance, the high-energy spec-
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2tral hardening observed in proton and helium cannot be
explained within the traditional picture based on linear
diffusive-shock-acceleration (DSA) followed by homoge-
neous propagation in the ISM [3]. On the other hands,
these features are offering a clue for making substantial
advances in understanding the physics of Galactic CRs.
Several recent works suggested the need of accounting for
nearby source contributions to the observed flux of CRs
[17–19], non-linear effects in their propagation [20–22], or
spatial-dependent diffusion processes [23–25]. We remark
that understanding these effects is of crucial importance
for assessing the astrophysical antimatter background.
In this paper, we report the results of a large scan on
the CR injection and propagation parameter space in or-
der to provide a robust prediction for the secondary pro-
duction of antiprotons and positrons along with their un-
certainties. To describe the CR transport in the Galaxy,
we set up a numerical implementation of a two-halo
(THM) scenario of diffusive propagation [26, 27], where
CRs are allowed to experience a different type of diffu-
sion when they propagate closer to the Galactic plane.
To assess the uncertainties on the CR acceleration and
transport parameters, we adopt a Markov Chain Monte-
Carlo (MCMC) sampling technique with the incorpora-
tion of a large set of nuclear data such as proton, he-
lium, and carbon fluxes, the B/C elemental ratio, and
the 10Be/9Be isotopic ratio. The MCMC-based determi-
nation of the key model parameters and their probabil-
ity density functions, accounting for correlations between
the free parameters, allows to determine well defined un-
certainty bounds for the secondary antimatter flux calcu-
lations which constitute the astrophysical background for
the search of new-physics signals. We will also review sys-
tematic uncertainties in the model arising from the solar
modulation effect and from antiparticle production cross-
sections. We found that the new p¯/p ratio measured by
AMS-02 is fairly well described by a THM propagation
model within the estimated level of uncertainties, while
the excess of e+ requires the presence of extra sources.
This paper is organized as follows. In Sect. II we out-
line our CR propagation calculations and physics anal-
ysis setup. In particular we describe the numerical im-
plementation of our model and the methodology adopted
for the determination of the key parameters. In Sect. III
we present our results, we discuss the probability dis-
tribution inferred on the parameters and their inter-
dependence in connection with the CR physics observ-
ables. We also use our best-fit model to calculate the as-
trophysical background of CR antiprotons and positrons.
We discuss our finding and some critical aspects of our
calculations in Sect. IV. We conclude with Sect. V by
summarizing the main focus points of this work. In Ap-
pendix A, we provide additional information on the an-
tiproton production cross-sections and their uncertain-
ties.
II. CALCULATIONS
A. Cosmic ray propagation modeling
The CR energy spectrum from sub-GeV to multi-TeV
energy arises from a combination of DSA and diffusive
propagation processes occurring in our Galaxy. CRs are
believed to originate in Galactic sources such as super-
nova remnants (SNRs). They are injected into the ISM
after being DSA accelerated to rigidity power-law spec-
tra Q ∝ R−ν , where R = pc/Ze, with index ν ∼ 2–2.4.
Their diffusive propagation in the interstellar turbulence
is usually described by means of a rigidity dependent dif-
fusion coefficient D(R) ∝ Rδ, with δ ∼ 0.2–0.7. The
propagation region is usually modeled as an extended
cylinder with radius RC of ∼ 20 kpc and half-height L of
a few kpc. The propagation of all CR species is often
described by a two-dimensional transport equation with
boundary conditions at r = rmax and z = ±L:
∂ψ
∂t
= Q+ ~∇ · (D~∇ψ)− ψΓ + ∂
∂E
(b ψ) , (1)
where ψ = ψ(E, r, z) is the particle number density as
a function of energy and space coordinates, Γ = βcnσ
is the destruction rate for collisions off gas nuclei, with
density n, at velocity βc and cross-section σ. The source
term Q is split into a primary term, Qpri, and a sec-
ondary production term Qsec =
∑
j Γ
sp
j ψj, from spalla-
tion of heavier j–type nuclei with rate Γspj . The term
b(E) = −dEdt describes ionization and Coulomb losses, as
well as radiative cooling of CR leptons. The steady-state
solution of Eq. 1 for the CR flux near the solar system
reflects the combined effects of injection and propaga-
tion. Approximately, primary CR components such as
protons, He, C, O, or Fe, with Q ≈ Qpri, have power-law
spectra ψp ∼ Q/D ∝ R−δ−ν . The equilibrium spec-
tra ψs of purely secondary CRs such as Li-Be-B nuclei
or antiparticles, with Q = Qsec, are R
δ-times steeper
than those of primary CRs, so that ψs/ψp ∼ R−δ. Simi-
lar expectations are given for antiparticle/particle ratios
such the positron fraction e+/(e−+ e+) or the p¯/p ra-
tio. Another key property is the size of the propaga-
tion halo, which can be probed by measuring radioac-
tive secondary CR nuclei 10Be or 26Al. To assess the
halo height is of fundamental importance in dark mat-
ter searches. Propagation models may also include other
effects such as reacceleration, usually described as a dif-
fusion in momentum space, or convective transport in-
duced by Galactic wind. While these effects have been
successful in reproducing the shape of the B/C ratio,
they generate problems for primary elements such as p
and He in the ∼ 0.1-10 GeV/n energy region. Since we
are focusing on high-energy region, and no consensus has
been reached on reacceleration or convection, we disre-
gard such effects. It is also important to stress, however,
that the traditional picture as illustrated above is un-
able to account for the high-energy spectral hardening
3recently observed in CR protons and nuclei. Possible ap-
proaches to model these features involve [3, 28]: (i) intro-
duction of multi-component populations for the CR flux;
(ii) revisitation of CR injection, Qpri(R), reflecting non-
linear and/or time-dependent DSA; or (iii) modification
of CR diffusion, D(R), accounting for nonlinear effects
in CR propagation or spatial-dependent diffusion. Here
we adopt the latter scenario which is well supported by
recent works and, as we will show, it leads in general to
conservative predictions for the production of secondary
antiparticles in the ISM.
B. Numerical implementation
We set up a spatial dependent scenario of CR prop-
agation in two halos, which is the simplest physically
consistent generalization of the standard models that
are able to account for the recent observations of CR
hadrons. It consists in allowing CRs to experience a
different (shallower) type of diffusion when they prop-
agate in the proximity of the Galactic disk. In prac-
tice, this idea is implemented by splitting the cylindrical
propagation region into two z-symmetric halos charac-
terized by different diffusion properties: the inner halo,
which surrounds the disk for a few hundred pc, and the
outer halo, an extended regions of a few kpc which sur-
rounds the inner halo. Numerically, our model is im-
plemented under the DRAGON code of CR propagation,
which is well suited for handling CR diffusion in inho-
mogeneous media [29]. We introduced a modification of
the finite-differencing scheme in the solver [26, 27], in
order to obtain a spatial-dependent and non-separable
diffusion coefficient D = D(z,R). To test CR diffusion
close to the Galactic disk, we set up a non-equidistant
spatial grid where the pitch from two consecutive nodes
increases with the coordinate |z|. We adopt a diffusion
coefficient of the following form:
D(R, z) =
 D0β
η
(
R
R0
)δ
(|z| < ξL)
χD0β
η
(
R
R0
)δ+∆
(|z| > ξL)
(2)
where a connecting function of the type F (z) = (z/L)
n
is used to ensure a smooth transition of the parameters
χ and ∆ across the two zones [27]. The parameter D0
sets the normalization of the diffusion in the disk at the
reference rigidity R0 ≡ 0.25 GV, while χD0 is used for
the outer halo. The low-energy diffusion is shaped by the
factor βη, where β = v/c is the particle velocity divided
by the speed of light and η is set to be −0.4 [29]. The
parameter δ is the diffusion scaling index in the inner
halo (with |z| < ξL) while δ+ ∆ is that of the outer halo
(ξL < |z| < L), and L is the half-height of the whole
diffusion region.
This scenario of CR propagation is supported by radio
observation on other galaxies such as NGC 891, NGC
253 or M51 [30] and favored by the observed level of CR
anisotropy at multi-TeV energies [27]. Interpretations at
the origin of the two zones have been proposed in terms of
different types of Galactic turbulence, e.g., SNR-driven
and CR-driven turbulence that are supported by γ–ray
observations on latitudinal and radial dependence of CR
spectra [23]. It was recently argued that two diffusion
regimes may be connected with advective CR tansport on
self-induced Galactic wind [21]. In this work we use the
data to constraint the relevant parameters of CR trans-
port in the two regions, namely, D0, χ, δ, ∆, L, and ξ.
In addition to the six transport parameters, we introduce
two parameters describing injection: the spectral index ν
of proton injection, and the spectral index difference ∆ν
between protons and all other primary nuclei such as He,
C, O, Fe. The latter parameter accounts for the recently
observed spectral difference between proton and He [6, 9],
being the former ∆ν-times steeper than the latter. Since
no spectral differences have been observed on heavier nu-
clei, we adopt the same slope for all Z > 1 primary spec-
tra. With the use of non-universal injection indices we
are ascribing the origin of the observed p/He anomaly
to an intrinsic DSA acceleration mechanism, as proposed
recently [31]. Note however that there are explanations
for the p/He anomaly which do not require composition-
dependent acceleration mechanisms [19, 22, 28].
C. Parameter sampling and data sets
parameter units prior minimum maximum
L kpc 6.8 2.5 9.5
D0 10
28 cm2 s−1 1.7 0.5 5.0
δ . . . 0.16 0. 0.6
∆ . . . 0.56 0.2 1.2
ξ . . . 0.14 0.08 0.6
χ . . . 0.35 0.2 1.2
∆ν . . . 0.09 0.03 0.15
ν . . . 2.27 2.0 2.6
TABLE I. Prior values and ranges for the injection and transport
parameters.
Our scan operates in a eight-dimensional parame-
ter space. To perform an efficient sampling, we make
use of the MCMC method based on the Bayesian in-
ference. Recent works demonstated that the MCMC
method is a practical and powerful tool for CR propa-
gation physics analysis [24, 32–35]. Bayesian inference is
about the quantification and propagation of uncertain-
ties, expressed in terms of probability, in light of obser-
vations of the system. Our specific goal is to estimate
the probability density functions (PDFs) of our set of
free parameters for the following inputs: (i) an underly-
ing model of CR propagation which provides the link be-
tween physics observables and parameters: (ii) a defined
sets of experimental data, and (iii) the prior distributions
of the input parameters. The output PDFs are given as
4posterior probabilities which quantify the change in the
degree of belief one can have in the model parameters in
the light of the data. Our parameter set is given by the
vector θ = {D0, χ, δ,∆, L, ξ, γ,∆γ}, while the available
observations are the ensemble of the data vectorD. From
the Bayes theorem, the posterior distribution reads:
P(θ|D) = P(D|θ)P(θ)P(D) . (3)
The posterior probability P(θ|D) depends on the likeli-
hood function L(θ) = P(D|θ) and on the prior probabil-
ity distribution P(θ). The latter expresses our state of
knowledge about about the parameters to be inferred.
We employ the Metropolis – Hastings algorithm, which
makes use of the Monte-Carlo method to generate large
sequences of random samples [36]. In practice the chains
are built according to a arbitrary proposal distribu-
tion, q (θn,θn+1), which is used to MC-generate a new
paramter configuration θn+1 starting from θn. The new
configuration θn+1 is then randomly accepted (or re-
jected) according to a probability α (or 1 − α), which
is built as:
α (θn,θn+1) = min
{
1,
P (θn+1) q (θn+1,θn)
P (θn) q (θn,θn+1)
}
, (4)
where P (θ) is the distribution of θ expected from the
sample. If θn+1 is rejected, the new state is again
θn. The transition probability is then T (θn,θn+1) =
α (θn,θn+1) q (θn,θn+1). The target distribution con-
verges to P (θn+1)T (θn+1,θn) = P (θn)T (θn,θn+1).
After a large sampling, we eventually get P (θ) as the
equilibrium distribution for the chain. The likelihood is
defined as L(θ) = exp (− 12χ2), where the χ2(θ) function
is built from the data and model output as:
χ2(θ) =
ND∑
k=1
(
yexpk − ythk (θ)
σk
)2
(5)
This equation establishes a link between model param-
eters θ and experimental data yexp with corresponding
uncertainties σk. The injection and transport parameter
are summarized in Table II C, where their initial values
(priors) and the corresponding ranges are listed. The
observed quantities yexp and those predicted yth(θ) con-
sist in CR fluxes or nuclear ratios. In this work we use
the most accurate and recent experimental CR data sets
available. Primary CR spectra are taken from the recent
AMS-02 measurements of proton and He fluxes [9] up to
TeV/n energies, and from the CREAM experiments [7]
which covers the multi-TeV energy region. The carbon
spectrum is constrained using the data from PAMELA
and CREAM [6, 7]. The B/C ratio has been measured
by several of space-based and balloon-borne experiments.
We use the data recently released from the PAMELA
collaboration [6] along with measurements from AMS-01
[37], ATIC-2 [38], and TeV/n energy data from CREAM
[39] and TRACER [40]. We do not include older data,
as various studies pointed out the possibility that sys-
tematic uncertainties in old B/C data are considerably
underestimated [32, 33]. We include in our study several
data on the 10Be/9Be ratio [41]. For this ratio, measure-
ments are in quite scarce and affected by sizable uncer-
tainties. To account for the solar modulation effect we
adopt the simple force-field approximation, where the
strength of the modulation effect is expressed in terms
of the solar modulation potential φ [42]. For a given
Z-charged particles at given epoch in the course of the
11-year cycle, its kinetic energy is shifted via the relation
E = EIS − |Z|A φ, while the modulated CR density is
given by:
ψ =
(E +mc2)2 −m2c4
(E +mc2 + |Z|eφ)2 −m2c4 × ψ
IS(E + |Z|eφ) .
(6)
The value of the parameter φ depends on the solar activ-
ity and can be different for various data sets. Its deter-
mination can performed simultaneously with the other
parameters, in principle, by accounting for it the global
likelihood. In principle, solar modulation could be even
better modeled using three-dimensional simulations of
particle transport in the heliosphere which accounts for
adiabatic losses, particle drift effects, or anisotropic dif-
fusion [42]. However these models have several free pa-
rameters and their application is not feasible with the
available computing resources. Here we adopt a simple
approach based on the consideration that the intensity of
the modulation effect decreases with energy (being . 1%
level at energy above a few ∼ 10 GeV/nucleon), and it is
suppressed for nuclear ratios such as B/C or 10Be/9Be.
For the differential spectra of p, He, and C, we build our
χ2(θ) function using only data above a minimal energy
Emin = 45 GeV/n. At these energies the effect of solar
modulation is smaller than the experimental uncertain-
ties of the data. For the B/C ratio, similarly, we set
Emin = 2 GeV/n. At these energies the ratio is measured
by the PAMELA experiment during the 2009-2010 solar
minimum, with a modulation potential of φ ≈ 300 MV
[6, 43]. For the 10Be/9Be ratio we set Emin = 0.1 GeV/n.
This ratio have been measured only below ∼ 5 GeV/n by
several experiments, in the course of the last decades,
characterized by different levels of solar activity. For all
data-sets we adopt multiple parameters φ and we account
for their corresponding uncertainties δφ ∼= 50 MV [43].
Hence we estimate the impact of δφ in all observables in
order to get residual uncertainties σφ. For all the data
and energy ranges considered, we account for the esti-
mated uncertainties σφ in the construction of χ
2(θ), by
adding σφ in quadrature to the uncertainties of exper-
imental data. With this procedure, the uncertainty in
solar modulation will be inglobated in the MCMC pos-
terior distributions. Nonetheless, with the chosen data
sets and energy ranges, solar modulation uncertainties
are always smaller in comparison with the experimental
errors. We again discuss solar modulation in Sect. III for
the calculations of e+ and p¯ fluxes.
5III. RESULTS AND DISCUSSION
A. Parameters and degeneracies
With the global MCMC-based parameter scan per-
formed over the entire data set, we have obtained the pos-
terior distributions for all parameters of the likelihood. In
the triangular plot of Fig. 1 we show the two-dimensional
distributions for all combinations of parameters in terms
of contour plots. Their marginalized posterior PDFs are
shown in the bottom panels of the figures. The results
are also summarized in Table III A where we list the best-
fit values of the parameters, corresponding to the max-
imum likelihood, along with their most probable values
or posterior modes and with their posterior means. The
posterior mean of a parameter θ is computed as the ex-
pectation values over its PDF:
〈θ〉 ≡
∫
θP(θ|D) dθ . (7)
The 1− σ and 2− σ confidence levels for all parameters,
calculated from their marginalized PDFs, are also listed
in the table. It can be seen that several parameters show
well-behaved distributions. In particular the quantities
∆ν and ν appear well constrained and essentially uncor-
related with other parameters. These parameters specify
the acceleration sector and, with some dependence on
the transport parameters, are sensitive primary CR data
such as proton and helium. However, in the THM formu-
lation, data on primary spectra may also allow to resolve
transport parameters, such as the quantity ∆ which is di-
rectly linked to the spectral index variation of all primary
particles. In general, best-fit values and most probable
values do not coincide, due to the presence of degener-
acy between parameters. Degeneracy, related to a lack
of sensitivity of the likelihood in particular regions of
the parameter space, gives also rise to parameter corre-
lation. From Fig. 1, it can be seen a clear anti-correlation
between the parameters ξ and L describing the sizes of
the two propagation regions. These parameters are also
correlated with χ and D0 which control the diffusion in
the two zones. The one-dimensional distributions of L
and ξ are considerably asymmetric, and in particular,
the PDF of the halo half-height L is found to be rather
broad. For this parameter we found no clear convergence
with well-defined uncertainty bounds. This problem is
better inspected in in Sect. III D. A known degeneracy is
the one between δ and D0. It can be seen that these pa-
rameters are slightly negatively correlated. With model
calculations associated with the best-fit parameters, we
reproduce the observations very well. From the fit results
on the parameters, we have also drawn the 68 % and
95 % envelopes of several physics observables. To bet-
ter illustrate the parameter inter-dependencies and their
connection with the data, in the following sub-sections
we present our results for the basic sets of observations:
primary nuclei, secondary/primary ratios, unstable iso-
topes, antiprotons, positrons, and anisotropy.
B. Primary nuclei
The energy spectra of protons, helium, and carbon nu-
clei in CRs are shown in the top plot of Fig, 2. The THM
calculations corresponding to the best-fit model are plot-
ted as solid lines. The shaded areas represent the 1-σ
(green) and 2-σ (yellow) uncertainty bands. It can be
seen that the model describes well the progressive hard-
ening of the spectra at energies above ∼ 200 GeV/n, in
good accordance with the data. These results are consis-
tent with the trends obtained from analytical calculations
[26]. In the figure, the thin dashed lines illustrate cal-
culations from the standard “one-halo” diffusion model
(OHM), that we show for comparison purpose. In this
model we have imposed ξ ≡ χ ≡ 1. The OHM parame-
ter setting is determined using data at energies E . 200
GeV/n. The parameter values are L = 4 kpc, δ = 0.56,
and D0 = 0.52 × 1028 ∼ cm2 s−1 at R0 ≡ 0.25 GV. The
most striking difference between the two models is ap-
parent from the figure. An OHM scenario with stan-
dard power-law injection spectra is unable to describe
the data in the GeV-TeV energy range. The essential
features of the THM can be understood under a purely
diffusive regime (i.e., with interactions and energy losses
neglected) when passing in the 1D limit of rmax  L.
For an injection spectrum of the type Qp ∼ R−ν , the
primary flux at Earth, Jp =
c
4piψ

p , can be approximately
written in the form:
Jp ∼ L
D0
[
ξ +
1− ξ
χ
( R
R0
)−∆]( R
R0
)−(ν+δ)
. (8)
Equation 8 illustrates the degeneracy between trans-
port and source parameters. This behavior can be
compared with the standard OHM expectations Jp ∼
(L/D0)R−(ν+δ) where the diffusion coefficient is a uni-
versal function of rigidity. The THM properties of the
spectral hardening are controlled by the parameter χ,
which sets the relative diffusion of the two zones, and
by the parameter ∆, which specifies the intensity of the
upturn for all primary species. In practice, the first pa-
rameter sets the critical transition rigidity (or energy) of
the change in the spectral slope. It is interesting to note
that the parameter ∆ appears well constrained. From
the figure, one can see that the constraints provided by
AMS-02 on p and He are very tight in the sub-TeV en-
ergy region. The uncertainties at about 1 GeV/nucleon
energy include those coming from solar modulation, as
discussed. However, data multi-TeV energies are essen-
tial to determine ∆, for which the best constraints are
provided from the CREAM data. This energy region
is currently being investigated by several space experi-
ments. It can also be noted, from Eq. 8, that the basic
modification of the CR injection spectra at relativistic
rigidities are universal, i.e., particle-independent, when
expressed as function of rigidity. Mass-dependent effects
may appear in the low-energy region due to nuclear in-
teractions that are neglected in the above equation (but
6FIG. 1. Marginalized posterior distributions of all model parameters. The contour plots show the two-dimensional distributions of all
pairs of parameter, where the color scale represents the likelihood valaue normalized to the maximum likelihood. The levels corresponding
to 1-σ and 2-σ regions are indicated in the color bar. The bottom histograms represent the one-dimensional PDFs of all parameters.
incorporated in our full THM implementation). Since in-
teractions increases with the nuclear mass number, one
may expect the heavier nuclei show a slightly harder flux
in the low-energy region. At high rigidities the resulting
spectral change is expected to occur for all primary nu-
clei, because it depends only on CR transport properties
that have been determined by our global scan. For this
reason, the model predictions for the carbon spectrum
are mostly constrained by the more precise data on CR
helium. In fact the injection spectral indices are imposed
to be the same for all Z > 1 primary fluxes, while the
subsequent propagation conditions are the same for all
charged CR particles. In contrast, for the calculation of
the proton spectrum we have allowed for a different in-
jection spectrum, as recent measurements from CREAM,
PAMELA and AMS-02 seem to suggest [9, 28]. From
our scan, the proton spectrum is found to be steeper by
∆ν ≈ 0.1 in terms of injection parameters. Even though
7parameter unit best-fit posterior mean posterior mode 1σ-low 1σ-up 2σ-low 2σ-up
L kpc 5.67 6.71 4.15 . . . . . . . . . . . .
D0 10
28 cm2 s−1 1.92 1.83 2.20 0.75 4.99 0.50 4.99
δ . . . 0.15 0.18 0.13 0.004 0.312 0.003 0.522
∆ . . . 0.52 0.58 0.55 0.426 0.823 0.240 1.076
ξ . . . 0.15 0.19 0.12 0.090 0.593 0.080 0.594
χ . . . 0.36 0.42 0.42 0.212 0.923 0.200 1.119
∆ν . . . 0.096 0.096 0.100 0.064 0.132 0.030 0.145
ν . . . 2.27 2.30 2.28 2.14 2.47 2.09 2.55
TABLE II. Results of the MCMC scan for the transport and injection parameters in terms of best-fit values, posterior means, and
posterior modes, along with their bounds for 1− σ and 2− σ fiducial ranges.
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FIG. 2. Model calculations and uncertainties for proton, He and
C spectra compared with the experimental data [6, 7, 9].
propagation effect may mitigate the spectral difference
between the two species, the hypothesis of universal in-
jection (∆ν = 0) is ruled out at 95 % of confidence level.
These results stand within the conception that the p/He
anomaly is ascribed to intrinsic properties of accelera-
tors [28, 31]. Besides, Eq. 8 illustrates clearly the de-
generacies between parameters describing transport and
injection which involve combinations such as ξ L/D0 or
ν+δ. Similarly to standard diffusion models, complemen-
tary information from secondary CR nuclei is required to
break these degeneracies.
C. Secondary/primary ratios
In fragmentation processes of relativistic CR nuclei
with the ISM, the kinetic energy per nucleon of secondary
fragments (s) is approximately the same of that of their
progenitor nuclei (p). Hence the for p → s fragmenta-
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tion reactions, the “source term” of secondary nuclei is
approximately given by Qs ∝ Jp. Thus the approximate
THM behavior of secondary-to-primary ratios as function
of rigidity reads:
Js/Jp ∼ L
D0
[
ξ +
1− ξ
χ
( R
R0
)−∆]( R
R0
)−δ
. (9)
8It is interesting to note that the R−∆ factor is present
in both Eq. 8 and Eq. 9, i.e., the THM predicts the ap-
pearance of a spectral hardening in all secondary-to-
primary ratios. This feature is in general expected by
any scenario where the spectral hardening is ascribed
to CR propagation rather than acceleration [20, 28]. In
Fig. 3 the B/C ratio calculations are shown in compar-
isons with the data. From the THM calculations, the
ratio has a tendency to flatten at kinetic energy above
∼ 100 GeV/nucleon which is driven by the data. This
tendency results into a rather small best-fit value δ ≈ 0.15
that we found for the diffusion spectral index in the in-
ner halo. Note that, in contrast to the parameter ∆
which is directly constrained with primary CR spectra,
the determination of δ requires information on secondary
to primary ratios. These results indicate that CR diffu-
sion close to the Galactic disk has a rather weak rigid-
ity dependence so that, at high rigidities, CR propaga-
tion in the inner halo is significantly slower than that
in the outer halo. It can be seen, however, that the
TeV/nucleon energy region is affected by sizeable uncer-
tainties due to the scarcity of B/C data. The resulting
PDF for the parameter δ is therefore quite broad. Within
95 % of confidence level this parameter ranges from δ ∼ 0
to δ ∼ 0.5, therefore encompassing its theoretically pre-
ferred values of δ = 1/3 (for a Kolmogorov type spectrum
of interstellar turbulence) and δ = 1/2 (for Iroshnikov-
Kraichnan type diffusion). These uncertainties are also
related to unresolved parameter degeneracies. For exam-
ple the observed correlation between the scaling index δ
and the diffusion coefficient normalization D0 arises from
the limited constraining power of the B/C data at high
energies. The determination of the key transport param-
eters, and more in general the understanding of CR dif-
fusion at high energy, will be greatly improved with the
data forthcoming AMS-02 and with those expected from
DAMPE, CALET and ISS-CREAM in the near future
[2]. Complementary information to CR transport may
come from isotopic secondary to primary ratios such as
the 2H/4He and 3He/4He ratios or from other secondary
nuclei such as Li, Be, F, or the sub-Fe elements. In par-
ticular we stress that the lithium flux may be a powerful
diagnostic tool for CR propagation models. Since Li are
produced from not only C-N-O collisions but also in so-
called “tertiary” reactions processes, such as B→Li and
Be→Li, which contribute appreciably in determining its
spectral shape. While the existing measurements of CR
lithium are very scarce, AMS-02 will provide very precise
Li measurements up to a few TV of rigidity. These data
will be precious for testing astrophysical models of CR
propagation.
D. Unstable isotopes and halo height
A known problem in standard models of CR propaga-
tion is the parameter degeneracy between the diffusion
coefficient D0 and the half-eight of the halo L. In partic-
FIG. 4. Contour plot for the ξ and L plane. The same color scale
of Fig. 1 is used. The black solid line corresponds to an inner-halo
size ξ × L = 0.87 kpc.
ular the parameter L is of great importance for indirect
searches of dark matter, because it regulates the amount
of dark-matter annihilation products that make up the
CR flux. This degeneracy can be in principle lifted with
CR data on the radioactive isotope 10Be. For this reason
we have included a large variety of 10Be/9Be data in our
dataset. These data are shown in the bottom panel of
Fig. 3 along with the THM calculations and correspond-
ing uncertainty bands. In contrast to other works that
made use of similar sets of data [32, 33], we found that
under our model the parameter L does not converge in
probability. As shown in Fig. 1, the marginalized poste-
rior distribution for the parameter L is very broad. This
result can be easily understood in the context of the THM
scenario, because in this model the CR propagation re-
gion is split into two diffusive halos. Hence, in compari-
son to standard OHM formulation, additional parameter
degeneracies are expected such as those involving D0, χ,
L, and ξ. Due to degeneracy, these parameters are cor-
related each other. On the other hand, it is interesting
to note that the half-height of the inner halo ξ L is found
to converge to about 0.9 kpc. The correlation between
ξ and L is shown in the contour plot of Fig. 4, where
black solid curve represents the product ξ L = 0.87 kpc.
In Fig. 5 we directly plot the contour in the (ξ L − D0)
plane. It can be see that no significan correlation is ob-
served between ξ L and D0. Also, we have performed a fit
on the ξ L distribution in the interval ξ L ∈ [0.5, 1.5] kpc
using an asymmetric Gaussian function. The fit, shown
in the plot of Fig. 5, describes the posterior distribution
very well with χ2/d.f. = 8.15/8 and with a mean value
of ξ L = (0.87+0.34−0.29) kpc, which is also consistent with its
best-fit value 0.85 kpc. These results can be explained
as follows. The 10Be isotope is unstable with lifetime
τ0 = 1.5 Myr. Its diffusion scale distance is λ ∼
√
Dτ0γ,
where γ is the Lorentz factor. The existing observations
are mostly gathered at sub-GeV/n kinetic energies, where
one has λ . ξL. Thus the propagation of the 10Be iso-
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FIG. 5. Top: two-dimensional contour plot for ξL and D0. The
same color scale of Fig. 1 is used. Bottom: posterior distribution
for the parameter combination ξ L.
topes detected at Earth is essentially probing the inner
halo diffusion properties. In this region the 10Be equilib-
rium flux is approximately given by Ju ∼ Qsτ0γ/λ. At
low energy, the 10Be/9Be ratio (or more in general, u/s
ratios between unstable and stable secondary nuclei) is
expected to behave as:
Ju/Js ∼ λ(R)
ξ L
∝
√
D0
ξL
. (10)
This relation, along with Eq. 8 and Eq. 9, can explain
why combined data on the B/C and 10Be/9Be ratios may
allow for the determination of ξ L.
It is also interesting to note that at increasing energies
(from ∼ 1 GeV/n to a few tenth of GeV/n), radioactive
beryllium isotopes become more and more influenced by
propagation properties in the outer halo. Ideally, the
collection of precise 10Be/9Be data at E ∼ 5-50 GeV/n
would allow us to fully resolve the L − ξ parameter de-
generacy and eventually to resolve the single parameters
L, ξ, D0, or χ. Unfortunately this energy region is ex-
perimentally inaccessible by the current CR detection ex-
periments. It is of particular interest, however, that the
AMS-02 experiment is able to measure the Be/B elemen-
tal ratio from 0.5 GeV/n to ∼ 1 TeV/n. As pointed out
in several recent works [32, 44], the use of the Be/B ratio
in CRs (in place of the 10Be/9Be ratio) can enable us to
recover the information contained in the 10Be→10B de-
cay. While AMS-02 is expected to provide these data at
the desired level of precision, a more serious limitation is
represented by cross-section uncertainties for the produc-
tion of beryllium isotopes. These uncertainties, in par-
ticular for the reaction 11B+ISM→ 10 Be+ X, may affect
our ability to resolutely break the parameter degeneracy,
even with the availability of precise CR data [44]. Sim-
ilarly, the solar modulation effect needs to be properly
accounted. In this work, uncertainties in solar modula-
tion have been accounted conservatively as discussed in
Sect. II C. These uncertainties are sub-dominant in com-
parison with the sizable error bars of the available CR
data. In the view of future precision data, a more reli-
able solar modulation modeling is probably necessary.
E. Antiprotons
Antiprotons in CRs calculated from our models are of
secondary origin and arise from collisions of CR nuclei
with the gas. Using the MC generator EPOS LHC, we
have evaluated the differential production cross-sections
for all reactions p-p, p-He, He-p, and He-He which gen-
erate antiprotons and antineutrons. The latter decay
rapidly in antiproton (with a rest lifetime τ0 ≈ 15 min),
therefore contributing appreciably to the observed flux.
Their subsequent transport of antiprotons in the Galaxy
are similar to that of protons, apart from the presence
of non-annihilating reactions of the type p¯-p→p¯′-X that
produce an appreciable component of low-energy antipro-
tons. In order to minimize systematic uncertainties in
the model, in this work we make use of the p¯/p ratio as
key observable in place of the absolute antiproton flux.
The THM predictions for the p¯/p ratio are shown in the
top panel of Fig. 6 in comparisons with the new AMS-02
data [10]. Model calculations are referred to the best-fit
parameter setting determined with the MCMC scan on
nuclear data. The antiproton data of the figure are not
directly included in the fit, as we are aimed at investigat-
ing the secondary nature of these particles. According to
our THM predictions, the ratio has a tendency to flatten
at E ∼ 10 GeV to ∼ 100 GeV. This tendency is apparent
in the comparison between THM and OHM model pre-
dictions, as the latter decreases steadily at rigidity above
∼ 10 GV. In comparison with secondary to primary nu-
clear ratios, the absence of a clear spectral change in the
p¯/p ratio is connected to particular shape of the antipro-
ton source term. In contrast to secondary matter nuclei,
which carry about the same kinetic energy per nucleon of
their progenitors, the antiproton production is character-
ized by broad energy distributions and large inelasticity
factors. The green shaded band around the THM calcu-
lation includes various sources of uncertainty. These un-
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FIG. 6. Top: p¯/p ratio as function of kinetic energy. Model calcu-
lations are shown in comparison with new data from AMS-02 [10]
and PAMELA [6]. The solar modulation level is set to φ = 500 MV.
The production cross-sections are evaluated using the MC genera-
tor EPOS LHC model [45]. Bottom: estimated uncertainties for the
p¯/p ratio arising from CR injection and propagation, production
cross-sections, and solar modulations.
certainties are reviewed in the bottom panel of the Fig. 6,
showing the contributions from injection and propaga-
tion, production cross-sections, and solar modulation. In
principle, the CR propagation parameter uncertainties
already included the solar modulation uncertainties, be-
cause they have been accounted in the MCMC procedure.
However, charge-sign and mass dependent solar modula-
tion effects are in general expected due to particle drift
or adiabatic losses of CRs in the heliosphere, that are
unaccounted by the force-field model. Hence the use of
CR proton data does not provide safe constraints on the
solar modulation of antiprotons. Following Giesen et al.
[15], we have varied the solar modulation potential from
200 MeV to 700 MeV to estimate this error. This esti-
mate encompasses the level modulation asymmetry be-
tween protons and antiprotons, that we have tested using
the model of Cholis & Hooper [46]. The solar modula-
tion error is dominant at 1 GeV/n of energy and becomes
negligible at 15 GeV/n in comparison with the uncertain-
ties of the experimental data. A large uncertainty factor
comes from antiproton production cross-sections. The
figure shows that the cross-section contribution is 10% at
1 GeV/c and increases slowly with energy to become 18%
at about 1 TeV/c. The calculations of these errors can
be found in Appendix A. In the high-energy region, errors
are dominated by uncertainties in CR injection and prop-
agation parameters. In contrast to other works [15], our
fitting procedure lead to a unique astrophysical uncer-
tainty factor which include the errors from propagation
effects and those induced by primary nuclei. However no
appreciable correlation is found the two contributions.
At kinetic energy above ∼ 100 GeV, this uncertainty is
at the level of ∼ 30% and it is limited by the experi-
mental errors of the high-energy B/C ratio. Parameters
describing CR injection spectra of protons and He are
better constrained with the existing data, although their
contribution to the total p¯/p uncertainty band becomes
non-negligible at high energies. In summary, under our
scenario of spatial-dependent CR propagation, the pre-
dictions for the p¯/p ratio appear to be fairly consistent
with the AMS-02 data, within the present level of un-
certainty, showing no striking evidence for an antiproton
excess. We note, nevertheless, that the dominant contri-
bution to the uncertainties is related to CR propagation.
Hence the situation will become more transparent with
the availability of precise B/C data at TeV/n energies
[2].
F. Positrons
Similarly to antiprotons, secondary positrons are gen-
erated by collisions of CR hadrons with the ISM. Thus
we consider the absolute flux of CR positrons rather
than positron fraction e+/(e−+ e+), because it permits
to avoid further assumptions on the injection spectrum
of primary electrons. The predicted flux of secondary
positrons is shown in the top panel of Fig. 7. The black
solid line represents the THM model calculations under
the best-fit parameter set, while the shaded band is the
corresponding total uncertainty. The positron flux pre-
dicted by our model is significantly harder than that aris-
ing from the OHM setting. The main reason for this dif-
ference is that CR positrons detected at Earth have spent
a large fraction of their propagation time in the region
close to the Galactic disk. Given the shallow diffusion of
CRs in the inner halo, the flux steepening effect induced
by diffusive propagation is expected to be milder for the
THM model, in comparison with standard OHM calcu-
lations. In addiction to diffusive propagation, however,
energy losses arising from synchrotron radiation and in-
verse Compton processes have an important impact in
reshaping the spectrum of charged leptons. For these ef-
fects, the energy loss rate is of the type b(E) = b0E
2, with
b0 ∼= 1.4×10−16 GeV−1 s−1 [12]. The time-scale of these
processes is τ = (b0E)
−1
, so that the typical diffusion
scale distance is of the order of λ ∼ √τ D. More pre-
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FIG. 7. Top: secondary positron flux in CRs as function of ki-
netic energy. Model calculations are shown in comparison with
the data from AMS-02 [4] and PAMELA [6]. The solar modula-
tion level is set to φ = 500 MV. Bottom: estimated uncertainties
for the positron flux arising from CR injection and propagation,
production cross-sections, and solar modulations.
cisely, for the propagation of CR electrons and positrons
from the Galactic disk, one can write
λ(E,E0) = 2
{
D0E
δ
b0E(1− δ)
[
1−
(
E0
E
)δ−1]} 12
, (11)
where E0 is their initial energy. For detected positron
energy E in the O(100 GeV) energy scale and E0 & E,
it can be seen that the diffusion distance λ is always
. 1 kpc for our best-fit propagation parameters. Hence
the propagation histories of high-energy positrons de-
tected at Earth take place essentially in the inner halo.
In this region, the CR positron fluxes are of the type
J+ ∼ (τ/D)1/2Qsec so that, for proton-induced source
spectra Qsec ∼ E−γp , one has J+ ∝ E−γp− 12 (δ+1). Note
also that, for E0  E and in particular for E . 10 GeV,
the quantity λ(E,E0) can reach larger values. Thus, in
the general cases, CR leptons may experience propaga-
tion in both halos and their resulting flux at Earth is a
convolution over their propagation histories.
kinetic energy (GeV)
210 310 410 510
a
n
is
ot
ro
py
 a
m
pl
itu
de
-410
-310
-210
-110
1
ARGO
TIBET
Muon data
MACRO compilation
Other air showers
σTHM 1-
σTHM 2-
OHM
FIG. 8. Anisotropy amplitude from best-fit THM calculations
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calculations are shown for reference.
In the bottom panel of Fig. 7 we provide a breakdown
of the main sources of uncertainties associated with the
positron flux calculations. The errors on the production
cross-sections are estimated as in Delahaye et al. [47], i.e.,
by evaluating the effects of different cross-section param-
eterizations as a function of energy. The considered pa-
rameterizations are those proposed by Kamae et al. [48],
Tan & Ng [49], and Badhwar et al. [50]. The positron
source term is found to vary between 5% 30% with en-
ergy, depending on the adopted parameterization. The
uncertainties of solar modulation are estimated by vary-
ing the modulation potential φ similarly to the antipro-
ton case of Sect. III E. In comparison to other source of
uncertainties, solar modulation uncertainties are impor-
tant below 10 GeV. In comparison with the experimental
errors of AMS-02 measurements, they become negligible
above a few tens GeV. Uncertainty from CR propaga-
tion and injections are those estimated by the MCMC
parameter scan procedure. It is worth pointing out that
the positron flux is still softer than E−3 while the data
measured by AMS-02 is harder. To account for the miss-
ing flux, it is necessary to add some extra contribution
of high-energy positrons. Primary positron sources may
include nearby pulsars, old SNRs or dark matter parti-
cle annihilation. They are preferentially located within
relatively short distances.
G. Anisotropy
With the THM parameter setting of the best-fit con-
figuration, we have calculated the flux anisotropy ampli-
tude at the location of the Sun due to global leakage of
CRs from the Galaxy. In the diffusion approximation,
the anisotropy is dominated by the radial streaming of
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the CR flux. Its amplitude Aˆ is computed as:
Aˆ =
3D(R)
c ψ
|∇ψ| . (12)
The calculations are shown in Fig. 8 in comparison with
a compilation of data at energy E ∼ 100 GeV - 100 TeV.
The high degree of isotropy observed in CRs cannot be
accounted by standard models of CR propagation, which
suffer from a too fast increase of the anisotropy ampli-
tude at high-energy. In contrast, under our model, the
predicted anisotropy is found smaller and less energy de-
pendent than that generally predicted from standard dif-
fusion model [1]. From Eq. 12, the quantity Aˆ is highly
sensitive to the rigidity dependence of the local diffusion
coefficient, which in our model is found to increase as
weakly as ∼ R0.15. Furthermore, the slow diffusion of
CRs in the inner halo produces a small radial gradient
of the total flux, which contribute in lowering the over-
all anisotropy amplitude. In Fig. 8, the uncertainty band
arise from the knowledge on the total CR flux and on
the diffusion coefficient. While the former is well con-
strained by proton and He flux data, the latter suffers
from experimental uncertainties in the multi-TeV B/C
ratio. Hence the error band of Fig. 8 reflects, essentially,
the uncertainties on the B/C ratio.
Although the model agreement with the data is very
good, we stress that we do not include anisotropy data in
the likelihood, because there are other possibilities to ex-
plain the observations that are unaccounted by our model
[17]. For example, the level of anisotropy can be signif-
icantly affected by the presence of nearby and localized
sources of CRs, which is ignored in our calculations. Cal-
culations would depend on the assumed distances to the
closest sources and their ages, but the precise distribution
of sources is essentially unknown. Another possibility is
having a different (smaller) diffusion coefficient D in the
very local environment around the solar system, i.e., in-
side the local bubble, that would effectively isotropize the
locally observed flux.
IV. DISCUSSION
In this section we make some considerations about our
findings and discuss some limitations of our study. We
find that, overall, a THM scenario of diffusive propaga-
tion describes very well the observed properties of the
CR spectrum. The idea of having two diffusive halos
represent the simplest and physically consistent general-
ization of the standard CR propagation models, as the
latter assume that a unique diffusion regime is at work
everywhere. The origin of the two zones relies in the
link between CR diffusion and interstellar turbulence,
but this link is not self-consistently addressed under our
phenomenological implementation. Hence we have no a
priori prescription for the parameters describing spatial
extents or diffusion properties of these regions, and we
used the data for constraining their values. In this re-
spect, the MCMC method of parameter sampling is found
to be well suited for the purpose.
In all plots, OHM calculations are given for comparison
purposes. This model is intentionally tuned to data be-
low 200 GeV/nucleon energies, thus it underpredicts the
data at higher energies. To solve this problem, several re-
cent models based on homogeneous diffusion make use of
broken injection [15, 16, 24, 35]. With a break in the in-
jection spectrum at R ∼ 300 GV of rigidity, the data on
primary CR fluxes can be described well. This assump-
tion implicitly ascribes the observed spectral hardening
as an intrinsic property of CR sources, which might find
explanations in the time-dependent nature of DSA [31]
or in the feedback of accelerated particles on the SNR
shocks [51]. Under these models, secondary-to-primary
ratios do not show any tendency to flatten and the B/C
ratio decreases rather sharply at high energy (not dif-
ferently to the OHM line of Fig. 3). The incorporation
of diffusive reacceleration in CR transport may allow for
a better description of the current B/C data, including
the observed peak at ∼ 1 GeV/n energy. However, it re-
quires questionably large values for the Alfve´nic speed
(of the order of vA ≈ 30-40 km/s) and the introduction
of additional injection breaks at R ∼ 10 GV to avoid the
production of unphysical bumps in primary spectra. A
striking difference between the two models, OHM and
THM, is their prediction for secondary antimatter pro-
duction. Given the role of antiprotons in dark matter
searches, the discrimination among the two scenarios is of
crucial importance. Accurate measurements of the B/C
or Li/C ratios at the TeV energy scale will be hopefully
able to achieve such a discrimination [2, 3].
There are some important simplifications in our calcu-
lations that we briefly discuss. First, our work is based
on the usual picture that the CR flux arises from a large
population of contribution SNRs. These SNRs are mod-
eled as steady-state and continuously distributed on the
Galactic plane. However, the stochastic nature of SNR
events may induce deviations in our predictions. In par-
ticular the anisotropy amplitude is critically sensitive to
nearby-source contributions to the flux. Also, the pres-
ence of CR accelerators in our local environment may
also appear in primary or secondary spectra [17–19]. A
second simplification concerns the properties of the very
local interstellar medium. The solar system is situated
inside a ∼ 200 pc-sized underdense environment, the local
bubble, which may influence the production of radioac-
tive isotopes such as 10Be or 27Al [32]. In this work,
data on the 10Be/9Be ratio play a key role in determin-
ing the properties of the inner halo. These results rely
on the simplified hypothesis that the interstellar gas is
smoothly distributed on the Galactic plane. Also, a pre-
cise interpretation of the 10Be/9Be ratio may require a
better modeling of the solar modulation effect. Given the
large error bars of the existing data, we found that the
uncertainties arising from solar modulation are not crit-
ical, hence we adopted a simple conservative approach.
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With the availability of precision data on 10Be/9Be or
Be/B ratios, an improved modeling will be required on
this side.
We also note that the fitting procedure of Sect. II C
requires that all errors that make up the likelihood are
uncorrelated with each other. This assumption breaks
down for high-statistics measurements dominated by sys-
tematic errors. For these experiments, however, bin-to-
bin correlations matrices are not available. Hence we
may have slightly over-estimated the THM uncertainties
on primary CRs. On the other hand, in the model pre-
dictions of antiparticle spectra, the systematic uncertain-
ties from solar modulation and production cross-sections
have been treated separately and eventually summed in
quadrature. Since no Gaussian behavior is expected from
these uncertainties, and their PDFs are unknown, we did
not define 1-σ and 2-σ confidence levels for these errors.
V. CONCLUSIONS
Understanding acceleration and propagation processes
of CRs in the Galaxy is a central question in astrophysics.
In this work, we have performed a large scan on the CR
injection and transport parameter space using a spatial-
dependent model of CR diffusive propagation. More
specifically, we set up a numerical implementation of a
two-halo model where CR propagation takes place in two
regions characterized by different energy dependences of
the diffusion coefficient. As shown, such a model is able
to account for several observed properties of Galactic
CRs such as the energy spectra of primary nuclei, the
shape of secondary-to-primary ratios, the relative abun-
dance of radioactive isotopes, and the high-degree of flux
isotropy. In particular, a distinctive feature of this model
is a high-energy hardening of secondary to primary ra-
tios. Using a large variety of CR data, and a selected
set of key astrophysical parameters, we have performed
a global Bayesian analysis based on a MCMC sampling
technique. With this method we obtained the marginal-
ized probability density functions for several free param-
eters while properly accounting for their correlations.
By testing our model of CR propagation using a large
set of experimental data, we have inferred that the inner
halo surrounds the Galactic plane for a vertical extent
of about ξ L ≈ 900 pc. The estimated size of this re-
gion supports the conception that SN explosions are the
source of magnetic turbulence in the Galactic disk while
in the far outer halo, where the SNR activity is reduced,
the turbulence is driven by CRs themselves. According
to our estimates, the inner halo is characterized by a
small dependence for the diffusion coefficient with rigid-
ity, D ∝ R0.15. From this dependence, the high-energy
flux of Galactic CRs near the solar system results in a
high degree of flux isotropy, with amplitude Aˆ ≈ 10−3
in the multi-TeV energy region, in nice accordance with
observations.
A prime goal of our work is to perform an evalu-
ation of the astrophysical antimatter background and
its uncertainties in the highest measured energy region.
We have assessed the uncertainties associated with the
main ingredients of the calculations of antiproton and
positron production from collisions of CRs with the gas.
Astrophysical uncertainties from injection and propaga-
tion have been obtained from our MCMC global scan in
terms of 1 − σ and 2 − σ envelopes on the MCMC out-
put for antiproton and positron fluxes. Other relevant
systematic errors are those associated with production
cross-sections. To evaluate antiproton production cross-
sections and corresponding uncertainties, we made use of
hadronic MC generators in combination with recent p-p
and p-C data from high-energy collision experiments. We
have eventually presented the model predictions for the
positron flux and the antiproton/proton ratio between
∼ 0.5 and ∼ 1000 GeV of kinetic energy. Our secondary
production calculations for the CR positron flux, in spite
of large uncertainties in the modeling, cannot account for
the data without the introduction of some extra compo-
nent of primary positrons. In contrast, the new p¯/p ratio
reported by AMS-02 is fairly well described by our cal-
culations within the estimated errors. We obtained an
improved level of level of agreement in comparison with
other recent works in which the preliminary AMS-02 data
were found to lie at the upper edge of the uncertainty
band. It has been noted, in fact, that a mere astrophys-
ical interpretation of the AMS-02 antiproton data de-
mands a weak energy dependence for the CR diffusion at
high energy. But this tension cannot be satisfactorily re-
solved with standard diffusion models given the observed
decrease of the B/C ratio. In comparison with conven-
tional models of CR propagation, secondary antiparticle
fluxes from our calculations are considerably enhanced at
the highest detectable energies. For both species, and in
particuar for antiprotons, uncertainties arising from CR
propagation are still the dominant contribution at high-
energy. In the near future, with the availability of more
precise B/C data from AMS-02, CALET or DAMPE,
all uncertainties related to the modeling of CR propa-
gation are expected to be dramatically reduced, so that
nuclear uncertainties will represent a major limitation for
the interpretation of CR data. Thus we consider critical
to improve the cross-section measurements and we hope
that ongoing particle physics experiments at LHC will
provide valuable data on antiproton production.
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Appendix A: models of p¯ production cross-sections
In the past 20 years, antiproton production cross-
sections parameterized by Tan & Ng [49] have been
widely used in CR propagation calculations. Due to the
lack of high-energy measurements, this semi-empirical
parameterization has been tuned to the experimental
data avaliable at the epoch and then extrapolated to the
relevant energies. Recently, high-energy collision exper-
iments have triggered some efforts in updating the an-
tiproton cross-section models [53–55].
In this Appendix, we make use of recent data on an-
tiproton production from p-p and p-C collisions reported
by NA49 [56], BRAHMS [57], and ALICE [58], to con-
strain the cross-section calculations of MC generators
such as EPOS LHC, EPOS 1.99 [45], SIBYLL [59], and
QGSJET-II-04 [60]. These MC generators are widely
used in the simulation of extensive CR air showers and
have been recently tuned to reproduce minimum bias
LHC Run-1 data [45, 60].
Figures 9, 10 and 11 show the p¯ production cross-
sections measured by the NA49 experiment at CERN.
In this experiment, antiprotons are generated by a 158
GeV/c momentum proton beam extracted at the Super
Proton Synchrotron interacting on H or C steady tar-
gets. Figure 9 shows the Feynman x-spectra of antipro-
tons xE/pi (dσ /dxF) as function of the Feynman scaling
variable xF , where xE = 2E
∗/
√
s and xF = 2p
∗
L/
√
s, be-
ing E∗ and p∗L the p¯ energy and momentum longitudinal
component in the center of mass frame. Correspond-
ing calculation from MC generators are superimposed.
It can be seen that EPOS LHC performs slightly better
than other models. Figures 10 and 11 present the NA49 p¯
production invariant cross-section for two different trans-
verse momenta, pT = 0.1 and 0.2 GeV/c. The agreement
with the EPOS LHC generator if fairly good, also for the
dependence with transverse momentum.
Figure 12 shows a similar measurement reported by the
BRAMHS collaboration. The measurement is operated
the RHIC collider, Brookhaven National Laboratory, by
p-p interactions at center of mass energy
√
s = 200 GeV.
Data are displayed for two different values for the rapid-
ity y, as function of pT and compared to simulations.
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FIG. 9. Feynman x-spectra of antiprotons, in p-p (top)
and p-C (bottom) collisions measured by the NA49 experi-
ment [56] (dots). Corresponding calculation from MC gener-
ators are superimposed (lines).
Rapidity is defined as:
y =
1
2
ln
(
E? + p?L
E? − p?L
)
. (A1)
The most accurate description of the data comes from
EPOS 1.99. These data are collected at relatively high
pT , in a region that has little impact for the p¯ secondary
production in cosmic rays. However, BRAHMS data con-
tribute to the understanding of the overall MC model va-
lidity and to the determination of the uncertainties to be
associated with the MC model in an energy range where
no other data are available.
In Fig. 13 it is compared the p¯ production yield mea-
sured by ALICE at CERN using p-p interactions at LHC
with
√
s = 900 GeV. Data are shown for the rapidity
range |y| < 0.5 as function of pT . The comparison with
MC generators shows a good agreement with EPOS LHC
and QGSJET-II-04 at all pT -values, and agreement with
EPOS 1.99 for pT > 1.2 GeV/c.
Due to the better agreement with data of EPOS model,
EPOS LHC has been chosen as reference model. EPOS
1.99 is used in the following to cross check the calculation
of the systematic error associated to the MC predictions.
In the laboratory frame the proton momentum for
NA49, BRAHMS and ALICE are pNA49 = 158 GeV/c,
pBRAHMS = 21 TeV/c and pALICE = 432 TeV/c. The p¯
production in the incident proton momentum range be-
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FIG. 10. The p-p→ p¯ production invariant cross-section mea-
sured by the NA49 experiment [56] (dots) for two transverse
momenta pT = 0.1, 0.2 GeV/c (top, bottom), as function of
the Feynman-x variable xF . Corresponding calculation from
MC generators are superimposed (lines).
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FIG. 11. The p-C→ p¯ production invariant cross-section
measured by the NA49 experiment [56] (dots) for two trans-
verse momenta pT = 0.1, 0.2 GeV/c (top, bottom), as func-
tion of the Feynman-x variable xF . Corresponding calculation
from MC generators are superimposed (lines).
tween few hundreds of GeV/c and 10 TeV/c has not been
measured yet, despite this is the range of interest for the
the estimation of the cosmic rays p¯ production in the re-
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FIG. 12. The p-p→ p¯ production invariant cross-section mea-
sured by the BRAHMS collaboration [57] (dots) for two ra-
pidities y = 2.95, 3.3 (top, bottom) as function of pT . Corre-
sponding calculation from MC generators are superimposed
(lines).
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FIG. 13. The p-p→ p¯ production yields measured by AL-
ICE [58] (dots) for rapidities in the range |y| < 0.5 as func-
tion of pT . Corresponding calculation from MC generators
are superimposed (lines).
gion accessed to the AMS-02 [10] and PAMELA [6] p¯/p
data.
To evaluate the error associated to the MC prediction
due to the discrepancies between the model and the avail-
able data we minimize separately the χ2 of each exper-
iment NA49, BRAHMS and ALICE with respect to a
16
p (GeV/c)
1 10 210 310 410 510
EP
O
S-
LH
C
 
/ k
EP
O
S-
1.
99
k
0.9
0.95
1
1.05
1.1
FIG. 14. Mean ratios between gaussian fits of models and EPOS
LHC as a function of projectile proton momentum. The shaded area
stands for the corresponding sigma of the gaussian.
normalisation factor k:
χ2 =
N∑
j
(
kfMCj − fDataj
)2
σ2j
(A2)
where j runs over the N measurements of a single exper-
iment, fDataj and σj are the value and error of a single
data point, and fMCj is the corresponding MC prediction
for the single data point kinematics. The estimated k is
close to 1 (the discrepancy is in the 2-4%range) while the
normalisation error ∆k is 4% for NA49 and about 10%
for the other two experiments. In the following we will
use ∆k as an estimation of the systematic error associ-
ated to data and MC discrepancies.
To interpolate the error over the entire momentum
range, we define a global variable χ2glb as a function of
projectile momentum p:
χ2glb (p) =
∑
i
w (p; pi)χ
2
i (A3)
where the subscript i runs over the three experiments
NA49, BRAHMS and ALICE, and wi (p; pi) is a weight-
ing function that has a gaussian shape with maximum at
pi and is defined such as
∑
i wi (p; pi) = 1 at all momenta
p. From the χ2glb distribution ∆k can be estimated for all
momenta. This procedure has been repeated using the
EPOS 1.99 model and the two models lead to consistent
results. The resulting level of cross-section uncertainty
is shown in Fig. 14. This uncertainty is about 3.5% at
momentum below 160 GeV/c. It increases slowly with
momentum to become ∼ 9% at p = 105 GeV/c. Up to
105 GeV/c of momentum, the difference between EPOS
LHC and EPOS 1.99 is within the assigned uncertainties.
The antineutron yield has also been investigated. Tra-
ditionally it has been assumed that σpp→n¯ ≡ σpp→p¯,
which gives an antineutron flux contribution identical to
that of direct antiproton production. Preliminary studies
FIG. 15. Mean ratio between antineutrons and antiprotons from
p-p collisions as function of the ppri (primary proton momentum)
and psec (momentum of the secondary antiparticle) predicted by
EPOS LHC.
on deuteron-proton interactions have suggested a possi-
ble enhancement of the antiproton yield from n-p col-
lisions with respect to p-p [61], which would indicate a
preferential production of p-n¯ pairs compared to n-p¯ pairs
generated in p-p collisions. Based on these data, recent
parameterizations proposed a factorized scaling of the
type σpp→n¯ ≡ κn × σpp→p¯, with κn = 1.3 ± 0.2 [53] or
κn = 1.37 ± 0.06 [55]. Under EPOS-LHC, the ratio n¯/p¯
is in general not constant over the phase space, rang-
ing from 1 to 1.9 or more as shown in Fig. 15. However,
QGSJET-II-04 and Sibyll show no clear preference for n¯
production, similarly to other hadronization models such
as PYTHIA or DPMJET [55].
To account for uncertainties on antineutron produc-
tion, we conservatively assumed a full correlation with
the uncertainties in antiproton production. This con-
tributes appreciably to the errors on the antiproton
source term. Improving measurements on antineutron
production is clearly essential for reducing the uncertain-
ties in the CR antiproton flux.
A minor contribution is the one arising from non-
annihilating inelastic collisions of CR antiprotons in the
ISM, i.e., those processes such as p¯+p→X+p¯′ where the
kinetic energy E′p¯ of the final state antiproton is lower
than its initial energy Ep¯. These reactions generate a
so-called “tertiary” components of CR antiprotons that
we have included using the parameterization of Tan &
Ng [52]. The energy distribution of tertiary antiprotons
is taken proportional to E−1p¯ , being Ep¯ the energy of
the secondary antiprotons. This component is important
only in the GeV energy region.
We found that, at high energies, the antiproton source
term calculated with EPOS LHC is slightly larger than that
of di Mauro et al. [53], but the two models are consistent
each other within the estimated level of nuclear uncer-
tainties (under the same model of CR transport). Both
models lead to larger antiproton source term in com-
17
parison to previous parameterizations. After accounting
for propagation effects, our predicted antiproton flux is
larger than that of other works. This feature arises from
our spatial-dependence modeling of CR diffusion.
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