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Abstract 
Job scheduling in flexible production systems is a complex task even for simple cases. 
This paper deals with this problem using fuzzy set theory and genetic algorithms. Fuzzy 
techniques allow us to define global performance measures expressing different and of- 
ten conflicting objectives of the production. Moreover, according to a fuzzy multi-crite- 
ria algorithm, we propose a methodology to combine various heuristics, with different 
weights, in a single dispatching criterion. A genetic optimization process selects the 
weights guaranteeing good system performances. A case study and some extensive sim- 
ulations show the efficiency of the methodology. © 1998 Elsevier Science Inc. All 
rights reserved. 
Keywords. Flexible flow lines; Fuzzy sets; Genetic algorithms; Multi-criteria; Decision 
making 
1. In t roduct ion  
Scheduling methodologies play a key role in managing modern automated 
manufactur ing systems, since they allow opt imizat ion of  both hardware (nu- 
merical control  machines, material  handl ing devices, etc.) and software (infor- 
mat ion flow, data base content, etc.). On the other hand poor  scheduling 
policies decrease resource uti l ization and increase costs, product ion times 
and inventory. According to the classical point  of  view, combinator ia l  optimi-  
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zation techniques are the main tools for dealing with scheduling issues. How- 
ever, due to their intrinsic complexity, such optimization problems have not 
analytical solutions except for very simple cases [6]. Therefore, the effectiveness 
of classical scheduling theory in most production environment is minimal [15]. 
Real industrial plants require high flexibility and fast response time to face 
the changing market demand and the pressure of competition [14]. Thus, 
scheduling must have dynamic features, i.e. the policies may be rapidly varied 
according to changing production objectives and system conditions. For this 
reason scheduling procedures that tend to be time-consuming (such as many 
optimum seeking procedures suggested for job shops) are not appropriate. 
Furthermore, constraints in combinatorial optimization often result t¥om 
the need of tractability in mathematical formulation rather than from physical 
limits of the plant. On the other hand, production goals are imprecisely spec- 
ified and conflicting with each other. Hence conventional scheduling rules usu- 
ally do not yield satisfactory results but multiple objective optimization 
approaches appear more appropriate. In conclusion, the weakness of classical 
scheduling methodologies calls for new approaches to the control of automated 
manufacturing systems. 
In recent years, among many emerging methodologies, Fuzzy Logic (FL) has 
shown some interesting potentiality in different aspects of the scheduling prob- 
lem in flexible production floors [24]. FL has been successfully introduced as 
means of constraint relaxation, for determining approximate solutions and com- 
promises and for modeling human decision-making. Referring only to papers 
strictly related to our approach, Hintz and Zimmermann [14] use fuzzy linear 
programming, taking into account he uncertainties of the planning situation, 
to determine the master schedule of the plant and fuzzy rules with linguistic vari- 
ables as an evolution of priority rules for loading and dispatching parts in the 
system. In [21], Slany describes an approach combining a fuzzy multiple-con- 
straint satisfaction algorithm with a heuristic repair method for scheduling a
steel-making plant. Developing a heuristic hierarchical pproach based on fuzzy 
logic, in [7] Custodio et al. introduce a modified version of Yager's formulation 
for resource allocation in the operation control (lower level) and use a fuzzy rule 
base for short range production planning (middle level). In [2], Angsana and 
Passino develop a distributed control system with performance comparable to 
those of conventional schedulers and with self-tuning capabilities. Finally, refer- 
ring to job-shops, Roy and Zhang [18] propose another fuzzy dynamic schedul- 
ing algorithm that combines different rules through fuzzy sets and operators. 
Utilizing fuzzy set theory and genetic optimization, this paper follows two 
main directions. The first one is the definition of a multiple performance mea- 
sure expressing conflicting and not precisely defined requirements. In our ap- 
proach, each single production objective has an associated performance 
measure (e.g. Mean Flow Time of jobs, Mean Tardiness of jobs, Makespan 
or Resource Utilization) and a predefined weight hat quantifies its importance 
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in the global performance measure. In particular, we define suitable member- 
ship functions to convert the single performance measures into fuzzy values 
and to compute the global index. 
The second direction is the synthesis of a multi-criteria control technique for 
the job sequencing. Notoriously heuristics are effective means to solve scheduling 
problems in complex manufacturing environments, where exact analytical opti- 
mization methods fail. However, since no single rule is dominant across all pos- 
sible solutions, it is important o develop scheduling criteria utilizing many 
appropriately weighted ecision rules. Following Yager's approach [23], we com- 
bine a set of heuristic rules in a single dispatching criterion, according to a simple 
multi-criteria decision-making algorithm. Then, we grade the incidence of each 
rule in the overall criterion by selecting rule weights appropriately. In this way, 
we improve the system behavior by adapting the multi-criteria dispatching rule 
to any given production system. On the other hand, the influence of each heuristic 
on the production system performance is generally unpredictable. So, we conduct 
the search of suitable weights by coding the rule weights into binary strings and 
using them as chromosomes in a genetic optimization process. We achieve the so- 
lution by comparing simulation runs of the given production process and by using 
the above mentioned multi-objective performance measure as fitness function. 
Our approach appears particularly adequate to face scheduling problem in 
complex production environments. In fact, the fuzzy multi-heuristic policy 
has a very low complexity, comparable to that of the component dispatching 
rules, widely adopted in manufacturing practice. Moreover, while dispatching 
rules have a fixed behavior, our strategy incorporates a versatile and evolute 
method that considers multi-facetted production objectives for adapting the 
scheduling policy to different operating contexts. 
To show the potentiality of the proposed approach, we consider two flexible 
production lines and compare the multi-criteria policy with classical dispatch- 
ing rules. In our test cases, the optimized combination of rules leads to higher 
values of almost all the performance measures used in the comparison, includ- 
ing our fuzzy multi-objective index. 
The organization of this paper is as follows. Section 2 describes the multi- 
criteria approach and Section 3 applies the method to set service priorities of 
jobs queuing at each machine in the system. Section 4 introduces the fuzzy 
multiple performance measure. Section 5 describes the Genetic Algorithm 
(GA) for the optimization of the scheduling policy and Section 6 shows the re- 
sults of simulation experiments. Final remarks are drawn in Section 7. 
2. The multi-criteria algorithm 
Our scheduling approach is founded on a simple multi-criteria lgorithm in- 
troduced by Yager [23] and briefly described in the following. 
/% (Ai) = a,:/. 
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A multi-criteria decision problem consists in choosing an alternative A:, 
from the set of  all possible alternatives , /  {A~, A2, . . . ,  Aq}, that maximizes 
the satisfaction of a set of  criteria or decision rules .~ = {RI,R2,... ,R,.}. I f  
air is a measure of  how much the alternative A: satisfies the criterion R/ and 
0 ~< a,:/~< 1for all i and j, then the set of  satisfaction degrees for a given criterion 
R /can  be considered a single fuzzy set A': with membership function: 
(1) 
We can define a global criterion D by combining all the criteria in .~: 
D=R~ AND R2 AND. . .AND R,. 
that can also be viewed as a fuzzy set D: 
D:R I  NR2 N.. .  NR,. 
with the membership function: 
l~(A,) = min [/l~ (Ai)]. 
(2) 
(3) 
At this point, we select as final choice the alternative A ~ with the highest satis- 
faction degree in the global criterion D, i.e. 
~(A  ~) max [//~(A,)]. (4) 
I .<i~q 
To stress different degrees of  importance for the criteria constituting D we 
use a weight scale in the decision-making process. According to Yager [23], ex- 
ponential weights on the membership grades represent an effective way to build 
a scale of  importance. In fact, the values iL~:(Ai) decrease (increase) if raised to 
a power w/> 1 (u~/< 1). Since the membership function of  the global criterion 
D is defined as the minimum of the membership functions of  all criteria, expo- 
nential weights greater (smaller) than one increase (decrease) the influence of 
that criterion. In particular, exponent w:= 0 makes the decision insensitive 
to criterion R/, because its membership function is equal to one for each alter- 
native. 
3. The dispatching criterion 
Consider a set o fn  job types j - {J~ ,~ , . . .  ,J,,} receiving service on a set of 
machines ..# = {Ml, M2, . . . ,  Mm }. A job type Jy can be viewed as a set of  h op- 
erations J / -  {o u, oz/, • • •, oh/} to be performed on a given subset of  .#.  In the 
case of  flexible lines the operation sequence is fixed and cannot be modified 
during the production. With each J/ we associate a set of  parameters, as the 
processing time of ith operation t~/, the release date r: (time at which the job 
is available for the first operation) and the due date d/(t ime at which the job 
must be completed). Associated with each machine Ms there is a finite capacity 
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buffer bi hosting jobs in queue for operation on that machine. The task of the 
scheduler is to set the processing priorities in each queue of jobs, i.e. to estab- 
lish the order of processing parts on each machine Mi, on the basis of the pa- 
rameters associated with each job in the queue. 
A scheduler for a job shop can be determined in various ways. Queuing net- 
works generally do not have sufficient modeling capability to address detailed 
scheduling problems. So far, such models have been used to address Flexible 
Manufacturing System (FMS) design problems quantitatively and FMS plan- 
ning problems qualitatively [17]. On the other hand, optimal and enumerative 
methods often clash with the combinatorial complexity of real cases. Conse- 
quently, heuristic methods till represent the most adopted class of tools to face 
this problem. Dispatching rules [4,13,16] as Shortest Processing Time (SPT), 
Earliest Due Date (EDD), Largest Number in Queue (LNQ) or First Come 
First Served (FCFS), are the most used heuristics in scheduling problems be- 
cause they provide a good trade-off between simplicity and effectiveness of 
the solution procedure. Table 1 shows frequently used dispatching rules, while 
the aforementioned papers yield more complete lists. However, the perfor- 
mances of heuristic rules are highly system-dependent. Namely, each system 
deserves an individual and detailed simulation study of various loading and 
real-time dispatching strategies. Therefore the idea of combining different heu- 
ristics in a unique criterion directly originates from the need of more robust 
and versatile techniques for solving the scheduling problem in a flexible envi- 
ronment [9]. 
In a flexible line, whenever a machine Mi completes an operation, a new job 
must be selected among those waiting in the buffer bi. Hence, in this case the 
types of job waiting in queue constitute the set of alternatives ~.  In this paper 
we select the job type, even if, in a more general case, each single job can rep- 
resent an alternative. 
We use a set of dispatching rules as decision criteria. The following example 
shows how to compute the degree of satisfaction of each alternative for each 
rule. 
Example 3.1. Suppose that three different job types, Jc,, Jl, and J~,, are waiting 
for service at the machine Mi. To combine SPT, EDD and LNQ rules in a 
single criterion, let the job types have the following parameters: 
J,, J~ J, 
t(j 100 50 20 
dj 600 300 900 
n/ 4 2 1 
where n i is the number of jobs of the same type queuing in the buffer. As indi- 
cated by the entries in boldface, in these conditions SPT rule selects a job of 
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Table 1 
Frequently used dispatching rules 
Based on arrit,al time 
FCFS 
FASFS 
Based on processing tones 
SPT 
SRPT 
Based on due ~htte 
EDD 
MDD 
MOD 
Based on number (~1 operations 
FOR 
Based on slack 
SLACK 
SSLACK 
Based oll setup thnes 
SST 
Based oll queues status 
LNQ 
Based on next queue status 
WINQ 
NINQ 
First Come First Served: select he job arrived first at the 
machine. 
First At Shop First Served: select he job first arrived at 
the shop. 
Shortest Processing Time: select he job with the shortest 
processing time of imminent operation. 
Shortest Remaining Processing Time: select he job with 
the shortest sum of processing times of all the remaining 
operations. 
Earliest Due Date: select he job with the earliest due 
date d~. 
Modified Due Date: select he job with the minimum 
value of df = max(tn,,~ + P,j, dr), where P,~ is the total 
remaining processing time for job j at its ith operation. 
Modified Operation Due date: select he job with the 
minimum value o f~ = max(t,o,, + t,~. d~/)where d, i is the 
due date of operation i for job j. 
Fewest Operations Remaining: select he job with the 
smallest number of remaining operations. 
Slack: select he job with the least amount of available 
time before due date for remaining operations. 
Static Slack: selects the job with the minimum value of 
static slack s / -  d / - rJ - El, where P/ is the total 
processing time of job j. 
Shortest Setup Time: select he job with the shortest 
setup time for the imminent operation. 
Largest Number in Queue: select he job with the largest 
number of jobs of the same type waiting for service. 
Work In Next Queue: select he job that requires the 
next operation in the machine having the minimum 
work load. 
Number of jobs In Next Queue: select he job that 
requires the next operation in the machine having the 
shortest queue. 
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type J,, EDD rule selects a job of type Jb and LNQ rule selects a job of type J,. 
To apply our algorithm we have first to transform jobs parameters in satisfac- 
tion degrees for each rule and then we must select he alternative that maximiz- 
es the combination of rules. 
A simple way to obtain satisfaction degrees from real valued parameters i  
the normalization respect o their maximum or minimum values. Namely we 
have 
_ drain n i 
/ lSpT ( j / )  train t /EDD ( j j )  - , #LNQ( j / )  = . 
t,j ' dj //MAX 
These definitions can be easily extended to other rules. The following table 
shows the values corresponding to each rule, the satisfaction degrees of the 
Multiple Rule Criterion (MRC) and the alternative with the highest grade (in 
boldface). In this case we consider equal weights for all the rules. 
SPT 
EDD 
LNQ 
MRC 
J. & J~. 
0.2 0.4 1 
0.5 1 0.33 
0.5 0.25 
3.2 0.4 0.25 
In conclusion, the final choice of the MRC is job type jh. 
The next example describes the effect of rule weights on the job type selec- 
tion. 
Example 3.2. Assume the same conditions of Example 1. We want to emphasize 
the influence of the rule SPT. Using an exponential weight WSPT = 2 and a 
weight of 0.5 for the remaining rules we obtain the following weighted 
satisfaction degrees: 
SPT 
EDD 
LNQ 
MRC 
I,, & J~ 
0.04 0.16 1 
0.71 1 0.57 
0.71 0.5 
D.04 O. 16 0.5 
Hence, increasing the influence of rule SPT, the MRC selects the job type J,.. 
As we have shown, the scheduler is completely determined by the couple 
{.~, w}, where ~ is the set of heuristic rules considered in the multi-criteria l- 
gorithm and w is the vector of the exponential weights for the above rules. The 
choice of elements composing .~ for a given problem is difficult, either because 
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the number of possible combinations i very high and because very few general 
information on the effects of the single rules are available. However, a rational 
choice should include few rules based on independent parameters, avoiding ex- 
cessive complexity. The determination of suitable rule weights is an even harder 
task but, as shown later in this paper, it can be effectively tackled using guided 
search techniques as GAs. 
4. The fuzzy multiple performance measure 
Technical iterature offers many ways for evaluating the performances of a 
scheduling policy. They include measures of costs, of inventory, of resource uti- 
lization and of throughput. Table 2 shows some example of widely adopted 
performance measures. However, usually primary production control goals, 
e.g. maximizing the profit, cannot be directly identified with values of one or 
more performance measures. Furthermore, analysis of these measures indicate 
that a scheduling procedure which works well for one criterion is not necessar- 
ily the best for some other [17]. Thus, a more realistic evaluation of a schedul- 
ing policy should at least consider a trade-off between the multiple aspects of 
the system behavior. For example, surveying problems related to the imple- 
mentation of FMSs, Smith et al. [22] state that research should be directed to- 
ward scheduling procedures regarding satisfaction of due dates as primary 
objectives and considering machine utilization and minimization of WIP inven- 
tories as secondary objectives. On the other hand, to date most FMS schedul- 
ing research concentrates on criteria involving machine utilization and 
avoidance of the bottlenecks. Such considerations directly lead to the idea of 
a unique figure combining different performance measures. 
Since the early developments in the field of fuzzy logic, Bellmann and Zadeh 
[3] used fuzzy sets to represent objectives and constraints in uncertain environ- 
ments. Namely, fuzzy sets really lend themselves to combine different perfor- 
mance measures in scheduling issues, as described in the following. 
Table 2 
Examples of performance measures 
JO[+ ])[Ir+IDIC[CFS inccIsllrcA" 
Complet ion t ime 
Flow time 
Lateness 
Tardiness 
Silo 1) ])elr(llT1ClCl's 171caA'llre,,v 
Makespan 
Work in progress 
Resource uti l ization 
CJ 
F, C/ r/ 
L/ -- C/ d/ 
T, -- max{0, L/} 
Time spent to complete the entire batch of n jobs. 
Sum of all jobs present in the shop at t ime l ...... 
Thus~ 
R,, = T, dl,,+]~,L, sy
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Suppose that we have to combine s performance indices {x~ c X, ] i 
1 . . . .  ,s} where Xi is the spanning range of the index xi. For each index we 
can define a fuzzy set Fs expressing the degree of goodness of the index value. 
More precisely t%(x , )  maps the range X, in [0,1] so that if the value of the per- 
formance is high (small) the membership grade IL#,(x~) is close to one (zero). 
We can define a fuzzy set . f  on the universe .i' = Xt x ~ x -.. x iV, that 
combines all the fuzzy sets of the single measures 
,Y=F I  xF ,  x - - "  xF ,  
with 
(5) 
pT(x) min [t~T (x.)] x E .~' (6) 
1 i .~ t 
Clearly, there is a close analogy between expressions (5), (6) and definitions (2), 
(3) leading to the MRC. 
Exponential weights ci can also be used to implement a scale of importance 
in the multiple measure. As their effects have been previously described, we di- 
rectly introduce the final expression for the weighted multiple fuzzy measure: 
7*  - (T , ) " '  x (T2)"  x . . .  x (~,.)"~ (7) 
with 
t,7,(x) = min ~'[l,T,(x,)]'"'~, x c (8) 
J 
In conclusion, the multiple performance measure is determined by the mem- 
bership functions of the s indices/~,(xi) and by the exponential weights c,. Al- 
though a single weighting factor cannot easily express the importance of each 
criterion in an overall performance evaluation, we can estimate the weight v, by 
considering the relative importance that experts would assign to it. When the 
number of evaluation criteria is high, a technique based on pairwise compari- 
son, e.g. the Analytic Hierarchy Process (AHP) proposed by Saaty [20], could 
be profitably used. 
The definition of the membership functions lq:,(xi) is an even more complex 
key point. Due to the intrinsic nature of fuzzy sets, the choice of a membership 
function is always a matter of human judgment. However, any available infor- 
mation should be considered in the definition of the universes, i.e. the ranges of 
the single indices, and in the assignment of the satisfaction degrees. If no infor- 
mation about reference values for the performance indices is available in ad- 
vance, simulation data analysis should be considered. 
5. The genetic algorithm 
This section describes how to use an Evolutionary Algorithm (EA) to opti- 
mize the weights w expressing the importance of each heuristic in the MRC. 
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Note that in the optimization procedure weights l~, representing objective hier- 
archy are fixed and defined a priori. 
According to Fogel [11], EAs gather all the techniques that perform guided 
stochastic searches with a close analogy to natural evolution processes. Usually 
they are classified in four main subclasses, Genetic Algorithms, Evolutionary 
Programming, Evolutionary Strategies and Genetic Programming. All these 
techniques hare the same iteration schema: the initialization of a population 
of solutions, the generation of new solutions by randomly altering the existing 
ones, the selection of "surviving individuals" according to a previously chosen 
objective function (the "fitness") and the production of new offspring by alter- 
ing and combining the surviving individuals. 
EAs have nowadays gained a primary importance in the field of scheduling, 
together with other stochastic search methods as Tabu Search and Simulated 
Annealing. Blazewicz et al. [5] provide a detailed overview and comparison 
of these search strategies with conventional ones in the field of scheduling. 
In general, EAs are used in scheduling for searching iteratively the best path 
in the tree of all possible decision sequences, which is often too wide for exact 
searches. However, EAs are not well suited for fine tuning structures, so that 
variations improving local search efficiency are frequently added. In our ap- 
proach, we choose a GA as optimization strategy due to its ability to identify 
in short time regions of the solution space where the MRC has the desired be- 
havior. Namely, as stated earlier in Section 4, the objective function is a com- 
bination of partial objectives whose satisfaction is modeled through fuzzy sets. 
Therefore, in such approximate context, local fine search is not a key-issue and 
the GA is implemented in a direct way. 
The task of the GA can be formalized as follows. Given a set :~ of r rules to 
be combined on each of the m machines and an initial vector w0 of u = rm rule 
weights, find the vector w* which determines the highest value of satisfaction in 
the predefined fuzzy multiple performance index #, . The following steps com- 
pose the GA developed for this task. 
Step 1 (Initialization of the population): a generic vector of weights repre- 
sents an individual of the solution population, and must be coded with binary 
alphabet. Hence we must choose an upper bound wMAX and a mapping relation 
with the relative precision for ~!i. According to [23], WMAX should be in the 
magnitude order of r. In the case of real numbers, an effective coding strategy 
is to map a binary decoded unsigned integer of length l linearly from [0, 2 ~] to 
the interval [0, WMAX] SO that range and precision z are related by the following 
expression [12]: 
WMAX 
7~ 
2 l -  1 
The multi-parameter coding can be obtained simply concatenating the single 
parameter codings in a string of length lu. 
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The first individual of the initial population is 
w/ -1 ,  j=  1 , . . . ,u  
that corresponds to an MRC in which all rules have the same importance in the 
decision. The remaining z - 1 individuals (where z is the population size) are 
randomly generated with uniform distribution. 
Step  2 (Fitness evaluation): as fitness of the kth individual wk, we consider 
/~7 ~,(xk) where xk is the vector of s performance measures corresponding to 
wk and determined by means of discrete event simulation of the production 
process [8]. 
Step  3 (Selection of surviving individuals): at the end of the fitness evalua- 
tion phase, we assign a probability pk to survive to each individual w~- as fol- 
lows: 
llT~ (x,) 
This mechanism is called "weighted roulette wheel" [12] because ach individ- 
ual has a probability of being extracted for reproduction proportional to its fit- 
ness .  
Step 4 (Generation of the new offspring): for determining a new generation 
of individuals we combine a set of surviving individuals, extracted with prob- 
ability pk, by means of the genetic operators crossover and mutat ion ,  both oc- 
curring with previously fixed probabilities Pc .... and Pmut. In few words, the 
crossover generates a new individual joining two randomly cut portions of cod- 
ed strings extracted from two different parent individuals, while mutat ion  just 
randomly changes one bit in the string coding an individual. Fig. 1 describes 
the effect of these operators. 
Steps 2~ can be iterated until available computation time is exceeded, a
suitable value of global performance index is achieved or, as in our implemen- 
tation, a fixed number of simulation runs has been executed. 
One Point Crossover Operator 
Crossover Point i 
Parent 10111~ 1011101! I!1 String 1 
Parent 11111o111o1110111 String 2 
New 
String 1 
New 
String 2 ~ 
Fig. 1. Crossover and mutation operators. 
Mutation Operator 
Parent 
St r ing  1 ~ 
New 
String 1 
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6. Case studies 
In this section we test the multi-criteria scheduler and the GA opt imizat ion 
on two different case studies, both implemented through S IMAN simulation 
software [19]. All the results refer to the fol lowing GA configuration: popula-  
tion size _- = 50, p~,.o~ = 0.6 (one point crossover), Pmut 0.03 (one bit muta- 
tion), number of  bits per parameter  l 10, stop of the algor ithm after 3500 
Funs .  
The first case study is based on a model of  the IBM Automated  Circuit Card 
line described in detail in [1]. The system consists of four machines producing 
six different types of  piece. Table 3 lists processing times and operat ion se- 
quences. Setup and transport  imes are constants and included in the process- 
ing times. 
The foul" machines are connected in series by a material  handl ing system 
which allows job  of type Jj to by-pass machine M~ if t,:j 0. Each machine 
has a buffer with capacity of  30 places. A batch of  180 parts (30 for each type) 
is loaded into the system at the rate of  3 parts/min with a cyclic order 
(1,2,3 . . . . .  6 .1 .2 . . . .  ). 
In this case, the set of  rules .~ that compose the M RC contains the three rules 
FCFS,  SPT and CLB, while the fuzzy multiple performance measure .?~ is 
composed by the indices makespan,  mean and maximum flow time, mean 
and maximuln Work  In Progress (WlP)  and resource util ization. Using AHP 
scale of  importance [20], lowest weight is given to maximum WlP  and maxi- 
mum Flow' Time indices and highest weight to all the other indices. According 
to previous simulation studies, we define fuzzy sets T~ expressing the satisfac- 
tion of  objectives as shown in Fig. 2. 
Both the initial MRC (with , )=  1 for all j )  and the final MRC optimized 
with GA are compared with the three component  rules, each on its own. We 
have performed 50 opt imizat ion processes with different seeds for the GA.  
Fig. 3 shows the mean convergence curve on these 50 samples. All the runs 
have shown a regular behavior,  {i.e. no remarkable deviat ion from the mean 
curve in Fig. 3). 
The performance valuation of  a single individual requires a simulation tak- 
ing approximate ly  1 s on a PC 486 100 MHz Workstat ion;  hence each run of  
Table 3 
Operation sequences and times for the IBM assembly line 
.]~ .1: .1; .14 ,1~ .~, 
Mi 4() 40 0 0 20 60 
,~,1~ 0 0 60 30 40 40 
M~ 0 100 0 0 20 0 
M4 0 0 0 80 0 80 
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/ 
• : : | 0.601 i ! ! . . . .  f 
5200 5300 5400 5500 5600 
Makespan(sec) 
1 
t ......... 0 
0 0.5 1 
Mean Resource Utilization (x100%) 
1 1 . . . . .  
o .6 i  i ¸ i i i ¸ ¸  ¸ 
780 800 820 840 1600 1800 2000 2200 2400 
Mean Flow Time (sec) Max Flow Time (sec) 
0.5 .... . . . .  0.5 
0 0 
22 23 24 25 26 46 48 50 52 54 
Mean WlP (parts) Max WlP (parts) 
Fig. 2. Membership functions of the indices combined in .~- . 
17 
0"65 / ! 
0.6 U ii /~ '~"  
0 55 ////// 
c ' ! 
°250 5;0 10'00 lgOO 20'00 25'00 
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the GA reaches the predefined stopping condition in less than 1 h. Fig. 4 com- 
pares the five policies, i.e. the three component rules and the MRC before 
(w - 1) and after (final) the optimization with the GA, for five of the six per- 
formance measures composing the multiple one (for reasons of space, maxi- 
mum WIP is omitted). The figure also compares the multiple performance 
indices. The GA is able to drive the MRC to an extremely higher value of 
the multiple performance measure. The entity of this improvement, shown in 
the last diagram of Fig. 4, is partially related to the way the multiple index 
is computed. In fact, each of the component rules and the initial MRC have 
at least one performance index below a satisfactory value. Using the minimum 
as aggregation operator and given the shapes of the membership functions ex- 
pressing objectives atisfaction (see Fig. 2), this leads to a very low value of the 
fuzzy multiple measure. Instead, the GA allows the final MRC to reach a good 
trade-off of  performances, which furthermore in this case corresponds to an en- 
hancement of all the single indices, as shown in Fig. 4. Different experiments 
on the same model confirm that, upon less than 1 h of weights tuning, the final 
MRC always dominates the comparison. 
Makespan (sec) 
5480 5500 5360 5300 5320 e e 
5000 . + , l _ i  
FCFS SPT CLB MRC MRC 
(w=l) (final) 
Mean Flow Time (sec) 
900 = 
637 28 850,06 
85°1~ m 819,8~ 
800' 
750 - 
FCFS SPT CLB MRC MRC 
(w=l) (final) 
Maximum Flow Time (sec) 
2500 
2500 i 
! 2200 
1770 
1 soo i . . . . . .  [ ] -  
FCFS SPT CLB MRC MRC 
(w=l) (final) 
Resource Utilization 
( !00%)  
0110 86v,-~3 0,859 0,854 0,834 0,88~ 
FCFS SPT CLB MRC MRC 
(w=f) (final) 
Mean WIP (parts) 
125,28 25,04 
25 i i  ~7 j241  ~ ' 23,62 
23 ! 
FCFS SPT CLB MRC MRC 
(w=l) (final) 
Multiple Performance 
Index 
1 
0,696 
O,5 i 0,127 0,13 0,098 0,142 
o - ~ ~  
FCFS SPT CLB MRC MRC 
(w=l) (final) 
F ig .  4. Performance comparison for the first case study. 
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Table 4 
Operation sequences and times of the second case study 
19 
Part 1 Part 2 Part 3 Part 4 
Loading 30 30 30 30 
First Oper. (Duration) M2 (120) M 1 (110) M2 (100) M3 (200) 
Second Oper. (Duration) MI (200) M3 (130) M1 (120) M2 (t00) 
Third Oper. (Duration) - M2 (130) M3 (100) - 
Unloading 30 30 30 30 
The second case study is a simple FMS developed in [10]. The system, con- 
sisting of three workstations and one loading-unloading station, has to process 
four different part types, with routes and processing times indicated in Table 4. 
The test process is a batch of 200 parts (50 for each type) with all raw parts 
ready for processing at the loading station. In this case the MRC is composed 
of EDD, SPT, CLB and WlNQ rules, and the multiple measure 7"  combines 
makespan, resource utilization, mean lateness and mean WlP, with member- 
ship functions similar to those showed in Fig. 2. In this case, all the indices 
are considered with the same importance. 
Fig. 5 shows the comparison of performance in this second case study (mean 
WlP is omitted). Also in this context he MRC provides a better compromise of 
performances, this time reducing mean lateness while keeping the other indices 
within their best values. 
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23000 
23000 
~2860 22840 
22500 . . . . .  
EDD SPT CLB WNQ MRC 
(final) 
Mean Lateness (sec) 
780,95 800 
~ 672,3 
EDD SPT CLB WNQ MRC 
(final) 
Resource Uti l izat ion 
(100%) 
1 
0,9 0,847 0,848 0,851 0,842 0,851 
0,8: o71N_ _ N 
EDD SPT CLB WNQ MRC 
(final) 
Mul t ip le  Per fo rmance  
Index  
1l 
I 
0,5947 
0,5! 
i0 1222 0,1635 
0 ~ 0,0002 ,0079°'1635~ 
EDD SPT CLB WNQ MRC 
(final) 
Fig. 5. Performance comparison for the second case study. 
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7. Conclusions 
The results confirm that fuzzy logic and evolutionary algorithms provide 
promising methods to face scheduling problems in flexible production environ- 
ments. In fact, these production systems have some peculiarities: (1) the sched- 
uling objectives are multi-facetted and often conflicting with each other; (2) the 
scheduling approaches are generally based on heuristics that influence the pro- 
duction performance indices in an involved way; (3) the discrete event simula- 
tion is the only means to compute the performance indices: so it is impossible 
to use classical methods to optimize them. 
In this framework, fuzzy logic is an effective methodology to set decision 
mechanisms based on multi-heuristics (properly weighted) and to define perfor- 
mance measures combining different production objectives. On the other hand, 
evolutionary algorithms allow us to solve optimization problems lacking any 
information relating decision variables with merit figures. Indeed, extended 
simulation experiments can help in enlightening these relationships. 
The flexibility of  the methodology proposed here makes it applicable to dif- 
ferent productive contexts, also with production objectives changing with time. 
The numerical experiments confirm the effectiveness of  the approach and ask 
for further research, applying the methodology to other issues of  the produc- 
tion scheduling (e.g. routing, part loading, lot sizing, etc.) and improving the 
genetic algorithm with special features ]{'or the implementation hereby pro- 
posed. 
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