, related to Figure 2. The thermal unfolding of PaaA2 is reversible. A PaaA2 sample (0.2 mg/ml in 20 mM phosphate 6.6, 150 mM NaCl) was first heated and spectra were recorded at 10°C, 25°C, 37°C, 50°C, 70°C, and 80°C (black traces). The same sample was subsequently cooled and spectra were recorded at the same temperatures (grey traces).! Table S1 , related to Figure 2 -Comparison of the secondary structure content of PaaA2 determined by CD spectroscopy and NMR. The rows under 'CD spectroscopy' represent the results of the analysis of the CD spectrum of a PaaA2 sample measured at 25°C. The '*' symbols indicates that the value includes turns and random coils. The row under 'NMR' shows the result of the $2D analysis on the experimental NMR data. For each analysis, normalized root-mean-square deviation (NRMSD) values (Mao et al., 1982) 
Data collection parameters
Beam line X33 (Roessle et al., 2007) Wavelength ( 
Software employed
Data processing and analysis PRIMUS (Petoukhov et al., 2012) Selection of model conformational ensemble EOM (Bernado et al., 2007) Three-dimensional graphics representation UCSF Chimera (Pettersen et al., 2004) ! SUPPLEMENTAL EXPERIMENTAL PROCEDURES! Production and purification of E. coli O157 PaaA2! To separate PaaA2 from the ParE2-PaaA2 complex, a 5ml HisTrap TM HP nickel-sepharose column (GE Healthcare, Washington, USA) was equilibrated with buffer 1 (50 mM Tris pH 8.0, 500 mM NaCl) for at least five column volumes. After having loaded the purified complex with buffer 1, the complex was washed with buffer 2 (50 mM Tris pH 7.5, 1 M NaCl, 10% ethylene glycol). This was followed by a second washing step with a 50-50 mixture of buffers 2 and 3 (50 mM Tris pH 8.0, 500 mM NaCl, 5 M GuHCl). The complex was fully unfolded using 100 % buffer 3. The fractions containing PaaA2 were pooled and dialysis of the PaaA2 was performed against buffer 1 at room temperature. The dialyzed sample was subsequently concentrated and subjected to gel filtration. A Superdex 75 16/60 column (GE Healthcare) was pre-equilibrated for at least one column volume using buffer 1.! ! NMR assignment and relaxation experiments! Two-dimensional heteronuclear single quantum coherence ( 15 N-HSQC and 13 C-HSQC), 2D nuclear Overhauser enhancement spectroscopy (NOESY) 3D 15 N-and 13 CNOESY-HSQC (mixing time of 150 ms) and triple resonance spectra CBCA(CO)NH, HNCACB, HNCO, HBHA(CO)NH, C(CO)NH and HCCH-TOCSY (Sattler et al., 1999) and aromatic (HB)CB(CGCD)HD and (HB)CB(CGCDCE)HE (Yamazaki et al., 1993) were recorded. Data were processed using NMRPipe (Delaglio et al., 1995) and analyzed using the CCPNMR package (Vranken et al., 2005) . Dihedral angles and secondary structure contents based on backbone chemical shift information were determined by DANGLE (Cheung et al., 2010) , TALOS+ (Shen et al., 2009), and $2D (Camilloni et al., 2012) .! The relaxation parameters 15 N R1, R2, and 1 H-15 N steady-state NOE were obtained from series of 2D experiments with coherence selection achieved by pulse field gradients using the experiments described previously (Farrow et al., 1994) . The 1 H-15 N heteronuclear NOEs were determined from the ratio of peak intensities (Ion/Ioff) with and without the saturation of the amide protons (3s). Average heteronuclear NOE values and their errors were obtained from a duplicate set of experiments. 15 N R1 and 15 N R2 relaxation rates were measured from spectra with different relaxation delays: 100, 200, 300, 400, 500, 600, 700, 900, 1200 and 1500 ms for R1 and 10, 30, 50, 70, 90, 110, 130, 150, 170, 210 and 250 ms for R2. In both cases two relaxation rates were repeated to check reproducibility of the measurements. Relaxation parameters and their corresponding errors were extracted with the program NMRView (Johnson, 2004 ).! The model-free analysis (Lipari and Szabo, 1982) of the 15 N relaxation data was performed with Modelfree 4.15 (Palmer III et al., 1991) . The initial value of the overall rotational correlation time (!M = 11.6 ns) was calculated from one of the representative PaaA2 structures (Rg = 21.22 Å) with WinHYDROPRO (Ortega et al., 2011) . Determination of the diffusion tensor from the R2/R1 data has not been attempted as only few residues satisfied the selection criteria (hNOE > 0.65, R2 less than one standard deviation from the average R2; Rule and Hitchkens, 2006) . The analysis was performed assuming either an isotropic diffusion with a global !M or a local diffusion model, where each residue is characterized by a local correlation time (!i) optimized during the run. For each PaaA2 residue with the measured relaxation parameters, a sum-squared error was optimized in different models employing combinations of the generalized order parameter (S 2 ), effective internal correlation time (!e) and an exchange contribution to the transverse relaxation rate (R2,ex) (Palmer III et al., 1991) . The appropriate model was selected based on the F-statistics as described by Mandel et al. (Mandel et al., 1995) . See Table S3 for the full list of the residue-based model-free parameters.!
!

Model ensemble calculation!
The NMR structure pool for PaaA2 was generated through a modified ARIA protocol. This protocol served to (i) convert the NOE intensities into distances in a consistent way using the internal ARIA spin diffusion correction module, (ii) to assign the NOESY peaks that were not yet manually assigned, (iii) to reduce the ambiguity of assignments during the calculation iterations, and (iv) to employ the log-harmonic potential to better deal with conformationally averaged restraints. Because of the conformational heterogeneity of the protein (as suggested by the $2D output), dihedral angle ! 11 restraints were derived from consensus DANGLE and TALOS+ results: a restraint was only used if predicted by both programs, in which case the broadest combined angle range was employed. This approach resulted in 34 ' and 35 ( dihedral angles, which were used throughout the structure calculation. The observed NOESY peaks with their partial manual assignments (600 peaks from the 15 N HSQC-NOESY, 305 peaks from the 13 C HSQC-NOESY) were converted by ARIA (Linge et al., 2003) into distance restraints assuming a molecular rotational correlation time of 5.0 ns. In the first ARIA iteration 500 structures were calculated, with the best 200 of these analyzed by ARIA to reduce the ambiguity of the NOE peak assignments (using a weight threshold of 0.999). These updated restraints were transferred to the second ARIA iteration to calculate 10,000 structures, the best 5,000 of which were water refined with standard ARIA protocols. Log-harmonic potentials with automatic weighting were turned on in the final stages of all calculations, as this potential should be better at dealing with conformationally averaged restraints (Nilges et al., 2008) . The final NMR structure pool consisted of 5,000 structures; the ARIA xml file containing the protocol is included in Supplemental data.! For each of the structures, the theoretical scattering curve was computed with CRYSOL (Svergun et al., 1995) , and the resulting set of 5,000 SAXS curves used as an input for the EOM (Bernado et al., 2007) . The EOM employs a genetic algorithm to select a given number of conformers (N) from the larger initial pool (M; M>>N), such that the scattering data averaged over the selected model ensemble would match as closely as possible the experimental SAXS curve (Bernado and Svergun, 2012) . The goodness of fit was estimated from % 2 values, either output by EOM or computed explicitly as in eq. S.
where <I(q)>i calc and I(q)i exp are the scattering intensities at a given q for the calculated ensembleaveraged and the experimental SAXS curves, respectively; "I(q)i exp is an experimental error on the corresponding I(q)i exp value; n is the number of data points defining the experimental SAXS curve; and N is the model ensemble size. In order to compare the experimental and calculated SAXS curves, differing in scaling and the number of data points, we used the following protocol. First, the experimental data were normalized from 0 to 1 in both q and I(q) dimensions, and the same procedure was applied to the theoretical, CRYSOL-calculated SAXS curves for each member of the EOMselected model ensemble (see above). Second, in the intervals between the consecutive q points (qm and qm+1, where 1 * m < n and n is the total number of q increments), the theoretical SAXS data were interpolated by a straight line (defined by [qm, I(qm) ] and [qm+1, I(qm+1)] coordinates). This interpolation was used to determine the I(q) calc values corresponding to the multiple experimental q points (q exp ) lying in the given interval: qm * q1 exp * q2 exp , … qk exp < qm+1. In this way, the number of points defining the theoretical SAXS curves was adjusted to match that of the experimental data. Finally, the normalized and resampled theoretical curves for the members of a given model ensemble were averaged (eq. S.2) and used in the # 2 calculation (eq. S.1).! ! In an attempt to determine the optimal number of structures in the final model ensemble, different EOM runs were performed in which N was varied. Calculations for each N were repeated five times and the results were subjected to a quantitative analysis. As the # 2 values were insensitive to the changes in N and, thus, could not be used to determine the optimal ensemble size (see Results), we employed a block jackknife procedure (Efron, 1982) to assess how well the calculated, ensembleaveraged data at different N agree with the experimental observables. In this protocol, 10% (N=10-100) or 20% (N=5) of the ensemble members was randomly left out, and the normalized, resampled, ensemble-averaged SAXS curve for the remaining conformers compared to the experimental data (represented by a # 2 value, # 2 jackknife). The procedure was repeated 10 (N=10-100) or 5 (N=5) times, each time excluding a different set of conformers.! Contact maps were generated as described in Nodet et al. (2009) . Briefly, average distances between sites were represented in terms of the metric +ij (eq. S.3) where dij is the distance between sites i and j in any given structure of the investigated ensemble and dij,0 is the distance between sites i and j in any given structure of the reference ensemble (complete random coil).! ! ) (eq. S.3)! ! Bio-informatic analyses! To predict intrinsic disorder within the amino acid sequence of PaaA2, the following servers were used: IUPred (Dosztanyi et al., 2005) , RONN (Yang et al., 2005) , PONDR VLXT (Romero et al., 1997 (Romero et al., , 2001 Li et al., 1999) , PONDR VL3 (Radivojac et al., 2003) , and PONDR VSL1 (Obradovic et al., 2005) . Secondary structure predictions were made using JPRED (Cole et al., 2008) and PSIPRED (Buchan et al., 2010) .! ! Estimation of secondary structure content based on CD spectra! To estimate secondary structure content, the CD spectra were analyzed using a reference database (Lees et al., 2006) with the following programs provided on DiChroWeb (Lobley et al., 2002) : SELCON3 (Sreerama et al., 1999) , CONTINLL (Van Stokkum et al., 1990) , CDSSTR (Sreerama et al., 2000) , and K2D (Andrade et al., 1993) .! ! Ensemble-averaged back-calculated NOEs! As the first step in the ensemble-based NOE analysis, we calculated the interproton distance matrix for each member of the EOM-selected model ensembles using Xplor-NIH (Brünger, 1992; Schwieters et al., 2003) . Then, the back-calculated interproton distances, rij, were r -6 ensemble-averaged (eq. S.5) and compared to the experimental, NOE-derived distance restraints (eq. S.4).! 
!
where <r>i calc and ri exp are the predicted r -6 ensemble-averaged and the experimental NOE-derived interproton distances, respectively; "ri exp is an experimental error on the corresponding ri exp value; n is the number of the experimental NOE restraints; and N is the model ensemble size. Throughout the analysis, the #NOE 2 values were calculated for four categories of back-predicted distance restraints: 1) all; 2) <r>i calc violating the experimental restraints (category i violation), <r>i calc < ri exp -"ri exp or <r>i calc < ri exp + "dri exp ; 3) same as 2), but with the target-value violations larger than 1 Å (category ii violation), !<r>i calc -ri exp " > 1 Å; and 4) same as 2), but with the error-margin violations larger than 1 Å (category iii violation), !<r>i calc -ri exp " > 1 Å + "ri exp .! ! Q factor and RMSD calculation! The Q factor for the RDCs was calculated according to eq. S.6.! 
