Abstract--Real time or faster than real time simulation can enable system operators to foresee the effect of crucial contingencies on the power system dynamics and take timely actions to prevent system instability. Parareal in time method uses concurrent computations on different segments of the time domain of interest to speed up the dynamic simulations. This paper describes the application of an adaptive nonlinear model reduction method in improving computational speed of the Parareal solver. The proposed method adaptively switches between a hybrid system with selective linearization and a completely linear system based on the size of a disturbance. The functions in the hybrid system are linearized based on the electrical distance between specific generators and the area where disturbances originated. The proposed method is tested on the 327-machine 2383-bus Polish system.
INTRODUCTION
Power system simulation is a valuable tool for power system stability assessment. Faster simulations can benefit system operators with a larger time margin for decision making. In the existing literature, three directions of computational acceleration by parallelism for power system simulation have been explored. They are spatial [1] - [2] , temporal [3] - [5] and across solution methods [6] - [7] . Parareal in time is a parallel computing algorithm based on the decomposition of the temporal domain into separate (coarse) subintervals. The algorithm is based on prediction-correction iterations between a sequential (coarse, approximate, fast), and concurrent (fine, accurate) integrators. The overall speedup is controlled by the performance of the coarse solver and, in the ideal case, it scales as the ratio of the number of coarse intervals over the number of iterations. However, for nonlinear power system problems, the time spent on propagating the coarse solution is not negligible [5] , and it may take a large portion of the total consumed time. To improve the coarse solver performance, [4] used lower order generator model for the coarse solver, but the improvement was marginal. We explore the adaptive model reduction for improving the speed and accuracy of the coarse propagator.
The reminder of the paper is organized as follows. Section II describes the Parareal in time algorithm. Section III presents the adaptive model reduction algorithm. In section IV the adaptive coarse solver is tested on the 327-machine 2383-bus Polish system and compared with the original coarse solver. Conclusion are drawn in section V and the description of the power system used in the paper is presented in section VI.
II. PARAREAL IN TIME

A. Initial Coarse Propagation
At the beginning of the Parareal algorithm, an initial guess of the coarse solution needs to be propagated using the coarse solver ,
where n U % and n U represent the vector of state variables obtained from coarse solver at time n T T n = Δ ⋅ before and after the correction from fine solution, respectively; c N is the number of the coarse intervals in the entire simulation period; T Δ is the coarse step size. The superscript denotes the iteration number, i.e., superscript "0" represents the initial coarse propagation.
B. Fine Propagation
Starting from the first iteration, the fine solver t F δ takes the coarse solution from the last iteration as the initial value to propagate the solution in each coarse interval: T can be calculated as:
C. Correction and Coarse Propagation
Before moving to the next iteration, the mismatch n Δ is added to the coarse solution from the last iteration as a correction. Note that this correction is not executed simultaneously for all .
n T It is executed sequentially moving along the time :
Since the coarse propagation is performed for each time point n T it is critical that the coarse solver T C Δ is as fast as possible.
D. Speedup of Parareal Algorithm
The theoretical speedup for Parareal algorithm does not consider the sequential coarse propagation, i.e. it is assumed to be negligible:
However, the actual speedup is influenced by the coarse propagations as:
where Parareal CPU Time includes the time consumed to propagate the fine solution and the coarse solution for each iteration.
III. ADAPTIVE MODEL REDUCTION FOR COARSE SOLVER
A. Power System Model
Algebraic equations described in Appendix are substituted into the system of differential equations so that all differential equations are functions of state variables and terminal bus voltage magnitudes and angles. Thus, the terminal bus voltage phasors are the inputs in the system and are used to connect the algebraic solver that performs power system network calculations with the differential solver that calculates the states of the system.
The resulting model can be described with the following nonlinear system:
where
is the state vector; N is the number of generators.
B. Linearized System Model
The system (8) can be linearized around an equilibrium point as:
where Δx , Δu and Δy are the deviation variables of the original states, inputs and outputs, respectively; R n n × ∈ A is the matrix of partial derivatives of the functions described in Appendix with respect to each state evaluated at the equilibrium point; R n m × ∈ B is the matrix of partial derivatives of the functions described in Appendix with respect to each input evaluated at the equilibrium point; R n n × ∈ C is the identity matrix.
C. Hybrid System Model
Not all generators in a power system contribute significantly to the dynamics of the system after a contingency in a specific area. The hybrid system model is based on the idea of linearizing nonlinear functions corresponding to the generators that are electrically far away from the area where disturbances originated. To identify generators to be linearized, the equivalent admittance between a generator and the boundary separating the area of interest and the rest of the system is calculated as described in [8] . If the value is below a threshold, all nonlinear functions of this generator are linearized. All functions of generators inside the area of interest are kept nonlinear.
The hybrid system model is represented as follows: 
D. Adaptive Swtiching Algorithm
Considering that the largest disturbance in the system is a short circuit and its duration is not very long, and the linearized system performs well during small disturbances, the adaptive approach uses original system model in (8) during faults. Then, it switches between the linearized system in (9), if a rotor angle deviation is small, and the hybrid system in (10), if a rotor angle deviation is large. The Adaptive Switching Algorithm is shown in Fig. 1 . Switching from the linearized to the hybrid system is made if any rotor deviation i Δδ is below the threshold max Δδ . However, if the time th t for which the system is simulated continuously using the hybrid system exceeds the threshold max th t , the new operating condition has to be obtained. Then, matrices , A B have to be recalculated and the new set of linearized functions has to be determined. The last actions correct the adaptive algorithm in the case of a large change of the operating condition.
IV. CASE STUDIES
The adaptive approach is applied to the coarse solver of the Parareal in time method and compared with the original coarse solver. The test is performed on the 327-machine 2383-bus Polish system. A study area is specified in the system. The area consists of 29 buses and 8 generators. The external area is set to be the rest of the system that has 319 generators. The study area and the external area are connected by three tielines as shown in Fig. 2 . A case study is performed to find the largest disturbance in the system. The critical clearing time (CCT) for a three-phase short-circuit fault at every bus in the study area has been found and compared. Bus 2274 has the largest CCT of 0.4 seconds (24 cycles) and the three-phase short-circuit at this bus is selected as the largest disturbance. In another case study, all generator angle deviations have been calculated and ranked. Generator 2197 has the largest angle deviation and is used as reference to compare the adaptive approach with the original system. The results of simulations are shown in Fig. 3 and Fig.  4 . It can be seen from the figures that the adaptive approach maintains the same accuracy.
Rotor angle (radians)
Time (seconds) The number of coarse intervals is set to 16, equal to the number of worker processors used in the simulation. If the number of coarse intervals is less than the number of worker processors, then some of the computing power will not be utilized. Conversely, if the number of coarse intervals is more than the number of worker processors, some of the processors will be overtasked while others undertasked. Thus, as may be expected, the optimal number of coarse intervals for every time window interval is equal to the number of worker processors used in the parallel computing.
The speed performance comparison is given in Table I . Parareal in time method with adaptive model reduction is 47.5% faster than the simulation of the original system and 25% faster than the Parareal simulation with the original coarse solver.
V. CONCLUSIONS
Application of adaptive model reduction can increase the speed of the coarse solver and reduce the total simulation time of Parareal in time method. It maintains the same number of correction iterations while performing each iteration faster. Thus, the adaptive approach can provide promising increase in simulation speed for power system transient stability studies.
VI. APPENDIX
The power system model used in this paper includes the detailed generator model, the non-reheat steam turbine model, the first-order governor model and the IEEE type 1 exciter model. The models are represented by a system of 14 differential equations: 
