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I. INTRODUCTION 
This paper is an extension of my earlier work [4]. It is concerned with a 
study of the asymptotic behavior of the solution as E + O+, or z tends to 
infinity in the compex z-plane, of the differential equation 
E%(~)(Z) - l -lpn&) te-l)(X) - *** - l pi(z) u’(z) - p&f) u(z) = 0, (1 .I) 
where n > 1, and p&z), i = 0 ,..., (n - 1) are polynomials. The p,(x) satisfies 
four hypotheses listed in Section 2. These hypotheses ensure that the n 
solutions for the characteristic equation associated with the equivalent first 
order system of (1 .l) have series at z = co of the form 
X&) = aiozQ’h + ailz(Q’-l)h + aizZ(Q’-~)h + . . ., (1.2) 
1 < i < 71, where 0 < ql/pl d q21p2 < a-* < q&,, , and qi, pi , i = L..., n 
are relatively prime integers. Furthermore, the series in Eqs. (1.2) will have 
the properties listed in (2.5) and (2.6). Such restrictions onp&) are significant 
improvements on the more strict assumptions made on them in [4]. In [4], 
the polynomial p&z) has degree nz > 0 and pi(z) has degree less than 
(m/n) (n - j) for j = 1, 2 ,..., (n - 1). 
For a deeper insight on the technique and result of this paper, the reader 
should refer to the work of Evgrafov and Fedoryuk [l]. They constructed 
“doubly” asymptotic series (as E -+ 0+ or z + co) for solutions to the equation 
Eqz) = p(x) u(z). (1.3) 
The series are valid in certain unbounded regions in the complex z-plane 
called “canonical domains.” 
In this paper, formal power series solutions to (1.1) are constructed by a 
technique analogous to that in [4]. The series are then shown to be asymptotic 
to solutions of (1.1) in certain unbounded sectors. The restriction to such 
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sectors is made necessary by the fact that only in such sectors can we construct 
suitable paths satisfying properties (Pl) and (P2), stated in Section 4c. These 
properties are used to prove that the power series constructed are asymptotic 
to solutions to the differential equation. 
The global theory of “matching” for the equation (I. 1) is still not studied. 
Such kind of studies were made by Evgrafov and Fedoryuk [1], Wasow 
[7, 81, and Leung [3]. 
The formal power series solution is shown in Theorem 3.1. Theorem 1 
shown below is proved in Section 5. An example for using Theorem 1 to find 
the fundamental system of n solutions in one sector is given in Section 6. 
THEOREM I (Main Theorem). Let S(ol, 8) z= (z ( a < arg z < /3} be a 
sector in the z-plane. Suppose there exist k sectors, k .< n, 
S(aj ,/3,) = (2 1 ai < arg z < pi>, 0 < Bi - % < 2741 + q.n/p?J -I, 
i = 1, 2 ,..., k, with each sector S(ori , &) satisfying condition (Ci), (this restric- 
tion is expplained in Section 4), i = I,..., k, and S(CQ , /?,) 3 S(OI, 8) for each i. 
Then, for K > 0 su.ciently large and E > 0 suficiently small, Eq. (1.1) has k 
linearly independent solutions ui(z, E), i == l,..., k, having the following form 
for each i: 
for every integer h > 0, in the region 
z E Y(K; a, /3) = {z ( 1 z ( > R, a < arg z < p>, 0 < E < ?. (1.5) 
In (1.4) the number v is a rational number determined by the n Eqs. (1.2). Each 
of the functions M,(z, E), i = l,..., k, h = 0, l,... is uniformly of the order 
O(l z I- ‘n+l)(l+ql/P1)) in region (1.5). Thefunctionsu,j(z)I 1 < i < k, j = 0, I,... 
have convergent series in descending rational exponents of z for z E .g(K; 01, p), 
and are of the order O(l z /--i(l+ql/pl)) there. 
When k -= n we have asymptotic series for a fundamental system of solutions 
in Y(K; 01, /3). 
A special acknowledgment is due to Professor Wolfgang Wasow, whose 
suggestions for improvements in this paper has been very helpful. 
2. PRELIMINARY TRANSFORMATIONS 
Consider the differential equation (l.l), where n 3 1, and p,(z)‘s are 
polynomials in z, i = 0, I,..., (n - 1). W e will impose four conditions on 
our polynomials p,(z) in this paper. The first hypothesis is: 
4og/q4/1-I6 
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[HI] The degree ofpa( m > 0, is greater than or equal to the degrees 
of all other pi(z)‘s, i = 1, 2 ,..., (rz - 1). 
An equivalent system to (1 .l) with 
U=Y1, .a' =y2, 
2" E u =y3 ,...) E n-lU(n-l) - -YYn, 
is 
where 
A(z) = 
EY’ = A(z) Y, 
‘O* . . 1 : ** * *o . . 
. . 
o.,. .:o ‘1 
.Po Pl * . . * * Pn-1 
)  Y= 
(2.1) 
Yl 
I: YS 
The characteristic equation of A(z) is 
qyz, A) = An - pn&) An-1 - p,-2(x) An-" - a*. - PO(Z) = 0. (2.2) 
To find the roots of Eq. (2.2) at z = co, we let z’ = l/z, h’ = l/h and 
multiply by hl%~. Equation (2.2) becomes 
hlnz’m&‘, h’) = z ‘, - z’mp,-I( l/z’) A’ - ... - z’mpo( l/z’) X’n = 0. (2.3) 
hlnz’~&z’, h’) is a polynomial in two variables, z’, h’. Let 
where &, i = l,..., k are irreducible polynomials in z’, X’. For each i we 
employ a technique due to Newton [2] to find the series expansions of the 
solutions h’(z’) of&x’, h’) = 0 in terms of rational exponents of x’ at a’ = 0. 
Hypothesis [H 1 ] insures that any solution h’(z’) of Eq. (2.3) tends to finite 
limits as x’ -+ 0. We now state our second, third, and fourth hypotheses: 
[H2] The power series expansions of all solutions X’(z’) of (2.3) that 
tend to zero as z’ + 0 are of the form .zfqlP CL0 c~z’~JP for some relatively 
prime integers p, CJ and complex numbers ck , R = 0, l,.... (In other words, 
the polynomials associated with the line segments joining the vertical and 
horizontal axes in the diagrams for the Newton polygons for Eq. (2.3) have 
no multiple roots.) 
[H3] The polynomial equation F(0, X’) = 0 has no nonzero multiple 
roots. 
[H4] Let x’(z’) b e a root of c$~(z’, xl) = 0 and If(&) be a root of 
$&&z’, A’) = 0, j # K. If c&r and 01~s’~ are the leading terms for the series 
expansions as x’ + 0 for x’ and A’, respectively (Y is a rational number, being 
the same in both cases), then c~i # CY~ . 
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We remark that under these hypotheses, when n = 1 or llz = 0, Eq. (1 .l) 
is easily solvable, and there is no need for the investigation in this paper. 
Otherwise, as a result of the four hypotheses, we have the functions A,(z), 
i = 1, 2,..., TZ, expressible in descending rational exponents of z, at .a =: 00, 
in the form 
A&) = aiozQi’w + ailz(Q’-l)~% .+ . . . . (2.4) 
where 0 < q,/p, < q2/p2 < ... < qn/pn , and each pair qi , pi, i = l,..., n 
are relatively prime integers. In Eqs. (2.4) we employ the convention that 
whenever two pi’s agree we take the same branch root xllni consistently 
in all cases. Hypotheses [H2] and [H4] imply that 
if s z t, 4s = qt f 0 and qJP* = qt!P, * then aso f ato; 
and hypothesis [H3] implies that 
(2.5) 
if s#t, qS = qt = 0, then a, + a,,; if qj = 0, then pj = 1. 
(2.6) 
LEMMA 2.1. Let T(z) be the n x n matrix function whose Rth column, 
1 < k < n, is col(1, X,(z), Akz(z),..., $-l(z)). The transformation, 
Y = T(z) w, (2.7) 
takes (2.1) into the system 
EIV’ = [diag(X,(z),..., h,(z)) - ET-lT’(z)] w, (2.8) 
whose coej5cient matrix is diagonal to within terms of O(E). 
Let ta(Z) be the (i,j) entry of the matrix FT’(z), then t,j(z) has a con- 
vergent series in exponents of .z as z + 00. Let 
tij(z$) ZTz tiioZ-l+WiJ + - * *, 1 < i,j < n, (2.9) 
where the dots indicate terms of descending rational exponents of z, and 
(- 1 + wij) is the highest exponent in the series expansion. 
LEMMA 2.2. Let 
ri = 4ilPi 3 i = I,..., n. (2.10) 
The rational numbers wjg in Eqs. (2.9) satisfy the following inequalities for 
1 <j,K<n: 
(a) When j < K, 
k-l 
wik d (j - 1) (yk - Ij) + c (Tk - ri); 
i=j+l 
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(b) When j > K, 
Wjk < - [R(Yj - Y/J + k1 (Ti - y,)]; 
i=k+l 
(4 wll = - (r2 - rl), wij = 0 for j = 2 ,..., n. 
Proof. The highest exponent of z in the expansion for the determinant 
of T(z) is EEa r,(i - 1). The (j, i) term of T-l(z) is 
1 
’ det T 
- - det 
The determinant of the matrix on the right above has as highest possible 
power of z the one with the exponent 
i-l 5-l 
c rt(t - 1) + & 7t - t + t t1 ‘t@ - 1) 
t=2 
if i <j, where the term &: rt * t is omitted when i = j. In case i > j, the 
highest possible exponent of z is 
%(t - 1) + i ‘tP - 2) + ,& r,(t - 1). 
t-2 t-f+1 
When we multiply the (j, i) entry of T-l with the (i, It) entry of T’ we see 
that the (j, K) term of VT’(z) has the highest possible exponent of z 
represented by the maximum of the three rational numbers S, , S, , sa , where 
[ 
j-1 
Sl=~~~ CYt-Yj(j- l)+(i- l)Y,-- 1 , 
t=1 1 
s2 =-Yjj (‘- 1) + (i - 1) Tic - 1, (2.11) 
S3 =max - i>j [ = 
t$+17t-yj(i- l)+(i- l)r,- 11. 
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(a) When j < k, we have 
s1 x [Tie1 - Yj(j - 1) + (j - 2) YB - 11 G % G s3 
=- 
[ tz+lyt - y5(j - 1) + (k - 1) yk - 11. 
Thus, (a) is proved. 
(b) Whenj>k> I 
[ 
5-l 
s1 = C rt - rj(j - 1) + (K - 1) yk - 1 2 sa > s3 
t=n I 
== [- Y~+~ + jrk - r5(j - 1) - 11. 
When j > K = 1. We note that the (1, 1) entry of T’(z) is zero, so 
F 
j-1 
s1 = C yt - rj( j - 1) + rl - 1 > sa > s3 . 
t=2 1 
This proves (b). 
(c) Whenj=K>l, 
s1 = [Y?.-~ - r5(j - 1) + (j - 2) r6 - 11, 
sa=[--rj(j-l)+(j-l)r,-11=--l, 
S3 = [- Yj+l - r5(j - 1) + jrlc - 11. 
Thus, s, = - 1 is largest. When j = k = 1, the fact that the (1, 1) entry 
of T’(z) is zero causes the maximum exponent to occur when we multiply 
the (I, 2) entry of T-l with the (2, 1) entry of T’. This corresponds to the case 
when i = 2, j = K = 1, in our formula for sa in (2.11), which becomes 
- r2 + rr - 1. This proves (c). 
We now proceed to make a transformation so that the term of O(E) in the 
coefficient matrix of (2.8) in Lemma 2.1 is improved to be small as x + 03 
as well, namely of the order O(] z I-1). Let 
j-1 
e, = e2 = 0, e5= C b-5-yd for j = 3,..., n, 
t=2 
(2.12) 
S(z) = diag(z+l,..., a’“), IZI l=-0, 
where Z-Q, k = 3,..., n can be taken as any arbitrary but fixed branch of 
root. Let K be sufficiently large so that all the series represented in Eq. (2.4) 
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are valid for ( z ( > K, and X,(z) are distinct there everywhere. Let N(z) be 
the matrix 
w.4 = Tc4 Sk), for 1 x ) > K. (2.13) 
The matrix N-lN’ is given by N-lN’ = S-r(T-lT’) S + S-?S’. Clearly 
S-?S’ is of the order O(l z 1-l) as z --f co. On the other hand, the maximum 
possible exponent of z in the series expansion for the ( j, K) entry of the matrix 
S-lT-lT’S can be readily found by using Lemma 2.2. They are the exponents 
(ej + mjK - 1 - e,) which are all less than or equal to --I for 1 <j, K < 1~. 
LEMMA 2.3. The transformation, l 
W(z) = S(4 W,(4, for I .z I 3 K, (2.14) 
takes Eq. (2.8) into the system 
EWI’ = [diag(A,(z),..., h,(z)) - EN-lN’] WI , (2.15) 
where N-IN’ is of the order O(l z 1-l) as z -+ CO and its entries have convergent 
series expansion in rational exponents of z by means of Eqs. (2.4). 
Write (2.15) in the form 
EWI’ = zrl[H - EZ--‘-~~M] WI , (2.16) 
where 
H = diag(z-Q&(z),..., x-%,(z)); M = zN-IN. (2.17) 
The matrix M(z) is bounded for ) z 1 3 K, by Lemma 2.3. Let mij(z) be the 
(i,j) entry of M(z), 1 < i, j < n. 
THEOREM 2.1. There exists a transformation 
w, =wG/4 v with p = @+l, (2.18) 
which changes the d@erential equation (2.16) into the form 
EV = z”D(z, ,u) V (2.19) 
and has the following properties: 
(a) D(z, p) is holomorphic in both variables z, p for 
z E (Z 1 ) z 1 > K, 0, < arg z < e,} = 9’(K; 0, , O,), 0 < E < E(J) (2.20) 
where 0, , 19~ are arbitrary with 0, - 0, < 2+ 1 + r&l. 
(b) D(z, CL) N CF=,, Or(z) $ as f.~ -+ 0 un$ormZy in the region (2.20). 
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(c) The matrices D,(x) are diagonal, holomorphic, and have convergent 
power series expansions in descending rational exponents of z in 9’(K; i$ , 0,). 
They tend to jinite limits as x -+ 00 there for r 3 1. D,(x) = H(z). (Observe 
that this does not imply that D(z, p) is diagonal.) 
(d) The matrix R(z, p) is holomarphic in region (2.20) and possesses 
there a uniformly asymptotic expansion 
as CL - 0, with R,(z) = I. (2.21) 
The R,(z) are holomorphic, have power series expansions in descending rational 
exponents of z, and tend to finite limits as x -+ co in .Y(K; 8, , 0,). 
Prmf. We first set 
W, = [I + PQJ F’, , (2.22) 
where pi(z) is the matrix whose (i, j) entry is 
(2.23) 
1 < i, j < n, z E Y(K; 0, , 0,). Q# is holomorphic in .Y(K; 0i , 0,) and 
tends to a finite matrix as z -+ 00 there. The transformation (2.22) takes 
(2.16) into 
EVI’ = xT1[H + p(- M - QIH + HQl) + a*-] VI, (2.24) 
where the matrix D, = -M - QIH + HQ, is diagonal (exactly; the diagonal 
part of -M(z)), and the dots indicate a series in powers of p, beginning with 
terms of O($). We note that although H may be unbounded as z + cc, 
the matrices QIH and HQ, which occur as factors in the computation of 
coefficients of p*, K > 2, are bounded as z -+ CO because of (2.5), (2.6), and 
(2.23). It can, thus, be easily verified that the matrix coefficients of $, 
j = 1, 2,..., are all holomorphic in Y(K; 0, , e,), possess series expansions in 
descending rational exponents of Z, and tend to finite values as z -+ co in 
.Y’(K; t9i , 0,). The differential equation (2.24) is now subjected to a sequence 
of transformations of the form 
Vj-1 = (I+ $Qj) vj , j = 2,3 ,.... (2.25) 
Each of these Ieaves the coefficients of $J, pi,..., $-I unchanged. Qj(.z) is 
determined so as to diagonalize the coefficient of $. Finally, multiplying all 
these transformations, we arrive at the formal matrix 
R(z, d = fi (I + ~“844) = f W4 CL’. 
i=l P-0 
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The series is, in general, divergent; it gives a formal transformation of (2.16) 
to (2.19). Apply the Borel-Ritt theorem [5] to conclude that there exists a 
holomorphic function R(z, CL) which satisfies property (d). Consequently, the 
transformation (2. IS) transforms (2.16) to (2.19). This proves Theorem 2.1. 
We now perform transformations on V so as to change the differential 
equation (2.19) to a form so that one diagonal entry in D,(z) and also the 
whole matrix D,(z) are annulled in the coefficient matrix of the resulting 
equation. Let z, E Y(K; 0, , es), and 
where m,, , 1 < j < 7t are the ( j, j) entries of M(z) in (2.17). 
LEMMA 2.4. The transformations 
(2.27) 
k = l,..., n, take Eq. (2.19) into the systems 
Xi = /L [diag(h,(z),..., E L(z)) - &&)I] + EG(z, 41 -G WWI) 
for the corresponding k, where G(z, l ) is a holomorphic function of z and E in 
region (2.20) with uniform asymptotic series 
as p-0 there. 
G(z, c) - f D7t2z-r1-2~’ (2.29) 
t-0 
For later reference, we let gjk(z, E) be the (j, k) entry, 1 <j, k < n of the 
matrix G(z, E). Note that G(z, 6) can also be written in the form 
G(z, E) - f G,(z) ~(~+‘~)‘p” 
r-0 
as P+O (2.30) 
uniformly in region (2.20), where 
G,(z) = D,,,(n) z-~--+~(Q-‘#, r = 0, l,.... (2.31) 
The differential equation (2.19) in Theorem 2.1 can be solved by formal 
power series without essential difficulty (refer to Section 3). However, for an 
analytic investigation of the resulting formal series, we have to perform the 
transformations in Lemma 2.4 and then solve integral equations associated 
with (2.28). (See Sections 4 and 5.) 
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3. FORMAL SERIES SOLUTIONSFOR V 
Consider the differential equation (2.19) in region (2.20) in Theorem 2.1. 
We will construct n different formal power series vector solutions to the 
equation such that P(Z), the kth formal vector solution of (2.19), 
(k = I,..., n), has all but the kth component identically zero. In Section 4 
we will define properties (Ci), i = l,..., n, concerning unbounded sectors 
in the z-plane, and in Section 5 we will show that if 
satisfies (Ck), then the formal power series vector F(Z) constructed in this 
section is “doubly asymptotic” to an actual solution of the equation (2.19) 
in a subregion of (2.20). 
Letj be an integer, 1 <j < n. Define Cjj($) to be the path in Y(K; 0, ,0,) 
on the z-plane, starting at s E ,4P(K; e1 ,8J and parametrized by 
Cjj(S): Ujj(t, S) = 2 + exp(i arg $1 t, o,<t<co. (3-l) 
Let the functions ,&(z), j = I ,..., n, m = 0, I ,... be defined recursively for 
z E .Y(K; 0r ,0,) by the formulae 
where [Di+-2]jj represents the (j, j) entry of the matrix D,+e . Note that if 
f(,a, c) is of the order O(\ z I-P), p > 1, uniformly in region (2.20), then 
F(% 4 = j-jj(,, f(u, l ) da 
will be of the order O(l z ]-P+l) in the same region. Therefore, by Theorem 
2.1, part (c) and formulae (3.2), the following is true by induction. 
LEMMA 3.1. The fU?ZCtiO?ZS fijj,n(Z) are of the order 0( / z [-m(l+~)) in 
Y(K; e1 , e,), for j = l,..., 72, m = 0, l,.... 
Let P(z, E), k = l,..., rz be the vector formal series, 
vyz, c) = COl(Vrk,..., vnB), a, E in region (2.20), where Vet 3 0 when 
k # j, and 
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with 
(3.3) 
By substituting V” directly into Eq. (2.19), the following theorem is a straight- 
forward consequence. 
THEOREM 3.1. The dzgerential equation (2.19) is formally satisfied by 
each of the column vector formal series V’@, E), k = l,..., n, in region (2.20). 
Proof. The jth component, j # k, of e[P] is clearly zero. The formal 
series for E(v~“)’ has the following terms as the coefficient of P, m > 0: 
44 exp i$ lzl U3 dfl lh%&) - m&4 ~%m-1(4 + BLd41, (3.4) 
while in case m = 0, only the first term in the square bracket above is retained. 
The formal series for z’lD(z, p) [V”] (z, c) has all the components equal to 
zero except the kth component, whose series has the following terms as the 
coefficient for l , m 3 0: 
From (2.24), we easily derive that formula (3.5) is equal to 
while in case m = 0, only the first term in the square bracket above is retained. 
Comparing (3.4) with (3.6), we see that they,are equal for all integers m > 0 
if &&) are defined recursively by formulae (3.2). 
4. ANALYTIC THEORY A-CONSTRUCTION OF SUBREGIONS AND PATHS 
Let S(cll, @ = (z ( OL < arg z < /3}, with 0 < /I - (Y < 277(1 + r&l, be a 
sector on the z-plane. We will presently define conditions (Ck), k = 1, 2,..., n 
for the sector. If (Ck) is later checked to be satisfied by S(OI, 8) for a particular 
k, we proceed to transform differential equation (2.19) to (2.28[k]) as in 
Lemma 2.4; then we construct an appropriate subregion in S(OI, /3), define a 
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system of n paths starting from each point z in the subregion; and then finally 
in Section 5 solve an integral equation associated with (2.28[K]) by doubly 
asymptotic series. 
a. Conditions (Cp), p = 1 ,..., n for S(or, j3) 
We divide the set fi = (1, 2,..., n} into three sets (which may intersect): 
iv1 = {p E fi 1 Y-1 < r,, < Tn}, A-2 = {p E fi ( Y, = r,}, 
fis = (p E A 1 T, = Y,}. 
The method for defining (Cp) depends on the set fii to which p belongs. 
However, if p belongs to more than one fii, the condition (Cp) will be inde- 
pendent of the method with which it is defined. 
(1) Suppose P E fil . Let v%), S&P) b e respectively the largest integer such 
that yllcp) < y, , and smallest integer such that rG(,) > I, . Consider the images 
of the sector S(a, 8) in the following (n - G(p)) planes: 
ckrr(fhP + 1)-l zikpfl-plane, k = I, ?b(p> + LP - Lp + 13-v n, 
where 
- a,0 if k = 4(P), 
ckD = akO - apO 
I 
k i p, 
akO 
; $P; < ; < $u 
PLY < 
I 
if k = #(P), 
(4-l) 
To 
fko = r,(= Yk) 
Ik 
;; ;I’; < “K < &P)? k # P, 
P-.. < 
The images of S(C~, 8) in these planes are open sectors of angles less than 2rr. 
Denote them by Ik,, , k = yS(p), t,h(p) + l,..., p - 1, p + l,..., 71 in the same 
order as listed in (4.1). Let fk, be the intersection of I,, with the right open 
half-plane. We say that the sector S(ol, /3) satisfies condition (Cp) if all the 
following three conditions are satisfied for each k listed above: 
(i) fhD is connected and nonempty. 
(ii) The closure of Ike does not contain the entire vertical axis. 
(iii) Let # = [2~r - (fi - a) (1 + r,)] 3. In case I,, contains half of 
the vertical axis, then (1 - [fkkp + l] [Y, + 11-l) (7~ - 4) < ok0 , where 
f&O is the angle made between the other half of the vertical axis with the 
boundary ray of Ik, on the left half-plane. (4.2) 
We remark that, for those k with fzO = rn , condition (iii) is trivially satisfied 
if S(cr, /3) satisfies conditions (i) and (ii). 
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(II) Suppose p E mz . Let I&) to be the least integer less than or equal 
to n such that r&(,, > Y,, , if such an integer exists; otherwise let $(p) = n + 1. 
We consider the images of S(OI, p) in the following (n - 1) planes: 
Fk,,(&,, + 1)-l zikD+l-plane, k = 1, 2 ,...) 71, k #P, 
where 
Ekkr, = 
I 
UkO - 40 if 1 < k -=c 4(p), kfp, 
akO if 4(p) < 4 
? 
rk,, = 
I 
rp(= rl) if 1 < k -=c $(P), kfp, 
(4.3) 
rk if $(P) ,< k. 
In (4.3), we omit the cases when k > 4(p) if $(p) = n + 1. Now, we define 
4, and fk, as in (I), but for k = I,..., n, (k + p) in the order listed in (4.3). 
We say that S(OI, /3) satisfies condition (Cp) if all the three conditions (i), (ii), 
and (iii) listed in (4.2) are satisfied for all k listed in (4.3), (while in (iii), f&, is 
replaced by Fk, in the inequality). 
(III) Suppose p E fis . Let a+h(p) be the largest positive integer such that 
Y~(~) < rr, , if such integers exist; otherwise let #(p) = 0. We consider the 
images of S(a, b) in the following planes: 
tk,,(ro + I)-’ z+‘+l-plane, k = $(P), 4(p) + l,..., p - 1, p + l,..., n, 
where 
t,, = I 
- ape if IG(P) = k> 
akO - %O if $(P) < k < n, k fp. 
(4.4) 
In (4.4), we omit the case k = #(p) if I/(P) = 0. Again we define It, , fk, as in 
(I), but for k = t/(p), 4(p) + l,..., p - 1, p + l,..., n (#(p) omitted if 
a/(p) = 0). We say that S(OL, ,B) satisfies condition (Cp) if the two conditions 
(i) and (ii) listed in (4.2) are satisfied for all those k just mentioned. Condition 
(iii) is omitted because if we replace fk, with I, (= Y, , in this case) in the 
inequality there, the inequality is trivially true. 
b. Construction of Subregions in S(a, 8) 
Suppose that the sector S(a, /?) satisfies condition (Cj), where j E fl. We will 
construct an unbounded subregion S2j in S(cr, p). 52, is to have the property 
that starting from each point x E J2j , there exist n paths (C&z), k = I,..., n) 
in Q , tending to infinity, and each Cki(z) satisfies crucial properties involving 
the function h, - X, . We will only write the details in casej E fir . The cases 
when j E fiz or j E fls are strictly analogous. 
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Let j E mr and S(OL, 8) satisfies condition (Cj). To simplify writing, we let 
Ikj = Itiuji and fkj = ftiujr for those k, k < $(j). Consider the sector Inj . 
Let Q be any point on the angular bisector of the interior angle in I,j . 
From Q draw two straight lines Ltj , Zfj to infinity parallel to the images of the 
boundaries of S(ol, /3), images of arg z = cy, /3, respectively. Denote the images 
of lAj, lij on the sets Ikj , k + j, I < k < n, by l;j , lfj , respectively. Their 
shapes can be analyzed by investigating the mappings 
x - Cki(Fkj + 1)-l [c;;(m + I)]” - XQ, (4.5) 
where q = (fki + 1) (Y, + 1)-i. Denote the boundaries of Ikj , k # j, 
1 < k < n, by 6ii, b$ (respectively the images of arg z = 01,/3). If k is such 
that fkj = rn , then the lines lzj , IEj are straight and parallel to b’,, , bij , 
respectively. Suppose k is such that fki < T, , let us consider the image in 
Ikj in more detail. (Refer to Fig. 1.) The lines 12, , /ii tend to the boundaries 
bij , b$ , respectively, as they approach to infinity. Let Qk be the image of 
Q in Ikki . Let 2 be a point on lEj . Draw a tangent t, to lzj at f. Denote the 
angle made between t, and bEi , facing the origin, by W% . It can be shown by 
FIGURE I 
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elementary methods that wf increases monotonically, tending to 
(1 - Fk5 + 11 ry, + W1) (n - 4) as I tends to Qx: along lli. W? and the 
distance from 5 to bEj decrease monotonically, both tending to zero, as 4 
tends to infinity along lEi . The lines bij , l& are reflections of the lines b$ , 
Z& , respectively, across the angular bisector of Iki . Let the unit tangent vector 
to I& at Qk pointing away from bt be vij , and the unit tangent vector to 
lij at Qlc pointing away from bij be vii . We can suppose that 
2rr > (arg V$ - arg Vij) > 0. 
From the knowledge of the slopes of the tangents to lij and lij at Qk , we 
easily compute that 
ykj = arg V~j - arg V$ = 27r - (/I - a) (1 + I,) = 24. 
The angle ylcl can be equal to, less than, or greater than (/3 - a) (1 + fkj), 
which is the interior angle of the sector Iki . We remark that all these prop- 
erties of the lines I,$ , Ii, and the angles of vlkj and vEi described above are 
independent of the choice of the absolute value of the point Q. 
Let us denote the unbounded connected open subregions in Ikj , k # j, 
1 < k < n, subtended between lij and ZEj by J&.(Q). Let their image on the 
x-plane be J&(Q). For k # j, 1 < k ,< n, let ski and p,,.j be the arguments, 
respectively, of the points on b& and b$ (27~ > pkj - (Ykj > 0). Let .& be any 
point in okj(Q), k # j; let the straight line on the $j(fkj + l)-lz’~~+l-plane, 
parametrized by 3, + eie . t, 0 < t < CO, be lki(zk, 6). The monotonic 
property of the slopes of the tangents to Z& , lij guarantees that for all K # j, 
I ,<k,<n: 
(1) SUppOSe Ybj < (p - a!) (1 + fki), then lkj(zk , 0) Cfi&Q) for all 
Z:B Earn with 0 satisfying arg vi.$ < B < arg v”,~ . 
(2) Suppose ykj 3 (18 - a) (1 + fkj), then lki(zk , 0) COkj(Q) for all 
Zk afire with e satisfying akj < e < & . 
Consider the first case when ykj < (p - a) (1 + fkr). We see that 
akj < arg v:j < arg v:j < pkj . 
Conditions (i), (ii), and (iii) in (4.2) insure that there exist an angle e^kj and a 
small angle akj > 0 with arg Vki < fikj - 6kj < 8k, + 6,j < arg $5 , such 
that all the lines of the form 
(x 1 arg x = 6, dkj - &j < e < okj + &> 
are in the right open half-plane. On the other hand, suppose 
ykj b (B - a) t1 + Jkj)* 
STUDIES ON DOUBLY ASYMPTOTIC SERIES SOLUTIONS 253 
Conditions (i) and (ii) in (4.2) suffice to guarantee the esistence of angles 
dkj , &j > 0 with olgj < e^,, - Ski < dkj + & < pkj , such that all lines of 
the form 
{X j arg X = 0,6,j - B,j < f3 < 6,j + Sk,) 
are in the right open half-plane. We remark again that these angles g,j , Skj , 
8,, are independent of the choice of the absolute value of Q, because so are the 
arguments of v’,j and v”,~ . 
Let 26, to be the minimum of all & and & , 1 -:g k < rz, R f j. For those 
K, 0 < k <#(j), define clij = cILcjjj, T~j = r6cjjj. Choose a constant R, 
(I? > K), such that ([ckjz’kf - (X, - h,)] (h, - hj)-r 1 < Sj for all 
K == I,..., j - 1,j + l,..., n, and all 
z E 9yR; a, 8) = {z / I z 1 > I?, a < arg z < 8). 
Choose & on the angular bisector of the interior angle of I,j such that 
L!j(Q) C Y(ZZ; (Y, 8). Define Qj to be 
(4.6) 
We now have the properties (1) and (2) valid also, if we replace 8,,(Q) by 
Qd&> h w enever it occurs in the two statements. 
c. Construction of Paths in the Subregion Qj(C S(a, /I)) 
As in part b, we assume j E fil , S(or, 8) satisfies (Cj), and let Qj be con- 
structed as in b. For each z E Qj in the z-plane, define Cki(z), 
k = I,..., j- I,j+ I,..., n to be paths in the x-plane parametrized by 
a,,.j(t, z), 0 < t < co which is the solution to the differential equation 
Pk(Uki(4 2)) - Xj(a7cj(t, z))] (d/dt) Uki(t, z> = expG&j), 
U,j(O, z) = x, o<t<co. 
(4.7) 
We now proceed to show that these rz - 1 paths C,(z), k # j, z E sZi , 
always stay inside Sj . We look at the image of each path C,,(Z) in the sector 
1kj , for each corresponding k. Integrating (4.7), we have 
C&ej(fkj + 1)-l [U,j(ty Z)lFk5+’ 
(4.8) 
= ckj(fki + 1))’ zilcj+l + exp(&) t + f&t), 
for K= I,2 ,..., j- l,j+ I,..., n, 0 < t < CO, where (fkj(t)[ < Sit. There- 
fore, for f E: Qi, the image of each u,,(t, 5) in the corresponding 
Cbj(fkj + I)-lZikj+l -plane is confined to a sector 9$(Z) with vertex 
gk = C&!ik’+l(F~j + 1)-l, 
254 LEUNG 
central angle 2 sin-l Sj , and angular bisector parallel to the ray of argumen 
B,j . (Refer to Fig. 2.) Properties (1) and (2) of fikj(&) in Section 4b, thus 
ensure that the paths remain in Qi for t > 0. From (4.8), we clearly see thal 
each Crcj(z), x E Qj , k # j, extends to infinity. 
(wlih iki < rn) 
FIGURE 2 
Let 
Sds9 z> = j’ LhdU) - AA”)l d” s 
for s, z E Qj , k, j integers with 1 < k, j < n, where the path of integration 
stays in Qj . The paths C,,(z) possess two important properties: 
(Pl) Fork#j, l<k<n,~>O,zEQ~,thelimit 
as j s ( + CO with c&r,? + I)- l &+l E Ykj(z) (in particular, if 1 5 1 -+ co 
along C,,(z)). 
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(P2) Let ] X(S, <)I < C, 1 s Jwh for s E: Qj , 0 < E < <j , then the function 
A&~ 4 = s,,,, I exp{W) E& z>ll I x(s, 41 I ds I 
for1 <k<n,Kfj,hasthepropertythatforzEfij,O<<<ej 
where C, , C, are constants, h a real number, cj a positive constant. 
To verify (Pl), we note that the integral sz [hk(u) - h,(u)] du is closely 
approximated by ckl(fki + 1)-l [z’kj+’ - &l+‘] when j s 1 is large. Thus, the 
orientation of Y&(z) implies that Re[&(s, z)] ---f --co as 1 s / -+ co with 
ckj(fkj + 1)’ s’*~+~ E &j(z). To verify (P2), we note that for z E 52,) there 
exist positive constants Kkj such that 1 ~(t, z)j > Kki [ z i for all z >, 0, 
and, thus, 
for z E Rj , 0 < E < ci . &‘s are positive constants. The last inequality on 
the right above is true because of the choice of the angles 6,, . 
A final property concerning the set Qj is that any closed sector of the form: 
with OL < 0, < 0, < /3, on the z-plane, is contained Qi provided that K 
is sufficiently large. 
We remark also that for any integer p, 1 < p < 12, provided that condition 
(Cp) is satisfied by S(OL, fl), we can construct an unbounded domain !Z9 in 
S(ar, /3) having the property stated above and that at each z E Q, , there 
exist (EZ - 1) paths C,,(z), 1 < K < n, K # p, starting from z, staying always 
in Q,, and extending to infinity. Furthermore, the paths C,,(z) satisfy, 
properties (Pl), (P2) for each K # p, 1 ,< k < n. Finally, for each 1 <j < n, 
we define Cjj(z), z E Qj by 
Cjj(Z): ujj(z) = z + exp{i arg Z} t, O<t<oo. (4.9) 
5. ANALYTIC THEORY B-SOLUTION OFINTEGRAL EQUATIONS 
We now temporarily assume S(OL, 8) only satisfies condition (Cl). Develop- 
ments analogous to what follows presently can actually be made if S(o1, /3) 
satisfies condition (Ck), k E lo, k # 1. However, such development will be 
delayed to the later part of this section, to avoid present confusion. 
409/44/I-17 
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THEOREM 5.1. Assume that S(a, p), 0 < j3 - a: < 241 + Y.&I, satisfies 
condition (Cl), then for cl sz@iciently small, 0 < cl < co , Kl sujiciently large, 
there exists a bounded solution X(x, C) to Eq. (2.28 [I]) for x E 9(k;; a, p), 
0 < E < El . 
Note: .z,, is defined in (2.20), where we replace 0, , 0, by 01, ,8, respectively. 
Proof. There exist angles ol, fl with 
B<cU</?<fi and j - Oz < 27r(l + Y,)-l, 
such that condition (Cl) is also satisfied by S(&fi), Let S(&& play the 
role of S(CK, /I) at Section 4 and construct 4, in it as before. Thus, for RI 
sufficiently large, 9(X1; OL, /?) C Q, , and there exist paths C,,(z) in Sz, . 
1 < k < n, for each z E Qr satisfying properties (Pl) and (P2) for k # 1. We 
consider the equation 
X(z, E) = X0 + ~[X(Z, E)], where 
x = COl(X, , xs )..., Xn), 
x, = col(1, 0 )..., O), ZEQl, 0 < l < E,, , and B is the 
integral operator, (5.1) 
where the kth entry of the column vector above is written in detail, and gkj 
is the (k,j) entry of G in (2.29). From Eq. (2.29) and property (P2) of the 
paths (in Section 4c), we see that 
for all XE&, O<E<Q, 1 ,<k<n. Writing 
9[Xo] = 9[PlX,] = COl(Xj, ,..., Xjn), 
we see by induction that for all positive integers m 3 0: ( X,&Z, e)I < (+)“, 
for all z E QI , 0 < E < or < E,, , 1 < k < n, provided <I is chosen so that 
0 < r, < min{ 1/2b, , co>. 
Although the paths of integration for the integrals ~[~j&] (z, l ) do not 
tend from z to a fixed point, the contribution for the integrals when ( s ( 
is large compared with ) z 1 will be small if [jx,l is bounded for s E Qr , 
0 < E < ErJ . This is true because of the order of gkj (Eq. (2.29)), and the 
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discussion immediately following the statement (P2) in Section 4c. Further, 
integrals of these same integrands along an arc of radius T inside 9&(z), 
zEQ,, can be made arbitrarily small for sufficiently large I > 1 z / . Thus, 
the functions 9j[Xt,], j = 0, l,... are holomorphic for z E 9,) 0 < E < l s. 
The inequality / x,,,~ 1 < (+)m implies that the series XT=, Si[X,,] converges 
uniformly and absolutely for z E QI , 0 < E f <I , and X == ~~s.Y~[X,J is a 
holomorphic solution of the integral equation (5.1). Finally, we check that 
the kth entry, K = l,..., n, of (d/da) [9[X]] is 
Therefore, X is a solution of (2.28 [l]) for z E 9(&; (Y, /I) C Q,(C S(dz, 8))~ 
0 < E -< or. Furthermore, / xh: j < 1 + 4 + ... = 2. 
THEOREM 5.2. If the sector S(ol, 8) in the z-plane satisjes condition (Cl), 
Eq. (2.19) has a solution V(;(z, 6) satisfying the following inequality (Elk) for 
each integer h > 0: Let 
v = col(w, ,..., w,), ~~(2) = exp - 
1 0 
Jzz mjj(5‘) 4-l dt/ 
C&h) : ) uj(z, e> - pi exp f f Jz h,(S) @I i &k(z) l k 1 
=o k=O 
for j = l,..., n, z E 9(Kl; a, j3), 0 -=c E < q , where for k = 0, I ,..., 
,i&jk(z)=o if j#l, (5.2) 
@llk(~) = /?lk(z), which is giwen by Eqs. (3.2) _fo1I. z E s(&&; 01, 8). The 
functions /?lk(z) are of the order O(l z I-L(1+71)) in Y(K,; OL, /3) and possess cm- 
vergent expansions in descending fractional powers of x there. The fundons 
R,(z, 6) are uniformly of the order O(( z I--(h+l)(l+T1)) for z E 9(Kl; a, fl), 
O<E<EL. 
This result gives analytical meaning to the formal power series solution, 
V, of Theorem 3.1. 
Proof. Most of the proof is analogous to the proof of Theorem 4.2 of [4]. 
We will omit the details of those iterative procedures which have been pre- 
sented there at great length. Let 8, fi, S(& fi), QI be as in the proof of Theo- 
rem 5.1. (The boundaries of J2, tend to the boundaries of S(&, fl) near infinity, 
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L2, C Y(&?; B, /).) Further, let & @ be angles with 4 < aZ < B <p, 
fl - & < 2741 + Y,,)-l, such that S(&, fl) satisfies condition (Cl). Define 
functions Q&Z, E), j = I,..., rz, K = 0, l,..., for 2 E Y(* 8, p), 0 < E < co , 
by the following recursive formulae: 
alo = --I , ajo = aj1 I 0 for j = 2,..., n, (5.3) 
oc,k+&, 4 = - SC,,,., ~lglgo,(4 4 d fork = 0, L..., 
ajk+l(z, E) = - yLfmid (i gjgagi(2, E)) (A,(z) - X,(2))-’ 
i-0 g=1 
(5.4) 
(5.5) 
for K = 1, 2 ,..., j = 2 ,..., 71, where 
C,,(Z) is a path in SP(K; 8, /I) on the z-plane, starting at B E Y(K; h, B), 
parametrized by 
C,,(S): q,(t, ii) = 1 + exp{i arg 2) * t, O<t<co. 
By making use of the orders of magnitude of h&)‘s and the expansion of 
G(z, E) in (2.29) (with z E Y(K; 8, fl) in place of z E 9(K; 0, , es)), we inte- 
grate and differentiate termwise to prove by induction that for j = l,..., n, 
k = 0, l,... 
ajkb, 4 - F. ajk&) tL+ as CL --t 0, (5.6) 
uniformly in the region 0 < E < l o , z E Y(z; 4, fi), where the functions 
ajkr(2), Y = 0, l,..., possess convergent expansions in descending fractional 
powers of z in Y(R; &, 8) and are of the order Of,1 z I-k(71+1)) for the corre- 
sponding k. (Note that Y(K; 8, /$I Y@; Oz, fl) 1 &II.) Further, because 
gab N 0 as p + 0 for j # p, 1 < j, q < n, we can deduce easily from (5.3) 
and (5.5) that for all j # 1 
ajkr(Z) = o for z E Y(R; 8, /I), Y = 0, l,..., k = 0, l,.... (5.7) 
For simplicity, let 
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for j = l,..., n, s, z E .4P(K; B, fl), 0 < E < E,, . We start from the existence 
of the bounded solution X in Theorem 5.1 to prove that there exists a solution 
V(z, c) of Eq. (2.19) having the following property for each integer h > 0: 
iqz, c) = col(w, )..., w,) 
(5.8h) 
for j = I,..., n, where &(a, c) is uniformly of the order O(( x (-2(rr+11) for 
x E Q, , 0 < E < z1 , and K&z, E), h = 2, 3 ,... are given recursively there by 
formulae 
for j = 2,..., n. 
Further, the functions K&z, E), h = 2,3,... are uniformly of the order 
O(( z I--(R+r)(rl+l)) for z E QI , 0 < E < cr. Both formulas (5.8) and (5.9) 
are deduced inductively while the improvement of the estimate (5.8h) to 
(5.8(h + 1)) is carried out in the following manner: First, rewrite the integral 
equation for X in (5.1) in an analogous form of an integral equation for V, and 
use the estimate (5.8h) for V(s, e) which occurs in the integrand on the right 
side of the equation. Then, integrate by parts, rearrange terms, and use the 
properties (Pl) and (P2) of the paths Gil(z), j # 1, the comment concerning 
C,,(z) following Eq. (3.2), the orders of magnitude of Xi(z), gik(z, e), 1 <j, 
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K < 11, to deduce (5.8@ + 1)) with the appropriate definition of &,+r(.z, E) in 
(5.9) while verifying its order of magnitude, O(l z j-(h+2)(71+1)), for z E Q, , 
0 < E < El. (Refer to Theorem 4.2 in [4].) 
Finally, we let 
p1jp.Z) = is &Zjj(*-i)(Z) Z-(k--i)(l+rl) 
for j = l,..., tl, k = 0, I,..., z E Y(R; 6, 8). Substitute the expansion for 
ajle in (5.6) into (5.8h) and rearrange terms to arrive at inequality (E,h)- 
however, with prjk replaced by /?rjn: . And this resulting inequality should be 
valid for z E Qr , 0 < E < e1 . Since p(Kr; 1y, /3) is contained in $I1 , the 
formula (I@) given at the statement of the theorem is valid for z E 9(X1; (Y, 8), 
0 < E < or , after using the result of the following lemma. This completes the 
proof for Theorem 5.2. 
LEMIU 5.1. The function p&z) giwen by formulas (5.3) to (5.7), and 
(5.10) fOY k = 0, l,...) j = l,..., % z E 9(R; G fi) satisfy Pl;jk(z> = flljk(z) 
for K = 0, I,..., j = I,..., n, z E s(Kl; a, /3), where fiIilc are defined at the 
statement of Theorem 5.2. 
The proof of the lemma consists of rewriting the terms on the right of 
(5.10) in terms of integrals by means of formulas (5.4) and (5.6) and then 
reordering them to show that ark, k = 0, 1, 2,... satisfy the recursive 
formulas in (3.2). 
COROLLARY 5.3. If the sector S(a, ,8) satisf;es condition (ci), 1 < i < n, 
Eq. (2.19) has a solution V(z, l ) satisfring (E,h) for each integer h > 0 
V(z, e) = col(er, ,...) er,) 
for j = I,..., n, z E P(Ki; (Y, /3), 0 < E < ci < l 0 , (for some large K$ , and 
small l t), where for k = 0, l,... 
/&k(z) = 0 if j # i, (5.11) 
,&ktz) = ,sid ) h ’ h z w zc are g iven ivy Eqs. (3.2) for z E g(& (Y, /I). 
The functions /&k(z), Rt’(z, 6) in this region satisfy the corresponding properties -- 
of&(z), Rh(z, l ) for z E Y(K,; 01, /3), 0 < E < Q in Theorem 5.2. 
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We begin the proof by starting from the transformation (2.28[i]) of Lemma 
2.4 and then proceed in a manner similar to proving Theorem 5.1 and 
Theorem 5.2. 
THEOREM ~&-MAIN THEOREM (Theorem 1 of Section 1). 
We can be more specific now to state that: 
In (1.4), the rational number v is the highest rational exponent among the leading 
terms of the n fractional power series for T&Z), i = I,..., n, at z = 00. 
Proof. From Lemmas 2.1 and 2.3 and Theorem 2.1, we have Y = TSRV. 
Apply Corollary 5.3, and factor out the highest exponent of z in the series 
for TV, i = I,..., 12. 
We remark that in case n = 1 or m = 0 in [Hl], the result of the main 
theorem can be easily verified without using the involved arguments in this 
paper, even without assuming the conditions (Ci). 
6. AN EXAMPLE 
In this section we will study a specific example of applying the theorems of 
Section 5 to find a fundamental system of solutions in various unbounded 
sectors in the z-plane. 
Consider the equation 
dw(2) + P(z2 + 1) zJ(4)(2) + 8(22 + z) U’s’(z) 
+ E2(Z4 + 1) U”(Z) + ‘.z%‘(Z) + (x” + 9) U(Z) = 0. 
(6.1) 
It satisfies hypothesis [Hl]. The equation corresponding to (2.3) for Eq. 
(6.1) is 
Z’S + (2’3 + 2’5) x’ + (2’3 + $4) A’2 + (z’ + Z’S) x3 
+ 2’2x4 + (1 + 29) X’S = 0. 
(6.2) 
We first try applying Newton’s procedure to find the series for X(x’) at 
z’ = 0 without checking the reducibility of (6.2). We find successfully that 
we have the following five different series for x’(z’) at z’ = 0: 
&‘(z’) = 2’2 (- 1 + Fl c5kz’k) , 
.- 
(6.3) 
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where in the series for Ai’, h,’ we take the same root ~‘~/a. We see that [H2], 
[H3], [H4] are all satisfied. Equations (6.3) imply that we have the following 
expansions for h(.a)‘s at z = cc for the characteristic equation of (6.1) 
; A2(2) = &/2 - i + f , 
k=l 
h,(2) = 4 A,(Z) = 2 - i + 2 a,$-” 
> 
, (6.4) 
k=l 
Consider the open right half z-plane S = (x ) - ~-12 < arg z < +2). Let 
us choose the root 9/a to be ( x (1/2 exp(i(arg z/2)) for z E S, whenever it 
occurs in Eq. (6.4). Let S, = (x 1 - ?r/6 + 8 < arg 2: < n/4) where 
0 < 8 < 7~16. Consider the images of S, in the following planes: 
- $ izaJ2-plane, iz2/2-plane, 
@.5) 
- i&!/2-plane, and - z9/3-plane. 
It can be checked easily that they satisfy all the conditions (i), (ii), (iii) listed 
in (4.2). Thus, the sector S, satisfies condition (Cl). To check conditions 
(C2), (C3), (C4), and (C5), we consider the images of S, in the following 
four systems of planes, respectively: 
(a) $ i&a-plane, iz*/2-plane, - iza/2-plane, and - z3/3-plane; 
(b) - &a/2-plane, - i&plane, and - x3/3-plane; 
(c) &a/2-plane, i&plane and - a9/3-plane; 
(d) z9/3-plane. (6.6) 
We find that all the conditions (C2)-(C5) are satisfied by the sector S, . We 
can, therefore, apply the main theorem (Theorem 5.4) to find a fundamental 
system of five linearly independent solutions of the form (1.4) for Eq. (6.1) 
in the sector S, . 
Similarly, let S2 = {z 1 - r/4 < arg z < ?r/6 - g}, 0 < 8 < 12/6. Again 
consider the images of S, in all the planes listed in (6.5) and (6.6). We fmd 
that all five conditions (Cl)-(C5) are satisfied by sector S, . Again, we apply 
the main theorem to find a fundamental system of five linearly independent 
solutions of the form (1.4) for Eq. (6.1) in the sector S, . 
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It is of interest to note that the condition (iii) of (4.2) is not satisfied by 
the images of the sector 
S, = (z ( - rr/6 + 8 < arg z < 7r/2 - 81, 0 < 8 < 7r/6, 
on some of the planes listed in (6.5) and (6.6). Consequently, the main 
theorem does not give a full fundamental system of five independent solutions 
on S, . On the other hand, the asymptotic formulas for ui(z, E)‘s, i = l,..., 5, 
valid for z E S, may not be valid for z E S, , and vice versa. 
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