The SIFT descriptor is one of the most widely used descriptors and Is very stable in regard to change in rotation, scale, affine, illumination, etc. However, because of the greater emphasis on its insensitivity to geometric changes, this descriptor is weak in various illuminations. This method is based on key points extracted from the image. If there are many such points, a lot of time will be needed in the matching and recognition phases. Therefore, in this article, an attempt has been made in this article to use a normal color space both to use color information and to make the extracted features invariant against illumination variants. Moreover, a clustering technique has been used and similar key points have been eliminated in order to reduce the time needed to do the calculations. In other words, subtractive clustering has been used to choose those key points which are more distinct from and less similar to other points. In the section on results obtained, a successful implementation of this study is presented. The efficiency of the proposed algorithm and that of the base SIFT algorithm on the ALOI dataset were studied, and it was found out that by adding this method to the base SIFT descriptor, and with changes in illumination variants, the rate of recognition improves by 5% and that the calculation complexity also decreases
Introduction
Extracting the key points from the image of an object (i.e., points which can function as good representatives for describing the object) which are stable in various views and make the realization of good recognition possible, is one of the main challenges in the area of machine vision, camera calibration, 3D reconstruction, image registration, robot navigation, and object recognition are only a few of the applications of these features. For example, in object recognition these key points can be used in three stages: 1-Finding the key points: These points can be found by searching for the corners, bubbles, and T-junctions. 2-Describing the key points. 3-The last stage concerns the matching of these points among different images. Normally, methods of calculating distances, such as Euclidean and Mahalanobis methods are used for feature vectors obtained in the last stage. In a comparison carried out among different methods of describing features [1] , it was found that the insensitivity to scale transform in SIFT [2] , [3] offers the most distinctive description of the object. The SIFT descriptor emphasizes on key insensitive points extracted through Gaussian Differences (DoG). In the description stage, the magnitude and orientation of the images, gradients based on histogram, and gradient orientations around the key points are also obtained. This descriptor yields good results for the variants of the image, such as rotation, scaling, and affine, but is weak with regard to illumination variants. Therefore, a method has been presented in this article to use a Reza Javanmard Alitappeh/ Procedia Engineering 00 (2012) 000-000 normal color space for strengthening this descriptor against illumination variants (Fig. 1) . Moreover, the color feature, which contains useful information about the image, has many uses as one of the most basic features, perhaps because human beings easily understand the colors of images. In some applications, there are similar objects with different colors, and the goal of the recognition system is the recognition of objects having different colors and their introduction as separate entities. Therefore, if in this case the technique used is SIFT, color information must also be used to distinguish the two objects from each other.
However, due to the fact that the normal color space used is multi-layered, the number of extracted points from this space is high, and this will entail more calculations. This problem is more pronounced in more complex images. In the proposed method, attention is paid to reducing the number of key points (Fig. 2) . The innovation introduced in this article, which causes a reduction in the effect of over fitting, is the selection of distinct points and the elimination of very similar ones. In other words, in this method, points that do not have a useful role in description and recognition are identified and eliminated, and because of their elimination the accuracy of clustering is increased. One of the advantages of the proposed method is that most of the processing is carried out offline. Therefore, there will be little overhead. The practical tests carried out in this article show that the proposed method has a significant effect in increasing the efficiency of the remaining points, and, following that, on the accuracy of classification.
The practical tests performed in this article show that the proposed method has a significant effect on increasing the stability of this descriptor against illumination variants, on the number of matched points, and also on the accuracy of classification. The rest of the article is organized as follows: in part two, previous methods presented in the field of object recognition are reviewed. These methods were based on the SIFT descriptor, and they were meant to make the SIFT descriptor insensitive to illumination variants. The base SIFT descriptor is introduced in detail in part three. Parts four and five are devoted to the normal color space HSI and to the subtractive clustering technique. Explanations of the using techniques and proposed algorithm are presented in parts 6 and 7, and results of the tests performed can be seen at the end of the article.
Related Work
As was stated before, strong local descriptors, which are obtained through extracting key insensitive points, have had many applications in image recovery, camera adjustment, object recognition, etc. During the last two decades. Among the applications presented up to now, it can be said that the SIFT descriptor has had the best results in the rate of recognition [1] . Therefore, in the rest of the article different versions of this descriptor are reviewed. In each version, we have tried to boost one of the features. We have also added some new features to some of the versions. For example, we have used the PCA-SIFT [4] method to reduce the dimensions of the eigenvector of the base SIFT from 128 to 36.
SIFT, in its general sense, adds the features included in figure to the previous eigenvector [5] in order to raise the distinguishing power at times when there has happened a similar contextual construction in the images. Michel and Yu introduced the descriptor ASIFT in 2009 [6] . This descriptor, besides having all the features of SIFT, has a very great ability for pictures which have experienced affine transform.
The base SIFT descriptor works only on gray scale, but it can be expanded to color images as well. Among the many versions of SIFT introduced, a very small number, such as the CSIFT [7] and the SIFT-CCH [8] descriptors, deal with the subject of the use of colors. The CSIFT descriptor employs a normalized color space which is only used in specific cases. The SIFT-CCH descriptor also uses the location information of the pixels. In this method, the co-occurrence matrix of pixels is employed, and this feature is added to the eigenvector of the base SIFT in order to improve it. However, it is noticed that the calculation load is somewhat increased, because transformations and co-occurrence calculations are needed not only for the training phase but also for the testing phase. As can be seen, the above methods have been introduced for different purposes. For example, the last two methods are used when we have two totally identical images with different colors. Therefore, an attempt has been made in this article to use a normal space for reinforcing the base SIFT feature when there are illumination variants of a single image.
Base-SIFT Descriptor
At present, the SIFT descriptor is one of the best and most powerful tools for extracting key points insensitive to different conditions such as rotation, scale, changes in viewing direction, noise, illumination and affine transform. Essentially, the stages of using this descriptor can be divided into three main parts:
Finding the Key Points
The first stage in all methods that focus on specific (key) points of the image is to find these points. In our method, the difference in Gaussian (DoG) is used to find key points. The process of finding these points starts with building a pyramid of the images and with image convolutions I(x, y) in which the Gaussian filter G(x, y, σ) is used. Therefore, the scaling space is represented as follows:
Where * represents the convolution operator in x and y in (2). The degree of blurring is controlled by the standard deviation parameter in the Gaussian function. The scaling space DoG is obtained by subtracting neighboring areas from each other:
From equation (1) we have equation (4) . The next stage is the process of finding the maximum and the minimum points in each octave. To do this, each pixel is compared with its 26 neighbors in the 3*3 area of all the neighboring DoG areas which are in the same octave. If the point under consideration is bigger or smaller than all its neighbors, it will be selected as the point searched for.
Key Points Descriptor Representation
At this stage the main feature vector is produced. First, the gradient range and the direction around the key point are sampled (Fig. 3) . David Lowe used the array 4*4 with 8 directions in each histogram in his experiment, instead of using the 2*2 array for the direction histograms. Therefore, the length of the feature vector for each key point will be 4*4*8=128. 
Matching
At the recognition stage, the matching phase is performed by comparing each of the key points extracted from the test image with the set of key points of the training image. The best candidate points for matching are found by recognizing the nearest neighbor in the set of key points of the training image. The nearest neighbor is the least distance away from its matching point.
The HSI Color Space
As was previously mentioned, the innovation introduced in this article is meant to reinforce the SIFT descriptor against illumination variants. To achieve this goal, a normal color space is used. Therefore, in this part one of the famous color systems is introduced together with the method of normalizing it. In this method, the HIS normal space is used. This space
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is very similar to the HSV color space [9] except that it is different in its transformations. The three main components of this space are: hue, saturation, and intensity. The main image together with the different levels of the HIS space are also shown in Fig.5 . The following sequence has been used to transform from the RGB o the HIS space: 1. First, the RGB space is normalized.
2. Each of the normalized components H, S, and I are calculated using the following equations. 
Subtractive Clustering
When we do not have a clear idea of the number of clusters that must be defined for the data set, this algorithm is considered to be a quick method for finding the number of clusters and also for finding their centers. Sometimes, the centers estimated in this method are used as the initial points for other clustering algorithms. This technique is used because it can extract the key points, or the distinct samples, from among a mass of records of the data set. Each record contains the features of one key point. Subtractive clustering is essentially a variant of the Mountain method [10] .In the algorithm, each point is considered as a potential for the center of the cluster. The potential is measured by using equation (14). [11] (15)
Where α=4/r 2 a and r a > 0 is a positive value defined as the radius of neighborhood of each cluster center. Therefore, the potential assigned for each cluster depends on its distance from other points; and this assignment of potentials will result in having high potential clusters with dense neighbors. After calculating the potential for each point, the point having the highest potential is chosen as the center of the cluster. First, Z 1 is determined as the center for the first group and its potential is represented by p1.Then, the p i potential for is a positive value that chooses a neighbor with a substantial reduction in density. Therefore, the density of the data point close to the first cluster is reduced substantially. This procedure (of choosing centers and of reducing potentials) is iterated repeatedly till rules and criteria for halt are met. Two threshold levels are also defined, one of which is above the point chosen as the center of a cluster and the other is under the point which has been omitted.
Key Points Reduction by Subtractive Clustering
If we have a set of objects S in the form of S= {s 1 , s 2 , s 3, …,s n }, for every s i of the set S, there is a set of key points along with their feature vector which have been extracted by SIFT (Fig. 5-a) .In other words, every row of this table is the representative of one of the key points of our training images and is shown by s i,j . Images(s i ).(x,y) are the coordinates of the key point. Therefore, we have equation (14 and 15) [12] (16)
m is the number of key points belonging to an image. In subtractive clustering, K points are selected from among these key points. For a training sample s i , we will have : ( Fig.  6) . In this fig. the reduction in the number of key points is shown.
The Proposed Method
How the subtracting clustering algorithm and the color space combined together, introduced in this section. The flowchart below shows the flow of the execution of the proposed algorithm.  The extraction of the key points from this color space  And, finally, the comparison of the eigenvectors of the two sets
Experimental Result
The data set used in the tests is ALOI [12] consisting of 27 samples illumination variants for 1000 different objects (Figures 1, 2, and 6 show some examples of them).
Test 1: in this test, the accuracy of clustering at different levels of the HIS normal space is shown together with its combination with the subtractive clustering technique. In Fig. 8, different combinations of the components of the HIS space can be seen. The highest accuracy is that of the HIS-SIF and the SI-SIFT spaces with accuracies of about 98.66 and 98 percent. In the above diagram, different combinations of the components of the HIS space can be seen. The highest accuracy is that of the HIS-SIF and the SI-SIFT spaces with accuracies of about 98.66 and 98 percent. It must be noted that since the number of key points is high compared to the gray surface space (almost three times higher), by changing the gamma parameter of the subtractive clustering technique from 1.6 to 2.5 there is substantial decrease in the number of key points which can be seen in the output m and which has not led to desirable results.
Test 2: In the next diagram, these components are also compared from the temporal point of view. The two algorithms above, which had the highest accuracy, show relatively acceptable calculation times. However, in the versions which are combined with subtractive clustering technique, this time is considerably less due to the reduction in the number of key points. (Fig. 9) Test 3: in this test, the CSIFT method, which is one of the famous SIFT versions introduced in color space, is compared with a number of the above methods regarding the accuracy of clustering The accuracy of clustering in this test is the accuracy found in different spaces such as SIFT combined with subtractive clustering technique (Sub-SIFT), SIFT descriptor in HSV space (HSV-SIFT), using S and V of HSV (SV-SIFT), HIS-SIFT , using of S and I surface of the normal HSV space (SI-SIFT) , and the CSIFT method for the last case. As can be seen, due to the use of the normal color space which brings about the stability of feature vectors against illumination variants, the proposed method has been able, in most cases, to yield a better result.
Conclusion
The two important parameters that have to be satisfied by the descriptors are stability against changes, and distinction. As was observed, the method proposed in this article was used to study one of the most famous descriptors in the field of machine sight with respect to the two aspects of stability and distinction. Since the SIFT descriptor is insensitive to the transformations of rotation, scale, and affine, it can certainly be used in many other areas if it is reinforced against illumination variants. Furthermore, the use of color information has also expanded the applications of this descriptor. One of the shortcomings of this method, and of its different versions, is the high number of key points; however, in this article, through the use of the subtractive clustering technique, the calculation time has been considerably reduced.
