ABSTRACT Mining high utility patterns in dynamic databases is an important data mining task. While a naive approach is to mine a newly updated database in its entirety, the state-of-the-art mining algorithms all take an incremental approach. However, the existing incremental algorithms either take a two-phase paradigm that generates a large number of candidates that causes scalability issues or employ a vertical data structure that incurs a large number of join operations that leads to efficiency issues. To address the challenges with the existing incremental algorithms, this paper proposes a new algorithm incremental direct discovery of high utility patterns (Id 2 HUP+). Id 2 HUP+ adapts a one-phase paradigm by improving the relevance-based pruning and upper-bound-based pruning proposes a novel data structure for a quick update of dynamic databases and proposes the absence-based pruning and legacy-based pruning dedicated to incremental mining. The extensive experiments show that our algorithm is up to 1-3 orders of magnitude more efficient than the state-of-the-art algorithms, and is the most scalable algorithm.
I. INTRODUCTION
High utility pattern mining [1] , [2] is an emerging data mining technique that addresses the limitation of frequent pattern mining [3] , [4] . High utility pattern mining considers the user's expectation or objective as well as the raw data whereas frequent pattern mining only considers the occurrence frequencies of patterns. High utility pattern mining is formulated as discovering the patterns whose utilities are no less than a minimum utility threshold. Most of early algorithms [5] - [13] only work for static databases whereas databases are usually dynamic, i.e., changing with the time.
Recently, incremental algorithms for mining dynamic databases are proposed [14] - [20] , among which some consider dynamic databases with transaction insertion [14] - [18] and the others study transaction deletion [19] , [20] . While a naive approach for mining a dynamic database with transaction insertion is to mine each newly updated database instance
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in its entirety, the algorithms [14] - [18] improve the efficiency by avoiding repeatedly mining the legacy transactions.
The IHUP TWU [14] , FUP-HUI [17] , PRE-HUI [18] , and HUPID [21] algorithms are incremental high utility pattern mining algorithms that adopt the two-phase, candidate generation paradigm [5] . They usually generate a huge amount of candidates, which causes scalability and efficiency issues.
The HUI-LIST-INS [16] , EIHI [15] , and LIHUP [22] algorithms are the state-of-the-art algorithms, and all adopt the one-phase paradigm [8] - [10] , [13] . HUI-LIST-INS [16] is based on FHM [10] , an improved version of HUI-Miner [9] , and reduces the time of constructing the new database by keeping the original database in memory and only inserting new transactions. EIHI [15] is also based on FHM [10] , and employs an effective strategy to reduce the mining time and employs a tree structure for determining whether the patterns have been mined. LIHUP [22] is based on the original HUI-Miner [9] , and is less efficient than HUI-LIST-INS and EIHI. However, they all suffer from the join operations on the vertical data structure [9] , [10] , which is time-consuming and causes efficiency bottlenecks.
To address the scalability and efficiency issues with the existing incremental algorithms, this paper proposes a new algorithm that introduces several novel ideas to efficiently mine high utility patterns in the dynamic databases. Our contributions are as follows:
• A novel incremental high utility pattern mining algorithm, Id 2 HUP+ (Incremental Direct Discovery of High Utility Patterns), is proposed to address the scalability and efficiency bottlenecks with the state-of-the-art incremental algorithms, EIHI [16] and HUI-LIST-INS [15] . Our Id 2 HUP+ algorithm adopts the one-phase paradigm proposed by the d 2 HUP algorithm [8] , [13] . Our algorithm improves relevance-based pruning and upperbound-based pruning, and introduces quick merge of identical transactions.
• A novel data structure is proposed for quick update of dynamic databases. It targets the root cause with the EIHI and HUI-LIST-INS algorithms, i.e., they are not scalable and inefficient with large databases as their data structures do not compress raw data and cannot facilitate efficient computation.
• Two pruning strategies dedicated to incremental utility mining are proposed. One pruning is to quickly identify all the extensions of a pattern that are not in new transactions and thus can be pruned. The other pruning is to efficiently determine whether a pattern is a high utility pattern in the original database, which targets a scalability issue with the prior algorithms.
Experimental evaluation shows that our Id 2 HUP+ algorithm outperforms the state-of-the-art algorithms EIHI, HUI-LIST-INS, and LIHUP by 1 to 3 orders of magnitude in efficiency, and is the most scalable algorithm.
The rest of the paper is organized as follows. Section II defines the incremental high utility pattern mining problem. Section III discusses the connections and differences between prior works and ours. Section IV proposes our techniques for incremental mining. Section V proposes our incremental high utility pattern mining algorithm. Section VI evaluates our algorithm. Section VII concludes the paper.
II. PROBLEM DEFINITION
This section first defines the high utility mining problem in a static database, and then the incremental high utility mining problem in a dynamic database.
Let I be the universe of items. Let D be a database of transactions {t 1 , . . . , t n }. Each distinct item has a weight independent of any transaction, given by an eXternal Utility Table (XUT ) , and each item in a transaction is assigned a non-zero share. The research problems are formally defined as follows.
Definition 1: The internal utility of an item i in a transaction t, denoted by iu(i, t), is the share of i in t. The external utility of an item i, denoted by eu(i), is the weight of i independent of any transaction. Definition 2: The utility of an item i in a transaction t, denoted by u(i, t), is the function f of iu(i, t) and eu(i),
Definition 3: Given a database D, (a) if each item i in a pattern X has a non-zero share in a transaction t, then X is contained in t, i.e., X ⊆ t. (b) The transaction set of a pattern X , denoted by TS(X , D), is the set of transactions that contain X . The number of transactions in TS(X , D) is the support of X , denoted by s(X , D).
Definition 4: (a) For a pattern X contained in a transaction t, i.e., X ⊆ t, the utility of X in t, denoted by u(X , t), is the sum of the utility of every constituent item of X in t, i.e.,
, is the sum of the utility of X in every transaction containing X , i.e.,
Definition 5: Given a database D, a pattern X is a high utility pattern, abbreviated as HUP, if the utility of X is no less than a user-specified minimum utility threshold µ.
High utility pattern mining is to discover the set, HUP set (µ, D), of all high utility patterns in a database D given an external utility table XUT and a minimum utility threshold µ, i.e., HUP set 
Let D 1 and D 2 be two consecutive snapshots of a dynamic database D, i.e., let the original database be D 1 and the new database be D 2 = D 1 ∪N with N representing the set of newly inserted transactions.
Incremental high utility pattern mining is to discover the set of new high utility patterns that are in D 2 but not in D 1 , which is formally defined as follows.
Definition 6: Given XUT , D 1 , D 2 = D 1 ∪ N , and µ as well as HUP set (µ, D 1 ), the set of new high utility patterns that are in D 2 but not in D 1 is
Example 1: Given two snapshots of a supermarket's shopping transaction database, D 1 = {t 1 , t 2 , t 3 } and D 2 = {t 1 , t 2 , t 3 , t 4 , t 5 } in Table 1 for Day 1 and Day 2, respectively, and the unit prices of products in Table 2 , the super- 
III. RELATED WORKS A. FREQUENT PATTERN MINING
Frequent pattern mining [3] , [4] , [23] refers to the discovery of patterns that occurs frequently in transactions, i.e., patterns whose occurrence frequency exceed a user-specified threshold. Frequent pattern mining has many applications and is the basis of various mining tasks. The most influential frequent pattern mining algorithms are Apriori [24] and FP-Growth [25] .
Agrawal et al. [24] first proposed the frequent pattern mining problem, which is mainly used for shopping basket analysis, and developed the Apriori algorithm that works in a breadth-first manner. Han et al. [25] proposed a well-known depth-first algorithm, FP-Growth, which works in a divideand-conquer way and compresses the database by FP-Trees in main memory. Both Apriori and FP-Growth employ a pruning strategy based on the anti-monotonicity with the frequency of patterns.
As a foundation for many data mining tasks, research on frequent pattern mining keeps on advancing, including on traditional sequential mining [26] and on distributed mining [27] for big data analytics.
B. HIGH UTILITY PATTERN MINING
Utility mining with the itemset share framework [1] , [2] is computationally harder than weighted itemset mining [28] and objective-oriented utility-based association mining [29] . The reason is that utility is neither anti-monotone nor monotone. Therefore, the pruning strategy used in frequent pattern mining cannot be applied in high utility pattern mining. Several algorithms [5] - [7] , [9] - [11] , [14] employ a pruning strategy based on the anti-monotonicity with the transaction weighted utilization (TWU) [5] . Yao et al. [1] , [2] for the first time proposed the utility model, and presented an upper bound property that is looser than the TWU. Liu et al. [5] proposed the Two-Phase algorithm by which high TWU patterns (candidates) are first generated by Apriori [24] in the first phase, then high utility patterns are determined from the candidates by scanning the database in the second phase. Ahmed et al. [14] proposed the IHUP TWU algorithm, which uses IHUP TWU -Tree to store transactions and uses FP-Growth [25] to mine candidates. Based on IHUP TWU [14] , Tseng et al. [6] , [7] proposed strategies to optimize the tree structure and to reduce the number of candidates in the first phase.
One-phase algorithms were proposed recently [8] - [13] to address the scalability bottleneck due to the two-phase, candidate generation paradigm. Liu and Qu [9] proposed the HUI-Miner algorithm, which uses a vertical data structure, uitlity-lists, to store the database, and employs the inefficient join operations on uitlity-lists. Fournier-Viger et al. [10] proposed the FHM algorithm that improves HUI-Miner by using an Estimated Utility Co-occurrence Structure (EUCS) to reduce the number of join operations. Krishnamoorthy [11] proposed the HUP-Miner algorithm also based on HUIMiner. Liu et al. [8] , [13] proposed the d 2 HUP algorithm, which uses a linear data structure to store the database, proposes a tight upper bound for powerful pruning, and employs the reverse set enumeration tree as a way to enumerate patterns. d 2 HUP is several orders of magnitude more efficient than all the prior algorithms. Zida et al. [12] presented the EFIM algorithm that employs the same pruning strategies as d 2 HUP. EFIM is more efficient than d 2 HUP when mining dense databases with short patterns, but is less efficient when mining dense databases with long patterns, and mining large or sparse databases.
C. INCREMENTAL HIGH UTILITY PATTERN MINING
Most of the early algorithms for incremental high utility pattern mining with the itemset share framework adopt the two-phase paradigm. IHUP TWU [14] is the first incremental algorithm. When the database is updated or the minimum utility threshold is changed, IHUP TWU reuses the previous data structure and results in mining new results. Lin et al. [17] proposed the FUP-HUI algorithm based on the Two-Phase [5] and FUP [30] algorithms, which partitions the patterns into four parts according to whether they are high TWU patterns in the original database and in the new database, and mines each part separately. Lin et al. [18] proposed the PRE-HUI algorithm based on the pre-large concept, which partitions the patterns into nine parts according to whether they have large, pre-large, small TWU in the original database and in the new database, and mines each part independently. Yun and Ryang [21] proposed the HUPID algorithm that improves IHUP TWU by efficiently 74170 VOLUME 7, 2019 maintaining and reconstructing the database and by reducing the overestimation of utilities. The algorithms that adopt the two-phase paradigm all confront with two issues: (a) a large number of candidates, and (b) repeated database scans, which results in scalability and efficiency bottlenecks.
The later incremental algorithms adopt the one-phase paradigm. Lin et al. [16] proposed the HUI-LIST-INS algorithm based on FHM [10] , which reduces the cost of scanning the original database to construct the utility-lists by retaining the utility-lists of the original database, only scanning the newly inserted transactions, and merging the new utility-lists with the original. HUI-LIST-INS was shown to be up to 1 to 2 orders than FUP-HUI and PRE-HUI. FournierViger et al. [15] proposed the EIHI algorithm also based on FHM [10] , which uses several methods to effectively extract the high utility patterns from a dynamic database. EIHI [15] is usually a few times faster than HUI-LIST-INS [16] . Yun et al. [22] proposed the LIHUP algorithm based on HUIMiner [9] , which constructs the utility-list with one database scan. LIHUP is less efficient than HUI-LIST-INS and EIHI. It is important to note that EIHI [15] , HUI-LIST-INS [16] , and LIHUP [22] still suffer from the efficiency bottleneck, whose root cause is that they all employ a lot of inefficient join operations on the vertical data structure [9] , [10] .
This paper proposes a new incremental algorithm by improving the state-of-the-art high utility pattern mining algorithm, d 2 HUP, and by proposing two pruning strategies dedicated to incremental utility mining with a novel data structure. The proposed algorithm outperforms the state-ofthe-art incremental algorithms in terms of efficiency and scalability significantly.
IV. TECHNIQUES FOR INCREMENTAL MINING
We propose a novel incremental mining algorithm, which adopts the one-phase paradigm, improves upper-bound-based pruning, and proposes two pruning strategies dedicated to incremental mining with a novel data structure.
A. GROWING HIGH UTILITY PATTERNS WITHOUT CANDIDATES
The idea is to enumerate a pattern as a prefix extension of another pattern, to reduce the number of enumerated patterns by upper-bound-based pruning, and to calculate the utility of each enumerated pattern to identify high utility patterns. In order to avoid duplicate enumeration of patterns, we present an imposed ordering.
Definition 7: Given a database D, the imposed ordering of items, denoted , is a pre-determined, ordered sequence of all the items in I . Accordingly, for items i and j, i ≺ j denotes that i is listed before j; i ≺ X denotes that i ≺ j for every j ∈ X , and W ≺ X denotes that i ≺ X for every i ∈ W , in accordance with .
Definition 8: Given an ordering , a pattern Y is a prefix extension of a pattern X , if X is a suffix of Y , i.e., Y = W ∪ X for some W with W ≺ X in .
Our one-phase paradigm enumerates patterns of length 1 as prefix extensions of the empty pattern {}, patterns of length 2 as prefix extensions of patterns of length 1, and so on. For example, given = {a, b, c}, then {a}, {b}, {c} are enumerated as a prefix extension of {} respectively, {a, b} as that of {b}, {a, c} and {b, c} as that of {c} respectively, and {a, b, c} as a prefix extension of {b, c}.
Definition 9: The imposed ordering of items in D 2 , denoted 2 , is the extension of 1 representing the imposed ordering of items in D 1 , i.e., we guarantee 2 is in accordance of 1 , and only items that are in N (and in D 2 ) but not in D 1 are inserted into 2 .
For our running example, we assume the imposed orderings 1 = 2 = {a, b, c, d, e, f, g}, i.e., the lexicographic ordering. By the convention introduced by Definition 9, the transaction set TS(X , D 2 ) for a pattern X in D 2 can be incrementally built from TS(X , D 1 ) as detailed in Section IV-C.
B. PRUNING STRATEGIES BY UTILITY UPPER BOUNDING
We present two improved pruning strategies based on the following utility upper bounds.
Definition 10: Given an ordering , a pattern Y is the full prefix extension of a pattern X w.r.t. a transaction t containing X , denoted as Y = fpe(X , t), if Y is a prefix extension of X derived by adding exactly all the items in t that are listed before X in , i.e., if
Theorem 1: Given a database D, for an item i ≺ X , the utility of a prefix extension Y of X that contains i is no more than the sum of the utility of the full prefix extension of X w.r.t.
u(fpe(X , t), t).
For the new database D 2 , the value of uB item is from the original database D 1 and the set N of newly inserted transactions, and we have the following pruning strategy.
Pruning 1: (relevance-based pruning strategy) Given an ordering 2 , all the prefix extensions of a pattern X containing an item i ≺ X are not a high utility pattern if
In other words, the item i is irrelevant, and it can be pruned when exploring the prefix extensions of X .
Example 2: To enumerate the prefix extensions of {e}, we have uB item (a, {e},
Thus, the items a and d are relevant, and the items b and c are irrelevant and can be pruned according to Pruning 1.
Theorem 2: Given a database D, for a pattern X , the utility of any prefix extension Y of X is no more than the sum of the utility of the full prefix extension of X , w.r.t. every
Similarly, the value of uB fpe also comes from two parts, and we get the following pruning strategy.
Pruning 2: (upper-bound-based pruning strategy) Given an ordering 2 , if uB fpe (X , D 2 ) = uB fpe (X , D 1 ) + uB fpe (X , N ) < µ, the prefix extensions of a pattern X can be pruned as they are not high utility patterns.
Example 3: When enumerating {e} after applying Pruning 1, we have uB fpe 
, e}, t 4 ) = 34. Then, {a, e} and its prefix extensions can be pruned according to Pruning 2, while {d, e} should be kept.
C. COMPUTING UTILITIES AND BOUNDS BY
, and uB item (i, X , D 2 ) for i ≺ X , is the key to the scalability and efficiency. We propose a novel data structure called niCAUL (newly improved Chain of Accurate Utility Lists), which consists of 5 parts.
UL(X , D 1 ): The utility lists represent TS(X , D 1 ) in the ordering 1 . For each transaction t in TS(X , D 1 ), there is a utility list to represent t, which contains a quadruple
Hash(X , D 1 ): The hash table organizes all utility lists in UL(X , D 1 ) so that transactions containing the identical set of items are identified in constant time, and merged into one utility list where the internal utilities of each constituent item are summed up.
UL(X , N ):
The utility lists represent TS(X , N ) in the ordering 2 .
Hash(X , N ): The hash table organizes all utility lists in UL(X , N ).
Summary(X , D 2 ): The summary table contains an entry, The proposed data structure improves CAUL [8] , [13] by introducing a new element to preserve u(X , t) for quick computation of u({i} ∪ X , t), by employing hash tables to enable quick merge of identical transactions and quick restoration of niCAUL after pseudo projection as discussed in Section V-A, and by maintaining TS(X , D 1 ) and TS(X , N ) separately to enable more prunings as discussed in Section IV-D.
D. PRUNING STRATEGIES DEDICATED TO INCREMENTAL MINING
We are interested in IHUP set (µ, D 2 , D 1 ) which is disjoint with HUP set (µ, D 1 ) as formulated by Definition 6 in Section II. We observe that there are two particular cases in incremental utility mining that accommodate more pruning. Theorem 4 allows us to quickly determine whether a pattern has been mined. In contrast, EIHI [15] uses a HUI-Tree structure to save all mined patterns to accomplish this purpose, which causes scalability and efficiency bottlenecks.
V. OUR INCREMENTAL ALGORITHM
This section proposes our algorithm, Incremental Direct Discovery of High Utility Patterns (Id 2 HUP+), which enumerates patterns by prefix extensions in a depth-first manner, uses niCAUL to represent the transaction set supporting each enumerated pattern, reduces the search space by the relevance-based pruning, the upper-bound-based pruning, and the absence-based pruning, and quickly identifies patterns not in IHUP set (µ, D 2 , D 1 ) by the legacy-based pruning. Id 2 HUP+ invokes the GrowPatterns procedure (Procedure 2) to mine high utility patterns that are the prefix extensions of the empty pattern {} in a depth-first manner at Line 2. After mining, TS niCAUL ({}, D 2 ) is restored by calling the RefreshNICAUL procedure (Procedure 4) for supporting quick update of the database at Line 3.
The GrowPatterns procedure (Procedure 2) ignores irrelevant items in TS niCAUL (X , D 2 ) in 2 according to the
output all prefix extensions of Y ; 8:
output the union of Y with all items in the summary; 10: If none of the two cases in the lookahead step is observed, a decision is made to materialize TS niCAUL (Y , D 2 ), i.e., to allocate separate memory space for TS niCAUL (Y , D 2 ), if the percentage of relevant items is less than a threshold θ , so as to leave out the irrelevant items at Lines 10-11. Finally, the GrowPatterns procedure is invoked to enumerate the prefix extensions of Y recursively at Line 12.
A. COMPUTING UTILITIES AND UPPER BOUNDS FOR PREFIX EXTENSIONS
For a pattern X and its prefix extension Y = {i}∪X for an item i ≺ X , the utility and upper bounds of Y are already stored in the summary UL(X , N ) , which are all supporting Y = {i} ∪ X , in order to compute the summary entry This procedure shares certain similarity with the PseudoNICAUL procedure and differs from the latter in that it scans utility lists (representing the entire database) by going through the hash table instead of scanning utility lists (supporting a non-empty pattern) by following chains threaded by links in a summary entry.
B. ALGORITHM ILLUSTRATED BY THE EXAMPLES
We explain the working of Id 2 HUP+ by our running example. Given two consecutive database instances shown in Table 1 
C. COMPLEXITY ANALYSIS
We analyze the complexity of our Id 2 HUP+ algorithm as well as that of EIHI, HUI-LIST-INS, and LIHUP. First of all, let n = |N | be the average number of new transactions inserted in an update, d = |D| be the average size of a database instance, τ be the average length of a transaction, γ be the average size of a summary table, σ be the average support of an item, and be the number of visited candidates.
According to Section V-B, the complexity of Id 2 HUP+ consists of three parts. The first part is the time for scanning the newly inserted transactions and incrementally building the niCAUL for the latest database instance, which is c 1 · n · τ with the constant c 1 for reading an item and computing its support and utility.
The second part is the time for the recursively invoking the GrowPatterns procedure times. The time for each invocation consists of two components: One component c 2 ·γ ·log γ is the time for pruning and lookahead and outputting patterns by Steps 1 through 5 in Section V-B with constant c 2 , and the other component c 3 · σ · τ is for computing the utilities and upper bounds in Step 6 with constant c 3 .
The last part c 4 · d · τ is the time for refreshing the in-memory data structure niCAUL for representing the previous database instance with constant c 4 . 4 ·d ·τ is the complexity of Id 2 HUP+. This complexity formula is also applicable to EIHI, HUI-LIST-INS, and LIHUP since they also employ a one-phase paradigm.
The fundamental difference between the complexity of the algorithms is that the number of visited candidates by EIHI, HUI-LIST-INS, and LIHUP is several orders of magnitude greater than by our Id 2 HUP+ algorithm. The reasons are: The upper bounds used by Id 2 HUP+ for pruning is much tighter than that by EIHI, HUI-LIST-INS, and LIHUP. Id 2 HUP+ proposes pruning and lookahead strategies dedicated to incremental mining. Moreover, constants c 1 , c 3 , and c 4 by Id 2 HUP+ is smaller than that by EIHI, HUI-LIST-INS, and LIHUP due to efficient computation facilitated by our niCAUL structure, whereas Id 2 HUP+ has a larger constant c 2 as Id 2 HUP+ performs more testing for pruning and lookahead. This analysis is in accordance with the experimental results and elaborated in Sections VI-A.3, VI-A.4 and VI-D.
VI. EXPERIMENTAL EVALUATION
We evaluate our algorithm Id 2 HUP+ by comparing with the state-of-the-art algorithms EIHI [15] , HUI-LIST-INS [16] , and LIHUP [22] . The code of EIHI [15] and HUI-LIST-INS [16] was from the original authors respectively, and LIHUP [22] was implemented by us due to the unavailability of the code. All the algorithms were implemented in the Java language.
Ten datasets are used in the experiments. They are summarized by Table 3 where the first column is the name of a dataset, the second (avg|t|) and third (max|t|) are the average and maximum length of a transaction respectively, the fourth (|I|) is the number of distinct items, the fifth (|D|) is the number of transactions, and the sixth (Type) is a rough categorization.
The experiments were performed on a workstation with a 2.40GHz CPU and 4GB memory, running CentOS 6.3. The insertion rate (IR) is the ratio of newly inserted transactions. For example, for a dataset of 100 transactions, IR = 0.2 indicates that 20 transactions will be inserted for each of the 5 updates of the dataset. Unless otherwise specified, the default IR is 0.04 in the experiments.
A. RUNNING TIME AND NUMBERS OF CANDIDATES
This section first compares our Id 2 HUP+ algorithm with the EIHI, HUI-LIST-INS, and LIHUP algorithms in terms of running time, reports the number of candidates visited by the four algorithms, and then analyzes the reasons behind the performance difference. Fig. 2 shows the running time by the four algorithms with varying minimum utility threshold µ and the default insertion rate IR.
1) RUNNING TIME WITH VARYING MINIMUM UTILITY
On dense datasets, Id 2 HUP+ is up to 2 orders of magnitude more efficient than EIHI, HUI-LIST-INS, and LIHUP. For example, Id 2 HUP+ is up to 472, 110, 321, and 114 times faster than EIHI on Connect, Accidents, Pumsb, and Mushroom respectively, is up to 596, 62, 361, and 546 times faster than HUI-LIST-INS on Connect, Accidents, Pumsb, and Mushroom respectively, and is up to 213, 57, 366, and 166 times faster than LIHUP on Connect, Accidents, Pumsb, and Mushroom respectively.
On mixed datasets, Id 2 HUP+ is up to 3 and 4 orders of magnitude more efficient than EIHI, HUI-LIST-INS, and LIHUP. For example, Id 2 HUP+ is up to 1,206 times faster than EIHI on BMS, is up to 16,313 times faster than HUI-LIST-INS on BMS, and is up to 10,725 times faster than LIHUP on BMS.
On sparse datasets, Id 2 HUP+ is up to 2 orders of magnitude more efficient than EIHI, HUI-LIST-INS, and LIHUP. For example, Id 2 HUP+ is up to 23, 3, and 1 times faster than EIHI on Chainstore, Retail, and Foodmart respectively, is up to 419, 8, and 33 times faster than HUI-LIST-INS on Chainstore, Retail, and Foodmart respectively, and is up to 158, 100, and 33 times faster than LIHUP on Chainstore, Retail, and Foodmart respectively.
An observation is that with the decrease of the minimum utility threshold µ, the performance gap increases between our Id 2 HUP+ and the comparing algorithms EIHI, HUI-LIST-INS, and LIHUP.
An exception is that on Foodmart the running time by each algorithm remains almost the same. The reason is that in the given range of the minimum utility threshold, the number of high utility patterns changes little and hence the number of candidates visited by each algorithm remains almost the same as shown in Fig. 4 . Fig. 3 shows the running time by our Id 2 HUP+ algorithm and the comparing algorithms EIHI, HUI-LIST-INS, and LIHUP with varying insertion rate IR. We set the threshold µ for each dataset to the median of the minimum utility thresholds used for the dataset in Section VI-A.1.
2) RUNNING TIME WITH VARYING INSERTION RATE
The figure indicates that Id 2 HUP+ is also up to 2 orders of magnitude more efficient than EIHI, HUI-LIST-INS, and LIHUP. Concretely, Id 2 HUP+ is up to 151, 22, 124, 214, 3, 11, 10, and 1 times faster than EIHI on Connect, Accidents, Pumsb, Mushroom, BMS, Chainstore, Retail, and Foodmart, respectively. Id 2 HUP+ is up to 201, 29, 196, 977, 7, 242, 14 , and 56 times faster than HUI-LIST-INS on Connect, Accidents, Pumsb, Mushroom, BMS, Chainstore, Retail, and Foodmart, respectively. Id 2 HUP+ is up to 69, 26, 174, 320, 3, 90, 240, and 55 times faster than LIHUP on Connect, Accidents, Pumsb, Mushroom, BMS, Chainstore, Retail, and Foodmart, respectively.
It is observed that the performance gap increases between our Id 2 HUP+ and the comparing algorithms EIHI, HUI-LIST-INS, and LIHUP with the decrease of the insertion rate IR.
In particular on Foodmart, the running time by each algorithm also increases with the decrease of the insertion rate IR, although the running time remains almost the same with varying the minimum utility threshold in Fig. 2. 3) NUMBERS OF VISITED CANDIDATES Fig. 4 shows the number of candidates visited by the four algorithms with varying minimum utility threshold µ and the default insertion rate IR.
In general, the number of candidates visited by Id 2 HUP+ is up to 3 orders of magnitude less than EIHI, HUI-LIST-INS, and LIHUP.
Concretely, the number of candidates visited by is up to 82, 13 
4) PERFORM ANALYSIS
Sections VI-A.1 and VI-A.2 show that our Id 2 HUP+ algorithm outperforms EIHI, HUI-LIST-INS, and LIHUP significantly.
The main reason for the performance difference is that our Id 2 HUP+ algorithm employs four powerful pruning strategies.
• Prunings 1 and 2 employ utility upper bounds that are tighter than the upper bounds by EIHI, HUI-LIST-INS, and LIHUP.
• Prunings 3 and 4 render additional pruning dedicated to incremental mining, which is analyzed in Section VI-D.
The four pruning strategies results in a much smaller search space, i.e., the number of candidates visited by Id 2 HUP+ is several orders of magnitude less than that by EIHI, HUI-LIST-INS, and LIHUP as detailed in Section VI-A.3.
The second reason is that our data structure niCAUL enables efficient computation and quick update of dynamic databases, whereas EIHI, HUI-LIST-INS, and LIHUP use a vertical data structure that performs a large number of inefficient join operations. For example on Connect with µ = 15299954 and IR = 0.04, Id 2 HUP+ is 473 times faster than EIHI whereas Id 2 HUP+ visits 35 times less candidates than EIHI, which means the niCAUL contributes a factor of 14 to the efficiency. Id 2 HUP+ is 596 times faster and visits 48 times less candidates than HUI-LIST-INS, meaning the niCAUL contributes a factor of 12 to the efficiency. Id 2 HUP+ is 223 times faster and visits 90 times less candidates than LIHUP, meaning the niCAUL contributes a factor of 2.5 to the efficiency. 
B. MEMORY USAGE
We calculate the memory usage during the execution of the algorithms with varying µ and the default IR.
As shown in • Our Id 2 HUP+ algorithm uses a novel data structure, which merges identical transactions and thus is more compact than the vertical data structure by EIHI, HUI-LIST-INS, and LIHUP.
• Our algorithm uses pseudo projection to compute the transaction set for every enumerated pattern, which greatly saves memory usage.
• While the EIHI algorithm determines if a pattern has been mined by saving all mined patterns in a tree, our algorithm achieves the same without using such a tree (by Pruning 4). Thus, whereas EIHI runs out of memory for a small µ, our algorithm does not.
It is noticed that with the decreasing of µ, the memory usage of the three algorithms increases gradually, but there is some fluctuation. The reasons are:
• Our Id 2 HUP+ algorithm, EIHI, and LIHUP only consider items that appear in the new transactions.
The number of new items determined by the currently inserted transactions affects memory usage.
• It is affected by the Java garbage collection mechanism, in particular, the start time of garbage collection cannot be estimated. Finally, the memory usage also depends on the size of the dataset. For example, the memory usage for Mushroom is less than the memory usage for other dense datasets because Mushroom is the smallest dataset as indicated in Table 3 .
C. SCALABILITY TEST
We evaluate the scalability of the four algorithms by performing experiments on two datasets T10 and T20 with the size of each dataset varying from 100K to 1000K and with the two different µ's, which is shown in Fig. 6 . Id 2 HUP+ is the most scalable algorithm, and EIHI is less scalable than HUI-LIST-INS and LIHUP as shown in Fig. 6 . Concretely, the running time of Id 2 HUP+ at every setting is the least. For example, on the dataset T10 with size 500K, Id 2 HUP+ takes 66s, EIHI 706s, HUI-LIST-INS 1,746s, and LIHUP 1,800s for µ = 469, 437; Id 2 HUP+ takes 33s, EIHI 1,117s, HUI-LIST-INS 669s, and LIHUP 678s for µ = 2, 347, 185. Most importantly, the slope of the curve of Id 2 HUP+ is the smallest.
D. PRUNING STRATEGIES DEDICATED TO INCREMENTAL MINING
The absence-based pruning strategy is analyzed by comparing Id 2 HUP+ with its variant that disables this pruning strategy denoted as NoAbsence. Id 2 HUP+ is up to 2 times faster than NoAbsence as shown in Fig. 7 . For example, on Mushroom with IR 0.04, Id 2 HUP+ takes 132s and NoAbsence 272s for µ = 25, 000. On BMS with IR 0.04, Id 2 HUP+ takes 71s and NoAbsence 205s for µ = 1, 994, 000. The memory usage is also collected, which indiates that there is no obvious difference either using this pruning strategy or not.
It is confirmed that the absence-based pruning strategy is closely related to the newly inserted transactions, in particular, the number of new items in the newly inserted transactions. The less is such a number, the more effective is this pruning strategy.
The legacy-based pruning strategy is analyzed by comparing Id 2 HUP+ with its variant that disables this pruning strategy denoted as NoLegacy. Id 2 HUP+ is up to 2 to 6 times faster than NoLegacy as shown in Fig. 8 . For example, on Mushroom with IR 0.04, Id 2 HUP+ takes 132s and NoLegacy 712s for µ = 25, 000. On BMS with IR 0.04, Id 2 HUP+ takes 71s and NoLegacy 274s for µ = 1, 994, 000. The memory usage is also collected, which shows that NoLegacy uses up to 3 times more memory than Id 2 HUP+ since NoLegacy saves all mined patterns in memory. For example, on Mushroom with IR 0.04, Id 2 HUP+ uses 674 MB and NoLegacy 1,984 MB for µ = 25, 000. On BMS with IR 0.04, Id 2 HUP+ uses 307 MB and NoLegacy 1,099 MB for µ = 1, 994, 000.
The observation is that determining legacy patterns by comparing utilities instead of searching saved patterns improves the scalability as well as efficiency. In other words, when there are many high utility patterns, NoLegacy has scalability issues whereas Id 2 HUP+ does not as it keeps no high utility patterns in memory.
VII. CONCLUSION AND FUTURE WORK
This paper proposes Id 2 HUP+, a novel algorithm for incremental high utility pattern mining in dynamic databases.
Our Id 2 HUP+ algorithm adapts a one-phase paradigm by improving relevance-based pruning and upper-bound-based pruning for reducing the search space and by employing hash tables for quick merge of transactions. A novel data structure is proposed to maintain the dynamic database to support quick updates. Two strategies, namely absence-based pruning and legacy-based pruning, dedicated to incremental mining of high utility pattern mining are proposed. The experimental results show that Id 2 HUP+ is up to 1 to 3 orders of magnitude faster than the state-of-the-art algorithms, and is the most scalable one.
In the future, we will study more forms of incremental mining, including mining in dynamic databases with deletion as well as insertion, mining with changing relative or absolute minimum utility thresholds, and quick approximate estimates of high utility patterns.
