Abstract-Modeling mobility and user behavior is of fundamental importance in testing the performance of protocols for wireless data networks. Although several models have been proposed in the literature, none of them can at the same time capture important features such as geographical mobility, user-generated traffic, and the wireless technology at hand. When collectively considered, these three aspects determine the user-perceived quality-of-service (QoS) level, which, in turn, might have an influence on the mobility of those users (we call them QoS-driven users) who do not display constrained mobility patterns, but they can decide to move to less congested areas of the network in case their perceived QoS level becomes unacceptable. In this paper, we introduce the Wireless QoS-aware Mobility (WiQoSM) model, which collectively considers all of the above mentioned aspects of wireless data networks. WiQoSM is composed of 1) a user mobility model, 2) a user traffic model, 3) a wireless technology model, and 4) a QoS model. Components 1, 2, and 3 provide input to the QoS model, which, in turn, can influence the mobility behavior of QoS-driven users. WiQoSM is very simple to use and configure and can be used to generate user and traffic traces at the access points (APs) composing a wireless data network. WiQoSM is shown to be able to generate traces that resemble statistical features observed in traces extracted from real-world wireless local area network (WLAN) deployments. Furthermore, WiQoSM has the nice feature of allowing the fine tuning of a disjoint set of parameters in order to influence different statistical properties of the generated traces and of providing the network designer with a high degree of flexibility in choosing network parameters such as the number of users and APs, wireless channel technology, traffic mix, and so on. Given the above features, WiQoSM can be a valuable tool in the simulation of wireless data network protocols.
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INTRODUCTION
T HANKS to the increasing popularity of 802.11-based products, wireless data networks have become widespread in recent years: medium to large-scale wireless local area network (WLAN) deployments are nowadays common in campuses, enterprises, and so on, and public areas such as airports, shopping malls, and parks are also becoming increasingly covered by wireless access points (APs). The proliferation of wireless data networks is expected to increase even further when the recently introduced wireless Mesh technology will become mature [7] .
In order to fulfill the promise of ubiquitous connectivity, forthcoming wireless data networks must face several challenges, including the design of appropriate congestion control mechanisms and interference mitigation protocols, whose performance should be carefully optimized depending on the scenario at hand. Given the high costs of on-thefield testing, simulation is often the preferred option to test the performance of network protocols.
There are several factors that influence the performance of a wireless data network, including the infrastructure (the number and location of the APs), the number of active users, their mobility and traffic patterns, the wireless technology at hand, and so on. This implies that, in order to obtain an accurate estimation of the performance of a certain protocol for wireless data networks, none of these aspects should in principle be neglected at the simulation stage. Furthermore, a mobility and user behavior model should be relatively simple, while at the same time general enough to allow the simulation of a wide range of network settings.
Despite the considerable amount of research devoted to mobility and user behavior modeling in recent years, to the best of our knowledge, none of the models introduced in the literature so far considers all of the abovementioned aspects at the same time. On one hand, we have synthetic models aimed at resembling user registration patterns observed in a certain real-world deployment (for example, the Dartmouth college [13] , [17] , [20] , [21] or the Swiss Federal Institute of Technology (ETH) Zurich campus [27] ). Although these models allow some flexibility in the choice of some parameters such as the number of users and APs, they do not consider user traffic patterns. Most importantly, these models are tailored to a very specific network deployment and cannot be used to test the performance of wireless data network protocols in different scenarios. On the other hand, we have "general-purpose" random models that typically account for only one of the abovementioned aspects influencing wireless data network protocols' performance. For instance, we have separate synthetic models for user mobility (such as the well-known random waypoint (RWP) model [15] ), traffic pattern, radio channel characteristics, and so on. However, these models (especially for what concerns mobility) are often considered too general and not representative of any real-world scenario.
In light of the above, the need for more realistic yet simple mobility and user behavior models for testing the performance of wireless data network protocols, which is mentioned in [3] as one of the challenges related to the realization of ubiquitous wireless connectivity, has not been satisfied yet. In this paper, we make a first step in this direction by introducing the Wireless QoS-aware Mobility (WiQoSM) model, an integrated mobility, user behavior, and wireless technology model that can be used in the performance evaluation of wireless data network protocols.
A salient and novel feature of WiQoSM is that it allows mimicking a situation in which a fraction of users display constrained movement patterns (for example, because they have to move to a certain specific location within a certain time), whereas the remaining users are mainly stationary, but they could decide to move to another location in case their perceived QoS degrades considerably. In the remainder of this paper, we call users of the former type mobile users and users of the latter type QoS-driven users. We believe that distinguishing users into mobile and QoSdriven is representative of many WLAN or wireless Mesh deployments in public areas such as airports, parks, shopping malls, and so on, as acknowledged also in [2] and [25] . For instance, consider the case of a public park. In this situation, a fraction of users might be seated somewhere in the park, using their wireless devices to browse the Web, send emails, download music files to listen with the iPod, and so on. For this class of users, what is relevant is the perceived QoS: As long as the QoS is satisfactory, there is no reason to move to another location. However, if the QoS degrades below an acceptable level, a typical user of this class may decide to look for a better location in the park, becoming stationary again when the perceived QoS is restored to an adequate level. It is not difficult to imagine similar scenarios in other environments such as airports, shopping malls, campuses, and so on. Finally, we also include in the model a (small) fraction of stationary users whose location is fixed even in presence of low QoS levels. Stationary users account for the small fraction of users with prevalence 1 (that is, users who are always registered with the same AP when active), which has been observed in realworld traces extracted from enterprise [4] and campus [27] environments.
WiQoSM generates user and traffic traces that can be used in combination with custom simulators to evaluate the performance of a specific wireless data network protocol. We believe that using WiQoSM-generated traces can considerably improve the accuracy of wireless data network protocols' performance estimation, in contrast to the current habit of using purely random approaches (for example, the traffic observed at an AP is generated uniformly at random between an upper and lower bound).
Another interesting feature of WiQoSM is that the generated traces are accompanied by a set of metrics such as the balance index, user prevalence and persistence in AP association, distribution of session duration, and so on, which can be used to assess relevant features of the generated traces. Trace statistics are very useful when trying to tailor WiQoSM to a specific application scenario (for example, campus networks), for which at least some of these statistics are known. This is what we have done in Section 5, where we describe how to tune WiQoSM parameters in order to obtain traces that resemble those collected in enterprise [4] and campus [27] environments.
The rest of this paper is organized as follows: In Section 2, we survey related work and discuss the main contributions of this paper. In Section 3, we introduce the WiQoSM mobility and user behavior model, and in Section 4, we describe how WiQoSM can be used to generate user/traffic traces for wireless data networks. In Section 5, we assess WiQoSM's ability for producing traces whose statistical features resemble those observed in traces extracted from some real-world WLAN deployments. In Section 6, we evaluate through WiQoSM the effect on trace statistics of having a different fraction of QoS-driven users in the network. Finally, Section 7 concludes and discusses possible ways of extending/improving our model.
RELATED WORK AND CONTRIBUTION
The characterization of user behavior in wireless data networks has been the subject of intensive research in recent years. By analyzing user traces collected at the various APs in campuses [16] , [18] , corporate buildings [4] , or conferences [1] , typical user behaviors have been analyzed and phenomena such as the different popularity levels of the APs, occasional network congestion, low correlation between the number of users and load, and so on have been observed. More recently, some authors have derived synthetic models of user behavior that try to mimic the observed user behavior in a certain environment. This is the case, for instance, of the ModelT model proposed in [13] , which is based on the traces collected from the Dartmouth College campus over a period of two years. This model has been recently extended to account for the spatiotemporal correlation in the user registration patterns [21] . Other examples of synthetic mobility models based on real-world traces are proposed in [17] , [20] , and [27] . While allowing the network designer to have a certain degree of freedom in setting some network parameters such as the number of users and APs, synthetic models based on real-world traces have the disadvantage of being representative of a very specific scenario (the one from which the traces were collected). Furthermore, these models are built to capture the characteristics of existing or past wireless networks and it is not clear to what extent these models are representative of future wireless network deployments.
Another related active area of research in recent years is the analysis of existing "general-purpose" synthetic mobility models such as RWP and the random direction model, which, mostly due to their simplicity, are the most commonly used in the simulation of wireless ad hoc network protocols. Recent studies have characterized the long-term node behavior in these types of mobile networks [5] , [19] , [22] , [24] , [28] , [29] , outlining some undesired phenomena such as node concentration in the center of the deployment region [5] and the long-term decay of the average nodal speed [28] . These phenomena could impair the accuracy of simulations based on these synthetic mobility models, essentially because the initial network conditions can be very different from the long-term network conditions. Another acknowledged weakness of RWP/ direction-like mobility is that it is too general and not representative of any real-world scenario. In order to address some of the criticisms raised against RWP/ direction mobility, some authors have recently proposed more realistic and/or more accurate synthetic mobility models such as the obstacle model proposed in [14] and those proposed in [6] , [12] , [23] , and [29] . For a survey on mobility models for wireless ad hoc networks, the reader is referred to [8] .
Despite the considerable number of research efforts referred to above, to the best of our knowledge, none of the existing synthetic models of user behavior in wireless networks jointly considers the three aspects that influence the performance of wireless data network protocols, that is, 1) geographical user mobility, 2) user traffic patterns, and 3) the wireless technology at hand. Furthermore, none of the existing models accounts for the fundamental observation that a fraction of users might not display constrained movement patterns, but they could decide to move to a better location in case their perceived QoS level drops below an acceptable level. We want to remark that the fact that some users might be willing to move to another location to improve their QoS has already been observed in [25] and explicitly suggested as a method to alleviate congestion in [2] . In the latter paper, the authors introduce the concept of network-directed roaming, which can be briefly explained as follows: If the required QoS cannot be guaranteed to a certain user, the network itself indicates to the user where to roam in order to obtain the desired level of service. This technique, combined with explicit channel switching, is shown to considerably improve load balancing in the network.
The main contribution of this paper is the proposal of an integrated QoS-aware mobility and user behavior model that jointly considers aspects 1, 2, and 3 above. Our proposed model, WiQoSM, is composed of four components: a mobility model, a user traffic model, a wireless technology model, and a QoS model. The mobility model implements weighted RWP mobility where the next waypoint is chosen according to an AP popularity metric. The fact that different APs in a wireless data network display different popularity degrees (that is, the number of registered users) has been recently observed in different types of wireless data networks [4] , [18] , [26] . As such, we believe that accounting for the popularity degree when choosing the next waypoint contributes to improving the accuracy of our model. To model user traffic behavior, we classify users into three classes depending on the amount of load offered to the network. Note that this classification of users based on the offered load is (in principle) orthogonal to their classification into mobile/QoS driven/stationary. The third fundamental building block of WiQoSM is the wireless technology model, which is in turn composed of a channel access and a radio propagation model. Currently, we have implemented two channel access methods (data polling and time polling) and two radio propagation models (log-distance path loss and log-normal shadowing), but other models can be easily integrated in our framework. The mobility, user traffic, and wireless technology models provide input to the QoS model, which estimates the degree of satisfaction for each user in the network according to some simple criteria. If a user is QoS driven, he or she can decide to change its AP association and/or physical location depending on the perceived QoS level. The block diagram of our WiQoSM model is reported in Fig. 1 .
Observe that the need for estimating the degree of user satisfaction complicates a lot the model definition since aspects such as the user offered load and channel access method have to be carefully modeled. To keep the complexity of our proposed model to a reasonable level, we have decided to simplify the mobility part as much as possible while at the same time accounting for relevant aspects such as the degree of AP popularity. This explains our choice of modeling user movements according to the well-known RWP model, suitably modified to choose the waypoints according to an AP popularity metric.
WIQOSM
In this section, we introduce our mobility and user behavior model, which we call WiQoSM. The model is composed of four main components: mobility modeling, user traffic modeling, wireless technology modeling, and QoS modeling (recall Fig. 1 ). We describe each of these components in a separate section.
Mobility Model
As mentioned in the previous sections, in WiQoSM, we assume that a certain fraction f, with 0 f 1, of the n network users is QoS driven (QoS-driven users), another (small) fraction s, with 0 s 1, is stationary, and the remaining ð1 À f À sÞ Á n users display constrained movement patterns (mobile users).
We want to remark that what is relevant in the above categorization of nonstationary users is whether their movement pattern is constrained or not. In other words, mobile users might be sensitive to the QoS level as QoSdriven users, but their distinguishing feature is that they cannot modify their movement behavior in case the perceived QoS level is low. An example of this type of user might be a person (call her Alice) using a voice-over-IP (VoIP) application while walking to the office. Although definitely sensible to QoS degradation, Alice's movement is heavily constrained and cannot be changed in response to QoS degradation (if we exclude short detours from the main trajectory to the office, which, however, are likely to have little effect on QoS). Note that Alice might undertake other types of countermeasures if the QoS level degrades too much, such as dropping the call and re-calling at a later time. 1 The movement of QoS-driven users obeys the following rules: Users in this class are mostly stationary, that is, they are not willing to move unless their perceived QoS level drops below an acceptable threshold. The determination of whether a certain QoS level is acceptable for the user is left to the QoS model (see Section 3.4).
Since we assume that QoS-driven users are "lazy" and that the only reason forcing them to move is a low QoS level, in our model, we assume that an unsatisfied QoSdriven user first tries to do a "virtual movement" by simply changing AP association. Using the terminology introduced in [2] , we call this action channel switching.
In case channel switching is possible, user u changes AP association, selecting the AP that provides him or her the best QoS. Estimating the QoS level achieved by surrounding APs is not immediate since the user perceived QoS depends not only on the quality of the wireless channel connecting to the AP but also on the load offered by the other users registered at that AP. Hence, similar to what is proposed in [2] , the policy for selecting the new AP should be based on a metric that accounts for both signal strength and observed load at the AP. To reduce the complexity of the simulator, in WiQoSM, we have opted to use a simpler metric for selecting the new AP, which is based on the observed load at the AP in the last log interval (the default setting of the log interval is 60 seconds). More specifically, user u selects the AP with which to try a new association as the one with the lowest observed load.
In case channel switching is not possible (because there is no overlapping of APs in the current user's position or because the other AP is also overloaded and the QoS level remains low), an unsatisfied QoS-driven user decides to do a physical move. Again, there are many different options to model the movement of an unsatisfied user. To keep the model simple, we assume that unsatisfied QoS-driven users move according to the same rules governing the movement of mobile users, that is, AP-popularity-weighted RWP movement (see below). However, the popularity rule is reversed, that is, QoS-driven users tend to move (according to the probability distribution, which is obtained by inverting the one used for governing mobile user movements) to less popular locations. Since estimating AP popularity might be difficult for a user, we also implement a different rule for the movement of QoS-driven users, that is, choosing a new destination AP (waypoint) uniformly at random. We call the former rule unpopular movement and the second rule oblivious movement (which, we recall, apply only to QoS-driven users).
Let us now consider mobile users. In order to reduce the complexity of our model, we assume that mobile users follow a weighted waypoint mobility model similar to that proposed in [12] . 2 Mobile users alternate between pause times at waypoints and traveling periods between successive waypoints. Initially, a user is assigned a certain waypoint according to a weighted nonuniform distribution that resembles the different popularity of APs. The fact that APs in a wireless data network display different popularity degrees is well documented in the literature [1] , [4] , [18] . In our model, we initially assign each AP a with a popularity degree pðaÞ 2 ½p min ; p max according to a probability distribution resembling a bounded power law (as suggested in [13] ). Alternatively, it is possible to manually specify popularity degrees for each AP or to use different probability distributions for AP popularity.
When selecting the initial or a new waypoint for a certain mobile user, first, an AP is selected with a probability proportional to its popularity, and then, a waypoint is selected uniformly at random within the coverage area of the selected AP. The pause time at waypoints is chosen according to a Poisson distribution with intensity p . In order to avoid degenerate situations of excessively long or short pause times, we have imposed an upper and lower bound to the pause time at the waypoints. Note that other pause time distributions can be chosen and easily included in our mobility model, such as the log-normal distribution observed in [17] for VoIP users. Different from the model used in [17] , in which intermediate waypoints between the origin and the destination of a movement are randomly chosen (resulting in a nonlinear trajectory), in WiQoSM, the trajectory between consecutive waypoints is a straight line. Velocity is chosen uniformly at random in an interval ½v min ; v max .
The initial location of QoS-driven and stationary users is also chosen according to the AP-popularity-based method described above.
User Traffic Model
In WiQoSM, users are divided into three different classes of offered load: low, medium, and high load. The lowest class of traffic accounts for users who are using the network for e-mailing, chatting, and light Web browsing. The average bandwidth requirement of this class of users is a tunable parameter, but the actual bandwidth requirement is very variable since users in this class typically generate bursty traffic. In the example of WiQoSM utilization reported in Section 5, the average bandwidth requirement of this class of users is set to 64 Kbps.
The medium class of traffic accounts for users who are using the network for intensive Web browsing, file downloading, audio streaming, and so on. The average user bandwidth requirement in this case is also a tunable parameter, and the generated traffic displays a more uniform pattern. To maintain the complexity of the simulator at a reasonable level, we assume that users in this class generate Constant-Bit-Rate (CBR) traffic. In the study reported in the following, we have set the average bandwidth requirement of medium users to 256 Kbps.
Finally, the highest class of traffic accounts for users who make an intensive use of the network, such as video streaming. The average user bandwidth requirement is again a tunable parameter. Similar to the case of medium traffic, high-traffic users also typically display a relatively uniform bandwidth usage. Hence, we assume CBR traffic for these users with a rate that is set to 2 Mbps in the study reported in the following.
For the three classes of traffic, the actual load generated by a user is selected either uniformly at random within the lower and upper bounds centered at the average bandwidth requirement or according to a Gaussian distribution with a certain standard centered at the average bandwidth requirement. For simplicity, in the simulation study reported in Sections 5 and 6, all the users generate traffic at a rate corresponding to the average bandwidth requirement of their class.
The allocation of users to the various traffic classes is performed according to a certain mix of l, m, and h, where l is the fraction of low-traffic users, m is the fraction of medium-traffic users, and h ¼ 1 À ðl þ mÞ is the fraction of heavy-traffic users. These fractions can be different for QoSdriven, mobile, and stationary users.
Wireless Technology Model
The wireless technology model is composed of two submodels: the radio channel model and the channel access model.
The radio channel model is described as follows: For given user u and AP a, we estimate the quality of a signal between u and a according to a radio propagation model. In the current version of the model, we have considered logdistance path loss and log-normal shadowing propagation, but other propagation models can easily be integrated into WiQoSM. The quality of a signal is used to determine the achievable data rate between u and a if u is actually within the coverage range of AP a. We have considered the eight possible data rates available in 802.11a, that is, 6, 9, 12, 18, 24, 36, 48, and 54 Mbps. The nominal radio range of an AP at the various data rates is set according to what is reported in the data sheets of the CISCO Aironet 1240AG AP [9] . The nominal ranges are used in combination with the logdistance path-loss radio propagation model to determine the highest possible available data rate between u and a. In case of log-normal shadowing, the distance between u and a cannot be directly converted into a data rate value due to the random component in the signal attenuation caused by shadowing. We recall that, in the log-normal shadowing model, the attenuation of the received signal (in decibels) at a certain distance d from the transmitter is modeled as the sum of a deterministic quantity that obeys the log-distance path loss with a certain path-loss exponent and of a random component that is modeled as a random variable with a Normal distribution, zero mean, and variance . We can interpret this model as converting the actual distance between the transmitter and the receiver into a "virtual distance," which is computed as the distance between the sender and the receiver if the attenuation of the signal (computed according to log-normal shadowing model) was governed only by log-distance path loss. Note that the "virtual distance" can be either smaller than (when the random component of the attenuation is positive) or larger than (when the random component of the attenuation is negative) the actual distance. Hence, in case of the lognormal shadowing model, the geographical distance between u and a is converted into a "virtual distance" accounting for the actual signal attenuation between u and a, and the highest available data rate is obtained by comparing this "virtual distance" with the nominal radio ranges.
As mentioned in the Introduction, WiQoSM implements two channel access methods: data polling and time polling. Data polling is similar to the 802.11 a/b/g media access control (MAC) layer with point coordination function (PCF): Registered users are polled by the AP. In case a polled user u has a packet to send/receive to/from the AP a, the packet is sent at the highest possible data rate available between u and a. If a polled user has nothing to send/receive, the next registered user is polled, and so on. Note that, from a high-level point of view, there is little difference between the distributed coordination function (DCF) and PCF coordination in 802.11 since DCF is designed to give the same long-term probability of accessing the channel to contenders [11] . Hence, our datapolling model is representative also of 802.11 a/b/g networks with DCF coordination.
In order to keep the complexity of the simulation at a reasonable level, in WiQoSM, we have not implemented any exchange of control messages. However, we have accounted for the overhead caused by control message exchange and channel access time by using an actual data rate for sending packets, which is significantly lower than the nominal data rate. In particular, we have used the actual data rates reported in Table 1 which are obtained from the measurements reported in [10] .
The current implementation of the 802.11 a/b/g MAC layer is known to have major inefficiencies. In particular, both DCF and PCF access methods suffer when registered users have different data rates because the slowest user reduces the throughput of the other users down to the value of the slowest user.channel, transmits a packet independent of his/her data rate. Hence, the time allotted to each user can be very different, and slower users tend to use the channel for longer times, driving down the throughput of faster users.
The second access model used in WiQoSM, time polling, solves this problem by assigning to each polled user a time slot instead of whatever time is necessary to send a packet. With this approach, all the users gain access to the channel for an approximately equal share of time, and faster users can transmit more packets than slower ones. Time polling resembles the basic functioning of the 802.11e MAC extension for QoS support, which is in the final stage of standardization.
A final consideration about channel access in WiQoSM is that we assume adjacent APs use different (orthogonal) channels so that interference between users registered at adjacent APs is not an issue.
QoS Model
Modeling QoS is the most involved component of our model. Note that, in practice, the user-perceived QoS level depends on a number of factors such as the user application, network-level policies, the number of active users, their traffic patterns, and so on. As a consequence of that, an accurate estimate of the user-perceived QoS level can be done only by tightly integrating the QoS component of WiQoSM into the specific simulator used to test the performance of the network protocol at hand. An alternative, which is pursued here, is to provide an approximate estimate of the user-perceived QoS level in a stand-alone fashion, through the use of a simple and quite general QoS model. To determine whether the QoS level is acceptable for a certain user u, we measure the number of buffer overflows/ underflows (depending on whether we are sending or receiving packets) experienced by u during the last À seconds, where À is a tunable parameter that can be used to smooth temporary variations in the QoS level. The status of the buffer is checked every seconds, with ( À, where a check is successful if there is no overflow/underflow and unsuccessful otherwise. If at least a fraction of rqðuÞ checks are successful, where rqðuÞ is a tunable parameter modeling the minimum QoS level that user u considers acceptable, then u is satisfied; otherwise, it is unsatisfied.
We are aware that the number of buffer overflows/ underflows gives only a partial view of what is the userperceived QoS since other metrics such as delay, jitter, endto-end throughput, and so on are typically used to measure QoS. However, we believe that the above metric gives a sufficiently accurate estimate of QoS without requiring explicit knowledge of the application(s) the user is running. For instance, consider the case of a user running a video streaming application. In order to obtain a sufficient QoS, a minimal end-to-end throughput is needed, as well as a reasonably low jitter. If some of these QoS constraints is violated, the buffer of the video streaming application is likely to experience an increasing number of underflows (no frame to be displayed), which results in lower application quality. Hence, the violation of QoS constraints on throughput and/or jitter results in buffer underflows, which compromise the user-perceived QoS. Similar examples can be done for other classes of user applications.
Note that the degree of user satisfaction is evaluated for both mobile and QoS-driven users. In case the user is mobile, the experienced QoS level is simply tracked and returned as one of the output parameters of the model. In case the user is QoS driven, the experienced QoS level can influence user mobility (recall Section 3.1).
USING WIQOSM
WiQoSM is written in C++ under a Linux environment. This section describes how WiQoSM can be used to generate user and traffic traces for wireless data networks.
Network Deployment and User Distribution
Two options are available for AP deployment: guided random and manual. In case of guided random deployment, a number m of APs is distributed in a square deployment region R, which is assumed to have a 1-km-long side (this parameter can be arbitrarily set). APs are distributed according to a "guided uniform" distribution, which is designed to provide at least a certain degree of coverage of the deployment region. More specifically, R is divided into 25 squares with a side length of 200 m, and approximately m=25 APs are distributed uniformly at random in each square. If m is below 25, m squares are randomly selected in the deployment region and one AP is distributed uniformly at random in each of the selected squares. Each deployed AP a is then assigned with a degree of popularity pðaÞ 2 ½p min ; p max , which reflects its potential of attracting network users. The degree of popularity of APs is computed according to a probability distribution resembling a bounded power law (see [13] ). Note that other probability distributions for AP popularity can be easily included in our model. In case of manual deployment, both the location and the popularity degree for each AP are provided as input parameters.
After AP deployment, a number n of users is distributed in the network according to the following rules: First, each user is assigned a mobility class (QoS driven/mobile/ stationary) and a traffic class (low/medium/high) according to the defined parameters f, s, l, m, and h. Then, he or she is assigned with an initial position by first randomly selecting an AP according to the popularity metric and then choosing a position uniformly at random in a bounded vicinity (within the coverage area) of the selected AP. To model users joining/leaving the network, we assume that each user is randomly assigned an active/sleep state, where the active/sleep transition is governed by a Poisson law with parameter a and the sleep/active transition is governed by a Poisson law with parameter s . Hence, n must be intended as the maximum possible number of network users and the actual number of users using the network at a given time is lower in general. In order to avoid degenerate situations of excessively long or short transition times, we have imposed an upper and lower bound to the active/sleep and sleep/active transition time. Again, we note that other probability distributions for governing node sleep/active transition can be easily included in our model.
Once all the input parameters have been set and network deployment has been done, WiQoSM can be instructed to generate traffic traces for a certain period of simulated network time.
Trace Metrics
An interesting feature of WiQoSM is that the generated traces are accompanied by a set of metrics that can be useful to the network designer to assess some of their relevant features. The metrics computed by WiQoSM are the following:
-Total network load (NL). This is the total number of packets exchanged in the network during the simulated time interval. -Data delivery rate. We trace the average data delivery rate experienced by network users during the last log interval. The data delivery rate is defined as the ratio between the number of bytes correctly sent/ received and the number of bytes offered to the network. We also compute the average data delivery rate experienced by network users during the entire simulated time interval. -Balance index. Let L i denote the load observed at the ith AP. The balance index [2] is defined as
The balance index is used to measure the deviation in utilization of the different APs: If the load is equally divided among the APs, we have ¼ 1; conversely, with a highly unbalanced NL, we have % 1=m. Similar to the data delivery rate, the balance index is averaged both in the log interval and in the entire simulation time. The balance index is computed also for the number of users registered at each AP.
-Prevalence and persistence. These metrics, which are also used in [4] , model the mobility of users independent of the duration of simulation and of the amount of time a user spends in the network. Prevalence of user u, denoted prevðuÞ, measures the overall fraction of time user u spends with the AP it is registered with for the longest period of time.
Prevalence accounts for the total registration time with a certain AP and does not take into account the duration of each session with the given AP. To account for this, we also consider persistence, denoted persðuÞ, which measures the average amount of time user u stays associated with an AP before being forced to move to another AP or leaving the network. We separately compute these metrics for QoS-driven, mobile, and stationary users. -Distribution of session durations. The simulator also outputs the relative frequency of session durations, discretized to 1 minute values. A session is defined as the time elapsing between the instant the user first registers with an AP and the time the user deregisters with the AP. A session can end due to node mobility, a change in AP association (only for QoSdriven users), or the transition to the sleep state. -Load/user correlation coefficient. For each AP, WiQoSM keeps a trace of the number of registered users and of the observed load. These data are used to compute and output the correlation coefficient between the number of registered users and the load observed at the APs. The many parameters used in WiQoSM and their default settings are summarized in Table 2 .
WIQOSM ASSESSMENT
In this section, we assess WiQoSM's ability for producing traces that resemble features observed in traces extracted from real-world WLAN deployments. In particular, we [4] and [27] , respectively.
As observed in [17] , the process of validating a certain model consists of determining whether the model is an accurate representation of the system. In case of a mobilitymodel-generating user and traffic traces such as WiQoSM, model validation consists of comparing certain features of the generated traces with real-world traces. However, for this purpose, we cannot use features that are directly accounted for in the model [17] such as the degree of AP popularity in the case of WiQoSM: It is clear that such features can easily be reproduced by embedding the properties observed in the real-world trace at hand directly in the model (and, in fact, the way AP popularity is set in WiQoSM is based on the observations reported in [13] ). Hence, for the WiQoSM assessment, we use features of the generated traces that cannot be directly controlled. More specifically, we consider some of the statistical properties reported in [4] and [27] , such as the distribution of user prevalence, the distribution of session duration, and the correlation coefficient between the number of users and the load observed at the APs.
We start by describing the main features of the above described statistics reported in [4] and [27] . The traces analyzed in [4] have been collected from a large corporate WLAN spread over three buildings. The WLAN is composed of 177 APs and traces refer to a four-week period of time. During the observed period, 1,366 unique users have used the network. The traces analyzed in [27] have been collected in two different periods of time, three weeks and two months long, respectively. The observed WLAN is located in the ETH campus and is composed of 166 APs spread over the 32 buildings of the campus. The total number of users observed is 3,073 in the first trace and 4,762 in the second trace.
Despite the different WLAN working environments and deployments, the traces analyzed in [4] and in [27] display similar properties for what concerns the distribution of user prevalence and session duration. For what concerns prevalence, it is observed that a relatively large fraction of users (ranging from 25 percent to 65 percent) displays very low prevalence (less than 5 percent), implying that the many network users have a relatively high degree of mobility. The relative frequency of users with prevalence higher than 5 percent drops considerably and becomes near zero for values of prevalence higher than 30 percent. Finally, a peak in the prevalence distribution, although of moderate amount, can be observed in correspondence of the highest possible value of prevalence (100 percent), indicating that a small fraction of the network users (ranging from about 3 percent to 10 percent) always registers with the same AP when accessing the network. As an example, the prevalence distribution observed in [4] is reproduced in Fig. 2 , along with the distribution obtained for the trace generated by WiQoSM (details on how a WiQoSM trace has been generated are below).
Session duration has been observed to closely resemble a power law in both [4] and [27] . In case of the first ETH trace, short sessions (below 20 minutes) are well approximated by function 0:14x À1:22 , whereas relatively longer sessions (30 minutes or longer) are better approximated by function x À1:4 . The second ETH trace is well approximated by function 0:14x À1:22 , independent of session duration. As for the trace analyzed in [4] , the best approximating function is 0:92x À1 for home users and 2:93x À1:36 and 34x À1:87 for guest users with relatively short (below 100 minutes) and long sessions, respectively. The various approximating functions are summarized in Fig. 3 along with the approximating function obtained for the trace generated by WiQoSM (details on how the WiQoSM trace has been generated are below).
In order for WiQoSM to reproduce the above described features of the prevalence and session duration distributions, we observe the following:
1. Users with very low prevalence are naturally modeled by mobile users in WiQoSM. Since relatively many users with low prevalence have been observed in [4] and [27] , we need to have relatively many mobile users in WiQoSM. Observe that the popularity-based RWP mobility used in WiQoSM tends to play against having many users with low Fig. 2 . User prevalence distribution reproduced from [4] and for the trace generated by WiQoSM. Fig. 3 . Approximation functions for the session duration distributions observed in [4] and [27] and for the trace generated by WiQoSM.
prevalence (because popular APs are expected to be visited more than once by a user); hence, we might have to act on the degree of unbalancing in AP popularity in order to faithfully reproduce the target traces. 2. The relatively low (but nonnegligible) fraction of users with 100 percent prevalence observed in the target traces is well modeled in WiQoSM by stationary users, which have 100 percent prevalence by definition. 3. In order to have many users with very low prevalence values (5 percent or below), we need to simulate a network with a relatively large number of APs: the lower the number of APs, the higher the user prevalence (on the average). This is because, with fewer possible APs to visit, the relative weight of the most visited one (prevalence) tends to be higher. On the other hand, having more APs contributes negatively to the time needed to produce traces. In view of this opposite needs, we have set the number of APs in the following to 100. 4. Session duration is determined by three factors: average pause time (mobile users), activation time (all users), and NL (QoS-driven users). In fact, mobile users can end a session due to mobility or the transition into the sleep state; QoS-driven users can end a session due to a low QoS level (which forces either a channel switching or a physical move) or the transition into the sleep state; finally, stationary users ends a session only due to the transition into the sleep state. Given the above observations and the fact that the session duration distribution of the target traces call for having a relatively high number of session with short duration (tenths of minutes) and a much lower number of sessions with long duration (up to 5 hours), we need to have a relatively high number of mobile users with a relatively short average pause time. Note that this setting of WiQoSM is in accordance to what was observed in observation 1 for what concerns user prevalence distribution. On the other hand, the average user activation time must be relatively long so that the few QoS-driven and stationary users can contribute to the long tail of the session duration distribution. 5. Finally, we observe that the simulated time interval must be relatively long since we are trying to reproduce statistical features observed in severalweek-long traces. Again, we have to deal with the trade-off between accuracy and simulation runtime. Through a set of preliminary simulations, we have observed that generating traces for a six-day-long period of time provides a reasonable trade-off. In view of observations 1-5 above and after a careful fine tuning, we have set WiQoSM parameters as indicated in Table 3 . The WiQoSM runtime for simulating 1 minute of network operation is 2.5 seconds when executed on an Intel Core2Duo E6600 machine with 2 Gbits of RAM. 4 The resulting user prevalence and session duration distributions are shown in Figs. 2 and 4 , respectively. The best fit functions of the form c 1 x
Àc2 for the session duration distribution have been computed with Mathematica and are reported in Fig. 3 . The values of c 1 and c 2 are 0.46 and 1.04 for short sessions (30 minutes and below) and 87.22 and 2.54 for long sessions, respectively. As seen in the figures, the trace generated by WiQoSM resembles the statistical features observed in the target traces. For what concerns user prevalence, most of the users have small prevalence values and a small fraction of users (stationary users) have 100 percent prevalence. For what concerns session duration, we observe relatively many sessions with relatively short durations (few tenths of minutes) and relatively few sessions with relatively long durations (up to 5 hours). With respect to the target traces, we observe a somewhat sharper drop of the session duration distribution for relatively long sessions. However, we note that the WiQoSM design's goal is not to mimic one specific realworld trace (as is the case for the models introduced in [13] , [17] , [20] , [21] , and [27] ) but to provide a trade-off between the "degree of realism" of the produced traces and allowing flexibility in setting many network parameters.
Figs. 2, 3, and 4 show that WiQoSM is able to produce traces that are "reasonably close" to some of the real-world traces analyzed in the literature. We now demonstrate WiQoSM flexibility: By changing some parameters starting from the configuration reported in Table 3 , we show how other relevant parameters of the generated trace (balance indexes and load/user correlation coefficient) vary in a relatively wide range. In particular, Fig. 5 shows the effect of varying the fraction of users in the high class of traffic (H users) on load and user balance and on the load/user correlation coefficient. As seen in the figure, although the load balance slightly increases with the percentage of H users, the user balance tends to decrease with the percentage of H users. This fact can be explained as follows: The slightly increasing trend of the load balance index indicates that most of the APs are close to saturation. Otherwise, we would have observed a significantly higher value of the load balance index for increasing the percentage of H users (note that H users are the major cause of traffic asymmetry). Consider now QoS-driven users in the H traffic class. Due to the high QoS requirement and given the fact that the network is close to saturation, these users are likely to be unsatisfied. In response to a low QoS level, the unsatisfied QoS-driven user first tries channel switching, and, in case channel switching is unsuccessful, he or she physically moves toward a relatively unpopular location. Since the network is close to saturation, we might expect that channel switching is unsuccessful, and unsatisfied QoS-driven H users tend to move to relatively unpopular locations. As a consequence of this, the user balance index is relatively high when the percentage of H users is low. When the percentage of H users increases, the number of (unsatisfied) QoS-driven H users increases as well, and the likelihood of remaining unsatisfied at the unpopular destination point tends to increase (because there are many similar users who tend to move to unpopular locations as well). As a consequence, an unsatisfied QoS-driven H user is likely to try several channel switching and physical moves before becoming satisfied. The decreasing trend in the user balance index when H increases seems to suggest that an unsatisfied QoSdriven H user u is likely to become satisfied after a channelswitching operation, where the old AP A is likely to be saturated with relatively few users and the new AP B to which user u registers is likely to be nonsaturated with relatively many users. This explains both the decrease in the user balance index when H increases and the relatively higher value of the load/user correlation coefficient for relatively high values of H. With respect to correlation, we observe that, in the above described channel-switching operation, we switch from a situation in which correlation is relatively low (A has relatively few users and relatively high load and B is in the opposite situation) to a situation in which correlation is increased: After channel switching, A has decreased the number of users but considerably reduced the load (because u is an H user) and B sees a relatively small increase in the number of registered users but a considerable increase in load.
Two more observations are in order: First, we have verified that prevalence and session duration distributions are independent of the fraction of users in the H class. This implies that, at least for what concerns the considered features, WiQoSM allows acting on separate sets of input parameters to carefully tune separate statistics of the output traces. This way, the process of generating synthetic traces that resemble the statistical features of certain target traces is considerably simplified. Second, we observe that the traces generated by WiQoSM closely resemble real-world traces also for what concerns load/user correlation: In fact, the correlation coefficient reported in [4] (the only paper reporting quantitative data for load/user correlation) varies from 0.10 to 0.20 depending on the building considered and these values are well within the range of correlation values observed in the traces generated by WiQoSM (see Fig. 5 ).
INFLUENCE OF QOS-DRIVEN USERS
One of the novel features of WiQoSM is explicitly modeling QoS-driven users. We have performed a set of simulations to investigate how the fraction of QoS-driven users present in the network affects trace statistics. To reduce simulation runtime, we have considered a relatively small network deployment, composed of 25 APs, with a maximum number of users set to 400. The other parameters of the model are set as in Table 2 , except for the fraction of QoS-driven users, which is varied from 0 to 0.5. For each setting of the parameters, we have simulated a one-day time interval and averaged results over 10 different simulation runs. The results of this set of simulations are reported in Fig. 6 .
As seen in the figure, both load and user balance indexes tend to increase with the fraction f of QoS-driven users. This is quite intuitive since QoS-driven users tend to balance the load (because they switch/move from saturated to less saturated APs) and the number of registered users (because they tend to move to relatively unpopular locations). The load balance index increases only to a minimal extent, indicating that the network operates close to saturation conditions. The behavior of load/user correlation with increasing f is more complex and more difficult to explain. We believe the reason of the initial decreasing trend, followed by an increasing trend, is the following: Unsatisfied QoS-driven users (which are most likely H users) tend to move to unpopular locations. Hence, these users (who induce a high load on the AP) are likely to be registered with APs with relatively few users. This explains why the load/user correlation coefficient initially decreases with increasing f. However, when there are relatively many QoS-driven users and many of them are unsatisfied, unpopular APs tend to be actually quite popular because several unsatisfied QoS-driven users tend to move toward these locations. Hence, APs observe a more balanced number of users. Since the AP load distribution does not change a lot (network is close to saturation), we have a closer resemblance between user and load distributions, which is reflected by the relatively higher value of the load/ user correlation coefficient for relatively high values of f. Finally, we observe that, as expected, the presence of QoSdriven users has a positive effect on the average data delivery rate, which is increased from 0.75 to 0.875 when f varies from 0 to 0.5.
CONCLUSIONS
In this paper, we have introduced the first synthetic mobility and user behavior model that explicitly takes the degree of user satisfaction into account. In particular, in our WiQoSM model, a fraction f of the users is assumed to change AP association and/or to move in case the perceived QoS level drops below an acceptable level.
We have verified that WiQoSM is able to produce traces whose statistical features resemble those observed in some traces collected from real-world WLAN deployments. Furthermore, we have demonstrated WiQoSM's ability of allowing fine tuning of a disjoint set of parameters in order to influence different statistical properties of the generated traces. As such, we believe that our model can be successfully used in the simulation of wireless data networks such as a public area WLAN and wireless Mesh deployments. In this respect, our model can be considered as a response to the need for more realistic yet simple mobility and user behavior models for wireless hotspots outlined in [3] . With respect to recent models such as those proposed in [13] , [17] , [20] , [21] , and [27] , our model is more general and flexible, as several parameters such as the number of users and APs, traffic mix, the fraction of QoS-driven users, and the wireless technology at hand can be easily modified. Most importantly, different from the models of [13] , [17] , [20] , [21] , and [27] , WiQoSM also produces load traces for the APs, which can be very useful in testing network performance in the presence of variable load.
WiQoSM is intended to be an open source model that can be freely used by the wireless networking community in the simulation of wireless data networks. For this reason, the source code of the model, as well as a very simple user manual, is available on the Web at the following URL: http://www.iit.cnr.it/staff/giovanni.resta/WiQoSM. We encourage other researchers to extend and improve WiQoSM in order to incorporate more accurate models of user mobility and/or traffic, other wireless technologies, different QoS models, and so on. In this sense, the model described in this paper must be intended as a starting point, rather than a complete and mature model for wireless data network simulation.
On our side, we are currently working on modeling bursty traffic for users belonging to the low-load class. Furthermore, we are planning to use the traces generated by WiQoSM to accurately investigate the performance of different WLAN and wireless Mesh networks protocols. His research interests include fault-tolerant computing in multiprocessor systems (during PhD studies) and, more recently, the investigation of fundamental properties of wireless multihop networks such as connectivity, lifetime, capacity, mobility modeling, and cooperation issues. He has contributed more than 35 papers and a book in the field of wireless ad hoc and sensor networking. He has been general cochair of the Fourth ACM International Workshop on Vehicular Ad Hoc Networks (VANET '07), and he is involved in the organizational and technical program committee of several conferences in the field. He is a member of the ACM and SIGMOBILE.
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