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Consider the allocation (r
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Because rλ1 < eλ1,tλ1 and rλk > sλk,tλk, r
0
i belongs to
segment ti of Pi, ∀1 ≤ i ≤ n.
Now let us compare the revenues of two allocations hrii
n
i=1
and hr
0
ii
n
i=1. We have:
P(hrii) − P(hr
0
ii)
=
n X
i=1
(Pλi(rλi)) −
n X
i=1
(Pλi(r
0
λi))
= Pλ1(rλ1) + Pλk(rλk)
−(Pλ1(rλ1 + 1) + Pλk(rλk − 1))
= (πλ1,tλ1 · rλ1 + cλ1,tλ1) + (πλk,tλk · rλk + cλk,tλk)
−(πλ1,tλ1 · (rλ1 + 1) + cλ1,tλ1)
−(πλk,tλk · (rλk − 1) + cλk,tλk)
= πλk,tλk − πλ1,tλ1
But by inequation (3): πλk,tλk ≥ πλ1,tλ1. Thus:
P(hrii) ≥ P(hr
0
ii)
This means by taking 1 more unit from bidder λ1 and tak-
ing 1 less unit from bidder λk, we will have a new allocation
that is not less proﬁtable than the original one.
Repeating the above process, we will always get a new
allocation that is not less proﬁtable than the original one.
Eventually we get an allocation hr
(1)
i i, that is not less prof-
itable than the original one, where r
(1)
i belongs to segment
ti of Pi, ∀1 ≤ i ≤ n, and either r
(1)
λ1 = eλ1,tλ1 or:
(
r
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λi = sλi,tλi,∀2 ≤ i ≤ n
r
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Step 2: In the case if r
(1)
λ1 = eλ1,tλ1 and r
(1)
λ1 < q − Pn
i=2 sλi,tλi, by repeating the above step, there exists an
allocation hr
(2)
i i, that is not less proﬁtable than hrii, where:
• r
(2)
i belongs to segment ti of Pi, ∀1 ≤ i ≤ n.
• r
(2)
λ1 = r
(1)
λ1 = eλ1,tλ1
• Either r
(2)
λ2 = eλ2,tλ2 or:
(
r
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λi = sλi,tλi,∀3 ≤ i ≤ n
r
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i=1,i6=2 r
(2)
λi
By repeating the above steps again and again, we will ﬁnally
stop at some step k, 1 ≤ k ≤ n and get an allocation hr
(k)
i i,
that is not less proﬁtable than hrii, where r
(k)
i belongs to
segment ti of Pi, ∀1 ≤ i ≤ n, and:
( r
(k)
λi = eλi,tλi,∀1 ≤ i ≤ k − 1
r
(k)
λi = sλi,tλi,∀k + 1 ≤ i ≤ n
r
(k)
λk = q −
Pn
i=1,i6=k r
(k)
λi
The above lemma leads directly to the following corollary:
Algorithm 1. For every tuple htii
n
i=1 such that ti is a
segment on Pi:
• If
Pn
i=1 ei,ti < q or
Pn
i=1 si,ti > q:
Continue; // Jump to the next htii tuple.
• Sort {πi,ti} increasingly.
• For k = 1 to n do:
– If
Pk
i=1 ei,ti +
Pn
i=k+1 si,ti > q:
∗ Set: ( ri = ei,ti,∀1 ≤ i ≤ k − 1
ri = si,ti,∀k + 1 ≤ i ≤ n
rk = q −
Pn
i=1,i6=k ri
∗ End k for loop.
• Compare P(hrii) with the price of the best allocation
found so far.
Figure 1: Clearing algorithm for multi-unit single-
item case with piece-wise linear supply function
bids.
Corollary 1. The dominant set D must contain an op-
timal allocation.
Lemma 2. The number of elements in the set D is not
more than
Qn
i=1(Ni + 1).
Proof. For each tuple htii
n
i=1, in which ti is a segment on
Pi, there exists at most one k,
12 so the number of elements
in the set D is not more than the number of such tuples.
But the number of tuples htii
n
i=1 is
Qn
i=1(Ni + 1). Thus:
|D| ≤
n Y
i=1
(Ni + 1)
With these lemmas in place, we can now present our al-
gorithm for the single-item case (see ﬁgure 1). Basically,
the algorithm searches through all the allocations of the set
D and chooses the most proﬁtable valid one. We can now
analyse the algorithm to assess its properties.
Theorem 1. The algorithm is guaranteed to ﬁnd an op-
timal allocation.
Proof. The algorithm searches all the allocations of the
dominant set D. Also, by corollary 1, the dominant set
D contains an optimal allocation. Thus the algorithm is
guaranteed to ﬁnd an optimal allocation.
Theorem 2. The complexity of the algorithm is O(n ·
(K + 1)
n), where K is the upper bound on the number of
segments of Pi.
Proof. The number of allocations searched by the algo-
rithm is equal to the number of elements of the dominant
set. By lemma 2, the number of elements of the dominant
set is not more than
Qn
i=1(Ni+1) ≤ (K+1)
n. Also, it takes
O(logn) to sort {πi,ti} and O(n) to ﬁnd k, so the complexity
of the algorithm is O(n · (K + 1)
n).
12There may be more than one k, for example, in the case
where si,ti = ei,ti for every i, but in such cases, it does not
matter which k is chosen.