Introduction
For more than 10 years, normal mode and surface wave seismologists have used automated data processing techniques to construct global velocity models from huge volumes of digital data accumulated across the station density. Using regional station arrays in addition to GDSN data, we thus focus on areas which are traversed by the highest density of short paths. In such areas it is possible to increase the resolution beyond that attainable in current global models.
Many such studies have been persued using local to regional scale data within or off the coast of Eurasia, e.g., using body waves, Grand This study fills a gap in the knowledge accrued in the references listed above: the resolution attained here is higher than that in previous global studies, and we span most of Eurasia and hence image regions linking tectonic zones rather than only the seismically active zones themselves. In addition, the fully automatic procedures used here allow a single operator to process a huge quantity of data very efficiently. We also show that the particular sensitivity of the fundamental mode Rayleigh waves to shear velocity structure allows a new type of resolution test to be performed. All of the above studies use fully linearized tests to quantify resolution. In a similar manner we perform checkerboard style resolution tests which suggest that velocity anomalies with diameter •-750 km and greater can be imaged across most of Eurasia, and contrasts with diameter •-500-600 km can be imaged across much of central and southeast Asia. However, these tests do not account for true data noise, errors in earthquake source parameters or deviations from our linearizing assumptions (e.g., no off-great circle path 
Methodology
Phase velocities in the period range 20-170 s were extracted from surface wave trains using the automatic technique developed by Trampert and Woodhouse [1995] .
The theory will be summarized here for completeness and so that we can describe our deviations from the original algorithm; we refer you to the original paper 6u(co) = 6s(co) + co6s'(co).
This constitutes a straightforward linear inverse problem for spline coefficients of 6s(co) and hence provides the required initial estimate of phase slowness perturbation. During the subsequent nonlinear inversion of equations (3) and (4) we again apply the constraint that the phase velocity must be consistent with the measured group velocity (through equation (6))with a relative weight 10 -5 compared to the phase data. Thus the group velocity is used as an additional, weak smoothing constraint which helps to stabilize the nonlinear inversion. Finally, we shift the whole phase spectrum by a constant number of cycles to best fit the phase velocity of PEMc at 150 s.
The inverse problems defined in equations (2) The variance reduction threshold in the amplitude and phase fit was increased from 85% in the study of •Yampert and Woodhouse [1995, 1996] to 95% in this study. We believe this is necessary to detect the interference of both multipathed arrivals and of higher modes with the direct fundamental mode signal. These sources of noise are strongly correlated both temporally and spatially, and hence the number of "infected" seismograms in our data set must be reduced to a minimum. This extremely conservative threshold is used to collect an initial data set with which we construct a Note that data are rejected if any of the quality control criteria are contravened at any frequency. Since multipathed arrivals and associated phase disturbances are likely to be maximum at low periods, we could have created different data sets which satisfy all quality controls within certain period ranges (e.g., one data set which is of good quality in the period range 170-20 s, and a residual data set which is of good quality in However, our aim is to collate a data set with roughly homogenous information content at all periods. Phase velocity maps may then be created which are approximately equally well-resolved at each period and hence which are as mutually consistent as possible (under our linearized assumptions). Thus subsequent point-wise inversions of phase velocity for shear velocity structure with depth become meaningful. For these reasons we did not follow either of these options, instead accepting less abundant data for the sake of consistency. C• is the data covariance matrix and is estimated as •bllows. First, we rebin the data and calculate variances in exactly the same way as before. We then multiply variances by the number of paths in the bin to which each path belongs (similar to equation (11)). The resuiting variances constitute the diagonal elements of Ca, and we arbitrarily set off-diagonal covariances to zero.
To avoid confusion, from here onward we refer to this process of creating maps from phase velocities as the "inversion" stage. We refer to the non-linear inversion for event-station average phase velocities from each individual seismogram described earlier as the phase velocity "measurement" stage.
First Derivative Damping, Data Weighting, and Resolution
We now explore the effects of varying the first derivative damping parameter h in equations (13) It is clear that for all values of h, noise in the data propagates into the phase velocity maps to some extent. Hence, at this stage it is crucial that all outlying data are removed (perhaps even at the expense of some good data), and we perform one further procedure of noise removal carried out for each period independently: first we invert for a very smooth map (h = 30). Since most paths with robust measurements are fairly long, the data on almost all paths should be better fit by this smooth model. Hence we downweight by a factor of 2 all data for which the misfit reduction in this smooth inversion is <20%.
If any paths still contain anomalous data, then the effect of these will be suppressed by the large amount of robust data along neighboring paths due to smoothing. However, when we drop the smoothing parameter to allow very rough maps (h -4), the paths with anomalous data show up as streaks across the phase velocity maps. In this way we found 10 more Love and Rayleigh paths with outlying data and removed them from the database. Thus we produce the final data set and weighting system used to construct our detailed Figure 5 shows four checkerboard style tests using the updated weighting system and first derivative damping parameter (h-12). Sinusoidal input models with wavelengths 2000, 1500, 1200, and 1000 km giving peak diameters of 1000, 750, 600, and 500 km, respectively, are used to construct noise free synthetic travel times on all paths, and these were inverted using the true data weights. Hence, the plots in Figures 3 and 5c) . However, the poor correlation across Norway suggests either that resolution is poorer in this region than might be expected from the checkerboard tests or that signif- .on, earthquake source errors, anisotropy, etc.). However, the true correlation between topography and phase velocity through crustal thickness is approximate due to nonisostatically compensated topography and to shear velocity variations. Moreover, the unmodeled physics will impose different errors on different periods of phase velocity, and there are no independent "target" data sets with which to correlate and compare measurements at longer periods or with Rayleigh waves. Hence, again this test only provides an impression of the lateral resolution attained. However, from the tests above we estimate that features larger than 750 km in lateral extent should be resolved across most of Eurasia, apart from NE Siberia. In addition, across much of central and SE Asia, Indonesia and SE Europe, features larger than around 500-600 km may be resolved. The correlations with topography and sediment cover observed in Plate 4a exist despite the fact that ray paths must deviate significantly from the great circle for this low period. Such deviations are a serious issue since they affect both anomaly locations and amplitudes. Including such effects in the forward modeling procedure may sharpen the image considerably.
Results

Plates
As with the 40 s Love velocity in Plate 3, the 80 s Love velocity shows low-velocity features which are mainly associated with the mountain belts mentioned above, although additional low-velocity features exist in Indonesia, south of Japan, and on the continental border of the Japanese Sea. Between the 80 and 150 s periods, these low-velocity features become more pronounced, the low velocities across the Caucasus and Zagros merge to form a continuous feature which also extends into the Turkey-Aegean deformation system, and the low-velocity features in Tibet, Tien Shan, and A1-tai regions merge and extend to form a semi-continuous low-velocity zone which spans the whole of the TibetMongolian mountain system of southeast Asia. We have made various assumptions in carrying out this study, and each carries a risk of error, with additional sources of uncertainty caused by our reliance on other work and data. Our most limiting assumptions are as follows: while measuring and inverting phase velocities, we assume great circle propagation paths; hence there are no path bending and no simultaneous multipathed arrivals. Ray bending certainly does occur given the amplitude of velocity anomalies that we find and will cause possible mislocation of these anomalies and distort the amplitudes to some extent. Simultaneous multipathed arrivals would have an unknown, amplitude-dependent effect on the recorded phase, and hence we suspect that these might cause the largest errors in our measurements. Since these errors are likely to be geographically systematic, they may not average out when we perform our inversion, and since they are likely to be most prevelant at low periods, we recommend that the maps of 26 s period phase velocity are treated with more scepticism than the other maps.
We also assume that anisotropy does not affect the isotropic component of phase velocity. We have justified this to some extent by carrying out initial test inversions including azimuthal anisotropy in which we found that although improved data fit could be achieved by including anisotropic parameters, very little structural change occurred in the isotropic component [Voskamp, 1997] . Finally, we rely on centroid moment tensor (CMT) earthquake source descriptions and seismogram data from stations worldwide.
Our data set differs from the phase velocity data used by Ekstrb'm et al. [1997] or van Heijst and Woodhouse,
[1998] and the group velocity data used by Ritzwoller and Levshin [1998] in that we accept only results from seismograms which give robust measurements at all periods between 26 and 150 s. This is by far the most stringent condition in our data selection: at present, our database consists of 4020 Rayleigh and 4389 Love wave phase velocity dispersion curves, but tests show that if we apply our data selection criterion at each period independently (so that we accept results from the each seismogram in any period range in which the measurements seem robust), then we almost double the amount of data available for some periods. We prefer to accept less data for two reasons: First, if a seismogram provides poor estimates of phase velocity in some period range, this may be because of interfering multipathed arrivals which is a truly period-dependent effect, or it may be due to a station timing or response function error, to correlated data noise not detected by our definition of the signal to noise ratio, or to source mislocation. Any of the latter four possibilities will usually effect all periods of the seismogram whereas only a small period range may be "obviously" in error. Second, by creating a homogeneous data set across all periods it is possible for us to create approximately homogeneously resolved maps of phase velocity at all periods (ignoring, for the moment non-linear effects on the phase, like multipathing). In fact, we do not quite achieve this since we downweight a period-dependent number of outlying data by a factor of 2 in our final inversions, but we approximately preserve resolution at least across periods 26 to 100 s. This makes subsequent inversion of the set of phase velocity maps for shear velocity structure beneath each geographic location more meaningful (Devilee et al., submitted manuscript, 1998).
Mutual consistency between maps of different periods may also be illustrated by viewing the data set in a different way. Plates 6-9 each show three crosssections through the Eurasian Rayleigh wave phase velocity space. Beneath each cross-section (red, green, and blue great circles) we plot the phase velocity at all periods modeled (26-150 s). In Plate 6 we plot absolute velocities whereas for Plates 7-9 we plot deviations from EurasialD. Thus, in the column beneath each geographical location, the complete Rayleigh phase velocity curve is contoured. Each period was inverted from the phase velocity data completely independently of the other periods; hence the lateral consistency in each section is due to the horizontal smoothing applied in the inversion (equation (9)), the vertical consistency is due to (1) the (weak) smoothing applied during the phase velocity measurement procedure (equations (13)-(15)), and (2) the fact that the data sets at each period were approximately consistent allowing us to use equal horizontal smoothing for each period.
Apart from the obvious improvements in ease of visualization, slices through phase velocity space like Plates 6-9 offer a further benefit: the sensitivity kernels in Figure 6 show that although they have some sensitiv-ity to near-surface structure, the Rayleigh phase velocities are predominantly sensitive to shear velocity within a deeper, bounded depth range and the depth of the peak sensitivity increases with period. Hence Rayleigh phase velocity perturbations at short periods (e.g., 40 s) are caused mainly by shallow shear velocity heterogeneity (15-110 kin), whereas those at long periods (150 s) are caused mainly by deeper structure (100-400 kin). Thus the sections in Plates 6-9 at increasing period are roughly indicative of shear velocity variations at increasing depth but with period-dependent smoothing.
Many of the features on the sections may now be explained more easily. Moving from east to west along the profiles in Plate 6, initially all three sections show an oceanic signature of high phase velocities at low periods (compare PREM and PEMc in Figure 4a ). Behind the subduction zone beneath Japan, the sections all show a very low velocity zone extending through all periods. In addition, this low-velocity zone is asymmetric; the Pacific side of the feature has a shallower dip than the continental side. This is due to the shallow (0• 27 ø) westward dipping subducted oceanic slab beneath Japan which van der Hilst et al. [1991] locate at depths of 250-500 km beneath the Japanese Sea using P and pP wave travel times. All three paths pass through tectonic boundaries in the continental interior. Notice that at each point where a boundary is crossed on each path, the section shows a low-velocity feature which extends to long periods. This is especially true of the localized feature beneath lake Baikal which presumably is detecting upwelling, hot asthenospheric material beneath the continental rift system. It is interesting to note, however, that the zone of most intense upwelling actually lies to the south- As shown in all of the above examples, surface wave phase velocities can be used to image shallow Earth structure between zones of seismic activity (predominantly subduction zones), and in this way we image the volume which is unsampled in most body wave tomography. Hence observing dipping subduction zones using surface wave data is especially valuable because it allows the results of both types of study to be related more easily and included in joint interpretation. To our knowledge, this is the first time that dipping subduction zones have been observed in fundamental mode phase velocity maps. This again demonstrates the increased resolution available in the current study.
The detailed interpretations presented above are only possible because of the phase velocity slice visualization scheme. This in turn only makes sense because of the period-dependent consistency of our data set and due to the special nature of the fundamental mode Rayleigh phase velocity sensitivities. It is not as easy to use this scheme to interpret Love phase velocities or indeed group velocity maps since the latter are negatively sensitive to shear velocity in some depth ranges and positively sensitive in others (although the negative sensitivity may be sufficiently small that it can be ignored). The method is appealing since we are able to interpret the phase velocities, rather than some inversion of these for shear velocity structure with depth; such inversions always contain considerable nonuniqueness which is difficult to convey and display in a scientific paper, even in a linearized, Gaussian manner (see Devilee et al., submitted manuscript, 1998). However, to obtain quantitative bounds on the depth range of velocity anomalies, the subsequent inversion for shear velocity is necessary and will be the subject of a future study.
