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Abstract
Let G = (V,E) be a simple connected graph. A set of vertices S ⊆ V is
said to be a dominating set if for any vertex in V \S is adjacent to at least one
vertex in S. The domination number γ(G) of G is the minimum cardinality
among all such sets.
In this paper, we obtain some results on the domination number of the
incidence graphs of combinatorial designs. In particular, we prove a conjecture
and disprove another conjecture in a recent paper by Goldberg, Rajendraprasad
and Mathew. We also prove a third conjecture by the same authors for block-
transitive symmetric designs.
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1 Introduction
Let G = (V,E) be a simple, undirected graph, where V is the vertex set of G and
E is the edge set of G. Let S ⊆ V be a set of vertices. A vertex u ∈ V is said to
be dominated by S if either u ∈ S or u is adjacent to at least one vertex in S. S is
said to be a dominating set if every vertex of G is dominated by S. The domination
number γ(G) of G is the minimum cardinality among all dominating sets of G. A
dominating set of G whose cardinality is γ(G) is called a minimum dominating set of
G.
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Hedetniemi and Laskar (1990) noted in [1] that the problem of domination number
can be dated back to at least the 1950’s, by Ko¨nig, Berge and Ore et al., and has big
advancement in the middle 1970’s. Recently, researches on all kinds of dominating sets
in graphs and relationships between domination and other graphic parameters have
become an very important field in graph theory. For a general graph, the problem of
finding its minimum domination set is a NP-hard problem [2].
Let v, k, λ be positive integers such that v ≥ k ≥ 2. Let X = {x1, x2, . . . , xv} be
a finite set of v elements, called points, and B be a family of k-subsets, called blocks.
The pair D = (X,B) is called a 2-(v, k, λ) block design, or simply a 2-design, if every
pair of distinct points are contained in exactly λ blocks. The integers v, k and λ are
called parameters of D. A pair (x,B) with x ∈ X and B ∈ B is called a flag of D if
x ∈ B. The set of all flags of D is denoted by F . Let b = |B| denote the total number
of blocks. By [5], every point occurs in exactly r = λ(v−1)
k−1
blocks, bk = vr and b ≥ v.
For x ∈ X , let B(x) = {B1, B2, . . . , Br} be the family of blocks containing x, called
the pencil of x. A design D = (X,B) is called a symmetric design if b = v. The
incidence graph of D is defined by GD = (V (GD), E(GD)), where V (GD) = X ∪ B
and E(GD) = F .
Both combinatorial designs and domination in graphs have been widely studied.
While they have been hardly attempts to marry this two subjects. Laskar and Wallis
have obtained some results about the domination number of the line graph of GD in
[6]. However, they did not consider the domination number of GD itself. Goldberg,
Rajendraprasad and Mathew attempted to combine this two subjects first time in
[4] and got some interesting results. In this paper, our main purpose is to study the
domination number of designs and solve the following three conjectures proposed in
[4].
Conjecture 1.1. [4, Conjecture 6.2] Finite projective planes are super-neat.
Conjecture 1.2. [4, Conjecture 8.6] Let D = (X,B) be a symmetric 2-(v, k, 2) design
with k ≥ 4. Then γ(D) = k.
Conjecture 1.3. [4, Conjecture 9.2] Let D = (X,B) be a symmetric 2-(v, k, λ) design
and D1 = Res(X,B, B0), a residual design of D, where B0 ∈ B. Then γ(D1) =
γ(D)− 1.
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In this article, we first study the domination number of 2-(v, k, λ) designs and
non-symmetric 2-(v, k, 1) designs. Our main results are as follows.
Theorem 1.4. Let D = (X,B) be a 2-(v, k, λ) design. Then γ(D) ≥
⌈
2v−1− k−1
λ
k
⌉
.
Theorem 1.5. Let D = (X,B) be a non-symmetric 2-(v, k, 1) design. Then
2k − 1 ≤ γ(D) ≤
(v − k2)(v − 1)
k(k − 1)
+ 2k − 1.
We then give a sufficient condition for super-neat designs, which helps us prove
Conjecture 1.1. Besides, we obtain the domination number of affine planes and prove
that affine planes are super-neat.
The next result shows that Conjecture 1.2 is wrong in general.
Theorem 1.6. Let D = (X,B) be a symmetric 2-(v, k, 2) design with k ≥ 5. Then
γ(D) ≥ k − 1 +
∑
i≥1
⌊
k − 4
22i−1
⌋
.
Theorem 1.7. Let D = (X,B) be a block-transitive symmetric 2-(v, k, λ) design and
D1 = Res(X,B, B0), a residual design of D, where B0 ∈ B. Then γ(D1) = γ(D)− 1.
This theorem proves Conjecture 1.3 in the case when D is a block-transitive sym-
metric 2-(v, k, λ) design.
2 Preliminaries
In this section, we introduce notations and give a few preliminary results which
will be used throughout this paper. Undefined notations can be found in [3].
Let G = (V,E) be a simple connected undirected graph. A bipartite graph is
one whose vertex set can be partitioned into two subsets X and Y such that every
edge has one end in X and the other one in Y ; such a partition (X, Y ) is called a
bipartition of the graph. Let S ⊆ V and u ∈ S. A vertex v ∈ V \ S is called an
external private neighbour of u if u is the only neighbour of v in S.
LetD = (X,B) be a 2-(v, k, λ) design. It is easy to see that GD is a bipartite graph
with bipartition (X,B). From now on, we simply denote by γ(D) the domination
number γ(GD) of GD. For a set of points P of D, the blocks of D are naturally
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partitioned into two parts, namely L(P ) = {B ∈ B|B ∩ P 6= ∅} and Lˆ(P ) = {B ∈
B|B ∩ P = ∅}. Denote IP = P ∪ Lˆ(P ). For a subset S ⊆ V (GD) of D, we define
π(S) = S ∩X . We say that S is a neat set if S = IP for some set of points P of D.
Obviously, P = π(S). D is said to be a neat design if D has a neat dominating set S
with |S| = γ(D). If all minimum dominating sets of D are neat, we say that D is a
super-neat design.
Lemma 2.1. [4] Let D = (X,B) be a 2-(v, k, λ) design, S be a dominating set of GD
and P = π(S). Then Lˆ(P ) ⊆ S.
By this Lemma, it is easy to see that IP ⊆ S. This means that S is not a neat
set if and only if IP ( S.
Lemma 2.2. [4] Let D = (X,B) be a 2-(v, k, λ) design, S be a dominating set of GD
and P = π(S). Then
|S| ≥
⌈
v + |P |(k − 1)
k
⌉
.
Lemma 2.3. [4] Let D be a finite projective plane of order q. Then γ(D) = 2q.
Lemma 2.4. [7] Let G be a graph without isolated vertices. Then G has a minimum
dominating set S in which every vertex has an external private neighbour.
3 Domination number in 2-designs
Proof of Theorem 1.4. Let S be a minimum dominating set of GD as provided
by Lemma 2.4 and P = π(S). If P = X = S, then for any B ∈ B, S1 = {B}∪ (P \B)
is a dominating set of GD and |S1| = v − k + 1 < v = |S|, a contradiction. Now we
assume that there exists a point x ∈ X \ P . As S is a dominating set, there exists a
block B0 ∈ S such that x ∈ B0. By Lemma 2.4, B0 has an external private neighbour
y /∈ S, that is y /∈ P . Then all other r − 1 blocks containing y are not in S, which
means that each of these blocks contains at least one point of P . On the other hand,
every point z in P exactly dominates λ blocks in B(y) \ {B0} since {z, y} contained
in exactly λ blocks. Hence |P | ≥
⌈
r−1
λ
⌉
≥ r−1
λ
.
By Lemma 2.2 and r(k − 1) = λ(v − 1), we have
γ(D) = |S| ≥
v + |P |(k − 1)
k
≥
v + r−1
λ
(k − 1)
k
=
2v − 1− k−1
λ
k
.
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This proves Theorem 1.4.
To prove Theorem 1.5, we need the following lemma.
Lemma 3.1. Let D = (X,B) be a 2-(v, k, λ) design and P ⊆ X with |P | ≤
⌈
r
λ
⌉
− 1 ,
then IP is a dominating set of GD. In particular, when λ = 1, then IP is a dominating
set of GD if |P | ≤ r − 1.
Proof. Assume that IP is not a dominating set. Then there exists x ∈ X\P such
that B(x) ∩ Lˆ(P ) = ∅, that is B(x) ⊆ L(P ). Then for any Bi ∈ B(x), there exists
xi ∈ P ∩ Bi, i = 1, 2, . . . , r, and every point y in P exactly dominates λ blocks in
B(x) for {x, y} contained in exactly λ blocks. Thus, |P | ≥
⌈
r
λ
⌉
, a contradiction.
Proof of Theorem 1.5. For any B0 ∈ B, let P = B0, then |P | = k < r. It follows
from Lemma 3.1 that IP is a dominating set of GD. Since |L(P )| = (r−1)k+1, then
|Lˆ(P )| = b− |L(P )| = b+ k − kr − 1 =
(v − k2)(v − 1)
k(k − 1)
+ k − 1.
Hence
γ(D) ≤ |S| = |P |+ |Lˆ(P )| =
(v − k2)(v − 1)
k(k − 1)
+ 2k − 1.
On the other hand, since D is a non-symmetric 2-(v, k, 1) design, we have v ≥ k2.
By Theorem 1.4, we then have
γ(D) ≥
2v − 1− k−1
λ
k
≥ 2k − 1.
This completes the proof.
Now we proceed to prove Theorem 1.6.
Lemma 3.2. Let D = (X,B) be a symmetric 2-(v, k, 2) design and P ⊆ X. If
2 ≤ |P | = ℓ ≤ k, then
|L(P )| ≤
ℓ
2
(2k − 1− ℓ) + 1
and
|IP | ≥
k2 − k
2
+
ℓ2 − ℓ(2k − 3)
2
.
Moreover, the equalities hold if and only if there exists B0 ∈ B such that P ⊆ B0.
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Proof. We proceed by induction on ℓ. If ℓ = 2, then |L(P )| = 2k − 2. Thus
|IP | = ℓ + v − |L(P )| =
k2 − k
2
+
22 − 2(2k − 3)
2
,
and there exists B0 ∈ B such that P ⊆ B0 as ℓ = 2.
Assume that |P | = ℓ − 1 < k and the result holds. Then for any x0 ∈ X \ P ,
|L(P ) ∩ L({x0})| ≥ |P | + 1 = ℓ, and the equality holds if and only if there exists
B0 ∈ B such that {x0} ∪ P ⊆ B0.
Let P ′ = P ∪ {x0}. Then |P
′| = ℓ and
|L(P ′)| = |L(P ′ − {x0}) ∪ L({x0})|
= |L(P ) ∪ L({x0})|
= |L(P )|+ |L({x0})| − |L(P ) ∩ L({x0})|
≤
ℓ− 1
2
(2k − 1− ℓ+ 1) + 1 + k − ℓ
=
ℓ
2
(2k − 1− ℓ) + 1.
The equality holds if and only if there exists B0 ∈ B such that P
′ = {x0} ∪ P ⊆ B0.
Thus |L(P )| ≤ ℓ
2
(2k − 1− ℓ) + 1 and
|IP | = |P |+ |Lˆ(P )| ≥
k2 − k
2
+
ℓ2 − ℓ(2k − 3)
2
hold for all 2 ≤ |P | = ℓ ≤ k. The equalities hold if and only if there exists B0 ∈ B
such that P ⊆ B0.
Let f(x) = k
2−k
2
+ x
2−x(2k−3)
2
. It is easy to see that f(x) is a decreasing function
in [2, k − 2] and f(k − 1) = f(k − 2). Hence, if 2 ≤ |P | ≤ k − 1 then
|IP | ≥ f(|P |) =
k2 − k
2
+
|P |2 − |P |(2k − 3)
2
.
Proof of Theorem 1.6. Let S be a dominating set of D with |S| = γ(D), P = π(S)
and L = S \ P . Since D is a symmetric design, without loss of generality we may
assume that |P | ≤ |L|, for otherwise we can consider the dual design of D whose
incidence graph is isomorphic to that of D.
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Consider the case k ≤ 35 firstly. Assume on the contrary that
γ(D) ≤ k − 2 +
∑
i≥1
⌊
k − 4
22i−1
⌋
= k − 2 +
⌊
k − 4
2
⌋
+
⌊
k − 4
8
⌋
≤ k − 2 +
⌊
k − 4
2
⌋
+
k − 4
8
=: 2s
where s = 1
2
(k − 2 +
⌊
k−4
2
⌋
+ k−4
8
) < k. Then |P | ≤
⌊
γ(D)
2
⌋
≤ γ(D)
2
≤ s < k.
By Lemma 3.2, we have 2s ≥ γ(D) = |S| ≥ |IP | ≥ f(|P |) ≥ f(s). It follows that
k2−k+s(s−2k−1) ≤ 0. However, if k is even, then s = 1
2
(k−2+ k−4
2
+ k−4
8
) = 13k−36
16
.
Thus k2 − k + s(s − 2k − 1) = 9k
2−248k+1872
256
≥ 164
256
> 0, which is a contradiction. If
k is odd, then s = 1
2
(k − 2 + k−5
2
+ k−4
8
) = 13k−40
16
. Thus k2 − k + s(s − 2k − 1) =
9k2−224k+2240
256
≥ 849
256
> 0, which is a contradiction.
Hence k ≥ 36. Assume on the contrary that
γ(D) ≤ k − 2 +
∑
i≥1
⌊
k − 4
22i−1
⌋
≤ k − 2 +
∑
i≥1
k − 4
22i−1
≤ k − 2 +
2
3
(k − 4)
=
5k − 14
3
=: 2t,
where t = 5k−14
6
< k. Then |P | ≤
⌊
γ(D)
2
⌋
≤ γ(D)
2
≤ t < k.
By Lemma 3.2, we have 2t ≥ γ(D) = |S| ≥ |IP | ≥ f(|P |) ≥ f(t). It follows that
k2 − k + t(t− 2k − 1) ≤ 0. Recall that t = 5k−14
6
and k ≥ 36. So we obtain
k2 − k + t(t− 2k − 1) =
k2 − 38k + 280
36
≥
208
36
> 0,
a contradiction. This completes the proof of Theorem 1.6.
4 Super-neat designs
Lemma 4.1. Let D = (X,B) be a 2-(v, k, λ) design with γ(D) <
⌈ r
λ
⌉(k−1)+v
k
, then D
is a super-neat design. In particular, when λ = 1, then D is a super-neat design if
γ(D) < 2v−1
k
.
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Proof. Assume thatD is not a super-neat design. Let S be a dominating but not neat
set of D with |S| = γ(D). Then IP ( S, where P = π(S). From the proof of Lemma
3.1, we have |P | ≥
⌈
r
λ
⌉
. Now, by Lemma 2.2, we have γ(D) = |S| ≥
⌈ r
λ
⌉(k−1)+v
k
,
which is a contradiction.
The next theorem proves that finite projective planes are super-neat. This solves
Conjecture 6.2 in [4].
Theorem 4.1. Finite projective planes are super-neat.
Proof. Let D = (X,B) be a finite projective plane of order q, that is, a 2-(q2 + q +
1, q + 1, 1) design. By Lemma 2.3, γ(D) = 2q, and
2v − 1
k
=
2(q2 + q + 1)− 1
q + 1
= 2q +
1
q + 1
> 2q = γ(D).
Hence, by Lemma 4.1, D is a super-neat design.
Theorem 4.2. Let D = (X,B) be a finite affine plane of order q. Then γ(D) = 2q−1.
Proof. Here D is a 2-(q2, q, 1) design. By Theorem 1.5,
2q − 1 ≤ γ(D) ≤
(v − q2)(v − 1)
q(q − 1)
+ 2q − 1,
that is, 2q − 1 ≤ γ(D) ≤ 2q − 1. It follows that γ(D) = 2q − 1.
Theorem 4.3. Finite affine planes are super-neat.
Proof. Let D = (X,B) be a finite affine plane of order q. By Theorem 4.2, we have
γ(D) = 2q − 1. On the other hand, as q ≥ 2, we have
2v − 1
k
=
2q2 − 1
q
= 2q −
1
q
> 2q − 1 = γ(D).
Now the theorem follows from Lemma 4.1.
5 Residual designs
Let D = (X,B) be a symmetric 2-(v, k, λ) design and B0 ∈ B. Then the residual
design of D is defined by Res(X,B, B0) = (X \B0, {B \B0 : B ∈ B, B 6= B0}).
Let D1 = (X1,B1), D2 = (X2,B2) be two 2-(v, k, λ) designs. We say that D1
and D2 are isomorphic if there exists a bijection g : X1 → X2 such that for any
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B1 ∈ B1, B
g
1 ∈ B2 holds. If D = D1 = D2 then g is called an automorphism of D.
All automorphisms of D constitute a group, called the full automorphism group of D
and denoted by Aut(D). Any subgroup H of Aut(D) is also called an automorphism
group of D. We say that H is point-transitive if H is transitive on X , that is for any
x, y ∈ X , there exists g ∈ H such that xg = y; H is block-transitive if H is transitive
on B, that is for any B,C ∈ B, there exists g ∈ H such that Bg = C.
By the above definitions, the following result is obvious.
Lemma 5.1. Let D = (X,B) be a block-transitive symmetric 2-(v, k, λ) design. Then
for any B1, B2 ∈ B, Res(X,B, B1) ∼= Res(X,B, B2).
Theorem 5.1. Let D = (X,B) be a symmetric 2-(v, k, λ) design and D1 = Res(X,B,
B0), a residual design of D, where B0 ∈ B. Then γ(D1) ≥ γ(D)− 1.
Proof. Let S be a minimum dominating set of D1 so that |S| = γ(D1). Clearly, we
have B0 /∈ S. Let P = π(S) and S
′ = S ∪ {B0}. Then S
′ is a dominating set of D
because any vertex in (B \ {B0}) ∪ (X \ B0) is dominated by S, and any vertex in
B0 ∪ {B0} is dominated by {B0}. Hence, γ(D) ≤ |S
′| = γ(D1) + 1.
Proof of Theorem 1.7. On the one hand, by Theorem 5.1, γ(D1) ≥ γ(D)− 1.
On the other hand, by Lemma 5.1, γ(Res(X,B, B0)) = γ(Res(X,B, B
′
0)) for any
B0, B
′
0 ∈ B. Let S be a minimum dominating set so that |S| = γ(D). Let P = π(S),
L = S \ P and B0 ∈ Lˆ(P ). Since any B ∈ B \ L is dominated by P , and any
x ∈ X \ (P ∪ B0) is dominated by L \ {B0}, then S \ {B0} is a dominating set of
D1 = Res(X,B, B0). Hence γ(D1) ≤ |S \ {B0}| = γ(D)− 1.
Thus γ(D1) = γ(D)− 1. This completes the proof of Theorem 1.7.
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