The Nesterov characterizations of positive pseudo-polynomials on the real line, the imaginary and the unit circle are extended to the matrix case. With the help of these characterizations, a class of optimization problems over the space of positive pseudo-polynomial matrices is considered. These problems can be solved in an efficient manner due to the inherent block Toeplitz or block Hankel structure induced by the characterization in question. The efficient implementation of the resulting algorithms is discussed in details. In particular, the real line setting of the problem leads naturally to ill-conditioned numerical systems. However, adopting a Chebyshev basis instead of the natural basis for describing the polynomial matrix space yields a restatement of the problem and of its solution approach with much better numerical properties.
Introduction
This paper is concerned with a convex optimization problem over the set of polynomial matrices, that are nonnegative definite on distinguished contours of the complex plane, namely the real line, the imaginary axis and the unit circle. The set of such polynomial matrices is convex. Moreover, it has been shown by Nesterov that scalar polynomials of this type [10] admit a compact parametrization in terms of constant nonnegative definite matrices satisfying simple linear algebraic constraints.
The aim of this paper is to extend this parametrization to the matrix case and, with the help of this result, to discuss and to solve an important class of related convex optimization problems. In fact, the dual formulation of these optimization problems appears to be considerably more attractive from a computational viewpoint. On the one hand, it is stated in a optimization space of reduced dimension. On the other hand, this dual space is characterized by nonnegative definite matrices that have block Hankel or block Toeplitz structure.
A well established technique to solve such optimization problems involves the introduction of a barrier function [11] whose differential characteristics have to be repeatedly evaluated along the numerical optimization process. Due to the Hankel or Toeplitz structure of the optimization space, fast and even superfast algorithms, based on displacement rank techniques, can be proposed for that purpose. The computational aspects of their implementation are discussed in some details. In addition, as the real line formulation of the problem is shown to be inherently ill-conditioned, a change of polynomial basis is considered and discussed. This problem reformulation exhibits much more interesting numerical prospects from this viewpoint.
The theory of positive transfer functions is well known to play a fundamental role in systems and control theory for such functions represent e.g. spectral density functions of stochastic processes, show up in spectral factorizations, and are also related to the Riccati equations. When such transfer functions are rational, it is known since the work of Youla [15] that they possess rational spectral factorizations. Later on, it was shown that, using state-space models of positive transfer functions, one could express the condition of positivity in terms of linear matrix inequalities (see e.g. [14] ). Positive transfer functions obviously form a convex set and were recently studied in the convex optimization literature [3, 10] . The parametrization of pseudo-polynomial matrices proposed in this paper fits naturally into that context. In particular, this parametrization can alternatively be obtained as a straightforward application of the celebrated positive real lemma to an appropriate subset of positive para-conjugate transfer functions.
In section 2, the definition of positive para-conjugate transfer functions is given; in particular, such functions are well known to enjoy a remarkable spectral factorization property.
In section 3, positive pseudo-polynomial matrices on the real line, the imaginary axis and the unit circle are considered. In each case, the positivity constraint is shown to induce some form of symmetry on the pseudo-polynomial matrix coefficients and to impose some restrictions on their formal degree.
In section 4, parametrizations of nonnegative pseudo-polynomial matrices are derived in terms of appropriate subsets of nonnegative constant Hermitian matrices. These appropriate subsets are defined by linear algebraic relations and can be parametrized in terms of an arbitrary Hermitian or skew-Hermitian constant matrix of reduced dimension, depending on the particular contour of the real plane considered.
In section 5, an alternative proof of this parametrization is derived from the theory of positive para-conjugate transfer functions. In particular, with the help of the positive real lemma, any state-space realization of such a function is proved to involve some degree of freedom, which can be expressed in terms of a linear matrix inequality (LMI). This is precisely the characterization obtained in the preceding section.
In section 6, a class of important optimization problems is defined over the set of nonnegative pseudo-polynomial matrices satisfying linear constraints. These constraints are assumed to be expressible in terms of Frobenius scalar products. Next, the dual form of these optimization problems is shown to be computationally much more attractive. The dimension of the optimization space appears to be reduced to the number of linear constraints instead of the pseudo-polynomial matrix dimension, as in the primal form. In addition, this optimization space is characterized by nonnegative definite block Hankel or block Toeplitz matrices, depending on the particular complex plane contour considered. Furthermore, modern techniques for the numerical solution of the optimization problem involve the introduction of a barrier function. Since the appropriate barrier functions inherit the Hankel or Toeplitz structure of the optimization space, this paves the way for fast evaluations of the differential characteristics of the barrier function. Such fast evaluations are of paramount importance because they have to be made repeatedly in such optimization schemes [3, 10, 11] .
In section 7, the computational aspects of the fast algorithms that can be used to solve these optimization problems are considered and analyzed in details. The optimization scheme mainly involves recurrent computations of the differential characteristics of the barrier function, namely its gradient and its Hessian. These differential functions are evaluated by carrying out Frobenius scalar products of appropriate block Hermitian matrices with underlying Hankel or Toeplitz structure. Displacement rank techniques are especially suited for their fast evaluation. In particular, the required calculations can be broken down into fast, or even superfast, elementary numerical operations by exploiting the compact displacement rank representations resulting from the problem structure. It is also pointed out that the real line problem is inherently ill conditioned. This fact is a well known consequence of the Hankel structure.
In section 8, the real line optimization problem is reformulated so as to get around the above technical difficulty. As the Hankel structure is an obvious consequence of the expansion of polynomial matrices into the natural basis of their monomials
℄, the remedy consists in a change of basis. In this light, it is proposed to substitute a basis of Chebyshev polynomials for the natural basis. Such a Chebyshev basis induces a Toeplitz-plus-Hankel structure to the problem with, in principle, a much better numerical conditioning. It is finally recalled how one can take advantage of the Toeplitz-plus-Hankel structure in fast algorithms based on appropriate displacement rank techniques [5] .
Para-conjugate transfer functions
Para-conjugate transfer functions¨´ µ play an important role in systems theory. They are defined with respect to a curve in the complex plane, which is typically the imaginary axis (for continuous-time systems), the unit circle (for discrete-time systems) and the real axis Ê (for moments problem).
Imaginary axis This curve is the boundary of the stable region for continuous-time transfer functions in the complex variable × (which is also the variable of the Laplace transform of such dynamical systems) : the imaginary axis denoted as × ¾ Ê.
Unit circle
This curve is the boundary of the stable region for discrete-time transfer functions in the complex variable Þ (which is also the variable of the so-called Þ-transform of such dynamical systems) : the unit circle denoted as Þ ¾ Ê .
Real axis
This curve occurs in the standard treatment of the classical moment problem [1] , [9] . In this case, the complex variable Ü will be used with the real axis denoted as Ü ¾ Ê.
To stress that a result holds for a particular curve, the above particular variable notation will be adopted instead of the standard variable Ô. In this paper, the case of square rational transfer matrices¨´Ôµ will only be considered, i.e. Ñ ¢ Ñ matrices¨´Ôµ whose entries are rational functions of the variable Ô. Definition 1. The para-conjugate transfer function¨£´Ôµ of a given transfer matrix¨´Ôµ is defined as follows :
£´× µ ¨´ ×µ℄ £ for the imaginary axis £´Þ µ ¨´½ Þµ℄ £ for the unit circlë £´Ü µ ¨´Üµ℄ £ for the real axis, where Å £ is the conjugate transposed matrix of a matrix Å .
Let us point out that the para-conjugate¨£´Ôµ is also a rational transfer function of the complex variable Ô. A paraHermitian transfer functions can then be defined as follows : Since a para-conjugate transfer function is a Hermitian matrix when evaluated on the curve, all its eigenvalues are real. Therefore, a positivity constraint can be imposed on these eigenvalues. This leads to the following definition. Note that nonnegative para-conjugate transfer functions always possess a so-called spectral factorization :´Ô µ £´Ô µ ´Ôµ (1) where the spectral factor ´Ôµ is again a square rational transfer function in Ô. This result is proven in the systems theory literature [15, 12] .
Positive pseudo-polynomial matrices
Pseudo-polynomial matrices are matrices with a finite expansion in positive and negative powers of the independent variable
Depending on the type of curve one considers, the coefficient matrices of such pseudo-polynomial matrices must possess a certain symmetry.
Real axis
For a para-Hermitian transfer function¨´Üµ that is nonnegative on the real axis Ü ¾ Ê it follows from the para-Hermitian nature that the coefficient matrices of the expansion¨´Ü From the nonnegativity of¨´Üµ, it turns out that the highest degree coefficient must be of even degree Ø ¾Ò. For polynomial matrices in Ü ½ the highest degree coefficient is also of even degree. The standard form used here for nonnegative paraHermitian matrices on the real axis, is¨´Ü
Unit Circle
For a para-Hermitian transfer function¨´Þµ that is nonnegative on the unit circle Þ ¾ Ê it follows from the para-Hermitian nature that the coefficient matrices of the expansion¨´Þ To end this section, let us observe that the pseudo-polynomial matrices of interest have, in the above cases,´¾Ò · ½µÑ ¾ degrees of freedom.
Parameterization of nonnegative pseudo-polynomial matrices
The main result of this section is to put into light a parameterization of nonnegative pseudo-polynomial matrices in terms of constant Hermitian or skew Hermitian matrices.
To begin with and for further use, let us introduce two particular´Ò · ½µÑ ¢´Ò · ½µÑ block matrices : the standard block shift operator
on the one hand, and the degenerate matrix
with ¼ any ÒÑ ¢ ÒÑ complex matrix on the other hand.
Real axis
be a Ñ ¢ Ñ para-Hermitian polynomial matrix with Hermitian coefficients, i.e. È È £ , and consider the set of Hermitian
implies that
within the convention that ¼ for and outside their definition range. A simple choice for so as to obtain this identity is found to be:
Then, the following characterization theorem can be stated.
Theorem 1. A Hermitian matrix satisfies (10) if and only if it can be expressed as
where has the form (8) and is skew-Hermitian, i.e.
£ .
Proof. The if part is obvious since one has ¥ £´Ü µ ¢ Ì £ ¥´Üµ ¼ for any matrix of the form (8) . Conversely, let be a solution of (10) and let us set as
It turns out that has the structure (8) with £ and satisfies (13) . To see this, observe first that has the structure (8) as an immediate consequence of relations (11) . Next, inserting (14) in (13), one obtains successively
again in view of relations (11) . Finally, one establishes the skew-Hermitian property of from the fact that Ì £ Ì £ necessarily implies £ for any matrix of algebraic structure (8) .
Imposing the condition that È´Üµ is also a nonnegative transfer function leads to the following theorem. 
This matrix is nonnegative and satisfies the constraints of the theorem.
Let us point out that if Ø´È´Üµµ has zeros then cannot be strictly positive definite. This characterization of matrix polynomials nonnegative on the real axis extends a result earlier obtained by Nesterov [10] for scalar polynomials.
Unit Circle
Let us now consider the case of the nonnegative transfer functions on the unit circle. It follows from its finite expansion and from its para-Hermitian character that such a pseudo-polynomial matrix :
has Ñ ¢Ñ coefficient matrices that satisfy È È £ . The set of Hermitian matrices of interest here is defined by the equation
where the same notation as above is used for the matrix and ¥´ µ. This is algebraically equivalent to the relations È
assuming ¼ for and outside their definition range. Clearly, the choice
is an admissible matrix . The characterization theorem now takes the following form.
Theorem 3. A Hermitian matrix satisfies equation (21) if and only if it can be expressed as
where has the form (8) and is Hermitian, i.e.
£ .
Proof. By duplicating the argument used in the proof of Theorem 1, one shows that the solution of equation (24) is given by
and that the resulting matrix has the stated form because of (22).
The positive pseudo-polynomial matrices on the unit circle can then be characterized as follows. 
The proof of this theorem is again based on the same spectral factorization argument as in Theorem 2 and is therefore omitted. This characterization of pseudo-polynomials nonnegative on the unit circle also extends a result previously obtained by Nesterov [10] for trigonometric polynomials.
Imaginary axis
The third kind of nonnegative pseudo-polynomial matrices is that with respect to the imaginary axis. This formulation of the problem does not require any specific treatment since it can be reduced to the case of the real axis in a straightforward manner. Indeed, consider the para-Hermitian polynomial matrix 
Positive para-conjugate transfer functions
The parametrization of positive pseudo-polynomial matrices, derived in the preceding section, can alternatively be obtained from the theory of positive para-conjugate transfer functions. More precisely, it follows from a straightforward application of the celebrated positive real lemma to the subclass of positive para-conjugate transfer functions that have a pseudo-polynomial form. To see this, let us start from a well known result of state-space theory [12] which states that any proper para-conjugate transfer function admits minimal realizations of the form´×
where ¼ is some appropriate Hermitian matrix. Note that the assumption¨´×µ proper (i.e.¨´×µ bounded at × ½) is made for the sake of simplicity and could be lifted with the help of generalized state-space representations or with an appropriate transformation of the variable ×. Clearly, ¼ is not uniquely defined from¨´×µ. Indeed, replace the matrix ¼ by the matrix ´ µ defined as follows :
where is any Ò ¢ Ò block Hermitian matrix. The transfer function¨´×µ is easily verified by direct inspection not to be affected by this substitution, which clearly preserves the Hermitian property of the realization.
The well known positive real lemma [16, 12] states that the existence of a Hermitian matrix such that ´ µ is nonnegative definite is a necessary and sufficient condition for¨´×µ to be a para-Hermitian transfer function nonnegative on the whole of the imaginary axis. Let us apply this result to the transfer function´×
where 
The optimization problem
The optimization problems considered in this paper are assumed to be stated in terms of appropriate scalar products defined over the space of complex matrices. For any couple of matrices and let us set their scalar product as follows
where Ü and Ý are the scalar entries of the matrices and , respectively. It follows from this definition that
Ê ´ µ Ê ´ µ · ÁÑ´ µ ÁÑ´ µ
Since this scalar product induces the Frobenius norm, i.e.
¾
, it is called the Frobenius scalar product in the sequel. If and are partitioned conformably into blocks and the above relation entails, in particular, the identity Let us now formulate several classes of optimization problems. Each class is defined on a particular curve of the complex plane and requires the definition of an inner product that is conformable with the above definition.
Real axis
For any couple of nonnegative polynomials È´Üµ Moreover, the following equivalence is well-known ("Fejer's theorem", see [6] ) :
Therefore the dual cone Ã £ Ê is characterized by À´Éµ ¼. 
Unit circle
The same property holds for optimization over the set of nonnegative pseudo-polynomial matrices on the unit circle. The scalar product to be used for pseudo-polynomials È´Þµ 
Imaginary axis
The imaginary case reformulation is left to the reader. As shown in the previous section, it is reducible to the real line situation in a trivial manner.
Computational aspects
Efficient numerical schemes to solve the optimizations problems considered require repeated calculations of the differential characteristics of the barrier function, i.e. the gradient ´Ùµ Ù and the Hessian ¾ ´Ùµ Ù Ù × . The block Toeplitz or block Hankel structure underlying the optimization space allows one to carry out these computations in a fast and even superfast manner. The aim of this section is to explain this procedure in some details.
Displacement structure
Let us first consider Hermitian´Ò · ½µ ¢´Ò · ½µ block Toeplitz matrices with arbitrary Ñ ¢ Ñ matrix blocks Ì : that will play a special role in the subsequent developments. The displacement theory of Toeplitz and Hankel matrices is well established [8] and is the basis underlying most fast algorithms for decomposing such matrices. Using the block shift matrix one defines a "Toeplitz displacement operator" Ö Ø and a "Hankel displacement operator" Ö as follows:
The reader may easily check that the following equalities hold
From the above expressions, ones notices that the original matrices Ì and À can be recovered from their respective displacement. The inverse operators are obtained by merely applying the displacement operator again and again to both sides of (44) to produce:
and
It is also useful to point out that both displacements are closely related to each other. Permuting the block rows of a block Hankel matrix À yields indeed a block Toeplitz matrix Â À, which can be defined as Ì by setting Ì À ·Ò Ò Ò.
Since Ì Â Â the displacement operators are related in a similar fashion :
Ì Â À´µ Ö Ø Ì Â Ö À From the sparsity structure of the matrices (44) and (45) it is obvious that the ranks of Ö Ø Ì and Ö À cannot be larger than ¾Ñ. This rank is called the "displacement rank" of the corresponding matrix.
The theory of displacement ranks [8] Given such factorizations, fast generalized Schur based algorithms can be used [8] to derive from them the corresponding factorizations of the displacement of the inverses :
and these precise decompositions are used in the sequel. Moreover, as Schur algorithms can be implemented in a superfast manner by means of a divide-and-conquer strategy, the complexity of the above construction is found to be Ç´ÖÑ ¾ Ò ÐÓ ¾ Òµ.
Incidentally, let us note that these factorizations are not unique and that, for positive definite matrices, Ì and À there exist particular choices of factorizations that can take benefit of these properties. For instance, one can choose in the Toeplitz case
In the sequel, these aspects will be disregarded since they marginally affect the complexity results only.
Let us focus first on the case of Toeplitz displacement of a Ñ´Ò · ½µ ¢ Ñ´Ò · ½µ matrix and suppose that a rank Ö Ø factorization of its Toeplitz displacement Ö Ø has been computed :
where and have dimensions Ö Ø ¢Ñ´Ò·½µ. Let us also define an upper block triangular Toeplitz matrix Í´ µ as a function of the partitioned matrix , where each sub-block has dimensions Ö Ø ¢ Ñ :
Doing the same for the matrix , one obtains
This formula, when applied to a particular choice of displacement factors and for the inverse of a Toeplitz matrix Ì , is also known as the Gohberg-Semencul formula for 
When applied to a particular choice of displacement factors and for the inverse of a Hankel matrix, this formula is also known as the Christoffel-Darboux formula for À ½ .
Implementation
The numerical solution of the optimization problem considered in section 6 requires evaluations of the gradient ´Ùµ Ù and the Hessian ¾ ´Ùµ Ù Ù × as given by (37) 
where Ï ½ and Ï ¾ are Hermitian matrices of order Ñ.
In addition, since the matrices can be described by their Hankel or Toeplitz displacement, one can speed up the computation of (54) Let us now consider matrices given by their Hankel displacement Ö £ ¡ . The inner products of interest can be rewritten in terms of Â as follows :
where Ï ½ and Ï ¾ are Hermitian matrices of order Ñ. Since Â is block Toeplitz, the above formulas could, in theory, be applied mutatis mutandis. From a practical viewpoint however, this does not make much sense. As explained in the next section, the Hankel setting of the optimization problem considered is numerically ill-conditioned. Hence, the problem formulation itself needs to be redesigned so as to circumvent this inherent difficulty. This issue is addressed in the next section.
The actual solution of the optimization problem of section 6 is often achieved with the help of an iterative Newton scheme. In particular, this iterative process requires frequent evaluations of the so called Newton directions, which involve the product of the inverse of the current Hessian by an appropriate given vector. From a practical viewpoint, this approach is efficient only if the Hessian dimension Õ is small. Otherwise, a conjugate gradient scheme could be more attractive since it does not require the inversion of the Hessian but rather its product with a vector. Such computations can be made at low cost with the help of the inner product formalism explained in the present section.
Let us briefly clarify this issue. Assume that the optimization problem is defined on the unit circle and consider the product of the Hessian by a vector Ü to yield a vector Ý. By definition , one has in view of (42) 
Complexity of the optimization scheme
Since interior-points methods require Ç´ÔÒÑ ÐÓ 1 µ Newton steps to solve the optimization problems (36) or (41) up to an accuracy¯ [11] , the overall complexity of solving these problems depends on the method used to compute the Newton directions and is found to bē By solving the dual problem and using the matrix structures, we get a remarkable result for solving an optimization problem in a´¾Ò · ½µÑ ¾ -dimensional vector space, subject to Õ linear constraints and Ñ semi-infinite inequality constraints (see (33) and (38)).
In particular, for nonnegative scalar polynomials, i.e. Ñ ½, each Newton iteration requires Ç´ÕÒ´ÐÓ ¾ Ò · Õµ · Õ ¿ µ and Ç´ÕÒ´ÐÓ ¾ Ò · µµ, respectively.
Chebyshev reformulation of the real line optimization problem
The formulation of the real line optimization problem exhibits a serious drawback : it involves positive definite Hankel matrices, which are numerically ill conditioned [2, 13] . of the polynomial matrices nonnegative definite on the real axis, i.e.
