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Abstract
We study bosons on the real line in a Poisson random potential (Luttinger–Sy
model) with contact interaction in the thermodynamic limit at absolute zero temper-
ature. We prove that generalized Bose–Einstein condensation (BEC) occurs almost
surely if the intensity νN of the Poisson potential satisfies [ln(N)]
4/N1−2η ≪ νN . 1
for arbitrary 0 < η ≤ 1/3. We also show that the contact interaction alters the type
of condensation, going from a type-I BEC to a type-III BEC as the strength of this
interaction is increased. Furthermore, for sufficiently strong contact interactions and
0 < η < 1/6 we prove that the mean particle density in the largest interval is almost
surely bounded asymptotically by νNN
3/5+δ for δ > 0.
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1 Introduction
Bose–Einstein condensation (BEC) generally refers to a macroscopic occupation of a single-
particle state. In the non-interacting Bose gas and as illustrated by the initiating work
of Einstein [Ein24, Ein25], this one-particle state is the ground state of the one-particle
Hamiltonian while, in the more general case of an interacting gas, one considers the ground
state of the reduced one-particle density matrix instead [PO56]. More general definitions
of BEC leading to the notion of generalized BEC require a macroscopic occupation of an
arbitrarily narrow energy band of single-particle states [Cas68, vL82, van83, vLP86, vLL86,
ZB01] and condensation in this generalized sense is thought to be thermodynamically more
stable [Gir60, JPZ10]. More explicitly, BEC is classified into three different types: Type-I
or type-II is present whenever finitely or infinitely many single-particle states in this narrow
energy band are macroscopically occupied. A generalized BEC without any single-particle
state in this band being macroscopically occupied is defined as type-III.
In this paper, we are concerned with (generalized) BEC in the Luttinger–Sy model
[LS73b, LS73a] with a contact interaction of strength g of the Lieb–Liniger type [LL63] in
the thermodynamic limit at absolute zero temperature. In particular, we are interested in
determining its type and in estimating the maximal particle density per interval. Note that
the Luttinger–Sy model is a random model with the real line as one-particle configuration
space in which singular point impurities (or singular external potentials for that matter)
are Poisson distributed and consequently divide the real line into a countable number of
disjoint intervals. In the original model, the intensity ν of the Poisson distribution was kept
fixed but in this paper we will allow it to vary with the number of particles, N . Likewise,
the strength g of the contact interaction depends on N . In fact, we always assume that
gN goes to 0 as N becomes large.
It is interesting to note that, despite its singularity, the Luttinger–Sy model is consid-
ered a good approximation to more general Poisson random potentials [Zag07]. Regarding
Bose–Einstein condensation, being in accordance with a conjecture for bosonic systems
with quite general random potentials [LPZ04], BEC in the non-interacting Luttinger–
Sy model is of type-I and leads, in the thermodynamic limit, to an unbounded particle
density of order ln(N) in the largest interval [Zag07]. Due to the diverging particle den-
sity, interactions between bosons cannot be neglected and BEC has to be investigated for
the interacting Luttinger–Sy model. So far, however, only a limited amount of rigorous
results regarding BEC in (random and non-random) interacting bosonic systems exist,
e.g. [KLS88, LS02, LVZ03, LSSY05]. This is even more true for one-dimensional many-
particle systems [SYZ12, dS86] or quasi one-dimensional systems such as quantum graphs
[BK14, BK16] since Bose-Einstein condensation in one dimension is much more unstable
[Hoh67, LW79].
In large parts we follow the paper [SYZ12] by Seiringer, Yngvason, and Zagrebnov,
in which an equivalent model is considered, however, with the unit interval as the fixed
one-particle configuration space. This implies that the thermodynamic limit is a high-
density limit. There, BEC is exclusively discussed in the sense of a macroscopic occupation
of a single-particle state. These authors were able to prove condensation and to make
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conclusions of its localization among the intervals, assuming a fast decay of the intensity,
i.e., 1/N ≪ νN ≪ [ln(N)]3/N , cf. Appendix B. In the present paper, by considering BEC
in the generalized sense, we are able to prove condensation in the almost sure sense and to
obtain knowledge of the distribution of the condensate among the intervals for an intensity
[ln(N)]4/N1−η ≪ νN . 1 for any 0 < η ≤ 1/3, see Theorem 3.1. In addition, we show that
the type of the BEC changes with the strength of the contact interaction, see Theorem
3.3.
We also provide an upper bound for the particle density in the largest interval that
depends on the strength of the interaction. In particular, we prove that for strong in-
teractions gN ≫ νNN−1/6[ln(N)]−2, this density is almost surely non-divergent in case of
[ln(N)]4/N1−2η ≪ νN . N−3/5−δ for any 0 < η < 1/6, 0 < δ < 2/5 − 2η and is asymp-
totically bounded by νNN
3/5+δ for any δ > 0 in the case of [ln(N)]4/N1−2η ≪ νN . 1,
0 < η < 1/6, see Theorem 3.4.
2 The model
We consider bosons on the real line that interact pairwise repulsively via a delta-function
potential as in the Lieb–Liniger model [LL63] and with an external random potential as
in the Luttinger–Sy model [LS73a]. For given intensity ν > 0 we think of a Poisson point
process X on R as a random variable on some probability space (Ω,F ,P). We assume
that X(ω) = {xj(ω) : j ∈ Z} is a strictly increasing sequence of points xj = xj(ω) ∈ R
and that 0 ∈ (x0(ω), x1(ω). For any bounded Borel set Λ ⊂ R with Lebesgue volume |Λ|,
the probability that Λ contains exactly m points xj(ω) is
P(card(X(ω) ∩ Λ) = m) = (ν|Λ|)
m
m!
e−ν|Λ| , m ∈ N0 . (2.1)
And, if Λ and Λ′ are two such subsets which are disjoint, then the events {X(ω)∩Λ} and
{X(ω) ∩ Λ′} are (stochastically) independent.
In this paper, we will write P = Pν and E = Eν if ν > 0 is constant. The external
random potential we consider is then of the form σ
∑
j∈Z δ(z−xj(ω)). Actually, we restrict
the analysis to the case of infinite strength, that is, we set informally σ = ∞. The pair
interaction is also described by a delta-function but now of finite strength g ≥ 0; in fact,
g will tend to zero as the number of particles increases. In order to define the full many-
boson Hamiltonian we only need (since σ =∞ implies Dirichlet boundary conditions at the
endpoints of the intervals) to define the many-boson Hamiltonian on a bounded interval
and take their direct sum.
When we perform the thermodynamic limit we define for any particle density ρ >
0 and any particle number N ∈ N the length LN := N/ρ and introduce the interval
ΛN := (−LN/2, LN/2). Later, we will define Wj = Wj(ω) := (xj(ω), xj+1(ω)) ∩ ΛN for
any realization X(ω) and denote the number of non-empty intervals Wj by kN , which
almost surely is finite and has the asymptotic behavior limN→∞ kN/LN = ν [Zag07], see
also Theorem C.2. But for now, we consider an arbitrary interval Λ ⊂ R, an arbitrary
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set {xj : j ∈ Z} ⊂ R such that only finitely many are contained in Λ and define Wj :=
(xj , xj+1) ∩ Λ . Let lj := |Wj | be the (later random) length of the interval Wj . Note that∑
j∈Z lj = LN and L
2(Λ) =
⊕
j∈Z L
2(Wj). The inner product is always denoted by 〈·, ·〉
with norm ‖ψ‖ := 〈ψ, ψ〉1/2 := (∫ |ψ(x)|2 dx)1/2.
We impose Dirichlet boundary conditions for the Laplacian −∂2z at the end points of
an interval W with length l := |W | > 0. For any n ∈ N, g ≥ 0 we define the n-boson
Hamiltonian on the interval W ,
H(n, l, g) := −
n∑
i=1
∂2zi + g
∑
1≤i<j≤n
δ(zi − zj) , g ≥ 0 , (2.2)
acting as a quadratic form on the n-fold symmetric tensor product
⊗n
s L
2(W ). For com-
pleteness, we set H(0, l, g) = 0 for any l ≥ 0.
Now, let Λ,Wj, and lj be as above. We call N = {Mj : j ∈ Z} an admissible sequence
(ad. seq.) of the particle number N if Mj ∈ N0, if Mj = 0 for any j ∈ Z with lj = 0, and
if the total number of particles is
∑
j∈ZMj = N . Furthermore, we call {Mj}j∈Z a general
admissible sequence (gen. ad. seq.) if it fulfills the first two requirements of but not the
last. Then the full N -boson Hamiltonian on the interval Λ,
H(N ,Λ, g) :=
⊕
j∈Z
H(Mj, lj , g) , (2.3)
acts on the N -fold symmetric tensor product
⊗N
s L
2(Λ).
For any (general) admissible sequence {Mj}j∈Z we denote byM>N := max{Mj : j ∈ Z}
the largest particle number Mj . Sometimes we will also need the (later random) lengths of
the intervals lj arranged in descending order. We denote them by ℓ
>
N =: l
>,1
N ≥ l>,2N ≥ . . .,
ℓ>N = max{lj : j ∈ Z} being the length of the largest subinterval Wj of Λ. Note here that
we added the particle number N as an index since these numbers will eventually depend
on N .
One of our main concerns is the ground-state energy of the full N -boson Hamiltonian
in the thermodynamic limit. So, let EQM0 (n, l, g) and E
QM
0 (N ,Λ, g) be the ground-state
energies of the Hamiltonians H(n, l, g) and H(N ,Λ, g), respectively. That is,
EQM0 (n, l, g) := inf
{
〈ψ,H(n, l, g)ψ〉 : ψ ∈
n⊗
s
H10(W ), ‖ψ‖ = 1
}
, (2.4)
EQM0 (N ,Λ, g) := inf
{
〈ψ,H(N ,Λ, g)ψ〉 : ψ ∈
⊕
j
Mj⊗
s
H10(Wj), ‖ψ‖ = 1
}
. (2.5)
The latter energy will eventually be random due to the random location of the points xj
that partition the interval ΛN into the intervals Wj .
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The relevant quantity is the lowest ground-state energy among all possible distributions
of particles in the intervals Wj , i.e.,
EQMLS (N,Λ, g) := inf
{
EQM0 (N ,Λ, g) : N ad. seq. of N
}
= inf
{∑
j∈Z
EQM0 (Mj , lj , g) : {Mj}j∈Z ad. seq.,
∑
j∈Z
Mj = N
}
= inf
{∑
j∈Z
EQM0 (Mj , lj , g) : {Mj}j∈Z gen. ad. seq.,
∑
j∈Z
Mj ≥ N
}
.
(2.6)
Note that, for fixed Λ ⊂ R and g ≥ 0, EQMLS (N,Λ, g) is non-decreasing in N .
Remark 2.1. The energy EQMLS (N,Λ, g) is (for σ = ∞) the ground-state energy of the
self-adjoint operator
H(N,Λ, g) := −
N∑
i=1
∂2zi + gN
∑
1≤i<k≤N
δ(zi − zk) + σ
∑
j∈Z
δ(z − xj) (2.7)
defined on
N⊗
s
L2(Λ).
The ground-state energy EQM0 (N ,Λ, g) will be approximated by the ground-state en-
ergy of a mean-field Hamiltonian h: In order to introduce this operator we fix some interval
W of length l = |W | > 0 and, as above, let g ≥ 0. For n > 0, the Gross–Pitaevskii (GP)
functional EGP(n, l, g) on W with domain {φ ∈ H10(W ) :
∫
W
|φ(z)|2 dz = n} then maps a
function φ from the Sobolev space H10(W ) to
EGP(n, l, g)[φ] :=
∫
W
(
|φ′(z)|2 + g
2
|φ(z)|4
)
dz . (2.8)
As is well-known [LSY00], there is a unique, non-negative minimizer of EGP(n, l, g), which
we denote by φGPn,l,g ∈ H10(W ). Let
EGP(n, l, g) := EGP(n, l, g)[φGPn,l,g] = inf
{
EGP(n, l, g)[φ] : φ ∈ H10(W ), ‖φ‖2 = n
}
. (2.9)
Setting eGP(g) := EGP(1, 1, g), we obtain by scaling [LSY04]
EGP(n, l, g) = nEGP(1, l, ng) =
1
l2
EGP(n, 1, lg) =
n
l2
eGP(nlg) . (2.10)
We also set EGP(0, l, g) := 0 and φGPl,g := φ
GP
1,l,g for any l, g ≥ 0.
Finally, the self-adjoint (one-particle) mean-field Hamiltonian h = h(l, g) on the one-
particle Hilbert space L2(W ) shall be
h(l, g) := −∂2z + g|φGPl,g |2 −
g
2
∫
W
|φGPl,g (z)|4 dz , (2.11)
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and on
⊗n
s L
2(W ) we introduce
h(i)(l, g) := 1⊗ · · · ⊗ 1⊗ h(l, g)⊗ 1⊗ · · · ⊗ 1 , (2.12)
where h(l, g) acts on the ith component in the n-fold tensor product.
Remark 2.2. The minimizer φGPl,g is also the ground state of h(l, g) with corresponding
ground-state energy EGP(1, l, g).
Now, in a first result we compare the operator H(n, l, g) with the second quantization
of h(l, g), i.e.,
∑
i h
(i)(l, g).
Lemma 2.3. Let n ∈ N0, l > 0, and g > 0 be given. Then there exist finite, positive
constants c, c˜ (independent of n and l) such that if c˜(n1/3lg)1/2 < 1 we have, for some τ
with 0 < τ < c˜
2
(n1/3lg)1/2,
H(n, l, g) ≥ (1− τ)
n∑
i=1
h(i)(l, ng) + τnl−2eGP(nlg)− cn5/3gl−1 (eGP(nlg))1/2 . (2.13)
This estimate is contained in the proof of [SYZ12, Theorem 2.1] but we take a slightly
different route, which is the reason why we recall the main steps.
Proof. The statement is trivial for n = 0 and we therefore assume n > 0 in the following.
Let ǫ ∈ (0, 1) and b > 0 be given. As demonstrated in [SYZ12], one has the operator
inequality
− ǫ∂2z + gδ(z) ≥
g
1 + bg/(2ǫ)
δb(z) , (2.14)
where δb(z) :=
1
2b
exp(−|z|/b) is a function of positive type.
Now, setting pi := −i∂zi we follow [SYZ12, (7–15)] to obtain
H(n, l, g) ≥
n∑
i=1
[(
1− ǫ
2
)
p2i
]
+ g
(
1 +
bng
2ǫ
)−1 ∑
1≤i<k≤N
δb(zi − zk)
≥
n∑
i=1
(1− ǫ
2
)
p2i + ng|φGPl,ng(zi)|2 −
ng
2
∫
W
|φGPl,ng(z)|4 dz
 +
+
n∑
i=1
[
−b(ng)
2
2ǫ
(
EGP(1, l, ng)
)1/2 − cng (EGP(1, l, ng))3/4 b1/2 − ng
4nb
]
(2.15)
for some constant c > 0. Since
n∑
i=1
(1− ǫ
2
)
p2i + ng|φGPl,ng(zi)|2 −
ng
2
∫
W
|φGPl,ng(z)|4 dz

≥
n∑
i=1
[(
1− ǫ
2
)
h(i)(l, ng)− ǫ
2
EGP(1, l, ng)
]
,
(2.16)
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we obtain
H(n, l, g) ≥
n∑
i=1
[(
1− ǫ
2
)
h(i)(l, ng) +
ǫ
2
EGP(1, l, ng)
]
−
n∑
i=1
[
ǫEGP(1, l, ng) +
b(ng)2
2ǫ
(
EGP(1, l, ng)
)1/2
+ cng
(
EGP(1, l, ng)
)3/4
b1/2 +
ng
4nb
]
.
(2.17)
Next, choosing ǫ = 2−1/2b1/2ng
(
EGP(1, l, ng)
)−1/4
and b = c˜2n−2/3
(
EGP(1, l, ng)
)−1/2
with
some constant c˜ > 0 yields, τ := ǫ/2,
H(n, l, g) ≥ (1− τ)
n∑
i=1
h(i)(l, ng) + τnEGP(1, l, ng)− cˆn (n)2/3 g (EGP(1, l, ng))1/2 (2.18)
with some constant cˆ > 0.
Finally, note that the bound on τ follows from the definitions of ǫ and b and from
EGP(1, l, ng) =
1
l2
eGP(nlg) ≥ nlg
2l2
1∫
0
|φGP1,nlg(z)|4 dz ≥
ng
2l
, (2.19)
which holds due to
1∫
0
|φGP1,nlg(z)|4 dz =
(∥∥∥|φGP1,nlg|2∥∥∥
L2(0,1)
‖1‖L2(0,1)
)2
≥
(∥∥∥|φGP1,nlg|2 · 1∥∥∥
L1(0,1)
)2
= 1 , (2.20)
where we used Ho¨lder’s inequality.
In a next step we bound the ground-state energy of each component in (2.3) in terms
of the corresponding Gross–Pitaevskii energy.
Theorem 2.4 (An energy bound). Let 0 < ǫ < 1, g ≥ 0 and N ∈ N be given. Then, for
any general admissible sequence {Mj}j∈Z with associated lengths {lj}j∈Z that fulfills inequal-
ity [(M>N)1/3ℓ>Ng]1/2 < ǫ/max{
√
2c, c˜} (where c and c˜ are the constants from Lemma 2.3),
one has
MjE
GP(1, lj,Mjg) ≥ EQM0 (Mj , lj, g) ≥ (1− ǫ)MjEGP(1, lj,Mjg) , (2.21)
for all j ∈ Z where lj > 0.
Proof. Since the inequality (2.21) is trivial for Mj = 0, we assume Mj ≥ 1 in the following.
Upper bound: this follows directly from a standard variational argument using the
product state ⊗φGPlj ,Mjg.
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Lower bound: Since h(i)(lj ,Mjg) ≥ EGP(1, lj,Mjg) for j ∈ Z with Mj ≥ 1 by Re-
mark 2.2 and since
c˜
[
M
1/3
j ljg
]1/2
≤ c˜
[
(M>N)1/3 ℓ>Ng
]1/2
< 1 , (2.22)
(2.13) implies
EQM0 (Mj , lj, g) ≥MjEGP(1, lj,Mjg)
(
1− cM2/3j g
(
EGP(1, lj,Mjg)
)−1/2)
. (2.23)
Finally, applying inequality (2.19) then yields the statement.
In a next result we estimate the fraction of particles occupying the Gross–Pitaevskii
ground state φGPlj ,Mjg. For this note that
nMj := TrL2(W jN )
[ρ
(1)
Mj
φGPlj ,Mjg(φ
GP
lj ,Mjg
, ·)] (2.24)
is the number of particles occupying φGPlj ,Mjg. Here
ρ
(1)
Mj
:=
Mj TrH(Mj−1)Wj [ρMj ] if Mj ≥ 2 ,ρ1 if Mj = 1 , (2.25)
with H(Mj−1)Wj := SMj−1L2(W
Mj−1
j ) and SMj−1 being the symmetrizer on L
2(W
Mj−1
j ), is the
reduced one-particle density matrix that is obtained from the many-particle ground state
ρMj ofH(Mj, lj, g) by taking the partial trace. Most importantly, Tr
[∑Mj
i=1 h
(i)(lj , g)ρMj
]
=
Tr
[
h(lj , g)ρ
(1)
Mj
]
, see [Mic07] for more details.
Theorem 2.5 (Occupation number of single-particle state). Let N ∈ N and a general
admissible sequence {Mj}j∈Z with associated lengths {lj}j∈Z. Suppose c˜
[
(M>N)1/3ℓ>Ng
]1/2
<
1/2 (with the constant c˜ from Lemma 2.3). Then for any j ∈ Z with Mj ≥ 1,(
1− nMj
Mj
)
≤
√
7c ·
{
ln
[
1 + e−2(π
2+3Mj ljg)
1/2
]}−1
M
2/3
j ljg (2.26)
with the constant c from Lemma 2.3.
Proof. We write EQM1 (1, lj,Mjg) for the second eigenvalue of the mean-field Hamiltonian
h(1, lj,Mjg). After tracing (2.13) with the density matrix associated to the ground state
of the Hamiltonian H(Mj, lj, g) as in [SYZ12, proofs of Theorems 2.1 and 2.2], one obtains
EQM0 (Mj, lj , g) ≥ (1− τ)
[
nMjE
GP(1, lj,Mjg) + (Mj − nMj )EQM1 (1, lj,Mjg)
]
+
+ τMjl
−2
j e
GP(Mjljg)− cM5/3j gl−1j
(
eGP(Mjljg)
)1/2
.
(2.27)
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Note here that inequality (2.26) is slightly improved if compared to [SYZ12, Theorem 2.2]
because we omit an estimation of (eGP(Mjljg))
1/2 in the last term of this inequality. Then,
using the upper bound of Theorem 2.4 we obtain(
1− nMj
Mj
)
≤ c(1− τ)−1
(
EGP(1, lj,Mjg)
)1/2
EQM1 (1, lj,Mjg)−EGP(1, lj,Mjg)
M
2/3
j g (2.28)
≤ 2c
(
eGP(Mjljg)
)1/2
(π2 + 3Mjljg)
1/2
{
ln
(
1 + πe−2
√
π2+3Mj ljg
)}−1
M
2/3
j ljg (2.29)
for all sufficiently large N ∈ N. For the last estimate we used
EQM1 (1, l, ng)−EGP(1, l, ng) ≥
η
l2
ln
(
1 + πe−2η
)
(2.30)
with η =
√
π2 + 3nlg and l, g > 0, see [KS85] and [SYZ12, (A.8)].
The statement then follows with
eGP(Mjljg)
π2 +Mjljg
≤ e
GP(Mjljg)− eGP(0)
Mjljg
+
π2
π2
≤ 7
4
, (2.31)
where we used (eGP(κ) − eGP(0))/κ ≤ 3/4 [SYZ12, (31)] for κ > 0 as well as eGP(0) =
π2.
From now on we assume a partition of ΛN = (−LN/2, LN/2) caused by a Poisson point
process as described at the beginning. Moreover, we now allow the intensity of impurities
ν and the pair interaction g to vary with the particle number N . In order to account for
variable impurity intensities, we do the following: We introduce a sequence (sN )N∈N ⊂ R
such that sN ≤ 1 and perform the scaling xj(ω) 7→ s−1N xj(ω) and we set νN := νsN . If we
consider a constant intensity ν = const. we set sN = 1 for any N ∈ N. We define
l˜j := |W˜j| :=
∣∣(s−1N xj(ω), s−1N xj+1(ω)) ∩ ΛN ∣∣ . (2.32)
We have l˜j = s
−1
N lj for any l˜j > 0 except possibly for the first and last subinterval W˜j within
ΛN . We write k˜N for the number of the scaled subintervals within the window ΛN . Then
limN→∞ k˜N/(LNνN) = 1 almost surely by scaling. We also define ℓ˜>N := max{l˜j : j ∈ Z}.
Remark 2.6. Comparing Theorem 2.4 and 2.5 to [SYZ12, Theorems 2.1 and 2.2] one
observes that we only require (M>N)1/3ℓ˜>NgN instead of N1/3LNgN to converge to zero. This
will allow us to consider stronger interactions in the sense that gN converges more slowly
to zero.
Note that the lengths |(xj(ω), xj+1(ω)| are exponentially distributed random variables
with parameter ν for any j ∈ Z\{0} [Kin93, Ch. 4]. For any N ∈ N and any l, µ˜ > 0 we
define the function l 7→ NgN ,µ˜(l) to be the unique minimizer of the Legendre transformation
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of the map N˜ 7→ EGP(N˜ , l, gN) (see [SYZ12] for details). More explicitly, NgN ,µ˜(l) is such
that
EGP(NgN ,µ˜(l), l, gN)− µ˜NgN ,µ˜(l) = inf
N˜≥0
(
EGP(N˜, l, gN))− µ˜N˜
)
. (2.33)
We remark that NgN ,µ˜(l) obeys
2
3
1
lgN
[
µ˜l2 − π2]
+
≤ NgN ,µ˜(l) ≤
1
lgN
[
µ˜l2 − π2]
+
(2.34)
with [x]+ := max{x, 0}. Consequently,
2
3
µ˜
gNν
ξe−πν/
√
µ˜ ≤ E [NgN ,µ˜] =
∞∫
0
NgN ,µ˜(l) νe
−νldl ≤ µ˜
gNν
ξe−πν/
√
µ˜ (2.35)
with (compare with [SYZ12, (45)])
1 ≤ ξ := eπν/
√
µ˜
∞∫
πν/
√
µ˜
t−( πν√
µ˜
)2
t−1
 e−t dt ≤ 2 . (2.36)
Thus we have
E[NgN ,µ˜] = ζN
µ˜
gNν
ξe−πν/
√
µ˜ (2.37)
with 2/3 ≤ ζN ≤ 1 for any N ∈ N. Since (µ˜/gNνN)e−πνN/
√
µ˜ is a continuous function of
µ˜ that converges to zero for µ˜ ց 0 and to ∞ for µ˜ → ∞, for any N ∈ N we are able to
choose a µN in such a way that
E
[
NgN ,µN (s
−1
N ·)
]
=
∞∫
πsN/
√
µN
NgN ,µN (s
−1
N l) νe
−νl dl =
∞∫
π/
√
µN
NgN ,µN (l) νNe
−νN l dl
=: EνN [NgN ,µN ] = ζN
µN
gNνN
ξNe
−πνN/√µN != ζNξNρν−1N
(2.38)
with
1 ≤ ξN := eπνN/
√
µN
∞∫
πνN/
√
µN
(
t−
(
πνN√
µN
)2
t−1
)
e−t dt ≤ 2 . (2.39)
Hence
2
3
ρν−1N ≤ E
[
NgN ,µN (s
−1
N ·)
] ≤ 2ρν−1N . (2.40)
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Similar to [SYZ12, Subsection. 3.3.3], we define the occupation numbers
Mj :=
⌈
NgN ,µN (l˜j)
⌉
(2.41)
for all intervals W˜j with l˜j > 0 except for W˜0 and the first and last interval within ΛN and
set Mj := 0 else. We remark that we set M0 = 0 because, unlike |(xj(ω), xj+1(ω))| for any
j ∈ Z\{0}, the length |(x0(ω), x1(ω))| is not exponentially distributed (cf. waiting time
paradox [Kin93]). We also note that {Mj}j∈Z is a general admissible sequence.
We define
λN := P
(
l > sNπ/
√
µN
)
=
∞∫
sNπ/
√
µN
νe−νl dl = e−πνN/
√
µN (2.42)
and note that λN is asymptotically equal to the fraction of intervals that are large enough
to be, according to our choice (2.41), occupied by at least one particle. Moreover, after
taking into account (2.38) and (2.37) we are able to establish the relationship
gN = ρ
−1µNλN = ρ−1π2
λNν
2
N
[lnλN ]2
. (2.43)
For the proof of the next theorem we need the following fact about the length ℓ˜>N of
the largest scaled subinterval.
Lemma 2.7. For 1/N ≪ νN . 1, for any κ > 4 and for almost any ω ∈ Ω there exists an
N˜ ∈ N such that for any N ≥ N˜ the inequality
ℓ˜>N ≤ κ ν−1N ln(N) (2.44)
holds.
This has been proved in [Theorem 6.2,[SYZ12]] for νN ≡ const. and can be extended
to variable νN by scaling. More precisely, for any κ > 4 and almost any ω ∈ Ω there exists
an N˜ ∈ N such that for any N ≥ N˜ it is ℓ>N = max{|(xj(ω), xj+1(ω)) ∩ ΛN : j ∈ Z} ≤
κν−1 ln(N) and therefore
ℓ˜>N = max{|W˜j | : j ∈ Z} = max{|(s−1N xj(ω), s−1N xj+1(ω)) ∩ ΛN | : j ∈ Z} (2.45)
= s−1N max{|(xj(ω), xj+1(ω)) ∩ sNΛN | : j ∈ Z} = s−1N ℓ1,>sNN ≤ κν−1N ln(N) . (2.46)
Finally, we establish the main theorem of this section which plays a central role in proving
BEC in the following section. For its proof we will use Theorem C.4 which itself is proved
in the appendix.
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Theorem 2.8. Let [ln(N)]4/N1−2η ≪ νN . 1 and gN ≪ ν2NN−η[ln(N)]−2 with an 0 < η ≤
1/3 be given. Then, with K(η) := 10 · 52 ·π2η−2+1 and c1(η) := 90EGP(1, 1, K(η))η−2 one
obtains
1
N
EQMLS (N,ΛN , gN) ≤ c1(η)
ν2N
(ln(N))2
(2.47)
which holds for all but finitely many N ∈ N almost surely.
Proof. We introduce the new interaction strength gˆN := ρ
−1[π2ν2Nη
−2 ln(N)−2]N−η and
using relation (2.43) one obtains µˆN = π
2ν2Nη
−2(ln(N))−2. Note that the hat characterizes
the corresponding quantities associated with the pair (gˆN , νN). By assumption gN ≤ gˆN
for all but finitely many N ∈ N and λˆN = N−η. Furthermore, we choose Mˆj as in (2.41).
Since λˆN = N
−η ≫ ln(N) ln(νNN)(νNN)−1/2 it is 1/9 ≤ N−1
∑
j∈Z Mˆj ≤ 9 for all but
finitely many N ∈ N almost surely by Theorem C.4.
Defining n̂N := N/
∑
j∈Z Mˆj one clearly has
∑
j∈Z
⌈
n̂NMˆj
⌉
≥ N for all but finitely
many N ∈ N almost surely. Note that
⌈
n̂NMˆj
⌉
is a general admissible sequence. By
Theorem 2.4, because Mˆj > 0 if and only if l˜j > π/
√
µˆN and with (2.6),
1
N
EQMLS (N,ΛN , gN) ≤
1
N
∑
j∈Z
EQM0
(⌈
n̂NMˆj
⌉
, l˜j , gN
)
(2.48)
≤ 1
N
∑
j∈Z : l˜j>π/
√
µˆN
⌈
n̂NMˆj
⌉
l˜2j
EGP
(
1, 1,
⌈
n̂NMˆj
⌉
l˜jgN
)
(2.49)
≤ µN
π2
1
N
∑
j∈Z : l˜j>π/
√
µˆN
⌈
n̂NMˆj
⌉
EGP
(
1, 1,
⌈
n̂NMˆj
⌉
l˜jgN
)
(2.50)
for all but finitely many N ∈ N almost surely.
Finally, we have ⌈n̂NMˆj⌉ ≤ (9Mˆj + 1) ≤ 10Mˆj and hence ⌈n̂NMˆj⌉l˜jgN ≤ 10Mˆj l˜j gˆN ≤
10µˆN(ℓ˜
>
N )
2 + 10l˜j gˆN ≤ 10 · 52π2η−2 + 1 = K(η) for any j ∈ Z. This yields
ν2N
η2[ln(N)]2
1
N
∑
j∈Z : l˜j>π/
√
µˆN
⌈n̂NMj⌉EGP
(
1, 1, ⌈n̂NMj⌉ l˜jgN
)
(2.51)
≤ c1(η)
9
ν2N
[ln(N)]2
1
N
∑
j∈Z
Mˆj ≤ c1(η) ν
2
N
[ln(N)]2
(2.52)
for all but finitely many N ∈ N almost surely.
3 Main results
Generalized BEC in non-interacting Bose gases is said to occur (almost surely) if, for the se-
quence (φjN)j∈Z of eigenstates with respective occupation numbers nφjN (see Definition 2.24)
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and energies EjN ≥ 0 one has that
lim
ǫց0
lim sup
N→∞
1
N
∑
j∈Z:EjN≤ǫ
nφjN
(3.1)
is (almost surely) larger than zero [vL82]. By analogy, we say that generalized BEC occurs
almost surely in our model, the Luttinger–Sy model with interaction, if
ρ0 := lim
ǫց0
lim sup
N→∞
1
N
∑
j∈Z:EGP(1,l˜j ,NjgN )≤ǫ
nNj > 0 (3.2)
is almost surely larger than zero. Here nNj is the number of particles occupying the single-
particle state φGP
l˜j ,NjgN
, see Definition (2.24). Consequently, we refer to the case
lim
ǫց0
lim
N→∞
1
N
∑
j∈Z:EGP(1,l˜j ,NjgN )≤ǫ
nNj = 1 (3.3)
almost surely as almost sure complete generalized BEC.
In general, a single-particle state φ with respective occupation number nφ is called
almost surely macroscopically occupied if almost surely lim supN→∞ nφ/N > 0. In this
paper we refer to almost sure type-I (type-II) BEC if finitely (infinitely) many states
φGP
l˜j ,NjgN
are almost surely macroscopically occupied. If for almost any ω ∈ Ω one has
ρ0 > 0 without any state φ
GP
l˜j ,NjgN
being macroscopically occupied we speak of almost sure
type-III BEC.
Theorem 3.1. [Generalized BEC] Assume that [ln(N)]4/N1−2η ≪ νN . 1 and gN ≪
ν2NN
−η[ln(N)]−2 with 0 < η ≤ 1/3. Then almost sure complete generalized BEC occurs.
Proof. For any N ∈ N let {Nj}j∈Z be a sequence of occupation numbers of the intervals
with respect to the ground state of the Luttinger–Sy model, i.e. one has EQMLS (N,ΛN , gN) =∑
j∈ZE
QM
0 (Nj , l˜j, gN). We will show that
ρ0 = lim
ǫց0
lim inf
N→∞
1
N
∑
j∈Z:EGP(1,l˜j ,NjgN )≤ǫ
nNj = 1 (3.4)
which then proves the statement.
Recall that according to Lemma 2.7, there exists a set Ω̂ ⊂ Ω with P(Ω̂) = 1 and
the following property: for any ω ∈ Ω̂ there exists an N˜1(ω) ∈ N such that for any
N ≥ N˜1(ω) one has ℓ˜>N ≤ 5ν−1N ln(N). Moreover, for any ω ∈ Ω we define N̂1(ω) such that
N̂1(ω) ≥ N˜1(ω) and gN ≤ ν2NN−η[ln(N)]−2 for any N ≥ N̂1(ω).
In a first step we show that for any ω ∈ Ω̂, any j ∈ Z as well as any N > N̂2(ω) :=
max{3, N̂1(ω), (40(c˜+
√
2c)8/3‖νN‖∞)1/η} with ‖νN‖∞ = max{νN : N ∈ N} the inequality
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γj := Nj l˜jgN < [ln(N)]
1/2 implies N
1/3
j l˜jgN < 1/(4(c˜ +
√
2c)2), c˜ and c from Lemma 2.3 :
To do this let ω ∈ Ω̂ and N > N̂2(ω) be given. If Nj ≥ 43/2c˜2(ln(N))3/4 then
N
1/3
j l˜jgN = N
−2/3
j Nj l˜jgN < N
−2/3
j [ln(N)]
1/2 ≤ 1
4(c˜+
√
2c)2
. (3.5)
On the other hand, if Nj < 4
3/2c˜2(ln(N))3/4 then
N
1/3
j l˜jgN < 2c˜
2/3(ln(N))1/4ℓ˜>Nν
2
NN
−η[ln(N)]−2 ≤ 1
4(c˜+
√
2c)2
. (3.6)
We now prove that
lim
N→∞
1
N
∑
j∈Z:γj<(ln(N))1/2
Nj = 1 (3.7)
almost surely: Suppose there exists a set Ω˜ ⊂ Ω with P(Ω˜) > 0 such that for any ω ∈ Ω˜
there is a d˜ > 0 with lim supN→∞N
−1∑
j∈Z:γj≥(ln(N))1/2 Nj ≥ d˜. Then for any ω ∈ Ω˜ ∩ Ω̂,
using Theorem 2.4 (with ǫ = 1/2), equation (2.10), inequality (2.19) while setting c2 :=
d˜/(8 · 52), we obtain
1
N
EQMLS (N,ΛN , gN) ≥
1
N
∑
j∈Z:γj≥(ln(N))1/2
EQM0 (Nj , l˜j, gN) (3.8)
≥ 1
N
∑
j∈Z:γj≥(lnN)1/2
1
2
Nj
NjgN
2l˜j
≥ c2 ν
2
N
(ln(N))3/2
(3.9)
for infinitely many N ∈ N. However, since P(Ω˜ ∩ Ω̂) = P(Ω˜) > 0 this is in contradiction
with Theorem 2.8.
Next, we prove that for any ω ∈ Ω̂ and any N ≥ max{N̂2(ω), e1/π2, (5‖νN‖∞)2/η, N̂3(ω)}
one has
1
N
∑
j∈Z:γj<(ln(N))1/2
nNj ≥
(
1− c3
ln(N)
)
1
N
∑
j∈Z:γj<(ln(N))1/2
Nj (3.10)
with c3 :=
√
7c (1 + e−2π) e4π and c > 0 as in Theorem 2.5: By Theorem 2.5 and using that
ln(1 + x) ≥ x/(1 + x) for x > −1 one infers that if γj < (ln(N))1/2 and Nj ≥ 1 for some
j ∈ Z then (
1− nNj
Nj
)
≤
√
7c ·
{
ln
[
1 + e−2(π
2+3Nj l˜jgN )
1/2
]}−1
N
2/3
j l˜jgN (3.11)
≤
√
7c
1 + e−2π
e−2
√
π2+3γj
N
−1/3
j γj . (3.12)
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On the one hand, for any j ∈ Z with γj ≤ (ln(N))−1 it is
√
7c
(
1 + e−2π
)
e2
√
π2+3γjN
−1/3
j γj ≤
√
7c
(
1 + e−2π
)
e4π
1
ln(N)
=
c3
ln(N)
. (3.13)
On the other hand, for any j ∈ Z with (ln(N))−1 ≤ γj < (ln(N))1/2 we have
NjN
−η/2 ≥ Nj ℓ˜>NgN ≥ Nj l˜jgN = γj ≥
1
ln(N)
, (3.14)
since ℓ˜>N ≤ 5ν−1N ln(N) and N ≥ (5‖νN‖∞)2/η imply gN ≤ (Nη/2ℓ˜>N)−1. Thus Nj ≥
Nη/2/ ln(N) which leads to
√
7c
(
1 + e−2π
)
e2
√
π2+3γjN
−1/3
j γj ≤
c3
ln(N)
(3.15)
for all N ≥ N̂3(ω), N̂3(ω) some constant. Hence, we have (1 − nNj/Nj) ≤ c3/ ln(N) or,
equivalently, (1− [c3/ ln(N)])Nj ≤ nNj which implies (3.10).
Our last step is to show that for any ǫ > 0
lim
N→∞
1
N
∑
j∈Z:γj<(ln(N))1/2,Ej≥ǫ
nNj = 0 (3.16)
almost surely with Ej := E
GP(1, l˜j, NjgN): We assume to the contrary that there exist an
ǫ > 0 and a set Ω˜ ⊂ Ω with P(Ω˜) > 0 such that for any ω ∈ Ω˜ there is a constant r˜ > 0
with lim supN→∞N
−1∑
j∈Z:γj<(ln(N))1/2,Ej>ǫ nNj ≥ r˜. Then for any ω ∈ Ω˜ one also has
lim sup
N→∞
1
N
∑
j∈Z:γj<(ln(N))1/2,Ej>ǫ
Nj ≥ lim sup
N→∞
1
N
∑
j∈Z:γj<(ln(N))1/2,Ej>ǫ
nNj ≥ r˜ (3.17)
since Nj ≥ nNj for any j ∈ Z, N ∈ N. Hence, with Theorem 2.4 (ǫ = 1/2), equation (2.10)
and inequality (2.19),
1
N
EQMLS (N,ΛN , gN) ≥
1
N
∑
j∈Z:γj<(ln(N))1/2,Ej>ǫ
EQM0 (Nj , l˜j, gN) (3.18)
≥ 1
N
∑
j∈Z:γj<(ln(N))1/2,Ej>ǫ
1
2
EGP(Nj, l˜j, gN) (3.19)
≥ ǫ
2
1
N
∑
j∈Z:γj<(ln(N))1/2,Ej>ǫ
Nj ≥ ǫ
2
r˜ (3.20)
for infinitely many N ∈ N which is again a contradiction to Theorem 2.8. Note that the
assumptions of Theorem 2.4 (ǫ = 1/2) are fulfilled according to (3.5) and (3.6).
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Altogether we have shown that, using (3.16), (3.10) and (3.7) respectively,
lim
ǫց0
lim inf
N→∞
1
N
∑
j∈Z:Ej≤ǫ
nNj ≥ lim
ǫց0
lim inf
N→∞
1
N
∑
j∈Z:γj<(ln(N))1/2 ,Ej≤ǫ
nNj (3.21)
= lim
ǫց0
lim inf
N→∞
1
N
∑
j∈Z:γj<(ln(N))1/2
nNj (3.22)
≥ lim inf
N→∞
(
1− c3
ln(N)
)
1
N
∑
j∈Z:γj<(ln(N))1/2
Nj = 1 (3.23)
almost surely.
Remark 3.2. Whereas in [SYZ12] type-I BEC in probability is shown in the regime where
1/N ≪ νN ≪ [ln(N)]3/N , see Appendix B, we are able to allow for νN ≡ (const.) which
is mainly due to two reasons: Firstly, we consider BEC in the generalized sense. Having
proved now complete BEC in a generalized sense we may replace the lim sup in Definition
(3.2) by lim. Secondly, instead of the whole system length LN and particle number N ,
we established Theorem 2.4 and Theorem 2.5 containing the occupation numbers Nj and
lengths l˜j of the individual intervals. This eventually enables us to use stronger interactions
than in [SYZ12] in the sense that gN converges to zero more slowly, see again Appendix B.
Theorem 3.3 (Transition of condensation). Let 0 < η ≤ 1/3 and [ln(N)]4/N1−2η ≪
νN . 1 be given. Then, 1) if gN ≡ 0 then almost surely exactly one single-particle
state is macroscopically occupied and hence complete type-I BEC occurs, 2) if gN ≪
νNN
−1[ln(N)]−2 then BEC is almost surely of type I or II, 3) BEC is of type-III almost
surely if νNN
−1[ln(N)]−1 ≪ gN ≪ ν2NN−η[ln(N)]−2.
Proof. Assume that {Nj}j∈Z are occupation numbers of the intervals with respect to the
ground state of the Luttinger–Sy model, i.e. EQMLS (N,ΛN , gN) =
∑
j∈ZE
QM
0 (Nj , l˜j, gN) for
any N ∈ N. As before, nNj denotes the number of particles occupying the single-particle
state φGP
l˜j ,NjgN
.
The first part of the theorem regarding the case gN ≡ 0 follows readily since almost
surely there is only one largest interval and, since the temperature is zero, all particles
occupy the ground state corresponding to this length.
Next, we treat the case gN ≪ νNN−1[ln(N)]−2: According to Corollary C.8 there exists,
for any η′ > 0 and any C3 > 2eν/ρ, an N˜(η′) ∈ N such that for N ≥ N˜(η′) it is
P(Ω1) > 1− η′ (3.24)
with
Ω1 :=
{
ω ∈ Ω : ℓ˜>N ≥ (1/2)ν−1N ln(νNN) , ℓ˜>N − l˜>,⌈2νC3/(C1η
′)⌉+1
N > ν
−1
N ln(C3/(2e
ν/ρ))
}
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and C1 := −ν/[4 ln(η′/2)]. Also, l˜>,⌈2νC3/(C1η
′)⌉+1
N is the (⌈2νC3/(C1η′)⌉+1)th largest length
of {l˜j}j∈Z. Note that if ω ∈ Ω1 then there are at most (⌈2νC3/(C1η′)⌉+1) many intervals
that have a length larger than lˆN := ℓ˜
>
N − ν−1N ln(C3/(2eν/ρ)).
For convenience we define EQM0 (0, 0, g) := 0 for g ≥ 0. Furthermore, for any N ∈ N
and j ∈ Z we write N̂ (1) :=∑j∈Z:l˜j≥lˆN Nj and N̂ (2) :=∑j∈Z:l˜j<lˆN Nj . Let N˜>N denote the
particle number in the largest interval.
Now, let ω ∈ Ω1 be given. Then
EQMLS (N,ΛN , gN) =
∑
j∈Z
EQM0 (Nj, l˜j , gN)
≥
∑
j∈Z:l˜j≥lˆN ,l˜j 6=ℓ˜>N
EQM0 (Nj , l˜j, gN) + E
QM
0 (N˜
>
N , ℓ˜
>
N , 0) + E
QM
0 (N̂
(2), lˆN , 0)
=
∑
j∈Z:l˜j≥lˆN ,l˜j 6=ℓ˜>N
EQM0 (Nj , l˜j, gN) + N˜
>
N
π2
(ℓ˜>N)
2
+ N̂ (2)
π2
lˆ2N
.
(3.25)
On the other hand, with φ0 the ground state of H(1, 1, 0), C :=
∫ 1
0
|φ0|4, we can employ a
simple variational argument to obtain (see also proof of Theorem 2.4)
EQM0 (N˜
>
N + N̂
(2), ℓ˜>N , gN) ≤ EGP(N˜>N + N̂ (2), ℓ˜>N , gN)
≤ (N˜
>
N + N̂
(2))
(ℓ˜>N )
2
EGP(1, 1, (N˜>N + N̂ (2))ℓ˜>NgN)[φ0]
=
(N˜>N + N̂
(2))
(ℓ˜>N)
2
π2 +
(N˜>N + N̂
(2))2gN
2ℓ˜>N
C .
(3.26)
According to (2.44), [ℓ˜>N − κν−1N ln(N)]+ converges almost surely to zero and hence in
probability to zero for any κ > 4. Therefore, for any η′ > 0 there exists an N̂(η′) ∈ N such
that for any N ≥ N̂(η′) it is P(Ω2) := P(ℓ˜>N < 5ν−1N ln(N)) > 1− η′.
Let ǫ, η′, η > 0 and ω ∈ Ω1 ∩ Ω2 be given. Note that P(Ω1 ∩ Ω2) > 1 − 2η′ for any
N ≥ max{N˜(η′), N̂(η′)}. Moreover, let N ≥ max{N˜(η′), N̂(η′)} be such that
gN ≤ 2π
2η
C
ν−1N ln(C3/(2e
ν/ρ))
(5ν−1N ln(N))2
1
N
(3.27)
and
EGP(1, lˆN , NgN ) ≤ 1
lˆ2N
EGP(1, 1, NlˆNgN)[φ0] = 1
lˆ2N
(
π2 +
NlˆNgN
2
C
)
≤ ǫ (3.28)
hold.
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Now we assume that N̂ (2)/N > η which will lead to a contradiction with the above.
Since N˜>N + N̂
(2) ≤ N we conclude that, for N ∈ N large enough,
N
N̂ (2)
(N˜>N + N̂
(2))gN
2π2ℓ˜>N
C <
1
2π2η
NgN
ℓ˜>N
C ≤ ν
−1
N ln(C3/(2e
ν/ρ))
(ℓ˜>N)
3
≤ (ℓ˜
>
N )
2 − (lˆN)2
lˆ2N(ℓ˜
>
N)
2
(3.29)
=
1
lˆ2N
− 1
(ℓ˜>N)
2
(3.30)
and therefore
N̂ (2)
π2
(ℓ˜>N)
2
+
(N˜>N + N̂
(2))2gN
2ℓ˜>N
C < N̂ (2)
π2
lˆ2N
. (3.31)
Comparing this with (3.25) and (3.26) we arrive at a contradiction since EQMLS (N,ΛN , gN)
is minimal.
From the assumptions limN→∞Nℓ˜>NgN = 0 almost surely and with Theorem (2.5),
maxj∈Z:Nj>0{1 − nNj/Nj} converges to zero almost surely. Therefore, for any ǫ, η, η′ > 0
and C3 > 2e
ν/ρ there exists an N˜ ∈ N such that for any N ≥ N˜ it is, with Ej =
EGP(1, l˜j, NjgN),
P

∣∣∣∣∣∣ 1N
∑
j∈Z:l˜j≥lˆN ,Ej≤ǫ
Nj − 1
∣∣∣∣∣∣ ≤ η
 ∩ Ω1 ∩ Ω2
 = P (Ω1 ∩ Ω2) > 1− 2η′ (3.32)
and
P

∣∣∣∣∣∣ 1N
∑
j∈Z:l˜j≥lˆN ,Ej≤ǫ
(
Nj − nNj
)∣∣∣∣∣∣ ≤ η
 ∩ Ω1 ∩ Ω2
 (3.33)
≥P
 maxj∈Z:Nj>0
{
1− nNj
Nj
}
1
N
∑
j∈Z:l˜j≥lˆN ,Ej≤ǫ
Nj ≤ η
 ∩ Ω1 ∩ Ω2
 > 1− 3η′ . (3.34)
Hence, by the previous two inequalities,
P
(
nN>N
N
≥ 1
2
1− 2η
⌈2νC3/(C1η′)⌉ + 1
)
≥ P
(
max
j∈Z:l˜j≥lˆN ,Ej≤ǫ
{nNj
N
}
≥ 1− 2η⌈2νC3/(C1η′)⌉+ 1
)
≥P

∣∣∣∣∣∣ 1N
∑
j∈Z:l˜j≥lˆN ,Ej≤ǫ
nNj − 1
∣∣∣∣∣∣ ≤ 2η
 ∩ Ω1 ∩ Ω2
 (3.35)
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≥P

∣∣∣∣∣∣ 1N
∑
j∈Z:l˜j≥lˆN ,Ej≤ǫ
(
nNj −Nj
)∣∣∣∣∣∣ ≤ η
 ∩

∣∣∣∣∣∣ 1N
∑
j∈Z:l˜j≥lˆN ,Ej≤ǫ
Nj − 1
∣∣∣∣∣∣ ≤ η

∩ Ω1 ∩ Ω2
)
> 1− 5η′ .
Now, suppose there exists a 0 < C ≤ 1 such that P(limN→∞ nN>N /N = 0) ≥ C > 0. Then
lim sup
N→∞
P
(
nN>N
N
≥ 1
4
1
⌈12νC3/(C1C)⌉+ 1
)
≤ P
(
lim sup
N→∞
nN>N
N
≥ 1
4
1
⌈12νC3/(C1C)⌉ + 1
)
≤ P
(
¬
(
lim
N→∞
nN>N
N
= 0
))
≤ 1− C .
(3.36)
However, we have shown above that, with η = 1/4 and η′ = C/6, there exists an N˜ ∈ N
such that for any N ≥ N˜ it is
P
(
nN>N
N
≥ 1
4
1
⌈12νC3/(C1C)⌉+ 1
)
≥ 1− 5C
6
, (3.37)
see (3.35). Comparing (3.37) with (3.36) one arrives at a contradiction. Hence
P(limN→∞ nN>N /N = 0) = 0 and consequently P(lim supN→∞ nN>N /N > 0) = 1.
Now we prove the last part of the theorem: We assume to the contrary that there
exists a set Ω˜ ⊂ Ω with P(Ω˜) > 0 such that for any ω ∈ Ω˜ there is a c˜ > 0 with
lim supN→∞maxj∈Z
{
nNj/N
} ≥ c˜.
Since Nj ≥ nNj for any N ∈ N and j ∈ Z one also has lim supN→∞ {N>N /N} ≥ c˜. Thus
with Theorem 2.4 (ǫ = 1/2), inequality (2.19) and ĝN := min{gN , νNN−1/3[ln(N)]−2}, for
any ω ∈ Ω˜ ∩ Ω̂ (see beginning of proof of Theorem 3.1 for definition of the set Ω̂) it holds
1
N
EQMLS (N,ΛN , gN) ≥
1
N
EQM0 (N>N , ℓ˜>N , gN)
≥ 1
N
EQM0 (N>N , ℓ˜>N , ĝN)
≥ 1
2
1
N
EGP(N>N , ℓ˜>N , ĝN)
≥ 1
4
1
N
(N>N )2 ĝN
ℓ˜>N
≥ 1
20
1
N
((c˜/2)N)2 ĝN
ν−1N ln(N)
(3.38)
for infinitely many N ∈ N. Note that we inserted the length of the largest interval in the
first step which is possible since the energy goes down when increasing the length.
However, since ĝN ≫ νN(ln(N))−1N−1 and P(Ω˜∩Ω̂) = P(Ω˜) > 0, this contradicts The-
orem 2.8. Therefore almost surely limN→∞maxj∈Z
{
nNj/N
}
= 0 and hence the statement
follows with Theorem 3.1.
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Theorem 3.4 (Particle density in largest interval). Let [ln(N)]4/N1−2η ≪ νN . 1 and
gN ≪ ν2NN−η[ln(N)]−2 with an 0 < η ≤ 1/3 be given. Moreover, for any N ∈ N let
{Nj}j∈Z be occupation numbers of the intervals with respect to the ground state of the
Luttinger–Sy model, i.e., EQMLS (N,ΛN , gN) =
∑
j∈ZE
QM
0 (Nj, l˜j , gN).
Then, with c1(η) as in Theorem 2.8 one has
N>N
ℓ˜>N
≤
√
8c1(η)
ν
3/2
N
ln(N)
1
[ln(νNN)]1/2
(
min
{
gN ,
νN
N1/3[ln(N)]2
})−1/2
N1/2 (3.39)
for all but finitely many N ∈ N almost surely. Furthermore, almost surely and for all but
finitely many N ∈ N one has
N>N
ℓ˜>N
≤
√
8c1(η)
νN
[ln(νNN)]1/2
N3/5+δ (3.40)
for any δ > 0 if η < 1/6 and gN ≫ νNN−1/6[ln(N)]−2.
Proof. We define ĝN(β) := νNN
−β [ln(N)]−2 for any β > 0. Let ω ∈ Ω and N˜ = N˜(ω) ∈
N such that the upper bound (2.44) for the length of the largest interval with κ = 5,
inequality N1/3ℓ˜>N ĝN(1/3) < (2max{
√
2c, c˜})−2 with constants c, c˜ > 0 from Lemma 2.3,
and inequality (2.47) of Theorem 2.8 hold for any N ≥ N˜ . Then, with Theorem 2.8,
Theorem 2.4 (ǫ = 1/2), equation (2.10), and inequality (2.19) we have
c1(η)
ν2N
[ln(N)]2
≥ 1
N
EQMLS (N,ΛN , gN) (3.41)
≥ 1
N
EQM0 (N>N , ℓ˜>N , gN) (3.42)
≥ 1
N
EQM0
(
N>N , ℓ˜>N ,min {gN , ĝN(1/3)}
)
(3.43)
≥ 1
2
1
N
EGP
(
N>N , ℓ˜>N ,min {gN , ĝN(1/3)}
)
(3.44)
≥ 1
4
1
N
(N>N )2
ℓ˜>N
min {gN , ĝN(1/3)} (3.45)
and therefore
N>N ≤
√
4c1(η)
νN
ln(N)
(
ℓ˜>N
min {gN , ĝN(1/3)}
)1/2
N1/2 (3.46)
for any N ≥ N˜ . The first part of the statement then follows taking into account that
almost surely ℓ˜>N ≥ (1/2)ν−1N ln(νNN) for all but finitely many N ∈ N, see Theorem C.5.
Recall that gN ≫ νNN−1/6[ln(N)]−2 by assumption. We then define β0 := 1/3 and
βn := (1 + βn−1)/6 for any n ∈ N. We now show by induction that for any n ∈ N,
(N>N )1/3ℓ˜>N ĝN(βn) converges to zero almost surely: Firstly, one has N>N ≤ N for any N ∈ N
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and N1/3ℓ˜>N ĝN(β0) converges to zero almost surely. Next, we assume that for arbitrary
n ∈ N, (N>N )1/3ℓ˜>N ĝN(βn) converges to zero almost surely. Then for almost any ω ∈ Ω there
exists an N˜n = N˜n(ω) ∈ N such that ĝN(βn) ≤ gN , (N>N )1/3ℓ˜>N ĝN(βn) < (2max{
√
2c, c˜})−2,
and inequality (2.47) of Theorem 2.8 holds for any N ≥ N˜n. We therefore can conclude
that
c1(η)
ν2N
[ln(N)]2
≥ 1
N
EQMLS (N,ΛN , gN)
≥ 1
N
EQM0 (N>N , ℓ˜>N , gN)
≥ 1
N
EQM0 (N>N , ℓ˜>N , ĝN(βn))
≥ 1
2
1
N
EGP(N>N , ℓ˜>N , ĝN(βn)) ≥
1
4
1
N
(N>N )2ĝN(βn)
ℓ˜>N
(3.47)
or, equivalently,
N>N ≤
√
4c1(η)(νN ℓ˜
>
N)
1/2N (1+βn)/2 (3.48)
for any N ≥ N˜n. Hence, (N>N )1/3ℓ˜>N ĝN(βn+1) converges to zero almost surely.
Lastly, note that (βn)n∈N0 converges to 1/5. For arbitrary δ > 0 we choose an n ∈ N
such that βn ≤ 1/5 + 2δ. Hence,
N>N ≤
√
4c1(η)(νN ℓ˜
>
N)
1/2N (1+βn)/2 ≤ c4(η)νNN (1+1/5+2δ)/2 ℓ˜>N [ln(νNN)]−1/2 (3.49)
for all but finitely many N ∈ N almost surely.
Note that Theorem 3.4 implies the following: For interactions gN ≫ νNN−1/6[ln(N)]−2,
the particle density in the largest interval is almost surely bounded (actually converging to
zero) in case of [ln(N)]4/N1−2η ≪ νN . N−3/5−δ for any 0 < η < 1/6, 0 < δ < 2/5−2η and
it is asymptotically bounded by νNN
3/5+δ for any δ > 0 in the case of [ln(N)]4/N1−2η ≪
νN . 1. In particular, note that for [ln(N)]
4/N1−2η ≪ νN . N−3/5−δ the particle density
in the largest interval diverges in the non-interacting model, i.e., if gN ≡ 0. Hence, we
conclude that the repulsive interaction between the particles is pivotal.
A Notation
For two real-valued sequences (aN )N∈N, (bN )N∈N with all elements positive and unequal
to zero we write aN ∼ bN if there exist constants c, C > 0 such that c ≤ aN/bN ≤ C for
all but finitely many N ∈ N. We also write aN ≪ bN if aN/bN tends to zero. We combine
these two possibilities through writing aN . bN , meaning either aN ∼ bN or aN ≪ bN .
Moreover, we also write aN ∼ bN in the case that aN = bN = 0 for all but finitely many
N ∈ N to simplify the notation.
21
B On the connection to the results of [SYZ12]
We first note that, in contrast to the model discussed in this paper, in [SYZ12] the unit
interval is the fixed one-particle configuration space. However, by an appropriate scaling as
discussed in [SYZ13, Sec. 4.4] and at the end of this section, the results can be translated
into each other.
The Hamiltonian in [SYZ12] is formally given by
H =
N∑
i=1
(−∂2zi + Vω(zi))+ γN ∑
i<j
δ(zi − zj) (B.1)
where
Vω(z) := σ
∑
j
δ(z − zωj ) (B.2)
with γ ≥ 0 the coupling parameter for the interaction among the particles, ν the density of
scatterers {zωj }, σ the strength of the scattering potential (note that σ =∞ in our model),
and m the number of scatterers in the unit interval. In [SYZ12, Theorem 2.2] which is
subsequently used to prove BEC they established the estimate(
1− N0
N
)
≤ (const.) e0
e1 − e0N
−1/3min{γ, γ1/2} (B.3)
with N the total number of particles and N0 the number of particles occupying the min-
imizer of the Gross–Pitaevskii functional. In addition, [SYZ12, Lemma 5.1] provides the
lower bound e1 − e0 ≥ η ln(1 + πe−2η) with η =
√
π2 + 3mσ + 3γ.
Now, with γ ≥ 1, e0 = EGP(1, 1, γ) ≥ γ/2, and ln(1 + x) ≤ x for x > 0 it follows
e0
η ln(1 + πe−2η)
N−1/3min{γ, γ1/2} & γ
3/2
η
N−1/3e2η . (B.4)
In the case of γ ≥ mσ it is
γ3/2
η
N−1/3e2η &
γ3/2√
γ
N−1/3e2
√
γ . (B.5)
If γ ≥ [ln(N)]2, this converges to infinity and therefore (B.3) does not prove BEC. On the
other hand, if γ ≤ mσ then
γ3/2
η
N−1/3e2η &
1√
mσ
N−1/3e2
√
mσ , (B.6)
which, for mσ ≥ [ln(N)]2, again converges to infinity. Hence, in order to establish BEC
with the estimate (B.3) it must hold that mσ ≤ [ln(N)]2 and therefore γ ≤ [ln(N)]2.
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Furthermore, the assumptions in [SYZ12, Theorem 3.1, Lemma 3.2, Lemma 3.3] are
such that ν →∞, γ →∞, and γ ≫ ν/(ln ν)2. Therefore
[ln(N)]2 ≥ γ ≫ ν/(ln ν)2 & ν1−ǫ (B.7)
for any ǫ > 0. This however implies that ν must grow slower than [ln(N)]3.
We are now in position to compare with our results: as described in [SYZ13, Sec. 4.4] the
above translates to a density νN ≪ [ln(N)]3/N when working on the interval
(−LN/2, LN/2). Furthermore, since the condition ν ≫ 1 implies νN ≫ 1/N one con-
cludes that 1/N ≪ νN ≪ ln(N)3/N is a necessary requirement in [SYZ12] to prove BEC.
Also, γ = LNNgN ≤ [ln(N)]2 implies the requirement gN . [ln(N)]2/N2.
Hence, comparing with Theorem 3.1, Theorem 3.3 and Theorem 3.4 we see that we are
able to allow for densities νN which converge to zero more slowly or even are constant.
C Miscellaneous results
Let (ΛˆN)N∈N be an arbitrary sequence of intervals in R. For any N ∈ N, we define
LˆN := |ΛˆN | and κN as the number of atoms (impurities) of the Poisson random measure
with intensity ν > 0 within the interval ΛˆN .
The following (large deviation type) lemma is needed for the proof of the subsequent
Theorem C.2. Note here that 1− θ + θ ln θ > 0 for θ ∈ (0,∞)/{1}.
Lemma C.1. Let ν > 0 and N ∈ N be given. Then for any θ ≥ 1
P
(
κN ≥ θνLˆN
)
≤ e−νLˆN (1−θ+θ ln θ) , (C.1)
and for any 0 < θ ≤ 1
P
(
κN ≤ θνLˆN
)
≤ e−νLˆN (1−θ+θ ln θ) . (C.2)
Proof. For θ ≥ 1 we have
P
(
κN ≥ θνLˆN
)
=
∑
m≥θνLˆN
P(κN = m) =
∑
m≥θνLˆN
e−νLˆN
(νLˆN )
m
m!
≤
∑
m≥θνLˆN
e−νLˆN
(νLˆN )
m
m!
θm−θνLˆN ≤ e−νLˆN (1−θ+θ ln θ) .
On the other hand, for 0 < θ ≤ 1,
P
(
κN ≤ θνLˆN
)
=
∑
m≤θνLˆN
P (κN = m) =
∑
m≤θνLˆN
e−νLˆN
(νLˆN )
m
m!
≤
∑
m≤θνLˆN
e−νLˆN
(νLˆN )
m
m!
θm−θνLˆN ≤ e−νLˆN (1−θ+θ ln θ)
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Theorem C.2. Let (ΛˆN)N∈N with LˆN ≫ ln(N) be given. Then, for any ǫ > 0 and for
almost any ω ∈ Ω there exists an N˜ = N˜(ǫ, ω) ∈ N such that for any N ≥ N˜ we have
(1− ǫ)ν LˆN ≤ κN ≤ (1 + ǫ)ν LˆN . (C.3)
In particular, almost surely limN→∞ kN/LN = ν and limN→∞ k˜N/(νNLN ) = 1 in case of
ln(N)/N ≪ νN . 1.
Proof. Let ǫ > 0 be given. Then, with Lemma C.1 we obtain
∞∑
N=1
P
(
κN ≤ (1− ǫ)νLˆN
)
<∞ and
∞∑
N=1
P
(
κN ≥ (1 + ǫ)νLˆN
)
<∞ .
Hence, the first part of the statement follows with the Borel–Cantelli lemma.
Consequently, for any ǫ > 0 and almost any ω ∈ Ω,
lim inf
N→∞
κN
LˆN
≥ (1− ǫ)ν and lim sup
N→∞
κN
LˆN
≤ (1 + ǫ)ν .
Setting ΛˆN = ΛN , N ∈ N, we conclude that almost surely limN→∞ kN/LN = ν. Fur-
thermore, recalling that νN = sNν we obtain limN→∞ k˜N/(νNLN ) = 1 almost surely by
setting ΛˆN = sNΛN , N ∈ N. Note here that the assumption ln(N)/N ≪ νN . 1 implies
LˆN ≫ ln(N).
For a Poisson random measure with intensity ν > 0 we define lˆj := |(xj(ω), xj+1(ω))|
for any j ∈ Z with {xj(ω) : j ∈ Z} the strictly increasing sequence of the atoms of the
Poisson random measure, see Section 2. Note that {lˆj : j ∈ Z\{0}} are independent and
identically distributed random variables with common density νe−νl [Kin93, Ch. 4]. We
also define the set Jk := {−k,−k + 1, . . . , k − 1, k}\{0} for any k ∈ N.
Lemma C.3. Assume that ln(N)/N ≪ νN . 1 holds. Then, for any 0 < ǫ < 1 and
almost any ω ∈ Ω there exists an N˜ = N˜(ǫ, ω) ∈ N such that for any N ≥ N˜ one has
l˜j = s
−1
N lˆj for any j ∈ J⌈(1−ǫ)νNLN/2⌉, l˜j ≤ s−1N lˆj for any j ∈ J⌊νNLN ⌋ and l˜j = 0 for any
j ∈ Z\(J⌊νNLN ⌋ ∪ {0}).
Proof. Let 0 < ǫ < 1 and 0 < ǫ′ < ǫ be given. For any N ∈ N we divide the window
(−sNLN/2, sNLN/2) into (−sNLN/2, 0] and [0,−sNLN/2). Due to Theorem C.2 there
exists a set Ω˜ ⊂ Ω with P(Ω˜) = 1 and the following property: For any ω ∈ Ω˜ there exists an
N˜ ∈ N such that for any N ≥ N˜ one has (1/2)(1−ǫ′)νNLN ≤ κ(1)N , κ(2)N ≤ (1/2)(1+ǫ′)νNLN
with κ
(1)
N and κ
(2)
N denoting the number of atoms within (−sNLN/2, 0] and [0, sNLN/2),
respectively.
The statement of the lemma now follows since s−1N lˆj = s
−1
N |(xj(ω), xj+1(ω))| and l˜j =
s−1N |(xj(ω), xj+1(ω)) ∩ sNΛN | for any j ∈ Z. Note that we divide the window sNΛN =
(−sNLN/2, sNLN/2) into the two intervals in order to ensure that, for N ≥ N˜ , both
intervals with associated lengths l˜−⌈(1−ǫ)νNLN/2⌉ and l˜⌈(1−ǫ)νNLN/2⌉ are entirely within the
window sNΛN and that l˜j = 0 for any j ≤ −⌊νNLN⌋ − 1 and for any j ≥ ⌊νNLN⌋+1.
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Theorem C.4. Assume that ln(N)/N ≪ νN . 1 holds. Furthermore, let (gN)N∈N be such
that limN→∞ νNλN = 0 and λN ≫ ln(N) ln(νNN)(νNN)−1/2 with (λN)N∈N as in (2.43).
Then
lim inf
N→∞
1
N
∑
j∈Z
Mj ≥ 2
9
and lim sup
N→∞
1
N
∑
j∈Z
Mj ≤ 6 (C.4)
almost surely with Mj as in (2.41).
Proof. Let F νk (l) := (2k)
−1∑
j∈Jk 1lˆj≤l be the empirical distribution function with respect
to the random variables {lˆj : j ∈ Z\{0}}. Then, for any l ∈ R, there is a unique measure
F νk (dℓ) defined by
∫ l
−∞ F
ν
k (dℓ) := F
ν
k (l) and we also set F
ν(l) :=
∫ l
0
1(0,∞)(l)νe−νx dx .
Then P(supl∈R |F νk (l)− F ν(l)| > ǫ) ≤ 2e−2kǫ2 for any ǫ > 0 and k ∈ N due to
Dvoretzky–Kiefer–Wolfowitz inequality [DKW56, Mas90]. Therefore, for any ǫ > 0 and
with K ∈ N such that ln(K) ≥ ǫ−2 we obtain
∞∑
k=K
P
(
k1/2
ln(k)
sup
l∈R
|F νk (l)− F ν(l)| > ǫ
)
≤ 2
∞∑
k=K
e−2 ln(k) <∞ . (C.5)
Hence,
lim
k→∞
k1/2
ln(k)
sup
l∈R
|F νk (l)− F ν(l)| = 0 (C.6)
almost surely by the Borel–Cantelli lemma.
Note that one has µN ≥ π2/[5ν−1N ln(N)]2 for all but finitely many N ∈ N since oth-
erwise λN ≤ N−5 which then contradicted λN ≫ ln(N) ln(νNN)(νNN)−1/2. Moreover, by
Lemma 2.7, ℓ>N ≤ κν−1 ln(N) for any κ > 4 and therefore F ν⌈νNLN/4⌉(l) = F ν⌊νNLN ⌋(l) = 1
for l ≥ 5ν−1 ln(N) for all but finitely many N ∈ N almost surely.
Therefore, almost surely with F ν(dℓ) = νe−νℓdℓ,
CN : =
∣∣∣∣∣∣∣
∞∫
πsN/
√
µN
sN
ℓgN
(
µN
ℓ2
s2N
− π2
) (
F ν⌈νNLN/4⌉(dℓ)− F ν(dℓ)
)∣∣∣∣∣∣∣
≤ µN
gNsN
∣∣∣∣∣∣∣
5ν−1 ln(N)∫
πsN/
√
µN
ℓ
(
F ν⌈νNLN/4⌉(dℓ)− F ν(dℓ)
)∣∣∣∣∣∣∣+
µN
gNsN
∞∫
5ν−1 ln(N)
ℓ F ν(dℓ)
+ π2
sN
gN
∣∣∣∣∣∣∣
5ν−1 ln(N)∫
πsN/
√
µN
ℓ−1
(
F ν⌈νNLN/4⌉(dℓ)− F ν(dℓ)
)∣∣∣∣∣∣∣
+ π2
sN
gN
∞∫
5ν−1 ln(N)
ℓ−1 F ν(dℓ) .
(C.7)
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Since F ν⌈νNLN/4⌉(l) = 1 for any l ≥ 5ν−1 ln(N) we obtain, with an integration by parts in
the first and third term,
CN ≤ µN
gNsN
(
5ν−1 ln(N)
) ∣∣F ν⌈νNLN/4⌉(5ν−1 ln(N))− F ν(5ν−1 ln(N))∣∣
+
µN
gNsN
πsN√
µN
∣∣F ν⌈νNLN/4⌉(πsN/√µN)− F ν(πsN/√µN)∣∣
+
µN
gNsN
∣∣∣∣∣∣∣
5ν−1 ln(N)∫
πsN/
√
µN
(
F ν⌈νNLN/4⌉(ℓ)− F ν(ℓ)
)
dℓ
∣∣∣∣∣∣∣ +
µN
gNsN
∞∫
5ν−1 ln(N)
ℓ νe−νℓdℓ
+ π2
sN
gN
(
5ν−1 ln(N)
)−1 ∣∣F ν⌈νNLN/4⌉(5ν−1 ln(N))− F ν(5ν−1 ln(N))∣∣
+ π2
sN
gN
√
µN
πsN
∣∣F ν⌈νNLN/4⌉(πsN/√µN)− F ν(πsN/√µN)∣∣
+ π2
sN
gN
∣∣∣∣∣∣∣
5ν−1 ln(N)∫
πsN/
√
µN
ℓ−2
(
F ν⌈νNLN/4⌉(ℓ) dℓ− F ν(ℓ)
)
dℓ
∣∣∣∣∣∣∣
+ π2
sN
gN
∞∫
5ν−1 ln(N)
ℓ−1νe−νℓ dℓ .
(C.8)
Calculating further we obtain
CN ≤ 35 ln(N)
νN
µN
gN
sup
l∈R
|F ν⌈νNLN/4⌉(l)− F ν(l)|+
µN
gN
1
νN
5 ln(N) + 1
N5
+ 3
5 ln(N)
νN
µN
gN
sup
l∈R
|F ν⌈νNLN/4⌉(l)− F ν(l)|+
µN
gN
1
νN
5 ln(N)
N5
(C.9)
and since µN ≥ π2/[5ν−1N ln(N)]2 we get
CN ≤ 6 · 5 · ρ 1
νN
ln(N)
λN
sup
l∈R
|F ν⌈νNLN/4⌉(l)− F ν(l)|+ ρ
10 ln(N) + 1
νNλN
1
N5
(C.10)
with (2.43) for all sufficiently large N ∈ N. Hence, with (C.6) and due to λN ≫
ln(N) ln(νNN)(νNN)
−1/2 we conclude that limN→∞CN = 0.
Since
νN
∞∫
πsN/
√
µN
sN
ℓgN
(
µN
ℓ2
s2N
− π2
)
F ν(dℓ) = νNE
ν
[
sN
(·)gN
[
µN
(·)2
s2N
− π2
]
+
]
(C.11)
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≥ νNEν
[
NgN ,µN (s
−1
N (·))
] ≥ 2
3
ρ (C.12)
for any N ∈ N, see (2.34) and (2.40). Hence we conclude that almost surely
lim inf
N→∞
νN ∞∫
πsN/
√
µN
sN
ℓgN
(
µN
ℓ2
s2N
− π2
)
F ν⌈νNLN/4⌉(dℓ)

= lim inf
N→∞
νN ∞∫
πsN/
√
µN
sN
ℓgN
(
µN
ℓ2
s2N
− π2
)
F ν(dℓ)
 ≥ 2
3
ρ .
(C.13)
Also, repeating the arguments from above we one can show that almost surely
lim
N→∞
∣∣∣∣∣∣∣νN
∞∫
πsN/
√
µN
sN
ℓgN
(
µN
ℓ2
s2N
− π2
) (
F ν⌊νNLN⌋(dℓ) − F ν(dℓ)
)∣∣∣∣∣∣∣ = 0 , (C.14)
νN
∞∫
πsN/
√
µN
sN
ℓgN
(
µN
ℓ2
s2N
− π2
)
F ν(dℓ) ≤ 3
2
νNE
ν
[
NgN ,µN (s
−1
N (·))
] ≤ 3ρ (C.15)
for any N ∈ N, see (2.34) and (2.40). Consequently
lim sup
N→∞
νN ∞∫
πsN/
√
µN
sN
ℓgN
(
µN
ℓ2
s2N
− π2
)
F ν⌊νNLN ⌋(dℓ)

= lim sup
N→∞
νN ∞∫
πsN/
√
µN
sN
ℓgN
(
µN
ℓ2
s2N
− π2
)
F ν(dℓ)
 ≤ 3ρ .
(C.16)
Due to Lemma C.3 (with ǫ = 1/2), there exists a set Ω˜ ⊂ Ω with P(Ω˜) = 1 and the
following property: For any ω ∈ Ω˜ there exists an N̂(ω) ∈ N such that for any N ≥ N̂(ω)
we have l˜j = s
−1
N lˆj for any j ∈ J⌈νNLN/4⌉, l˜j ≤ s−1N lˆj for any j ∈ J⌊νNLN⌋, and l˜j = 0 for any
j ∈ Z\(J⌊νNLN ⌋ ∪ {0}). Consequently we obtain (M0 = 0), for any N ≥ N̂(ω),∑
j∈J⌈νNLN/4⌉
sN
lˆjgN
[
µN
lˆ2j
s2N
− π2
]
+
≤
∑
j∈Z:Mj≥1
1
l˜jgN
[
µN l˜
2
j − π2
]
+
≤
∑
j∈J⌊νNLN ⌋
sN
lˆjgN
[
µN
lˆ2j
s2N
− π2
]
+
.
(C.17)
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Lastly, due to (2.41), (2.34), (C.17), (C.13), (C.16), and M0 = 0, we have almost surely
lim inf
N→∞
νN
νNLN/2
∑
j∈Z
Mj ≥ lim inf
N→∞
νN
νNLN/2
∑
j∈Z:Mj≥1
NgN ,µN (l˜j)
≥ 2
3
lim inf
N→∞
νN
νNLN/2
∑
j∈Z:Mj≥1
1
l˜jgN
[
µN l˜
2
j − π2
]
+
≥ 2
3
lim inf
N→∞
νN
νNLN/2
∑
j∈J⌈νNLN/4⌉
sN
lˆjgN
[
µN
lˆ2j
s2N
− π2
]
+
≥ 2
3
lim inf
N→∞
νN
∞∫
πsN/
√
µN
sN
lgN
(
µN
l2
s2N
− π2
)
F ν⌈νNLN/4⌉(dℓ)
≥
(
2
3
)2
ρ .
Similarly,
lim sup
N→∞
νN
2νNLN
∑
j∈Z
Mj ≤ lim sup
N→∞
νN
2νNLN
∑
j∈Z:Mj≥1
1
l˜jgN
[
µN l˜
2
j − π2
]
+
+ lim
N→∞
νN
2νNLN
∑
j∈Z:Mj≥1
1
≤ lim sup
N→∞
νN
2νNLN
∑
j∈J⌊νNLN ⌋
sN
lˆjgN
[
µN
lˆ2j
s2N
− π2
]
+
+ lim
N→∞
νN
2νNLN
∑
j∈Z:Mj≥1
1
≤ lim sup
N→∞
νN
∞∫
πsN/
√
µN
sN
lgN
(
µN
l2
s2N
− π2
)
F ν⌊νNLN⌋(dℓ)
+ lim
N→∞
νN
∞∫
πsN/
√
µN
F ν⌊νNLN ⌋(dℓ) ≤ 3ρ ,
since, due to (C.6), (2.42), and our assumptions,
lim
N→∞
νN
∞∫
πsN/
√
µN
F ν⌊νNLN ⌋(dℓ) = limN→∞
νN
[
1− F ν⌊νNLN⌋(πsN/
√
µN)
]
= lim
N→∞
νN
[
1− F ν(πsN/√µN)
]
= lim
N→∞
νNλN = 0 .
(C.18)
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We therefore obtain almost surely
lim inf
N→∞
1
N
∑
j∈Z
Mj =
1
2ρ
(
lim inf
N→∞
νN
νNLN/2
∑
j∈Z
Mj
)
≥ 2
9
, (C.19)
and
lim sup
N→∞
1
N
∑
j∈Z
Mj ≤ 6 . (C.20)
Theorem C.5. Let 1/N ≪ νN . 1 be given. Then for any 0 < ǫ < 1 and for almost any
ω ∈ Ω there exists an N˜ = N˜(ǫ, ω) ∈ N such that for any N ≥ N˜ we have
ℓ˜>N > ν
−1
N
{
ln(L⌊sNN⌋)− (1 + ǫ) ln[ln(L⌊sNN⌋)]
}
. (C.21)
Proof. Let 0 < ǫ < 1 be given. Then, for almost any ω ∈ Ω there exists an N̂1 = N̂1(ǫ, ω) ∈
N such that {
lˆj : j ∈ J⌈(1−ǫ)νLN /2⌉
}
(
{
lj : j ∈ Z\{0}
}\{0} (C.22)
for any N ≥ N̂1 by Lemma C.3. Moreover, since {lˆj : j ∈ Z} are mutually independent
exponentially distributed random variables one obtains
P
(
max
{
lˆj : j ∈ J⌈(1−ǫ)νLN /2⌉
}
≤ ν−1
{
ln(LN )− (1 + ǫ) ln[ln(LN)]
})
(C.23)
≤
(
1− [ln(LN)]
1+ǫ
LN
)2⌈(1−ǫ)νLN /2⌉
. (C.24)
Moreover, since ln(1− x) ≤ −x for any 0 < x < 1 we have
2
⌈
(1− ǫ)νLN
2
⌉
· ln
[(
1− [ln(LN )]
1+ǫ
LN
)]
≤ −(1− ǫ)ν[ln(LN)]1+ǫ ≤ −2 ln(N) (C.25)
for all but finitely many N ∈ N and therefore
∞∑
N=1
(
1− [ln(LN )]
1+ǫ
LN
)2⌈(1−ǫ)νLN ⌉/2
<∞ . (C.26)
Hence, with Borel–Cantelli’s lemma there exists a set Ω˜ ⊂ Ω with P(Ω˜) = 1 such that for
any ω ∈ Ω˜ there is an N̂2 = N̂2(ǫ, ω) ∈ N with
ℓ>N ≥ max
{
lˆj : j ∈ J⌈(1−ǫ)νLN /2⌉
}
> ν−1
{
ln(LN)− (1 + ǫ) ln[ln(LN )]
}
(C.27)
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for any N ≥ N̂2.
Finally, for any ω ∈ Ω˜ we define N˜(ǫ, ω) such that ⌊sNN⌋ ≥ N̂2(ǫ, ω) for any N ≥
N˜(ǫ, ω). Hence, ℓ>⌊sNN⌋ denoting the length of the largest interval within the window
Λ⌊sNN⌋,
s−1N ℓ
>
⌊sNN⌋ > ν
−1
N
{
ln(L⌊sNN⌋)− (1 + ǫ) ln
[
ln(L⌊sNN⌋)
]}
(C.28)
for any N ≥ N˜(ǫ, ω). The statement then follows since ℓ˜>N ≥ s−1N ℓ>⌊sNN⌋.
Theorem C.6. For any 0 < η′ < 2 there exists an N˜(η′) ∈ N such that for any N ≥ N˜(η′)
one has
P
(
ℓ>N > ν
−1 [ln(LN ) + ln (C1)]
)
> 1− 1
2
η′ (C.29)
with C1 := −ν/[4 ln(η′/2)] > 0.
Proof. According to Lemma C.3 (with ǫ = 1/2), for almost any ω ∈ Ω there exists an
N̂ = N̂(ω) ∈ N such that for any N ≥ N̂ one has{
lˆj : j ∈ J⌈νLN/4⌉
}
(
{
lj : j ∈ Z\{0}
}\{0} .
Hence, [max{lˆj : j ∈ J⌈νLN/4⌉} − ℓ>N ]+ converges to zero almost surely and consequently,
for any η > 0,
lim
N→∞
P
(
ℓ>N ≤ max
{
lˆj : j ∈ J⌈νLN/4⌉
}− η)
≤ lim
N→∞
P
([
max
{
lˆj : j ∈ J⌈νLN/4⌉
}− ℓ>N]
+
≥ η
)
= 0 .
Furthermore, since ln(1− x) = −x for 0 < x < 1,
P
(
max
{
lˆj : j ∈ J⌈νLN/4⌉
} ≤ ν−1[ ln(LN ) + ln(4C1/3)])
≤
(
1− 1
(4/3)LNC1
)2⌈νLN/4⌉
≤ e−3ν/(8C1)
for all but finitely many N ∈ N. Hence, altogether one obtains, with η = −ν−1 ln(3/4),
P
(
ℓ>N > ν
−1 [ln(LN ) + ln (C1)]
)
≥ P
(
ℓ>N > max
{
lˆj : j ∈ J⌈νLN/4⌉
}− η)
+ P
(
max
{
lˆj : j ∈ J⌈νLN/4⌉
}
> ν−1 [ln(LN) + ln (4C1/3)]
)
− 1
≥ 1− 1
2
η′
for all but finitely many N ∈ N.
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Recall that ℓ>N = l
>,1
N is the largest and l
>,k
N , k ∈ N, is the kth largest length of the
set {lj = |(xj(ω), xj+1(ω)) ∩ ΛN | : j ∈ Z}. In the same way we define l˜>,kN for the scaled
lengths.
Theorem C.7. For any 0 < η′ < 2 and any C3 > 2 there exists an N˜ = N˜(η′, C3) ∈ N
such that for any N ≥ N˜
P
(
ℓ>N > ν
−1 ln(LNC1) , l
>,⌈2νC3/(C1η′)⌉+1
N ≤ ν−1 [ln(LNC1)− ln(C3/2)]
)
> 1− η′ (C.30)
with C1 = −ν/[4 ln(η′/2)].
Proof. According to Theorem C.6 there exists a number N˜(η′) ∈ N such that for any
N ≥ N˜(η′) one has, Ω1 := {ω ∈ Ω : ℓ>N > ν−1 ln(C1LN )} ,
P(Ω1) > 1− 1
2
η′ . (C.31)
Moreover,
E
[
N I,ωN (E)
]
≤ N I∞(E) (C.32)
for any E ≥ 0 and N ∈ N [PF92, Theorem 5.25]. Here, N I,ωN (E) = L−1N
∣∣{i : Ei,ωN ≤ E}∣∣
is the finite-volume integrated density of states, i.e., the number of eigenvalues of the non-
interacting Luttinger–Sy model that are smaller than or equal to E divided by the volume
of the system, and
N I∞(E) = ν
e−νπE
−1/2
1− e−νπE−1/2 (C.33)
is the limiting integrated density of states of the non-interacting Luttinger–Sy model, see
e.g. [Zag07, Proposition III.2].
Hence, E˜ := π2ν2[ln(C1LN)− ln(C3/2)]−2,
kP
(∣∣∣{i : Ei,ωN ≤ E˜}∣∣∣ ≥ k) ≤∑
j≥1
j P
(∣∣∣{i : Ei,ωN ≤ E˜}∣∣∣ = j)
= E
[∣∣∣{i : Ei,ωN ≤ E˜}∣∣∣] ≤ νC3C1
for any k ∈ N and all but finitely many N ∈ N. Setting
Ω2 :=
{
ω ∈ Ω :
∣∣∣{i : Ei,ωN ≤ E˜}∣∣∣ < ⌈2νC3C1η′
⌉}
one obtains
P(Ω2) ≥ 1− 1
2
η′ . (C.34)
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for all but finitely many N ∈ N.
Finally, P(Ω1 ∩ Ω2) ≥ 1− η′ for all but finitely many N ∈ N, and for any ω ∈ Ω1 ∩ Ω2
one has
ℓ>N > ν
−1 ln(C1LN )
and
l
>,⌈2νC3/(C1η′)⌉+1
N ≤ ν−1
[
ln(C1LN)− ln
(
C3
2
)]
.
Consequently, ℓ>N − l>,⌈2νC3/(C1η
′)⌉+1
N ≥ ν−1 ln(C3/2) for any ω ∈ Ω1 ∩ Ω2.
Corollary C.8. Let 1/N ≪ νN . 1 be given. Then for any 0 < η′ < 2 and any C3 > 2eν/ρ
there is an N˜ = N˜(η′, C3) ∈ N such that for any N ≥ N˜ we have
P
(
ℓ˜>N > ν
−1
N ln(C1L⌊sNN⌋) , ℓ˜
>
N − l˜>,⌈2νC3/(C1η
′)⌉+1
N > ν
−1
N ln(C3/(2e
ν/ρ))
)
> 1− η′ (C.35)
with C1 := −ν/[4 ln(η′/2)].
Proof. With Theorem C.7 there exists an N̂ = N̂(η′) ∈ N such that for any N ≥ N̂ one
has
P
(
s−1N ℓ
>
⌊sNN⌋ > ν
−1
N ln(C1L⌊sNN⌋) , s
−1
N l
>,⌈2νC3/(C1η′)⌉+1
⌊sNN⌋ < ν
−1
N
[
ln(C1L⌊sNN⌋)− ln(C3/2)
])
> 1− η′ .
(C.36)
As in the proof of Theorem C.5 we use ℓ˜>N ≥ s−1N ℓ>⌊sNN⌋ as well as l˜
>,⌈2νC3/(C1η′)⌉+1
N ≤
s−1N l
>,⌈2νC3/(C1η′)⌉+1
⌊sNN⌋+1 to obtain
ℓ˜>N − l˜>,⌈2νC3/(C1η
′)⌉+1
N ≥ s−1N
(
l>⌊sNN⌋ − l
>,⌈2νC3/(C1η′)⌉+1
⌊sNN⌋+1
)
≥ s−1N
(
l>⌊sNN⌋ −
(
l
>,⌈2νC3/(C1η′)⌉+1
⌊sNN⌋ + ρ
−1
))
.
Now, using the two inequalities appearing in (C.36) we conclude
ℓ˜>N − l˜>,⌈2νC3/(C1η
′)⌉+1
N ≥ ν−1N ln
(
C3
2eν/ρ
)
from which the statement readily follows.
By slightly changing the proof we could also allow for C3 > 6 instead of C3 > 2e
ν/ρ.
This would replace ln(C3/2e
ν/ρ) in (C.35) by ln(C3/6).
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