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ABSTRACT
Gyrosynchrotron radiation is produced by solar flares, and can be used to infer properties of the
accelerated electrons and magnetic field of the flaring region. This microwave emission is highly
dependent on many local plasma parameters, and the viewing angle. To correctly interpret observa-
tions, detailed simulations of the emission are required. Additionally, gyrosynchrotron emission from
the chromosphere has been largely ignored in modelling efforts, and recent studies have shown the im-
portance of thermal emission at millimetric wavelengths. Thyr is a new tool for modelling microwave
emission from three-dimensional flaring loops with spatially varying atmosphere and increased resolu-
tion in the lower corona and chromosphere. Thyr is modular and open-source, consisting of separate
components to compute the thermal and non-thermal microwave emission coefficients and perform
three-dimensional radiative transfer (in local thermodynamic equilibrium). The radiative transfer
integral is computed by a novel ray-marching technique to efficiently compute the contribution of
many volume elements. This technique can also be employed on a variety of astrophysics problems.
Herein we present a review of the theory of gyrosynchrotron radiation, and two simulations of identi-
cal flare loops in low- and high-resolution performed with Thyr, with a spectral imaging analysis of
differing regions. The high-resolution simulation presents a spectral hardening at higher frequencies.
This hardening originates around the top of the chromosphere due to the strong convergence of the
magnetic field, and is not present in previous models due to insufficient resolution. This hardening
could be observed with a coordinated flare observation from active radio observatories.
Key words: Sun: flares – Sun: radio radiation – radiative transfer – methods: nu-
merical
1 INTRODUCTION AND BACKGROUND
Strong increases in microwave emission are observed dur-
ing solar flares. Gyrosynchrotron emission, originating from
mildly relativistic non-thermal electrons spiraling around
magnetic field lines, is responsible for the majority of the
emission in the 1-200 GHz range (Dulk 1985; Bastian 1998).
Recent studies have also shown the importance of free-
free emission from thermal electrons at these temperatures
(e.g. Heinzel & Avrett 2012). Observations of the microwave
emission produced during a solar flare can be used to char-
acterise the properties of the accelerated electrons and mag-
netic field of the flaring region.
Current observations of solar flares are typically carried
out by radio telescopes without imaging capabilities (Sun-
as-a-star) and by the interferometer Nobeyama Radio He-
liograph (NoRH, Nakajima et al. 1994), capable of produc-
? E-mail: c.osborne.1@research.gla.ac.uk
ing images at 17 and 34 GHz with moderate spatial resolu-
tion (10′′ and 5′′, respectively) and with a temporal reso-
lution down to 1 s. Such observations are capable of resolv-
ing the radio flare sources, associated with footpoints (e.g.
Tzatzakis et al. 2008), flaring loops (e.g. Kundu et al. 2001),
or ribbons (e.g. Simo˜es et al. 2013) These features are com-
monly associated with the geometry of magnetic field loops,
filled with electrons accelerated during the energy release
phase of flares.
The first microwave spectral imaging analysis of a flare,
with high spectral resolution, was performed by Wang et al.
(1994), using the Owens Valley Radio Observatory (OVSA,
Lim et al. 1994) 1–18 GHz data, and showed that the mi-
crowave spectral peak occurs at lower frequencies (ν <
10 GHz) for the looptop sources and at higher frequencies
(ν > 10 GHz)in the footpoints, following the strength of
the magnetic field in a flaring loop. Another example of a
microwave imaging spectroscopic analysis was presented by
Wang et al. (1995), also using OVSA data. A similar study
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was recently performed by Gary et al. (2018) with the Ex-
tended Owens Valley Solar Array (EOVSA, Kuroda et al.
2018; Wang et al. 2015) observations of the SOL2017-09-
10 X8.2 event and yielded results consistent with those of
Wang et al. (1994) and Wang et al. (1995), and simulation
results of Simo˜es & Costa (2006). Nindos et al. (2000) used
one-dimensional modelling to reproduce the spatially re-
solved emission of a flare loop in 5 and 15 GHz, showing the
15 GHz emission was produced only in the footpoints and
the 5 GHz emission restricted to the upper loop. To fit the
observations it was necessary to use a much stronger mag-
netic field in the photosphere than at the looptop (870 G
in the footpoints and 280 G in the looptop). Analysis of
similar events by Lee & Gary (2000) provided evidence for
magnetic trapping that would restrict the 5 GHz emission to
the upper loop while the 15 GHz emission comes from higher
energy electrons that are able to escape mirroring effects.
The complexity of solar microwave simulations has in-
creased significantly in recent years, primarily building on
the three-dimensional modeling tool GS Simulator (now GX
Simulator) (Kuznetsov et al. 2011; Nita et al. 2015). GX
Simulator computes solar radio emission from a three di-
mensional model, with in-built tools for magnetic field ex-
trapolation from photospheric magnetograms, and a chromo-
spheric approximation computed using the semi-empirical
atmospheres of Fontenla et al. (2009), based on the photo-
spheric intensity and magnetogram values (Fleishman et al.
2015). This tool has been used to forward fit and recon-
cile observations of radio and hard X-ray emission with a
unified electron population (Kuroda et al. 2018), and inves-
tigate the plasma heating mechanism during a “cold” flare
event using Linear Force Free Field extrapolation on magne-
togram data to reconstruct the observed two-loop geometry
and explain the heating delay by electron trapping in the
looptop (Fleishman et al. 2016). Gordovskyy et al. (2017)
used GX Simulator to investigate the polarised microwave
emission from relaxing twisted coronal loops based on time-
dependent magnetohydrodynamic simulations. These loops
were found to produce gyrosynchrotron emission with short-
term gradients of circular polarisation (cross-loop polarisa-
tion gradients), that depend strongly on viewing angle, and
would primarily be visible on a loop observed on the solar
limb, clearly showing the three-dimensional nature of the
problem.
With the arrival of new and upgraded solar observato-
ries, such as the Atacama Large Millimetric-submillimetric
Array (ALMA, Wedemeyer et al. 2016) and EOVSA that
are providing higher spatial and spectral resolution it is es-
sential to have detailed predictions and models for these
observations. While solar observations with ALMA have
started (White et al. 2017; Iwai et al. 2017; Brajˇsa et al.
2017), the Sun is now at its period of minimum activity,
and no flares have been detected with ALMA yet. How-
ever, ALMA’s capability for flare studies have been proven
with the detection of a super-flare on Proxima Centauri
(MacGregor et al. 2018).
Regular solar observations in the millimetric range have
started in 1999 with the Solar Submillimeter Telescope (SST,
operating at 212 and 405 GHz Kaufmann et al. 2008). Since
then a number of solar flares have been detected, with the
typical decreasing, non-thermal spectrum towards higher
frequencies (Gime´nez de Castro et al. 2009, 2013), evidence
for thermal (free-free) emission (especially at high frequen-
cies towards the infrared range) (Heinzel & Avrett 2012;
Simo˜es et al. 2017; Trottet et al. 2012, 2015), and with an
increasing spectrum component at millimetric wavelengths
(sub-THz) (e.g. Kaufmann et al. 2004), which was also ob-
served with the Ko¨ln Observatory for Submillimeter and Mil-
limeters Astronomy (KOSMA, Lu¨thi et al. 2004). This sub-
THz component still remains without a satisfactory physical
explanation (Krucker et al. 2013).
Previous observations have shown that flaring ribbons
and footpoints can reach temperatures in the range of
1-10 MK (Hudson et al. 1994; Mrozek & Tomczak 2004;
Graham et al. 2013; Simo˜es et al. 2015). The chromospheric
plasma is normally opaque to radio emission (in the GHz
range), and it would therefore be irrelevant if non-thermal
electrons penetrate this layer. However, if this plasma is
heated to these greater temperatures, then the free-free opac-
ity drops and the plamsa becomes optically thin to any gy-
rosynchrotron emission potentially produced in the chromo-
sphere, as discussed in Fletcher & Simo˜es (2013).
Herein we present a new tool, Thyr, to compute the mi-
crowave emission from a dipole loop of plasma, containing a
spatially variable atmosphere. Emission maps are computed
under the assumption of local thermodynamic equilibrium
(LTE) in the three-dimensional dipole volume. Full spectral
information is available for each simulated pixel and can also
be integrated over larger regions.
Thyr’s novel feature is its ability to manually refine the
simulation resolution in the chromosphere while maintaining
a complete microwave radiation treatment, allowing it to re-
solve the much smaller scales over which the atmospheric pa-
rameters evolve helping to account for both the free-free and
gyrosynchrotron emission from this thin layer. Our model
also supports using arbitrarily varying atmospheric parame-
ters, magnetic field configurations, and electron pitch angle
distributions.
Thyr builds on several generations of gyrosyn-
chrotron modelling tools, including, but not limited to,
Klein & Trottet (1984), Alissandrakis & Preka-Papadema
(1984), Holman (2003), Simo˜es & Costa (2006, 2010).
Costa et al. (2013) and Cuambe et al. (2018) have both
constructed large databases of three-dimensional gyrosyn-
chrotron simulations from a large parameter space to de-
velop an understanding of solar bursts and attempt to infer
flare parameters from observation respectively. GX Simula-
tor (Nita et al. 2015) can produce three-dimensional simu-
lations of gyrosynchrotron emission from a dipole loop and
has been used to investigate the effects of varying electron
pitch-angle distribution (Kuznetsov et al. 2011), but focuses
primarily on coronal microwave emission. These tools, in-
cluding Thyr, build on the analytic expressions describing
gyrosynchrotron emission formulated by Ramaty (1969).
In this paper we describe the functioning of the Thyr
tool, validate its output against simulations presented in
Klein & Trottet (1984), and use new simulations demon-
strating the importance of modelling the lower atmosphere
at high-resolution to capture the fine structures of the
chromosphere. The source code and examples are available
on Github at http://github.com/Goobley/Thyr2 (Osborne
2018).
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2 THEORY
2.1 Gyrosynchrotron Emission
Gyrosynchrotron emission depends on a large number of
parameters of the emitting region. These are primarily
(Ramaty 1969; Sta¨hli et al. 1989)
• Magnetic field strength B: Directly determines the elec-
tron gyrofrequency.
• Plasma density np : Describes the density of electrons
in the thermal plasma and can have a large effect on mea-
sured emission due to free-free emission and absorption ef-
fects. Dense magnetised plasmas may also strongly suppress
the gyrosynchrotron emission, an effect known as Razin sup-
pression (Ramaty 1969).
• Non-thermal electron density ne : This parameter is
largely responsible for the strength of the emission, as
a higher electron density will produce more radiation. It
also affects the importance of the gyrosynchrotron self-
absorption, via radiative transfer.
• Non-thermal electron distribution g(γ,φ): This function
describes the distribution of non-thermal electron energies
(here in terms of relativistic Lorentz factor γ) and pitch-
angles – the angle between the electron’s velocity vector and
the magnetic field. It is often assumed that the electron en-
ergies follow a single power law distribution determined by
their spectral index δ, f (γ) ∝ (γ − 1)−δdγ, and minimum
and maximum cut-off energy values, γmin and γmax, respec-
tively. The distribution of pitch-angle φ has a strong effect on
the angles radiation is observed at due to the strong beam-
ing effect of the radiation from relativistic electrons. Thyr
supports multi-power law energy distributions and arbitrary
distributions of pitch-angle.
• Viewing angle θ: The angle between the wave vector
and the magnetic line has a strong effect on the observed
radiation due to the polarisation of the radiation and the
beaming of emission from relativistic particles.
As gyrosynchrotron emission is produced by electrons
spiraling around the magnetic field, it is composed of two
circularly polarised modes. We designate the mode extraor-
dinary when the circular polarisation is right-handed and
the electric field vector rotates in the same direction as the
electrons. In the opposite case the mode is called ordinary,
or left-handed. Following the convention of Klein & Trottet
(1984) we use “−” to refer to the extraordinary mode (right-
handed polarisation for positive B) in equations, and “+” to
refer to the ordinary mode (left-handed).
The following treatment is based on that of
Klein & Trottet (1984), developed from Ramaty (1969) and
the corrections of Trulsen & Fejer (1970). The refractive in-
dex of the plasma is given by the Appleton-Hartree equation
(e.g. Stix (1962))
n± (ν, θ)2 = 1−
2X (1 − X )
2(1 − X ) − Y2 sin2 θ ± [Y4 sin4 θ + 4Y2(1 − X )2 cos2 θ]1/2
(1)
where
X :=
ν2p
ν2
,
Y :=
νB
ν
,
νp := electron plasma frequency = e
√
np
pime
,
νB := electron gyrofrequency =
eB
2pimec
,
e := electron charge,
me := electron mass,
The polarisation coefficient aθ is then
aθ± (ν, θ) =
2(1 − X ) cos θ
−Y sin2 θ ± [Y2 sin4 θ + 4(1 − X )2 cos2 θ]1/2 (2)
and is used to compute the spectral intensity  of a
single electron (Trulsen & Fejer 1970)
± (ν, θ,γ,φ) =
2pie2
c
ν2
n2±
1 + a2
θ±
·
∞∑
s=−∞
[
−β sin φJ′s (xs ) + aθ±
cos θ − n± β cos φ
n± sin θ
Js (xs )
]2
· δ[(1 − n± β cos φ cos θ)ν − sνB/γ]
(3)
where
c := speed of light,
γ := (1 − β2)−1/2,
β :=
v
c
,
xs :=
γν
νB
n± β sin φ sin θ,
Js := Bessel function of the first kind, of order s,
and J′s its derivative with respect to xs ,
δ := Dirac delta function.
The electron distribution is described by the function
g(γ,φ) such that
2pi
∫ ∞
1
dγ
∫ 1
−1
d(cos φ)g(γ,φ) = 1. (4)
This gives rise to the expression of the emission and
absorption coefficients, j and κ respectively, for a homoge-
neous ensemble of electrons with density ne and energy and
pitch-angle distribution g
j± (ν, θ) = 2pine
∫ ∞
1
dγ
∫ 1
−1
d(cos φ)g(γ,φ)± (ν, θ,γ,φ), (5)
κ± (ν, θ) =
2pine
meν2n±
∫ ∞
1
dγ
∫ 1
−1
d(cos φ)± (ν, θ,γ,φ)h± (ν, θ,γ,φ)
(6)
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where
h± (ν, θ,γ,φ) =
[
−βγ2 ∂
∂γ
(
g(γ,φ)
βγ2
)
+
n± β cos θ − cos φ
β2γ sin φ
∂
∂φ
g(γ,φ)
]
.
(7)
The presence of the delta function in  allows the inte-
gral over cos φ to be solved analytically for θ , pi/2.
Following Ramaty (1969) we define G± and H±
G± (ν, θ,γ, s) =
[
−β sin φs J′s (xs ) + aθ±
(
cos θ
n± sin θ
− β cos φs
sin θ
)
Js (xs )
]2
· g(γ,φ)
β(1 + a2
θ±)
2pi
cos θ
ν
νB
,
(8)
H± (ν, θ,γ, s) = G± (ν, θ,γ, s) · h± (ν, θ,γ,φs ) (9)
where
cos φs :=
1 − sνBγν
n± β cos θ
,
xs :=
sn± β sin θ sin φs
1 − n ± β cos θ cos φs .
Solving the integral over cos φ analytically and swapping
the resultant integral over γ with the summation over s by
following the approach of Holman (2003) to equations (5)
and (6) yields
j± (ν, θ) =
e3Bne
mec2
smax∑
s=smin
∫ γmax
γmin
dγG± (ν, θ,γ, s), (10)
κ± (ν, θ) =
4pie2ne
B
smax∑
s=smin
∫ γmax
γmin
dγH± (ν, θ,γ, s), (11)
where
smin :=
⌊
γν
νB
(1 − n± β cos θ)
⌋
+ 1,
smax :=
⌊
γν
νB
(1 + n± β cos θ)
⌋
,
γmin,max :=
sνB
ν ± n± cos θ
[(
sνB
ν
)2
+ n2± cos2 θ − 1
]1/2
1 − n2± cos2 θ
,
and bxc is a function that returns the floor of x.
In reality, we do not always compute the summation up
to smax as G± and H± may have converged for a smaller
s. This is determined by the relative change of G± and H±
across successive iterations of the summation.
Additionally, ordinary-mode emission may only be pro-
duced when ν > νp and n+ > 0. Similarly, extraordinary-
mode emission requires
ν >
(
ν2p +
1
4
ν2B
)1/2
+
1
2
νB (12)
and n− > 0.
In our implementation the integrals over γ are computed
using a Gauss-Legendre method. Additionally, significant
speed-ups were obtained by using a look-up table for the
common range of Bessel functions encountered during the
simulation. This is very efficient because the computation
of the Bessel function is by far the dominant computational
cost in the gyrosynchrotron coefficients and similar regions
of the Bessel function will be accessed sequentially, allowing
the CPU’s caching and pre-fetching mechanisms to work ef-
ficiently. If a Bessel function outside the tabled space is re-
quested, and the approximation is valid, then the expression
from Wild & Hill (1971) is used.
The expressions for G± (8) and H± (8) do not hold for
θ = 90◦, whilst it is possible to derive additional expressions
for this case, there is little reason to, as it only holds for this
singular case, and also for reasons discussed in Sec. 2.3.
2.2 Thermal Emission
In addition to the radio gyrosynchrotron emission param-
eters, we compute the thermal free-free emission and ab-
sorption coefficients, as well as the H− opacity, known to be
relevant for submillimetric emission (Heinzel & Avrett 2012;
Simo˜es et al. 2017).
For the free-free opacity we follow Dulk (1985), with the
correction from Wedemeyer et al. (2016)
κν,ff = 9.78 × 10−3 ne
ν2T3/2
∑
i
Z2i ni
×

(17.9 + lnT3/2 − ln ν), (T < 2 × 105K)
(24.5 + lnT − ln ν), (T > 2 × 105K)
(13)
where ne is the thermal electron number density, ni is
the number density of ion i with charge Zi , ν is the frequency,
and T is the temperature of the plasma. Herein we assume
a uniform hydrogen plasma such that
∑
i
Zini = np = nHii (14)
where np is the proton density and nHii is the ionised
hydrogen density.
Now, by Dulk (1985) (and Kirchoff’s law) we have the
free-free emission coefficient
jν,ff =
2kBTν2kν,ff
c2
(15)
where kB is Boltzmann’s constant.
We follow the treatment of Kurucz (1970) computing
the H− opacity
κν,H− =
nenH
ν
(A1 + (A2 − A3/T )/ν)(1 − e−hν/kBT ) (16)
where nH is the neutral hydrogen density,
A1 = 1.3727 × 10−25, A2 = 4.3748 × 10−10, and
A3 = 2.5993 × 10−7.
Finally, we have the thermal emission and absorption
coefficients
jν,therm = jν,ff + κν,H- Bν (T ),
κν,therm = κν,ff + κν,H-,
(17)
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where Bν (T ) is the Planck function. At solar gyrosyn-
chrotron frequencies free-free opacity always dominates over
H− emissivity, and therefore the effects of H− emissivity
were ignored during the numerical simulations.
2.3 Radiative Transfer
To compute the emission maps generated by this process
we compute radiative transfer under the assumption of local
thermodynamic equilibrium. The monochromatic observed
intensity Iν is then given by the radiative transfer equation
dIν
dτν
= −Iν (τν ) + Sν (τν ), (18)
where τν is the monochromatic optical length of the
plasma at frequency ν along the photon’s path between emis-
sion and absorption, and Sν is the monochromatic source
function where Sν = jν/κν .
Using the ray-marching algorithm of Section 3.2 these
emission and absorption parameters are combined, from
back to front along the observer’s line of sight, so as to pro-
duce a brightness temperature map for each radio mode and
the thermal emission (Tb,+, Tb,− , and Tb,therm respectively).
The brightness temperature is computed for each pixel of
each map as per the Rayleigh-Jeans approximation
Tb =
c2
2kBν2
Iν (19)
where
Iν =
∫ H
0
jν,oe−τν dh, (20)
τν =
∫ H
0
kν dh (21)
and the optical length travelled by a photon τν is related
to the depth h along the observer’s line of sight by dτν =
−kν dh, where kν is the sum of the absorption coefficients
from different processes affecting the frequency ν. In these
integrals, H is the photon emission point along the observer’s
line of sight, and 0 is the observer’s location.
A total emission map is then computed from Tb,++Tb,−+
Tb,therm.
2.4 Circular Polarisation Degree
When computing the total emission it is sufficient to simply
add the flux across the emitting modes, however, for inves-
tigating polarisation it is necessary to include propagation
effects and the radiative transfer of all four Stokes param-
eters. Following Simo˜es & Costa (2006) and Cohen (1960),
from magnetoionic theory in solar conditions there are two
regimes for the propagation of circular polarisation (Stokes
V), the quasi-longitudinal and quasi-transversal approxima-
tions.
Using the C7 semi-empirical atmosphere
(Avrett & Loeser 2008) and the dipole model discussed in
Sec. 3.1 with a looptop magnetic field strength of 100 G
the quasi-longitudinal approximation holds for θ outside
the range (87◦ − 93◦) at τ = 1 optical depth from free-free
absorption. For cells where θ falls within the (87◦ − 93◦)
range we simply adjust the viewing angle to the closer edge
of the range to retain the validity of the quasi-longitudinal
approximation. Unless a very highly anisotropic pitch angle
distribution is used, that is peaked within this range, there
are no significant differences in the intensities of the two
modes due to the application of this approximation.
From the optical depth calculation we find that 10 GHz
radiation does not penetrate through the transition region,
45 GHz radiation just enters the chromosphere, and 200 GHz
radiation reaches ∼400 km into the chromosphere. In regions
deeper in the chromosphere, for viewing angles close to per-
pendicular, the quasi-longitudinal approximation may fail,
and one should be wary of interpreting the polarisation re-
sults from this region. The calculation of the total intensity
is, however, unaffected by the use of this approximation.
Following the creation of emission maps we can compute
the circular polarisation degree of the radiation. We follow
the convention of Klein & Trottet (1984) and define for the
Stokes V and I in the frame of the wave
V
I
= sign(cos θ)
Tb,+ − Tb,−
Tb,+ + Tb,− + Tb,therm
. (22)
In the reference frame of an observer the circular polar-
isation will be reversed such that Vobs = −Vwave.
In Thyr the magnetic viewing angle term used for cal-
culating the polarisation degree is simply computed as an
average along the ray, and so caution should be taken with
the interpretation of polarised radiation from overlapping
sources with opposing magnetic field orientation. The view-
ing angles discussed in the previous sections are all treated
without this approximation.
3 THE THYR MODEL
3.1 Magnetic field geometry
We adopt the same analytic dipole model as Kuznetsov et al.
(2011, see Appendix) to describe the magnetic field geometry.
This describes both the magnetic field at each point in the
volume and the region contained within the dipole. This
analytic dipole model is described in terms of the magnetic
field at the centre of the looptop, the radius of the flux tube
at the looptop, the height, and the submerged depth of the
dipole. The magnetic dipole element at the base of the loop
can also be inclined, and the ray-marching method allows the
loop to be visualised from any angle which can be specified
in terms of location on the Sun. A solar location is specified
by four angles, solar latitude and longitude, tilt away from
the local normal to the surface about an axis connecting the
footpoints, and rotation about the local normal.
3.2 Ray-marching
The standard approach for computing the emission map of
a three-dimensional volume is to use ray tracing, however
this becomes significantly more computationally demand-
ing as the number of discrete volume elements (voxels, as-
sumed quasi-homogeneous three-dimensional cubic volumes)
increases due to the number of ray-voxel intersection tests
that need to be performed to determine whether a certain
voxel interacts with a ray. This method can be optimised by
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Figure 1. Left: Schematic diagram of the process involved in computing the radiative transfer integral through ray-tracing. Here the ray
is shown in red, and the intersections with the voxel boundaries in green. Right: Schematic diagram of the process involved in computing
the radiative transfer integral through ray-marching. Here the ray is shown in red, the intersections that need to be computed in green,
the points where the volume texture is sampled in blue, and a region of increased resolution in orange.
using voxel culling methods, such as octrees, which describe
layers of nested voxels, allowing many of the tests against
the most refined voxels to be avoided. These optimisations
are quite complex to implement, and given the simplicity of
this problem are unnecessary.
Ray-marching instead assumes that the emission and
absorption properties of the volume can be sampled con-
tinuously. Instead of computing the radiative transfer inte-
gral along a ray between voxel intersections whilst assum-
ing homogeneous plasma parameters, when ray-marching
the integral is computed without a grid, by moving a short
step along the ray and sampling the local emission and ab-
sorption coefficients, whilst assuming homogeneity over this
short step. If these steps taken along the ray are sufficiently
short then this method will tend towards the true value of
the integral.
Under the basic description of ray-marching given
above, it is assumed that the emission and absorption co-
efficients of the plasma are defined continuously and can be
sampled at any point. Due to the high cost of computing
these coefficients for gyrosynchrotron radiation (Sec. 2.1) it
is not feasible to recompute these at every step along the
ray. The plasma emission and absorption coefficients for the
two gyrosynchrotron modes and the thermal radiation are
therefore computed on a discrete three-dimensional Carte-
sian grid and stored in a volume texture (three-dimensional
cuboidal array) before the ray-marching procedure. The co-
efficients are also multisampled i.e. computed for multiple
points within each voxel and then averaged to attempt to
better capture the average plasma conditions than simply
the conditions at the central point.
There are multiple methods for determining when the
ray-marching step size needs to be decreased or can be in-
creased. When the absorption and emission coefficients are
continuously defined then metrics based on the local gra-
dient can be used. In Thyr we choose to perform the re-
finement manually. The bounds of the volume texture con-
taining the plasma coefficients define an axis-aligned bound-
ing box (AABB) for the object stored in the texture. Then,
using the simple but highly optimised, “slab” algorithm
(Kay & Kajiya 1986) to compute the intersection of rays
with this AABB we have the start and end points between
which to ray-march. This “slab” algorithm has been further
optimised by relying on strict IEEE754 floating point be-
haviour. The manually specified regions of refinement are
converted into AABBs contained within the initial AABB.
The plasma coefficients are computed on a finer grid (with
user specified refinement factor) within these sub-domains.
If a ray intersects with one of these higher resolution re-
gions (determined by the intersection of the ray with the
sub-domain’s AABB) then the step size is decreased and
the plasma coefficients are sampled from the finer grid when
computing the radiative transfer integral.
Thyr uses three volume textures to store the coefficients
for the dipole volume. The primary texture represents the
entirety of the volume at the (lower) coronal resolution,
whilst the other two are heavily refined on the footpoints
of the dipole encompassing the photosphere, chromosphere,
and the transition region as the atmospheric parameters
and magnetic field change much more rapidly in this re-
gion. Whilst a dipole model is chosen for our example, any
volumetric function or data (such as the results of a mag-
netogram extrapolation) can be used to fill the parameters
of the texture, and the ray-marching approach will remain
unchanged. The model is currently based around the con-
cept of a single AABB containing the entire scene at low-
resolution and a number of refined regions contained strictly
within this AABB. The information from the low-resolution
AABB is then ignored in the locations where a refined re-
gion is present. These AABBs serve as the boundaries of
a two-level three-dimensional Cartesian grid hierarchy, with
a uniform grid within each level. If multiple low resolution
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AABBs are desired this change would be relatively trivial,
but using the convention of a single low resolution AABB al-
lows any geometry to be traced by Thyr with no changes to
the ray-marching code. It would equally be simple to extend
the code to support a full multi-level grid hierarchy with
further refined regions within the refined regions, if extreme
resolution were required in some locations.
Fig. 1 shows (in two dimensions) the difference between
the ray-tracing and ray-marching. The cost of finding the
emission and absorption parameters for a point on the ray
is constant if these parameters are described by a simple ex-
pression or discretised onto a known Cartesian grid, as these
parameters can be computed or looked-up wherever the blue
point happens to be. When applying a traditional, simple,
ray-tracing technique without additional voxel culling opti-
misations, the ray-voxel intersection test must be performed
against every voxel in the domain to determine the locations
of the green points. This computation scales linearly with
the number of voxels. Therefore, using the ray-marching ap-
proach, it is computationally tractable to sample the vol-
ume with a step size significantly smaller than the voxel side
length. The integral then amounts to simply performing sev-
eral elementary mathematical operations for each step to
compute the closed form radiative transfer integral from a
homogeneous slab, and looking up one value in a large array.
Due to the cost of calculating the many ray-voxel intersec-
tions, for the cases used in Thyr ray-marching is typically
1.5 orders of magnitude faster than ray-tracing, even though
the integral of radiative transfer is computed at significantly
more points including a higher resolution region (orange box
in Fig. 1).
An assumption that is implicit to the ray-marching ap-
proach is that it is acceptable to not sample voxels for which
the space between the intersections is very small (e.g. just
cutting through close to a corner), as their effect is insignif-
icant. In practice with a sufficiently small step-size (Thyr
uses 0.1× the local grid side length for the plasma coeffi-
cients) and reasonably smoothly varying emission and ab-
sorption coefficients this is not a problem as the effect of the
contribution from this region is not significant. The multi-
sampling of the coefficients helps improve the smoothness
of the coefficients between voxels and guarantee that the
parameters chosen accurately reflect the plasma contained
within (assumed homogeneous).
4 VERIFICATION AGAINST KLEIN &
TROTTET (1984)
To verify Thyr ’s correctness we use a problem presented in
Klein & Trottet (1984). In this test case the gyrosynchrotron
emission from a two-dimensional loop is simulated. The loop
is observed from two different viewing angles Λ. The spe-
cific intensity (sfu1/sterad) is then computed for a telescope
beam scanning across the loop with angle χ. In Thyr the
rays along the observer’s line of sight are assumed paral-
lel, and do not diverge from a point like the telescope in
1 solar flux units (1 sfu = 104 Jy = 10−22 W m−2 Hz−1 = 10−19
erg s−1 cm−2 Hz−1)
Figure 2. Valdation of Thyr against the model of
Klein & Trottet (1984) (reference values)
Klein & Trottet (1984). The coordinate x is then the dis-
placement in Thyr’s imaging plane in units of arcminutes
on the surface of the Sun viewed from Earth.
Using Klein and Trottet’s parameters for loop with 3 G
coronal magnetic field strength at Λ = 0◦ and Λ = 50◦ we
have reproduced the emission at 320 MHz in Fig. 2. The
results are very similar in shape and intensity. The slight
differences in intensity can be accounted for by modify-
ing the looptop magnetic field strength by less than 5%.
Klein & Trottet (1984) define the looptop magnetic field
strength at the outer boundary of the looptop, whereas in
Thyr it is defined in the centre. This value had to be manu-
ally tuned to obtain a magnetic field strength similar to that
used by Klein & Trottet (1984) in the slice taken from the
three-dimensional simulation performed in Thyr.
The spatial offset of Thyr’s results in the Λ = 50◦ case
is due to Thyr performing the rotation but also translating
the dipole so as to keep it centered in the field of view.
5 EXAMPLE 3D SIMULATIONS
To demonstrate Thyr’s capabilities we performed a set of
flare simulations using a simple dipole model for the struc-
ture of the emitting volume and the magnetic field, a power-
law non-thermal electron distribution, and the other at-
mospheric parameters specified by a semi-empirical model.
From these simulations we obtain brightness maps, spectra,
and polarisation maps. Complete spectral data is available
for every pixel and region of these maps, thus allowing us to
perform a localised spectroscopic analysis (Section 5.5). We
perform these simulations both with and without resolving
the chromosphere in detail to show its role on emission at
higher frequencies. These simulations can serve as examples
for how to set up and run the code, in addition to basic
post-processing of results.
5.1 Semi-empirical atmosphere and parameters
In our example simulations we use the C7 quiet Sun semi-
empirical atmosphere of Avrett & Loeser (2008). This atmo-
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Figure 3. Atmospheric parameters in our C7 (Avrett & Loeser
2008) based model. Top: Temperature. Bottom: Number density
of protons, neutral hydrogen and non-thermal electrons (see text).
sphere is extrapolated to coronal parameters, by extrapolat-
ing linearly in log-log space the parameters from the top of
the C7 model (at 47 Mm), until 150 Mm where the atmo-
sphere is then set constant. Our atmosphere is plotted in
Fig. 3.
A non-thermal electron distribution g(E, φ) is embedded
in the semi-empirical atmosphere, with a density defined as
ne = 106 cm−3 in the corona, and ne = 108 cm−3 at the top
of the chromosphere. This increase of ne is caused by the
decrease of the emitting volume due to the convergence of
the dipole magnetic field. As can be seen Fig. 3, we have
made the approximation to make this increase a step rather
than scaling directly with the area of the dipole. This de-
cision was made to ensure a simple example using a dipole
magnetic field that produces chromospheric radio emission
and to provide an electron number flux of 1036 s−1 enter-
ing the chromosphere, which is consistent with observations
(e.g. Simo˜es & Kontar 2013). These electrons follow a power-
law distribution in energy, with a minimum cut-off energy of
Emin = 10 keV, a maximum cut-off of Emax = 5 MeV, and a
spectral index of δ = 3. We assume that these electrons have
an isotropic pitch-angle distribution, but the code supports
arbitrary pitch-angle distributions.
As we descend into the chromosphere the non-thermal
electron distribution is attenuated by balancing collisional
losses against the column density traversed by the elec-
trons. We use the approximate relationship that the crit-
ical stopping column density is Nstop ≈ 1017E20 where
E0 is the initial electron energy in keV and Nstop is in
cm−2 (Tandberg-Hanssen & Emslie 1988). The lower energy
bound of the power law is then proportionately increased as
electrons below the stopping energy are cut off.
Finally, for these models we use a dipole with height of
approximately 3.86 × 109 cm (53.3") and a centre-to-centre
footpoint separation of 2.57 × 109 cm (35.5"). The radius
at the looptop (ρ0 in the Kuznetsov et al. (2011) model) is
7.72 × 108 cm. The looptop field is set to 100 G, yielding
a strength of the order of 2000 G at the photosphere. The
dipole here has a latitude of 30◦, longitude of 70◦, and rota-
tion about the local normal of −20◦.
The simulations presented here are performed both with
and without refined resolution in the chromosphere. In the
low resolution simulation the voxels have a side length of
1800 km. In the high resolution simulation the voxels of the
upper corona have a 450 km side length and the refined
voxels in the lower atmosphere have a 75 km side length
(refined six times). Thyr’s ray-marching algorithm automat-
ically transitions between the low- and high-resolution re-
gions with no ill effects due to the boundary. An additional
high resolution simulation was also computed with voxels
with 100 km side lengths, and no significant spectral differ-
ence was found between the two, so it was concluded that
the 75 km resolution was sufficient to capture the details of
the problem.
5.2 Emission Maps
Fig. 4 shows the total brightness maps at 35 GHz for the
same loop simulated at different resolutions. The emission
from the high-resolution loop at 2 GHz is shown in Fig. 5.
This shows the complex nature of gyrosynchrotron emission
at frequencies at which the plasma is optically thick. The
high frequency emission maps (Fig. 4) have the most intense
emission from the footpoints, associated with the strongest
magnetic field values. In the low frequency emission maps
(Fig. 5) the stripes are caused by the harmonic structure
of the gyrosynchrotron emission at a single frequency for a
spatially varying B field. The effects of insufficient resolution
within the simulation can be seen by comparing the simu-
lations in Fig. 4. The low-resolution simulation of Fig 4a
produces an lower brightness temperature than the high-
resolution model shown in Fig. 4 due to the small region
this high brightness originates from.
5.3 Spectra
Integrating over the brightness temperature maps, the flux
density spectra Fν of these two simulations can be computed.
In practical terms, this calculation is simply the sum of the
flux density of each pixel (column i and row j), obtained
from their specific intensity Ii j over the pixel solid angle
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a) b)
Figure 4. Total Brightness Temperature at 35 GHz for a loop simulated using only low resolution voxels (a)) and a loop with increased
resolution in the lower corona and chromosphere (b)). Note the increased peak brightness temperature between b) and a). Nearly all the
emission at this frequency (Tb & 5 MK) originates from the refined region, which can be seen in b) by the slight decrease in radius and
smoother curvature.
Figure 5. Total Brightness Temperature at 2 GHz for a high-
resolution loop. The plasma is optically thick at this frequency
thus showing the complex structure of the gyrosynchrotron emis-
sion. There is a clear boundary between the optically thick emis-
sion in the lower section of the loop and the optically thin emis-
sion in the looptop. This boundary moves downwards towards the
footpoints as the observed frequency increases. The regions and
points marked on the emission map are used in Section 5.5
Ωpixel:
Fν =
Nx∑
i=1
Ny∑
j=1
Ii j Ωpixel. (23)
The specific intensity Ii j of the pixels are directly found from
their brightness temperature values Tb, i j via the Rayleigh-
Jeans law:
Ii j =
2kbν2
c2
Tb, i j (24)
The resulting spectra are shown in Fig. 6, in sfu. Both
of these plots show the characteristic “inverted-v” shape
of gyrosynchrotron emission, and the fact that the ordi-
nary mode dominates at low frequencies and the extraordi-
nary mode dominates at higher frequencies (Ramaty 1969).
The thermal emission is plotted, but is insignificant in the
cases we are investigating here. The difference in the mag-
nitude of the thermal emission is due to a region that is
small and bright in the high-resolution case, being spread
across a much larger voxel in the low-resolution case. Al-
though the spectrum of gyrosynchrotron radiation from a
uniform source would present harmonics, they are not visi-
ble in the spatially-integrated spectra due to the overlap of
harmonic structures from a spatially-varying B field and at-
mospheric parameters, as has been previously discussed by
Klein & Trottet (1984); Simo˜es & Costa (2006). The spec-
tra for the low- and high-resolution cases behave similarly
at low frequencies, but differences emerge at higher frequen-
cies. In the high-resolution simulation there is a hardening
of the spectrum of the ordinary and extraordinary modes of
the gyrosynchrotron radiation at high frequencies. As these
non-thermal modes dominate over the thermal emission the
hardening in the total spectrum must be non-thermal in ori-
gin, as we will discuss in Section 7.
5.4 Polarisation Degree
Fig. 7 shows a map of the polarisation degree for the high res-
olution model at 17 GHz. The polarisation degree is given by
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a) b)
Figure 6. Spectrum of integrated flux from the flaring loop, using the low– (a)) and high–resolution (b)) model.
Figure 7. Polarisation degree for the high resolution simulation
at 17 GHz.
the Stokes parameters V/I. The expected opposite polarisa-
tion in each footpoint is present. The asymmetry in peak
polarisation degree between the two footpoints is purely
an effect of viewing angle – the loop is fully symmetric.
Klein & Trottet (1984) and Simo˜es & Costa (2006) have pre-
viously shown the importance of the viewing angle on ob-
served polarisation, and our results are in accordance. With
a three-dimensional system there is a variety of situations
that can produce significant differences between the inten-
sity of footpoints, and the location of the change in polarisa-
tion direction. Polarisation data is an important component
of radio observation, one that could be used to shed light on
the magnetic field geometry (Simo˜es & Costa 2006), and an
essential tool for diagnosing the electron energy distribution
(Kuznetsov et al. 2011).
The structure of the polarised radiation shown in Fig. 7
is quite simple with a single transition between negative and
positive polarisation. At lower frequencies where a large por-
tion of the volume is optically thick and the complex “gy-
rostripe” patterns (see Fig. 5) are visible the polarisation
patterns are also far more complex and follow these stripes.
In the simulations presented here a simple dipole mag-
netic field model is used. As the polarisation degree is
strongly related to the direction of the magnetic field a more
complex magnetic model can yield very different polarisa-
tion patterns (e.g. Gordovskyy et al. 2017). Thyr is capable
of using an arbitrary magnetic field geometry and thus can
be used to investigate cases with complex polarisation pat-
terns, including fine structure if the resolution is increased
in the region of interest.
5.5 Imaging Spectroscopy
In Fig. 5 we have marked a looptop and a footpooint region
in teal and red, respectively. The central pixel is marked in
teal for the looptop region, and multiple pixels are marked
and numbered inside the footpoint region. The simulated
spectral flux from the marked pixels and integrated over the
regions is plotted in Fig. 8, where the colours in Fig. 8a in-
dicate the total emission from the pixel of the same colour
(not separated by emission mode). In the footpoint region no
extraordinary-mode emission is seen at less than 2 GHz as
the extraordinary-mode is unable to propagate due to the ra-
tio of the plasma frequency to the gyro-frequency being too
low (see (12) and Ramaty (1969)). It can be clearly seen that
the peak emission occurs at a significantly lower frequency
in the looptop than in the footpoint. Additionally, the peak
flux emitted from the footpoint region is much larger than
that from the looptop. The high frequency emission from
the looptop drops off as expected for a homogeneous gy-
rosynchrotron source. This is not so for the footpoint region.
Fig. 8b clearly shows that the footpoint is the origin of this
hardening, which is logical as this effect is only seen in simu-
lations with a heavily refined lower atmosphere. By investi-
gating the spectra of the marked pixels within the footpoint
region, we can see that the peak emission frequency contin-
ues to increase significantly with depth in the atmosphere,
and that pixels 3, 4, and 5 lie within the compact region
of the atmosphere from which the high-frequency hardening
originates.
The results presented here were simulated with an
isotropic electron pitch-angle distribution. As described in
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a) b)
c) d)
Figure 8. Spectra of the marked footpoint pixels (a)), footpoint box (b)), looptop single pixel (c)), and looptop box (d))
Section 5.1 the lower energy electrons are prevented from
reaching the lower atmosphere as they are removed from the
distribution above a critical column density. If a loss cone
style distribution of pitch angles were also applied the low–
energy end of the distribution could drop off faster in the at-
mosphere, further enhancing this high-frequency hardening
in the footpooints (Simo˜es & Costa 2010; Kuznetsov et al.
2011). Arbitrary pitch angle distributions are supported by
the gyrosynchrotron code in Thyr and this effect could there-
fore be easily investigated.
6 CODE DESCRIPTION
Thyr requires a modern C++14 compliant compiler, Torch7
(built on LuaJIT), and Python 3 with the matplotlib pack-
age. The core calculation of the gyrosynchrotron components
is computed in C++, whilst all set up, and ray-marching
is performed in Lua. Plotting is done through our Plyght
tool, also available on Github 2, that allows any language
with a socket API or foreign function interface to easily pro-
duce two-dimensional plots using matplotlib (Hunter 2007).
The code also supports exporting all data to the widely sup-
ported comma separated variable (csv) format to allow for
post-processing and plotting in any language.
2 https://github.com/Goobley/Plyght
7 DISCUSSION
The Thyr tool, its initial validation, and example simula-
tions have now been presented. The high-resolution simula-
tion presented here is computed at much higher resolution
than is available with modern radio observatories. This fine
structure remains nonetheless important due to the contribu-
tion of the radiation produced in these regions for the total
beam power. This can be seen by looking at the image that
an observatory such as Nobeyama would produce from the
different models. These convolved maps are shown in Fig. 9.
The maps shown in these figures appear very similar, but
the peak brightness temperature is different, and the mag-
nitude of this difference only increases at higher frequencies,
as demonstrated by the spectra (e.g. Fig 6).
Using the spectral imaging techniques of Section 5.5 we
have identified the location from which the hardening of the
high frequency emission originates. Points 3, 4 and 5 from
Fig 5 lie within a thin (∼300 km) layer in the upper chro-
mosphere and transition region. This corresponds to a layer
within the region of 1.8–2.15 Mm on Fig. 3. The field chosen
for this simulation was a dipole as this represents the sim-
plest analytical case and a realistic flaring active region can
be expected to have stronger magnetic convergence. In this
simulation the average field along the line of sight for each of
these pixels is ∼1.3 kG and they lie within a region of strong
magnetic convergence. This produces the total hardening at
high frequencies due to the superposition of the small-scale
hardenings produced by emission from small regions with
high magnetic field strength in the core of this thin slab.
Given its characteristic spectral signature, there is no
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a) b)
Figure 9. 35 GHz emission map convolved with a 5” beam for the low– (a)) and high–resolution (b)) simulations
need to spatially resolve this thin layer. If the emission
from the footpoints cannot be resolved separately then a
similar spectrum could also be obtained from a loop with
different magnetic field strengths in the footpoints (e.g.
with a significantly rotated magnetic moment). To verify if
the emission behaves in this way increased spectral resolu-
tion at high frequencies is required. This can be achieved
with today’s technology using simultaneous observations
from Radio Solar Telescope Network (RSTN, operating up
to 15.4 GHz, Guidice 1979), Nobeyama Radio Polarime-
ters (NoRP, Nakajima et al. 1985), Nobeyama Radio Heli-
ograph (NoRH, Nakajima et al. 1994) POlarization Emis-
sion of Millimeter Activity at the Sun (POEMAS, operat-
ing at 45 and 90 GHz Valio et al. 2013), ALMA (currently
operating at 100 and 230 GHz Wedemeyer et al. 2016),
and the Submillimeter Solar Telescope (SST, 212 and 405
GHz Kaufmann et al. 2008). The combination of these in-
struments could provide valuable information on the shape
of the spectrum at higher frequencies and hence an estimate
of the structure of the magnetic field in the atmosphere.
8 CONCLUSIONS
We have presented three-dimensional solar flare ra-
dio emission simulation tool Thyr, verification against
Klein & Trottet (1984), and example simulations that
demonstrate the importance of resolving the lower at-
mosphere to a much higher resolution than used in
previous models. This tool is now available for use
under the MIT license and can be downloaded at
http://github.com/Goobley/Thyr2 (Osborne 2018)
Thyr has the ability to simulate user-specified regions
with increased accuracy, and we use this to increase the res-
olution in the lower corona, chromosphere and photosphere.
By performing simulations with a high resolution lower at-
mosphere we have shown that a non-thermal hardening of
the spectrum should be expected at higher frequencies from
a dipole loop. Using a combination of RSTN, POEMAS, and
ALMA, the existence of such a hardening could be investi-
gated.
Recent studies have also argued for the impor-
tance of thermal free-free emission at higher frequencies
(Simo˜es et al. 2017; Heinzel & Avrett 2012). Whilst this
emission is not important in the model we have selected
here, Thyr could well be used to investigate the parameters
for which it becomes significant. The C7 atmosphere was
chosen here due to its ubiquity and high-resolution – there
is little reason to perform a high resolution simulation with a
low resolution atmosphere! It is simple to investigate the in-
fluence of other atmospheres using Thyr and the files present
in the github repository can serve as a base. For example,
Thyr can accept snapshots of the flaring atmosphere gen-
erated by radiative hydrodynamic simulations, such as RA-
DYN (Carlsson & Stein 1995; Allred et al. 2015) and Flarix
(Varady et al. 2010; Heinzel et al. 2017).
Thyr can also serve as a skeleton for future local thermo-
dynamic equilibrium radiative transfer codes as it is simple
to replace the geometry and/or use different emission and
absorption coefficients. Three-dimensional modelling is espe-
cially useful in cases where the emission has a high angular
dependence, such as the case with gyrosynchrotron here. We
therefore hope that this code can be modified and be of use
to the wider astronomical community.
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