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Abstract
Purpose: The purpose of this work is to present an approximation for singular integrals of Cauchy type kernel on a
smooth-oriented contour.
Methods: For the method, we use a small modiﬁcation of the spline functions in order to eliminate the singularity.
Noting that this approximation is due to the idea of Sanikidze’s Approximate solution of singular integral equations in the
case of closed contours of integrations.
Results: This approximation represents a good approach for any singular integral given on the curve in the sense of
Cauchy principal value.
Conclusions: This approximation is destined to solve numerically the singular integral equations with Cauchy type
kernel on a smooth-oriented contour.
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Introduction
The method of numerical solution of singular integral
equations of the ﬁrst and second kind is convenient for
application of electronic computers is necessary [1]. For
equations of the ﬁrst kind, many methods are developed
in aerodynamics such as the method of discrete vortices.
We ﬁnd analogous equations in the theory of cracks.
The main consideration of the present work is the con-
struction of a new approximation of a singular integral in
order to use it for a numerical solution of singular integral
equations.
a(t0)ϕ(t0) + b(t0)
π i
∫

ϕ(t)
t − t0 dt +
∫

k(t, t0)ϕ(t)dt = f (t0),
(1)
where, under , we designate a smooth-oriented contour;
t and t0 are points on ; and a(t), b(t), k(t, t0) and f (t) are
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given functions on . Our schemes describe the quadra-
ture method for the approximation of singular integral
operator:
F(t0) = 1
π i
∫

ϕ(t)
t − t0 dt, t, t0 ∈ , (2)
with Cauchy kernel by a sequence of numerical integra-
tion operators. For the existence of the principal value of
this integral for a given density ϕ(t), we will need more
than mere continuity. In other words, the density ϕ(t) has
to satisfy the Ho¨lder condition H(μ) [2]. So, we note that
singular integral operators of the ﬁrst kind with Cauchy
kernel have index zero. In particular, injective singular
integral operators of the ﬁrst kind are bijective and have
bounded inverse.
Methods
Let t = t(s) = x(s) + iy(s), where s ∈[ a, b] is the para-
metric complex equation of the curve  with the respect
to some parameter s. Consider that N is an arbitrary nat-
ural number; generally, we take it large enough and divide
the interval [ a, b] into N equal subintervals of [ a, b]:
[ a, b]= {a = s0 < s1 < . . . . . < sN = b},
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be called I1 to IN , so that, we have Iσ+1 =[ sσ , sσ+1] .
sσ = a + σ lN , l = b − a , σ = 0, 1, 2, . . . .,N .
Further, ﬁxing a natural numberM > 1 and divide each
of segments [ sσ , sσ+1] by the equidistant points,
sσk = sσ + k hM , h =
l
N , k = 0, 1, . . . ,M.
In other words, we have, for the subinterval [ sσ , sσ+1],
the following subdivision [1-7]:
[ sσ , sσ+1]= {sσ = sσ0 < sσ1 < . . . . . < sσM = sσ+1}
Denoted by
tσ = t(sσ ), tσk = t(sσk); σ = 0, 1, 2, . . . ,N ;
k = 0, 1, . . . .,M.
It means that the interval [a, b] is divided intoN1 = MN
equal subintervals.
For an arbitrary number σ = 0, 1, 2, . . . ,N − 1, we
deﬁne the spline function S1(ϕ; t, σ) dependents of ϕ, t
and σ . This latter represents the linear approximation of
the function density ϕ(t) on the subinterval [ tσ , tσ+1] of
the curve . Noting that the interval [ tσ , tσ+1] is divided
into subintervals [ tσk , tσ(k+1)] of length (tσ(k+1)−tσk) and
interpolates the density function ϕ(t) with respect to the
values ϕ(tσk) and ϕ(tσ(k+1)) at the points tσk and tσ(k+1),
respectively, with a linear polynomial, the following for-
mula gives, for tσk ≤ t ≤ tσ(k+1):
S1(ϕ; t, σ) = (tσ(k+1) − t)
(tσ(k+1) − tσk)ϕ(tσk)
+ (t − tσ )
(tσ(k+1) − tσk)ϕ(tσ(k+1)).
(3)
This spline function exists and is uniquely called a linear
interpolating polynomial. Deﬁned for an arbitrary num-
bers σ and ν such that 0 ≤ σ , ν ≤ N − 1, the function
βσν(ϕ; t, t0) depends on ϕ, t and t0 by this equation:
βσν(ϕ; t, t0) =
{
U(ϕ; t, σ) − V (ϕ; t0, σ , ν), t = t0
0 t = t0 , (4)
where the points t and t0 belong, respectively, to the
arcs

tσ tσ+1 and

tνtν+1 with

tαtα+1 designating the small-
est arc with ends tα and tα+1. The density ϕ represents
still a given function on the curve  and of the class H
(μ) [1,5,7]. The function U(ϕ; t, σ) represents a modiﬁed
linear interpolation of the function density ϕ(t) on the
subinterval [ tσ , tσ+1] of the curve .
Indeed, for tσk ≤ t ≤ tσ(k+1), we put
U(ϕ; t, σ) = tσ(k+1) − ttσ(k+1) − tσk ϕ(tσk)
t − t0
tσk − t0
+ t − tσktσ(k+1) − tσk ϕ(tσ(k+1))
t − t0
tσ(k+1) − t0 ,
and the function V (ϕ; t, σ , ν) is given by
V (ϕ; t0, σ , ν) = S1(ϕ; t0, ν)(t − t0)(tσ(k+1) − t)
(tσk − t0)(tσ(k+1) − tσk)
+ S1(ϕ; t0, ν)(t − t0)(t − tσk)
(tσ(k+1) − t0)(tσ(k+1) − tσk) ,
where the function ϕ represents a given function on the
curve  of the class H (μ). Noting that ψσν(ϕ; t, t0) is the
quadratic approximation of the density ϕ(t) at the point
t ∈[ tσ , tσ+1] , t0 ∈[ tν , tν+1] and 0 ≤ σ , ν ≤ N − 1 by
ψσν(ϕ; t, t0) = ϕ(t0) + βσν(ϕ; t, t0), (5)
and replacing this latter in the singular integral (2)
F(t0) = 1
π i
∫

ϕ(t)
t − t0 dt,
we obtain the following approximation:
S(ϕ, t0) = 1
π i
∫

ψσν(ϕ; t, t0)
t − t0 dt
= ϕ(t0) + 1
π i
∫

βσν(ϕ; t, t0)
t − t0 dt.
(6)
Results and discussion
Theorem 1. Let  be a smooth contour oriented, and let
ϕ be a function density deﬁned on  satisﬁes the Ho¨lder
condition H(μ), then the following estimation
| F(t0)−S(ϕ; t0) |≤ max(C1 ln(MN)
(MN)μ ,
C2
Nμ ) N , M > 1
holds, where the constant C1,C2 depends only of the con-
tour  and the Holder’s constant.
Proof. For any points t ∈[ tσ , tσ+1] and t0 ∈[ tν , tν+1]
with the conditions tσk ≤ t ≤ tσ(k+1) and tνk ≤ t0 ≤
tν(k+1), we have the equation below:
ϕ(t) − ψσν(ϕ; t, t0) = ϕ(t) − ϕ(t0)
− { tσ(k+1) − ttσ(k+1) − tσk ϕ(tσk)
t − t0
tσk − t0
+ t − tσktσ(k+1) − tσk ϕ(tσ(k+1))
t − t0
tσ(k+1) − t0
− S1(ϕ; t0, ν)(t − t0)(tσ(k+1) − t)
(tσk − t0)(tσ(k+1) − tσk)
− S1(ϕ; t0, ν)(t − t0)(t − tσk)
(tσ(k+1) − t0)(tσ(k+1) − tσk) }.
(7)
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Table 1 Exact principal value of singular integral, approximate calculation of the integral, and error for N1 = 30
(Example 1)
N1 = 30 Exact solution Approximate solution Error
3.3415e-001 -2.3328e-002i 3.3402e-001 -2.2816e-002i 5.2769e-004
3.3666e-001 -4.6999e-002i 3.3642e-001 -4.6499e-002i 5.5707e-004
3.4106e-001 -7.1367e-002i 3.4068e-001 -7.0895e-002i 6.0630e-004
3.4770e-001 -9.6807e-002i 3.4717e-001 -9.6386e-002i 6.8121e-004
3.5714e-001 -1.2372e-001i 3.5642e-001 -1.2339e-001i 7.9148e-004
Taking into account expression (7), we get the following
equation:
1
π i
∫

ϕ(t) − ψσν(ϕ; t, t0)
t − t0 dt
= 1
π i
N−1∑
σ=0
∫
tσ tσ+1
ϕ(t) − ψσν(ϕ; t, t0)
t − t0 dt;
(8)
hence,
F(t0) − S(ϕ; t0) = 1
π i
N−1∑
σ=0
M−1∑
k=0
∫
tσktσ(k+1)
ϕ(t) − ϕ(t0)
t − t0
− { tσ(k+1) − ttσ(k+1) − tσk ϕ(tσk)
t − t0
tσk − t0
+ t − tσktσ(k+1) − tσk ϕ(tσ(k+1))
t − t0
tσ(k+1) − t0
− S1(ϕ; t0, ν)(t − t0)(tσ(k+1) − t)
(tσk − t0)(tσ(k+1) − tσk)
− S1(ϕ; t0, ν)(t − t0)(t − tσk)
(tσ(k+1) − t0)(tσ(k+1) − tσk) }
1
t − t0 dt,
seeing that the equalities tσk − t0 = 0 and tσ(k+1) − t0
are possible only when σ = ν − 1, ν + 1 and ν. For the
two ﬁrst cases, the integral (8) exists when tσk tends to t0
or tσ(k+1) tends to t0; on the other case, if σ = ν, we can
easily see that the function βσσ (ϕ; t, t0) contains (tσk − t0)
and (tσ(k+1) − t0) as factors for the points t, t0 ∈[ tσ , tσ+1]
with the conditions tσk ≤ t, t0 ≤ tσ(k+1), so we have the
equation below:
βσσ (ϕ; t, t0) = U(ϕ; t, σ) − V (ϕ; t0, σ , σ).
Therefore,
βσσ (ϕ; t, t0) = (tσ(k+1) − t)(t − t0)
(tσ(k+1) − tσk)(tσk − t0) (ϕ(tσk)
− S1(ϕ; t0, σ))
+ (t − tσk)(t − t0)
(tσ(k+1) − tσk)(tσ(k+1) − t0) (ϕ(tσ(k+1))
− S1(ϕ; t0, σ)).
(9)
It is easy to see that
βσσ (ϕ; t, t0) = (t − t0)Q(ϕ; t, t0),
where
Q(ϕ; t, t0) = (tσ(k+1) − t)
(tσ(k+1) − tσk)(tσk − t0) (ϕ(tσk)
− S1(ϕ; t0, σ))
+ (t − tσk)
(tσ(k+1) − tσk)(tσ(k+1) − t0) (ϕ(tσ(k+1))
− S1(ϕ; t0, σ)).
Table 2 Exact principal value of singular integral, approximate calculation of integral, and error for N1 = 20 (Example 2)
N1 = 20 Exact solution Approximate solution Error
-2.7101e-001 -1.4676e-001i -2.6184e-001 -1.4383e-001i 9.6317e-003
-1.6706e-001 -2.0230e-001i -1.6597e-001 -1.9663e-001i 5.7670e-003
-9.0558e-002 -2.0774e-001i -9.2594e-002 -2.0463e-001i 3.7191e-003
-3.9496e-002 -2.0259e-001i -4.2143e-002 -2.0147e-001i 2.8746e-003
3.9496e-002 -2.0259e-001i 3.6897e-002 -2.0468e-001i 3.3353e-003
Note: Many examples conﬁrm the eﬃciency of this approximation.
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Passing now to the estimation of the expression (8), for
t ∈[ tσ , tσ+1] and t0 ∈[ tν , tν+1] with the conditions σ =
ν − 1, ν + 1 and ν, we obtain the equation below:
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
π i
N−1∑
σ=0
M−1∑
k=0
∫
tσktσ(k+1)
ϕ(t) − ϕ(t0)
t − t0
− { tσ(k+1) − ttσ(k+1) − tσk ϕ(tσk)
t − t0
tσk − t0
+ t − tσktσ(k+1) − tσk ϕ(tσ(k+1))
t − t0
tσ(k+1) − t0
− t − t0tσ(k+1) − tσk (
tσ(k+1) − t
tσk − t0
+ t − tσktσ(k+1) − t0 )S1(ϕ; t0, ν)}
1
t − t0 dt.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= O( lnMNMμNμ ).
Indeed, it is clear that
max
t0∈

tν tν+1
| 1
π i
N−1∑
σ=0
M−1∑
k=0
∫ tσ(k+1)
tσk
ϕ(t) − ϕ(t0)
t − t0 |= O(
lnMN
MμNμ );
also, we estimate the expression∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
π i
N−1∑
σ=0
M−1∑
k=0
∫
tσktσ(k+1)
−{ tσ(k+1) − ttσ(k+1) − tσk ϕ(tσk)
t − t0
tσk − t0
+ t − tσktσ(k+1) − tσk ϕ(tσ(k+1))
t − t0
tσ(k+1) − t0
− t − t0tσ(k+1) − tσk (
tσ(k+1) − t
tσk − t0
+ t − tσktσ(k+1) − t0 )S1(ϕ; t0, ν)}
1
t − t0 dt.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
1
π i
N−1∑
σ=0
M−1∑
k=0
∫
tσktσ(k+1)
ϕ(tνk) − ϕ(tσk)
tνk − tσk
+ϕ(tν(k+1)) − ϕ(tσ(k+1))tν(k+1) − tσ(k+1) dt
∣∣∣∣ = O( lnMNMμNμ ).
Naturally, the estimation given above is obtained with
the help of the density ϕ taken as an element of the Ho¨lder
spaceH(μ) [2]. Further, for the cases where σ = ν−1, ν+1
and ν, we obtain using again the condition ϕ ∈ H(μ) and
the condition of smoothness of . With this, we obtain the
following estimation:
| 1
π i
∫
tν tν+1
ϕ(t) − ϕ(t0)
t − t0 dt |
≤ A
M−1∑
κ=0
∫ sν(κ+1)
sνκ
| s − s0|μ−1ds = O(N−μ)
Numerical experiments
Using our approximation, we apply the algorithms to sin-
gular integrals, and we present results concerning the
accuracy of the calculations. In this numerical experi-
ments, Table 1 represents the exact principal value of the
singular integral, and Table 2 corresponds to the approxi-
mate calculation produced by our approximation at point
value interpolation.
Example 1. Consider the singular integral,
I = F(t0) = 1
π i
∫

ϕ(t)
t − t0 dt,
where the curve  designates the unit circle, and the func-
tion density ϕ is given by the following expression:
ϕ(t) = 1t − 2 .
Example 2. Consider the singular integral,
I = F(t0) = 1
π i
∫

ϕ(t)
t − t0 dt,
where the curve  designates the unit circle, and the func-
tion density ϕ is given by the following expression:
ϕ(t) = tt2 − 4
Conclusion
We remark for this approximation based on the trape-
zoidal technical convergence to the exact value of the
singular integrals given by the Cauchy principal value.
Also, these numerical calculations show that the accuracy
improves with increased number of subdivisions.
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