This paper proposes and analyzes a class of new weak Galerkin (WG) finite element methods for 2-and 3-dimensional linear elasticity problems. The methods use discontinuous piecewise-polynomial approximations of degrees k(≥ 0) for the stress, k + 1 for the displacement, and a continuous piecewise-polynomial approximation of degree k + 1 for the displacement trace on the inter-element boundaries, respectively. After the local elimination of unknowns defined in the interior of elements, the WG methods result in SPD systems where the unknowns are only the degrees of freedom describing the continuous trace approximation. We show that the proposed methods are robust in the sense that the derived a priori error estimates are optimal and uniform with respect to the Lamé constant λ. Numerical experiments confirm the theoretical results.
where λ > 0, µ > 0 are the Lamé coefficients, tr(σ) denotes the trace of σ, and I is the d × d identity matrix. f is the body force acting on Ω, n is the unit outward vector normal to Γ N , and g D and g N are the surface displacement on Γ D and the surface traction on Γ N , respectively. It is well-known [56] that conforming finite element methods of displacement types suffer from a performance deterioration, called Poisson-locking, as the material becomes incompressible or, equivalently, the Lamé constant λ tends to ∞.
When using a mixed finite element method based on Hellinger-Reissner variational principle to solve the model (1.1), the combination of stress and displacement approximation is required to satisfy two stability conditions, i.e. a coercivity condition and an inf-sup condition; see, e.g. [1, 2, 4, 3, 5, 6, 8, 13, 20, 26, 29, 30, 54, 55, 60] . These stability constraints usually lead to complicated construction of finite element combinations, in which the stress finite elements are of many degrees of freedom. In particular, when dealing with nearly incompressible materials, one needs some more-severe stability condition for the finite element combination so as to derive a uniformly stable mixed method which is free from Poisson-locking.
Due to the relaxation of function continuity, hybrid stress/strain finite element methods based on generalized variational principles [43, 45, 46, 44, 49, 51, 61, 64, 65] are a class of special mixed approaches that allow for piecewiseindependent approximation to the stress solution, and thus lead to symmetric and positive definite (SPD) discrete systems of nodal displacements after the local elimination of the stress unknowns defined in the interior of the elements. We refer to [7, 9, 10, 62, 37] for the stability and error estimation of some robust 4-node hybrid stress/strain quadrilateral/rectangular elements that hold uniformly with respect to the the Lamé constant λ.
The hybridizable discontinuous Galerkin (HDG) framework, proposed in [21] for second order elliptic problems, provides a unifying strategy for hybridization of finite element methods. In the HDG model, the constraint of function continuity on the inter-element boundaries is relaxed by introducing Lagrange multipliers defined on the the inter-element boundaries. Similar to the hybrid stress/strain finite element methods, by the local elimination of the unknowns defined in the interior of elements, the HDG method results in a SPD system where the unknowns are only the globally coupled degrees of freedom describing the introduced Lagrange multipliers. We refer to [22, 23, 34] for the analysis of several HDG methods for diffusion equations.
The first HDG method for linear elasticity was proposed in [52, 53] and analyzed in [27] , where strongly symmetric stresses and piecewise-polynomial approximations of degree k in all variables are used. The method converges optimally for the displacement and the antisymmetric part of the displacement gradient, but sub-optimally for the stress and the strain, i.e. the symmetric part of the displacement gradient, with 1/2-order loss of accuracy. In [48] an HDG method was presented based on a strong symmetric stress formulation, where the piecewise-polynomial approximations of degrees k(≥ 1), k + 1 and k are used for the stress, displacement and the numerical trace of the displacement, respectively. The method was shown to yield optimal convergence for both the displacement and stress approximations with the constants in the upper bounds of the errors depending on λ; In particular, a suboptimal convergence rate for the stress approximation was shown to hold uniformly with respective to λ. We refer to [25, 31, 42, 41] for several related HDG methods for linear elasticity, nonlinear elasticity and elasto-dynamics. We also refer to [24] for a local discontinuous Galerkin (LDG) method with strongly symmetric stresses for linear elasticity.
Closely related to the HDG framework is the weak Galerkin (WG) method developed in [57, 59] for second-order elliptic problems. The WG method is designed by using a weakly defined gradient operator over functions with discontinuity, and allows the use of totally discontinuous functions in the finite element procedure. Similar to the hybrid stress/strain and HDG methods, the WG scheme leads to a SPD system through the local elimination of unknowns defined in the interior of elements. We refer to [38, 40, 39, 15, 16, 17, 58] for applications of the WG method to some other partial differential equations, and refer to [19, 33, 36, 35] for fast solvers of WG methods.
In a very recent work [18] , we developed a class of WG methods with strong symmetric stresses for the model (1.1) on polygon or polyhedral meshes, where discontinuous piecewise-polynomial approximations of degrees k(≥ 1), k + 1 are used for the stress, the displacement, respectively, and discontinuous piecewisepolynomial approximation of degree k is used for the displacement trace on the inter-element boundaries. Optimal convergence rates for both the displacement and stress approximations are obtained which hold uniformly with respective to the Lamé constant λ. We note that the methods in [18] , as well as that in [48] , are not applicable to the lowest order case k = 0.
In this paper, we shall propose a class of new weak Galerkin method with strong symmetric stresses for the model (1.1) on polygon or polyhedral meshes. We use discontinuous piecewise-polynomial approximations of degrees k(≥ 0) for the stress, k +1 for the displacement, and a continuous piecewise-polynomial approximation of degree k + 1 for the displacement trace on the inter-element boundaries, respectively. Compared with the WG methods in [18] , the new methods have the following features.
• They adopts continuous approximation for the displacement trace, while the methods in [18] use discontinuous trace approximation.
• They allow the lowest order case k = 0.
• They yield optimal convergence rates for both the displacement and stress approximations which are uniformly with respective to the Lamé constant λ.
• After the local elimination of unknowns defined in the interior of elements, the unknowns of the resultant SPD systems of the new WG method are only the degrees of freedom describing the continuous piecewise-polynomial approximation of the displacement trace on the inter-element boundaries. Especially, the SPD systems is are of smaller sizes than the corresponding systems of the methods in [18] .
The rest of this paper is arranged as follows. In Section 2 we introduce notation and WG finite element schemes. Section 3 derives stability results of the methods. Sections 4 and 5 are devoted to the a priori error estimation for the displacement and stress approximations, respectively. Finally, Section 6 provides numerical results.
Throughout this paper, we use a b to denote a ≤ Cb, where C is a positive constant independent of the mesh parameters h, h T , h E and the Lamé coefficients λ and µ.
2 WG finite element scheme
Notations and preliminary results

For any bounded domain Λ
th -order Sobolev spaces on Λ, and · m,Λ , | · | m,Λ denote the norm and semi-norm on these spaces. We use (·, ·) m,Λ to denote the inner product of
We note that bold face fonts will be used for vector (or tensor) analogues of the Sobolev spaces along with vector-valued (or tensor-valued) functions. For an integer k ≥ 0, P k (Λ) denotes the set of all polynomials defined on Λ with degree not greater than k. In addition, we introduce the following two spaces:
Let T h = {T } be a shape regular partition (to be defined later) of the domain Ω consists of arbitrary polygons, such that each (open) boundary edge (or face) belongs either to Γ D , or to Γ N , and there should be at least two edges belong the interior of Γ S (S = D, N ) if Γ S = ∅. We note that T h can be a conforming partition or a nonconforming partition which allows hanging nodes.
For any T ∈ T h , we let h T be the infimum of the diameters of circles (or spheres) containing T and denote the mesh size h := max T ∈T h h T . An edge (or face) E on the boundary ∂T of T is called a proper edge (or face) if the endpoints (or vertexes) of the edge (or face) E are the nodes of T h and no other nodes of T h are on E. See Figure 2 .1 for example, EF , F H and HI are proper edges, while EH, F I and EI are not. Let E h = {E} be the union of all proper edges (faces) of T ∈ T h . We denote by h E the length of edge E if d = 2 and the infimum of the diameters of circles containing face E if d = 3. For all T ∈ T h and E ∈ E h , we denote by n T and n E the unit outward normal vectors along ∂T and E, respectively.
The partition T h is called shape regular in the sense that assumptions M1-M2 hold true.
• M1 (Star-shaped elements). There exists a positive constant θ * such that the following holds: for each element T ∈ T h , there exists a point M T ∈ T such that T is star-shaped with respect to every point in the circle (or sphere) of center M T and radius θ * h T . • M2 (Edges or faces). There exist a positive constant l * such that: every element T ∈ T h , the distance between any two vertexes (include the hang nodes) is ≥ l * h T .
When d = 2, for every T ∈ T h , we connect M T and T 's vertexes (including hang nodes) to get a set of triangles, w(T ); when d = 3, for every T, T ∈ T h and every face E ⊂ ∂T ∂T , we choose any vertex A on E and connect A to the rest of E's vertexes (including hang nodes) to get a set of triangles, v(E), then we connect M T and every v(E) (E ⊂ ∂T ) to get a set of tetrahedrons,
We note that T * h is shape regular due to M1 and M2. Let E * h be the union of all the edges (faces) of T * h . Notice that when d = 2, it holds E * h = E h . For any nonnegative integer j, define
The space P j (T * h ) is defined similarly. By using the inverse inequality and trace inequality on the shape regular simplex mesh T * h , it is easy to get the following inverse inequality and trace inequality on shape regular polygon mesh T h . Lemma 2.1. For all T ∈ T h and any given nonnegative integer j, the following inequalities hold true:
2)
be the chunkiness parameter of T , where T,max denotes the supremum of the radius of a sphere with respect to which T is star-shaped. Then, in view of M1, we have 2
γ T is independent of h T . Thus, by (Lemma 4.3.8, [14] ) we obtain the following conclusion. In Appendix A we construct a modified Scott-Zhang interpolation operator, I k+1 , and derive some properties. Lemma 2.3. For any integer k ≥ 0, there exists an interpolation operator
, such that the following properties hold:
where s, m are integers satisfying 1 ≤ m and 0 ≤ s ≤ m ≤ k + 2, and
Proof. The proofs of (2.5)-(2.7) are given in Appendix A, and the estimate (2.8) follows from (2.7) and Lemma 2.1.
Discrete weak gradient/divergence operators
We follow [40] to introduce the definitions of the discrete weak gradient/divergence operators. For T ∈ T h , denote by V(T ) a space of weak functions on T with
Let G(T ) ⊂ H(div, T ) be a local finite dimensional vector space. We define the discrete weak gradient operator ∇ w,G,T : V(T ) → G(T ) as follows.
(2.12)
Then we define the global discrete weak gradient operator ∇ w,G with
, we define the weak gradient ∇ w,r v as
Let W(T ) be a space of weak vector-valued functions on T with
and G(T ) ⊂ H 1 (T ) be a local finite dimensional space. We define the discrete weak divergence operator ∇ w,G,T · : W(T ) → G(T ) as follows.
(2.14)
Then we define the global discrete weak divergence operator ∇ w,G · with
New WG finite element schemes
For any T ∈ T h , E ∈ E h and any nonnegative integer 
16)
For simplicity we set
In the case of k + 1 < d, the following space is also required for stabilization:
Then the stabilized WG (new WG) finite element discretization of the elasticity model (1.1) is given in the following two cases:
hb ∂T h /∂Ω , (2.28) and the parameter α and β are taken as
Remark 2.1. We note that the stabilization term z h (·, ·; ·, ·) is the key to locking-free performance when k + 1 < d.
Remark 2.2. The WG methods in [18] are based on the following formulations
, and
In fact, by following the routine of analysis in [18] , the case of k = 0 for (2.31)-(2.32) also works ifŨg hb in this case is modified as
As a result, for the WG scheme (2.31)-(2.32) with k ≥ 0, the following error estimates hold true ( [18] ):
In addition, under the regularity assumption (5.2), it holds
To establish error estimates for the proposed WG schemes, we need the following approximation and stability results for the L 2 -projections Q 
Stability
We first show the following inf-sup stability condition holds for the bilinear form b h (·, ·).
Proof. The conclusion follows from the fact that w,
To derive stability conditions for the bilinear form a h (·, ·), we need the following lemma.
where
Proof. From Theorem B.3 in Appendix B we know that the Stokes elements that are stable in [
by applying the stable Stokes-elements (P k+1 /P dis k ) by [50, 47, 63 , ?] on the barycenter refined mesh of T * h , the desired estimate (3.2) follows directly.
If k + 1 < d, we shall make use of the MINI element P b 1 /P 1 on the mesh T * h with P b 1 = P 1 ⊕{bubbles}. Note that in this case we have k ≤ 1. From [32] , there exists an interpolation operator Q *
which completes the proof.
tr(τ )I denote its deviatoric tensor. Then we easily have the following identities:
In light of the relations (3.4)-(3.7) and Lemma 3.2, we can prove the following stability results. Theorem 3.3. For all σ hi , τ hi ∈ Σ hi , it holds the continuity condition
Moreover, it holds the coercivity condition
Proof. The inequality (3.8) follows from the identities (3.4)-(3.5) and the definition of a h (·, ·). For σ hi ∈ Σ hi satisfying (3.12), by Lemma 3.2 we obtain 13) where in the case of k + 1 < d we have used the relation [σ tr hb ]| E = 0 for any E ∈ E h /∂Ω and the shape-regularity of T h .
In view of (3.6), it holds
hb for all v hi ∈ X hi , by the above relation, Green's formula, the identity (3.7), (3.11) , and the definition of weak divergence, we get
Then, from (3.10) and Lemma 2.6 with m = 1 it follows
which, together with (3.13) and (3.4), yields the desired inequality (3.9).
A priori error estimates
This section is devoted to the error estimation for the modified WG schemes (2.21)-(2.22) and (2.23)-(2.24).
3)
T /2 with ∇ h denoting the broken gradient operator with respect to T h .
Proof. For any
d and τ ∈ H(div, T ), we use the definition of weak divergence, the orthogonality of Q 
This proves (4.2).
For v h = {v hi , v hb } ∈ U h , we apply integration by parts, the definitions of
As a result, the estimate (4.3) follows from Cauchy-Schwarz inequality and the inverse inequality.
hb , it holds the following error equations:
Proof. By the definitions of a h (·, ·), b h (·, ·), the property (4.2) and the relation Aσ − (u) = 0 in (1.1), we get 
which, together with (1.1), the relation σn, v hb ∂T h = σn, v hb Γ N and the definition of s h (·, ·), yields the relation (4.6).
Introduce the space of (infinitesimal) rigid motions on Ω:
where so(d) is the Lie algebra of anti-symmetric d × d matrices. The space RM (Ω) is precisely the kernel of the strain tensor. We recall the Piecewise Korn's inequality as follows.
Lemma 4.3.
[12] (Piecewise Korn's inequality) Let T h be a shape-regular decomposition of Ω, then for any
where Γ s is a measurable subset of ∂Ω with a positive d − 1-dimensional, and
By Lemma 4.3, we can prove the following lemma.
Lemma 4.4. For any
h , we apply Lemma 4.3, Cauchy-Schwarz in-equality to get
This completes the proof.
and, for k + 1 < d,
Proof. The estimates (4.15)-(4.16) follow from Cauchy-Schwarz inequality, the inverse inequality, Lemmas 2.3 and 2.6. Similarly, we have
where we have used the the fact h 2 ≤ h k+1 for h < 1 and k +1 < d with d = 2, 3. This completes the proof.
be the solution to the model (1.1), and let (σ hi , σ for k + 1 < d, and 
Then it holds 
which, together with (4.25), yields
hb , by the definitions of the discrete weak divergence and weak gradient, we have
which, together with (4.30), (4.25) , and (2.24), implies
On the other hand, from the commutativity property (4.1) and the fact ∇·σ = f in (1.1), it follows
which, together with (4.31), yields (4.26). By (4.30) and the boundary condition σn = g N on Γ N we easily get
i.e. (4.27) holds. The work left is to prove (4.28). When Γ N = ∅, we use the first relation in (1.1) to get Finally, we shall derive the following error estimates for the stress and displacement approximations.
be the solution to the model (1.1), and let (σ hi , σ
be the solutions to the WG schemes (2.21)-(2.22) and (2.23)-(2.24), respectively. Then it holds the following error estimates:
Proof. Let σ hb be the same as in (4.25) , and set
Recall from (4.21) that
Then, in view of (2.27), Lemma 2.3, and Lemma 2.6, we have 
which, together with (4.37), Lemma 4.6 and the approximation property of Q i k , yields the desired estimate (4.35) .
The thing left is to show (4.36) . From the relation (4.22) we have, for all 
As a result, the desired estimate (4.36) follows from Lemma 4.4, Lemma 4.6 and the triangle inequality.
L 2 error estimation for displacement approximation
In order to derive the L 2 error estimation for the displacement approximation u hi , we shall perform Aubin-Nitsche duality argument based on the following auxiliary problem:
Here ξ u hi is the same as in (4.21), i.e. ξ u hi = Q i k+1 u − u hi . In addition, we assume the following regularity estimate holds:
where E 0 (), E 1 () and E 2 () are defined in (4.7)-(4.9), and ξ Proof. Since the proofs of (5.3) and (5.4) follow from those of (5.5) and (5.6), respectively, we only prove (5.5)-(5.8).
From
and Lemma 2.6, it follows
i.e. (5.5) holds. Similarly, we have
i.e. (5.7) holds. In light of Lemma 4.6 and the approximation properties of Q i k , I 1 and I k+1 , we get
and
i.e. (5.6) and (5.8) hold.
We are now ready to show the L 2 -error estimation for the displacement approximation u hi .
be the solutions to the WG schemes (2.21)-(2.22) and (2.23)-(2.24), respectively. Then, under the regularity assumption (5.2), it holds
Proof. We only prove (5.11) for k + 1 < d, since the case of k + 1 ≥ d follows similarly. Similar to the proof of Lemma 4.2, from (5.1) we can easily obtain, for all τ hi ∈ Σ hi , τ 
which, together with Lemma 5.1 and the regularity (5.2), yields
As a result, the desired estimate follows from the triangle inequality and the approximation property of Q i k+1 .
Numerical examples
In this section, we provide several numerical examples to verify our theoretical results. All tests are programmed in C++ using the Eigen [28] library.
A 2D example
Let Ω = (0, 1) × (0, 1). We consider the homogeneous Dirichlet boundary condition, and the exact solution (u, σ) is of the following form:
where µ = 1 and λ = 1, 10 3 , 10 6 . Two types of meshes are used (cf. Figures  6.2-6.3 ). We can see that the methods yield optimal convergence rates that are uniformly with respect to the Lamé constant λ, as is conformable to the theoretical results.
For comparison we also list in Table 6 .1 some results computed by the WG scheme (2.31)-(2.32), denoted by WG*, with k = 0 (cf. Remark 2.2). We note that for a fixed k, the new method is of fewer degrees of freedom (DOF) than the corresponding WG* (after the local elimination). We refer to Table 6 .1(c) for the numbers of DOF for the two methods with k = 0. 
A 3D example
Let Ω = (0, 1) × (0, 1) × (0, 1) be subdivided into simplicial meshes (cf. Figure  6 .4). We consider the homogeneous Dirichlet boundary condition, and the exact solution (u, σ) is of the following form:
where µ = 0.5 and λ = 10 0 , 10 3 , 10 6 . Numerical results of the new WG methods with k = 0, 1 are listed in Table  6 .4. We can see that the methods yield uniformly optimal convergence rates, as is conformable to the theoretical results. 
which, together with (B.7), implies the desired conclusion.
