We nd a simple closed form expression for an e cient class of Quadrature Mirror Filters (QMFs) by exploiting the inherent symmetry of the QMF property. We derive a simple rule of thumb to calculate the maximum feasible frequency selectivity of the lter for a given number N of lter taps. We show that, for even n, the frequency selectivity of a 2n + 1 or 2n tap lter can be increased if and only if the number of taps is increased by at least 4. Most existing QMFs closely match the derived analytical expression as well as verify the results on frequency selectivity. We obtain FIR implementations of the aforementioned analytical expression by using the Remez allocation algorithm. We choose weighting functions that con ne the error to the intersection of the transition band and the stop band of the lter, as well as force the magnitude of the passband ripple to be much lower than that of the stopband ripple. We make such a choice in order to optimally satisfy the power complementarity condition as well as to attain high stop band attenuation. Our implementations match existing designs in performance.
1 Introduction and Statement of the Problem The mirror symmetry of the lters about ! = 2 illustrated in gure 2 is a direct consequence of the power complementarity condition (2). Note that the 3dB point of each lter's response is at ! = 2 .
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Since no FIR symmetric lter satis es power complementarity, other Perfect Reconstruction schemes have sacri ced either linear phase or power complementarity, and thus we divide them into two categories accordingly. The rst category consists of schemes such those proposed by Smith and Barnwell SI84, SI86] and Vaidyanathan et al VH88] that use FIR lters that are not linear phase. The second category consists of schemes such as those reported in ABMD90, VH88, VD89, NV89, VH90, VG89, RV91, ABMD90] that use FIR linear phase lters that give rise to a non-orthogonal wavelet expansion, because they do not satisfy power complementarity. Note that approximate power complementarity implies approximate orthonormality of the underlying wavelet basis.
It is not clear that the lters described above will necessarily outperform QMFs signi cantly. The reconstruction error of a typical QMF is low enough to be insigni cant when the input is quantized, especially with quantized images ASH87]. Hence, the possibly deleterious e ects of the loss of orthogonality may outweigh the slim advantage that theoretical perfect reconstruction provides. To quote Vaidyanathan and Hoang VH88] :
\For the linear phase case, perhaps the most judicious and practical scheme would be to use any of the techniques proposed over the last decade ( EG77, Joh80, GN84, JC84] ...) which do not insist on theoretical perfect reconstruction. These techniques are such that aliasing and phase distortion are completely eliminated (in spite of multiplier quantization) and amplitude distortion is minimized in a systematic fashion JC84, Joh80] . In applications where linearity of phase is important, these earlier techniques seem to be most promising."
3 An e cient class of QMFs
We derive a class of e cient QMFs which require the fewest taps for FIR implementation, for a given passband width (see Figure 3) . We let H p (!) = jH l (!)j 2
Then we can write an expression for a generic H p (!), which has zero attenuation in the pass band and in nite attenuation in the stop band, bearing in mind that the ultimate aim is to design a low pass lter.
H p (!) = 8 > < > :
1; if j!j < ! p f(!); if ! p < j!j < ? ! p 0; otherwise
We need only f(!) and ! p to de ne H p (!). f(!) has the same mirror symmetry as does H p (!). Let us try to establish a procedure that directly yields a suitable f(!) for the given ! p . Since H p (!)
is a low pass lter and should be as smooth as possible (to facilitate FIR implementation) we can place the following requirements on f(!): f 0 (! p ) = f 0 ( ? ! p ) = 0 Any linear phase FIR implementation of these lters will be an approximation of the ideal impulse response. For a given passband edge frequency ! p and permissible approximation error, the product lter with the fastest converging Fourier series will require the fewest taps and will thus yield a QMF which in turn requires the fewest taps.
Hence it is su cient to nd an H p (!) with a fast converging impulse response h p (n) in order to obtain an easy to implement QMF.
The optimal f(!)
We can show that f(!) such that f 0000 (!) = 0
yields an H p (!) which requires the fewest taps for FIR implementation, for a given maximum permissible mean square di erence between the ideal de nition (4) and its FIR approximation. This follows from an analysis of the rate of the convergence of the Fourier series of H p (!). Equation (3) implies that the corresponding QMF H l (!) will also require the fewest taps for FIR implementation. For the aforementioned class of f(!), the Fourier series expansion (23, 24) implies that, for non-trivial ! p , it is the rst term of order O(n ?3 ) that determines how fast the expansion converges.
Hence for this class of f(!), for small changes in f 0000 (!), we need only to study the change in f 00 ( ?! p ). Let us study the variation in f 00 ( ? ! p ) as we make small changes in f 0 (!). Let us change f 0 (!) slightly so that it becomes a Type 2 f(!). We can easily plot the corresponding changes in f 0000 (!) and . The signum lter has zero f 00 ( ?! p ), but has a high slope at ! = 2 . This high slope causes very slow convergence of the Fourier expansion. To make the convergence faster, we need to reduce the slope at ! = 2 . As we reduce the slope, f 00 ( ? ! p ) begins to increase. At rst, this increase is very slow. This implies that as long as the slope at ! = 2 is high, f 00 ( ? ! p ) has little in uence on the rate of convergence. All the gain in the rate of convergence is got by reducing the slope at ! = 2 . Since a slight increase in f 00 ( ? ! p ) actually speeds up the convergence at this extreme, increasing f 00 ( ? ! p ) is actually bene cial. Let us look at the other extreme, viz. the straight line transition band lter. The slope at ! = 2 is not very high but the f 00 ( ? ! p ) is arbitrarily large. The abrupt change of slope at ! = ! p introduces higher order terms in the Fourier series expansion. The slope at ! = 2 has much less in uence on the rate of convergence than the value of f 00 ( ?! p ). If we reduce f 00 ( ?! p ) slightly, we get a gain in the rate of convergence because the slope at ! = 2 does not become signi cantly steeper. So, from this extreme, decreasing f 00 ( ? ! p ) is bene cial.
It is clear now that we need to reconcile two con icting requirements:
1. The slope at ! = 2 should not be too high. 2. The value of f 00 ( ? ! p ) should not be too high. Hence, the best f(!) de nitely lies in the middle, where f 00 ( ? ! p ) is of moderate magnitude. We have shown that for such f(!), f 0 (!) is the best choice. We can also now see why this represents a maximum for rate of convergence and not a minimum.
The e cient class of QMFs
Recall that we need only f(!) and ! p to completely de ne the product lter H p (!). Now that we have established that the shape of f(!) is the same for all ! p , we can get a very simple expression for H p (!) which has only one variable parameter viz. ! p .
Let f(!) = f 0 (!) and let the corresponding F(W) be in the three step process described in section 2.1. Carrying out the three step process we obtain,
Let the aforementioned choice of f(!) be f opt (!). Then, using equation (10) 
The e cient class of QMFs H eff (!) is given by,
The impulse response H eff (z) is given by,
The function q f opt (!) can easily be expanded in a Taylor series in ! about ! = 2 . In practice, ve
Taylor series terms should su ce for a good approximation. We can then get approximate closed form expressions for the impulse response h eff (n) as well.
Comparison with existing designs: Analytical and Numerical results
We derive a simple rule of thumb to calculate the maximum feasible ! p for a given number N of lter taps, denoted by ! p;max (N) .
To nd out how well we can do with N = 2n + 1 taps, we need to look at the Fourier coe cients (h eff (k)) of order k > n. This is because a 2n + 1 tap FIR approximation is essentially a truncation of the Fourier series after the n th term, e.g., a 9 tap lter is equivalent to a truncation after the 4 th term (0; 1; 2; 3; 4). Such a truncation will yield a good approximation only if the higher order Fourier coe cients are negligible. We restrict our attention to the rst two of the Fourier coe cients of order k > n. We plot just the (n + 1) th and (n + 2) th Fourier coe cients (h eff (n)) versus the passband width ! p . It is reasonable to assume that as long as these two coe cients are negligibly low in magnitude, the N = 2n + 1 tap FIR approximation will be accurate, given of course that the coe cients of order k > n + 2 are also negligible. As ! p increases, these coe cients assume more and more signi cance because the frequency selectivity of the lter goes up. The increase in the magnitude of these coe cients is not monotonic but tends to go through a series of maxima and minima. We illustrate this in gure 11 in which we plot the fth and sixth coe cients versus the passband width ! p , to see how we do with 9 taps. For values of ! p that lie between the intersections of these plots with the ! p axis, the magnitudes of these coe cients are negligible. At such values, the FIR approximation will hence be accurate, if the magnitudes of the coe cients of order k > 6 are also negligible. This implies that the maximum feasible passband edge frequency ! p;max (N) lies between one of the closely spaced pairs of intersections of the plots with the ! p axis (See gure 11). Thus we only need to choose the pair of intersections which gives the highest value for the ! p;max (N). In this case N = 9. As shown, we reject the rst intersection pair because we get a value of ! p;max (9) that is less than what we could get with just ve taps. The second pair of intersections gives a value that improves upon the passband width of the ve tap lter. We stop at this pair because subsequent intersections are at values of ! p which are so high that the coe cients of order greater than 6 cease to be negligible. This turns out to be a recurring pattern. We can thus generalize this procedure for N = 2n+1 taps and say that the maximum feasible passband edge frequency ! p;max (N) will lie between the rst non-trivial intersection of the amplitude of the (n + 1) th coe cient with the ! p axis and that of the (n + 2) th coe cient with the ! p axis. We de ne a non-trivial intersection as an intersection ! int such that ! int is greater than the maximum feasible passband edge frequency for N ? 2 taps. i.e. ! int ! p;max (N ? 2)
In this region, both coe cients have a suitably low magnitude. Only the rst non-trivial intersections will yield correct values of ! p;max (N) because the magnitude of the higher order coe cients will not be negligible at subsequent intersections. An analogous formulation reaches the same conclusions for an even number of taps, where N = 2n.
The preceding arguments allow us to state our Rule of Thumb:
Rule of Thumb : The maximum feasible passband edge frequency ! p;max (N) lies between the rst non-trivial intersections of the (n + 1) th and the (n + 2) th coe cients with the ! p axis, and can be estimated from the plots, where N = 2n + 1 or N = 2n.
We illustrate the application of this rule of thumb in gure 11 in which we plot the fth and sixth coe cients to calculate ! p;max (9). Note that we choose the intersection of the two plots in the region of interest as the estimated value. Application of the rule of thumb shows that the convenient positioning of the intersections illustrated in gure 11 occurs only for every other pair n + 1 and n + 2 of coe cients. This is because the even and odd coe cient intersections with the ! p axis are \staggered" in such a way that only every other pair of consecutive coe cients has conveniently located intersections with the ! p axis. For instance, the intersections of the fourth and fth coe cients are spaced so wide apart that the higher order coe cients are no longer negligible at the estimated ! p;max (N) got from the rule of thumb. At the intersection of the fourth coe cient and the ! p axis, the fth coe cient is not negligible. Hence, the ! p;max (N) is unchanged, i.e. the seven tap lter is not able to improve upon the frequency selectivity of the ve tap lter in spite of the increased taps. An analogous argument holds for even tap implementation. We can sum up this result as follows: ! p;max (2n + 1) = ! p;max (2n + 3)
! p;max (2n) = ! p;max (2n + 2) (42) for even n. Equations (41) and (42) imply that for even n, the frequency selectivity of a 2n+1 or 2n tap lter can be improved if and only if the number of taps is increased by at least 4. Existing designs SA91, Sim88] verify these results. It is interesting to note that Pirani and Zingarelli PZ84] and Johnston Joh80] present even tap designs in increments of at least four taps in the manner predicted by our result, but do not give any reason for doing so.
One reason our simple strategy of considering the rst two higher order coe cients succeeds so well is that the function H eff (!) is \well behaved," so that when ! p increases, it is these two coe cients that rst assume signi cance. For instance, the fth higher order coe cient does not suddenly assume signi cance much before the second higher order coe cient does. If the function H eff (!) were not \nice,"
the conveniently placed intersections depicted in Figure 13 would not help, because the rst two higher order coe cients would no longer play a consistent role in the FIR approximation.
It is important to note that our rule of thumb yields ! p such that the best compromise is achieved between adherence to power complementarity and frequency selectivity. Hence equations (41) and (42) imply only that the ! p that achieves the best compromise is unchanged even if we increase the number of taps by two. They do not imply that the adherence to power complementarity, i.e. the reconstruction delity, is also unchanged. For the same value of ! p , increasing the taps by two will always improve the reconstruction delity.
Most existing QMFs closely match the analytical expression derived here when we substitute ! p = e ective ! p ! p;max (N), where ! p;max (N) is obtained, in radians, as described earlier and N is the number of taps. Recall that the ! p is the only variable parameter in the analytical expression. We illustrate this in gure 14 in which we compare Johnston's Joh80] 32 tap C lter with the analytical expression, with ! p = 1:32 ! p;max (32) = 1:31 .
Implementation (FIR Approximation)
Since there is no non-trivial FIR lter that exactly satis es the power complementarity condition, what we mean by \implementation" in this section, is in fact FIR approximation. Rectangular window implementations of the lters yield lters which are only marginally inferior to existing designs. We illustrate this in Figure 15 . Note that the 32 tap rectangular window implementation has sharper cut-o (steeper roll-o ) but has more ripple than Johnston's 32 tap C lter. The rectangular window technique is simple but it is highly susceptible to the Gibbs phenomenon i.e. it causes excessive ringing. Since we do have closed form expressions for the frequency response, we can use more sophisticated FIR implementation techniques like advanced windowing techniques or the Remez allocation algorithm RG75].
The power complementarity condition indicates that passband ripple is much less tolerable than stopband ripple, because any passband ripple in jH(!)j is aggravated in jH(!)j 2 while the stopband ripple actually reduces. We illustrate this in gure 16. Stopband ripple, though relatively tolerable, is still undesirable because it adversely a ects the frequency selectivity of the lter. The best strategy is therefore to let the region about the intersection of the transition band and the stop band absorb most of the error. In fact, existing QMFs also seem to end up con ning the bulk of the error to this region. See, for instance , the illustration of Johnston's 32 tap C lter. We try some weighting functions shaped accordingly, i.e. we place heavy weights on the passband and relatively light weights in the stop band, and implement the lters using the Remez allocation algorithm. We use the`remez' function of the Matlab package. Our input consists of a grid of the desired frequency response and a weight vector. The grid is ner in the transition band, while the passband and the stop band are just described in terms of their edges. This is because it is the transition band that is crucial to the maintenance of the power complementarity. We apply very light weights to the values around the intersection of the transition band and the stop band. This ensures a smooth transition devoid of Gibbs ringing. Furthermore, it turns out that we need to weight the response at ! = 2 very heavily to get the best adherence to the power complementarity. We have implemented 32, 16 and 9 tap lters respectively. We present the frequency response of the nine tap design at the end of this section. Our nine tap lter equals the nine tap lter of Simoncelli ASH87]. We illustrate this in Figures 17 and 18 . Note that the frequency responses of the two lters are practically indistinguishable. It is only in the logarithmic domain that some di erences can be seen. We compare the allpass characteristic of Simoncelli's 9 tap lter with that of our 9 tap lter in Figure 19 . We carry out a two dimensional separable subband decomposition and synthesis with our 9 tap lter on some common 256x256 images and get consistently better reconstruction delity than does Simoncelli's lter. We compare reconstruction errors obtained from our 9 tap design with those obtained from Simoncelli's design in Table 2 . Note that the reconstruction delity su ers as the number of stages in the pyramid is increased, but with three stages, the SNR is still very high (65 dB at least). Our 16 and 32 tap implementations are only slightly inferior to existing designs. This is because we have chosen a relatively sparse input grid. The main purpose of these implementations is to show that our formula for the e cient class of lters does in fact yield good lters in practice. Note that the weighting strategy makes the choice of f(!) almost irrelevant, since all f(!) that satisfy power complementarity have the same value viz. 1 2 , at ! = 2 which is the only transition band value that is weighted heavily i.e. ensured. However, the nal FIR approximations have frequency responses that closely match the analytical formula. For instance, if f(!) is chosen to be a straight line from ! p to ? ! p , there is a high mismatch between the formula and the practical lter characteristic. If we use a shape di erent from our \e cient" formula for f(!), the precision of the results from the rule of thumb goes down. The intersections will be wider spaced and hence will give a wider range for feasible maximum ! p . Furthermore, we will not have a general analytical framework for QMFs on account of the severe mismatch mentioned earlier. In subsequent work, we have made use of the analytical formula to derive useful results on information theoretic performance as well as on the associated wavelet basis Div93], DP95]. As mentioned earlier, our nine tap lter equals the nine tap lter of Simoncelli's lter in performance. We can also equal other higher order implementations (such as 16 and 32 tap), by using ner grids. Our approach o ers some advantages viz.
Flexibility. Our approach, unlike other approaches, allows modi cation of the design. Modi cation of the design might be required in some cases e.g. when we can tolerate relatively low reconstruction delity but need to minimize computational expense and need to maximize frequency selectivity. Ease of implementation. We have used a widely available software package (Matlab). With the grid sizes that we used, i.e. ten samples in the transition band, the computational time is low. Better Insight.
Since we work with a simple analytical formula and with a set of simple rules, we are able to get a better insight into the design. This in turn provides the exibility we mentioned earlier. We present the tap values for 9, 16 and 32 tap lters in Table 1. 6 Recapitulation Let us sum up this paper. We reviewed QMF design techniques and found that none of the existing designs has yielded a simple and general analytical framework. We brie y looked at other perfect reconstruction techniques in order to motivate the study of power complementary QMFs. We derived a class of e cient QMFs which require the fewest taps for FIR implementation, for a given passband width. We did so by exploiting the inherent symmetry of the QMF property. We derived a simple rule of thumb to calculate the maximum feasible frequency selectivity of the lter for a given number N of lter taps. We showed that, for even n, the frequency selectivity of a 2n + 1 or 2n tap lter can be increased if and only if the number of taps is increased by at least 4. Most existing QMFs closely match the derived analytical expression as well as verify the results on frequency selectivity. We developed a new Remez allocation based algorithm for FIR implementation of the e cient class. Our implementations match existing designs in performance.
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Appendix

Fourier Series of H p (!)
Though the expressions for the frequency responses are di erent, the even continuation expansion will converge fast if and only if the odd continuation half range expansion converges fast. Therefore, we can restrict our attention to the even continuation expansion without any loss of generality.
Recall the de nition of H p (!):
Let us write down the implications of the symmetry of H p (!) (see Figure 3 ). 1. The even symmetry about ! = 0 implies that we have a cosine series.
2. The mirror symmetry about ! = 2 implies that the zero frequency term T 0 = 1 2 and thus we can write:
3. The mirror symmetry about ! = 2 implies that the even coe cients T(n = 2 k) will be zero. Hence, in the analysis that follows, we will assume odd n. Now we are ready to calculate T(n).
Integrating by parts we get:
By de nition f(! p ) = 1 and f( ? ! p ) = 0 and hence: 
