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Level correspondence of K-theoretic I-function in Grassmann
duality
Hai Dong and Yaoxiong Wen
Abstract
In this paper, we prove a class of nontrivial q-Pochhammer symbol identities with extra
parameters by iterated residue method. Then we use these identities to find relations of the
quasi-map K-theoretical I-functions with level structure between Grassmannian and its dual
Grassmannian. Here we find an interval of levels within which two I-functions are the same,
and on the boundary of that interval, two I-functions are intertwining with each other. We call
this phenomenon level correspondence in Grassmann duality.
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1 Introduction
The quantum K-theory was introduced by Givental [2] and Y.P. Lee [3] decades ago. Recently,
Givental shows that q-hypergeometric solutions represent K-theoretic Gromov-Witten invariants
in the toric case [4] and Ruan-Zhang [10] introduce the level structures and there is a serendipitous
discovery that some special toric spaces with certain level structures result in Mock theta functions.
Nevertheless, beyond the toric case, much less is known.
The recent explosion of study of the quantumK-theory was from a fundamental relation between
3d supersymmetric gauge theories and quantum K-theory of so called Higgs branch discovered by
the works of Nekrasov [13] and Nekrasov and Shatashvili [11] [12], amongst many others. For the
concrete case of massless theories with a non-trivial UV-IR flow, Hans Jockers and Peter Mayr [18]
show a 3d gauge theory/quantum K-theory correspondence, connecting the BPS partition functions
of specific N “ 2 supersymmetric gauge theories to Givental’s permutation equivariant K-theory.
Besides, Hans Jockers, Peter Mayr, Urmi Ninad, Alexander Tabler [14] and Kazushi Ueda, Yutaka
Yoshida [17] establish the correspondence between 3d gauge theory and the quantum K-ring and
I-function of Gr(r,n) independently. Now, it is well-understood that the level structures introduced
by Ruan-Zhang [10] are the key new feature for so called 3d N “ 2 theory (Chern-Simons term).
One of key feature of gauge theory is Seiberg-duality which has been studied in 2d by Giulio
Bonelli, Antonio Sciarappa, Alessandro Tanzini, Petr Vasko [19] and the first author. As far as
authors’ knowledge, very little is known in 3d N “ 2 case. The results of this article hopefully will
contribute some clarity. The simplest example is Grassmannian Grpr, V q versus dual Grassmannian
Grpn´r, V ˚q. However, it is unknown how to match the level structure. Without misunderstanding,
we will use Grpr, nq and Grpn ´ r, nq to denote Grassmannian and its dual respectively. They are
geometrically isomorphic. However, they encode very different combinatorial data. A long-standing
problem is to match their combinatorial data directly. For example, the presentations ofK-theoretic
I-functions depend on their gauge theory representation/combinatorial data, and it is tough to see
why the I-function of Grassmannian equals the I-function of dual Grassmannian. In this paper, we
give the explicit formula of K-theoretic I-function of Grassmannian with level structure by using
abelian/non-abelian correspondence [8] as follows
I
Grpr,nq,Er,l
T,d “
ÿ
d1`d2`¨¨¨`dr“d
Qd
rź
i,j“1
śdi´dj
k“´8p1´ qkLiL´1j qś
0
k“´8p1´ qkLiL´1j q
rź
i“1
pLdii q
dipdi´1q
2 qlśdi
k“1
śn
m“1p1´ qkLiΛ´1m q
and
I
Grpn´r,nq,En´r,l
T,d “
ÿ
d1`d2`¨¨¨`dn´r“d
Qd
n´rź
i,j“1
śdi´dj
k“´8p1´ qkL˜iL˜´1j qś
0
k“´8p1´ qkL˜iL˜´1j q
n´rź
i“1
pL˜dii q
dipdi´1q
2 qlśdi
k“1
śn
m“1p1´ qkL˜iΛmq
We want to remark here that the isomorphism between Grassmannian and its dual would imply
the equivalence of J-function when level l is 0. In fact, I-function is known to be different from
J-function with negative levels.
In this paper, we use Proposition 1.1 to show the relations of the equivariant I-function between
Grassmannian Grpr, nq and that of dual Grassmannian Grpn ´ r, nq with level structures, here
we find an interval of levels within which two I-functions with levels are the same, and on the
boundary of that interval, two I-functions with levels are intertwining with each other. We call this
phenomenon level correspondence in Grassmann duality. The existence of certain interval of level is
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very mysterious to us. We hope that our result will give some hint how to formulate Seiberg-duality
for a general target.
Theorem 1.1 (Level Correspondence) For Grassmannian Grpr, nq and its dual Grassmannian
Grpn´ r, nq with standard T “ pC˚qn tours action , let Er, En´r be the standard representation of
GLpr,Cq and GLpn´ r,Cq, respectively. Consider the following equivariant I-function
I
Grpr,nq,Er,l
T “1`
8ÿ
d“1
I
Grpr,nq,Er,l
T,d Q
d
I
Grpn´r,nq,E_n´r,´l
T “1`
8ÿ
d“1
I
Grpn´r,nq,E_n´r,´l
T,d Q
d
Then we have following relations between I
Grpr,nq,Er,l
T,d and I
Grpn´r,nq,E_n´r,´l
T in K
loc
T pGrpr, nqq b
Cpqq – K locT pGrpn´ r, nqq b Cpqq:
• For 1´ r ď l ď n´ r ´ 1, we have
I
Grpr,nq,Er,l
T,d “ I
Grpn´r,nq,E_n´r,´l
T,d
• For l “ n´ r, we have
I
Grpr,nq,Er,l
T,d “
dÿ
s“0
Cspn´ r, dqIGrpn´r,nq,E
_
n´r ,´l
T,d´s
where Cspk, dq is defined as
Cspk, dq “ p´1q
ks
pq; qqsqspd´s`kq
`Źtop
Sn´r
˘s
and Sn´r is the tautological bundle of Grpn´ r, nq
• For l “ ´r, we have
I
Grpn´r,nq,E_n´r,´l
T,d “
dÿ
s“0
Dspr, dqIGrpr,nq,Er ,lT,d´s
Dspr, dq “ p´1q
rs
pq; qqsqspd´sq
`Źtop
Sr
˘s
and Sr is the tautological bundle of Grpr, nq
here we use q-Pochhammer symbol notation:
pa; qqd :“
$&
%
p1´ aqp1´ qaq ¨ ¨ ¨ p1´ qd´1aq d ą 0
1 d “ 0
1
p1´q´1aq¨¨¨p1´q´daq
d ă 0
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A key step in our proof is the following series of non-trivial q-Pochhammer symbol identities
which are of independent interest.
Suppose that r, n, d P Zą0, l P Z and 0 ă r ă n. Let rns be the set of elements t1, . . . , nu, I Ĺ rns
be a r-element subset of rns, IA be the complementary set of I in rns and ~dI be |I|-tuple of non
negative integers. We denote
ř
iPI di as
ˇˇˇ
~dI
ˇˇˇ
and denote xi{xj as xij for simplicity.
Proposition 1.1 For variables x1, ¨ ¨ ¨ , xn, we define the following two expressions involving q-
Pochhammer symbols
Ad p~x, I, lq “
ÿ
|~dI |“d
´ś
iPI x
di
i q
dipdi´1q
2
¯l
ś
i,jPI
`
qdij`1xij ; q
˘
dj
ś
iPI
ś
jPIApqxij ; qqdi
(1)
Bd p~x, I, lq “
ÿ
|~dI |“d
´ś
iPI x
´di
i q
dipdi`1q
2
¯l
ś
i,jPI
`
qdij`1xji; q
˘
dj
ś
iPI
ś
jPIApqxji; qqdi
(2)
If l satisfies the condition
1´ |I| ď l ď n´ |I| ´ 1 (3)
we have the following identites
Ad p~x, I, lq “ Bd
`
~x, IA,´l˘
This paper is arranged as follows. In subsection 2.1 , we prove Proposition 1.1 by constructing
a rational function (6) and then using iterated residue method which is useful in Nekrosov partition
function [15]. In the following subsection 2.2, we provide two explicit examples to explain the proof
and also provide a non-trivial identity by using Proposition 1.1. In subsection 2.3, we expand the
restriction to the boundary, i.e. l “ ´|I| and l “ n´ |I|. In section 3, we first revisit K-theoretic
quasi-map theory in which we review some basic definitions and theorems, especially, the formula
of equivariant I-function of Grassmannian Grpr, nq, finally in subsection 3.2, we apply Proposition
1.1 to obtain the level correspondence of I-function in Grassmann duality.
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2 The class of q-Pochhammer symbol identities
2.1 The proof of identities
Now we prove this proposition for one case I “ t1, ¨ ¨ ¨ , ru by constructing the following symmetric
complex rational function fpw1, ¨ ¨ ¨ , wdq with parameters q and x1, ¨ ¨ ¨ , xn, we made following
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assumptions of parameters
|q| ă 1
xix
´1
j ‰ qk @i ‰ j P rns,@k P Z (4)
furthermore there exists some ρ ą 0 such that
max
iPrns
|xi| ă ρ ă min
iPrns
|q|´1|xi| (5)
where rns :“ t1, ¨ ¨ ¨ , nu and general situations follow from analytic continuation. Let fpw1, ¨ ¨ ¨ , wdq
be as follows
fpw1, ¨ ¨ ¨ , wdq “ 1p1´ qqdd!
dź
i‰j
wi ´ wj
wi ´ qwj
dź
i“1
wl´1iśr
j“1p1´ xj{wiq
śn
j“r`1p1´ qwi{xjq
(6)
“ gpw1, ¨ ¨ ¨ , wdq
dź
i“1
˜ź
uPU
wi ´ q´1u
wi ´ u
ź
iăj
pwi ´ wjq2
pwi ´ qwjqpqwi ´ wjq
¸
(7)
where U is a set of complex numbers all contained in open disk |w| ă ρ, at the moment U “
tx1, ¨ ¨ ¨ , xru and g is a symmetric function of the form
gp~wq “ 1p1´ qqdd!
dź
i“1
wl`r´1iśr
j“1pwi ´ q´1xjq
śn
j“r`1p1´ qwi{xjq
from condition (5) and the restriction of l we know g is analytical in the polydiscs tpw1, ¨ ¨ ¨ , wnq :
|wi| ď ρ,@i P rnsu and g can only have possible zeros for some wj “ 0.
We conside the following integration
Ed :“
ż
Cρ
dwd
2π
?´1 . . .
ż
Cρ
dw1
2π
?´1fpw1, ¨ ¨ ¨ , wdq (8)
where the integration contour Cρ for each variable wi is the circle centered at origin with radius
ρ and takes counter-clockwise direction. The condition (5) ensures that there isn’t a pole on the
integration contour. By Fubini’s theorem, we could permute the order of integration variables and
fpw1, ¨ ¨ ¨ , wdq is a symmetric function, we can change pw1, ¨ ¨ ¨ , wdq to other order.
In order to get explicit expression of Ed, we take take the residues in each variable consecutively
inside the integration contour, suppose we have the following evaluating sequence for some S1 ď d
by induction,
wˆ1 “ qw2, wˆ2 “ qw3, ¨ ¨ ¨ , wˆS1´1 “ qwS1
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which are all simple poles inside |w| ă ρ, then we have
Res
wˆS1´1“qwS1
¨ ¨ ¨ Res
wˆ2“qw3
Res
wˆ1“qw2
f
“
dź
i“S1`1
˜ź
uPU
wi ´ q´1u
wi ´ u
ź
iăj
pwi ´ wjq2
pwi ´ qwjqpqwi ´ wjq
¸
¨ wS1´1S1
S1´1ź
k“0
ź
uPU
qkwS1 ´ q´1u
qkwS1 ´ u
¨
ź
S1ăj
pwS1 ´ wjqpqS1´1wS1 ´wjq
pwS1 ´ qwjqpqS1wS1 ´ wjq
¨ pq ´ 1q
S1
qS1 ´ 1 q
´pS1´1qpd´S1qgpqS1´1wS1 , qS1´2wS1 , ¨ ¨ ¨ , wS1 , wS1`1, ¨ ¨ ¨ , wdq (9)
now integrating variable wS1 , we pick up pole at wˆS1 “ q´k1u1 for some 0 ď k1 ă S1 and u1 P U “
tx1, ¨ ¨ ¨ , xru. Due to the condition (5), |wˆS1 | ă ρ implies that k1 “ 0. Evaluating at wˆS1 “ u1, we
get
Res
wˆS1“u1
Res
wˆS1´1“qwS1
¨ ¨ ¨ Res
wˆ2“qw3
Res
wˆ1“qw2
f
“
dź
i“S1`1
¨
˝wi ´ qS1´1u1
wi ´ qS1u1
ź
uPUztu1u
wi ´ q´1u
wi ´ u
ź
iăj
pwi ´ wjq2
pwi ´ qwjqpqwi ´ wjq
˛
‚
¨ uS1
1
S1´1ź
k“0
ź
uPUztu1u
qku1 ´ q´1u
qku1 ´ u ¨ pq ´ 1q
S1qS1pS1´1´dq
¨ gpqS1´1u1, qS1´2u1, ¨ ¨ ¨ , qu1, u1, wS1`1, ¨ ¨ ¨ , wdq (10)
“g˜pwS1`1, ¨ ¨ ¨ , wdq
dź
i“S1`1
¨
˝ź
uPU˜
wi ´ q´1u
wi ´ u
ź
iăj
pwi ´ wjq2
pwi ´ qwjqpqwi ´ wjq
˛
‚ (11)
where
U˜ “Uztu1u Y tqS1u1u (12)
all elements of U˜ are still all in the open disk |w| ă ρ, and
g˜pwS1`1, ¨ ¨ ¨ , wdq “uS11
S1´1ź
k“0
ź
uPUztu1u
qku1 ´ q´1u
qku1 ´ u ¨ pq ´ 1q
S1qS1pS1´1´dq
¨ gpqS1´1u1, qS1´2u1, ¨ ¨ ¨ , qu1, u1, wS1`1, ¨ ¨ ¨ , wdq (13)
so we just write f˜ :“ Res
wˆS1“u
Res
wˆS1´1“qwS1
¨ ¨ ¨ Res
wˆ2“qw3
Res
wˆ1“qw2
f into the same pattern as in the original
form (7). One could check that setting S1 “ 1 in equation (10) is valid.
If one takes the following evaluation sequence of simple poles by induction
wˆ1 “ u1, wˆ2 “ qu1, ¨ ¨ ¨ , wˆS1´1 “ qS1´2u1, wˆS1 “ qS1´1u1 (14)
6
we get
Res
wˆS1“q
S1´1u1
¨ ¨ ¨ Res
wˆ2“qu1
Res
wˆ1“u1
f “
dź
S1ăi
¨
˝wi ´ qS1´1u1
wi ´ qS1u1
ź
uPUztu1u
wi ´ q´1u
wi ´ u
ź
iăj
pwi ´ wjq2
pwi ´ qwjqpqwi ´wjq
˛
‚
¨ uS1
1
S1´1ź
k“0
ź
uPUztu1u
qku1 ´ q´1u
qku1 ´ u ¨ pq ´ 1q
S1qS1pS1´1´dqgpu1, qu1, ¨ ¨ ¨ , qS1´1wS1 , wS1`1, ¨ ¨ ¨wdq (15)
which agrees with the equation (10), since g is a symmetric function. That is to say, we get the
same results from two different evaluation sequences
Res
wˆS1“q
S1´1u1
¨ ¨ ¨ Res
wˆ2“qu1
Res
wˆ1“u1
f “ Res
wˆS1“u1
Res
wˆS1´1“qwS1
¨ ¨ ¨ Res
wˆ2“qw3
Res
wˆ1“qw2
f (16)
As the evaluation process for sequence (9), we now picking up residues of f˜ in the following
sequence
wˆS1`1 “ qwS1`2 wˆS1`2 “ qwS1`3 ¨ ¨ ¨ wˆS1`S2´1 “ qwS1`S2 (17)
Suppose wˆS1`S2 “ u2, we have two cases here, i.e. u2 ‰ qS1u1 or u2 “ qS1u1. By a little bit of
computation, we obtain
Case 1: u2 ‰ qS1u1,
Res
wˆS1`S2“u2
Res
wˆS1`S2´1“qwS1`S2
¨ ¨ ¨ Res
wˆS1`2“qwS1`3
Res
wˆS1`1“qwS1`2
Res
wˆS1“u1
Res
wˆS1´1“qwS1
¨ ¨ ¨ Res
wˆ2“qw3
Res
wˆ1“qw2
f
“ Res
wˆS1`S2“u1
Res
wˆS1`S2´1“qwS1`S2
¨ ¨ ¨ Res
wˆS2`2“qwS2`3
Res
wˆS2`1“qwS2`2
Res
wˆS2“u2
Res
wˆS2´1“qwS2
¨ ¨ ¨ Res
wˆ2“qw3
Res
wˆ1“qw2
f
(18)
Case 2: u2 “ qS1u1,
Res
wˆS1`S2“q
S1u1
Res
wˆS1`S2´1“qwS1`S2
¨ ¨ ¨ Res
wˆS1`2“qwS1`3
Res
wˆS1`1“qwS1`2
Res
wˆS1“u1
Res
wˆS1´1“qwS1
¨ ¨ ¨ Res
wˆ2“qw3
Res
wˆ1“qw2
f
“ Res
wˆS1`S2“q
S1`S2´1u1
Res
wˆS1`S2´1“q
S1`S2´2u1
¨ ¨ ¨ Res
wˆS1`2“q
S1`1u1
Res
wˆS1`1“q
S1u1
Res
wˆS1“q
S1´1u
¨ ¨ ¨ Res
wˆ2“qu1
Res
wˆ1“u1
f
(19)
To summarize all above, we can repeat using above arguments to integrating all variables for
the integrand of the form as in (7) with one variable less each time.
When there is only one variable left
fpwq “ gpwq
ź
uPU
w ´ q´1u
w ´ u (20)
we still update the set U to Uztuu Y tquu after choosing pole at wˆ “ u P U . Using same argument
to get (18) and (19), after picking up poles for all wi, i P rds, the results only depends on the final
set U , and final set U must be of the form
tqd1x1, ¨ ¨ ¨ , qdrxru (21)
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where d1`¨ ¨ ¨`dr “ d, which means for each sequence, the final result can be indexed by a r-tuple
partition of d.
Suppose there is a sequence with final set tqd1x1, ¨ ¨ ¨ , qdrxru, then we can compute the result
by following sequence
pwˆ1, ¨ ¨ ¨ , wˆdq “ px1, qx1 ¨ ¨ ¨ , qd1´1x1, x2 ¨ ¨ ¨ , xr, ¨ ¨ ¨ qxr, qdr´1xrq (22)
and note that we can actually do permutation on the left side, so for each partition |~d| “ d, we
have d! possible evaluation sequences.
In all we get following lemma to compute Ed.
Lemma 2.1 We can write E as
Ed “
ÿ
|~d|“d
d!E~d (23)
where
E~d “ limwdÑwˆd ¨ ¨ ¨ limw1Ñwˆ1
˜
nź
i“1
pwi ´ wˆiqfp~wq
¸
(24)
here
pwˆ1, . . . , wˆdq “ px1, qx1, . . . , qd1´1x1, x2, qx2, . . . , qd2´1x2, . . . , xr, . . . , qdr´1xrq
and the order to take limit is from w1 to wd.
We now evaluate one specific configuration of these simple pole residues for given ~d by changing
of variables:
wini “ xiqni´1zini i “ 1, . . . , r ni “ 1, . . . , di
Notations: From now on, we would frequently use the following notations
xij :“ xi{xj nij :“ ni ´ nj (25)
so
fp~wq “ 1p1´ qqdd!śi,ni zini ¨
rź
i“1
diź
ni‰nj
1´ qnijzini{zinj
1´ qnij`1zini{zinj
ˆ
rź
i,j“1|i‰j
diź
ni“1
djź
nj“1
1´ qnijzini{zjnjxij
1´ qnij`1zini{zjnjxij
ˆ
śr
i
śdi
ni“1
pxiqni´1ziniql´1śr
i,j“1|i‰j
śdi
ni“1
p1´ xjiq1´ni{ziniq
¨ 1śr
i“1
śdi
ni“1
p1´ q1´ni{ziniq
¨ 1śr
i“1
śn
j“r`1
śdi
ni“1
p1´ xijqniziniq
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now obtain grid of the simple pole terms and evaluate the function with zi “ 1, note that
lim
zi
di
Ñ1
¨ ¨ ¨ lim
zi
1
Ñ1
¨
˝ diź
ni“1
pzini ´ 1q ¨
1`
1´ pzi
1
q´1˘ `1´ zi
1
{zi
2
˘
. . .
´
1´ zidi´1{zidi
¯
zi
1
¨ ¨ ¨ zidi
˛
‚“ 1
where the order to take limits is from zi
1
to zidi . So this specific configuration of residues is
E~d “
1
p1´ qqdd! ¨
rź
i“1
¨
˝ diź
ni‰nj |nij‰´1
1´ qnij
1´ qnij`1 ¨
diź
ni“2
1´ q´1
1´ q1´ni
˛
‚¨
ˆ
rź
i,j“1|i‰j
diź
ni“1
djź
nj“1
1´ qnijxij
1´ qnij`1xij
ˆ
śr
i
śdi
ni“1
pxiqni´1qlśr
i,j“1|i‰j
śdi
ni“1
p1´ xjiq1´niq
¨ 1śr
i“1
śn
j“r`1
śdi
ni“1
p1´ xijqniq
(26)
and factors in E~d only with xij with i “ 1, . . . , r and j “ r ` 1, . . . , n are
E1~d :“
1śr
i“1
śn
j“r`1
śdi
ni“1
p1´ xijqniq
“ 1śr
i“1
śn
j“r`1pqxij ; qqdi
the factors in E~d not containing any xij are
E2~d
:“ 1p1´ qqd ¨
rź
i“1
¨
˝ diź
ni‰nj |nij‰´1
1´ qnij
1´ qnij`1 ¨
diź
ni“2
1´ q´1
1´ q1´ni
˛
‚
Define Pd as
Pd :“
$’&
’%
dź
i‰j|i´j‰´1
1´ qi´j
1´ qi´j`1 ¨
diź
i“2
1´ q´1
1´ q1´i d ą 1
1 d “ 0, 1
by simple induction, we obtain
Pd
p1´ qqd “
1
pq; qqd d ě 0
and
E2~d “
rź
i“1
Pdi
p1´ qqdi “
rź
i“1
1
pq; qqdi
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Factors left in (26) are
E3~d :“
¨
˝ rź
i,j“1|i‰j
diź
ni“1
djź
nj“1
1´ qnijxij
1´ qnij`1xij
˛
‚ śri“1śdini“1pxiqni´1qlśr
i,j“1|i‰j
śdi
ni“1
p1´ xjiq1´niq
“
rź
i‰j
djź
nj“1
˜˜
diź
ni“1
1´ qnijxij
1´ qnij`1xij
¸
¨ 1
1´ xijq1´nj
¸
¨
rź
i“1
xldii q
ldipdi´1q
2
“
rź
i‰j
djź
nj“1
1
1´ qdi´nj`1xij
¨
rź
i“1
xldii q
ldipdi´1q
2
“
rź
i“1
xldii q
ldipdi´1q
2 ¨
rź
i‰j
1
pqdij`1; qqdj
where we swap indices i and j in factor p1 ´ xjiq1´niq. Note that pqdij`1xij , qqdj “ pq; qqdi when
i “ j. In all, we have
d!E~d “ d!E1~dE
2
~d
E3~d
“
śr
i“1 x
ldi
i q
ldipdi´1q
2śr
i,j“1pqdij`1xij; qqdj
śr
i“r
śn
j“r`1pqxij ; qqdi
comparing d!E~d with definition of Adp~x, I, lq in (1), we have
The above equations prove that the summand in (23) corresponding to given ~d equals to one
summand in Ad p~x, I, lq, thus, we have
Ad p~x, I, lq “
ÿ
|~d|“d
d!E~d “ Ed
where I “ t1, 2, ¨ ¨ ¨ , ru.
On the other hand, we consider the integration
Fd :“
ż
C1ρ
dwid
2π
?´1 . . .
ż
C1ρ
dwi1
2π
?´1fpwi1 , ¨ ¨ ¨ , widq (27)
where the integration contour for each variable wi is still |wi| “ ρ, but, with clockwise direction.
By definition, we can compute this integration by taking iterated residues outside w “ ρ. The
difference of degree of denominator and that of numerator for each variable wi is n´ l` 1´ r ě 2
which is guaranteed by condition (3), so residue for each variable at infinity is 0.
The iterated residues in this case are similar to the previous counter-clockwise direction. Similar
arguments as (2.1) shows
Fd “
ÿ
|~d1|“d
d!F~d1
where
F~d1 “ limwdÑwˆd ¨ ¨ ¨ limw1Ñwˆ1
˜
nź
i“1
pwi ´ wˆiqfp~wq
¸
10
here
twˆ1, . . . , wˆdu “
!
xr`1q
´1, xr`1q
´2, . . . , xr`1q
´dr`1 , . . . , xnq
´1, xnq
´2, . . . , xnq
´dn
)
and the order to take limit is from w1 to wd.
For a given partition ~d1 “ pdr`1, ¨ ¨ ¨ , dnq, we compute E1~d by doing the following change of
variables
wini “ xiq´nizini i “ r ` 1, . . . , n ni “ 1, . . . , di
fp~wq “ 1p1´ qqdd!śi,ni zini ¨
nź
i“r`1
diź
ni‰nj
1´ qnjizini{zinj
1´ qnji`1zini{zinj
ˆ
nź
i,j“r`1|i‰j
diź
ni“1
djź
nj“1
1´ qnjizini{zjnjxij
1´ qnji`1zini{zjnjxij
ˆ
śn
i“r`1
śdi
ni“1
pxiq´niziniql´1śn
i,j“r`1|i‰j
śdi
ni“1
p1´ xijq1´niziniq
¨ 1śn
i“r`1
śdi
ni“1
p1´ q1´niziniq
¨ 1śn
i“r`1
śr
j“1
śdi
ni“1
p1´ xjiqni{ziniq
note that
lim
zi
di
Ñ1
¨ ¨ ¨ lim
zi
1
Ñ1
¨
˝ diź
ni“1
pzini ´ 1q ¨
1`
1´ zi
1
˘ `
1´ zi
2
{zi
1
˘
. . .
´
1´ zidi{zidi´1
¯
zi
1
¨ ¨ ¨ zidi
˛
‚“ p´1qdi
where the order to take limits is from zi
1
to zidi . So the residues for one specific configuration of
residues of type ~d1 is
F~d1 “
p´1qd
p1´ qqdd! ¨
nź
i“r`1
¨
˝ diź
ni‰nj |nji‰´1
1´ qnji
1´ qnji`1 ¨
diź
ni“2
1´ q´1
1´ q1´ni
˛
‚
ˆ
nź
i,j“r`1|i‰j
diź
ni“1
djź
nj“1
1´ qnjixij
1´ qnji`1xij
ˆ
śn
i“r`1
śdi
ni“
pxiq´niqlśn
i,j“r`1|i‰j
śdi
ni“1
p1´ xijq1´niq
¨ 1śn
i“r`1
śr
j“1
śdi
ni“1
p1´ xjiqniq
after almost same computation as for E~d, we can simplify the above equation to
p´1qd
śn
i“r`1 x
ldi
i q
´
ldipdi`1q
2śn
i“r`1pq; qqdi
śn
i‰j|i,j“r`1
`
qdij`1xji; q
˘
dj
śn
i“r`1
śr
j“1pqxji; qqdi
11
which proves
Fd “ p´1qdB
`
~x, IA,´l˘
Since the residue at infinity is zero, using Cauchy Residue Theorem d times,ż
Cρ
. . .
ż
Cρ
fp~wq dw1
2π
?´1w1
. . .
dwd
2π
?´1wd
“ p´1qd
ż
C
1
ρ
. . .
ż
C
1
ρ
fp~wq dw1
2π
?´1w1
. . .
dwd
2π
?´1wd
then we arrive at (28) (29) and (30) of the following proposition stated in the introduction:
Proposition 2.1 Denoted by rns the set of elements t1, . . . , nu, let H ‰ I Ĺ rns be a subset of
rns, |I| be its cardinality, and denoted by IA the complementary set of I in rns. Then for constant
positive integers d, n and integer l with restriction: 1 ´ |I| ď l ď n ´ |I| ´ 1 , let Ad p~x, I, lq and
Bd p~x, I, lq be two rational functions in ~x and q with an extra data l.
Ad p~x, I, lq “
ÿ
|dI |“d
´ś
iPI x
di
i q
dipdi´1q
2
¯l
ś
i,jPI
`
qdij`1xij ; q
˘
dj
ś
iPI
ś
jPIApqxij ; qqdi
(28)
Bd p~x, I, lq “
ÿ
|~dI |“d
´ś
iPI x
´di
i q
dipdi`1q
2
¯l
ś
i,jPI
`
qdij`1xji; q
˘
dj
ś
iPI
ś
jPIApqxji; qqdi
(29)
where ~dI is |I|-tuple of non negative integers, and |~dI | :“
ř
iPI di. xi, i “ 1, ..., n are parameters.
For convenience,we use the notation xij :“ xi{xj and dij :“ di ´ dj . Then we have
Ad p~x, I, lq “ Bd
`
~x, IA,´l˘ (30)
2.2 Examples
In the following two examples, we show how the proof of Proposition 1.1 works.
Example 2.1 (d=1) For the case l=0, d=1, r=2, n=3 . (6) becomes the following simple form
fpwq “ 1p1´ qq
w´1
p1´ x1{wqp1´ x2{wqp1´ qw{x3q
Consider integration (8), then there are simple poles of type p1, 0q and p0, 1q in the counter Cρ:
• type (1,0): w “ x1
• type (0,1): w “ x2
Then the residue for each type comes as follows:
• type p1, 0q:
Ep1,0q “ Res
wˆ“x1
f “ 1p1´ qqp1 ´ x21qp1 ´ qx13q
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• type p0, 1q:
Ep0,1q “ Res
wˆ“x2
f “ 1p1´ qqp1 ´ x12qp1 ´ qx23q
and there is only one simple pole w “ q´1x3 in the counter C 1ρ, so
• type 1:
E11 “ Res
wˆ“q´1x3
f “ ´1p1´ qqp1´ qx13qp1´ qx23q
and it is easy to obtain
1
p1´ qqp1´ x21qp1´ qx13q `
1
p1´ qqp1´ x12qp1 ´ qx23q “
1
p1´ qqp1 ´ qx13qp1´ qx23q
which agrees with (30).
Example 2.2 (d=2) For the case l=0, d=2, r=2, n=3 . (6) becomes the following simple form
fp~wq “ 1
2p1´ qq2
2ź
i‰j
1´ wi{wj
1´ qwi{wj
2ź
i“1
w´1iś
2
j“1p1´ xj{wiq ¨ p1´ qwi{x3q
Consider integration (8), then there are simple poles of type p2, 0q, p1, 1q and p0, 2q in the counter
Cρi :
• type (2,0): tw1, w2u “ tx1, x1qu
• type (1,1): tw1, w2u “ tx1, x2u
• type (0,2): tw1, w2u “ tx2, x2qu
Then the residue for each type comes as follows:
• type p2, 0q:
2!Ep2,0q “ Res
wˆ2“qx1
Res
wˆ1“x1
f ` Res
wˆ2“x1
Res
wˆ1“qw2
f
“ 1
2p1´ qq2
1
p1` qqp1´ qx13qp1 ´ q2x13qp1 ´ x21qp1 ´ q´1x21q
` 1
2p1´ qq2
1
p1` qqp1 ´ q2x13qp1´ qx13qp1 ´ q´1x21qp1 ´ x21q
“ 1p1´ qq2
1
p1` qqp1´ q2x13qp1 ´ qx13qp1´ q´1x21qp1´ x21q
• type p1, 1q:
2!Ep1,1q “ Res
wˆ2“x2
Res
wˆ1“x1
f ` Res
wˆ2“x1
Res
wˆ1“x2
f
“ 1
2p1 ´ qq2
1
p1´ qx12qp1´ qx21qp1 ´ qx13qp1´ qx23q
` 1
2p1 ´ qq2
1
p1´ qx21qp1 ´ qx12qp1 ´ qx23qp1´ qx13q
“ 1p1´ qq2
1
p1´ qx21qp1´ qx12qp1´ qx23qp1´ qx13q
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• type p0, 2q:
2!Ep0,2q “ Res
wˆ2“qx2
Res
wˆ1“x2
f ` Res
wˆ2“x2
Res
wˆ1“qw2
f
“ 1
2p1´ qq2
1
p1` qqp1´ x12qp1 ´ qx23qp1´ q´1x12qp1 ´ q2x23q
` 1
2p1´ qq2
1
p1` qqp1 ´ q´1x12qp1 ´ q2x23qp1´ x12qp1 ´ qx23q
“ 1p1´ qq2
1
p1` qqp1´ q´1x12qp1´ q2x23qp1 ´ x12qp1´ qx23q
Consider integration (27), then there are simple poles of type 2 in the counter C 1ρi:
• type 2: tw1, w2u “ tq´1x3, q´2x3u
Then the residue for each type 2 comes as follows:
• type 2:
p´1q22!E12 “ Res
wˆ2“q´2x3
Res
wˆ1“q´1x3
f ` Res
wˆ2“q´1x3
Res
wˆ1“q´1w2
f
“ 1p1` qqp1´ qq2p1´ q2x13qp1´ qx13qp1 ´ q2x23qp1´ qx23q
by a little bit computation, we have
E2 “ 2!Ep2,0q ` 2!Ep1,1q ` 2!Ep0,2q “ E12
Example 2.3 From Proposition 1.1, if we take n “ 3, l “ 0 and I “ r2s, we know that Adp~x, r2s, 0q “
Bdp~x, r3szr2s, 0q. By the following computation, there is a phenomenon that we could extracting
from Adp~x, r2s, 0q to get Bdp~x, r3szr2s, 0q times another factor, when d “ 1, 2, i.e. Adp~x, r2s, 0q “
Bdp~x, r3szr2s, 0q ˆ Gp~xq, d “ 1, 2, thus we can conclude that Gp~xq “ 1. Furthermore, this is a
general phenomenon for all d, see following Corollary 2.1.
By definition ~x “ tx1, x2, x3u, so
Adp~x, r2s, 0q “
ÿ
d1`d2“d
1
pq; qqd1pq; qqd2pqd12`1x12; qqd2pqd21`1x12; qqd1pqx13; qqd1pqx23; qqd2
(31)
Bdp~x, r3szr2s, 0q “ 1pq; qqdpqx13; qqdpqx23; qqd (32)
For d “ 1,i.e. pd1, d2q “ p1, 0q or p0, 1q, we have
A1p~x, r2s, 0q “
ÿ
d1`d2“1
1
pq; qqd1pq; qqd2pqd12`1x12; qqd2pqd21`1x12; qqd1pqx13; qqd1pqx23; qqd2
“
ÿ
d1`d2“1
1
pq; qq1pqx13; qq1pqx23; qq1 ¨
pq; qq1pqx13; qq1pqx23; qq1
pq; qqd1pq; qqd2pqd12`1x12; qqd2pqd21`1x12; qqd1pqx13; qqd1pqx23; qqd2
“B1p~x, r3szr2s, 0q ˆ
ÿ
pd1,d2q“p1,0q,p0,1q
pq; qq1
pq; qqd1pq; qqd2
2ź
i“1
˜
2ź
j‰i
pqdi`1xi3; qq1´di
pqdij`1xij ; qqdj
¸
“B1p~x, r3szr2s, 0q ˆ
ˆ
1´ qx23
1´ x21 `
1´ qx13
1´ x12
˙
“B1p~x, r3szr2s, 0q
14
for d “ 2,i.e.pd1, d2q “ p2, 0q, p1, 1q or p0, 2q, similarly, we have
A2p~x, r2s, 0q “ B2p~x, r3szr2s, 0q ˆ
ÿ
pd1,d2q“p2,0q,p1,1q,p0,2q
pq; qq2
pq; qqd1pq; qqd2
2ź
i“1
˜
2ź
j‰i
pqdi`1xi3; qq2´di
pqdij`1xij; qqdj
¸
“ B2p~x, r3szr2s, 0q ˆ
ˆ p1´ qx13qp1 ´ q2x13q
p1´ q´1x21qp1 ´ x21q `
p1` qqp1 ´ q2x13qp1 ´ q2x23q
p1´ qx12qp1´ qx21q `
p1´ qx13qp1´ q2x13q
p1´ q´1x12qp1´ x12q
˙
“ B2p~x, r3szr2s, 0q
More generally, we have the following Corollary,
Corollary 2.1
ÿ
d1`d2“d
pq; qqd
pq; qqd1pq; qqd2
2ź
j‰i
pqdi`1xi3; qqd´di
pqdi´dj`1xij; qqdj
“ 1
Proof Set l “ 0, r “ 2, n “ 3 in (30), we have
Adp~x, r2s, 0q “
ÿ
d1`d2“d
2ź
i,j“1
1
pqdij`1xij ; qqdj
2ź
i“1
1
pqxi3; qqdi
“
ÿ
d1`d2“d
2ź
i“1
˜
1
pq; qqdi
2ź
j‰i
1
pqdij`1xij ; qqdj
¨ 1pqxi3; qqdi
¸
“
ÿ
d1`d2“d
pqd1`1x13; qqd´d1pqd2`1x23; qqd´d2
pqx13; qqdpqx23; qqd
2ź
j‰i
˜
1
pq; qqdi
1
pqdi´dj`1xij ; qqdj
¸
“
ÿ
d1`d2“d
pq; qqd
pq; qqdpqx13; qqdpqx23; qqd
2ź
j‰i
˜
pqdi`1xi3; qqd´di
pq; qqdipqdij`1xij ; qqdj
¸
“
ÿ
d1`d2“d
Bdp~x, rnszr2s, 0q ¨ pq; qqdpq; qqd1pq; qqd2
2ź
j‰i
˜
pqdi`1xi3; qqd´di
pqdij`1xij; qqdj
¸
since we know Adp~x, I, 0q equals to Bdp~x, IA, 0q, we get the conclusion. ˝
2.3 Boundary cases
For boundary cases l “ ´r, l “ n´ r, (30) no longer holds, since the residue at infinity is nonzero.
But we can add a new extra variable xn`1 in (30) and then taking limit to deduce some identites
in boundary case, specifically
Corollary 2.2 • For l “ n´ r, we have
Ad p~x, I, lq “
dÿ
s“0
Csp~x, IA, dqBd´s
`
~x, q, IA,´l˘ (33)
where Csp~x, I, dq is defined as
Csp~x, I, dq “ p´1q
|I|¨s
ś
iPIA x
s
i
pq; qqsqspd´s`|I|q
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• For l “ ´r, we have
Bd
`
~x, IA,´l˘ “ dÿ
s“0
Dsp~x, I, dqAd´s p~x, q, I, lq (34)
Dsp~x, I, dq “ p´1q
|I|¨s
ś
iPI x
´s
i
pq; qqsqspd´sq
Proof Consider rn` 1s, I Ĺ rn` 1s, tn` 1u R I, l “ n´ |I| in (30), then we have
ÿ
|~dI |“d
´ś
iPI x
di
i q
dipdi´1q
2
¯l
ś
i,jPI
`
qdij`1xij; q
˘
dj
ś
iPI
ś
jPIApqxij; qqdi
(35)
“
ÿ
|~d
IA |“d
´ś
iPIA x
´di
i q
dipdi`1q
2
¯´l
ś
i,jPIA
`
qdij`1xji; q
˘
dj
ś
iPIA
ś
jPIpqxji; qqdi
(36)
It is easy to see taking limxn`1Ñ8 in (35), we obtain
lim
xn`1Ñ8
p35q “ Ad p~x, I, lq , for l “ n´ |I|
Now let’s take limit limxn`1Ñ8 in (36)
ÿ
|~d
IA |“d
´ś
iPIA x
´di
i q
dipdi`1q
2
¯´l
ś
i,jPIA
`
qdij`1xji; q
˘
dj
ś
iPIA
ś
jPIpqxji; qqdi
“
ÿ
|~d
IA |“d
1
pq; qqdn`1
¨ 1ś
jPIpqxj,n`1; qqdn`1
¨ 1ś
jPtrnszIupqdn`1´dj`1xj,n`1; qqdj
(37)
ˆ px
dn`1
n`1 q
´
dn`1pdn`1`1q
2 qlś
iPtrnszIupqdi´dn`1`1xn`1,i; qq
(38)
ˆ
ź
iPtrnszIu
˜
1ś
jPtrnszIupqdi´dj`1xji; qqdj
¨ px
di
i q
´dipdi`1q
2 qlś
jPIpqxji; qqdi
¸
the limits of last two terms in (37) equal 1, and by a little bit computation, we obtain the limit of
(38) equals
p´1qdn`1pn´rq ¨ q´p
ř
iPtrnszIu diqdn`1´pn´rqdn`1
ź
iPtrnszIu
x
dn`1
i
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then we obtain
lim
xn`1Ñ8
ÿ
|~d
IA |“d
ź
iPIA
˜
1ś
jPIApqdi´dj`1xji; qqdj
¨ px
di
i q
´dipdi`1q
2 qlś
jPIpqxji; qqdi
¸
“
ÿ
|~d
IA |“d
1
pq; qqdn`1
¨ p´1q
dn`1pn´|I|q
q
p
ř
iPtrnszIu diqdn`1`pn´|I|qdn`1
¨ 1ś
iPtrnszIu x
´dn`1
i
ˆ
ź
iPtrnszIu
˜
1ś
jPtrnszIupqdi´dj`1xji; qqdj
¨ px
di
i q
´dipdi`1q
2 qlś
jPIpqxji; qqdi
¸
“
dÿ
α“0
1
pq; qqd´α ¨
p´1qpd´αqpn´|I|q
qpn´|I|`αqpd´αq
¨ 1śn
i“r`1 x
´pd´αq
i
¨Bα
`
~x, IA,´l˘
we obtain the conclusion.
Similarly, consider Ad
´
~xY xn`1, I˜ , l
¯
and Bd
´
~xY xn`1, I˜A,´l
¯
, for I˜ “ I Y tn ` 1u and l “
´|I|, from (30) we have
ÿ
|~d
I˜
|“d
ź
iPI˜
˜
1ś
jPI˜pqdi´dj`1xij; qqdj
¨ px
di
i q
dipdi´1q
2 qlś
jPI˜Apqxij ; qqdi
¸
(39)
“
ÿ
|~d
I˜A |“d
ź
iPI˜A
˜
1ś
jPI˜Apqdi´dj`1xji; qqdj
¨ px
di
i q
´dipdi`1q
2 q´lś
jPI˜pqxji; qqdi
¸
(40)
It is easy to see that after taking limxn`1Ñ0 in (40), we obtain
Bd
`
~x, IA, l
˘
, for l “ ´|I|
First, rewrite (39) as follows,
ÿ
|~d
I˜
|“d
ź
iPI˜
˜
1ś
jPI˜pqdi´dj`1xij ; qqdj
¨ px
di
i q
dipdi´1q
2 q´|I|ś
jPI˜Apqxij; qqdi
¸
“
ÿ
|~d
I˜
|“d
pśiPI xdii q dipdi´1q2 q´|I|ś
i,jPIpqdij`1xij ; qqdj
ś
iPI
ś
jPtrnszIupqxij ; qqdi
ˆ px
dn`1
n`1 q
dn`1pdn`1´1q
2 q´|I|
pq; qqdn`1
ś
iPIpqdi´dn`1`1xi,n`1; qqdn`1
ś
jPIpqdn`1´dj`1xn`1,j; qqdj
ś
jPtrnszIupqxn`1,j ; qqdn`1
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Now let’s take limit limxn`1Ñ0 in the above formula, we obtain
lim
xn`1Ñ0
ÿ
|~d
I˜
|“d
ź
iPI˜
˜
1ś
jPI˜pqdi´dj`1xij; qqdj
¨ px
di
i q
dipdi´1q
2 q´|I|ś
jPI˜Apqxij; qqdi
¸
“
ÿ
|~d
I˜
|“d
pśiPI xdii q dipdi´1q2 q´|I|ś
i,jPIpqdij`1xij ; qqdj
ś
iPI
ś
jPtrnszIupqxij ; qqdi
ˆ p´1q
|I|¨dn`1
pq; qqdn`1qdn`1pd´dn`1q
ś
iPI x
dn`1
i
“
dÿ
s“0
p´1q|I|¨s
pq; qqsqspd´sq
ś
iPI x
s
i
ˆAd´s p~x, I,´|I|q
˝
3 K-theoretic I-function with level structure
3.1 Definitions
Let X be a GIT quotient V {{θG where V is a vector space and G is a connected reductive com-
plex Lie group. Let Qǫg,npX,βq be the moduli stack of ǫ-stable quasimaps [6] parametrizing data
pC, p1, ..., pn,P, sq where C is an n-pointed genus g Riemann surface, P is a principal G-bundle
over C, s is a section and β P HompPicGpV qq. There are natural maps:
evi : Q
ǫ
g,npX, dq Ñ X, i “ 1, . . . , n
given by evaluation at the i-th marked point. There are line bundles
Li Ñ Qǫg,npX, dq, i “ 1, . . . , n
called universal cotangent line bundles. The fiber of Li over the point pCǫ, p1, ..., pn,P, sq is the
cotangent line to C at the point pi.
The permutation-equivariant K-theoretic quasimap invariants with level structures [7] are holo-
morphic characteristics over Qǫg,npX, dq of the sheaves:
xtpLq, . . . , tpLqyR,l,Sn,ǫg,n,d :“ π˚
˜
Qǫg,npX, dq;Ovirtg,n,d b
ź
m,i
Lki tk,iev
˚
i pφiq bDR,l
¸
where Ovirg,n,d is called the virtual structure sheaf [3]. And tpqq is defined as follows
tpqq “
ÿ
mPZ
tmq
m, tm “
ÿ
α
tm,αwα
where π˚ is the K-theoretic pushforward along the projection
π˚ : rQǫg,npX, dq{Sns Ñ rpts
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and tφαu is a basis in K0pXq bQ and tk,α are formal variables. The last term in (36) is the level l
determinant line bundle over Qǫg,npX, dq defined as
DR,l :“ pdetR‚π˚pP ˆG Rqq´l
the bundle P ˆG R is the pullback of the vector bundle rV ˆR{Gs Ñ rV {Gs along the evaluation
map to the quotient stack rV {Gs.
Similarly, we can define quasimap graph space QGǫ0,npX,βq which parametrizes quasimaps with
parametrized component P1, so there is a natural C˚-action on quasimap graph space. Denoted by
F0,β the special fixed loci in pQGǫ0,npX,βqqC
˚
, and denoted by q the weight of cotangent bundle at
0 :“ r1, 0s of P1. for details, see [6].
Definition 3.1 [7] The permutation-equivariant K-theoretic J R,l,ǫ-function of V {{G of level l is
defined as
J
R,l,ǫ
S8
ptpqq, Qq :“
ÿ
kě0,βPEffpV,G,θq
Qβpev‚q˚rResF0,β pQGǫ0,npV {{G, βq0qvir bDR,l bni“1 tpLiqsSn
:“ 1` tpqq
1´ q `
ÿ
a
ÿ
β‰0
Qβχ
˜
F0,β,O
vir
F0,β
b ev˚‚pφaq b
˜
trC˚ D
R,l
λC
˚
´1N
_
F0,β
¸¸
φa
`
ÿ
a
ÿ
ně1orβpLθqě
1
ǫ
pn,βq‰p1,0q
Qβ
B
φa
p1´ qqp1´ qLq , tpLq, . . . , tpLq
FR,l,ǫ,Sn
0,n`1,β
φa
where tφαu is a basis of K0pV {{Gq and tφαu is the dual basis with respect to twisted pairing p , qR,l
i.e.
pu, vqR,l :“ χ
´
X,ub v b det´lpV ss ˆG Rq
¯
Definition 3.2 [7] When taking ǫ small enough, denoted by ǫ “ 0`, we call J R,l,0`p0q the small
I-function of level l, i.e,
IR,lpq;Qq :“ J R,l,0`S8 p0, Qq “ 1`
ÿ
βě0
Qβpev‚q˚
˜
OvirF0,β b
˜
trC˚ D
R,l
λC
˚
´1N
_
F0,β
¸¸
¨ detlpV ss ˆG Rq
3.2 Level correspondence in Grassmann duality
Let V be rˆn matrixesMrˆn, G be the general linear group GLr and let θ be the det : GLr Ñ C˚,
then we have
V {{detG “Mrˆn{{detG “ Grpr, nq
There is a natural T “ pC˚qn-action Cn with weights Cn “ Λ1 ` ¨ ¨ ¨ ` Λn, then deducing an
action on Grpr, nq by T ¨ A “ AT , A P Mrˆn. Using general abelian/non-abelian correspondence
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in [8] for Grpr, nq, we have
I
Grpr,nq
T “1`
ÿ
d
ÿ
|~d|“d
ÿ
ωPSr{Sr1ˆ¨¨¨ˆSrh`1
ω
»
——–
ś
1ďjăiďr
ś
1ďmďdi´dj
´
1´ LiL´1j qm
¯
ś
1ďiăjďrj
1ďmďdj´di´1
´
1´ LiL´1j q´m
¯ś
1ďiăjďr
`
1´ L´1i Lj
˘ rź
i“1
diź
k“1
nź
m“1
1
p1´ qkLiΛ´1m q
fi
ffiffiflQd
where ~d “ td1 ď d2 ď ¨ ¨ ¨ ď dru such that d1 “ d2 “ ¨ ¨ ¨ “ dr1 ă dr1`1 “ ¨ ¨ ¨ “ dr1`r2 ă
dr1`¨¨¨`rh ¨ ¨ ¨ “ dr1`¨¨¨`rh`rh`1 , i.e. r1 ` ¨ ¨ ¨ ` rh`1 “ r. ω is the Weyl group acting on Li to change
the index, tLiuri“1 come from the filtration of tautological bundle Sr of Grpr, nq. We could rewrite
the equivariant I-function in the following way
I
Grpr,nq
T “1`
ÿ
d
ÿ
|~d|“d
ÿ
ωPSr{Sr1ˆ¨¨¨ˆSrh`1
ω
«
rź
i,j“1
śdi´dj
k“´8p1´ qkLiL´1j qś
0
k“´8p1´ qkLiL´1j q
rź
i“1
diź
k“1
nź
m“1
1
p1´ qkLiΛ´1m q
ff
Qd
(41)
suppose ω changes i1 to i2 and j1 to j2, then one of the factors changes from
śdi1´dj1
k“´8 p1´ qkLi1L´1j1 qś
0
k“´8p1´ qkLi1L´1j1 q
¨
śdi2´dj2
k“´8 p1´ qkLi2L´1j2 qś
0
k“´8p1´ qkLi2L´1j2 q
(42)
to śdi1´dj1
k“´8 p1´ qkLi2L´1j2 qś
0
k“´8p1´ qkLi2L´1j2 q
¨
śdi2´dj2
k“´8 p1´ qkLi1L´1j1 qś
0
k“´8p1´ qkLi1L´1j1 q
(43)
since ω P Sr{Sr1 ˆ ¨ ¨ ¨ ˆSrh`1 , we have di1 ‰ di2 , dj1 ‰ dj2 . In (41) we have an order of partition ~d,
one could see from (42) to (43) that ω-action is just rearrange tdiu without changing the form. There
is an unique ω P Sr{
`
Sr1 ˆ . . .ˆ Srh`1
˘
whose inverse ω´1 arranges pd1, . . . , drq in nondecreasing
order d1 ď d2 ď . . . ď dr and then we have:
I
Grpr,nq
T “
ÿ
d
ÿ
d1`d2`¨¨¨`dr“d
Qd
rź
i,j“1
śdi´dj
k“´8p1´ qkLiL´1j qś
0
k“´8p1´ qkLiL´1j q
rź
i“1
diź
k“1
nź
m“1
1
p1´ qkLiΛ´1m q
note that in [16] where the author claimed a version of mirror theorem with a different I-function.
If we consider the standard representation of GLr, denoted by Er, then the associated bundle
P ˆG R|F0,β can be identified with ‘ri“1Li bOP1p´diq
trC˚D
Er,l|F0,β “trC˚det´lR‚π˚p‘ri“1Li bOP1p´diqq
“trC˚det´lp‘ri“1rLi bR1π˚pOP1p´diqqs´1q
“ bri“1
´
Ldi´1i ¨ q
dipdi´1q
2
¯l
20
Similarly, if we take dual standard representation, denoted by E_r , then
trC˚D
E_r ,l|F0,β “trC˚det´lp‘ri“1L´1i bR0π˚pOP1pdiqqq
“ bri“1
´
Ldi`1i ¨ q
dipdi`1q
2
¯l
so the equivariant I-function of Grpr, nq with level structure is as follows
I
Grpr,nq,Er,l
T,d “
ÿ
d1`d2`¨¨¨`dr“d
Qd
rź
i,j“1
śdi´dj
k“´8p1´ qkLiL´1j qś
0
k“´8p1´ qkLiL´1j q
rź
i“1
pLdii q
dipdi´1q
2 qlśdi
k“1
śn
m“1p1´ qkLiΛ´1m q
(44)
and
I
Grpr,nq,E_r ,l
T,d “
ÿ
d1`d2`¨¨¨`dr“d
Qd
rź
i,j“1
śdi´dj
k“´8p1´ qkLiL´1j qś
0
k“´8p1´ qkLiL´1j q
rź
i“1
pLdii q
dipdi`1q
2 qlśdi
k“1
śn
m“1p1´ qkLiΛ´1m q
(45)
Remark 3.1 For the dual Grassmannian Grpn ´ r, nq, here we still use the same presentation of
GIT quotient as in Grassmannian: GLpn´r,Cq acts on Mpn´rqˆnpCq by left matirx multiplication.
pC˚qn-action on Cn is the dual action, so weights are Cn “ Λ´1
1
` ¨ ¨ ¨ ` Λ´1n . The action on
Grpn´ r, nq is that s ¨B “ Bs´1, where B PMpn´rqˆnpCq and s P T “ pC˚qn. So the corresponding
equivariant I-function is as follows,
I
Grpn´r,nq,En´r,l
T,d “
ÿ
d1`d2`¨¨¨`dn´r“d
Qd
n´rź
i,j“1
śdi´dj
k“´8p1´ qkL˜iL˜´1j qś
0
k“´8p1´ qkL˜iL˜´1j q
n´rź
i“1
pL˜dii q
dipdi´1q
2 qlśdi
k“1
śn
m“1p1´ qkL˜iΛmq
and
I
Grpn´r,nq,E_n´r,l
T,d “
ÿ
d1`d2`¨¨¨`dn´r“d
Qd
n´rź
i,j“1
śdi´dj
k“´8p1´ qkL˜iL˜´1j qś
0
k“´8p1´ qkL˜iL˜´1j q
n´rź
i“1
pL˜dii q
dipdi`1q
2 qlśdi
k“1
śn
m“1p1´ qkL˜iΛmq
where L˜i for i “ 1, . . . , n´ r come from the filtration of tautological bundle Sn´r over Grpn´ r, nq.
Let T act on Grassmannian Grpr, nq as before, then there are `n
r
˘
fixed pionts, i.e. denoted by
te1, . . . , enu, the basis of Cn, then the subspace V spanned by tei1 , . . . , eiru is a T -fixed point . let
l˚ : KT
´
Grpr, nqT
¯
Ñ KT pGrpr, nqq
the kernel and cokernel are KT pptq-modules and have some support in the torus T . From a very
general localization theorem of Thomason [9], we know
supp Coker l˚ Ă
ď
µ
ttµ “ 1u
where the union over finitely many nontrivial characters µ. The same is true of ker l˚, but since
KT
´
Grpr, nqT
¯
“ KpGrpr, nqq bZ KT pptq
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has no such torsion, this forces ker l˚ “ 0, so after inverting finitely many coefficients of the form
tµ ´ 1, we obtain an isomorphism, i.e.
K locT pGrpr, nqT q – K locT pGrpr, nqq
we denote K locT p´q by
K locT p´q “ KT p´q bRpT q R
where R – Qpt1, . . . , tnq and ttiu are the charaters of torus T .
Similarly, T “ pC˚qn-action on Grpn´ r, nq also has ` n
n´r
˘ “ `n
r
˘
isolated fixed points, which is
indexed by pn´ rq-element subsets of rns, so identification of Grpr, nqT with Grpn´ r, nqT gives an
R-module isomorphism of K locT pGrpr, nqq with K locT pGrpn´r, nqq. Indeed, supposeW is a subspace
of dimension r in a vector space V of dimension n, then we have a natural short exact sequence
0ÑW Ñ V Ñ V {W Ñ 0
taking the dual of this short exact sequence yields an inclusion of pV {W q˚ in V ˚ with quotient W ˚
0Ñ pV {W q˚ Ñ V ˚ Ñ W ˚ Ñ 0
so ψ : W ÞÑ pV {W q˚ gives a cannocial equivariant isomorphism Grpr, V q – Grpn´r, V ˚q, where ac-
tion of T “ pC˚qn on V ˚ is induced from action of T on V , thus, ψ gives the canonical identification
of fixed points
ψ : Grpr, nqT ÝÑ Grpn´ r, nqT ă ej ąjPI ÞÝÑă ej ąjPIA (46)
where I is a set of rns with |I| “ r, and teiuni“1 is the dual basis of teiuni“1. Now we can state the
following Level correspondence in Grassmann duality
Theorem 3.1 (Level Correspondence) For Grassmannian Grpr, nq and its dual Grassmannian
Grpn´ r, nq with standard T “ pC˚qn tours action, let Er, En´r be the standard representation of
GLpr,Cq and GLpn´ r,Cq, respectively. Consider the following equivariant I-function
I
Grpr,nq,Er,l
T “1`
8ÿ
d“1
I
Grpr,nq,Er,l
T,d Q
d,
I
Grpn´r,nq,E_n´r,´l
T “1`
8ÿ
d“1
I
Grpn´r,nq,E_n´r,´l
T,d Q
d.
Then we have the following relations between I
Grpr,nq,Er,l
T,d and I
Grpn´r,nq,E_n´r,´l
T,d in K
loc
T pGrpr, nqqb
Cpqq (which equals to K locT pGrpn ´ r, nqq b Cpqq):
• For 1´ r ď l ď n´ r ´ 1, we have
I
Grpr,nq,Er,l
T,d “ I
Grpn´r,nq,E_n´r,´l
T,d
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• For l “ n´ r, we have
I
Grpr,nq,Er,l
T,d “
dÿ
s“0
Cspn´ r, dqIGrpn´r,nq,E
_
n´r ,´l
T,d´s
where Cspk, dq is defined as
Cspk, dq “ p´1q
ks
pq; qqsqspd´s`kq
`Źtop
Sn´r
˘s
and Sn´r are the tautological bundle of Grpn´ r, nq
• For l “ ´r, we have
I
Grpn´r,nq,E_n´r,´l
T,d “
dÿ
s“0
Dspr, dqIGrpr,nq,Er ,lT,d´s
Dspr, dq “ p´1q
rs
pq; qqsqspd´sq
`Źtop
Sr
˘s
and Sr are the tautological bundle of Grpr, nq
Proof Form the discussion above, we prove the above identity by comparing i˚I I
Er ,l
T and i
˚
IA
I
E_n´r,´l
T .
Let I “ pj1, ¨ ¨ ¨ , jrq be the subset of rns “ t1, . . . , nu, with |I| “ r. Denote v1, v2, ¨ ¨ ¨ , vr the
fiber coordinates in the fiber of S at fixed point ă ej ąjPI , @pt1, ¨ ¨ ¨ , tnq P pC˚qn, with weights
Cn “ Λ1 ` ¨ ¨ ¨ ` Λn and
pt1, ¨ ¨ ¨ , tnq ¨ pej1 , ¨ ¨ ¨ , ejr ; v1, v2, ¨ ¨ ¨ , vrq “ ptj1ej1 , ¨ ¨ ¨ , tjrejr ; v1, v2, ¨ ¨ ¨ , vrq
„ diagptj1 , ¨ ¨ ¨ , tjrq ¨ ptj1ej1 , ¨ ¨ ¨ , tjrejr ; v1, v2, ¨ ¨ ¨ , vrq “ pej1 , ¨ ¨ ¨ , ejr ; tj1v1, tj2v2, ¨ ¨ ¨ , tjrvrq
so the weights of i˚ISr are tΛiuiPI and the weights of i˚IASn´r are tΛ´1i uiPIA . Since the I-function is
symmetric respect to tLiu, then we could take any choice of weights
i˚I I
Grpr,nq,Er ,l
T,d “
ÿ
|~dI |“d
ź
i,jPI
śdi´dj
k“´8p1´ qkΛiΛ´1j qś
0
k“´8p1´ qkΛiΛ´1j q
ź
iPI
pΛdii q
dipdi´1q
2 qlśdi
k“1
ś
mPrnsp1´ qkΛiΛ´1m q
and
i˚IAI
Grpn´r,nq,E_n´r,´l
T,d “
ÿ
|~d
IA |“d
ź
i,jPIA
śdi´dj
k“´8p1´ qkΛ´1i Λjqś
0
k“´8p1´ qkΛ´1i Λjq
ź
iPIA
pΛ´dii q
dipdi`1q
2 q´lśdi
k“1
ś
mPrnsp1´ qkΛ´1i Λmq
using notation Λij “ ΛiΛ´1j , and the following Lemma 3.1 , we obtain
i˚I I
Grpr,nq,Er,l
T,d “
ÿ
|~dI |“d
ź
iPI
˜
1ś
jPIpqdi´dj`1Λij ; qqdj
¨ pΛ
di
i q
dipdi´1q
2 qlś
jPIApqΛij ; qqdi
¸
(47)
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and
i˚IAI
Grpn´r,nq,E_n´r,´l
T,d “
ÿ
|~d
IA |“d
ź
iPIA
˜
1ś
jPIApqdi´dj`1Λji; qqdj
¨ pΛ
di
i q
´dipdi`1q
2 qlś
jPIpqΛji; qqdi
¸
(48)
Comparing (47) and (48) with (28) and (29), we obtain the conclusion. ˝
Lemma 3.1 Let I be the subset of rns “ t1, . . . , nu. We have
ź
i,jPI
˜śdij
k“´8p1´ qkxijqś
0
k“´8p1´ qkxijq
1śdi
k“1p1´ qkxijq
¸
“
ź
i,jPI
1
pqdij`1xij ; qqdj
Proof It is sufficient to consider one term, if di ě dj , then
LHS “
śdij
k“1p1´ qkxijqśdi
k“1p1´ qkxijq
“ 1śdi
k“dij`1
p1´ qkxijq
“ RHS
If di ď dj, then
LHS “ 1ś
0
k“dij`1
p1´ qkxijq
śdi
k“1p1´ qkxijq
“ 1śdi
k“dij`1
p1´ qkxijq
“ RHS
˝
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