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b Background: R. M. Baron and D. A. Kenny (1986) defined mediation and described how to perform statistical tests of mediation hypotheses. Their approach to testing mediation has been used extensively in the nursing literature. However, many statisticians have identified problems with the Baron and Kenny approach. b Purpose: The aim of this paper is to critically evaluate alternative approaches to testing mediation. b Approach: The Baron and Kenny approach and its shortcomings are briefly reviewed.
A critical analysis of 17 alternate methods in three categories is then presented: (a) causal steps, (b) difference in coefficients, and (c) product of coefficients. The evaluation focuses on Type I error rate control, power, ease of computation, and versatility of use. b Results: Of the methods that control Type I error rate adequately, the joint significance test of ! and ", the asymmetric distribution of products test, and the test of the products using the percentile bootstrap method are the most powerful tests of mediation. Of these three, the joint significance test of ! and " is superior due to its computational ease and versatility of use. b Discussion: Knowledge development in nursing will benefit from continued research testing mediation models. Nurse researchers could move beyond the Baron and Kenny approach to utilize more robust tests of mediation. b Key Words: data analysis & statistical; data interpretation & statistical; mediation; models & statistical U nderstanding how and why an independent variable (X) influences a dependent variable (Y) is critical in both descriptive and intervention research. In descriptive studies, the concern is often with testing models that explain health and illness processes (e.g., stress and coping processes). In intervention studies, the goal is to understand not only if an intervention is effective but also how or why it works. Variables that explain this how or why are termed mediators (Ms). Mediator variables are used to identify the essential processes that must occur for an X to have an effect on a Y (Shadish, Cook, & Campbell, 2002) . In other words, M ''represents the generative mechanism through which the focal independent variable [X] is able to influence the dependent variable [Y] of interest'' (Baron & Kenny, 1986 , p. 1173 .
In 1986, Baron and Kenny published an article in which they defined mediation and described how to perform statistical tests of mediation hypotheses.
The article has been widely influential in the scientific literature, with 12,759 citations in the Science Citation Index, 17,428 citations in Google Scholar, and 9,718 citations in PsycINFO as of December 28, 2009. Two articles describing the Baron and Kenny approach for a nursing audience have been published, one in each of two leading nursing research journals (Bennett, 2000; Lindley & Walker, 1993) .
However, it is important to note that statisticians have identified problems with Baron and Kenny's approach (Bollen & Stine, 1990; Collins, Graham, & Flaherty, 1998; MacKinnon, Lockwood, Hoffman, West, & Sheets, 2002; Shrout & Bolger, 2002) . Even Kenny (2008) has modified his recommendations recently for testing mediation. The purposes of this article are to describe briefly the original Baron and Kenny method of testing mediation, to discuss problems with this approach, and to summarize and critically evaluate alternative approaches to testing mediation with respect to adequacy of Type I error rate, power, and computational ease and versatility.
The Original Baron and Kenny Method of Testing Mediation Baron and Kenny (1986) In this excerpt, as is true in all mediation models, X is thought to precede M in time, and M is a plausible cause of Y. Also note that Step (c) implies that the relationship (the total effect) between X and Y has been tested and found to be significant. Under ideal conditions, when all variables pertinent to the relationship between X and Y are controlled, mediation would be expected to explain the relationship completely between X and the Y (path c ¶ = 0). However, in actual research, Y may be explained by more than one X, and all potentially pertinent variables are not identified, much less measured and then controlled. In these cases, mediation could not be expected to explain the relationship completely between X and Y (path c ¶ m 0). Such a condition is termed partial mediation, meaning that M only partly explains the relationship between the X and Y.
Critique of the Original Baron and Kenny Approach
Despite its influence in the scientific literature, the Baron and Kenny (1986) approach to testing mediation has two important flaws. The first flaw is the requirement that a statistically significant total effect of X on Y is demonstrated before proceeding to test for mediation. The second relates to the requirement that mediation is demonstrated if a previously significant relationship between X and Y is no longer significant once M is included.
Showing a Statistically Significant Total Effect
There are two reasons why mediation might be found in the absence of a statistically significant total effect of X on YVsuppression and dilution (Shrout & Bolger, 2002) . Suppression occurs when the mediating effect of a competing process has the opposite sign of the mediating effect of interest and, therefore, the two effects cancel out what would otherwise have been a significant direct effect (Figure 2 ).
To illustrate this using an example, consider the study of Sheets and Braver (1999) of organizational status (X) and perceived sexual harassment (Y). In this study, it was hypothesized that power differentials (M) would mediate the relationship between organizational status (X) and sexual harassment experiences (Y) in the workplace. The researchers found, however, that there were two opposing Ms, the perception of the harasser's power (M) and the harasser's social dominance, which was operationalized as perceived desirability as a mate (MM). More specifically, the researchers found that higher organizational status was related to increased perceptions of power (Path a), which in turn increased the perception that the behavior was harassing (Path b). However, it was found also that higher organizational status was related to higher perceptions of social dominance (desirability as a mate; Path d), which in turn decreased the perception that the behavior was harassing (Path e). These two opposing effects cancel each other out, often yielding a small total effect (Path c). In the idealized scenario mentioned previously, whereby these two Ms constitute the only pertinent variables, Path c would be equal to the sum of d Â e and a Â b; if the products are equal in magnitude and of opposite FIGURE 1. Diagram of statistical mediation. Baron and Kenny used ''c'' to refer to both the total effect from X and Y and to refer to the direct effect (the path from X to Y once M is controlled). This practice can be confusing, and therefore, we follow Shrout and Bolger's convention of using ''c'' to refer to the total effect and c ¶ refer to the direct effect. sign, the total effect (Path c) would equal to zero. In other words, there are two competing mediating processes, M and MM, with opposing signs, and these two effects cancel out what might otherwise have led to a significant total effect (Path c = a
A lack of relationship between an X and Y also can occur when Y is quite distal from X, a condition termed dilution. The direct effect may be moderate or large in magnitude when the causal process is temporally proximal. However, the direct effect likely will become smaller (diluted) as the proposed causal chain is longer; that is, when there are additional links in the causal chain (Shrout & Bolger, 2002) .
To illustrate dilution of the impact of X on Y, consider the example of a psychoeducational intervention (X) to improve cancer pain management (Y) through reducing attitudinal barriers regarding pain management (M 1 ; Ward et al., 2009) . In this study, the intervention (X) changed attitudinal barriers (M 1 ), which in turn changed outcomes (Y) such as pain severity and quality of life, yet there was no main effect of the intervention on these outcomes. The investigators suggested that this lack of effect could have been due to the outcomes being quite distal to the intervention and the presence of unmeasured Ms in the causal chain, such as patientclinician interactions (M 2 ) and changes in medication orders (M 3 ; Figure 3 ).
Requiring That a Previously Significant Relationship Become Nonsignificant
The second flaw of the Baron and Kenny (1986) approach relates to the requirement that ''when Paths a and b are controlled, a previously significant relation between the independent [X] and dependent [Y] variables is no longer significant'' (p. 1176). This requirement is problematic because the reduction in a statistically significant total effect to a nonsignificant partialed direct effect (Path c ¶) may be a trivial change. For example, the total effect without controlling for M may have been significant, with a p value of .049. After controlling for M, the partialed direct effect (Path c ¶) may no longer be significant, with a p value of .051. Whether this change in sample p values is indicative of mediation in the population is questionable.
Alternative Approaches for Testing Mediation
Given the problems with the approach advocated by Baron and Kenny (1986) , nurse researchers may find themselves questioning whether there are viable alternatives to this exceedingly popular but flawed approach. The Current Index to Statistics was searched from 1980 to 2009 for articles describing or evaluating statistical procedures designed to test for mediation. Because it is best to compare methods on the same sets of simulated conditions in well-designed, comprehensive, Monte Carlo studies, the primary focus was on MacKinnon et al. (2002), who compared 14 methods identified from a variety of disciplines that have been proposed to test mediation. MacKinnon et al. grouped the 14 methods into three categories: (a) causal steps, (b) difference in coefficients, and (c) product of coefficients.
In addition, several authors have suggested using resampling procedures in conjunction with the product of coefficients methods to detect mediation (Bollen & Stine, 1990; Shrout & Bolger, 2002) . Therefore, two other studies (MacKinnon, Lockwood, & Williams, 2004; Cheung & Lau, 2008) were included that examined three common resampling methods using simulated conditions similar to those in MacKinnon et al. (2002) . All of the studies simulated data in conditions that included effect sizes of zero or those that are widely considered to be small, medium, or large, and a range of sample sizes was examined.
Causal Steps
The causal steps approach to testing mediation entails a specific sequence of tests of relationships among variables, all of which generally must be significant to declare that the meditational model holds. Three variations of the causal steps approach are outlined in the work of Baron and Kenny (1986) , Cohen and Cohen (1983) , and Kenny (1981a, 1981b) . The sequence of tests described by Judd and Kenny (1981a) and Baron and Kenny differ only slightly. Unlike Judd and Kenny (1981a) , who only discussed complete mediation, Baron and Kenny argued that models in which there is partial mediation are useful and acceptable. The third variant of the causal steps approach is referred to often as the joint significance test of ! and " (Cohen & Cohen, 1983 ; ! and " are the population path coefficients estimated by a and b). This method tests whether X is related to M by predicting M from X in a regression analysis, and whether M is related to Y by predicting Y from M in a regression analysis that also includes X as a predictor. If the two paths are jointly significant, mediation exists.
Difference in the Coefficients
The difference in coefficients approach entails comparing the magnitudes of the relationship between X and Y before and after M is included in the model. Four variants of the difference in coefficients approach are outlined in the work of Clogg, Petkova, and Shihadeh (1992) , Freedman and Schatzkin (1992) , McGuigan and Langholtz (1988) , and Olkin and Finn (1995) . These variants differ in terms of the pairs of coefficients that are compared, including regression coefficients or correlation coefficients. The procedures also test a range of null hypotheses about the mediating variables.
Product of the Coefficients
The product of coefficients approach entails testing the significance of the effect of M by computing its magnitude (the product of the path coefficients a and b), dividing this product by its standard error, and then comparing the resulting test statistic to a critical value, or using resampling methods to derive a confidence interval. Seven variants of the product of coefficients approaches that use critical values are outlined in the work by Aroian (1944) , Bobko and Rieck (1980) , Goodman (1960) , MacKinnon and Lockwood (2001) , MacKinnon, Lockwood, and Hoffman (1998), and Sobel (1982) . These variants differ according to the way in which the standard error and the critical value are calculated (Shrout & Bolger, 2002; Sobel, 1982) . A discussion of the different assumptions and order of derivatives in the approximations of the standard errors is beyond the scope of this article.
Resampling methods use observed data to generate empirical sampling distributions of a statistic, such as the product of coefficients, whose theoretical distribution is unknown or from which it is difficult to derive usable results. The more commonly known resampling methods are the QuenouilleYTukey Jackknife (Quenouille, 1956; Tukey, 1958) , the percentile bootstrap (Efron, 1979) , and the bias-corrected bootstrap (Efron & Tibshirani, 1993) . In the Jackknife procedure, repeated estimates of the statistic are calculated systematically from samples obtained by leaving out one observation at a time from the observed data set. From this set of estimates of the statistic, bias and an estimate of the variance of the statistic can be obtained. The bootstrap method is similar to the Jackknife, but the set of estimates from which confidence intervals are obtained is generated by repeatedly sampling from the observed data at random and with replacement. The percentile bootstrap method assumes that the bootstrap distribution provides an unbiased estimator; when this assumption does not hold, an adjustment is made in the bias-corrected bootstrap method.
Critical Evaluation of Alternative Methods for Testing Mediation
MacKinnon et al. (2002) compared 14 methods that they identified on a variety of criteria, including statistical power and control of Type I error rates. They accomplished this comparison by using Monte Carlo simulations of 1,000 iterations total, 500 iterations for when the independent variable is binary, and 500 for when the independent variable is continuous, for sample sizes of 50, 100, 200, 500, and 1,000. Based on these simulations, MacKinnon et al. then reported the Type I error rate and power for each of the 14 tests at each of the five sample sizes for a continuous scenario.
Similarly, Monte Carlo studies (Cheung & Lau, 2008; MacKinnon et al., 2004) have been used to examine whether the Jackknife, percentile bootstrap, or bias-corrected bootstrap procedures could yield an improvement in the statistical properties of the product of coefficient methods. MacKinnon et al. (2004) generated 1,000 replications with sample sizes of 25, 50, 100, or 200. Cheung and Lau (2008) studied the use of resampling methods to detect mediation by generating 200 iterations with sample sizes of 100, 200, and 500. In Cheung and Lau and MacKinnon et al. (2002, 2004) , the population effect sizes for nonzero paths were set equal to .14 (small), .39 (medium), and .59 (large), based on Cohen's (1992) characterization of effect sizes for regression analysis.
Interpreting Monte Carlo Results
Monte Carlo studies, which use simulated data to assess a statistical method's true Type I error rate, have a surprisingly long history. Pearson (1929) summarized the goal of a Monte Carlo study as follows: ''If we know that [the true Type I error rate, <] equals [the nominal Type I error rate, !] (or very nearly so) and this is true for a wide range of values of !, then our control of the first source of error will be as good'' when the underlying assumptions of the test are violated as when the assumptions are met (p. 262). For example, the previously cited Monte Carlo experiments studied the true Type I error rate of tests of mediation or coverage probabilities of confidence intervals when it is known that the population distribution of the product of coefficients is not normal. In such cases, we know that < does not equal !; the key question is how ''very nearly'' equal they are.
Several authors have specified ''nearness'' criteria that procedures need to meet to be considered robust. For instance, Cochran (1952) wrote that at ! = .05, < for a robust test should lie in the range .04Y.06. Bradley (1978 Bradley ( , 1980 specified three criteria of robustnessV stringent, moderate, and liberal. Bradley's stringent criterion stated that for a robust test, < should lie in a range ! T .1!, the moderate criterion required that < should lie in a range ! T .2!, and his liberal criterion stated that < should lie in a range ! T .5!. Alternatively, Serlin (2000) proposed a criterion that varied with the nominal !, being equal to Bradley's liberal criterion when ! is smaller than .0001, equal to Cochran's criterion when ! equals .01, and equal to ! T .25! when ! is equal to .05.
All of the authors cited previously who examined the robustness of resampling methods applied Bradley's (1978) liberal criterion to determine robustness. This criterion is an inadequate basis upon which to call a method robust. When Bradley (1978) examined the widely held belief in the robustness of the t and F tests, he ''criticized the robustness concept for lack of quantitative definition, insufficient qualification, the highly particularistic nature of the qualifying conditions, and for biased presentation'' (p. 145). He chose as his liberal criterion one that all would agree delimited robustness from nonrobustness, and he showed that the t and F tests failed to meet even this extreme criterion. Based on his arguments, procedures that barely satisfy his liberal criterion would be better characterized as being, in Bradley's (1980) consideration, ''not ultraliberal,'' rather than ''satisfactorily robust'' (p. 277).
Regardless of the criterion selected to distinguish robust and nonrobust methods, one must realize that the criterion applies to the true Type I error rate <, not the empirical Type I error rate that results from a Monte Carlo study. If a confidence interval is constructed for <, it is found that an empirical Monte Carlo result that barely meets Bradley's (1978) liberal criterion, based on the 1,000 iterations generated in MacKinnon et al. (2004) , could have resulted from an < as large as .09. When the result that barely meets the liberal criterion is based on the reported results for 500 samples generated with continuous data in MacKinnon et al. (2002) , < could be as large as .097, and when it is based on the 200 samples generated in Cheung and Lau (2008) , < could be as large as .122. Thus, when evaluating the results of a Monte Carlo study to assess the robustness of statistical methods, the sampling variability of the empirical ! must be taken into account.
Adequacy of Control of Type I Error Rate
The results of the cited Monte Carlo studies were evaluated critically by sequentially eliminating tests of mediation that failed to meet the following criteria: (a) adequacy of control of Type I error rate, (b) power, and (c) computational ease and versatility. A summary of the evaluation of the methods can be found in Table 1 . The determination regarding Type I error rate control was conducted as follows. A nominal error rate of .05 was selected. Because it is known that test assumptions are never met precisely, it was specified how far above .05 the test's true Type I error rate < would be allowed to be before declaring the test unacceptably liberal. Bradley's (1980) 14), medium (.39), and large (.59; Table 1 ). The power achieved by all methods was inadequate (power less than .55) for small effect sizes with samples of size 200 or fewer and for a medium effect size with a sample size of 50. Furthermore, each of the methods had good or excellent power (greater than .80) for large and medium effect sizes for sample sizes of 100 or larger and for a small effect size with a sample size of 1,000. Therefore, the methods were discriminated among by comparing power for a small effect size when n = 500, the combination for which there was notable variability in power. Of the 12 methods that controlled Type I error rate adequately, the joint significance test of ! and ", the asymmetric distribution of products test, and the test of the products using the percentile bootstrap method were clearly the most powerful tests of mediation.
Computational Ease and Versatility
Finally, the joint significance test of ! and ", the asymmetric distribution of products test, and the test of products were compared using the percentile bootstrap method based on computational ease and versatility of use. With respect to computational ease, the joint significance test of ! and " is an attractive method because it can be computed easily using any standard statistical package, such as SPSS or SAS. Conversely, q Causal steps Kenny (1981a, 1981b) Yes .04 Baron and Kenny (1986) Yes .06 Joint significance test of ! and " (Cohen & Cohen, 1983) Yes .77
Difference in coefficients Freedman and Schatzkin (1992) No Y McGuigan and Langholtz (1988) Yes .53 Clogg et al. (1992) No Y Simple minus partial correlation (Olkin & Finn, 1995) Yes .58
Product of coefficients First-order solution (Sobel, 1982) Yes .56 Second-order exact solution (Aroian, 1944) Yes .53
Unbiased solution (Goodman, 1960) Yes .62
Distribution of products (MacKinnon et al., 1998) No Y Distribution of !"/G!" (MacKinnon et al., 1998) No Y Asymmetric distribution of products (MacKinnon & Lockwood, 2001) Yes .76
Product of the correlations (Bobko & Rieck, 1980) Yes .57
Quenouille-Tukey Jackknife (Quenouille, 1956; Tukey, 1958) Yes .55
Percentile bootstrap (Efron, 1979) Yes .78 Bias-corrected bootstrap (Efron & Tibshirani, 1993) No Y the asymmetric distribution of products test and percentile bootstrap method can be computationally burdensome. The asymmetric distribution of products test can be calculated by hand using critical value tables that can be accessed from a Web site. The asymmetric distribution of products test and the test of the products using the percentile bootstrap method can be performed using computer programs available at MacKinnon's Web site (http://www. public.asu.edu/~davidpm/ripl/mediate. htm#download).
With respect to versatility of use, the joint significance test of ! and " can be used with complex models involving multiple Xs, Ys, and Ms. In addition, a nonparametric form of the test can be used if parametric assumptions are not met. Conversely, the symmetric distribution of products test and the test of products using the percentile bootstrap method cannot be applied easily to complex models nor can they be used readily in nonparametric analyses. Therefore, all else being equal, the joint significance test of ! and " should be used due to the clear advantage in computational ease and versatility of use (Serlin, Jacobs, & Franke, 1995) .
Conclusion
Knowledge development in nursing undoubtedly will benefit from continued research testing mediation models. However, investigators are encouraged to move beyond the Baron and Kenny (1986) approach and to utilize more robust tests. In this article, a case has been made for the use of the joint significance test of ! and ". This is the best test because it yields the most power and the most accurate Type I error rates in all conditions studied compared with other tests and because it is easily computed and versatile. More debate in this area, as well as analyzing data using the suggested approach to testing mediation, is heartily encouraged. q
