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CONIC STABILITY OF POLYNOMIALS AND POSITIVE MAPS
PAPRI DEY, STEPHAN GARDOLL, AND THORSTEN THEOBALD
Abstract. Given a proper cone K ⊆ Rn, a multivariate polynomial f ∈ C[z] =
C[z1, . . . , zn] is calledK-stable if it does not have a root whose vector of the imaginary
parts is contained in the interior of K. If K is the non-negative orthant, then K-
stability specializes to the usual notion of stability of polynomials.
We study conditions and certificates for the K-stability of a given polynomial f ,
especially for the case of determinantal polynomials as well as for quadratic poly-
nomials. A particular focus is on psd-stability. For cones K with a spectrahedral
representation, we construct a semidefinite feasibility problem, which, in the case of
feasibility, certifies K-stability of f . This reduction to a semidefinite problem builds
upon techniques from the connection of containment of spectrahedra and positive
maps.
In the case of psd-stability, if the criterion is satisfied, we can explicitly construct
a determinantal representation of the given polynomial. We also show that under
certain conditions, for a K-stable polynomial f , the criterion is at least fulfilled for
some scaled version of K.
1. Introduction
Recently, there has been wide-spread research interest in stable polynomials and
the geometry of polynomials, accompanied by a variety of new connections to other
branches of mathematics (including combinatorics [6], differential equations [4], opti-
mization [36], probability theory [5], applied algebraic geometry [40], theoretical com-
puter science [28, 29] and statistical physics [3]). See also the surveys of Pemantle
[32] and Wagner [41]. Stable polynomials are strongly linked to matroid theory [6], as
delta-matroids arise from support sets of stable polynomials.
In this paper, we concentrate on the generalized notion of K-stability as introduced
in [20]. Given a proper cone K ⊆ Rn, a polynomial f ∈ C[z] = C[z1, . . . , zn] is called
K-stable if I(f) ∩ intK = ∅, where intK is the interior of K and I(f) denotes the
imaginary projection of f (as formally defined in Section 2). Note that (R≥0)n-stability
coincides with the usual stability, and stability with respect to the positive semidefinite
cone on the space of symmetric matrices is denoted as psd-stability. In the case of a
homogeneous polynomial, K-stability of f is equivalent to the containment of intK
in a hyperbolicity cone of f (see Section 2), which also provides a link to hyperbolic
programming.
Here, we study conditions and certificates for the K-stability of a given polynomial
f ∈ C[z], especially for the case of determinantal polynomials of the form f(z) =
det(A0 +A1z1 + · · ·+Anzn) with symmetric or Hermitian matrices A0, . . . , An as well
as for quadratic polynomials. A particular focus is on psd-stability.
Specifically, for cones K with a spectrahedral representation we construct a semidef-
inite feasibility problem, which, in the case of non-emptiness, certifies K-stability of
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f . This reduction to a semidefinite problem builds upon two ingredients. Firstly, we
characterize certain conic components in the complement of the imaginary projection
of the (not necessarily homogeneous) polynomial f . Secondly, the sufficient criterion
employs techniques from [23] on containment problems of spectrahedra and positive
maps in order to check whether intK ⊆ I(f)c. For the special case of usual stability,
we will recover the well-known determinantal stability criterion of Borcea and Bra¨nden
(see Proposition 2.6 and Remark 4.4) and thus obtain, as a byproduct, an alternative
proof of that statement.
In the case of psd-stability, if the sufficient criterion is satisfied, we can explicitly
construct a determinantal representation of the given polynomial, see Corollary 4.9.
To this end, the determinantal criterion for psd-stability from [20] can be seen as a
special case of our more general results. The procedure enables to check and certify
the conic stability for a large subclass of polynomials.
Moreover, we show that under certain preconditions, there always exists a positive
scaling factor such that the sufficient criterion applies to a scaled version of the poly-
nomial (or, equivalently, a scaled version of the cone). See Theorem 5.2.
The paper is structured as follows. Section 2 provides relevant background on imag-
inary projections, conic stability and determinantal representations. In Section 3, we
study the conic components in the complement of the imaginary projection for the rel-
evant classes of polynomials. Section 4 develops the sufficient criterion for K-stability
based on the techniques from positive maps. The scaling result is contained in Sec-
tion 5, and Section 6 concludes the paper.
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2. Preliminaries
Throughout the text, bold letters will denote n-dimensional vectors unless noted
otherwise.
2.1. Imaginary projections and conic stability. For a polynomial f ∈ C[z], define
its imaginary projection I(f) as the projection of the variety of f onto its imaginary
part, i.e.,
(1) I(f) = {Im(z) = (Im(z1), . . . , Im(zn)) : f(z) = 0},
where Im(·) denotes the imaginary part of a complex number [22].
Let Sd,S+d and S++d denote the set of symmetric d×d matrices as well as the subsets
of positive semidefinite and positive definite matrices. Moreover, let Hermd be the set
of all Hermitian d× d-matrices.
We consider the following generalization of stability. Let K be a proper cone in Rn,
that is, a full-dimensional, closed and pointed convex cone in Rn.
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Definition 2.1. A polynomial f ∈ C[z] is called K-stable, if f(z) 6= 0 whenever
Im(z) ∈ intK.
If f ∈ C[Z] on the symmetric matrix variables Z = (zij)n×n is S+n -stable, then f is
called positive semidefinite-stable (for short, psd-stable).
A stable or K-stable polynomial with real coefficients is called real stable or real
K-stable, respectively.
Remark 2.2. 1. A set of the form Rn + iC, where C is an open convex cone, is
called a Siegel domain (of the first kind). Siegel domains provide an important concept
in function theory of several complex variables and harmonic analysis, see the books
[19, 33, 35].
2. The Siegel upper half-space (or Siegel upper half-plane) Hg of degree g (or genus
g) is defined as
Hg = {A ∈ Cg×g symmetric : Im(A) is positive definite} ,
where Im(A) = (Im(aij))g×g (see, e.g., [38, §2]). The Siegel upper half-space occurs
in algebraic geometry and number theory as the domain of modular forms. Using
that notation, psd-stability can be viewed as stability with respect to the Siegel upper
half-space.
A form (i.e., a homogeneous polynomial) f ∈ R[z] is hyperbolic in direction e ∈ Rn
if f(e) 6= 0 and for every x ∈ Rn the univariate polynomial t 7→ f(x+ te) has only real
roots. The cone C(e) = {x ∈ Rn : f(x + te) = 0 ⇒ t < 0} is called the hyperbolicity
cone of f with respect to e. This cone C(e) is convex, f is hyperbolic with respect to
every point e′ ∈ C(e) and C(e) = C(e′) (see [11]).
Let f be a hyperbolic polynomial and C(e) denote the hyperbolicity cone containing
e. By definition of K-stability, a homogeneous polynomial f is hyperbolic w.r.t. every
point e′ ∈ C(e) if and only if f is (clC(e))-stable, where cl denotes the topological
closure of a set. The following theorem in [20] reveals the connection between K-stable
polynomials and hyperbolic polynomials.
Theorem 2.3. For a homogeneous polynomial f ∈ R[z], the following are equivalent.
(1) f is K-stable.
(2) I(f) ∩ intK = ∅.
(3) f is hyperbolic w.r.t. every point in intK.
By [21], the hyperbolicity cones of a homogeneous polynomial f coincide with the
components of I(f)c, where I(f)c denotes the complement of I(f). This implies:
Corollary 2.4. A hyperbolic polynomial f ∈ R[z] is K-stable if and only if intK ⊆
C(e) for some hyperbolicity direction e of f .
Proof. This follows from the observation that a hyperbolic polynomial f ∈ R[z] is
K-stable if and only if intK ⊆ I(f)c. 
It is shown in [21] that the number of hyperbolicity cones of a homogeneous polyno-
mial f ∈ R[z] is at most 2d for d ≤ n and at most 2∑n−1k=0 (d−1k ) for d > n.
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2.2. Determinantal representations. A determinantal polynomial is a polynomial
of the form f(z) = det(A0+
∑n
j=1Ajzj). For our purposes, we always assume that the
matrices A0, . . . , An are Hermitian unless stated otherwise. If the constant coefficient
matrix A0 is positive definite or the identity, then the determinantal polynomial is
called definite or monic determinantal polynomial, respectively. Helton, McCullough
and Vinnikov showed that every polynomial p ∈ R[z] with p(0) 6= 0 has a symmet-
ric determinantal representation of the form p(z) = det(A0 +
∑n
j=1Ajzj) with real
symmetric matrices A0, . . . , An ([17, Theorem 14.1], see also Quarez [34, Theorem 4.4]
and, for the earlier result of a not necessarily symmetric determinantal representation,
Valiant [37] and its exposition in Bu¨rgisser et al. [9]). Note that A0 is not necessarily
positive definite and not even necessarily positive semidefinite.
In [18] and [30], it was shown that several classes of polynomials have monic de-
terminantal representations due to the connection to real zero polynomials. Here, a
polynomial f ∈ R[z] is called real zero, if the mapping t 7→ f(t · z) has only real roots.
Bra¨nde´n has constructed a real zero polynomial for which A0 cannot be taken to be
positive definite in a determinantal representation [7]. Recently, Dey and Pillai [10]
added a complete characterization of the quadratic case by also using the connection
to real zero polynomials.
Proposition 2.5 ([10]). A quadratic polynomial f(z) = zTAz + bTz + 1 ∈ R[z] is a
real zero polynomial if and only if Q/(1, 1) := A− 1
4
bbT is negative semidefinite. The
polynomial f(z) has a monic determinantal representation if and only if at least one
of the following conditions holds:
• A is negative semidefinite.
• Q/(1, 1) is negative semidefinite and rank(Q/(1, 1)) ≤ 3.
2.3. Real stable polynomials. As specified in the Introduction and Section 2.1, a
real polynomial f is real stable if it is real K-stable with respect to the non-negative
orthant K = Rn+. This holds true if and only if for every e ∈ Rn>0 and x ∈ Rn, the
univariate polynomial t 7→ f(te+x) is real-rooted. Indeed, a particular prominent class
of real stable polynomials is generated from determinantal polynomials as follows.
Proposition 2.6. ([2, Thm. 2.4]) Let A1, . . . , An be positive semidefinite d×d-matrices
and A0 be a Hermitian d× d-matrix. Then
f(z) = det(A0 +
n∑
j=1
Ajzj)
is real stable or the zero polynomial.
It is also known a real polynomial f ∈ R[z] is real stable if and only if the (unique)
homogenization polynomial w.r.t. the variable z0 is hyperbolic w.r.t. every vector e ∈
Rn+1 such that e0 = 0 and ej > 0 for all 1 ≤ j ≤ n (see [4]).
Example 2.7. The class of homogeneous stable polynomials is contained in the fol-
lowing class of Lorentzian polynomials, see [8, 15]. Let f ∈ R[z] be homogeneous of
degree d ≥ 2 with only positive coefficients. f is called strictly Lorentzian if
• d = 2 and the Hessian H(f) = (∂i∂jf)ni,j=1 is non-singular and has exactly one
positive eigenvalue (i.e., H(f) has the Lorentzian signature (1, n − 1), which
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expresses that f has one positive eigenvalue and n − 1 negative eigenvalues
[15]),
• or d > 2 and for all α ∈ Nn0 with |α| = d− 2, the α-th derivative ∂αf is strictly
Lorentzian.
By convention, in degrees 0 and 1, every polynomial with only positive coefficients is
strictly Lorentzian. Limits of strictly Lorentzian polynomials are called Lorentzian.
Concerning psd-stability, the following variant of Proposition 2.6 is known.
Proposition 2.8. ([20, Thm. 5.3]) Let A = (Aij)n×n be a Hermitian block matrix
with n× n blocks of size d× d. If A is positive semidefinite and A0 a Hermitian d× d-
matrix, then the polynomial f(Z) = det(A0 +
∑n
i,j=1Aijzij) on the set of symmetric
n× n-matrices is psd-stable or identically zero.
Determinantal representations of complex polynomials which are stable with respect
to the unit ball of symmetric matrices have been studied in [13, 14].
In the present paper, for cones K with a spectrahedral representation, we derive a
semidefinite problem, which, in the case of feasibility, certifies K-stability of f . For
the case of psd-stability, if that criterion is satisfied, we can explicitly construct the
determinantal representation of Proposition 2.8. In this respect, the criterion from
Proposition 2.8 can be seen as a special case of our treatment.
The following examples serve to pinpoint some relationships between stable, psd-
stable and determinantal polynomials.
Example 2.9. a) A quadratic determinantal polynomial does not need to be stable in
order to be psd-stable (with respect to a suitable ordering identification between the
variables zi and the matrix variables zjk). Namely, the determinantal polynomial
f(z1, z2, z3) = (z1 + z3)
2 − z22 = (z1 + z3 − z2)(z1 + z3 + z2)
is not stable, because (1, 2, 1) ∈ I(f) ∩ R3>0. However, in the matrix variables Z =(
z1 z2
z2 z3
)
, the polynomial f(Z) = f(z1, z2, z3) is psd-stable. To see this, observe that
by the arithmetic-geometric mean inequality, every y ∈ I(f) = {y ∈ R3 : y1 + y3 =
y2 or y1 + y3 = −y2} satisfies
det
(
y1 y2
y2 y3
)
= det
(
y1 ±(y1 + y3)
±(y1 + y3) y3
)
= y1y3 − (y1 + y3)2 ≤ 0
and thus y 6∈ intS+2 .
b) An example of a non-psd-stable determinantal polynomial on 2 × 2-matrices, i.e.,
with matrix variables Z =
(
z11 z12
z12 z22
)
, is f(Z) = detDiag(z11, z12, z22) = z11z12z22.
Namely, since I(f) = {X ∈ S2 : x11x12x22 = 0}, we have
(
1 0
0 1
)
∈ I(f) and thus
I(f) ∩ intS+2 6= ∅.
c) Another example of a non-psd-stable determinantal polynomial on 2× 2-matrices is
the determinant of the spectrahedral representation of the open Lorentz cone g(z) =
det
(
z1 + z3 z2
z2 z1 − z3
)
= z21 − z22 − z23 , where the same variable identification as in a)
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is used. Note that g(z) = 0 for z = (1 + 2i, 1 + i,
√−3 + 2i) and
(
2 1
1 α
)
∈ int S+2 for
α = Im(
√−3 + 2i) > 1. Hence, g is not psd-stable.
3. Conic components in the complement of the imaginary projection
To prepare for the conic stability criteria for determinantal and quadratic polynomi-
als, we characterize particular conic components in the complement of the imaginary
projection for these classes. Denote by X ≻ 0 the positive definiteness of a matrix X .
First consider a determinantal polynomial
(2) f(z) = det(A0 + A1z1 + · · ·+ Anzn)
with A0, . . . , An ∈ Hermd. Note that if A0 = I, then the homogenization of f w.r.t.
a variable z0 is hyperbolic w.r.t. e = (1, 0, . . . , 0) ∈ Rn+1. Moreover, for a homoge-
neous determinantal polynomial f = det(
∑n
j=1Ajzj), if there exists an e ∈ Rn with∑n
j=1Ajej ≻ 0, then f is hyperbolic w.r.t. e, and the set
{z ∈ Rn : A1z1 + · · ·+ Anzn ≻ 0}
as well as its negative are hyperbolicity cones of f , see [26, Prop. 2]. If f is irreducible,
then these are the only two hyperbolicity cones (see [25]), whereas in the reducible case
there can be more (cf. Section 2.1). Let A(z) be the linear matrix pencil A(z) = A0 +∑n
j=1Ajzj . The initial form of f , denoted by in(f), is defined as in(f)(z) = fh(0, z),
where fh is the homogenization of f w.r.t. the variable z0.
Theorem 3.1. If f is a degree d determinantal polynomial of the form (2) and there
exists an e ∈ Rn with ∑nj=1Ajej ≻ 0, then in(f) is hyperbolic and every hyperbolicity
cone of in(f) is contained in I(f)c.
Proof. Let f = det(A0 +
∑n
j=1Ajzj) with A0, . . . , An ∈ Hermd. Since f is of degree d,
it holds in(f) = det(
∑n
j=1Ajzj). Then
∑n
j=1Ajej ≻ 0 implies that in(f) is hyperbolic.
First we assume that in(f) is irreducible. By the precondition
∑n
j=1Ajej ≻ 0, the
initial form in(f) has exactly the two hyperbolicity cones C1 = {x ∈ Rn :
∑n
j=1Ajxj ≻
0} and C2 = {x ∈ Rn :
∑n
j=1Ajxj ≺ 0}.
First we show that C1 ⊆ I(f)c. For every x ∈ Rn, we have
f(x+ te) = det(A0 +
n∑
j=1
Ajxj + t
n∑
j=1
Ajej).
Since
∑n
j=1Ajej ≻ 0, we obtain
f(x+ te) = det(
n∑
j=1
Ajej) det
(
(
n∑
j=1
Ajej)
−1/2(A0 +
n∑
j=1
Ajxj)(
n∑
j=1
Ajej)
−1/2 + tI
)
.
Since A0+
∑n
j=1Ajxj is Hermitian, all the roots of t 7→ f(x+ te) are real. Hence, there
cannot be a non-real vector a+ ie with f(a+ ie) = 0, because otherwise setting x = a
would give a non-real solution to t 7→ f(x+ te). Thus, there is a connected component
C ′ in I(f)c containing C1. The case C2 ⊆ I(f)c is symmetric, since −e ∈ C2.
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To cover also the case of reducible in(f), it suffices to observe that for reducible
in(f) =
∏k
j=1 hj with irreducible h1, . . . , hk, every hyperbolicity cone C of in(f) is of
the form C =
⋂k
j=1Cj with some hyperbolicity cones Cj of hj, 1 ≤ j ≤ k. 
Quadratic polynomials. Now let f ∈ R[z] be a quadratic polynomial of the form
(3) f = zTAz+ bTz+ c
with A ∈ Sn, b ∈ Rn and c ∈ R. We show that those components of I(f)c which are
cones, can be described in terms of spectrahedra, as made precise in the following.
First recall the situation of a homogeneous quadratic polynomial f = zTAz. By
possibly multiplying A with −1, we can assume that the number of positive eigenvalues
of A is at least the number of negative eigenvalues. In this setting, it is well known that
a non-degenerate quadratic form f ∈ R[z] is hyperbolic if and only if A has signature
(n− 1, 1) [11].
Specifically, for the normal form
f(z) =
n−1∑
j=1
z2j − z2n,
we have I(f) = {y ∈ Rn : y2n ≤
∑n−1
j=1 y
2
j} (see [22]). Hence, there are two unbounded
components in the complement I(f)c, both of which are full-dimensional cones, and
these two components are
{y ∈ Rn−1 × R+ :
n−1∑
j=1
y2j < y
2
n} and {y ∈ Rn−1 × R− :
n−1∑
j=1
y2j < y
2
n}.
For a general homogeneous quadratic form, this generalizes as follows.
Lemma 3.2. For a quadratic form f = zTAz ∈ R[z] with A having signature (n−1, 1),
the components C of the complement of I(f) are given by the two components of the
set
(4) {y ∈ Rn : yTAy < 0} ,
and the closures of these components are spectrahedra.
The proof makes use of the following property from [22].
Proposition 3.3. Let g ∈ C[z] and T ∈ Rn×n be an invertible matrix. Then, I(g(Tz)) =
T−1I(g(z)).
Proof of Lemma 3.2. Since −A has Lorentzian signature, there exists S ∈ GL(n,R)
with AI := S
TAS = Diag(1, . . . , 1,−1). Observing
I(f(Sz)) = I(zTAIz) = {y ∈ Rn : y2n ≤
n−1∑
j=1
y2j} = {y ∈ Rn : yTAIy ≥ 0} ,
Proposition 3.3 then gives
I(f(z)) = S · I(f(Sz)) = {S · y ∈ Rn : yTAIy ≥ 0} = {y ∈ Rn : yTAy ≥ 0} .

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For the general, not necessarily homogeneous case, recall that every quadric in Rn
is affinely equivalent to a quadric given by one of the following polynomials,
(I)
∑p
j=1 z
2
j −
∑r
j=p+1 z
2
j (1 ≤ p ≤ r, r ≥ 1, p ≥ r2) ,
(II)
∑p
j=1 z
2
j −
∑r
j=p+1 z
2
j + 1 (0 ≤ p ≤ r, r ≥ 1) ,
(III)
∑p
j=1 z
2
j −
∑r
j=p+1 z
2
j + zr+1 (1 ≤ p ≤ r, r ≥ 1, p ≥ r2) .
We refer to [1] as a general background reference for real quadrics. We say that a given
quadratic polynomial f ∈ R[z] is of type X if it can be transformed to the normal form
X by an affine real transformation.
The homogeneous case, case (I), has already been treated, and by [22], it is known
that in case (III), the imaginary projection does not contain a full-dimensional com-
ponent in I(f)c.
By [22], in case (II), unbounded components only exist in the cases p = 1 and
p = r− 1, so we can restrict to these cases. We list these relevant two cases from [22].
Theorem 3.4. Let n ≥ r ≥ 3 and f ∈ R[z] be a quadratic polynomial. If f is of type
(II), then
(5) I(f) =
{
{y ∈ Rn : y21 −
∑r
j=2 y
2
j ≤ 1} if p = 1 ,
{y ∈ Rn : ∑r−1j=1 y2j > y2r} ∪ {0} if p = r − 1 .
For the proof see [22]. Since the proofs of the case p = 1 and of the case p = r − 1
differ in some important details, which are not carried out there, we include a proof
here for the convenience of the reader.
Proof. Without loss of generality we can assume r = n. Writing zj = xj + iyj, we have
f(z) =
∑p
j=1 z
2
j −
∑n
j=p+1 z
2
j + 1 = 0 if and only if
p∑
j=1
x2j −
n∑
j=p+1
x2j −
p∑
j=1
y2j +
n∑
j=p+1
y2j + 1 = 0(6)
and
p∑
j=1
xjyj −
n∑
j=p+1
xjyj = 0.(7)
Set α := −∑pj=1 y2j +∑nj=p+1 y2j + 1, and let y ∈ Rn be fixed. Note that in both cases
p = 1 and p = n − 1, we have 0 ∈ I(f), since f(x + i · 0) = 0 for x = (0, . . . , 0, 1).
Hence, we can assume y 6= 0.
Case p = 1: Write x = (x1,x
′) = (x1, x2, . . . , xn) and y = (y1,y′) = (y1, y2, . . . , yn).
Observe the rotational symmetry of (6) w.r.t. x′ and y′ and the invariance of the stan-
dard scalar product (x′,y′) 7→∑nj=2 xjyj under orthogonal transformations. Hence, if
((x1,x
′), (y1,y′)) is a solution of (6) and (7), then for any T ∈ SO(n−1), the point
((x1, Tx
′), (y1, Ty′)) is a solution as well, where SO(n−1) denotes the special orthogo-
nal group of order n− 1. Thus, we can assume y3 = · · · = yn = 0, and α simplifies to
α = −y21 + y22 + 1. Solving (7) for x1 (by assuming, without loss of generality, y1 6= 0)
yields x1 =
x2y2
y1
and substituting this into (6) then
0 =
(
y22
y21
− 1
)
x22 −
n∑
j=3
x2j + α =
(α− 1)x22
y21
−
n∑
j=3
x2j + α.
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This equation has a real solution (x2, . . . , xn) if and only if α ≥ 0, which shows I(f) =
{y ∈ Rn : y21 −
∑n
j=2 y
2
j ≤ 1}.
Case p = n − 1: Following the same proof strategy, we now write x = (x′, xn) =
(x1, x2, . . . , xn) and y = (y
′, yn) = (y1, y2, . . . , yn). Then the symmetry of the problem
allows to assume y2 = · · · = yn−1 = 0, and α simplifies to α = −y21 + y2n + 1. If y1 6= 0,
solving (7) for x1 gives x1 =
xnyn
y1
, and a substitution into (6)
0 =
(
y2n
y21
− 1
)
x2n +
n−1∑
j=2
x2j + α =
(α− 1)x22
y21
+
n−1∑
j=2
x2j + α.
There exists a real solution (x2, . . . , xn) if and only if α < 1, which, taking also into
account the special case y1 = 0, gives I(f) = {y ∈ Rn :
∑n−1
j=1 y
2
j > y
2
n} ∪ {0}. 
For the inhomogeneous case, we use the following lemma to reduce it to the homo-
geneous case.
Lemma 3.5. Let n ≥ 3 and f ∈ R[z] be quadratic of the form (3).
If f is of type (II) with p = 1, then I(f)c does not have connected components whose
closures contain full-dimensional cones.
If f is of type (II) with p = n−1 then every full-dimensional cone which is contained
in I(f)c is contained in the closure of a hyperbolicity cone of in(f).
Note, that in particular, that I(f)c does not contain a point at all if and only if
in(f) is not hyperbolic.
Proof. If f is of type (II) with p = 1, then the statement is a consequence of (5).
Now consider the case that f is of type (II) with p = n − 1 and let C be full-
dimensional cone which is contained in a component of I(f)c. By [21, Theorem 4.2
and Lemma 4.3], intC is contained in a hyperbolicity cone of in(f). 
Hence, among the quadratic polynomials of type (II), only the ones with p = n− 1
might possibly be K-stable.
Theorem 3.6. Let n ≥ 3 and f ∈ R[z] be quadratic of the form (3) and of type (II)
with p = n−1. Then there exists a linear form ℓ(z) in z such that −ℓ(z)n−2in(f) has a
determinantal representation. In particular, the closure of each unbounded component
of I(f)c is a spectrahedral cone.
The theorem can be seen as an adaption of the well-known result that hyperbolic
quadratic forms have determinantal representations. See, e.g., [39, Section 2] or [30,
Example 2.16] for the determinantal representations which underlie that result and
which are utilized in the subsequent proof.
Proof. First consider the normal form of type (II) with p = n− 1,
g(z) =
n−1∑
j=1
z2j − z2n + 1 .
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By (5), the complement of I(g) has the two unbounded conic components
{y ∈ Rn−1 × R+ :
n−1∑
j=1
y2j ≤ y2n} \ {0} and {y ∈ Rn−1 × R− :
n−1∑
j=1
y2j ≤ y2n} \ {0},
which (up to the origin) are the open Lorentz cone and its negative. Their closures
are exactly the closures of the hyperbolicity cones of the initial form in(g) of g. It is
well-known that the open Lorentz cone has the spectrahedral representation
(8) L(z) :=


z1
znI
...
zn−1
z1 · · · zn−1 zn

 ≻ 0 ,
and thus we also have zn−2n in(g) = − det(L(z)). Since g results from f by an affine
transformation, the initial form in(g) results from the initial form in(f) by a linear
transformation,
in(g)(Tz) = in(f)(z)
for some matrix T ∈ GL(n,R). Hence, we obtain the spectrahedral representation for
one of the unbounded conic components in I(f)c,
F (z) :=


(Tz)1
(Tz)nI
...
(Tz)n−1
(Tz)1 · · · (Tz)n−1 (Tz)n

 ≻ 0 ,
as well as its negative. Moreover,
− detF (z) = ((Tz)n)n−2 in(f) ,
so that (Tz)n provides the desired linear form ℓ(z). 
Remark 3.7. Concerning L(z) in (8), by subtracting
zj
zn
times the j-th row from its
n-th row for every j ∈ {1, . . . , n− 1}, we obtain
det(L(z)) = det


z1
znI
...
zn−1
0 · · · 0 zn − 1zn
∑n−1
i=1 z
2
i

 = zn−2n
(
z2n −
n−1∑
i=1
z2i
)
.
By (3), in the proof we have in(f) = zTAz. Let A = LDLT be an LDLT decomposition
of A with D = Diag(d1, . . . , dn−1, dn) such that d1, . . . , dn−1 > 0 and dn < 0. Then the
variable transformation T in the proof is
T = Diag(
√
d1, . . . ,
√
dn−1,
√
|dn|) · LT
and we derive
A = T T ·


0
I
...
0
0 · · · 0 −1

 · T.
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Example 3.8. Consider f(z1, z2, z3, z4) = −15z21 − 12z1z4 + z22 + z23 = zTAz with
A =


−15 0 0 −6
0 1 0 0
0 0 1 0
−6 0 0 0

 .
For ℓ(z) = 4z1 + 2z4, a representation from Theorem 3.6 is
−ℓ(z)2 · f(z) = det


4z1 + 2z4 0 0 z1 + 2z4
0 4z1 + 2z4 0 z2
0 0 4z1 + 2z4 z3
z1 + 2z4 z2 z3 4z1 + 2z4

 .

Remark 3.9. A quadratic polynomial f ∈ R[z] is of the form (3) and of type (II)
with p = n− 1 (i.e., −f has Lorentzian signature) if and only if f ∈ R[z] is a real zero
polynomial, see for example [10].
Remark 3.10. For the case of homogeneous polynomials, Theorem 3.6 recovers the
known fact that hyperbolicity cones defined by homogeneous quadratic polynomials f
are spectrahedral [30]. In the affine setting, we can homogenize the type (II) polyno-
mial f w.r.t. variable z0 and get a quadratic polynomial of type (I) in n + 1 variables
with p = n. Then, using in(fh) = fh, Theorem 3.6 recovers that the rigidly con-
vex sets (introduced by Helton-Vinnikov [18]) defined by real zero polynomials f are
spectrahedra [30].
Remark 3.11. The proof of Theorem 3.6 explicitly explains a technique to compute
a suitable linear factor ℓ(z) as well as a determinantal representation to get a spectra-
hedral structure.
4. Conic stability and positive maps
Based on the characterizations of the conic components in the complement of I(f),
we now study the problem whether f isK-stable, in particular, whether it is psd-stable.
In order to decide whether the coneK is contained in one of the components of I(f)c,
observe that in the case of spectrahedral representations of K and of the components
of I(f)c, the problem of K-stability can be phrased as a containment problem for
spectrahedra. The theory of positive and completely positive maps (as detailed in
[31]) provides a sufficient condition for the containment problem of spectrahedra, see
[16, 23, 24].
Definition 4.1. Given two linear subspaces U ⊆ Hermk and V ⊆ Herml (or U ⊆ Sk
and V ⊆ Sl), a linear map Φ : U → V is called positive if Φ(U)  0 for any U ∈ U
with U  0.
For d ≥ 1, define the d-multiplicity map Φd on the set of all Hermitian d × d block
matrices with symmetric n× n-matrix entries by
(Aij)
d
i,j=1 7→
(
Φ (Aij)
)d
i,j=1
.
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The map Φ is called d-positive if the d-multiplicity map Φd (viewed as a map on a
Hermitian matrix space) is a positive map. Φ is called completely positive if Φd is a
positive map for all d ≥ 1.
Let U(x) =
∑n
j=1 Ujxj and V (x) =
∑n
j=1 Vjxj be homogeneous linear pencils with
symmetric matrices of size k×k and l×l, respectively (since the matrices are symmetric,
we prefer to denote the variables by x rather than z). Then the spectrahedra SU :=
{x ∈ Rn : U(x)  0}, and SV := {x ∈ Rn : V (x)  0} are cones. Further, let
U = span(U1, . . . , Un) ⊆ Sk and V = span(V1, . . . , Vn) ⊆ Sl.
If U1, . . . , Un are linearly independent, then the linear mapping ΦUV : U → V,
ΦUV (Ui) := Vi, 1 ≤ i ≤ n, is well defined.
Proposition 4.2 ([23]). Let U1, . . . , Un ⊆ Hermk (or, U1, . . . , Un ⊆ Sk, respectively) be
linearly independent and SU 6= ∅. Then for the properties
(1) the semidefinite feasibility problem
(9) C = (Cij)
k
i,j=1  0 and Vp =
k∑
i,j=1
(Up)ijCij for p = 1, . . . , n
has a solution with Hermitian (respectively symmetric) matrix C,
(2) ΦUV is completely positive,
(3) ΦUV is positive,
(4) SU ⊆ SV ,
the implications and equivalences (1) =⇒ (2) =⇒ (3)⇐⇒ (4) hold, and if U contains
a positive definite matrix, (1)⇐⇒ (2).
Note that the statement (1) =⇒ (4) (which does not involve the definition of ΦUV )
is also valid without the assumption of linear independence of U1, . . . , Un (see [16, 23]).
So, in case the cone K and the conic components of I(f)c can be described in terms
of spectrahedra, we can approach the conic stability problem in terms of the block
matrix C  0 in (9), the so-called Choi matrix, corresponding to an appropriate posi-
tive map Φ, which maps the underlying pencils of those spectrahedra onto each other
certifying their containment. This sufficient condition is provided by a certain semi-
definite feasibility problem whose non-emptiness of its feasible domain thus provides a
sufficient criterion for psd-stability.
Moreover, if we know a spectrahedral description of some of the components of I(f)c
(as in the quadratic case or the determinantal case), the sufficient containment criterion
is based on writing a matrix pencil for these components using linear combinations
of the matrices of a linear matrix pencil for K. As formalized in Theorem 4.8 and
Corollary 4.9, taking the determinant of a matrix pencil for a suitable component
of I(f)c provides a particular determinantal description for the homogeneous part of
the given polynomial f . That description has exactly the structure of the sufficient
determinantal criterion for psd-stability and thus provides an elegant determinantal
representation that certifies the psd-stability of a homogeneous polynomial f .
Let K be a cone which is given as the positive semidefiniteness region of a linear
matrix pencil M(x) =
∑n
j=1Mjxj with symmetric l × l-matrices (since K is a cone in
R
n, we prefer to denote the variables by x rather than z). In the case of usual stability,
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the cone K is the positive semidefiniteness region of the linear matrix pencil
(10) M≥0(x) =
n∑
j=1
M≥0j xj
with M≥0j = Ejj, where Eij is the matrix with a one in position (i, j) and zeros
elsewhere. In the case of psd-stability, the matrix pencil is
(11) Mpsd(X) =
n∑
i,j=1
Mpsdij xij
with symmetric matrix variables X = (xij) and M
psd
ij =
1
2
(Eij + Eji), i.e., M
psd(X) is
the matrix pencil Mpsd(X) = (xij)ij in the symmetric matrix variables xij .
Theorem 4.3. Let f = det(A0 +
∑n
j=1Ajzj) with Hermitian matrices A0, . . . , An be
a degree d determinantal polynomial of the form (2) such that in(f) is irreducible and
there exists e ∈ Rn with ∑nj=1Ajej ≻ 0. Let M(x) = ∑nj=1Mjxj with symmetric
l × l-matrices be a pencil of the cone K. If there exists a Hermitian block matrix
C = (Cij)
l
i,j=1 with blocks Cij of size d× d and
(12) C = (Cij)
l
i,j=1  0, ∀p = 1, . . . , n : σAp =
l∑
i,j=1
(Mp)ijCij
for some σ ∈ {−1, 1}, then f is K-stable. Deciding whether such a block matrix C
exists is a semidefinite feasibility problem.
Note that a necessary condition of K-stability of f is obtained as follows. Fix any
vector v in the interior of the cone K. Then a necessary condition for K-stability is
that v is contained in the complement of I(f).
Proof. Let C be a block matrix C = (Cij)
l
i,j=1 with d×d-blocks and which satisfies (12)
for some σ ∈ {−1, 1}. The initial form in(f) is hyperbolic and, by Theorem 3.1, every
hyperbolicity cone of in(f) is contained in I(f)c. So, in order to show K-stability of f ,
it suffices to show that K is contained in the closure of a hyperbolicity cone of in(f),
i.e., in the closure of a component of I(in(f))c.
As recorded at the beginning of Section 3, since in(f) is irreducible, in(f) has exactly
two hyperbolicity cones, and these are given by Ah(x) =
∑n
j=1Ajxj ≻ 0 as well as
Ah(x) =
∑n
j=1Ajxj ≺ 0.
By Proposition 4.2, if (12) is satisfied, say with σ = 1, then the spectrahedron given
by the matrix pencil M(x) is contained in the closure of I(in(f))c. For the service of
the reader, we provide an explicit derivation of this step in our setting. Namely, for x
in the spectrahedron defined by M(x), we have
Ah(x) =
n∑
p=1
Apxp =
n∑
p=1
xp
l∑
i,j=1
(Mp)ijCij(13)
=
l∑
i,j=1
(M(x))ijCij.(14)
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Apply the Khatri-Rao product (where the blocks ofM(x) are of size 1×1 and the blocks
of C are of size d × d). Since M(x) and C are positive semidefinite, the Khatri-Rao
product
M(x) ∗ C := ((M(x))ij ⊗ Cij)li,j=1 = ((M(x))ijCij)li,j=1
is positive semidefinite as well; see Liu [27], where this property is stated on the space
of symmetric positive semidefinite matrices. Since M(x) is a real symmetric pencil,
Liu’s result carries over to our situation of a Hermitian positive semidefinite matrix C
by employing that a Hermitian matrix Z = X+iY with X ∈ Sk and Y skew-symmetric
is positive semidefinite if and only if the real symmetric matrix(
X −Y
Y Z
)
∈ S2k
is positive semidefinite (see, e.g., [12]).
Altogether, since
Ah(x) = (I · · · I)(M(x) ∗ C)

I...
I

 ,
Ah(x) is positive semidefinite as well. Hence, x is contained in the spectrahedron
defined by Ah(x). Since Ah(x) is the matrix pencil of the closure of a component of
I(in(f))c, the claim follows. 
Note that the constant coefficient matrix A0 does not play any role for the criterion
in Theorem 4.3. This comes from Theorem 3.1 and its proof, where only the Hermitian
property of A0 matters rather than the exact values of the coefficients themselves.
Remark 4.4. In the special case of usual stability, Theorem 4.3 provides a new proof
for Borcea and Bra¨nde´n’s determinantal criterion from Proposition 2.6. Namely, for
usual stability, K is given by (10) and thus, a matrix C satisfying the hypothesis of
Theorem 4.3 can be viewed as a a block diagonal matrix C = (Cij)
l
i=1 with diagonal
blocks Cii of size d × d and vanishing non-diagonal blocks Cij (i 6= j). Since the
condition (12) specializes to
Ap = Cpp for p = 1, . . . , n,
the stability criterion in Theorem 4.3 is satisfied if and only if the matrices A1, . . . , An
are positive semidefinite.
Remark 4.5. Theorem 4.3 gives a sufficient criterion, but it is not necessary. As a
counterexample, consider the following adaption from an example in [16, Example 3.1,
3.4] and [23, Section 6.1]. Let K ⊆ R3 be the Lorentz cone as given by (8). The
polynomial
f = det
(
z1 + z3 z2
z2 −z1 + z3
)
= z23 − z21 − z22
(whose underlying matrix pencil provides an alternative matrix pencil for the Lorentz
cone) has all its zeroes on the boundary of the Lorentz cone or on its negative. Hence,
f is K-stable, but by the results in [16] and [23], the condition (12) is not satisfied.
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Example 4.6. i) Let g(z1, z2, z3) := 31z
2
1+32z1z3+8z
2
3−8z1z2−16z22 . A determinantal
representation of g is given by det
(
4z1 + 2z3 z1 + 4z2
z1 + 4z2 8z1 + 4z3
)
, and at z = (0, 0, 1)T , the
matrix polynomial is positive definite. Let M(x) denote the linear matrix pencil of the
psd cone S+2 . Then the psd-stability of g follows from Theorem 4.3 and by the matrix
C =


4 1 0 2
1 8 2 0
0 2 2 0
2 0 0 4

  0.
ii) Let f =
∑2
i,j=1M
psd
ij xij =
(
1 0
0 0
)
x11+
(
0 1
1 0
)
x12+
(
0 0
0 1
)
x22 be the canonical
matrix polynomial of the 2 × 2-psd cone. Clearly, f is psd-stable, and the following
consideration shows that this is also recognized by the sufficient criterion. For sym-
metric 2 × 2-matrices, the condition in Theorem 4.3 requires to find a block matrix
C  0 with 2× 2 blocks of size 2× 2 such that
(15) Mpsdpq =
2∑
i,j=1
(Mpsdpq )ijCij for 1 ≤ p, q ≤ 2.
This yields C11 =
(
1 0
0 0
)
, C22 =
(
0 0
0 1
)
and C12 + C21 =
(
0 1
1 0
)
. Since C =(
C11 C12
C21 C22
)
is symmetric, C12 must be of the form
(
0 γ
δ 0
)
with γ, δ ∈ R. Positive
semidefiniteness of C then implies δ = 0, and further, the condition on C12 +C21 gives
γ = 1. Hence, the matrix
C =


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1


satisfies (15) and thus certifies the psd-stability of f in view of the sufficient criterion
in Theorem 4.3.
For quadratic polynomials, we can provide the following criterion. As in the proof
of Theorem 3.6, for a homogeneous quadratic polynomial f(z) = zTAz of signature
(n− 1, 1), we consider
(16) F (x) :=
n∑
p=1
Fpxp :=


(Tx)1
(Tx)nI
...
(Tx)n−1
(Tx)1 · · · (Tx)n−1 (Tx)n

 ≻ 0 ,
where T is as in that proof.
Theorem 4.7. Let n ≥ 3 and f be a quadratic polynomial of the form (3), let f be
of type (II) with A having signature (n− 1, 1) and in(f) be irreducible. Let M(x) be a
matrix pencil for the cone K, and let T and F (x) :=
∑n
p=1 Fpxp be defined as in (16)
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w.r.t. in(f). If there exists a block matrix C = (Cij)
l
i=1 with blocks Cij of size d × d
and
(17) C = (Cij)
l
i,j=1  0, ∀p = 1, . . . , n : σFp =
l∑
i,j=1
(Mp)ijCij
for some σ ∈ {−1, 1}, then f is K-stable. Deciding whether such a block matrix C
exists is a semidefinite feasibility problem.
Proof. By Theorem 3.6 and its proof, the unbounded components of I(f)c which are
full-dimensional cones are exactly the hyperbolicity cones of in(f). For x in the spec-
trahedron defined by M(x)  0, we have
F (x) =
n∑
p=1
Fpxp =
n∑
p=1
xp
l∑
i,j=1
(Mp)ijCij =
l∑
i,j=1
(M(x))ijCij.
Analogous to the application of the Khatri-Rao product in the proof of Theorem 4.3,
this yields F (x)  0. Hence, f is K-stable. 
Theorem 4.8. Let n ≥ 3 and f(z) = zTAz be an irreducible homogeneous quadratic
polynomial of signature (n− 1, 1), M(z) be a matrix pencil for the cone K, and let T
and F (z) :=
∑n
p=1 Fpzp be defined as in (16). If there exists a block matrix C = (Cij)
l
i=1
with blocks Cij of size d× d satisfying
(18) C = (Cij)
l
i,j=1  0, ∀p = 1, . . . , n : σFp =
l∑
i,j=1
(Mp)ijCij
for some σ ∈ {−1, 1}, then there exists a linear form ℓ(z) such that −ℓ(z)n−2f has a
determinantal representation
−σℓ(z)n−2f = det(
n∑
p=1
zp
l∑
i,j=1
(Mp)ijCij)
with positive semidefinite matrices Cij. The representation provides a certificate for
the K-stability of f .
Proof. The K-stability was shown in Theorem 4.7. By (18) and the definition of F (z),
we have
σ detF (z) = det
( n∑
p=1
zp
l∑
i,j=1
(Mp)ijCij
)
.
Since detF (z) = −((Tz)n)n−2f , the choice ℓ(z) := (Tz)n provides the desired repre-
sentation. This provides a certificate for the K-stability of f . 
Corollary 4.9. Let n ≥ 2 and f(Z) be a homogeneous quadratic polynomial on sym-
metric n × n-variables, in the linearized vector z = (z1, . . . , zN) let f = zTAz with
A ∈ RN×N of signature (N − 1, 1). If M(z) is a matrix pencil for the psd-cone and C
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is a block matrix satisfying (18), then for some linear form ℓ(z) in z, the polynomial
−ℓ(z)N−2f has a determinantal representation of the form
−ℓ(z)N−2f = det ( l∑
i,j=1
Cijzij
)
with positive semidefinite matrices Cij. This representation provides a certificate for
the psd-stability of f in the sense of the sufficient criterion for psd-stability.
Proof. This is a consequence of Theorem 4.8. 
5. Certifying K-stability with respect to scaled cones
The sufficient criterion does not capture all the cases of K-stable polynomials. Here,
we extend our techniques to scaled versions of the cone. To this end, we will reduce a
scaled version of the K-stability problem to the situation of the following statement.
Proposition 5.1 (Proposition 6.2 in [23]). Let A(z) and B(z) be monic linear matrix
pencils of size k × k and l × l, respectively, and such that SA := {z ∈ Rn : A(z)  0}
is bounded. Then there exists a constant ν > 0 such that for the scaled spectrahedron
νSA the inclusion νSA ⊆ SB is certified by the system
C = (Cij)
k
i,j=1  0, ∀p = 1, . . . , n : Bp =
k∑
i,j=1
(1
ν
Ap
)
ij
Cij.
As before, let K be a proper cone which is given by a linear matrix pencil M(z) =∑n
j=1Mjzj with l×l-matrices, and assume that there exists a hyperplane H not passing
through the origin and such thatK∩H is bounded. For notational convenience, assume
that H = {(x1, . . . , xn) ∈ Rn : x1 = 1} and that M1 = In. In particular, then the first
unit vector e(1) is contained in the interior of the full-dimensional cone K.
Theorem 5.2. Let f ∈ R[z] and M(z) be as described before. Let N(z) be the matrix
pencil of a spectrahedral, conic set contained in cl(I(f)c), and assume that N1 = In as
well.
Then there exists a constant ν > 0 such that gν(z1, . . . , zn) := f(z1, νz2, . . . , νzn) is
K-stable and such that the K-stability of g is certified by the system
(19) C = (Cij)
l
i,j=1  0, ∀p = 1, . . . , n : νNp =
l∑
i,j=1
(Mp)ij Cij,
where the variable matrix C is a block matrix with l × l blocks.
As a consequence, f is Kˆ-stable with respect to Kˆ = cone({1} × ν(K ∩H)), where
the multiplication of ν with the set K∩H is done in the (n−1)-dimensional space with
variables z′ = (z2, . . . , zn) and cone denotes the conic hull.
Since the scaling variable ν occurs linearly in (19), its optimal value can be expressed
by a semidefinite program. Further note that the preconditions M1 = In and N1 = In
imply that the induced matrix pencils of the conic spectrahedra of M(z) and of N(z)
give monic pencils within the hyperplane H .
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Proof. Let N ′(z′),M ′(z′) be the matrix pencils in the n− 1 variables z′ = (z2, . . . , zn)
defined by
N ′(z′) = N(z)
∣∣∣
z1=1
and M ′(z′) = M(z)
∣∣∣
z1=1
.
N ′(z′) and M ′(z′) are monic linear matrix pencils and the spectrahedron SM ′(z′) =
{z′ = (z2, . . . , zn) ∈ Rn : M ′(z′)  0} is bounded. By Proposition 5.1, the inclusion
νSM ′(z′) ⊆ SL′(z′) is certified by the system
(20) C = (Cij)
l
i,j=1  0, ∀p = 1, . . . , n : N ′p =
l∑
i,j=1
(1
ν
M ′p
)
ij
Cij
with some block matrix C = (Cij)
l
i,j=1. Since M
′
p = Mp and N
′
p = Np for p ≥ 1, this is
equivalent to (19).
Moreover, νSM ′(z′) ⊆ SN ′(z′) implies that νSM(z) ⊆ SN(z) and also that for any z
with z1 = 1 and f(z) = 0, we have (1,
z2
ν
, . . . , zn
ν
) 6∈ int SM ′(z′), or, equivalently, gν(z) is
K-stable. Finally, this also gives the reformulation that f is Kˆ-stable. 
Theorem 5.2 can also be applied to such polynomials f which meet the requirements
of the theorem after applying a invertible linear transformation, since those preserve
the containment of sets.
Example 5.3. Setting
(
z1 z2
z2 z3
)
=
(
z11 z12
z12 z22
)
, the polynomial f = det
(
z1 2z2
2z2 z3
)
= z1z3 − 4z22 is not psd-stable. To fit the requirements of Theorem 5.2, let Q be
the rotation matrix Q = 1√
2

 1 0 10 √2 0
−1 0 1

 and consider the rotated versions of the
underlying matrix pencils
NQ(y) = N(Q
−1z) =
1√
2
(
y1 − y3
√
8y2√
8y2 y1 + y3
)
and MQ(y) = M(Q
−1z) =
1√
2
(
y1 − y3
√
2y2√
2y2 y1 + y3
)
.
For NQ,ν(y) := NQ(y1, νy2, νy3) and MQ(y), (19) leads to the equations
C11 + C22 =
(
1 0
0 1
)
, C12 + C21 =
(
0 2ν
2ν 0
)
, −C11 + C22 =
(−ν 0
0 ν
)
.
Hence, the set of matrices C = Cν satisfying (19) is given by the system
(21) C =
1
2


1 + ν 0 0 4λν
0 1− ν 4(1− λ)ν 0
0 4(1− λ)ν 1− ν 0
4λν 0 0 1 + ν

 , C  0 with λ ∈ R.
The largest ν satisfying (21) is given by ν = 1
2
with λ = 3
4
. When rotating back, this
certifies the psd-stability of
f 1
2
(z) := det
(
NQ, 1
2
(Qz)
)
=
1
16
· (3z21 + 10z1z3 + 3z23 − 16z22).
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In addition to that, we obtain that f is Kˆ-stable with respect to the cone
Kˆ =
{
y ∈ R3 : 1
2
(
3y1 − y3 4y2
4y2 −y1 + 3y3
)
 0
}
.
6. Conclusion and open questions
In this paper, we have shown how techniques from the theory of positive maps and
from the containment of spectrahedra can be used to provide a sufficient criterion for
theK-stability of a given polynomial f . In particular, we have considered quadratic and
determinantal polynomials. Beyond that, our approach generally applies whenever (for
a polynomial of arbitrary degree) some spectrahedral components in the complement
of I(f) are known.
It would be interesting to understand whether this or related techniques can be ef-
fectively exploited also for classes of polynomials beyond the ones studied in the paper.
In particular, with regard to the recent development of a theory of Lorentzian polyno-
mials [8], which provides a superset of the set of homogeneous stable polynomials, it
would be of interest to understand the connection of Lorentzian polynomials to conic
stability and to the effective methods presented in our paper.
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