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Allowances have been developed for future rise of relative sea-level (i.e. sea level relative to the land)
based on the projections of regional sea-level rise, its uncertainty, and the statistics of tides and storm
surges (storm tides). An ‘allowance’ is, in this case, the vertical distance that an asset needs to be raised
under a rising sea level, so that the present likelihood of ﬂooding does not increase. This continues the
work of Hunter (2012), which presented allowances based on global-average sea level and local storm
tides. The inclusion of regional variations of sea-level rise (and its uncertainty) signiﬁcantly increases
the global spread of allowances. For the period 1990–2100 and the A1FI emission scenario (which
the world is broadly following at present), these range from negative allowances caused by land uplift
(in the northern regions of North America and Europe) to the upper 5-percentile which is greater than
about 1 m (e.g. on the eastern coastline of North America).
& 2013 Elsevier Ltd. Open access under CC BY-NC-ND license. 1. Introduction
A major effect of climate change is a present and continuing
increase in sea level, caused mainly by thermal expansion of seawater
and the addition of water to the oceans from melted land ice (e.g.
Meehl et al., 2007, as reported in the Fourth Assessment Report (AR4)
of the Intergovernmental Panel on Climate Change (IPCC)). Over the
last two decades, the rate of global-average sea-level rise was about
3.2 mm yr1 (Church and White, 2011). At the time of AR4 in 2007,
sea level was projected to rise at a maximum rate of about
10mm yr1 and to a maximum level of about 0.8 m (relative to
1990) by the last decade of the 21st century, in the absence of
signiﬁcant mitigation of greenhouse-gas emissions (Meehl et al.,
2007, Table 10.7, including ‘scaled-up ice sheet discharge’).
Sea-level rise, like the change of many other climate variables,
will be experienced mainly as an increase in the frequency or
likelihood (probability) of extreme events, rather than simply as a
steady increase in an otherwise constant state. One of the most
obvious adaptations to sea-level rise is to raise an asset (or its
protection) by an amount that is sufﬁcient to achieve a required
level of precaution. The selection of such an allowance has often,
unfortunately, been quite subjective and qualitative, involving con-
cepts such as ‘plausible’ or ‘high-end’ projections. Hunter (2012)
described a simple technique for estimating an allowance for sea-: þ61 3 6226 2440.
unter),
.au (N.J. White),
C-ND license. level rise using extreme-value theory. This allowance ensures that
the expected, or average, number of extreme (ﬂooding) events in a
given period is preserved. In other words, any asset raised by this
allowance would experience the same frequency of ﬂooding events
under sea-level rise as it would without the allowance and without
sea-level rise. It is important to note that this allowance only relates
to the effect of sea-level rise on inundation and not on the recession
of soft (e.g. sandy) shorelines or on other impacts.
Under conditions of uncertain sea-level rise, the ‘expected
number of ﬂooding events in a given period’ is here deﬁned in the
following way. It is supposed that there are n possible futures,
each with a probability, Pi, of being realised. For each of these
futures, the expected number of ﬂooding events in a given period
is given by Ni. The effective, or overall, expected number of
ﬂooding events (considering all possible futures) is then consid-
ered to be
Pn
i ¼ 1 PiNi, where
Pn
i ¼ 1 Pi ¼ 1.
In the terminology of risk assessment (e.g. ISO, 2009), the expected
number of ﬂooding events in a given period is known as the likelihood.
If a speciﬁc cost may be attributed to one ﬂooding event, then this
cost is termed the consequence, and the combined effect (generally
the product) of the likelihood and the consequence is the risk (i.e. the
total effective cost of damage from ﬂooding over the given period).
The allowance is the height that an asset needs to be raised under
sea-level rise in order to keep the ﬂooding likelihood the same. If the
cost, or consequence, of a single ﬂooding event is constant than this
also preserves the ﬂooding risk.
An important property of the allowance is that it is independent of
the required level of precaution (when measured in terms of likelihood
of ﬂooding). In the case of coastal infrastructure, an appropriate
J.R. Hunter et al. / Ocean Engineering 71 (2013) 17–2718height should ﬁrst be selected, based on present conditions and an
acceptable degree of precaution (e.g. an average of one ﬂooding event
in 100 years). If this height is then raised by the allowance calculated
for a speciﬁc period, the required level of precaution will be sustained
until the end of this period.
The method assumes that there is no change in the variability
of the extremes (speciﬁcally, the scale parameter of the Gumbel
distribution; see Section 2). In other words, the statistics of tides and
storm surges (storm tides) relative to mean sea level are assumed to
be unchanged. It is also assumed that there is no change in wave
climate (and therefore in wave setup and runup). The allowance
derived from this method depends also on the distribution function of
the uncertainty in the rise in mean sea level at some future time.
However, once this distribution and the Gumbel scale parameter has
been chosen, the remaining derivation of the allowance is entirely
objective.
If the future sea-level rise were known exactly (i.e. the uncertainty
was zero), then the allowance would be equal to the central value of
the estimated rise. However, because of the exponential nature of the
Gumbel distribution (which means that overestimates of sea-level
rise more than compensate for underestimates of the same magni-
tude), uncertainties in the projected rise increase the allowance above
the central value.
Hunter (2012) combined the Gumbel scale parameters derived
from 198 tide-gauge records in the GESLA (Global Extremes Sea-Level
Analysis) database (see Mene´ndez and Woodworth, 2010) with
projections of global-average sea-level rise, in order to derive esti-
mates of the allowance around much of the world’s coastlines. The
spatial variation of this allowance therefore depended only on
variations of the Gumbel scale parameter. We here derive improved
estimates of the allowance using the same GESLA tide-gauge records,
but spatially varying projections of sea level from the IPCC AR4
(Meehl et al., 2007) with enhancements to account for glacial isostatic
adjustment (GIA), and ongoing changes in the Earth’s loading and
gravitational ﬁeld (Church et al., 2011). We use projections for the
A1FI emission scenario (which the world is broadly following at
present; Le Que´re´ et al., 2009).
The results presented here relate to an approximation of relative
sea level (i.e. sea level relative to the land). They include the effects
of vertical land motion due to changes in the Earth’s loading and
gravitational ﬁeld caused by past and ongoing changes in land ice.
They do not include effects due to local land subsidence produced, for
example, by deltaic processes or groundwater withdrawal; separate
allowances should be applied to account for these latter effects.
A fundamental problemwith existing sea-level rise projections is a
lack of information on the upper bound for sea-level rise during the
21st century, in part because of our poor knowledge of the contri-
bution from ice sheets (IPCC, 2007). This effectively means that
the likelihood of an extreme high sea-level rise (the upper tail of
the distribution function of the sea-level rise uncertainty) is poorly
known. The results described here are based on relatively thin-tailed
distributions (normal and raised cosine) and may therefore not be
appropriate if the distribution is fat-tailed (Section 6). For cases where
consequence of ﬂooding would be ‘dire’ (in the sense that the
consequence of ﬂooding would be unbearable, no matter how low
the likelihood), a more appropriate allowance would be based on the
best estimate of the maximum possible rise.2. Theory
Extremes are generally described by exceedance events which
are events which occur when some variable exceeds a given level.
Two statistics are conventionally used to describe the likelihood
of extreme events such as ﬂooding from the ocean. These are the
average recurrence interval (or ARI), R, and the exceedanceprobability, E, for a given period, T. The ARI is the average period
between extreme events (observed over a long period with many
events), while the exceedance probability is the probability of at
least one exceedance event happening during the period T.
Exceedance distributions are often expressed in terms of the
cumulative distribution function, F, where F ¼ 1E. F is just the
probability that there will be no exceedances during the pre-
scribed period, T. These statistics are related by (e.g. Pugh, 1996)
F ¼ 1E¼ exp  T
R
 
¼ expðNÞ ð1Þ
where N is the expected, or average, number of exceedances
during the period T.
Eq. (1) involves the assumption (made throughout this paper)
that exceedance events are independent; their occurrence there-
fore follows a Poisson distribution. This requires a further assump-
tion about the relevant time scale of an event. If multiple closely
spaced events have a single cause (e.g. ﬂooding events caused by
one particular storm), they are generally combined into a single
event using a declustering algorithm.
The occurrence of sea-level extremes, and therefore, the ARI
and the exceedance probability, will be modiﬁed by sea-level rise,
the future of which has considerable uncertainty. For example,
the projected sea-level rise for 2090–2099 relative to 1980–1999,
for the A1FI emission scenario (which the world is broadly follow-
ing at present; Le Que´re´ et al., 2009), is 0.5070.26 m (5–95%
range, including scaled-up ice sheet discharge; Meehl et al., 2007),
the range being larger than the central value.
The expected number of exceedances above a given level and
over a given period may, in general, be described by
N¼N mzP
l
 
ð2Þ
where N is some general dimensionless function, zP is the
physical height (e.g. the height of a critical part of the asset), m
is a ‘location parameter’ and l is a ‘scale parameter’. As noted in
Section 1, it is assumed that there is no change in the variability of
the extremes, which implies that the scale parameter, l, does not
change with a rise in sea level.
Mean sea level is now raised by an amount Dzþz0, where Dz is
the central value of the estimated rise and z0 is a random variable
with zero mean and a distribution function, Pðz0Þ, to be chosen
below. This effectively increases the location parameter, m, by
Dzþz0. At the same time, the asset is raised by an allowance, a, so
that it is now located at a height zPþa. Under these conditions of
(uncertain) sea-level rise and raising of the asset, the overall (or
effective) expected number, Nov, of exceedances ð4zPþaÞ during
the period T, becomes
Nov ¼
Z 1
1
Pðz0ÞN mzPþDzþz
0a
l
 
dz0 ð3Þ
The function, N , is often well-ﬁtted by a generalised extreme-
value distribution (GEV). The simplest of these, the Gumbel dis-
tribution, ﬁts most sea-level extremes quite well (e.g. van den
Brink and Ko¨nnen, 2011). The Gumbel distribution may be expressed
as (e.g. Coles, 2001, p. 47)
F ¼ exp exp mzP
l
  
ð4Þ
where F is the probability that there will be no exceedances 4zP
during the prescribed period, T.
From Eqs. (1), (2) and (4)
N¼N mzP
l
 
¼ exp mzP
l
 
ð5Þ
m is therefore the value of zP for which N¼1 during the period T,
and l, the ‘scale parameter’, is an e-folding distance in the
vertical. Globally, the scale parameter has a quite narrow range;
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Fig. 1. Global-average projections of sea-level rise relative to 1990, based on the
IPCC AR4 (Meehl et al., 2007) and reproduced in Church et al. (2011). The outer
light lines and the shaded region show the 5- to 95-percentile range of projections
with and without ‘scaled-up ice sheet discharge’ (SUISD), respectively. The
continuous coloured lines from 1990 to 2100 indicate the central value of the
projections, with SUISD. The open and shaded bars at the right show the 5- to
95-percentile range of projections for 2100 for the various SRES scenarios, with
and without SUISD. The diamonds and horizontal lines in the bars are the central
values with and without SUISD. The observational estimates of global-average sea
level based on tide-gauge measurements and satellite altimeter data are shown in
black and red, respectively. The tide-gauge data are set to zero at the start of the
projections in 1990, and the altimeter data are set equal to the tide-gauge data at
the start of the record in 1993. (For interpretation of the references to color in this
ﬁgure legend, the reader is referred to the web version of this article.)
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median and 95-percentile values of the scale parameter are
0.05 m, 0.12 m and 0.19 m, respectively.
Again, as noted in Section 1, it is assumed that the scale
parameter, l, does not change with a rise in sea level. It will also
be noted later (Section 6) that Eq. (5) is only valid over the
restricted range of zP that encompasses the high extreme values.
Eq. (3) therefore becomes (Hunter, 2012):
Nov ¼
Z 1
1
Pðz0Þ exp mzPþDzþz
0a
l
 
dz0
¼N exp Dzþl ln
Z 1
1
Pðz0Þ exp z
0
l
 
dz0
 
a
 
=l
 
ð6Þ
In order to preserve the expected number of exceedances (or
ﬂooding events), we require that Nov ¼N. Therefore, the allow-
ance, a, is equal to the term Dzþl lnð  Þ in the last part of Eq. (6).
This allowance is composed of two parts: the mean sea-level rise,
Dz, and the term l lnð  Þ, which arises from the uncertainty in
future sea-level rise. Hunter (2012) evaluated the allowance for
three types of uncertainty distribution for future sea-level rise: a
normal distribution, a boxcar (uniform) distribution and a raised
cosine distribution. The resulting allowances may all be expressed
as simple analytical expressions, involving the Gumbel scale
parameter, l, the central value of the estimated rise, Dz, and its
standard deviation, s. We here estimate the allowances using
normal and raised cosine distributions, the former having fatter
tails and therefore yielding higher allowances (the raised-cosine
distribution falls to zero at a ﬁnite distance from the central value,
the total range of the distribution being about 1.7 times the 5- to
95-percentile range). Both distributions were ﬁtted to the 5- and
95-percentile range of the IPCC AR4 projections of sea-level
rise, with the central value, Dz, being the mean of the 5- and
95-percentile values.
For a normal uncertainty distribution of future sea-level rise,
the allowance is given by Dzþs2=ð2lÞ (Hunter, 2012). A typical
sea-level rise projection for 2100 relative to 1990 for the A1FI
emission scenario is 0.570.2 (standard deviation) m, and a
typical Gumbel scale parameter is 0.1 m. In this case, the
allowance is equal to 0.5 m (the mean sea-level rise)þ0.2 m
(associated with the uncertainty)¼0.7 m, which is signiﬁcant
larger than the mean sea-level rise. However, in general, the
allowance is less than the 95-percentile upper limit (which is
0.83 m in this typical case).3. Projections of regional sea-level rise
Projections of the future climate are based on models driven
by plausible scenarios for the emissions of greenhouse gases.
In the case of the IPCC AR4 and the projections to be described
in this section, emissions were based on the Special Report on
Emission Scenarios (SRES; Nakicenovic et al., 2000).
The derivation of the projections of regional sea-level rise
followed Church et al. (2011) and Slangen et al. (2012), and is
described in detail in Appendix A. The resultant projections are
composed of terms due to1. the global-average sea-level rise (including ‘scaled-up ice
sheet discharge’ (Meehl et al., 2007; see Fig. 1)),2. spatially varying ‘ﬁngerprints’ to account for changes in the
loading of the Earth and in the gravitational ﬁeld, in response
to ongoing changes in land ice (Mitrovica et al., 2001, 2011),3. glacial isostatic adjustment (GIA; Kendall et al., 2005) (GIA is
the result of changes in the Earth’s loading and gravitational
ﬁeld caused by past changes in land ice (predominantly,
the most recent deglaciation from about 20,000 years ago).The northern regions of North America and Europe show
signiﬁcant uplift, which may lower relative sea level (i.e. sea
level relative to the land) by as much as 20 mm yr1. In
contrast, the eastern coastline of North America is sinking
and shows positive GIA contributions as large as 2 mm yr1),
and4. spatially varying sea-level change due to change in ocean
density and dynamics (e.g. Meehl et al., 2007, Section 10.6.2
and Fig. 10.32).
While terms (2) and (3) are generated by effectively the same
models of crustal loading and gravitational ﬁeld, they are forced
by quite different time-series of land-ice change. It should also be
noted that the terms (1)–(4) have been generated by separate
models and are added linearly; nonlinear interactions between
the terms are ignored.
The spatially varying sea-level rise related to change in ocean
density and dynamics (term (4), above) is provided by atmosphere–
ocean general circulation models (AOGCMs). While global-average
sea-level rise has been reported for six emission scenarios (B1, B2,
A1B, A1T, A2, A1FI; Meehl et al., 2007), results from AOGCMs are only
available for scenarios B1, A1B and A2. For estimating spatially
varying projections for A1FI (the highest of the SRES scenarios),
the central values and uncertainties derived from combining terms
(1)–(4), above, were scaled using ratios of the global-average projec-
tions for A1FI and A2.4. Statistics of storm tides
The scale parameter, l, was estimated from the GESLA (Global
Extreme Sea-Level Analysis) sea-level database (see Mene´ndez and
Woodworth, 2010) which has been collected through a collaborative
activity of the Antarctic Climate & Ecosystems Cooperative Research
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Fig. 3. Allowances using global-average sea-level rise. Cumulative distribution
function for vertical allowances for sea-level rise from 1990 to 2100 for the A1FI
emission scenario, estimated from 197 tide-gauge locations, for normal and
raised-cosine uncertainty distributions. The allowances are based on a global-
average rise in mean sea level, derived from the IPCC AR4, and on the statistics
of storm tides observed at each location. Also shown is the 90-percentile
(5- to 95-percentile) range of the global-average rise in mean sea level, from the
IPCC AR4.
J.R. Hunter et al. / Ocean Engineering 71 (2013) 17–2720Centre, Australia, and the National Oceanography Centre Liverpool
(NOCL), UK. The data covers a large portion of the world and is
sampled at least hourly (except where there are data gaps). The
database was downloaded from NOCL on 26 October 2010 and
contains 675 ﬁles. However, many of these ﬁles are near-duplicates
provided by different agencies. Many are also as short as one or two
years and are therefore not suitable for the analysis of extremes (it is
generally considered that ARIs of up to about four times the record
length may be derived from tide-gauge records (e.g. Pugh, 1996) so
that, for example, the estimation of 100-year ARIs requires records
of at least 25 years duration). Hunter (2012) performed initial
data processing, resulting in 198 tidal records, each of which was at
least 30 years long. However, one of these is from Trieste in the
Mediterranean, which is poorly resolved by the ocean components of
the AOGCMs (the Mediterranean is omitted altogether from Meehl
et al., 2007, Fig. 10.32, which shows the projected spatially varying
sea-level change due to change in ocean density and dynamics). The
data from Trieste was not therefore used in the present analysis,
which is therefore based on 197 global sea-level records.
Prior to extreme analysis, the data was ‘binned’, so as to produce
ﬁles with a minimum sampling interval of one hour, and detrended.
Annual maxima were estimated using a declustering algorithm such
that any extreme events closer than 3 days were counted as a single
event, and any gaps in time were removed from the record. These
annual maxima were then ﬁtted to a Gumbel distribution using the
ismev package (Coles, 2001, p. 48) implemented in the statistical
language R (R Development Core Team, 2008). This yielded the scale
parameter, l, for each of the 197 records. It is assumed that l does
not change in time.0.8
0.6
0.4
1.0
Fig. 4. Allowances using spatially varying sea-level rise. Vertical allowances (m) for
sea-level rise from 1990 to 2100 for the A1FI emission scenario, indicated by
the dot diameter. The allowances are based on a spatially varying rise in mean
sea level, and on the statistics of storm tides observed at each location. The
uncertainty in the projections of sea-level rise was ﬁtted to a normal distribution.
Filled triangles indicate allowances less than 0.4 m.5. Regional allowances
Allowances for future sea-level rise have generally been based on
global-average projections, without adjustment for regional varia-
tions (which are related to the land-ice ﬁngerprint, GIA, and change
in ocean density and dynamics). Fig. 2 shows the vertical allowance
for sea-level rise from 1990 to 2100 for the A1FI emission scenario,
at each of the 197 tide-gauge locations. The allowance is based on
the global-average rise in mean sea level and on the statistics of
storm tides observed at each location (Section 4). The uncertainty in
the projections of sea-level rise was ﬁtted to a normal distribution.
The use of a raised-cosine distribution, which has thinner tails,
yields a smaller allowance. Fig. 2 shows effectively the same
information as Fig. 4 of Hunter (2012), except for being based on a0.8
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Fig. 2. Allowances using global-average sea-level rise. Vertical allowances (m) for
sea-level rise from 1990 to 2100 for the A1FI emission scenario, indicated by the
dot diameter. The allowances are based on a global-average rise in mean sea level,
derived from the IPCC AR4, and on the statistics of storm tides observed at each
location. The uncertainty in the projections of sea-level rise was ﬁtted to a normal
distribution.slightly different projection of mean sea-level rise. Fig. 3 shows the
cumulative distribution function for these allowances, for normal
and raised-cosine uncertainty distributions, constructed from the
197 tide-gauge allowances. Figs. 2 and 3 show that the allowances
have only a small variation, 90% falling within the ranges 0.61–
0.79 m and 0.61–0.73 m, for normal and raised-cosine uncertainty
distributions, respectively. The difference between allowances based
on normal and raised-cosine uncertainty distributions increases
monotonically with the allowance, reaching a maximum of about
0.18 m (in accordance with the results of Eq. (6), with constant Dz,
variable l, and Pðz0Þ chosen as normal or raised-cosine distributions).
Figs. 4 and 5 show the same information as Figs. 2 and 3 but with
the global-average rise in mean sea level replaced by a spatially
varying rise. The allowance is therefore based on a spatially varying
rise in mean sea level (Section 3) and on the statistics of storm tides
observed at each location (Section 4). Fig. 5 shows that, for a given
probability, the difference between using normal and raised-cosine
uncertainty distributions is at most about 0.08 m, but it should be
noted that, due to the spatial variation in the sea-level rise projec-
tions, the difference at any one location may be larger than this.
A striking feature of Fig. 5 is the relatively large number of sites
(about 4.5%) with negative allowances (these are all indicated by
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Fig. 6. As Fig. 5 but excluding all locations north of latitude 551 North.
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Fig. 5. Allowances using spatially varying sea-level rise. Cumulative distribution
function for vertical allowances for sea-level rise from 1990 to 2100 for the A1FI
emission scenario, estimated from 197 tide-gauge locations, for normal and
raised-cosine uncertainty distributions. The allowances are based on a spatially
varying rise in mean sea level, and on the statistics of storm tides observed at each
location. Also shown is the 90-percentile (5- to 95-percentile) range of the global-
average rise in mean sea level, from the IPCC AR4. It should be noted that the
horizontal scale is quite different from the scale used in Fig. 3.
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Some of these (in the northern regions of North America and Europe)
are caused by strongly negative GIA (land uplift), while the remainder
(in the northwest region of North America) are caused by present
changes in glaciers and icecaps. The top 5% of the locations have
allowances greater than 0.97 m and 0.95m for normal and raised-
cosine uncertainty distributions, respectively.
Sites with negative or small positive allowances may be removed
by excluding all locations north of latitude 551 North, as shown in
Fig. 6, which is otherwise similar to Fig. 5. Rejecting these locations
makes little difference to the top 5% of the remaining locations, which
have allowances greater than 0.98m and 0.97 m for normal and
raised-cosine uncertainty distributions, respectively.
The results for each location and for a spatially varying sea-level
rise are summarised in Appendix B, which shows allowances for the
A1FI emission scenario, and for periods 1990–2100 and 2010–2100
(the latter being the more appropriate for present-day planning and
policy decisions). The projections of sea-level rise used to derive these
allowances were ﬁtted to a normal distribution.6. Applicability of the allowance and the problem of a fat
upper tail
As noted in Section 1, a fundamental problem with existing sea-
level rise projections is a lack of information on the upper bound forsea-level rise during the 21st century, in part because of our poor
knowledge of the contribution from ice sheets (IPCC, 2007).
This effectively means that the likelihood of an extreme high sea-
level rise (the upper tail of the distribution function of the sea-level
rise uncertainty) is poorly known.
The allowance depends on the Gumbel distribution, which
only describes extreme events. Eq. (5) therefore only applies
to the range of zP that encompasses the high sea-level extremes.
The allowance is therefore valid in cases where the uncertainty
distribution of sea-level rise, Pðz0Þ, spans only the portion of
N ððmzPþDzþz0aÞ=lÞ (Eq. (3)) that ﬁts a Gumbel distribution.
This is generally satisﬁed if Pðz0Þ has thin tails (e.g. it is normal or
raised-cosine). For the A1FI emission scenario and the period
1990–2100, the 5- to 95-percentile range spans 0.54 m, which
is typically ﬁve times the scale parameter, l, a range which the
Gumbel distribution will generally cover satisfactorily.
However, if Pðz0Þ had a fat upper tail, the distributions used
here (normal and raised-cosine) would underestimate the allow-
ance by not including the contribution from the tail in the integral
in Eq. (3). This problem may be examined in terms of both
likelihood, N , and risk. In general, risk may be treated in the same
way as likelihood, so that the analogue of Eq. (2) is
R¼R mzP
l
 
ð7Þ
and the analogue of Eq. (3) is
Rov ¼
Z 1
1
Pðz0ÞR mzPþDzþz
0a
l
 
dz0 ð8Þ
where R is the risk and R is some general dimensionless function.
If the consequence of each ﬂooding event is a constant, c, then
R¼ cN and Rov ¼ cNov. In this case, any allowance that preserves
the overall likelihood, Nov, also preserves the overall risk, Rov.
There is one situation where fat-tailed Pðz0Þ may not signiﬁ-
cantly inﬂuence the overall likelihood, and another where it may
not signiﬁcantly inﬂuence the overall risk.
Firstly, N ððmzpþDzþz0aÞ=lÞ may be less than the value
given by a Gumbel distribution at large values of ðmzpþDzþ
z0aÞ=l, thereby reducing the effect of a fat upper tail in Pðz0Þ on
the overall likelihood, N ov (Eq. (3)). A trivial (and extreme)
example of this is where the fat upper tail spans the range in
which the asset lies between mean sea level and the minimum
high water level (e.g. mean high water neaps). Within this range,
N is approximately constant at about one or two ﬂooding events
per day (for diurnal and semidiurnal tides, respectively); i.e. in
this range the ﬂooding likelihood, N does not increase with z0, and
the contribution of the fat upper tail to the overall likelihood Nov
may be small or negligible.
Secondly, even if the overall likelihood, Nov, increases signiﬁ-
cantly due to a fat upper tail in Pðz0Þ, it is quite possible that the
consequence of each ﬂooding event decreases under these con-
ditions, so that the overall risk, Rov, is not dominated by the fat
tail. A simple example of this is where the consequence is just
the cost of rebuilding after each ﬂooding event. When the
likelihood (or frequency) of ﬂooding events gets so large that
rebuilding becomes impracticable, the risk becomes constant
and roughly equivalent to the cost of abandoning the location
altogether. In this case, R does not increase with z0, and the
contribution of the fat upper tail to the overall risk Rov may be
small or negligible.
The determination of the total risk resulting from a probability
distribution with a poorly known upper tail (in this case, Pðz0Þ),
combined with a function which may increase exponentially in
the direction of the tail (in this case, N or R) is non-trivial, and is
the subject of some debate. In a related problem (the economic
implications of projections of global temperature), Weitzman
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effective risk associated with fat tails could become inﬁnite,
although subsequent papers (e.g. Nordhaus, 2011; Pindyck,
2011) have argued that the conditions for the validity of the
‘dismal theorem’ are quite restrictive.
Luckily, there is good reason to believe that the probability
distribution of future sea-level rise is bounded. On a millennial
scale, if all the ice and snow on land were transferred to the
ocean, the rise would be limited to about 64 m (Lemke et al.,
2007), and Pfeffer et al. (2008) has estimated an upper bound for
sea-level rise for the 21st century of 2.0 m. Given that the detailed
shape of the uncertainty distribution is largely unknown, a
precautionary approach in cases where the consequence of ﬂood-
ing would be ‘dire’ (in the sense that the consequence of ﬂooding
would be unbearable, no matter how low the likelihood) is to
choose an allowance based on the best estimate of the maximum
possible rise (an example being the Netherlands, where coastal
ﬂood planning is based on an ARI of 10,000 years Maaskant et al.,
2009). However, in other cases, where the consequences of
unforeseen ﬂooding events (i.e. ‘getting the allowance wrong’)
are manageable, the allowance presented here represents a
practical solution to planning for sea-level rise while preserving
an acceptable level of likelihood or risk.7. Discussion and conclusions
A vertical allowance for sea-level rise has been deﬁned such
that any asset raised by this allowance would experience the
same frequency of ﬂooding events under sea-level rise as it would
without the allowance and without sea-level rise (Hunter, 2012).
Allowances have been evaluated by combining spatially varying
projections of sea-level rise with the statistics of observed storm
tides at 197 tide-gauge sites. These allowances relate to the A1FI
emission scenario, and the periods 1990–2100 and 2010–2100
(the latter being the more appropriate for present-day planning
and policy decisions). We use the A1FI emission scenario because
this is the one that the world is broadly following at present
(Le Que´re´ et al., 2009). It must, however, be emphasised that the
choice of emission scenario represents a major additional source
of uncertainty, the central value of the 1990–2100 projection for
the highest SRES scenario (A1FI) being about 60% larger than the
projection for the lowest SRES scenario (B1).
Two uncertainty distributions were used (normal and raised-
cosine); Figs. 2 and 4, and Appendix B, show the results for a
normal distribution which has fatter tails and which yields a
slightly higher allowance.
Planning allowances have typically been selected by choosing
a speciﬁc percentile of a projection of future global-average sea-
level rise. Often the 95-percentile upper limit, which is the one
provided by the IPCC AR4 (Meehl et al., 2007), has been chosen.
However, as shown in Fig. 3 (for the period 1990–2100), if sea-
level rise were globally uniform, an allowance equal to the
95-percentile limit is generally signiﬁcantly larger than would
be required to preserve the frequency of ﬂooding events under
sea-level rise; for the period 1990–2100, only 2.6% of the loca-
tions considered have allowances greater than the 95-percentile
upper limit. The spread of allowances in Fig. 3 is entirely due to
spatial variations in the statistics of storm tides (speciﬁcally, the
Gumbel scale parameter).
When the spatial variation of projected sea-level rise (due to
ongoing changes in the Earth’s loading and gravitational ﬁeld,
thermal expansion, ocean dynamics and GIA) is included, the
distribution of the allowances widens signiﬁcantly (Fig. 5, for
the period 1990–2100). This widening is related to locations (in
northern regions of North America and Europe) which experiencestrongly negative GIA, and others (in the northwest region of
North America) which are inﬂuenced by present changes in
glaciers and icecaps. These processes contribute a signiﬁcant fall
in sea level, leading to negative ‘allowances’, some of which are
less than 1 m. The spread of allowances covers the entire 90-
percentile range of the A1FI projections of global-average sea-
level rise, with 9% of the locations having allowances less than the
5-percentile lower limit and 29% of the locations having allow-
ances greater than the 95-percentile upper limit.
Fig. 4 shows the global distribution of the allowances for the
period 1990–2100. Obvious features are the low and negative
allowances in the northern regions of North America and Europe
(where the land is rising due to GIA and to present changes in
glaciers and icecaps), and higher allowances along the eastern
coastline of North America (where the land is sinking, again due
to GIA).
Appendix B provides a table of allowances for the periods
1990–2100 and 2010–2100. These may be used as a starting point
for the determination of allowances for planning and policy
decisions. However, the following caveats should be recognised:1. The determination of allowances given in this paper is
based on the assumption that the Gumbel scale parameter
(and hence the variability of the storm tides) will not change
in time. This is supported by the fact that present evidence
(Bindoff et al., 2007; Lowe et al., 2012; Mene´ndez and
Woodworth, 2010; Woodworth and Blackman, 2004) suggests
that the rise in mean sea level is generally the dominant cause
of any observed increase in the frequency of extreme events. In
addition, using model projections of storm tides in southeast
Australia to 2070, McInnes et al. (2009) showed that the
increase in the frequency of ﬂooding events was dominated
by sea-level rise.2. The allowance includes no contribution due to possible
changes in wave setup or runup.3. The allowance includes no contribution due to the change in
tides caused by sea-level rise, which are generally small and
conﬁned to quite speciﬁc locations in shelf seas (e.g. Pickering
et al., 2012).4. The allowance depends on the shape of the distribution of
the uncertainty of the projections of mean sea-level rise. Two
distributions have been considered here: a normal and a raised-
cosine distribution. The raised-cosine distribution, which is
limited to about 1.7 times the 5- to 95-percentile range (it is
zero outside these limits), was included because of the argu-
ments for an upper bound to the rate of sea-level rise (Pfeffer
et al., 2008). For spatially varying sea-level rise, the allowances
based on normal and raised-cosine distributions differ by about
0.08 m at most, the normal distribution giving the larger allow-
ance. However, the possibility of the uncertainty distribution
having fatter tails than a normal distribution has been considered
(Section 6). Unfortunately the IPCC AR4 gives no guidance as to
the choice of an appropriate uncertainty distribution, nor any
indication of an ‘upper bound for sea-level rise’ (IPCC, 2007),
and we have here based our allowances in Figs. 2 and 4, and
in Appendix A, on the normal distribution. These allowances
represent a practical solution to planning for sea-level rise while
preserving an acceptable level of ﬂooding likelihood, in cases
where ‘getting the allowance wrong’ is manageable. However, in
cases where the consequence of ﬂooding would be ‘dire’ (in the
sense that the consequence of ﬂooding would be unbearable, no
matter how low the likelihood, as in the case of the Netherlands),
a precautionary approach is to choose an allowance based on the
best estimate of the maximum possible rise.5. The projections of the IPCC AR4 apparently relate to the spread of
model projections (akin to the standard deviation) rather than to
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the projections. The metric of uncertainty, s (see Section 2),
strictly relates to the standard error. However, for reasons dis-
cussed by Hunter (2012), s is here associated with the standard
deviation (rather than the standard error) of the projections.
There are therefore signiﬁcant unknowns associated with the
shape and extent of the uncertainty distribution of the projections
of sea-level rise. Improved allowances for sea-level rise require better
estimates of future sea level and, just as importantly, of its uncer-
tainty distribution and the behaviour of its upper tail.Appendix A. The derivation of regionally varying sea-level rise
projections
Projections of regional relative sea-level rise were derived as in
Church et al. (2011) and consist of
DPðx,y,tÞ ¼DSðtÞþDRðtÞþDFðx,y,tÞþDAðx,y,tÞþDDðx,y,tÞ ðA:1Þ
where DPðx,y,tÞ is the spatially and temporally varying projection
of regional relative sea-level rise, x and y are the horizontal spatial
coordinates, t is the time, and1. DSðtÞ is the global-average sea-level rise, based on the best-
available modelling at the time of the IPCC AR4. This term is
consistent with the sixth row (labelled ‘Sea level rise’) of
Table 10.7 of Meehl et al. (2007). It is composed of
DSðtÞ ¼DST ðtÞþDSIðtÞþDSGðtÞþDSAðtÞ ðA:2Þ
where DST ðtÞ is the contribution from thermal expansion
(consistent with the ﬁrst row of Meehl et al. (2007, Table 10.7)).
DSIðtÞ, DSGðtÞ and DSAðtÞ are contributions due to melting
ice from ‘glaciers and ice caps’, Greenland and Antarctica,
respectively, estimated from surface mass balance; they are
consistent with the second, third and fourth rows of Table 10.7
of Meehl et al. (2007).
Annual time series of DSðtÞ, and the 5- and 95-percentile
uncertainty range, were obtained for emission scenarios B1,
B2, A1B, A1T, A2 and A1FI (Gregory, pers. comm.). DSðtÞ is just
the mean of the 5- and 95-percentile range, and we derived
the uncertainty half-range, dSðtÞ, from half the difference
between the 5- and 95-percentile values.2. DRðtÞ is a component accounting for poorly quantiﬁed ‘rapid
dynamical changes’ to land ice. This term is consistent with
the seventh row (labelled ‘Scaled-up ice sheet discharge’)
of Table 10.7 of Meehl et al. (2007). It was assumed that
one-third of this comes from Greenland and two-thirds from
West Antarctica. DRðtÞ was provided (Gregory, pers. comm.)
and we derived the uncertainty, dRðtÞ (the 5- to 95-percentile
half-range), by assuming a coefﬁcient of variation (the ratio of
the standard deviation to the central value) of 0.677 (Gregory,
pers. comm.) and converting from the standard deviation to
the half-range by multiplying by 1.6448537 (assuming a normal
distribution), so
dRðtÞ ¼DRðtÞ  0:677 1:6448537 ðA:3Þ3. DFðx,y,tÞ is a spatially and temporally varying ‘ﬁngerprint’
term accounting for changes in the loading of the Earth and
in the gravitational ﬁeld, in response to ongoing changes in
land ice (Mitrovica et al., 2001, 2011). It is composed of
DFðx,y,tÞ ¼ ðFIðx,yÞ1ÞDSIðtÞþðFGðx,yÞ1ÞDSGðtÞ
þðFAðx,yÞ1ÞDSAðtÞþ0:333ðFGðx,yÞ1ÞDRðtÞ
þ0:667ðFW ðx,yÞ1ÞDRðtÞ ðA:4Þwhere FIðx,yÞ, FGðx,yÞ, FAðx,yÞ and FW ðx,yÞ are ‘ﬁngerprints’ for
ice loss from ‘glaciers and ice caps’, Greenland, Antarctica as a
whole, and West Antarctica, respectively, and:
FIðx,yÞ ¼ 1, FGðx,yÞ ¼ 1, FAðx,yÞ ¼ 1, FW ðx,yÞ ¼ 1 ðA:5Þ
where the overbar indicates a global average, so that the
global-average of each term in Eq. (A.4) is zero. The uncer-
tainty, dFðx,y,tÞ, of this ‘ﬁngerprint’ term was estimated from:
dFðx,y,tÞ ¼ 9DFðx,y,tÞ9dSðtÞ
DSðtÞ ðA:6Þ4. DAðx,y,tÞ is glacial isostatic adjustment or GIA from Kendall
et al. (2005). This is spatially varying with a zero global-
average:
DAðx,y,tÞ ¼ 0 ðA:7Þ
DAðx,y,tÞ increases linearly with time. No uncertainty was
estimated for this term.5. DDðx,y,tÞ is a spatially and temporally varying term related to
change in ocean density and dynamics (Meehl et al., 2007).
This is expressed as the deviation of regional sea-level rise
from the global average, so:
DDðx,y,tÞ ¼ 0 ðA:8Þ
The uncertainty of this term, dDðx,y,tÞ, was estimated from the
spread of simulations from different models.
The uncertainties in terms (1)–(3) were added linearly, and the
result was added in quadrature to the error in term (5), in order to
obtain the uncertainty, dPðx,y,tÞ, in DPðx,y,tÞ:
dPðx,y,tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðdSðtÞþdRðtÞþdFðx,y,tÞÞ2þðdDðx,y,tÞÞ2
q
ðA:9Þ
The spatially and temporally varying sea-level rise related to
change in ocean density and dynamics, DDðx,y,tÞ, was provided by
atmosphere–ocean general circulation models (AOGCMs). While
global-average sea-level rise (DSðtÞþDRðtÞ) has been estimated for
six emission scenarios (B1, B2, A1B, A1T, A2, A1FI; Meehl et al.,
2007), results from AOGCMs are only available for scenarios B1,
A1B and A2. Spatially and temporally varying projections (DPðx,y,tÞ,
dPðx,y,tÞ) for B2, A1T and A1FI were here obtained by using the
results for (DPðx,y,tÞ, dPðx,y,tÞ) for the nearest adjacent projections
for B1, A1B or A2, and scaling using ratios derived from the
respective global-average projections (DSðtÞþDRðtÞ, dSðtÞþdRðtÞ).
The present paper discusses A1FI projections derived from
spatially varying A2 projections and global-average projections
for A1FI and A2. Therefore (omitting the variables x, y and t,
for clarity):
DPðA1FIÞ ¼ DPðA2ÞðDSðA1FIÞþDRðA1FIÞÞðDSðA2ÞþDRðA2ÞÞ ðA:10Þ
and
dPðA1FIÞ ¼ dPðA2ÞðdSðA1FIÞþdRðA1FIÞÞðdSðA2ÞþdRðA2ÞÞ ðA:11ÞAppendix B. Summary of values for each location with a
spatially varying sea-level rise and a normal distribution of
uncertainty
The summary of locations, 5- to 95-percentile ranges of projec-
tions of mean sea-level rise, and allowances, for the periods 1990–
2100 and 2010–2100 is given in Table B1.
Table B1
Summary of locations, 5- to 95-percentile ranges of projections of mean sea-level rise, and allowances, for the periods 1990–2100 and 2010–2100.
Site name Longitude, Projection Projection Allowance Allowance
latitude 1990–2100 2010–2100 1990–2100 2010–2100
(deg.) 5,95% (m) 5,95% (m) (m) (m)
Abashiri 144.28, 44.02 0.09, 0.68 0.12, 0.64 0.59 0.53
Aberdeen 357.93, 57.14 0.04, 0.76 0.08, 0.70 0.62 0.55
Aburatsu 131.42, 31.57 0.24, 0.84 0.25, 0.76 0.68 0.60
Acapulco-A 260.09, 16.84 0.18, 0.77 0.22, 0.70 0.72 0.62
Adak 183.37, 51.86 0.15, 0.76 0.18, 0.67 0.63 0.54
Albany 117.88,35.03 0.25, 0.82 0.25, 0.76 0.71 0.64
Alert Bay 233.07, 50.59 0.08, 0.62 0.03, 0.57 0.43 0.38
Antofagasta 289.60,23.65 0.10, 0.71 0.12, 0.66 0.72 0.63
Argentia 306.02, 47.30 0.39, 1.14 0.32, 1.01 1.08 0.92
Astoria 236.23, 46.21 0.34, 0.99 0.32, 0.87 0.83 0.72
Atlantic City 285.58, 39.35 0.48, 1.16 0.46, 0.98 0.98 0.81
Balboa 280.43, 8.96 0.18, 0.75 0.20, 0.68 0.58 0.53
Baltimore 283.42, 39.27 0.43, 1.11 0.42, 0.95 0.91 0.77
Bamﬁeld 234.86, 48.84 0.09, 0.81 0.11, 0.73 0.66 0.57
Bella Bella 231.86, 52.16 0.15, 0.55 0.09, 0.51 0.35 0.32
Bermuda 295.30, 32.40 0.28, 0.92 0.28, 0.81 0.84 0.71
Boston 288.95, 42.35 0.36, 1.12 0.32, 0.98 0.95 0.81
Brest 355.50, 48.38 0.19, 0.84 0.20, 0.76 0.64 0.58
Broome 122.22,18.00 0.18, 0.83 0.19, 0.74 0.63 0.56
Buenaventura 282.90, 3.90 0.15, 0.71 0.17, 0.65 0.60 0.53
Buenos Aires 301.50,34.67 0.12, 0.86 0.17, 0.69 0.59 0.48
Bunbury 115.63,33.32 0.20, 0.83 0.21, 0.74 0.63 0.57
Bundaberg 152.38,24.77 0.26, 0.82 0.25, 0.75 0.70 0.63
Burnie 145.92,41.05 0.22, 0.81 0.22, 0.75 0.68 0.62
Calais 1.87, 50.97 0.17, 0.87 0.19, 0.79 0.72 0.64
Callao-B 282.85,12.05 0.10, 0.73 0.14, 0.66 0.70 0.59
Campbell River 234.75, 50.04 0.13, 0.57 0.08, 0.53 0.36 0.33
Cananeia 312.07,25.02 0.18, 0.75 0.16, 0.68 0.65 0.57
Cape May 285.04, 38.97 0.50, 1.18 0.48, 1.00 0.99 0.83
Carnarvon 113.62,24.88 0.15, 0.83 0.18, 0.74 0.64 0.57
Cartagena 284.47, 10.38 0.22, 0.77 0.25, 0.67 0.95 0.72
Cascais 350.58, 38.69 0.18, 0.79 0.22, 0.71 0.67 0.58
Ceuta 354.68, 35.90 0.14, 0.72 0.17, 0.66 0.73 0.62
Charleston 280.07, 32.78 0.38, 1.04 0.36, 0.91 0.91 0.78
Charlottetown 296.88, 46.23 0.33, 1.13 0.29, 0.99 0.94 0.80
Cherbourg 358.38, 49.65 0.14, 0.80 0.16, 0.72 0.64 0.57
Chesapeake 283.89, 36.97 0.45, 1.13 0.43, 0.97 0.94 0.80
Chichijima 142.18, 27.10 0.11, 0.93 0.19, 0.78 0.82 0.64
Churchill 265.80, 58.78 2.30,1.54 1.67,1.58 1.74 1.63
Cordova-B 214.25, 60.56 0.74, 0.33 0.60, 0.33 0.18 0.15
Crescent City 235.82, 41.74 0.41, 1.02 0.36, 0.91 0.86 0.75
Cristobal 280.08, 9.36 0.23, 0.78 0.26, 0.69 0.88 0.70
Cuxhaven 8.72, 53.87 0.15, 0.89 0.19, 0.80 0.58 0.53
Darwin 130.85,12.47 0.21, 0.82 0.19, 0.75 0.70 0.63
Delfzijl 6.93, 53.33 0.17, 0.91 0.20, 0.81 0.60 0.55
Den Helder 4.75, 52.97 0.19, 0.91 0.21, 0.82 0.64 0.58
Dover 1.32, 51.11 0.18, 0.88 0.20, 0.80 0.68 0.61
Draghallan 17.47, 62.33 1.33,0.56 1.04,0.41 0.72 0.58
Eastport 293.01, 44.90 0.35, 1.12 0.31, 0.98 1.03 0.87
Ensenada 243.37, 31.85 0.31, 0.89 0.30, 0.79 0.86 0.73
Esbjerg 8.43, 55.47 0.04, 0.79 0.09, 0.71 0.47 0.44
Esperance 121.90,33.87 0.22, 0.79 0.22, 0.73 0.66 0.60
Fishguard 355.02, 52.01 0.10, 0.76 0.13, 0.70 0.59 0.53
Fort Denison 151.23,33.85 0.33, 0.93 0.31, 0.85 0.88 0.79
Fort Pulaski 279.10, 32.03 0.36, 1.03 0.34, 0.90 0.95 0.80
Fremantle 115.73,32.05 0.17, 0.83 0.19, 0.74 0.66 0.58
Fulford Harbour 236.55, 48.77 0.05, 0.71 0.01, 0.65 0.55 0.48
Furuogrund 21.23, 64.92 1.60,0.83 1.28,0.63 1.07 0.86
Galveston 265.21, 29.31 0.33, 0.97 0.33, 0.84 0.75 0.65
Geelong 144.43,38.17 0.18, 0.76 0.18, 0.71 0.67 0.61
Georgetown 146.85,41.13 0.33, 0.91 0.29, 0.84 0.78 0.71
Geraldton 114.58,28.78 0.14, 0.82 0.16, 0.74 0.71 0.62
Goteborg 11.80, 57.68 0.31, 0.45 0.20, 0.43 0.24 0.23
Guam 144.65, 13.43 0.25, 0.83 0.28, 0.72 0.80 0.65
Hakodate 140.73, 41.78 0.15, 0.92 0.23, 0.75 0.94 0.67
Halifax 296.42, 44.67 0.49, 1.19 0.42, 1.04 1.06 0.91
Heimsjoe 9.12, 63.43 0.57, 0.26 0.42, 0.30 0.10 0.13
Heysham 357.09, 54.03 0.05, 0.71 0.08, 0.66 0.50 0.46
Hilo 204.93, 19.73 0.21, 0.81 0.24, 0.72 0.78 0.65
Hobart 147.33,42.88 0.35, 0.95 0.31, 0.87 0.83 0.75
Hook of Holland 4.12, 51.98 0.19, 0.91 0.22, 0.82 0.66 0.59
Holyhead 355.37, 53.31 0.07, 0.74 0.10, 0.67 0.57 0.51
Honningsvaag 25.98, 70.98 0.58, 0.21 0.42, 0.21 0.07 0.05
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Table B1 (continued )
Site name Longitude, Projection Projection Allowance Allowance
latitude 1990–2100 2010–2100 1990–2100 2010–2100
(deg.) 5,95% (m) 5,95% (m) (m) (m)
Honolulu-B 202.13, 21.31 0.18, 0.81 0.21, 0.73 0.81 0.68
Hosojima 131.68, 32.42 0.23, 0.83 0.24, 0.75 0.68 0.60
Ilha Fiscal 316.83,22.90 0.16, 0.76 0.17, 0.68 0.60 0.52
Immingham 359.81, 53.63 0.13, 0.84 0.15, 0.76 0.59 0.54
Ishigaki 124.15, 24.33 0.28, 0.86 0.27, 0.77 0.70 0.62
Johnston 190.47, 16.74 0.24, 0.82 0.27, 0.71 0.73 0.61
Kahului 203.53, 20.90 0.19, 0.81 0.21, 0.73 0.86 0.71
Ketchikan 228.38, 55.33 0.22, 0.52 0.16, 0.49 0.33 0.30
Key West 278.19, 24.55 0.28, 0.87 0.27, 0.77 0.86 0.72
Klagshamn 12.90, 55.52 0.04, 0.70 0.03, 0.64 0.45 0.41
Kungsholmsfort 15.58, 56.10 0.22, 0.53 0.12, 0.50 0.31 0.30
Kushimoto 135.78, 33.47 0.26, 0.85 0.26, 0.76 0.73 0.64
Kushiro 144.38, 42.97 0.14, 0.80 0.18, 0.75 0.80 0.70
Kwajalein 167.73, 8.73 0.19, 0.84 0.21, 0.74 0.90 0.73
La Coruna 351.60, 43.37 0.19, 0.81 0.20, 0.73 0.68 0.60
La Libertad 279.08, 2.20 0.12, 0.72 0.15, 0.66 0.62 0.54
Landsort 17.87, 58.75 0.63, 0.13 0.46, 0.16 0.01 0.02
Lerwick 358.86, 60.16 0.07, 0.82 0.11, 0.75 0.69 0.61
Lewes 284.88, 38.78 0.47, 1.16 0.45, 0.98 0.95 0.80
Los Angeles 241.73, 33.72 0.32, 0.91 0.31, 0.80 0.89 0.75
Lower Escuminac 295.12, 47.08 0.18, 0.98 0.16, 0.86 0.77 0.66
Lowestoft 1.75, 52.48 0.17, 0.87 0.19, 0.79 0.62 0.56
Maaloey 5.12, 61.93 0.29, 0.50 0.18, 0.47 0.32 0.29
Magueyes Island 292.95, 17.97 0.22, 0.77 0.25, 0.69 0.74 0.63
Maisaka 137.62, 34.68 0.26, 0.86 0.27, 0.78 0.69 0.61
Majuro 171.37, 7.11 0.19, 0.83 0.22, 0.73 0.89 0.71
Malakal-A 134.48, 7.33 0.19, 0.87 0.22, 0.76 0.84 0.68
Malin Head 352.67, 55.37 0.05, 0.79 0.08, 0.72 0.64 0.57
Mayport 278.57, 30.39 0.32, 0.98 0.31, 0.86 0.94 0.78
Mera 139.83, 34.92 0.29, 0.86 0.28, 0.78 0.78 0.70
Midway 182.63, 28.22 0.21, 0.86 0.24, 0.75 0.70 0.60
Milford Haven 354.99, 51.70 0.13, 0.79 0.15, 0.72 0.63 0.56
Miyakejima 139.48, 34.06 0.29, 0.86 0.28, 0.79 0.67 0.61
Mokuoloe 202.20, 21.43 0.18, 0.81 0.21, 0.73 0.84 0.70
Montauk 288.04, 41.05 0.42, 1.11 0.40, 0.94 0.90 0.75
Monterey 238.11, 36.60 0.33, 0.93 0.31, 0.82 0.86 0.73
Nagasaki 129.87, 32.73 0.26, 0.83 0.26, 0.75 0.77 0.67
Naha 127.67, 26.22 0.28, 0.90 0.27, 0.80 0.83 0.70
Nantucket 289.90, 41.28 0.45, 1.12 0.43, 0.95 0.95 0.79
Nawiliwili 200.65, 21.97 0.18, 0.80 0.19, 0.73 0.81 0.69
Naze 129.50, 28.38 0.30, 0.88 0.29, 0.78 0.77 0.66
Neah Bay 235.38, 48.37 0.12, 0.81 0.14, 0.73 0.63 0.55
Newcastle 151.80,32.92 0.32, 0.92 0.30, 0.84 0.87 0.78
New London 287.91, 41.35 0.40, 1.08 0.38, 0.92 0.86 0.72
Newlyn 354.46, 50.10 0.17, 0.82 0.18, 0.74 0.69 0.61
Newport 288.67, 41.51 0.42, 1.11 0.40, 0.94 0.95 0.79
New Westminster 237.09, 49.20 0.18, 0.57 0.12, 0.53 0.35 0.32
New York 285.99, 40.70 0.44, 1.12 0.41, 0.95 0.91 0.77
Nishinoomote 130.99, 30.73 0.29, 0.86 0.29, 0.78 0.80 0.71
Northshields 358.56, 55.01 0.07, 0.78 0.10, 0.72 0.62 0.56
North Sydney 299.75, 46.22 0.39, 1.18 0.34, 1.03 0.99 0.84
Noumea 166.44,22.29 0.29, 0.85 0.31, 0.75 0.85 0.71
Ofunato 141.72, 39.07 0.25, 0.84 0.28, 0.76 0.81 0.70
Olands Norra Udde 17.10, 57.37 0.41, 0.34 0.28, 0.34 0.11 0.13
Oslo 10.75, 59.90 0.55, 0.21 0.40, 0.23 0.01 0.02
Pago Pago 189.32,14.28 0.20, 0.78 0.19, 0.70 0.80 0.70
Patricia Bay 236.55, 48.65 0.05, 0.71 0.01, 0.65 0.53 0.47
Pensacola 272.79, 30.40 0.35, 0.99 0.34, 0.87 0.78 0.68
Pohnpei-B 158.24, 6.99 0.21, 0.82 0.23, 0.73 0.79 0.66
Point Atkinson 236.75, 49.34 0.16, 0.60 0.10, 0.55 0.42 0.37
Point Lonsdale 144.62,38.30 0.18, 0.76 0.18, 0.71 0.65 0.59
Port Adelaide (inner) 138.50,34.85 0.18, 0.76 0.19, 0.70 0.57 0.53
Port Adelaide (outer) 138.48,34.78 0.18, 0.76 0.19, 0.70 0.56 0.52
Port-aux-Basques 300.87, 47.57 0.30, 1.09 0.27, 0.96 1.08 0.91
Port Hardy 232.51, 50.72 0.03, 0.67 0.01, 0.61 0.52 0.45
Port Hedland 118.58,20.30 0.16, 0.83 0.18, 0.74 0.65 0.57
Portland 289.75, 43.66 0.29, 1.05 0.26, 0.93 0.93 0.79
Port Lincoln 135.87,34.72 0.21, 0.78 0.21, 0.72 0.63 0.57
Portpatrick 354.88, 54.84 0.05, 0.77 0.08, 0.71 0.57 0.52
Port Pirie 138.02,33.17 0.17, 0.75 0.18, 0.70 0.54 0.50
Prince Rupert 229.68, 54.32 0.18, 0.53 0.12, 0.49 0.32 0.30
Puerto de la Luz 344.58, 28.13 0.19, 0.76 0.22, 0.69 0.67 0.58
Puerto Williams 292.38,54.93 0.02, 0.61 0.01, 0.56 0.48 0.43
Queen Charlotte City 227.93, 53.25 0.11, 0.78 0.12, 0.71 0.61 0.54
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Table B1 (continued )
Site name Longitude, Projection Projection Allowance Allowance
latitude 1990–2100 2010–2100 1990–2100 2010–2100
(deg.) 5,95% (m) 5,95% (m) (m) (m)
Ratan 20.92, 64.00 1.54,0.77 1.22,0.59 0.99 0.79
Rikitea 225.05,23.12 0.13, 0.72 0.17, 0.64 0.80 0.66
Roervik 11.25, 64.87 0.70, 0.17 0.53, 0.23 0.04 0.02
Saint John 293.94, 45.25 0.29, 1.06 0.26, 0.93 0.93 0.79
Salina Cruz 264.80, 16.16 0.15, 0.77 0.21, 0.68 0.75 0.62
San Diego 242.83, 32.71 0.32, 0.90 0.31, 0.80 0.86 0.73
San Francisco 237.53, 37.81 0.35, 0.95 0.32, 0.83 0.82 0.71
Seattle 237.66, 47.60 0.03, 0.79 0.05, 0.71 0.66 0.57
Seward-C 210.57, 60.12 0.46, 0.47 0.37, 0.44 0.33 0.29
Sheerness 0.75, 51.44 0.17, 0.87 0.19, 0.79 0.68 0.61
Simon’s Bay 18.43,34.18 0.24, 0.82 0.28, 0.73 0.83 0.68
Sitka 224.66, 57.05 0.26, 0.53 0.19, 0.49 0.40 0.35
Smogen 11.22, 58.37 0.46, 0.29 0.33, 0.30 0.12 0.12
Socoa 358.32, 43.40 0.15, 0.79 0.17, 0.72 0.66 0.59
South Beach 235.96, 44.62 0.43, 1.06 0.39, 0.94 0.87 0.76
Spikarna 17.53, 62.37 1.33,0.56 1.04,0.41 0.80 0.63
St. Johns 307.28, 47.57 0.41, 1.13 0.34, 1.00 1.08 0.93
Stockholm 18.08, 59.32 0.84,0.09 0.64,0.02 0.24 0.18
St. Petersburg 277.37, 27.76 0.32, 0.94 0.31, 0.83 0.76 0.66
Thevenard 133.65,32.15 0.19, 0.76 0.20, 0.70 0.59 0.54
Toﬁno 234.09, 49.15 0.03, 0.70 0.01, 0.63 0.53 0.46
Townsville 146.83,19.25 0.24, 0.81 0.24, 0.74 0.66 0.59
Toyama 137.22, 36.77 0.20, 0.90 0.26, 0.76 0.93 0.70
Tregde 7.57, 58.00 0.26, 0.49 0.16, 0.47 0.35 0.31
Truk 151.85, 7.45 0.20, 0.84 0.23, 0.74 0.82 0.67
Tumaco 281.27, 1.83 0.15, 0.71 0.17, 0.65 0.62 0.54
Ullapool 354.84, 57.90 0.04, 0.76 0.09, 0.69 0.58 0.52
Valparaiso 288.37,33.03 0.04, 0.66 0.08, 0.60 0.63 0.54
Vancouver 236.89, 49.29 0.16, 0.60 0.10, 0.55 0.44 0.39
Varberg 12.22, 57.10 0.33, 0.42 0.21, 0.41 0.21 0.21
Vardo 31.10, 70.33 0.57, 0.24 0.42, 0.24 0.14 0.11
Victor Harbor 138.63,35.57 0.19, 0.77 0.20, 0.72 0.61 0.56
Victoria 236.63, 48.42 0.05, 0.71 0.01, 0.65 0.51 0.45
Vigo 351.27, 42.23 0.18, 0.79 0.19, 0.72 0.63 0.57
Wake 166.62, 19.28 0.19, 0.81 0.24, 0.70 0.73 0.60
Wakkanai 141.68, 45.42 0.07, 0.67 0.11, 0.63 0.59 0.53
Walvis Bay 14.50,22.95 0.20, 0.77 0.25, 0.68 0.65 0.55
Wellington 174.78,41.28 0.31, 0.91 0.30, 0.80 0.88 0.74
Wick 356.91, 58.44 0.06, 0.80 0.09, 0.74 0.64 0.58
Williamstown 144.92, 37.87 0.17, 0.75 0.17, 0.70 0.61 0.56
Wilmington 282.05, 34.23 0.39, 1.06 0.37, 0.91 0.89 0.75
Wladyslawowo 18.42, 54.80 0.02, 0.76 0.08, 0.69 0.54 0.48
Wood Islands 297.30, 45.68 0.42, 1.22 0.36, 1.06 0.98 0.84
Woods Hole 289.33, 41.52 0.45, 1.12 0.43, 0.95 0.91 0.76
Wyndham 128.10,15.45 0.18, 0.81 0.16, 0.74 0.76 0.68
Xiamen 118.07, 24.45 0.21, 0.78 0.20, 0.72 0.59 0.54
Yakutat 220.26, 59.55 0.86, 0.25 0.69, 0.26 0.16 0.12
Yap-B 138.13, 9.51 0.23, 0.84 0.24, 0.75 0.67 0.59
Yarmouth 293.88, 43.83 0.42, 1.19 0.37, 1.04 1.07 0.91
Ystad 13.82, 55.42 0.06, 0.69 0.01, 0.63 0.47 0.42
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