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a b s t r a c t
By (A, B), we denote the set of all sequences ϵ such thatΣϵnxn is summable by Bwhenever
Σxn is summable by A, where A and B are some summability methods. In this paper, we
established a simple set of necessary and sufficient conditions for summability factor of
type ϵ ∈ (A, B), and also deduced various known and some new results as special cases.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Let A = (anv) be a lower triangular matrix and (sn) be the partial sums of∑ xv . Let (θn) be any sequence of positive
constants. The series
∑
xv is said to be summable |A, θn, |k, k ≥ 1, if (see [1])
∞−
n=1
θ k−1n |An(s)− An−1(s)|k <∞. (1.1)
where
An(s) =
n−
v=0
anvsv, n = 0, 1, . . . (1.2)
In particular, if A is chosen to be the Riesz matrix R, i.e., the matrix of weighted mean

N, pn

, then |A, θn, |k summability
becomes |N, pn, θn|k summability [2]. Taking θn = Pn/pn and θn = n, we get two special absolute summabilities, |N, pn|k
summability [3] and |R, pn|k summability [4], of |R, θn, |k summability, respectively. For positive sequences (pn) such that
Pn = p0 + p1 + · · · + pn →∞, the corresponding matrix R has the entries
rnv =

pv/Pn, 0 ≤ v ≤ n,
0, v > n.
Furthermore, if we put the matrix A to be the matrix of Cesáro means of order α > −1 and θn = n, then we have |C, α|k
summability in Flett’s notation [5].
IfΣϵnxn is summable by the method BwheneverΣxn is summable by the method A, then we say that the sequence ϵ is
a summability factor of type (A, B) and write ϵ ∈ (A, B). Such a type of summability factor has been investigated in detail
by Bosanquet and Das [6].
Recently, Sulaiman [7] proved the following theorem.
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Theorem 1.1. Let 1 ≤ k < ∞, and suppose that (pn) , (qn) , (Hn) and (Tn) be sequences of positive numbers such that
Pn =∑nv=1 pv →∞,Qn =∑nv=1 qv →∞ as n →∞. Write
Yn = 1HnQn
n−
v=1
Qv−1ϵvxv, Xn = 1TnPn
n−
v=1
Pv−1xv
and suppose that △ϵn ≥ 0,Qn△ϵn/qnPn → 0 as n →∞,△Pn−1 = qnPn/Qn,
∞−
n=v+1
1
HknQn−1
= O

1
qvHkv

and the implication
∞−
n=v+1
 Qn△ϵnqnPnHn
k = O(1) ∞−
n=v
1
T knPkn
H⇒ △ϵn = O

qnHn
QnTn

holds. Then, necessary and sufficient conditions that the implication
∞−
n=1
|Xn|k <∞ H⇒
∞−
n=1
|Yn|k <∞
is satisfied is
ϵn = O

Hn
Tn

and △ϵn = O

qnHn
QnTn

.
Theorem 1.1 has summability factors that are rather complicated and difficult to apply. In this paper, we established
a simple set of necessary and sufficient conditions for summability factor of type ϵ ∈ (A, B), where A and B are some
summability methods, and also deduced various known and some new results as special cases. We make use of a result
of Bennett [8] and Maddox [9], who have obtained necessary and sufficient conditions for a factorable matrix to map
T : ℓk → ℓs and for any matrix to map T : ℓ1 → ℓs, respectively. A factorable matrix T is one in which each entry
tnv = wncv for 1 ≤ v ≤ n; zero, otherwise.
2. Main results
Our theorems read as follows.
Theorem 2.1. Let 1 < k ≤ s <∞, and suppose that (an) , (bn) , (An) , (Bn) be sequences of positive numbers. Write
Y ∗n = An
n−
v=1
av−1ϵvxv, X∗n = Bn
n−
v=1
bv−1xv. (2.1)
Then, in order that
∞−
n=1
X∗n k <∞ H⇒ ∞−
n=1
Y ∗n s <∞ (2.2)
it is necessary and sufficient that
ϵm = O

bm−1Bm
am−1Am

(2.3)
and 
m−1−
v=1
 1Bv△

av−1ϵv
bv−1
k∗
1/k∗  ∞−
n=m+1
Asn
1/s
= O (1) , (2.4)
where k∗ denotes the conjugate of k, i.e., 1/k+ 1/k∗ = 1.
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Theorem 2.2. Let (an) , (bn) , (An) , (Bn) ,

Y ∗n

and

X∗n

be as in Theorem 2.1, 1 ≤ s <∞. Then, in order that (2.2)with k = 1
holds, it is necessary and sufficient that 1Bm△

am−1ϵm
bm−1

 ∞−
n=m+1
Asn
1/s
= O(1) (2.5)
and the condition (2.3) is satisfied.
Proof of Theorem 2.1. It follows from Abel’s partial summations and (2.1) that
Y ∗n = An
n−
v=1
av−1
bv−1
ϵvbv−1xv
= An
n−1
v=1

v−
m=1
bm−1xm

△

av−1
bv−1
ϵv

+ An

n−
m=1
bm−1xm

an−1
bn−1
ϵn
= An
n−1
v=1
1
Bv
△

av−1
bv−1
ϵv

X∗v +
an−1An
bn−1Bn
ϵnX∗n .
Hence, we can write
Y ∗n =
n−
v=1
anvX∗v (2.6)
where
anv =

An
Bv
△

av−1
bv−1
ϵv

, 1 ≤ v ≤ n− 1
an−1An
bn−1Bn
ϵn, v = n
0, v > n.
(2.7)
Then,
∞−
n=1
X∗n k <∞ H⇒ ∞−
n=1
Y ∗n s <∞ if A : ℓk → ℓs,
where A is the matrix whose entries are defined by (2.7). It is also expressed that A = B+ C , where B = (bnv) and C = (cnv)
are defined by bnv = anv for 1 ≤ v ≤ n − 1; bnv = 0, otherwise, and cnn = ann; cnv = 0, otherwise. From Theorem 2(ii)
of [8], a factorable matrix with nonzero entrieswncv is a bounded operator from ℓk to ℓs if and only if
m−
v=1
ck∗v
1/k∗  ∞−
n=m
wsn
1/s
= O(1). (2.8)
Considering (2.7), if we apply the matrices B and C to (2.8), then we have that B, C : ℓk → ℓs iff
m−1−
v=1
 1Bv△

av−1ϵv
bv−1
k∗
1/k∗  ∞−
n=m+1
Asn
1/s
= O (1) ,
and
am−1Am
bm−1Bm
ϵm = O(1),
respectively. Therefore it follows from the conditions (2.3) and (2.4) that condition (2.2) is satisfied. Conversely, suppose that
(2.2) be satisfied, i.e., A : ℓk → ℓs. Since ℓk is a BK-space, then A : ℓk → ℓs is a continuous linear operator, or equivalently
there exists a constantM such that ‖A(x)‖s ≤ M‖x‖k for all x ∈ ℓk. Now, take x ∈ ℓk as xm = 1 form = v; xm = 0, otherwise.
Then we have that
∑∞
n=1 |anv|s
1/s ≤ M for all v ≥ 1, which implies that avv = O(1), i.e., condition (2.3) holds. This gives
that C : ℓk → ℓs, and so (2.4) is satisfied, which completes the proof. 
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Proof of Theorem 2.2. In the notations of Theorem 2.1,
∞−
n=1
X∗n  <∞ H⇒ ∞−
n=1
Y ∗n s <∞ iff A : ℓ→ ℓs
where A is thematrixwhose entries are defined by (2.7). From the result ofMaddox [9, Theorem5, p. 167], amatrixA = (anv)
is a bounded operator from ℓ to ℓs iff
∞−
n=1
|anm|s = O(1) asm →∞, (2.9)
i.e., am−1Ambm−1Bm ϵm
s +  1Bm△

am−1ϵm
bm−1
s ∞−
n=m+1
Asn = O (1) , (2.10)
which is equivalent to conditions (2.3) and (2.5). 
3. Applications
Let (pn) and (qn) be sequences of positive numbers with Pn = p0 + p1 + · · · pn →∞ and Qn = q0 + q1 + · · · qn →∞
as n → ∞. Take Bn = θ1/k∗n pn/PnPn−1 with bn = Pn and An = ψ1/s∗n qn/QnQn−1 with an = Qn in (2.1). Then, the condition∑∞
n=1
X∗n k < ∞ is equivalent to N, pn, θnksummability of∑ xn, and also the condition∑∞n=1 Y ∗n s < ∞ is equivalent
to
N, qn, ψns summability of∑ ϵnxn. Hence, Theorems 2.1 and 2.2 include many known and some new results as special
cases; we list some examples.
Corollary 3.1.
(i) If 1 < k ≤ s <∞, then ϵ ∈ N, pn, θnk , N, qn, ψns iff
ϵm = O

pmQmθ
1/k∗
m
Pmqmψ
1/s∗
m

(3.1)
and
Km

m−
v=1
1
θv
PvPv−1pv △

Qv−1ϵv
Pv−1
k∗
1/k∗
= O(1), (3.2)
where
Km =
 ∞−
n=m+1

ψ
1/s∗
n qn
QnQn−1
s1/s
.
(ii) If 1 ≤ s <∞, then the same result for k = 1 is satisfied iff condition (3.1) with k = 1 holds and
Km
PmPm−1
pm
△

Qm−1ϵm
Pm−1

= O(1). (3.3)
However, by setting ϵm = 1 in Corollary 3.1, a general result on inclusion of the summability methods
N, pn, θnk andN, qn, ψns can be obtained as follows.
Corollary 3.2.
(i) If 1 < k ≤ s < ∞, then Σxn is summable
N, qn, ψns whenever Σxn is summable N, pn, θnk iff (3.1) and (3.2) with
ϵv = 1 are satisfied.
(ii) If 1 ≤ s <∞, then the same result for k = 1 is satisfied iff (3.1) with ϵv = 1 and k = 1, and (3.3) with ϵv = 1 hold.
Now, set θn = Pn/pn and ψn = Qn/qn in Corollary 3.1. Since
PvPv−1
pv
△

Qv−1ϵv
Pv−1

= Pv
pv
△ (Qv−1ϵv)+ Qvϵv+1
= Pv
pv
(−qvϵv + Qv△ϵv)+ Qvϵv+1
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and from Lemma 4.1 of [10], there exists positive numbers L and M such that
L
Qm
≤
 ∞−
n=m+1
qn
QnQ sn−1
1/s
≤ M
Qm
for allm, then conditions (3.1)–(3.3) are equivalent to the conditions
ϵm = O

Qm
qm
1/s pm
Pm
1/k
, (3.4)
m−
v=1
pv
Pv
Pvpv△ (Qv−1ϵv)+ Qvϵv+1
k∗ = O Q k∗m  , (3.5)
and
− Pmqm
pmQm
ϵm + Pmpm△ϵm + ϵm+1 = O(1) (3.6)
respectively. Also, if (3.4) holds for k = 1, since PmqmpmQm ϵm = O

qm
Qm
1−1/s = O{1}, the condition (3.6) is equivalent to
Pm
pm
△ϵm + ϵm+1 = O(1), which is satisfied iff
ϵm = O(1) and Pmpm△ϵm = O(1) (3.7)
(see [11]). Hence we get the following main results of [11,12].
Corollary 3.3.
(i) If 1 < k ≤ s <∞, then, ϵ ∈ N, pnk , N, qns iff conditions (3.4) and (3.5) are satisfied.
(ii) If 1 ≤ s <∞, then ϵ ∈ N, pn , N, qns iff condition (3.4) with k = 1 and (3.7) are satisfied.
Again, in Corollary 3.1, if we take θn = ψn = n, then conditions (3.1)–(3.3) are reduced to
ϵm = O

m1/s−1/k
qmPm
Qmpm

, (3.8)
Wm

m−
v=1
1
v
PvPv−1pv △

Qv−1ϵv
Pv−1
k∗
1/k∗
= O(1) (3.9)
and
Wm

Pm
pm
△ (Qm−1ϵm)+ Qmϵm+1

= O(1), (3.10)
where
Wm =
 ∞−
n=m+1

n1/s
∗
qn
QnQn−1
s1/s
,
respectively. Now, if k = 1, then, using the argument of Theorem 1 of [13], it is seen that conditions (3.8) and (3.10) are
equivalent to condition (3.8),
Wm
Pm
pm
△ (Qm−1ϵm) = O(1), and WmQmϵm+1 = O(1) (3.11)
(see, [13]). Therefore Theorems 2.1 and 2.2 are reduced to the following results and, the second is the main result of [13].
Corollary 3.4.
(i) If 1 < k ≤ s <∞, then, ϵ ∈ (|R, pn|k , |R, qn|s) iff conditions (3.8) and (3.9) are satisfied.
(ii) If 1 ≤ s <∞, then ϵ ∈ (|R, pn| , |R, qn|s) iff conditions (3.8) and (3.11) are satisfied.
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