Abstract. We consider optimality systems of Karush-Kuhn-Tucker (KKT) type, which arise, for example, as primal-dual conditions characterizing solutions of optimization problems or variational inequalities. In particular, we discuss error bounds and Newton-type methods for such systems. An exhaustive comparison of various regularity conditions which arise in this context is given. We obtain a new error bound under an assumption which we show to be strictly weaker than assumptions previously used for KKT systems, such as quasi-regularity or semistability (equivalently, the R 0 -property). Error bounds are useful, among other things, for identifying active constraints and developing efficient local algorithms. We propose a family of local Newton-type algorithms. This family contains some known active-set Newton methods, as well as some new methods. Regularity conditions required for local superlinear convergence compare favorably with convergence conditions of nonsmooth Newton methods and sequential quadratic programming methods.
Introduction
In this paper we consider the Karush-Kuhn-Tucker (KKT) system of finding (x, µ) ∈ R n × R m such that
where
and : R n → R n and G : R n → R m are given sufficiently smooth mappings. As is well-known [11] , under appropriate constraint qualifications, conditions (1) represent the primal-dual characterization of solutions of the following variational inequality: Find x ∈ D such that
If further for some smooth function f : R n → R it holds that
then (1) is the KKT system for the optimization problem minimize f (x) subject to G(x) ≥ 0.
We note that all developments given below extend to the case when equality constraints are present in a straightforward manner. In this paper, our objective is two-fold. First, we study the conditions which guarantee the existence of a certain error bound, i.e., an upper estimate for the distance from a given point to the solution set of (1) in terms of some computable quantity. We obtain a new local error bound under a regularity condition which is weaker than conditions previously used in the literature in this setting (see Section 2, and in particular Figure 1 ). Error bounds are important by themselves, as they have a wide variety of applications [22] . Here, we use our error bound for the task of identifying active constraints, in the spirit of [5] . Having in hand this identification, we propose a new class of Newton-type algorithms with attractive local properties (see Sections 4, 5 and Figures 2, 3) . In particular, regularity conditions required for local superlinear convergence of our algorithm are weaker than conditions for other local algorithms whose iteration consists of solving one system of linear equations (e.g., standard active-set Newton methods or nonsmooth Newton methods). Furthermore, in the optimization case our method converges under the same assumptions as the sequential quadratic programming algorithm (uniqueness of the multiplier and second-order sufficiency), while its iterations are considerably simpler.
A few words about our notation. Given a finite set I , |I | stands for its cardinality. By R(m, n) we denote the space of m × n matrices with real entries. By E we shall denote the identity matrix whose dimension would be always clear from the context. For y ∈ R m and an index set I ⊂ {1, . . . , m}, y I stands for the vector with components y i , i ∈ I . For a linear operator , im is its range (image space), and ker is its kernel (null space). For a directionally differentiable mapping F : R n → R m , by F (x; d) we denote the usual directional derivative of F at x ∈ R n in the direction d ∈ R n .
Error bounds for KKT systems
We start with some known error bounds and regularity conditions. To complete the picture, we also discuss their relationships with classical constraint qualifications and second-order conditions, summarized in Figure 1 . After that, we exhibit our new error bound and show that it holds under weaker assumptions.
Given a solution (x,μ) ∈ R n × R m of (1) In what follows, we omit the dependency of those index sets onx andμ, as it is clear from the context. The index set I is referred to as the set of active constraints, I + is the set of strongly active constraints, and I 0 is the degenerate set. The strict complementarity condition at (x,μ) consists of saying that I 0 = ∅. We emphasize that we do not assume this condition anywhere in this paper. As is well known, solutions of (1) coincide with zeroes of the following mapping based on the natural residual reformulation of complementarity conditions in (1):
Consider the error bound
where M > 0 is some constant and U is some neighborhood of (x,μ). It is known [23] that, in this context, the bound (6) is equivalent to the R 0 -property of the mapping R at
which is further equivalent to semistability of (x,μ), as defined in [2] . We note that the equivalence between the R 0 -property and semistability is easy to see by defining
so that the R 0 -property means that Q = {0}, and comparing this with [2, Proposition 5.1]. For any locally Lipschitzian mapping, the R 0 -property is implied by BD-regularity. In its turn, BD-regularity of the mapping R at (x,μ) (i.e., nonsingularity of every ∈ ∂ B R(x,μ), where ∂ B R stands for the B-subdifferential of R) is implied by the so-called quasi-regularity property introduced in [5] . The latter consists of saying that the matrix 
is nonsingular for every index set J ⊂ I 0 . In fact, although this was not stated in [5] , it can be seen that quasi-regularity is actually equivalent to BD-regularity of R at (x,μ) (we shall not prove this formally here, but this fact would actually be quite clear from the discussion in Section 5). In its turn, quasi-regularity is a weaker property than Robinson's strong regularity [28] . Strong regularity means here that the determinants of matrices defined in (8) have the same nonzero sign for all J ⊂ I 0 [18] . Before proceeding, we state some constraint qualifications that will be used in the sequel:
Note that SMFCQ is equivalent to uniqueness of the multiplierμ associated withx [21] . We shall use the following (equivalent) dual form of SMFCQ: for µ ∈ R m it holds that
Also, we shall employ certain second-order conditions of the form
with different choices of the cone K ⊂ R n :
-The strong second-order sufficiency condition (SSOSC):
Note that all these second-order conditions mean that ∂ ∂x (x,μ) x, x has the same nonzero sign for all x in the corresponding K.
Finally, the second-order necessity condition (SONC) consists of saying that
with K defined as in SOSC.
The words "sufficiency" and "necessity" are used here by analogy with the optimization case, where those conditions are part of the sufficient/necessary conditions forx to be a local minimizer. For a general KKT system, this terminology should not be taken literally.
Relations between the R 0 -property, quasi-regularity, and classical constraint qualifications and second-order conditions are displayed in Figure 1 . As established in [5] , quasi-regularity implies LICQ, and is implied by LICQ combined with SSOSC, but SSOSC is not implied by quasi-regularity. In the optimization case, by the results in [28, 18] (see also [3] ) it further holds that strong regularity is equivalent to LICQ combined with SSOSC. We next establish relationships with the R 0 -property (semistability). The following result can be essentially deduced from [2, Proposition 6.2], but it was stated for the optimization case only. We extend it to the general KKT system, and include a proof for completeness. Proof. We first prove that SOSC and SMFCQ imply the R 0 -property. Take an arbitrary (x, µ) ∈ Q. By (7), there exists a partition (
Hence, under SOSC, it must be the case that x = 0. Under SMFCQ, (10) and (9) now imply that µ = 0. Hence, the R 0 -property holds.
On the other hand, suppose that SMFCQ is violated, i.e., there exists µ ∈ R m \ {0} satisfying relations in the left-hand side of (9) . Then (0, µ) satisfies (10) with J 1 = I 0 , J 2 = ∅, i.e., (0, µ) ∈ Q \ {0}, which means that the R 0 -property is violated. It follows that the R 0 -property implies SMFCQ.
Finally, let SOSC be violated, i.e., there exists x ∈ K \ {0} such that In particular, x satisfies the KKT optimality system for this problem. If ∂ ∂x (x,μ) is symmetric, the latter means that there exists some µ I ∈ R m such that
Then (x, µ) with given µ I and µ N = 0 satisfies (10) with
We therefore have that (x, µ) ∈ Q\{0}, and the R 0 -property is violated. Hence, under the given assumptions, the R 0 -property implies SOSC. This completes the proof.
Note that ∂ ∂x (x,μ) is automatically symmetric in the optimization case (3), and SONC also holds in that case if furtherx is a local minimizer of (4).
Proposition 2.
For the mapping R defined in (5), the R 0 -property at (x,μ) is implied by quasi-regularity, but not vice versa.
Proof. Indeed, for an arbitrary (x, µ) ∈ Q take the index set J = J 1 with J 1 as in (10) . Then (x, µ J ∪I + ) evidently belongs to the null space of the matrix defined in (8) . This shows that quasi-regularity implies the R 0 -property. The inverse implication does not hold, as illustrated by the following example. x 2 ), x ∈ R 2 . Thenx = 0 is a solution of (4) (actually, it is an unconstrained global minimizer of f ), and the unique associated multiplier isμ = 0. We have that I 0 = {1, 2}, I + = N = ∅. Quasi-regularity is violated (for J = ∅). At the same time, LICQ (and hence, SMFCQ) and SOSC (but not SSOSC) are satisfied in this example. The R 0 -property follows now from Proposition 1.
We next exhibit a new error bound based on the theory of 2-regularity developed in [14, 12] . We further show that the conditions which are needed for it to hold are strictly weaker than conditions discussed above.
Consider the following mapping given by a smooth reformulation of complementarity conditions:
As is well-known [17, 29] and easy to see, zeroes of S also coincide with solutions of the KKT system (1). But unlike the natural residual R(·), the mapping S(·) is smooth. On the other hand, if strict complementarity does not hold then S is necessarily irregular at (x,μ) in the sense that the matrix S (x,μ) is singular. Nevertheless, the singularity is "structured", which allows a certain form of second-order analysis [14, 12] .
Let P be the orthogonal projector onto (im S (x,μ)) ⊥ . (Actually, one could take any complementary subspace Y of im S (x,μ), and define P as the projector onto Y parallel to im S (x,μ).) Then under appropriate smoothness assumptions on and G, S is continuously differentiable at (x,μ), P S is Lipschitz-continuous in some neighbourhood of (x,μ) and directionally differentiable at this point with respect to every direction. Since the mapping S is acting from the space R n × R m into itself, the notion of 2-regularity [14, 12] in that special case reduces to the following.
The following is a direct consequence of [12, Theorem 4] .
Theorem 1.
Let mappings : R n → R n and G : R n → R m be sufficiently smooth near a pointx ∈ R n , and let (x,μ) with someμ ∈ R m be a solution of the KKT system (1) with given by (2) .
Suppose further that the mapping S defined in (11) is 2-regular at (x,μ).
Then there exist a neighborhood U of (x,μ) and a number M > 0 such that
In particular (possibly with different U and M),
Note that the error bound (14) is implied by error bound (6) (this follows from a comparison of growth rates in [29] ). However, (14) can hold when (6) does not, see Example 2 below. In addition, the more accurate estimate (13) does not follow from (6) . We next establish that 2-regularity is a weaker requirement than the R 0 -property. (5) and (11), respectively.
Proposition 3. Let the mappings R and S be defined by
The
Proof. By direct computations, we have that
where A ∈ R(m, n) and B ∈ R(m, m) are given by
with e 1 , . . . , e m being the canonical basis in R m . Then P , the orthogonal projector onto
Since P S = (P S) , from (12) it now easily follows that
Clearly,
Furthermore, for i ∈ I 0 , we have
and
Observe that the right-hand side of the latter equality is zero if, and only if, the following complementarity conditions are satisfied:
Combining this fact with (16) and comparing (15) with (7), it is now evident that T ⊂ Q.
Recall that Q = {0} is equivalent to the R 0 -property. Hence, the R 0 -property is a sufficient condition for 2-regularity of S at (x,μ).
The following example demonstrates that 2-regularity can hold without the R 0 -property.
Then (x,μ) withx = 0 andμ = 0 is a solution of (1), I 0 = {1, 2}, I + = N = ∅. This solution satisfies SMFCQ and SONC, but not SOSC. Because under SONC the R 0 -property implies SOSC (recall Proposition 1), it follows that the R 0 -property does not hold here. At the same time,
and 2-regularity holds, together with error bounds (13), (14) .
Observe that R indeed fails to provide the error bound (6): taking the sequences
In the given examplex is a KKT point, but not a local solution of the optimization problem (4). However, nothing would change if we choose f (x) = x 2 1 /2 + |x 2 | 3 /3, x ∈ R 2 , leaving the other data as is. With this choice,x would become a solution of the optimization problem, the R 0 -property does not hold, but 2-regularity does.
As an aside, note that if
then the projector P is easily explicitly computable, and it can be seen that (under this condition which, in particular, is implied by quasi-regularity), 2-regularity and the R 0 -property are equivalent, as the cone T in (12) coincides with Q in (7).
For an arbitrary µ ∈ R m satisfying relations in the left-hand side of (9), it can be easily seen that (0, µ) ∈ T . Hence, 2-regularity of S at (x,μ) subsumes SMFCQ. Generally speaking, conditions needed for all error bounds discussed in this section imply that (x,μ) is an isolated solution of (1), and in particular, multiplierμ associated with x is unique (i.e., SMFCQ holds).
Identification of active constraints and a simple active-set Newton method
An important application of error bounds for KKT systems is identifying active constraints, i.e., the index set I . This identification is useful for many purposes, and it will be also employed for developing our class of Newton-type algorithms in Section 4. We next briefly review an identification technique, which is due to [5] . We also discuss a simple active-set Newton method, which is not original by itself, but it would be useful for the comparison purposes with our algorithm.
Let (x,μ) be an isolated solution of (1). We note that for identification technique of [5] the multiplier does not have to be unique. On the other hand, SMFCQ is subsumed by conditions that will be needed later on, and so we shall assume the uniqueness from the beginning. Define
It can be verified that if the error bound (14) holds, then I (x, µ) coincides with I for all (x, µ) sufficiently close to (x,μ). Of course, the mapping R can be used instead of S, provided (6) is satisfied. However, as shown above, this would require stronger assumptions. Finally, one could also use
with θ ∈ (0, 1/2) for S, and θ ∈ (0, 1) for R.
An attractive feature of this approach is that it can be incorporated within any algorithm. Furthermore, the only requirement here is a local error bound. Assumptions which guarantee the bound (6) (which are stronger than for (14) ) are already weaker than assumptions needed in other methods of identification, see [5] for a discussion.
Once I is identified, probably the most direct way to employ this information is to replace (1) by the pure system of equations
or equivalently,
Indeed, (x,μ I ) is a solution of (19) , and this solution can now be found by the Newton-type methods for smooth nonlinear equations, provided
is nonsingular. We next establish the relationships between the latter condition and other regularity concepts used in this paper. These will further be compared with assumptions needed for the new class of methods introduced in Section 4, see Proof. Take an arbitrary (x, µ I ) ∈ ker F (x,μ I ). According to (21) , this means that
In particular, x ∈ K defined in SOC. Furthermore,
Under SOC, it must be the case that x = 0. Under LICQ, it then follows from (22) that µ I = 0. Hence, F (x,μ I ) is nonsingular.
The fact that nonsingularity of F (x,μ I ) subsumes LICQ is evident from (21).
Obviously, quasi-regularity (equivalently, BD-regularity of R) also implies nonsingularity of F (x,μ I ), but not vice versa. The latter is illustrated by Example 1. Indeed, quasi-regularity does not hold in this example, but LICQ and SOC do hold, and hence F (x,μ I ) is nonsingular, by Proposition 4.
The R 0 -property of R at (x,μ) and the nonsingularity of F (x,μ I ) are not directly related: neither of them is implied by the other. In particular, the R 0 -property can hold without LICQ which is, by Proposition 4, a necessary condition for nonsingularity of F (x,μ I ). Those facts are illustrated by the following two examples. F (x,μ I ) is nonsingular, but the R 0 -property does not hold.
However, both the R 0 -property and the nonsingularity of F (x,μ I ) are implied by quasi-regularity (see Proposition 2 and the discussion above). Moreover, they can be both satisfied simultaneously without quasi-regularity, as illustrated by Example 1.
A new class of newton-type methods for solving KKT systems
A technique similar to the one used in Section 3 for identifying active constraints I can also be used to identify the degenerate set I 0 (and hence, the set of strongly active constraints I + = I \ I 0 ) [5] . In particular, the index set
coincides with I 0 for all (x, µ) sufficiently close to (x,μ), provided the error bound (14) holds. Below we demonstrate what advantages can be extracted from this information when I 0 = ∅. Note that when strict complementarity holds (I 0 = ∅), arguably all Newton-type methods for solving the KKT systems (e.g., active-set Newton methods, the nonsmooth Newton methods, sequential quadratic programming, etc.) should reduce to the same pure Newton method for solving smooth nonlinear equations. In this sense, the strict complementarity case is not interesting. As usual in this paper, below we do not assume strict complementarity. Once I 0 is identified, the most obvious way to use this information is to reduce the number of variables in (19) by setting µ I 0 = 0, and removing from (19) equations corresponding to i ∈ I 0 :
Our proposal is to use the information about I 0 in a more general way, by introducing a system enlarged by a certain parametrization. The key advantage is that this would lead to weaker regularity conditions needed for local superlinear/quadratic convergence. Additionally, this approach presents a convenient unification of various active-set methods, among which are the ones based on (19) and (24) . In some sense, even the nonsmooth Newton methods and sequential quadratic programming can be related to the framework proposed below, see Section 5.
Consider the following parametric system of equations:
where A, B ∈ R(|I 0 |, |I 0 |) are parameter matrices. Clearly, (x,μ I ) is a solution of (25) with any choice of A and B. Formally, (24) corresponds to the specific choice A = 0, B = E in (25), while (19) corresponds to A = E, B = 0. For a pair of matrices A, B ∈ R(|I 0 |, |I 0 |), define the mapping
so that (25) becomes
We can now attempt to solve this system of equations by standard Newton-type methods, provided it satisfies the usual conditions. In particular, the matrix
should be nonsingular. We could immediately consider some specific choices of A and B, and derive conditions which are needed for nonsingularity of F A, B (x,μ I ) for those fixed choices. But, as we shall see, there is an advantage in treating A and B as parameters. Furthermore, conditions which are required for certain specific choices of A and B will be clear from the analysis below.
We start with the following definition. Proposition 5 means that we can think of weak regularity as the condition required for solving (25) by conventional Newton-type methods. Indeed, since the set of "good" A and B is open and dense (its closure is the whole space), the set of "bad" choices is "thin". Therefore, A and B can be essentially arbitrary. If stronger than weak regularity (but still quite mild) conditions are assumed, then specific choices of parameters can be easily exhibited, as will be shown below.
Proof. The determinant det F A, B (x,μ I ) is a polynomial with respect to the entries of (A, B) ∈ R(|I
We next study the condition of weak regularity. The relations between weak regularity, nonsingularity of F (x,μ I ), BD-regularity of R (quasi-regularity) and classical constraint qualifications and second-order conditions are summarized in Figure 2 .
Then there existsc ≥ 0 such that for all c >c the matrix
is nonsingular.
Proof. By (29) (e.g., [1, Lemma 3.2.1]), there existsc ≥ 0 such that for all c >c it holds that
In particular, Take an arbitrary (x, µ 1 , µ 2 ) ∈ R n × R m 1 × R m 2 belonging to the kernel of the matrix defined in (30), i.e.,
In particular, we have that x ∈ ker D 2 and
It then follows from (31) that x = 0. The second equation in (32) yields now that µ 1 = 0, and the first equation in (32), combined with (28), imply that µ 2 = 0. Hence, the matrix in (30) is nonsingular.
Proposition 6. Weak regularity is implied by WLICQ combined with SOC. Weak regularity implies WLICQ.
Proof. The first assertion follows immediately from Lemma 1, by setting
, and taking A = cE or A = −cE (with c > 0 large enough) and B = E in (27) . The fact that weak regularity subsumes WLICQ is obvious, by (27) .
We note that it is advantageous to consider the parametrized system (25), as it is more likely to be nonsingular than, for example, (19) or (24) . In particular, (25) can be nonsingular even if LICQ fails (in that case (19) is singular) or SSOSC fails (in which case (24) can be singular). Those facts can be illustrated by Examples 3 and 4, as will be discussed below. Of course, if instead of weak regularity we assume stronger conditions then this information can be used for choosing A and B. For example, if we assume that WLICQ and SOC hold, then the proof of Proposition 6 shows that we could take A = cE or A = −cE for c > 0 large enough, and B = E. Under WLICQ and SSOSC, we could take arbitrary c ≥ 0 (in particular, A = 0, B = E); and under LICQ and SOC, A = E, B = 0. However, Proposition 5 shows that taking more general parameters (or better said, less special) should in fact do the job without assuming those stronger conditions.
Note that weak regularity can hold without LICQ, which is the necessary condition for nonsingularity of F (x,μ I ) in (21) . For instance, this is the case in Example 3: weak regularity in this example follows from WLICQ, SOC (even SSOSC), and Proposition 6, while LICQ is violated. Of course, weak regularity is implied by nonsingularity of F (x,μ I ), and hence also by BD-regularity of R (or quasi-regularity).
Weak regularity can also hold when the system (24) is degenerate at the solution. In particular, this is the case in Example 4: it is easily seen that WLICQ and SOC hold, while SSOSC does not, and F A, B (x,μ I ) is singular for A = 0, B = E corresponding to (24) , but it is nonsingular for any A = 0.
Based on the considerations above, a local algorithm can be stated as follows.
Algorithm 1 Preliminary step. Fix (arbitrarily, e.g., randomly) two matrices A 0 , B 0 ∈ R(m, m), and choose some rule for selecting square submatrices (of a given size) of these matrices. Initialization step. Given x 0 ∈ R n and µ 0 ∈ R m , take I = I (x 0 , µ 0 ) according to (18) , and I 0 = I 0 (x 0 , µ 0 ) according to (23) . Set N = {1, . . . , m} \ I and I + = I \ I 0 . Select |I 0 | × |I 0 |-submatrices A and B of matrices A 0 and B 0 , respectively.
Main step. Generate the sequence {(x k , µ k )} as follows: starting from the initial point (x 0 , µ 0 I ), use the Newton method applied to system (25) with F A, B defined in (26) 
From our discussion in Section 3, it follows that if the error bound (14) holds, and if (x 0 , µ 0 ) is sufficiently close to (x,μ), the sets I and I 0 will be identified correctly on the initialization step of the algorithm. Hence, according to Proposition 5, if (x,μ) is a weakly regular solution of the KKT system (1), then it is extremely unlikely to select "wrong" A and B on the initialization step (as the set of those pairs for which F A, B (x,μ I ) is singular is "thin"). Of course, as discussed above, if instead of weak regularity we assume stronger conditions then this information can be used for choosing A and B.
We note that our approach can be further generalized/modified in several ways. For example, in the first equation in (25) one could use the index set I + instead of I . It is interesting to note that we are actually extracting advantage from the violation of the strict complementarity condition. When I 0 = ∅, systems of equations (19), (24) and (25) are all the same, and so are conditions for solving them. However, if I 0 = ∅ then regularity conditions for solving (25) are the weakest.
Theorem 2.
Let mappings : R n → R n and G : R n → R m be sufficiently smooth near a pointx ∈ R n , and letμ ∈ R m be such that (x,μ) is a weakly regular solution of the KKT system (1) with given by (2) . Finally, let the error bound (14) hold for S given by (11) .
Then for almost any (in the sense of Lebesgue measure) pair (A 0 , B 0 ) ∈ R(m, m)× R(m, m), Algorithm 1 converges to (x,μ) locally superlinearly (or quadratically).
It follows that sufficient conditions for convergence of Algorithm 1 are weak regularity and 2-regularity. In Section 5 we show that this is weaker than conditions required for nonsmooth Newton methods, and no stronger than conditions for sequential quadratic programming for optimization (see Figure 3) .
In conclusion, we note that weak regularity subsumes (17) , and hence, the R 0 -property and 2-regularity are the same under weak regularity. At the same time, weak regularity (and even the nonsingularity of F (x,μ I )), do not subsume the R 0 -property, as illustrated by Example 4, and 2-regularity does not imply weak regularity, which is illustrated by Example 2. On the other hand, according to Proposition 1, under SONC and symmetry of ∂ ∂x (x,μ), the R 0 -property is equivalent to SMFCQ combined with SOSC, and hence, according to Proposition 6, the R 0 -property subsumes weak regularity in this case (this fact will be important for our comparison with sequential quadratic programming in Section 5). Finally, 2-regularity and weak regularity are both implied by BD-regularity of R, and are strictly weaker.
Comparison with other Newton-type methods
In this section, we compare our approach with the generalized Newton method (GNM) for solving nonsmooth reformulations of KKT systems, and with sequential quadratic programming methods (SQP). We shall also comment on the applicability to KKT systems of the method proposed in [13] for complementarity problems. Our focus would be on local convergence properties. Globalization issues will be discussed very briefly at the end of this section.
The first observation is that, in principle, GNM and SQP do not require identification of active constraints. But this difference with our approach is essentially methodological, and we believe it does not result in any concrete advantages/disadvantages for the following reasons. All these methods are local, i.e., they require a starting point sufficiently close to (x,μ). Furthermore, the regularity assumptions needed for convergence of GNM or SQP (see below) imply the error bound (6) . Therefore, identification of active constraints comes in this setting at no price, at least as a matter of principle.
For nonsmooth methods, we shall consider the reformulation
where R is defined by (5) . The GNM for (5) is given by
We refer the reader to [19, 20, 24, 26] for properties of this type of algorithms. For the stated GNM, the condition required for local convergence is BD-regularity of R at (x,μ). We note that using other subdifferentials (e.g., the Clarke subdifferential) or other reformulations (e.g., based on the Fischer-Burmeister function [9, 7] ) leads to even stronger regularity conditions [25] . Note that our approach is completely justified under the assumptions of 2-regularity of S at (x,μ) and weak regularity, and these conditions are strictly weaker than BD-regularity of R at (x,μ) (equivalently, quasi-regularity) both individually and collectively. In fact, even stronger assertions are established in Sections 2 and 4. We next give a more detailed comparison.
To simplify the comparison, let N = ∅ (note that everything can be reduced to this setting in any case, via identification of I ). Then, locally, (33) can be re-written in the form
with
where (J 1 , J 2 ) is a partition of I 0 such that J 2 ) can change along the iterations, and the entire process is not the usual Newton method for some smooth equation. But in some sense, this is probably a disadvantage rather than an advantage of this approach: it leads to obvious complications and also to stronger regularity conditions, as discussed next. Namely, let us fix an arbitrary partition (J 1 , J 2 ) of I 0 . Of course, (x,μ I ) is still a solution of (35). This solution can be found by the usual Newton method, provided R J 1 , J 2 (x,μ I ) is nonsingular for the given J 1 and J 2 . At the same time, to justify the local superlinear convergence of GNM for (33), one has to assume that R is BD-regular at (x,μ I ), i.e., R J 1 , J 2 (x,μ I ) is nonsingular for all partitions (J 1 , J 2 ) of I 0 . Roughly speaking, this is the consequence of the fact that the variables x and µ in (37) are "decoupled". For this reason, all partitions of I 0 are locally possible (or "feasible"). Hence, in GNM the sequence of partitions (J 1 , J 2 ) of I 0 can have an arbitrary partition as its "limit point". By the way, the above consideration also makes it clear why BD-regularity of R at (x,μ I ) is equivalent to quasi-regularity, as claimed in Section 2 (recall (8)). Now observe that system (35) is a particular case of (25) 
Our approach permits "less special" matrices A and B, and those matrices do not "oscillate" as in GNM. This leads to weaker regularity assumptions.
Next, we comment on the method developed in [13] for solving complementarity problems, including mixed complementarity [13, Section 5.2]. Since KKT systems are a special case of mixed complementarity, the ideas of [13] are applicable here. The method of [13] is based on reformulating the complementarity problem as a system of smooth degenerate equations, "regularizing" it by a certain nonsmooth term, and then applying a special GNM to the resulting nonsmooth equation. Without going into formal analysis, we believe that applying the approach of [13] in the present setting would require for convergence an assumption different from BD-regularity of R at (x,μ), i.e., an assumption which is not weaker and not stronger. (This should be similar to the way the regularity conditions compare in the case of the nonlinear complementarity problem, see [13, Section 4] .) Furthermore, we believe that the resulting assumption would be stronger than weak regularity, required for the method proposed here. Essentially, the latter is due to the fact that the iteration of the method derived for KKT from the approach of [13] should be possible to relate to our framework here by choosing some special matrices A and B, similar to what have been done above for GNM. Note finally that our method here is rather different from the idea of [13] , which relies on reformulation and regularization. The mapping (26) is not related to any reformulation of the KKT system. Finally, we compare our approach with SQP methods. We shall focus essentially on the optimization case: we assume that ∂ ∂x (x,μ) is symmetric, and SONC is satisfied. Note that we compare with the classical SQP scheme only, where each iteration consists of solving one quadratic programming subproblem:
and µ k+1 is set to be a multiplier associated with the solution d k . We do not consider here any nontrivial modifications of SQP (e.g., [30, 10, 27] ), which require more than solving a quadratic program at each iteration. We also do not consider special cases, such as convexity or even linearity of constraints. At the expense of those additional assumptions and/or complex modifications of the basic SQP idea, some local conditions for convergence can be relaxed (for example, uniqueness of the multiplier). We refer the reader to [6, 10] for some discussions and references. To our knowledge, the weakest condition guaranteeing local superlinear convergence of the SQP method based on (38) is SMFCQ combined with SOSC [2] . By Proposition 1, this is equivalent to the R 0 -property. As mentioned in Section 4, 2-regularity combined with weak regularity is equivalent to the R 0 -property as well. Hence, our approach is completely justified under the same conditions as those needed for the SQP methods. This is quite remarkable, taking into account that our method is QP-free, i.e., it is based on solving linear systems instead of the more costly QP problems. Normally, QP-free methods require strictly stronger local assumptions than those needed for SQP (e.g., see [25, 4] , and our discussion above of GNM).
Finally, the SQP method can be related to our approach not only in terms of the associated regularity conditions, but also in terms of the iteration update formula, similarly to GNM. By the KKT conditions for (38), (x k+1 , µ k+1 ) satisfy the following system: which is the usual Newton iteration for the equation (35), (36). Of course, here partitions (J 1 , J 2 ) of I 0 are defined differently from GNM. As in GNM, these partitions can change along the iterations, but the possible limit points of the sequence of partitions are "less arbitrary" here. This leads to weaker regularity conditions.
To conclude the discussion, we briefly comment on globalization of the local algorithms mentioned above. In the optimization case, SQP is certainly the method for which there exist the most natural (and easy to implement) globalization strategies [1] . In the case of general KKT systems (e.g., associated with asymmetric variational inequalities), in our opinion, the situation is not as clear. It is generally agreed that the easiest to globalize is GNM applied to the Fischer-Burmeister reformulation of the system. This has to do with the fact that the squared 2-norm of this reformulation is continuously differentiable, which makes it a good choice for the merit function in a linesearch procedure [15, 16] . However, there is no guarantee that globally the Newton direction even exists. The best in this sense seems to be the damped modified Gauss-Newton method for the Fischer-Burmeister reformulation [15, 16] , which is globally well-defined. Other known globalization strategies are of the hybrid type: if the Newton direction does not exist or does not yield sufficient descent for the merit function, the globalization algorithm resorts to the steepest descent direction (e.g., [8, Algorithm 1]). As is well explained in [8, Section 4] , in such hybrid globalization frameworks one can use essentially any local algorithm with fast convergence. In particular, the method proposed here can be used as the local algorithm within this hybrid strategy. Generally speaking, as a method which relies on identification of active constraints, Algorithm 1 is not meant to be independent. It should be incorporated within some globally convergent scheme, for the purpose of achieving fast local convergence.
