Abstract-In this paper, the performance limits and computational complexity of lattice sequential decoder for coded MIMO channel are analyzed. It is shown that using nested lattice codes, the optimal diversity-multiplexing tradeoff of the channel can be achieved in the presence of such very low complexity decoder. We show that the computational complexity distribution, at high signal-to-noise ratio, is dominated by the outage probability.
I. INTRODUCTION
Applying sequential decoders for the detection of signals transmitted via multi-input multi-output (MIMO) communication channels introduced an alternative and interesting approach to solve the closest lattice point search (CLPS) problem that is related to the optimum decoding rule in MIMO channels. It has been shown in [1] that such low complexity decoders, although sub-optimal, are capable of achieving good, and for some cases near maximum-likelihood (ML), error performance.
The Fano and the Stack algorithms are two well-known algorithms that are widely used in the literature to describe the operation of sequential decoder [2] , [3] . Both algorithms were originally constructed as an alternative to ML decoder for detecting convolutional codes transmitted via discrete memoryless channels. It is well-known that as long as we operate below the cutoff rate, the decoder can achieve near-ML performance with complexity that scales linearly with the length of the code. For uncoded MIMO channel, specifically the V-BLAST, it has been shown in [1] that under lattice sequential decoding, maximum receive diversity can be achieved with a decoding complexity that scales linearly with the transmitted signal's dimension. However, there has been no analysis provided for coded MIMO channels, and the optimal diversity-multiplexing tradeoff (DMT) [5] achieved by such channels under lattice sequential decoding has not been yet studied.
In this paper, we derive the achieved DMT under lattice sequential decoder and analyze its computational complexity. Throughout the paper, we use the following notation. The superscript c denotes complex quantities, T denotes transpose, and H denotes Hermitian transpose. We refer to g(z)=z a as lim z→∞ g(z)/ log(z) = a,≥ and≤ are used similarly. For a bounded Jordan-measurable region R ⊂ R m , V (R) denotes the volume of R. We denote S m (r) by the m-dimensional hypersphere of radius r with V (S m (r)) = (πr 
II. SYSTEM MODEL
We consider a frequency-flat fading M -transmit, N -receive MIMO channel with no channel state information (CSI) at transmitter and perfect CSI at the receiver. The complex baseband model of the received signal can be mathematically described by
where t = 1, 2, ..., T counts the channel uses, x x x c t ∈ C M is the transmitted signal at time t, y y y c t ∈ C N is the received signal, w w w c t ∈ C N is the additive noise, H H H c ∈ C N ×M is the channel matrix, and ρ is the average signal-to-noise ratio (SNR) at each receive antenna. The elements of both the noise vector and the channel fading gain matrix are assumed to be independent identically distributed (i.i.d) zero mean circularly symmetric complex Gaussian random variables with variance per dimension σ 2 = 1/2 denoted by ∼ N (0, 1/2). As discussed in [4] , the design of space-time signals reduces to the construction of a codebook C ⊆ R 2MT satisfying the input averaging power constraint
The optimal decoder that minimizes the probability of codeword error is the ML decoder given bŷ
Due to its exponential complexity, the implementation of such optimum receiver is practically unfeasible and the design of low complexity receivers that achieve near optimal performance is considered a challenging problem.
A. Lattice Space Time Coding & Decoding
An m-dimensional lattice code C(Λ, u u u o , R) is the finite subset of the lattice translate Λ +u u u 0 inside the shaping region R, i.e., C = {Λ +u u u 0 } ∩ R, where R is a bounded measurable region of R m . It is well-known [4] that an M × T space time coding scheme is a full-dimensional LAST code if its vectorized (real) codebook is a lattice code with dimension m = 2MT . Next, we define nested lattice codes (or Voronoi codes).
Let
where G G G is a full-rank lattice generator matrix and let Λ s be a sublattice of Λ c . The nested lattice code is defined as C = Λ c ∩ R, where R = V s is the fundamental Voronoi cell of the sublattice Λ s . We define the lattice quantization function Q Λ (y y y) = arg min λ∈Λ |y y y − λ|, and the modulo-lattice function [y y y] mod Λ = y y y − Q Λ (y y y). The Voronoi cell that corresponds to the lattice point p p p ∈ Λ c is the set of points in R m closest to p p p, i.e., V p p p (G G G) = {r r r ∈ R m : Q Λc (r r r) = p p p} and its volume is given by V (V p p p 
We say that a LAST code is nested if the underlying lattice code is nested. Here, the information message is effectively encoded into the cosets Λ s in Λ c . As defined in [4] , we shall call such codes the mod-Λ scheme.
The proposed mod-Λ scheme works as follows. Consider the nested LAST code C defined by Λ c (the coding lattice) and by its sublattice Λ s (the shaping lattice) in R m . Assume that Λ s has a second-order moment σ 2 (Λ s ) = 1/2 (so that u u u uniformly distributed over V s satisfies E{|u u u| 2 } = MT ). The transmitter selects a codeword c c c ∈ C, generates a dither signal u u u with uniform distribution over V s , and computes
The signal x x x is then transmitted on the MIMO channel. At the receiver, the received signal, y y y, is multiplied by the forward filter matrix F F F of the minimum mean-square error generalized decision feedback equalization (MMSE-GDFE). Moreover, we add the dither signal filtered by the upper triangular feedback filter matrix B B B of the MMSE-GDFE (the definitions and some useful properties of the MMSE-GDFE matrices F F F , B B B are given in [4] ).
By 
Then, the decoded codeword is given byĉ c c
Equation (3) represents one possible way of reducing the receiver complexity for which the received vector is decoded to the closest lattice point without taking into account the shaping region V s . Such decoder is well-known to be in the literature as lattice decoder. It has been shown in [4] that such coding and decoding schemes achieve the optimal DMT of the channel. Unfortunately, the exact implementation of the MMSE-DFE lattice decoder is still considered complex. Next, we introduce a more efficient decoding strategy that is used to solve the CLPS problem, namely, the lattice sequential decoder. We show that the optimal DMT can be achieved using such a low complexity decoder.
B. Lattice Stack Sequential Decoder
It is well-known [1] that the search for the closest lattice point which corresponds to (3) can be performed using sequential decoders based on Fano and Stack algorithms for example. Because of its attractive amenability to analysis, we shall concentrate in this paper on the Stack algorithm [3] .
Stack sequential decoder is an efficient tree search algorithm that attempts to find a "best fit" with the received noisy signal. As in conventional Stack decoder [3] , to determine a best fit (path), values are assigned to each node on the tree. This value is called the metric. For the lattice Stack sequential decoder, this metric (corresponding to (2)) is given by (see [ 
where z z z
T denotes the last k components of the integer vector z z z, R R R kk is the lower k × k matrix of R R R that corresponds to the QR decomposition of the channel-code matrix B B BG G G = Q Q QR R R, y y y = Q Q Q T y y y , and b is the bias term. As the decoder searches the different nodes in the tree, an ordered list of previously examined paths of different lengths is kept in storage. Each Stack entry contains a path along with its metric. Each decoding step consists of extending the top (best) path in the Stack. The determination of the best and next best nodes is simplified in the CLPS problem by using the Schnorr-Euchner enumeration [8] which generates nodes with metrics in ascending order given any node z z z k 1 . The decoding algorithm terminates when the top path in the Stack reaches the end of the tree (refer to [1], [3] for more details about the algorithm).
It has been shown in [1] (analytically and via simulation) that for a V-BLAST system the complexity of the decoder scales at most linearly with the dimension m for moderateto-high SNR. For coded MIMO channel, lattice sequential decoder applied to such channel has not been yet studied. Next, we provide analysis for the performance limits achieved by the lattice Stack sequential decoder and its computational complexity over LAST coded MIMO channels.
III. PERFORMANCE ANALYSIS: DIVERSITY-MULTIPLEXING TRADEOFF
It has been shown in [4] that, for a fixed nonrandom channel matrix H H H c , the rate
is achievable by LAST codes with the mod-Λ scheme and lattice decoding. As a consequence, lattice coding and decoding achieve the optimal DMT of the MIMO channel. [5] 
When the lattice decoder is replaced by the lattice Stack sequential decoder we get the following result: Proof: The input to the decoder, after QR preprocessing (B B BG G G = Q Q QR R R) of (2), is given by y y y = Q Q Q T y y y = R R Rz z z +e e e , where e e e = Q Q Q
T Due to lattice symmetry, we assume that the all zero codeword 0 0 0 was transmitted. Now, any sequence x x x = Gz Gz Gz = 0 0 0, x x x ∈ Λ c can be decoded as the closest lattice point by the decoder only if its metric μ(z z z m 1 ) is greater than μ min . Therefore, for a given lattice Λ c ,
Pr(|e e e − R R Rz z z|
The upper bound in (4) follows from the union bound, and due to the fact that in general, μ(z z z m 1 ) > μ min is just a necessary condition for x x x to be decoded by the lattice Stack sequential decoder. By noticing that −(μ min + |e e e | 2 ) ≤ 0, we get
Pr(|B B Bx x x| 2 − 2(B B Bx x x)
T e e e < bm), (5) where Λ * c = Λ c \{0 0 0}. We would like now to upper bound the term inside the summation in (5). The difficulty here stems from the non-Gaussianity of the random vector e e e for any finite T . To overcome this problem, consider the following:
B B B − F F FH H H]g g g + F F F (w w w + w w w 1 ),
where g g g ∼ N (0, σ 2 I I I m ), w w w 1 ∼ N (0, (σ 2 − 1/2)I I I m ) and σ 2 ≥ 1/2. Following the footsteps of [4] , it can be shown that by appropriately constructing a nested LAST code we have that
Pr(|B B Bx x x| 2 − 2(B B Bx x x)
Tẽ e e < bm), (6) whereẽ e e ∼ N (0, 0.5I I I m ), and β m is a constant independent of ρ. Using Chernoff bound,
Tẽ e e < bm) 
By taking the expectation over the ensemble of random lattices (see [9] , Theorem 4), 
Note the independence of the upper bound (8) of μ min . Next, we make use of the fact that there exists a shifted lattice code Λ c + u u u * 0 with number of codewords inside the shaping region (see [9] )
Also, it is easy to verify that
.
then, the bound (8) can be rewritten as (conditioned on channel statistics)
(1−αj )
where
is a constant independent of ρ. Now, define the set
Using (10), the probability of error can be upper bounded as follows:
The behavior of the first term at high SNR is ρ
. Averaging the second term over the channels in B set, we obtain (see [5] ),
where f α α α (α α α) is the joint probability density function of α α α which, for all α α α ∈ B, is asymptotically given by (see [4] )
(13) By definition, the error probability of the lattice sequential decoder is lower bounded by the probability of error of the lattice decoder (ld) knowing the channel matrix H H H c . Hence, it can be easily shown that
It should be noted that, although the optimal DMT is achieved by the sequential decoder for finite values of b, the performance gap of such low complexity decoder from the ML decoder increases as b becomes large, especially for large dimension m. To achieve near-ML performance in this case, one has to resort to low values of b.
IV. COMPUTATIONAL COMPLEXITY: TAIL DISTRIBUTION IN THE HIGH SNR REGIME
In this section, we would like to analyze the computational complexity of lattice Stack sequential decoder, particularly at the high SNR regime. We are interested in bounding the tail distribution of the decoder's computational complexity at high SNR. First, let
be a random variable that denotes the total number of visited nodes during the search, where φ(z z z 
For a given lattice Λ c , using Markov inequality, we have
whereÑ m is defined in (15). Next, We further upper bound
The difficulty in analyzing the computational complexity of the lattice Stack sequential decoder stems from the fact that the distribution of the partial matrix R R R kk is hard to obtain in general. However, we can simplify the analysis by considering the following. Let
T e e e ≤ bm;
where (see [7] )
and b is chosen large enough such that at least one lattice point
T e e e ≤ bm. Then, it is a simple matter to show that
Hence, the averageÑ m with respect to the noise can be upper bounded as 
By taking the expectation over the ensemble of random lattices and conditioning on channel statistics, we get
is as defined in (9)], and L > m. Similar to the error probability analysis, by separating the event {α α α ∈ B} from its complement, we obtain
We now find a lower bound for Pr(N m ≥ L). This can be done as follows: 
where V 0 0 0 is the Voronoi region of 0 0 0 that corresponds to the lattice generated by the channel-code matrix BG BG BG, and (a) follows from the the fact that Pr(e e e / ∈ V 0 0 0 ) = Pr(E ld )= ρ 
Another criterion that is used to characterize the computational complexity behavior of sequential decoder is its average computational complexity, i.e., E{N m }. At high SNR, the average complexity can be written as
In this case, it can be easily verified that for N = M , we have E{N m } < ∞ (i.e., bounded) for all r < M − 1, and E{N m } becomes unbounded for r ∈ [M − 1, M). The average computational complexity at the high-rate segment r ∈ [M, M − 1) can be improved by increasing N .
V. SIMULATION RESULTS
In our simulation, we consider a MIMO system with M = N = 2, T = 3 for different rates R = 4, 8, 10.34 bits per channel use. The LAST code is obtained as an (m, p, k) Loeliger construction (refer to [9] for a detailed description). The frame error rate of the Stack sequential decoder is plotted in Fig. 1 for b = 1. The achievability of the optimal DMT trafeoff of such channel can be seen from the constant gap between the outage probability and the error performance for different R. The complexity saving advantage that sequential decoder posses over lattice decoder is depicted in Fig. 2 , for the same coded MIMO channel with R = 4 bits per channel use. One can notice the amount of computations saved by sequential decoder, especially for the low-to-moderate SNR regime. At high SNR, simulation shows that sequential decoder achieves linear computational complexity m which agrees with our complexity analysis.
VI. SUMMARY
In this paper, we have provided a complete analysis for the performance limits and computational complexity of lattice Stack sequential decoder applied to coded MIMO system. It has been shown that such a decoder can achieve the optimal DMT with low decoding complexity. The computational complexity of such a decoder has been shown to be dominated by the outage probability, at high SNR regime. 
