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There are different measures to classify a network’s data set that, depending on the problem,
have different success. For example, the resistance distance and eigenvector centrality measures
have been successful in revealing ecological pathways and differentiating between biomedical images
of patients with Alzheimer’s disease, respectively. The resistance distance measures the effective
distance between any two nodes of a network taking into account all possible shortest paths between
them and the eigenvector centrality measures the relative importance of each node in the network.
However, both measures require knowing the network’s eigenvalues and eigenvectors – eigenvectors
being the more computationally demanding task. Here, we show that we can closely approximate
these two measures using only the eigenvalue spectra, where we illustrate this by experimenting on
elemental resistor circuits and paradigmatic network models – random and small-world networks.
Our results are supported by analytical derivations, showing that the eigenvector centrality can
be perfectly matched in all cases whilst the resistance distance can be closely approximated. Our
underlying approach is based on the work by Denton, Parke, Tao, and Zhang [arXiv:1908.03795
(2019)], which is unrestricted to these topological measures and can be applied to most problems
requiring the calculation of eigenvectors.
PACS numbers: 02.10.Ox, 89.75.-k, 89.75.Fb, 89.75.Hc
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I. INTRODUCTION
From human brain studies to social network analyses,
we have seen enormous improvements in terms of data
availability and accuracy. High-resolution brain fMRI
scans are allowing us to study the brain’s functional con-
nectivity with increasing detail [1–3], which in turn, helps
us to understand cognitive processes or the effects that
diseases cause to the brain’s connectivity. Social net-
work platforms, such as Twitter and Facebook, produce
unprecedented data streams, which, for example, allows
us to study how information is shared among different
communities [4, 5]. However, with an increasing ability
to obtain larger and more reliable data sets, we also need
to improve our data mining abilities in order to choose
which content is the most important. In this mining pro-
cess, network analysis has proven useful [6].
Network science provides us with different measures
to characterise, classify, and extract information from
network data sets [7, 8]. Namely, measurable quantities
that highlight the most relevant relationships appearing
within the data set. In general, the relevant measures
are the invariant ones [9], i.e., those that when nodes
(elements in the data set) are relabelled the measure re-
mains unchanged. In particular, the eigenvalue spectra
and eigenvector set. These spectral characteristics have
been shown to relate with other topological measures,
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such as the degree distributions [10–12], centrality mea-
sures [13–15], and modularity [16–18].
An important measure to quantify distance between
points (nodes) in a network is the resistance distance [20–
23], which is found from the network’s eigenvalues and
eigenvectors. This measure includes more information
than the shortest-path joining two nodes, which is de-
fined by the minimum number of edges (links) necessary
to connect the nodes in a series path. The resistance dis-
tance also takes into account all other (non-repeating)
paths connecting the two nodes to add them as paral-
lel paths [20, 23–26]. Hence, shortest-paths are relevant
when there is a known corpuscular communication along
the edges of the network, whilst the resistance distance is
relevant when communication along the edges is spread
like a wave pattern (as in extended systems). For exam-
ple, the resistance distance has been used to detect com-
munities (i.e., group nodes into modules) [27–29], explain
transport phenomena [30–33], describe stochastic growth
processes [34–36], and reveal gene flows [37] or ecological
pathways [38, 39].
Another relevant measure is the eigenvector centrality,
which quantifies the relative importance of each node in a
network and is based on the network’s Perron-Frobenius
eigenvector [40]. This measure provides a score to each
node according to the (positive) entries of the eigenvec-
tor associated to the largest eigenvalue of the adjacency
matrix [15, 41–43]. This has been particularly useful in
biomedical image analysis [44] for a broad range of stud-
ies, for example, Alzheimer’s disease [45], type-I diabetes
[46], and ageing [47]. It has also been used for commu-
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2nity detection [48], characterise protein pathways [49],
and measure the elastic modulus of materials [50]. Nev-
ertheless, as with the resistance distance, the eigenvec-
tor centrality depends on finding eigenvectors, which for
large networks can be computationally demanding.
Here we show that, by solely knowing the eigenvalue
spectra of the network, we can approximate its resistance
distance values and derive exactly its eigenvector central-
ity. Our method is based on the work by Denton, Parke,
Tao, and Zhang [19] (who recently recovered an alge-
braic relationship to find the magnitudes of eigenvector’s
components from the eigenvalue spectra). Our results
include analytical derivations on the expressions for the
resistance distance and eigenvector centrality measures
as well as experimental and numerical examples. In par-
ticular, we analyse small-sized resistor circuit networks
(N ∼ O(101)) and numerically generated random [51]
and small-world networks [52] (N ∼ O(102) − O(103)).
We note that, aside cases where the network has a degen-
erate eigenvalue spectra, our conclusions are general and
unrestricted to these topological measures and examples.
II. METHODS
Denton el al. [19] have recently shown that the com-
ponents of eigenvectors can be recovered from the eigen-
value spectra, which they name as eigenvector-eigenvalue
identity, and is valid for any Hermitian matrix with non-
degenerate eigenvalues. Specifically, the identity holds
∣∣∣[~ψn]i∣∣∣2 = ∏N−1k=1 [λn(A)− λk(Mi)]∏N
k=1; k 6=n [λn(A)− λk(A)]
, (1)
where [~ψn]i is the i-th component (i = 1, . . . , N) of the
n-th eigenvector of matrix A associated to the eigen-
value λn(A) (with n = 1, . . . , N modes), such that
A~ψn = λn(A)~ψn, and λk(Mi) is the k-th eigenvalue
(k = 1, . . . , N − 1) of matrix Mi, which is obtained from
A by removing the i-th row and column. Also, without
loss of generality, it can be assumed that the eigenvalue
spectra in Eq. (1) is ordered non-decreasingly; that is,
λ1(A) ≤ λ2(A) ≤ · · · ≤ λN (A). Consequently, Eq. (1)
allows to find the magnitudes of the eigenvector compo-
nents from the eigenvalue spectra.
In this work, matrix A is the network’s adjacency ma-
trix. We restrict ourselves to undirected and unweighted
networks, which correspond to having a binary, symmet-
ric, adjacency matrix, A. Namely, A(i, j) = A(j, i) for all
entries (A = AT ), where A(i, j) = 1 if there is an edge
connecting nodes i and j in the network and A(i, j) = 0
otherwise. In particular, we use the Erdo¨s-Re´nyi model
[51] to generate random networks and the Watts-Strogatz
model [52] to generate small-world networks [53]. In or-
der to find the network main characteristics, such as the
average shortest-path and clustering coefficient, we use
the Brain Connectivity Toolbox [54].
We find the resistance distance between nodes i and j,
ρ(i, j), by using the eigenvalues and eigenvectors of the
network’s Laplacian matrix, L, as [20–23]
ρ(i, j) =
N∑
n=2
1
λn(L)
∣∣∣[~φn]i − [~φn]j∣∣∣2 , (2)
where L = D − A, D being the diagonal matrix con-
taining all node degrees (i.e., the number of neighbours
of each node) and A being the network’s adjacency ma-
trix. L~φn = λn(L)~φn for n = 1, . . . , N . It is worth not-
ing that when A = AT the Laplacian matrix is positive
semi-defined [9], implying that the eigenvalues, λn(L),
are always such that 0 = λ1(L) ≤ λ2(L) ≤ · · · ≤ λN (L).
III. RESULTS
Here, we derive an approximate value for the resistance
distance [Eq. (2)] by constructing from Eq. (1) upper
and lower bounds. In practical settings, where eigenvec-
tor calculations can be challenging, we show by different
numerical and real-world networks that our approxima-
tion is well-defined. Then, we use Eq. (1) to exactly
derive the eigenvector centrality measure, which implies
that any difference in the numerical calculations appear-
ing are due to numerical errors (such as round-off and
truncation errors) and can be neglected.
The resistance distance, ρ, requires knowing the eigen-
value spectra and all eigenvector components’ magni-
tudes and signs. Since the eigenvalue-eigenvector iden-
tity of Eq. (1) only allows for the calculation of magni-
tudes, we are unable to know exactly how the differences
in Eq. (2) are contributing to the overall ρ(i, j) value.
However, we can use the eigenvector magnitudes from
Eq. (1) to find upper and lower bounds. Specifically, we
use Eq. (1) to write the i-th component of ~ψn as∣∣∣[~φn]i∣∣∣2 = ∏N−1k=1 [λn(L)− λk(Mi)]∏N
k=1; k 6=n [λn(L)− λk(L)]
, (3)
where matrix Mi is now obtained from the network’s
Laplacian matrix, L, by removing its i-th row and col-
umn. On the other hand, the difference between the i-th
and j-th coordinates for the n-th mode in Eq. (2) is∣∣∣[~φn]i − [~φn]j∣∣∣2 = ∣∣∣[~φn]i∣∣∣2 + ∣∣∣[~φn]j∣∣∣2 − 2[~φn]i[~φn]∗j , (4)
where the last cross-product term has an unknown sign
– it can be either positive or negative, depending on the
signs of each eigenvector’s component. Hence, we use
Eq. (3) as follows. We do the summation in Eq. 2 only us-
ing positive or negative cross-products terms, i.e., either
we use +2|[~φn]i||[~φn]j | or use −2|[~φn]i||[~φn]j |. When only
adding [subtracting] these cross-product terms in Eq. (2)
we are effectively generating an upper [a lower] bound
for the resistance distance, which we note as ρup(i, j)
3[ρdown(i, j)]. Then, we use these bounds to approximate
the exact ρ(i, j) value by their average,
ρapprox(i, j) =
1
2
[ρup(i, j) + ρdown(i, j)] , ∀ i, j. (5)
FIG. 1. Resistance distance values and bounds for
quasi-ring resistor networks. These resistor networks
are connected in a ring with an extra edge between 2 non-
neighbouring nodes, i.e., the edge (1, 3) is added. Filled (red
online) circles represent the ohmmeter readings between each
pair of nodes with the instruments resolution as error-bars
(approximately 1 Ω [Ohm]), filled black squares show the cor-
responding theoretical resistance distance values, ρ [Eq. (2)]
(assuming a network with identical 1 kΩ resistors), and un-
filled squares show our resistance distance bounds. From
left to right and top to bottom, the number of nodes, N ,
is 6, 12, 18, and 24. All panels have been ordered accord-
ing to ascending values of the measured ρ, where the top left
panel shows specifically to which edges the values correspond,
whilst the rest are indexed from 1 up to N(N − 1)/2 edges.
The resistor networks in Fig. 1 are experimental resis-
tors [24, 25] connected in quasi-ring structures. Namely,
their adjacency matrix is such that, A(i, j) = 1 if j =
i ± 1 and 0 otherwise (when i = 1 and j = N + 1,
A(N,N + 1) = A(N, 1) = 1, and when i = 1 and j = 0,
A(1, 0) = A(1, N)), with an extra edge connecting nodes
1 and 3, i.e., A(1, 3) = 1 = A(3, 1). We add this extra
edge to the networks in order to lift the degenerate eigen-
values (i.e., repeated eigenvalues, spanning an eigenspace
with more than 1 eigenvector), which are always present
in circulant networks [9, 22]. From Fig. 1, we can see
that both bounds – shown by unfilled symbols – ρup
and ρdown, exhibit a similar behaviour, which appears
independently of N . Specifically, the intermediate values
of ρ – measured from an ohmmeter or calculated from
Eq. (2) (filled symbols) – are closely bounded, whilst its
extreme values (either for small ρ(i, j) or for large ρ(i, j))
are loosely bounded by either ρup or ρdown, with one of
the two bounds being closer to the measured ρ in each op-
posite end. Meaning that, ρapprox follows the measured
values (filled circles) closer than either of the bounds.
Specifically, the bounds in Fig. 1, ρup and ρdown, are
obtained for 4 small resistor networks (i.e., N = 6, 12, 18,
and 24) in ring-like arrangements with practically iden-
tical resistors of 1 kΩ. The resistor’s magnitudes are 1%
accurate (according to the manufacturer), which is equiv-
alent to an uncertainty of approximately 10 Ω [Ohm] per
resistor composing the network. We use an ohmmeter
to measure the resistance distance between all pairs of
nodes and compare the resultant measurements with the
exact value found from Eq. (2), which is the same as
the one calculated from Kirchhoff’s circuit laws consid-
ering all serial and parallel paths. Assuming 1% identical
uncertainties for all the 1 kΩ resistors in the theoretical
calculations of Eq. (2), we compute the uncertainty in
ρ(i, j) by error propagation, which also results in a 1%
uncertainty for all ρ(i, j) values. Figure 1 shows that
the ohmmeter values – represented by filled (red online)
circles – and ρ values calculated from Eq. (2) – filled
black squares – are coincident for the 4 networks (curves
superimpose). As expected, these measures coincide be-
cause the ohmmeter measures the equivalent resistance
between any two point in a circuit, which is identical to
the resistance distance measure [28]. The negligible dif-
ferences between these two values (for any pair of nodes)
come from the uncertainties associated with each resis-
tor composing the network, which can only be assumed
approximately constant for the theoretical calculations.
FIG. 2. Average relative error between the approxi-
mated resistance distance and the measured experi-
mental values. The resistance distance average relative er-
ror, ∆ρ(N) = 2
N(N−1)
∑N
i=1
∑N
j>i
∣∣∣1− ρα(i,j)ρe(i,j) ∣∣∣, for the upper
bound, α = up (filled squares), and for the approximated
value, α = approx [Eq. (5)] (filled triangles), is shown with
respect to the exact value, ρe. These relative errors corre-
spond to the networks from Fig. 1.
In order to quantify how closely ρup and ρapprox are to
the exact resistance distance value, ρe, from Eq. (2), we
compute the average relative error, ∆ρ, as
∆ρ(N) =
2
N(N − 1)
N∑
i=1
N∑
j>i
∣∣∣∣1− ρα(i, j)ρe(i, j)
∣∣∣∣ , (6)
where α = up or approx. We note from Fig. 2 that,
∆ρ for the resistor networks of Fig. 1 appears to tend to
an asymptotic value as N is increased. This asymptotic
value for the upper bound [approximation], ρup [ρapprox],
4seems to reach a relative error of 100% [50%] with re-
spect to the exact value. The reason behind this large
deviation is that, ρup can surpass almost twofold the ex-
act ρe value (see the first sets of edges in Fig. 1). On the
other hand, the approximation manages to reduce this
error by half. Overall, these resistor networks show that
in practical applications we can use the eigenvalue spec-
tra to obtain an approximate estimate of the resistance
distance values. As we show in what follows, the relative
error decreases significantly for more complex networks,
implying that the poor performance of the approximate
resistance distance in these resistor networks are due to
their particularly regular topology.
In order to quantify the effectiveness of the resistance
distance approximation, ρapprox, in larger networks, we
do the same analysis to random networks [51] and small-
world networks [52]. For both networks we compute the
normalised average shortest-path, 〈L〉 (p)/max{〈L〉 (p)},
average clustering coefficient, 〈C〉 (p)/max{〈C〉 (p)}, and
resistance distance relative error, ∆ρ(p), as a function of
the attachment or rewiring probability, p (for random
networks or small-world networks, respectively). The re-
sultant measures are shown in Figs. 3 and 4 by the filled
blue (online) squares, black triangles, and red (online)
circles, respectively. The normalised average shortest-
paths and average clustering coefficient are shown to
identify the rewiring probability region where small-
world properties emerge [52]; namely, large average clus-
tering with small average shortest-paths. This region can
be seen in Fig. 4, where the small-world characteristics
emerge for 10−3 . p . 10−1.
FIG. 3. Erdo¨s-Re´nyi network properties as a func-
tion of the attachment probability, p. Panels show the
normalised average shortest-path, 〈L〉(p)〈L〉(pc) , average clustering
coefficient, 〈C〉(p)〈C〉(1) , and resistance distance relative error, ∆ρ,
in blue (online) squares, black triangles, and red (online) cir-
cles, respectively. These random networks [51] are defined by
the attachment probability, p (starting at p & pc = ln(N)/N),
and the number of nodes, N , where N = 5×102 and N = 103
for the left and right panels, respectively. These panels are
constructed from the average over 10 realisations per p.
We note from Fig. 3 that random networks of N = 500
(left panel) and 1000 (right panel) nodes have partic-
ularly small resistance distance relative errors, ∆ρ ≤
1% ∀ p, for all attachment probabilities, p. In particu-
lar, for each p, we compute ∆ρ from Eq. (6), where we
compare the exact resistance distance value, ρe(i, j), for
each pair of nodes, (i, j), with the approximation given
by Eq. (5), ρapprox(i, j), averaging over all pairs. We ob-
serve that as the random network gets more connected,
starting from a giant component at pc = ln(N)/N and
up to the complete graph at p = 1, the average shortest-
path (blue squares) decreases steadily, non-trivially (it
forms a broken monotonically decreasing curve), but only
slightly (1 order of magnitude less than 〈L(pc)〉), and
that the average clustering coefficient (black triangles) in-
creases as a power-law (increasing 2 orders of magnitude
from 〈C(pc)〉). More importantly, as the random net-
work gets more connected, the distance between ρapprox
and ρe [Eq. (2)] decreases (in average) steadily below 1%.
Overall, we can conclude that random networks have a
resistance distance measure that is excellently approxi-
mated by Eq. (5).
On the other hand, from Fig. 4 we observe that small-
world networks of N = 500 (left panel) and 1000 (right
panel) nodes – with initial regular node degree k = 10
[52]– have an overall higher ∆ρ than the random net-
works. We particularly note this difference in the small-
world region, where ∆ρ only decreases below 10% af-
ter the rewiring probability, p, is higher than the one
needed for having small-world characteristics. This end-
ing behaviour can be expected, since for p = 1 the
Watts-Strogatz model is also a completely random net-
work. The main difference between random networks and
small-world networks is the degree regularity. This stems
from the initial network, having a uniform node degree of
K = 10 at p = 0, which is maintained for small rewiring
probabilities, p . 10−2. In particular, we can see that
∆ρ(p) tends to 50% for p ' 10−3, as in the resistor net-
works of Fig. 1 which are also nearly regular graphs.
FIG. 4. Watts-Strogatz network properties as a func-
tion of the rewiring probability, p. Panels show the nor-
malised average shortest-path, 〈L〉(p)〈L〉(0) , average clustering co-
efficient, 〈C〉(p)〈C〉(0) , and resistance distance relative error, ∆ρ, in
blue (online) squares, black triangles, and red (online) circles,
respectively. These networks [52] are defined by an initial reg-
ular node degree, K, which is set to K = 10, rewiring proba-
bility, p, and the number of nodes, N , where N = 5×102 and
N = 103 in the left and right panels, respectively. Small-world
characteristics emerge for 0 < p . 10−1.
Now we derive from Eq. (1) the network’s eigen-
vector centrality, ~ψ(c) = ~ψN = {ψ(c)1 , . . . , ψ(c)N },
which is the Perron-Frobenius vector associated to
the maximum eigenvalue [40] of the adjacency matrix,
5maxn=1,...,N{λn(A)} = λ(c). This means that ~ψ(c)’s
components are non-negative, i.e., A~ψ(c) = λ(c) ~ψ(c) with
[~ψ(c)]i = ψ
(c)
i ≥ 0 ∀ i. Thus, we can now use Eq. (1) to
find the eigenvector centrality components directly from
the eigenvalue spectra of the adjacency matrix as
∣∣∣[~ψ(c)]i∣∣∣2 = ∣∣∣[~ψN ]i∣∣∣2 = ∏N−1k=1 [λN (A)− λk(Mi)]∏N−1
k=1 [λN (A)− λk(A)]
, (7)
where we assume (without loss of generality) that the
eigenvalue spectra ordering is non-decreasing; that is,
λ1(A) ≤ λ2(A) ≤ · · · ≤ λN (A). Consequently, Eq. (7)
gives the exact eigenvector centrality measure and it is
only using adjacency matrix eigenvalue spectra.
FIG. 5. Average relative error for the eigenvector cen-
trality measure for different networks. The average rel-
ative error, ∆ψ = 1
N
∑N
i=1
∣∣∣1 − [~ψ(c)]i/[~ψ(c)e ]i∣∣∣, is the distance
between the numerically computed Perron-Frobenius eigen-
vector, ~ψ
(c)
e (exact eigenvector centrality measure), and our
analytical derivation of Eq. (7), ~ψ(c). In the left [right] panel
we show by filled squares [filled squares and circles] ∆ψ(N)
[∆ψ(p)] for the resistor networks [random networks and small-
world networks] in Fig. 1 [Figs. 3 and 4, respectively].
We test the accuracy of Eq. (7) by comparing its
value for the previous networks with that of the Perron-
Frobenius eigenvector directly calculated from the adja-
cency matrix. Namely, we find the average relative error
∆ψ and show the resultant values in Fig. 5. Specifi-
cally, ∆ψ is the difference between the numerically cal-
culated eigenvector centrality, ~ψ
(c)
e , and the one found
from Eq. (7), ~ψ(c). On the left panel of Fig. 5, we can
see that ∆ψ(N) for the experimental resistor-networks is
always within numerical errors (i.e., due to round-off and
truncation errors). Similarly, on the right panel of Fig. 5,
we can see this negligible error also happens when test-
ing Eq. (7) with the N = 1000 nodes random networks of
Fig. 3 (black squares) and small-world networks of Fig. 4
(red circles), which is happening for all attachment and
rewiring probabilities, respectively.
IV. CONCLUSIONS
In this work, we use the eigenvector-eigenvalue identity
to express network measures that are based on eigenvec-
tors and/or eigenvalues, only in terms of the eigenvalues.
Although our works focuses on the resistor distance and
eigenvector centrality measures, it is unrestricted to these
measures, being applicable to any measure that requires
knowing eigenvector sets.
On the one hand, we derive an expression to approxi-
mate the resistance distance, ρapprox [Eq. (5)], values of
a network from its Laplacian matrix eigenvalue spectra.
We first use experimentally implemented, small-sized, re-
sistor networks to explain how and why our approxima-
tion works [see Fig. 1]. We then show how efficiently
our approximation matches the exact resistance distance
values by testing it on synthetically generated random
and small-world networks [Figs. 3 and 4]. From these
numerical experiments, we conclude that ρapprox in ran-
dom networks typically misses the exact value by less
than 1% (in average), regardless of the attachment prob-
ability [see Fig. 3]. For small-world networks, the ap-
proximation misses by 50% when the network is almost
regular (p ' 0), decreasing its relative error steadily from
50% to 10% during the small-world region as edges are
rewired [see Fig. 4]. We can explain this behaviour due
to the inherent regularity of small-world networks, which
inherits the initial regular structure that creates degener-
ate eigenvalues, making the eigenvector-eigenvalue iden-
tity to fail. Consequently, we expect that our ρapprox will
always work better for networks that have an heteroge-
neous (and broad) degree distribution – such as those
from real-world complex systems – than for those with a
narrow degree distribution.
On the other hand, we derived an exact expression for
the eigenvector centrality of any network from the eigen-
value spectra of its adjacency matrix. We show that the
differences between our derived eigenvector expression
and the numerically found eigenvector centrality mea-
sure are negligible in all cases studied – resistor, random,
and small-world networks [see Fig. 5]. This means that
in general, when eigenvalues are non-degenerate, our ex-
pression allows to find the eigenvector centrality measure
without the need to find the adjacency matrix eigenvec-
tors, which is computationally demanding for large-sized
networks. Consequently, and given the current relevance
that the eigenvector centrality measure is having in cur-
rent biomedical research (e.g., in Network Neuroscience),
we believe our expression will become increasingly useful.
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