We consider the following problem, which is called the odd cycles transversal problem.
Introduction
1.1 Background and Overview. Finding a minimum vertex cover (or vertex transversal) for the set of odd cycles in a given graph is a fundamental problem in both combinatorial optimization and theoretical computer science. Determining a minimum edge cover for the set of odd cycles is equivalent to one of the most important NP-complete problem, called the maximum cut problem. The vertex version also has direct applications in combinatorial biology (see for example, [30] ). In the positive side, the maximum cut problem is solvable in polynomial time for planar graphs (by Hadlock [13] ).
We can, trivially, determine whether or not a given graph has an odd cycle transversal containing at most k vertices via bruce force enumeration in O(mn k ) time. Although this is polynomial time for each fixed k, it is practically too slow for large inputs, even if k is relatively small. Therefore, the standard goal of parameterized analysis is to take the parameter out of the exponent in the running time. A problem is called fixed-parameter tractable (FPT) if it can be solved in time O(f (k)n p ), where p is a constant not depending on k, and f is an arbitrary function. An algorithm with such a running time is also called FPT.
In a recent breakthrough paper, Reed et al. [29] presented the first FPT algorithm (actually, O(mn) time algorithm, where m is the number of edges of a given graph G, and n is the number of vertices of G. Hereafter, we assume this notation) to determine whether or not a given graph has an odd cycle transversal of order at most k for any fixed k (which we now call the odd cycle transversal problem). The proof method itself is also paid attention by many researchers. Reed et al. [29] were the first to make the following simple but very useful observation: To show that a min-imization problem is fixed-parameter tractable with respect to the size of the solution k, it often suffices to give a FPT algorithm that, given a size-(k + 1)-solution, either proves that there is no size k-solution or constructs one. Starting with a trivial instance and inductively applying this compression routine a linear number of rounds to larger instances, one can obtain a FPT algorithm. This method is now called iterative compression. It becomes an important tool in the design of efficient FPT [11, 25] .
However, there is one problem here. It is very hard to get a FPT algorithm which runs faster than O(n 2 ) or O(mn), using the iterative compression method. This is simply because the method needs to apply the algorithm recursively after deleting a single vertex. Moreover, each iteration takes at least O(m) or O(n) time. To obtain an O(n log n) or even O(m) time algorithm, one cannot apply this method directly. Fiorini et al. [9] showed, by significant technical expenditure, there is a linear time algorithm for the odd cycle transversal problem when the input graph is restricted to a planar graph. In this paper, we show that the odd cycle transversal problem can be done in almost linear time. Specifically, we prove the following. Tarjan [38] ).
Theorem 1.1. There is an O(mα(m, n)) algorithm to determine whether or not a given graph has an odd cycle transversal of order at most k for any fixed k, where the function α(m, n) is the inverse of the Ackermann function (see by
We only deal with the vertex version of the odd cycle transversal problem, but the edge version also follows, because there is a 'parameter-preserving" reduction from the vertex version to the edge version.
Using Theorem 1.1, we shall give a nearly linear time algorithm for the half-integral disjoint odd cycles problem. To discuss this problem, it is useful to mention the wellknown Erdős-Pósa property.
Erdős-Pósa property and half-integral odd disjoint cycles.
A family F of graphs is said to have the Erdős-Pósa property, if for every integer k there is an integer f (k, F) such that every graph G contains k vertex-disjoint subgraphs each isomorphic to a graph in F or a set C of at most f (k, F) vertices such that G − C has no subgraph isomorphic to a graph in F. The term Erdős-Pósa property arose because in [8] , Erdős and Pósa proved that the family of cycles has this property.
On the other hand, for odd cycles, the situation is different. The Erdős-Pósa property does not hold for odd cycles in general. If we take a projective planar graph such that each face has an even size, and all the non-contractible cycles have odd length, then it does not satisfy the property, as remarked in [24] . This was actually first pointed out by Lovász and Schrijver (see [36] ). See also Figure 3 (in fact, The Erdős-Pósa property holds for the cycles of length p mod m if and only if p is congruent to 0 mod m see [5] and [42] ).
However, Reed [28] proved that the Erdős-Pósa property holds for odd cycles in planar graphs. This result was extended to graphs on an orientable fixed surface in [15] . Note that the Erdős-Pósa property does not hold for odd cycles for graphs on nonorientable surfaces, even for projective planar graphs.
Concerning the half-integral disjoint odd cycles packing problem (i.e, k odd cycles such that each vertex is used at most two of them), Reed [28] proved the following result. We will also give a simpler proof of Theorem 1.2. Proof will be given in Section 6. This improves the time complexity of the algorithm by Reed, Smith and Vetta [29] who gave an O(n 3 ) time algorithm for this problem.
In order to prove Theorem 1.3, by Theorem 1.2, we may assume that there is a vertex set C of order at most f (k) (which comes from the function in Theorem 1.2) such that G − C is bipartite, for otherwise, there is a half-integral k disjoint odd cycles packing. We apply Theorem 1.1 to find such a vertex set C of order at most f (k) such that G − C is bipartite in O(mα(m, n)) time. Then we prove the following. This improves the previous known result by Kleinberg [20] who gave an O(n 3 ) algorithm. Let us remark that the half-integral disjoint paths packing problem is still NPcomplete if k is as a part of input, see [23] .
We now prove Theorem 1.4, using Theorem 1.5. Suppose G has a vertex set X of order l ≤ f (k) such that G − X is bipartite. We claim that there is an O(n log n) time algorithm to solve the half-integral k disjoint odd cycles packing problem for any fixed k.
We now construct an auxiliary graph from G. Specifically, for G and
To do so, we first choose an arbitrary partition of G − X into two stable sets A and B. We set
. We note that each edge of G corresponds to an edge of G whilst each edge of G corresponds to one edge of G too.
Since |X| ≤ f (k), if there is a desired half-integral k disjoint odd cycles packing, say the odd cycles L, then L goes through X at most 2f (k) times. Therefore, there are only constant number of possible patterns for L to go through the vertices in X. Let us fix one pattern, say W . This pattern W tells us which vertices of X passes twice or just once or even no times. If there are vertices of X such that the pattern W does not hit them, we just delete them, and call these vertices X. Thus X = X − X is the set of vertices of X such that either the pattern W hits just once or it passes across. Then this gives us the pairs of vertices in X such that, in order to achieve the pattern W , a half-integral disjoint paths packing whose endpoints are given by the specified pairing in X must exist in G − X. Note that since G is bipartite, so we do not have to worry about parties of the paths. Thus we just need to apply Theorem 1.5 in G − X with terminals in X . Since there are only constant number of patterns and |X| ≤ f (k), therefore, for any fixed k, we can solve the problem in O(n log n) time by using Theorem 1.5. This proves Theorem 1.4, and hence Theorem 1.3.
1.4 Overview of the proof. In this section, we sketch a proof of Theorem 1.1.
We have a two steps solution. We first prove the following approximation version of Theorem 1. Assuming Theorem 1.6, we can get a vertex set X of order at most f (k) such that G − X is bipartite in O(mα(m, n)) time (otherwise, we are done). Then by Theorem 1.7, there is an O(f (k) k km) time algorithm to get one of the desired conclusions in Theorem 1.1.
Thus our task is to prove Theorem 1.6. We now sketch a proof. The proof of Theorem 1.6 also has a two step solution.
Specifically, we prove the following two theorems. A proof of Theorem 1.9 will be given in our full paper, but it is not so hard. The main hard part of this paper is to prove Theorem 1.8. Let us now give a sketch of our proof.
Reed [26] gave an O(n log n) algorithm to construct a tree decomposition of width at most 4k for a graph of tree width k for any fixed k. Extending his approach, we attempt to construct a special tree decomposition of the input graph, but not necessarily of bounded tree-width. Specifically, either each piece has bounded order or consists of a "nearly" bipartite graph, i.e, there is a vertex set X of order at most g(k) (for some function g of k, to be determined later) such that after deleting X from the piece, the resulting graph is bipartite. But our tree decomposition still requires adjacent nodes to intersect in a bounded number of vertices.
To build our special tree decomposition, we start by putting all vertices of the graph in a single root node. We then iteratively break the leaves into nodes with fewer vertices. If a leaf has bounded size or is "nearly" bipartite, we "mark" it so that we no longer consider it in the future. Furthermore, all the internal nodes of the tree-decomposition are no longer considered in the future either.
The only reason we fail to construct our treedecomposition is because there is no vertex set of order at most k that hits all odd cycles in G.
The big difference from Reed's algorithm is that we have to construct this tree-decomposition in O(mα(m, n)) time. The crux of matter is that, after one iteration, each leaf, except possibly for k leaves, is marked. Moreover, if we sum up the order of the leaves that are not marked, it would be at most n /2, where n is the number of vertices of the current graph we have worked on. Thus after one iteration, we can "throw way" half of the vertices of the current graph, because we just need to continue the treedecomposition for at most k leaves that are not marked, and they only have at most n /2 vertices. At each iteration, in O(m α(m , n )) time (where n , m are the number of vertices, edges, respectively, of the current graph), the leaves of the decomposition are halved (or no longer needed to be considered) so that after log n iterations, all the leaves are marked. Thus the standard computation implies that after at most log n iterations, we would get a desired special treedecomposition in O(mα(m, n)) time (Note that all internal nodes of the tree-decomposition are not considered).
Let us see how to proceed more precisely. We try to split a leaf W t so that each child has at most half of the vertices of W t . If we are successful, we repeat this process in the next iteration. The only time we fail is when the tree-width of W t is too large. In that case, W t contains a wall of huge height [7, 27, 32, 34] .
At a high level, using this wall, either we can conclude that there is no vertex set of order at most k that hits all odd cycles in G, or we get a nearly bipartite subgraph in W t , which allows us to split W t or stop (because the leaf is already in the final desired form). In order to reach one of the conclusions, we need to find a wall in W t which is "attached" to a specific highly connected part of the graph W t . This can be done by Reed's result [26] , Theorem 2.2, together with a related algorithmic result, see in [16] , and Theorem 2.3. This highly connected part is the key idea to keep constructing a desired tree-decomposition.
Let us now give a sketch of proof when W t has large tree-width. In order to reach one of the above conclusions, we also need a new concept, "odd-minor". We need to address what it is.
Recall that a graph H is a minor of G if H can be obtained by contracting and deleting edges in G. Equivalently, H is a minor of G precisely if there are |V (H)| vertexdisjoint trees in G, one tree T v for each vertex v of H, such that for every edge e = {v, w} in H there is an edgeê in G connecting the two corresponding trees T v and T w . Now H is an odd minor of G if, in addition, all the vertices of the trees can be two-colored in such a way that (1) the edges of each tree T v are bichromatic, while (2) the edgeê connecting trees T v and T w corresponding to each edge e = {v, w} of H is monochromatic. In particular, the class of odd-H-minorfree graphs (excluding a fixed graph H as an odd minor) is more general than the class of H-minor-free graphs (excluding a fixed graph H as a minor).
Indeed, the class of odd-H-minor-free graphs is strictly more general: the complete bipartite graph K n/2,n/2 certainly contains a K k -minor for k ≤ n/2, but on the other hand, it does not contain K k as an odd minor for
On the other hand, some odd-K k -minor-free graphs such as K n/2,n/2 may have Θ(n 2 ) edges.
Let us now come back to sketch of our algorithm. We need to consider the following two cases (which are similar to the well-known algorithm by Robertson and Seymour [33] ):
1. A huge clique minor, but no huge odd clique minors.
A wall of huge height, but no huge clique minor.
For the definition of a "flat" wall, we refer the reader to the Section 3. We now remark that in all the above cases, the structure we obtain from (e.g, a huge clique minor or a wall of huge height) is "attached" to a specific highly connected part of the graph W t .
Suppose there is a huge clique minor in W t . Robertson and Seymour also excluded a huge clique minor for the k disjoint paths problem, and that step is not hard. But our problem setting is much harder since we need to figure out a parity of each path. To do so, we first need to figure out whether or not a given graph W t has a huge odd clique minor. It is easy to see that an odd-K k+3 -minor does not contain a vertex set of order at most k that hits all odd cycles in G, because no matter how we delete k vertices from the odd K k+3 -minor, at least three nodes of the odd clique minor are left, and any three nodes of the odd K k+3 -minor contains an odd cycle by the definition.
One question is: how do we find a huge clique odd minor? It turns out that we have a nice structure theorem which tells us that if we have a huge clique minor, then either we can get a big odd clique minor or else we can get a vertex set X of bounded size (depending on k) such that the component of G − X containing most of the nodes of the huge clique minor is "essentially" bipartite. This is proved in Theorem 5.2 with help of the recent result by Geelen et al. [10] (Actually, Theorem 5.2 essentially follows from the result in [10] .).
Then we need to discuss the case when there is a huge clique minor in W t , but no huge odd clique minors. So this corresponds to the case 1. In this case, by the above result, we can conclude that the graph in W t , which is "attached" to a specific highly connected part of the graph W t is, "essentially" bipartite. Thus we have a nearly bipartite graph N in W t . If N = W t , then we just mark the leaf W t . Otherwise, N becomes one internal node in the tree-decomposition. Since N is attached to a specific highly connected part of the graph W t , all the non-bipartite subgraphs in W t are cut off by a small separation from N , and moreover, each of these subgraphs contains at most half of the vertices of W t . Thus each of these components becomes a children, and hence this negates our need to construct the tree-decomposition because each children has at most half of the vertices of W t .
We now come to the point where there is no huge clique minor. So this corresponds to the case 2. By the result of Robertson and Seymour [33] , there is a huge flat wall W , which is "attached" to a specific highly connected part of the graph W t . In fact, we can find such a wall in linear time by the recent result in [16] . So this corresponds to the second case.
If W has k + 1 disjoint odd faces, then we are done, as clearly k vertices are not enough to hit all odd cycles. So, we are left with the case that there is a huge flat proper subwall W of the wall W , which is bipartite. In this case, by the above result of Geelen et al. [10] , we can conclude either that the graph "attached" to a specific highly connected part of the graph W t is "essentially" bipartite in W t , (and hence in this case, this negates our need to construct the tree-decomposition, as discussed for the case 1), or there are many parity breaking paths, each joining two points on the outer cycle of the wall W in W t . By a parity breaking path, we mean a path P with endpoints on the outer cycle of the wall W such that the path P together with the wall W yields an odd cycle. In the second case, we can show that this graph has no k vertices to hit all odd cycles.
Let us now repeat some important points to construct our special tree-decomposition. First, each above iteration can be done in O(mα(m, n)), and after one iteration, there are at most k leaves that are not marked, for otherwise, there is no desired vertex set since there would be k + 1 disjoint odd cycles. Therefore, after one iteration, it follows that, all the leaves, except for k leaves W t 1 , . . . , W t l with l ≤ k, are marked. Hence, we only need to split the leaves W t1 , . . . , W t l in the next iteration. Note that all internal nodes of the tree-decomposition are not considered. In addition, we have splitted each leaf into smaller parts whose order is at most 1/2 of the original leaf. Thus this implies that after one iteration,
where n is the number of vertices of the current graph we have worked on. So in the next iteration, we only need to work on the subgraph of G that has at most n /2 vertices. Thus the standard computation implies that after log n iterations, we can construct a desired tree-decomposition, that is, a special tree-decomposition such that each piece is either nearly bipartite or of bounded size, in O(mα(m, n)) time. Let us remark that in order to find an odd clique minor or parity breaking paths, we need to find an augmenting path f (k) times for some function of k, see Section 4. Finding an augmenting path takes O(mα(m, n)). That is why α(m, n) in the time complexity comes in. More detailed proof of Theorem 1.1 will appear in our full version of this paper. This paper is organized as follows: In Section 2, we give important tools and notations for the proof of Theorem 1.1 and a short proof of Theorem 1.2. We need to apply a structural result of Robertson and Seymour concerning graphs which have a large tree-width but no large clique minor. This will be given in Section 3. In Sections 4 and 5, we shall deal with "odd clique minor". We also describe the structure of those graphs in which we cannot find such a minor and discuss how to exploit it. Then a short proof of Theorem 1.2 will follow in Section 6. Tree-width and Brambles Tree-width was introduced by Halin in [12] , but it went unnoticed until it was rediscovered by Robertson and Seymour [31] and, independently, by Arnborg and Proskurowski [1] .
A bramble β is a set of trees every two of which intersect or are joined by an edge (thus a clique model (minor) is a bramble whose elements are disjoint). The order of a bramble β, denoted ord(β), is the minimum size of a hitting set of its elements (that is, a set H of vertices intersecting the vertex set of each tree of β). Clearly every clique model (minor) of order l is a bramble of order l. Also for any set W of vertices, the set β W of trees of G containing more than half the vertices of W is a bramble since any two such trees intersect. We now characterize graphs which have no brambles of order l, using tree decompositions.
A tree decomposition of a graph G consists of a tree T and a subtree S v of T for each vertex v of G such that if uv is an edge of G then S u and S v intersect. For each node t of the tree, we let W t be the set of vertices v of G such that t ∈ S v . We let H t be the graph obtained from the subgraph of G induced by W t by adding an edge between x and y if there is some s such that x, y ∈ W s ∩ W t . The width of a tree decomposition is the maximum of |W t | over the nodes t of T .
It is not hard to see that for every bramble β and every tree decomposition there is a node t such that W t is a hitting set for β. This implies that the tree width of G is at least the maximum order of a bramble. Seymour, and Thomas [37] showed that this bound is tight, proving:
The maximum order of a bramble in G is equal to its tree width.
Wall and Grid An elementary wall of height eight is depicted in Figure 1 . An elementary wall of height h for h ≥ 3 is similar. It consists of h levels each containing h bricks, where a brick is a cycle of length six. A wall of height h is obtained from an elementary wall of height h by subdividing some of the edges, i.e. replacing the edges with internally vertex disjoint paths with the same endpoints(see Figure 2 ). The nails of a wall are the vertices of degree three within it. Any wall has a unique planar embedding. The perimeter of a wall W , denoted per(W ) is the unique face in this embedding which contains more than 6 nails. One of the most important results concerning the treewidth is the main result of [32] which says the following. The best known upper bound for g(r) is given in [7, 27, 34] . It is 2 . The best known lower bound is Θ(r 2 logr), see [34] .
We now introduce one of the key ideas in our algorithm of Theorem 1.1.
Recall that Reed [26] gave an O(n log n) algorithm to construct a tree decomposition of width at most 4k for a graph of tree width k for any fixed k. In his proof, the following theorem, which we find very important for our purpose, was proved. The function f (k) in Theorem 2.3 is almost same as the function f (r) in Theorem 2.1.
We need to make clear how the bramble in Theorem 2.3 will be given. If we perform Theorem 2.2 and the conclusion is 2, then this implies that the bramble β X for some vertex set X or X = V (G) has order at least k/2. This bramble is one of keys for our algorithm, and will be used in Theorem 2.3.
Let us remark that when we say that a clique minor H or a wall H is controlled by the bramble β, this means that, for any cutset Z of order less than |H|/2, the unique component of G − Z containing at least |H|/2 nodes of H also contains an element of the bramble β. It follows that if the bramble β is β X , then the unique component of G − Z containing at least |H|/2 nodes of H also contains more than half of the vertices of X.
Finding a flat large wall in H-minor-free graphs
In this section, we apply a structural result of Robertson and Seymour concerning graphs which have a large tree-width but no large clique minor.
To state this result we will need a few definitions.
Recall that the nails of a wall are the vertices of degree three within it. Any wall has a unique planar embedding. For any wall W in a given graph H, there is a unique component
We define an internal distance function intd W on the vertices of W so that intd W (x, y) is the minimum number of regions of this embedding that an arc in the plane with endpoints x and y which does not intersect the region bounded by the perimeter intersects. We also define
If two proper subwalls dividing in H are disjoint then so are their compasses in H.
We note that an elementary wall of height k can be decomposed into k + 1 disjoint horizontal paths, which we enumerate, from top to bottom, as R 1 , ..., R k+1 . It also contains k + 1 columns where each column contains 2k − 1 edges, one from each row except the first and the last and k + 1 vertical edges (we omit the fussy details). We enumerate the columns from left to right as C 1 , ..., C k+1 . The columns and rows of arbitrary walls are defined similarly. The corners of a wall are
Note that the corners of a subwall of a wall W are pegs.
Two easy technical results concerning walls are the following: These are proved in [27] , but for the completeness, we include the proofs. {(a 1 , b 1 ) Proof: We note that our conditions on S ensure that the height h of W is at least 4m. We partition S into S top = S ∩ R 1 ,S bottom = S ∩ R h+1 , S lef t = S ∩ C 1 , and S right = S ∩ C h+1 . For each vertex x of S top , we choose a column C i such that i mod 3 = 0, let P x be the subpath of R 1 from x to C i ∩ R 1 and let A x = P x ∪ C i . Furthermore, we choose C i closest to x, i.e. so that there is no j = 3k such that C j ∩ R 1 is an interior vertex of P x . Note that this ensures that if x and y are both in S top then A x and A y are disjoint. For each vertex x of S bottom , we choose a column C i such that i mod 3 = 1, let P x be the subpath of R h+1 from x to C i ∩ R h+1 and let A x = P x ∪ C i . Furthermore, we choose C i closest to x, i.e. so that there is no j = 3k + 1 such that C j ∩ R h+1 is an interior vertex of P x . Note that this ensures that if x and y are both in S bottom then A x and A y are disjoint. For each vertex x of S lef t , we choose a row R i such that i mod 3 = 0, let P x be the subpath of C 1 from x to R i ∩ C 1 and let A x = P x ∪ R i . Furthermore, we choose R i closest to x, i.e. so that there is no j = 3k such that R j ∩ C 1 is an interior vertex of P x . Note that this ensures that if x and y are both in S lef t then A x and A y are disjoint. For each vertex x of S right , we choose a row R i such that i mod 3 = 1, let P x be the subpath of C h+1 from x to R i ∩ C h+1 and let 
Theorem 3.1. Let S be a set of 2m vertices on the perimeter of a wall W so that for any pair (x, y) of elements of S, intd W (x, y) is at least 12 and x is at internal distance at least 12 from every corner of W . Then for any partition of S into m pairs
A x = P x ∪ R i .
Proof:
The proof is simple and we omit the details. We remark only that each of the paths will be contained either in a column, a column and a row, or two columns and a row.
We now mention the characterization of flat. We need to define an embedding up to 3-separations. We say that G can be embedded into a plane, up to 3-separations with the outer face boundary C, if, for some k ≥ 0 and a cycle C, there are pairwise disjoint sets
, and (3) if G is the graph obtained from G by (for each i)
deleting A i and adding new edges joining every pair of distinct vertices in N (A i ), then G may be drawn in a plane with the outer face boundary C.
Let us observe the following. Let A = {A 1 , . . . , A k }. Then we can choose A so that, subject to (1), (2) and (3), the following property holds:
To see this, we may choose A such that, subject to (1), (2) and (3), the number of non-facial triangles in G induced by members of A is minimum. Suppose, without loss of generality, that |N (A 1 )| = 3 and N (A 1 ) induces a triangle (2) and (3) Seymour [35] , Thomassen [41] , and others have characterized that if the wall W is flat, then its compass comp(W ) can be embedded into a plane, up to 3-separations, such that its perimeter per(W ) is the outer face boundary.
It is easy to see that any proper subwall of a flat wall must be both flat and dividing. Furthermore, if x and y are two vertices of a flat wall W and there is a path between them which is internally disjoint from W then either x and y are both on per(W ) or some brick contains both of them.
Finally, we are ready to state the main result in this section. Robertson and Seymour [33] proved: w(l, k) , and G has no clique minor of order k, then there is a wall H of height w (l, k), and for some subset X of less than wall H) of height l, which is disjoint from X and is flat and dividing in G − X.
We now point out the algorithmic aspect of Theorem 3.3.
The following was proved in [19] , which generalizes the result in [33] . Let us remark that if the wall H is controlled by the bramble β, then it follows that a K k -minor obtained in the first conclusion is controlled by this bramble β, because for any vertex set Z of order at most k/2, the unique component of G − Z containing at least 2 k nails of H contains an element of the bramble β. Moreover, H i in the second conclusion is clearly controlled by the bramble β, because H i has at least 2 k nails of H . It follows that if the bramble β is β Y (for some vertex set Y , Y could be V (G)), then the unique component of G − Z containing at least 2 k nails of H contains more than half of the vertices of Y .
Odd S-paths
We shall use the following recent result in [10] . The proof given in [10] actually implies that there is a polynomial time algorithm for Theorem 4.1.
In general, this algorithm takes O(kmα(m, n)) time, where the function α(m, n) is the inverse of the Ackermann function, as observed by Tarjan [38] , because we need to find augmenting paths for k times, and each augmenting path process takes O (mα(m, n) ). Other arguments can be easily implemented in O(m) time (as described in [10] ). Note that if there is no more augmenting path, then the augmenting path process gives rise to the desired vertex set X in Theorem 4.1.
In our case, k is fixed. So we can find a desired conclusion in nearly linear time.
In the next section, we shall deal with an odd minor, but the key for obtaining a huge odd clique minor is Theorem 4.1. This allows us to have a nearly linear time algorithm for detecting a huge odd clique minor, if one exists.
Obtaining a huge odd clique minor
In this section, we assume that a complete minor of order l, controlled by the bramble β, is given, where l ≥ 32k √ log k. Let us remind that a complete minor of order l can be thought of l vertex disjoint trees, every two of which are joined by an edge. We call such a minor even if the union of these trees and the edges between any of these two trees is bipartite.
Geelen et al. [10] proved the following result.
Theorem 5.1. Suppose G has an even complete minor of order at least 16k. Then either G has an odd complete minor of order k or G has a vertex set X with |X| < 8k such that the (unique) block F intersecting all but at most 8k disjoint trees of the even clique minor in G−X is an induced bipartite graph, and each odd cycle in G − X is contained in either components of G − X that do not intersect F or blocks with a cut vertex to the block F .
The following is our main result in this section. This follows from Geelen et al. [10] .
Consequently, either G has an odd complete minor of order k or G has a vertex set X with |X| < 8k such that the (unique) block F intersecting all but at most 8k disjoint trees of the even clique minor in G − X is an induced bipartite graph, and each odd cycle in G − X is contained in either components of G−X that do not intersect F or blocks with a cut vertex to the block F .
Sketch of Proof
. . , T l such that for any i and j with i = j, there is an edge between T i and T j . Choose a two-coloring of all the trees T 1 , T 2 , . . . , T l such that the number of bichromatic edges between two of the trees is as many as possible. Then clearly, for each tree T i , there are at least l/2 bichromaitc edges leaving from T i , otherwise, swapping the coloring would give rise to the bigger number of bichromate edges leaving from T i . So we have a minor H which is a a spanning bipartite subgraph of the K 32k √ log k -minor such that the minimum degree of H is at least 16k √ log k, and the graph induced by the trees T 1 , T 2 , . . . , T l and bichromatic edges between two of the trees is bipartite. Since the minimum degree at least k/2 √ log k guarantees a K k -minor by [21, 22, 39, 40] , H has an even K 16k -minor. By Theorem 5.1, either G has an odd complete minor of order k or G has a vertex set X of order at most 8k such that the (unique) block F intersecting all but at most 8k disjoint trees of the even clique minor in G − X is an induced bipartite graph, and each odd cycle in G − X is contained in either components of G − X that do not intersect F or blocks with a cut vertex to the block F . This completes the proof.
As pointed out in the previous section, the proof gives rise to an O(mα(m, n)) time algorithm for Theorem 5.2, provided that a K 32k √ log k -minor is given. Translating a K 32k
√ log k -minor to an even K 16k -minor can be clearly done in linear time. Then as in the proof by Geelen et al. [10] , we are able to decide either G has an odd-K k -minor or G has a vertex set X of order at most 8k such that the (unique) block F intersecting all but at most 8k disjoint trees of the even clique minor in G − X is an induced bipartite graph, and each odd cycle in G − X is contained in either components of G − X that do not intersect F or blocks with a cut vertex to the block F , in O(mα(m, n) ) time, since we only need to apply Theorem 4.1 at most 4k times.
Let us observe that in our case, we will start with a K 32k √ log k -minor, controlled by the bramble β. We then apply Theorem 5.2 to this clique minor. Clearly, an even K 16k -minor in Theorem 5.2 is controlled by the bramble β by the proof in Theorem 5.2. This implies;
1. an odd complete minor of order k in Theorem 5.2 is also controlled by the bramble β, and 2. in the second case of Theorem 5.2, the (unique) component of G − X containing F has an element of the bramble β, since F is the only component containing all but at most 8k nodes of the even K 16k -minor. It follows that if the bramble β is β Y for some vertex set Y (Y could be V (G)), then the (unique) component of G − X containing F contains more than half of the vertices of Y .
Moreover, if there is a block Q with a cutvertex to the block F in G − X, then we would get a separation (A, B) of order at most 8k in G such that A contains F and B contains Q (and X ⊆ (A ∩ B) ). It follows that A contains an element of the bramble β. It also follows that if the bramble β is β Y (Y could be V (G)), then A contains more than half of the vertices of Y . In summary, we will get the following.
Theorem 5.3. Suppose a K 32k
√ log k -minor, controlled by the bramble β, is given. Then one of the following happens. G has an odd-K k -minor, controlled by the bramble β. The important point here is that if there is an odd K k+3 -minor, then clearly there is no vertex set of order at most k that hits all the odd cycles in G, because no matter how we delete k vertices from an odd K k+3 -minor, there are three nodes of the odd K k+3 -minor left. By the definition of the odd clique minor, there is an odd cycle in these three nodes. Hence we may assume that there is no odd-K k+3 -minor in the graph G.
1.

G has a vertex set
A simpler proof of Theorem 1.2
In this section, we give a simpler proof of Theorem 1.2.
We prove Theorem 1.2 by induction on k. When k = 1, the result is trivial. Assume that Theorem 1.2 is true for all
Take a minimal counterexample G to the case k. We now give several properties of G. 
would be a vertex set of order at most f (k) such that G − X is bipartite, and its cardinality is at most 2f (k − 1) + l(k), a contradiction.
Thus for each ordered separation (A, B) of order l(k), we may assume that A − B is bipartite. We may also assume that B −A contains an odd cycle, for otherwise, A∩B would be a desired vertex set that hits all odd cycles in G, whose cardinality is at most l(k). We now take all the ordered separations We apply Theorem 2.3 to get a wall W of height 2 (3k) 100 , controlled by this bramble β. Note that Theorem 2.3 is described as an algorithmic result, but certainly we are guaranteed to get such a wall W . Thus for any vertex set Z of order at most 2 k , the unique component of G − Z containing at least 2 k nails of W contains an element of the bramble β. We apply Theorem 3.4 to this wall W , controlled by the bramble β, with k replaced by 96k √ log k. Again, Theorem 3.4 is described as an algorithmic result, but certainly we are guaranteed to get one of the outcomes in Theorem 3.4. We need to consider the following two cases. Case 1. There is a K 96k √ log k -minor, controlled by the bramble β.
We apply Theorem 5.3 to this clique minor, controlled by the bramble β with k replaced by 3k. We now follow the notation in Theorem 5.3. Suppose the second conclusion happens. If there is either a block B i , or a component in G − X not containing F , as in Theorem 5.3, such that it contains an odd cycle, then by Theorem 5.3, clearly there is an ordered separation (A, B) of order at most l(k) such that A − B contains an odd cycle, and T B is an element of the bramble β. This is a contradiction to the definition of the bramble β. Thus the graph itself is F ∪ X, which yields a desired conclusion since F is bipartite and |X| ≤ 24k. On the other hand, if the first conclusion happens, i,e, there is an odd-K 3k -minor, then we are done, as there are k disjoint odd cycles in this odd clique minor. Thus Case 1 is done.
Case 2. There is no K 96k √ log k -minor, controlled by the bramble β.
We now get the second conclusion of Theorem 3.4. Let W be a flat proper subwall (of W ) of height 2 12k in G − X, where X is as described in Theorem 3.4. Note that |X| ≤ 9000k 2 log k. Note also that this flat wall W is controlled by the bramble β, since it has at least 2 k nails of W . If there are k disjoint odd faces in W , then we are done.
So, we may assume that some part of the wall W does not contain odd faces. This means that there is a flat proper subwall W (of W ) of height 2 6k+1 , such that W is bipartite, i.e., there are no odd faces in W . Since W has at least 2 k nails of W , so W is still controlled by the bramble β. Let Q be the nails of W on the perimeter.
We say that P is a parity breaking Q path for
P is joining two vertices of Q, and moreover, W together with P has an odd cycle. We prove the following lemma.
Lemma 6.1. There are no k disjoint parity breaking disjoint
Proof. To see this, let P 1 , . . . , P k be such parity breaking paths. By shrinking the wall W by 12 layers and letting the resulting wall be W 1 , we can modify the parity breaking paths P 1 , . . . , P k in the following way: All the paths P 1 , . . . , P k can be chosen so that they are disjoint, their endvertices are in the nails of the perimeter of W 1 , and in addition, each of them is disjoint from comp(W 1 ) in G − X, except for the endvertices in the perimeter of W 1 Note that all the paths Q 1 ,...,Q k are disjoint from any of P 1 , . . . , P k , except for their endvertices. Then P i ∪ Q i (for i = 1, . . . , k) gives rise to a half-integral k disjoint odd cycles packing. This is a contradiction.
We are now ready to finish the proof of Theorem 1.2. Let us assume that l(k) ≥ 10000k 2 log k. We first delete the vertex set X from G, and apply Theorem 4.1 to G − X with S = Q, where Q is a set of the nails as above.
By this lemma and Theorem 4.1, we may assume that G has a vertex set X of order at most 10000k 2 log k such that the unique component F of G − X containing at least 2 k nails of W consists of a bipartite graph B with blocks B 1 , . . . , such that each block B i has an odd cycle and a cutvertex shared to a vertex in B. Note that the vertex set X contains all the vertices of X, and |X| ≤ 9000k 2 log k. Since the wall W is controlled by the bramble β and F is the unique component containing at least 2 k nails of W (and hence F contains an element of the bramble β), if there is either a block B i , or a component in G − X not containing F , such that it contains an odd cycle, clearly there is an ordered separation (A, B) of order at most l(k) such that A − B contains an odd cycle, and T B is an element of the bramble β. This is a contradiction to the definition of the bramble β. Thus the graph itself is B ∪ X , which yields a desired conclusion since B is bipartite and |X | ≤ 10000k 2 log k. This completes the proof.
Actually, Reed [28] proved a stronger result than Theorem 1.2. To state his result, we need some definition.
An Escher wall of height h consists of a wall of height h: W , and h vertex disjoint paths P 1 ,...,P h such that: (i) Each P i has both endpoints on W but is otherwise disjoint from W .
(ii) One endpoint of P i is in the ith brick of the top row of bricks of W , the other is in the (h + 1 − i)th brick of the bottom row of W . Furthermore, both of these vertices are in only one brick of W .
(iii) W is bipartite but for each i, W ∪ P i contains an odd cycle.
See Figure 3 for an example.
We remark that, as pointed out by Lovász and Schrijver (see [36] ), an Escher wall W of height h contains neither 2 vertex disjoint odd cycles nor a vertex set X with fewer than h vertices such that G − X is bipartite.
We now state the main theorem of Reed [28] . Let us now observe that an Escher wall of height 2k clearly contains a half-integral k disjoint odd cycles packing. Thus Theorem 6.2 clearly implies Theorem 6.2.
We now give a short proof of Theorem 6.2. Actually, our proof is almost identical to that given above for Theorem 1.2. Again, when k = 1, the result is trivial. The constants f (k), l(k) in the above proof will be replaced by f (k, w), l(k, w). We prove Theorem 6.2 by induction on k. Assume that Theorem 6.2 is true for all k < k. The proof of (1) still works with l(k) replaced by l(k, w). Thus, we can define the bramble β of order l(k, w). As above, we apply Theorem 2.3 to get a wall W of height 2 (kw) 100 , controlled by this bramble β (again, Theorem 2.3 is described as an algorithmic result, but certainly we are guaranteed to get such a wall). Thus for any vertex set Z of order at most 2 kw , the unique component of G − Z containing at least 2 wk nails of W contains an element of the bramble β. We then apply Theorem 3.4 to the wall W with k replaced by 96k √ log k (again, Theorem 3.4 is described as an algorithmic result, but certainly we are guaranteed to get one of the outcomes in Theorem 3.4).
As in Case 1, if there is a K 96k √ log k -minor, controlled by the bramble β, then we are done, because in the proof of Case 1 for Theorem 1.2, we proved that either G has k disjoint odd cycle (in which case, we are done) or G has a vertex set X of order at most f (k) (in this case, f (k, w)) such that G − X is bipartite.
Suppose Case 2 applies. Thus the second conclusion of Theorem 3.4 happens. Let W be a flat wall of height 2 12kw in G − X, where X is as described in Theorem 3.4.
Note that |X| ≤ 10000k 2 log k. Note also that W is still controlled by this bramble β since it contains 2 kw nails of W . In the proof of Case 2 for Theorem 1.2, we only get a half-integral k disjoint odd cycles packing in Lemma 6.1. In other places, we get either k disjoint odd cycles or a vertex set X of order at f (k) (in this case, f (k, w) ) such that G−X is bipartite. Let us give more details. We now follow the above proof of Case 2 for Theorem 1.2. If there are k + 1 disjoint odd faces in W , then clearly G has k disjoint odd cycles. Therefore, we may assume that some part of the wall W does not contain odd faces. This means that there is a flat proper subwall W (of W ) of height 2 6kw+1 such that W is bipartite, i.e., there are no odd faces in W . Let us observe that W is still controlled by the bramble β, since it contains at least 2 kw nails of the wall W . Let Q be the nails of W on the perimeter.
We now modify the proof of Lemma 6.1 to get an Escher wall. Proof. To see this, we set t = g(w, k), and let P 1 , . . . , P t be such disjoint parity breaking paths. By shrinking the wall W by 12 layers and letting the resulting wall be W 1 , we can modify the parity breaking paths P 1 , . . . , P t in the following way: All the paths P 1 , . . . , P t can be chosen so that they are disjoint, their endvertices are in the nails of the perimeter of W 1 , and in addition, each of them is disjoint from comp(W 1 ) in G − X, except for the endvertices in the perimeter of W 1 . Moreover, all the endvertices in P 1 , . . . , P t are pairwise intd W 1 at least 12. Let a i , b i be the endvertices of P i for i = 1, . . . , t. Let C 1 = {a 1 , . . . , a t , b 1 , . . . , b t }. Since all the vertices in C 1 are nails on the perimeter of W 1 , we can label the vertices of C 1 in the cyclic order. Then for any two vertices a, b in this order, we can define the following vertex sets. Let I [a, b] be the vertices of C 1 that appear after a and appear before b in the cyclic order of C 1 (a i , a j , b i , b j ) . It follows from Dilworths Theorem that either there is a set of w pairs in L, no two of which cross or there is a set of w pairs in L, every two of which cross. If the first happens, clearly we can find w ≥ k disjoint odd cycles. On the other hand, if the second happens, clearly there is an Escher wall of height w, too. This completes the proof.
We are now ready to finish the proof of Theorem 6.2. By this lemma and Theorem 4.1, we may assume that G has a vertex set X of order at most 2g(w, k) + 10000k 2 log k ≤ l(k, w) such that the unique component F of G − X containing at least 2 kw nails of W , consists of a bipartite graph B with blocks B 1 , . . . , such that each block B i has an odd cycle and a cutvertex shared to a vertex in B. Note that X contains X and |X| ≤ 10000k 2 log k. Since the wall W is controlled by the bramble β and F is the unique component containing at least 2 kw nails of W (and hence F contains an element of the bramble β), if there is either a block B i , or a component in G − X not containing F , such that it contains an odd cycle, clearly there is an ordered separation (A, B) of order at most l(k, w) such that A − B contains an odd cycle, and T B is an element of the bramble β. This is a contradiction to the definition of the bramble β. Thus the graph itself is B ∪ X , which yields a desired conclusion since B is bipartite and |X | ≤ 10000k 2 log k. This completes the proof.
