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ABSTRACT
User marketing is a key focus for consumer based internet com-
panies. Learning algorithms are effective to optimize marketing
campaigns which increase user engagement, and facilitates cross-
marketing to related products. By attracting users with rewards,
marketing methods are effective to boost user activity in the de-
sired products. Rewards incur significant cost that can be off-set
by increase in future revenue. Most methodologies rely on churn
predictions to prevent losing users to make marketing decisions,
which cannot capture up-lift across counterfactual outcomes with
business metrics. Other predictive models are capable of estimating
heterogeneous treatment effects, but fail to capture the balance of
cost versus benefit.
We propose a treatment effect optimizationmethodology for user
marketing. This algorithm learns from past experiments and utilize
novel optimization methods to optimize cost efficiency with respect
to user selection. The method optimizes decisions using deep learn-
ing optimizationmodels to treat and reward users, which is effective
in producing cost-effective, impactful marketing campaigns. Our
methodology demonstrates superior algorithmic flexibility with
integration with deep learning methods and dealing with business
constraints. The effectiveness of our model surpasses quasi-oracle
estimation (R-learner) model and causal forests. We also established
evaluation metrics that reflect the cost-efficiency and real-world
business value.
Our proposed constrained and direct optimization algorithms
outperform by 24.6% compared with best performing method in
prior art and baseline methods. The methodology is useful in many
product scenarios such as optimal treatment allocation and it has
been deployed in production world-wide.
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1 INTRODUCTION
Improving user marketing efficacy have become an important focus
for many internet companies. Customer growth and engagement
are critical in a fast-changing market, and cost of acquiring new
users are rising. New product areas are especially pressured to ac-
quire customers. In different industries, companies provide various
ways for user marketing and cross-sell to new products, examples
include ride-sharing (Uber, Lyft), accommodation (Airbnb), and
e-commerce (Amazon, Ebay).
As suggested in previous research [1] from Uber, providing a
user with a reward without explicit apology after an unsatisfac-
tory trip experience will have a positive treatment effect on future
billings. This is consistent with the finding in [2] where researchers
conducted a similar experiment on Via (a ride-sharing company
in NYC). Marketing campaigns in internet companies offer sim-
ilar rewards to encourage users to engage or use new products.
The treatment has positive effects on desired business growth, also
lead to a surplus in cost. To study the outcome of these rewards,
the research perspective originates from treatment effect estima-
tion [23] in a population or users. Previous research and common
practice relies on non-causal churn prediction or heuristics based
on frustrating experiences for reward decisions instead of directly
optimizing for users’ treatment effects under a cost constraint. In
this paper, we apply the treatment effect estimation perspective on
user marketing scenarios.
The goal of our work is provide a business decision methodology
to optimize for the effectiveness of treatments. This methodology
has the combined effect of minimizing cost and creating uplift in
user engagement. Compared to existing work, novel contributions
of this paper are:
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• Heterogeneous Treatment Effect based Business Deci-
sions - A common approach for user reward decisions relies
on regular predictions, redemption or heuristics which are
tied to specific scenario and require rich background context.
In this paper we propose a general methodology that directly
optimizes the heterogeneous treatment effect and could be
applied to various business use cases with minimum change.
This approach can be evaluated effectively and give guidance
to decisions.
• Cost versus Benefit for Aggregated Efficiency - Most
research studies focus on treatment effect of one single out-
come. However, in real-world applications itâĂŹs necessary
to consider treatment effect on the cost, i.e. the efficiency
ratio of δcost/δvalue when making the resource allocation
decision. Common approach also only considers point esti-
mates but our objective is to maximize effectiveness from
aggregated treatment effect. Our proposed framework will
solve these two challenges together.
• Deep Learning Integration and Joint Objective - Previ-
ous methodology have focused on greedily estimating the
treatment effect across multiple outcomes. Their algorith-
mic approach rely on statistical regression methods or linear
models. We develop methodologies that incorporate vari-
ous dimensions of outcomes in the learning objective, so a
desired, holistic metric can be optimized through deep learn-
ing. This makes the algorithm flexible to integrate with deep
learning algorithms.
• Barrier Function for Constrained Optimization - Con-
straints such as budgets, geography limitations, affect user
behavior in sophisticated ways. User state variations under
barrier constraints form a novel problem space.We formulate
a constrained ranking algorithm to learn combined effect of
actions and constraints in production. This is a all-purpose
model that can be used to model both market-wide efficiency,
and treatment effects with limited resources.
The structure of this paper is as follows: in Section 2, we will
cover related work in optimization of treatment effect. In Section 3,
we make the problem statement and introduce effectiveness mea-
sures and our modeling approaches for treatment effect optimiza-
tion. In Section 4, we will cover experimentation, results, compar-
isons across models and real-world performance from the product
we launched. Finally we briefly cover future research steps.
2 BACKGROUND
Methods optimizing for user marketing, rewards and retention have
been widely studied. Two recent studies by Halperin et al. [1] and
Cohen et al. [2] look into the effect of apology treatments when
the user’s trust is compromised. Andrews et al. [19] studied fac-
tors that affect coupon redemption. Hanna et al. [20] and Manzoor
and Akoglu [21] investigated factors that influence redemption
of time limited incentives. These studies focus on redemption or
exploratory average treatment effect and do not explore the opti-
mization of user selection.
The above methods attempt to solve the business problem, and
do not yet apply a causal learning approach. [23] first brought
forward a framework for studying treatment effects. User instances
are treated with an action, and when the outcome is observed it is
used inmodel fitting. One significant area is application of statistical
methods such as [12] that decomposes the learning algorithm into
composite models with meta-learners. The study of meta-learners
have developed to a variety of models. Another area is application
of decision trees and random forests [6], for instance, uplift tree[24],
causal tree and random forests [26] [4], boosting [21] are powerful
components to build causal inference models. Recently, another
widely-adopted framework for learning heterogeneous treatment
effect is the work of quasi-oracle estimation by [20], which is proven
to be effective when estimating the treatment effect in a single
outcome. These methods consider both the Conditional Treatment
Effect (CTE) and the Average Treatment Effect (ATE). The CTE is
the treatment effect predicted by the model per sample conditional
on its features while ATE is the overall treatment effect. However,
these algorithms are designed to estimate ATE and CTE for single
outcome but could not deal with multiple outcomes and benefit-
cost trade off. In this work we propose a set of algorithms which
not only able to predict effect of treatment, but combine multiple
outcomes into effectiveness measures that can be optimized jointly.
2.1 Estimation of Treatment Effect
We start with the estimation of treatment effects with the potential
outcomes framework (Neyman, 1923 [19]; Rubin, 1974 [23]) con-
sistent with prior work [20]. In the user retention case, users are
n independent and identically distributed examples indexed by i ,
where X(i) denotes per-sample features for user i while X is the
entire dataset, Y (i)1 is the observed outcome if treated, and Y
(i)
0 is
observed outcome if not treated. T (i) is the treatment assignment
and is binary for a particular treatment type, i.e. T (i) ∈ {0, 1}.
We assume the treatment assignment is unconfounded, i.e., the
outcome pair is independent of treatment label given the user fea-
tures, or treatment assignment is as good as random oncewe control
for the features (Rosenbaum and Rubin, 1983 [22]): {Y0,Y1} ⊥ Ti |Xi .
This is the assumption we make on all causal models we explore in
the paper. The treatment propensity, probability of a user receiving
treatment as e(x(i)) = P(T = 1|X(i) = x(i)).
With experiments, outcomes are observed given the treatment
assignments. With each user we would have only observed one
outcome per treatment. This historical data can be used to fit a
model. For treatment effect estimation, we seek to estimate the
treatment effect function given that we observe user features X :
τ ∗(x) = E(Y1 − Y0 |X = x) (1)
2.2 Quasi-oracle Estimation (R-learner)
Closely related to our work, we briefly review of the quasi-oracle
estimation algorithm [20] for heterogeneous treatment effects, also
known as ‘R-learner’. The quasi-oracle estimation algorithm is a
two-step algorithm for observational studies of treatment effects.
The marginal effects and treatment propensities are first evaluated
to form an objective function that isolates the causal component of
the signal. Then the algorithm optimizes for the up-lift or causal
component using regression.
Concretely, the conditional mean of outcomes giving user fea-
tures are µ∗T (x) = E(YT |X = x), thus expected value of outcome
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from themodel isE(Y (i)T |X(i)) = E(Y
(i)
0 |X(i))+T (i)E(Y
(i)
1 −Y
(i)
0 |X(i)) =
µ∗0(X(i))+T (i)τ ∗(X(i)). The expected value of the error ϵ across data
and expected value of Y is zero given unconfoundedness assump-
tion:
E(ϵ(T (i))|X(i),T (i)) = 0 (2)
Replacing E(Y (i)T ) in the error, and substitute the conditional mean
outcome: ϵ(T (i)) = Y (i)T − E(Y
(i)
T ) = Y
(i)
T − (µ∗0(X(i)) +T (i)τ ∗(X(i)));
m∗(x(i)) = E(Y (i) |X(i) = x(i)), we arrive at the decomposition:
Y (i) −m∗(X(i)) = (T (i) − e∗(X(i))τ ∗(X(i)) + ϵ (3)
An equation that balances difference between outcome with a
‘mean’ model with the conditional average treatment effect function.
In a simple formulation of the quasi-oracle estimation algorithm
a regression is used to fit the m∗ and e∗ models as the first step.
The prediction result of the regression is then used to determine
the regression target of τ ∗ model, which is then fitted also as a
regression. After the learning, τ ∗ function can be used to estimate
the treatment effect given user with feature X(i).
3 ALGORITHMS
The quasi-oracle estimation algorithm is efficient for estimating
conditional treatment effects, however, sometimes different out-
comes incurred by treatment cannot be converted to the same unit,
for example if we want to boost trip growth by increasing the dollar
spend on rewards, trip number and dollar spend cannot be con-
verted to a single value. So the eventual goal is to maximize gains
and with a cost constraint. In this paper, we propose causal infer-
ence paradigm to maximize cost effectiveness of heterogeneous
treatments.
Concretely, we make the problem statement. Instead of estimat-
ing the treatment effect function τ ∗(x) = E(Y1 − Y0 |X = x), we
propose to solve the problem illustrated below to maximize the
gain outcome given a cost constraint.
maximize
n∑
i=1
τ ∗r (x(i))zi
subject to
n∑
i=1
τ ∗c (x(i))zi ≤ B
zi ∈ {0, 1}
(4)
The variables zi represent whether we offer a reward to the user
during a campaign and B is the cost constraint. We represent re-
tention treatment effects as τ ∗r (x(i)) = E(Y r1 − Y r0 |X(i) = x(i)) and
cost as τ ∗c (x(i)) = E(Y c1 − Y c0 |X(i) = x(i)). It is important to note
these treatment effect values are part of the optimization objective
and are implicitly modeled as intermediate quantities. They are not
strictly regression functions, and we holistically solve the stated
problem.
3.1 Duality R-learner
We describe the duality method with Lagrangian multipliers to
solve the constrained optimization problem for maximizing gain
(minimizing negative gain) subject to a budget (B > 0) constraint,
and relaxing the previous zi ∈ {0, 1} variables to continuous:
minimize −
n∑
i=1
τ ∗r (x(i))zi
subject to
n∑
i=1
τ ∗c (x(i))zi ≤ B
0 ≤ zi ≤ 1
(5)
First, we assume the CATE functions are fixed, so we solve Prob-
lem 4 assuming τ ∗r (x(i)) and τ ∗c (x(i)) are given. Applying one
Lagrangian multiplier, the Lagrangian for Problem 4:
L(z, λ) = −
n∑
i=1
τ ∗r (x(i))zi + λ(
n∑
i=1
τ ∗c (x(i))zi − B) (6)
The optimization in Problem 4 can then be rewritten in its Dual
form to maximize the Lagrangian dual function д = infz∈D L(z, λ):
max
λ
inf
z∈DL(z, λ) subject to 0 ≤ zi ≤ 1, λ ≥ 0 (7)
We need to address the caveats for solving the problem with duality,
and determine whether the dual problem has the same minimum
with original problem.
• If p(z, λ) = −∑ni=1 τ ∗r (x(i))zi , we know, for the optimal val-
ues of the two problems, p∗ ≤ д∗ holds from convex op-
timization. Equality p∗ = д∗ holds if p, д are convex, and
the Slater constraint qualification holds, which requires the
problem to be strictly feasible.
• For any values of B > 0, if we consider very small values
of some zi , the strict inequality
∑n
i=1 τ
∗c (x(i))zi < B can
always hold. Further, B is usually large for a marketing cam-
paign. Thus Slater qualifications hold.
From the analysis above, Problem 4 and its dual problem 7 are
equivalent, and we can solve Problem 7 by iteratively optimizing
with respect to z, λ.
Optimize zi: Keeping λ,τ fixed, as λ and B are constants, Prob-
lem 7 becomes:
maximize
n∑
i=1
zisi
subject to 0 ≤ zi ≤ 1
(8)
Where we define the effectiveness score si = τ ∗r (x(i)) − λτ ∗c (x(i)).
This optimization problem has a straightforward solution: assign
the multiplier zi = 1 when the ranking score si ≥ 0 and assign
zi = 0 when ranking score si < 0.
Optimize λ: Take the derivative of L with regards to λ, ∂д
∂λ =
B − ∑ni=1 τ ∗c (x(i))zi . We can update λ by Eq. (9) where α is the
learning rate.
λ → λ + α(B −
n∑
i=1
τ ∗c (x(i))) (9)
Based on the two steps above, we can iteratively solve for both zi
and λ [5] .
In the next part, we solve for the τ ∗ functions, then finally con-
nect components together to form the eventual algorithm. We can
leverage quasi-oracle estimation of the CATE function τ [20]. Con-
cretely, them∗ function, and optionally e∗ function, are fitted with
L2 regularized linear regression, then τ ∗ functions are fitted with
Eq. 3. The problems are convex and have deterministic solutions.
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In our Duality R-learner algorithm, we take an approach to com-
bine the two τ ∗ functions into one model. Instead of learning τ ∗r
and τ ∗c respectively, we fit a single scoring model si = τ ∗E (x(i)) in
Eq. 10. Note the Duality solution suggests we should include any
sample with τˆ ∗E (xi ) > 0. Larger this value, more contribution the
sample will have and thus a higher ranking it should get.
si = τ
∗E (x(i)) = τ ∗r (x(i)) − λτ ∗c (x(i)) (10)
This form is linear, so we can use Y E = Y r − λY c instead of the the
original Y (single outcome for value and cost respectively) in the
estimators above. Specifically, Eq. (11).
τ ∗r (x) − λτ ∗c (x) = E((Y r1 − λY c1 − (Y r0 − λY c0 )|X = x) (11)
= E(Y E1 − Y E0 |X = x) (12)
Then we train a regression model through the quasi-oracle esti-
mation method, with this Y E and the output becomes τ ∗E which
could be used directly. This has two benefits: first, we optimize a
joint model across Y r and Y c for the parameters to be able to find
correlations jointly; second, for production and online service, we
will arrive at one single model to perform prediction.
We iteratively solve the Duality R-learner algorithm. This du-
ality method lightens the production burden of having multiple
models, and the algorithm can jointly improve cost and benefit by
directly solving the constrained optimization problem for balanced
effectiveness.
3.2 Direct Ranking Model
The approach described in the previous section contains two sepa-
rate steps, treatment effect prediction and constraint optimization.
The ultimate business objective is to identify a portfolio of users
that we can achieve highest incremental user cross-sell or up-sell
with a cost budget, which does not rely on the perfect individual
prediction (point estimate) of treatment effect, but rather, achieves
the overall market-wide effectiveness. This is similar to the search
ranking algorithm to optimize for a holistic ranking objective vs
Click Through Rate (CTR) point estimate [8] [25].We aim to achieve
better performance by combining these two steps together, and this
is the algorithm we propose: Direct Ranking Model (DRM).
This model tries to solve an unconstrained optimization problem
where we minimize the cost per unit of gain:
minimize τ¯
∗c (x)
τ¯ ∗r (x) (13)
Model and Effectiveness Objective. We can then construct
our model and the loss function as follow. In Eq. (14) f is the func-
tion the model will learn with tunable parameters. This function
outputs an effectiveness score, indicating how efficient the sample
is based on its features x(i). f can be in any differentiable form such
as linear or a neural network structure.
Si = f (x(i)) (14)
We use a standard hyperbolic tangent as non-linear activation for
the neural network(tanh).
si = tanh(Si ) (15)
We then normalize the effectiveness scores using the softmax func-
tion to arrive at pi for each user (Eq. (16)). pi sum to 1 in each cohort
respectively, for Ti = 1 and Ti = 0.
pi =
esi∑n
j=1 ITj=Ti e
sj (16)
Here ITj=Ti is the indicator function for sample j whether it’s in
the same group (treatment or control) as sample i . Based on this,
we can calculate the expected treatment effect of our user portfolio.
We can write effectiveness weighted sample treatment effect for
retention and cost with (Eq. (17), Eq. (18)).
τ¯ ∗r =
n∑
i=1
Y r (i)pi (ITi=1 − ITi=0) (17)
τ¯ ∗c =
n∑
i=1
Y c(i)pi (ITi=1 − ITi=0) (18)
Finally, we have our loss function in Eq. (19), which is the ra-
tio of treatment effects as the holistic efficiency measure plus a
regularization term.
fˆ (·) = arдminf
{
τ¯ c
τ¯ r
+ Λn (f (·))
}
(19)
Since all the operations above are differentiable, we can use any
off-the-shelf optimization method to minimize the loss function
and learn the function f . Because the direct optimization is well
suited for deep learning, we incorporated this method with the
deep learning architectures and frameworks, and implemented our
approach using TensorFlow [3] and used Adam optimizer [11]. The
definition of f function is flexible for instance, multi-layer neural
networks, convolutional and recurrent networks.
3.3 Constrained Ranking Models
Constraints are inherent in retention and engagement products,
such as a fixed cost budget or product limitations to send to only 30%
quantile of the users. Despite the previous model is able to directly
optimize for market-wide effectiveness and utilize powerful deep
learning models, the algorithm is disadvantaged with constraints
and may not find the best solution.
There is also difficulty in leveraging deep learning models to
solve hard-constrained optimization problems [18]. To address
these difficulties, we develop methods to turn hard constraints
into soft constraints applicable to the deep learning methodology.
Concretely, we enable this by developing two novel deep learning
components: Quantile pooling and constraint annealing.
Quantile Pooling Many deep learning algorithms apply the
critical step of pooling. Pooling applies a mathematical operator
such asmax ormean to selectively retain values from the previ-
ous layer. These operations create useful sparsity in deep learn-
ing architectures which eases pressure on the numerical optimiza-
tion process and increase invariance in the top layer representa-
tions [15] [7] [28] [9] [14] [13]. In this section, we describe the new
pooling method for selecting a quantile of effectiveness measures
from the whole population using a sorting operator. This pooling
component enables us to systematically select output satisfying
constraints and dynamically construct efficiency objective focused
on those selections. We propose this method with the deep learning
architecture in our causal learning framework.
We assume either a quantile q% or a cost budget B is given as a
fixed hyper-parameter. For the former, we are constrained to offer
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treatment to top q% of the users, for the latter, we could not exceed
the budget B.
Leveraging methodologies developed in the previous section
(Eq. 14, Eq. 15), at optimization iteration (k), for user (i) in the
dataset, users’ effectiveness score is calculated as below. Assume
s
(k )
i is the original score:
s
(k )
i = tanh(f (k)(x(i)))
The treatment decision depends on the value of s(k )i and its mathe-matical relationshipwith our constraints.We abstract this treatment
decision with a fall-off function σ ∗ (chosen to be a sigmoid function)
and an input offset d∗(k ), shown in Eq. 20. It illustrates how this
offsetd lead to a fall-off variablev which discounts output scores. In
this equation the t∗ variable is a hyperparameter called temperature
to control softness of the fall-off.
V
(k )
i = s
(k)
i −d∗(k ) v
(k )
i = σ
∗(V (k )i ) =
1
1 + exp(−t∗V (k )i )
(20)
Here the offset di is determined by both constraints and the popu-
lation of scores s(k ) = {s(k)i } at iteration (k). In this paper, we give
two definitions of this offset transform:
Top Quantile Constraint: For optimization constrained to a
fixed quantile q%, we related the offset with a quantile function
ΓQ (s(k),q) where q% is the quantile percentage above which we
decide to offer treatment:
d∗(k ) = ΓQ (s(k ),q)
The ΓQ function is implemented using a sorting operator Ψ and
take nth operator µ, and n = N q100 where N is total number of users
in the population:
ΓQ (s(k ),q) = µ(Ψ(s(k )),n)
Semantically it means we first sort user effectiveness scores then
take the q% quantile value as offset d(k ).
Fixed Cost Constraint: For optimization constrained to a fixed
cost B, we related the offset with a cost-limiting function ΓC (s(k),B):
d∗(k ) = ΓC (s(k),B)
Similarly, the ΓC function is implemented using the sorting operator
Ψ and cumulative sum operator ω, and a operator Φ that represents
a function which returns the effectiveness score corresponding to
the input’s last element that’s smaller than B:
ΓQ (s(k),B) = Φ(ω(Ψ(s(k ))),B, s(k))
Semantically, we sort users based on their effectiveness scores,
then take quantile value of s(k) as offset d(k ), where the quantile
value corresponds to the rank of user just before where the budget
exceeds B.
Despite the sophistication of these definitions, all the operators
defined are differentiable, thus can be easily incorporated into the
deep learning framework. This Quantile Pooling mechanisms deac-
tivates or nullify outputs that do not satisfy constraints with the
equation below:
sˆ
(k)
i = s
(k )
i σ
∗(s(k )i − d∗(k )) (21)
The intuition for quantile pooling is analogous to max-pooling. The
model dynamically creates sparse connection patterns in the neural
network to focuses on the largest activations across a population of
neurons. This algorithm structures the model for reducing against
model variance and helps optimizers to find better local minima.
We replace the effectiveness score si in Eq. 16 with the score
after pooling sˆi . The quantile pooling ensures on every optimization
iteration, the eventual effectiveness objective is focused on users
that are valid according to constraints. Finally the constraints are
soft, so we translate constraints into the architecture of the model,
and the user effectiveness scoring function is eventually learned
through direct and unconstrained optimization.
Constraint annealing The temperature term t∗ in Eq. 20 deter-
mine how hard the fall-off function is, thus determines the hardness
of constraints. We observed difficulties optimizing the model with
constrained ranking when t∗ is set large and constraint is hard. The
early stages of optimization could not find local minima because
the gradients are small with a sharp cut-off sigmoid. At the same
time, when we set t∗ too small, the performance is similar to Direct
Ranking Model (Eq. 19).
We propose an annealing process on the parameter t∗ to have
a schedule of rising temperature 1. This allows gradient methods
for optimization to be effective at early stages of optimization, and
when the model settles in a better local minima, the constraints
could be tightened so solutions that fit into those constraints could
be found.
3.4 Evaluation Methodology
The business objective is to achieve most incremental user retention
with a given cost budget. The retention and cost here are two critical
values to trade-off.
Cost Curve. With two treatment outcome τ r and τ c , we draw
a curve and use cost as X-axis and retention as Y-axis as the il-
lustration below. Samples are ordered by the effectiveness score
Figure 1: Illustration of the Cost-Curve.
Si = f (Xi ) on the cost curve. For each point on the curve, we
take the number of treatment samples at this point on the curve,
multiplied by ATE (Average Treatment Effect) of this group.
#{Ti = 1|Si > Spthi } ×ATE(xi |Si > S
pth
i )
Therefore each point represents aggregated incremental cost and
value, usually both increasing from left to right. From origin to
right-most of the curve, points on the curve represents the outcome
if we include p% of the population for treatment, p ∈ [0, 100].
If the score Si is randomly generated, the cost curve should be
a straight line. If the score is generated by a good model, then the
curve should be above the benchmark line, meaning for the same
1The exact annealing parameters are in the Empirical Results section.
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level of incremental cost, samples are selected to achieve higher
incremental value.
Area Under Cost Curve (AUCC). Similar to Area Under Curve
of ROC curve, we define the normalized area under cost curve as
the area under curve divided by the area of rectangle extended by
maximum incremental value and cost, or the area ratio A+B2B . A and
B are the area shown in the cost curve figure. So the AUCC value
should be bounded within [0.5, 1) and larger the AUCC, generally
better the model.
4 EMPIRICAL RESULTS
In this section, we will cover the empirical results to compare
proposed algorithms with prior art approaches (Causal Forest, R-
Learner) on marketing and pubic datasets. We will first describe
the experiment data set and experiment setup. Then we would
analyze both offline and online test results. In summary, cost curve
offline evaluation is consistent with real-world online result and
our proposed methods perform significantly better versus previous
methods.
4.1 Experiments
The application goal of our model is to rank users from most effec-
tive to least effective, so that the overall market-wide metrics are
optimized. As stated in algorithm section, we train our model on
data logged from previous experiments with treatment assignment
logs and the actual outcomes.
4.1.1 Experiment with Marketing Data. We adopt an explore and
exploit experimental set-up in the paradigm of reinforcement learn-
ing [17] and multi-armed bandits [10] [16]. We launch experiment
algorithms in a cyclic fashion. For each cycle we have 2 experi-
ments: explore and exploit, which contains non-overlapping sets
of users. The explore experiment is randomly given, and serves to
collect data from all possible scenarios. On the other hand, exploit
applies model and other product features to optimizes performance.
The experiment design is illustrated in the following chart.
Explore. Users are randomly selected without any product spe-
cific algorithm, into explore experiments from the predefined user
candidate pool. This allows us to collect an unbiased dataset which
represents the whole population. Once users are selected, we then
randomly give treatment / control assignment with a fixed proba-
bility2.
Exploit. Excluding users already in explore experiments, based
on model and budget we select users into exploit experiments. This
exploit group is for product application.
We use explore for model training and offline performance eval-
uation and exploit for online performance evaluation. We collect
2The number of samples in explore is solely determined by the budget.
Table 1: Example marketing dataset
user id strategy Xi Ti Y r Y c
A explore (1.2, 3, ...) 1 3 2.3
B exploit (2.4, 1, ...) 0 1 0.1
data from experiments following this design. For each sample, we
will log their feature constructed with data before experiment starts,
experiment label (explore or exploit), treatment control assignment
and outcomes (value and cost). Outcomes are aggregated within the
experiment period. Value outcome could be any arbitrary desired
business value the specific definition of which is unrelated to the
algorithm, while cost outcome is also arbitrary undesired cost.
Marketing Data To obtain data for model training and offline
evaluation, we utilize a randomized explore online experiment. We
first randomly allocating users to control and treatment cohorts
(A/B). For the treatment cohort, we give all users treatment. In this
experiment we collected millions of user level samples in multiple
experiment periods. Following is an illustrative table for the dataset
we collected.
4.1.2 Causal Experiments Designed with Public Datasets. The ef-
fectiveness of our proposed causal models is mainly experimented
with marketing data. To ensure reproducibility we also experiment
on public datasets. We make assumptions to select treatment assign-
ment and outcomes on available data vectors to design simulated
experiments for our proposed causal models.
US Census 1990 The US Census (1990) Dataset (Asuncion &
Newman, 2007 [2] contains data for people in the census. Each
sample contains a number of personal features (native language,
education...). The features are pre-screened for confounding vari-
ables, we left out dimensions such as other types of income, marital
status, age and ancestry. This reduces features to d = 46 dimensions.
Before constructing experiment data, we first filter with several
constraints. We select people with one or more children (‘iFertil’
≤ 2), born in the U.S. (‘iCitizen’ = 0) and less than 50 years old
(‘dAge’ < 5), resulting in a dataset with 225814 samples. We select
‘treatment’ label as whether the person works more hours than
the median of everyone else, and select the income (‘dIncome1’) as
the gain dimension of outcome for τr , then the number of children
(‘iFertil’) multiplied by −1.0 as the cost dimension for estimating
τc . The hypothetical meaning of this experiment is to measure the
cost effectiveness, and evaluate who in the dataset is effective to
work more hours.
Covertype Data The Covertype Dataset (Asuncion & Newman,
2007) contains the cover type of northern Colorado forest areas with
tree classes, distance to hydrology, distance to wild fire ignition
points, elevation, slope, aspect, and soil type. We pre-filter and only
consider two types of forests: ‘Spruce-Fir’ and ‘Lodgepole Pine ’, and
use data for all forests above the median elevation. This results
in a total of 247424 samples. After processing and screening for
confounding variables, we use 51 features for model input. With
the filtered data, we build experiment data by assuming we are able
to re-direct and create water source in certain forests to fight wild
fires, but also like to ensure the covertype trees are not imbalanced
by changing the hydrology with preference to ‘Spruce-Fir’. Thus,
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the treatment label is selected as whether the forest is close to
hydrology, concretely, distance to hydrology is below median of
the filtered data. The gain outcome is a binary variable for whether
distance to wild fire points is smaller thanmedian, and cost outcome
is the indicator for ‘Lodgepole Pine’ (1.0, undesired) as opposed to
‘Spruce-Fir’ (0.0, desired).
Marketing data, public US Census and Covtype datasets are
split into 3 parts: train, validation and test sets with respective
percentages 60%, 20%, 20%. We use train and validation sets to
perform hyper-parameter selection for each model type. The model
is then evaluated on the test set.
4.1.3 Model implementation details. In this section we briefly give
the implementation details of our models.
Quasi-oracle estimation (R-Learner). We use Linear Regres-
sion3 as the base estimator. Since the experiment cohorts are ran-
domly selected, we use constant treatment percentage as propensity
in the algorithm. Since we need to define one CATE function for R-
learner, we use the R-learner to model the gain value incrementality
with τr .
Causal Forest. We leverage the generalized random forest (grf )
library in R [27] [1] [4]. For details, we apply causal forest with
100 trees, 0.2 as alpha, 3 as the minimum node size, and 0.5 as the
sample fraction. We apply the ratio of two average treatment effect
functions in ranking by training two causal forests. To rank users
or other cardinalities with respect to cost vs gain effectiveness, we
estimate the conditional treatment effect function both for gain
(τr ) and cost (τc ), i.e. train two Causal Forest models. For evalua-
tion, we compute the ranking score according to the ratio of the
two τrτc . For hyper-parameters, we perform search on deciles for
parameters num_trees,min.node.size, and at 0.05 intervals for alpha,
sample.fraction parameters. We also leverage the tune.parameters
option for the grf package, eventually, we found best parameters
through best performance on validation set4.
Duality R-learner. Similar to R-learner, we use Ridge Regres-
sion as the base estimator and constant propensity, and apply the
model stated in Eq. 9 for ease of online deployment. The iterative
process to solve λ in Eq. 10 is inefficient as the value function д here
is piece-wise linear w.r.t λ. Since Ridge Regression is lightweight
to train, in practice, we take the approach to select λ with best
performance on the validation set.5
Direct Ranking. We implement our deep learning based models
with Tensorflow [3]. To align with baseline and other methods in
our experiments, we use a one layer with linear parameterization
tanh(wT x + b) as the scoring function, without weight regulariza-
tion, the objective functions stated in the algorithm section are used.
We use the Adam optimizer with learning rate 0.01 and default beta
values. We compute gradients for entire batch of data, and run for
600 iterations.
Constrained Ranking. We experiment with the Top Quantile
operator. In addition to using a linear scoring function, we use
3Using SKLearn library’s Ridge Regression with 0.0 as the regularization weight.
4Best parameters are the same for all three datasets we experimented: num_trees= 100
(50 trees for each of the two CATE function, τr , τc ), alpha= 0.2, min.node.size= 3,
sample.fraction= 0.5
5We determine the value of λ through hyper-parameter search on deciles and mid-
deciles, e.g. λ ∈ {0.001, 0.005, 0.01, 0.05}; best λ for marketing data is 0.1, for US
Census and Covertype data is 0.05.
a consistent quantile target at 40%, and apply a starting sigmoid
temperature of 0.5, and use constraint annealing at increments of
0.1 every 100 steps of Adam optimizer. For constraint annealing,
we validate and select different schedules. We note the quantile
pooling offers a flexible lever d(k ) to minimize objective function,
making the optimization unstable. We stop the gradient on d(k ) to
disable the fast changing of this value.
4.2 Results on Causal Learning Models
Figure 2 shows the cost curve for each model on marketing data
test set. The baseline R-learner optimized for incremental gain
τr could not account for the cost outcome and under-performs
on our task. Thus we use Duality R-learner as a benchmark for
all our experiments. Causal Forest also perform reasonably well.
Direct Ranking out-performs previous models with 22.1% AUCC
improvement upon Duality R-learner, and Constrained Ranking
algorithm is the best performing model on the marketing dataset,
out-performing Duality R-learner by 24.6% in terms of AUCC.
Figure 2: Cost-Curve results for marketing data.
Figure 3 shows results of causal models on US Census. The base-
line R-learner on gain performs slightly better due to less cost
impact. Duality R-learner still works reasonably well. Direct Rank-
ing and Constrained Ranking out-performs Duality R-learner by
2.8% and 21.2%, respectively to AUCC 0.58 and 0.69. Figure 4 shows
Figure 3: Cost-Curve results for public US Census data.
results of causal models on Covtype datasets. The optimization
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Table 2: Summary of AUCC results across models and
datasets.
Algorithm Prod. % imp. USCensus Covtype
Random 0.500 0.500 0.500
R-learner G 0.464 0.533 0.779
Duality R-learner 0.544 0.0% 0.567 0.783
Causal Forest 0.628 15.4% 0.510 0.832
Direct Ranking 0.664 22.1% 0.583 0.840
Constrained Ranking 0.678 24.6% 0.687 0.915
problem on this dataset is easier as results on multiple models
are better. Direct Ranking and Constrained Ranking out-performs
Duality R-learner by 7.3% and 17.9%, with AUCC for Constrained
Ranking algorithm as high as 0.92.
Figure 4: Cost-Curve results for public Covtype data.
Table 2 shows results Constrained Ranking and Direct Rank-
ing algorithms are significantly better, more than 25% in terms of
AUCC, than R-learner on gain outcome, and out-performs Duality
R-Learner by around 10%. One example for cost effectiveness is to
look at the vertical dash line at 20% of total incremental cost, we
can achieve 2X more incremental retention than random selection
by using our causal models. This can result in 50% reduction in
cost.
The models we proposed has been deployed in production and
operates in multiple regions. The model is developed using data
from previous experiments, and launched as a prediction model in
production to rank users. In this section we describe the challenges
and learning of putting the model in production.
Engineering system for production The first challenge is de-
signing an engineering system to support our causal learning ap-
proach. Different from traditional machine learning models, we
build a Heterogeneous Causal Learning Workflow (HCLW) system
to learn from observed outcomes of predefined treatments in previ-
ous launches. The previous production launch offers training data
for subsequent launch, thus the product will improve decisions and
model settings across a sequence of launches before forming the
eventual production model. The design of this engineering system
is shown in Figure 5. The data are collected from previous launches
in the form of Table 1, and stored in offline storage before feeding
into the causal learning pipeline. The pipeline produces the trained
model, evaluation, and service components. Service components
offers model decisions on users, interact with launch pipelines and
product serving system through API’s to issue rewards through
user interface in the production system.
Figure 5: Production system for causal learning.
Production and offline evaluation Another important consid-
eration to deploy to production is alignment of evaluation results.
Unlike the full cost-curve metrics for offline evaluation, in online
case, we could only measure one specific point on the cost curve for
each model. The slope of the straight line between that point and
origin measures the general cost effectiveness. This slope is given
as R in Eq.22. If both models have similar spend level (similar value
on x-axis), this slope would sufficiently capture the performance.
R =
ATEr (xi |selected)
ATEc (xi |selected) (22)
As mentioned in Section 4.1.1, we have both explore and exploit
in our online setup. In this case when we try to test 2 models
for comparison between DRM and Causal Forest, we will have 1
explore (random selection) and 2 exploits (model based selection).
Within selected users we then random split them into treatment
and control. To make the numerical metric uniform, we use R for
explore as benchmark and derive Eq. 23, which represents the
relative efficiency gain compared to the benchmark.
Rexploit − Rexplore
Rexplore
(23)
Online results are consistent with the offline results that all mod-
els perform significantly better than explore and DRM consistently
out-performs quasi-oracle estimation (R-learner) and Causal Forest.
5 CONCLUSION AND FUTUREWORK
5.1 Conclusion
We propose a novel ranking method to optimize heterogeneous
treatment effect for user retention. Themethod combines prediction
and optimization into one single stage and provides a loss layer
that can be incorporated with any deep learning structure. We
also provide an empirical evaluation metric and adjustments for
existing estimator for the treatment effect optimization problem.
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We evaluate various methods empirically both offline and online.
Our proposed method achieves significantly better performance
than explore benchmark and existing estimators. After successful
test, this method has been deployed to production and is live in
many regions all over the world.
5.2 Future Work
Smart Explore/Exploit. In current work we use epsilon-greedy ex-
plore, where we split a fixed percentage of budget to spend on fully
randomized explore to collect data for model training. However,
this will sacrifice the overall performance and is suboptimal. As a
better approach, we will try to use multi-arm bandit or Bayesian
optimization framework to guide our smart explore based on the
model uncertainty.
Deep Embedding. Raw time and geo features are extremely sparse.
Various embedding techniques have been used for sparse features
but none of them is specifically for treatment effect. As treatment
effect is different from its underlying outcome, the embedding
should also be different. Now that we have a general loss layer
which could be incorporated with any deep learning structure, we
could start to work on the embeddings specifically for treatment
effects.
REFERENCES
[1] [n.d.]. Grf: Generalized Random Forests. https://grf-labs.github.io/grf/. Accessed:
2019-11-15.
[2] [n.d.]. US Census 1990 Dataset on UCI Machine Learning Repository. https:
//archive.ics.uci.edu/ml/datasets/US+Census+Data+(1990). Accessed: 2019-11-15.
[3] Martín Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis, Jeffrey
Dean, Matthieu Devin, Sanjay Ghemawat, Geoffrey Irving, Michael Isard, et al.
2016. Tensorflow: a system for large-scale machine learning.. In OSDI, Vol. 16.
265–283.
[4] Susan Athey and Guido Imbens. 2016. Recursive partitioning for heterogeneous
causal effects. Proceedings of the National Academy of Sciences 113, 27 (2016),
7353–7360.
[5] Dimitri P Bertsekas. 1999. Nonlinear programming. Athena scientific Belmont.
[6] Tianqi Chen and Carlos Guestrin. 2016. Xgboost: A scalable tree boosting system.
In Proceedings of the 22nd acm sigkdd international conference on knowledge
discovery and data mining. ACM, 785–794.
[7] Ian Goodfellow, Honglak Lee, Quoc V Le, Andrew Saxe, and Andrew Y Ng. 2009.
Measuring invariances in deep networks. In Advances in neural information
processing systems. 646–654.
[8] Po-Sen Huang, Xiaodong He, Jianfeng Gao, Li Deng, Alex Acero, and Larry
Heck. 2013. Learning Deep Structured Semantic Models for Web Search
using Clickthrough Data. ACM International Conference on Information
and Knowledge Management (CIKM). https://www.microsoft.com/en-
us/research/publication/learning-deep-structured-semantic-models-for-web-
search-using-clickthrough-data/
[9] Kevin Jarrett, Koray Kavukcuoglu, Marc’Aurelio Ranzato, and Yann LeCun. 2009.
What is the best multi-stage architecture for object recognition?. In 2009 IEEE
12th international conference on computer vision. IEEE, 2146–2153.
[10] Michael N Katehakis and Arthur F Veinott Jr. 1987. The multi-armed bandit
problem: decomposition and computation. Mathematics of Operations Research
12, 2 (1987), 262–268.
[11] Diederik P Kingma and Jimmy Ba. 2014. Adam: A method for stochastic opti-
mization. arXiv preprint arXiv:1412.6980 (2014).
[12] Sören R Künzel, Jasjeet S Sekhon, Peter J Bickel, and Bin Yu. 2017. Meta-learners
for Estimating Heterogeneous Treatment Effects using Machine Learning. arXiv
preprint arXiv:1706.03461 (2017).
[13] Quoc V Le. 2013. Building high-level features using large scale unsupervised
learning. In 2013 IEEE international conference on acoustics, speech and signal
processing. IEEE, 8595–8598.
[14] Quoc V Le, Will Y Zou, Serena Y Yeung, and Andrew Y Ng. 2011. Learning hierar-
chical invariant spatio-temporal features for action recognition with independent
subspace analysis. In CVPR 2011. IEEE, 3361–3368.
[15] Yann LeCun, Yoshua Bengio, et al. 1995. Convolutional networks for images,
speech, and time series. The handbook of brain theory and neural networks 3361,
10 (1995), 1995.
[16] Lihong Li, Wei Chu, John Langford, and Robert E Schapire. 2010. A contextual-
bandit approach to personalized news article recommendation. In Proceedings of
the 19th international conference on World wide web. ACM, 661–670.
[17] Honglei Liu, Anuj Kumar, Wenhai Yang, and Benoit Dumoulin. 2018. Explore-
Exploit: A Framework for Interactive and Online Learning. arXiv preprint
arXiv:1812.00116 (2018).
[18] Pablo Marquez Neila, Mathieu Salzmann, and Pascal Fua. 2017. Imposing Hard
Constraints on Deep Networks: Promises and Limitations. In CVPR Workshop on
Negative Results in Computer Vision.
[19] J. Neyman. 1923. Sur les applications de la theorie des probabilites aux experiences
agricoles: Essai des principes. Master Thesis (1923).
[20] X Nie and S Wager. 2017. Quasi-oracle estimation of heterogeneous treatment
effects.
[21] Scott Powers, Junyang Qian, Kenneth Jung, Alejandro Schuler, Nigam H Shah,
Trevor Hastie, and Robert Tibshirani. 2017. Some methods for heterogeneous
treatment effect estimation in high-dimensions. arXiv preprint arXiv:1707.00102
(2017).
[22] Rosenbaum P.R. and Rubin D.B. 1983. The central role of the propensity score in
observational studies for causal effects. (1983).
[23] Donald B Rubin. 1974. Estimating causal effects of treatments in randomized and
nonrandomized studies. Journal of educational Psychology 66, 5 (1974), 688.
[24] Piotr Rzepakowski and Szymon Jaroszewicz. 2012. Decision trees for uplift mod-
eling with single and multiple treatments. Knowledge and Information Systems
32, 2 (2012), 303–327.
[25] Yelong Shen, Xiaodong He, Jianfeng Gao, Li Deng, and Gregoire Mesnil.
2014. A Latent Semantic Model with Convolutional-Pooling Structure
for Information Retrieval. In CIKM. https://www.microsoft.com/en-
us/research/publication/a-latent-semantic-model-with-convolutional-pooling-
structure-for-information-retrieval/
[26] Stefan Wager and Susan Athey. 2017. Estimation and inference of heterogeneous
treatment effects using random forests. J. Amer. Statist. Assoc. just-accepted
(2017).
[27] Stefan Wager and Susan Athey. 2018. Estimation and inference of heterogeneous
treatment effects using random forests. J. Amer. Statist. Assoc. 113, 523 (2018),
1228–1242.
[28] Will Zou, Shenghuo Zhu, Kai Yu, and Andrew Y Ng. 2012. Deep learning of invari-
ant features via simulated fixations in video. In Advances in neural information
processing systems. 3203–3211.
