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Abstract
In recent years, a number of preconditioners have been applied to linear systems [A.D. Gunawardena, S.K. Jain, L. Snyder, Mod-
iﬁed iterative methods for consistent linear systems, Linear Algebra Appl. 154–156 (1991) 123–143; T. Kohno, H. Kotakemori, H.
Niki, M. Usui, Improvingmodiﬁed Gauss–Seidel method for Z-matrices, Linear Algebra Appl. 267 (1997) 113–123; H. Kotakemori,
K. Harada, M. Morimoto, H. Niki, A comparison theorem for the iterative method with the preconditioner (I + Smax), J. Comput.
Appl. Math. 145 (2002) 373–378; H. Kotakemori, H. Niki, N. Okamoto, Accelerated iteration method for Z-matrices, J. Comput.
Appl. Math. 75 (1996) 87–97; M. Usui, H. Niki, T.Kohno, Adaptive Gauss-Seidel method for linear systems, Internat. J. Comput.
Math.
51(1994)119–125 [10]]. Since these preconditioners are constructed from the elements of the upper triangular part of the coef-
ﬁcient matrix, the preconditioning effect is not observed on the nth row of matrix A. In the present paper, in order to deal with this
drawback, we propose a new preconditioner. In addition, the convergence and comparison theorems of the proposed method are
established. Simple numerical examples are also given, and we show that the convergence rate of the proposed method is better than
that of the optimum SOR.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We herein consider the following preconditioned linear system:
PAx = Pb, (1)
where A = (aij ) ∈ Rn×n is an M-matrix, P ∈ Rn×n is a preconditioner, and x, b ∈ Rn are vectors. Without loss of
generality, we assume that A has a splitting of the form A = I − L − U , where I denotes the n × n identity, and −L
and −U are the strictly lower, and strictly upper triangular parts of A, respectively.
In 1991, Gunawardena et al. [1] proposed the modiﬁed Gauss–Seidel method with P = (I + S), where
S = (sij ) =
{−aii+1 for i = 1, 2, . . . , n − 1, j = i + 1,
0 otherwise.
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Then, preconditioned matrix AS = (I + S)A can be written as follows:
AS = I − L − SL − U + S − SU = (I − D) − (L + E) − (U − S + SU),
where D and E are the diagonal and strictly lower triangular part of SL, respectively.
If aii+1ai+1i = 1(1 in−1), then there exists {(I−D)−(L+E)}−1. Therefore, the preconditionedGauss–Seidel
iterative matrix TS for AS becomes
TS = {(I − D) − (L + E)}−1(U − S + SU),
which is referred to as the modiﬁed Gauss–Seidel iterative matrix. Gunawardena et al. proved the following
inequality [1]:
(TS)(T )< 1,
where (T ) denotes the spectral radius of the Gauss–Seidel iterative matrix T . Similar preconditioners were proposed
[2–5]. Since these preconditioners are constructed from a part of upper triangular part of A, the preconditioned effect
is not observed on the last row of matrix A.
To provide the preconditioned effect on the last row, Morimoto et al. [6] proposed a preconditioner
PR1 = I + R,
where R is deﬁned as
R = (rnj ) =
{−anj , 1jn − 1,
0 otherwise.
Here, R is referred to as the nth preconditioner. The elements (aRnj ) of AR1 are given by
AR1 = (I + R)A = (aR1ij ), aR1ij =
{
aij , 1 i < n − 1, 1jn,
anj −∑n−1k=1ankakj , 1jn. (2)
Then, preconditioned matrix AR1 can be written as follows:
AR1 = MR1 − NR1 = (I − L + R − RL − RU) − U = (I − L − DR + R − RL − ER) − U ,
where DR , ER are the diagonal and strictly lower triangular parts of RU , respectively. If
∑n−1
k=1ankaki = 1, then there
exists M−1R1 . Therefore, the Gauss–Seidel iterative matrix TR1 can be deﬁned by
TR1 = (I − DR − L + R − RL − ER)−1U .
Following on this preconditioner, we proposed preconditioner [7]:
PR = I + S + R.
Then, the elements aRnj of preconditioned matrix AR given by
AR = (I + S + R)A = (aRij ), aRij =
{
aij − aii+1ai+1j , 1 i < n,
anj −∑n−1k=1ankakj , 1jn. (3)
And AR can be written as follows:
AR = MR − NR = (I − D − DR) − (L − R + RL + E + ER) − (U − S + SU),
If MR is nonsingular, then the Gauss–Seidel iterative matrix TR = M−1R NR is deﬁned.
Recently, Noutsos and Tzoumas [8] proposed new preconditioners, and excellent results are obtained. A cyclic
preconditioner proposed by them is used theﬁrst element of the last row. In this paper,we focus onﬁnding preconditioned
effect to the nth row. Throughout the present paper, we assume that aii+1 = 0 (1 i < n) and anj = 0 (1j <n). The
remainder of the present paper is organized as follows.
In Section 2, we prove the convergence and comparison theorems, and report numerical examples to conﬁrm our
theoretical analysis, followed by concluding remarks in Section 3.
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2. Convergence and comparison theorems
In this section, we discuss a comparison theorem of Gauss–Seidel iterative methods with (I +R) and (I + S +R).
In order to prove the theorem, we need the following deﬁnitions and results.
Deﬁnition 2.1. A real n × n matrix A = (aij ) with aij 0 for all i = j is called a Z-matrix. A nonsingular Z-matrix
is called an M-matrix if A−1O.
Deﬁnition 2.2. Let A be an n × n real matrix. Then, A = M − N is referred to as:
(i) a regular splitting if M is nonsingular, M−1O and NO.
(ii) a weak regular splitting if M is nonsingular, M−1O and M−1NO.
(iii) a nonnegative splitting [9, Deﬁnition 1.1], if M−1N0.
(iv) a convergent splitting if (M−1N)< 1.
As a speciﬁc class of the regular splitting, we deﬁne the Gauss–Seidel splitting as follows:
Deﬁnition 2.3. LetA=D−E−F , whereD, −E, and −F are the diagonal, and the strictly lower and upper triangular
parts of A, respectively. We call A = M − N the Gauss–Seidel splitting of A, if M = D − E and N = F . In addition,
the splitting is called
(i) Gauss–Seidel convergent if (M−1N)< 1,
(ii) Gauss–Seidel regular if M−1 = (D − E)−1O and N = F O.
Theorem 2.4 (Varga [11, Theorem 3.29]). Let A = M − N be a regular splitting of matrix A. Then, A is nonsingular
with A−1O, if and only if (M−1N)< 1, where
(M−1N) = (A
−1N)
1 + (A−1N) < 1. (4)
Theorem 2.5 (Zhang [12, Theorem 2.8]). Let A and B be n × n complex matrices. Then, AB and BA have the same
eigenvalues, counting multiplicity.
Proof. If A is nonsingular, then
BA = A−1(AB)A.
Thus, AB and AB are similar and have the same eigenvalues. 
Theorem 2.6 (Varga [11, Theorem 2.20]). Let AO be a matrix. Then:
1. A has a nonnegative real eigenvalue equal to its spectral radius. Moreover, this eigenvalue is positive unless A is
reducible and the normal form of A is strictly upper triangular.
2. There exists a nonzero eigenvector x0 that corresponds to (A).
3. (A) does not decrease when any entry of A is increased.
Theorem 2.7 (Gunawardena et al. [1, Theorem 2.2]). Let A be a nonnegative matrix. Then:
(a) If xAx for some nonnegative vector x, x = 0, then (A).
(b) If Axx for some positive vector x, then (A). Moreover, if A is irreducible and if 0 = xAxx for
some nonnegative vector x, then (A) and x is a positive vector.
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2.1. Gauss–Seidel convergent splitting
Theorem 2.8. Let A = I − L − U be a nonsingular M-matrix. Assume that anj = 0, j = 1, 2, . . . , n. Then, both
AR1 = MR1 − NR1 and AR = MR − NR are regular and convergent splittings.
Proof. Let us prove for AR1 ﬁrst. Assume that
∑n−1
k=1ankakn = 1. Then M−1R1 exists. Since Eq. (2) shows that AR1 is
a diagonally dominant matrix, and thus, AR1O. Hence, from Theorem 2.4, AR1 = MR1 − NR is the Gauss–Seidel
convergent splitting. Since LRO, L − R + RL + ERO holds. Moreover, from 0∑n−1k=1 ankakn < 1, we have
(I − DR)−1O. Therefore, we have
M−1R1 = [I + (I − DR)−1(L − R + RL + ER) + {(I − DR)−1(L − R + RL + ER)}2
+ · · · + {(I − DR)−1(L − R + RL + ER)}n−1](I − DR)−1O. (5)
Therefore AR1 =MR1 −NR1 is regular. From Theorem 2.6, there exists nonzero eigenvector x0 that corresponds to
(TR1).
Next, we prove forAR . We observe that if 1>aii+1ai+1i0 for 1 in−1 and 1>∑n−1k=1ankakn0, then aRii > 0,
1 in and M−1R exists. Eq. (3) shows that AR is a diagonally dominant matrix, and thus A−1R >O. Hence, the
Gauss–Seidel iterative matrix TR is a convergent splitting. Since LRO, we have L − R + RL + E + ERO.
Note that since 1>aii+1ai+1i > 0 and 1>
∑n−1
k=1ankakn > 0, (D + DR)< I , so that (I − D − DR)−1O. Hence
we have
M−1R = [I + (I − D − DR)−1(L − R + E + ER) + {(I − D − DR)−1(L − R + RL + E + ER)}2
+ · · · + {(I − D − DR)−1(L − R + RL + E + ER)}n−1](I − D − DR)−1O. (6)
Since USO, NR =NS =U − S + SUO. Therefore, by Theorem 2.4, AR =MR −NR is also the Gauss–Seidel
regular splitting. 
2.2. Comparison theorem
Now, we introduce comparison results. Morimoto et al. proved the following.
Theorem 2.9 (Morimoto et al. [6, Theorem 3.4]). Let A be anM-matrix, and bothA=M−N, (I+R1)A=MR1 −NR1
be the Gauss–Seidel convergent splittings. Then the following inequality holds:
(M−1R1 NR1)(M
−1N)< 1.
Proof. From assumption, we have
Mx = 1
(M−1N)
Nx0. (7)
Since RO,Ax0 and N = NR1 = U , we have
((I + R)A − A)x = (MR1 − M)x = RAx0.
From Eq. (7), we have
(MR1 − M)x = MR1(M−1 − M−1R1 )Mx = (M−1 − M−1R1 )
1
(M−1N)
NxO.
Since M−1R1 O, (M
−1 − M−1R1 )Nx0 holds. Hence
(M−1 − M−1R1 )Nx = (M−1N)x − (M−1R1 N)x0.
It easily follows from Theorem 2.7 that (M−1R1 N)(M
−1N)< 1. 
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Morimoto et al. proposed using the successive application ofPR1 andPs=(I+S), that is, after usingAR1 =(I+R1)A
ﬁrst,AR1−s = (I +S)AR1 is used next. And better results are obtained. In what follows, we derived the following result.
Theorem 2.10 (Niki et al. [7, Theorem 2.9]). Let A be an M-matrix. Assume that anj aRnj /aRnn, for 1jn−1. Then
AS = MS − NS and AR = (I + S + R)A = MR − NR be Gass–Seidel splittings. Then the following inequality holds.
(M−1R NR)(M
−1
S NS).
Proof. From Theorem 2.8, AS and AR are the Gauss–Seidel splittings. From assumption, we have A−1S A
−1
R O.
by noting that NS = NR , the following relation holds:
A−1S NSx = (I − M−1S Ns)M−1S NSx =
(M−1S NS)
1 − (M−1S NS)
x
A−1R x = (I − M−1R NS)−1M−1R NSx0,
which by Theorem 2.7 implies
(M−1S NS)
1 − (M−1S NS)

(M−1R NR)
1 − (M−1R NR)
.
The monotonicity of function f () = /(1 − ) implies
1> (M−1S NS)(M
−1
R NR). 
Remark 1. There was omission in entry of assumption in Theorem 2.9 of [7].
Using another proof, we investigate for M−1R NR and M
−1
S NS in detail. And we show the necessity of hypotheses.
Moreover, we obtained weaker hypotheses. We show that under some assumptions, (TR)(TS).
We ﬁrst observe the following:
Mˆ = (mˆij ), mˆij =
{0 (1 i < jn − 1),
1 − aii+1ai+1i (i = j),
aij − aii+1ai+1j (n − 1 i > j),
ut = (an1, . . . , ann−1),
vt = (v1, . . . , vn−1), vj = aRnj =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
anj −
n−1∑
k=1
k =j
ankakj (1jn − 1),
1 −
n−1∑
k=1
ankakn (j = n),
Nˆ = (nˆij )0, nˆij =
{
0 (i − j − 1),
−aij + aii+1ai+1j (i − j − 2),
wt = (w1, . . . , wn−1, 0), wi = −ain + aii+1ai+1n, 1 in − 1.
We now obtain the following result from Theorem 2.8.
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Theorem 2.11. In addition to the assumption of Theorem 2.8, we assume that
utv−1n vt . (8)
Then,
(TR)(TS)< (T )< 1. (9)
This theorem is rewriting of Theorem 2.10. To prove this theorem, we need the following lemma.
Lemma 2.12. Let
H =
(
X Y
Z W
)
be a matrix, where X and W are square matrices and X is nonsingular. If T = W − ZX−1Y is nonsingular, then H is
nonsingular and
H−1 =
(
X−1 + X−1YT −1ZX−1 X−1YT −1
−T −1ZX−1 T −1
)
.
Proof. Direct computation. 
Proof of Theorem 2.11. The inequality (TS)< (T ) follows from [1, Theorem 4.1(a)]. Hence, by Theorem 2.11, it
sufﬁces to show that (TR)(TS). By Lemma 2.12, we have
Hence,
and
Under Eq. (8), since v−1n ww exists, N ′M−1R N ′M−1S does not hold.
Let Tˆ1 = NˆMˆ−1 − wut Mˆ−1 and T¯1 = NˆMˆ−1 − w(v−1n vt )Mˆ−1. Since both the lower-right corner of N ′M−1R and
N ′M−1S have zeros, (N ′M
−1
R ) and (N ′M
−1
S ) exist in T¯1 and Tˆ1, respectively. That is, (N ′M
−1
R ) = (T¯1) and
(N ′M−1S )= (Tˆ1). The assumption of Eq. (8) implies that T¯1 Tˆ1 and the application of Theorem 2.6 to nonnegative
matrices N ′M−1R and N ′M
−1
S yields
(NRM
−1
R ) = (T¯ )(Tˆ ) = (NSM−1S ),
From Theorem 2.5, we have
(M−1R NR) = (NRM−1R )(NSM−1S ) = (M−1S NS).
Together with Theorem 2.8, this proves Theorem 2.11. 
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Remark 2. Eq. (8) is equivalent to
anj
(
1 −
n−1∑
k=1
ankakn
)
+
n−1∑
k=1
k =j
ankakj 0, 1jn − 1. (10)
Lemma 2.13. For matrix A with n4, both T¯1 and Tˆ1 can be partitioned as follows:
T¯1 =
(
T¯11 T¯12
0 0
)
and Tˆ1 =
(
Tˆ11 Tˆ12
0 0
)
,
where T¯11 and Tˆ11 are (n − 2) × (n − 2) matrices. Assume that
anj
(
1 −
n−1∑
k=1
ankakn
)
+
n−1∑
k=1
k =j
ankakj 0, 1jn − 2. (11)
Then (NSM−1R )(NSM
−1
S ) holds.
Proof. As described in the proof of Theorem 2.12, (T¯1) = (T¯11) and (Tˆ1) = (Tˆ11) holds. Hence, for Eq. (11),
(NSM
−1
S )(NSM
−1
R ) holds. 
Eq. (10) can be weakened. The following matrix satisﬁes Eq. (11):
A1 =
⎛
⎜⎝
1.0 −0.2 −0.3 −0.2
−0.2 1.0 −0.3 −0.1
−0.1 −0.2 1.0 −0.3
−0.2 −0.3 −0.3 1.0
⎞
⎟⎠ , AR =
⎛
⎜⎝
0.96 0 −0.36 −0.22
−0.23 0.94 0 −0.19
−0.16 −0.29 0.91 0
−0.09 −0.1 −0.15 0.84
⎞
⎟⎠ .
Then, we have
and we have Tˆ1 T¯1 and (NSM−1S ) = 0.2585> 0.1780 = (NRM−1R ).
We next show an example that satisﬁes Eq. (11):
A2 =
⎛
⎜⎜⎜⎝
1.0 −0.2 −0.3 −0.2 −0.2
−0.1 1.0 −0.2 −0.3 −0.1
−0.2 −0.3 1.0 −0.1 −0.2
−0.2 −0.1 −0.3 1.0 −0.3
−0.3 −0.2 −0.3 −0.1 1.0
⎞
⎟⎟⎟⎠ .
Then,
A2S =
⎛
⎜⎜⎜⎝
0.98 0 −0.34 −0.26 −0.22
−0.14 0.94 0 −0.32 −0.14
−0.22 −0.31 0.97 0 −0.23
−0.29 −0.16 −0.39 0.97 0
−0.3 −0.2 −0.3 −0.1 1
⎞
⎟⎟⎟⎠ ,
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In addition, we have (NSM−1S ) = 0.6148. On the other hand, A2R and NSM−1R have the following form:
A2R =
⎛
⎜⎜⎜⎝
0.98 0 −0.34 −0.26 −0.22
−0.14 0.94 0 −0.32 −0.14
−0.22 −0.31 0.97 0 −0.23
−0.29 −0.16 −0.39 0.97 0
−0.1 −0.16 −0.16 −0.15 0.83
⎞
⎟⎟⎟⎠ ,
And we have (NSM−1R ) = 0.5404. Tˆ1 and T¯1 can be partitioned the following forms:
Clearly, Tˆ11 > T¯11 holds, and we obtain (Tˆ11) = 0.6148 = (NSM−1S ) and (T¯11) = 0.5404 = (NRM−1R ).
The following example does not satisfy Eq. (11) at element (5.3), as shown below:
A3 =
⎛
⎜⎜⎜⎝
1.0 −0.2 −0.3 −0.2 −0.2
−0.1 1.0 −0.2 −0.3 −0.1
−0.2 −0.3 1.0 −0.1 −0.2
−0.2 −0.1 −0.3 1.0 −0.3
−0.3 −0.2 −0.1 −0.3 1.0
⎞
⎟⎟⎟⎠ .
Then,
A3S =
⎛
⎜⎜⎜⎝
0.98 0 −0.34 −0.26 −0.22
−0.14 0.94 0 −0.32 −0.14
−0.22 −0.31 0.97 0 −0.23
−0.29 −0.16 −0.39 0.91 0
−0.3 −0.2 −0.1 −0.3 1
⎞
⎟⎟⎟⎠ ,
In addition, we have (NSM−1S ) = 0.6123. On the other hand, A3R and NSM−1R have the following forms:
A3R =
⎛
⎜⎜⎜⎝
0.98 0 −0.34 −0.26 −0.22
−0.14 0.94 0 −0.32 −0.14
−0.22 −0.31 0.97 0 −0.23
−0.29 −0.16 −0.33 0.91 0
−0.1 −0.12 −0.22 −0.13 0.81
⎞
⎟⎟⎟⎠ ,
Also, we have (NSM−1R ) = 0.5445. Clearly, (NSM−1R )> (NSM−1R ) holds.
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The preconditioned matrices differ only by the value of the last row. Thus, related matrices and T∗ = M−1∗ NS also
differ only by the last row. Therefore, we hereinafter show only the last row. As shown below, M−1R M
−1
S does not
hold.
(M−1S )nj = (0.5004, 0.3399, 0.2152, 0.3296, 1)
and
(M−1R )nj = (0.2973, 0.2998, 0.3400, 0.1764, 1.2346).
In addition, we obtain
(TS)nj = (0, 0, 0.1702, 0.2389, 0.2072), (TR)nj = (0, 0, 0.10108, 0.1732, 0.1856).
Although M−1R M
−1
S is not satisﬁed, TRTS holds, as explained below.
Since NS is a strictly upper matrix, and aSii+1 = 0, (i = 1, . . . , n − 1), in the computation of (TS)nj and (TR)nj ,
neither (M−1S )nj nor (M
−1
R )nj (j = n− 1, n) are not used. Therefore, TSTR holds. If for any ﬁxed vector e> 0 (e.g.,
for the case in which all components are equal to 1), TSeTRe exists. From this result, we have the following lemma.
Lemma 2.14. Let A be theM-matrix. For TS and TR generatingAS andAR , respectively. Then the following inequality
holds:
(TS)(TR).
Proof. It follows that there exist (TS)< 1 with the positive eigenvector x for TS [1]. Since from Theorem 2.7,
TRxTSx holds, we have (TR)(TS). 
2.3. Generalization of the nth preconditioner
The following sets of integers are useful for analysis:
N = {1, 2, . . . , n − 1}, N0 = {j : aRnj < anj , 1jn − 2}, N1 = N − N0.
For the case in which aRnj = −
∑
k∈N,
k =j
ankakj < anj , Eq. (11) is not satisﬁed.
By setting bnj0 =
∑
k∈N,
k =j0
ankakj0 − anj0 , for j0 ∈ N0 the following equation holds:
aR′nj0 = anj0 −
∑
k∈N,
k =j0
ankakj0 − bnj0 = 0.
Hence, aRnj0 >a
R′
nj0
holds.
Based on the above results, we propose the following preconditioner:
Theorem 2.15. Set PG = I + S + RG, (1), where
G = (gnj ) =
{ ∑
k∈N,
k =j
ankakj − anj , j ∈ N,
0 otherwise.
Set AG = PGA = (aGij ) = MG − NG, and TG = M−1G NG.
Then, for u > , the following inequality holds:
(TS)(TR)(TG),
where u is the upper bound satisfying aGnn > 0.
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Proof. Here, aGnn is given as
aGnn = 1 + 
∑
k∈N
gnkakn.
Thus, to obtain aGnn > 0, the following equation must hold:
u < − 1
/∑
k∈N
gnkakn.
Then, aGnj has the following form:
aGnj = gnj + 
∑
k∈N,
k =j
gnkakj + anj .
Since gnj +∑ k∈N,
k =j
gnkakj > 0, it follows simply that
aGnj − aRnj = 
⎛
⎜⎝gnj + ∑
k∈N,
k =j
gnkakj
⎞
⎟⎠+ ∑
k∈N,
k =j
ankakj > 0.
Hence, we have aGnj > a
R
nj > a
S
nj , j ∈ N1.
As in the case above, we have aGnj > a
S
nj > a
R
nj , j ∈ N0. Since Eq. (11) is satisﬁed, we derive by the same arguments
as for Theorem 2.11, where (TG)(TR). 
By using this preconditioner, we have the following numerical results for A2 and A3:
(A2=1)nj = (−0.078,−0.083,−0.107,−0.084, 0.717), (T2=1)nj = (0, 0, 0.0756, 0.1251, 0.1249)
and (T2=1) = 0.48619.
(A3=1)nj = (−0.084,−0.099,−0.093,−0.078, 0.695), (T3=1)nj = (0, 0, 0.0783, 0.1341, 0.1245)
and (T3=1) = 0.4931.
Next, let us observe the structure of AG for > 1. By setting aGnj = 0, we have
= −anj
/⎛⎜⎝gnj + ∑
k∈N,
k =j
gnkakj
⎞
⎟⎠ . (12)
(a) N0 = ∅ (A2):
Setting j0 = {j |min(), j ∈ N}, we have 0 = −anj0/(gnj0 +
∑
k∈N,
k =j0
gnkakj0). For 0 = 1.35135, we have
(A20)nj = (0,−0.0419,−0.0392,−0.0784, 0.6176), (T20)nj = (0, 0, 0.0287, 0.0646, 0.0644)
and (T20 ) = 0.4076. Thus, 0 is the upper bound such that AG is a regular splitting. As the above results show, j0
exists at the element having the minimum value of |anj |. From Eq. (12), we have secondary small 1=1.55436, yielding
aG53 = 0. As shown below, T21 is not nonnegative:
(A21)nj = (0.0451,−0.0181, 0,−0.0751, 0.5601), (T21)nj = (0, 0,−0.0061, 0.0198, 0.0196)
and (T21 ) = 0.3450. By choosing = 1.5217, we have the following results:
(A2=1.522)nj = (0.0378,−0.0220,−0.0063,−0.0757, 0.5694),
(M−12=1.522)nj = (0.000001, 0.08628, 0.0665, 0.13698, 1.7564),
(T2=1.522)nj = (0, 0, 0, 0.0276, 0.0274)
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and (T2=1.522)= 0.3563. For > 0, the values of aG51 are positive. Although A2=1.52 is not a Z-matrix, M−12=1.5220.
Hence, A2=1.522 is a nonnegative splitting. If M is a nonsingular Z-matrix, M−10 holds unconditionally. Inversely,
if M is not a Z-matrix, it is not easy to judge whether M is an M-matrix. Therefore, we deﬁne a new class of regular
splitting.
Deﬁnition 2.16. Let A be a real square matrix. The splitting A = M − N is said to be regular and of the second type
if M is not a Z-matrix, M−10 and M−1N0.
We know that a regular splitting of the second type exists between 0 and 1. Lastly, for maximum = m = 1.7095,
we have
(A2m)nj = (0.0795, 0, 0.0299,−0.0726, 0.5162), (T2m)nj = (0, 0,−0.0038,−0.0211,−0.01214)
and (T2m ) = 0.2815. When the value of  increases further, there exists optimum , being the minimum (TG). For
example, for opt = 0.356305, we have
(A2opt )nj = (1.3246, 0.0279, 0.0760,−0.069, 0.4487),
(T2opt )nj = (0, 0,−0.0987,−0.09971,−0.09972)
and (T2opt )=0.0945. We test the SOR method forA2 and obtain (T=1.2949)=0.44877 by numerical computation.(b) N0 = −∅ (A3):
For 0 = 1.35135, we have the following results:
(A30)nj = (−0.0054,−0.0635,−0.0905, 0, 0.5878), (T30 )nj = (0, 0, 0.0234, 0.0715, 0.07511),
and (T30 ) = 0.4131. Clearly, Eq. (11) is satisﬁed. Next, for 1 = 1.376, we have
(A31)nj = (0,−0.0610,−0.0904, 0.0055, 0.5803),
(M−131)nj = (0.0553, 0.1619, 0.1570,−0.0104, 1.723), (T31)nj = (0, 0, 0.0187, 0.0662, 0.0709),
and (T31) = 0.4059. From Deﬁnition 2.2, A31 is a nonnegative splitting.
For m = 2.00 we have
(A3m)nj = (0.132, 0,−0.092, 0.164, 0.384), (T3m)nj = (0, 0,−0.1623,−0.1405,−0.0921),
and (T3m) = 0.2133. For opt = 1.842, we obtain (T3opt ) = 0.1131 and u = 3.2467.
On the other hand, for the SOR method, we have (Topt=1.296) = 0.4494.
The next example does not satisfy Eq. (11) at elements (6, 2) and (6, 4).
A4 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 −0.2 −0.1 −0.2 −0.1, −0.1
−0.1 1 −0.2 −0.2 −0.1, −0.1
−0.2 −0.2 1 −0.1 −0.2, −0.1
−0.2 −0.1 −0.3 1 −0.1 −0.1
−0.2 −0.2 −0.1 −0.2 1 −0.1
−0.3 −0.1 −0.2 −0.1 −0.2 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Table 1 shows the numerical results.
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Table 1
Spectral radii for each method
Method /(.) A2 A3 A4
P = I (.) 0.7081 0.7129 0.6065
P = I + S (.) 0.6148 0.6123 0.5076
P = I + S + G, = 1 (.) 0.4862 0.4931 0.4245
Regular splitting 0 1.35136 1.35135 1.3699
(.) 0.4076 0.4131 0.3826
Nonnegative splitting n 1.5217a 1.3762 1.5300
(.) 0.3563a 0.4059 0.3615
Maximum  m 1.7094 2.00 1.8518
(.) 0.2816 0.2133 0.3109
Optimum  opt 1.950 1.842 2.429
(.) 0.0959 0.1131 0.1524
Optimum SOR opt 1.2949 1.296 1.2382
(.) 0.4488 0.4494 0.3341
aRegular splitting of the second type.
3. Concluding remarks
1. We developed preconditioner PG, which always satisﬁes Eq. (13).
2. A regular splitting of the second type exists for A with N0 = ∅ but does not exist for A with N0 = ∅
3. The Gauss–Seidel method obtained with preconditioner PG is better than optimum SOR.
4. The reason for using T =NM−1 is that if T =M−1N is used, the values of the elements of M−1 are necessary for
the proof, whereas these values are not necessary if T = NM−1 is used.
5. Assume that only one element is anj0 = 0 and rest of the elements are zero. Then, aRnj0 =0, and for rest the elements,
aRnj 0 appear. Hence, there exists no  satisfying Eq. (12). Thus, the assumption anj = 0 for all j ∈ N is required
in order to satisfy Eq. (12). However, from Lemma 2.14, we have (TS)(TG).
6. From Table 1, we know that (Tm)< (Topt ). From Eq. (12), m is easily obtained, but a priori estimation of opt
is very difﬁcult. The development of a simple estimation method ofopt is a subject for future study.
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