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RATIONAL COHOMOLOGY AND SUPPORTS FOR LINEAR
ALGEBRAIC GROUPS
ERIC M. FRIEDLANDER
Dedicated to David J. Benson
0. Introduction
What follows are rough “notes” based upon four lectures given by the author at
PIMS in Vancouver over the period June 27 to June 30, 2016.
• Lecture I. Affine groups schemes over k.
• Lecture II. Algebraic representations.
• Lecture III. Cohomological support varieties.
• Lecture IV. Support varieties for linear algebraic groups.
The primary goal of these lectures was to publicize the author’s recent efforts
to extend to representations of linear algebraic groups the “theory of support va-
rieties” which has proved successful in the study of representations of finite group
schemes. The first two lectures offer a quick review of relevant background for the
study of affine group schemes and their representations. The third lecture discusses
cohomological support varieties of finite group schemes and mentions challenges to
extending this theory to linear algebraic groups (also discussed in the last paragraph
of this introduction). In the fourth and final lecture, we provide an introduction
to the author’s theory of support varieties using 1-parameter subgroups following
work of A. Suslin, C. Bendel, and the author [57], [58]. The text contains a few
improvements on results in the literature (see, for example, Remark 4.14).
We encourage others to follow the work discussed here by sharpening the formu-
lations, extending general theory, providing much better computations, and working
out many interesting examples. Towards the end of Lecture IV, we give a list of
various explict problems which might be of interest to some readers. We conclude
this text by introducing “formal 1-parameter subgroups” leading to “formal support
varieties” in Proposition 4.28, a promising but still unexplored structure.
The reader will find undue emphasis on the work of the author together with col-
laborators Chris Bendel, Jon Carlson, Brian Parshall, Julia Pevtsova, and Andrei
Suslin. A quick look at references given will see that numerous other mathemati-
cians have played seminal roles in developing support varieties, including Daniel
Quillen who launched this entire subject.
We conclude this introduction with a brief sketch of the evolution of support
varieties for a “group-like object” G and introduce our perspective on their role in
the study of their representations (which we usually refer to as G-modules).
Support varieties emerged from D. Quillen’s work [47], [48] on the cohomology
of finite groups. The reader attracted by homological computations might become
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distracted (as we have been, at times) from our goal of illuminating representation
theory by the numerous puzzles and questions concerning cohomology which arise
from the geometric perspective of support varieties.
In the late 1960’s, and even now, few complete calculations of the cohomology
of finite groups were known. Quillen developed foundations for the equivariant
cohomology theory introduced by A. Borel [10], a key tool in his determination
of the prime ideal spectrum of the cohomology algebra H∗(G, k) for any finite
group [47], [48]. This enabled Quillen to answer a question of Atiyah and Swan
on the growth of projective resolutions of k as a kG-module [59]. This is just
one example of Quillen’s genius: proving a difficult conjecture by creating a new
context, establishing foundations, and proving a geometric, refined result which
implies the conjecture.
A decade later, Jon Alperin and Len Evens considered the growth of projective
resolutions of finite dimensional kG-modules [2], [3]. They recognized that Quillen’s
geometric description of the “complexity” of the trivial module k for kG had an
extension to arbitrary finite dimensional modules. Following this, Jon Carlson for-
mulated in [11] the (cohomological) support variety |G|M of a finite dimensional
kG-module, a closed subvariety of “Quillen’s variety” |G|. At first glance, one might
think this construction is unhelpful: one starts with a kG-module M and one ob-
tains invariants ofM by considering the structure of the Ext-algebra Ext∗G(M,M)
as a module over the cohomology algebra H∗(G, k). Yet in the hands of Carlson
and others, this has proved valuable in studying the representation theory of G and
more general “group-like” structures.
One early development in the study of support varieties was an alternative con-
struction proposed by J. Carlson for an elementary abelian p-group E ≃ (Z/p)×s
and proved equivalent to the cohomological construction by G. Avrunin and L. Scott
[4]. J. Carlson’s fundamental insight was to reformulate the cohomological variety
|E| as a geometric object V (E) whose points are related to kE without reference to
cohomology; Carlson then reformulated the support variety |E|M of a finite dimen-
sional kE-module in “local” terms without reference to homological constructions
such as the Ext algebra Ext∗E(M,M). Only much later was this extended by J.
Pevtsova and the author [28], [29] to apply not just to elementary abelian p-groups
but to all finite groups; indeed, in doing so, Friedlander and Pevtsova formulated
this comparison for all finite group schemes.
This leads us to other “group-like” objects. Such a consideration was foreshad-
owed by the work of Avrunin-Scott who solved Carlson’s conjecture by considering
a different Hopf algebra (the restricted enveloping algebra of an abelian Lie algebra
with trivial restriction) whose underlying algebra is isomorphic to kE. B. Par-
shall and the author wrote a series of papers (see, for example, [24],[25],[26],[27])
introducing and exploring a support theory for the p-restricted representations of
an arbitrary finite dimensional restricted Lie algebra. This entailed the considera-
tion of the cohomology algebra H∗(U [p](g), k) of the restricted enveloping algebra
U [p](g); modules for U [p](g) are p-restricted representations of g.
Subject to restrictions on the prime p, work of Parshall and the author to-
gether with work of J. Jantzen [38] showed that Carlson’s conjecture for elemen-
tary abelian p-groups generalized to any finite dimensional restricted Lie algebra
g, comparing |g|M to the generalization V (g)M of Carlson’s rank variety defined in
“local” representation-theoretic terms rather than using homological constructions.
RATIONAL COHOMOLOGY AND SUPPORTS 3
(Subsequently, A. Suslin, C. Bendel and the author formulated and proved such
a comparison for all primes p [58].) This comparison enables proofs of properties
for the support variety construction M 7→ V (g)M , some of which are achieved us-
ing homological methods and some using more geometric, representation theoretic
methods.
In this paper, “linear algebraic group over k” refers to a reduced, irreducible,
affine group scheme of finite type over k, always assumed to be of characteristic
p > 0 for some prime p. For such a linear algebraic group G, there is a Frobenius
morphism F : G → G(1); if G is defined over the prime field Fp, the Frobenius
morphism is an endomorphism F : G→ G. The kernel of F is a height 1 “infinites-
imal group scheme” of finite type over k denoted G(1). For a finite group scheme
of the form G(r) = ker{F
r : G → G(r)} (the r-th Frobenius kernel of the linear
algebraic group G) and a finite dimensional G(r)-module M , A. Suslin, C. Bendel,
and the author give in [57] and [58] a representation-theoretic formulation, denoted
V (G(r))M , of the cohomological support variety |G(r)|M . This alternate descrip-
tion is formulated in terms of the restriction of M along infinitesimal 1-parameter
subgroups ψ : Ga(r) → G.
Finite groups and Frobenius kernels of linear algebraic groups are examples of
finite group schemes. In [28], [29], J. Pevtsova and the author extended the theory
of support varieties to arbitrary finite group schemes, generalizing “cyclic shifted
subgroups” considered by J. Carlson in the case of elementary abelian p-groups
and reinterpreting infinitesimal 1-parameter subgroups considered by A. Suslin, C.
Bendel, and the author in the case of infinitesimal group schemes over k. The finite
dimensionality of the cohomology algebra H∗(G, k) of a finite group scheme proved
by A. Suslin and the author [4] plays a crucial role in these theories of cohomolog-
ical support varieties. In these extensions of the original theory for finite groups,
one requires a suitable criterion of the detection modulo nilpotence of elements
of H∗(G, k); for finite groups, such a detection result is one of D. Quillen’s key
theorems.
Although many of the basic techniques used in establishing properties for coho-
mological support varieties for finite group schemes do not apply to linear algebraic
groups, we have continued to seek a suitable theory of support varieties for linear
algebraic groups. After all, a major justification for the consideration of Frobenius
kernels is that the collection {G(r), r > 0} has representation theory that of G
whenever G is a simply connected, simple linear algebraic group as shown by J.
Sullivan [56] (see also [17]).
However, the rational cohomology of a simple algebraic group vanishes in positive
degree, so that cohomological methods do not appear possible. Furthermore, if the
rational cohomology is non-trivial, it is typically not finitely generated. Finally,
there are typically no non-trivial projective G-modules for a linear algebraic group
as shown by S. Donkin [19]. Despite these difficulties, we present in Lecture IV a
theory of support varieties for linear algebraic groups of “exponential type”.
Throughout these lectures, we use the simpler term “G-module” rather than
than the usual “rational G-module” when referring to a “rational representation”
of an affine group scheme G. We shall abbreviate V ⊗kW by V ⊗W for the tensor
product of k-vector spaces V,W .
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1. Lecture I: Affine group schemes over k
This lecture is a “recollection” of some elementary aspects of affine algebraic
varieties over a field k and a discussion of group schemes over k. We recommend
R. Hartshorne’s book “Algebraic Geometry” [35] and W. Waterhouse’s book “An
introduction to affine group schemes” [61] for further reading.
We choose a prime p and consider algebraic varieties over an algebraically closed
field k of characteristic p > 0. The assumption that k is algebraically closed both
simplifies the algebraic geometry (through appeals to the Hilbert Nullstellensatz)
and simplifies the form of various affine group schemes. Our hypothesis that k is not
of characteristic 0 is necessary both for the existence of various finite group schemes
and for the non-triviality of various structures. In Subsection I.3, we discuss some
of the special features of working over such a field rather than working over a field
of characteristic 0. In Subsection I.4, we discuss restricted Lie algebras and their
p-restricted representations.
Here is the outline provided to those attending this lecture.
I.A Affine varieties over k.
i.) k a field, alg closed;
ii.) An – affine space over k;
iii.) zero loci Z({f1, . . . , fm}) ⊂ An;
iv.) Algebra k[x1, . . . , xn]/(f1, . . . , fm) of algebraic functions;
v.) Hilbert nullsellensatz: X ⊂ An versus k[x1, . . . , xn]→ k[X ].
I.B Affine group schemes over k.
i.) Examples: Ga,Gm, GLN , UN ;
ii.) Product on G gives coproduct on k[G];
iii.) Group objects in the category of affine algebraic varieties over k;
iv.) As representable functors from (comm k-alg) to (grps);
v.) Hopf algebras.
I.C Characteristic p > 0.
i.) Examples of k with char(k) = p;
ii.) Geometric Frobenius on affine varieties/k;
iii.) Lang map: 1/F : G→ G;
iv.) Frobenius kernels G(r) = ker{F
r : G→ G};
v.) Example of GLN(r).
I.D Lie algebra of G
i.) Lie(G), tangent space at identity as derivations on k[G].
ii.) Lie bracket [−,−] and p-th power (−)p];
iii.) Examples of Ga,Gm, GLN ;
iv.) Relationship to G(1).
Supplementary topics:
I.A Extending consideration to k not algebraically closed. Projective varieties.
I.B Simple algebraic groups and their classification. Working with categories and
functors.
I.C Frobenius twists, F : G→ G(1). Arithmetic and absolute Frobenius maps.
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I.D Complex, simple Lie algebras. Root systems.
1.1. Affine group schemes over k. We begin with a cursory introduction to
affine algebraic geometry over an algebraically closed field k. For any n > 0, we
denote by An the set of n-tuples of of elements of k, by a ∈ An a typical n-tuple.
What distinguishes algebraic geometry from other types of geometries is the role of
algebraic functions on an algebraic variety. The ring of algebraic (i.e., polynomial)
functions on An is by definition the k-algebra k[x1, . . . , xn] of polynomials in n
variables with coefficients in k, p(x) =
∑
d cdx
d, where d ranges over non-negative
n-tuples (d1, . . . , dn) ∈ N×n. We refer to k[x1, . . . , xn] as the coordinate algebra of
An. For any a ∈ An, the value of p(x) on a is
∑
d cda
d.
The Hilbert Nullstellensatz tells us that p(x) is the 0 polynomial (i.e., equals
0 ∈ k[x1, . . . , xn]) if and only if p(a) = 0 for all a ∈ An. This has a general
formulation which applies to any quotient A = k[x1, . . . , xn]/I with no nonzero
nilpotent elements: p(x) ∈ A is 0 if and only if p(a) = 0 for all a ∈ An which satisfy
q(a) = 0 for all q ∈ I.
A closed subvariety of An is the zero locus of a set S of polynomials, Z(S) ⊂ An
Let < S > denote the ideal generated by S and let IS denote the radical ideal of
all g ∈ k[x1, . . . , xn] for which some power of g lies in < S >. Then Z(S) = Z(IS)
and k[x1, . . . , xn]/IS is the ring of equivalence classes of polynomials p(x) for the
equivalence relation p(x) ∼ q(x) if and only if p(x) − q(x) vanishes on every
a ∈ Z(S). We say that A = k[x1, . . . , xn]/IS is the coordinate algebra of the affine
algebraic variety SpecA with underlying space Z(S); the closed subsets of Z(S)
are the subsets Z(T ) with T ⊃ S. Thus, there is a natural bijection between the
closed subsets of An (i.e., the zero loci Z(S) = Z(IS)) and their coordinate rings
k[x1, . . . , xn]/IS of algebraic functions.
More generally, the data of an affine k-scheme (of finite type over k) is a com-
mutative, finitely generated k algebra given non-uniquely as the quotient for some
n > 0 of k[x1, . . . , xn] by some ideal J . An affine scheme determines a func-
tor from the category of commutative, finitely generated k-algebras to sets. For
A = k[x1, . . . , xn]/J , this functor sends R to Homk−alg(A,R); in other words,
Homk−alg(A,R) equals the set of all n-tuples r ∈ Rn with the property that
p(r) = 0 for all p(x) ∈ J .
Since the Hilbert Nullstellensatz does not apply to an affine k-scheme A contain-
ing nilpotent elements, we use the Yoneda Lemma to conclude the identification of
an affine scheme with its associated functor; thus, we may abstractly define an affine
scheme as a representable functor from finitely generated commutative k-algebras
to sets.
1.2. Affine group schemes. As made explicit in Definition 1.1, a linear algebraic
group over k is, in particular, an algebraic variety over k. We introduced affine
schemes in Subsection I.1 whose coordinate algebra might have nilpotent elements
in order to consider Frobenius kernels G(r) of linear algebraic groups (see Definition
1.5).
Definition 1.1. A linear algebraic group G over k is an affine scheme over k whose
associated functor is a functor from finitely generated commutative k-algebras to
groups such that the coordinate algebra k[G] of G is an integral domain..
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For example, the linear algebraic groupGLN is the affine variety of N×N invert-
ible matrices, with associated coordinate algebra is k[x1,1, . . . , xn,n, z]/(det(xi,j ·z−
1). As a functor, GLN sends a commutative k-algebra R to the group of N×N ma-
trices with entries in R whose determinant is invertible in R (with group structure
given by multiplication of matrices).
We denote GL1 by Gm, the multiplicative group. The coordinate algebra k[Gm]
of Gm is the polynomial algebra k[x, x
−1] ≃ k[x, y]/(xy−1). The associated functor
sends R to the set of invertible elements R× of R with group structure given by
multiplication.
An even simpler, and for that reason more confusing, example is Ga, the additive
group. The coordinate algebra k[Ga] of Ga is k[T ]. The associated functor sends
R to itself, viewed as an abelian group (forgetting the multiplicative structure).
Definition 1.2. An affine group scheme over k is an affine k-scheme whose associ-
ated functor is a functor from finitely generated commutative k-algebras to groups.
We shall use an alternate formulation of affine group schemes, in addition to the
formulation as a representable functor with values in groups. This formulation can
be phrased geometrically as follows: an affine group scheme is a group object in
the category of schemes.
To be more precise, we state this formally.
Definition 1.3. An affine group scheme G (over k) is the spectrum associated
to a finitely generated, commutative k-algebra k[G] (the coordinate algebra of G)
equipped with a coproduct ∆G : k[G]→ k[G]⊗k[G] such that (k[G],∆G) is a Hopf
algebra.
This coproduct gives the functorial group structure on the R-points G(R) ≡
Homk−alg(k[G], R) ofG for any finitely generated commutative k-algebraR: namely,
composition with ∆G determines
Homk−alg(k[G], R)×Homk−alg(k[G], R) ≃ Homk−alg(k[G]⊗ k[G], R)
→ Homk−alg(k[G], R).
For example, the coproduct on the coordinate algebra of GLN is defined on the
matrix function Xi,j ∈ k[GLN ] by ∆GLN (Xi,j) =
∑
ℓXi,ℓ ⊗Xℓ,j.
1.3. Characteristic p > 0. In this subsection, we convey some of the idiosyn-
crasies of characteristic p algebraic geometry. We have already mentioned one:
the Frobenius kernels G(r) of a linear algebraic group G are defined only if the
ground field k has positive characteristic. Unlike the remainder of the text, in this
subsection we allow k to denote an arbitrary field of characteristic p (e.g., a finite
field).
Let’s begin by mentioning a few examples of fields of characteristic p, where p
is a fixed prime number. For any power q = pd of p, there is a field (unique up to
isomorphism) with exactly q elements, denoted Fq. For any set of “variables” S and
any k, there is the field (again, unique up to isomorphism) of all quotients p(s)/q(s)
of polynomials in the variables in S and coefficients in k such that q(s) is not the
0 polynomial. Typically, we consider a finite set {x1, . . . , xn} of variables; in this
case, we denote the field k(x1, . . . , xn). If I ⊂ k[x1, . . . , xn] is a prime ideal, then
k[x1, . . . , xn]/I is an integral domain with field of fractions frac(k[x1, . . . , xn]/I) of
RATIONAL COHOMOLOGY AND SUPPORTS 7
transcendence degree over k equal to the dimension of the affine algebraic variety
associated to k[x1, . . . , xn]/I.
The key property of a field k of characteristic p, and more generally of a com-
mutative k-algebra A, is that (a + b)p = ap + bp for all a, b ∈ A. The p-th power
map (−)p : A→ A, a 7→ ap is thus a ring homomorphism. However, if a ∈ k does
not lie in Fp and if b is such that b
p 6= 0, then (−)p(a · b) 6= a · (−)p(b) as would
be required by k-linearity.
The (geometric) Frobenius map F : k[x1, . . . , xn] → k[x1, . . . , xn] is a map of
k-algebras (i.e., it is a k-linear ring homomorphism) defined by sending an element
a ∈ k to itself, sending any xi to x
p
i . Thus F (
∑
d cd · x
d) =
∑
d cd · x
p·d. Viewed
as a self-map of affine space An, F : An → An sends the n-tuple (a1, . . . , an) to
the n-tuple (ap1, . . . , a
p
n) (in other words, the inverse image of the maximal ideal
(x1 − a1, . . . , xn − an) is the maximal ideal (x1 − a
p
1, . . . , xn − a
p
n)).
Definition 1.4. Let A be a finitely generated commutative k-algebra and express
A in terms of generators and relations by k[x1, . . . , xn]/(p1, . . . pm). For any p(x) =∑
d cd · x
d ∈ k[x1, . . . , xn], set φ(p(x)) =
∑
d c
p
d · x
d ∈ k[x1, . . . , xn]; thus
φ : k[x1, . . . , xn] → k[x1, . . . , xn] is an isomorphism of algebras which is semi-linear
over k.
We define A(1) = k[x1, . . . , xn]/(φ(p1), . . . φ(pm)).
We define the Frobenius map to be the k-linear map given by
F : A(1) → A, xi 7→ (xi)
p,
where xi is the image of xi under either the projection k[x1, . . . , xn] ։ A
(1) or
the projection k[x1, . . . , xn] ։ A. Hence, if the ideal (p1, . . . pm) is generated by
elements in Fp[x1, . . . , xn] (i.e., if A is defined over Fp), then the Frobenius map is
an endomorphism F : A→ A.
To verify that F : A(1) → A is well defined, we observe that F (φ(p(x)) = (p(x))p
for any p(x) ∈ k[x1, . . . , xn], so that F ((φ(p1), . . . , φ(pm))) ⊂ (p1, . . . pm).
An intrinsic way to define A(1) is given in [33], which gives a quick way to show
that the definition of A(1) does not depend upon generators and relations. Namely,
A(1) is isomorphic as a k-algebra to the base change of A via the map φ : k → k
sending a ∈ k to ap.
One of the author’s favorite constructions is the following construction of Serge
Lang ([42]) using the Frobenius. Namely, if G is an affine group scheme over k
which is defined over Fp, then we have a morphism of affine k-schemes (but not of
affine group schemes)
1/F : G
id×F
→ G×G
id×inv
→ G×G
µ
→ G.
If G is a simple algebraic group over k, then G is defined over Fp and 1/F is a
covering space map of G over itself (i.e., 1/F is finite, etale), a phenomenon which
is not possible for Lie groups or linear algebraic groups over a field of characteristic
0.
We conclude this subsection with the example most relevant for our purposes,
namely the example of Frobenius kernels.
Definition 1.5. Let G be a linear algebraic group over k. Then for any positive
integer r, we define the r-th Frobenius kernel of G to be the affine group scheme
defined as the kernel of the r-th iterate of Frobenius, F r : G→ G(r). The functor
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associated to G(r) sends a finitely generated commutative k-algebra R to the kernel
of the r-th iterate of the Frobenius, F r : G(R)→ G(r)(R).
So defined, the coordinate algebra k[G(r)] of G(r) is the quotient of k[G] by the
pr-th power of the maximal ideal of the identity of G. (This quotient is well defined
for any field, but is a Hopf algebra if and only if k is of characteristic p.)
A good example is the r-th Frobenius kernel of GLN . We identify the functor
R 7→ GLN(r)(R) as sending R to the group (under multiplication) ofN×N matrices
with coefficients in R whose pr-th power is the identity matrix. In characteristic
p, if A,B are two such N × N matrices, then (A · B)p
r
= (Ap
r
) · (Bp
r
), so that
GLN(r)(R) is indeed a group.
1.4. Restricted Lie algebras. In his revolutionary work on continuous actions
(of Lie groups on real vector spaces), Sophus Lie showed that the continuous action
of a Lie group is faithfully reflected by its “linearization”, the associated action of
its Lie algebra. We may view the Lie algebra of a Lie group as the tangent space
at the identity equipped with a Lie bracket on pairs of tangent vectors which is
a “first order infinitesimal approximation” of the commutator of pairs of elements
of the group. Exponentiation sends a Lie algebra map to a neighborhood of the
identity in the Lie group.
This property of the Lie algebra to faithfully reflect the action of the Lie group
fails completely in our context of representation theory of affine group schemes over
a field of characteristic p. Instead, one should consider all “infinitesimal neighbor-
hoods” G(r) of the identity of G. Nevertheless, the Lie algebra g of G and its
representations play a central role in our considerations.
Definition 1.6. A Lie algebra g over k is a vector space equipped with a binary
operation [−,−] : g⊗g→ g satisfying [x, x] = 0 for all x ∈ g and the Jacobi identity
[x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0, ∀x, y, z ∈ g.
A Lie algebra is p-restricted if it has an additional “p-operation” [−][p] : g →
g which satisfies conditions (see [37]) satisfied by the p-th power of matrices in
glN = Lie(GLN) and by the p-th power of derivations of algebras (over a field of
characteristic p).
Any finite dimensional restricted Lie algebra g admits an embedding as a Lie
algebra into some glN such that the p-operation of g is the restriction of the p-
th power in glN . The subtlety here is that a Lie algebra is not equipped with an
associative multiplication (except, accidentally, for glN ). If g ⊂ glN is an embedding
of p-restricted Lie algebras, then the p-th power in glN of an element X ∈ g is again
in g and equals X [p] ∈ g.
Given an affine group scheme G over k, the Lie algebra g of G can be defined as
the space of G-invariant derivations of k[G], a Lie subalgebra of the Lie algebra of
all k-derivations of k[G]. Alternatively, g can be identified with the vector space of
k derivations X : k[G]→ k[G] based at the identity e ∈ G; in other words, elements
of g can be viewed as k-linear functionals on k[G] satisfying X(f ·h) = f(e)X(h)+
h(e)X(f), with bracket [X,Y ] defined to be the commutatorX◦Y −Y ◦X . Because
we are working over a field of characteristic p, the p-fold composition of such a
derivation X with itself is again a derivation based at e; sending X to this p-fold
composition, X 7→ X ◦ · · · ◦X , equips g with a p-operation.
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In other words, Lie(G) is a p-restricted Lie algebra. For example, for G = Ga,
the associated p-restricted Lie algebra ga is the 1-dimensional vector space k (whose
bracket necessarily is 0) and the p-operation sends any c ∈ k to 0. For G = Gm, the
associated Lie algebra is again the 1-dimensional vector space with trivial bracket,
but the p-operation sends a ∈ k to ap.
As a lead-in to Lecture II, we recall the definition of a p-restricted representation
of a restricted Lie algebra g. The “differential” of a representation of a group scheme
over k is a p-restricted representation of g = Lie(G)
Definition 1.7. Let g be a restricted Lie algebra over k. A p-restricted represen-
tation of g is a k-vector space V together with a k-bilinear pairing
g⊗ V → V, (X, v) 7→ X(v)
such that [X,Y ](v) = X(Y (v))−Y (X(v)) andX [p](v) equals the result of iterating
the action of X p-times, X(X(· · ·X(v)) · · · ).
Let U(g) denote the universal enveloping algebra of g, defined as the quotient
of the tensor algebra T ∗(g) = ⊕n≥0g⊗n by the ideal generated by the relations
X ⊗ Y − Y ⊗ X − [X,Y ] for all pairs X,Y ∈ g. Then the restricted enveloping
algebra of g, denoted here as in [39] by U [p](g), is the quotient of U(g) by the ideal
generated by the relations X⊗p −X [p] for all x ∈ g. If g has dimension n over k,
then U [p](g) is a finite dimensional k-algebra of dimension np.
A structure of a p-restricted representation of g on a k-vector space V is naturally
equivalent to a U [p](g)-module structure on V .
A good example is the “adjoint representation” of a restricted Lie algebra g.
Namely, we define g⊗g→ g sending (X,Y ) to X(Y ) ≡ [X,Y ]. The Jacobi identity
of g implies the condition that [X1, X2](Y ) = X1(X2(Y )) − X2(X1(Y )) and the
axioms of a p-operation imply that X [p](Y ) = [X, [X, . . . [X,Y ] . . .].
2. Lecture II: Algebraic representations
Following Lecture I which discussed finite groups, restricted Lie algebras, Frobe-
nius kernels, and algebraic groups (all of which we would include under the rubric
of “group-like structures”), this lecture discusses what are the algebraic represen-
tations of these objects. Our basic reference for this lecture is the excellent book
“Representations of Algebraic Groups” by J. Jantzen [39].
Here is the outline provided to participants attending this second lecture.
II.A Equivalent formulations of rational G-modules.
i.) For M finite dimensional, matrix coefficients;
ii.) Functorial actions;
iii.) Comodules for coalgebra;
iv.) Locally finite modules for hyperalgebra.
II.B Examples.
i.) Ga-modules, Gm-modules;
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ii.) Modules arising from (strict polynomial) functors;
iii.) Induced modules;
iv.) Abelian category.
II.C Weights arising from action of a torus;
i.) Borel’s theorem about stable vector for B solvable;
ii.) Highest weight of an irreducible;
iii.) H0(λ) and Weyl character formula;
iv.) Lusztig’s Conjecture.
II.D Representations of Frobenius kernels.
i.) General theory of representations of Artin algebras (e.g., Wederburn theorem;
injective = projective);
ii.) Special case of Ga(r);
iii.) G-modules and {G(r)}-modules.
Topics for discussion/project:
II.A Working out diagrams for checking properties of coaction. Examples of GLN -
actions which are not algebraic Investigating the action of the Lie algebra on M
associated to a rational action of G on M .
II.B Working out properties for the categories of finite dimensional and all rational
G-modules. Frobenius reciprocity.
II.C Discussion of roots for a simple algebraic group. Understanding of Weyl’s
character formula (for complex repns).
II.D Expanded investigation of Artin algebras. Discussion of representations of kE,
E elementary abelian. Lie algebra actions.
2.1. Algebraic actions. We are interested in the algebraic actions of the “group-
like” structures G discussed in the previous lecture on vector spaces V over our
chosen field k (which we take to be algebraically closed of characteristic p for some
prime p). A group action of G on V is a pairing
µ : G× V → V, (g, v) 7→ µ(g, v)
whose “adjoint” is the corresponding group homomorphism ρµ : G → Autk(V ).
For simplicity, we first assume that V is of some finite dimension N , so that ρµ
takes the form
ρµ : G → Autk(V ) ≃ GLN .
A discrete action is one for which no further requirement on ρµ is imposed other
than it be group homomorphism (on the k-points of G and GLN , thus of the
form G(k) → GLN (k)). A continuous action has the additional condition that
composition with each matrix function
Xi,j ◦ ρµ : G(k) ≃ GLN (k) → k, 1 ≤ i, j ≤ N
is continuous; for this to be meaningful, k must have a topology (e..g., for the fields
R, C which are of course of characteristic 0).
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Recall that the data of an affine scheme X (e.g., an affine group scheme) is
equivalent to that of its coordinate algebra k[X ], often called its algebra of “reg-
ular functions”. We view elements of k[X ] as “algebraic functions” from X to k;
more formally, an algebraic function is a function functorial with respect to maps
of finitely generated k-algebras. In other words, f ∈ k[X ] is equivalent to the fol-
lowing data: for any finitely generated commutative k-algebra A, a map of sets
Homk−alg(k[X ], A) → A (i.e., a function from the A points of X to A) which is
functorial with respect to A. (Observe that f ∈ k[X ] is recovered from this data
as the image of the identity Homk−alg(k[X ], k[X ]) → k[X ]; for any f and any A,
we send φ ∈ Homk−alg(k[X ], A) to the φ(f) ∈ A.)
Before we formulate the definition of an algebraic action of a general affine al-
gebraic group G on a k-vector space, we first consider algebraic actions of a linear
algebraic group. The definition below implicitly uses the Hilbert Nullstellensatz.
Definition 2.1. Let G be a linear algebraic group over k and V a finite dimensional
k-vector space of dimension N . Then an action µ : G×V → V of G on V is defined
to be algebraic (usually called “rational”) if each matrix coefficient of µ,
Xi,j ◦ ρµ : G(k) → GLN (k) → k, 1 ≤ i, j ≤ N,
is an element of k[G].
Example 2.2. We give a first example of an algebraic action. Further examples
will easily follow from alternative formulations in Proposition 2.3 of the algebraicity
condition of Definition 2.1.
Let G = GLn and let V be the elements of degree d in the polynomial algebra
k[x1, . . . , xn]. We define the group action
µ : GLn(k)× V → V, g · (x
d1
1 · · ·x
dn
n ) = (g · x1)
d1 · · · (g · xn)
dn ,
where
∑
i di = d and where g · xj =
∑
j Xi,j(g)xi. Thus, V is the d-fold symmetric
power Sd(kn) of the “defining representation” of GLn on k
n.
It is a good (elementary) exercise to verify that each matrix coefficient of µ is
an element of k[GLn].
We can argue similarly for exterior powers Λd(kn). For example, Λn(kn) is a
1-dimensional representation of GLn given by
µ : GLn(k)× k → k, g · v = det(g)v;
the algebraicity condition is simply that ρµ : GLn(k) → GL1(k) = k× ⊂ k is an
element of k[GLn]. Observe that this representation is “invertible”, in the sense
that µ−1 : GLn(k)× k → k, g · v = det(g)−1v is also algebraic.
We extend the definition of an algebraic action to encompass an affine group
scheme over k acting on an arbitrary k-vector space.
Proposition 2.3. Let G be an affine group scheme over k and V a k-vector space.
Then the following two conditions on a group action µ : G(k)× V → V are equiv-
alent.
(1) There exists a k-linear map ∆V : V → V ⊗ k[G] which provides V with the
structure of a k[G]-comodule; the pairing µ : G(k) × V → V is given by
sending (g, v) to ((1 ⊗ evg) ◦∆V )(v).
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(2) There exists a pairing of functors µ : G(−) × ((−) ⊗ V ) → (−) ⊗ V on
commutative k-algebras such that G(A)× (A⊗ V )→ A⊗ V is an A linear
action of G(A) for any commutative k-algebra A; the pairing µ : G(k)×V →
V is given by taking A = k.
Moreover, if is V is finite dimensional, say of dimension N , then the first two
conditions are equivalent to the condition:
(3) The adjoint of µ is a map G→ GLN of group schemes over k.
Furthermore, if G is a linear algebraic group and V has dimension N , then these
equivalent conditions are equivalent to the algebraicity condition of Definition 2.1.
We define an algebraic action of G on an arbitrary vector space V over k to be
one that satisfies the equivalent conditions (1) and (2).
Remark 2.4. We say that a group scheme G over k is a finite group scheme over
k if k[G] is finite dimensional (over k). For any finite group scheme G over k
and any k-vector space V , there is a natural bijection between comodule structures
∆V : V → V ⊗k[G] and module structures (k[G])#⊗V → V . Namely, we associate
to ∆V the pairing
(k[G])# ⊗ V
1⊗∆V→ (k[G])# ⊗ V ⊗ k[G]→ V,
where the second map is given by the evident evaluation (k[G])# ⊗ k[G]→ k.
Notation 2.5. If G is a finite group scheme over k, we denote by kG the algebra
(k[G])# and refer to kG as the group algebra of G. In [39], kG is called the
distribution algebra of G (of k-distributions at the identity) whenever G is an
infinitesimal group scheme (i.e., whenever G is a connected, finite group scheme).
If G is a linear algebraic group over k we denote by kG the colimit lim
−→r
kG(r)
and refer to this algebra as the group algebra of G; once again, this is called the
distribution algebra of G by Jantzen in [39]; it also is called the hyperalgebra of G
by many authors (e.g., [56]).
2.2. Examples. Now, for some more examples.
Example 2.6. (1) Take G to be any affine group scheme. Then the coproduct
∆G : k[G] → k[G]⊗k[G] determines the right regular action µ : G×G→ G
(where the first factor of G × G is the object acted upon and the second
factor is the group acting).
(2) Take G = Ga(r) for some r > 0. Then k[Ga(r)] equals k[T ]/T
pr with linear
dual kGa(r) = k[u0, . . . , ur−1]/({u
p
i }); we identify ui as the k-linear map
sending T n to 0 if n 6= pi and sending T p
i
to 1. Since k[u0, . . . , ur−1]/({u
p
i })
can be identified with the group algebra of the elementary abelian p-group
(Z/pZ)×r , we conclude a equivalence of categories between the category of
Ga(r)-representations and the category of representations of (Z/pZ)
×r on
k-vector spaces.
(3) Take G = Ga, with k[Ga] = k[T ] and consider
kGa ≡ lim−→
r
(k[Ga(r)])
#) = k[u0, . . . , un, . . .]/({u
p
i , i ≥ 0}).
Then an algebraic action of Ga on V is equivalent to the data of infinitely
many p-nilpotent operators ui : V → V which pair-wise commute such that
for any v ∈ V there exist only finitely many ui’s with ui(v) 6= 0.
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(4) Take G = Gm, with coordinate algebra k[Gm] ≃ k[T, T−1]. A k[Gm]-
comodule structure on V has the form
∆V : V → V ⊗ k[Gm], v 7→
∑
n∈Z
pn(v)⊗ T
n.
where each pn : V → V is a k-endomorphism of V . One checks that∑
n pn = idV , pm ◦ pn = δm,npn which implies that V =
⊕
n∈Z Vn where
Vn = {v ∈ V : ∆V (v) = v⊗T n}. For v ∈ Vn, a ∈ Gm(k) = k× acts by send-
ing v to T n(a) ·v = an ·v. In particular, Vn is a direct sum of 1-dimensional
irreducible Gm-modules whose isomorphism class is characterized by n ∈ Z,
the power through which k× acts.
It is useful to view the action of Gm on some 1-dimensional irreducible
Gm-module as the composition of a homomorphism λ : Gm → Gm with the
defining action of Gm on k. Such a homomorphism (or character) is given
by a choice of n ∈ Z (corresponding to the map on coordinate algebras
k[T, T−1]→ k[T, T−1] sending T to T n). See Definition 2.7 below.
(5) Take G = GLn and fix some d > 0. Consider ρ : GLn → GLN (corre-
sponding to an action of GLn on a vector space of dimension N) with the
property that Xi,j ◦ ρ : GLn → k extends to a function GLn ⊂ An
2
→ k
which is a homogeneous polynomial of degree d in the n2 variables of An
2
for some d > 0 independent of (i, j). Such an action is said to be a poly-
nomial representation homogeneous of degree d of GLn (of rank N). This
generalizes the examples of Example 2.2.
We next recall the definition of the character group X(G) of G, extending the
discussion of Example 2.6.4. For our purposes, the diagonalizable affine group
schemes of most interest are (split) tori T (isomorphic to some product of Gm’s)
and their Frobenius kernels.
Definition 2.7. Let G be an affine group scheme over k. A character of G is a
homomorphism of group schemes over k, λ : G → Gm. Using the abelian group
structure of Gm, the set of characters of G inherits an abelian group structure which
is denoted by X(G).
An affine group scheme G is said to be diagonalizable if its coordinate algebra
k[G] is isomorphic as a Hopf algebra to the group algebra kΛ, where Λ = X(G) is
the character group of G. (Here, the coproduct on kΛ is given by λ 7→ λ⊗ λ.)
For example, Gm is a diagonalizable group scheme over k with coordinate algebra
k[Gm] ≃ kZ.
Proposition 2.8. Let G be a diagonalizable group scheme with character group
Λ. Then an algebraic representation of G on a k-vector space V has a natural
decomposition as a direct sum, V ≃
⊕
λ∈Λ Vλ, where Vλ = {v ∈ V : g · v =
λ(g) · v, ∀g ∈ G}.
One important construction which produces algebraic representations is “induc-
tion to G from a closed subgroup H ⊂ G”. This is sometimes called “co-induction”
by ring theorists.
Definition 2.9. Let G be an affine group scheme and H ⊂ G a closed subgroup
scheme (i.e., the coordinate algebra ofH is the quotient of k[G] by a Hopf ideal). Let
H×W → W be an algebraic representation of H . Then the induced representation
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indGH(W ) has underlying vector space given by (k[G]⊗W )
H , the elements of k[G]⊗
W fixed under the diagonal action of H acting on k[G] through the right regular
representation and on W as given; the G action G × (k[G] ⊗W )H is given by the
left regular representation on G.
2.3. Weights for G-modules. If G is a linear algebraic group over k, then a Borel
subgroup of G is a maximal solvable, closed, connected algebraic subgroup. With
our standing hypothesis that k is algebraically closed, all such Borel subgroups
B ⊂ G are conjugate in G. Any maximal torus T of G (i.e., a product of Gm’s of
maximal rank) is contained in some Borel B ⊂ G and maps isomorphically onto
the quotient of B by its unipotent radical U ; thus B ≃ U ⋊ T .
Definition 2.10. Let G be a linear algebraic group, T ⊂ G a maximal torus,
ℓ the rank of T (so that T ≃ G×ℓm ). Let V be a G-module (i.e., an algebraic
representation of G on the k-vector space V ). Then the set of weights of V are
those characters λ ∈ X(T ) with the property that the decomposition of V as a
T -module has non-zero λ-eigenspace (i.e., Vλ 6= 0).
If G is unipotent (for example, the algebraic subgroup of GLN of upper tri-
angular matrices with 1’s on the diagonal), then its maximal torus is simply the
identity group. However, for G simple (or, more generally for G reductive), this
concept of the weights of a representation is the key to parametrizing the irreducible
representations of G as stated in Proposition 2.12.
Definition 2.11. Let G be an affine group scheme over k. A non-zero G-module V
(given by an algebraic action µ : G×V → V ) is said to be irreducible if V contains
no non-trivial G submodule; in other words, the only k[G]-comodules contained in
V are 0 and V itself.
A non-zero G-module V is said to be indecomposable if there do not exist two
non-zero G submodules V ′, V ′′ of V such that V ≃ V ′ ⊕ V ′′.
We remind the reader that a reductive algebraic group over k is a linear algebraic
group whose maximal connected, normal, unipotent subgroup is trivial. Every
reductive algebraic group over k is defined over Fp.
Proposition 2.12. Let G be a reductive algebraic group over k, B ⊂ G a Borel
subgroup, and T ⊂ B a maximal torus. There is a 1-1 correspondence between
the dominant weights X(T )+ ⊂ X(T ) and (isomorphism classes of) irreducible G-
modules. Namely, to a dominant weight λ, one associates the irreducible G-module
(2.12.1) Lλ ≡ socG(ind
G
B(kλ))
(where the socle of a G-module is the direct sum of all irreducible G-submodules).
Here, kλ is the 1-dimensional B-module with algebraic action B×kλ → kλ sending
(b, a) to λ(b)a, where b ∈ T is the image of b in the quotient B ։ T and T×kλ → kλ
has adjoint λ : T → Gm. Moreover, the canonical map indGB(kλ)→ kλ identifies kλ
with the (1-dimensional) λ-weight space of indGB(kλ), and λ is the unique highest
weight of indGB(kλ) and of Lλ.
Although indGB(kλ) as in Proposition 2.12 is indecomposable, the inclusion Lλ ⊂
indGB(kλ) is an equality only for “small” λ.
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2.4. Representations of Frobenius kernels. In this subsection, G will denote
a linear algebraic group over k. We briefly investigate the algebraic representations
of the group scheme G(r) ≡ ker{F
r : G→ G(r)}.
Proposition 2.13. For any r > 0, the coordinate algebra k[G(r)] of G(r) is a finite
dimensional, local (commutative) k-algebra. Moreover, as a G(r) representation,
k[G(r)] is isomorphic to its k-linear dual kG(r). Consequently, in the category
of k[G(r)]-comodules (naturally isomorphic to the category of kG(r)-modules), an
object is injective if and only if it is projective.
For r = 1, kG(1) is isomorphic as an algebra to the restricted enveloping algebra
of Lie(G) (see Definition 1.7).
We remark that since kG(r) is a finite dimensional k-algebra which is injective
as an algebra over itself, many standard techniques for studying the representation
theory of Artin algebras over k apply. Of course, kG(r) has more structure: it is a
cocommutative Hopf algebra.
For simplicity, assume G is defined over the prime field Fp (which means that the
Hopf algebra k[G] arises as the base change of a Hopf algebra over Fp, k[G] = k⊗Fp
Fp[G]). This assumption enables us view the Frobenius map as an endomorphism
of G, F : G→ G.
Definition 2.14. Given an algebraic action µ : G × V → V of an affine group
scheme G on a k-vector space V , we define the (first) Frobenius twist V (1) of V to
be the k-vector space whose underlying abelian group equals that of V and whose
k-linear action is given by c · v(1) = (cpv(1))(1), for c ∈ k, v(1) ∈ V ; the algebraic
action of G on V (1) is defined as
µ(1) ◦ (F × 1) : G× V (1) → G(1) × V (1) → V (1).
We inductively define V (r+1) to be (V (r))(1) for any r ≥ 0.
Since G(r) is the kernel of F
r, we immediately conclude that the action of G(r)
on V (r) is trivial.
Example 2.15. Let G be a simply connected, semi-simple algebraic group over
k and consider the irreducible G-module L(λ) of highest weight λ. The Steinberg
tensor product theorem [55] asserts that
(2.15.1) L(λ) ≃ L(λ1)⊗ L(λ2)
(1) ⊗ · · · ⊗ L(λs)
(s)
where λ =
∑s
i=0 p
iλi and each λi is a p-restricted dominant weight. The condition
that λ be restricted is defined combinatorially, but is equivalent to the condition
that L(λ) restricts to an irreducible G(1)-module.
In other words, each irreducible G-module is a tensor product of Frobenius twists
of G-modules which arise as irreducible restricted representations of U [p](g).
Example 2.15 emphasizes that restricting a G-module V to kG(1) (we view this
as taking the first order approximation of the G-action) loses enormous amount of
information: for example, irreducible G-modules Lλ, Lλ′ have isomorphic restric-
tions to kG(1) if and only if λ− λ
′ can be written as a difference of p-multiples of
dominant weights.
The following theorem of J. Sullivan in [56] reveals the close connection of the
representation theory of the family {G(r), r > 0} of algebras with the rational
representations of G. Recall that if A is a k-algebra and M is an A-module, then
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M is said to be locally finite if each finite dimensional subspace of M is contained
in some finite dimensional A-submodule of M .
Theorem 2.16. Let G be a simply connected, simple algebraic group over k. Then
there is an equivalence of categories between the category of G-modules and locally
finite modules for the k-algebra lim
−→r
kG(r).
3. Lecture III: Cohomological support varieties
In this lecture we provide a quick overview of the theory of cohomological sup-
port varieties for finite groups, p-restricted Lie algebras, and finite group schemes.
In the lecture, the author discussed a comparison between one formulation of coho-
mological support varieties for linear algebraic groups and the theory discussed in
the final lecture (i.e., Lecture IV) using 1-parameter subgroups. In the text below,
we briefly discuss very recent computations for unipotent linear algebraic groups.
We begin with the outline prepared in advance of the lectures, an outline which
does not well summarize the text which follows.
III.A Indecomposable versus irreducible.
i.) examples of semi-simplicity;
ii.) examples of (Z/p)×n;
iii.) concept of wild representation type.
III.B Derived functors.
i.) left exact functors, (−)G = HomG−mod(k,−);
ii.) injective resolutions and right derived functors;
iii.) Ext1G(k,M);
iv.) representation of ExtiG(k,M) as equivalence classes of extensions.
III.C Commutative algebras and affine varieties.
i.) SpecA, the prime ideal spectrum;
ii.) elementary examples;
iii.) SpecH•(G, k);
iv.) (Krull) dimension and growth;
v.) SpecH•(G, k)/ann(Ext∗G(M,M));
vi.) Quillen’s stratification theorem.
vii.) Carlson’s conjecture for G = (Z/p)×n.
III.D Linear algebraic groups.
i.) H∗(Ga, k);
ii.) H•(U3, k)red;
iii.) Definitions of V coh(G), V coh(G)M .
Topics for discussion/projects:
III.A Presentation of finite/tame/wild representation type. Presentation of families
of indecomposable (Z/p)×2-modules.
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III.B Exposition of representation of ExtiG(N,M) by extension classes. Discussion
of other derived functors. Project on spectral sequences.
III.C Discussion of algebraic curves over k. Hilbert Nullstellensatz. Computation
of H∗((Z/p)×n, k).
III.D Open questions about detection modulo nilpotents and finite generation.
3.1. Indecomposable versus irreducible. We revisit the distinction between
irreducible and indecomposable as defined in Definition 2.11.
Let R be a (unital associative) ring and consider two left R-modulesM,N . Then
an extension ofM by N is a short exact sequence 0→ N → E →M → 0 of left R-
modules. We utilize the equivalence relation on such extensions for fixed R-modules
M,N as the equivalence relation generated by commutative diagrams of R-modules
of the form
(3.0.1)
0 // N
=

// E

// M
=

// 0
0 // N // E′ // M // 0
relating the upper extension to the lower extension. The set of such extensions of
M by N form an abelian group denoted Ext1R(M,N). Cohomology groups (i.e.,
Ext-groups) at their most basic level are invariants devoted to detecting inequiv-
alent extensions. Rather than give information about basic building blocks (i.e.,
irreducible R-modules), cohomology can be used to show that a pair of indecom-
posable R-modules with the same irreducible “constituents” are not isomorphic.
For some purposes, one “kills” such extensions by considering the Grothendieck
group K ′0(R) defined as the free abelian group on the set of isomorphism classes
of left R-modules modulo the equivalence relation E ∼ M ⊕ N whenever E is an
extension of M by N . This construction eliminates the role of cohomology. Said
differently, if R satisfies the condition that every R-module splits as a direct sum of
irreducible modules, then (positive degree) cohomology groups ExtiR(M,N) vanish.
Rather than consider an abelian category of R-modules, we shall consider the
abelian category Modk(G) of G-modules for an affine group scheme G over k. If
k[G] is finite dimensional over k, then Modk(G) is isomorphic to the category
Mod(R) of left R-modules, where R = kG; for any affine group scheme, Modk(G)
is equivalent to the abelian category of k[G]-comodules.
The representation theory of G is said to be semi-simple if every indecompos-
able G-module is irreducible.
Example 3.1. (1) Let G be a diagonalizable affine group scheme as in Defi-
nition 2.7. Then the representation theory of G is semi-simple.
(2) LetG be the finite group Z/p; the coordinate algebra of Z/p equalsHomsets(Z/p, k)
whose dual algebra is the group algebra kZ/p = k[x]/(xp − 1) ≃ k[t]/tp.
There are p distinct isomorphism classes of indecomposable Z/p-modules,
represented (as modules for k[t]/tp) by the quotients k[t]/ti, 1 ≤ i ≤ p of
k[t]/tp. Only the 1-dimensional “trivial” kG-module k is irreducible.
(3) LetG = GLn(1), so that kG ≃ U
[p](gln) and let V = S
p(kn) ≃ k[x1, . . . , xn]p
denote the p-fold symmetric power of the defining representation kn of
GLn (see Example 2.2). Consider the subspace W ⊂ V spanned by
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{xp1, . . . , x
p
n}. Then W is a G-submodule of V , but there does not exist
another G-submodule V ′ ⊂ V such that V ≃W ⊕ V ′.
In some sense, the “ultimate goal” of the representation theory of G is the
description of all isomorphism classes of indecomposableG-modules (as forG = Z/p
in Example 3.1.2.) However, this goal is far too optimistic. Even for G = Z/p×r (for
r ≥ 3; for p > 2, we need only that r ≥ 2), the representation theory of G is “wild”,
a condition which can be formulated as the condition that the abelian category of
the finite dimensional representations of any finite dimensional k-algebra Λ can be
embedded in the abelian category modk(G) of finite dimensional G-modules. (See,
for example, [9].)
3.2. Derived functors. We assume that the reader is familiar with the basics of
homological algebra. We refer the reader to C. Weibel’s book “An Introduction to
Homological Algebra” [62] for background. In our context, the role of cohomology
is to give information about the structure of indecomposable G-modules, structure
that arises by successive extensions of irreducible G-modules.
The following proposition (see [39]) insures that the abelian category Modk(G)
has enough injectives, thereby enabling the formulation of the ExtiG(M,N) groups
as right derived functors of the functor
HomG(M,−) :Modk(G) → (Ab)
from the abelian category of G-modules to the abelian category of abelian groups.
(Indeed, this functor takes values in the abelian category of k-vector spaces.) As
mentioned in the introduction, for “most” linear algebraic groups G, Modk(G) has
no non-trivial projectives [19] so that we can not define Ext∗G(−,−)-groups by using
a projective resolution of the contravariant variable.
Proposition 3.2. Let G be an affine group scheme over k. Then k[G] (with G-
action given as the left regular representation) is an injective G-module. Moreover,
if M is any G-module, then M admits a natural embedding M →֒ M ⊗ k[G] and
M ⊗ k[G] is an injective G-module.
Definition 3.3. Let G be an affine group scheme over k. For any pair of G-modules
M,N and any i ≥ 0, we define
ExtiG(M,N) ≡ (R
i(HomG(M,−)))(N),
the value of the i-th right derived functor of HomG(M,−) applied to N .
In particular, one has the graded commutative algebra H∗(G, k) ≡ Ext∗G(k, k).
For p = 2, H∗(G, k) is commutative. For p > 2, we consider the commutative
subalgebra H•(G, k) ⊂ H∗(G, k) generated by cohomology classes of even degree is
a commutative k-algebra; for p = 2, we set H•(G, k) equal to the commutative k-
algebraH∗(G, k). An important theorem of B. Venkov [60] and L. Evens [20] asserts
that H∗(G, k) is finitely generated for any finite group G; this was generalized to
arbitrary finite group schemes by A. Suslin and the author [33].
Remark 3.4. One can describe ExtnG(M,N) as the abelian group of equivalence
classes of n-extensions of M by N (cf. [43, III.5]), where the equivalence relation
arises by writing an n-extension as a composition of 1-extensions and using pushing
forward and pulling back of 1-extensions.
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3.3. The Quillen variety |G| and the cohomological support variety |G|M .
In what follows, if A is a finitely generated commutative k-algebra (such asH•(G, k)
with grading ignored), then we denote by SpecA the affine scheme whose set of
points is the set of prime ideals of A equipped with the Zariski topology and whose
structure sheaf OSpecA is a sheaf of commutative k-algebras whose value on SpecA
is A itself. For A = H•(G, k), we denote by |G| the topological space underlying
SpecH•(G, k); in other words, we ignore the structure sheaf OSpecA on G.
The Atiyah-Swan conjecture for a finite group G states that the growth of a
minimal projective resolution of k as a G-module should be one less than the largest
rank of elementary p-subgroup E ≃ (Z/p)×r ⊂ G. This growth can be seen to equal
the Krull dimension of H•(G, k).
Daniel Quillen proved this conjecture and much more by introducing geometry
into the study of H∗(G, k). A simplified version of Quillen’s main theorem is the
following. Following Quillen, we let E(G) be the category of elementary abelian p-
groups of G whose Hom-sets HomE(E,E
′) consist of group homomorphisms E →
E′ which can be written as a composition of an inclusion followed by conjugation
by an element of G.
Theorem 3.5. Let G be a finite group. If ζ ∈ H∗(G, k) is not nilpotent, then there
exists some elementary abelian p-subgroup E ≃ (Z/p)×r ⊂ G such that ζ restricted
to H∗(E, k) is non-zero.
Furthermore, the morphisms SpecH•(E, k) → SpecH•(G, k) are natural with
respect to E ∈ E(G) and determine a homeomorphism
lim
−→
E<G
|E|
∼
→ |G|.
This is a fantastic theorem. Before Quillen’s work, we knew very little about
computations of group cohomology and this theorem applies to all finite groups.
However, it actually does not compute any of the groups Hi(G, k) for i > 0. For
example, Hi(GL2n(Fpd), k) = 0, 1 ≤ i ≤ f(n, d) with lim−→d
f(n, d) = ∞. On the
other hand, Theorem 3.5 tells us that the Krull dimension of H•(GL2n(Fpd), k)
equals d · n2, for this is the rank of the largest elementary abelian p-group inside
GL2n(Fpd).
J. Alperin and L. Evens initiated in [2] the study of the growth of projective
resolutions for an arbitrary finite dimensional kG-module for a finite group G (ex-
tending Quillen’s theorem for the trivial k-module k) . This led Jon Carlson in [11]
to introduce the following notion of the support variety of a finite group.
Definition 3.6. Let G be a finite group and denote by |G| the space (with the
Zariski topology) underlying SpecH•(G, k). For any finite dimensional kG-module
M , denote by I(M) ⊂ H•(G, k) the ideal of those elements α such that α acts as
0 on Ext∗G(M,M). The cohomological support variety |G|M is the closed subset of
|G| defined as the “zero locus” of I(M). In other words,
|G|M = SpecH
•(G, k)/I(M) ⊂ |G|.
We remark that the ideal I(M) of Definition 3.6 is equal to the kernel of the
natural map of graded k-algebras H∗(G, k) → Ext∗G(M,M) given in degree n by
tensoring an n-extension of k by k by M to obtain an n-extension of M by M .
The following theorem states two of Carlson’s early results concerning support
varieties, both of which have subsequently been shown to generalize to all finite
group schemes. The second result is especially important (as well as elegant).
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Theorem 3.7. (J. Carlson, [12]) Let G be a finite group.
(1) If M is a finite dimensional indecomposable G-module, then the projec-
tivization of |G|M is connected.
(2) Let C ⊂ |G| be a (Zariski) closed, conical subvariety of |G|. Once given a
choice of generators for the ideal in H•(G, k) defining C, one can explicitly
construct a finite dimensional kG-module MC such that |G|MC ≃ C.
Following the development of the theory of support varieties for finite groups,
various mathematicians considered the generalization of the theory to other “group-
like” structures as mentioned in the introduction.
Definition 3.6 can be repeated verbatim for an arbitrary finite group scheme.
More interesting, a “representation theoretic model” for |G|M has been developed
for any finite group scheme. This began with the model Np(g)M of |G|M in terms of
the p-nilptent cone Np(g) for a finite dimensional U [p](g)-module M , where g is an
an arbitrary finite dimensional p-restricted Lie g. This was extended to the model
V (G(r))M in terms of infinitesimal 1-parameter subgroups of G for any infinitesimal
group scheme G(r) in the work of A. Suslin, C. Bendel, and the author. Finally,
in the work of the author and J. Pevtsova, a model Π(G) isomorphic to |G|M was
formulated in terms of equivalence classes of π-points. (See Definition 4.7 in the
next lecture.)
These geometric models for |G|M play an important role in proving the following
properties of support varieties for these various “group-like” structures.
Theorem 3.8. Let G be a finite group scheme over k, and let M,N be finite
dimensional G-modules.
(1) |G|M = 0 if and only if M is a projective G-module if and only if M is an
injective G-module.
(2) |G|M⊕N = |G|M ∪ |G|N .
(3) |G|M⊗N = |G|M ∩ |G|N .
(4) For any short exact sequence 0→M1 →M2 →M3 → 0 and any permuta-
tion σ of {1, 2, 3}, |G|σ(1) ⊂ |G|σ(2) ∪ |G|σ(3).
The theory of support varieties has not only given information about the repre-
sentation theory of G but also has led to new classes of modules. We mention the
“modules of constant Jordan type” introduced by J. Carlson, J. Pevtsova, and the
author [13] based on the “well-definedness of maximal Jordan type” established by
J Pevtsova, A. Suslin, and the author [32]. We point out the paper of J. Calrson, Z.
Lin, and D. Nakano [15] which gives an interesting relationship between the coho-
mological support variety for G(Fp) and for G(1) for finite dimensional G-modules
with G equal to some simple algebraic group.
Remark 3.9. If G is a linear algebraic group, then we face the following daunt-
ing problems in adopting the techniques of cohomological support varieties to the
representation theory of linear algebraic groups.
• If G is a simple algebraic group, then Hi(G, k) vanishes in positive dimen-
sions by the vanishing theorem of G. Kempf [40].
• On the other hand, if U is a non-trivial linear algebraic group which is
unipotent, then H•(G, k) is not finitely generated.
• We are unaware of a result which can play the role of Quillen’s detection
theorem stating that cohomology of a finite group is detected modulo nilpo-
tents on elementary subgroups (see Theorem 3.5).
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In recent work, the author has explored unipotent algebraic groups with the
view that, unlike simple algebraic groups, these should have “enough cohomology”.
Unfortunately, this appear not to be the case even for the Heisenberg group U3 ⊂
GL3 of upper triangular elements. A tentative framework has been developed by
the author in which a cohomological support theory M 7→ V coh(G)M is formulated
using a continuous approximation of the rational cohomology H•(G, k) of a linear
algebraic group G. This naturally maps to the support theory M 7→ V (G)M
discussed in Lecture IV provided that G is of “exponential type”. For G = Ga,
this map is an isomorphism for all finite dimensional Ga-modules. However, even
for the Heisenberg group U3, the two theories are quite different. For example, the
image of V coh(G)M → V (G)M is contained in the G-invariants of V (G).
4. Lecture IV: Support varieties for linear algebraic groups
In his final lecture, the author presented his construction M 7→ V (G)M of sup-
port varieties for G-modulesM , where G is a linear algebraic group “of exponential
type”. The beginnings of this theory can be found in [21] and some applications in
[23]. The theory succeeds in that the support varieties defined here extend those for
infinitesimal kernels, have many of the expected properties (see Theorem 4.13), and
are formulated intrinsically for those linear algebraic groups for which the theory
applies. One interesting aspect of this theory is that it leads to new and apparently
interesting classes of (infinite-dimensional) G-modules.
One failure of the theory we present is that there are G-modules M which are
not injective but for which V (G)M = 0. We hope that this theory will be refined,
perhaps using “formal 1-parameter subgroups” mentioned at the end of this lecture.
As for the first three lectures, we begin by providing the outline of this fourth
lecture given to participants.
IV.A 1-parameter subgroups.
i.) Group homomorphisms Ga → G;
ii.) Examples of Ga and GLN ;
iii.) Springer isomorphisms and groups of exponential type;
iv.) SFB for G(r).
IV.B Linear algebraic groups of exponential type.
i.) Definitions; Sobaje’s theorem;
ii.) p-nilpotent operator αB;
iii.) Jordan types.
IV.C Support varieties.
i.) V (G), V (G)M ;
ii.) Example of Ga;
iii.) Properties.
IV.D Special modules.
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i.) Mock injective modules;
ii.) Mock trivial modules;
iii.) Modules for realization of subspaces of V (G).
IV.E Some open problems.
i.) Formal 1-parameter subgroups and injectivity;
ii.) Finite generation of cohomology of sub-coalgebras;
iii.) Detecting rational cohomology modulo nilpotents.
Topics for discussion/projects:
IV.A Work through the exponential map for GLN ; work through some details of
proofs found in [57], [58].
IV.B Investigate 1-parameter groups for Sp2n.
IV.C Work out examples for Ga, for induced modules, for homogeneous varieties.
IV.D Investigate the question of what C ⊂ V (G) can be realized as V (G)M for
some (possibly infinite dimensional) G-module M .
4.1. 1-parameter subgroups. In this subsection, we discuss 1-parameter sub-
groups of linear algebraic groups. These 1-parameter subgroups might more for-
mally be called unipotent 1-parameter subgroups. After giving the definition and
some examples, we give the definition of a linear algebraic group of exponential
type. For such a group G, the set V (G) of 1-parameter subgroups is the set of
k-points of an ind-scheme C∞(Np(g)) defined in terms of the restricted Lie algebra
g of G. As we mention, most of the familiar linear algebraic groups are groups of
exponential type.
We begin by recalling from [57] the affine scheme Vr(G) of height r infinitesimal
1-parameter subgroups of an affine group scheme G over k.
Definition 4.1. Let G be an affine group scheme over k and r a positive integer.
Then the functor sending a commutative k-algebrasA to the set of morphisms (over
SpecA) of group schemes of the form Ga(r),A → GA is representable by an affine
group scheme Vr(G). Here, GA is the base change G×Speck SpecA of G.
In particular, Vr(G)(k) is the set of height r infinitesimal 1-parameter subgroups
µ : Ga(r) → G.
For any affine group scheme G over k, Vr(G) = Vr(G(r)).
Definition 4.2. Let G be a linear algebraic group over k. Then a 1-parameter
subgroup is a morphism of group schemes over k of the form ψ : Ga → G. We
denote by V (G) the set of 1-parameter subgroups of G.
Restriction toG(r) determines a natural map V (G) → (Vr(G))(k) = (Vr(G(r))(k)
from V (G) to the set of infinitesimal 1-parameter subgroups Ga(r) → G, the set of
k-points of the affine scheme V (G(r)) of Definition 4.1.
Example 4.3. (1) Take G = Ga. A 1-parameter subgroup Ga → Ga is deter-
mined by a map of coordinate algebras k[T ] ← k[T ] given by sending T
to an additive polynomial; namely a polynomial of the form
∑
i≥0 aiT
pi.
(The condition that the map k[T ] ← k[T ] sending T to p(T ) is a map
of Hopf algebras is equivalent to the condition that p(T ) be of this form.)
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Thus, V (Ga) is the set of k-points of the affine ind-scheme A
∞, the set of
all sequences a = (a0, a1, . . . , an, . . . ) with the property that aN = 0 for N
sufficiently large (i.e., “finite sequences”).
(2) Take G = GLN . Then a 1-parameter subgroup ψ : Ga → GLN has asso-
ciated map on coordinate algebras k[{Xi,j}, det
−1] → k[T ] which must be
compatible with the coproducts ∆GLN and ∆Ga . As shown in [57], such a 1-
parameter subgroup corresponds to a a finite sequenceA = (A0, A1, . . . , AN , . . .)
of p-nilpotent N ×n matrices (i.e., p-nilpotent elements of glN ) which pair-
wise commute. To such a finite sequence A, the associated 1-parameter
subgroup is the morphism of algebraic groups∏
i≥0
expAi ◦ F
i : Ga → Ga → GLN , r ∈ R 7→
∏
i≥0
expAi(r
pi) ∈ GLN (R),
where
expA(s) = 1 + s · A+ (s
2/2) ·A2 + · · ·+ (sp−1/(p− 1)!) ·Ap−1.
Thus, V (GLN ) is the set of affine k points of the ind-scheme C∞(Np(glN )) =
lim
−→r
Cr(Np(glN )), where Cr(Np(glN )) ≃ Vr(GLN ) represents the functor of
r-tuples of p-nilpotent, pair-wise commuting N ×N matrices.
Definition 4.4. Let g be a finite dimensional restricted Lie algebra over k. Denote
by Np(g) the subvariety of g (viewed as an affine space) consisting of X ∈ g with
X [p] = 0. We define the affine k-scheme Cr(Np(g)) to be the subvariety of (Np(g))×r
consisting of r-tuples (B0, . . . , Br) satisfying
[Bi, Bj ] = B
[p]
i = B
[p]
j = 0, 0 ≤ i, j ≤ r.
We define C∞(Np(g)) to be the ind-scheme lim−→
Cr(Np(g)).
Our construction of support varieties only applies to a linear algebraic group
G which is of exponential type. This condition is the condition that V (G) can
be naturally identified with the set of k points of C∞(Np(g)) as is the case for
G = GLN . The following definition of [22] is an extension of the concept in [57] of
an embedding G ⊂ GLN of exponential type.
Definition 4.5. Let G be a linear algebraic group over k with Lie algebra g. A
structure of exponential type on G is a morphism of k-schemes
(4.5.1) E : Np(g)×Ga → G, (B, s) 7→ EB(s)
such that
(1) For each B ∈ Np(g)(k), EB : Ga → G is a 1-parameter subgroup.
(2) For any pair of commuting p-nilpotent elements B,B′ ∈ g, the maps
EB, EB′ : Ga → G commute.
(3) For any commutative k-algebraA, any α ∈ A, and any s ∈ Ga(A), Eα·B(s) =
EB(α · s).
(4) Every 1-parameter subgroup ψ : Ga → G is of the form
EB ≡
r−1∏
s=0
(EBs ◦ F
s)
for some r > 0, someB ∈ Cr(Np(g)); furthermore, Cr(Np(g))→ Vr(G), B 7→
EB ◦ ir is an isomorphism for each r > 0.
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A linear algebraic group over k which admits a structure of exponential type is
said to be a linear algebraic group of exponential type.
Moreover, a closed subgroup H ⊂ G is said to be an embedding of exponential
type if H is equipped with the structure of exponential type given by restricting
that provided to G; in particular, we require E : Np(g) × Ga → G to restrict to
E : Np(h)×Ga → H .
Up to isomorphism, if such a structure exists then it is unique.
Example 4.6. There are many examples of linear algebraic groups of exponential
type.
(1) Any classical simple linear algebraic group G over k (i.e., of type A,B,C
or D) and the unipotent radical of any parabolic subgroup defined of such
a group G over Fp as remarked in [57].
(2) Any simple linear algebraic group G provided that p is separably good for
G (see [54]).
(3) Any term of the lower central series of the unipotent radical of a parabolic
subgroup defined over Fp of a simple algebraic group G, provided p is
separably good for G (see [52] plus [54]).
4.2. p-nilpotent operators. We begin this subsection by briefly recalling the the-
ory of π-points for finite group schemes developed by J. Pevtsova and the author.
If G is a linear algebraic group over k and M a rational G(r)-module, then the
geometric formulation Vr(G(r))M of |G(r)|M is obtained by associating to every
point of Vr(M) a p-nilpotent operator on M . In the following definition, we use
field extensions K/k to capture the scheme structure of Vr(G(r))M .
Definition 4.7. Let G be a finite group scheme with group algebra kG (the k-linear
dual to the coordinate algebra k[G]). Then a π-point is a left flat K-linear map of
algebras αK : K[t]/T
p → KG for some field extension K/k with the property that
αK factors through KCK → KG for some unipotent subgroup scheme CK ⊂ GK .
For a suitable equivalence relation on π-points, the set of equivalence classes of
π-points of G is naturally identified with the set of non-tautological homogeneous
prime ideals of H•(G, k). Indeed, one can put a scheme structure Π(G) on equiva-
lence classes of π-points which is formulated in terms of the category of G-modules
(and not using homological algebra) so that Π(G) is isomorphic to ProjH•(G, k)
as a k-scheme [29].
For any G-moduleM , the “local action” onM at the π-point α : K[t]/T p → KG
is the action of αK∗(T ) on MK ≡M ⊗K (equivalently, the action of T ∈ k[T ]/T
p
on α∗K(MK)).
For any G-module M , the “Π-support variety” Π(G)M of M consists of those
equivalence classes of π-points α : K[t]/T p → KG for which α∗(MK) is not free as
a K[T ]/T p-module.
The fact that Π(G)M is well defined (that the condition that an equivalence of
class of π-points can be tested on any representative of that equivalence class) was
justified by the work of J. Pevtsova, and the author in [28].
The following definition of “local action” of G(r) on M at an infinitesimal 1-
parameter subgroup is implicit in [58].
Definition 4.8. Let G be a linear algebraic group of exponential type, let B =
(B0, . . . , Br−1) be a k-point of Cr(Np(g)), and let M a G(r)-module. Then the
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local action of G(r) on M at EB is defined to be the local action at the π-point
µB ≡ EB∗ ◦ ǫr : k[T ] → kGa(r) → kG(r) sending T to EB∗(ur−1). (The map
ǫr : k[T ]/T
p → kGa(r) = k[u0, . . . , ur−1]/({u
p
i }) is the map of k-algebras sending T
to ur−1; this is a Hopf algebra map if and only if r = 1.)
Consequently,
Vr(G)M = V (G(r)) ≃ {EB ∈ Vr(G) : µ
∗
B(M) is not free}.
After much experimentation, the author introduced in [21] the following defini-
tion of the local action at a 1-parameter subgroup EB of a linear algebraic group
of exponential type G acting on a G-module M . This definition is not formulated
in terms of E∗B(M). The justification of the somewhat confusing “twist” (i.e., a
reordering of B = (B0, . . . , Br . . .) is implicit in Proposition 4.10, which shows that
the restriction to Frobenius kernels of this definition gives a “functionally equiva-
lent” formulation of “local action” as that given in Definition 4.8.
Definition 4.9. Let G be a linear algebraic group of exponential type, equipped
with an exponentiation E : Np × Ga → G. Let M be a rational G-module and
B = (B0, B1, . . . , Bn, . . .) ∈ C∞(Np(g)) be a finite sequence. Then the action of G
on M at EB : Ga → G ∈ V (G) is defined to be the action of
(4.9.1)
∑
s≥0
(EBs)∗(us) =
∑
s≥0
(EBs ◦ Fs)∗(u0).
One checks that this action is in fact p-nilpotent, thereby defining
(4.9.2) αB : k[u]/u
p → kG, B ∈ C∞(Np(g))); u 7→
∑
s≥0
(EBs)∗(us).
The close connection of Definition 4.9 and the theory of π-points briefly sum-
marized in Definition 4.7 is given by the following result of [22] based upon an
argument of P. Sobaje [53].
Proposition 4.10. [22, 4.3] Let G be a linear algebraic group of exponential type,
equipped with an exponentiation E : Np × Ga → G. For any r > 0 and any
B ∈ Cr(Np(g)), the π-points of G(r)
µB = EB ◦ ǫr : k[T ]/T
p → kGa(r) → kG(r), αΛr(B) : k[u]/u
p → kG(r)
are equivalent, where Λr(B0, . . . , Br−1) = (Br−1, . . . , B0).
This equivalence of π-points enables a comparison of support varieties for finite
group schemes and the definition we now give of support varieties for linear algebraic
groups of exponential type. Indeed, it enables a comparison of the “generalized
support varieties” introduced by J. Pevtsova and the author in [30] using the local
data of the full Jordan type of a k[u]/up-module rather than merely whether or not
such a module is free.
4.3. The support variety V (G)M . Much of this subsection is copied from the
author’s paper [22]. After giving the definition of the support variety V (G)M of
a rational G-module M of a linear algebraic group of exponential type, we review
many of the properties of this construction. The first property of Theorem 4.13
tells us that V (G)M can be recovered from V (G(r))M for r >> 0 provided that M
is finite dimensional. On the other hand, for M infinite dimensional the support
variety V (G)M provides information aboutM not detected by any Frobenius kernel.
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Definition 4.11. Let G be a linear algebraic group equipped with a structure of
exponential type and let M be a G-module. We define the support variety of M
to be the subset V (G)M ⊂ V (G) consisting of those EB such that α∗B(M) is not
free as a k[u]/up-module, where αB : k[u]/u
p → kG is defined in (4.9.2).
For a finite dimensional G-module M , we define the Jordan type of M at the
1-parameter subgroup EB to be
JTG,M(EB) ≡ JT (
∑
s≥0
(EBs)∗(us),M),
the Jordan type of the local action of G on M at EB (see Definition 4.9). For such
a finite dimensional G-module M , V (G)M ⊂ V (G) consists of those 1-parameter
subgroups EB such that some block of the Jordan type of M at EB has size < p.
The following definition is closely related to the formulation of p-nilpotent degree
given in [21, 2.6].
Definition 4.12. (cf. [21, 2.6]) Let G be a linear algebraic group equipped with
a structure of exponential type and let M be a G-module. Then M is said to have
exponential degree < pr if (EB)∗(us) acts trivially onM for all s ≥ r, all B ∈ Np(g).
As observed in [22], every finite dimensional G-moduleM has exponential degree
< pr for r sufficiently large.
Theorem 4.13. [22, 4.6] Let G be a linear algebraic group equipped with a structure
of exponential type and M a rational G-module
(1) If M has exponential degree < pr, then V (G)M = Λ
−1
r (Vr(G)M (k))).
(2) If M is finite dimensional, then V (G)M ⊂ V (G) is closed.
(3) V (G)M⊕N = V (G)M ∪ V (G)N .
(4) V (G)M⊗N = V (G)M ∩ V (G)N .
(5) If 0 → M1 → M2 → M3 → 0 is a short exact sequence of rational G-
modules, then the support variety V (G)Mi of one of the Mi’s is contained
in the union of the support varieties of the other two.
(6) If G admits an embedding i : G →֒ GLN of exponential type, then
V (G)M(1) = {E(B0,B1,B2...) ∈ V (G) : E(B(1)1 ,B
(1)
2 ,...)
∈ V (G)M}.
(Here, M (1) is the Frobenius twist of M , as formulated in Definition 2.14.)
(7) For any r > 0, the restriction of M to kG(r) is injective (equivalently,
projective) if and only if the intersection of V (G)M with the subset {ψB :
Bs = 0, s > r} inside V (G) equals {E0}.
(8) V (G)M ⊂ V (G) is a G(k)-stable subset.
Remark 4.14. In [22, 4.6], property (6) was proved under the assumption that
i : G →֒ GLN be defined over Fp. This is unnecessary, for [22, 1.11] also does not
require i to be defined over Fp. Namely, one uses the diagram
(4.14.1)
Ga
ψB
// G
i

F
// G(1)
i(1)

GLN
F
// GL
(1)
N = GLN
to reduce to verifying both [22, 1.11] and [22, 4.6] in the special case G = GLN .
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We repeat a remark which suggests how to formulate support varieties in the
category of strict polynomial functors.
Remark 4.15. [22, 4.7] A special case of Theorem 4.13 is the case G = GLn and
M a polynomial GLn-module homogenous of some degree as in Example 2.6.5. In
particular, Theorem 4.13 provides a theory of support varieties for modules over
the Schur algebra S(n, d) for n ≥ d.
A few examples of such support varieties are given in [22]. We give another
interesting example here, an infinite dimensional version of J. Carlson’s Lζ-modules.
We consider a class of examples Qζ associated to rational cohomology classes
ζ ∈ H•(G, k). Given a linear algebraic group G and some choice of injective
resolution k → I0 → I1 → · · · → In → · · · of rational G-modules, we set Ω−2d(k)
equal to the quotient of I2d−1 modulo the image of I2d−2. The restriction of
Ω−2d(k) to some Frobenius kernel G(r) of G is equivalent in the stable category
of G(r)-modules to Ω
−2d
(r) (k) defined as the quotient of I
2d−1
(r) modulo the image of
I2d−2(r) for a minimal injective resolution k → I
0
(r) → · · · → I
n
(r) → · · · of rational
G(r)-modules.
Proposition 4.16. Let G be a linear algebraic group equipped with a structure of
exponential type. Consider a rational cohomology class ζ ∈ H2d(G, k) represented
by a map ζ˜ : k → Ω−2d(k) of rational G-modules. We define Qζ to be the cokernel
of ζ˜, thus fitting in the short exact sequence of rational G-modules
(4.16.1) 0→ k
ζ˜
→ Ω−2d(k) → Qζ → 0.
Then
V (G)Qζ =
⋃
r
{EB ∈ Vr(G) : (αΛr(B))
∗(ζ) = 0 ∈ H2d(k[t]/tp, k)}.
Proof. Since Ω−2d(r) (k) is stably equivalent as a G(r)-module to the restriction to
G(r) of the rational G-module Ω
−2d(k), we conclude that the restriction of Qζ to
G(r) is stably equivalent to the finite dimensional G(r)-module Qζr (associated to
ζr ∈ H2d(G(r), k), the restriction of ζ) fitting in the short exact sequence
0→ k → Ω−2d(r) (k) → Qζr → 0.
By definition, the Carlson Lζr -module introduced in [11] fits in the distinguished
triangle
Lζr → Ω
2d
(r)(k) → k → Ω
−1
(r)(Lζ)
whose [−2d]-shift is the distinguished triangle
Ω−2d(r) (Lζr ) → k → Ω
−2d
(r) (k) → Ω
−2d−1
(r) (Lζr ).
Thus, we conclude that Qζr is stably equivalent to Ω
−2d−1
(r) (Lζr), and thus has the
same support as a G(r)-module as the support of Lζr .
Observe that V (G)Qζ ∩ VrG) equals V (G(r))Qζr . The identification of V (G)Lζ
now follows from [29, 3.7] which asserts that
V (G(r))Lζr = {µ : Ga(r) → G(r), (µ ◦ ǫr)
∗(ζr) = 0}.

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4.4. Classes of rational G-modules. The π-point approach to support varieties
for a finite group scheme G naturally led to the formulation of the class of G-
modules of constant Jordan type (and more general modules of constant j-type for
1 ≤ j < r). For an infinitesimal group scheme G, J. Pevtsova and the author in [31]
showed how to construct various vector bundles on V (G) associated to a G-module
M of constant Jordan type. We refer the reader to the book by D. Benson [6] and
the paper by D. Benson and J. Pevtsova [7] for an exploration of vector bundles
constructed in this manner for elementary abelian p-groups E ≃ (Z/p)×s. This is a
“special case” of an infinitesimal group scheme because the representation theory of
(Z/p)×s is that of the height 1 infinitesimal group scheme G×s
a(1). We also mention
that J. Carlson, J. Pevtsova, and the author introduced in [14] a construction which
produced vector bundles on Grassmann varieties associated to modules of constant
Jordan type as well as to more general modules, those of constant j-type.
In this subsection, we briefly mention three interesting classes of (infinite dimen-
sional) G-modules for G a linear algebraic group of exponential type. Consideration
of special classes of G-modules is one means of obtaining partial understanding of
the wild category Modk(G).
Throughout this subsection G will denote a linear algebraic group of exponential
type.
Definition 4.17. We say that M is mock injective if M is not injective but
V (G)M = 0.
As the author showed in [23], using results of E. Cline, B. Parshall, and L. Scott
[16] on the relationship of induced modules (see Definition 2.9) to injectivity, such
mock injectives exist for any unipotent algebraic group which is of exponential type.
Necessary and sufficient conditions on G for the existence of mock injectives can be
found in [34], once again using induction.
Definition 4.18. We say that M is mock trivial if the local action of G on M is
trivial for all 1-parameter subgroups EB : Ga → G.
In [23], the author shows how to construct mock trivial G-modules for any G
which is not unipotent.
Definition 4.19. We say that M is of mock exponential degree < pr if there exists
some r > 0 such that V (G)M = Λ
−1
r (V (G(r))M ).
This class of G-modules includes all finite dimensional G-modules.
4.5. Some questions of possible interest. In this final subsection, we mention
some questions which might interest the reader, some of which concern the special
classes of G-modules defined in the previous subsection.
Question 4.20. For certain linear algebraic groups G (e.g., Ga), can one describe
the monoid (under tensor product) of mock injective G-modules with 1-dimensional
socle?
Question 4.21. Can one characterize G-modules of bounded mock exponential
degree using G-modules which are extensions of mock injective modules by finite
dimensional modules?
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Question 4.22. What conditions on a subset X ⊂ V (G) imply good properties of
the subcategory of Modk(G) consisting of those G-modules M with V (G)M ⊂ X
for some G-module M?
Question 4.23. What are (necessary and/or sufficient) conditions on a subset
X ⊂ V (G) to be of the form V (G)M?
Question 4.24. Do there exist rational cohomology classes ζ ∈ Hd(G, k) for some
G and some d > 0 which are not nilpotent but which satisfy the condition that
E∗B(ζ) = 0 ∈ H
∗(k[T ]/T p, k) for all EB ∈ V (G)?
Question 4.25. As in [23], we have natural filtrations of k[G] by subcoalgebras
C ⊂ k[G]. Especially for G unipotent, can we prove finiteness theorems for
Ext∗C−coMod(M,M) for M a finite dimensional rational G-module which inform
questions about Ext∗G(M,M)?
We conclude with a possible “improvement” of our support theoryM 7→ V (G)M
for linear algebraic groups of exponential type. The formulation of V (G) presented
in this text (and in [22]) is that of a colimit lim
−→r
Vr(G), where Vr(G) ≃ Cr(Np(g)).
What follows is an alternative support theory, M 7→ V̂ (G)M . We remind
the reader of the affine scheme Vr(G) given in Definition 4.1 for any affine group
scheme G: the set of A-points of Vr(G) is the set of the morphisms of group schemes
Ga(r),A → GA over SpecA.
Definition 4.26. Let G be a linear algebraic group. For each r > 0, we define the
restriction morphism Vr+1(G)→ Vr(G) by restricting the domain of a height r+ 1
1-parameter subgroup Ga(r+1),A → GA to Ga(r),A ⊂ Ga(r+1),A.
Thus, {Vr(G), r > 0} is a pro-object of affine schemes.
IfG is a linear algebraic group of exponential type, the restriction map Vr+1(G)→
Vr(G) is given by the projection Cr+1(Np(g))→ Cr(Np(g)) onto the first r factors.
Definition 4.27. For G a linear algebraic group of exponential type, we define
V̂ (G) = lim←−
r
{V (G(r))(k)}
equipped with the topology of the inverse limit of the Zariski topologies on the sets
of k-points V (G(r))(k).
We view an element of V̂ (G) as a “formal 1-parameter subgroup” given as an
infinite product ÊB =
∏∞
s=0 EBs ◦ F
s.
One proves the following proposition by using the following observation: for any
coaction ∆M :M →M ⊗k[G] and any m ∈M , there exists a positive integer s(m)
such that the composition
us ◦ E
∗
B ◦∆M :M →M ⊗ k[G]→M ⊗ k[T ]→ k
vanishes on m for all B ∈ Np(g) and all s ≥ s(m).
Proposition 4.28. Let G a linear algebraic group of exponential type and M a G-
module. Then for any ÊB ∈ V̂ (G) and anym ∈M , the infinite sum
∑∞
s=0(EBs)∗(us)
applied to m is finite (i.e. (EBs)∗(us) applied to m vanishes for s >> 0).
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Consequently,
∑∞
s=0(EBs)∗(us) defines a p-nilpotent operator ψB,M : M → M .
We define
V̂ (G)M ≡ {ÊB : not all blocks of ψB,M have size p}.
We conclude with the following questions concerning M 7→ V̂ (G)M .
Question 4.29. Does use of formal 1-parameter subgroups provide necessary and
sufficient conditions for injectivity of a G-module?
Does use of formal 1-parameter subgroups provide necessary and sufficient con-
ditions for a G-module to be of bounded exponential degree?
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