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We investigate spin squeezing for a Lipkin-Meshkov-Glick (LMG) model coupled to a general
non-Markovian environment in a finite temperature regime. Using the non-Markovian quantum
state diffusion and master equation approach, we numerically study non-Markovian spin squeezing
generation in LMG model. Our results show that the total spin number N , energy kBT , and certain
coefficients in a LMG model can play a crucial role in generating spin squeezing. In particular,
it shows that the maximum spin squeezing can be significantly enhanced when the participating
environment has a relatively long memory time.
I. INTRODUCTION
Spin squeezing, as an important quantum resource, has many potential applications in quantum science and tech-
nology such as quantum metrology, atom interferometers [1–5], and quantum information processing due to its close
relation with quantum entanglement [6–10]. A spin squeezing state is defined for an ensemble of spins, whose fluctu-
ation in one collective spin direction to the mean spin direction is smaller than the classical limit [2]. The growing
interest of studying the spin squeezing [2] have arisen mainly from exploring the correlation and many-body entan-
glement [11–13] of particles, especially for the purpose of improving the measurement precision [1, 14–18].
As pointed out by Kitagawa and Ueda [2], the spin squeezing states can be generated via two main methods: the
one-axis twisting (OAT) model and the two-axis counter-twisting (TACT) model. At present, a number of methods
to generate spin squeezing in atomic systems have been proposed and successfully realized including the transfer of
squeezing property from light to matter and quantum nondemolition measurement of atomic states [4, 5, 19–23]. In
the past decade, different techniques of preparing high-quality spin-squeezed states have been widely studied in many
interesting physical systems including nuclear spins [24, 25], NV centers [26–28], and electron spins [29], to name a
few.
A realistic analysis of spin squeezing must take into account decoherence and dissipation phenomena. The theoretical
descriptions of spin squeezing in the open system context are mostly considered under Born-Markov approximations
due to their simplicity in deriving Markov dynamical equation and the interest in the long-time limit. Generally,
Markov Langevin equations or the corresponding master equations can be used to characterise the spin squeezing
while the environment noises are taken as a weak perturbation and the memory effects are completely ignored [23,
26, 30–35]. It is certainly desirable to study the non-Markovian decoherence and robustness of the spin-squeezing
generation in a more general environment [36]. The information about squeezing processes in a wide range of time
scales including short-time, mid-time and long-time limits are needed in applications where the system of interest is
embedded in an environment that exhibits a finite-time correlation. Such non-Markovian features are crucial for many
important physical processes involving strong system-environment interactions or long-range temporal correlations
[37–39]. Moreover, when the open system is coupled to a structured reservoir, e.g., for quantum channels that are
embedded in physical media such as band-gap crystals [40–42], the environmental memory effects cannot be ignored. In
all these cases, the system dynamics can be substantially different from the Markov ones [43]. One of our motivations
in this paper is to investigate how spin squeezing survives in the presence of non-Markovian relaxation on every site
based on the LMG model. Our investigations will involve the spin squeezing generation in wide temporal domains
and LMG model parameter ranges .
In this paper, we study the dynamics of spin squeezing of a LMG model constituted of N independent spin-
1/2 particles coupled to a non-Markovian environment in a finite temperature regime. We derive a non-Markovian
master equation by using the quantum state diffusion approach (QSD) [44–46]. Solving the time evolutions of several
operator expectations, we find that open systems exhibiting strong non-Markovian features can substantially modify
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2the dynamics of spin squeezing. More specifically, it shows that the environment memory time can significantly alter
the speed of spin squeezing generation. In addition, we show how to choose the effective parameters to achieve the
maximum squeezing.
The organisation of material is as follows. In Sec. II we present the LMG model and give an effective model Hamil-
tonian. In Sec. III, we derive the master equation based on the NMQSD equation. In section IV. the environmental
memory effects on spin squeezing are systematically investigated. We also give a careful description of how to achieve
the maximum spin-squeezing by tuning the key parameters of the LGM model. Finally, the conclusion is given in
Sec. V. Some details about the equations of motions for the expectations are left to Appendix A.
II. HAMILTONIAN OF THE SYSTEM
We consider a Lipkin-Meshkov-Glick (LMG) model, which is initially introduced in nuclear physics [47] and widely
used in many other fields in the recent years, such as statistical mechanics of quantum spin systems [48], Bose-Einstein
condensations [49], and superconducting circuits [50], those systems may serve as a potential realisation of the model
to be discussed in this paper. The Hamiltonian of a LMG model can be described as (setting ~ = 1)
HˆLMG = − λ
N
∑
i<j
(σixσ
j
x + ασ
i
yσ
j
y)− h
∑
i
σjz
= −2λ
N
(J2x + αJ
2
y )− 2hJz +
λ
2
(1 + α), (1)
where σβ represents a Pauli matrix, Jβ =
∑
i σ
i
β/2 is the collective spin opeartor (denoted as Jz =
1
2
∑
n(|1〉n〈1| −
|0〉n〈0|), Jx = 12
∑
n(|1〉n〈0|+ |0〉n〈1|), J+ =
∑
n |1〉n〈0|, J− =
∑
n |0〉n〈1|), and N is the total spin number. We can
obtain several different forms of the LMG Hamiltonian via choosing suitable parameters. Generally, the anisotropic
parameter α satisfies 0 ≤ α ≤ 1. Ma. J et.al. have calculated the spin squeezing in the isotropic case (α = 1) [51]
in a Markov limit. In this paper, we consider the ferromagnetic case (λ > 0) and the isotropic case simultaneously.
Thus, the effective Hamiltonian can be written as
Hˆ = −2λ
N
(J2x + J
2
y )− 2hJz + λ
= −2λ
N
(J2 − J2z )− 2hJz + λ. (2)
where J is the conservation quantity and can be written as J = N2 (
N
2 + 1). For the sake of simplicity, the effective
Hamiltonian can be simplified to the following form
Hˆeff = aJz + bJ
2
z , (3)
where a = −2h and b = 2λN .
III. NON-MARKOVIAN MASTER EQUATION AT FINITE TEMPERATURE
We start with a LMG model interacting with a bosonic oscillator environment with total Hamiltonian,
HI = aJz + bJ
2
z +
∑
j
ωjb
†
jbj +
∑
j
(g∗jL
†bj + gjLb
†
j), (4)
where ωj, b
†
j , bj are frequencies, creation operators and annihilation operators of the heat bath respectively, gj are
the coupling constants between the system and the bath, and the Lindblad operator L = J− here indicates spin
damping. According to Ref. [52], using the bosonic Bogoliubov transformation, the finite temperature problem is
effectively reduced to a zero temperature one. Therefore, the trajectory ψt = |ψt(z∗, w∗)〉 satisfies the following
NMQSD equation with two independent noises z∗t , w
∗
t [52]:
∂tψt = −iHsysψt + Lz∗tψt − L†
∫ t
0
ds α1(t, s)
δψt
δz∗s
+L†w∗tψt − L
∫ t
0
ds α2(t, s)
δψt
δw∗s
, (5)
3where
α1(t, s) =
∑
j
(n¯j + 1)|gj|2e−iωj(t−s),
α2(t, s) =
∑
j
n¯j |gj |2eiωj(t−s), (6)
are the bath correlation functions. z∗t = −i
∑
j
√
n¯j + 1 g
∗
j z
∗
j e
iωjt and w∗t = −i
∑
j
√
n¯j g
∗
jw
∗
j e
−iωjt denote two
independent and complex Gaussian noises satisfyingM[zt] =M[ztzs] = 0, M[z∗t zs] = α1(t, s),M[wt] =M[wtws] = 0
and M[w∗tws] = α2(t, s). Note here M[ · ] =
∫
dz2
pi e
−|z|2 [ · ] describes the statistical mean over the Gaussian processes
z∗t and w
∗
t . The stochastic Schro¨dinger equation (5) can be greatly simplified by using two time-dependent operators
O1 and O2 which satisfy consistency conditions
δψt
δz∗s
= O1(t, s, z
∗, w∗)ψt, δψtδw∗s = O2(t, s, z
∗, w∗)ψt [52]. Thus, the
NMQSD equation can be written as
∂tψt = −iHeffψt + Lz∗tψt − L†O¯1(t, z∗, w∗)ψt
+L†w∗tψt − LO¯2(t, z∗, w∗)ψt, (7)
where O¯i (i = 1, 2) denotes O¯i(t, z
∗, w∗) =
∫ t
0
αi(t, s)Oi(t, s, z
∗, w∗)ds, (i = 1, 2). In a intergal representation, the two
correclation functions in a finite temperature can be written as
α1(t, s) =
∫
dω
(
1
eω/kBT − 1 + 1
)
J(ω)e−iω(t−s),
α2(t, s) =
∫
dω
1
eω/kBT − 1J(ω)e
iω(t−s). (8)
Their decay, as functions of the time delay t− s, defines the ?memory? or correlation time of the environment. In the
following content, we introduce a Lorentz-Drude spectral density: J(ω) = Γpi
ω
1+ω2/γ2 with a damping rate Γ. The two
correlation functions are linear at low frequencies, and decays as 1/ω beyond the cut-off γ. In the high temperature
limit, Eq. (8) reduces to
α1(t, s) = kBTΓΛ(t, s) + iΓΛ˙(t, s),
α2(t, s) = kBTΓΛ(t, s), (9)
where Λ(t, s) = γ2 e
−γ|t−s| is an Ornstein-Uhlenbeck correlation function decaying on the environmental memory time
1/γ. Whence we further consider a large cut-off γ, which means an extremely short memory time, the problem goes
back to the Markov case. This is the well-known Caldeira-Leggett (CL) limit kBT ≫ γ ≫ ωsys.
For the purpose of solving the Eq. (7), we need to determine the operators O1 and O2. Generally, O-operators can
be obtained by invoking a perturbation technique [45, 46]. Thus, in the regime Γ≪ 1, we get:
∂tO1(t, s) = [−iHsys − L†O¯1 − LO¯2, O1], (L = J−)
∂tO2(t, s) = [−iHsys − L†O¯1 − LO¯2, O2], (10)
with
O1 = f11(t, s)J− + f12(t, s)JzJ−,
O2 = f21(t, s)J+ + f22(t, s)J+Jz, (11)
where fij(i, j = 1, 2) is a time-dependent coefficient. Now we substitute Eq. (11) into Eq. (10), ignoring high order
terms Jm+ J
n
z (m+n ≥ 3) or Jnz Jm− (m+n ≥ 3), the differential equations of the coefficients in the O1 and O2 operators
can be derived by
∂tf11 = f11{ia+ ib+ J(J − 12 )F12
−2F21 + (J(J − 12 )− 2)F22}
+f12(ibJ − JF11 + J2F12 − JF21 − 52JF22), (12)
∂tf12 = f11{2ib− 2F11 + F12 − 2F21 − 5F22}
+f12{ia+ ib+ (J(J + 1)− 3(32J − 12 ))F12
−2F21 + (J(J + 1)− 2− 3(32J − 12 ))F22}, (13)
4∂tf21 = −f21{ia+ ib+ J(J + 1)F12
−2F21 + (J(J + 1)− 2)F22}, (14)
∂tf22 = −f21{2ib− 2F11 + F12 − 2F21 − 5F22}
−f22{ia+ ib+ J(J + 1)F12
−2F21 + (J(J + 1)− 2)F22}, (15)
where Fij =
∫ t
0 dsαi(t, s)fij(t, s), (i, j = 1, 2). The initial condition for Eq. (12) to Eq. (15) are f11(t = s, s) = f21(t =
s, s) = 1 and f12(t = s, s) = f22(t = s, s) = 0.
0 0.5 1 1.5 2
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
x 10−4
t
F i
j
ℜ(F11)
ℑ(F11)
ℜ(F12)
ℑ(F12)
FIG. 1: Time evolution of the coefficients Fij in the O operator. The parameters are Γ = 0.0001; γ = 5; kT = 0.3 and N = 10.
In order to derive the master equation, we use the non-Markovian QSD equation (7) and taking the statistical mean
over noises. We obtain [52]
∂tρt = −i[Hsys, ρt] + [L, M{PtO¯†1(t, z∗, w∗)}]− [L†, M{O¯1(t, z∗, w∗)Pt}]
+[L†, M{PtO¯†2(t, z∗, w∗)}]− [L, M{O¯2(t, z∗, w∗)Pt}]. (16)
The above equation is the general master equation at finite temperature. Note that this last result is still not a closed
evolution equation for ρt. Following our previous result in Ref. [52], the closed master equation can be derived as
∂tρ = −i[Hsys, ρ] + [L, ρO¯†1(t)] + [O¯1(t)ρ, L†] + [L†, ρO¯†2(t)] + [O¯2(t)ρ, L], (17)
with
O¯1 = F11(t)J− + F12(t)JzJ−,
O¯2 = F21(t)J+ + F22(t)J+Jz,
O¯†1 = F
∗
11(t)J+ + F
∗
12(t)J+Jz,
O¯†2 = F
∗
21(t)J− + F
∗
22(t)JzJ−. (18)
In Fig. 1 we give the time dependence of the coefficients Fij(i, j = 1, 2). For the correlation considered in this paper,
it shows that the transitions from the non-Markovian to the Markov case through the time evolution. We can clearly
see that the non-Markovian environment change the dynamical behavior in the early stage of the time evolution.
However, in the Markov regime for the long time evolution, the environment drives the system to the steady state.
For a correlation function without steady states, the long-time non-Markovian behavior will be very different [66].
5IV. SPIN SQUEEZING
In order to study spin squeezing in a non-Markovian environment, we employ the spin squeezing parameter ξ2
[14, 62] to ascertain spin squeezing, which can be defined as
ξ2 =
N〈∆J2min〉
〈Jx〉2 , (19)
where
〈∆J2min〉 =
1
2
(〈J2y + J2z 〉 −
√
(〈J2y − J2z 〉)2 + 4〈JyJz〉2ss),
with 〈JyJz〉ss = 〈JyJz + JzJy〉/2. There is spin squeezing when ξ2 < 1.
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FIG. 2: The time evolution of spin squeezing parameter ξ2 with different memory parameter γ (Fig. 2a) and with different spin
number N (Fig. 2b). The parameters are Γ = 0.01; kT = 10; N = 20; a = 1 and b = −1 with different memory parameter γ:
(a)Solid-green line (γ = 0.01a); Dash-red line (γ = 0.1a); Dot-black line (γ = a) and Dash-dot-blue line (γ = 10a). (b) γ = 0.1
with different spin number N : Solid-green line (N = 5); Dash-red line (N = 20); Dot-black line (N = 50) and Dash-dot-blue
line (N = 100).
Fig. 2a shows the evolutions of spin squeezing parameter ξ2 with different memory parameter γ. For γ = 0.1
corresponding to a relatively long memory time, the stronger spin squeezing with a long period can be generated,
exemplifying strong non-Markovian effects. The degree of spin squeezing becomes weak with a short period as memory
parameter γ is increased. Moreover, with the time evolution, the part of exponential decay for non-Markovian process
becomes a key element and the spin squeezing disappears finally similar to the Markov decoherence case in the long-
time limit. At γ = 10a where it nearly approaches Markov regime, it can be seen a very weak spin squeezing only
lasting a short-time period. The main reason is that the major decoherence agent is generally the amplitude damping,
the environmental memory is the major determinant of slowing down the dissipative process due to the back reaction
or information back-flow. Therefore, in order to get the strong and long period spin squeezing, we hope that the
dissipative dynamics can temporally reversed and the lost energy or information can come back to the system due to
the memory effect. However, for the Markov case, the environment causes the system to decay exponentially into the
environment without the information back-flow. Thus, a long memory time not only increases the degrees of the spin
squeezing values but also help to achieve the high spin squeezing degrees in shorter time scales as well.
In Fig. 2b, we plot the evolutions of spin squeezing parameter ξ2 with different spin numbers N for small γ = 0.1
corresponding to a long memory time, and finite temperature. We find that the degree of spin squeezing grows with
varying values of N , which is agree with the results in Ref. [26], where they have shown that the optimal squeezing
degree is proportional to
√
N ( that is ξ2 ≃ 2√
Jη
) in the optimizing t and the detuning ∆. Thus, relatively large
spin numbers not only increase the maximum spin squeezing values but also speed up the whole process. For a
non-Markovian environment, in the case of the experiment realization, the spin number is typically a more convenient
parameter that can be effectively controlled. As such, in order to achieve the maximum spin squeezing, one may try
to increase the number of spins as large the systems permit.
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FIG. 3: The time evolution of spin squeezing parameter ξ2 with the different damping rate Γ and with the different temperature
kT . The parameters are γ = 2; N = 20; a = 1 and b = −1.
Moreover, in Fig. 3, we consider the effects of the environment decay rate Γ and the temperature T on the spin
squeezing in the non-Markovian environment. For this purpose, the environment decay rates are chosen as Γ = 0.0001
(blue line), Γ = 0.001 (purple line) and Γ = 0.01 (green line), respectively, we find that the time range of spin
squeezing may be prolonged as the decay rate Γ decreases. The reason is obvious as the weaker decay rates will
maintain system’s dynamics longer. On the other hand, choosing the different environment temperatures for kT = 1
(yellow line), kT = 10 (orange line) and kT = 100 (blue line), it shows that the time range of spin squeezing can
be narrowed as the temperature T increases. As shown above, the lower environment decay rate or environment
temperature will lead a wider time range of the spin squeezing.
FIG. 4: The time evolution of spin squeezing parameter ξ2 with different ratio a/b (Fig. 4a) and different ratio b/a (Fig. 4b).
The parameters are Γ = 0.01; γ = 2; kT = 10 and N = 20.
Apart from above spin numbers, another important feature of the environment is dictated by the parameters a and
b, which is shown to be important in spin squeezing generation. In Fig. 4, we plot the evolution of the spin squeezing
parameter ξ2 with different ratio a/b and b/a. It is obvious that spin squeezing parameter ξ2 is less than 1 for the
time interval from 0 to Jt = 1 in the low ratio of a/b and b/a (see also Fig. 4). Fig. 4a shows that the minimum spin
squeezing occurs at the point that is close to the ratio a/b = 0 and the spin squeezing parameter ξ2 is a symmetrical
distribution on the both sides of a/b = 0 with the time evolution. As the ratio a/b increases, we can see, with time
development, that the spin squeezing parameter ξ2 eventually returns to 1 which means that the spin squeezing is to
disappear. This interesting observation may be explained by Eq. (3). In fact, the first term in Eq. (3) represents the
nonlinear interaction for the one-axis-twisting (OAT) type spin squeezing, here b is the spins interaction parameter.
7When a ∼ 0, it becomes OTA type Hamiltonian in the form of H = bJ2z , which can generate OTA-type spin squeezing
as confirmed by the recent spin squeezing experiment through the state-selective collisions [3–5].
From Fig. 4b, if we increase the ratio b/a, as the time evolves, the spin squeezing parameter ξ2 will exhibit two
extreme points located symmetrically around b/a = 0. However, we find that the spin squeezing parameter ξ2 can be
close to 1 when b/a ∼ 0 for all time points. The reason is that, when the nonlinear term bJ2z is absent, the linear term
aJz alone can not generate the spin squeezing. For b/a = 0 the two levels of the spins are almost equally populated
and the spins may form a standing wave with pronounced interference fringes [63, 64]. Therefor, these spins may be
effectively compressed to the half of the occupied volume if these spins all circulate in the same direction (Jz ≈ ±N/2)
without interference fringes [63], here small b/a means lower interaction energy. As an interesting result, from Fig.
4b, we also find the spin squeezing occurs when b = 0. Moreover, it also shows that time range of spin squeezing
will increase first and then decrease as the ratio b/a increases from 0 to 2. It is shown that spin squeezing generation
begins when the ratio b/a is about 0.3.
V. DISCUSSION AND CONCLUSION
Generation of spin squeezing with the LMG-type Hamiltonian may be realized in different physical settings such
as Bose-Einstein condensation (BEC) systems [53–61]. The major advantage of producing spin squeezing in the
BEC systems is the possible realization of the strong atom-atom interactions, which can induce the nonlinearity and
squeezing [62]. It has shown that, in the single-mode approximation, the Hamiltonian described in Eq. (3) of N atoms
with two internal states |a〉 and |b〉, may be realized [65]. A similar Hamiltonian for creating spin squeezing may be
also realized with nitrogen-vacancy centers in diamond [26]. It is demonstrated that the direct spin-phonon coupling
in diamond can be used to generate spin squeezed states of an NV ensemble embedded in the Markov environment.
Finally, we note that Hamiltonian defined in Eq. (3) has been studied in the context of nuclear spins in a quantum dot
system [24], where they have achieved spin squeezing by using the same LMG Hamiltonian. We emphasize that these
physical settings may also be used to realize the non-Markovian spin squeezing after necessary modifications. For
example, in the case of BEC system, it is possible to achieve the strong coupling regimes for atom-light interaction,
therefore, the non-Markovian features discussed here may be studied in these types of systems.
In conclusion, we study the LMG model to generate spin squeezing in the presence of non-Markovian environments
at finite temperature. The model is composed of N identical spin-1/2 particles interacting with the identical bosonic
heat baths. We have derived the finite-temperature non-Markovian master equations by using NMQSD method. In
non-Markovian regimes, we numerically investigate the dependence of spin squeezing on several relevant physical
parameters including the environment memory times, temperatures, and decay rates. It is shown that the finite
memory-time scales or large spin numbers can increase both the maximum spin squeezing values and the squeezing
time periods. Moreover, we examine the spin squeezing of the different LMG models corresponding to the different
choices of the parameters a and b in Hamiltonian Eq. (3). The results show that, for some parameter domains of a
and b, the relative strong and long-lived spin squeezing may be obtained.
Appendix A: Expectation of collective operators with time evolution
In this appendix, we outline the mean values that enter the variance of Eq. (19). As is known, for an operator Aˆ
, the expectation with time evolution can be expressed by means of the master equation as d〈Aˆ〉/dt = tr[Aˆρ˙]. Using
Eq. (17) we can easily obtain the following equations
d
dt
〈A〉 = −i〈[A,Hsys]〉+ {〈O¯†1[A,L]〉+ 〈[L†, A]O¯1〉+ 〈O¯†2[A,L†]〉+ 〈[L,A]O¯2〉}. (A1)
8d
dt
〈J−〉 = −i(a+ b)〈J−〉 − 2ib〈JzJ−〉
+{2F11(〈JzJ−〉)− 2F ∗21(〈JzJ−〉+ 〈J−〉)− 2F ∗22(〈JzJ−〉+ 〈J2zJ−〉)} (A2)
d
dt
〈Jz〉 = 2ℜ{−F ∗11(J(J + 1)− 〈J2z 〉+ 〈Jz〉)− F ∗12(−J(J + 1) + (J(J + 1)− 1)〈Jz〉+ 2〈J2z 〉 − 〈J3z 〉)
+F ∗21(J(J + 1)− 〈J2z 〉 − 〈Jz〉) + F ∗22(J(J + 1) + (J(J + 1)− 1)〈Jz〉 − 2〈J2z 〉 − 〈J3z 〉)} (A3)
d
dt
〈J2−〉 = −i(2a+ 4b)〈J2−〉 − 4ib〈JzJ2−〉+ F11(4〈JzJ2−〉+ 2〈J2−〉) + F12(4〈J2zJ2−〉
+6〈JzJ2−〉+ 2〈J2−〉)− F ∗21(4〈JzJ2−〉+ 6〈J2−〉)− F ∗22(4〈J2zJ2−〉+ 6〈JzJ2−〉) (A4)
d
dt
〈J2z 〉 = 2ℜ{−F ∗11(−J(J + 1) + (2J(J + 1)− 1)〈Jz〉+ 3〈J2z 〉 − 2〈J3z 〉)
−F ∗12(J(J + 1)− (3J(J + 1)− 1)〈Jz〉+ (2J(J + 1)− 4)〈J2z 〉+ 5〈J3z 〉 − 2〈J4z 〉)
+F ∗21(J(J + 1) + (2J(J + 1)− 1)〈Jz〉 − 3〈J2z 〉 − 2〈J3z 〉)
+F ∗22(J(J + 1)〈Jz〉+ (2J(J + 1)− 1)〈J2z 〉 − 3〈J3z 〉 − 2〈J4z 〉)} (A5)
d
dt
〈JzJ−〉 = −ia〈JzJ−〉 − ib(〈JzJ−〉+ 2〈J2zJ−〉) + {−F11(J(J + 1)〈J−〉+ 〈JzJ−〉 − 3〈J2zJ−〉)
−F ∗11(J(J + 1)〈J−〉+ 〈JzJ−〉 − 〈J2zJ−〉) − F12(J(J + 1)〈JzJ−〉+ 〈J2zJ−〉 − 3〈J3zJ−〉)
−F ∗12(−J(J + 1)〈J−〉+ (J(J + 1)− 1)〈JzJ−〉+ 2〈J2zJ−〉 − 〈J3zJ−〉) + F21((J(J + 1)− 2)〈J−〉 (A6)
−3〈JzJ−〉 − 〈J2zJ−〉) + F ∗21((J(J + 1)− 2)〈J−〉 − 5〈JzJ−〉 − 3〈J2zJ−〉)
+F22((J(J + 1)− 2)〈J−〉+ (J(J + 1)− 5)〈JzJ−〉 − 4〈J2zJ−〉 − 〈J3z J−〉) (A7)
+F ∗22((J(J + 1)− 2)〈JzJ−〉 − 5〈J2zJ−〉 − 3〈J3zJ−〉)} (A8)
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