Abstract-We consider the problem of data clustering on streamed data, when the number of transactions is growing very quickly, or when data is distributed among several parties and their privacy is a concern. In this paper we present two new protocols for incremental privacy-preserving k-means clustering, which is a very popular data mining method, when data is distributed, horizontally or vertically, among multiple parties. At the end of each protocol, each party, without revealing its own private data, receives the final result of the clustering algorithm. Also, to improve efficiency, previous knowledge is used to incrementally update the centers and membership of each cluster.
I. INTRODUCTION
Data clustering is one of the most popular techniques in data mining, and is used to categorize information based on their similarities and differences. However, raw data is often distributed among several parties, each of which wants to preserve the privacy of its sensitive information. For instance, hospitals are not allowed to release their patients' data while they jointly need to use this information to categorize and cluster the data.
On the other hand, and in most applications, data is not static and changes frequently, making the use of standard, non-incremental protocols not suitable for these kinds of applications.
In this paper, we present new protocols for k-means privacy-preserving clustering that can not only be used with applications in which the data is distributed among several parties, but can also be applied incrementally on any streamed data.
The organization of the paper is as follows: in Section II, a brief introduction to k-means clustering is presented together with a brief overview of some of the existing work on incremental clustering. In Section III, we present two incremental privacy-preserving protocols, followed by conclusions and future work in Section IV.
II. BACKGROUND

A. Non-Incremental Algorithms
Privacy-preservation of sensitive information in data mining methods is a crucial issue in data communication and knowledge based systems. Many algorithms and protocols have been introduced for these methods such as Clustering [1] - [7] , classification [8] - [18] , and association rule mining [19] - [26] .
The common purpose in these protocols is to maintain the privacy of the individuals and of the sensitive data of the parties involved, while each party derives some knowledge from the whole data set, owned by all the parties, without violating others' privacy.
The standard k-means clustering algorithm [27] is simple and relatively efficient. In this technique, at first k arbitrary entities are produced as the initial means. Then each data entity (record or row) is assigned to the closest mean. In the next step, based on the entities in each cluster, centers are updated. The last two steps are repeated until the means remain unchanged or the difference between any new center and its corresponding previous value is less than a specific threshold.
Algorithm 1 [27] shows the complete algorithm for k-means clustering.
Hartigan's leader algorithm [30] is another single-pass, incremental algorithm. In this algorithm, each data item is added to a center if it is close to it according to a specified threshold, otherwise a new center is created using that data item. There are also some other incremental algorithms used for hierarchical clustering, such as Charikar, et al. [31] , which is not in the scope of our paper.
In our paper we use the GenIc incremental algorithm which was proposed by Gupta and Grossman [28] . However, we have made two types of modifications to this algorithm before using it in our secure protocols. First, in the 4th step of the GenIc algorithm, the threshold value will be randomly selected from 0, 1 . If this value is very close to 1 in an iteration, one or more suitable means will be eliminated. On the other hand, if is very small, close to 0, then many unsuitable means will be retained at the end of the iteration.
Either of these situations will decrease the accuracy of the final results at the end of each iteration, and thus, clustering based on the current clusters would not be as accurate as it should be, when compared to the regular -means clustering method. As a simple example, suppose that in one iteration = 0.99 and none of the centroids is retained after the 4th step, which is highly possible. This means that all of the previous data will be disregarded for the centroids from now on.
To prevent this problem, in our protocol we propose two changes. First, we set the range of possible values of to 0.25, 0.75 to make sure that no centroids with relatively high weight in an iteration will be eliminated, and also no controids with relatively low weight in an iteration will be retained. Second, we provide a reserved list to keep a certain number of eliminated centroids along with their weights.
Then, in each iteration, first we select the centroids by comparing the weights with , and then each selected centroid's weight will be compared with the centroids' weights in the reserved list to select the centroid with the highest weight.
In this way, no centroid with relatively high weight would be deleted and no centroid with low weight would be retained. The best size of the proposed reserved list is the number of means or more. However, it could be optimized heuristically, and also based on the underlying data and disk space, although the reserved list will not need a large amount of space compared to the data.
We also modify the GenIc algorithm to apply to distributed data, and to preserve the privacy of the parties involved in the protocol.
III. INCREMENTAL PRIVACY-PRESERVING K-MEANS CLUSTERING
In this section, we propose two new protocols for incremental privacy-preserving k-means clustering when data is horizontally or vertically partitioned among several parties.
A. Protocol for Horizontally Partitioned Data
In this case, each party owns some subset of records of the whole database and they jointly want to generate k clusters for the database without revealing their own raw data to each other. For a database , suppose each party 1 ≤ ≤ single pass algorithm for incremental clustering. In this algorithm, means are moved using a weighted sum of the existing means and the new item added each time.
The stream of data is divided into windows and each time a window is passed to the algorithm to assign its items to the means while the means are updated according to the incoming items. Actually, a centroid is fitted using its corresponding weight which is increased whenever an item is assigned to that centroid. Here is the GenIc algorithm adopted from [28] : 1) Select Parameters.
 Fix the number of centers, .  Fix the number of initial points, .  Fix the size of a generation . 2) Initialize.
 Select points 1 , … , to be the initial candidate centers.  Assign a weight of = 1 to each center = 1. 3) Incremental Clustering. For each subsequent data point in the stream, do:  Count = + 1.  Find the nearest candidate center to the point .  Move the nearest candidate center using the formula:
 Increment the corresponding weight:
, go to step 4. 4) Generational Update of Clustering Centers. When equals , 2 , 3 , …, for every center in the list of centers, do:  Calculate its probability of retention using the formula:
 Select a random number uniformly from 0,1 . If, > retain the center in the list of centers and use it in the next generation of points.  If < , eliminate the center and select a new random point from the current generation to replace it as a center in the list of centers.  Set the weight = 1.  Go to step 3 and continue processing the input stream. 5) Calculate Final Clusters. The list contains the centers. These centers can be grouped into the final centers based on their Euclidean distances. The greatest advantage of this algorithm is that it is single pass so each data item is examined only once and therefore the algorithm is very efficient compare to the standard k-means clustering algorithm. Also, it is very suitable and accurate for large databases.
The algorithm DIGNET [29] is another incremental clustering procedure. At each step, one data item is handled without iterative modification. Each center will be kept if the next coming data point belongs to that cluster and is eliminated otherwise. However the final results depend on the order of data items processed by the algorithm, and the algorithm can give poor results. It can, however, be used to generate initial centers for other methods.
owns a subset, , of containing some entities such that
The steps of the protocol are as follows: 1) Parties agree on: a threshold number, such that 0.25 ≤ ≤ 0.75 the number of means, ; and a chunk number, (the generation size), .
2) Without loss of generality we order the parties involved in the protocol, 1 , 2 , … , . 3) 1 randomly selects centers 1 , 2 , … , , assigns = 1 ∀ ∈ 1, … , , and = 1.
4)
selects items from its data to process. If has no more data, go to step 8. 5) For each selected item 1 ≤ ≤ :  finds the nearest centroid to i.e. for the distance function : ( , ) < ( , ) ∀ ∈ 1, … , and ≠ .

is adjusted using its corresponding weight, , and item :
.
≥ , is retained as a center, otherwise it will be eliminated. 7) The list of selected centers will be merged and sorted with the centers in the reserved list. Then the highest ones will be selected as the retained centers. The unselected centers will be retained in the reserved list for the next iteration. 8) All s are set to 1. 9) If = then = 1, otherwise = + 1. 10) If all the parties have processed their data, go to step 11. 11) All the centers are sent to party , and go to step 4. 12) The last party broadcasts the final centers to all parties. 13) Each party will assign its unassigned items to the closest centroid. These are the items whose centers have been eliminated in step 6 of the protocol. Final centers will be stored by the parties as the initial centers for the next run of the protocol when data is added to the database.
 Security Analysis: Inside the protocol, in each iteration some information is sent from one party to another party. We consider one such information transfer. Suppose sends the computed means 1 , 2 , … , to +1 . For each mean , we assume that had received 0 from the previous party, −1 , and by continuing the algorithm, has been computed. Therefore we have:
. Now is sent to +1 . However, +1 has no information about 's items, s, or the initial value of the centroid 0 .
Thus, by receiving , +1 is not able to get any detailed information about 's items, or the previous centroid, 0 . Even if two parties −1 and +1 collude by sending 0 from −1 to +1 , the second party will only know =1 of which is not enough to figure out individual items, s. Note that we assume that is a large number.
B. Protocol for Vertically Partitioned Data
In this case, each party owns a subset of attributes from all records of the whole database. We denote the set of attributes owned by as , = , 1 , , 2 , … , , .
For each centroid , has the value of components corresponding to these attributes,
The following are the steps of the protocol for this case: 1) Parties agree on: a threshold number, such that 0.25 ≤ ≤ 0.75; a number of means, ; and a chunk number, . 2) Each party randomly selects its own part of the centers 1 , 2 , … , . 3) All s are publicly set to 1 . 4) Parties select unprocessed items from the whole database. Without loss of generality we have named them , 2 , … , . 5) For each item 1 ≤ ≤ :  All parties run a privacy-preserving protocol to find the nearest center, say , to that item. We use our proposed protocol presented in [5] . However, inside this protocol, we have used the two newer secure building blocks for secure addition and comparison proposed in [32] , which are secure against collusion attacks as well.  Each party adjusts its own part of . For instance, suppose 's part of the item is , = , 1 , , 2 , … , , and its part for the center is
Thus, we have: , = * , + , + 1 .
≥ δ , is retained as a center, otherwise it will be eliminated. 7) The list of selected centers will be merged and sorted with the centers in the reserved list. Then the highest ones will be selected as the retained centers. The unselected centers will be retained in the reserved list for the next iteration. 9) If there are more unprocessed data go to step 4. 10) Each party will assign its unassigned items to the closest centroid. These are the items whose centers have been eliminated in step 6 of the protocol. At the end, each party stores its own portion of centers as the initial centers for the next run of the protocol. The privacy-preserving sub-protocol applied in the first part of step 5 uses secure comparison and secure sum. Refer to paper [5] for details. Security analysis of this protocol is the same as the previous one and is omitted here.
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IV. CONCLUSIONS AND FUTURE WORK
In this paper, two protocols for incremental privacy preserving k-means clustering are proposed. By using these protocols, parties are able to cluster their streamed data, while preserving their privacy. Due to the use of previous knowledge in an incremental algorithm, both communication and computational costs are decreased and protocols are more efficient than the normal ones. We use two secure sub-protocols, secure sum and secure comparison as building blocks inside our protocols. The design of incremental privacy-preserving protocols for other data mining and machine learning techniques, such as association rule mining and decision trees, could be some possible future work in this area. 
