Cross-lingual speaker adaptation with limited adaptation data has many applications such as use in speech-to-speech translation systems. Here, we focus on cross-lingual adaptation for statistical speech synthesis (SSS) systems using limited adaptation data. To that end, we propose two techniques exploiting a bilingual Turkish-English speech database that we collected. In one approach, speaker-specific state-mapping is proposed for cross-lingual adaptation which performed significantly better than the baseline state-mapping algorithm in adapting the excitation parameter both in objective and subjective tests. In the second approach, eigenvoice adaptation is done in the input language which is then used to estimate the eigenvoice weights in the output language using weighted linear regression. The second approach performed significantly better than the baseline system in adapting the spectral envelope parameters both in objective and subjective tests.
Introduction
Cross-lingual speaker adaptation (CLSA) for statistical speech synthesis is used for adapting to a target speaker in an output language, using adaptation data from the speaker in an input language. CLSA algorithms have many applications such as deployment in speech-to-speech translation systems [1, 2] .
In a commonly used approach, state mapping between the acoustic models of the input and output languages has been done [3, 4, 5] and adaptation data or transformation functions are mapped to output language states using the state-map.
Mismatch between the language-dependent average voice models (AVMs) degrade the adaptation performance in transformation mapping [6, 7] since speaker-specific transformations of similar states may be different in different languages and voice models. To alleviate the problem, transform mapping using shared decision tree context clustering is proposed in [8] where not only acoustic-similarity but also contextual similarity of states are taken into account during mapping.
AVM can also be trained using data from multiple languages and adapted to a target speaker that speaks one of the languages used in training [9] . However, the adaptation performance is not always sufficient because some of the leaf nodes of the decision tree is trained with only one of the languages in the training set. A speaker and language factorization technique to alleviate the problem is proposed in [10] where cluster This work was supported by FP7 Marie Curie International Reintegration Grant CLSASTS.
adaptive training (CAT) is used to build an AVM using data from different languages. For a target language, cluster weights are estimated for building a language-dependent model before adapting to the speakers of that language.
A language-independent approach is proposed in [11] by using a manually-developed, language-independent space of perceptual characteristics (PC) [11] . In this method, a new target speaker model in the input language speaker space is first projected to the PC space and then projected from the PC space to the output language.
A factor analysis based CLSA using bilingual speech data is proposed in [12] . In this method, model parameters representing language-dependent acoustic features and factors representing speaker characteristics are simultaneously optimized using a maximum likelihood approach and a single statistical model is trained using bilingual speech data. Performance improves compared to training each eigenvoice spaces independently.
Recently, deep neural networks methods have been used for training multilingual acoustic models [13, 14, 15] . However, such models need significant amount of data for training and adaptation whereas the focus here is adaptation with limited data.
In this paper, we focused on cross-lingual adaptation when only a few utterances are available from a target speaker. We propose two methods to outperform the baseline system in the limited data case. In the first method, we propose a speakerspecific state-mapping algorithm. In that approach, a bilingual database was used in which data in both English and Turkish were available from the same speakers. After generating speaker-adapted models in both languages, speaker-specific state-mapping is done for each of the bilingual speakers in the speaker pool. Then, for a target speaker outside the pool, a nearest-neighbor is found in the pool and state-map of that nearest-neighbor is used for adaptation. Performance was found to be significantly higher than the baseline target-independent state-mapping algorithm for the excitation parameters both in objective and subjective tests.
In the second method, an eigenvoice approach is used for rapid adaptation. Eigenvoice weights computed for the input language are linearly transformed into output language weights. Transformation matrix is learned using the bilingual database with a least-squares approach. To further boost the performance, weighted linear regression is done where weights are estimated based on similarity of the target speaker to the training speakers.
In our previous work, we proposed a Bayesian eigenvoice adaptation algorithm for rapid intralingual adaptation where nearest-neighbors were used for estimating the hyperparameters of the a priori probability distribution function (pdf) of the eigenvoice weights [16] . Here, we exploit the similarity of the target speaker to nearest-neighbors for more accurate statemapping and eigenvoice weight transformation as introduced above.
This paper is organized as follows. Baseline cross-lingual speaker adaptations method is described in Section 2. Proposed algorithms are described in Section 3. Experimental results are presented and discussed in Section 4. Finally, conclusion is done in Section 5.
Baseline Adaptation algorithm
Cross-lingual speaker adaptation through state-mapping is one of the most successful methods [5] . In that approach, first, two average voice models (AVM) in the input and the output languages are trained. Then, a state-map between these two models is established. Kullback-Leibler divergence (KLD) [17] is typically used for computing the distance between states. All input language AVM states are mapped to one of the output language AVM states using the KLD measure. Once the adaptation data is mapped to output language AVM states, any of the existing intra-lingual adaptation algorithms such as CMLLR or CSMAPLR can be used.
After state-mapping, in one approach, adaptation data that is collected for the input language AVM states can be mapped to output language AVM states for adaptation. In a second approach, speaker transformation matrices can be mapped to output AVM states instead of the data. The data mapping approach has better speaker similarity, and the transform mapping approach has better speech quality after cross-lingual speaker adaptation [5] . Because our goal was to improve speaker similarity, we used data mapping in the baseline system.
Proposed algorithms

Data mapping method using nearest-neighbors
The baseline algorithm does state-mapping using the AVMs once and uses the same map for all target speakers. However, data mapping can be done more effectively if state-mapping is done in a speaker-specific manner. To that end, we created a bilingual database where data in both the input and the output languages were collected from each training speaker. Then, intra-lingual speaker adaptation was done and models in the input and output languages were generated for those training speakers. For each bilingual speaker si in the pool of training speakers, a seperate map Mi was produced between the speaker-dependent models for the input and output languages.
In the next step, the problem is to select which one of those pre-trained maps to use for adaptation of a target speaker. Here, similarity between the target speaker and the training speakers was used to select the nearest training speaker, snn, to the target speaker star. As the similarity measure, we use the L2 distance (μnn − μtar)
T (μnn − μtar) where μnn is the supervector of mean vectors of the states that are in the acoustic model of the nearest training speaker in the input language. Similarly, μtar is the supervector of the target speaker.
Once snn is selected, the state-map Mnn is used for mapping the adaptation data to output language states. Then, similar to the baseline approach, intra-lingual adaptation is performed.
Eigenvoice adaptation
Eigenvoice-based adaptation has been used for SSS when limited adaptation data is available [16, 18] . In this approach, given a set of R eigenvectors, er, the supervector for speaker s is modelled with
where E = [e1 e2 ... eR], ws ∈ R R×1 is weight vector of the speaker s, and s is the approximation error. Principal component analysis (PCA) is used here for training Ein and Eout for the input and output languages respectively. The supervector
T where Nst is the total number of states in all decision trees in the acoustic model.
In the ML-based eigenvoice approach, given some adaptation data χa = {x (1) , x (2) , ..., x (No,s) }, No,s is the total number of observations from speaker s, the likelihood function
where Ec ∈ R F ×R is the c th block of the E matrix corresponding to state c, F is the size of μc, x
is i th observation that is aligned with state c, μc and Σc are the speaker independent mean vector and covariance matrix of the Gaussian emission (pdf) of state c, and
is the number of observations aligned with state c for speaker s. Here, Viterbi alignment is used for likelihood estimation.
Weight vector of speaker s, ws, is estimated aŝ
where
Eq (3) can be used for calculating the weights ws,in for the input language. However, output language weights ws,out should be estimated to calculatê μ (s) out = μSI,out + Eoutŵs,out.
To estimate ws,out, a linear regression approach is used here. Weights of the bilingual training speakers for the input and output languages are first computed using Eq (3). Then, a linear regression matrix A is trained such that ws,out = Aws,in + s. Least-squares approach is used for training A. Once A is trained using the bilingual training speakers, it is used for transforming the eigenvoice weights of the target speaker in the input language into weights in the output language.
Speaker-specific Regression of Eigenvoice Weights
Linear regression is used here to transform the eigenvoice weights since nonlinear methods such as neural networks require significantly more data and collection of large bilingual databases is expensive. However, to improve the performance of the linear model, the A matrix can be constructed in a targetspecific manner. To that end, we propose a weighted linear regression approach as described below. Given adaptation data from a target speaker, a speakerspecific Atar matrix is computed using: (8) where Np is the number of training speakers and 
where Ltar(i) is the error weight for the i th training speaker, wout(i) is its eigenvoice weight in the output language and win(i) is its eigenvoice weight in the input language.
Error weights in the output language are computed in three steps. In the first step, distance of the target speaker to training speakers is computed by using the L2 distance between the mean supervectors as described in Section 3.1. Then, in the second step, distances are compressed and normalized with
where d(i) is the distance of i th training speaker to the target, dmax is the maximum distance and dmin is the minimum distance of training speakers to the target. Only the best Nnn speakers are used in computing the regression matrix, Atar. In the last step, weight vector of the target speaker in the output language is computed withŵtar,out = Atarwtar,in.
Experiments
Experiment Setup
All systems in the experiments were trained with 78 dimensional vectors consisting of 24 Mel-Generalized Cepstrum Coefficients (MGCs), 1 log-energy, 1 log-F0 (LF0) coefficient, and their delta and delta-delta parameters. 25 msec analysis window with 5 msec frame rate is used for feature extraction. Phonemes are modeled with 5 state Hidden Semi-Markov Models (HSMM).
Turkish was used as the input language and English was used as the output language. Four speakers from the CMU-ARCTIC database with 1130 utterances from each of them were used to train the AVM in English. For training the AVM in Turkish, three female speakers with 1100 utterances from each of them were used. For the proposed state-mapping algorithm, a bilingual Turkish-English database is created that has 29 female speakers and 50 utterances per speaker. Turkish and English speaker-dependent models for each speaker were generated using CSMAPLR adaptation and an additional MAP adaptation. Leave-one-out method was used in testing for each one of the 29 training speakers.
More speakers were required for learning the linear regression matrix of the eigenvoice approach. Thus, 59 additional female speakers were used in the eigenvoice experiments. 10 bilingual utterances were recorded from each speaker. Because the performance of eigenvoice adaptation saturates much faster than CSMAPLR, significantly less data was needed from each speaker for the eigenvoice experiments. In these experiments, 2, 3, and 10 dimensional eigenvoices were used. N nn was set to 40 in the weighted linear regression approach. State-mapping [5] was used as the baseline since, for speaker similarity, it is one of the best performing algorithms in cross-lingual adaptation. Performance was measured with objective and subjective tests as discussed below.
Objective Measure Tests
Root-mean-square-error (RMSE) is used for objectively measuring the distance between the MGC and LF0 features of synthesized and reference speech samples. To remove the effect of the vocoder, for reference speech samples, synthetic speech from the speaker-dependent models were used rather than natural speech from the target speaker. English AVM is used for modelling the durations [19] to time-align the synthetic and reference states.
For each target speaker, adaptation was performed for 2, 5, and 10 utterances of adaptation data. For each of the 29 adapted models, 40 English sentences from the WSJ1 database were synthesized for testing.
For state-mapping algorithms, both CSMAPLR and CM-LLR methods were tested. Results are shown in Figure 1 . For the MGC features, CSMAPLR and CMLLR performed similarly. CSMAPLR algorithm is used for the MGC features for the baseline and proposed systems. For the LF0 feature, CM-LLR algorithm performed better for the baseline system while the CSMAPLR algorithm performed better for the proposed system. Best algorithm is used for each system. For the MGC features, proposed state-mapping algorithm performed better than the baseline algorithm as shown in Figure 2 . However, simply synthesizing with the nearest-neighbor without any further adaptation was significantly better than both of the state-mapping algorithms. Eigenvoice approach performed the best. Even though increasing the rank of eigenspace was helpful for intralingual eigenvoice adaptation, shown in Figure 2 for comparison purposes, that was not the case for the proposed methods. We believe that this is related to increased non-linearity and increased need for training speakers in the higher dimensional space.
For the LF0 feature, proposed state-mapping algorithm had the best performance. It also performed better with more adap- tation data which was not the case with the baseline system. Eigenvoice algorithm also performed better than the baseline. However, its performance was poorer than the proposed statemapping algorithm. Similar to MGC features, increasing the rank of eigenspace was not helpful. Simply using the nearestneighbor without any adaptation performed comparable to the proposed state-mapping system especially for the two utterance case.
Subjective Measure Tests
ABX test is used to subjectively measure the similarity of synthesized samples to the target speaker. Similar to objective measures, in the subjective measure tests, synthetic speech from the speaker-dependent models were used as reference. In the ABX test, listeners prefer sample A or sample B depending on perceived similarity to the reference sample X. A and B samples are synthesized from different adaptation methods randomly and X is the reference sample. 20 target speakers were used and one English sentence from the WSJ database was synthesized for each speaker and each adaptation data size. 8 listeners took the test. Based on the result of objective experiments, two subjective ABX tests were conducted. In the first experiment, excitation features generated with the baseline and the proposed state-mapping algorithms were compared. MGC features of the baseline model were used in both systems. Preference results are shown in Figure 3a . Proposed state mapping algorithm significantly outperformed the baseline algorithm in listening tests.
In the second experiment, MGC features of the baseline algorithm is compared with the MGC features of the proposed eigenvoice algorithm with 2-dimensional eigenvectors. LF0 features were generated with the proposed state-mapping algorithm in both systems. Preference results are shown in Figure  3b . Eigenvoice algorithm significantly outperformed the baseline algorithm for the 2 and 5 adaptation utterances. However, the difference is not significant in the 10 utterance case. Thus, even though the eigenvoice adaptation technique performed well, its performance saturated fast. The CMLLR technique used in the baseline method, however, did not perform well with minimal data but reached the same performance as the eigenvoice method when 10 utterances were available.
AB quality test was also performed to compare the proposed methods with the baseline method. However, a significant quality difference was not found.
Conclusion
In this work, we proposed two algorithms for cross-lingual speaker adaptation of statistical speech synthesis models with limited data. The proposed algorithms rely on a bilingual speech database that we collected and exploited to reduce the adaptation data requirements. In the first method, target-specific state-mapping was proposed which significantly outperformed the baseline target-independent state-mapping for the LF0 feature. In the second method, eigenvoice weights estimated in the input language were transformed into the eigenvoice weights in the output language using linear regression. To boost the performance, weighted linear regression was performed by using distance of the target speakers to the training speakers in weight estimation. The eigenvoice weight transformation using weighted linear regression performed significantly better than the baseline state-mapping algorithm for the MGC parameters.
