Pseudorandom sequences play an important role in communication and stream ciphers. In recent years, the method of generating pseudorandom sequences based on arithmetical functions has attracted increasing attention. k-error linear complexity is an important index to evaluate the stability of a sequence. Recently, J. Zhang and C. Zhao introduced binary sequences derived from Euler quotients modulo 2p (where p > 3 is an odd prime). In this paper, the k-error linear complexity of such sequences over F 2 was considered with the condition that 2 is a primitive root modulo p 2 . Certain decimal sequences were used to determine the values of k-error linear complexity for all k > 0. The results showed that such sequences have good stability in terms of cryptography.
I. INTRODUCTION
Pseudorandom sequences have very important applications in communication, radar navigation, cryptography, information-hiding and other scenarios [1] - [7] . In recent years, arithmetical functions such as Fermat quotients [8] , [9] and Euler quotients [10] , [11] have been widely used in the design of pseudorandom sequences. Studies indicate that such sequences have 'good' cryptographic and pseudorandom properties [12] - [16] . In research on using Euler quotients to construct pseudorandom sequences, the main focus is on the modulus, which is of odd prime power [11] , [17] - [19] . Recently, J. Zhang and C. Zhao designed binary sequences with period 2p 2 by using Euler quotients modulo 2p, and they proved that such sequences had very high linear complexity [20] . A related construction was considered based on Euler quotients modulo 2p in an earlier work [21] . Very recently, R. Mohammed et al. extended the work of [20] to r-ary sequences and discussed their linear complexity [22] .
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For an integer m > 1, the Euler quotients q m (u) are defined as
where the integers u ≥ 0 are such that gcd(m, u) = 1 and φ( ) is the Euler totient function [10] . For gcd(m, u) = 1, we also set q m (u) = 0. When m is an odd prime, Eq. (1) is just the Fermat quotients [8] , [9] . In the literature, Carmichael quotients are also studied by using the Carmichael function; the reader is referred to [23] .
Recently, for m = 2p and p an odd prime, Zhang and Zhao [20] considered the following 2p 2 -periodic binary sequence (e u ): 
. It is well known that all periodic sequences can be reproduced by the linear feedback shift register (LFSR) [24] . Linear complexity is a crucial cryptographic measure of sequences that denotes the length of the shortest LFSR that is capable of generating the sequence [25] . The Berlekamp-Massey algorithm [26] , [27] can effectively recover the entire sequence from a subsequence of length twice its linear complexity by the LFSR. Therefore, the linear complexity of a sequence must be larger than half of its period. In the following, we review the definition of the linear complexity of periodic sequences and its computation method.
Let F be a field and (s n ) be a T -periodic sequence over F. Recall that the linear complexity over F, denoted by LC F ((s n )), is the smallest positive integer L such that
which is satisfied by (s n ) and where c 0 = 0, c 1 , . . . , c L−1 ∈ F. The generating polynomial of (s n ) is defined as
Then, the linear complexity over F of (s n ) can be computed as
See, e.g., [24] , [28] for details. We know that if a sequence is cryptographically strong, its linear complexity should be high. However, this complexity should not be significantly reduced by changing a few terms, which leads to the notion of the k-error linear complexity [29] (also see [30] for the related sphere complexity defined earlier). For integers k ≥ 0, the k-error linear complexity over F of (s n ), denoted by LC F k ((s n )), is the lowest linear complexity (over F) that can be obtained by changing at most k terms of the sequence per period. Clearly, LC F 0 ((s n )) = LC F ((s n )), and
where w equals the number of nonzero terms of (s n ) per period.
The organization of this work is as follows: Section I reviews some definitions needed in the work. Section II gives two results for polynomials of degrees less than 2p 2 over F 2 . Section III presents some lemmas that will be used in the proof of our main results. Section IV discusses the k-error linear complexity of the recently proposed binary sequences derived from Euler quotients. Section V gives two examples. Finally, Section VI concludes the work.
II. SOME RESULTS OF POLYNOMIALS OF DEGREE LESS THAN 2p 2
Because the period of binary sequences discussed in this work is 2p 2 , from Eq. (4), we only need to consider polynomials with degree less than 2p 2 over F 2 . Let
Therefore, we can obtain
If 2 is a primitive root modulo p 2 , then 1 (X ), 2 (X ), 3 (X ) are irreducible polynomials over F 2 [25] . Let
We define vectors
The vectors U i and V j can also be considered to be the decimal sequences of the first period of (s n ). Let wt( ) denote the Hamming weight of a vector, i.e., the number of nonzero elements in the vector. Then, we have the following two lemmas.
Proof. We note that 3 
we can prove that 3 
Similar to the proof of Lemma 1.
, and hence we have 3 (X ) | S(X ). This concludes the proof.
III. STRUCTURE OF THE PROPOSED BINARY SEQUENCE
In this section, we consider the binary sequence (e u ) defined in Eq. (2) . For convenience, we introduce some vectors whose elements are in (e u ). We define
. . , e j+p 2 , e j+p+p 2 , . . . , e j+(p−1)p+p 2 , C j = e j , e j+p , . . . , e j+(p−1)p , D j = e j+p 2 , e j+p+p 2 , . . . , e j+(p−1)p+p 2 
where '+' denotes the addition of two vectors over the finite field F 2 .
First, we give some lemmas that are necessary for proving our main results.
Lemma 3: For integers u, v with gcd(uv, 2p) = 1, we have (1) . q 2p (u) is even,
. q 2p (uv) = q 2p (u) + q 2p (v) (mod 2p). Proof: See [20] for (1) and see [23] for (2) and (3).
Proof. By Lemma 3(2), for 0 ≤ t 1 , t 2 < p and gcd(u, 2p) = 1, if q 2p (u+2t 1 p) = q 2p (u+2t 2 p), then q 2p (u)+t 1 
Then, by Lemma 3(1), the proof is complete.
Proof. The lemma follows from Eq. (2) and Lemma 4. Lemma 6: For 0 ≤ j < p, we have (1) . wt(B j ) = wt(C j ) + wt(D j ) = wt(E j ), (2) . wt(B 0 ) = 0 and wt(B j ) = p−1 2 , for 1 ≤ j < p. Proof. (1) . It is easy to see that wt(B j ) = wt(C j ) + wt(D j ) because B j = C j , D j for 0 ≤ j < p.
Note that j + tp and j + tp + p 2 are of different parities for 0 ≤ t < p. Then, from Eq. (1) and Eq. (2), for odd j : 0 ≤ j < p, we have e j+tp + e j+tp+p 2 = e j+tp , if t is even, e j+tp+p 2 , if t is odd.
We have a similar result for even j : 0 ≤ j < p. Thus, wt(E j ) = wt(B j ) since E j = C j + D j .
(2). First, since q 2p (u) = 0 for gcd(2p, u) = 1, we can easily obtain wt(B 0 ) = 0.
Second, for odd j : 1 ≤ j < p, we have q(j + (2t + 1)p) = 0 for 0 ≤ t < p and {q 2p (j + 2tp) | 0 ≤ t < p} = {2 | 0 ≤ < p} by Lemma 4. Thus, by Eq. (2), we obtain wt(B j ) = p−1 2 . Third, for even j : 1 ≤ j < p, we have wt(B j ) = p−1 2 similarly.
Clearly, by Lemma 6, there are (p−1) 2 2 many 1s in each period of (e u ).
IV. MAIN RESULTS: k-ERROR LINEAR COMPLEXITY
In this section, we consider the k-error linear complexity of (e u ) defined in Eq. (2) . The generating polynomial of (e u ) is denoted as
Let E k (X ) ∈ F 2 [X ] be a polynomial of degree less than 2p 2 with exactly k monomials such that
Indeed, G k (X ) is the generating polynomial of the sequence obtained from (e u ) by changing exactly k terms of (e u ) in the first period and continuing periodically. Therefore, to obtain the k-error linear complexity of (e u ), we only need to compute gcd(X 2p 2 − 1, G k (X )) with Eq. (4).
Let A i (X ) = p−1 t=0 e i+2tp X i+2tp and E j (X ) = p−1 t=0 (e j+tp + e j+p 2 +tp )X j+tp for 0 ≤ i < 2p, 0 ≤ j < p. Then, we have
and
Theorem 1: Let (e u ) be the binary sequence of period 2p 2 defined by the Euler quotients modulo 2p in Eq. (2), where p > 3 is an odd prime. If p ≡ 1 (mod 4) and 2 is a primitive root modulo p 2 , then the k-error linear complexity of (e u ) satisfies
Proof. From Eq. (3), we know that LC F 2 0 ((e u )) = 2(p 2 − p) when p ≡ 1 (mod 4) and 2 is a primitive root modulo p 2 . VOLUME 8, 2020 Now, we want to find a polynomial E k (X ) with the least number k such that 3 (X ) | G k (X ). So, by Eq. (5), Eq. (7) and Lemma 2, E k (X ) should be of the following form:
Clearly, each F j (X ) has p−1 2 or p+1 2 monomials. So E k (X ) contains at least (p−1) 2 2 monomials. Then, we choose E k (X ) = G(X ), which leads to G k (X ) = 0, where the least k = (p−1) 2 2 . This also means that changing (p−1) 2 2 many terms in one period of (e u ) will yield a zero sequence, and changing any k < (p−1) 2 2 many terms will lead to 3 (X ) G k (X ). At the same time, if 3 (X ) 2 | G k (X ), by Lemmas 1 and 5, we need
in which case, the least k = (p−1) 2 2 . Therefore, we obtain, for k < (p−1) 2 2 ,
This completes the proof. Theorem 2: Let (e u ) be the binary sequence of period 2p 2 defined by the Euler quotients modulo 2p in Eq. (2), where p > 3 is an odd prime. If p ≡ 3 (mod 4) and 2 is a primitive root modulo p 2 , then the k-error linear complexity of (e u ) satisfies
Proof: From Eq. (3), for p ≡ 3 (mod 4) and 2 a primitive root modulo p 2 , we know that LC F 2 0 ((e u )) = 2(p 2 − 1). First, as in the proof of Theorem 1, if we want to have 3 (X ) | G k (X ), we must change at least k = (p−1) 2 2 many terms in each period of (e u ).
Second, we consider G(X ) modulo X 2p − 1. We find that, by Lemma 5,
If we choose a polynomial E k (X ) such that E k (X ) = X p (mod X 2p − 1), in which case the least k is 1, then we obtain G(X ) + E k (X ) = G(X ) + X p = X 2 (X ) 2 (mod X 2p − 1), and G(1) + E k (1) = G(1) + 1 = p = 0. Thus, LC F 2 1 ((e u )) = 2(p 2 − p + 1).
If we choose a polynomial E k (X ) such that
in which case the least k is p − 1, then we obtain
i.e., (X 2p − 1) | G k (X ). At the same time, we consider G(X ) modulo X p − 1. We find that, by Lemma 6(2),
and we need to choose E k (X ) ≡
In fact, in this case, k ≥ p−1. According to the above, we have LC F 2 k ((e u )) = 2(p 2 − p) for p − 1 ≤ k < (p−1) 2 2 . Indeed, from the above, any E k (X ) with 1 < k < p−1 will not yield 2 (X ) | G k (X ), so LC F 2 k ((e u )) = 2(p 2 − p + 1) for 1 ≤ k < p − 1. This completes the proof.
V. EXAMPLES
We also run a program to confirm our theorems. The experimental data are listed below, and the results are consistent with Theorem 1 and Theorem 2.
Example 1: Let p = 5 (i.e., p ≡ 1 (mod 4) and 2 is a primitive root modulo 25). In this case, from Eq. (2), we can obtain the sequence (e u ):
1, if u (mod 50) = 3, 9, 13, 21, 29, 37, 41, 47, 0, otherwise.
That is, the first period of the sequence (e u ) is 00010, 00001, 00010, 00000, 01000, 00001, 00000, 00100, 01000, 00100.
The k-error linear complexity of the sequence (e u ) is
Example 2: Let p = 11 (i.e., p ≡ 3 (mod 4) and 2 is a primitive root modulo 121). In this case, from Eq. (2), we can obtain the sequence (e u ): That is, the first period of the sequence (e u ) is 00000101000, 00101010001, 00010000000, 00000010000, 01010001010, 00001010101, 00000000010, 00100010100, 01000000000, 00100000101, 00000001000, 00001000000, 01010000010, 00000000001, 00010100010, 00100000000, 01010101000, 00101000101, 00000100000, 00000000100, 01000101010, 00001010000.
240, if k = 0, 222, if 1 ≤ k < 10, 220, if 10 ≤ k < 50, 0, if k ≥ 50.
VI. CONCLUSION
In this work, we considered the k-error linear complexity of recently proposed sequences with period 2p 2 derived from Euler quotients modulo 2p. The results indicated that such sequences had good stability. We also illustrated our results with two examples.
