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Even though no local order parameter in the sense of the Landau theory exists for topological
quantum phase transitions in Chern insulators, the highly non-local Berry curvature exhibits critical
behavior near a quantum critical point. We investigate the critical properties of its real space analog,
the local Chern marker, in weakly disordered Chern insulators. Due to disorder, inhomogeneities
appear in the spatial distribution of the local Chern marker. Their size exhibits power-law scaling
with the critical exponent matching the one extracted from the Berry curvature of a clean system.
We drive the system slowly through such a quantum phase transition. The characteristic size of
inhomogeneities in the non-equilibrium post-quench state obeys the Kibble-Zurek scaling. In this
setting, the local Chern marker thus does behave in a similar way as a local order parameter for
a symmetry breaking second order phase transition. The Kibble-Zurek scaling also holds for the
inhomogeneities in the spatial distribution of excitations and of the orbital polarization.
The discovery of topological insulators [1–3] has
sparked great interest due to their novel properties that
could furthermore be used for practical applications [4–
8]. Topological systems have been realized in solid state
[9–15] and in cold atoms [16–23]. Recently, a lot of atten-
tion has been given to dynamical critical properties after
quenches across topological phase transitions in topologi-
cal insulators [24–38], superconductors [39–41] and p+ ip
superfluids [42, 43]. An important observation of in-
terest to this paper was made in Refs. [35, 38, 44–46]
which showed that the number of excitations after a slow
quench follows the Kibble-Zurek (KZ) scaling.
Developed by Kibble [47] as a cosmological theory de-
scribing the formation of the early universe and applied
to condensed matter systems by Zurek [48, 49], the KZ
mechanism describes non-equilibrium properties of a sys-
tem that was driven in a finite time τ over a symmetry
breaking second order phase transition. In equilibrium
the relaxation time τr and the correlation length ξ diverge
as a function of the control parameter u approaching the
critical point uc by a power determined by critical expo-
nents z and ν, τr ∼ |u− uc|−zν and ξ ∼ |u− uc|−ν [50].
Because of the divergence the system evolves nonadiabat-
ically across the critical point. In the case of phase tran-
sitions with spontaneous symmetry breaking that entail
a degeneracy of the ground state, such a process produces
regions corresponding to different choices of the ground
state. The size of the regions is set by the equilibrium
correlation length ξ(tF ) ∼ τν/(1+zν) at a ”freeze-out”
time tF ∼ τzν/(1+zν), an approximate time at which the
system stopped evolving adiabatically. The KZ scaling
was observed experimentally in tunnel Josephson junc-
tions [51, 52], multiferroics [53–55], ion Coulomb crystals
[56, 57], Bose-Einstein condensates [58], and in a Ryd-
berg atom quantum simulator [59].
Returning to topological insulators, the fact that the
KZ scaling occurs in these systems is not expected on the
first sight. Topological insulators have no spontaneously
broken symmetry. They accordingly lack degeneracy of
the ground state and have no local (Landau) order pa-
rameter. Instead, their phase is described by a quan-
tized non-local order parameter, the topological invari-
ant. Is it nevertheless possible to relate the KZ scaling
to the freeze-out behavior and what are its manifesta-
tions in the real space? In Chern insulators, for example,
the critical increase of a length scale has been noticed in
the Berry curvature [60]. Some hope for establishing the
analogy with systems with a local order parameter stems
also from the discovery of the local Chern marker (LCM)
that was introduced in Ref. [61] as a local indicator of
the topological phase in Chern insulators. Furthermore,
in Ref. [62] Caio et al. showed that in equilibrium, the
LCM exhibits a length scale that grows as |u−uc|−ν close
to a topological phase transitions. An open question is,
how does the LCM behave during a slow quench?
In this paper we address the KZ mechanism in a Chern
insulator. To reveal the KZ physics directly in real space,
we calculate the LCM in the presence of weak disorder
which breaks the translational symmetry. The disorder
leads to the appearance of inhomogeneities in the LCM.
We show that in the ground state these exhibit a length
scale shown in Fig. 1(a) that grows as |u − uc|−1 as the
topological transition is approached. Then we study a
quench where we drive the system across a critical point
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FIG. 1. LCM (a) in the ground state of an instantaneous Hamiltonian and (b) in an non-equilibrium state during the quench
with τ = 20: (1) at the beginning of the quench, (2) on the entry to the freeze-out zone, (3) near the critical point, (4) on
the exit from the freeze-out zone, and (5) at the end of the quench. The system size is N = 70 and the disorder amplitude is
δu0 = 0.05. The insets show the Berry curvature of corresponding states of a clean system along the kx = 0 line from ky = −pi4
to ky =
pi
4
. The range of the vertical axis is from zero to 0.005pi in panels (a-4) and (a-5), and from -0.005pi to zero in other
panels.
in a finite time τ . We evaluate the LCM during the
quench and find inhomogeneities [Fig. 1(b)], the size of
which in the post-quench state scales as τ1/2, as predicted
by the KZ mechanism. The growth of inhomogeneities
during the quench exhibits the freeze-out behavior, which
establishes an almost full analogy to the dynamical criti-
cal behavior of systems with a spontaneously broken sym-
metry. The same behavior is found also in the clean sys-
tem where the length scale is extracted from the Berry
curvature evaluated during the quench.
Ground state.—We first examine the ground-state crit-
ical behavior in the vicinity of a topological quantum
phase transition in a Chern insulator described by the
disordered Qi-Wu-Zhang (QWZ) model [63]
Hˆ =
∑
r
|x, y〉〈x, y| ⊗ [u+ δu(r)]σˆz+
+
∑
r
(|x+ 1, y〉〈x, y| ⊗ σˆz+iσˆx2 + h.c.)+
+
∑
r
(
|x, y + 1〉〈x, y| ⊗ σˆz+iσˆy2 + h.c.
) (1)
where r = (x, y) are the Bravais lattice vectors of a
square lattice, measured in units of the lattice constant.
The system size is N ×N unit cells and periodic bound-
ary conditions are assumed. Each unit cell hosts two
orbitals |r, σ〉, σ ∈ {A,B}, and the Pauli matrices σˆi,
i ∈ {x, y, z}, act on these orbital degrees of freedom.
The disorder is present on the staggered orbital bind-
ing energies u+ δu(r), where δu(r) are uncorrelated and
uniformly distributed on the interval [−δu0, δu0]. The
disorder is assumed to be weak enough that the Ander-
son localization length is much longer than the system
size. In absence of disorder, the QWZ model was exper-
imentally realized in ultracold atoms [22, 64].
In a clean system, the QWZ Hamiltonian for a partic-
ular wavevector k = (kx, ky) from the first Brillouin zone
(BZ) is
Hˆ(k) = (u+cos kx+cos ky)σˆz+sin kxσˆx+sin kyσˆy. (2)
Its eigenstates |ψα(k)〉, where the band index α distin-
guishes the valence (α = v) from the conduction (α = c)
band, can be used to calculate the Berry curvature [65]
of the valence band,
Ω(k) = iTr{Pˆ (k)[∂kx Pˆ (k), ∂ky Pˆ (k)]} (3)
with Pˆ (k) = |ψv(k)〉〈ψv(k)|. In this work, we concen-
trate on the topological quantum phase transition that
takes place at uc = −2 where the topological invariant
– the Chern number C = − 12pi
∫
BZ
dkΩ(k) – changes its
value from C = 0 at u < uc to C = −1 at uc < u < 0.
The Chern number can also be calculated from the
real-space analog of the Berry curvature – the local Chern
marker [61, 65]
c(r) = 2pii
∑
σ
〈r, σ|Pˆ [−i[xˆ, Pˆ ],−i[yˆ, Pˆ ]]|r, σ〉 (4)
as C = limN→∞ 1N2
∑
r c(r). Here xˆ and yˆ are the posi-
tion operators and Pˆ =
∑
n∈v |Ψn〉〈Ψn| is the projector
3onto the subspace spanned by eigenstates |Ψn〉 of the va-
lence band. In clean systems in the thermodynamic limit
the LCM is uniform and equals the Chern number [61].
We calculated the LCM in the presence of a weak dis-
order δu0 = 0.05. The real-space profiles of the LCM are
shown in Fig. 1(a) for several values of u, ranging from
deep in the trivial phase, across the critical point (note
that the weak disorder does not significantly move the
critical point [66]) to deep in the topological phase. The
profiles are inhomogeneous and feature regions where the
LCM deviates above (brown) and below (blue) the clean
system value. While the amplitude of those deviations
is proportional to δu0, their size does not depend on the
disorder strength (see Supplemental Material S1). The
basic point is that, as the critical point is approached,
the size of those regions grows. [In the topological phase
the deviations of the LCM from its clean system value are
dominated by a contribution proportional to disorder. In
Fig. 1(a-4) and Fig. 1(a-5), the disorder contribution is
filtered out. Raw data is shown in Supplemental Material
S1.]
We measure the size of inhomogeneities ξr by finding
the distance where the autocovariance function of a LCM
profile drops below zero (see Supplemental Material S2).
Fig. 2 shows that ξr exhibits a power-law scaling as u
approaches the critical point. Increasing the system size,
the estimate of the scaling exponent approaches one. One
can evaluate the correlation length also for a clean sys-
tem by calculating the Berry curvature, which exhibits
a peak at k = 0 [insets to Fig. 1(a)]. The width of the
peak ξ−1k shrinks on approaching the critical point with
the correlation length exponent ν = 1 [35, 60], thus in
agreement with what we find from the analysis of the
inhomogeneities in the LCM. Analogous results are ob-
tained by measuring the radius of the peak in the LCM
profile around a single impurity (see Supplemental ma-
terial S3). All this confirms that, in the presence of dis-
order, the criticality of the correlation length in Chern
insulators is observable in real space via the LCM.
Quenches.—We perform quenches in systems initially
in the ground state, i.e., with the valence band filled and
the conduction band empty, starting in the trivial regime
at u0 = −2.5, smoothly varying the parameter u with
time as u(t) = u0 + (u1 − u0) sin2(pi2 tτ ), and ending up
at t = τ in the topological regime at u1 = −1.5. We
separately show that the length scale, predicted by the
KZ mechanism, arises both in clean and in disordered
systems.
Quenches in clean systems.— We extract ξk after the
quench from the Berry curvature of non-equilibrium post-
quench states, calculated by replacing the pre-quench
eigenstates |ψv(k)〉 in Eq. (3) with the corresponding
time-evolved states. The post-quench form of the Berry
curvature for different quench times is shown in Fig. 3(a).
It exhibits a peak at k = 0 of the width proportional
to τ−1/2, giving rise to a length scale proportional to
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FIG. 2. (a) ξr in the ground state of the trivial phase,
plotted for different N in the log-log scale as a function of
|u− uc|. Average is performed over 100 disorder realizations
with δu0 = 0.05. (b) The scaling exponent, estimated by fit-
ting a power-law to the ξr vs. |u − uc| data for individual
disorder realizations in the interval 0.02 ≤ |u − uc| ≤ 0.1.
The means are plotted as a function of 1/N and the error
bars show the standard errors of the mean.
τ1/2. Taking into account that zν = 1 [35], this re-
sult follows the KZ scaling. The KZ mechanism relates
the characteristic length with the density of point defects
n ∝ ξ−2(tF ), making our results in agreement with ear-
lier work [35, 38, 44, 45], which showed that excitation
density is nexc =
|u1−u0|
8piτ .
It is interesting to look at how the Berry curvature
evolves during the quench [insets to Fig. 1(b)]. Fig. 3(b)
shows the evolution of ξk of non-equilibrium states corre-
sponding to different quench times (colored lines). This is
compared to the critical behavior of ξk of the correspond-
ing instantaneous ground states (black line). Before en-
tering the freeze-out zone (the shaded region for τ = 20),
the system evolves adiabatically and its ξk is equal to
the ground-state one. In the freeze-out zone, the system
stops evolving adiabatically and its ξk starts to deviate
from the ground-state one: it increases linearly with a
speed independent of the quench time. Only after the
system exits the freeze-out zone, ξk settles at an approx-
imately constant value. Similar results were observed in
quenches performed in a Rydberg atom quantum simu-
lator [59]. This behavior goes beyond what is known in
the literature as the “adiabatic-impulse approximation”
which identifies the saturation of the length scale with
the entry to the freeze-out zone [49].
Quenches in disordered systems.—The KZ length scale
observed in a clean system manifests itself in a disordered
system as the size of inhomogeneities in the post-quench
LCM profile.
Similarly to the Berry curvature, the LCM profiles can
also be calculated during a quench by replacing in Eq. (4)
the projector Pˆ onto the valence band with the projector
onto the occupied subspace i.e, pre-quench eigenstates
|Ψn〉 are replaced with the corresponding time-evolved
states.
The evolution of the LCM profile during the quench
4−pi −pi/2 0 pi/2 pi
ky
√
τ
0
0.2
0.4
0.6
0.8
1
Ω
(0
,k
y
)/
Ω
(0
,0
)
ξ−1k
(a) τ = 7
20
60
240
0 0.25 0.5 0.75 1
t/τ
0
5
10
15
20
ξ r
,
ξ k
(b)
τ = 7
20
60
240
GS
-2.5 -2.35 -2 -1.64 -1.5
u(t)
FIG. 3. (a) Berry curvature along the kx = 0 line at the end
of a quench for various τ , plotted as a function of ky
√
τ . (b)
Full lines show ξk during quenches with various τ (colored)
and ξk of instantaneous ground states (black). Colored and
black dots show ξr of the LCM of a disordered system with
δu0 = 0.05 during quenches (N = 70) and in instantaneous
ground states (N = 100), respectively. The shaded region is
the freeze-out zone for the τ = 20 quench.
with τ = 20 is shown in Fig. 1(b). Due to the conser-
vation of the Chern number [24, 35, 37, 67], the clean
system value of the LCM is zero throughout the quench.
Let us now focus on deviations from this value. Prior to
entering the freeze-out zone, the system evolves adiabat-
ically and the LCM profiles match the ground-state ones,
shown in Fig. 1(a). The growth of ξr in the freeze-out
zone, although present, lags behind that in instantaneous
ground states. After the exit from the freeze-out zone,
the profiles do not significantly change anymore. [The
amplitude of the deviations of the LCM, however, grows
strongly throughout the quench.] In Fig. 3(b) ξr dur-
ing quenches with different τ and in the corresponding
ground states are shown with colored and black dots, re-
spectively. They are seen to follow the behavior of ξk
(colored and black lines).
The post-quench inhomogeneities are larger for
quenches performed more slowly (see Supplemental Ma-
terial S1). Their size exhibits a power-law scaling with
quench time as shown in Fig. 4(a). The scaling exponent
is close to 1/2, which matches the KZ prediction.
Inhomogeneities appear also in the density of excita-
tions nexc(r, t) =
∑
σ〈r, σ|Pˆ (t)Pˆc(t)|r, σ〉 where Pˆc(t) is
the projector onto the instantaneous conduction band
(see Supplemental Material S4), and in the deviation
of the orbital polarization p(r, t) =
∑
σ〈r, σ|Pˆ (t)σˆz|r, σ〉
from the ground state one (see Supplemental Material
S5). The profiles of the excitations and the polarization
appear to be the same as those of the LCM. The scaling
of ξr of these quantities with quench time also conforms
to the KZ prediction, as shown in Figs. 4(b) and 4(c).
ξr in Fig. 4 saturates at a certain τ . This is a finite-size
effect: the value of τ where this happens increases with
the system size N .
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FIG. 4. (1) Full lines show ξr at the end of a quench, averaged
over 20 disorder realizations with δu0 = 0.05, of (a) the LCM,
(b) the real-space density of excitations, and (c) the orbital
polarization as a function of τ for different N , plotted in the
log-log scale. The orange dashed lines represent the τ1/2 scal-
ing. (2) The corresponding scaling exponents, estimated as
in Fig. 2 using the ξr vs. τ data in the interval 15 ≤ τ ≤ 140.
Discussion.—The scaling of ξr can be explained by
the Landau-Zener dynamics, taking additionally into ac-
count the effect of disorder on eigenstates of the post-
quench Hamiltonian. Because the disorder is weak, these
eigenstates maintain a definite value of the momentum
magnitude |k| up to a good approximation. The post-
quench probability of an excitation is therefore given by
the Landau-Zener formula exp(− 2|k|2τ|u1−u0| ). This provides
a rough estimate for the highest momentum where exci-
tations are present, kmax = (
|u1−u0|
2τ )
1/2.
In the presence of weak disorder, the eigenstates pre-
serve the length scale 2pi|k| . The post-quench projector
to the occupied subspace Pˆ (τ) is expected to contain
within itself the finest of those length scales present,
2pi
kmax
∝ τ1/2. Pˆ (τ) is an ingredient of expressions for all
the quantities studied in this paper, which consequently
after quench exhibit the τ1/2 scaling of ξr.
Conclusions.– We investigated the equilibrium and the
dynamical critical properties in a Chern insulator as well
as their relation via the KZ mechanism. We used a
weak disorder to reveal the correlation length scale in
the ground-state real-space profile of the LCM. After a
quench the LCM exhibits inhomogeneities of a length
scale that depends on the quench time as τ1/2. We
followed the growth of the inhomogeneities during the
quench and demonstrated that the KZ freeze-out mech-
anism applies. Through the lens of the LCM the critical
behavior of weakly disordered Chern insulators is anal-
ogous to the one found in systems with spontaneously
broken symmetries. The important difference is that the
amplitude of the inhomogeneities vanishes with the van-
ishing disorder strength. The KZ scaling with τ can be
experimentally tested by looking at the orbital polariza-
5tion [68] or (if the particle-hole symmetry would be bro-
ken, as is for instance in the Haldane model) also in the
inhomogeneities of the charge density.
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SUPPLEMENTARY INFORMATION
S1. Additional LCM profiles
Fig. 5 shows that the size of inhomogeneities in the
LCM does not depend on the weak disorder strength.
On the other hand, the amplitude of deviations is pro-
portional to δu0. In Fig. 6 the ground-state LCM profiles
in the topological phase are shown. They are dominated
by a contribution proportional to the disorder. The cor-
responding profiles in Figs. 1(a-4) and 1(a-5) of the main
article were obtained by filtering out this contribution
with the Gaussian filter with the width σ = 1 (lattice
spacing). For discussion, see Sec. S5. In Fig. 7 post-
quench LCM profiles for various quench times are shown
for the same disorder realization as in Fig. 1 of the main
article.
(a)
−0.002 0.000 0.002
(b)
−0.0002 0.0000 0.0002
FIG. 5. Ground-state LCM profiles at u = −2.3 with (a)
δu0 = 0.05 and (b) δu0 = 0.005. N = 70.
S2. Estimation of the size of inhomogeneities
We estimate the size of the inhomogeneities in a real-
space profile A(r) from its position autocovariance func-
tion
RAA(r) =
∑
|r|=r
∑
r′ A(r
′)A(r+ r′)∑
|r|=r
∑
r′ A(r
′)2
. (5)
We identify the typical length scale ξr in the LCM as
the distance at which the autocovariance function crosses
(a-4)
GS, u(0.6τ )
−1.025 −1.000 −0.975
(a-5)
GS, u(τ )
−1.02 −1.00 −0.98
FIG. 6. Unfiltered LCM profiles corresponding to Figs. 1(a-4)
and 1(a-5) of the main article.
(a) disorder δuxy
−0.025 0.000 0.025
(b) τ = 7
−0.04 0.00 0.04
(c) τ = 20
−0.2 0.0 0.2
(d) τ = 100
−0.6 −0.4
FIG. 7. Post-quench LCM profiles for quenches with (b) τ =
7, (c) τ = 20 [same as Fig. 1(b-5) of the main article] and
(d) τ = 100. The disorder realization is shown in panel (a).
N = 70 and δu0 = 0.05.
zero, Rcc(ξr) = 0. The autocovariance functions of the
post-quench LCM profiles shown in Fig. 7 are plotted in
Fig. 8 as a function of r/
√
τ . Note that for slow enough
quenches, the size of inhomogeneities ξr scales as τ
1/2.
S3. Ground-state LCM profiles around a single
impurity
Here we study deviations δc1(r) of the LCM from its
clean system value, induced by a single weak impurity
with strength δu at r = 0. Only the ground state is
60 1 2 3 4
r/
√
τ
-0.5
0
0.5
1
R
cc
τ = 7
20
60
100
FIG. 8. Autocovariance functions of the post-quench LCM
profiles for the disorder realization of Fig. 7(a). The profiles
for τ = 7, 20 and 100 are shown in Figs. 7(b), 7(c) and 7(d),
respectively.
considered.
In Figs. 9(a) and 10(a), typical δc1(r) profiles in the
trivial and in the topological phases, respectively, are
shown. In Figs. 9(b) and 10(b), δc1(r) are plotted along
the y = 0 line for several values of u in the trival and
in the topological phases, respectively. The position is
rescaled as x|u−uc|0.8, showing that the radius ξr of the
region around the impurity where the LCM deviates be-
low (for δu > 0) the clean system value scales as a power
law. The estimate of the scaling exponent on the trivial
side approaches one as the system size is increased, see
Fig. 9(c). Note, however, that ξr is not the only scale
in which δc1(r) can be described: it has also an internal
structure.
A notable feature is that the behavior of δc1(r) on the
topological and on the trivial side are quite different. On
the topological side, |δc1(r)| is maximal at the position
of the impurity. There it takes a value that is at least five
times larger than the value on neighboring sites, whereas
on the trivial side it has a minimum at the position of the
impurity and takes a maximum on the neighboring sites.
This distinction has important consequences for the be-
havior of the LCM in a disordered system. Namely, for a
weak disorder one can write δc(r) ∼ ∫ dr′δc1(r−r′)δu(r′)
where δc(r) is the deviation of the LCM in the disordered
system from the clean system value and δu(r) the distri-
bution of the disorder. δc1(r) thus plays the role of the
integration kernel through which the disorder is averaged.
Now, on the topological side, because the largest contri-
bution to δc1(r) is local, one can expect that the δc(r)
is dominated by a contribution directly proportional to
disorder. This is indeed what one observes in Fig. S2.
S4. Real-space distribution of excitations
In this section we derive the real-space distribution of
the excitations to the conduction band. Let us first con-
sider a clean system. Let |Ψα(k, t)〉 = |k〉 ⊗ |ψα(k, t)〉 be
the instantaneous eigenstates, i.e., the eigenstates of the
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FIG. 9. (a) δc1(r) around an impurity with strength δu = 0.1
at r = 0. N = 100 and u = −2.07. (b) δc1(r) around the
same impurity plotted along the y = 0 line as a function of
x|u − uc|0.8 for various u in the trivial phase. N = 100. In
both (a) and (b), linear scale is used for |δc1(r)| < 10−4 and
log scale elsewhere. (c) The scaling exponent, estimated by
fitting a power-law to the ξr vs. |u− uc| data in the interval
0.02 ≤ |u− uc| ≤ 0.1 and plotted as a function of 1/N .
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FIG. 10. (a) δc1(r) around an impurity with strength δu = 0.1
at r = 0. N = 100 and u = −1.93. (b) δc1(r) around the
same impurity plotted as a function of x|u− uc|0.8 along the
y = 0 line for various u in the topological phase. N = 100. In
both (a) and (b), linear scale is used for |δc1(r)| < 10−4 and
log scale elsewhere.
Hamiltonian H(t), and |Φα(k, t)〉 = |k〉 ⊗ |ϕα(k, t)〉 the
states obtained by time-evolving the pre-quench eigen-
states |Ψα(k, 0)〉 to time t. Here |k〉 = 1N2
∑
r e
ik·r|r〉
and α = v and α = c denote the valence and the conduc-
tion bands, respectively. The total number of excitations
7is
Nexc(t) =
∑
k
|〈Ψc(k, t)|Φv(k, t)〉|2 =
=
∑
k,k′
〈Ψc(k, t)|Φv(k′, t)〉〈Φv(k′, t)|Ψc(k, t)〉,
(6)
where the second line owes to the orthogonality of the
plane waves. Recognizing Pˆ (t) =
∑
k |Φv(k, t)〉〈Φv(k, t)|
as the projector onto the occupied subspace and Pˆc(t) =∑
k |Ψc(k, t)〉〈Ψc(k, t)| as the projector onto the in-
stantaneous conduction band, Eq. (6) may be written
as a trace over the whole Hilbert space: Nexc(t) =
Tr{Pˆ (t)Pˆc(t)}. We calculate the trace in the real-space
basis, Nexc(t) =
∑
r,σ〈r, σ|Pˆ (t)Pˆc(t)|r, σ〉. The real-
space distribution of excitation is thus
nexc(r, t) =
∑
σ
〈r, σ|Pˆ (t)Pˆc(t)|r, σ〉. (7)
This expression can also be evaluated in a disordered
system using Pˆ (t) =
∑
n∈v |Φn(t)〉〈Φn(t)| and Pc(t) =∑
n∈c |Ψn(t)〉〈Ψn(t)| where |Ψn(t)〉 and |Φn(t)〉 are in-
stantaneous eigenstates and time-evolved pre-quench
eigenstates, respectively.
In Fig. 11 some post-quench profiles of excitations are
shown.
(a) τ = 20
0.0018 0.0021 0.0024
(b) τ = 100
0.00047 0.00067 0.00087
FIG. 11. Spatial distribution of excitations after quenches
with (a) τ = 20 and (b) τ = 100. The disorder realization is
the same as in Fig. 7.
S5. Real-space distribution of the orbital
polarization
We define the orbital polarization as the difference be-
tween the occupation of the orbital A and the occupation
of the orbital B:
p(r, t) =
∑
n∈v
|〈r, A|Φn(t)〉|2 − |〈r, B|Φn(t)〉|2 =
=
∑
σ
〈r, σ|Pˆ (t)σˆz|r, σ〉.
(8)
Some post-quench profiles of the orbital polarization are
shown in Fig. 12.
(a) τ = 20
0.0016 0.0023 0.0030
(b) τ = 100
0.00040 0.00065 0.00090
FIG. 12. Deviation of the post-quench orbital polarization
from the ground-state one for quenches with (a) τ = 20 and
(b) τ = 100. The disorder realization is the same as in Fig. 7.
∗ lara.ulcakar@ijs.si
[1] F. D. M. Haldane, Phys. Rev. Lett. 61, 2015 (1988).
[2] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801
(2005).
[3] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 146802
(2005).
[4] A. R. Mellnik, J. S. Lee, A. Richardella, J. L. Grab, P. J.
Mintun, M. H. Fischer, A. Vaezi, A. Manchon, E.-A.
Kim, N. Samarth, and D. C. Ralph, Nature 511, 449
(2014).
[5] Y. Fan, P. Upadhyaya, X. Kou, M. Lang, S. Takei,
Z. Wang, J. Tang, L. He, L.-T. Chang, M. Montazeri,
G. Yu, W. Jiang, T. Nie, R. N. Schwartz, Y. Tserkovnyak,
and K. L. Wang, Nature materials 13, 699 (2014).
[6] N. Xu, Y. Xu, and J. Zhu, npj Quantum Materials 2, 51
(2017).
[7] G. Gupta, M. B. A. Jalil, and G. Liang, Scientific Re-
ports 4, 6838 (2014).
[8] W. Tian, W. Yu, J. Shi, and Y. Wang, Materials 10,
814 (2017).
[9] K. S. Novoselov, Z. Jiang, Y. Zhang, S. V. Morozov, H. L.
Stormer, U. Zeitler, J. C. Maan, G. S. Boebinger, P. Kim,
and A. K. Geim, Science 315, 1379 (2007).
8[10] M. Ko¨nig, S. Wiedmann, C. Bru¨ne, A. Roth, H. Buh-
mann, L. W. Molenkamp, X.-L. Qi, and S.-C. Zhang,
Science 318, 766 (2007).
[11] R. Yu, W. Zhang, H.-J. Zhang, S.-C. Zhang, X. Dai, and
Z. Fang, Science 329, 61 (2010).
[12] I. Knez, R.-R. Du, and G. Sullivan, Phys. Rev. Lett.
107, 136603 (2011).
[13] C.-Z. Chang, J. Zhang, X. Feng, J. Shen, Z. Zhang,
M. Guo, K. Li, Y. Ou, P. Wei, L.-L. Wang, Z.-Q. Ji,
Y. Feng, S. Ji, X. Chen, J. Jia, X. Dai, Z. Fang, S.-C.
Zhang, K. He, Y. Wang, L. Lu, X.-C. Ma, and Q.-K.
Xue, Science 340, 167 (2013).
[14] F. Reis, G. Li, L. Dudy, M. Bauernfeind, S. Glass,
W. Hanke, R. Thomale, J. Scha¨fer, and R. Claessen,
Science 357, 287 (2017).
[15] Y. Tokura, K. Yasuda, and A. Tsukazaki, Nature Re-
views Physics 1, 126 (2019).
[16] L. Tarruell, D. Greif, T. Uehlinger, G. Jotzu, and
T. Esslinger, Nature 483, 302 (2012).
[17] M. Aidelsburger, M. Atala, M. Lohse, J. T. Barreiro,
B. Paredes, and I. Bloch, Phys. Rev. Lett. 111, 185301
(2013).
[18] H. Miyake, G. A. Siviloglou, C. J. Kennedy, W. C. Bur-
ton, and W. Ketterle, Phys. Rev. Lett. 111, 185302
(2013).
[19] N. Goldman, E. Anisimovas, F. Gerbier, P. hberg, I. B.
Spielman, and G. Juzeliu¯nas, New Journal of Physics
15, 013025 (2013).
[20] A. Dauphin and N. Goldman, Phys. Rev. Lett. 111,
135302 (2013).
[21] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat,
T. Uehlinger, D. Greif, and T. Esslinger, Nature 515,
237 (2014).
[22] Z. Wu, L. Zhang, W. Sun, X.-T. Xu, B.-Z. Wang, S.-C.
Ji, Y. Deng, S. Chen, X.-J. Liu, and J.-W. Pan, Science
354, 83 (2016).
[23] N. Fla¨schner, B. S. Rem, M. Tarnowski, D. Vogel, D.-
S. Lu¨hmann, K. Sengstock, and C. Weitenberg, Science
352, 1091 (2016).
[24] M. D. Caio, N. R. Cooper, and M. J. Bhaseen, Phys.
Rev. Lett. 115, 236403 (2015).
[25] H. Dehghani and A. Mitra, Phys. Rev. B 93, 205437
(2016).
[26] M. D. Caio, N. R. Cooper, and M. J. Bhaseen, Phys.
Rev. B 94, 155104 (2016).
[27] F. N. U¨nal, E. J. Mueller, and M. O. Oktel, Phys. Rev.
A 94, 053604 (2016).
[28] Y. Hu, P. Zoller, and J. C. Budich, Phys. Rev. Lett. 117,
126803 (2016).
[29] L. Privitera and G. E. Santoro, Phys. Rev. B 93,
241406(R) (2016).
[30] J. H. Wilson, J. C. W. Song, and G. Refael, Phys. Rev.
Lett. 117, 235302 (2016).
[31] P. Wang, M. Schmitt, and S. Kehrein, Phys. Rev. B 93,
085134 (2016).
[32] P. Wang and S. Kehrein, New Journal of Physics 18,
053003 (2016).
[33] U. Bhattacharya, J. Hutchinson, and A. Dutta, Phys.
Rev. B 95, 144304 (2017).
[34] M. Schu¨ler and P. Werner, Phys. Rev. B 96, 155122
(2017).
[35] L. Ulcˇakar, J. Mravlje, A. Ramsˇak, and T. Rejec, Phys.
Rev. B 97, 195127 (2018).
[36] M. McGinley and N. R. Cooper, Phys. Rev. Lett. 121,
090401 (2018).
[37] M. McGinley and N. R. Cooper, Phys. Rev. B 99, 075148
(2019).
[38] L. Ulcˇakar, J. Mravlje, and T. Rejec, Phys. Rev. B 100,
125110 (2019).
[39] A. Bermudez, L. Amico, and M. A. Martin-Delgado,
New Journal of Physics 12, 055014 (2010).
[40] W. DeGottardi, D. Sen, and S. Vishveshwara, New Jour-
nal of Physics 13, 065028 (2011).
[41] P. D. Sacramento, Phys. Rev. E 90, 032138 (2014).
[42] M. S. Foster, M. Dzero, V. Gurarie, and E. A.
Yuzbashyan, Phys. Rev. B 88, 104511 (2013).
[43] M. S. Foster, V. Gurarie, M. Dzero, and E. A.
Yuzbashyan, Phys. Rev. Lett. 113, 076403 (2014).
[44] B. Damski, Phys. Rev. Lett. 95, 035701 (2005).
[45] A. Dutta, R. R. P. Singh, and U. Divakaran, EPL (Eu-
rophysics Letters) 89, 67001 (2010).
[46] S. P. Marincˇek, J. Mravlje, and T. Rejec, Phys. Status
Solidi B , 1900425 (2019).
[47] T. W. B. Kibble, Journal of Physics A: Mathematical
and General 9, 1387 (1976).
[48] W. H. Zurek, Nature 317, 505 (1985).
[49] W. H. Zurek, U. Dorner, and P. Zoller, Phys. Rev. Lett.
95, 105701 (2005).
[50] A. Polkovnikov, Phys. Rev. B 72, 161201(R) (2005).
[51] R. Monaco, J. Mygind, and R. J. Rivers, Phys. Rev.
Lett. 89, 080603 (2002).
[52] R. Monaco, J. Mygind, M. Aaroe, R. J. Rivers, and V. P.
Koshelets, Phys. Rev. Lett. 96, 180604 (2006).
[53] S. C. Chae, N. Lee, Y. Horibe, M. Tanimura, S. Mori,
B. Gao, S. Carr, and S.-W. Cheong, Phys. Rev. Lett.
108, 167603 (2012).
[54] S. M. Griffin, M. Lilienblum, K. T. Delaney, Y. Kumagai,
M. Fiebig, and N. A. Spaldin, Phys. Rev. X 2, 041022
(2012).
[55] Q. N. Meier, M. Lilienblum, S. M. Griffin, K. Conder,
E. Pomjakushina, Z. Yan, E. Bourret, D. Meier, F. Licht-
enberg, E. K. H. Salje, N. A. Spaldin, M. Fiebig, and
A. Cano, Phys. Rev. X 7, 041014 (2017).
[56] S. Ulm, J. Roßnagel, G. Jacob, C. Degu¨nther, S. T.
Dawkins, U. G. Poschinger, R. Nigmatullin, A. Retzker,
M. B. Plenio, F. Schmidt-Kaler, and K. Singer, Nature
Communications 4, 2290 (2013).
[57] K. Pyka, J. Keller, H. L. Partner, R. Nigmatullin,
T. Burgermeister, D. M. Meier, K. Kuhlmann, A. Ret-
zker, M. B. Plenio, W. H. Zurek, A. del Campo, and
T. E. Mehlsta¨ubler, Nature Communications 4, 2291
(2013).
[58] G. Lamporesi, S. Donadello, S. Serafini, F. Dalfovo, and
G. Ferrari, Nature Physics 9, 656 EP (2013).
[59] A. Keesling, A. Omran, H. Levine, H. Bernien, H. Pich-
ler, S. Choi, R. Samajdar, S. Schwartz, P. Silvi,
S. Sachdev, P. Zoller, M. Endres, M. Greiner, V. Vuletic´,
and M. D. Lukin, Nature 568, 207 (2019).
[60] W. Chen, Journal of Physics: Condensed Matter 28,
055601 (2016).
[61] R. Bianco and R. Resta, Phys. Rev. B 84, 241106(R)
(2011).
[62] M. D. Caio, G. Mo¨ller, N. R. Cooper, and M. J. Bhaseen,
Nature Physics 15, 257 (2019).
[63] X.-L. Qi, Y.-S. Wu, and S.-C. Zhang, Phys. Rev. B 74,
085308 (2006).
9[64] X.-J. Liu, K. T. Law, and T. K. Ng, Phys. Rev. Lett.
112, 086401 (2014).
[65] E. Prodan, T. L. Hughes, and B. A. Bernevig, Phys.
Rev. Lett. 105, 115501 (2010).
[66] A. Yamakage, K. Nomura, K.-I. Imura, and Y. Ku-
ramoto, Journal of the Physical Society of Japan 80,
053703 (2011).
[67] L. D’Alessio and M. Rigol, Nature Communications 6,
8336 (2015).
[68] W. Sun, C.-R. Yi, B.-Z. Wang, W.-W. Zhang, B. C.
Sanders, X.-T. Xu, Z.-Y. Wang, J. Schmiedmayer,
Y. Deng, X.-J. Liu, S. Chen, and J.-W. Pan, Phys. Rev.
Lett. 121, 250403 (2018).
