A stochastic meshless method is presented for solving boundary-value problems in linear elasticity that involves random material properties. The material property was modelled as a homogeneous random ÿeld. A meshless formulation was developed to predict stochastic structural response. Unlike the ÿnite element method, the meshless method requires no structured mesh, since only a scattered set of nodal points is required in the domain of interest. There is no need for ÿxed connectivities between nodes. In conjunction with the meshless equations, classical perturbation expansions were derived to predict second-moment characteristics of response. Numerical examples based on one-and two-dimensional problems are presented to examine the accuracy and convergence of the stochastic meshless method. A good agreement is obtained between the results of the proposed method and Monte Carlo simulation. Since mesh generation of complex structures can be a far more time-consuming and costly e ort than the solution of a discrete set of equations, the meshless method provides an attractive alternative to ÿnite element method for solving stochastic mechanics problems.
INTRODUCTION
In the stochastic mechanics community, the need to account for uncertainties has long been recognized in order to achieve reliable design of structural and mechanical systems. There is a general agreement that advanced computational tools have to be employed to provide the necessary computational framework for describing structural response and reliability [1] . A current popular method is the stochastic ÿnite element method (SFEM), which integrates probability theory with standard ÿnite element method (FEM). Methods involving perturbation expansion [2; 3] , Neumann series expansion [4; 5] , ÿrst-and second-order reliability algorithms [6] [7] [8] , and Monte Carlo simulation (MCS) [9; 10] have been developed and extensively used for probabilistic analysis of complex structures. However, all SFEMs require a structured mesh for performing underlying ÿnite element analysis. It is generally recognized that successful meshing of complex geometric conÿgurations can be dicult, time consuming and expensive. For linear analysis, for example, mesh generation is often much more time-consuming than the assembly and solution of FEM equations. This issue is further exacerbated when solving solid mechanics problems characterized by a continuous change in geometry of the domain under analysis. Crack propagation in solids and simulation of manufacturing processes involving large deformation, such as extrusion, molding, metal forming, are prime examples where standard FEM today is still ine ective in handling a large number of remeshings and severe mesh distortion, respectively. These problems are not well suited to traditional methods, such as ÿnite element or ÿnite di erence methods. The underlying structures of these methods, which rely on a mesh, are quite cumbersome in treating moving cracks or mesh distortion. Consequently, the only viable option using the FEM is to remesh during each discrete step of model evolution. This creates numerical di culties even in the deterministic analysis, often leading to degradation of solution accuracy, complexity in computer programming, and a computationally intensive environment. Therefore, there is a considerable interest towards eliminating or greatly simplifying the meshing task.
In recent years, a class of meshfree or meshless methods, such as smooth particle hydrodynamics [11] [12] [13] , the di use element method [14] , the element-free Galerkin method (EFGM) [15] [16] [17] [18] , h-p clouds [19] , partition of unity [20] and the reproducing kernel particle method [21; 22] , have been developed that do not require a structured mesh to discretize the problem. These methods employ new approximation theories, which allow the resultant shape functions to be constructed entirely in terms of arbitrarily placed nodes. Since no element connectivity data are needed, the burdensome meshing required by FEM is avoided. Since mesh generation of complex structures can be a far more time-consuming and costly e ort than the solution of a discrete set of linear equations, meshless method provides an attractive alternative to FEM. However, all current developments in meshless methods have so far focused on deterministic problems. Probabilistic models using meshless methods have not received much attention. Hence, stochastic analysis involving meshless methods provides a rich, relatively unexplored, area for future research. This paper presents a stochastic meshless method for solving boundary-value problems in linear elasticity that involves random material properties. The material property was modelled as a homogeneous Gaussian random ÿeld. The random ÿeld was discretized into a set of random variables with their properties obtained from the properties of random ÿeld. In conjunction with the meshless equations, ÿrst-and second-order perturbation expansions were derived to predict second-moment characteristics of structural response. Numerical examples based on one-and two-dimensional (1D and 2D) elasticity problems are presented to examine the accuracy and convergence of the stochastic meshless method. least squares (MLS) [23] , the approximation,
where p T (x) = {p 1 (x); p 2 (x); : : : ; p m (x)} is a vector of complete basis functions of order m and a(x) = {a 1 (x); a 2 (x); : : : ; a m (x)} is a vector of unknown parameters that depend on x. The basis functions should satisfy the following properties: (1) p 1 (x) = 1, (2) p i (x) ∈ C s ( ), i = 1; 2; : : : ; m, where C s ( ) is a set of functions that have continuous derivatives up to order s on , and (3) p i (x); i = 1; 2; : : : ; m constitute a linearly independent set. For example, in two dimensions (K = 2) with x 1 -and x 2 -co-ordinates
and
representing linear and quadratic basis functions, respectively. They are commonly used in solid mechanics. In Equation (1), the coe cient vector, a(x) is determined by minimizing a weighted discrete L 2 norm, deÿned as
where x I denotes the co-ordinates of node I , d T = {d 1 ; d 2 ; : : : ; d n } with d I representing the nodal parameter [not the nodal values of u h (x)] for node I , W = diag[w 1 (x); w 2 (x); : : : ; w n (x)] with w I (x) denoting the weight function associated with node I such that w I (x)¿0 for all x in the support x of w I (x) and zero otherwise, n is the number of nodes in x for which w I (x)¿0, and
The stationarity of J (x) with respect to a(x) yields
where
C(x) = [w 1 (x)p(x 1 ); : : : ; w n (x)p(x n )] = P T W
Solving a(x) from Equation (6) and then substituting it in Equation (1) gives
is a vector with its I th component
representing the shape function of the MLS approximation corresponding to node I . The partial derivatives of I (x) can be obtained as follows:
in which ( ) ; i = @( )=@x i .
WEIGHT FUNCTION
An important ingredient of EFGM or other meshless methods is the weight function, w(x). The choice of the weight function can a ect the MLS approximation of u h (x). In this work, a new weight function based on the student's t-distribution is proposed. It is given by
; z I 6z mI 0; z I ¿z mI (14) where ÿ is a shape controlling parameter of the weight function, z I = ||x − x I || is the distance from a sampling point, x to a node x I , z mI is the domain of in uence of node I such that
In Equation (15), z cI is a characteristic nodal spacing distance which is chosen such that the node I has enough number of neighbors su cient for regularity of A(x) in Equation (7) (which is used to determine the MLS approximant), and z max is a scaling parameter. Note, the t-distribution used in Equation (14) represents the probability density function of a standard Gaussian random variable divided by the square root of a chi-squared random variable with ÿ degrees of freedom [24] . The smoothness of the shape function, I (x), is governed by the smoothness of the weight function and basis functions. If p i (x) ∈ C s ( ) and w I (x) ∈ C r ( ), then it can be shown that centre and zero along the boundary of x . Also, appropriate values of ÿ depending on the basis function should be selected [18] . This new weight function has been successfully used in solving various problems in linear-elastic fracture mechanics [18] .
VARIATIONAL FORMULATION AND DISCRETIZATION
For small displacements in two-dimensional, isotropic, and linear-elastic solids, the equilibrium equations and boundary conditions are
and A · n = t on t (natural boundary conditions) u = u on u (essential boundary conditions) (17) respectively, where A = DU is the stress vector, D is the material property matrix, U = ∇ s u is the strain vector, u is the displacement vector, b, is the body force vector, t and u are the vectors of prescribed surface tractions and displacements, respectively, n is a unit normal to domain, , t and u are the portions of boundary, where tractions and displacements are prescribed, respectively, ∇ T {@=@x 1 ; @=@x 2 } is the vector of gradient operators, and ∇ s u is the symmetric part of ∇u. The variational or weak form of Equations (16) and (17) is
where denotes the variation operator and W u represents a term to enforce the essential boundary conditions. The explicit form of this term depends on the method by which the essential boundary conditions are imposed [17] . In this study, W u is deÿned as
where f T (x J ) is the vector of reaction forces at the constrained node J ∈ u . Hence,
Consider a single boundary constraint, u i (x J ) = g i (x J ) applied at node J in the direction of x i co-ordinate. Then, the variational form given by Equations (18) and (20) can be expressed by
where f i (x J ) and u i (x J ) are the ith component of f(x J ) and u(x J ), respectively. From Equation (9), the MLS approximation of u i (x J ) is 
. . .
is the vector of nodal parameters or generalized displacements, and N is the total number of nodal points in . Using Equations (23)- (25) into the discretization of Equations (21) and (22) gives [15] [16] [17] [18] 
is the sti ness matrix with
representing the contributions of J th node at node I ,
is the force vector with 
is the elasticity matrix with E and representing the elastic modulus and Poisson's ratio, respectively. In order to perform the numerical integration in Equations (28) and (30), a background mesh is needed. This background mesh can be independent of the arrangement of meshless nodes. However, in this study, the nodes of the background mesh coincide with the meshless nodes. Standard Gaussian quadratures were used to evaluate the integrals for assembling the sti ness matrix and the force vector. In general, a 4 × 4 quadrature is adequate, except in the cells surrounding a high stress gradient (e.g. near a crack tip) where a 8 × 8 quadrature is suggested.
ESSENTIAL BOUNDARY CONDITIONS
Lack of Kronecker delta properties in the meshless shape functions, I poses some di culties in imposing essential boundary conditions in EFGM. In this work, a full transformation method [18; 25] is used here for stochastic mechanics applications.
Consider the transformation,d
. . . is the nodal displacement vector, and
is the transformation matrix. Multiplying the ÿrst set of matrix equation in Equation (26) by
wherek T i = {k i1 ;k i2 ; : : : ;k i(2N ) }; i = 1; 2; : : : ; 2N . Equation (36) can be re-written as 
. . . where M = (2J − 1) + i. Exchanging the M th and the last row of Equation (40) 
which can be uncoupled as
are the modiÿed sti ness matrix and force vectors, respectively. Using Equation (42), the generalized displacement vector, d can be solved e ciently without needing any Lagrange multipliers [15] [16] [17] . In Equations (44) 
respectively.
RANDOM FIELD AND DISCRETIZATION
In this study, the spatial variability of material property, such as the elastic modulus, E(x), was modelled as a homogeneous random ÿeld. Let
where E = E[E(x)] = 0 is the mean of elastic modulus that is independent of x, and (x) is a zero-mean, scalar, homogeneous random ÿeld with its auto-covariance function
E (^) is the auto-covariance function of E(x);^is the separation vector between two points, x ∈ R K and x +^∈ R K both located in ⊆ R K , and E[·] is the expectation operator. In SFEM applications, it is necessary to discretize a continuous-parameter random ÿeld (e.g., the one in Equation (48)) into a vector of random variables. Various discretizations, such as Karhunen-LoÂ eve expansion [26; 27] , polynomial chaos expansion [26; 27] , midpoint method [6] , local averaging method [28] , shape function method [2] , weighted integral method [29] , and optimal linear estimation method [30] , have been developed. The accuracy and convergence of stochastic response due to these discretizations (except the ÿrst two methods) depend on the size of the ÿnite elements in comparisons with the correlation distance of random ÿeld.
Consider a discretization of zero-mean random ÿeld, (x), by M random variables associated with M discrete material points in structural domain. Let Y = {Y 1 ; Y 2 ; : : : ; Y M } T denote an M -dimensional random vector comprising these M random variables. In the meshless method, there are no elements and hence, the discretization e ort is not tied with any elements or even nodes. Nevertheless, the value of M and the distribution of the material points depend on the correlation distance of (x). In the limit, when the correlation of (x) approaches a delta function, M → ∞. However, in physical systems, the material properties are expected to vary smoothly in the scale of interest. Hence, a ÿnite-dimensional random vector, Y, can capture most of the uncertainty in (x). Also, for meshless analysis, it is not necessary that the material points should coincide with the meshless nodes as shown in Figure 1 . Hence, a large value of M; if required for some correlation distance of (x); does not necessarily increase the size of linear equations for meshless analysis. This is in contrast with some stochastic ÿnite element methods, where the correlation distance of random ÿeld can put a serious limitation on the size of ÿnite elements. The mean vector, = E[Y] and the covariance matrix,
where^i j = x j − x i is the separation vector between x i and x j representing the co-ordinates of nodes i and j, respectively. Hence, the second-moment characteristics of Y can be deÿned from the knowledge of the mean and covariance function of the randomly uctuating component of E(x). Note, if (x) is Gaussian, so is the random vector, Y.
PERTURBATION METHOD
Following discretization of the random ÿeld by the random vector,
, and F(Y) denote the sti ness matrix, generalized displacement vector, and load vector, respectively, that depend on Y. If Y represents uncertainty in material properties, F cannot depend on Y. But, in this study, F was assumed to be a function of Y for the sake of generality. The discrete equilibrium equation of the stochastic meshless system is
Perturbation expansion
A fundamental assumption in the perturbation method is that all components of Y are small. The Taylor series expansion at Y = 0 gives
Substituting Equation (53) into Equation (52) and then picking terms of same order gives the following:
denote the mean vector and covariance matrix, respectively, of the response vector, d. Applying the expectation operator on Equation (53) (last row), the ÿrst-order perturbation solutions are
Similarly, the second-order perturbation solutions are 
where the second term on the right-hand side of Equation (67) 
Modal decomposition
When M is large, the computational e ort required to evaluate the second-moment characteristics of response can become prohibitively large as can be seen in Equation (67). In that case, a modal decomposition of can be introduced to reduce the computational burden [2] . Consider the following transformation from Following similar expansions in the Z-space, the ÿrst-order perturbation solutions are
and the second-order perturbation solutions are
Note, the dimensions of the summations in Equations (71)-(73) are decreased due to diagonalization of the covariance matrix. This will signiÿcantly reduce the computational e ort in calculating the response statistics. However, they involve gradients in the Z-space that must be evaluated. Using the chain rule of di erentiation,
where ji = @Y j =@Z i from Equation (68) (70)- (73), where M * ¡M is the reduced number of random variables that contribute signiÿcantly to the second-moment characteristics of d. Standard convergence criteria can be applied to determine M * .
Second-moment characteristics of nodal displacement
The generalized displacement vector, d represents nodal parameters-not the actual displacements at the meshless nodes.
T ] denote the mean vector and covariance matrix, respectively, of the nodal displacement vector,d. From the linear relation betweend and d, given by Equation (33)
Note, similar perturbation expansions can be developed when calculating second-moment characteristics of stresses and strains. For brevity, they are not explained here.
NUMERICAL EXAMPLES
Three numerical examples based on 1D and 2D problems are presented. In all examples, the uncertain modulus of elasticity was modelled as a homogeneous Gaussian random ÿeld. The Gaussian assumption implies that there is a non-zero probability of E(x) taking on a negative value. To avoid this di culty, the variance of input random ÿeld was conÿned to a small value. Alternative representations involving truncated Gaussian distribution or other distributions suitable for non-negative random ÿeld have been used by various researchers [1] . They were not explored here, because the focus of this study was stochastic meshless analysis. A linear basis function was used in all meshless calculations. The random ÿeld was discretized using the same meshless nodes for the sake of simplicity (i.e., M = N ). For the weight function, a value of ÿ = 2 was selected. Both perturbation and simulation methods were used to calculate the second-moment characteristics of response. They are described in the following.
Example 1: Bar with linear body force (1D Problem)
Consider a bar, AB of length, L = 1 units, which is subjected to a linear body force distribution, p(x) = x, in the x direction as shown in Figure 2 (a). The point A of the bar is ÿxed and the point B is free. The bar has a constant cross-sectional area, A = 1 units. The modulus of elasticity, E(x) = E [1 + (x)] is random with mean, E = 1 units and (x) is a homogeneous Gaussian random ÿeld with mean zero and auto-covariance function,
where x and x + are the co-ordinates of two points in the bar, E is the standard deviation of (x) or E(x), and b is the correlation length parameter. For numerical calculations, the following values were used: E = 0:1 units and b = 1. A meshless discretization involving 16 uniformly spaced nodes is shown in Figure 2(b) . A background mesh with its nodes coincident with the meshless nodes was used. The numerical integration involved four-point Gauss quadrature. The stochastic meshless method developed in this study was applied to determine the second-moment characteristics of the axial displacement of the bar. Figures 3 and 4 show the mean, d (x) and standard deviation, d (x), respectively, of the axial displacement as a function of x. Both ÿrst-and second-order perturbation methods using modal decomposition were used to predict these results. Figures 3 and 4 also show the corresponding results from Monte Carlo simulation using 5000 samples. The perturbation results agree very well with the simulation results when E = 0:1 units. To study the convergence properties of the predicted results, additional stochastic meshless analyses were performed by increasing N (number of nodes) from 6 to 26. For each value of N , a uniform spacing was used for the meshless discretization of the bar. Also, the same inputs deÿned earlier were used for each analysis. Figures 5 and 6 show the predicted mean When E is large, the perturbation method underpredicts the response statistics by simulation, particularly d (L). In that case, the implementation of the second-order perturbation method did not signiÿcantly improve the results of ÿrst-order perturbation method. This trend is expected since the fundamental assumption of the perturbation method is that the Figure 9 . A square plate subjected to uniformly distributed tension: (a) geometry and loads; and (b) meshless discretization (49 nodes).
uncertainties must be small. For E ¿ 0:2 units, this assumption may be violated and hence, any use of the perturbation methods using either meshless or ÿnite element methods must be made with care. It is worth mentioning that the current results are consistent with the results of perturbation methods using SFEM [2] [3] [4] [5] .
Example 2: Square plate under tension (2D Problem)
Consider a square plate shown in Figure 9 (a). The plate has dimension, L = 1 units and is subjected to a uniformly distributed load of magnitude, p = 1 units. The square domain of the plate was discretized by equally spaced 49 nodes and is shown in Figure 9 (b). The Poisson's ratio, was chosen to be 0.3. The modulus of elasticity, E(x) was represented by
, where E = 1 units is the constant mean over the domain and (x) is a homogeneous Gaussian random ÿeld with mean zero and auto-covariance function
where x ≡ (x 1 ; x 2 ) and x +^≡ (x 1 + 1 ; x 2 + 2 ) are the co-ordinates of two points in the plate, standard deviation, E = 0:12 units, and correlation length parameters, b 1 = 1; and b 2 = 2: The background mesh was chosen such that its nodes coincide with the meshless nodes. A 8 × 8 Gauss quadrature rule was used for all cells. Table I . The results of the Monte Carlo simulation using 5000 samples are also given in Table I . A good agreement is obtained between the results of the perturbation methods and simulation. Similar accuracy of the perturbation method is observed in predicting second-moment characteristics of normal [ 11 (x)], 22 stresses at A; B and C as shown in Table II . Due to negligible di erences between the results of ÿrst-and second-order perturbations, only the statistics of stresses by the ÿrst-order perturbation method are shown in Table II . Figures 10 and 11 show the variances of horizontal and vertical displacements, respectively, at point D by the second-order perturbation method (closed points and mesh surface) when the correlation distances b 1 and b 2 are varied from 0.5 to 4. The corresponding results of simulation (open points), also shown in the same ÿgures, indicate that the proposed method can predict accurate statistics of random response regardless of the correlation distances.
Example 3: Square plate with a hole under tension (2D problem)
Consider a square plate with a circular hole as shown in Figure 12(a) . The plate has dimension, 2L = 2L = 40 units, a hole with diameter, 2a = 2 units, and is subjected to a uniformly distributed load of magnitude, ∞ = 1 units. The Poisson's ratio, was chosen to be 0.3. The modulus of elasticity, E(x) was represented by E(x) = E [1 + (x)], where E = 1 units is the constant mean over the domain and (x) is a homogeneous Gaussian random ÿeld with mean zero and exponentially decaying covariance function given by Equation (83). The values of E = 0:12 units, b 1 = b 2 = 1 were selected. Furthermore, the elastic modulus was assumed to be symmetrically distributed with respect to x 1 -and x 2 -axis [see Figure 12 region ABEDC and shaded in Figure 12 (a), was discretized by 176 nodes and is shown in Figure 12(b) . Tables III and IV shows the mean and variance of various displacements and stresses, respectively, at A; B; C; D, and E [see Figure 12 (a)]. As before both perturbation and simulation (1000 samples) methods were used. For displacements, the results of both ÿrst-and secondorder perturbation methods are shown (Table III) , where as for stresses, only the results of ÿrst-order perturbation method are presented (Table IV) . The agreement between the results of perturbation and simulation methods is excellent.
SUMMARY AND CONCLUSIONS
A new stochastic meshless method was developed for solving linear-elastic, boundary-value problems involving random material properties. The material property was modelled as a homogeneous random ÿeld. Unlike the ÿnite element method, the meshless method requires no structured mesh, since only a scattered set of nodal points is required in the domain of interest.
There is no need for ÿxed connectivities between nodes. In conjunction with the meshless method, classical perturbation expansions were derived to predict the mean and covariance properties of stochastic response. Numerical examples based on 1D and 2D problems are presented to examine the accuracy and convergence of the stochastic meshless method. A good agreement is observed between the results of the proposed method and Monte Carlo simulation when the random uctuations are small. Furthermore, the stochastic meshless method provides convergent solutions of random response. Since mesh generation of complex structures can be a far more time-consuming and costly e ort than the solution of a discrete set of equations, the proposed meshless method provides an attractive alternative to ÿnite element method for solving stochastic mechanics problems.
