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Abstract
This thesis details the development of a computer system (labelled the
SLARTI system) capable of recognising a subset of signs from Auslan (the
sign language of the Australian Deaf community), based on the pattern
classification paradigm of artificial neural networks.
The research discussed in this work has two main streams. The first is the
creation of a practical sign classification system, suitable for use within a sign
language training system or other applications based on hand gestures. The
second is an exploration of the suitability of neural networks for the creation
of a real-time classification system with the ability to process temporal
patterns.
Sign languages such as Auslan are the primary form of communication
between members of the Deaf community. However these languages are not
widely known outside of these communities, and hence a communications
barrier can exist between Deaf and hearing people. The techniques for
recognising signs developed in this research allow the creation of systems
which can help to eliminate this barrier, either by providing computer tools
to assist in the learning of sign language, or potentially the creation of
portable sign-language-to-speech translation systems.
Artificial neural networks have proved to be an extremely useful approach to
pattern classification tasks, but much of the research in this field has
concentrated on relatively simple problems. Attempting to apply these
networks to a complex real-world problem such as sign language recognition
exposed a range of issues affecting this classification technique. The
development of the SLARTI system inspired the creation of several new
techniques related to neural networks, which have general applicability
beyond this particular application. This thesis includes discussion of
techniques related to issues such as input encoding, improving network
generalisation, training recurrent networks and developing modular,
extensible neural systems.
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11 Introduction
1.1 Thesis Description
The aim of this research is to develop a prototype system for the automatic
recognition of sign language, based on a series of artificial neural networks.
For reference purposes this system is dubbed the SLARTI (Sign LAnguage
RecogniTIon) system.
1.2 Justification
The research is motivated by two contrasting but complementary goals. The
first is that a sign language system would be potentially beneficial in aiding
communication between members of the Deaf community and the hearing
community. The second is that the process of developing such a system
using neural networks gives opportunities for studying and extending the
networks themselves.
1.2.1 Benefits to the Deaf community
The first motivating factor is the possibility of reducing the communications
barrier which exists between the deaf and hearing communities. The
problems that deaf people encounter in trying to communicate with the
general community are well documented (see for example Moscovitz and
Walton 1990). Moscovitz and Walton use the term 'deaf' in two distinct
senses distinguished by whether the word is capitalised or not. In its
uncapitalised form 'deaf' refers purely to an individual's ability to hear, as it
would be used in common parlance. The capitalised form 'Deaf' is used to
indicate the cultural aspects of being deaf. This convention is also used
within this thesis.
In many ways the Deaf community is similar to an ethnic community in that
they form a subgroup within society, complete with its own culture and
language (in this case sign language)1. People who become deaf later in life
after learning a spoken language in general do not use sign language as
much and are less involved in the Deaf community than those whose hearing
loss occurred earlier in life. The inability to hear means that many deaf
people do  not develop good skills in the English language and prefer not to
use it. This is because the sign languages most commonly used within the
                                                
1 Kerridge (1995) provides a very interesting discussion of the importance placed on Deaf
culture by the Deaf community.
2Deaf community are not grammatically related to English – an issue which is
discussed in more detail in Chapter 2.
In addition very few hearing people have much knowledge of sign language,
and so communication between sign-language users and hearing people
poses many problems. For this reason the Deaf community tends to be
insular and somewhat separate from the rest of society. When it is necessary
to communicate with hearing people (for example when shopping) signers
often have to resort to pantomimic gestures or written notes to communicate
their needs, and many are uncomfortable even in using notes due to their
lack of English writing skills.
An automated sign language translation system would help to break down
this communication barrier (in much the same way that an automated
English-to-French translator would help Australian tourists visiting Paris to
communicate).  Ideally such a system should allow signers to use their native
sign language, as this language is an integral component of Deaf culture.
As discussed in Chapter 4 the aim of this project is not to develop a full sign
language to English translation system; such a task is too large and complex
to attempt at this stage. Instead the aim is to create a prototype system for the
recognition of signs, and in so doing develop techniques which could later be
incorporated into a more complete translation system. It is also envisioned
that the system developed could be adapted for use as a training tool to aid
hearing people attempting to learn sign language.
1.2.2 Benefits to neural networks research
The second reason for undertaking this research is that the problem of
recognising signs is seen as being an interesting driving problem for neural
networks research. A large proportion of neural networks research has been
performed on 'toy' or contrived problems which may bear little relevance to
real-world tasks. Whilst this research has been invaluable in developing the
basic techniques used in neural networks, attempting to apply these
techniques to a real problem is seen as likely to produce new insights into
neural network methodologies.
In particular the temporal component involved in signing forms a
challenging task for neural networks as the majority of research so far has
been focussed on purely static problems. Attempting to address this aspect of
signing aims to yield insights into the methods of extending neural networks
to this temporal domain.
3These twin motivating factors influence the directions taken during this
research, and are reflected in this thesis which addresses both the
performance of the final system for recognising signs, and also the issues
related to neural networks arising from the development of this system.
1.3 Research Goals
Clearly the aims of this research also reflect the two factors motivating the
work, and therefore need to be discussed separately.
1.3.1 Sign language and gesture recognition
One aim of this research is to improve on the results obtained by previous
work on hand-gesture and sign-language recognition. As discussed in the
review of this work presented in Chapter 4, existing systems have two main
shortcomings, namely a relatively small vocabulary and a capacity to
recognise only static hand shapes or simple motions. Development of the
SLARTI system is focussed on improvements in these areas.
Previous systems have generally supported only a relatively small
vocabulary (being the number of signs or gestures recognised) and the size
and contents of the vocabulary are fixed. One of the main goals of this
research is a desire to design the system in a manner which will allow the
vocabulary to be extended in the future without requiring major
modification of the system.
The second goal is to increase the complexity of the signs recognised,
particularly with regard to their motion component. The majority of the
research into hand-gesture recognition has concentrated on static hand
configurations or very simple motions, rather than the potentially
complicated movements involved in Deaf sign languages.
A further problem which has been rarely researched is the automatic
segmentation of signs from within a continuous sequence of signing. Most
systems developed so far have dealt only with individual signs and therefore
have not addressed the issue of distinguishing the end of one sign from the
start of the next sign. The ability to handle continuous signing will be a
fundamental quality of any practical sign-language recognition system.
Although it is considered to be outside the primary scope of this thesis, a
possible method of tackling this problem arises naturally out of the
4development of the system. Therefore some preliminary results are included
amongst the discussion of future work in Chapter 11.
1.3.2 Neural networks
The goals related to the use of neural networks are less easily defined in
advance, as it is not possible to anticipate the specific issues which would
arise during the development of the system. However there are some general
issues which could be seen as likely to be encountered during this
development process.
The first of these issues is the modular use of neural networks to overcome
problems of scaling. The problem being tackled is extremely large and
previous neural networks research has indicated that the use of a single
network would not be appropriate. Therefore SLARTI consists of several
networks, and the connection together of these to form the final system is one
issue which the research is intended to address.
The second issue is the use of neural networks to recognise temporal
patterns. As described above one of the goals related to gesture recognition is
the recognition of complex hand motions, and therefore it is necessary to
consider how neural networks can be extended from the relatively well-
explored domain of spatial pattern processing to handle spatio-temporal
patterns.
1.4 Thesis Layout
The chapters of this thesis can be divided into four logical sections.
• Chapters 2 to 4 provide background information on the field of sign
language and hand-gesture recognition.
• Chapter 2 gives information about sign languages in general, and
Australian Sign Language (Auslan) in particular. It discusses the
general features of manual languages, and also those aspects which are
of most direct relevance for the development of computerised
recognition systems.
• Chapter 3 discusses the various types of hardware which can be used to
capture the data necessary to recognise signs and hand gestures. The
various options are evaluated, and the hardware used for this system is
described in more detail.
5• Chapter 4 describes previous work done in the area of computer
recognition of sign language and hand gestures, and outlines how the
SLARTI system developed in this thesis differs from these previous
systems.
• Chapters 5 and 6 also provide background information, in this case
relating to neural networks, which are the primary form of pattern
recognition used in this research.
• Chapter 5 discusses the use of neural networks for recognition of spatial
patterns. It commences with a discussion of neural networks in general,
focusing on the feed-forward networks used for this work. Particular
attention is payed to aspects of this style of network which are of most
relevance for the SLARTI project.
• Chapter 6 discusses the extension to the temporal domain of the spatial
networks examined in the previous chapter. Existing architectures and
learning algorithms are reviewed and compared, in the light of the
requirements of the SLARTI project.
• Chapter 7 can be seen as forming the third section of this thesis. It deals
with issues related to neural networks which arise out of the application of
these networks to the task of sign language recognition. As such it does
not relate directly to the SLARTI system, although many of the techniques
described in this chapter are incorporated into the final system.
• Chapters 8 through 11 detail the creation of the SLARTI system,
explaining how the techniques outlined in Chapters 5, 6 and 7 were
utilised in creating the final system.
• Chapter 8 describes the overall structure of the SLARTI system, and
provides the rationale for the modular design of the system with
respect to the limitations of neural networks covered in Chapters 5 and
6.
• Chapter 9 deals with the application of spatial neural network
techniques to the classification of three of the manual features of Auslan
signing (handshape, orientation and place of articulation).
6• Chapter 10 covers the application of temporal neural network
techniques  to the classification of the motion component of Auslan
signs.
• Chapter 11 describes how the various networks detailed in Chapters 9
and 10 are linked together to form the final SLARTI system. It analyses
the overall performance of this system on non-continuous signs, and
provides some preliminary investigations into extending the system to
the domain of continuous signs.
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82 Sign language
2.1 Introduction to sign language
Sign language is a form of manual communication which has developed as
an alternative to speech amongst the deaf and vocally impaired. Although
many deaf people can speak clearly (particularly those whose hearing
impairment was acquired after early childhood) and can use skills such as
lip-reading when communicating with hearing people, such methods of
communication are generally inappropriate for communication within the
Deaf community. Therefore the hands have become the primary means of
communication within these communities.
The hands are also widely utilised during communication between the vocal
community, with gestures often used to augment speech. However such
gestures bear very little similarity to the signs that make up sign language.
First these gestures serve only an auxiliary role, rather than being the
primary focus of communication as they are in signing. Second such gestures
have no defined meaning, but instead are interpreted in the context of the
accompanying speech [Sparrell 1993]. In contrast the hand gestures used in
sign language are highly formalised, with each gesture having a defined
meaning, in much the same manner as the spoken or written word. This
allows the construction of sign-language dictionaries in which each sign of
the language is equated to one or more words in a spoken language (which
are known as the gloss of that sign).
Hence a sign language consists of a vocabulary of signs in exactly the same
way as a spoken language consists of a vocabulary of words. No one signer
will be familiar with all of the vocabulary, and there may be regional
variations in the formation or meaning of signs, similar to the variations of
dialect and accent found in spoken languages. In addition to this vocabulary
of signs, a sign language usually provides a means of spelling words for
which there is no equivalent sign in common usage, such as people's names
or places. Signs exist for well known places (such as major countries and
local cities), but may not exist (or not be known) for places less commonly
referred to, such as cities in another country. In this case the signer will spell
out the written version of the place name on their hands. Such fingerspelling
systems (or manual alphabets) consist of a distinct hand position or gesture
for each letter of the alphabet. These systems are a much slower means of
communication than regular signing and hence are used only when
9necessary, and are often accelerated by the deliberate omission of some
letters from the word being spelled.
A common assumption of people unfamiliar with Deaf culture is that a single
international sign language is used by all signers. In fact the manual
languages are even more fragmented than vocal languages, with distinctly
different sign languages being used in countries with the same spoken
language. For example, English is the primary spoken language in Australia,
the United Kingdom and the United States of America but three independent
sign languages are in common use in these countries (Auslan, British Sign
Language (BSL) and American Sign Language (ASL) respectively).2
As well as using different signs, different sign languages will often use
alternative manual alphabets as well. For example the manual alphabet used
in conjunction with ASL involves only a single hand, whereas the
fingerspelling system used in Australia is two-handed. These two alphabets
are illustrated in Figures 2.1 and 2.2.
Even within a single country it is quite common for two or more manual
languages to be in use. For example in Australia both Auslan and Signed
English (SE) may be used. These languages are representatives of two
different approaches to manual communication, and the distinction between
them is of some interest when developing an automated sign recognition
system.
Signed English is a manual representation of the English language. Each sign
in SE corresponds to an English word, and standard English grammar is
used. Hence SE has basically the same relationship to spoken English as does
written English – it is a different representation of the same language.
                                                
2It is speculated that this diversity can be partially accounted for by the lack of long-distance
communications devices for the deaf, and the limited media portrayal of sign language.  It
would appear that for vocal languages media influences such as television and movies may
help to reduce geographical variations in language.
10
Figure 2.1 The American manual alphabet (source: Christopher 1976)
11
Figure 2.2 The Australian manual alphabet (source: Johnston 1989b)
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Auslan, on the other hand, is a specifically manual language, adapted to the
special requirements of manual communication, as are its international
equivalents like BSL and ASL. Its grammar is distinctly different from that of
English or any other vocal language, as it has arisen from the differing
constraints and possibilities offered by manual communication. One of the
most interesting variations is the use made of spatial aspects of signs to
convey grammatical concepts such as tense. An in-depth discussion of
Auslan grammar would be too extensive to include in this thesis; for more
information see Johnston (1989a, 1991)
As a manual language Auslan is more efficient than Signed English. The
average signer can produce signs at roughly half the rate of standard speech.
However due to its grammatical structure Auslan signers can communicate
at a rate roughly equivalent to speech. Signed English by comparison retains
standard English grammar and therefore is slower than both spoken English
and Auslan. SE has been developed and used primarily because it was felt
that it would improve the English language skills of deaf people. The choice
of which language should be taught to deaf children is controversial, and is
not addressed in this project. Moscovitz and Walton (1990) provide an
extremely readable discussion of this issue.
For the purposes of developing SLARTI it was decided to concentrate on
signs from Auslan. It was hoped that such a decision would make it easier to
obtain help from members of the Deaf community during system
development, and also aid acceptance of the final system. In addition the
Auslan courses run by the Tasmanian Deaf Society and the Auslan
Dictionary compiled by Trevor Johnston (1989b) greatly helped in acquiring
the background for developing an Auslan-based system, whilst similar
resources for SE were not as readily available. It should be noted that all
illustrations of Auslan signs used in this thesis are drawn from this
dictionary, and I am extremely grateful to Dr Johnston and his illustrator
Peter Wilkin for their work in creating such a valuable reference. Unless
otherwise specified all of the examples of signs given in this thesis are drawn
from Auslan.
2.2 Structural components of signs
Although primarily a manual language, signing also relies on non-manual
features such as facial expression and body language to provide some of the
subtle nuances which make human communication so expressive.  Facial
actions such as raising of the eyebrows, smiling or puffing out the cheeks can
13
modify the meaning of the sign being performed, in much the same manner
that variations in the voice or use of coverbal gestures alter the meaning of
words being spoken. Interpretation of subtle variations such as these was felt
to be beyond the scope of this project, and therefore only the manual
components of signing will be considered in this thesis.
Individual signs may involve the use of one or both hands. If only one hand
is required, the same hand will consistently be used by a particular signer
and this is referred to as their dominant hand. The majority of signers are
right-hand dominant and therefore all illustrations and examples used in this
thesis will also use the right hand. Similarly the choice of sensing device used
for this research restricts the SLARTI system to recognition of signs
performed by right-handed signers. However the system could easily be
adapted to a left-handed user if the appropriate sensing technology was
available by the addition of some simple pre-processing of the input data
prior to passing that data to the SLARTI system.3
A study analysing ASL reveals that 40% of signs use a single hand, 35% have
both hands active and 25% have the subordinate hand serving as a base for
the action of the dominant hand. Of the signs with both hands active, the
majority involve both hands making the same motion, either simultaneously
or in opposing directions (Klima and Bellugi, 1979). An examination of the
Auslan dictionary indicates that similar ratios hold true for Auslan.
The signs depicted in Figure 2.3 illustrate the possible combinations of one
and two hands that may be used in signing. Water uses only a single hand.
Upward demonstrates both hands performing the same action, whilst shelf
illustrates the hands making symmetrically-opposite movements. In ice-
skating both hands perform the same motion, but at alternating times. In bully
the subordinate (left) hand serves as a base for the dominant (right) hand.
Analysis of individual signs indicates that their manual component can be
described in terms of four features – the handshape, orientation, place of
articulation and motion (Johnston, 1989b)
                                                
3There would be no need to modify the glove data in any way, but the data measuring hand
location and orientation would need pre-processing to reflect the fact that the directions 'left'
and 'right' are reversed due to the change in the signer's dominant hand.
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Figure 2.3 Example Auslan signs;  top row (left to right) – 'water', 'upward', 'shelf';
bottom row – 'ice-skating', 'bully' (source: Johnston 1989b)
Handshape refers to the position of the joints of the fingers and wrist. Each
sign language uses its own distinct set of handshapes, although the physical
structure of the hand means that the majority of handshapes are common to
most languages.
Orientation is the angle of the hand with respect to some fixed plane.
Generally the different orientation possibilities are described by defining the
relationship between the signer's hand, and the body (eg weigh has the palm
facing upwards and fingers pointing away from the body).
The place of articulation (or location) of a sign refers to its spatial location
with respect to the signer's body. Signs can be made on or near particular
parts of the body, or in the space in front of the chest which is referred to as
'neutral space'.
Motion is the most complex aspect of a sign to describe, as it can consist of
variation over time in any of the other three aspects. A sign may involve a
transition from one handshape to another (eg ten), or wiggling of the fingers
while maintaining the same basic handshape (eg piano).  The orientation may
change either through a single twisting of the wrist (eg air) or through
repeated twisting (eg helicopter).  Movement from one place of articulation to
another, or through neutral space is a common component of signs (eg
elephant). Signs may also incorporate more than one of these motions (eg the
sign for involves a change in both handshape and orientation).
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Figure 2.4 Example Auslan signs;  top row (left to right) – 'weigh', 'ten', 'piano',
'air'; bottom row – 'helicopter', 'elephant', 'for' (source: Johnston 1989b)
2.3 Components of Auslan signs
2.3.1 Auslan handshapes
Johnston (1989b) analysed the structural component of Auslan signs in
developing a dictionary of the language.  Within this dictionary signs are
grouped initially by the handshape of the dominant hand, and then by the
other features (orientation, place of articulation and motion).
Auslan distinguishes between 31 basic handshapes. Some of these
handshapes may have alternative formations which are not important
variations for distinguishing between signs. Johnston identifies 32 of these
variant handshapes. All 63 handshapes are illustrated in Figure 2.5, which
also includes Johnston's names for each shape which will  be used within this
thesis.
Closer examination of this illustration will yield the observation that two
handshapes are repeated within those identified by Johnston. The basic four
handshape is  also treated as a variant formation of the spread hand. Similarly
the second variant of the hook handshape is identical to the second variant of
the gun handshape. For the purposes of SLARTI it was necessary to eliminate
one member of each of these ambiguous pairs of handshapes. In the first case
the decision was simple – the four handshape is used in only one sign (the
number four) and hence was eliminated in favour of the more commonly
used spread variant. In the second case there was little to recommend one use
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of the handshape over the other, so the hook variant was arbitrarily chosen to
be retained. Eliminating these handshapes does not restrict the number of
signs which can be recognised by SLARTI. Signs based on the discarded
handshapes can be treated as using the version of that shape which has been
retained. Therefore SLARTI is based on 30 basic handshapes, with a further
31 variant handshapes.
Figure 2.5 The primary and variant handshapes used in Auslan
(source: Johnston 1989b)
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 Table 2.1 Relative frequency of use of handshapes in the Auslan dictionary
Handshape Number of signs % of total
Flat 731 20.2
Point 463 12.8
Spread 372 10.3
Fist 372 10.3
Good 139 3.8
Spoon 191 5.3
Hook 164 4.5
Gun 166 4.6
Round 133 3.7
Cup 140 3.9
Two 137 3.8
Okay 129 3.6
Middle 70 1.9
Bad 55 1.5
Three 38 1.1
Ambivalent 48 1.3
Write 61 1.7
Eight 24 0.7
Salt 23 0.6
Rude 8 0.2
Wish 42 1.2
Mother 57 1.6
Perth 33 0.9
Animal 5 0.1
Letter-n 3 0.1
Queer 2 0.1
Letter-m 1 0.0
Four 1 0.0
Seven 1 0.0
Nine 1 0.0
Ten 1 0.0
Total 3611
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It should be noted that these handshapes are used with widely differing
relative frequencies in Auslan, in much the same way that some letters are
far more commonly used than others in written English. The division of the
signs in the Auslan dictionary by handshape allows the calculation of the
figures in Table 2.1 which measure the relative frequency of use of each of
the 31 basic handshapes within the Auslan dictionary. From this table it can
be seen that the four most commonly used handshapes (flat, point, spread
and fist) account for more than half of the signs in the dictionary. This
dominance is explained by the fact that these are the easiest handshapes to
produce and to visually distinguish from one another.
2.3.3 Auslan hand orientations
The orientation of the hand can be described by two values – the direction in
which the palm is facing and the direction in which the hand is pointing.
When the hand is in a configuration which involves bending the fingers, the
direction used is that of the hand as a whole rather than the fingers. This
ensures that the description of the orientation of the hand is independent of
the handshape.
The majority of signs involve orientations which can be described in terms of
the six primary directions for the palm and the hand (left, right, up, down,
towards the body, away from the body). A smaller number of signs exist in
which the hand is orientated diagonally between these main directions.
However such minor variations are not easily detected visually, and hence
are not used as the sole differentiating properties between pairs of signs.
Hence the SLARTI system considers only orientations aligned with the
primary directions. Given this restriction it would appear that there are 36
possible distinct hand orientations. However two factors act to limit this
number. First, the palm and hand directions must be orthogonal to each
other, meaning that for each palm orientation there are only four possible
primary hand-directions. Second, certain combinations of palm and hand
orientation  are extremely difficult to produce due to the mechanics of the
shoulder, elbow and wrist joints and therefore are not used whilst signing.
For example, the combination of palm facing away from the body and hand
pointing downwards is extremely difficult to make (it can be made with the
hand below the waist but signs are almost exclusively performed above the
waist). Table 2.2 is based on an analysis of the signs in the Auslan dictionary
and summarises the 15 orientations which are most commonly used in
Auslan.
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Table 2.2 The 15 most commonly used hand orientations in Auslan
Palm direction Hand directions
away left, up
towards left, up, down
up left, away, towards
down left, away
left up, away
right away, towards, down
2.3.3 Auslan hand locations
The location of Auslan signs can be divided into three groups – neutral
space, primary locations (those on or near the body) and secondary locations
(on or near the hands). Secondary locations are only used in two-handed and
double-handed signs. The primary locations can be subdivided into eighteen
different places of articulation, which are illustrated in Figure 2.6.
Figure 2.6 The primary places of articulation in Auslan
(source: Johnston 1989b)
2.3.4 Auslan hand motions
Motion is the most difficult component of signing to analyse, as so many
variations exist. Klima and Bellugi (1979) describe Stokoe's attempt to classify
the movements used in signing. Whilst this taxonomy was developed in
relation to ASL, a similar range of movements are also used in Auslan.
Stokoe identified five major categories of movement, which are listed in
Table 2.3. Many possible movements can be made within each of these
categories (particularly within the directional movement), and signs may
consist of a combination of movements performed either sequentially or
simultaneously.
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Table 2.3 The basic movement categories identified by Stokoe
Movement type Description
Hand-internal Fingers can be wiggled, bent, opened or closed
Wrist Supinating, pronating, nodding or rotating of the
wrist
Directional Moving the hand along paths in space, generally
along the orthogonal planes in neutral space
Circular The hand can be moved in circles by moving the
shoulder, elbow or wrist
Interaction The two hands can interact, moving towards each
other, grasping each other or interlocking fingers
These movements can be further grouped into two general categories – large
scale motions which involve the spatial relocation of the entire hand, and
small scale motions which involve movement of finger or wrist joints. For the
purposes of this thesis motions which involve changes in the hand's location
will be referred to as trajectories, in order to distinguish them from the
motions involving changes in orientation or finger/wrist positioning. In the
absence of a definitive list of the motions used in Auslan, SLARTI is based on
an analysis of the motions used in the signs selected for its vocabulary. This
process is described in more detail in Chapter 10.
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3 Hand-sensing technology
In computer recognition of spoken language, speech data is captured using a
microphone connected to an analog-to-digital converter. Similarly, a data-
capturing device is required in order to recognise sign language; in this case
measuring the position and movement of the signer's hands. Until recently
such technology did not exist, but the growing interest in virtual reality has
lead to the development of sensing systems for measuring the movements of
the human body, and in particular the human hand.
There are two separate sets of values which need to be measured for sign
language recognition (and also for many virtual-reality applications). The
first is the flexion of the individual joints of the fingers and wrist which
define the posture of the hand. The second is the spatial positioning and
orientation of the hand as a whole. In general different technologies have
been used to measure these two sets of attributes.
3.1 Measuring joint positioning
3.1.1 Instrumented gloves
Along with the head-mounted display, the instrumented glove has become
the publicly recognised face of virtual reality. The majority of media articles
on VR feature one of these two devices, and books such as Rheingold (1991)
and Aukstakalnis and Blatner (1993) feature a glove prominently in their
cover artwork. It is interesting, given this close connection between VR and
instrumented gloves, that such devices generally were not originally
developed for use in VR.
"Sayre" glove
Although research had been conducted into heavy exoskeletons which
strapped onto the hand as far back as the 1950s, the first of the modern
lightweight hand-measuring devices was probably that developed by
DeFanti and Sandin (1977). Their glove was based on an idea by Rich Sayre
from the University of Chicago, and consisted of flexible light-conducting
tubes mounted along the fingers of a glove with a light source at one end of
the tube and a photocell at the other. The amount of light reaching each
photocell was reduced as the corresponding finger was flexed, and the
resultant changes in voltage produced by the photocells could be monitored
to measure the bend of the finger (Sturman 1992).
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Digital Data Entry Glove
Another early glove was that patented by Gary J. Grimes in 1983. Grimes
designed a glove capable of converting hand positions into alpha-numeric
characters. This glove used a wide variety of different sensors to measure the
flex of finger and wrist joints, and also to detect contact between various
parts of the hand such as finger tips. These sensors were positioned
specifically to recognise the handshapes used in the single-handed manual
alphabet, and hence this glove could not be used as a general-purpose hand-
measurement device (Grimes 1983, Sturman 1992, Bevan 1995).
VPL DataGlove
Grimes' employer, Bell Telephone Laboratories, did not develop his glove
further however, and so the first commercially produced instrumented glove
was the DataGlove manufactured by VPL. This product arose out of the
desire of Thomas Zimmerman to use his hand to control a musical
instrument without touching it – in effect to actually play 'air guitar'.
Zimmerman's initial prototype was built out of an old work glove and
several flexible hollow tubes which conducted light. These tubes were
coupled with a light source and photosensor and used to measure finger
flexion in the same manner as in DeFanti and Sandin's earlier glove.
Zimmerman patented this device in 1982, and later went on to found VPL
along with VR guru Jaron Lanier. VPL's researchers developed Zimmerman's
early glove into the commercial version of the DataGlove, replacing the light-
conducting tubes with more accurate bundles of fibre-optic cables. These
cables were treated by being carefully scored or cut. As a finger and its
corresponding cable are bent, the gaps formed by these cuts becomes larger,
and therefore more light is lost from the cable and fails to reach the
photosensor.
PowerGlove
In 1989 Mattell began marketing the PowerGlove as an interface device for
Nintendo game systems. Jointly developed by VPL and Abrams-Gentile
Entertainment, this device offered hand-measuring capabilities at a greatly
reduced cost (around 1/100 the cost of the DataGlove). The glove itself was
manufactured from heavy-duty plastic and the expensive fibre-optic sensors
were replaced by strips of plastic coated in electrically conductive ink. The
resistance offered by these strips alters as the fingers are bent. The cost
reduction came at the expense of vastly lower performance – the PowerGlove
measures only the overall flex of the thumb, index, middle and ring fingers
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with only two bits per measurement. This makes the PowerGlove too limited
for high-end applications, but its affordability has made it extremely popular
amongst 'home-brew' virtual reality developers.
CyberGlove
The CyberGlove was developed by Jim Kramer at Stanford University as
part of his research into sign-language recognition (the recognition aspect of
Kramer's work is discussed in Chapter 4). Kramer found that the DataGlove
was not sufficiently accurate for his needs, and initially developed the
CyberGlove for his own use. It is now produced commercially by Virtual
Technologies.
The major difference between the CyberGlove and the other gloves already
described lies in the sensing technology used. The sensors in the CyberGlove
consist of two flexible strain gauges mounted back to back. A pair of gauges
is sewn into the glove over each joint to be measured and wired in a
Wheatstone bridge configuration. The resistance of the gauges varies as they
are bent and by sampling this variation the angle of the corresponding joint
can be calculated.
The advantage of this style of sensor over the fibre-optic approach used in
the DataGlove is that the variation in response of the strain gauges is linear
over the entire angular range, whilst the DataGlove sensors have non-linear
variation. This makes the CyberGlove's sensors more consistently accurate
(Kramer and Leifer 1987, Virtual Technologies 1992).
The 5th Glove
The 5th Glove was developed by Fifth Dimension Technologies and was
released in the United States in May 1995 by General Reality Company. Exact
details of the gloves specification are unclear at time of writing, but it
appears to be based on a fibre-optic sensing system similar to that used by
the DataGlove. From the values quoted for sensor update rate (125 Hz) and
complete-hand update rate (25 Hz) it can be calculated that the 5th Glove
provides only a single sensor per finger (similar to the PowerGlove).
However the sensing technology used is considerably more accurate than
that of the PowerGlove.
The most interesting aspect of this glove is that at a cost of around US$500 it
fills a gap in the market between the low cost and low performance of the
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PowerGlove and the high cost, high performance option of the DataGlove or
CyberGlove (General Reality Company 1995).
Dextrous HandMaster
Although it is worn over the hand, the Dextrous HandMaster (DHM)
produced by Exos differs from the other devices described in that it consists
of an exoskeleton rather than a glove. The exoskeleton is held to the user's
hand by velcro straps. Each joint of the exoskeleton is equipped with a Hall
effect sensor. This sensor is based on altering the magnetic field surrounding
a semiconductor as the joint bends, which affects the voltage output by the
semiconductor.
Due to the precise mechanical linkages between the movements of the hand
and exoskeleton joints and the accuracy of the Hall effect sensors, the DHM
provides a much higher level of precision than any of the other hand-sensing
devices discussed previously. Error rates in the region of 0.5°-1° are
attainable. As a disadvantage however this system is bulky and heavy when
compared to glove-based devices. For these reasons the main applications of
the DHM have been for robotic control systems, where an extremely high
level of precision is required.
3.1.2 Camera based joint measurement
An alternative approach to specialised glove-based hardware is to use
standard video camera equipment to capture a visual image of the user, and
then make use of computer vision techniques to extract data about the hands
from this image. This avoids the expense of using special purpose hand-
measuring devices, but introduces other problems due to its indirect nature.
Primary amongst these difficulties is locating the position of the hand and
fingers within the image.  The hand can usually be located relatively easily,
particularly if user's clothing and the background are chosen so as to contrast
with the colour of the hands. Extracting the position of individual fingers
from within the image of the hand is a much more difficult task, as in many
hand positions the fingers will be occluded by each other and by other parts
of the hand. In addition the lack of colour contrast between the fingers and
hand makes the digits difficult to locate even when they are fully visible.
The most common response to these problems is to place artificial markers
on the points of interest on the hand (usually the fingertips and the joints of
the fingers). Placing multiple markers at different angles on the hand can
partially help to overcome problems of occlusion.
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Sturman (1992) states that LEDs were commonly placed as markers on the
hands, body or limbs of subjects in biomechanical research during the 1980s.
The light emitted from these devices makes pin-pointing them in the camera
image easier, particularly if filmed against a dark background. Other
researchers such as Holden (1993, 1995) and Dorner (1994) have used
specially coloured gloves worn by the user to aid in this feature extraction
process. Their work is discussed in more detail in Chapter 4.
Once the hand markers have been identified in the video image, it is
necessary to convert this raw data into a more readily useful format, such as
finger-joint angles. This can be done by matching the visual-position data
against a model of the hand and calculating the required values from this
model. Again this process is covered in more detail in Chapter 4.
Myron Kreuger (1990) has developed several non-immersive virtual reality
systems, which rely on extracting data about the user from a video image.4
Kreuger's systems convert the user's image into a silhouette and then gather
data about their motions from this silhouette. Whilst some hand gestures are
recognised, this is possible only if they are made away from the body so as to
be visible in the silhouette. Therefore this technology is not suitable for
gathering sign-language data, in which the hands are often placed on or
directly in front of the body.
Research being conducted at Bielefeld University is also attempting to bypass
the use of markings on the hands by classifying hand postures directly from
a video image by using Local Linear Mapping (LLM) neural networks. So far
this research has been based on simulated images generated from a computer
model of the mechanics of a human hand. The LLM network is trained on
images of hand postures presented at various orientations and learns to
classify these postures. When applied to images of real hands the results
have been promising although still well short of the accuracy required for
this approach to be practical for recognition of real hand gestures (Meyering
and Ritter 1992a, Meyering and Ritter 1992b).
                                                
4 Non-immersive is a term used by some virtual reality researchers to describe systems
which do not require the user to wear hardware, as opposed to immersive systems which
are based on devices such as instrumented gloves and head-mounted displays.
26
3.2 Position tracking
The devices described above only capture part of the information required
for gesture recognition. In addition to the information on finger position it is
also necessary to track the spatial position and orientation of the user's
hands. Similarly, many VR systems require tracking of these aspects for both
the hands and head of the user. As a result several alternative technologies
have been developed for tracking the three-dimensional position and
orientation of an object.
These tracking systems can be divided into four general categories –
mechanical, optical, acoustic and magnetic. Each of these technologies has
different benefits and disadvantages, and as yet none has established a
position of dominance within the VR community (Meyer et al 1992).
3.2.1 Mechanical systems
Mechanical tracking devices operate by physically linking the object being
tracked (which will be called the subject) to a reference point. To provide
mobility of the subject the linkages are jointed, and by measuring the angle
of these joints the system can calculate the position and orientation of the
subject.
An early example of this style of system was the 'Sword of Damocles' unit
developed by Sutherland in 1968, for use in his experimentation with head-
mounted displays. This system gained its title from the fact that it was
suspended from the ceiling above the user so that it could be attached to the
heavy head-mounted display unit. It could track the user through a full 360°
of facing, and around 40° of head tilt. Due to its weight the system was
uncomfortable for the user, and its main role was to provide accurate data
for comparison with a more convenient acoustic tracking system. (Sutherland
1968).
More recently Project GROPE at the University of North Carolina used the
Argon Mechanical Arm as a tracker for a VR system simulating molecular
docking (Brooks et al 1990). Project GROPE demonstrated one of the major
benefits of mechanical devices, which is their suitability to systems requiring
haptic feedback. The physical link to the user makes implementation of
genuine force feedback (as opposed to other haptic systems such as
vibration) much easier. Mechanical systems also provide high levels of
resolution and accuracy.
27
The major disadvantages of mechanical devices are the limitations they
impose on the user. The need to maintain a physical link to the user means
such systems cannot provide full freedom of movement to the user, as the
linkages can block certain movements.
3.2.2 Optical systems
A number of different approaches can be taken to the development of optical
tracking systems. They vary in using either ambient light or dedicated light
emitters, and in the number and type of sensors used.
The most common style of optical position tracker is the fixed transducer
system which is based on having either emitters or sensors fixed at a known
distance from one another. In an 'inside-out' system the sensors are mounted
on the subject and look out at emitters which are fixed to the walls and/or
ceiling of the room containing the system. In an ''outside-in' system the
emitters are placed on the subject and tracked by fixed sensors. In either
system the position of the subject can be calculated by triangulation.
Related to these systems are those using pattern recognition. These systems
generally use only a single sensor, and therefore cannot use the triangulation
techniques employed by fixed transducer systems. Instead the image
captured by the sensor is compared to known patterns and the position is
calculated from this. Theoretically it would be possible for such systems to
work directly from an image of the subject, in the same way as human vision
can. However in practice computer vision techniques have not yet developed
to this stage and it is necessary to place markers (either light emitters or
easily detected patterns) on the subject.
A third approach to an optical system is the use of laser ranging. Laser light
is beamed onto the subject through a diffraction grating. A camera monitors
the diffraction pattern which appears on the subject and can calculate the
distance of the subject from the distortion of this pattern. This type of system
has the benefit of not requiring the placement of either a sensor or emitter on
the subject. However it suffers from ambiguities when the diffraction pattern
is projected onto curved surfaces (such as would be involved in tracking a
human body), and hence so far has been used mainly for robot vision in
more constrained environments.
3.2.3 Acoustic systems
Like optical systems, acoustic systems are based on the use of sensors and
emitters. In this case, however, the signals used are ultrasonic frequencies in
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excess of 20kHz, rather than light, and hence such systems are sometimes
referred to as ultrasonic position trackers. Two basic styles of acoustic
trackers have been developed.
The first is a time-of-flight (TOF) tracker, which is based on measuring the
time taken for the acoustic signal to travel from the source to the sensor. By
using multiple emitters or sensors it is possible to calculate the position of the
subject using triangulation techniques (as with fixed transducer optical
systems). These systems provide a low sampling rate because of the slow
speed of acoustic waves, and the need for the emitter to remain silent for a
while after emitting a signal to eliminate possible problems from echoing.
They are also prone to interference from ambient noise produced by devices
such as cathode-ray tubes.
The PowerGlove uses an ultrasonic TOF tracking system. Two ultrasonic
transmitters are mounted on the back of the glove and three receivers on a L-
shaped frame around the monitor or television which is displaying the
output from the Nintendo game unit. The glove must be facing the display
unit to work thereby restricting the range of movements which can be
tracked.
Phase-coherent (PC) trackers work by comparing the phase of a known
reference signal to the phase of the emitted signal. Unlike TOF systems the
phase can be measured continuously and hence PC systems can generate
high sampling rates. This also allows the use of filtering techniques to
overcome the effects of ambient noise. However such systems measure only
changes in position rather than measuring position directly, and therefore
they are prone to accumulation of errors over time.
3.2.4 Magnetic systems
Two styles of magnetic position trackers have been developed. The first is
based on alternating current (AC) technology and is made by Polhemus,
whilst the second uses direct current (DC) technology and is built by
Ascension.
The Polhemus system is based on a source unit which generates RF magnetic
fields, and a sensor which is placed on the subject. Both of these units consist
of three orthogonally aligned coils. The emitter's coils are activated to
continuously produce three perpendicular magnetic fields. These induce
currents in the coils of the source unit which are used to calculate the
position and orientation of the sensor. The major problem with this
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technology is that the continuously fluctuating AC current generates eddy
currents in any nearby conductive metal objects. This causes these objects to
give off their own magnetic fields, which distort the measurements received
from the sensors. To eliminate these errors it is necessary either to remove
such objects from the environment, or to fix their location and use software
to compensate for their effect on the tracking system.
Polhemus has produced several different systems based on this technology.
At the time the SLARTI project was commenced the 3Space Isotrak
supported a single sensor, whilst the 3Space Tracker could support up to
four sensors. These systems have since been replaced by the IsoTrak II
(which supports one or two sensors), and the Fastrak (up to 32 sensors).
Ascension's DC system operates in a similar manner to the Polhemus
trackers, except that the emitter produces a series of pulsed DC fields,
instead of continuous AC fields.  This reduces the interference produced by
eddy currents, as the system can wait for the currents to die down before
making any measurements. In contrast the Polhemus' fields continuously
generate eddy currents which are still present when the sensor is sampled. In
addition the Ascension Flock of Birds can support simultaneous tracking of
up to 30 separate sensors.
3.2.5 Comparison of position sensing technologies
The different position tracking technologies described above have numerous
advantages and disadvantages, which have varying importance depending
on the context of the task they are being applied to. This comparison will
consider the factors which are relevant to the task of gesture recognition.
Due to the direct linkages involved mechanical systems provide extremely
high accuracy, but at the cost of constraining the motions of the user. This
makes them unsuitable for gesture recognition systems, where the user's
hands must be free to move naturally through their complete range of
motion.
Optical and acoustic systems are more appropriate for this task as they do
not constrain the user's motions (as long as the sensors and emitters used are
not unduly heavy or bulky).  However occlusion of sensors and/or emitters
can pose a problem for some systems.
Magnetic position trackers are probably the best suited to gesture
recognition. Like optical and acoustic systems their interference with the
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user's movements is limited, and they do not suffer from the occlusion
problems of those systems. Conductive and ferro-magnetic surfaces may
distort the accuracy of these systems, but this can be overcome by careful
choice of the environment in which the tracker is used. Perhaps most
important is that such devices have reached a higher state of commercial
development and therefore are more readily available than other sensing
technologies.  For similar reasons these systems are currently the most
widely used option within VR systems.
3.3 Sensing technology used for the SLARTI project
3.3.1 Selection of sensing technology
The necessary hardware for gesture recognition was not present within the
Department of Computer Science when the SLARTI project was commenced,
and therefore (within budgetary constraints) it was possible to choose
appropriate hardware for the system.
The first decision which had to be made was to choose between a camera and
a glove as an input device. In one sense this choice was relatively
unimportant as the neural networks techniques used within SLARTI could
be applied to hand and finger data gathered by any input methods. However
as discussed above, extraction of this data from a camera image is itself a
complex task. The main research interest of this project lay in the application
of neural networks to the recognition of signs rather than extensive image-
processing, and therefore a glove device was chosen to allow more attention
to be focused on the recognition component of the system. 5
Having elected to use a glove it was then necessary to select between the four
commercial devices available at the time – the DataGlove, PowerGlove,
CyberGlove and Dextrous HandMaster (the 5th Glove was not released until
several years after the SLARTI project was commenced). The PowerGlove
was immediately eliminated as it lacks the precision and range of sensors
required to distinguish reliably between a large number of hand positions.6
The Dextrous HandMaster suffered from almost the opposite problem – in
order to provide the high degree of accuracy required for  applications such
                                                
5 Interestingly, initial indecision over the choice of input technologies was beneficial. The
work on missing values discussed in Section 6.3 is primarily inspired by problems foreseen
with camera input . Even though this issue did not arise in the final version of SLARTI, this
research did result in other ideas which are incorporated into the final system.
6 This decision is supported by the results obtained by Kadous (1995). On the task of
recognising handshapes produced by a single user, Kadous reports an accuracy rate of
around 94% using a CyberGlove, compared to around 35% using a PowerGlove.
31
as telerobotics (less than 0.5 degrees error) this device is bulkier than is
suitable for wearing by a signer (Cochran 1991). The DataGlove and
CyberGlove were more viable options, and both fell within the price range
available for the project.
The CyberGlove was selected over the DataGlove because its strain gauge
technology is more accurate and more consistent in a day-to-day setting than
the DataGlove's fibre-optics (which are affected by factors such as
temperature).7 The 18 sensor version of the CyberGlove is used for SLARTI,
as this includes abduction sensors which are essential for differentiating
between some of the handshapes used in Auslan.
The requirements of the position tracking equipment were fundamentally
those discussed in Section 3.2.5 – no restriction on the movements of the user,
and immunity to the problems of occlusion. For this reason magnetic
position trackers were the obvious choice. Ideally the chosen system would
support multiple sensors for tracking the position of the user's dominant and
subordinate hands, and possibly their head. However such systems were not
available within the budget of this project.
The Polhemus 3Space IsoTrak was the system supplied with both the
DataGlove and CyberGlove and therefore it was chosen as the tracking
system for SLARTI. This system allows tracking of only a single sensor,
which was placed on the user's right hand. The implications of using a single
sensor are discussed further in Section 9.3.
The two sensing technologies selected for use in SLARTI are discussed in
more detail in the following two sections. The current level of research and
commercial interest in virtual reality remains high, and it seems reasonable
to assume that improvements will be made in both hand-sensing and
tracking technology over the next few years. With this in mind the code for
SLARTI has been developed in a modular fashion and therefore the
techniques used to develop this version should be easily adapted in the
future to work with any such improved input devices.
                                                
7 Peters (1992) also reports problems with the placement of the abduction sensors on the
DataGlove, which pose particular problems for its application to sign language recognition.
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3.3.2 The CyberGlove
The CyberGlove consists of a lightweight cloth glove, with strain gauge
sensors and cabling sewn into the cloth along the back of the hand and
fingers. The palm and fingertips of the glove have been left open to make it
easier to perform actions such as writing or typing whilst wearing the glove,
and also to increase the range of hand sizes which the glove will fit.
The version of the CyberGlove used in developing SLARTI contains 18
sensors. Earlier versions of the glove provided either 16 or 22 sensors. The
major difference between the 18 and 22 sensor CyberGloves is that the latter
provides measurements for the outermost joint of each finger (the distal
interphalangeal or DIP joint). The positions of these joints are not significant
in distinguishing between signs, and in any case can generally be estimated
with a fair degree of accuracy from the position of the next closest joint (the
PIP). The 18 sensor glove measures the position of the metacarpophalangeal
(MCP) and proximal interphalangeal (PIP) joints for each finger, and the
MCP and interphalangeal (IP) joints for the thumb. In addition four horse-
shoe shaped sensors mounted on top of the glove measure the abduction
(sideways motion) of the thumb and fingers relative to each other. Finally
sensors are also provided to measure pitch and yaw of the wrist and rotation
across the palm of both the thumb and the pinkie. This information is
summarised in Table 3.1.
As well as the joint sensors the CyberGlove also provides a simple binary
switch mounted on the wrist of the glove (along with an LED which
indicates the state of the switch).  During gathering of data for the SLARTI
system this switch was initially used to allow the user to indicate when a
data sample should be requested from the glove. However the location of the
button on the wrist was found to be inconvenient because it required the
user's left hand to remain near the right wrist. The switch was also occluded
from the user's vision by their hand in certain hand orientations which lead
to the user confusing the switch with the Polhemus sensor mounted nearby
on the glove. To overcome these problems the glove used for this research
was modified so that an external switch held in the user's left hand could be
used rather than the glove-mounted switch.
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Table 3.1 Location and role of the sensors on the CyberGlove
Area of hand/glove Sensors
Thumb Rotation across palm
Metacarpophalangeal angle
Interphalangeal angle
Abduction (relative to index finger)
Index finger Metacarpophalangeal angle
Proximal interphalangeal angle
Middle finger Metacarpophalangeal angle
Proximal interphalangeal angle
Abduction (relative to index finger)
Ring finger Metacarpophalangeal angle
Proximal interphalangeal angle
Abduction (relative to middle finger)
Pinkie finger Rotation across palm
Metacarpophalangeal angle
Proximal interphalangeal angle
Abduction (relative to ring finger)
Wrist Pitch
Yaw
The CyberGlove is connected to an interface unit which amplifies and
digitises the values gathered from the glove. This unit can be run in either a
continuous sampling mode, or explicitly polled when a data value is
required. The maximum sampling rate supported is approximately 30 Hz,
and the signals from the sensors are returned as a sequence of 18 bytes giving
a resolution of 8 bits per sensor. Within the SLARTI system the CyberGlove
interface unit is connected to the serial port of a 486DX PC compatible.
Care needs to be taken when using the CyberGlove as the strain gauges in
the sensors are fragile. If treated roughly these gauges can become creased
which will permanently affect the values produced by the sensor. The
abduction sensors are particularly at risk because of their exposed position
on top of the glove. For this reason the CyberGlove would not be suitable for
use outside of a laboratory environment.
3.3.3 The Polhemus 3Space IsoTrak
The Polhemus sensor is attached to the wrist of the CyberGlove, using the
built-in mount provided. The sensor is attached by a combination of velcro
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and plastic screws, as metal screws would cause interference with the
magnetic fields used by the Polhemus.
The IsoTrak can sample the position and orientation of the sensor up to 60
times per second, which is more than sufficient for the hand movements
involved in sign language. The accuracy of the tracker is dependent on the
distance of the sensor from the source. Between 4 to 15 inches, the position is
accurate to 0.13 of an inch RMS (root mean squared error). From 15 to 30
inches of sensor-source separation the accuracy decreases to 0.25 of an inch
RMS. Over this entire range the orientation is accurate to 0.85° RMS. The
tracker can be used with separation distances up to 60 inches at lower levels
of accuracy.
The magnetic fields generated by the source are symmetrical, and therefore
there are two possible interpretations of each set of data gathered from the
source. For this reason only half of the total sphere surrounding the source
can be used at any one time. The hemisphere which is active can be selected
by sending an appropriate command to the Polhemus interface unit. In order
to avoid errors in the position values returned it is necessary to ensure that
the sensor remains in this selected hemisphere.
As discussed above, the AC magnetic field technology used by the Polhemus
has reduced accuracy as the distance between source and sensor increases, is
susceptible to interference from metallic objects and requires the sensor to
remain within a selected hemisphere. All three of these problems were
observed during early use of the Polhemus and were overcome only by
careful positioning of the source with respect to the signer. The IsoTrak
source was attached to a plastic base for stability and placed on a wooden
table slightly behind the signer at approximately hip height. This kept the
system well clear of the ferro-concrete floor of the laboratory. It also  placed
the source close to the space in which signs would be enacted and hence
minimised the distance between the sensor and source. Finally placing the
source behind the user ensured the sensor would remain in the chosen
hemisphere.
Once these issues had been addressed the Polhemus tracker provided
sufficient accuracy and reliability for use in this research. However clearly
these limitations prevent the current version of SLARTI from being easily
portable, and therefore an improved tracking technology would be required
in order to develop the system beyond its current prototype stage.
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4 Hand gesture recognition
Dependent as it is on recent developments in hand-measuring technology,
the field of hand-gesture recognition is a relatively young one. As a result the
majority of the systems described in the literature are only partially
completed. The literature is also spread through a wide variety of fields, such
as technology for the disabled, pattern recognition, artificial intelligence,
human-computer interaction and virtual reality. This section provides an
overview of this diverse field, summarising the status of existing research
and setting the background for the work carried out on the SLARTI system.
It is not intended to be a complete synopsis of all research in the field of hand
gesture recognition as the number of researchers in this area has increased
dramatically over recent years.8 Instead it focuses on those systems which
were of most influence in the creation of SLARTI.
Section 4.1 describes systems based on instrumented-glove technology. Due
to the same choice of input device these are of the most direct relevance to
the SLARTI project. Section 4.2 describes systems based on the alternative
technology of image processing. Brief descriptions are given of the image
feature extraction methods used, but the focus is on the classification
techniques as these could be adapted to other input technologies. Section 4.3
is an overview of the work discussed in the previous two sections,
summarising the current state of research in this field and highlighting the
issues which have yet to be addressed. Section 4.4 covers the more general
area of applications of hand gesture recognition techniques, looking both at
existing applications and also potential future developments.
For convenient reference to the different projects discussed a simple naming
convention has been adopted. Where a system has been named by its authors
this name is used. Unnamed systems are referred to by the name of the
institution where they were developed, with the addition of some descriptive
information about the scope of the project.
                                                
8 This rapid growth in the field of hand gesture recognition is largely attributable to the
development of instrumented glove technology. The concept even gained enough interest to
make an appearance in popular culture – the action film Congo features an ape which uses a
sign-language recognition system to communicate with humans.
36
4.1 Glove-based gesture recognition systems
4.1.1 Glove-Talk
(Fels and Hinton 1990, Fels and Hinton 1991, Fels and Hinton 1993)
The Glove-Talk system is probably the most complete system described in
the literature, and its implementation is also the most closely related to that
of the SLARTI project. Glove-Talk's gesture system was developed
specifically for this project rather than using a pre-existing sign language
(although some of the handshapes are based on the ASL alphabet). Unlike
natural sign languages there is a well-defined relationship between features
of Glove-Talk gestures and the words assigned to them. The handshape
made by the user selects a root word from 66 possibilities. An ending for this
word is then determined by the motion of the user's hand. Only six motions
are legal – a back-and forth movement in any of the six basic directions. The
change in direction in this motion is used as the trigger signal to say the
word.  Each motion corresponds to a different word ending (normal, plural, -
ed, -ly, -er, -ing). If a word ending cannot be applied to the word indicated
by the handshape the normal ending is used by default. Through this
method Glove-Talk has a total vocabulary of 203 words.
A unique feature of Glove-Talk is that it allows the user to control the
manner in which words are spoken by the speech synthesiser. The speed of
the user's motion determines the rate at which the word is spoken, whilst the
duration of the motion sets the stress which is placed on the word.
The gesture recognition component of Glove-Talk is based on five neural
networks, the most complex and important of which is the strobe network.
This network is responsible for detecting the change in direction of motion,
which signals the system to activate the other four networks to analyse the
gesture. The strobe network takes 50 inputs consisting of five values for each
of the previous ten frames of glove data. These five parameters are the
changes in the x, y and z components of the hand's location, the speed of the
glove and its acceleration (difference between this speed and the previous
one). The network was trained on 596 movement examples in which the
strobe point had been labelled by hand (in fact, an early version of the strobe
network was used to reduce the workload in labelling this training data by
indicating the general region in which the strobe point should lie). By
applying a threshold of 0.5 to the network's output an accuracy rate of 97%
was achieved on 200 test examples.
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When the strobe network fires, the glove data is fed into the four other
networks. The first of these classifies the handshape as one of the 66 accepted
poses. The inputs to this network are the ten finger flexion values, and the
sine and cosine of the hand orientation measurements (the sine and cosine
are used to eliminate discontinuities in the orientation data – this problem is
discussed in detail in Chapter 6.4). This network achieved around 98%
accuracy on a test set of 2178 examples.
The word-ending network takes as input the changes in the x, y and z
position for the previous ten glove measurements and classifies the motion
as one of six classes. Not surprisingly, given the simple motions used, it
achieves in excess of 99% accuracy on a test set of 499 examples. The word
speed and stress networks both take the previous twenty frames of glove
speed and acceleration as input. The speed net has eight outputs which are
combined to yield a speaking rate of 130 to 240 words per minute. The stress
net has a single output which determines the emphasis placed on the spoken
word. The performance of these nets is not as vital as for the other nets, but
both achieve acceptable results, although the speed net was found to be
somewhat dependent on the gesture being performed.
When the networks are combined, the overall performance of the system is
very promising. Around 94% of gestures result in the correct word being
spoken, 5% in no word being spoken and only 1% in the wrong word being
produced (as this is the most disruptive form of error it is important that this
type of error be minimised).
4.1.2 Glove-TalkII
(Fels and Hinton 1995a, Fels and Hinton 1995b)
Although sharing the same name, authors and much of the same technology
as the Glove-Talk system, Glove-TalkII takes a fundamentally different
approach to the mapping of hand gestures to speech. The original Glove-Talk
maps each gesture to a single word. Glove-TalkII is based on a much finer
grained approach in which features of the hand are mapped onto the
articulatory features which control the production of speech. In this way the
user can determine properties of the speech such as pitch and volume to
produce more natural speech than would result from direct text-to-speech
synthesis.
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In order to provide this greater degree of control over speech parameters
Glove-TalkII uses a wider range of input devices. In addition to the
CyberGlove and Polhemus tracking system used in Glove-Talk, this system
requires a foot pedal and a Contact-Glove (a glove equipped with  switches
to measure nine different contact points between the thumb and fingers of
the left hand). Glove-TalkII uses a combination of several neural networks
and several fixed mappings to convert the values from these input devices
into the controlling parameters for a parallel formant speech synthesiser.
The three neural networks in the system map the user's right hand formation
and position onto consonant and vowel phonemes. Separate networks are
trained for vowels and consonants, to map the input hand data onto the
synthesiser parameters to produce the corresponding phoneme. Vowels are
distinguished by an open hand shape (no contact between the thumb and
fingers), and the choice of vowel phoneme is determined by the spatial
location of the hand in a horizontal plane in front of the user. Consonants are
represented by closed hand positions, with each different consonant
phoneme corresponding to a different handshape. In addition the switches
on the Contact-Glove worn on the left hand are used to select stop
consonants as it was found that these phonemes required faster variation of
the synthesiser parameters than could be readily controlled by the user. A
third network is trained to distinguish whether the user is trying to make a
vowel or consonant sound depending on the openness of their hand. The
output of this network is used to combine the outputs of the vowel and
consonant networks to produce the parameters passed to the synthesiser.
The pitch of the speech produced is determined by a fixed mapping based on
the height of the user's right hand, whilst the position of the foot pedal
controls the volume of the speech. Hence to produce a word the user makes
the handshape corresponding to the starting phoneme and depresses the
pedal to start the sound from the synthesiser. They then move their right
hand through a continuous gesture varying in location and handshape to
produce the sequence of phonemes (and appropriate pitches) which form
that word, using the contact switches on the left hand to make stop
consonants if any are required. In this manner Glove-TalkII can produce any
word which can be made up of the phonemes provided and hence does not
limit the vocabulary of its user.
A demonstration of communication using Glove-TalkII is available on video
tape, which shows a user speaking, carrying on a conversation and even
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singing  (Fels and Hinton 1995a). From this demonstration it is clear that the
system does allow the production of speech which is more intelligible and
emotive than that produced by direct text-to-speech synthesis. However
learning to use the system is a non-trivial task (the user shown on the tape
was a trained pianist with approximately 100 hours of practice with Glove-
TalkII) and requires the user to be able to hear the speech being produced.
Hence this system is best suited to speech impaired individuals with
unimpaired hearing as it essentially turns the hand into an artificial vocal
tract.
4.1.3 The Talking Glove
(Kramer and Leifer 1987, Kramer and Leifer 1989)
The Talking Glove system developed at Stanford University is the project
which gave rise to the creation of the CyberGlove, as discussed in Chapter
3.1. The overall aim of this project is the creation of a portable two-way
communication system between nonvocal deaf individuals and hearing
individuals.
To provide two-way communication this system uses a variety of input and
output devices. The CyberGlove captures hand data from the signer, and
converts this into text which can the be turned into audible speech by a
speech synthesiser unit. In the final system it is foreseen that this speech
would be emitted through a small speaker on the signer's lapel. Input from
the non-signer would be either from a voice recognition unit or a small
portable keypad. Text from this source would then displayed on either an
alphanumeric liquid crystal display or a braille display carried by the signer,
depending on the quality of their sight.
The component of this system of most interest with regards to the SLARTI
project is the implementation of fingerspelling recognition. The Talking
Glove is capable of taking the hand data from the CyberGlove and
interpreting these handshapes as letters from the American manual alphabet.
Only finger and wrist joint information is used, as the Talking Glove was not
equipped with any form of position tracking.9
                                                
9 Within the American manual alphabet there exists two pairs of letters ('I' and 'J', and 'D'
and 'Z') which use basically identical handshapes and are distinguishable only by motion.
Although it would seem difficult to classify between these pairs of letters without use of a
position tracker, it was observed during early development of SLARTI's handshape network
that the pairs could in fact be distinguished on the basis of wrist position, although this is
not a distinguishing characteristic used by human signers (the wrist is flexed in both 'D' and
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Two different approaches to recognition of handshapes are described in the
papers by Kramer and Leifer. In the earlier version each of the sensor values
is treated as one component in an overall hand-state vector. Letters are
represented as 'beacons' in this hand-space. When the algorithm detects a
reduced hand-state velocity (ie a more static hand formation) the nearest
beacon to the current state is determined and if this distance is beneath a
certain threshold then the corresponding letter is output. To avoid unwanted
repetition of the same letter it is required that the hand-state leave this
recognition hyper-sphere around each beacon and re-enter it in order to
repeat a letter. Special, non-standard fingerspelling states exist to denote
backspacing and the end of a word (this signal tells the system to send the
completed word to the speech synthesiser). After a word has been spoken the
letter beacons are updated to adapt to variations in the formation of letters
and the placement of sensors. Kramer and Leifer propose that the recognition
rate of the system could be improved by weighting the axes of hand-space to
achieve maximal separation between the letter beacons (Kramer and Leifer
1987)
This suggestion of using a weighted space is very similar to the neural
networks approach, and in fact the recognition method described in Kramer
and Leifer (1989) is based on neural networks. In this system a pre-trained
neural network is used to  select the most probable letter from a dictionary of
previously stored hand formations which are individualised to a particular
user. The dictionary evolves during use to account for the variations in letter
formation between users, although the exact details of this adaptation are not
described. As before once the end of a word is signalled by the user the entire
word is output to the speech synthesiser.
The authors proposed future development of the system to include a position
tracker so that the gesture recognition capabilities could be extended to
recognise signs from Pidgin English. Another goal was reduction of the size
of the system to make it truly portable. The major obstacle to be overcome in
this process was implementing the recognition algorithm in a portable unit,
rather than sending the glove data to a personal computer.
In September 1995 Virtual Technologies (the company founded by Kramer to
market the CyberGlove) announced the release of its GesturePlus system.
                                                                                                                                         
'J', but relatively straight in 'I' and 'Z'). It is speculated that this is the same technique used by
the Talking Glove's recognition algorithm.
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GesturePlus is a hardware device which recognises user-definable gestures
measured via the CyberGlove. Due to its commercial nature details of the
recognition algorithm used by GesturePlus are not available. However the
system does require the user to provide a set of example gestures in order to
train the recognition algorithm (Virtual Technologies 1995).
4.1.4 GIVEN
(Bohm et al 1992,  Vaananen and Bohm 1993)
GIVEN (Gesture driven Interactions in Virtual ENvironments) is a testbed
for assessing the efficacy of hand gestures as an interface to a virtual reality
system. The initial version of GIVEN implements an office environment with
a number of objects (desk, teapot and ball) which can be manipulated by the
user. User interaction with this environment is entirely through hand
gestures, with specific gestures corresponding to actions such as 'fly
forward', 'fly backward', 'grab object', 'release object' and 'reset' (return to
starting point).
The input device used is a VPL DataGlove equipped with a position sensor,
although the GIVEN system is designed to be as independent as possible of
the input device.  To achieve this the system has been split into three
separate sections. The Device Driver handles communication with the
DataGlove and passes the data obtained to the NeuroGlove module. This
module performs the recognition process, and the resultant commands are
then sent to the main GIVEN module which implements the virtual  office
environment.
NeuroGlove uses neural networks to recognise both static handshapes and
dynamic gestures. The static handshapes (or postures) are recognised by a
standard feedforward neural network with a single hidden layer. This
network takes ten inputs, corresponding to the DataGlove's measurement of
the outer two joints of each finger (the version of the DataGlove being used
in GIVEN does not measure finger abduction, rotation of the pinkie or
thumb, or wrist flexion). Although exact details of the number of handshapes
recognised are not given, it would appear to be at least 20.
A pair of tapped delay line networks are used to perform the dynamic
gesture recognition (this style of network architecture is described in detail in
Chapter 6). The first network takes as input the finger-joint values for each of
the last five time-frames, and classifies the sequence as one of ten gestures.  If
none of the output nodes fires strongly enough to reach a threshold value,
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this is interpreted as meaning no gesture has taken place and another frame
of input is gathered from the glove and propagated through the network.
This process is continued until a gesture has been recognised, at which point
the results of both this and the second dynamic network are passed to the
GIVEN module.
The second temporal network is designed to classify the motion of the hand
during the gesture. Its input consists of the three values measured by the
position sensor on the glove, pre-processed to indicate relative movement
(this pre-processing consists of taking the difference between the current
position values and those from four time-frames earlier). The network
classifies these values into one of seven movement categories. Although the
exact nature of these movements is not clear, it would appear they consist of
left, right, up, down, towards, away and no movement.
The gesture recognition component of GIVEN appears to be in the early
stages of development, and the authors' future plans include applying
recurrent neural networks to the dynamic gesture recognition component of
the system.
4.1.5 NTT/ATR Japanese manual alphabet recognition system
(Takahashi and Kishino 1991)
The authors describe a simple system for recognition of the 46 Japanese kana
manual alphabet gestures. This task is more difficult than that of performing
recognition of ASL fingerspelling because of two features of the Japanese
system. Firstly, the Japanese manual alphabet includes five gestures which
involve movement ('no', 'mo', 'ri', 'wo' and 'nn'), including one which
involves a change in handshape ('mo').  The system developed by Takahashi
and Kishino considers only the initial handshape involved in each gesture
and therefore cannot distinguish between gestures varying only in their
movement component. Secondly, because of the greater number of
alphabetic components required, not all have a unique handshape and
therefore orientation of the hand must be used to differentiate between some
gestures.
This system uses a VPL DataGlove equipped with ten finger sensors, and
also three orientation values from a position/orientation sensor. A user
wearing this glove performed each gesture ten times, and these values were
averaged to produce a general representation of each handshape. These were
then processed to produce a 12-character code for each gesture (10 characters
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for the finger joints and 2 for the orientation of the hand). Each joint was
analysed to see whether it was in a consistent position for each example of a
gesture. Joints with a standard deviation over the examples of less than 20
degrees were considered consistent and labelled as either 'H' or 'B'
depending on whether they were on average bent less or more than 45°.
Joints which exceeded the standard deviation threshold were coded as '-',
representing undetermined. Similarly a 2 letter code was determined for
orientation representing the direction in which the hand was pointing (up,
down, left, right, back, forward) and whether the palm, back or side of the
hand was facing outwards.
Recognition of new gestures is performed by encoding the measured gesture
and then comparing its similarity to each of the 46 predefined codes. When
tested this method performs fairly poorly, recognising between 24 and 30 of
the gestures correctly on a regular basis. This failure can probably be
explained by three factors. First, the system attempts to classify the moving
gestures whilst ignoring the temporal component which would make this
classification possible. Second, the lack of abduction sensors on the
DataGlove means the measured values fail to include some of the features
necessary to distinguish between gestures. Third, the classification technique
used is extremely crude. The encoding process discards large amounts of
information about the gesture and is extremely susceptible to noise because
of its use of hard thresholds between classes.
4.1.6 University of Nebraska-Lincoln handshape recognition system
(Revesz and Veera 1993)
The authors applied a specialised form of neural network known as a
matcher neural network (MNN) to the task of classifying static handshapes.
The MNN was developed by Revesz (1989, 1990) and differs from the
majority of neural architectures in that its inputs, outputs and memory of
training patterns are all binary. An input presented to the MNN is compared
to the stored patterns using the asymmetric Hamming distance. This distance
measure consists of the maximum number of omissions (1s corrupted to 0s)
that must occur to either of two binary patterns in order for them to become
identical). If one stored pattern is nearer to the input as defined by this
distance measure than any other stored pattern then it is given as the output,
otherwise all stored patterns of equal distance are combined to produce an
output pattern.
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The raw data from a CyberGlove is pre-processed to convert it to a binary
format suitable for a MNN. This is done using an encoding scheme similar to
that of Takahashi and Kishino but without the undetermined category: a
straight joint is encoded as 0 and a bent joint as 1. A set of feature lists for
artificial hand-shapes was constructed, with each shape represented by 17
binary digits (the pinkie rotation sensor on the CyberGlove was not used,
thus reducing the number of system inputs to 17). From the 217
mathematically possible hand-shapes, those physically impossible to make
with a human hand were removed and then a subset of 395 were selected so
as to maintain a minimum asymmetric Hamming distance of 2 between each
hand-shape. The feature lists of these 395 signs were then presented to the
MNN.
Revesz and Veera report a success rate of 96% when the MNN was tested on
handshapes not seen during its training. However the accuracy of this result
must be questioned because apparently only 100 unseen examples were
presented to the network, meaning that approximately three of four
handshapes were not tested.
4.1.7 Waseda University musical conducting gesture recognition system
(Morita et al 1991)
This gesture recognition system was developed for the unusual purpose of
allowing a human conductor to control a computerised orchestra. Two
aspects of the conductor's movements are interpreted by this system – the
musical tempo information provided by the trajectory of the baton in the
conductor's right hand, and the expressive information conveyed by gestures
made by the conductor's left hand.
The motion of the baton is captured by a CCD camera. The tip of the baton is
equipped with an infra-red light which makes it easy to extract from the
resultant image. By tracking the path of the baton tip through a sequence of
frames, statistics on trajectory, velocity and acceleration are extracted. These
statistics are then used to predict changes in tempo and control the speed at
which MIDI instruments are played.
Of more interest to this thesis is the part of the system dealing with the left
hand gestures. This is based around a VPL DataGlove and a magnetic
position sensor. The glove is initially calibrated for a particular user's limits
of movement. At each time frame input from the glove is then used to
produce a hendectuple of values summarising the hand's current state and
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recent movement.10 The eleven features considered are shown in Table 4.1.
Unlike the two previous systems these input features were real-valued.
Gesture recognition is performed by comparing the eleven values describing
the user's gesture to a pre-defined table of each of the gestures the system
was intended to recognise. Any gesture for which the measure of matching
exceeded a certain threshold is considered to have been recognised.
Table 4.1 Features used to recognise conducting gestures
Vertical position
Horizontal position
Sum of previous five values of vertical velocity
Sum of previous five values of horizontal velocity
Sum of previous five absolute values of vertical velocity
Sum of previous five absolute values of horizontal velocity
Bending of the thumb (first joint + second joint)
Bending of the index finger (first joint + second joint)
Bending of the middle finger (first joint + second joint)
Rotation of the palm
Facing of the palm
The number of gestures recognised and formal success rate are not given, but
anecdotal evidence is presented that a professional conductor unfamiliar
with the system was able to successfully use it without any training. The
range of gestures recognised appears to be relatively small, which is why the
pre-processing is able to discard seven values from the ten provided by the
DataGlove.
4.1.8 Fujitsu Japanese sign-language recognition system
(Murakami and Taguchi 1991)
The system developed by Murakami and Taguchi is similar to that of
Takahashi and Kishino in that it considers elements of Japanese sign
language. However it is more developed than that system in that it deals
with motion-based gestures in addition to static handshapes.
Input data is gathered from a DataGlove and position sensor and presented
to a pair of neural networks, which have been trained to recognise a set of
example signs. The first of these networks is a simple feedforward network,
                                                
10 Isn't 'hendectuple' a lovely word? I much prefer it to the Latin-based alternative
'undectuple'.
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which takes the ten DataGlove finger-joint values and three hand orientation
values as input and classifies that hand position as one of 42 shapes used in
the Japanese manual alphabet. This network was trained on examples
gathered from one group of signers (called the registered group) and tested
on handshapes made by a separate group of signers (called the unregistered
group). One version of this network trained on only 206 total examples
records a 98.0% success rate on handshapes made by the registered signers,
but only 77.0% on signs made by unregistered individuals. It is not clear
whether the 98% result is on the signs used in training, or on a separate set of
signs made by the same people. By increasing the number of training
patterns to 252 and training on signs made by six individuals the success rate
for the registered signers trained falls to 94.3% but the result for unregistered
signers improves dramatically to 92.9%. 252 examples is still a relatively
small training set for a problem of this nature and so it would appear likely
that further increases in the size of the training set would lead to further
improvements in the network's performance.  As it is, the neural network
approach used in this system clearly outperforms the system developed by
Takahashi and Kishino, even ignoring the five moving handshapes which the
latter attempted to include.
The second neural network was developed to recognise ten Japanese signs
for which both handshape and motion are important. The structure of this
network is a combination of the Elman recurrent architecture and the input
windowed architecture (both of which are described in the section on
spatiotemporal neural networks in Chapter 6). The network takes as input
the same 13 values used in the first network, and also 18 values which
encode the data about hand position. Three absolute position values are
taken directly from the position sensor, and used to generate three relative
position values (relative to the starting hand position of the gesture being
processed by the network). Each of these six values is then converted into
three network inputs, by multiplying the value by 0.2, 0.5 and 0.8 (the
purpose of this splitting of each value over three input nodes is not
elaborated). The network is presented with these 31 input values for the
current time-frame and also for the two previous time-frames, giving a total
of 93 inputs. In this way the inputs encode some short term memory of the
gesture. In addition the network has recurrent links between each of its 150
hidden nodes, which allow it to perform further temporal processing of the
input signal. The network was trained using standard backpropagation as
with the Simple Recurrent Network, which is discussed in Chapter 6.
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A separate version of this network was trained for five different signers,
rather than attempting to develop a user-independent network as was done
for the handshape network. This temporal network is used in conjunction
with the original handshape network to classify user signs. Initially data
gathered from the glove is presented only to the handshape network and the
activation of its output nodes passed through a threshold. When one of the
nodes corresponding to a starting handshape of a gesture fires strongly
enough to exceed the threshold, the motion recognition component of the
system is activated. Subsequent input data is presented to the temporal
network and a similar thresholding technique is used to select from amongst
its outputs. If the temporal network settles into an unclear pattern of
activation the gesture is not recognised by the system.
When tested on the five signers used in training the temporal network this
system gained 96% accuracy, although again it is unclear whether this was
on training examples or a separate test set. Nevertheless this result is
encouraging as the ten signs used were deliberately chosen because of their
potential for confusion.
The modularity of this system and the thresholding technique used to detect
the start of signs are similar to the methods used within SLARTI. However
the direct encoding of signs in the second network make expansion of this
system's vocabulary an arduous task as the entire network has to be re-
trained. This issue of extending the system's vocabulary is explored further
in Chapter 11.
4.1.9 Royal Melbourne Institute of Technology gesture recognition system
(Roberts 1994)
Roberts' research is based on techniques for statistical classification of
gestures developed by Dean Rubine (Rubine 1991a, Rubine 1991b). Rubine's
techniques were developed and tested on two-dimensional gestures based on
the path of a pen. Roberts' goal was to test whether these techniques were
suitable for recognition of three-dimensional hand gestures, specifically those
used in sign language.
This system is unusual in that it recognises two-handed gestures. This is
accomplished by using two gloves, both equipped with Polhemus sensors.
The signer's left hand is measured by a DataGlove, whilst the right hand is
measured by a CyberGlove. This variation in sensing technology is an
accident of the available resources, which fortunately has little impact on the
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system as the more accurate CyberGlove is worn on the right hand, which is
the dominant hand for most signers and therefore provides the most
information for recognition purposes. The DataGlove is accurate enough to
provide the less detailed information required from the left hand.
The recognition component of the system consists of two stages. The first is a
feature extractor which processes the raw data of the gesture to extract a
vector of descriptive features. Examples of the type of features used are the
length of the gesture, the maximum velocity of the hand and the maximum
and minimum finger flexion angles. Once this feature vector has been
extracted from a gesture, it is passed to a linear classifier. For each possible
output class the classifier contains a set of weights, which are multiplied by
the input vector to yield a measure of the likelihood of that class being
correct. The weights of this classifier are found through training on a set of
example gestures, although the training method is not iterative like those
used for training neural networks. The exact details of training are discussed
in more detail by both Roberts and Rubine, but in essence a mean-feature
vector is calculated for each gesture class. These are used to generate an
inverse common covariance matrix over all the classes, from which the
weights for the classifier can be derived.
This system was tested on a dataset consisting of 37 gestures (the 26 letters of
the Australian two-handed manual alphabet and the signs for the numbers 0
to 10). 25 examples of each gesture were captured (from a single signer), and
these were split into a training set (of 15 examples per gesture) and a
separate test set. Due to some errors in the data-capturing sequence some
examples needed to be discarded, which resulted in the test set consisting of
between 4 and 10 examples of each gesture with a total of 236 examples.
Although many of the gestures in fact consist of static handshapes (or
'poses'), all of the examples were captured as gestures over several time-steps
to include information about the formation of these static shapes.
Several variants of the recogniser were built, varying in the features of the
input on which they were based. An initial version based on the feature set
designed by Baudel and Beaudoin-Lafon (1993) for three-dimensional
gestures performed poorly, achieving only a 16.1% recognition rate on the
test set. This result was improved by including features specifically designed
to suit the characteristics of sign-language gestures. The best version of the
recogniser used the 21 features given in Table 4.2. This system classified
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94.1% of the test set correctly. The most common error was confusion of the
'i' and 'o' gestures, which are very similar in the two-handed alphabet.
The statistical feature extraction and classification techniques employed
performed well on the dataset tested. To extend these methods to more
complete sign-language gestures it would be necessary to discover features
which encapsulate the necessary information about such signs, particularly
with regards to the trajectory of hand movements. Two major benefits of this
approach in comparison to neural networks are the speed of training of the
classifier, and also the ability to add new gestures to the system without
extensive re-training. However Roberts suggests that neural networks may
prove better able to adapt to the problems of co-articulation, although this
conjecture is not tested.
Table 4.2 Gesture features used by the most successful version of the RMIT system
motion path length
gesture duration
maximum hand velocity
right hand flex for thumb, index, middle and annular fingers (4 values)
left hand flex for thumb and index finger (2 values)
right hand average spatial position (3 values)
left hand average spatial position (3 values)
right hand orientation (3 values)
left hand orientation (3 values)
4.1.10 GloveTalker
(Greenleaf Medical Systems 1991a, 1991b, Greenleaf 1992)
GloveTalker is a commercial system  and as such only limited information is
available about it, particularly with regards to its implementation. It was
developed by Greenleaf Medical Systems, a Californian medical technology
company headed by Walter J. Greenleaf, and is based on the VPL DataGlove.
Greenleaf Medical Systems had exclusive rights to sell the DataGlove to the
medical community, and extended this licence to allow them to produce their
own DataGloves when VPL's production suffered from quality problems
(Hamit 1993).
GloveTalker differs from the other systems discussed here in that it does not
use a pre-specified set of gestures. Instead it learns to recognise a
personalised set of gestures selected by each user, mapping these onto a set
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of words or phrases which are spoken by a speech synthesiser. This
adaptation to the user is particularly useful if the user has limited hand
movement. It is also convenient for individuals who have temporarily lost
their speech (for example, through throat surgery), as they do not need to
learn a complex signing system to use GloveTalker to communicate.
Another related Greenleaf product is the Gesture Control System, which
translates gestures into operations on a computer rather than into speech.
Thus users with limited physical movement (such as those with cerebral
palsy) can use this system to perform actions such as answering and routing
telephone calls. Greenleaf also developed the Movement Analysis System
which uses the DataGlove to measure the range of movement in the hand,
for use in assessing the rehabilitation of individuals with hand injuries
(Aukstakalnis and Blatner 1992).
4.1.11 University of Milan sign recognition system
(Camplani 1992)
The original thesis describing this work is in Italian so the details given here
are derived instead from a description of the project by Montefusco (1993),
and therefore are imprecise about some aspects of the research.
The system consists modular construction of several neural networks, and
recognised 15 signs from Italian sign language. These signs are described by
22 features (five possible locations, eight orientations and nine handshapes).
A single network was trained to take the values provided by a DataGlove
and Polhemus and classify static postures in terms of these features. In effect
this net consists of three separate classifiers combined together: one for
location, one for orientation and one for handshape.
A second layer of four networks (one each for handshape, orientation,
location and movement) is used to process the temporal aspects of the
gestures. Each of these takes as input the last seven activation values of the
relevant outputs of the static classifier net. These networks then feed into a
final network which has 15 output nodes, corresponding to the 15 signs to be
recognised. This network performs the final classification of the gesture.
These five networks were not trained in the same manner as standard
networks, but had their weights set directly on the basis of a single
examination of the training examples. Unfortunately Montefusco does not
provide details of this process, nor of the classification rate achieved by this
system.
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4.1.12 MIT Coverbal Gesture Recognition system
( Sparrell 1993, Wexelblat 1994)
MIT's Advanced Human Interface Group has conducted a series of research
projects aimed at recognition of coverbal gestures (gestures made in
conjunction with speech). This research is aimed at the development of
intuitive multi-modal computer interfaces capable of accepting input in the
form of speech, gesture and eye-tracking. The major difference between
coverbal gestures and the gestures studied by other researchers is that in the
former case there is no strict mapping between gesture and meaning, or even
a defined set of gestures. Instead the user creates gestures as they
communicate, and the meaning of these gestures can only be determined in
terms of the context of the words spoken as they are made.
Wexelblat (1994) describes a feature-based gesture analysis system which has
been incorporated within AHIG's demonstration interface. The input devices
to this system are a pair of CyberGloves equipped with Ascension Flock of
Birds position sensors, and a 'data suit' worn by the user (this consists of a
lightweight jacket containing a position sensor and also the cabling for the
gloves). The user also wears a head-mounted eye-tracking device and a
microphone for voice recognition but these are not of interest for the hand-
gesture analysis process.
The raw values from the sensors in these devices are processed by a body
modelling algorithm, which calibrates for the user's body size and movement
range and converts this data into the angles of body joints such as the elbow
and shoulder. These joint angles are then used as input for gesture analysis.
The body mapping acts as an interface between the input devices and the
gesture analysis system, meaning that the devices can be changed at a later
stage without affecting the gesture analysis.
The gesture analyser splits the input data sequence into key frames (those
involving significant changes in the users position or motion) and extracts a
descriptive set of features for that frame. These descriptions of the key
frames are then used as input to the AHIG interface interpreter along with
the results of the speech recognition component of the system.
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4.2 Camera-based gesture recognition systems
4.2.1 Sign Motion Understanding  (SMU) system
(Holden 1993, Holden et al 1994)
The SMU system under development by the Robotics and Vision Group at
the University of Western Australia uses computer vision techniques to
extract hand information from a camera image of the signer. This approach
was taken mainly to overcome the fragility of current glove technology, but
has the added benefit of being able to consider two-handed signs. When
complete SMU is intended to recognise signs from either Auslan or Signed
English.
In order to facilitate the process of extracting hand data from the video image
SMU does in fact require the user to wear a pair of gloves. However these are
not instrumented gloves, but thin rubber surgical gloves. By marking the
gloves the process of identifying the individual joints of each finger is made
much easier than gathering the same information from a user with bare
hands. Early experiments with the gloves tried retro-reflective tape and
different coloured bands on each joint, but eventually it was found that the
best approach was to mark complete portions of the glove in different
colours, corresponding to each finger and different sections of the palm. This
greatly reduces the problems of identifying fingers which are partially
occluded from view by other parts of the hand.
Each finger is individually extracted from the image by colour thresholding.
Its area is then skeletonised to produce a line, the curvature of which can be
analysed to determine the necessary information about finger position. A
similar process is applied to the palm regions. The resultant data from a
single frame is then encoded into a Static Pose Description (SPD) which
contains information on the curvature of the fingers, whether they are spread
or closed, the directions of the palms and the relative positioning of the left
and right hands.
A series of SPDs can then be converted into a Hand Movement Description
(HMD) which encodes temporal information such as movement of the
fingers (bending, straightening, spreading, closing or crossing over) and
movement of the hands.
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The chosen implementation for SMU's recognition system is a fuzzy expert
system. This combines the rule-based knowledge structure of an expert
system with fuzzy logic concepts such as partial membership of sets.  The
expert system takes an HMD as input and uses two groups of fuzzy sets to
classify this data. Each static finger position can be classified as straight,
slightly bent, greatly bent or completely bent, whilst finger movement, hand
motion and wrist rotation are classified as no wiggle, very small wiggle,
small wiggle, medium wiggle, large wiggle and very large wiggle depending
on the number of velocity changes over the recorded period. As these are
fuzzy sets the borders of the sets overlap and so an example can be classified
as being a member of more than one set. A characteristic function returns a
real value as a measure of the example's possible membership of each set.
SMU uses a triangular membership function.
Once the fuzzy membership values of the HMD have been calculated, they
are passed to the rule-based section of the recogniser. An expert user has
generated a rule to describe each sign in the SMU vocabulary. The style of
these rules is illustrated by this example from Holden et al 1994 (f0 to f3 are
finger measurements; X, Y and Z are the hand motion; Delta is the rotation
measure).
if  f0 starts as greatly bent, and very small wiggle, ends as straight
 f1 starts as greatly bent, and very small wiggle, ends as straight
 f2 starts as greatly bent, and very small wiggle, ends as straight
 f3 starts as greatly bent, and very small wiggle, ends as straight
 X does no wiggle
 Y does no wiggle
 Z does no wiggle
 Delta does no wiggle
then the sign is 'ten'
Although these rules appear binary in nature, this is not in fact the case
because of the fuzzy nature of the set membership functions.  A rule will fire
even if the input values are only possible members of the sets specified in the
rule, and the output truth value of the rule will be the weakest membership
value of an input variable used in that rule. This output truth value is a
measure of the likelihood of that rule being correct for this input. In this
manner multiple rules will fire for a given HMD, and the output of these
rules is combined to form the final classification.
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4.2.2 Simon Fraser University ASL translation system
(Dorner 1993, Dorner 1994, Dorner and Hagen 1994, Hagen 1993, Hagen and
Dahl 1994)
Like the SMU system, that being developed by Dorner and Hagen uses a
video camera and computer vision techniques to track the user's hands. The
user wears a pair of cotton gloves on which the joints and finger tips have
been marked with different coloured paint. The markings used are more
complex than on the SMU gloves, primarily so that the joints of each finger
can be measured independently rather than considering the overall shape of
the finger as SMU does.  Each joint or fingertip is marked with rings of two
colours – one identifying the finger and one the joint type or finger tip. An
additional ring of a different colour is used to mark the position of the wrist.
Overall this scheme requires the use of ten different colours.
An image of the hand is segmented by colour to find the individual markers
in a similar manner to SMU. However, because the markers are much
smaller than SMU's large blocks of colour, occasionally several possible
locations for a particular marker are initially detected.  This problem is
overcome by a prediction algorithm which attempts to project where the
hand and joints will be located on the basis of previous frames. These
predictions are generally quite accurate as the hand must obey the laws of
inertia, and therefore conflicts can usually be resolved by selecting the
potential location closest to the predicted location. In cases where this fails a
model of the hand is used to select between the candidate locations on the
basis of the physical constraints of the hand.
Once all markers have been located the hand model is again used, being
adjusted to minimise the error between its two-dimensional projection of
joint locations and the actual locations recovered from the image (a Newton-
style iterative approximation method is used to perform this task). The
adjusted model is then used both to determine the measured values of joint
bend and hand orientation, and also to predict the state of the hand for the
next time frame. Currently this system cannot capture hand information in
real time, but may be able to do so with the addition of specialised hardware
for detecting the colour markers within the camera image (Dorner 1993,
1994).
In the final system the output of this stage would then feed into a sign-
recognition module. However this second module has yet to be
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implemented, although the authors suggest that it may consist of two layers.
The first would classify each time frame of a gesture in terms of handshape,
orientation and location as a form of pre-processing, and these classifications
would then be used to determine the motion component and final output of
the recognition module.
The important difference between this work and the other sign-language
recognisers examined is that it intends to go beyond recognising signs to
actually understanding the ASL message conveyed by those signs. The sign
recognition module would feed into an ASL parser which would extract the
semantic content of the sequence of signs made by the user. This parser is
based on techniques developed in the field of natural language
understanding, and a discussion of its implementation is beyond the scope of
this thesis. However such a parser would be an extremely valuable addition
to any of the gesture recognition systems discussed, as it would enable the
creation of true sign-language to speech translation devices.
4.2.4 University of Central Florida gesture recognition system
(Davis and Shah 1993)
This system, like SMU and the Simon Fraser University system, is based on
extracting hand data from a camera image, and requires the user to wear a
specially marked glove to make the image-processing task easier. However
Davis and Shah use a glove with only binary markings, rather than the
coloured markers used in those projects. This reduces the overhead required
in processing the images as binary thresholding can be performed much
faster than colour thresholding. The markers are placed on the fingertips of
the gloves, and therefore only the position of the fingertips is tracked, rather
than the angles of the finger joints. Once the fingertips have been detected in
a given frame, a motion correspondence algorithm (developed by Rangarajan
and Shah 1991) is used to map the movement of fingertips between the
previous and current frames, so that the actual position of each finger can be
measured without confusion. At each frame the current position is encoded
as a vector of the displacement in position of each fingertip between this
frame and the starting position (this discards information about any non-
linear movement of the fingertips).
The system allows recognition of eight different gestures as described in
Table 4.3. Note that these gestures are similar to those studied by Roberts –
the gesture is defined in terms of a static posture, but the system also
considers the movement of the hand in forming this posture. The system can
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recognise a sequence of these gestures, with the restriction that the user must
make the 'start' gesture at the start of the sequence and after each gesture.
The other seven gestures were chosen for potential use in controlling a
robotic arm.
These constraints on the user allow the recognition process to be performed
using a finite state machine (FSM). States in this machine correspond to the
initial start position, the smooth transition of the fingers to the actual gesture,
the maintenance of this gesture, and finally the transition back to the start
position. The motion of the hand extracted from the image drives the FSM
from one state to the next. To reduce the occurrence of premature changes of
state a 'three-frame similarity' constraint is imposed, whereby three
consecutive frames must exhibit the same type of motion in order to switch
the state of the FSM. When the FSM reaches the state associated with the
actual gesture having been formed, the current finger displacement vector is
passed to the classification algorithm.
Table 4.3 Gestures recognised by the University of Central Florida system
Gesture name Gesture description
start flat palm, all fingers extended
left ASL letter L – thumb and index finger only extended
right ASL letter B – start hand but rotated to the right
up ASL letter G – pointing upwards
down all fingers curled downwards, thumb extended
rotate ASL letter Y – thumb and pinkie finger only extended
grab ASL letter C – all fingers and thumb curled
stop all fingers closed to the palm, thumb extended
The classifier is based on multiple examples of each gesture, from which the
mean direction and magnitude of the displacement of each fingertip are
calculated. This displacement vector is stored and also used to generate a
gesture code for this particular class of gestures. This 5-bit code is derived by
applying a threshold to the mean displacement of each fingertip. When a
new gesture is presented for classification its gesture code is calculated, and
its displacement vector  is then compared to those of any gesture(s) with the
same gesture code. Hence the gesture code is used only to reduce the number
of comparisons which are required. The gesture is considered to belong to a
gesture class if all of its vector fields lie within a certain threshold of the
corresponding vector fields of the class.
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The system performed well in testing, recognising 66 of 70 gestures
contained in ten separate sequences. Only one of these errors resulted from
an error in the classifier. The other three were due to an incorrect shifting of
state in the FSM, which resulted in the classifier being called at the wrong
point in the gesture sequence.
The major benefit of the FSM method used in this system is its immunity to
variations in the speed of a sequence of signs. However in order for this to be
possible it was necessary to introduce the artificial reference point of the
'start' gesture between each actual gesture performed by the user. Whilst this
may be acceptable for some applications (such as robotic control as discussed
by Davis and Shah), this restriction is unsuitable for many other gesture-
based applications, in particular sign-language recognition. In addition the
simple fingertip tracking used may not be suitable for sign language as it
captures only limited information about the hand position and the nature of
its movement.
4.3 Comparison and summary of existing systems
A large number of sign-language and gesture-recognition systems have been
described in the previous two sections. Apart from the obvious variations in
both input device and recognition techniques used, these projects also vary
widely in the number and type of gestures recognised. Table 4.4 is an
attempt to provide an overview of the relative scope and success rates of the
systems so far examined. Only those systems for which formal results have
been reported are included in this table, and dashes have been used to
indicate where the information is not available.
Table 4.4 Summary of the scope and accuracy of existing sign  language and gesture
recognition systems
System Handshapes
recognised
Motions
recognised
Vocabulary
size
Accuracy
Glove-Talk 66 6 203 94%
Talking Glove 28 0 28 –
GIVEN 20 7 – –
NTT/ATR 46 0 46 52-65%
Nebraska-Lincoln 395 0 395 96%
Fujitsu 42 – 10 96%
RMIT 37 0 37 94%
Central Florida 8 0 8 94%
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Table 4.4 summarises the number of gestures recognised by each system, and
the accuracy of their classification. In addition these gestures have been
broken down to indicate the number of different handshapes and motions
recognised by the system (orientation and location have not been shown as
the majority of the systems either do not recognise these features, or do not
report the number of possible values classified). For some systems the
distinction between handshape and motion is blurred, as they recognise
signs defined by static hand positions from temporal hand data (eg the
Talking Glove, RMIT). Such gestures have been classified as handshapes to
distinguish these systems from those which recognise trajectories of the
entire hand.
The systems developed so far exhibit three main shortcomings relative to the
goal of producing a general sign-language recognition system. First the total
number of gestures recognised is relatively small. This limits the potential
applications of these systems as their gesture vocabulary is well below that
required to act as a fast general communications device (the fingerspelling
systems can be used for this type of communication but would be
frustratingly slow for anything longer than a few words). In addition the
majority of the systems have been developed in a manner which would make
extension of their existing vocabularies a time-consuming task.
The second common feature is the limited amount of motion involved in the
gestures recognised. Most systems either deal only with static handshapes or
relatively constrained sets of hand motion (eg the seven motions recognised
by GIVEN). In order to handle real sign language the ability to recognise a
wider set of motions will be required.
The third common failing is that the segmentation of individual signs within
a series of continuous signs has yet to be fully addressed. Systems such as
Glove-Talk and Central Florida work around this problem by introducing
artificial signals between gestures, whilst other systems such as the Talking-
Glove and RMIT have started to address this issue within the context of
finger spelling.
Of the current systems the two versions of Glove-Talk  are probably the most
developed, recognising a large number of handshapes plus a small set of
motions within the context of continuous gesturing (although the specialised
motions used by the original Glove-Talk greatly reduce the task of
segmenting one gesture from the next). The 395 handshapes recognised by
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the Nebraska-Lincoln system give it the largest vocabulary of the systems
surveyed but it is questionable how many of these can be regularly
reproduced by a user, as this is approximately ten times as many handshapes
as used by any of the major sign languages.
4.4 Applications of hand gesture recognition
The gesture-recognition systems described in this chapter have been inspired
by a wide variety of potential applications of this technology. The task of
recognising sign-language has been the focus of many researchers, whilst
others have been interested in applications such as robotic control. Many of
the gesture-recognition techniques developed are not specific to the
applications being considered and could readily be adapted to use in a range
of applications. This section explores some of the potential applications of
hand-gesture recognition, examining both systems already in existence and
areas to which these techniques may be applied in the future.
4.4.1 Sign language translation system
The creation of systems capable of translating sign language into text or
speech is the most ambitious application of hand-gesture recognition
technology proposed in the literature. Although this is the goal which has
inspired much of the research in this area, the development of practical sign
language translation systems is still a long-term proposition as this would
require major improvements over current technology. The obstacles facing
the creation of translation systems can be divided into three basic categories
– the first relating to the hardware used to sense the actions of the signer, the
second to the sign recognition algorithms used to process the data gathered
by the hardware devices and the third to the translation of the recognised
signs into English (or another spoken language).
Requirements for hand-sensing technology
Any practical sign language translation system must be portable in order to
facilitate widespread use. In addition the system must be robust enough to
survive being used in the real world. The field of virtual reality research is
still new, and as a result the body sensing technologies on which it is reliant
are still better suited to use in closely controlled laboratory environments
than in the less predictable (and often harsher) conditions of the real world.
The majority of hardware devices discussed in Chapter 3 are not designed
for portable use. In some cases this is due primarily to the weight of the
devices and their interface units, and also their reliance on external power
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sources – factors which can be addressed by future developments in the
design of these devices. On other cases the lack of portability is due more
fundamental features of the device. The various tracking devices are a good
example of the latter problem. The optical and acoustic tracking systems
require the placement of sensors or sources in the environment around the
user, which clearly is infeasible in many real-world situations. Whilst
magnetic sensors do not suffer from this problem, they can still be affected
by environmental factors such as the presence of metallic objects. In a
laboratory setting such interference can be eliminated by careful
manipulation of the environment, but clearly this cannot be guaranteed in
general.
Development of practical, portable sign language translation systems will not
be possible until improved sensing technologies are developed (and the costs
of such devices have fallen to a more widely affordable level). If the demand
for such translation systems were the only driving force it is unlikely that
these improvements would take place, as the market for such devices is fairly
limited. However it appears likely that many of the hardware improvements
described above will be developed within the next few years, as similar
problems will be encountered in the development of robust virtual-reality
systems and the VR market is sufficiently large to drive such research.11
Requirements of sign recognition algorithms
The major requirement of the sign recognition algorithm of a translation
system (aside from the high level of accuracy required by all applications of
this technology) is the provision of a vocabulary of sufficient size to allow the
system to function as a practical communication aid. Ideally the vocabulary
of the system should also be extensible, or modifiable to allow the easy
incorporation of signs required by a user which are not supported by the
default vocabulary. It is also vital for a communications system based on sign
language to support finger-spelling, as there will always be occasions when
words or names are required which are not in the system's vocabulary
                                                
11 The situation bears close resemblance to that of voice recognition technology. The users
who benefit most from practical voice recognition systems are probably those with physical
impairments. Such technology allows them to use empowering devices such as computers
which they may otherwise be unable to access (Esser 1992), and can be incorporated into
systems to allow control over other devices and aspects of their environment (Smith-
Kenefick and Jacobson 1992, Noble et al 1993). Such assistive technology would not have
existed without the development of speech recognition technology which was driven
primarily by the potential commercial and business applications of such technology.
Similarly the potentially huge market for VR products will result in the development of
devices which can also be applied to creating communication aids for the Deaf.
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The second major requirement of this type of system is the ability to segment
signs so as to recognise the component elements of a continuous sequence of
signs. Judging by the experience of speech recognition research it would
appear likely that this problem will be a difficult one to overcome – as
recently as 1993 commercial speech recognition systems such as Dragon
Dictate could not recognise natural speech, requiring a pause of around a
quarter of a second between words (Dragon Systems 1993). It may be that
similar overheads will need to be imposed on the users of the first sign
language translation systems.
Translation of sign language to spoken or written language
The majority of the work related to automated recognition and translation of
sign language has so far focused on the task of recognising individual signs
rather than on the consequent process of translating these signs into a spoken
or written language such as English. A simplistic approach to the latter task
would be to merely pass the English gloss of each sign to a voice synthesis
unit, but this would produce poor results due to the major linguistic
differences between English and sign languages such as Auslan. In order to
produce acceptable results it will be neccesary to develop sophisticated
translation systems based on a thorough knowledge of the grammar of the
two languages.
Automated translators are currently under development for ASL-to-English
(Dorner and Hagen 1994) and the inverse translation from English-to-ASL
(Lee and Kunii 1992). Whilst some aspects of these systems will be unique to
ASL, the general underlying principles should be adaptable to other sign
languages.
4.4.2 Sign language training system
A less ambitious application, which still aids in breaking down the
communications barrier between the Deaf and the general public is the
development of a training device for people learning to sign. Generally non-
Deaf people learn sign langauge through classes run by groups such as the
Tasmanian Deaf Society, usually held on a weekly basis. One of the more
difficult aspects of learning a sign language (or a new spoken language) is
the inability for the student to be aware of their own errors when practising
between classes. The most common approach to this problem is for students
to form into pairs or groups to study together, so that each can point out the
others' mistakes. Gesture-recognition systems could be adapted to develop
an automated study partner to provide similar feedback when human
partners are not readily available.
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This application is less demanding than a full translation system. For
example, students will usually only be learning a small vocabulary and
initially signs are learnt individually with little reference to the more
complex aspects of the language's grammar. Therefore a computer-aided
learning system would not require an advanced segmentation algorithm, or
knowledge of grammar. Similarly the portability and robustness
requirements of a translator are not as essential in this context.
A sign language training system would require two basic capacities in order
to help the student learn the language – the ability to demonstrate the correct
formation of the sign, and then to analyse the student's performance of the
sign and highlight any mistakes.
Two possible approaches could be taken to illustrating signs. The first is to
capture footage of the signs being performed by actual signers. The advent of
CD-ROM technology has made the storage and interactive access to large
amounts of video a feasible proposition. An ASL dictionary of over 2000
signs is already available on CD-ROM (Sternberg 1995), and another is
currently under development at the Boy's Town National Research Hospital
(1995). The second approach is to generate computer graphics renditions of
the signs from some definition of the signs. The Visual Translation (VT)
system developed by Lee and Kunii (1992) takes this approach. The VT
system processes natural language text and translates it into sign language
which is displayed using three-dimensional animated graphics. This method
has the advantage of flexibility in that sequences of signs can be generated
'on the fly', assuming the system contains adequate models of signing
behaviour.
4.4.3 Gesture driven interfaces
The development of hand-sensing devices has led to the consideration of the
hand as a natural input medium for many tasks. Sturman (1992) provides an
overview of the possibilities for the use of the hand as an input to interface
systems, ranging from controlling multiple MIDI musical instruments to
determining the actions of a computer-animated puppet. Sturman
distinguishes between interfaces in which features of the hand are mapped
continuously onto one or more features of the system being controlled, and
those in which discrete positions or motions of the hand are recognised and
used as input commands or 'tokens'. The features recognised by the latter
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may be static hand positions, or more complex gestures, and hence it is this
category of interface which will be discussed in this section.
Vaananen and Bohm (1993) identify a number of advantages to be derived
from the incorporation of gestures into control system interfaces. The most
important is the natural mapping of some input tasks onto user gestures,
which makes gesture-based interfaces easy to learn and use. Although a
natural correspondence between gesture and task does not always exist,
making use of such mappings when possible allows the construction of
interfaces which use a combination of gesture and other input mode to
provide the user with more expressive power. The MIT Media Laboratory
has developed a range of systems which demonstrate the capabilities of
interfaces combining input paradigms such as speech, gesture and eye-
tracking (Bolt 1980, Herranz 1992, Thorisson et al 1992)
Use of gestures in virtual reality systems
One of the areas where hand gestures are already widely used is in VR
systems. 'Finger flying' has become a standard means of moving around in
glove-based VR systems, whereby the user points in the direction they wish
to move and uses the position of their thumb to control the speed of motion.
Similarly simple hand configurations are often used as controls for
manipulating virtual objects. To pick up an object the user moves their hand
until the virtual image of their hand is inside the object, and then forms a fist.
The object becomes attached to the virtual hand and will move with it until
the user opens their hand (Fisher et al 1986). The GIVEN system (Vaananen
and Bohm 1993) uses similar hand gestures to allow the user to control
actions such as forward and backward motion, and returning to a starting
location in the virtual environment. These examples serve to illustrate the
manner in which gestures can be used to produce intuitive interfaces to VR
systems.
The 'finger flying' and 'pick up' gestures are extremely simple, consisting
only of static hand configurations. Gesture recognition systems such as
SLARTI offer the potential to incorporate more complex, temporal hand
gestures into VR systems, thereby providing the user with a richer interface.
One aspect of VR where gestures would be particularly well suited is in
allowing the user to rapidly manipulate and modify the virtual objects in the
system. VR pioneer Jaron Lanier has stated his desire to create 'user-
malleable' systems in which the user can create new virtual objects and
environments in a few seconds (Barlow 1990b). The desire for speed requires
an expressive interface, which must also be easy to learn and use so as to
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impose minimal cognitive overheads on the user. A multi-modal interface
consisting of voice and gesture would appear a suitable means of
implementing such a system. Gestures form a natural means of describing
some spatial properties of objects such as their shape, size and motion whilst
voice can be used to define other attributes such as colour which are less
naturally represented by hand gestures.
Use of gestures in robotic control
A further area in which gestural interfaces have been explored is the field of
robotic control. Remote control of robots either by a user with direct visual
contact with the robot or via a teleoperator system, has potential for
application to a wide range of tasks which cannot be accomplished by either
a human agent or an autonomous robot. Examples include geographical
exploration of the surfaces of other planets (McGreevy 1992), and
manipulation of objects in a microscopic environment (Robinett 1992).
A major issue to be overcome in developing these systems is the need for an
interface which provides a natural means for controlling the multiple degrees
of freedom possessed by most robotic devices. Sturman (1992) reports that
conventional devices such as dials and sliders are often not suitable for
controlling more than a small number of parameters, and so more
sophisticated interfaces may be required. The use of the hand as an input
device (and particularly the use of hand gestures) can provide a more easily
learnt and utilised interface. Several studies have been undertaken to
examine the manner in which gestures can be used to control robots, based
either on actual physical devices or on simulations of such robots.
Papper and Gigante (1993) explored the use of gestures to control a
simulated robotic arm designed to mimic the structure of the human hand
and arm. Hand gestures were used to provide various controls over the robot
arm which could not be obtained by a direct mapping from the user's hand
to the robot manipulator. For example, parts of the robot could be locked in
place, the robot's wrist could be continuously rotated in a manner not
possible with a human wrist, and a fine control mode could be entered to
allow more precise control over the robot. It was found necessary to include
an explicit 'clutch' gesture which toggled the activation of the gesture
recognition component of the system, so as to avoid interpretation of
unintentional gestures, and to allow the user to reposition their hand.
Singh (1993) compared several different mappings for controlling a small
robotic arm via a CyberGlove, and reported that a gesture-based control
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system was easier to learn and operate than systems based on direct
mappings from the hand joints to robot joints. This agrees with results
reported by Sturman (1992) from experiments based on controlling a
simulated crane using a variety of different interfaces.
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5 Spatial neural networks
It is assumed that the majority of readers of this thesis will already be
familiar with at least the basic concepts involved in neural networks, and
therefore do not require an introduction to the field of connectionism.
However it is also envisioned that some readers may lack background
knowledge of this area and so this chapter provides a limited introduction to
this field, discussing the basic concepts underlying neural networks with a
focus on the style of networks used in this research. For a more
comprehensive review of neural networks see any of the many textbooks
available on the topic – for example Wasserman (1989) or Hertz et al (1991).
Section 5.1 provides a high-level overview of neural networks. Section 5.2
will be of most relevance to the reader already knowledgeable about neural
networks as it describes the style of network and the experimental
methodologies used in developing SLARTI. Section 5.3 discusses some of the
properties of neural networks, particularly those which were of most
relevance to the creation of the SLARTI system.
This chapter restricts its discussion to the use of neural networks for the
recognition of spatial patterns rather than the classification of time-series.
The latter issue is covered in Chapter 6.
5.1 What are neural networks?
Neural networks are an approach to machine learning of pattern recognition
tasks. After initial interest in the 1950s and 1960s, research in this area fell off
during the 1970s, in part due to an influential publication by Minsky and
Papert (1969) which demonstrated serious shortcomings in the network
models in use at that time. Modified versions of these models which
overcome these failings have led to a resurgence in interest in neural
networks over the last decade or so, both within the research community and
more recently for commercial applications.
A wide variety of neural-network models exist, but all share the fundamental
property of consisting of a highly interconnected network of relatively
simple processing units. This structure is inspired to a certain extent by the
architecture of the brain which consists of a vast number of neurons
massively interconnected to each other, and hence the processing units in
neural networks are often referred to as neurons. Whilst some researchers
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aim to use artificial neural networks to gain insight into the functioning of
the brain, much of the research is concerned with developing useful
computer systems based on these networks without regard for the biological
plausibility of the methods being used. The latter approach is the one taken
within this thesis.
The neurons in an artificial neural network mimic the most fundamental
property of neurons in the brain – they receive inputs, and produce an
output activation level on the basis of those inputs. In an actual neuron these
inputs and outputs take the form of electrical activity whilst in an artificial
neuron they are represented by numerical values. The computational power
of an individual neuron is strictly limited. Neural networks are formed from
multiple neurons, ranging in number from less than ten to several thousand.
The functionality of the network arises from the high level of connectivity
between these neurons and hence neural networks research is often labelled
'connectionism'. An individual neuron will receive input from many other
neurons via connections to those neurons. Each connection has a weight
which is applied to its input value (usually by multiplication) and the results
are combined by an activation function to determine the output of the neuron.
This output may in turn fan out through the neuron's output connections to
feed into many other neurons.
Neural networks can learn to modify their response to patterns of input by
learning from a training set of examples. This is accomplished by adjusting
the weights on the connections between neurons. The network is presented
with an example input pattern, the activation of the neurons in the network
is calculated and then the weights on the connections are modified by a
learning algorithm (learning algorithms are discussed in more detail in
Section 5.2.4). Usually a test set of independent examples is used after
training to test the ability of the network to generalise to  examples not seen
during the training process.
5.2 Networks used for this research
There are many parameters which can be varied during neural network
research, from the characteristics of the networks used to the conventions
used in controlling experiments and reporting the results of these
experiments. This section is intended to define the nature of the networks
and the experimental processes used in developing the SLARTI system.
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5.2.1 Activation functions
As outlined in the general description of neural networks earlier, each node
in the network receives several input values and combines them to produce
an output value. The manner in which these values are combined is
determined by that node's activation function. Whilst in theory it is possible
to construct a network with different activation functions for each node, in
practice the same function is usually used for all of the nodes within the
network.
In order to be able to perform a wider range of tasks it is necessary for the
activation function to combine the input values in a non-linear manner. Also
training algorithms such as backpropagation require that the activation
function is continuously differentiable. There are many functions which meet
this criteria but the most commonly used activation function is to apply the
sigmoid function (given in Equation 5.1) to the weighted sum of the input
values.
 
  f x = 11 + e–x   5.1
During this research a symmetric sigmoid function (given in Equation 5.2)
was used rather than the asymmetric sigmoid, as it has been reported that
the asymmetry of the standard sigmoid function may increase training times
(see for example Han and Moraga 1995).
 
  f x = 11 + e–x – 0.5  5.2
In order to provide additional flexibility to the learning abilities of the
network a trainable bias term is usually added to the sigmoid function. This
is generally implemented by adding an extra node to the input layer which
has a constant value of 1, and connecting this bias node to every node which
has a sigmoidal activation function. The weights on these bias connections
can then be trained in the same manner as all the other weights in the
network.
5.2.2 Network architecture
Perhaps the most fundamental property of a neural network is its
architecture or topology. This defines the number of nodes contained in the
network and also the manner in which they are interconnected. As stated
earlier, the power of neural systems arises from their connectivity and hence
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variations in network architecture can have major implications for the
network's pattern-processing abilities.
When constructing a network for a particular problem decisions have to be
made about the number of neurons to be used, and the manner in which to
interconnect them. Some network structures allow complete interconnection
between all of the neurons in the network, but often it is preferable to limit
the number of interconnections in some manner as this reduces the number
of free parameters to be adjusted during training and may improve the
network's generalisation . The most common connection strategy is the feed-
forward layered network.  In this structure the neurons are divided into
ordered layers, with each neuron fully connected in one direction to each
neuron in the next layer.
Figure 5.1 illustrates the type of feed-forward network used in this research.
The leftmost layer in this diagram is the input layer, and these neurons have
no input connections from other neurons. The activation of the input-layer
neurons is set by placing the input data values directly into them. These
activations then feed forward into the second layer (the hidden layer) and are
used to calculate the activation of the neurons in that layer. In turn the
activation of the hidden nodes is fed forward and used to calculate the
activation of the nodes in the output layer. The activations of the output layer
are taken as the output of the network.
Figure 5.1 A small feed-forward network with a single hidden layer. Activation flows
from the input layer of nodes (in white) to the hidden layer (lightly shaded) to the
output layer (darkly shaded)
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Consider a network with a input nodes, b hidden nodes and c output
nodes.12 The following notations will be used:
Ij the activation of the jth input node
Hj the activation of the jth hidden node
Oj the activation of the jth output node
I0,H0 bias nodes with a fixed value of 1
ui,j the weight of the connection from the ith input node to the
jth hidden node
wi,j the weight of the connection from the ith hidden node to
the jth output node
  f(x) the activation function of the hidden and output nodes
For a given input pattern I=I1..Ia, the activation of the hidden and output
units is given by Equations 5.3 and 5.4:
   Hj = f I i .ui,jΣ
i =0
a
 5.3
 
   
Oj = f H i.wi ,jΣi =0
b
 5.4
Determining the correct number of layers and neurons in a network to enable
it to learn and perform a particular task remains more of an art than a
science. Various rules of thumb have been proposed, but all of these are very
application dependent. The determination of a suitable topology depends
greatly on the experience of the person controlling the network's training.
The approach taken in this research was to run a small number of trials with
varying network structures to obtain a 'feel' for the nature of the problem. On
the basis of these exploratory trials suitable parameters were selected for use
in the main body of experiments.
In an effort to reduce this dependence on previous experience, algorithms for
determining network topology on the basis of the training data have grown
in popularity over recent years. Examples of this approach include the
Cascade-Correlation algorithm (Fahlman and Lebiere 1990), and the self-
growing counter-propagation network (Adams et al 1992, Bye et al 1992).
However none of these methods have as yet proved advantageous enough to
encourage widespread use.
                                                
12 In specifying the topology of networks within this thesis, the convention used will be to
describe a network with a inputs, b hidden units and c outputs as an a:b:c network.
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5.2.3 Input and output encodings
The raw data to be processed by the network has to be encoded and placed
into the input nodes of the network. If the input values are numeric (as in the
case of the data gathered from the CyberGlove and Polhemus) then the
encoding is straightforward, as the data values can be placed directly into the
input nodes. The usual practice (also adopted during this research) is to scale
these input values so that they all lie in the same range, as this can aid the
speed and success of training methods such as backpropagation (Sarle 1995).
An alternative coding is required in some cases where the numeric data is
cyclical in nature, such as the hand orientation data returned by the
Polhemus. Several possible encodings for this situation were tested and the
results are reported and analysed in Chapter 7.4. If the input values are non-
numeric then the encoding process is more complicated. This situation does
not arise in the SLARTI system however and hence will not be addressed
here. For a discussion of this issue see Waugh and Adams (1993).
A similar situation exists for the output nodes. In the case of classification
networks such as those used in SLARTI the output desired from the network
is the single class into which the example input to the network has been
classified. The encoding method used in this situation is to have a single
output node for each class. The network is trained to produce a low output
activation on all nodes except that corresponding to the class of which the
input example is a member. When the network is applied to an input pattern,
the network's classification of that example is determined by selecting the
output node with the highest activation level.
5.2.4 Learning algorithms
As stated earlier, neural networks learn to perform tasks by being presented
with example input patterns and adjusting the weights on the connections
between the nodes of the network. Many possible learning algorithms can be
used to calculate the necessary weight changes.
The most commonly used training algorithm is backpropagation which was
independently discovered by  three separate research projects (Werbos 1974,
Parker 1982 and Rumelhart et al 1986). The discovery of this training
algorithm was fundamental to the resurgence of interest in neural networks,
as it enabled the training of multi-layered networks which could perform
much more complicated tasks than were previously possible.
Backpropagation is based on the concept of modifying the weights of the
network based on a measurement of the error of the activations of the output
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nodes. Many different strategies can be used to modify the weights but the
most commonly used is steepest descent, which is also the method employed
in this thesis.
A training example is presented to the network along with a target set of
output values.13 The activation of the network is calculated and the error is
measured (being simply the difference between the activations of the output
layer and the corresponding target values).14 If the activation function of the
nodes in the network are continuously differentiable then it is possible to
calculate the differential of each weight with respect to the error. This
differential is multiplied by a learning parameter (often referred to as the step
size or gain) to yield the amount by which that weight is changed. This
process is repeated many times with different members of a training set of
examples until the network has learned to correctly process the input values.
Two versions of backpropagation exist, distinguished by the stage at which
the weights are updated. In pattern presentation training the weights are
updated after each input pattern, whereas in batch mode the weight changes
are accumulated over multiple input patterns before the weights are
updated. Within this research pattern presentation training has been used.
Consider the same a:b:c network previously discussed in Section 5.2.2, and
assume that the symmetric sigmoid activation function is being used. If Tj is
the target value for output node Oj and  α  is the learning rate, then the error
E and the weight updates (    Δui,j and Δwi,j ) are given by:
   E = 12 T j – Oj
2Σ
j = 1
c
5.5
 
   ∂E
∂O j
= 14 – O j
2 Tj – O j
 5.6
 
   Δwi,j = αHi,j ∂E∂Oj  5.7
 
   
Δui,j = αI i,j 14 – Hj
2 wj ,k ∂E∂OkΣk = 1
c
 5.8
                                                
13 This form of training in which the network is given a target to train towards is called
supervised training. There has also been considerable research into unsupervised forms of
training in which no target is presented to the network, but this style of learning algorithm
has not been used in this research and hence will not be discussed.
14 For the purposes of this discussion it is assumed that the error being minimised by the
training process is the mean squared error. Whilst this is the error measure most commonly
used in training neural networks, other error functions such as cross-entropy may give
superior results on some problems. For an exploration of the effects of error functions on
backpropagation training see Lister and Stone (1996).
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The training process using backpropagation can be extremely slow and many
variants have been suggested to speed it up. These range from minor
modifications in the backpropagation algorithm itself (eg momentum,
variation of the learning rate during training) to alternative training
algorithms such as Quickprop (Fahlman 1988) or conjugate gradient
algorithms15.
Backpropagation via steepest descent has remained the most commonly used
learning algorithm, despite the development of these new algorithms which
in many cases offer faster learning rates. This can be at least partially
explained by the economic theory of increasing returns.16 In light of the
widespread usage and knowledge of this algorithm amongst the neural-
networks community it has also been used as the training algorithm for this
research project. As with network topology, suitable values for the learning
rate parameter were determined via an initial trial-and-error process and
these values were then used in the actual experiments reported in this thesis.
5.2.5 Measuring the length of training
The length of time which a neural network takes to learn the task which it is
being trained on will be affected by many factors such as the learning
algorithm being used, the parameters of that learning algorithm and the
structure of the network itself. Some of the experiments conducted during
this research were intended to examine these effects and hence it is necessary
to have a measure of the amount of training required.
                                                
15 Many variations of conjugate gradient techniques have been applied to neural network
training. Press et al 1989 contains very useful descriptions of many conjugate gradient
algorithms in a non-connectionist context.
16 Waldrop (1992) contains an interesting discussion of this concept, which is well illustrated
by the example of the QWERTY keyboard layout. This layout was originally intended to
slow down typists to avoid jamming the keys on early typewriters. Although technological
developments have solved this problem, the QWERTY layout has remained standard, even
though alternative key distributions could lead to an increase in typing speeds. This seeming
paradox is explained by the fact that one of the most popular early models of typewriter was
based on QWERTY, and many people were trained in the use of this layout. Hence other
manufacturers followed suit, and QWERTY developed into the standard layout. By the time
it became technically possible to replace QWERTY with a more efficient layout, it was so
entrenched that it remained popular despite its shortcomings. A similar situation exists with
the backpropagation algorithm. Put simply, the steepest descent backpropagation algorithm
achieved the status of a de facto standard by virtue of being the first algorithm developed
capable of training multi-layered networks. In addition to this historical edge, steepest
descent backpropagation is easy to implement and applicable to a wide range of problems.
These factors together have been enough to ensure steepest descent's continued popularity.
The introduction to Karayiannis and Venetsanopoulos (1994) provides a discussion of the
reasons for the failure of faster training algorithms to displace backpropagation.
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An obvious but poor measure is to report the time spent in training the
network (either CPU usage or actual elapsed time). Although relatively easy
to measure this method is not recommended as it is dependent on both the
machine on which the experiments are run and on the efficiency of the
coding of the network. Therefore more abstract measures of the amount of
computation involved in training are usually used.
Perhaps the most commonly utilised terminology is the 'epoch', which
represents the training of the network on a given number of training
examples. Generally an epoch is considered to consist of the same number of
examples as contained in the entire training set. However some authors
define an epoch as containing an arbitrary number of examples, and hence
using this terminology has the potential for confusion.
Fahlman and Lebiere (1990) introduced the concept of the connection-
crossing in their work on  Cascade-Correlation networks. This measures the
number of times an input value is multiplied by a connection weight during
training, and hence gives an estimate of the amount of computation involved
in the training process (as multiplication is the most computationally
expensive action performed during training). Unlike epochs, connection-
crossings take into account the size and interconnectivity of the network
structure and hence are a more accurate measure of the amount of time
involved in training when comparing different network structures. They are
of particular value in systems such as Cascade-Correlation where the
structure of the network evolves during the training process.
Comparison of different network structures was not a major concern in the
development of SLARTI and so a simpler measuring convention has been
used. Training times are reported in terms of pattern presentations, which
are the number of times which an input pattern has been presented to the
network and the forward activation calculated. This measure is strongly
related to the concept of the epoch, but avoids the potential confusion which
can arise from  that terminology.
The exception to this methodology is in the work on recurrent network
training algorithms discussed in Chapter 7.5. As this research involved
comparing the training times of networks using different architectures and
training algorithms with varying costs the connection-crossing was used as
the unit of measurement.
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5.2.6 Terminating the training process
Clearly when a network is being trained, at some point a decision must be
made to terminate the training process. For simple problems which the
network is capable of learning completely the network's training is usually
continued until it correctly classifies all of the examples in the training set
(this may result in poor generalisation if the network is over-parameterised).
For more complex problems where 100% performance on the training set is
not possible the decision of when to terminate training is more complicated.
One possibility is to select an arbitrary target for the network (either in terms
of classification percentage or RMS error on the training examples) and cease
training when this target is obtained.
More complex decision strategies can also be used. The Cascade-Correlation
algorithm uses a strategy called 'patience' to terminate the various phases of
its training (Fahlman and Lebiere 1990). In this approach the performance of
the network as measured by the error on its output nodes is observed during
training. When no significant error reduction has occurred over a set number
of training examples the training process is ended. This strategy requires the
user to specify two parameters – the size of error reduction regarded as
significant, and the number of examples over which to implement this
patience.
Another approach is to use an extra dataset known as the validation set to
determine when to cease training. The network is trained as usual on the
examples in the training set, but its accuracy in classifying the examples in
the validation set is also measured (although the network is never actually
trained on these examples).  At some point in training the performance of the
network on the validation set will level out or decrease while the
performance on the training set is still improving. When this is observed the
training process is terminated. This strategy is designed to avoid
overtraining of the network, and hence to maximise the generalisation
properties of the network. The main drawback of this approach is the need to
maintain the extra validation set, particularly if only a limited amount of
data is available. In addition, the measuring of the performance on the
validation set imposes an extra computational overhead.
In contrast the approach used in this research is very simple and requires
very little overhead in terms of extra data examples or computation. Fahlman
(1988) proposed the use of time-outs in comparing the training times of
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networks. Each network is allocated a specified amount of training (in terms
of pattern presentations) in which to learn the training task. If the network
fails to converge to a solution in this time its weights are reset to new
random values and training is recommenced. This process is continued until
the network learns successfully within the time-limit. In reporting the overall
time required to learn the task the pattern presentations involved in both the
unsuccessful and successful trials are included.
A modified version of the time-out has been used in this research. In cases
where 100% success in classifying the training examples was not possible, the
network is trained for the maximum amount of examples specified by the
time-out. During this process the weights which performed best on the
training set are stored, and when the time-out is reached the values of these
weights are restored and used to measure performance on the test set. As
with the other training parameters, the number of pattern presentations in
the time-out is determined empirically and then applied to a larger series of
trials.
5.3 Properties of neural networks
This section offers a brief review of some of the main properties of current
connectionist models. Those aspects which are of particular relevance to the
design and development of the SLARTI system are discussed in more detail
in Chapter 8.
5.3.1 Learning from examples, generalisability and pattern recognition
As stated in Section 5.1 one of the fundamental strengths of neural networks
is that they can learn from examples. This ability to learn from training
examples means that neural networks are well suited to problems where no
algorithmic solutions are known, for which more traditional computational
approaches are poorly adapted.
Another major advantage of neural networks is their ability to generalise
from training examples to other examples which were not presented to the
network during training. The performance of the network is relatively
immune to low levels of noise and hence as long as the training examples are
chosen to be representative of more general examples, the network will
perform well when presented with previously unseen example data. This
generalisation property makes neural networks well suited to dealing with
real-world tasks in which data is likely to contain noise (Beale and Jackson
1990).
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A further benefit of neural models is their suitability for a wide-range of
pattern recognition and classification tasks. Systems based on symbolic
reasoning are constrained to working on problems for which relevant factors
can be identified and represented symbolically. Neural networks work at a
sub-symbolic level, and therefore are less restricted in their applicability.
5.3.2 Scaling
As knowledge of neural networks grows, so does the size and complexity of
the pattern-recognition tasks to which these networks are applied. The fields
of computer vision and speech recognition are good examples of this
situation, as both require the network to process large amounts of data. The
obvious approach to tasks of this nature is to expand the size of the network
being used by increasing the number of neurons. However this simplistic
method of scaling leads to two problems, both related to the consequent
increase in the number of connections (and hence the number of weights) in
the network.
First the increase in the number of weights vastly increases the size of the
space to be searched by the learning algorithm in its attempts to find suitable
weights to perform the task. As a result the time taken for the network to
converge to a suitable set of weights increases greatly, and the likelihood of
the network failing to train to a suitable solution is also increased.
The second problem is that a network's capacity to learn is a function of the
number of free parameters it has during training (the number of weights in
the network). A network with too few neurons and connections is unable to
learn to perform the task it is trained on. On the other hand a network with
too many weights may 'overtrain' – that is, it may learn idiosyncratic features
of the training dataset and hence generalise poorly to examples not seen
during the training process (Hertz et al 1991). Overtraining is particularly
likely to occur when the data set used for training consists of relatively few
examples in comparison to the number of weights in the network, and hence
it is always wise to use as large a data set as possible during training.
Therefore as the number of weights in the network increases so does the
number of training examples required. In many cases gathering this
additional data is either expensive, tedious or impossible.
5.3.3 Plasticity and incremental learning
A further property of neural networks is that in general their learning is not
an incremental process. If a network which has been trained on one set of
examples is subsequently trained on a second set of training examples this
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new data will be learned at the expense of the network's previous
knowledge. In order to retain this prior learning it is necessary to combine
the original and new examples together and train on this unified data set. In
some situations this property is desirable – for instance in an on-line system
where the previous knowledge of the network may become redundant over
time due to environmental changes. However this plasticity means that
connectionist systems are not well suited to adaptive problems where the
knowledge of the system needs to be built upon over time.
Some attempts have been made to develop networks capable of this type of
incremental learning, of which the best known are probably the ART
networks based on Adaptive Resonance Theory (Carpenter and Grossberg
1987a, 1987b, 1988). However this style of network has yet to gain
widespread use, perhaps because their implementation is considerably more
complicated than that of the more widely used networks.
5.3.4 Distributed representation
Another potential problem arises from the distributed nature of a neural
network. Whilst this gives the network many of its strengths, it also makes it
very difficult to extract meaningful information about the decision-making of
the network. Whilst production rule and expert systems can be queried about
why they produced a particular output, this process is not possible with a
neural network. This 'black box' aspect of neural networks also makes formal
verification of a network's performance all but impossible, which has led to
some concerns being expressed about using neural networks in sensitive
situations (Armstrong 1992).
A related difficulty with neural networks is that all of their knowledge must
be acquired through training. Whilst the ability to learn is beneficial in
situations where we have little knowledge of the structure of the problem to
which we are applying the network, there are often situations where we have
partial knowledge which it would be beneficial to impart to the neural
network directly. As it stands there has been only a limited amount of
research into means of implanting such knowledge directly into the
network's weights and so usually this information must instead be extracted
by the network from the training examples. Creating a system to play the
game of chess offers a good example. Although it may not be possible to
define what constitutes a good move from any board position it is possible to
define the rules which restrict the legal moves. Ideally it would be possible to
tell a network the rules of chess directly, and then allow it to apply its
learning abilities to develop discrimination between good and bad moves.
79
This can be done for systems based on symbolic reasoning but not for
connectionist systems. Most applications of neural networks to game playing
so far have consisted of hybrid systems where an algorithmic move
generator presents a list of valid moves to a neural network, which then rates
them individually (Tesauro and Sejnowski 1989, Walker et al 1994).
For examples of work being done to overcome these current shortcomings of
neural networks by incorporating elements of symbolic processing into the
neural models see the articles in Hinton (1991).
5.3.5 Parallel implementation
By their very structure, neural networks are highly suited to parallel
implementation, either through software running on general-purpose multi-
processor machines or through special-purpose neural network hardware (eg
Azhad and Morris, 1992). Whilst relatively little use has been made of this
property so far, it will become increasingly important as parallel hardware
becomes more widely available17.
                                                
17The parallelism of standard network models and training algorithms such as
backpropagation is generally of a fine-grained nature and hence poorly suited to concurrent
processing systems with high communication costs.
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6 Temporal neural networks
The neural network architectures described in Chapter 5 perform
classification of spatial or structural patterns which do not change over time.
In order for the SLARTI system to be able to recognise the motion component
of Auslan signing it is necessary to extend these spatial network models so
that they are able to process input patterns which vary over time. This
chapter is intended to act as an overview of the most common neural
networks techniques used in the recognition of temporal sequences. It
highlights the relative merits of the methods discussed and describes which
of these approaches were used within this research project.
6.1 Processing sequences with neural networks
When classifying a temporally invariant pattern the desired output of the
classifier is determined entirely by the current input values. This is not true if
the pattern being classified varies with time, as the output required from the
classifier will be a product of not only the current input values but
potentially all previous input values as well. Therefore in order to classify
temporal sequences it is necessary for the classification system to include a
memory capable of storing all the important features of the inputs previously
presented to the classifier. There are two fundamental methods by which
such a memory can be incorporated into the feed-forward network structures
described in Chapter 5.
The simpler of the two approaches is to utilise a non-recurrent architecture
which implements a short-term memory without altering the feed-forward
structure of the standard spatial network. This style of temporal network is
easy to implement and can be trained using standard training algorithms
such as steepest descent backpropagation. Section 6.2 describes how a non-
recurrent network can be used to process temporal sequences, and describes
the benefits and limitations of this approach.
The second approach is to augment the basic feed-forward network by the
addition of time-delayed recurrent links to form a recurrent network.18 This
                                                
18 This style of network is sometimes referred to as partially recurrent because it contains a
mixture of recurrent and feed-forward connections (eg Hertz et al 1991). This terminology is
used to distinguish it from architectures such as Hopfield networks in which the nodes are
not divided into layers and all of the connections between nodes are recurrent. The latter
style of network is not covered in this thesis, and so the terms 'recurrent' and 'partially-
recurrent' will be used interchangeably.
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style of network is potentially more powerful than a non-recurrent
architecture, but specialised training algorithms are required in order to
realise this potential. Section 6.3  describes various recurrent architectures,
whilst Section 6.4 reviews the training algorithms applicable to this style of
network.
In describing the various possible recurrent and non-recurrent architectures
use will be made of a taxonomy of these architectures developed by Mozer
(1994). Although Mozer's work is concerned with the use of networks to
predict future values of time series the taxonomy of architectures proposed is
equally relevant to the domain of temporal sequence classification. Mozer's
taxonomy categorises temporal architectures in terms of their memory form,
content and adaptability. For the purposes of this thesis the feature of most
interest is the memory content, which details the type of values stored in the
system's memory. Possibilities for the memory content are raw or
transformed input values, state values, previous output values or various
combinations of these items.
6.2 Non-recurrent architectures for temporal processing
6.2.1 Tapped delay lines
The simplest approach to adapting spatial neural network models to
processing temporal data is to modify the nature of the data rather than the
network structure. This can be accomplished by presenting the network with
a buffer containing several recent sets of input values rather than just the
most current inputs. Effectively this converts the temporal input sequence
into a purely spatial pattern which can then be processed using a standard
spatial network. Under Mozer's scheme this style of network would be
classified as having a raw input memory, as the inputs stored in the tapped
delay lines are unmodified.
One method by which this buffer could be implemented in hardware would
be to feed the input signals into delay lines which can then be sampled at
intervals, as shown in Figure 6.1. For this reason this style of network is often
referred to as a tapped delay line network. Generally the buffer is
constructed so that the delay between each sample is fixed to be a single
time-step, so that if there are n samples then the current input vector is input
to the network along with the previous n-1 input vectors. However in theory
the system need not be restricted to uniform sampling of previous inputs.
Indeed the delays between samples need not even be fixed; some advanced
variants of the tapped delay line architecture modify the training algorithm
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so that these delays are themselves trainable (Myers 1990, Schmidhuber et al
1993). For the purposes of this thesis only the simplest version of the tapped
delay line with fixed single-step delays will be considered.
Figure 6.1 An example tapped delay line network. The input sequence consists of
only a single value per time-step, and the delay line (represented by the shaded
rectangles) is used to present the network with the four most recent values in this
sequence.
In this simplest form of the tapped delay line each of the input values in the
buffer is treated as a single input node, and fully connected to the nodes in a
hidden layer as in a standard feed-forward network. As the input pattern has
been converted from the temporal to the spatial domain this network can be
trained using standard learning algorithms such as backpropagation.
Consider a tapped delay line network with a inputs, b hidden nodes and c
outputs, along with the following notations:
Ij ,t the activation of the jth input node at time t
Hj the activation of the jth hidden node
Oj the activation of the jth output node
I0,H0 bias nodes with a fixed value of 1
TI the length of the delay buffer on the input nodes
ui,j,t the weight of the connection from the ith input node at
delay t to the jth hidden node
wi,j the weight of the connection from the ith hidden node to
the jth output node
  f(x) the activation function of the hidden and output nodes
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For a given input pattern I, the activation of the hidden and output units
cannot be determined until the entire input sequence has been placed into
the input buffer, which will occur at time TI . At this time the hidden and
output node activations will be given by Equations 6.1 and 6.2.
 
   
Hj = f Σd =0
TI – 1
I i,T I – d.u i,j,dΣi =0
a
 6.1
 
   
Oj = f H i.wi ,jΣi =0
b
 6.2
The main strength of this approach is the simplicity of its implementation.
The data is converted from a temporal sequence to a spatial pattern by a
trivial buffering operation, and this allows standard spatial network
architectures and training algorithms to be applied to temporal problems.
In return for this simplicity however the tapped delay line approach suffers
from a number of limitations. Perhaps the most fundamental of these is the
fact that the memory of the network is explicitly limited by the length of the
input buffer. Hence some knowledge of the problem is necessary in order to
choose an appropriate size for the input buffer prior to training the network.
This limitation also means that this style of network will be unable to cope
with problems where the relevant sequence of inputs is of indefinite length
(such as determining the parity of a bit-string of indeterminate length) or
where a large amount of previous context is important, as would be required
to account for the coarticulatory and grammatical features of sign language.
The second weakness of this architecture is strongly related to the first. As
just stated, the input buffer must be sufficiently large to contain all of the
inputs which are required to classify the sequence. Therefore if the input
sequence is long and the relevant input values are spread throughout its
length then the input buffer must be sufficiently large to store the entire
input sequence. This will result in a network with a large number of input
nodes, each connected to all of the nodes in the hidden layer so that the
network will contain a huge number of connections. As described in Section
5.3.2 large networks suffer from several problems. The search space to be
explored by the training algorithm is extremely large which may result in the
network taking longer to converge to a solution, or failing to converge at all.
The extremely large number of free parameters during training makes the
network vulnerable to the problem of over-training, unless the training set is
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correspondingly sized. Finally the sheer size of the network greatly increases
the amount of computation involved in calculating the output.
The fact that there are a unique set of weights for each time-frame in the
input buffer leads to an additional problem which is that the network may
have difficulty in coping with temporal shifting of a pattern (Mozer 1995).
6.2.2 Time Delay Neural Networks
Within Mozer's taxonomy simple tapped delay line networks would be
categorised as having a memory content of type RI, meaning that the
memory contains only raw input values from previous time frames. The RI
memory of the simple delay line network can be extended by applying delay
lines to nodes in the hidden layer to create a transformed input (TI) memory.
An example of this style of network is the Time-Delay Neural Network
(TDNN). This was designed to overcome some of the weaknesses of the
simple tapped delay line architecture by buffering both the raw input values
and the activations of the hidden layer nodes. It has been applied to voice
recognition tasks with promising results (Lang and Hinton 1988, Lang et al
1990, Hampshire and Waibel 1990).
The TDNN architecture described in the literature contains two hidden
layers. The units in the first hidden layer are connected to the inputs by a
small number of delay lines, and are intended to detect temporally-localised
features of the input sequence. One way to view these nodes is that they pass
a relatively small window along the entire input sequence. The outputs of the
first hidden layer  are also passed through delay lines which feed into the
nodes in the second hidden layer. These nodes take samples from the delay
line over a longer period of time and as such are designed to detect higher-
level features which are spread over a longer period of the input sequence.
Again the output of these nodes is buffered and in this case fully connected
to the output nodes which act to integrate the temporally disparate features
of the sequence to produce the final classification. This style of architecture is
illustrated in Figure 6.2.
85
Figure 6.2 An example of a TDNN architecture. Delay lines (represented by shaded
rectangles) are applied to the nodes in the input and both hidden layers. To simplify
the figure only a single node has been included in each layer.
Consider a TDNN architecture with a input nodes, b1 nodes in the first
hidden layer, b2 nodes in the second hidden layer and c output nodes:
Ij ,t the activation of the jth input node at time t
H1j,t the activation of the jth node in the first hidden layer at time t
H2j,t the activation of the jth node in the second hidden layer at time t
Oj the activation of the jth output node
I0,H0 bias nodes with a fixed value of 1
TI the length of the delay buffer on the input nodes
TH1 the length of the delay buffer on the first hidden layer nodes
TH2 the length of the delay buffer on the second hidden layer nodes
ui,j,d the weight of the connection from the ith input node at delay d to
the jth node in the first hidden layer
vi,j,d the weight of the connection from the ith node in the first hidden
layer at delay d to the jth node in the second hidden layer
wi,j,d the weight of the connection from the ith node in the second
hidden layer at delay d to the jth output node
  f(x) the activation function of the hidden and output nodes
For a given input pattern I, the activation of the nodes in each layer for a
particular time-step can not be calculated until the buffer for the nodes in the
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previous layer has been filled. The hidden and output node activations will
be given by Equations 6.3 to 6.5.
 
   
H1j,t = f Σd =0
TI – 1
I i,t – d.u i,j,dΣ
i = 0
a
 6.3
 
   
H2j,t = f Σd = 0
TH1 – 1
H1i,t – d.vi,j,dΣ
i = 0
b1
 6.4
 
   
Oj = f Σd =0
TH2 – 1
H2i,T I – d.wi,j,dΣi = 0
b2
 6.5
The use of buffers of varying length throughout the layers of the network
addresses some of the problems which occur when the basic tapped delay
line approach is applied to long sequences. One of the most important of
these is that it reduces the total number of weights in the network. In the
standard tapped delay line network each hidden node contains a separate
weight for each input for each time-frame contained in the input buffer
(which may be as long as the entire input sequence). By contrast in the
TDNN the nodes in the first hidden layer are connected to only a few time-
frames of the input and hence have a much smaller number of weights. This
helps to reduce the likelihood of overtraining damaging the network's ability
to generalise. It should be noted that to process long sequences the TDNN
architecture still requires large numbers of weights, but is less extreme in this
need than the basic tapped delay line model.
A second advantage of this approach of using temporally-localised feature
detectors in the first hidden layer is that the network is more immune to
temporal shifting of the input sequence. The same low-level feature detectors
are applied to the entire input sequence, meaning that the TDNN is less
likely to become reliant on detecting a particular feature at a specific location
in the input sequence.
The TDNN architecture fails to overcome the basic limitation of delay line
networks, however. The overall length of the input sequence processed by
the network (and hence the length of the network's memory) is still fixed in
advance at a finite size. Hence this style of network is still incapable of
handling problems where the length of the relevant input sequence is not
known in advance. In addition, the TDNN still contains a large number of
weights and takes substantial amounts of time to train on problems
involving long input sequences. Whilst the use of localised feature detectors
in the first hidden layer provides this system with its main advantages over
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simple delay line networks, it also makes it more difficult to train these
nodes as the task they are learning is more complex.
6.3 Recurrent architectures for temporal processing
Recurrent architectures aim to overcome the limitations of the finite length of
memory of tapped delay line networks by modifying the strictly feed-
forward network architecture via the addition of recurrent links which
provide the network with a memory which not bounded by a fixed length of
time.  In addition to standard feed-forward inputs from nodes in lower levels
of the network, nodes may also take time-delayed inputs from nodes in the
same or higher layers of the network. This means that the activation of these
nodes (and hence of the network as a whole) is dependent not only on the
current input values, but also on the network's own internal state.
Many different architectures can be created by adding recurrent links at
different points in the basic feed-forward architecture. This section is
intended to describe some of the more commonly used recurrent networks,
and in particular those architectures used in this research.
6.3.2 Elman network
Figure 6.3 illustrates a simple recurrent architecture where each node in the
hidden layer contains a recurrent link from all nodes in the hidden layer
(including itself) as well as standard feed-forward connections from each
input node. This architecture is called an Elman network (Elman 1990).
Input Hidden Output
Figure 6.3 The Elman recurrent network architecture. The grey arrow indicates
time-delayed recurrent connections between the nodes in the hidden layer.
The feedback from the hidden nodes provides the network with a memory of
its internal state. In Mozer's classification this architecture has a TS
(transformed state) memory. This style of network can be trained to either
recognise input sequences or generate output sequences. This architecture is
one of the more commonly used recurrent models and was used in the work
on Neural Transplant Surgery described in Section 7.5 so as to allow easier
comparison with previous work.
An alternative implementation of recurrent networks is often used in the
literature in which the recurrent links are implemented using special context
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nodes. These nodes take input from time-delayed 'copy' links (fixed to a
weight of one) which copy the activation of other nodes in higher layers of
the network back to the context nodes in a lower level. These context nodes
are then linked to nodes in the next layer in a feed-forward fashion. Figure
6.4 illustrates the same network as in Figure 6.3, viewed in this manner. This
use of context nodes can be viewed as merely an alternative means of
illustrating of recurrent networks. However some architectures (such as the
Jordan network discussed below) also add recurrent links between the nodes
in the context layer, which cannot be easily represented in the first style of
illustration.
Input Hidden Output
Context
Figure 6.4 The same architecture as in Figure 6.3, illustrated using the context node
view of recurrent architectures. The dashed line represents a time-delayed connection
from each node in the hidden layer to a single context node. These connections have a
fixed weight of 1, so that each context node is merely a copy of the previous
activation of its corresponding hidden node.
6.3.2 Jordan network
Jordan (1986, 1989) proposed a recurrent architecture in which the activity of
the output nodes is recurrently copied back into the context nodes. In
addition each context node has trainable recurrent links to all of the other
context nodes, as shown in Figure 6.5. The recurrent connections between the
context nodes provide the network with a memory of its previous state, and
therefore allows it to process sequences. Under Mozer's classification scheme
this network has a TOS (transformed output and state) memory which
retains transformed versions of both its previous output and previous
internal state. This style of network can be trained to generate sequences
when presented with a time-invariant input signal, or to classify a time-
varying input sequence.
Note that the recurrent connections between the context nodes are essential
in creating a suitably powerful memory within this network. If these links
were removed the only state information available to the network would be
the previous value of the output nodes. Whilst this architecture would be
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sufficiently powerful for the network to be able to learn to act as a finite-state
automaton (with each output node corresponding to a particular state of the
automaton), it would not allow the network to develop its own internal
representation of state, and hence would not be generally applicable to other
temporal classification tasks.
Input Hidden Output
Context
Figure 6.5 A Jordan recurrent network. Each context node takes input from a single
output node, and is also recurrently connected to all context nodes, including itself.
6.3.3 General transformed output and state (TOS) network
The network architecture used in researching the motion recognition
network for the SLARTI system is illustrated in Figure 6.6. This model has
some similarities to the Jordan network (such as the recurrent links from the
output nodes), and like that model it implements a TOS memory. However it
eliminates both the non-recurrent hidden layer and the distinction between
output and context nodes.
Input Output/State
Figure 6.6 The general TOS recurrent architecture. The output and state nodes are
fully connected to the input layer, and completely recurrently connected to each
other.
This network consists of only two layers – the input layer and an
output/context layer. The second layer contains both output nodes and
additional state nodes. Every node in this layer is fully connected to all the
input nodes, and also recurrently connected to all nodes in the
output/context layer. Hence the connectivity is identical for the output and
state nodes, and they are distinguished only during training and when
calculating the network's classification of the input sequence (at which stage
only the activation of the output nodes is considered).
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Consider a TOS architecture with a input nodes, b state nodes and c output
nodes.
Ij ,t the activation of the jth input node at time t
Rj the activation of the jth node in the recurrent layer
if j≤b the node is a state node
if j>b the node is an output node
I0 a bias node with a fixed value of 1
wi,j the weight of the connection from the ith input node to the jth
node in the recurrent layer
ri,j,d the weight of the recurrent connection from the ith node to the
jth node in the recurrent layer
  f(x) the activation function of the recurrent nodes
For a given input sequence I, the activation of the recurrent units at time t is
given by:
 
   
Rj ,t = f I i,twi,jΣ
i = 0
a
+ Ri ,t – 1ri ,jΣ
i =1
b +c
 6.6
This simple network structure has been described in the literature (eg Miller
and Giles 1993) and there is some evidence that it trains more stably than the
Elman architecture on classification problems, due to the addition of
recurrent links between the output nodes (Lewis 1995a, 1995b). It was
observed that during training the output nodes generally evolved positive
self-recurrent links and negatively weighted recurrent links to the other
output nodes. This acts to stabilise the activity of the output nodes over the
course of an input sequence. This behaviour is well suited to the task of
classifying input sequences, but may make this network structure less
suitable for sequence generation. The comparatively simple feed-forward
structure and uniform connectivity of all the processing nodes (output and
state nodes) also makes this model extremely easy to implement.
The lack of a hidden layer could potentially cause difficulty in learning some
problems. For example, the network could be presented with a single bit as
input at each time step and required to calculate the xor of this bit and the
previous input. Due to its lack of a hidden layer the network could not learn
this task. However if the problem were modified to require calculating the
xor of the two previous input bits the network could learn this task by using
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its recurrent state nodes to perform the same role that the hidden nodes play
in a spatial xor network. This limitation of the architecture did not cause any
difficulties in the classification tasks explored during this research.
6.4 Recurrent training algorithms
Recurrent networks have the potential to remember identify features of the
input pattern and store this information within their internal representation
for an infinite period of time. Therefore they can theoretically learn to
perform tasks which are not possible using tapped delay line methods in
which the time period of the network's memory is strictly bounded by the
length of the delay-line. However in order to realise these potential benefits it
is necessary to train the recurrent network with a learning algorithm which
will allow the formation of appropriate memory structures. This section
discusses the most common recurrent training algorithms, and some issues
related to the application of these algorithms.
6.4.1 Simple Recurrent Network (SRN)
Elman (1990) trained recurrent networks using a very simple modification of
standard backpropagation. The combination of the Elman network
architecture and learning method are sometimes referred to as the Simple
Recurrent Network (SRN).
All of the trainable weights in the Elman architecture are of the feed-forward
variety. The recurrent links between the hidden layer and context layer are
'copy' links which are fixed at a value of unity. The training method used by
Elman in the SRN is to ignore these copy links and to train the feed-forward
connections using standard backpropagation. For each time frame in the
input a forward pass through the network is performed, error values
calculated for the output nodes, and a backward pass made to adjust the
weights. This process is repeated for each time frame in the input sequence.
This simple training method allows the network to learn to classify short
sequences. However it may fail for more difficult problems as the error
derivatives calculated for the links between the context and hidden nodes are
only estimates of the true error derivative. The learning algorithm fails to
take into account the fact that the current values of the context nodes are also
dependent on the weights being changed. Amongst others, Fahlman (1994)
reports failure of this simplistic learning algorithm to converge for some
problems.
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An extension to the SRN training methodology has been separately
described by both Robinson (1989) and Maskara and Noetzel (1992).
Robinson refers to this method as state compression (in reference to the
similarity of this method to some applications of neural networks to data
compression), whilst Maskara and Noetzel use the term auto-associative
recurrent network. In both systems the SRN architecture is augmented by
adding more nodes to the output layer (these additional nodes are labelled as
compression nodes in Figure 6.7). These nodes are trained to reproduce the
current input and context values, and are used only for the purpose of aiding
the learning of the primary output task. After training these nodes and their
related weights are removed from the network. This augmented SRN is
trained using backpropagation for each time frame of the input, as with the
standard SRN.
Input Hidden Output
Context Compression
Figure 6.7 A state-compression network. The compression nodes and their
connections are discarded after the training phase to reduce the network to a
standard Elman architecture.
These extra output nodes force the hidden layer of the network to form a
memory encoding both the current input and the previous state of the
network, whilst the error from the primary output nodes biases the network
to remembering those features which are of relevance to the output problem
on which the network is training. Both originators of this algorithm as well as
Ghahramani and Allen (1991) report that this method can learn tasks which
are beyond the capabilities of the standard SRN.
6.4.2 Backpropagation Through Time (BPTT)
The BPTT algorithm was originally formulated by Rumelhart, Hinton and
Williams (1986). It is a more powerful learning algorithm than the SRN as it
calculates the true derivative of each weight with respect to the error, taking
into account the recurrent nature of the network. It can be used to train any
of the recurrent architectures described earlier but for the purposes of this
discussion the general TOS network from Section 6.3.3 will be used as an
example.
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BPTT is based on the observation, originally made by Minsky and Papert
(1969), that for any recurrent network a feed-forward network can be
constructed which exhibits identical behaviour over a finite period of time.
Figure 6.8 illustrates a strictly feed-forward network which will produce
exactly the same output over a period of three time frames as the recurrent
TOS network shown in Figure 6.6.
Input Output/State
Time =t
Time =t+3
Time =t+2
Time =t+1
Output/State
Input Output/State
Input Output/State
Figure 6.8 A feed-forward network which will produce identical results over a period
of 3 time frames to the TOS network in Figure 6.6
BPTT works by converting the recurrent network into an equivalent feed-
forward structure, and backpropagating the error through this feed-forward
network. The conversion is performed by 'unrolling' the network for a
number of time-frames equal to the length of the input sequence. The error
on the output nodes can then be backpropagated through the structure
calculating a change for each weight in the network. As the feed-forward
network is created by duplicating elements of the recurrent network
(creating an instantiation of each node and connection for each time frame in
the input sequence), it is necessary to sum the changes for each duplicate
weight and alter the weight by this summed value. This ensures that the
updated feed-forward network can be 'collapsed' back to the recurrent
network.
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In practice the 'unrolling' and 'collapsing' of the network is not performed
explicitly. All that is necessary is to present the entire input sequence to the
network one frame at a time, and store the resulting activation of each node
in the network. Once the end of the sequence is reached the appropriate
weight updates can then be calculated as shown in the following equations.
Tj ,t the target value for the jth output node at time t  (a target value
may not be defined for every node at every time frame)
α the learning rate
P the length of the input sequence I
For the input sequence I the weight updates 
   Δui ,j and Δri ,j  are given by:
 
   ∂E
∂R j,t
= Tj ,t – R j,t 14 – R j,t
2 if Tj,t is defined
= 14 – Rj ,t
2 rj ,kΣ
k = 1
b +c ∂E
∂R k,t + 1
if Tj,t is undefined and t < P
= 0 if Tj ,t is undefined and t = P   6.7
 
   
Δwi,j = α I i,t ∂E∂R j,tΣt = 1
P
 6.8
 
   
Δri,j = α Ri ,t ∂E∂R j,t + 1Σt =0
P – 1
 6.9
For long sequences and large networks the storage requirements can become
impractical and this is a weakness of BPTT which is adressed by the Real-
Time Recurrent Learning algorithm discussed in the next section.
BPTT may have difficulty in learning to classify long sequences. The
situation is analogous to attempting to train a deeply layered feed-forward
network. Changes made to weights in the lower layers of the network will
likely have only a small impact on the final output of the network, and so the
adjustments calculated for these weights will also be small, meaning the
network will take a long time to find appropriate values for these weights. In
addition the effect of changing these weights early in the sequence will be
distorted by the effect of the other weights in the structure until they have
trained to appropriate values (Mozer 1994). Hence the training algorithm will
have difficulty in forming network weights suitable for detecting relevant
features early in the input sequence.
95
It is possible to specify target values for the output nodes at any point in the
sequence. This would be done for example if the network was being trained
to reproduce a particular sequence on the output nodes. However for tasks
such as those discussed in this thesis which involve the classification of an
input sequence, only the values of the output nodes at the end of the
sequence are important. Therefore usually target output values are provided
only for the final time-frame of the sequence. Lewis (1995a, 1995b)
demonstrated that providing the network with target values at earlier points
in the sequence can improve learning performance. This work describes an
algorithm called signal-melding which generates adaptive, class-dependent
training signals which can both reduce training times and increase
performance on some sequence classification tasks. However this work was
in progress at the same time as the SLARTI system was being developed and
hence has not been used in this research. The recurrent networks described
in this thesis were trained with target outputs provided only at the end of the
input sequence.
In using any of recurrent architectures, all of the nodes which feed into
recurrent connections must be set to an initial state prior to presentation of
the first frame of each input sequence. This is a relatively minor issue and is
included here only to aid in replicating these results – as long as the same
values are used consistently throughout the training and subsequent use of
the network their exact value should not be of any consequence, as the
training algorithm will be able to adapt the weights to work from any initial
values. For the purposes of this research the strategy used was to initialise
these recurrent nodes to 0, which is the mid-range of the symmetric
activation function used in these networks.
6.4.3 Real-Time Recurrent Learning (RTRL)
RTRL is another recurrent learning algorithm which was developed
separately by Williams and Zipser (1988, 1989a, 1989b), Robinson and
Fallside (1987, 1988) and Rohwer (1990). Like BPTT it calculates the true error
derivative of each weight, accounting for the recurrent nature of the network.
However unlike BPTT it is not necessary to process the entire input sequence
and store all of the network's activations before calculating the weight
updates. With RTRL it is possible to calculate error derivatives and update
the weights after each time step of the input sequence. This is achieved by
defining the derivatives of each weight at a particular time in terms of the
derivative of the same weight at the previous time step. Hence it is only
necessary to store the most recent error derivatives for each weight.
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Robinson (1989) describes the conditions under which RTRL is more efficient
than BPTT in terms of storage and computation. If the input sequence is P
time frames in length, and the network has N output nodes, then RTRL
requires less storage than BPTT if P>N, and is more computationally efficient
if P>N2. For the examples used in this research neither of these conditions
holds, and so BPTT was used as the recurrent training algorithm.
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7 Neural network techniques
One of the main motivations behind the SLARTI project was that it would
serve as a driving problem for developing new neural network techniques.
Attempting to apply neural networks to a task as difficult as sign recognition
would bring to light some shortcomings of current connectionist techniques,
and methods would need to be developed to address these issues.
A number of such issues arose during the development of the networks for
classifying the features of signs. This chapter details these issues and
discusses the methods which were applied to these problems. Although the
networks described in this chapter did not directly form part of the final
system, some of the techniques developed proved useful in building SLARTI.
The application of these techniques to the development of networks for
classifying handshape, location, orientation and motion is covered in
Chapters 9 and 10. In addition other generally useful techniques were also
developed.
7.1 Generalisation and uncertainty in neural networks
7.1.1 Data set
This aspect of the research was conducted using a data set of simulated
handshapes.19 For each handshape in the data set estimated values between 0
and 1 were made for each hand-feature (bending of finger and wrist joints,
and abduction of the fingers) on the basis of the illustrations of these
handshapes in the Auslan dictionary. In this manner simulated ideal
examples were estimated for the twenty most commonly used Auslan
handshapes. Only twenty handshapes were used as these were the
handshapes for which reasonably accurate estimates of joint values could be
made.
                                                
19 The creation of this data set was inspired by a lengthy delay in the delivery of the
CyberGlove due to legal problems between Virtual Technologies and VPL with regards to
patents on the use of glove-based devices for virtual reality (Kramer 1991). During these
delays it was decided to explore the application of neural networks to handshape
recognition. Handshapes are one of the most important of the features used in
distinguishing between signs in Auslan, and hence the ability to classify handshapes was a
fundamental requirement of the SLARTI system. Therefore it was essential to test early in
the development process whether the proposed classification method of neural networks
could actually perform this task and so the simulated handshape data set was created.
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7.1.2  Improving generalisation
This simulated handshape data-set was used to train 20 neural networks
with a 16:18:20 topology.20 As would be expected for such a small training
set all of the networks quickly learned to classify all of the training examples
correctly. Average training times were on the order of 10,000 pattern
presentations using a learning rate of 0.1. Several test data sets of imperfect
examples were then generated for use in testing the generalisation properties
of these networks.  In the absence of accurate models of the types of variation
likely in handshapes the test sets were generated by the addition of varying
amounts of random noise to each of the input values of the training
examples. Each test set consisted of 5 examples of each of the 20 handshapes.
Table 7.1 summarises the performance of the networks at each noise level.
Table 7.1 Summary of the performance of twenty networks on the simulated
handshape data with different levels of added noise
Noise level Minimum %
correct
Maximum %
correct
Mean % correct
0.0 100 100 100.0
0.1 85 100 95.8
0.2 85 97 93.2
0.3 82 93 88.7
0.4 67 84 78.4
0.5 60 74 67.7
0.6 50 66 57.6
As the level of noise is increased the performance of the networks degrades
gradually. Even at a level of 0.3 (which is 30% of the range of the initial input
values) the networks average almost 90% correct. However there is a wide
variation in performance between different networks, as can be seen by
comparing the minimum and maximum values in Table 7.1.
This variation in the test set performance of the networks trained on the
simulated handshapes, led to the development of a technique aimed at
improving the generalisation performance. This approach, labelled a
committee system, combines the outputs of multiple networks to produce a
classification rather than using only a single network. The rationale is the
                                                
20 Note that unlike the other networks used during this thesis these networks used the
asymmetric sigmoid activation function, as this followed advice from the extant literature at
the time.
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realisation that there is not one global minimum into which every net trains
but that there are many minima where adequate classification on the training
examples can be obtained. However although they all perform similarly on
the training set their response to new data varies, and hence the robustness
of the net is not necessarily the same. By combining the output of several
networks it may be possible to gain superior generalisation than that of any
single network.
The output of the networks can be combined in two different ways. In a
voting committee system for each network the output node with the highest
value is taken to be the classification made by that network. The overall
classification is the class which was indicated by the largest number of
networks. Alternatively in a summing committee system the sum over all the
networks of the output node corresponding to each class is calculated. The
final classification given is the one with the highest sum over all networks.
If a small number of networks make up the committee, the voting system can
often give rise to situations where the votes are evenly split between two
classes and hence no clear classification can be made. This situation is much
less likely to arise in a summing system as the numbers being compared in
the selection of the overall classification are floating point values, and are
therefore unlikely to be exactly equal to each other. Early results indicated
that other than this the two systems performed similarly, and so only the
summing committee was tested extensively.
Table 7.2 Performance of committee systems on the simulated handshape data-set
with added noise
Noise level
(+/-)
Mean of 20
networks
20 networks 5 networks 5 networks
2,000 pps
each
None 100.0 100.0 100.0 100.0
0.1 95.8 100.0 98.0 98.0
0.2 93.2 95.0 94.5 95.0
0.3 88.7 93.0 92.0 91.0
0.4 78.4 87.0 87.5 83.0
0.5 67.7 77.0 75.0 75.0
0.6 57.6 67.0 67.0 69.0
Table 7.2 summarises the results obtained when various committees were
applied to the simulated handshape test sets. Three different committee
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structures were used. One consisted of all 20 networks, whilst the second
contained only five randomly chosen networks. The third committee
consisted of five networks each trained for only 2000 pattern presentations,
so that the total training time for this committee was equal to the time taken
to train each of the original individual networks.
All three of the committees clearly outperformed the mean of the 20
networks, particularly at high levels of noise. The larger committee was
marginally better than either of the small committees, although this is at the
cost of having to train far more networks. Perhaps the most interesting result
was the performance of the committee of 5 networks trained for only 2,000
pattern presentation each. The training of this committee required 10,000
pattern presentations which is the same as used in training each of the 20
individual networks, yet the committee system generalised much better than
the mean of those networks.
Similar results were obtained when the committee systems were applied to
an unrelated data set which involves the classification of weed seeds into 10
different plant types on the basis of 7 measurements of the seed.21 Twenty
networks were trained on 298 examples from this data set, and tested on the
remaining 100 examples. The number of hidden nodes in the networks was
varied from 6 to 12, with relatively little effect on the resulting performance.
As with the handshape data these networks were tested individually, and
also when grouped into committees of 5 and 20 networks, with results as
summarised in Table 7.3. As with the simulated handshapes the committee
systems' performance was well above the mean of the individual networks.
Table 7.3 Performance of individual networks and committee systems on the weed
seed test data set
Mean of 20 nets 5 net committee 20 net committee
59.9 64.9 65.3
The concept of the committee system has since been further explored by
other members of the Artificial Neural Networks Research Group. Waugh
and Adams (1993) applied this approach to several data sets and three
different learning algorithms (pattern-presentation backpropagation, batch
                                                
21 This data set is originally from the Scottish Crop Research Institute, and was obtained
courtesy of Mr Phil Collier from the Expert Systems Research Group in the Department of
Computer Science, University of Tasmania. This data set has been widely used as a
benchmark within the Artificial Neural Networks Research Group.
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backpropagation and Quickprop). On the majority of these datasets the
committee systems  generalised marginally (and in some cases significantly)
better than the average of their component networks. Freeman and Adams
(1993) also applied committee systems to the classification of heart data.
7.1.3 Dealing with uncertainty in classification
Regardless of the techniques used to improve the generalisation properties of
a neural network, it is still likely that when dealing with real-world data the
network system will be unable to correctly identify all of the cases presented
to it. In many cases there will be regions of overlap between classes which
render 100% classification accuracy an impossibility. Ideally the network
would be able to detect the cases in which it is unable to make a correct
classification and report these, or failing this provide an indication of its
'confidence' in the result returned.
The standard approach to classification of selecting the output with the
highest activation discards a lot of data which may provide information as to
the likelihood of this classification actually being correct. Either the actual
value of the maxima, or the amount by which this exceeds the other lower
output activations (the winning margin) may serve as an indication of the
'confidence' of the system in the result and therefore provide an indication as
to the probability of that result being correct.
This was tested using a committee of ten networks, arbitrarily trained for
1,000,000 iterations on the weed seed data. When the data was examined it
was found that in general the value of the maxima was higher for examples
correctly classified by the network than for examples which were
misclassified. However the relationship was not distinct enough to allow
correct and incorrect classifications to be completely separated by a simple
linear threshold. Also it was found that there was a great degree of variation
between the different categories of output, with some averaging far higher
maximum activations than others for both correct and incorrect cases.
Similar results were discovered when the winning margin was examined, for
the same committee and training set.
These results indicated that there was some possibility of indicating whether
or not the network was 'certain' of its classification, although the lack of a
distinct boundary between the correct and incorrect answers meant that such
a technique would not be one hundred percent accurate. Two possible
methods of performing this task were implemented. The first was based
around applying a simple threshold to the values produced by the
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committee to classify the results into 'certain' or 'uncertain'. The second
involved training a simple back-propagation network to perform the same
classification.
As indicated earlier it was found that there were significant differences
between the various seed-type classifications in terms of the average maxima
which they produced. Therefore rather than using a global threshold for all
classifications, a different threshold was used depending on which type the
committee's initial classification belonged to. This threshold was based on
the difference between mean value of the maxima for incorrectly and
correctly classified examples as observed over the training set.  Table 7.4
contains results for several different threshold values.
The second approach used a single hidden-layer backpropagation network
with a 10:6:1 topology (the results given in Table 7.4 are averages over
several trials). The inputs to the network were the outputs of the committee
when presented with the seed data, with the correct output value being 0.9 if
the committee correctly classified that example and 0.1 otherwise. The
network was trained on the same training data as used for the thresholding
approach, and achieved very similar results (for the purposes of testing, an
output value of greater than 0.5 was considered a 'certain' classification, with
0.5 or less indicating 'uncertain').
Table 7.4 Performance of the output thresholding and network techniques at
eliminating misclassifications of the weed seed data set.
Method used Threshold used %
classified
%
misclassified
No threshold - 100 31
Maxima threshold Mean 81 21
Mean + 50% of
difference
72 11
Winning margin
threshold
Mean 83 21
Mean + 25% of
difference
73 16
Mean + 50% of
difference
64 12
Mean + 75% of
difference
54 9
Network - 86 21
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Both the thresholding and network-based techniques are successful in
reducing the number of misclassifications, and increasing the accuracy of the
classification on those examples which are classified. However neither
technique is able to completely distinguish between correct and incorrect
answers, meaning that some correct classifications are also discarded. Given
these results the question arises as to how to measure the success of these
techniques.
The desired performance of the system will depend on the application in
which the network is to be applied, and specifically the relative cost of
classifying an example incorrectly compared to being unable to classify it at
all. If the cost of an incorrect classification is high then it may be preferable to
reject all incorrect results, even at the cost of failing to classify a large
percentage of cases. Medical diagnosis systems would be an example of this
type of situation. Alternatively if the cost of classifying incorrectly is low
relative to the cost of having to classify many cases using an alternative
method then classifying the majority of cases whilst allowing a higher
number of incorrect classifications will be the preferred approach. The
thresholding technique has an advantage here, as the threshold value can
easily be modified to fine-tune the system to the desired level of
performance, with higher thresholds producing less incorrect results but at
the cost of classifying less examples. There was very little observed
difference between the maxima and winning-margin thresholding
techniques.
Freeman and Adams (1993a, 1993b) extended this work by applying output
thresholding to two further data sets (heart disease and mushroom
classification), as well as providing a theoretical basis for the technique,
grounded in the relationship between neural networks and Bayesian
classifiers. Their results confirmed the observation from this research that
output thresholding allows a reduction in the number of misclassifications
produced by the system, but also discards some correct classifications.
Although output thresholding was not directly used in the SLARTI system, a
similar technique was found to be useful in the final classification of signs.
This is detailed in Chapter 11.1.7.
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7.2  Applying thresholds to temporal sequences
In signing there exist transitional phases in which the hand moves from one
handshape to another. At any point during this transition the hand will be in
an intermediate handshape which combines elements of both the previous
and the next handshape involved in the sign. In some cases this intermediate
handshape may bear a close resemblance to another shape which is not
actually involved in this sign (for example in moving from the fist to the flat
handshape the hand will pass through a transitional handshape which is
similar to the cup handshape). Using the simulated handshape data some
experiments were run to examine how the networks trained on static
handshapes would respond during these transitional periods.
A sequence of 100 randomly chosen handshapes was generated, and random
noise in the range of -0.1 to +0.1 was added to the input values of these
examples. Linear interpolation was then used to generate the intermediate
handshapes formed by the transition of the hand between the shapes in this
sequence. Four intermediate handshapes were generated between each pair
of genuine handshapes. The noise was added prior to interpolation rather
than after as it was hoped this would produce a more realistic simulation of
the transition between handshapes.
Each handshape (both genuine and transitional) in this test sequence was
presented to the network in order, and a magnitude threshold was applied to
the value of the highest output node. The first time a node's output rose
above the threshold value the handshape was classified as the associated
class for that node.  The sequence was not classified as the same handshape
again until the value of that node had fallen back below the threshold level.
This was intended to prevent a single handshape from producing multiple
classification labels. This sequence was tested on a wide range of threshold
values, the results of which are given in Table 7.5.
The errors have been broken down into two categories in Table 7.5 – misses
(genuine handshapes for which no classification was produced) and false hits
(classifications which were produced which did not correspond to a genuine
handshape in the sequence). As would be expected lower threshold values
reduce the number of genuine handshapes which are not classified, but also
increase the number of intermediate handshapes which are falsely classified.
The performance at a threshold of 0.7 is the best, representing an overall
error rate of less than 2.5%
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Table 7.5 Mean results of the networks applied to sequences of transitions between
simulated handshapes generated using linear interpolation
Magnitude
threshold
Misses False hits
0.4 0 232
0.5 0 113
0.6 0 55
0.7 2 10
0.8 80 2
0.9 506 0
The linear interpolation used in these experiments is a poor simulation of the
movement of the human hand, as it assumes that hand features such as
finger joints can change their direction of movement instantaneously. It
would be expected that the signer's hand would tend to slow down as a
genuine handshape is made, hold that shape momentarily as the sign is
performed and then make the transition to the next handshape. To more
accurately reflect this the test sequence was recalculated using quadratic
interpolation and a larger number of samples (119) between the genuine
handshapes. Three different test sequences were generated at noise levels of
0.1, 0.2 and 0.3. The results of the networks on each of these data sets is
recorded in Table 7.6.
Table 7.6 Mean results of the networks applied to sequences of transitions between
simulated handshapes generated using quadratic interpolation
Amount of noise
(+/-)
Magnitude
threshold
0.4 0.5 0.6 0.7 0.8 0.9
0.1 Missed 0 0 0 0 0 174
Extra 1 0 0 0 0 0
0.2 Missed -9 -3 -2 0 -1 175
Extra 210 78 24 5 0 0
0.3 Missed -38 -11 -8 -2 -2 179
Time threshold =1 Extra 749 320 151 67 29 15
0.3 Missed 1 1 1 1 1 351
Time threshold =2 Extra 0 0 0 0 0 0
The performance of the network was much better than on the sequence
generated using linear interpolation. The negative numbers in the missed
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column indicate that the network missed no handshapes but instead
produced some 'double hits' where multiple classification labels were output
for a single genuine handshape, as the net output temporarily dipped below
the magnitude threshold before exceeding it again.
For the highest noise level an extra parameter was added to the algorithm.
This was a temporal parameter which specified the amount of time which the
network's output had to remain above the magnitude threshold before a
classification would be made. It can be seen from Table 7.5 that using a value
of 2 time steps for the time threshold successfully eliminated all of the false
hits recorded by the networks, and produced near perfect overall
performance over a wide range of magnitude thresholds.
The quadratic interpolation used does not include the co-articulatory
features of signing described by Peters (1992). However even taking this into
account it would appear that magnitude and temporal thresholds are of
value in applying a static handshape network to a continuous stream of
handshapes. The quadratic interpolation possibly exaggerates the extent to
which genuine handshapes are held by the user during signing but the
results show that slowing of the hand during the formation of a genuine
handshape should aid in distinguishing that handshape from any
intermediate handshapes.
The combination of a magnitude and temporal threshold developed during
this research was used in the experiments in sign segmentation described in
Section 11.1.8.
7.3 Missing values and neural networks
As described in Chapter 3 one of the possible approaches to gathering hand
data is to extract this information from a video image of the user. One
problem with this approach is that often some of the features such as finger
joints which require measurement will be occluded from the viewpoint of the
camera. In this situation the system has to be able to cope with the fact that
some of its required input values are unknown. For example in a rule-based
system it may still be possible to perform the classification whilst using only
those rules which do not involve the missing input. This is a difficult
problem for a neural network because the distributed manner in which it
processes its inputs makes it impossible to isolate any parts of the network
which are not dependent on that value. During the early stages of the
SLARTI project a camera was considered for use as the input device, and this
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lead to research into methods of adapting neural networks for use in
situations with missing input values.
This type of problem is not unique to the realm of gesture recognition.
Missing values can occur in almost any situation where data gathering is
involved due to problems such as incomplete answers to survey questions or
failure of some component of measuring equipment. Therefore in order to be
able to apply neural networks to as wide a range of tasks as possible it is
necessary to develop an approach for handling missing values.
The simplest approach to this problem would be to train additional networks
for use when missing values are encountered which use only those input
values which are known. For ease of reference this method will be called
reduced network classification as it involves training a network smaller than the
original and using this reduced network to perform the classification. As the
reduced network has been trained specifically for the current number of
inputs it should perform as well as a network can on these inputs.
Potentially as many of these networks as required could be trained in
advance, each using a different combination of input values. However,
unless it can be specified in advance that only a small number of the inputs
are anticipated to be unreliable, the sheer number of networks to be trained
renders this approach infeasible (particularly if the system needs to be able to
cope with the possibility of multiple missing inputs). Even the idea of
training a new network as it is required will be impractical in many
situations, depending on the length of time required to train this network
and the time demands of the application in which the network is being used.
This research aimed to develop and compare a number of different
techniques for handling missing values which would be more practical than
the reduced network classification method.
7.3.1 Techniques for handling missing values
Value substitution
One of the simplest and most commonly used techniques for handling
missing values within fields other than neural networks is value substitution
(Nie et al 1970, Quinlan 1987). This involves substituting another value in
place of the missing input and then evaluating the system's output as
normal. The replacement value may be chosen because it is felt to be
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innocuous and unlikely to affect the overall result or it may be an estimate of
the most likely value of the missing input.
Value substitution can easily be applied to a neural network as the
substitution can be done externally before the values are presented to the net,
and so the net itself performs normally.  The only task is to determine the
most effective value to use as the replacement. Four different approaches to
determining this value were implemented and tested.
The simplest method is zero substitution, in which the missing value is
replaced by zero. This cancels out the numerical effect of this input node.  In
addition, all of the data sets tested had inputs scaled in such a manner that
zero was also the midpoint of the range of possible values for the scaled
input data. Therefore it is hopefully a relatively innocuous value which will
have little impact on the output of the network. Clearly for some data sets
this will be untrue as values around the midpoint may in fact be of
significance. However the simplicity of this solution makes it worthy of
consideration.
Mean substitution is slightly more complex. For each input the mean value
over the entire training set is calculated and used as the replacement value
for that particular input.  This is a very crude approximation to the most
likely value of that input. Clearly for some distributions of input values this
will be a very poor estimate but it is extremely easy to calculate.
A more sophisticated method of estimating the value for the unknown input
is network estimate substitution  which takes into account the values of the
known inputs in producing a substitution value. An additional network is
trained, using all of the input values except the missing value. This network
is trained to produce as an output an estimate of the value of the input which
it does not use. Once trained this reduced network can be used to produce an
estimate of the most likely value for the missing input. This estimate is then
substituted for the missing input and the full network using all inputs is used
to perform the actual classification. This method will not work if the inputs
are uncorrelated but in most real world situations at least some of the inputs
are correlated to a certain extent. The estimation network can be either be
trained when it is needed, or multiple networks can be trained in advance
with each providing an estimate for a single input. Like the reduced network
classification method this approach will require a large amount of additional
training over that needed to create the basic classification network. However
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each of the estimate networks has only a single output and so this method
will still require less training than the reduced network classifier. 22
The final substitution method tested was multiple substitution. In this
approach the classification network is evaluated several times, substituting a
range of different values in place of the missing input. The outputs generated
in this manner are then combined to produce the final classification. The
major factors to be determined with this approach are the number and range
of values to be substituted for the missing input, and the manner in which
the multiple outputs are combined to produce the overall classification. For
this research ten values equally spaced over the range of the input were used
for the substitution values, and the ten output vectors produced were
combined using the voting technique developed during the research into
committee systems discussed in Section 7.1.2.
System reduction
A second general approach to missing values is system reduction, in which
an attempt is made to classify the example without using those parts of the
classification system which are dependent on the missing input. As described
earlier this approach is difficult to implement using a fully-connected feed-
forward network because of the distributed nature of the network.  Every
input affects every node in the network, and so there are no particular
sections of the network dealing with the missing value, which could be
ignored or treated separately. The methods developed to adapt this approach
to neural networks rely on initially creating a system which is more complex
than the basic network by adding additional nodes to the standard network
structure. This enhanced network structure is trained so that missing input
values can be explicitly identified when they are presented to the network.
The rationale is that the network itself will develop techniques to perform the
classification without using the missing input.
The first of these methods tested was the flagged network in which each input
value is represented by a pair of input nodes, rather than just a single node as
in a conventional network. One of these nodes is a binary flag node which is
used to indicate whether this input value is known or not. The second node
is the value node. If the input value is known then it is placed into the value
node. In the case of a missing value if the net is correctly interpreting the flag
                                                
22 As the estimation networks were being trained to produce a real-valued output rather
than a binary classification, the output nodes in these networks use a linear activation
function rather than the sigmoid used in the other networks described in this thesis.
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node then the actual input given to the value node should not matter.
However in practice, it was found useful to perform substitution on these
value nodes, using average substitution rather than just using a random
value. In order for the flagged network to learn the function of the flag nodes
it is necessary to train on examples involving missing values. These can be
generated from a training example by randomly selecting an input to be
treated as missing and setting its flag and value nodes accordingly.
The second approach tested was the shadow weight network. Like the flagged
network this method attempts to modify the basic network so that missing
values can be explicitly identified when they are input to the network. In this
approach this is accomplished by substituting a fixed value for the missing
input value (a value of 1 was used for these experiments), and temporarily
replacing the weights on the connections to this input node by an alternative
set of weights, which were labelled 'shadow weights'.
Several training regimes were trialed with the best results being obtained
using a two stage training process. The first stage consists of training the
basic network on the training data with no missing values. Once this training
is complete all of the weights in this network are frozen and not altered by
any subsequent training. Figure 7.1 summarises this architecture; all
connections indicated by solid lines are those used in the basic network,
whilst the dashed lines indicate shadow weights which are only used if input
values are missing.
Figure 7.1 A shadow weights network with three input nodes and two outputs. Solid
lines and white circles indicate the standard weights and nodes, dashed lines and the
shaded circle indicate shadow weights and nodes used only when an input value is
missing. In this case the value of the lowest of the three input nodes is unknown.
The network is then trained on examples containing missing values. As
outlined earlier a value of 1 is substituted for the missing input and the
weights on the connections to this input are temporarily replaced by shadow
weights (which are initially randomised). In addition it was found that
performance was improved by adding a number of extra nodes to the hidden
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layer and training them on these examples. During this training phase the
only weights modified were those connected to the new hidden nodes, and
the shadow weights connected to the missing input value.
Once training is completed the basic network can be used whenever all input
data is available. If data with missing values is encountered the basic
network augmented by the shadow nodes and shadow weights is used
instead. In this way the system adapts to the situation of missing values
without degrading its performance when all input values are available.
7.3.2 Experiments and results for single missing values
The methods described above were tested on three data sets  the weed seed
and simulated handshape data set mentioned in Section 7.1, and the iris data
set (Fisher 1936). The iris data set involves the classification of flowers into
three categories on the basis of four parameter. This training set has 100
examples and the test set has 50 examples. To make the handshape data set
somewhat more difficult, noise at an arbitrary level of 0.4 was added to the
original examples to generate a training set with 2000 examples and a test set
of 200 examples
For each data set between 10 and 25 networks were trained for each of the
methods. A learning rate of 0.1 was used for all of the trials. For the weed
seed and handshape data a training length of 100,000 pattern presentations
was used, whilst for the iris data training was limited to 50,000 pattern
presentations because of the smaller number of available training patterns.
For the methods involving training of multiple networks these same training
lengths were used for all of the networks. For the flagged network these
training lengths were doubled as it was attempting to learn to classify the
data both with and without missing values. Similarly the second stage of
training for the shadow weights network used double the standard training
lengths.
Table 7.7 summarises the mean classification performance achieved by each
method for the three test data sets. Each example in the data set was
presented to the network several times, each time with a different input
value treated as missing. For comparison the mean performance of networks
trained on the full data with no missing values is also included.
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Table 7.7 Mean test set classification percentage of  different techniques applied to
data with  a single missing input value
Weed seed Handshapes Iris
Full network 60.5 100.0 94.0
Zero substitution 34.5 94.6 88.2
Average substitution 43.6 98.1 87.3
Multiple substitution 41.4 93.4 81.3
Network estimate substitution 57.3 99.1 90.4
Flagged network 52.9 98.8 88.5
Shadow weights network 58.5 98.8 89.8
7.3.3 Experiments and results for multiple missing values
The different missing values techniques vary in terms of the ease with which
they can be scaled to handle examples with multiple missing inputs. Both the
zero and mean substitution methods cope readily with this situation as all
that is required is to substitute the appropriate value for each of the missing
input values.
The multiple substitution approach has more difficulty in scaling to multiple
missing inputs. It is necessary to input every combination of values of the
missing inputs, which clearly is not feasible for problems involving more
than a very small number of inputs. Due to this factor, and the poor
performance of this method on single missing inputs, multiple substitution
was not tested for multiple missing values.
A direct application of network estimate substitution to this situation would
suffer from a similar problem as it would be necessary to train estimation
networks for many possible combinations of missing inputs. It is possible to
adapt this approach to the case of multiple missing values however, by
combining it with either of the simple substitution techniques. The reduced
networks are used to produce an estimate of each missing input as before,
with the exception that substitution (of either zero or the average) is
performed for any missing values which are required as inputs to the
reduced networks. The estimates produced in this way can then be used as
inputs for the main classification network. Alternatively they could be
'bootstrapped' back as inputs to the reduced networks and used to produce
possibly more accurate estimates of the missing values. Early trials with this
bootstrapping approach were not encouraging and so only the results for the
direct use of the initial network estimates are reported below.
113
Both the shadow weights and the flagged network techniques can be
modified to handle the problem of multiple missing values. The main issue is
whether these networks can generalise from the examples with single
missing values seen during training, or whether it is necessary to also train
the networks on examples with multiple missing values. Both approaches
were included in these experiments. The original networks trained on
examples with single missing values are labelled with a 1 in Table 7.8,
whereas the networks trained on examples with 2 missing values are marked
with a 2.
Table 7.8 Mean test set classification percentage of different techniques applied to
data with  two missing input values
Weed seed Handshapes Iris
Zero substitution 27.3 95.3 78.9
Average substitution 43.6 97.3 83.4
Network estimate substitution 49.4 97.5 84.0
Flagged network 1 39.0 94.9 82.8
Flagged network 2 44.5 97.9 83.9
Shadow weights network 1 30.2 95.2 67.1
Shadow weights network 2 42.8 94.9 85.3
All of the networks trained during the trials on single missing values were
re-tested on examples with two missing values. In addition new flagged and
shadow weights networks were trained on examples with two missing
inputs, using the same training parameters as for the earlier trials. Each
network was tested on every possible combination of two missing inputs for
each example in the test sets. The results are summarised in Table 7.8.
7.3.4 Conclusions
Not surprisingly the best results were obtained by the three systems which
require additional training - network estimate substitution, the flagged
network and the shadow weight network. All three methods outperform the
simpler substitution approaches over all three datasets for single missing
values. However the performance of the flagged and shadow weight
networks does not scale well to the case of two missing values, with their
classification accuracy falling behind that of the network estimation. In
addition in order to achieve even this level of performance it is necessary to
train these networks specifically on examples with two missing values,
which degrades performance on examples with only a single missing value.
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Hence to make these techniques generally applicable it would be necessary
to train the networks on examples with a varying number of missing inputs.
In contrast the network estimation technique scales well to the problem of
two missing values and therefore would appear to be the most flexible
technique in adapting to cases where the likely number of missing values can
not be predicted in advance.
Of the simple substitution methods the best results are generally produced
by using the average as the substitution value (zero substitution is
marginally better on the iris data with a single missing value, but
significantly worse in all the other cases tested).  Average substitution also
scaled well to the test examples with two missing inputs, performing
similarly to the flagged and shadow weight networks at a much lower cost.
The multiple substitution technique was a failure, requiring more calculation
than either of the simple substitution techniques and producing inferior
results.
The difference in performance between the average and zero substitution
techniques indicates that the choice of substitution value is of fundamental
importance to the simple substitution techniques. The extremely poor
performance of zero substitution on the weed seed compared to its results on
the iris data also indicate that the choice of a good substitution value is also
problem dependent (the difference between the mean and zero substitutions
on the weed seed data set can be explained by the fact that the data for many
of the input attributes is highly skewed, and hence the mean value is not
close to zero). This observation leads to the possibility of an alternative
substitution technique which could give superior performance to average
substitution at potentially less cost than the network estimation technique.
After training the network on examples with no missing values, a search can
be conducted to find the optimal choice of substitution value for each input
by observing the effect each value has when substituted into each of the
training set examples.
The techniques described in this section have been further explored by
Vamplew et al (1996a). This later work reinforced the results and conclusions
reported above.
It was originally believed that the choice of the CyberGlove and Polhemus as
the input devices for SLARTI meant that this work on missing values would
not be of any direct relevance to the creation of the final SLARTI system.
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However shortly after the completion of the research into orientation and
location classification the CyberGlove developed a fault which meant that
one of the input values was no longer available. Fortunately once the
problem had been diagnosed it was easily rectified.23 However were such a
problem to occur during practical use of the system, it would be necessary to
implement a method by which the system could continue to operate in the
absence of this input value. This example illustrates the type of problem with
missing values which can arise in real-world systems.
The methods of addressing the issue of missing values are equally applicable
to other data sets where missing values are a problem. This serves as an
example of the second goal of this research project - that the attempt to apply
neural networks to a difficult problem such as sign language recognition
would lead to the creation of new neural network techniques applicable to
other problems.
7.4 Representing cyclical data
Continuous valued data can be encoded for input to a neural network merely
by performing a linear scaling of the values to lie in an appropriate range.
This preserves the order of values inherent in the original data, and if all
input values are scaled to the same range removes one possible source of bias
in the training.
However this simple approach is not necessarily ideal when applied to a
particular class of data in which the ordering of values is circular rather than
linear. The three most obvious examples of this class are time of day, date
and angular/directional data such as compass bearings. To consider the
example of time, 10 am occurs before noon which occurs before 11 pm.
However 11 pm in turn occurs before 10 am the next day. The three
orientation values returned by the Polhemus are also cyclic in nature.  The
values returned by these sensors range from 0 up to 255, but if the hand is
turned beyond the point where the sensor returns 255, the Polhemus'
response returns to 0.
                                                
23 The error was caused by the thumb rotation sensor turning over within the pocket which
holds it in place on the glove. This meant that the strain gauges were being bent the wrong
way, which led to the CyberGlove Interface Unit returning a constant output of 1 from that
sensor. The error was fixed by gently manipulating the sensor back to its original
orientation. I am grateful to the support staff of Virtual Technologies for their expert long-
distance diagnosis of the problem, which saved a great deal of time and expense.
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This type of data can be encoded using linear scaling. For example the
minimum Polhemus value of 0 would be mapped to -1, whilst the maximum
of 255 would be mapped to +1. This encoding would preserve the majority of
order information contained in the original data. For most hand orientations,
turning the hand by a small amount in a certain direction will produce a
corresponding small increase in the encoded value. However this
relationship breaks down at the end of the cycle when a small rotation of the
hand in the same direction  will rotate the sensor past the point where the
Polhemus returns 255, and hence will result in a sharp drop in the encoded
input value. Therefore this linear encoding fails to capture the cyclical nature
of the original data. The encoding can be designed so that this discontinuity
in the mapping can occur at any arbitrary point, but the overall effect will be
the same. Depending on the nature of the problem this discontinuity in the
input encoding may well have an adverse effect on the ability of the network
to learn the task.
This research aimed to examine possible methods of encoding such data in a
manner which does reflect the cyclical aspect of the data, and to compare the
performance of these methods on some sample problems containing cyclical
data.
7.4.1 Encoding cyclical data
Several different possible encodings exist for converting cyclical data into a
format suitable for presentation to a neural network. In the following
description of possible encodings it will be assumed that all network inputs
are being scaled to the range -1..1, but clearly any of the encodings can easily
be modified to cover whatever range is desired.
The first encoding is the standard linear scaling generally used for non-cyclic
data values. The lowest value in the cycle is mapped to -1, and all other
values are linearly scaled in the range -1 to 1. As mentioned in the
introduction this encoding results in a discontinuity at the end of the cycle.
This encoding scheme will be referred to as linear  encoding.
An alternative encoding system can be used which eliminates the
discontinuity present in linear encoding. The first step in this scheme is to
perform a linear scaling of the cyclic values to convert them into an angle in
the range 0°..360°. This angle is then encoded as two network inputs, rather
than the single input used for linear encoding. The first of these contains the
cosine of the angle whilst the second is presented with the sine of the angle.
Both of these functions are continuous at the end of the angular range (ie
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sin(0°) = sin(360°) and cos(0°) = cos(360°)). Independently they can not be
used as an encoding of the angle as for each value of sin(x) there are two
solutions for x in the desired range, and similarly for cos(x). However when
presented as a pair they define a unique angular value. This is called the
trigonometric (or trig) encoding. This is the method most commonly used in
the literature but  generally its performance is not compared to other possible
encodings (see for example Boznar et al 1993).
In certain circumstances a variant of trig encoding can be used. For some
datasets there may be a measure of magnitude connected to the cyclic value
(for example, the cyclic value may represent wind direction and the
magnitude value is the wind speed). In this case these two values can be
combined together and encoded using two input units. As in the trig
encoding these units contain the cosine and sine of the angular
representation of the cyclic value, but in this case the trigonometric values
are also multiplied by the magnitude value. In order to maintain the scaling
of the input range between -1 and +1 it will be necessary to scale these input
units by the maximum value of the magnitude. This encoding is called the
cartesian  encoding as it represents the cyclic and magnitude values as a pair
of cartesian co-ordinates. For data not involving a magnitude value the trig
and cartesian encodings are equivalent.
One possible problem was foreseen with the trig encoding due to the non-
linear mapping from the original data to the encoded value. This non-
linearity means that any noise in the original angle data may be distorted
(either increased or decreased depending on the location in the signal) by the
encoding process. For example, if the original angle is 90° then adding 3.6°
(1%) of noise to the angle changes the encoded sine value by 0.0019, which is
a change of just 0.1% relative to the range of the sine function. However
adding the same amount of noise to an original angle of 0° will alter the
encoded value by 0.063, or 3.14%.
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Figure 7.2 The mapping from original angle to the two sawtooth encoded input
values
The fourth encoding was developed to test the whether the non-linearity of
the trig encoding would be a significant bias in the presence of noise. Like
the trig encoding it uses two input nodes. However the angular
representation used two out-of-phase piecewise linear functions (illustrated
in Figure 7.2) rather than the trigonometric functions. Hence any noise in the
original angle would result in a similar level of noise in the encoded value
regardless of the actual value of the angle (there is some small distortion
around the peaks of the encoding functions, but much less so than with the
trig encoding). This was labelled the sawtooth encoding.
7.4.2 Classification using cyclic input data
In order to test the performance of the various input encoding schemes for a
classification task two artificial data sets were developed. This experiment
was designed to test the impact of cyclical data encoding on the learning
speed and generalisation of a neural network on a classification problem.
The artificial data-sets were inspired by work on prediction of wind-speed
and direction data. Eight points were selected in the cartesian co-ordinate
system, and these were treated as the central points for eight different
classes. By adding various amounts of flat noise to these (x,y) co-ordinate
pairs multiple examples of each class were generated, and divided into
training and test sets of equal size. The data sets contained 200 examples of
each class.
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Figure 7.3 and 7.4 The box and bullseye data sets. The dots represent the eight base
points, and the shaded regions represent the neighbourhood of each base point at a
noise level of 50%
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In the first data set the base points were distributed as shown in Figure 7.3,
and the noise was added to the x and y co-ordinates of the cartesian
representation of these points. This will be referred to as the box data set. For
the second data set the base points were distributed as shown in Figure 7.4,
and noise was added to the angle and magnitude components of the polar
representation of these points. This will be referred to as the bullseye data set.
For each example the network was presented with the distance and angle of
the point from the origin of the co-ordinate system, and trained to classify the
point as belonging to one of the eight classes. In all cases the network had
eight units in both the hidden and output layers. The number of input units
was determined by the encoding system used, with the linear and cartesian
encodings using two input units and the trig and sawtooth encodings using
three input units.
For both the box and bullseye data several data sets were created,
differentiated only by the amount of noise added to the basic points to
produce the examples. For the box data the noise levels used were 10%, 25%,
50% and 60% of the distance between the base points.  The first two levels are
low enough to retain complete separation between the classes. At 50% the
boundaries of each class touch those of its neighbours as shown in Figure 7.3,
whilst at 60% there is an area of overlap between bordering classes. For the
bullseye data the noise levels used were 25%, 37.5%, 50%, 52.5% and 60% of
the distance between the base points (for example, at a noise level of 50% the
magnitude noise ranged from -0.25 to 0.25, and the angular noise from -45° to
45°). Again the first two noise levels maintain separation between the classes,
at the third level the class boundaries are touching (as in Figure 7.4)  and at
the higher levels there is overlap between the classes.
At each noise level ten different networks were trained for each encoding
method. Each individual network was trained until it reached 100% correct
on the training set, or until it timed out (an upper limit of 500,000 pattern
presentations was set). In either case a record was kept of the maximum
classification percentage on the training set, and the corresponding
percentage on the test set. It was found that for each noise-level the networks
either always converged to 100% or always failed to converge. For the noise
levels where the networks could converge the number of pattern
presentations is a measure of how quickly this convergence occurs. For the
non-converging examples the number of pattern presentations is a measure
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of how quickly the network reached its maximum level of performance. The
results presented in Tables 7.9 and 7.10 are averages over the ten trials.
Table 7.9 Summary of the performance of the different cyclical data encoding
techniques on the box data set at varying levels of noise
Noise level Linear Cartesian Trig Sawtooth
10% PPs 39,000 6,000 5,000 7,000
% training 100.0 100.0 100.0 100.0
% test 100.0 100.0 100.0 100.0
25% PPs 362,000 9,000 8,000 9,000
% training 99.7 100.0 100.0 100.0
% test 99.2 100.0 100.0 100.0
50% PPs 452,000 464,000 334,000 282,000
% training 93.5 98.0 98.2 98.2
% test 92.6 97.5 97.4 97.6
60% PPs 432,000 339,000 261,000 215,000
% training 82.7 84.4 84.8 84.7
% test 79.7 81.7 82.2 82.1
Table 7.10 Summary of the performance of the different cyclical data encoding
techniques on the bullseye data set at varying levels of noise
Noise level Linear Cartesian Trig Sawtooth
25% PPs 39,000 52,400 10,000 10,000
% training 100.0 100.0 100.0 100.0
% test 100.0 100.0 100.0 100.0
37.5% PPs 156,000 109,000 14,000 14,000
% training 100.0 100.0 100.0 100.0
% test 100.0 100.0 100.0 100.0
50% PPs 432,000 354,000 377,000 436,000
% training 98.1 97.0 99.5 99.4
% test 97.9 97.4 99.2 99.1
52.5% PPs 400,000 302,000 276,000 300,000
% training 91.5 91.1 92.3 92.3
% test 90.3 89.4 90.9 90.9
60% PPs 323,000 320,000 334,000 322,000
% training 73.7 74.5 74.4 74.5
% test 71.6 70.3 71.4 71.7
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The main conclusion to be drawn from these results is that the trig and
sawtooth encodings performed very similarly regardless of the data set or
noise level. It appears that the network was able to adapt to the noise
distorting properties of the trig encoding during training and so this had no
impact on the final performance of the net. Overall these two encoding
schemes outperformed either of the other two encodings.
The performance of the cartesian encoding varied considerably between the
two different problems. On the box data set the cartesian encoding's
performance was comparable to that of the trig and sawtooth encodings,
although it  took longer to train at high noise levels. On the bullseye data
however the cartesian encoding learnt and generalised less well than either
of these techniques at higher noise levels, and took considerably longer to
train at lower noise levels.
The linear encoding consistently performed slightly worse than the trig and
sawtooth encodings on both data sets, usually obtaining lower classification
accuracies on both training and test data. In addition this encoding scheme
trained much more slowly on the examples where convergence to 100%
correct was possible.
On the basis of these experiments it would appear that either the trig or
sawtooth encoding would be the best option in encoding cyclical data for
input to a classification network.
7.4.3 Decoding cyclical data
For some tasks, such as the wind direction prediction problem which
inspired the box and bullseye datasets, one or more of the outputs of the
network may be real-valued cyclic data. In this case, it is necessary to code
these output values in the same way that cyclic data must be encoded for
input to a network. Any of the encoding schemes discussed previously can
also be used for coding output values. However when using cyclic data as
outputs, it is also necessary to perform a decoding process to convert the
encoded output from the network into the cyclic value which is required.
For the linear encoding this decoding is straightforward, requiring only the
inverse of the original linear scaling used in encoding. However this
simplicity is offset by the problems which the encoding discontinuity could
be expected to cause during training. For the other encoding schemes the
process of decoding is more complicated as it is necessary to combine two
123
output units together to calculate the cyclic value being output by the
system.
At least three different decoding methods can be used for the trigonometric
encoding. All involve the calculation of the angle represented by the output
unit pair. This angle can then be scaled to convert back to the desired cyclic
data.
The most obvious of these is to divide the value of the sine output unit by the
value of the cosine output unit and to calculate the arctangent of the
resulting value. By examining the signs of the sine and cosine units the
quadrant in which the angle lies can be found and hence the output angle
can be calculated. This will be referred to as the arc decoding.
A second possibility is to calculate the arcsine of the sine output unit and the
arccos of the cosine output unit. Both of these operations will yield two
possible angles. If the network's output was exactly correct two of these
angles would be identical and hence would be the desired angle. In practice
it is necessary to compare the four combinations of candidate angles, and
select the pairing of arcsine angle and cosine angle with the least variation.
These two angles can then be averaged to yield the final angle. This will be
called the paired decoding.
A problem can arise with paired decoding if the output units do not use a
squashing function, which is commonly the case when training a network to
produce real-valued outputs. In this situation the absolute values of the
output units may exceed 1, which will result in an error if they are passed to
the arcsine and arccos functions. In this research this problem was addressed
by truncating the output units values to a maximum magnitude of 1.
A third possible decoding scheme is to generate a table of templates,
consisting of the output encoding for a range of possible output values. To
decode a pair of output values they are compared to each template and a
measure of the difference is calculated (in this research the mean squared
error was used, but any reasonable distance measure could be used). The
template with minimum distance from the actual output values is selected
and its corresponding angle is used. The resolution of the values provided by
this scheme is determined by the number of templates generated.
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All of these trig decoding methods can also be used with a cartesian
encoding. However it is necessary to eliminate the effects of the magnitude
from the output units prior to decoding them. First both output values need
to be multiplied by the maximum  magnitude value to eliminate the scaling
inherent in this encoding. The output magnitude can then be calculated as
the root of the sum of the squares of these two values. The output values are
then divided by this magnitude before applying the angular decoding
scheme.
The trig decoding methods can also be adapted to work with the sawtooth
encoding. The template method requires no modification, except that the
sawtooth encoding is used to generate the templates. Similarly for the paired
method, the basic technique remains the same except that inverse functions
of the sawtooth encodings are used in place of the arcsin and arccos
functions (such functions are easily generated due to the linear nature of the
original sawtooth functions). Again the problem of output values with a
magnitude greater than 1 can be addressed by truncation of the output
values to a maximum magnitude of 1.
The arc decoding requires the sawtooth equivalent of the arctangent
function, which is implemented by the following equation. 24
Let s represent the sawtooth equivalent of the sine, and c represent the
sawtooth equivalent of the cosine. Let y=s/c (the sawtooth equivalent of the
tangent). The arcsawtooth (AS) in degrees is given by:
 if s >=0
  then if c >=0
   then  AS=90(y/(1+y))
   else AS=90((y-2)/(y-1))
  else if c>=0
   then AS=90((3y-4)/(y-1))
   else AS=90((2+3y)/(y+1))
7.4.4 Comparison of decoding methods
Tests were conducted to measure the performance of the different decoding
schemes prior to implementing them in a neural network context. The
encoding was calculated for each of the angles from 0° to 359°, and from
                                                
24 The arcsawtooth equation presented here was developed by Michael Bulmer from the
Department of Mathematics at the University of Tasmania, and I  gratefully acknowledge his
assistance.
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these 3600 examples were generated by adding random noise to the encoded
values.
Each decoding scheme was then applied to the noisy encoded values, and the
resultant angle was compared to the actual angle. In this way the test
provided a measure of the susceptibility to noise of each decoding scheme.
These trials were conducted using both the trig and sawtooth encoding and
decoding schemes. The linear encoding was not tested as the previous
research had already shown it to be inferior to the trig and sawtooth
encodings.  For the template decoding schemes 360 templates were used.
Table 7.11 Average error (in degrees) of the decoding schemes when applied to
encoded angles with noise added
Noise level 5% 10% 15% 20% 25%
Arctangent 1.30 2.60 3.91 5.22 7.54
Trig pair 2.22 3.89 5.40 7.81 8.15
Trig template 1.28 2.59 3.91 5.22 7.53
Arcsawtooth 1.67 3.35 5.03 7.73 8.44
Sawtooth pair 1.42 2.92 4.48 7.11 7.81
Sawtooth template 1.39 2.86 4.43 7.02 7.65
Table 7.11 shows that the best results were achieved using a trig encoding
and either the arctan or template decoding. The marginal difference in
performance between these two decoding schemes is attributable to the fact
the target angles were all whole integers, and the template scheme gives
integer results whilst the arctan gives real values. It is possible to obtain
results identical to that of the template method by rounding the values
returned by the arctan method. This has the advantage of being much faster
than generating the same results using template comparison.
Interestingly the trig paired decoding was more affected by noise than any of
the sawtooth based methods, even though it used the same encoding scheme
as the two best techniques.  This is due to a characteristic of the noise
distortion inherent in the trig encoding.  Due to the difference in phase
between the sine and cosine functions, whenever one of these functions is
exaggerating the noise the other is reducing the noise. Both the trig and
template methods combine the two output values prior to converting to an
angle, and hence the noise distorting characteristics of the sin and cosine
offset each other. In contrast the paired approach converts each output value
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to an angle separately before combining those angles. This makes this
approach more sensitive to the noise distortion of the original encoding.
These results indicate that the best approach to encoding and decoding
cyclical data values on the output nodes of a network is to use trig encoding
and arctan decoding. In an extension of this work Vamplew et al (1996b)
tested these decoding techniques within a neural network trained to predict
wind direction. Some of the inputs to this system were previous wind
directions and hence the network used cyclic values in both its inputs and
outputs. As in the research reported above, the best results were obtained
with networks using trig encoding and arctan decoding.
7.5 BPTT and Neural Transplant Surgery
7.5.1 Background and data sets
In order to test the implementation of BPTT being developed for use in
creating SLARTI the algorithm was applied to two data sets which had been
described in the literature. This enabled a comparison to be made between
reported results and those obtained, as a correctness check on the BPTT
implementation prior to applying it to the new problem of hand motion
classification. An Elman network architecture is used for these experiments.
The data sets used are two simplified motion-detection problems which have
previously been examined by Robinson (1989). In both problems the network
is presented with eight input values per time-frame, one of which is active
whilst the others are inactive. The location of this active cell is moved a single
step randomly to the right or left at each time-frame, and the task of the
network is to identify the direction of this motion by activating one of its two
output nodes. In the first version of the problem the task is made easier by
not allowing wraparound from one end of the eight cells to the other, so that
upon reaching the first or eighth cell the direction of movement will always
be reversed. For the second version this wraparound is allowed. In either
variant of the problem the training set contains examples of all possible
combinations of location and direction of motion, and therefore there is no
test set. For the version of the problem without wraparound there are 14
examples in the training set, whilst for the problem with wraparound there
are two additional cases added to the training set.
Although the two problems are very similar, the second is much harder for a
recurrent network to solve. In either problem the network has to develop an
internal state which can remember the location of the previous input. For the
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problem with no wraparound this can be achieved using only a single state
node whose connections to the input nodes monotonically increase (or
decrease) from the leftmost to the rightmost input node. In the case with
wraparound this simple representation suffers from the same weakness as
was demonstrated for linear encoding of cyclic data in Section 7.4. The
network either has to be able to cope with the discontinuity in this
representation or learn a more complex internal representation which better
captures the nature of the input data.
Initially several networks were trained on both problems using BPTT for
comparison with the results obtained by Robinson. For an additional
comparison several  tapped delay line networks were also trained on the
same problem. The BPTT results are comparable with those of Robinson
which is an indication that the algorithm has been correctly coded. However
the discrepancy in training times between the recurrent and non-recurrent
networks inspired some additional research into a new recurrent algorithm.
The next sub-section describes that algorithm, whilst full experimental
details and results are in the following sub-section.
7.5.2 Neural Transplant Surgery
Training a recurrent network can be likened to a 'chicken-and-egg' problem.
It is difficult for the network to learn the temporal aspects of a sequence
unless the correct spatial features are being extracted from each time frame of
the input sequence. However at the same time it is difficult for the network
to learn what spatial features are important until the temporal aspects have
been at least partially learnt, particularly if the relevant spatial features
appear early in a long input sequence (Mozer 1995). In comparison, a tapped
delay line network finds the task of forming spatial feature detectors much
easier as inputs are always presented at the same time as the output they are
relevant to, assuming the input buffer is of sufficient size to include all
relevant inputs.
The basis of the new recurrent training scheme (which is labelled Neural
Transplant Surgery or NTS) is to develop suitable feature detectors within a
tapped delay line network, and then to 'transplant' these detectors into a
recurrent network which can then be trained using BPTT. This provides the
recurrent network with some initial knowledge of the important spatial
features which should aid in the subsequent training to learn the temporal
aspects.
128
The major issue which has to be addressed is how to disconnect the extra
inputs used for the input buffer without losing the local feature extraction
capabilities of the network. The solution used in NTS is a modified version of
a TDNN architecture in which each hidden unit is connected to only a single
time-frame of input information as shown in Figure 7.5. Due to this limited
connection these 'temporally focused'  units are forced to learn to extract the
important spatial features for each time-frame.
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Figure 7.5. Temporally focused TDNN. Circles represent multiple nodes and the
lines represent multiple connections. Each hidden unit processes only a single time-
frame of the input sequence.
This network is trained using backpropagation until it achieves its maximum
level of classification. At this point the network is converted into a modified
Elman architecture. The hidden units from the TDNN (which will be referred
to as spatial units) can be incorporated directly into the new hidden layer.
The input weights of these units are then frozen. Several recurrent units are
then added to the hidden layer, which are fully connected to the input layer,
and have recurrent links from all other recurrent and spatial units. Hence the
hidden layer consists of a combination of recurrent and non-recurrent nodes,
which makes it a variation on the standard Elman architecture in which all of
the hidden nodes have recurrent inputs. For the data-sets tested it was found
beneficial to initialise the weights on all inputs to the recurrent units to zero,
with the exception of the recurrent links from the spatial units which were
randomly initialised in the range -0.5 to 0.5. The number of recurrent units
was also set equal to the number of spatial units  so that the hidden-layer to
output weights could also be transplanted directly from the TDNN, as this
was found to have extremely positive effects on training times (see Figure
7.6). Clearly this latter approach would not be feasible for long input
sequences as it would result in a huge number of recurrent nodes.
Once the network has been initialised with these transplanted weights it is
trained using BPTT, modified only to the extent that the spatial units' input
weights are not changed during training. Freezing these weights ensures that
they do not 'wander off' whilst the network is adapting the recurrent weights
to learn the temporal aspects of the problem. It also has the side benefit of
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allowing the caching of the spatial units' outputs for each training example,
thereby reducing the amount of computation involved during the forward
pass of training.
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Figure 7.6 The recurrent network produced by the NTS procedure. The weights on
the recurrent connections are randomly initialised and the weights on the
connections indicated by the dashed line are randomly initialised. All other weights
are transplanted from the temporally focused TDNN.
7.5.3 Experimental conditions and results
In order to compare the different architectures and training methods it was
necessary to adopt two conventions originally proposed by Fahlman (1988)
and Fahlman and Lebiere (1990).
In measuring training times a straight comparison of the number of pattern
presentations between training methods would be misleading, as the
computational costs of each presentation vary between methods. Instead the
connection crossing was used as the unit of measurement, where a
connection crossing is recorded every time a weight is used to perform a
multiplication on either the forward or backward pass of the training
method.
It was also found that on occasions the network trained using standard BPTT
would settle into a location in weight-space where the error would either
cease to fall or begin oscillating. To counter such situations a time-out limit of
50,000 pattern presentations was set. Any network reaching this time-out
was reinitialised with new random weights and training recommenced. The
time spent in reaching the time-out was included in the total time required to
train that network.
130
Table 7.12 Mean training time over ten runs for each training method, in terms of
pattern presentations and connection crossings (CCs), for the motion detection
without wraparound.
Method NTS Tapped
delay line
BPTT
TDNN
phase
BPTT
phase
Total
Learning
rate
0.4 0.4 – 0.6 0.4
Pattern
presentation
s
1200 1070 2270 530 2410
C C s  p e r
presentation
52 94 – 152 172
C C s  f o r
caching
– 1800 – – –
Total CCs 62,400 102,380 164,780 80,560 414,520
Table 7.13 Mean training time over ten runs for each training method, in terms of
pattern presentations and connection crossings (CCs), for the motion detection with
wraparound.
Method NTS Tapped
delay line
BPTT
TDNN
phase
BPTT
phase
Total
Learning
rate
0.15 0.2 – 0.6 0.2
Pattern
presentation
s
3240 6980 10,420 600 19,440
C C s  p e r
presentation
52 94 – 152 172
C C s  f o r
caching
– 1800 1800 – –
Total CCs 177,840 657,920 835,760 91,200 3,343,680
The averaged results over ten separate training runs using each training
algorithm for each of the two motion detection tasks are recorded in Tables
7.12 and 7.13. It should be noted that the results reported for the tapped
131
delay line networks are from a standard architecture and not the temporally
focused architecture used in the NTS training procedure. Due to its restricted
connectivity the latter architecture trained more slowly and required a
smaller learning rate than the former, as shown in the tables.
From the tables it can be seen the tapped delay line network trained much
faster than either of the recurrent networks for both problems. However
whilst the transplanted network's training time was much longer than that of
the non-recurrent network, it was significantly faster than that of the
network trained using BPTT, particularly on the more complex wraparound
detection problem. The results obtained on these two motion detection tasks
show that the training time of a recurrent network can potentially be greatly
reduced by initialising the network with weights from a non-recurrent
network. The described method of initialising the recurrent and output
weights is dependent on the user's knowledge of the problem task, and
scales poorly to longer sequences as it results in a very large number of
nodes in the hidden layer. In order to extend NTS to real-world problems it
will be necessary to develop a more generalised and automated method of
initialising these portions of the network.
In addition this approach is designed specifically for tasks where the input
sequence contains low-level spatial features which can be detected in single
time-frames of the sequence. For many problems, such as the hand motion
classification task described in Chapter 10, this will not be the case and so
NTS will be unlikely to reduce the time required to train recurrent networks
on these tasks. Due to this lack of applicability to the recurrent networks
required for SLARTI the NTS training algorithm was not developed or tested
beyond these initial trials. However the results obtained indicate that it may
be an area of interest for future research.
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8 Design of the SLARTI system
This chapter outlines the overall structure of the SLARTI system. Sections 8.1
and 8.2 discuss the rationale behind the modular design of the system, in
light of the limitations of connectionist systems covered in Chapter 5. Section
8.3 then details the final decisions made with regard to the structure of the
system.
8.1 Modularity as a solution to scalability problems
As described earlier in Section 5.3 several problems occur when the scale of
neural networks is increased to deal with complicated classification
problems. The increase in the number of connections in the network results
in growth in the amount of time required to train the network, and may
result in poor generalisation performance unless the number of training
examples is also increased. The most commonly used approach to
overcoming the problems involved in scaling networks to large problems is
to use a series of smaller networks rather than a single monolithic network.
An example of the benefits of modularity is the work on applying Time
Delay Neural Networks (TDNNs) to recognition of phonemes in Japanese
speech carried out by Waibel et al (1989). They compared the performance of
a monolithic network to that of a series of modular networks on the task of
classifying the six stop consonants used in Japanese (B, D, G, P, T and K). A
single network trained to distinguish between all six classified 98.3% of the
test set correctly, but took around 18 days to train on a fast multi-processor
machine.
Two smaller networks were trained for two subgroups within the stop
consonants – the voiced stops (B, D, G) and the voiceless stops (P, T, K). Each
network produced similar classification accuracy to the large network, but
took only three days each to train and used a data-set only half the size of
that needed for the larger net. Several different methods of combining these
sub-networks to form a single network were tested, most based on adding
extra nodes and connections (described as 'connectionist glue') and retraining
parts of the resultant network. This retraining took between one and two
extra days, and the resultant network performed marginally better than the
monolithic network. Hence the modular approach provided significant
benefits in terms of training time,  number of training examples needed and
the overall classification accuracy.
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The approach to modularity taken by Waibel et al was to train each of the
smaller networks to classify a particular subset of the overall categories to be
classified by the system. A similar method was used by Adams and Woolley
(1994) in their work on classifying images of galaxies. An alternative method
of decomposing the problem into sub-tasks for the modular networks is to
train each network to recognise some features which can then be used to
make the overall classification task easier. This version of modular network
design is particularly suited to problems where there is already some
knowledge of which features are relevant for classification. Fels and Hinton
used this approach in their GloveTalk and Glove-TalkII systems, as
discussed in Chapter 4.1.1 and 4.1.2. Individual networks were trained to
recognise gesture features such as handshape, orientation and motion and
the outputs of these networks were combined to produce the final
classification of the systems input.
Both of the methods for subdividing the original task described above
require some prior knowledge of the structure of the problem. Neural
models have also been developed where the task of decomposing the
problem and allocating aspects of it to small modular networks is itself
carried out by another network called the 'master' or 'gating' network. In this
type of system the decomposition of the problem is learnt by the network
either before or during the training of the smaller 'expert' networks, and
therefore no prior knowledge of the problem is required. Examples of this
style of system include NN/I networks (Nishikawa et al 1990) and Master-
Slave networks (Hingston 1992).
8.2 Modularity as a solution to plasticity problems
Another aspect of neural networks covered in Section 5.3 was their plasticity
– the fact that standard network models trained on new examples will learn
these examples at the expense of their previous knowledge.
This characteristic of connectionist systems is of particular concern for the
SLARTI system given the goal of building a system with an extendable
vocabulary. A simplistic approach to achieving this goal would be to train a
network on the initial vocabulary with a single output node for each sign in
the vocabulary. When new signs are added the network would be extended
by connecting more output nodes and training on examples of these new
signs. The problem with this method is that the performance of the network
on the previously known signs would be degraded unless examples of these
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signs were also included in the retraining process. Hence the entire network
has to be retrained on examples of all the signs in the vocabulary whenever
the vocabulary is expanded. This will require significant amounts of time,
both in terms of the actual training process and also in gathering the training
examples of the new signs.
A modular system of networks can also help in overcoming this problem.
The sub-networks need to be trained initially to detect features which are
important for distinguishing not only between those signs in the original
vocabulary but also those signs which may be added to the vocabulary in the
future.  In this way these feature-detection networks will not have to be
retrained when the vocabulary is extended. Instead only the final classifier
which takes the output of these networks as its input will actually require
modification to deal with the expanded vocabulary. This will greatly reduce
the amount of time involved in increasing or modifying the vocabulary of the
system.
8.3 Modular design of the SLARTI system
Due to the benefits described in the previous two sections the SLARTI
system was designed to be composed of a several modular networks, each
trained to recognise features which are important for the classification of
signs. As described in the discussion of sign language in Chapter 2 every
sign can be defined in terms of four features – handshape, orientation, place
of articulation and motion. Therefore these features form a natural
decomposition of the overall task of sign classification into sub-tasks to be
assigned to individual networks within SLARTI's modular structure.
Although the handshape, orientation and location of the hand may vary with
time during the formation of a sign, each of these features can be analysed at
any point during the sign. Therefore they can be classified by the spatial
neural networks discussed earlier in this chapter. In contrast the motion
feature of signs is inherently temporal in nature and hence can only be
classified by using the temporal networks described in Chapter 6. As
described in that chapter temporal networks are in general more complicated
than spatial networks. Therefore the modular approach has another benefit,
in that large parts of the system can be built using the simpler spatial
networks whereas a monolithic network to perform sign classification would
have to consist entirely of a temporal network.
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The modular design of the SLARTI system is illustrated in Figure 8.1. It
consists of four feature-detection networks which take input from the
CyberGlove and Polhemus and classify this data in terms of the features
used in distinguishing sign-language gestures. The networks for classifying
the handshape, orientation and place of articulation are spatial networks of
the type discussed in Chapter 5. The development and performance of each
of these networks is covered in Chapter 9. The fourth feature-detection
network which classifies the motion component of signing is a temporal
network and its development will be covered in Chapter 10.
Once a gesture has been classified by these feature detection networks the
resultant features are passed to the fifth component of the system which
performs the overall classification of the gesture. The nature of this final
classifier is covered in Chapter 11.
User's hand actions
CyberGlove Polhemus
Place of articulation
network
Handshape
network
Orientation
network
Motion
network
Final classifier
Interface
routines
Gesture classification
Figure 8.1 Modular design of the SLARTI system
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9 Classifying spatial features of signs
The previous chapter detailed the neural networks research which arose as a
by-product of the development of networks to classify the spatial features of
signs. This chapter describes the final outcome of this development process -
namely the networks for classifying handshape, orientation and location
which were used in the final SLARTI system.
9.1 Classifying handshape
In developing the final handshape classification network for inclusion in the
SLARTI system there were three main issues to be examined in order to
achieve high classification accuracy. These related to the nature of the data
used for training, the manner in which this data was pre-processed prior to
being input to the network and also to the encoding of the network's outputs.
Experiments were conducted to separately address each of these issues, and
the results used to determine the style of network which should be
incorporated within the final SLARTI system.
9.1.1 Data gathering
One of the properties desired of the system was that it be as signer-
independent as possible. Therefore handshape data was gathered from ten
volunteers rather than just a single signer. After placing the CyberGlove on
their hand each volunteer was asked to perform a simple calibration routine
(discussed further in Section 9.1.3). They were then presented with a series of
textual descriptions of Auslan handshapes and asked to make each
handshape and press the button attached to the CyberGlove. This was used
as the signal to sample the CyberGlove. Any mistakes in the handshape
made were noted and these handshapes were resampled at the end of a run
through the complete set of 61 handshapes. The correct example of each
handshape was then calibrated, and the calibrated and uncalibrated version
of the handshape were saved to separate data files.
Five examples of each handshape were gathered from each volunteer, over
several sessions so as to avoid any hand fatigue. The volunteers were
randomly assigned to two groups, one to be used in training the network
and the other used purely as a test group. Following the terminology of
Murakami and Taguchi (1991) these groups were labelled the registered and
unregistered signers. The examples from the seven signers in the registered
group were split into two sets - four examples of each handshape were
placed into a training set, whilst one example of each handshape was
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retained for a test set. All examples from the three volunteers in the
unregistered group were used as a second test set, to assess the ability of the
networks to generalise to individuals not used during the training phase. The
training set contained a total of 1708 examples (four examples of each
handshape from each of the seven registered signer), the registered test set
had 427 examples (one example of each handshape from each of the seven
registered signers) and the unregistered test set had 915 examples (five
examples of each handshape from each of the three unregistered signers).
9.1.2 Output encoding
As discussed in Chapter 2 SLARTI was designed to classify 61 of the
handshapes used in Auslan. These handshapes can be broken down into 30
basic handshapes and 31 variants on these basic formations. For the purposes
of classifying signs it is only necessary to consider the basic handshape group
to which a particular handshape belongs, and therefore it is not important to
be able to distinguish between different variants of the same basic
handshape.
Bearing this in mind there are two possible approaches to designing the
output layer of a handshape classification network. The simplest approach,
and the one which gives rise to the smallest network, is to have 30 output
nodes, each corresponding to one of the basic handshapes and to train the
network to respond identically to all of the variants of any given handshape.
Some of the variants do differ significantly from the basic handshape
however, and may in fact bear a closer resemblance to one of the other basic
handshapes. Hence the network's task may be easier if it has a separate
output node for each of the 61 variant handshapes. The network's
classification can then be post-processed to obtain the basic handshape group
to which that variant belongs.
To test which approach was superior five networks were trained for both
possible output encodings. After some investigatory trials a topology of 40
hidden nodes was used regardless of the number of output nodes (it was
initially speculated that the network with 61 output nodes may require more
hidden units but this was not found to be the case). It should be noted that
for the network with only 30 output nodes there were an unequal number of
examples of each class, as some handshapes had multiple variant formations
whilst others had only one variant, or none at all. The selection of examples
during training was biased to account for this factor, so that the network was
trained equally on each output class. All of the networks created during this
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experiment were trained on the uncalibrated glove data for 1,000,000 pattern
presentations with a learning rate of 0.2.
Table 9.1 summarises the performance of the networks using the two
different forms of output encoding. The networks trained to separately
classify each of the variant handshapes perform this task relatively well, and
many of the errors they make take the form of confusing two different
variants of the same basic handshape. This is illustrated by the increased
accuracy obtained when the networks' outputs are grouped according to
their corresponding basic handshape. However the overall performance on
the desired task of classifying basic handshapes is lower than that of the
networks with only 30 outputs. Therefore the latter is the better approach
both in terms of classification accuracy and also because the smaller size of
the network results in speed benefits both during training and also when the
network is used as part of a real-time classification system.
Table 9.1 Mean classification accuracy of networks trained with different output
encodings on the handshape data sets
Training set Reg. test set Unreg. test set
61 outputs - all 61 classes 93.3 90.9 81.5
61 outputs - 30 classes 99.1 95.5 89.1
30 outputs 98.2 99.2 89.6
9.1.3 Calibration
The sensors in the CyberGlove are designed to return values in the range 0 to
255. The simplest form of pre-processing for presenting glove data as input
to the network is just to scale these inputs to real values in the range desired
for the input nodes (which for the networks used in SLARTI was -1 to 1).
A more sophisticated approach is to calibrate the data for the range of joint
movement of the wearer of the glove. To achieve this it is necessary to
perform a series of calibration measurements when the system is started, and
record the minimum and maximum values returned by each joint sensor.
These ranges are then used during the scaling of future glove data rather
than the default range of 0 to 255.
One possible implementation of the calibration process would be to perform
it one joint at a time, asking the user to bend and extend the joint to its fullest
extent and recording the extreme values produced by this process. This
method has two drawbacks. First it involves making two measurements for
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each sensor on the glove (36 measurements in all) which makes it a
somewhat time-consuming process to have to perform every time the glove
is worn. Second the joint ranges measured may be exaggerated relative to the
actual range of motion of the joints during natural use of the hand.
Therefore an alternative calibration process was used, wherein the glove's
user was asked to make a series of hand gestures intended to capture the
normal range of movement of their hand (with emphasis on those features of
the hand important for the handshapes used in Auslan). This required only
eight measurements and took less than 30 seconds to perform, thereby
imposing very little overhead on the use of the CyberGlove. The handshapes
used and the features they were intended to measure are described in Table
9.2. The wrist sensors are not of importance with regard to Auslan
handshapes, but their calibration was required for use in the orientation and
location networks described in Sections 9.2 and 9.3
Table 9.2 Handshapes used for the CyberGlove calibration process
Handshape Features measured
Fist Bending of the finger and thumb joint sensors
Spread Extension of the finger, thumb and abduction
sensors
Wish Closure of the index and middle finger
abduction sensor
Pinkie and thumb tips
touching
Bending of the thumb and pinkie rotation
sensors
Wrist flexed up Flexion of the wrist sensors
Wrist flexed down Flexion of the wrist sensors
Wrist flexed left Flexion of the wrist sensors
Wrist flexed right Flexion of the wrist sensors
Scaling the glove inputs relative to these calibrated ranges rather than the
gloves default ranges was expected to have a number of benefits. As
illustrated in Table 9.3 the actual range of each sensor is much narrower than
the default range, and varies considerably between sensors (for example for
User A the range of sensor 18 is around 4 times as large as that of sensor 17).
Scaling relative to the default ranges would result in considerable variation
in the range of values presented to each input node of the network, which
may degrade the training process. By scaling relative to the individual
calibrated range of each sensor this problem is eliminated.
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Table 9.3 also shows that there can be considerable variation in the range of
the sensors for different users of the glove. Users A and E (chosen at random)
have similar ranges for many of the sensors but are distinctly different for
some sensors (such as sensors 1 and 13 which measure rotation of the thumb
and pinkie across the palm). This is due to inherent differences in the
flexibility and shape of their hands, and also to variations in the fit of the
glove. Calibrating for each user should help to reduce these user-specific
variations in the data and therefore be of benefit in creating a user
independent system.
Due to its flexible construction the CyberGlove does not always fit the user's
hand in exactly the same manner from one session to the next. Variations in
the data caused by these minor differences in glove positioning can be
reduced by performing the calibration process at the start of every session
using the glove. Shortening the time required for calibration makes this a
feasible proposition.
Table 9.3 Comparison of the calibrated sensor ranges for two different CyberGlove
users
Sensor # User A
min.
User A
max.
User A
range
User E
min.
User E
max.
User E
range
1 20 117 97 91 186 95
2 126 186 60 88 179 91
3 94 161 67 76 181 105
4 74 159 85 66 137 71
5 97 185 88 74 181 107
6 121 243 122 130 246 116
7 66 161 95 46 177 131
8 95 195 100 100 196 96
9 173 239 66 166 235 69
10 76 179 103 47 185 138
11 72 184 112 80 182 102
12 124 191 67 115 188 73
13 59 149 90 9 177 168
14 78 219 141 92 219 127
15 139 219 80 102 172 70
16 99 147 48 104 143 39
17 143 184 41 123 189 66
18 69 229 160 44 234 190
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25 networks were trained on the raw data, and a further 25 on the calibrated
data. The networks used the preferred 16:40:30 topology and were trained for
1,000,000 pattern presentations with a step size of 0.2. The results are
summarised in Table 9.4.
Table 9.4 Mean classification accuracy of networks trained using raw and calibrated
versions of the handshape data sets
Training set Reg test set Unreg. test set
Raw data 97.9 96.6 87.9
Calibrated data 98.0 96.3 89.9
The results in Table 9.4 show that the performance of the network on the
training data was unaffected by the calibration of the glove data. However
the generalisation to the test sets was affected. The use of calibrated data
slightly reduces the mean performance on the registered test set, but
improves the mean on the unregistered signers. Applying a z-test to assess
the significance of these differences yields a p-value of 1.88 for the registered
signers indicating that there is no significant difference between the
calibrated and uncalibrated networks. On the unregistered signers' test set
however the p-value is 0.0000 indicating that the calibrated networks'
performance on this data is significantly superior to that of the uncalibrated
networks. For this reason the calibration process was included in the final
SLARTI system.
9.1.3 Comparison to other learning methods
The data gathered for this research was made available to Kadous (1995) for
comparison to his research on recognition of sign language using an
augmented PowerGlove and various inductive learning techniques. Table 9.5
summarises the results Kadous obtained when these techniques were
applied to the CyberGlove data. The three columns labelled IBL refer to
different versions of the Instance Based Learning algorithm, which is
strongly related to the nearest neighbours algorithm (Aha et al 1991). C4.5 is
an inductive decision-tree learning algorithm developed by Quinlan (1992)25.
A comparison of the results in Tables 9.4 and 9.5 shows that the IBL1
algorithm achieves marginally poorer accuracy than the neural networks.
C4.5 and the other versions of IBL perform significantly worse, averaging
                                                
25 Both C4.5 and the nearest neighbours algorithm are described in more detail in Chapter
11.
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around 10% lower classification rates than those obtained by the neural
networks.
Table 9.5 Classification accuracy of several inductive learning techniques on the
handshape data sets.
IBL1 IBL2 IBL3 C4.5
Reg. test set 95.0 88.6 89.2 86.0
Unreg. test set 89.1 80.8 81.3 79.3
9.2 Classifying hand orientation
The main issue to be considered in developing the final hand orientation
classification network for inclusion in the SLARTI system is the appropriate
representation of cyclical data for input to the network. The general issue of
encoding cyclical data was explored in Chapter 7.4, and the techniques
developed were used in creating the orientation network. Other problems
related to the effects of hand location, and the best output representation are
discussed in the following sections.
9.2.1 Data gathering
In the discussion of hand orientation in Chapter 2 it was noted that the
spatial location of the hand affects the range of hand orientations which are
actually possible. An example is the orientation of palm facing away from the
body and hand pointing downwards which can only be made below the
waist. Even when it is possible to produce an orientation at a particular
location the exact form may still be affected. For example, if a signer tries to
produce a hand orientation of palm towards, hand up on the left side of their
body the hand will naturally point somewhere between up and left.
Conversely, the hand orientation will also have an effect on the hand
location, due to the nature of the sensing technology used in this research.
The Polhemus is mounted on the user's wrist which means that the location
values returned by the sensor will vary if the hand is held in different
orientations whilst the finger tips remain in the same location.
This co-dependence  of hand orientation and location made it necessary to
gather examples of both features simultaneously. The data gathering process
was similar to that used to gather the handshape data discussed in the
previous chapter. Each user performed a simple calibration routine, and then
was asked to produce a sequence of orientation/location pairs. This sequence
was designed to include multiple examples for each orientation and location.
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As with the handshape data the user was given an opportunity to correct any
errors and then both calibrated and uncalibrated versions of the data were
saved to files. The calibration process was of relevance only for the location
classification network, and therefore will be discussed in Section 9.3. In order
to maintain consistency between the data gathering sessions the location of
the Polhemus source was fixed on a wooden desk next to the signer, and a
marker placed on the floor so that all signers were standing in the same
location relative to the source.
Early in the data gathering sessions a problem was observed in the data
being gathered. Initially only the values from the Polhemus were being
measured and saved to disk. However it was noted that for several of the
signers with smaller hands the Polhemus sensor was actually positioned
behind the joint of their wrist. This meant that the orientation values from
the Polhemus were a very inaccurate measurement of the true orientation of
the hand for hand positions where the wrist was bent. As wrist bend is quite
common, particularly when the hand is pointing towards the body, this was
expected to cause problems in classifying orientation. Several trial networks
trained on this data indicated that the maximum classification performance
possible was on the order of 75%, which was well below the desired level of
accuracy. Therefore the data already gathered was discarded and new
sessions were conducted in which the calibrated values of the two wrist
sensors were also saved for each example.
This expanded data was measured for ten different users which were
divided into the same registered and unregistered groups as with the
handshape data. For the registered signers two separate data sets were
gathered, one for training and one for testing, whilst only a single test set
was gathered from the members of the unregistered group. Therefore the
training set and both test sets contained 154 examples. The minimum
number of examples from any orientation was 6 and the maximum was 19,
but the selection of examples during training was biased so as to train the
network equally on all classes regardless of the number of actual examples of
that class in the training set.
9.2.2 Network structure
The inputs to the orientation classification network consisted of the three
orientation values returned by the Polhemus, plus the calibrated values of
the CyberGlove's two wrist sensors. In order to further test the cyclic data
encodings developed in Section 7.4 networks were trained on this data using
the linear, trig and sawtooth encodings (the cartesian encoding was not used
144
as this cyclic data had no corresponding magnitude component). The
networks using the linear encoding had 5 input nodes, whilst the trig and
sawtooth encoded networks had 8 inputs. A hidden layer containing 14
nodes was used for all of the networks.
The manner in which hand orientations are defined led to two possible
schemes for encoding the output of the network. As described earlier each
hand orientation has two components – the direction the palm is facing and
the direction in which the hand is pointing. Each of these can have 6 possible
values. Therefore one possible output encoding would be to use 12 output
nodes - one group of 6 for the possible palm direction, and a second group
for the possible hand directions. The node with the highest activation would
be found separately for each group of 6 nodes, and then the two output
values combined to find the final orientation classification.
The alternative encoding is to have a separate output node for each of the 15
orientations which the network was required to classify. This is the approach
which was used for two reasons. The first reason is that splitting the output
encoding into two separate categories may result in a situation where the
network produces an invalid classification (for example, the palm and hand
direction may both be classified as the same direction which clearly is an
impossible configuration). If each output node represents a single orientation
then the network is constrained to only produce valid orientations.
The second reason is related to the training of the network. Generally a
network will learn a problem better if it sees a roughly even number of
examples of each output category during training. With the second encoding
this is relatively easy to guarantee, but it is far more difficult with the first
approach as it necessary to ensure that both the palm and hand directions are
sampled evenly.
9.2.3 Error measurement
One method of measuring the performance of a classification network is a
straight comparison between the actual classification and that indicated by
the network. This was the method used to report the results of the
handshape network in Section 9.1. However this treats all incorrect
classifications as being equally invalid, whereas for some data sets it may be
possible to define relationships between the output categories which allow
distinctions to be made between different magnitudes of error. For the
handshape data it is not clear that this type of relationship exists between the
different handshapes. However for the case of hand orientation its is possible
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to define a sensible measure of distance between pairs of orientations, which
can be used as a measure of the inaccuracy of any incorrect classifications.
The distance measure used is based on two features of hand orientation. The
first is the fact that each orientation actually consists of a pair of values
describing the facing of the palm and the hand in terms of the six primary
directions. The orientation indicated by the network can be broken down
into its component hand and palm directions and compared to the same
components for the actual orientation. For example if the correct orientation
was palm up, hand away and the network classified it as palm up, hand left
this would be a smaller error than if the network's classification was palm
towards, hand left.
The second feature relates to the spatial relationships between the six
directions used in defining orientations. For each of these six principal
directions there exists a single  opposite direction which can be considered to
be more distant from the original direction than are any of the other four
directions (which will be referred to as 'adjacent' directions). For example
'down' is opposite to 'up', whilst 'left', 'right', 'towards' and 'away' are
adjacent to both. This relationship can also be taken into account when
measuring the accuracy of the orientation classification.
Hence when comparing the network's classification to the actual orientation
it is possible to distinguish between six different levels of accuracy. In order
from most to least accurate they are both directions correct, one direction
correct and the other adjacent to the correct direction, both directions
adjacent to the correct values, one direction correct and the other opposite to
the correct value, one direction adjacent and one opposite their correct
values, and both directions opposite to their correct values.26
9.2.4 Results
25 networks were trained for each of the three different input encoding
schemes. A step size of 0.1 and a maximum limit of 1,000,000 pattern
presentations were used for all trials. Table 9.6 summarises the results in
terms of the mean classification accuracy achieved on the training set and
both test sets using the different input encodings. As would be expected
                                                
26 The ordering of this list is somewhat arbitrary, particularly with regards to the ranking of
both directions adjacent as less incorrect than having one direction correct, and the other
opposite. This order was based on an intuitive feeling that getting a direction totally wrong
was an extremely serious error. This intuition was borne out by the results reported in Table
9.7.
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from the experiments reported in Chapter 7.4 the trig and sawtooth
encodings gave very similar results, whilst the simpler linear encoding gave
3-5% lower rates of classification.
Table 9.6 Mean percentage accuracy obtained by different encodings on the hand
orientation data
Linear Trig Sawtooth
Training set 91.2 94.8 94.3
Reg. test set 84.8 90.4 89.8
Unreg. test set 85.9 89.1 88.7
Table 9.7 Mean percentage accuracy obtained by different encodings on the hand
orientation data, broken down by error of the two component directions
Encoding
and
data set
Both
correct
One
correct,
one
adjacent
Both
adjacent
One
correct,
one
opposite
One
adjacent,
one
opposite
Both
opposite
Linear
Training 91.2 4.3 4.5 0.0 0.0 0.0
Reg. test 84.8 9.8 9.2 0.1 0.1 0.0
Unreg. test 85.9 6.9 9.2 0.0 0.0 0.0
Trig
Training 94.8 2.5 2.7 0.0 0.0 0.0
Reg. test 90.4 5.0 4.5 0.0 0.1 0.0
Unreg. test 89.1 5.9 4.9 0.0 0.0 0.0
Sawtooth
Training 94.3 2.8 2.9 0.0 0.0 0.0
Reg. test 89.8 5.6 4.5 0.0 0.0 0.0
Unreg. test 88.7 5.9 5.4 0.0 0.0 0.0
The generalisation classification rate of around 90% provided by the trig and
sawtooth encodings is lower than the generalisation achieved by the
handshape networks. However as discussed in 9.2.3 it is possible to
distinguish between different levels of inaccuracy in the task of classifying
orientations. Table 9.7 shows the breakdown of the networks' classifications
by the type of error. From this table it can be seen that the overwhelming
majority of the incorrect classifications made by the networks were within
one or two distance measures of the correct classification (this is true even for
the linear encoding). Whilst for some Auslan signs these small mistakes in
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orientation classification may result in confusion between two signs, in
general signs contain enough redundancy to overcome these small errors.
This issue is explored in more detail in Chapter 11, when the orientation
network is incorporated into the final sign classification system.
9.3 Classifying hand location
9.3.1 Data gathering and calibration
The gathering of location data was combined with the gathering of hand
orientation examples and as such was described in the previous section. The
only aspect of this process not already described is the calibration of the
Polhemus location values. Calibration of the location values was designed to
serve much the same task as calibration of the CyberGlove for handshape
recognition – it would hopefully eliminate much of the individual differences
between users and hence make the SLARTI system less signer-dependent. In
this case the data had to be calibrated to take into account variations in the
height and range of arm motion of the different users. The calibration process
consisted of recording the extreme values returned along each axis by the
Polhemus sensor when the user's hand was measured in five different
locations. These positions were on top of the user's head, on the stomach, and
fully extended in front, to the left and to the right of the user. It was not
necessary to measure the hand in a location behind the user as this is not
required for signing. The ranges established by this process were then used
to scale subsequent readings from the Polhemus. This calibration process
was repeated every time a user put on the CyberGlove. In this way it also
helped to eliminate minor differences caused by factors such as the user
standing in a slightly different location.
The training and test sets consisted of 154 examples, with between 6 and 15
examples of each location. As with the orientation network described in the
previous chapter the selection of training examples was biased so as to
present each class equally frequently.
9.3.2 Network structure
The major issue to be resolved in creating the location classification network
was the nature of the inputs required to perform this task. As with the
orientation network, the positioning of the Polhemus sensor on the wrist of
the CyberGlove posed some problems. The ideal location for this sensor
would be on the fingertips as it is generally the position of the fingers which
is important in signs, particularly in distinguishing between the relatively
closely-spaced places of articulation around the signer's face. The placement
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of the Polhemus on the wrist meant that a wide range of position values
could be returned for different orientations of the hand, even if the location
of the fingertips remained fixed. For this reason a network taking only the x,
y and z position values from the Polhemus as input will not be able to
adequately classify the different hand locations used in signing, as the input
data does not measure the variations in orientation at which the hand may be
held while at those spatial locations. Ten networks were trained using only
the spatial position data to measure the extent of this problem. These
networks' average classification performance was around 50% on all three
data sets (training and both test sets), which is well below the level required
for a practical system.
Therefore the basic spatial data was augmented by including the three
orientation values and the two wrist flex measurements used as input to the
orientation classifier. Based on the results described in Chapters 7.4 and 9.2,
the trigonometric encoding was applied to the orientation data. The final
network structure used had 11 inputs, 19 hidden units and 19 outputs (one
output for each of the 18 primary places of articulation, and one
corresponding to neutral space).
9.3.3 Error measurement
As with the orientation data there exist spatial relationships between the
output categories of hand location, making it possible to distinguish between
different levels of inaccuracy when the network makes an incorrect
classification. In order to do this, it is necessary to define a distance function
which can be used to measure the separation between the network's
classification and the actual location. Table 9.8 illustrates the distance
measures used for this research. The locations were broken into three basic
groups, consisting of those on the face, those on the rest of the body and
neutral space. Each location was defined as being 1, 2 or 3 units away from
every other location. Some general rules were used to define these distances,
with some exceptions made to more accurately capture the spatial
relationships between locations. For example, locations on the face were
regarded as being one unit away from other nearby facial units, two units
away from all other facial locations, and three units away from all locations
on the body. An example of an exception to this rule is the relationship
between the throat and the centre chest locations, which are regarded as
being only a single unit apart. This distance measure is arbitrary in nature,
and arguments could be made for alternative measures. However it serves to
provide an insight into the nature of the errors made by the network in
classifying locations.
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Table 9.8 Error function used to compare the network's classification to the actual
location
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Top of head 0 1 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 2
Forehead 1 0 1 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 2
Temple 2 1 0 1 1 2 2 2 2 2 3 3 3 3 3 3 3 3 2
Ear 2 2 1 0 2 2 1 2 2 2 3 3 3 3 3 3 3 3 2
Eye 2 2 1 2 0 2 1 2 2 2 3 3 3 3 3 3 3 3 2
Nose 2 2 2 2 2 0 2 1 2 2 3 3 3 3 3 3 3 3 2
Cheek 2 2 2 1 1 2 0 1 1 2 3 3 3 3 3 3 3 3 2
Mouth 2 2 2 2 2 1 1 0 1 2 3 3 3 3 3 3 3 3 2
Chin 2 2 2 2 2 2 1 1 0 1 3 3 3 3 3 3 3 3 2
Throat 2 2 2 2 2 2 2 2 1 0 3 3 3 1 3 3 3 3 2
Right shoulder 3 3 3 3 3 3 3 3 3 3 0 3 3 1 1 3 3 3 2
Left shoulder 3 3 3 3 3 3 3 3 3 3 3 0 1 3 3 1 3 3 2
Over heart 3 3 3 3 3 3 3 3 3 3 3 1 0 1 3 3 3 3 2
Centre chest 3 3 3 3 3 3 3 3 3 1 1 3 1 0 3 3 3 3 2
Right chest 3 3 3 3 3 3 3 3 3 3 1 1 3 3 0 3 1 3 2
Left upper arm 3 3 3 3 3 3 3 3 3 3 3 1 3 3 3 0 3 1 2
Stomach 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 3 0 3 2
Left forearm 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 3 0 2
Neutral space 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0
9.3.4 Results
25 networks were trained for both the raw and calibrated data. A step size of
0.1 and a maximum limit of 1,000,000 pattern presentations were used for all
trials. The mean results for these networks are reported in Table 9.9.
Calibrating the location data significantly improved the classification abilities
of the networks on both training and test examples. The networks based on
calibrated data consistently outperformed those using the raw data, although
the improvements were less dramatic for the unregistered signers. For this
reason the location network used in the final SLARTI system takes calibrated
input data.
Table 9.9 Mean classification accuracy of networks trained on the raw and calibrated
versions of the hand location data
Training set Reg. test set Unreg. test set
Raw data 71.7 69.7 64.5
Calibrated data 80.5 74.7 68.4
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The generalisation rate of 68-75% achieved on the calibrated data is still
significantly lower than that achieved on the handshape and orientation
classification tasks. Table 9.10 shows the breakdown of the misclassified
examples by the distance measure defined in section 9.3.3, whilst Table 9.11
is a confusion matrix for a sample network. In the confusion matrix only
locations which were misclassified are shown, with the actual location being
on the vertical axis, and the network's classification on the horizontal axis.
Table 9.10 Mean classification accuracy of the networks trained on the calibrated
data, broken down by the size of error
Error=0 Error=1 Error=2 Error=3
Training set 80.5 12.8 4.8 1.9
Reg. test set 74.7 15.6 6.7 3.0
Unreg. test set 68.4 19.2 9.5 9.2
Figure 9.11 Confusion matrix for a representative network trained on the calibrated
location data (matrix is for its performance on the training set; for clarity only
misclassified examples have been shown); actual class is on the vertical axis, and the
network's classification on the horizontal axis
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The confusion matrix indicates that the majority of the misclassifications
occur on the locations around the user's head and face. This can be explained
by two factors. First these locations are much smaller in size and in closer
proximity to each other than are the locations on the torso. Hence the
network needs a finer level of discrimination to accurately distinguish
between the facial regions. The second problem relates to the fact that the
location data provided by the Polhemus measures the location of the hand
relative to the electromagnetic source, and not relative to the user's body.
Hence any movement of the user's body may lead to confusion between the
various locations. This effect is most likely to be noticeable for the facial
locations, partly because they are physically closer to each other and also
because the user is more likely to move their head than their torso.
9.3.5 Possible improvements
The major failing of the networks described above is in distinguishing
between the different locations on the user's face. This is likely to pose a
problem in differentiating between some signs, for which the location is the
only distinguishing factor. There are several possible methods whereby the
network's performance in this area could be improved.
One possibility is to use a pair of networks to process location rather than the
single network described in the previous section. The first network is trained
to classify all of the non-facial locations as before, but all of the locations on
the face are represented by a single output node. The confusion matrix
shown in Table 9.11 shows that very few facial locations were misclassified
as non-facial locations by the basic network, and so it would be expected that
the accuracy of this network would be extremely high. A second network is
trained specifically to distinguish between the facial locations. If the first
network indicates that the location is on the face then the input data is
presented to the second network for a more specific classification. Adams
and Woolley (1994) applied this style of modular network architecture
(which they called 'waterfall' networks)  to the task of classifying galaxies. By
subdividing the classification task in this manner they found the system's
classification performance on the more difficult output categories could be
improved.
It may be possible to further improve the performance of this waterfall
system by providing the facial location network with additional inputs
which may help in the finer discrimination required to distinguish between
these locations.  One approach would be to add additional calibration, which
would take a position reading for each location on the user's face and pre-
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process the input data by calculating the hand position relative to these
reference points. The problem with this approach is that the location values
depend on the orientation of the hand. Therefore it would be necessary to
store separate sets of reference points for each possible orientation, and to
select which points to use to pre-process the location data based on the
output of  the orientation network.27 Whilst this approach may help to
improve the system's ability to classify hand location, it would greatly
increase the overhead involved in calibrating the system.
The waterfall network described above may improve the system's ability to
classify locations but due to the nature of the data being gathered it is
unlikely to achieve extremely high levels of accuracy. The basic problem is
that the only data being gathered is the position of the hand with relation to
the Polhemus source, and so the system cannot take into account any
movement of the user's head and body. This could be addressed by adding
extra tracking capabilities to the system.
One possibility would be to place additional Polhemus sensors on the user's
head and body, so that the position of the hand can be calculated with
respect to those reference points. An alternative approach would be to use a
visual tracking system based on a camera as this would allow a direct
comparison to be made between the location of the hand and the various
parts of the body. This would suffer from many of the same shortcomings as
the camera based hand-measuring systems described in Chapters 3 and 4,
particularly with regards to producing a portable system.
                                                
27 The hand direction has more influence on the location data than does the palm
orientation, and so it may prove sufficient to only store reference points for each of the three
hand directions which can be performed in the vicinity of the face.
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10 Classification of hand motion
This chapter describes the application of both recurrent and non-recurrent
neural networks to the classification of hand trajectories into the basic
motions used in Auslan. Within this chapter it is assumed that the motions
have been segmented so that the start and end-point of each sequence is
already known. Chapter 11 discusses the development of automated
segmentation techniques which allow the networks developed in this chapter
to be extended to the domain of continuous hand motions.
Section 10.1 describes a prototype network trained on a simplified version of
this task, while Section 10.2 deals with the process of creating the hand-
motion classification network which was used in the final version of SLARTI.
10.1 Prototype hand-motion classification network
The task of classifying hand motions was seen as possibly the most difficult
task to be performed by the networks within SLARTI, partly because of the
temporal nature of the data and also because so little work had previously
been done in this area (as opposed to tasks such as handshape recognition
which have been well covered in the literature). Therefore prior to
commencing development of the final hand-motion recognition network, a
prototype was developed to test the ability of the recurrent neural
architecture to handle a slightly simpler motion classification task.
10.1.1 Data gathering
The task of classifying hand motion was simplified in two ways. First the
number of different signers used to train and test the network was reduced
to three, to restrict the amount of variation which the network had to deal
with. Second the motions were not gathered from Auslan signs, but instead
the test subjects were asked to perform a specific motion. Again this would
have the effect of reducing the amount of variation between different
examples of the same motion.
16 different motions were recorded. These consisted of the hand being held
stationary at a location, straight-line motion in the six principal directions
(up, down, left, right, away and towards), back-and-forth motions along the
main axes, and circling movements in these axes (in both clockwise and
counterclockwise directions). The start and end of a motion were indicated
by the user via the switch on the CyberGlove's wrist (this was the only data
gathered from the CyberGlove which otherwise acted only as a mount for
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the Polhemus). 560 of these examples were used as a training set, and 320 as
a test set.
Rather than working directly from the raw data the three position values
from the Polhemus were pre-processed by calculating the difference between
the current location and the previous one. Using these differences as the
input to the network was intended to improve the system's spatial
invariance.
10.1.2 Network architecture
The recurrent architecture used was the general TOS model described in
Section 6.3.3. The network had 3 input nodes, completely interconnected to a
single layer of processing nodes. This layer consisted of 16 output nodes and
14 additional state nodes, and all nodes in this layer were recurrently
connected to every other node in the layer (including self-recurrent
connections). The processing nodes all used the symmetric sigmoid as an
activation function and the network was trained using the BPTT algorithm.
10.1.3 Recognition results
Ten networks were trained from different starting weights, with results as
summarised in Table 10.1.  A learning rate of 0.05 was used and the networks
were trained for a maximum of 50,000 pattern presentations. The results
show that the networks are capable of consistently achieving an extremely
high level of accuracy in classifying these hand motions, and generalise
exceedingly well to examples not seen during training.28 This was a very
encouraging set of results, and so the same network architecture and training
algorithm were also applied in developing the final hand-motion
classification network.
Table 10.1 Summary  of the classification rate of ten recurrent neural networks
trained to distinguish between 16 different hand motions
Training set Test set
Mean 95.9 98.9
Minimum 95.0 98.4
Maximum 96.6 99.4
                                                
28In fact performance on the test set exceeded that on the training set, which is unusual.
Closer examination of the data sets revealed that this was due to the inclusion of a number
of mislabelled examples in the training data. It would have been possible to correct these
errors and retrain the networks. However this was not deemed necessary given the
extremely high level of accuracy obtained by  the networks and their prototype status.
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10.2 Creation of the final hand-motion classification network
10.2.1 Data gathering
The data used to train the final hand-motion network varied in two respects
to that used to create the prototype networks discussed in the previous
section. First the data was gathered from the motion of the hand during the
formation of genuine signs, as it was felt this would increase the system's
accuracy when required to classify the motion component of actual signs
within the final system. The second difference was that a closer examination
of the Auslan dictionary revealed that the direction of rotation of the hand
during a circling motion was never a distinguishing factor between different
signs. Therefore the number of different motions to be classified was reduced
to 13. It should be noted that this network was still designed only to
recognise those hand motions which Stokoe described as directional or
circular. Hand-internal and wrist motions were not considered at this stage.
The requirement that the hand motions be measured during the act of
signing increased the time required to gather this data. Therefore in the
interests of efficiency it was decided to also gather at the same time the data
necessary for testing the full sign classification system, and for developing
techniques for automatically segmenting continuous sequences of signs.
This involved each user producing short sequences of four signs during
which data was recorded from both the CyberGlove and the Polhemus. The
start and end point of each sign in the sequence was marked by the signer
using a switch held in the non-signing hand. In this manner the continuous
signing data required for developing and testing the segmentation
techniques discussed in Chapter 11 was gathered. In order to produce the
segmented motions required for training the hand-motion classification
network this continuous data was post-processed to separate the individual
signs, as indicated by the manually generated segmentation points.
One other issue which had to be considered in gathering this data was the
timing of the data-gathering in the final system. When the SLARTI system is
applied to classifying actual signs in real-time, the output of the various
feature detection networks has to be calculated for each time frame of input
data. This will result in a slight delay before the CyberGlove and Polhemus
can be polled again. Although the recurrent architecture used to perform
motion recognition has some immunity to time-warped sequences, it was felt
that the performance of the final system would be improved if these delays
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were also included in the data gathered for training the network. Therefore a
forward pass through networks of the appropriate size was performed
between each sampling of the sensors during this data gathering process.
The final structure of the handshape, location and orientation networks had
been determined at this stage. However an estimate had to be made of the
size of the hand motion network. The earlier experiments with the prototype
network were used as indication of the likely number of nodes required for
the final network, and so a network with 3 inputs and 30 recurrent nodes
was used.
Examples were gathered from the same groups of registered and
unregistered signers used in the development of the handshape, orientation
and location networks. For each motion 4 examples were gathered from each
signer, yielding a registered signers' training and test set each containing  364
examples and an unregistered signers' test set of 156 examples.
10.2.2 Classification with a recurrent network
The same recurrent network architecture as used in the prototype motion
recognition experiments was applied to the new hand motion data. As before
the data was pre-processed so that the 3 inputs presented to the network
were the difference between the current position and the previous position.
Ten networks were trained from different starting weights, with results as
summarised in Table 10.2.  A step size of 0.05 was used and the networks
were trained for a maximum of 50,000 pattern presentations.
Table 10.2 Summary  of the classification rate of ten recurrent neural networks
trained to distinguish between 13 different hand motions
Training set Reg. test set Unreg. test set
Mean 89.7 78.6 63.4
Minimum 88.2 76.1 57.7
Maximum 91.8 81.9 68.6
 A comparison of Tables 10.1 and 10.2 reveals that the recurrent networks
failed to perform as well on the new hand motion data as they fared on the
prototype data. This can be explained by the nature of the data gathering
processes. The data gathered for the prototype system was from users
concentrating only on producing hand motions, whereas in the final hand
data the users were performing actual signs. Therefore it would be expected
that the motions were not performed as accurately in the second set of data
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gathering. In addition the prototype data was gathered from only three
users, whilst the second set of data was derived from  seven signers.
10.2.3 Classification with a non-recurrent network
The performance of the recurrent networks described in the previous section
was below the level expected to be required in order for the overall sign
classification to perform at a suitable level of accuracy. This failure was
somewhat surprising as a reasonably high level of classification accuracy
could be obtained from visual inspection of the input sequences. Therefore it
seemed that this failure was due mainly to deficiencies in the power of the
BPTT learning algorithm to find suitable weights for the recurrent network.
It was decided to compare the performance of these recurrent networks
against a non-recurrent architecture. However, given the length of the input
sequences (on the order of 15 to 25 time frames) the tapped-delay line
architectures described in Section 6.2.1 would contain an extremely large
number of weights and hence require a very large amount of training data in
order to ensure high levels of generalisation. Rather than engage in the
lengthy process of gathering more data, the decision made was to process the
existing data to extract suitable features from the input sequences and then
train a standard spatial network on these features.
After some experimentation an input vector of 8 features was found to
contain enough information to allow good rates of classification. The features
were designed specifically to reflect the characteristics of the motions which
were useful in visual classification of the data. Hence they measured
characteristics such as the total amount of motion relative to each of the three
axes, as this helped to separate circling and back-and-forth motions from
each other. The final  input vector is:
   The input vector I t =
ΔxtΣ
t =2
P
, Δy tΣt =2
P
, ΔztΣ
t = 2
P
, ΔxtΣ
t = 2
P
, ΔytΣt =2
P
, ΔztΣ
t = 2
P
, V t –V t – 1Σ
t =2
P
, P25
where
P is the length of the original data sequence
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Ten networks with a 8:8:13 architecture were trained using this pre-
processing method for 750,000 pattern presentations at a learning rate of 0.05.
The results of these networks are reported in Table 10.3.
Table 10.3 Summary  of the classification rate of ten non-recurrent neural networks
trained to distinguish between 13 different hand motions
Training set Reg. test set Unreg. test set
Mean 93.5 91.6 75.7
Minimum 92.9 90.4 74.4
Maximum 94.2 92.3 77.6
A comparison of Tables 10.2 and 10.3 shows that the combination of pre-
processing allied with a non-recurrent network produces much better
accuracy than the recurrent network, particularly with regards to
generalisation to the test set. In addition the time required to train the
recurrent networks is approximately five times as long as is needed for the
non-recurrent networks.29 For these reasons a non-recurrent network was
selected for incorporation into the final sign classification system discussed
in the next chapter.
These results highlight a major limitation of current neural network
methodologies, which is the difficulty in training recurrent networks to
perform complex tasks. This is an area which should be a focus for future
research because although recurrent architectures have several inherent
benefits as described in Chapter 6, their use is currently restricted by the
difficulties encountered in training. These results also indicate the benefits
which can be realised by combining neural network techniques with
problem-specific pre-processing of the input data.
                                                
29 In terms of pattern presentations the non-recurrent training is significantly longer at
750,000 pps to only 50,000 pps. However using connection crossings as the measure of
training time provides a more valid comparison, as it takes into account the difference in the
size of the networks, and the amount of calculations involved in the training process.
Training a non-recurrent net takes around 140,000,000 ccs as opposed to approximately
750,000,000 ccs for a recurrent network.
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11 Classification of signs
Chapters 9 and 10 of this thesis describe the creation of neural networks
which classify input data in terms of the fundamental features of signs –
handshape, orientation, location and motion. As depicted in Figure 8.1, the
final stage of the SLARTI system consists of classifying the input signing
sequence on the basis of these features. This chapter details the development
of this final sign classifier, and reports the performance of the SLARTI system
as a whole.
Section 11.1 deals with the creation of techniques for classifying signs on the
basis of the feature-vectors produced by the feature-extraction networks
described in Chapters 9 and 10. Sections 11.1.1 to 11.1.3 provide the
background and experimental details of this aspect of the research. Sections
11.1.4 to 11.1.6 discuss the nature of the sign classification algorithm, and
trial several different techniques of performing this task. Sections 11.1.6 and
11.1.7 then describe possible extensions to this classification algorithm to
reduce the number of misclassifications, and move the system towards the
domain of continuous signing.
Section 11.2 serves as a summary of the final state of the SLARTI system. It
details the structure and performance of the final system, compares it to the
previously developed systems examined in Chapter 4 and discusses possible
applications of the system.
11.1 Development of a sign classifier
11.1.1 Selection of the best feature-extraction networks
During the earlier research multiple networks were trained to perform each
feature classification task, to allow for analysis of the methodologies being
tested. During this development each network was trained on a data set
gathered from a set of registered signers, and tested on examples from the
same signers, and also on a test set from a separate group of unregistered
signers. In developing this final classifier only the best network for each
feature is employed. These networks are selected on the basis of their
performance on the test set of the registered signers. Selecting the final
network on the basis of its registered test set performance may appear to be a
form of 'cheating'. However the test examples used to assess the performance
of the final classifier based on these networks are independent from any of
the test sets used in selecting the best networks. Hence the earlier registered
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test sets essentially are used as validation sets in determining the best
network for inclusion in the overall classification system.
Table 11.1 Summary of the performance of the best network for each fundamental
feature (selected on the basis of performance on the registered  signers test set)
Training set Reg. test set Unreg. test set
Handshape 98.0 97.4 89.5
Orientation 94.5 91.6 89.2
Location 80.9 76.4 69.0
Motion 93.7 92.3 76.9
One possible source of bias would be if the network is selected on the basis of
its performance on the test set of unregistered signers, and these same
unregistered signers are also used to generate a test set for the overall
classifier. This could result in a bias in measuring the system's ability to
generalise to users not included in its original training. For this reason only
the performance on the test sets of the known signers are used in selecting
the final choice of network. Table 11.1 summarises the performance of the
selected networks on the training set and both test sets.
11.1.2 Selection of the vocabulary
The starting point for SLARTI's vocabulary was the list of 850 words from
the Basic English system developed by Ogden (1930, 1932). This simplified
version of English was designed as an international language, and is also
used as the foundation for Glove-Talk's vocabulary (Fels and Hinton, 1990).30
This initial vocabulary has been modified in several ways to improve its
suitability for this application. Basic English is designed with an emphasis on
scientific and commercial applications. Many of the words specific to these
fields would be of little use in a general communications device like SLARTI
and so they have been either removed from the vocabulary or modified to
make them more generally useful (eg 'addition' was changed to 'add'). Also
removed were some words (such as 'a' and 'the') which have no Auslan
equivalent. Furthermore it was necessary to merge some words (eg 'he', 'she',
                                                
30 Ogden's aim was to create a small, easily learnt, functional language as opposed to a truly
expressive international language such as Esperanto. In hindsight the failure of Basic English
to gain widespread acceptance is not surprising as in order to minimise the size of its
vocabulary Basic English relies heavily on overloaded words with multiple definitions. From
the point of view of the student learning the language, this effectively renders the
vocabulary much larger than its stated 850 words. However in the absence of a widely
available list of the most useful English words, Basic English does at least provide a starting
point for the design of a communication device's vocabulary.
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'it', 'this', 'that') which are distinguished in Auslan on the basis of context or
reference to physical surroundings, and which therefore cannot be separately
identified by SLARTI.
The remaining list was examined for completeness by attempting to express
simple everyday conversations and requests in terms of this vocabulary. Any
omissions thus discovered were added to the list. In addition a small number
of words specific to SLARTI were added, in order to aid in referring to the
system whilst using it. This was done primarily for use in demonstration of
the system, but may also prove useful if the system is in real use, as it is
likely questions would be asked about it.
Each word in the resultant vocabulary is then 'translated' into a sign using
the Auslan dictionary. At this stage it is also necessary to discard any signs
which required motions more complex than those recognised by the motion
classification network (eg signs such as 'lightning' and 'crack' involve tracing
quite complex paths as shown in Figure 11.1). Inherently two-handed signs
are also removed from the vocabulary, unless it is possible for the sign to be
distinguished purely on the basis of the actions of the dominant hand (eg
'argument' in which the hands are mirror images of each other).
Figure 11.1 The Auslan signs for 'lightning', 'crack' and 'argument'.
The remaining signs are then described in terms of the features recognised by
the feature extraction networks. The three spatial features are recorded for
both the start and end points of the sign.  Each sign is therefore described by
seven features, consisting of six spatial features and a motion description.
11.1.3 Data gathering
As mentioned in the previous chapter, the same data-gathering process was
used to acquire both individual motion and complete sign data. An initial set
of 52 signs was selected from SLARTI's intended vocabulary and a single
example of each sign was gathered from the ten volunteers. The signs were
recorded in randomly-determined sequences of four signs, with the start and
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end of each individual sign manually indicated by the signer using a switch
held in their left hand.
Unfortunately, a serious fault developed in the CyberGlove partway through
this process, which meant that whilst training sets were gathered from all 7
registered signers, test sets could be gathered from only 4 of the members of
this group.31 However it was possible to gather a test set from all 3
unregistered signers.
11.1.4 The unsuitability of neural networks for the final classifier
Given that the feature classification components of SLARTI discussed so far
are implemented using neural networks it would appear natural for the final
classifier to also use this technology. However the twin problems of
scalability and plasticity which inspired the modular design of SLARTI (see
Chapter 8), also make neural networks a poor choice for implementing this
aspect of the system.
The first difficulty in using a neural network to classify signs on the basis of
the features found by the other networks is the size of network which would
be required. A single input node is required for every possible class of each
of the 7 features produced by the feature-extraction networks. This means
that a total of 141 input nodes would be required to represent the 7
descriptive features found by the other networks (30 nodes each for the
starting and final handshape, 15 each for the starting and final orientation, 19
each for the starting and final location and 13 for the motion feature). A
single output node would be needed for each sign which was to be
recognised. Even for a relatively small number of signs such as 50, this
would give rise to a network with over 5000 weights (assuming a
conservative estimate of around 30 hidden units being required). The
network size in itself is not a problem as larger networks have been
successfully used, but an extremely large number of training examples
would be required in order to maintain the generalisability of such a
network.
This requirement magnifies the second problem, which is related to the non-
incremental nature of neural network learning. One of the fundamental
specifications for the SLARTI system is that the vocabulary should be
extendable rather than fixed. This requirement was one of the reasons that
                                                
31 At time of writing the CyberGlove is awaiting diagnosis and repair. The problem appears
to be related to an increased level of resistance in the strain-gauges which has become too
extreme to be compensated for by the interface unit's built-in calibration commands.
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SLARTI is based on feature extraction networks. The features found by such
networks are sufficient to describe the majority of Auslan signs, and hence
these components of the system will not require modification if the
vocabulary is to be extended. However if a network is also used for the final
classifier, then that network will have to be retrained on examples of both the
existing and new signs whenever the vocabulary is expanded. This will
require both a considerable period of computer time, and also the gathering
of examples for each of the new signs.
In order to avoid these shortcomings of current neural network
methodologies, the sign classifier is implemented using non-connectionist
pattern recognition methods. Hence the final SLARTI system is a hybrid
architecture combining neural networks with alternative techniques.
Funabashi et al (1995) proposed a taxonomy of hybrid systems based on the
manner in which the components of the system interact. The approach taken
in SLARTI is classified as a combination architecture, as the modules of the
system based on different techniques are sequentially connected together.
Many researchers have found that it essential to use hybrid architectures in
applying neural networks to complex real-world problems. One of the most
difficult problems explored in the literature is the recognition of hand-
written digits. Both Hinton et al (1992) and le Cun et al (1990) found that
hybrid systems outperformed purely connectionist techniques on this task.
Two alternative pattern-recognition techniques have been trialed for this
portion of the SLARTI system – the nearest neighbours algorithm and the
C4.5 decision-tree algorithm.
11.1.5 Nearest neighbours
Like neural networks, the nearest neighbours algorithm requires pre-
classified examples, but it does not require any training and therefore is
better suited to the task of implementing an extendable vocabulary of signs.
The nearest neighbours algorithm classifies an unknown input pattern by
directly comparing it to each of the known examples, measuring the distance
in feature space between the two patterns according to a distance measure. In
the most basic form of the algorithm (usually labelled 1-NN), the input
pattern is classified as being the same class as the closest known pattern. A
more sophisticated variant (k-NN) is implemented by selecting a set of the
closest stored patterns (the size of the set is determined by the parameter k)
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and classifying the input as belonging to the output class most commonly
represented in that set.32
For the purposes of this research both variants of the nearest neighbour
approach have been tested. As mentioned in Chapter 9, the training
examples used for the motion network are gathered from complete signs.
This data consists of 7 examples of each of the 52 initial signs which can be
re-used as the known examples for a k-NN system. These examples are
processed by the feature extraction networks, and the resultant feature
vectors used to build a k-NN classifier. Several trials were run to find the
optimum value for k, but it was found that a value of k=1 (equivalent to
simple nearest neighbours lookup) produced the best results, probably due
to the relatively small number of examples of each class.
A second classifier based on the 1-NN rule has also been developed and
tested. Rather than being based on feature vectors extracted from actual
signs, the feature vectors used are derived directly from the definition of the
signs in the Auslan dictionary (and hence can be seen as idealised forms of
the signs). This approach has two advantages over the classifier based on
actual examples. First the number of comparisons to be performed is smaller
and hence the classifier is faster. Second, and far more importantly, there is
no need to gather actual examples of new signs when they are added to the
vocabulary as all that is required is to add the definition feature vectors for
those signs to the list. This approach could not be used within a k-NN
system, as multiple examples of each output class are required.
Two different measures of distance are used within the NN classifiers. In the
first (labelled the simple distance measure or SDM) the seven features of each
example are compared, producing a distance of 0 if they match exactly and a
distance of 1 otherwise. Hence the distance between any two signs is an
integer in the range 0..7.
This distance measure treats any differences between the two signs as
equally important. However this fails to take into account the fact that certain
features are more important in distinguishing between signs, and that the
classification errors of the feature-classification networks are non-random.
Therefore a more sophisticated distance measure has been created, based on
                                                
32 Nearest neighbours is one of the most fundamental pattern recognition techniques and is
included in most text books on the subject. For a more rigorous description see, for example,
Devijver and Kittler (1982).
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an examination of the confusion matrices of the networks on the training
examples. This allows heavier penalties to be placed on differences which are
unlikely to be caused by network error (such as the majority of incorrect
motions), and lighter penalties on differences which are frequently confused
by the feature networks (such as locations which are spatially close to one
another). This is called the heuristic distance measure (HDM). Full details of
this distance measure are given in Appendix 1.
Both the simple and heuristic distance measures return integer results which
leads to the possibility of ties when distances are compared. In such cases a
random selection is made between the tied examples.
Table 11.2 Classification accuracy of the nearest neighbours variants, broken down
by signer
Definitions
(SDM)
Definitions
(HDM)
Training
set (SDM)
Training
set (HDM)
Reg. signers mean 79.4 94.2 86.5 93.3
Unreg. signers mean 68.0 85.3 78.8 81.4
Table 11.2 shows the performance of each of the different nearest neighbours
classifiers, on the registered and the unregistered signers' test sets. The
results from this table show that using the simple distance measure, the
classifier based on training examples outperformed that based on sign
definitions significantly on both the registered and unregistered signer test
sets. However the heuristic distance measure improves the performance of
the definition-based classifier dramatically to the extent where it becomes
more accurate than the classifier based on actual examples, particularly with
regards to the unregistered signers.
The ability of the HDM to outperform the classifier based on actual examples
is probably due to the limited number of examples used by the latter system.
Consider a group of signs which share the same handshape, but are
distinguished by other features. From examination of examples of all these
signs it may be obvious that the common handshape is frequently
misclassified as another handshape. However there may be no evidence of
this particular misclassification within the much smaller set of examples of
one particular sign using that handshape. Hence the example-based classifier
is likely to misclassify any test examples of that sign which contained the
wrong handshape. In contrast the HDM captures the information about that
misclassification and is more likely to correctly classify such a test example. It
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is to be expected that with a greater number of training examples the
difference in performance between these styles of classifier would be
reduced.
11.1.6 C4.5
The second classification algorithm trialed is the C4.5 inductive learning
system developed by Quinlan (1992). C4.5 builds and prunes a decision tree
on the basis of training examples. The process of generating the decision tree
is extremely fast in comparison to training neural networks, meaning that
creating a new decision tree every time the vocabulary is extended is a viable
proposition. Table 11.3 reports results for C4.5 using both the pruned and
unpruned versions of the tree, and both with and without the subsetting
option (this option allows each node in the decision tree to incorporate
multiple values of an attribute).
Table 11.3 Classification accuracy of the C4.5 algorithm broken down by signer
Standard
unpruned
Standard
pruned
Subset
unpruned
Subset
pruned
Tree size 649 397 140 133
Training examples 92.3 88.2 96.2 95.9
Reg. signers 83.8 81.7 80.2 80.2
Unreg. signers 66.1 64.7 69.9 70.5
A comparison of Tables 11.2 and 11.3 shows that all of the C4.5 decision trees
provide much lower classification rates than the nearest-neighbours
classifiers.  This is due to the nature of the data being classified. Quinlan
(1992) identified two basic types of classification tasks – P-type or parallel
problems in which all of the attributes must be considered simultaneously in
making a classification, and S-type or serial problems in which the need to
consider some features is dependent on the value of other features. Quinlan
observed that pattern-recognition techniques such as neural networks or
nearest-neighbours which inherently consider all attributes are better suited
to P-type problems, whereas techniques such as decision trees will be more
suited to S-type problems. Waugh and Adams (1993) and Collier and Waugh
(1994) confirm this general observation, although noting some data sets for
which the relationship does not hold.
The task of recognising the signs in SLARTI's vocabulary falls into the P-type
category as for each sign it is necessary to consider the majority of the
features. In addition the features themselves are noisy in nature, which can
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also cause problems for the C4.5 algorithm (Collier and Waugh 1994). These
factors explain the relatively poor performance of C4.5.
It is interesting to note that all of the decision trees generated by C4.5 use
motion as their primary key, indicating that it is the most useful feature in
discriminating between signs. Similarly the location features are used only in
the lower branches of the decision trees indicating that they contain less
useful information. This corresponds well to the observations of the data
leading to the development of the heuristic distance measure for the nearest-
neighbours classifiers.
11.1.7 Reducing the misclassification rate
In developing the Glove-Talk system Fels and Hinton (1993) noted that there
are two different errors which can be produced by the system - failing to
produce a spoken word for a sign made by the user, or speaking the wrong
word. They identify the latter as a more serious error, as the former is
relatively easily corrected by the user repeating the sign. Therefore they use
an output thresholding technique (such as described in Section 7.2) to tune
Glove-Talk to produce less misclassifications, at the cost of a higher rate of
unclassified signs.
A similar approach can be used within the final classifier of the SLARTI
system. In this case the nearest neighbours algorithm is being used rather
than a neural network, but the output thresholding is easily adapted by
applying the threshold to the distance between the sign and the nearest
neighbour found by the lookup algorithm. It is be expected that correct
classifications will be associated with smaller distances, and incorrect
classifications with larger distances. A range of thresholds have been applied
to the output of the nearest neighbours algorithm over the test sets. Examples
which result in distance values greater than the threshold are not classified
by the system. The effect of different thresholds on the number of signs
classified correctly, misclassified and rejected are summarised in  Figures
11.1 and 11.2.
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Figure 11.1 The effect of thresholding on the misclassification rate
Figure 11.1 shows that there is a near-linear relationship between the
magnitude of the threshold applied to the nearest neighbours distance and
the percentage of misclassified signs. Low magnitudes impose a very tight
restriction on the signs classified as the distance between the sign and its
nearest neighbour must be below the threshold, and so very few signs are
misclassified. As the threshold is relaxed by increasing its magnitude a
greater number of signs result in misclassification.
Figure 11.2 shows the relationship between the threshold magnitude, the
percentage of signs rejected (unclassified) and the classification accuracy. At
high thresholds very few signs are not classified, but as the threshold is
reduced the number of signs rejected grows rapidly. Reducing the threshold
has the effect of increasing the classification accuracy, particularly for the
unregistered signers. This accuracy is measured as a percentage of those
signs which are actually classified by the system, and therefore this trend
shows that the threshold is eliminating a greater proportion of misclassified
signs. By applying this threshold it is possible to reduce the number of signs
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which are misclassified, but at the cost of failing to classify a large percentage
of signs.
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Figure 11.2 The effect of thresholding on the rejection rate and classification
accuracy. The rejection rate is expressed as a percentage of the total test set, while the
classification rate is as a percentage of the signs which were actually classified.
The optimal threshold value will depend largely on the personal preferences
of the signer using the system, and the situation in which it is being used.
One benefit of using such a simple thresholding technique is that the
threshold value can quickly and easily be tuned whilst the system is in use to
adjust to the needs of the user.
11.1.8 Segmentation of continuous signs
The previous sections of this chapter discussed SLARTI's performance on the
task of recognising isolated signs. In order to recognise individual signs from
within a continuous sequence of signs in the current system it is necessary to
segment each of these signs by locating its start and end points within the
sequence.
Whilst this approach to segmentation is useful in the development of this
system, it would not be appropriate in a complete sign language recognition
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system for two reasons. First the use of a switch held in the left (or non-
dominant hand) would not be feasible were the system extended to consider
the actions of both hands. Whilst this problem can be rectified by using an
alternative switch device such as a rocker switch under the foot, the second
and more serious problem would remain. This is that the requirement to
press the switch to indicate the segmentation points imposes an unnatural
cognitive overhead on the user of the system, which prevents them from
signing with complete fluency.33
For these reasons it is desirable to develop an automated method of
segmenting continuous signing sequences. This chapter describes a potential
approach to this task, which arose from observations of the behaviour of the
prototype hand motion classification networks developed in Chapter 10.1.
Section 11.1.8.1 describes the results obtained from those prototype
networks, whilst Sections 11.1.8.2 and 11.1.8.3 deal with the application of the
segmentation technique to Auslan signs.
11.1.8.1 Anticipatory classification
An interesting feature of recurrent networks is that they produce an output
for each time-frame in a sequence rather than producing only a single output
at the end of the input sequence. By examining these intermediate outputs of
the network it may be possible to classify a sequence correctly before the end
of the sequence is actually reached. This has the benefit of reducing the
response rate of the network which can be important for real-time
applications. It may also have specific benefits for sign language and gesture
recognition as a foundation for identifying individual signs or gestures
within a continuous series of hand motions.
The anticipatory abilities of the prototype motion recognition networks
developed in Chapter 10.1 have been tested by applying a threshold to the
value of the highest output node at each time step in the sequence. If the
threshold is exceeded the sequence is classified as that motion and the rest of
the sequence is ignored. If the end of the sequence is reached without the
threshold being exceeded then the sequence is classified as usual on the basis
of the final output values. A range of different threshold values have been
examined on the test data for their hit rate (percentage of signs exceeding the
threshold), the accuracy of their classification and the speedup they obtain
                                                
33 The segmentation system currently used in SLARTI is less intrusive than the intermediate
gesture approach used by Davis and Shah (1993), but nevertheless would prevent the system
from being a totally natural communications device.
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(in terms of the percentage of the sequence actually processed prior to
classification). The results of these experiments are summarised in Table 11.4.
From these results it can be seen that it is possible to classify many of the
sequences well before their completion with relatively little impact on the
classification accuracy. For example by using a threshold of 0.25  the
network's response time is reduced by almost 40% whilst still maintaining a
classification accuracy of 99%. This ability of the network to classify motion
early in the gesture leads to the possibility of automatically detecting the end
of a gesture by performing this anticipatory classification and signalling the
end of the gesture when that output node falls below a second threshold
value. This removes the need for the user to manually flag the end point of a
gesture and greatly improves the flexibility of a gesture recognition system.
Table 11.4 Mean  results over ten networks of anticipatory classification  of test data
using different threshold values
Threshold Hit rate
(a)
% correct on
thresholded
gestures (b)
% speedup on
thresholded
gestures
Segmentation
accuracy
(a x b)
-0.4 100.0 21.5 11.9 21.5
-0.35 100.0 21.5 11.9 21.5
-0.3 100.0 39.4 19.8 39.4
-0.25 100.0 55.6 26.2 55.6
-0.2 100.0 68.7 31.0 68.7
-0.15 100.0 79.7 35.3 79.7
-0.1 100.0 88.0 39.6 88.0
-0.05 99.9 92.5 43.0 92.4
0 99.7 94.7 46.2 94.4
0.05 99.4 96.6 48.7 96.0
0.1 99.1 97.6 51.4 96.7
0.15 98.3 98.5 54.1 96.8
0.2 97.6 98.9 57.8 96.5
0.25 96.6 99.0 60.5 95.6
0.3 94.3 99.1 63.7 93.5
0.35 88.5 99.1 66.9 87.7
0.4 71.3 99.2 69.2 70.7
To implement a segmentation algorithm it is necessary to choose a threshold
which produces close to 100% both in gestures exceeding the threshold and
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in correctly classifying those gestures. The final column in Table 11.1
summarises performance in this area by multiplying the hit rate and
classification accuracy. For this problem thresholds in the range from 0.05 to
0.2 provide suitable performance in both of these categories (around 96-97%
segmentation accuracy), which means they could be used for detecting the
start of a motion. Due to the pre-segmented nature of the data used it is not
possible to test the ability of the network to detect the end of a gesture.34. A
possible extension to the thresholding algorithm which may be useful for
noisier data would be the inclusion of a temporal aspect to the threshold,
such that the network's output must remain above the threshold for a certain
period of time before the threshold is activated.
11.1.8.2 Automated end-point segmentation
Extending the work on the prototype network into a segmentation algorithm
for Auslan signs is an extremely difficult task, further complicated by the
limited accuracy of the recurrent network on recognising the motion element
of these signs. Therefore initially the problem is simplified, by assuming that
the user would manually indicates the start of each sign, and the
segmentation algorithm is only required to indicate the end of the sign.
As there is a known starting point indicated by the signer, the activation of
the recurrent units in the motion network can be initialised to a value of 0 at
that point. Figures 11.4 and 11.5 show the behaviour of the outputs of the
recurrent network on two example signs, starting from this initial position. In
the first example the network makes a clear separation between the different
classes, with only one output taking on a positive activation. In the second
example, however, the network has more difficulty in reaching a
classification, with one output node incorrectly being active early in the
sequence before being replaced by a second correct active output. This type
of network behaviour poses problems for segmentation as the system has to
realise that the initial classification is incorrect and wait for the correct output
node to become active.
                                                
34 The shortcomings of the data are explained by the fact that this work on segmentation is
inspired by observations of the behaviour of the recurrent networks after completion of the
original work on motion classification, rather than being pre-planned. Although it would
have been possible to have gathered more complete data this was deemed unnecessary as
these experiments would need to be replicated later on the genuine sign data, as reported in
Section 12.2.
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Figure 11.4 Activity of the recurrent network's output nodes over an example sign
and transition movement to the next sign. The first sign ends after 12 time steps.
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Figure 11.5 Activity of the recurrent network's output nodes over an example sign
and transition movement to the next sign. The first sign ends after 11 time steps.
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A method that can be used to combat these problems is to apply a
combination of magnitude and temporal thresholds to the maximum output
value produced by the network at each time-frame, as used in the work on
simulated handshapes in Chapter 7.1.3. The segmentation algorithm signals
the end of the sign only if the magnitude threshold is exceeded for the
consecutive number of frames indicated by the temporal threshold. This
serves to prevent the segmentation algorithm from responding to temporary
peaks in activation like that shown in Figure 11.5.
A range of different values have been tested for the magnitude and temporal
thresholds, producing the results shown in graphical form in Figures 11.6 to
11.8. Three possible results could be obtained for each sign – either the sign
may be unclassified if the segmentation algorithm did not detect the end of a
sign prior to the user signalling the commencement of the subsequent sign,
or if the sign was classified that result may be either correct or incorrect. The
figures show the results on the registered signers test set. The overall nature
of the results were similar for the unregistered signers, but with generally
higher rates of unclassified and misclassified signs.
The relationship between the thresholds and the percentage of unclassified
signs shown in Figure 11.6 is the simplest. An increase in the value of either
threshold reduces the possibility of that threshold being exceeded, and
therefore increases the probability of the sign being unclassified.
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Figure 11.6 Percentage of signs in the registered signers test set that are unclassified
using the segmentation algorithm to find the end of the sign
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Figure 11.8 Percentage of signs in the registered signers test set that are classified
incorrectly using the segmentation algorithm to find the end of the sign
The relationship between the number of correct and incorrect classifications
and the thresholds is somewhat more complicated, as shown in Figures 11.7
and 11.8. The overall trend is that an increase in the value of the thresholds
result in a decrease in the percentage of signs in these categories (clearly, as
higher thresholds result in more signs being unclassified). However a
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combination of low values for both thresholds also results in a drop in
correctly classified examples, and a corresponding increase in misclassified
signs. This is due to the segmentation being erroneously fired by a temporary
peak in activation early in the signing sequence, resulting in an error in the
motion feature and possibly misclassification of the final handshape,
orientation or location of the sign.
As can be seen from Figure 11.7 the best results (in terms of the number of
signs classified correctly) are obtained with a magnitude threshold of 0.15
and a temporal threshold of 3 time steps. This combination of threshold
settings also provides the best results for the unregistered test set. As the
results in Table 11.5 show, the classification rates are well below those
achieved by the SLARTI system on pre-segmented signs. This is partially due
to the need to use the recurrent motion classification network. Table 11.5 also
reports results for pre-segmented signs using the recurrent motion-
classification network in place of the more accurate non-recurrent version.
However most of the decrease in performance can be attributed to
inaccuracies in the segmentation algorithm.
Table 11.5 Relative performance of different combinations of segmentation technique
and motion recognition networks on the registered and unregistered signers test sets
Segmentation Motion
network
Test set Correct Misclassified Unclassified
Manual Non- Reg. 94.2 5.8 0.0
recurrent Unreg. 85.3 14.7 0.0
Manual Recurrent Reg. 91.9 8.1 0.0
Unreg. 83.3 16.7 0.0
Automated Non- Reg. 82.7 14.4 2.9
recurrent Unreg. 71.2 19.8 9.0
11.1.8.3 Fully automated segmentation
The next stage of the research is to extend this segmentation algorithm to
find both the start and end of signs. The method used is inspired by an
algorithm for detecting the end-points of words in speech developed by
Rabiner and Sambur (1975). Rather than attempting to locate the start of a
sign as the sign is actually commenced, the approach used is to wait until the
end of the sign has been detected by a thresholding system and then to back-
track to locate the start of the sign. This requires storing the sequence of
input data until the end of the sign is found.
177
In order to aid in detecting the start of signs, the recurrent network is reset to
its initial values after the end of the previous sign is found. It is observed that
the segmentation algorithm generally fires slightly before the manually
indicated end-point of the sign, and so a delay of 9 time steps is allowed
before resetting the network and beginning the search for the start of the next
sign. This is intended to allow the system to skip over some of the
transitional movement that occurs between signs.
Two back-tracking methodologies have been tested. The first is based on
observations over the training set of the mean time elapsed between the start
of the sign and the activation of the segmentation thresholds. This value is
used to determine a fixed period of time by which it is assumed the start
preceded the activation of the thresholds. When the thresholds fire, the input
data from the appropriate back-tracked time-frame is used to find the initial
features of the sign.
The second approach is to trace back in single time-steps from the end-point
and select a starting point based on the activity of the output units. The
manner in which this is done is to apply a threshold to the activity of the
output node which triggers the endpoint thresholds, and select as the
starting point the first time frame encountered in which that node's activity
falls below this threshold. The time-frame identified by this process is taken
to constitute the start of the sign, and the data from that time is processed by
the feature networks to produce the initial feature set of the sign.
Table 11.6 reports the results of applying both of these methods of finding
the starting point of a sign to the test sets of the registered and unregistered
signers. There are four possible categories into which the system's behaviour
can fall. Each sign can either be classified correctly, misclassified or the
system can fail to produce any output for that sign. In addition the system
may produce extraneous output when the segmentation algorithm is
incorrectly activated by the transitional movement between signs.
Table 11.6 Performance of the two algorithms for finding the starting point of signs
on the registered and unregistered signers' test sets
Method % correct % misclassified % missed % extraneous
Fixed-time Registered 60.1 31.7 3.9 8.2
Unreg. 51.9 34.6 7.1 7.7
Threshold Registered 64.9 26.9 3.9 8.2
Unreg. 51.3 35.3 7.1 7.7
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The results in Table 11.6 show that there is only a small difference in
performance between the two starting-point segmentation algorithms. Using
either method the percentage of signs correctly classified falls by about 20%
on both test sets relative to the accuracy achieved with manually indicated
segmentation points. In addition around 8% of the transitions between signs
result in false outputs being produced by the system.
Clearly the results obtained during these experiments are well below the
level which would be required for a practical continuous-sign-recognition
system. However the fact that such relatively crude techniques are promising
is a hopeful sign for the development of more accurate techniques.
The techniques described ignore a lot of information which can be used to
improve the accuracy of the segmentation. One of the most fundamental
shortcomings is that motion is the only feature of signing considered by these
methods. It should be possible to gain some improvement by also examining
the other features of the hand. For example, if a sign involves a change in
handshape this transition normally occurs early in the production of the sign
at the same time as any motion of the hand commences. Consequently an
algorithm which also considers the movement of the finger joints could
probably gain superior accuracy in detecting the start of any signs which
involve changes in handshape.
Another major weakness of the simple techniques tested is that they ignore
any contextual information about the sequence of signs. Clearly the nature of
the transitional movements between signs will largely be dependent on the
starting and ending positions of the signs being performed. Considering the
effects of the previous sign may well aid in recognising which subsequent
motions are transitional and which are the start of the next sign. In addition
more sophisticated systems may be able to make use of grammatical and
semantic constraints to improve segmentation performance, although this
would require a much greater knowledge of sign language grammar than
employed by any current systems.
One aspect of sign language which will complicate the process of segmenting
and recognising continuous sequences of signs is the level of coarticulation
involved in signing. The term coarticulation originated in speech studies, and
describes the phenomenon whereby the pronunciation of a word is affected
by the words spoken before and after it. The first situation is referred to as
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'carryover coarticulation' whilst the latter case is known as 'anticipatory
coarticulation'. Whilst there has been much study of  coarticulation in speech,
the presence of this phenomenon in sign language has been relatively lightly
researched, partly due to the lack of suitable tools for studying this effect.
Peters (1992) made use of instrumented glove technology to examine the role
of coarticulation in ASL fingerspelling. She found that carryover
coarticulation is far more frequently observed than anticipatory
coarticulation, as opposed to speech where the reverse is true. This has
implications for fingerspelling recognition systems as in order to obtain high
accuracy for fluent signers it is necessary to consider such coarticulatory
effects. Although similar studies have yet to be conducted for sign language
it is possible that similar behaviour will be observed. Obviously this would
have similar implications for recognition of continuous signs, as it would be
essential to consider the context of the previous sign within the segmentation
and recognition algorithms.
The manual segmentation scheme used in the current SLARTI system is
likely to diminish the amount of coarticulation, as the need to mark the start
and end of signs encourages the signer to produce each sign as a separate
entity. It is likely that a system incorporating automatic segmentation would
allow more fluent signing, and hence would have more need to consider
coarticulatory effects.
11.2 The final SLARTI system
11.2.1 SLARTI system structure and performance
As illustrated in Figure 11.9, the final SLARTI system consists of multiple
components connected in a modular architecture.
• SLARTI uses three input devices to gather information about the sign
being performed by the user:
• a CyberGlove worn on the signer's right hand which measures the
flexing of the joints of the hand and wrist 
• a Polhemus tracking system, with the sensor mounted on the
CyberGlove to measure the location and orientation of the signer's right
hand
• a toggle switch held in the signer's left hand and used to mark the
commencement and conclusion of each sign.
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Figure 11.9 Structure of the final SLARTI system
• Four spatial neural networks are used to extract the defining features of
the sign from the data produced by the CyberGlove and Polhemus:
• a handshape network which takes calibrated CyberGlove input, and
classifies it as one of the 30 primary handshapes used in Auslan 
• an orientation network which takes calibrated data from both the
CyberGlove and Polhemus, and classifies it as one of 14 possible hand
orientations
• a location network which takes calibrated data from both the
CyberGlove and Polhemus, and classifies it as one of the 19 primary
places of articulation used in Auslan
• a motion network which takes calibrated data from the Polhemus (pre-
processed to convert the temporal sequence of the sign into relevant
values), and classifies it as one of 13 possible motions.
• The features extracted from the sign data by the neural networks are
compared to a vocabulary of 52 sign definitions using the nearest
neighbours algorithm in combinations with a heuristic distance measure.
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This classifier outputs the final classification of the sign in the form of the
gloss of that sign.
Table 11.7 summarises the performance of each of the feature-recognition
networks, and the overall system for both the registered and unregistered
signers. The overall performance of the system significantly exceeds the
accuracy of some of the component networks, particularly the hand location
network. This is due to the combination of redundant features in the signs in
SLARTI's vocabulary, and also to the use of the heuristic distance measure
which takes into account the relative accuracy of the feature networks when
combining their outputs to produce the final classification.
Table 11.7 Classification accuracy of the final SLARTI system and of the four
component networks for the registered and unregistered signers
Reg. test set Unreg. test set
Handshape 97.4 89.5
Orientation 91.6 89.2
Location 76.4 69.0
Motion 92.3 76.9
SLARTI system 94.2 85.3
11.2.2 Comparison to other gesture-recognition systems
Table 11.8 replicates the summary of previous gesture recognition systems
given in Table 4.4, but for purposes of comparison also includes the
performance of the SLARTI system. The results reported in this table are for
the optimal version of SLARTI which utilises the nearest neighbours
classifier based on sign definitions, with the heuristic distance measure and
without any thresholding. The accuracy reported is for the registered signers'
test set, as the other systems included in the table did not attempt to
generalise to users not seen during system development.
The accuracy of the SLARTI system on registered signers is comparable to
that reported for the other hand-gesture recognition systems described in
this thesis. This is a very positive result as the nature of the gestures
recognised by SLARTI is considerably more complex than those recognised
by the other systems. As discussed in Chapter 4 the majority of these systems
recognise only gestures which are defined by static hand positions. Those
systems such as Glove-Talk which do recognise gestures which involve
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motion recognise fewer and less complex motions than those handled by the
SLARTI system.
Table 11.8 Comparison of the scope and accuracy of SLARTI and other sign
language and gesture recognition systems
System Vocabulary
size
Accuracy
SLARTI 52 94%
Glove-Talk 203 94%
Talking Glove 28 –
NTT/ATR 46 52-65%
Nebraska-Lincoln 395 96%
Fujitsu 10 96%
RMIT 37 94%
Central Florida 8 94%
Of the systems described only Glove-Talk and the Nebraska-Lincoln system
support a larger vocabulary of signs than SLARTI. However as outlined in
Sections 4.1.6 and 4.3, the results reported for the Nebraska-Lincoln system
are misleading due to the nature of the testing procedure and the unusually
high number of handshapes recognised by the system.
For this reason Glove-Talk provides a more accurate comparison with
SLARTI. Glove-Talk's vocabulary of 203 words is around 4 times as large as
SLARTI's current vocabulary. However those 203 words consist of
grammatical variations of only 66 base words, meaning that the basic
vocabulary of the two systems is of comparable size. In addition the SLARTI
system has been designed so as to allow expansion of the vocabulary. Glove-
Talk's approach of equating each base word with a particular handshape
means that in order to extend the vocabulary it is necessary to re-train the
system to recognise a greater range of handshapes. This involves a major
effort of gathering new data and retraining the appropriate networks, and
clearly there is a limit to the number of different handshapes which can be
added to the system. Any further additions to the vocabulary require the
system to recognise a wider range of motions, which involves a major re-
design of Glove-Talk's segmentation algorithm since it is dependent on the
nature of the motions currently recognised by the system.
The other major difference between the two systems is that Glove-Talk
recognises an artificial set of gestures specifically designed to reduce the
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complexity of the gesture-recognition task, whereas SLARTI is based on
signs from an actual sign language used by the Deaf community. This
increases the difficulty of recognising signs, but reduces the overhead in
learning to use the system.
Therefore SLARTI can be seen as superior to existing gesture-recognition
systems in two main respects. First, it achieves comparable recognition rates
even though the signs recognised are more complex than the gestures
classified by any other system. Second, the modular design of SLARTI makes
on-line expansion and modification of the system vocabulary practical which
greatly improves its potential for  real-world application.
11.2.3 Potential applications of SLARTI
Although the inspiration for the SLARTI system was the benefits which
would result from a sign language translation system, the creation of a
complete translator was not a goal of this project. Instead the aim was to
develop a prototype system which would demonstrate the feasibility of
recognising signs using the combined technologies of instrumented gloves
and neural networks. This section considers some potential applications of
the SLARTI system, in the light of the general discussion of applications of
hand gesture recognition given in Section 4.4. Sections 11.2.3.1 and 11.2.3.2
describe applications which could be developed around the current SLARTI
system, whilst Section 11.2.3.3 details the more long-term application of sign
language translation.
11.2.3.1 Sign language training system
In its current state the SLARTI technology could be applied to the
development of a training device for people learning the Auslan language.
The current vocabulary of signs is large enough to support novice signers,
and could be extended to make the system applicable to more advanced
students.
As described in Section 4.4 the correct formation of signs can be displayed to
a trainee signer using either video images stored on CD-ROM or computer-
generated graphics. The SLARTI system could be combined with either of
these display systems to form a learning aid. Having been shown the correct
formation of one or more signs, the student would then be prompted to
perform those signs. The resultant data would be processed by SLARTI to
classify the sign produced by the student. SLARTI is particularly well suited
to this task because of its use of feature extraction networks. If the sign made
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by the student is not recognised as that requested by the system, the
individual features can be examined to determine what mistake was made
by the student. In this way the system can provided detailed feedback to the
student regarding the nature of their errors. Sawbridge (1996) is currently
examining the potential of the SLARTI system for development into a
learning aid.
11.2.3.2 Gesture driven interfaces
Section 4.4.3 discussed several applications of gesture-recognition for use in
interfaces, ranging from virtual reality systems to robotic control. Although
SLARTI was initially inspired by and designed for the task of recognising the
Auslan sign language, the feature-based modular design of the system makes
it equally applicable to the creation of gesture-driven interfaces. The gesture-
based VR interfaces already in existence rely on a relatively small number of
simple gestures and hence limit the amount of control offered to the user.
SLARTI has the potential to increase both the number and complexity of
gestures incorporated into this style of interface, thereby providing more
freedom to the user of the system.
The features used to describe sign language are sufficiently general to also be
useful in describing suitable sets of gestures for this style of interface. This,
combined with the ease with which SLARTI's vocabulary can be modified,
would allow the rapid creation of interfaces based either on Auslan signs or
on a gesture set designed for a specific application. For certain applications it
may be necessary to consider aspects of gestures not recognised by the
current system such as the speed or amplitude of hand motions as well as
their form, as these additional features may allow a more natural mapping
onto the user tasks of that application.35 It should prove possible to
accomplish this by a straightforward extension of the techniques used to
process the existing features.
11.2.3.3 Sign language translation system
Section 4.4.1 identified three main areas in which current gesture recognition
systems need to be improved in order to create complete sign-language to
speech translation systems - the portability and robustness of the hardware,
                                                
35 The speed and stress of movements were not considered in this research as these
characteristics are not used to distinguish between signs in Auslan, but instead modify the
meaning of the sign in the same way that different stresses and intonations modify the
semantics of English speech. Hence interpreting the meaning of  these characteristics of signs
is highly dependent on an understanding of Auslan grammar and the context of the message
being signed, and was therefore beyond the scope of this project.
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the translation process and the recognition algorithms. This research has
focused on the last of these areas.
Section 4.4.1 further identified two main failings of current gesture
recognition systems with respect to the creation of sign-language translation
systems – the limited size of their vocabularies, and the inability to recognise
continuous sequences of signs. This research has taken steps towards
addressing both of these issues.
SLARTI's modular hybrid structure provides the system with a readily
extensible vocabulary which will greatly aid in creating a system which
recognises a number of signs sufficient enough for use in conversation.
Related to this need for a large vocabulary is the need for a translation
system to support finger-spelling. The current SLARTI system does not
provide this facility, but this is due to a lack of appropriate hardware rather
than inapplicability of the techniques used in SLARTI. Auslan uses a two-
handed manual alphabet which requires the sensing technology to be able to
measure the relative position of the signer's hands. This issue was not
addressed during this research due to the lack of suitable sending devices,
but it should be possible to apply similar techniques to those already used
for recognising one-handed signs by extending the number of features used
to define signs. The success of the current system suggests that there are no
insurmountable obstacles to the creation of a two-handed system.
The second major aspect of the algorithms to be improved is the ability to
segment signs so as to recognise the component elements of a continuous
sequence of signs. The techniques reported in Section 11.1.7 provide a first
step in extending hand gesture recognition into the domain of continuous
signing.
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12 Conclusion
The research described in this thesis has two main strands. Section 12.1
summarises those aspects of the research dealing directly with the creation of
the SLARTI sign language recognition system. Section 12.2 covers the second
element of the research: the more general neural network research which
arose out of the development of SLARTI.
12.1 The SLARTI system
The practical outcome of this research project is the SLARTI system, an
automated system for the recognition of manually-segmented Auslan signs.
A user wearing a CyberGlove equipped with a Polhemus sensor on their
right hand can perform Auslan signs, indicating the start and end of each
sign via a switch held in their left hand, and SLARTI produces the gloss
corresponding to each sign. SLARTI currently recognises a vocabulary of 52
Auslan signs, with an accuracy of around 94% on registered signers (those
which the neural networks within the system were trained on) and about
85% on unregistered signers (those not used in the training process).
SLARTI represents a significant improvement over the previous sign-
language and hand-gesture recognition systems described in Chapter 4. The
main advantages of the SLARTI system are:
• It achieves comparable or superior accuracy to existing systems whilst
recognising a wider range of gestures and motions than those systems.
The majority of existing systems recognise only simple handshapes or
gestures as opposed to the genuine Auslan signs handled by SLARTI.
• The vocabulary of SLARTI is larger than the majority of existing
systems. In addition the system structure is designed to facilitate
extension and modification of this vocabulary, which greatly increases
the range of applications in which SLARTI can be incorporated.
• Previous systems either recognise only single signs, or require the user
to perform special gestures between signs. This research has included
some preliminary investigations into extending the SLARTI system to
the domain of continuous sequences of signs or gestures.
As discussed in Section 11.2.3 the current SLARTI system is powerful and
flexible enough to be used as the foundation for sign-language training
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systems or gesture-based interfaces. In addition SLARTI represents a major
step towards the long-term goal of building a complete Auslan-to-English
translation system.
12.2 Neural network techniques
As anticipated as one of the aims of this project, the research for the SLARTI
system resulted in research into a number issues related to the application of
neural network techniques to complex real-world tasks.
12.2.1 System architecture
SLARTI utilises a modular architecture, and combines different pattern
recognition techniques into a hybrid system. Four neural networks are used
to process the sign data and classify it in terms of relevant features. The
feature vector produced by these networks is then classified as a sign using a
nearest neighbours classifier, based on sign definitions and a heuristic
distance measure. Many of the strengths of SLARTI discussed in Section 12.1
are due to this modular hybrid architecture.
The ease with which SLARTI's vocabulary can be extended or modified is a
direct result of the system's architecture. The features recognised by the
feature-extraction neural networks are sufficiently powerful to describe a
much more extensive vocabulary than is supported by the current system.
Therefore future extensions and modifications to the vocabulary need only
involve alterations to the nearest-neighbours classifier, rather than requiring
modification of the entire system. The use of a non-connectionist technique
for the final classifier also aids in this process as the nearest neighbours
classifier can be modified much more rapidly than could a neural classifier
which would require considerable training time. This ease of extension of the
vocabulary is a major improvement over most of the systems described in the
literature.
A related benefit of SLARTI's modular structure is that it allows for future
improvements to be made to individual components of the system without
requiring major modifications to the entire system. For example, in Section
9.3.5 it was noted that the performance of the hand location network could be
greatly improved by the addition of more position sensors on the user's head
and torso. If these sensors became available, incorporating them into the
system would only require changes to be made to the location network itself,
and to the aspects of the heuristic distance measure related to the location
feature.
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Many applications of neural networks to real-world tasks have used hybrid
systems as a means of overcoming the limitations of current connectionist
models. The SLARTI system serves as an example of the benefits of this
hybrid approach to developing connectionist systems – in this case the use of
the nearest neighbours classifiers avoids the problems with scaling and
plasticity which affect neural networks. The modular structure of the system
also has a major benefit in reducing the effort required to develop a complex
neural system. Dividing the system into several smaller networks reduces the
amount of resources required to train the system, in terms of both time and
the amount of training data required.
12.2.2 Neural network techniques
A number of more specific issues also arose out of the development of
SLARTI, and resulted in the research detailed in Chapter 7. The following
conclusions can be drawn from this research:
• Committees of neural networks can be used to improve on the
generalisation performance provided by single networks. It was shown
that these committees produce generalisation superior to the mean of
their component networks.
• The number of misclassifications produced by a neural network can be
reduced by applying a post-processing threshold to the outputs of the
network. Labelling some input patterns as 'unclassified' on the basis of
this thresholding procedure can increase the accuracy of classification
of those examples which are classified by the network.
• Neural networks can be applied to problems where one or more input
values may be missing in some examples. The best results are obtained
using the 'network estimate  substitution' technique which involves
training networks to estimate the value of the missing input from the
known values.
• Inputs to a network measuring cyclical data values such as compass
bearings or time of day should be encoded using two input values
based on either trigonometric or sawtooth functions rather than using a
single linear input value. These representations can both improve
network accuracy and reduce training time.
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• Network outputs corresponding to cyclical data values should be coded
as two trigonometric values, and decoded using the arctangent
function.
• Training time for recurrent networks can be reduced by intelligent
initialisation of the network's weights. A new algorithm for performing
this initialisation called Neural Transplant Surgery was proposed and
showed promising results on two simple temporal classification
problems. Extension to more complex tasks is an area for future
research.
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Appendix 1 Heuristic distance measure
Tables A1.1 to A1.4 summarise the heuristic distance measure used in the
nearest neighbours classifier within the final SLARTI system. In all of these
tables the features on the vertical axis correspond to the defined feature and
those on the horizontal axis are the classification produced by the
appropriate feature-extraction network.
Table A1.1 Heuristic distance measure for the handshape feature.  For clarity some
distances and handshapes are not shown in the table. Blank cells correspond to a
distance measure of 5 units. The handshapes omitted from the table are regarded as
being 5 units distant from all other handshapes
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Table A1.2 Heuristic distance measure for the orientation feature.
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Palm down, hand left 10 10 10 0 1 1 10 10 1 10 10 1 10 10 10
Palm down, hand away 10 10 10 1 0 1 1 10 1 10 10 10 10 1 10
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Table A1.3 Heuristic distance measure for the motion feature
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Table A1.4 Heuristic distance measure for the hand location feature.
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Appendix 2 Glossary
abduction — spreading of the fingers away from each other
anticipatory classification — classification of a temporal input sequence
prior to the completion of that sequence
Auslan — the sign language of the Australian Deaf community
backpropagation — a widely used supervised training algorithm which
modifies the behaviour of a neural network by adjusting its weights on
the basis of training examples (see Section 5.2.4)
Backpropagation Through Time — an extension of the backpropagation
algorithm which allows training of recurrent neural networks (see
Section 6.4.2)
co-articulation — the manner in which the formation of a word or sign is
altered by the preceding and subsequent words or signs
co-verbal gesture — a gesture performed simultaneously with speech to
clarify or modify the meaning of that speech
committee system — a method of combining the outputs of multiple neural
networks to improve generalisation performance
connection crossing — a unit of measurement of the time taken to train a
network, corresponding to the use of a weight on a connection in a
multiplication operation
CyberGlove — an instrumented glove manufactured by Virtual
Technologies which measures the degree of flex of the joints of the
fingers and hand
cyclical data — data in which the ordering of values is cyclical in nature,
such as the time of day, or compass bearings
deaf/Deaf — in uncapitalised form, the physical state of being hearing
impaired; in capitalised form, the cultural aspects of being deaf
distal interphalangeal — the outermost joint of each finger
fingerspelling — a method of spelling words letter-by-letter using hand
gestures
generalisation — the ability of a pattern recognition system to perform well
on data which it has not been trained on
gloss — the English word or phrase corresponding to a sign
handshape — a distinct configuration of the joints of the hand
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interphalangeal — the outermost joint of the thumb
metacarpophalangeal — the joint where the thumb and fingers meet the
palm of the hand
Neural Transplant Surgery — a method of training recurrent networks
based on 'transplanting' weights from non-recurrent networks (see
Section 7.5)
neutral space — the space in front of a signers face and torso where many
signs are located
pattern presentation — a unit of measurement of the time taken to train a
network, corresponding to the presentation of a single input pattern to
the network
place of articulation — the location on the signer's body or in neutral space
at which a sign is performed
Polhemus — a electromagnetic location and orientation tracking system
proximal interphalangeal — the middle joint of the fingers
registered signers — signers which were used in training the SLARTI system
Signed English — a manual form of English, based on English grammar
test set — a set of example input patterns used to test the generalisation
ability of a neural network after training
time-out — an upper limit placed on the amount of training allocated to a
neural network
training set — a set of examples input patterns used to train a neural
network
unregistered signers — signers which were used to test the SLARTI system,
but were not used in training the system
validation set  — an set of input examples never directly trained upon, but
used during the training process to select a time at which to cease that
process so as to avoid overtraining
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Appendix 3 List of abbreviations
ART Adaptive Resonance Theory
ASL American Sign Language
BPTT Backpropagation Through Time
BSL British Sign Language
ccs connection crossings
CPU central processing unit
DIP distal interphalangeal
FSM finite state machine
GIVEN Gesture Driven Interactions in Virtual Environments
HDM heuristic distance measure
HMD either Head Mounted Display or Hand Movement Description
IBL Instance Based Learning
IP interphalangeal
LLM Local Linear Mapping
MCP metacarpophalangeal
MNN Matcher Neural Network
NTS Neural Transplant Surgery
PIP proximal interphalangeal
pps pattern presentations
RI raw input memory
RMS root mean squared error
RTRL Real-Time Recurrent Learning
SDM simple distance measure
SE Signed English
SLARTI Sign Language Recognition system
SMU Sign Motion Understanding system
SPD Static Pose Description
SRN Simple Recurrent Network
TDNN Time Delay Neural Network
TOS transformed output and state memory
TS transformed state memory
VR virtual reality
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