Abstract. We consider divergence form uniformly parabolic SPDEs with VMO bounded leading coefficients, bounded coefficients in the stochastic part, and possibly growing lower-order coefficients in the deterministic part. We look for solutions which are summable to the pth power, p ≥ 2, with respect to the usual Lebesgue measure along with their first-order derivatives with respect to the spatial variable.
Introduction
We consider divergence form uniformly parabolic SPDEs with bounded VMO leading coefficients, bounded coefficients in the stochastic part, and possibly growing lower-order coefficients in the deterministic part. We look for solutions which are summable to the pth power, p ≥ 2, with respect to the usual Lebesgue measure along with their first-order derivatives with respect to the spatial variable. The present paper seems to be the first one treating the unique solvability of these equations without imposing any special conditions on the relations between the coefficients or on their derivatives.
This article in its spirit is similar to the author's recent articles [18] , [12] , [15] , and [16] and we spare the reader the common part of the comments about the literature, which can be found in the above references. The main idea, we use, originated from [18] and [12] and relies on application of special cut-off functions whose support evolves in time in a manner adapted to the drift terms. The paper consists of two parts: Sections 2 trough 6 are devoted to some general issues of the theory of SPDEs with growing coefficients and in Sections 7 through 9 we apply the results of the previous sections to show that the filtering equations corresponding to the Kalman-Bucy filter fall into the general theory.
In a sense the methods of the first part of the present article arose as a combination of the methods from [15] and [16] which allow us to combine the method used for PDE equations with irregular (VMO) higher-order coefficients, growing lower-order coefficients, and p > 1 with the methods which work in similar situation for SPDEs if p = 2. Since we are interested in higher regularity of solutions (see, for instance, Theorem 3.4) we use the power of summability p ≥ 2 and, in contrast with [15] , this forces us to require some regularity of the higher-order coefficients. Roughly speaking we need the second-order coefficients of the deterministic part of the equation belong to VMO in x and the first-order coefficients of the stochastic part to be uniformly continuous in x. In particular, the results of the present article do not generalize those of [15] .
On the other hand, if we drop all stochastic terms, then we obtain the results of [16] for p ≥ 2, which by duality, available for deterministic equations, allows one to extend the result to full range p > 1. Concerning the deterministic equations with growing coefficients in spaces with or without weights it is worth mentioning that (i) Equations in spaces with weights are treated, for instance, in [1] , [3] , [5] , [23] , and [25] for time independent coefficients, part of the result of which are extended in [6] to time-dependent Ornstein-Uhlenbeck operators;
(ii) Equations in spaces without weights are treated, for instance, in [24] , [26] , [27] , and [4] .
Some conclusions in the above cited papers are quite similar to ours but the corresponding assumptions are not as general in what concerns the regularity of the coefficients. However, these papers contain a lot of additional important information, which is probably impossible to obtain by using our methods.
The second part of the article is devoted to the Kalman-Bucy filter. One can say that one of the sources of interest in SPDEs with growing coefficients is Zakai's equation for filtering density in the case of partially observable diffusion processes. This equation has divergence form which makes it possible to use the results of the first part of the article. In a very particular case of Gaussian processes the filtering density is given by the Kalman-Bucy filter. Generally, part of the coefficients of filtering equations in case of Gaussian processes grow. When the coefficients of an SPDE grow, it is quite natural to consider the equations in function spaces with weights which would restrict the set of solutions in such a way that all terms in the equation will be from the same space as the free terms. There are very many articles which use this idea in L 2 -and L p -settings (see, for instance, [2] , [9] , [7] , [8] and the references therein). Unfortunately, the application of the spaces with weights do not allow one to treat filtering equations corresponding to the Kalman-Bucy filter even without the so-called cross terms when the operators Λ k t in (7.11) are of zeroth order. The main obstacle here is that the zeroth order coefficient of Λ k t is a linear function of x. In the general theory, which we develop in this article, we do not allow it to grow either and we use an auxiliary function to "kill" this coefficient. The construction of this auxiliary function exploits a specific structure of the equation and allows us to transform the general filtering equation (7.11) to its "reduced" form (8.1), which does not contain the zeroth order term in the stochastic part. After that one can use a simple change of the unknown function shifting the x variables in such a way that the stochastic part of (8.1) will disappear altogether and the equation will become a parabolic equation with time inhomogeneous and random Ornstein-Uhlenbeck operator. The fact that the operator is time inhomogeneous makes it impossible to apply any results based, for instance, on the semigroup approach and even specifically aimed at the Ornstein-Uhlenbeck operator, which one can find in the above mentioned recent articles such as [3] , [5] , [25] , or other results on elliptic operators with unbounded coefficients such as in [27] . The results of [2] are not applicable either because in [2] the zeroth-order coefficient is assumed to grow quadratically if the firs-order coefficients grow linearly. However, the results of [9] on general SPDEs with growing coefficients are applicable to the reduced form of the SPDE for the Kalman-Bucy filter and they provide existence and uniqueness theorems in Sobolev spaces with p = 2 and weights depending on t, x and ω. By the way, a drawback of using weights depending on t is that one cannot extract from the results for general SPDEs any result for deterministic elliptic equations.
If one concentrates on p = 2, then one can use the results from [6] where the Ornstein-Uhlenbeck time inhomogeneous operators are investigated in Sobolev spaces with Gaussian time dependent weight. Again this would allow one to investigate (8.1) in Sobolev spaces with p = 2 and weights depending on t, x and ω. We deal with any p ≥ 2 and do not use weights.
The article is organized as follows. In Section 2 we introduce basic notation, function spaces, and equations. Section 3 contains our main results concerning SPDEs. Section 4 contains the proof of Theorem 3.1 concerning an apriori estimate and Theorem 3.4 about regularity properties of solutions. In Section 5 we prove the existence Theorem 3.3.
In Section 6 we prove a version of Itô's formula which allows us to use the results of the previous sections to derive the filtering equation without using anything from the filtering theory itself. We do it by following [20] and [14] . In Section 7 we state our main result about the equation corresponding to Kalman-Bucy filter. We consider the so-called conditionally Gaussian process in the spirit of [22] . However, in contrast with [22] , our coefficients depend only on the current state of the two-component process under consideration and are not allowed to depend on the whole past of the observable component. In Section 8 we consider the "reduced" form (8.1) of the main filtering equation (7.11) . The results of the previous sections turn out to be applicable to (8.1) . In the final Section 9 we finish proving Theorems 7.1 and 7.4, part of assertions of the former being proved in Section 8.
General setting
Let (Ω, F, P ) be a complete probability space with an increasing filtration {F t , t ≥ 0} of complete with respect to (F, P ) σ-fields F t ⊂ F. Denote by P = P({F t }) the predictable σ-field in Ω × (0, ∞) associated with {F t }. Let w k t , k = 1, 2, ..., be independent one-dimensional Wiener processes with respect to {F t }. Let τ be a stopping time.
We consider the second-order operator L t
, (2.1) and the first-order operators
and given for k = 1, 2, ... (the summation convention is enforced throughout the article), where
Our main concern in the first part of the paper is proving the unique solvability of the equation
with an appropriate initial condition at t = 0, where λ ≥ 0 is a constant. The precise assumptions on the coefficients, free terms, and initial data will be given later. First we introduce appropriate function spaces. Fix a number p ≥ 2,
We use the same notation L p for vector-and matrix-valued or else ℓ 2 -valued functions such as
As usual,
where by Du we mean the gradient with respect to x of a function u on R d . Recall that τ is a stopping time and introduce
Remember that the elements of L p (τ ) need only belong to L p on a predictable subset of | (0, τ ]] of full measure. For the sake of convenience we will always assume that they are defined everywhere on | (0, τ ]] at least as generalized functions. Similar situation occurs in the case of W 1 p (τ ). The following definition is most appropriate for investigating our equations if the coefficients of L t and Λ k t are bounded.
, as the space of functions u t = u t (ω, ·) on {(ω, t) : 0 ≤ t ≤ τ (ω), t < ∞} with values in the space of generalized functions on R d and having the following properties:
In particular, for any φ ∈ C ∞ 0 , the process (u t∧τ , φ) is F t -adapted and (a.s.) continuous. In case that property (iii) holds, we write
Remark 2.1. The reader understands that if u is a generalized function on R d , then (u, φ) represents the result of the action of u on the test function φ ∈ C ∞ 0 . When u is a locally integrable function, (u, φ) is the integral of the product uφ. According to these notation 
Also introduce the spaces of initial data in the same way as in [11] .
Definition 2.2. Let u 0 be an F 0 -measurable function on Ω with values in the space of generalized functions on R d . We write u 0 ∈ tr W 1 p = tr W 1 p (F 0 ) if there exists a function v ∈ W 1 p such that dv t = (∆v t − v t ) dt, t ∈ R + , and v 0 = u 0 . In such a case we set
One knows that tr W 1 p is a Banach space, v in the above definition is unique and F 0 -measurable.
We give the definition of solution of (2.2) adopted throughout the article and which in case the coefficients of L t and Λ k t are bounded coincides with the one obtained by applying Definition 2.1.
4) are well defined and are finite for all finite t ∈ R + and the series converges uniformly on finite subinterval of R + in probability;
(ii) For any φ ∈ C ∞ 0 with probability one equation (2.4) holds for all t ∈ R + .
Observe that for any solution of (2.2) in the sense of the above definition and any φ ∈ C ∞ 0 the process (u t∧τ , φ) is continuous (a.s.) and F t -adapted. Also notice that, if the coefficients of L and Λ k are bounded, then any u ∈ W 1 p (τ ) is a solution of (2.2) with appropriate free terms since if (2.3) holds, then (2.2) holds (always in the sense of Definition 2.3) as well with
, f 0 t , and g k t , respectively.
Main results for SPDEs
are real valued, measurable with respect to F ⊗B(R d+1 + ), F t -adapted for any x, and c ≥ 0.
(ii) There exists a constant δ > 0 such that for all values of arguments and
where α ij = (1/2)(σ i· , σ j· ) ℓ 2 . Also, the constant λ ≥ 0.
(iii) For any x ∈ R d (and ω) the function
is locally integrable to the p ′ th power on R + = [0, ∞), where p ′ = p/(p − 1).
Notice that the matrix a = (a ij ) need not be symmetric. Also notice that in Assumption 3.1 (iii) the ball B 1 can be replaced with any other ball without changing the set of admissible coefficients b, b, c.
Recall that as is well known if u ∈ W 1 p (τ ), then owing to the boundedness of ν and σ and the fact that Du, u, g ∈ L p (τ ), p ≥ 2, the first series on the right in (2.4) converges uniformly in probability and the series is a continuous local martingale. Furthermore, if we denote it by m t , then for any
where the constants N depend only on φ, d, p, δ, and T .
There exists a function κ(r), r ∈ R + , such that κ(0+) = 0 and for any ω ∈ Ω, t ≥ 0, x, y ∈ R d , and i = 1, ..., d we have
The following assumptions contain parameters γ a , γ b ∈ (0, 1], whose values will be specified later. They also contain constants K ≥ 0, ρ 0 , ρ 1 ∈ (0, 1] which are fixed. Assumption 3.3. For any ω ∈ Ω, ρ ∈ (0, ρ 0 ], t ≥ 0, and i, j = 1, ..., d we have
Obviously, the left-hand side of (3.3) is less than
which implies that Assumption 3.3 is satisfied with any γ a > 0 if, for instance, a is uniformly continuous in x uniformly in ω and t. Recall that if a is independent of t and for any γ a > 0 there is a ρ 0 > 0 such that Assumption 3.3 is satisfied, then one says that a is in VMO.
We take and fix a number q = q(d, p) such that
, and (t, x) ∈ R d+1 we have
Obviously, Assumption 3.4 is satisfied if b, b, and c are independent of x. They also are satisfied with any q > d, γ b = 0, and ρ 1 = 1 on the account of choosing K appropriately if, say,
whenever |x − y| ≤ 1, where K 1 is a constant. In particular, Assumption 3.4 is satisfied if b, b, and c are globally Lipschitz continuous: 
such that, if the above assumptions are satisfied and λ ≥ λ 0 and u is a solution of (2.2) with initial data u 0 ∈ tr W 1 p and some
Remark 3.1. There is an unusual property of u t , which is nontrivial even if f j t = g k t ≡ 0. Namely, assume that g ≡ 0. Take a predictable ℓ 2 -valued process ξ t such that (ν t , ξ t ) ℓ 2 ≥ 0 and (ν t , ξ t ) ℓ 2 and (σ i· t , ξ t ) are independent of x (which happens, for instance, if ν = 0 and σ is independent of x) and τ 0 |ξ t | 2 ℓ 2 dt < ∞ (a.s.) and assume that Eρ τ (ξ) = 1, where Indeed, one can change the probability measure by using Girsanov's theorem. This will add a new drift term in the deterministic part of (2.2) and this additional drift depends only on (ω, t). This will also add the term −(ν t , ξ t ) ℓ 2 u t dt, where (ν t , ξ t ) ℓ 2 is nonnegative and also independent of x. Then the result follows immediately from Theorem 3.3. 
where
This result is a trivial consequence of Theorem 3.1 since, for any constant µ, the function v t := u t e −µt satisfies (2.2) with λ + µ, f j Remark 3.2. Theorems 3.1 and 3.2 provide uniqueness of solutions of (2.2). The apriori estimates (3.6) and (3.7) can also be used to investigate continuous dependence of solutions on the coefficients and other data.
To prove the existence we need stronger assumptions because, generally, Assumption 3.4 does not guarantee that
, and c are independent of x. We can only prove our Lemma 5.2 if we have a certain control on this expression. In general the continuity properties in t of the solution from Theorem 3.3 are unknown. For instance, we do not know if u t∧τ φ Lp is continuous (a.s) for any φ ∈ C ∞ 0 . However, under stronger assumptions we can say more about regularity of u. In the following theorem by H γ p we mean (1
Theorem 3.4. Under the above assumptions suppose that for each
Then the (unique) solution u possesses the following properties:
(iii) If p > 2 and τ is bounded and we have two numbers α and β such that
In particular, if p > d + 2, then (a) for any ε ∈ (0, ε 0 ], with
the norm of u t φ in this space is bounded as a function of t; (b) for any ε as in (a) (a.s.) for any
Observe that assertions (ii) and (iii) of Theorem 3.4 follow from assertion (i) proved in Remark 4.1. In case of assertion (ii) this is shown in [13] . The main part of assertion (iii) follows from assertion (i) and Corollary 4.12 [10] . By applying Sobolev's embedding theorems assertion (iii) (a) is obtained after taking α and β close to 2/p and (iii) (b) after taking α and β close to 1 − d/p. Our last main result on general SPDEs bears on the measurability of u t with respect to σ-fields which are smaller than F t . It will be used in Section 8 and this is the reason why we use the somewhat strange notationỹ t and b k t below. We suppose that all the above assumptions are satisfied with γ a and γ b taken from Theorem 3.1 and letF t , t ≥ 0, be a filtration of complete with respect to F, P σ-fields such that F t ⊃F t . Our aim is to show that sometimes u t isF t -adapted even if some terms in (2.2) are notF t -adapted.
However, the equation is assumed to have a special structure. The result is not surprising because in the notation, introduced below, equation
Theorem 3.5. Fix a number T ∈ (0, ∞). Assume that we are given an ℓ 2 -valued processb t which is F t -adapted, jointly measurable with respect to (ω, t), and such that |b t | ℓ 2 is locally square integrable on R + and Eρ T = 1, where
Suppose that Assumption 3.1 (i) is satisfied withF t in place of F t and the processesỹ
and suppose that b+b and c+c satisfy Assumption 3.4 with γ b from Theorem 3.1, for any x ∈ R d (and ω) we havec t (x) ≤ K, and the function
is locally integrable to the power
(ii) for any φ ∈ C ∞ 0 the process (u t∧τ , φ) isF t -adapted. Proof. Owing to the argument after Theorem 3.2 allowing us to introduce as large λ as we wish, assertion (i) follow immediately from Theorem 3.3.
To prove (ii) we use a change of measure. DefineP (dω) = ρ T (ω) P (dω), notice that by Girsanov's theorem the processesỹ k t , t ≤ T , are independent Wiener processes with respect toP , F t . By assumption they areF t -adapted and sinceF t ⊂ F t the incrementsỹ k t+s −ỹ k t are independent ofF t if s ≥ 0. Thus (ỹ k t ,F t ) are independent Wiener processes. IntroduceẼ as the expectation sign relative toP .
After rewriting (3.8) in form (3.9) and applying Theorems 3.1 and 3.3 we get that there exists a unique solutionũ of (3.8) with initial data u 0 relative to {F t } in the sense of Definition 2.3 on the new probability space, that is with L p (τ ) and
, where the norms in these spaces are defined as
raised to the power 1/p, respectively. Now for n ≥ 2 we introduce F t -stopping times
and observe that
Similar estimates hold if we replace L p with W 1 p . By recalling thatF t ⊂ F t , we conclude thatũ is a solution of (3.8) relative to {F t } with τ n in place of τ . By uniqueness, in the sense of distributionsũ t I t≤τn = u t I t≤τn for almost all (ω, t), that is, (ũ t , φ)I t≤τn = (u t , φ)I t≤τn for almost all (ω, t) for each fixed φ ∈ C ∞ 0 . Then it follows from the integral form of (3.8) that for each φ ∈ C ∞ 0 with probability one (ũ t∧τn , φ) = (u t∧τn , φ) for all t. Upon letting n → ∞ we replace τ n with τ and it only remains to observe that (ũ t∧τ , φ) isF t -measurable. The theorem is proved.
The following is almost identical to Remark 3.5 of [15] .
Remark 3.6. We do not use the spaces with weights. However, there is a trivial and since very long time known way how to use results like ours for treating equations in spaces with weights. For instance, let ψ t (x) > 0 be a nonrandom smooth function on R d+1 . Introduce, ∂ t = ∂/∂t,
Suppose that, if we replace b, b, c, and ν withb,b,ĉ, andν, respectively, then Assumptions 3.1, 3.4, and 3.5 are satisfied with γ a and γ b from Theorem 3.1. Finally, assume thatf j ,ĝ ∈ L 2 (τ ) and u 0 ψ 0 ∈ tr W 1 p . Then it turns out that for λ ≥ λ 0 (λ 0 is taken from Theorem 3.1) equation (2.2) has a unique solution u such that uψ ∈ W 1 p (τ ). This fact is almost trivial since u satisfies (2.2) if and only if v := uψ satisfies the version of (2.2) which is obtained as the result of the replacements described above and also the replacement of f j , g withf j ,ĝ, respectively. In addition, the natural estimate of the W 1 p (τ )-norm of v gives an estimate of u in an appropriate space with weights.
As a specification of the above, in the setting of Remark 3.3 take a T ∈ (0, ∞), set τ = T , and for θ ∈ (0, ∞) introduce
Obviously, D i ln ψ are bounded for t ≤ T . Furthermore, it is not hard to see that if θ is large enough, thenĉ t ≥ 0 for t ≤ T . Also, if |x − y| ≤ 1, then owing to the fact that |D ij ln ψ t (x)| ≤ N (1 + |x|) −1 for t ≤ T , where N is a constant, we have
Estimates similar to this one show thatb,b, andĉ satisfy Assumption 3.4 for t ≤ T . By what is said in the beginning of the current remark, if
. To the best of the author's knowledge even in this special case the result in this generality was not known before.
Proof of Theorems 3.1 and 3.4
In this section we suppose that Assumptions 3.1, 3.2, 3.3, and 3.4 are satisfied with some γ a , γ b ∈ (0, 1] and start by showing that the requirement (i) of Definition 2.3 is automatically satisfied for any u ∈ W 1 p (τ ). Take a nonnegative ξ ∈ C ∞ 0 (B ρ 1 ) with unit integral and definē
We may assume that |ξ| ≤ N (d)ρ
By the way, Remark 2.1 now shows that under the conditions of Theorem 3.4 for any solution u of (2.2) and φ ∈ C ∞ 0 with support lying in a ball of radius ρ 1 we have uφ ∈ W 1 p (τ ). Of course, the restriction on the size of support of φ is easily removed and this proves assertion (i) of Theorem 3.4.
Lemma 4.1. Let R ∈ (0, ∞). Then there exists a sequence of bounded stopping times τ n → ∞ such that for any Proof. By having in mind partitions of unity we convince ourselves that it suffices to prove (4.5) under the assumption that φ has support in a ball B ρ 1 (x 0 ). Observe that by (4.4) and Hölder's inequality
It follows again by Hölder's inequality that
After that, in what concerns b and c, it only remains to recall Assumption 3.1 (iii). Similarly the integral of |(b i s D i u s , φ)| is estimated by using (4.3) and the lemma is proved. 
) for any n. This result will be used in Section 5. Now we prove Theorem 3.1 in a particular case. 
Proof. First let c ≡ 0. We want to use the Itô-Wentzell formula to get rid of the first-order terms. Observe that (2.2) reads as
(4.7) Recall that from the start (see Definition 2.3) it is assumed that u ∈ W 1 p (τ ). Then one can find a predictable set
Replacing f j , g, and D i u in (4.7) with I A f j , I A g, and I A D i u, respectively, will not affect (4.7). Similarly one can treat the term h t = (b i t + b i t )u t for which
s.) for each T ∈ R + , owing to Assumption 3.1 and the fact that u ∈ L p (τ ).
After these replacements all terms on the right in (4.7) will be of class D 1 and D 2 as appropriate since a and σ are bounded (see the definition of D 1 and D 2 in [17] ). This allows us to apply Theorem 1.1 of [17] and for
Obviously,û is in W 1 p (τ ) and its norm coincides with that of u. Equation (4.8) shows thatû ∈ W 1 p (τ ). Next observe that owing to (3.3), for any ω ∈ Ω, ρ ∈ (0, ρ 0 ], t ≥ 0, and i, j = 1, ..., d we have
which in terms of [11] implies that the couple (â,σ) is (ε, ε)-regular at any point of R + × R d for any ε ∈ (0, ρ 0 ]. Then owing to our Assumptions 3.1 (ii) and 3.2 one can choose ε = ε(δ, κ) ∈ (0, ρ 0 ] so that Assumption 2. 
where N = N (d, δ, p, κ, ρ 0 ). This coincides with (3.6) and proves the lemma in case c ≡ 0.
In the general case observe that owing to Assumption 3.1 (iii) there exists a sequence of stopping times τ n ↑ τ such that τn 0 c s ds ≤ n.
Clearly, if we can prove (3.6) with τ n in place of τ , then by passing to the limit we will get (3.6) as is. Therefore, without losing generality we assume that
Then introduce
By the above argument we haveū := ξu ∈ W 1 p (τ ) and
By the above result for any stopping time
If needed, one can enlarge the original probability space in such a way that there will exist an exponentially distributed, with parameter one, random variable η independent of {F t , t ≥ 0}. We assume that the enlargement is not needed and define
Notice that {ω : ψ s > t} = {ω : τ > t, φ t < s}. Hence {ω : τ ′ > t} = {ω : τ > t, φ t < η}.
It follows that τ ′ is a stopping time with respect to F t ∨ σ(η). Furthermore, for any nonnegative predictable (relative to the original filtration F t ) process h t we have
This and (4.9) immediately lead to (3.6) and the lemma is proved.
To proceed further takeb,b, andc from (4. 12] we have |h t (x)| ≤ K(t)(1 + |x|), where for each ω the function K(t) = K(ω, t) is locally integrable with respect to t on R + . Owing to these properties the equation
for any (ω and) (t 0 , x 0 ) ∈ R d+1 + has a unique solution x t = x t 0 ,x 0 ,t . Obviously, the process x t 0 ,x 0 ,t , t ≥ t 0 , is F t -adapted.
Next, for i = 1, 2 set χ (i) (x) to be the indicator function of B ρ 1 /i and introduce χ
By using the above results and reproducing the proofs of Lemma 5.5 of [15] , where p = 2 and SPDEs are treated, and Lemma 5.8 of [16] , where p is general but only PDEs are considered, we easily obtain the following. 11) where N is a constant depending only on d, δ, p, ρ 0 , and κ and N * depends only on the same objects, γ b , ρ 1 , and K.
Upon integrating through equation (4.11) with respect to x 0 and repeating the arguments in the proofs of Lemma 5.6 of [15] or Lemma 5.9 of [16] we obtain the following result in which M 1 (d, ρ 1 , K) is the constant introduced before Lemma 4.4. 
where N is a constant depending only on d, δ, p, ρ 0 , and κ and N * depends only on the same objects, γ b , ρ 1 , and K.
Proof of Theorem 3.1. First we show how to choose an appropriate 
To proceed further assume that
After γ b has been fixed we recall that
For s ∈ R define ζ s t = ζ(t − s), u s t (x) = u t (x)ζ s t . Obviously, u s t = 0 if 0 ≤ t ≤ s + ∧ τ . Therefore, we can apply (4.13) to u s t by taking s 0 = s + and observing that
We also use the fact that for t ≥ 0, as is easy to see, I s + (t)ζ s t = ζ s t . Then for and λ ≥ λ 0 = λ 0 (d, δ, p, ρ 0 , κ), where λ 0 (d, δ, p, ρ 0 , κ) is taken from Lemma 4.3, we obtain
We integrate through this relation with respect to s ∈ R, use (4.15) and
Then we conclude
Without losing generality we assume that N 1 ≥ 1 and we show how to choose λ 0 = λ 0 (d, δ, p, ρ 0 , ρ 1 , κ, K) ≥ 1. Above we assumed that λ ≥ λ 0 (d, δ, p, ρ 0 , κ), where λ 0 (d, δ, p, ρ 0 , κ) is taken from Lemma 4.3. Therefore, we take
. Then we obviously come to (3.6) (with u 0 = 0).
A standard method to remove assumption (4.14) by subtracting from u the solution of the heat equation dv t = (∆v t −v t ) dt with initial data u 0 does not work because it leads to subtracting the terms Formally, we need to have Wiener processes on [0, ∞) and after shifting they will be defined only on [1, ∞) (and satisfy w k 1 = 0). Therefore, we augment if needed our probability space in such a way that we may assume that there are Wiener processesw 1 t ,w 2 t , ..., t ≥ 0, independent of {F s , s ≥ 0}. Then define Fw t as the completion of σ(w s : s ≤ t), 
, where λ ≥ λ 0 with λ 0 determined in the first part of the proof. We define all other coefficients with hats and the free termsĝ k t to be zero for t ∈ [0, 1]. Notice that forû t = tv 1−t , t ∈ [0, 1], we have
Moreover,û 0 = 0,û 1 = u 0 , andû t isF t -adapted. Therefore, naturally we defineû t = u t−1 for t ≥ 1.
It is easy to see that if we construct the operatorsL t andΛ k t from the coefficients with hats, then
By the first part of the proof
Lp ). It only remains to notice that the last term is dominated by N u 0
The theorem is proved.
Proof of Theorem 3.3
Throughout this section we suppose that the assumptions of Theorem 3.3 are satisfied.
Owing to Theorem 3.1, implying that the solution in W 1 p (τ ) is unique, and having in mind setting all data equal to zero for t > τ , we see that without loss of generality we may assume that τ = ∞. Set
We need two auxiliary results.
Lemma 5.1. For any T, R ∈ (0, ∞) (and ω), we have
This lemma is proved in the same way as Lemma 6.1 of [16] on the basis of Assumptions 3.1 (iii) and 3.4 and the fact that q ≥ p ′ .
The solution of our equation will be obtained as the weak limit of the solutions of equations with cut-off coefficients. Therefore, the following result is relevant.
, and c mt = χ m (c t ). Then there is a sequence of bounded stopping times τ n → ∞ such that, for any n, the functions converge weakly in the space
respectively.
Proof. Let R be such that φ(x) = 0 for |x| ≥ R. We take τ n → ∞ such that each of them is bounded, they are smaller than the ones from Lemma 4.1, and are such that the left hand side of (5.1) with T = τ n is less than n.
By Corollary 4.2 and by the fact that (strongly) continuous operators are weakly continuous we obtain that Observe that by the choice of τ n we have
It follows by the dominated convergence that η s (
This implies (5.4). Similarly, one proves our assertion about the remaining functions in (5.2). The lemma is proved.
Proof of Theorem 3.3. Recall that we may assume that τ = ∞. Since the case p = 2 is dealt with in [15] (under much milder assumptions), we also assume that p > 2. Define b mt , b mt , and c mt as in Lemma 5. By Theorem 3.1 we also have
where N is independent of m. Hence the sequence of functions u m is bounded in the space W 1 p and consequently has a weak limit point u ∈ W 1 p . For simplicity of presentation we assume that the whole sequence u m converges weakly to u.
Take a φ ∈ C ∞ 0 . Then by Lemma 5.2 for appropriate τ n we have that the functions (5.2) converge to (5.3) weakly in L p (| (0, τ n ]]) as m → ∞ for any n. Owing to (3.2) and the fact that bounded linear operators are weakly continuous, the stochastic terms in the equations for u m t also converge weakly in L p (| (0, τ n ]]) as m → ∞ for any n. Obviously, the same is true for (u m t , φ) → (u t , φ) and the remaining terms entering the equation for u m t . Hence, by passing to the weak limit in the equation for u m t we see that for any φ ∈ C ∞ 0 equation (2.4) holds for almost any (ω, t). Until this moment Assumption 3.5 was not needed. We will need it in order to be able to apply Theorem 3.1 of [19] and find an appropriate modification of u t .
Take a ψ ∈ C ∞ 0 and observe that uψ ∈ W 1 2 (T ) and gψ ∈ L 2 (T ) for any T ∈ (0, ∞) which implies that
is well defined as an L 2 -valued continuous martingale such that for any φ ∈ L 2 with probability one
for almost all (ω, t), where u * s is a function with values in the space of distributions on R d defined by
Next, take an R ∈ (0, ∞) and let W −1
Estimate (4.6) combined with the facts that, p ′ < p and that one can cover B R with finitely many balls of radius ρ 1 shows that for any φ ∈ C ∞ 0 (B R )
where N is independent of ω, s, u s , φ. Due to the arbitrariness of φ and the fact that
Here the right-hand side is locally summable on R + to the power p ′ (a.s.) owing to Assumption 3.5, Hölder's inequality, and the fact that u ∈ W 1 p . Similar statements are true for
, by Theorem 3.1 of [19] we get that there exist an event Ω ψ of full probability and a continuous L 2 (B R )-valued F t -adapted process u ψ t such that u ψ t = u t ψ as L 2 (B R )-valued functions for almost all (ω, t) and for any ω ∈ Ω ψ , t ∈ R + , and φ ∈ C ∞ 0 (B R ) we have
Take a ψ ∈ C ∞ 0 such that ψ(x) = 1 for |x| ≤ 1 and for k = 1, 2, ... define ψ k (x) = ψ(x/k) and
Clearly, P (Ω ′ ) = 1. We will further reduce Ω ′ in the following way. Obviously (see (5.5)), if ψ ′ , ψ ′′ ∈ C ∞ 0 and ψ ′ = ψ ′′ on B R and φ ∈ L 2 is such that φ = 0 outside B R , then with probability one we have (m
Let Φ be the union over n = 1, 2, ... of countable subsets of C ∞ 0 (B n ) each of which everywhere dense in L 2 (B n ). For φ ∈ C ∞ 0 denote d(φ) the smallest radius of the balls centered at the origin containing the support of φ. Then by the above for φ ∈ C ∞ 0 the events
, we have that for ω ∈ Ω ′′ , t ∈ R + , and any φ ∈ C ∞ 0 (B n ) it holds that (m
Then (5.7) implies that for any ω ∈ Ω ′′ , t ∈ R + , and φ ∈ C ∞ 0 (B n ) we have (u ψ j t , φ) = (u ψ k t , φ) for all j, k ≥ n. In particular, for any ω ∈ Ω ′′ , t ∈ R + , n = 1, 2... it holds that u ψ j t = u ψ k t as distributions on B n for j, k ≥ n and there exists a distributionū t on R d such thatū t = u ψ k t on B n for all k ≥ n. Since u ψ k t = u t ψ k for almost all (ω, t), we have thatū t = u t (as distributions on R d ) for almost all (ω, t). The inclusion u ∈ W 1 p now yieldsū ∈ W 1 p . It also follows from (5.7) that if ω ∈ Ω ′′ , t ∈ R + , and φ ∈ C ∞ 0 is such that φ = 0 outside B n , then for any j ≥ n
By having in mind (5.5) we conclude that for any φ ∈ C ∞ 0 with probability one for all t ∈ R +
Now it only remains to observe that sinceū s = u s for almost all (ω, s), we can replace u s withū s in the above equation. The theorem is proved.
6. Itô's formula for the product of two processes of class W 1 2,loc (τ ) The results of this section will be used in a few places below, in particular, in the proof of Lemma 8.5. Recall that the spaces W 1 p (τ ) are introduced in Definition 2.1. Let τ be a stopping time and let u,ũ, f j ,f j , g = (g 1 , g 2 , . ..), g = (g 1 ,g 2 , . ..) be some functions such that for any φ ∈ C ∞ 0 we have φu, φũ ∈ W 1 2 (τ ), φf j , φf j ∈ L 2 (τ ), j = 0, ..., d, and φg, φg ∈ L 2 (τ ). Assume that in the sense of generalized functions
where h t := (g t ,g t ) ℓ 2 , in the sense of generalized functions, that is, for any φ ∈ C ∞ 0 , with probability one,
Proof. To prove (6.1), we only need to consider the case thatũ = u. Indeed, then by writing down the stochastic differential of |u t + λũ t | 2 , where λ is an arbitrary constant, and comparing the coefficients of λ, we would come to (6.1). In other words, to prove (6.1), we need only prove that for any φ ∈ C ∞ 0 with probability one
for all t. Next, observe that for any ψ, φ ∈ C ∞ 0 , with probability one
for all t. This means that d(ψu t ) = (ψf By well-known results, in particular, by Itô's formula (see, for instance [13] ) there is a set Ω ′ ⊂ Ω of full probability such that
(ii) for all t ∈ [0, ∞) and ω ∈ Ω ′ , Itô's formula holds:
This proves (6.2) if we replace there φ with ψ 2 . However, for any φ ∈ C ∞ 0 one can find ψ 1 , ψ 2 ∈ C ∞ 0 such that φ = ψ 2 1 − ψ 2 2 . Indeed, one can take sufficiently large N, R > 0 and take ψ 1 (x) = exp(−(R 2 − |x| 2 ) −1 ) for |x| < R and ψ 1 (x) = 0 for |x| ≥ R and define ψ 2 = (ψ 2 1 − φ) 1/2 . This implies that (6.2) holds for any φ ∈ C ∞ 0 with probability one for all t and proves the theorem.
Corollary 6.2. Let u, f, g be as in Theorem 6.1, let a nonrandom ψ ∈ W 1 2 , and let a random process x t be given as
Then in the sense of generalized functions
where ψ t (x) = ψ(x + x t ) and 2a ij t = σ ik t σ jk t . Indeed, observe that by Itô's formula and the stochastic Fubini theorem, for any φ ∈ C ∞ 0 ,
where the coefficient of ds equals
Furthermore, for instance,
It follows that ψ · ∈ W 1 2 (τ ) and
in the sense of generalized functions, so that the desired result follows from Theorem 6.1.
Kalman-Bucy filter
We take a T ∈ (0, ∞) and on [0, T ] consider a d 1 -dimensional two component process z t = (x t , y t ) with x t being d-dimensional and
We assume that z t is a diffusion process defined as a solution of the system
with some initial data.
Assumption 7.1. The functions b, θ, B and Θ are Borel measurable functions of (t, z) and (t, y) as appropriate and θ and Θ are bounded and satisfy the Lipschitz condition with respect to y with a constant independent of t.
We have
whereḃ andḂ are bounded matrix-valued functions of appropriate dimensions, b(t, 0) and B(t, 0) are bounded, andḃ(t, y),Ḃ(t, y), b(t, 0, y), and B(t, 0, y) satisfy the Lipschitz condition with respect to y with a constant independent of t.
In the rest of the article we use the notation
where t ∈ [0, T ], z = (x, y) ∈ R d 1 , and we use the summation convention over all "reasonable" values of repeated indices, so that the summation in (7.4) is performed for i, j = 1, ..., d 1 .
Observe that dz t =θ(t, z t ) dw t +b(t, z t ) dt. (7.5) Assumption 7.2. The symmetric matrixǎ(t, y) is uniformly nondegenerate. In particular, the matrix ΘΘ * is invertible and
is a bounded function of (t, y).
Remark 7.2. It is well known (see, for instance, [14] ) that in light of Assumption 7.2 the matrixâ
is uniformly (with respect to (t, y)) nondegenerate, where
Everywhere below we use the stipulation that if we are given a function ξ(t, x, y), then we denote
unless it is explicitly specified otherwise. For instance, Ψ t = Ψ(t, y t ), Θ t = Θ(t, y t ), σ t = θ t Θ * t Ψ t . Next we introduce a few more notation. Let (note the size and shape of
and as above we use the summation convention over all "reasonable" values of repeated indices, so that the summation in (7.7), (7.8), (7.9), and (7.10) is performed for i, j = 1, ..., d (whereas in (7.4) for i, j = 1, ..., d 1 ) .
Finally, by F y t we denote the completion of σ{y s : s ≤ t} with respect to P, F. Assumption 7.3. There exists an ε > 0 and a function Q(x) = Q(ω, x) which is F y 0 -measurable in ω, quadratic in x, and (i) For all x ∈ R d (and ω)
(ii) We have π 0 e Q ∈ tr W 1 p , where π 0 is the conditional density of x 0 given y 0 . Assumption 7.3 is satisfied, for instance, in the classical setting of the Kalman-Bucy filter when π 0 is a Gaussian density. 
Furthermore, for any m and φ ∈ C ∞ 0 we haveπφ
s.), and for any t ∈ [0, T ] and real-valued, bounded or nonnegative, (Borel) measurable function f given on
Remark 7.4. Equation (7.13) shows (by definition) that
is a conditional density of distribution of x t given y s , s ≤ t. Since, generally, (π t , 1) = 1, one callsπ t an unnormalized conditional density of distribution of x t given y s , s ≤ t. Thus, Theorem 7.1 allows us to characterize the conditional density and being combined with Theorem 3.4 allows us to obtain fine regularity properties of it.
The following result is obtained by repeating what is said after Theorem 3.4 and taking into account that with probability one τ m = T for all large m.
(ii) If p > 2 and we have two numbers α and β such that 2 p < α < β ≤ 1,
In particular, if p > d + 2, then In the general filtering theory equation (7.11) is known as Zakai's equation. From the point of view of the Sobolev space theory of SPDEs the most unpleasant feature of (7.11) in our particular case is the presence of b k t (x)π t in the stochastic term with b k t (x) which is unbounded in x. However, in the theory of linear PDEs it was observed that if an equation has a zeroth order term and we know a particular nonzero solution, then the ratio of the unknown function and this particular solution satisfies an equation without zeroth order term (cf. (8.1) ).
The way to find a particular solution of (7.11) is suggested by filtering theory. Imagine thatb is affine with respect to z andθ is independent of z. Then as easy to see z t is a Gaussian process and hence the conditional density of x t given y s , s ≤ t, is Gaussian, that is, its logarithm is a quadratic function in x. Therefore, we were looking for a particular solution as e −Qt(x) , where Q t (x) is a quadratic function with respect to x, and finding the equation for Q t (x) (see (7.19) ) was pretty straightforward.
After we "kill" the zeroth-order term our equation falls into the scheme of Section 3 even though it still has growing first order coefficients in the deterministic part of the equation. Findingπ t in the described way allows us to follow the scheme suggested in [20] thus avoiding using filtering theory. However, we still encounter an additional difficulty that certain exponential martingales may not have moments of order > 1, unlike the situation in [20] , and, to prove that they are martingales indeed, we use the Liptser-Shiryaev theorem (see [22] ). This way of proceeding was used by Liptser in [21] (see also [22] ) while treating filtering problem for the so-called conditionally Gaussian processes.
Finding a particular solution of (7.11) is based on the following lemma which is probably well known. We give its proof in the end of Section 8 just for completeness. Setḃ 
15)
has a unique F y t -adapted solution with initial conditions
, where ε 1 > 0 is a constant independent of ω and t (depending on T among other things).
Observe that the coefficients in (7.17) are independent of x.
Then by using Itô's formula one easily checks that for any 7.19) and η t = e −Qt satisfies
By the way, Q t (x) is a unique F y t -adapted function depending quadratically on x, satisfying (7.19) , and such that Q 0 = Q. Indeed, uniqueness follows from the fact that D ij Q t , D i Q t (0), and Q t (0) are easily shown to satisfy (7.15), (7.16) , and (7.17), respectively.
Our method also allows us to derive the classical equations for the KalmanBucy filter. 
This theorem is proved in Section 9.
Remark 7.6. After just completing the square and finding the stochastic differential of the remaining term we find that where for a matrix u we use the notation u 2 = tr uu * . This shows that in the situation of Theorem 7.4
and allows one to derive the classical Kalman-Bucy equations forx t and Σ t from (7.15) and (7.16).
An auxiliary function
The assumptions from Section 7 are supposed to hold. Set 
In particular, on the set where τ := T ∧ inf{t ≥ 0 : π t Lp = 0} < T we have π t Lp = 0 for τ ≤ t ≤ T (a.s.).
Proof. Set
The purpose to stop z t is that on | (0, τ m ]] we have
where the constant N is independent of ω, t, x. Why we also stop ξ t will become clear later.
Observe that for any ψ ∈ C ∞ 0 the process ψπ t satisfies an equation obtained by multiplying through (8.1) by ψ. Then after writing ψD i (a 
for any m. It follows from [13] that with probability one ψπ t∧τm is a continuous L p -valued process and since, for each ω, τ m = T if m is sufficiently large, with probability one ψπ t is a continuous L p -valued process on [0, T ] for any ψ ∈ C ∞ 0 .
Obviously on can drop τ m in this formula and then obtain that (a.s.) for .1) implying that on the set where τ < T we haveπ t = 0 for τ ≤ t ≤ T .
Before stating the following lemma we introduce a stipulation accepted throughout the rest of the paper that if we are given a function ξ(t, x, y), then we denoteξ
(8.4) The reader encountered above already one of these abbreviated notation (see (7.6) ).
Lemma 8.3. Introducẽ
w t = t 0 Ψ s Θ s dw s ,b t = b t (x t ) = Ψ(t, y t )B(t, x t , y t ).
Thenw t is a Wiener process and the process
Proof. The first assertion follows from Lévy's theorem. To prove the second one observe that
Furthermore, the system
dy t = Θ(t, y t ) dw t , which is obtained from (7.1) by formal application of the measure change, has a unique solution with initial data z 0 since its coefficients are locally Lipschitz in z and grow as |z| → ∞ not faster than linearly. In this situation by the Liptser-Shiryaev theorem ρ is a martingale since
This system has a unique solution with prescribed initial data since its coefficients are locally Lipschitz continuous and may grow to infinity as |z| + |W | + |V | → ∞ not faster than linearly. Moreover, Take a function ϕ ∈ C ∞ 0 (R d 1 ) and let c(t, y) be a smooth, bounded, and nonnegative function on [0, T ] × R d 1 −d . Recall that the operatorĽ is introduced in (7.4) and consider the following deterministic problem
Remark 9.1. By Theorem 2.5 of [18] , for any α ∈ (0, 1) there exists a unique classical solution v of (9.1) such that, for any t
If we denote by z t (s, z), t ≥ s, the solution of system (7.1) which starts at z at moment s ≤ T , then by Itô's formula we have
where N 0 > 0 is an arbitrary constant, τ (s, z) is the first time z t (s, z) hits {z : |z| ≤ R}, and R is such that ϕ(z) = 0 for |z| ≥ R. Take an m ≥ 0 and introduce ψ(z) = (1 + |z| 2 ) −m . It is not hard to see that, if N 0 is sufficiently large, thenĽ
implying that for any m ≥ 0 there is a constant N such that for all (s, z)
The argument in the proof of Lemma 4.11 of [20] proves that the same estimate holds for ∂v(s, z)/∂z i and ∂ 2 v(s, z)/∂z i ∂z j , i, j = 1, ..., d 1 .
Before we come to a crucial point we state the following. Proof. We need to prove that for any stopping time τ ≤ T we have Eξ τ ζ τ = Eξ 0 ζ 0 . Here the left hand side equals Eξ T ζ τ and we are given that there exists a sequence of stopping times τ n ↑ T such that Eξ T ζ τ ∧τn = Eξ 0 ζ 0 . Using the dominated convergence theorem yields the desired result and proves the lemma. The above argument can be repeated for any t ≤ T by taking t in place of T . Then we obtain (7.13) for any t. Furthermore, for any t we will have that thatπ t ≥ 0 and (1,π t ) > 0 (a.s.). Actually, the last two properties hold with probability one for all t at once since with probability oneπ t is a continuous L 1 -function by Lemma 8.5 and by Lemma 8.2, on the set where τ = inf{t ≥ 0 : (1,π t ) = 0} < T , we haveπ T = 0, which only happens with probability zero. The theorem is proved.
Proof of Theorem 7.4. We use part of notation from the proof of Lemma 9.2 but this time takeπ t = η t = e −Qt . Then by Itô's formula and (7.20) we obtain that for each x dχ t = ζ Notice that ξ t is a martingale and ζ t is obviously bounded. By Lemma 9.1 we conclude that process (9.2) is a martingale. After that it suffices to repeat the proof of Theorem 7.1 dropping unnecessary here details concerning the fact that (1,π t ) > 0. The theorem is proved.
