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HESSIAN EQUATIONS ON CLOSED HERMITIAN MANIFOLDS
DEKAI ZHANG
Abstract. In this paper, using the technical tools in [14], we solve the complex Hessian
equation on closed Hermitian manifolds, which generalizes the the Ka¨hler case results in
[4] and [3].
1. Introduction
Let (M, g) be a compact Hermitian manifold of complex dimension n ≥ 2, and ω be the
corresponding Hermitian form. In local coordinates, we write ω as
ω =
√
−1
n∑
i, j=1
gi jdzi ∧ dz j.
In this paper, we consider the following Hessian equation on closed Hermitian manifolds
Cknωku ∧ ωn−k = e fωn, sup
M
u = 0
ωu = ω +
√
−1∂ ¯∂u ∈ Γk(M),
(1.1)
where Γk(M) is a convex cone defined in (2.2) in section 2.
When k = n, the conditionωu ∈ Γk(M) is equivalent to ωu > 0. Equation (1.1) becomes
the following Monge-Ampere equation
ωnu = e
fωn, sup
M
u = 0.(1.2)
In addition, when (M, ω) is a Ka¨hler manifold, i.e., dω = 0, Yau [16] solved the equation
(1.2) now known as Calabi-Yau theorem. For general Hermitian manifolds, the equation
(1.1) has been solved by Cherrier [1] in the case of dimensions 2 and Tosatti-Weinkove
[11] for arbitrary dimension. For further background, we refer the reader to [10], [11],
[5], [17] and the references therein.
When 2 ≤ k ≤ n − 1, ωu may not be positive, the analysis becomes more complicated.
Suppose that (M, ω) is a Ka¨hle manifold and ωu ∈ Γk(M) which is defined in section 2 ,
Hou-Ma-Wu [4] proved the following second order estimates of the equation (1.1)
max |∂ ¯∂u|g ≤ C(1 + max |∇u|2g).(1.3)
They also pointed out in their paper that (1.3) may be adapted to the blowing up analysis.
Later on, Dinew-Kolodziej [3] obtained the gradient estimate by (1.3). Thus equation
(1.1) can be solved on Ka¨hler manifolds under the compatible condition∫
M e
fωn =
∫
M ω
n.
1
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Tosatti-Weinkove [13] considered another Hessian typed equation related to the Gaudu-
chon conjecture
det
(
ω0
n−1 +
√
−1∂ ¯∂u ∧ ωn−2
)
= eF det
(
ωn−1
)
(1.4)
ω0
n−1 +
√
−1∂ ¯∂u ∧ ωn−2 > 0, sup
M
u = 0,
where ω0 and ω are two Hermitian metrics on M.
In [13], Tosatti-Weinkove solved equation (1.4) if ω is Ka¨hler. One of the main parts is
doing the second order estimate. They use the similar auxiliary function in [4]. Later on,
in [14], they can solve (1.4) if ω is Hermitian. The second order estimate becomes more
difficult in the Hermitian case, the authors succeeded to obtain the second order estimates
by modifying the auxiliary function in [4].
In this paper, we solve equation (1.1) on closed Hermitian manifolds. More precisely,
our main result is
Theorem 1.1. Let (M, g) be a closed Hermitian manifold of complex dimension n ≥ 2,
f is a smooth real function on M. Then there is a unique real number b and a unique
smooth real function u on M solving
Cknωku ∧ ωn−k = e f+bωn(1.5)
ωu ∈ Γk(M), sup
M
u = 0.
We use the continuity method to solve the problem (1.5). The openness follows from
implicit function theory. The closeness argument can be reduced to a priori estimates up
to the second by the standard Evans-Krylov theory. Actually, we can derive the zero order
estimate and the second order estimate of solutions of equation (1.1) and thus use a blow
up method to obtain the gradient estimate.
In [11], Tosatti-Weinkove derived the key zero order estimate by proving a Cherrier-
type inequality which was originally proved in [1]. For equation (1.1), we can prove the
similar Cherrier-type inequality but the analysis becomes a bit complicated since ωu may
not be positive. Some inequalities for k−th elementary symmetric functions in [2] are
needed. For the second order estimate, the main difficulty is that there are new terms of
the form T ∗ D3u, where T is the torsion of ω and D3u represents the third derivatives
of u. To control these terms, we use the auxiliary function due to Tosatti-Weinkove in
[14]. The main difference is that for equation (1.1) we need to use some lemmas for k−th
elementary symmetric functions proved by Hou-Ma-Wu in [4].
The rest of the paper is organized as follows. In section 2, we give some preliminaries.
In section 3, the Cherrier-type inequality is derived , thus we obtain the C0 estimate. In
section 4, we will prove the second order estimate by a similar auxiliary function in [14].
Acknowledgment: I would like to thank Professor Xinan Ma for his encouragement,
advice and comments. I also thank Professor Shengli Kong for careful reading and many
suggestions.
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2. preliminaries
Let (M, g) be a compact Hermitian manifold and let ∇ denote the Chern connection of
g. In this section we will give some preliminaries about the k−th elementary symmetric
function and the commutation formula of covariant derivatives.
2.1. Elementary symmetric function. The k−th elementary symmetric function is de-
fined by
σk (λ) =
∑
1≤i1<···<ik≤n
λi1 · · · λik ,
where λ = (λ1, · · · , λn) ∈ Rn. Let λ
(
ai ¯j
)
denote the eigenvalues of Hermitian matrix
{
ai ¯j
}
,
we define
σk
(
ai ¯j
)
= σk
(
λ
{
ai ¯j
})
.
The definition ofσk can be naturally extended to Hermitian manifold. Indeed, let A1,1(M,R)
be the space of smooth real (1, 1)-forms on M, for χ ∈ A1,1(M,R) we define
σk (χ) =
(
n
k
)
χk ∧ ωn−k
ωn
.
Definition 2.1.
Γk := {λ ∈ Rn : σ j(λ) > 0, j = 1, · · · , k}.(2.1)
Similarly, we define Γk on M as follows
Γk(M) := {χ ∈ A1,1 (M,Rn) : σ j(χ) > 0, j = 1, · · · , k}.(2.2)
Furthermore, σr(λ|i1 . . . il), with i1, . . . , il being distinct, stands for the r–th symmetric
function with λi1 = · · · = λil = 0. For more details about elementary symmetric functions,
one can see the lecture notes [15].
To prove the C0 estimate, we need the following lemma of elementary symmetric
functions.
Lemma 2.2. Suppose that λ ∈ Γk, 3 ≤ k ≤ n and λ1 ≥ λ2 ≥ · · · ≥ λn, then there exists a
positive constant C depending only on k and n, such that for 0 ≤ i ≤ k − 2.∣∣∣λ j1λ j2 · · · λ ji ∣∣∣ ≤ Cσi (λ | j ) ,(2.3)
1 ≤ j1 < j2 < · · · ji ≤ n, jl , j, 1 ≤ l ≤ i, 1 ≤ j ≤ n.
Proof. Since
n∑
p=k
λp=σ1 (λ |12 · · · k − 1) > 0,
and
λ1 ≥ λ2 ≥ · · · ≥ λn
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then ∣∣∣λp∣∣∣ ≤ (n − k) λk, k + 1 ≤ p ≤ n.(2.4)
We first prove the lemma for k = 3. In this case, it needs to prove that there exists a
constant C such that
|λl| ≤ Cσ1 (λ | j) ,
for 1 ≤ j, l ≤ n and l , j. Indeed, σ1 (λ | j ) = λl + σ1 (λ | jl), thus λl ≤ σ1 (λ | j ). Now,we
assume λl < 0, then l ≥ 4. By (2.4), we have
|λl| ≤ (n − 3) λ3, 4 ≤ l ≤ n.
Since λ| j ∈ Γ2, by the proof in [2] which used the result in [7], there exists a constant θ1
such that σ1 (λ | j) ≥ θ1λ2 if j = 1 and σ1 (λ | j ) ≥ θ1λ1 if 2 ≤ j ≤ n. Taking C = n−3θ1 , we
then prove the lemma for the case k = 3.
Next we prove the lemma for the general k, 3 ≤ k ≤ n.
If j > i, by the result in [15]
σi (λ | j ) ≥ θ (n, k) λ1 · · · · · ·λi.
Thus we have∣∣∣λ j1λ j2 · · · λ ji ∣∣∣ =λ j1 · · · λ jq ∣∣∣λ jq+1 · · ·λ ji ∣∣∣ ≤ λ1 · · · λq (n − k)i−q λi−qk
≤ (n − k)i λ1 · · ·λi ≤ (n − k)
i
θ (n, k) σi (λ | j ) .
If j ≤ i, then similarly
σi (λ | j ) ≥ θ (n, k) λ1 · · · λ j−1λ j+1 · · · λi+1.
Thus we have
∣∣∣λ j1λ j2 · · · λ ji ∣∣∣ =λ j1 · · · λ jq ∣∣∣λ jq+1 · · ·λ ji ∣∣∣ ≤ λ1 · · · λ j−1λ j+1 · · ·λq+1 (n − k)i−q λi−qk
≤ (n − k)i λ1 · · ·λ j−1λ j+1 · · · λi+1 ≤ (n − k)
i
θ (n, k) σi (λ | j ) .

Using this lemma, we immediately obtain the following lemma which is a key ingredi-
ent for proving lemma 3.2.
Lemma 2.3.
k−2∑
i=0
∣∣∣∣∣∣∣
√
−1∂u ∧ ¯∂u ∧ ωiu ∧ Ti
ωn
∣∣∣∣∣∣∣ ≤ C
k−2∑
i=0
√
−1∂u ∧ ¯∂u ∧ ωiu ∧ ωn−i−1
ωn
,(2.5)
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,where Ti is defined as the combinations of ω, ∂ω, ∂ ¯∂ω, more precisely
Ti =
∑
0≤3p+2q≤n−i
ωn−i−3p−2q ∧ (
√
−1)p (∂ω)p ∧
(
¯∂ω
)p ∧ (√−1)q (∂ ¯∂ω)q
Proof. For x ∈ M ,we choose the coordinates such that
ω (x) =
n∑
j=1
dz j ∧ dz¯ j, ωu (x) =
n∑
j=1
λ jdz j ∧ dz¯ j,
and
λ1 ≥ λ2 ≥ · · · ≥ λn.
Thus we have
k−2∑
i=0
∣∣∣∣∣∣∣
√
−1∂u ∧ ¯∂u ∧ ωiu ∧ Ti
ωn
∣∣∣∣∣∣∣ ≤C
k−2∑
i=0
∑
1≤ j1<···< ji≤n,, j,l
∣∣∣u j∣∣∣ |u¯l| ∣∣∣λ j1λ j2 · · · λ ji ∣∣∣(2.6)
≤C
k−2∑
i=0
n∑
j=1
∑
1 ≤ j1 < · · · < ji ≤ n
jl , j
∣∣∣u j∣∣∣2 ∣∣∣λ j1λ j2 · · ·λ ji ∣∣∣
≤C
k−2∑
i=0
n∑
j=1
σi (λ | j)
∣∣∣u j∣∣∣2
=C
k−2∑
i=0
√
−1∂u ∧ ¯∂u ∧ ωiu ∧ ωn−i−1
ωn
,
where we have used the lemma 2.1 in the last inequality. 
2.2. Commutation formula of covariant derivatives. In local complex coordinates z1, · · · , zn,
we have
gi ¯j = g(
∂
∂zi
,
∂
∂z¯ j
), {gi ¯j} = {gi ¯j}−1(2.7)
For the Chern connection ∇ ,we denote the covariant derivatives as follows:
ui = ∇ ∂
∂zi
u, ui ¯j = ∇ ∂
∂z¯ j
∇ ∂
∂zi
u, ui ¯jk = ∇ ∂
∂zk
∇ ∂
∂z¯ j
∇ ∂
∂zi
u(2.8)
we use the following commutation formula for covariant derivatives on Hermitian mani-
folds which can be founded in [14]:
ui ¯jl = ul ¯ji − T pli up ¯j(2.9)
upi ¯j = up ¯ji + uqRi ¯jpq
uip¯ ¯j = ui ¯j p¯ − ¯T qjpuiq¯.
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ui ¯jlm¯ = ulm¯i ¯j + up ¯jRlm¯i p − upm¯Ri ¯jl p − T pli upm¯ ¯j − ¯T
p
m julp¯i − T pli ¯T
q
m jupq¯(2.10)
For the details we recommend the reader to the reference [14].
3. zero order estimate
In this section we derive the zero order estimate by proving a Cherrier-type inequality
and the lemmas in [11]. Since the constant b is in Theorem 1.1 satisfies
|b| ≤ sup | f | + C,
where C is a positive constant depending only on (M, ω). Thus, we will assume b = 0 for
convenience.
Theorem 3.1. Let u be a solution of Theorem 1.1. Then there exists a constant C depend-
ing only on (M, ω) and sup
M
| f | such that
sup
M
|u| ≤ C.
Due to Tosatti-Weinkove’s results, the zero order estimate can be reduced to derive a
Cherrier-type inequality which was firstly proved in Cherrier’s paper [1]. For the Hessian
equation, the analysis becomes a bit complicated in the lack of the positivity of ωu. Re-
cently1, Sun [8] also proved the following lemma for k = 2 and k ≥ 3 under some extra
conditions.
Lemma 3.2. There exist constants p0 and C depending only on (M, ω) such that for any
p ≥ p0 ∫
M
|∂e− p2 u|2gωn ≤ Cp
∫
M
e−puωn
Proof. By the equation, we have
ωku ∧ ωn−k − ωn = (e f − 1)ωn ≤ C0ωn,
where C0 is a constant depending only on f .
On the other hand,
ωku ∧ ωn−k − ωn =
(
ωku − ωk
)
∧ ωn−k =
√
−1∂ ¯∂u ∧ α,(3.1)
where α =
k∑
i=1
ωi−1u ∧ ωn−i.
1The author independently proved the C0 estimate before [8] was posted on arXiv.
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Now multiply both sides in (3.1) by e−pu and integrate by parts ,
C0
∫
M
e−puωn ≥
∫
M
e−pu
√
−1∂ ¯∂u ∧ α(3.2)
= −
∫
M
∂e−pu
√
−1¯∂u ∧ α +
∫
M
e−pu
√
−1¯∂u ∧ ∂α
=p
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ α − 1
p
∫
M
√
−1¯∂e−pu ∧ ∂α
=p
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ α + 1
p
∫
M
e−pu
√
−1¯∂∂α
:=A + B,
where we denote
A =p
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧

k∑
i=1
ωi−1u ∧ ωn−i

B =
1
p
∫
M
e−pu
√
−1¯∂∂α.
We will use the term A to control the terms B. Direct calculation gives
∂α = n
k−1∑
i=1
ωi−1u ∧ ωn−i−1 ∧ ∂ω + (n − k)ωk−1u ∧ ωn−k−1 ∧ ∂ω
¯∂∂α =(n − k)(n − k − 1)ωk−1u ∧ ωn−k−2 ∧ ¯∂ω ∧ ∂ω + (n − k)ωk−1u ∧ ωn−k−1 ∧ ¯∂∂ω
+ (n − k)(n + k − 1)ωk−2u ∧ ωn−k−1 ∧ ¯∂ω ∧ ∂ω
+ n(n − 1)
k−3∑
i=0
ωiu ∧ ωn−i−3 ∧ ¯∂ω ∧ ∂ω + n
k−2∑
i=1
ωiu ∧ ωn−i−2 ∧ ¯∂∂ω
Therefore, we have
B =
(n − k) (n − k − 1)
p
∫
M
√
−1e−puωk−1u ∧ ωn−k−2 ∧ ¯∂ω ∧ ∂ω
+
(n − k)
p
∫
M
√
−1e−puωk−1u ∧ ωn−k−1 ∧ ¯∂∂ω
+
(n + k − 1) (n − k)
p
∫
M
√
−1e−puωk−2u ∧ ωn−k−1 ∧ ¯∂ω ∧ ∂ω
+
n (n − 1)
p
k−3∑
i=0
∫
M
√
−1e−puωiu ∧ ωn−i−3 ∧ ¯∂ω ∧ ∂ω +
n
p
k−2∑
i=1
∫
M
√
−1e−puωiu ∧ ωn−i−2 ∧ ¯∂∂ω
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When k = 2, the term B just becomes
B =
(n − 2) (n − 3)
p
∫
M
√
−1e−puωu ∧ ωn−4 ∧ ¯∂ω ∧ ∂ω +
(n − 2)
p
∫
M
√
−1e−puωu ∧ ωn−3 ∧ ¯∂∂ω
(3.3)
+
(n + 1) (n − 2)
p
∫
M
√
−1e−puωn−3 ∧ ¯∂ω ∧ ∂ω
=
(n − 2) (n − 3)
p
∫
M
√
−1e−pu
√
−1∂ ¯∂u ∧ ωn−4 ∧ ¯∂ω ∧ ∂ω + (n − 2)
p
∫
M
√
−1e−pu
√
−1∂ ¯∂u ∧ ωn−3 ∧ ¯∂∂ω
+
2(n − 1)(n − 2)
p
∫
M
√
−1e−puωn−3 ∧ ¯∂ω ∧ ∂ω + (n − 2)
p
∫
M
√
−1e−puωn−2 ∧ ¯∂∂ω
≥(n − 2) (n − 3)
p
∫
M
√
−1e−pu
√
−1∂ ¯∂u ∧ ωn−4 ∧ ¯∂ω ∧ ∂ω
+
(n − 2)
p
∫
M
√
−1e−pu
√
−1∂ ¯∂u ∧ ωn−3 ∧ ¯∂∂ω − C1
p
∫
M
e−puωn
We next use integration by parts again to deal with the first term and second term on the
right hand side of the above equality. Indeed,
∫
M
√
−1e−pu
√
−1∂ ¯∂u ∧ ωn−4 ∧ ¯∂ω ∧ ∂ω
=p
∫
M
√
−1e−pu
√
−1∂u ∧ ¯∂u ∧ ωn−4 ∧ ¯∂ω ∧ ∂ω +
∫
M
√
−1e−pu
√
−1¯∂u ∧ ∂(ωn−4 ∧ ¯∂ω ∧ ∂ω)
(3.4)
=p
∫
M
√
−1e−pu
√
−1∂u ∧ ¯∂u ∧ ωn−4 ∧ ¯∂ω ∧ ∂ω + 1
p
∫
M
√
−1e−pu
√
−1¯∂∂(ωn−4 ∧ ¯∂ω ∧ ∂ω)
≥ − pC1
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ ωn−1 − C1
p
∫
M
e−puωn
≥ − C1A −
C1
p
∫
M
e−puωn
The similar calculation gives
∫
M
√
−1e−pu
√
−1∂ ¯∂u ∧ ωn−3 ∧ ¯∂∂ω ≥ −C1A −
C1
p
∫
M
e−puωn(3.5)
Inserting (3.4) and (3.5) into (3.3), we have
B ≥ −C1
p
A − C1
p
∫
M
e−puωn
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By (3.2) and choosing p0 = 2C1 + 1, we obtain for p ≥ p0
A
2
≤ (1 − C1
p
)A ≤ (C1
p
+ C0)
∫
M
e−puωn ≤ (C0 + 1)
∫
M
e−puωn
By (3.7) in the next page, we thus prove the lemma.
For the general k, 3 ≤ k ≤ n, we claim that there exist constants C1i depending only on
n, k, (M, ω) such that the following holds for 0 ≤ i ≤ k − 1,
∫
M
e−puωiu ∧ Ti ≥ −pC1i
k−2∑
j=0
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ ω ju ∧ ωn− j−1 − C1i
∫
M
e−puωn(3.6)
,where Ti is defined as the combinations of ω, ∂ω, ∂ ¯∂ω, more precisely
Ti =
∑
0≤3p+2q≤n−i
ωn−i−3p−2q ∧ (
√
−1)p (∂ω)p ∧
(
¯∂ω
)p ∧ (√−1)q (∂ ¯∂ω)q
We use the claim (3.6) to prove the lemma
B ≥ − C1
k∑
i=2
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ ωk−iu ∧ ωn+i−k−1 −
C1
p
∫
M
e−puωn
≥ − C1
p
A − C1
p
∫
M
e−puωn
Thus we have
(1 − C1
p
)A ≤ (C1
p
+C0)
∫
M
e−puωn
Now we choose p0 = 2C1 + 1, then for any p ≥ p0,
p2
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ ωn−1 ≤ 2p(C0 + 1)
∫
M
e−puωn
Therefore we have
∫
M
|∂e− p2 u|2gωn =
np2
4
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ ωn−1(3.7)
≤ np(C0 + 1)
2
∫
M
e−puωn = pC
∫
M
e−puωn
Now, we prove the claim (3.6) by inductive argument.
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When i = 1, we have
∫
M
e−puωu ∧ T1 =
∫
M
e−puω ∧ T1+
∫
M
e−pu
√
−1∂ ¯∂u ∧ T1
=
∫
M
e−puω ∧ T1 −
∫
M
∂e−pu ∧
√
−1¯∂u ∧ T1 +
∫
M
e−pu
√
−1¯∂u ∧ ∂T1
=
∫
M
e−puω ∧ T1 + p
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ T1 −
1
p
∫
M
√
−1¯∂e−pu ∧ ∂T1
=p
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ T1 +
∫
M
e−puω ∧ T1 −
1
p
∫
M
e−pu ∧
√
−1∂ ¯∂T1
≥ −C1 p
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ T1 − C1
∫
M
e−puωn
Suppose that the claim is true for l ≤ i − 1, we will prove that the claim is also true for
l = i. Indeed,
∫
M
e−puωiu ∧ Ti =
∫
M
e−puωi−1u ∧ ω ∧ Ti +
∫
M
e−pu
√
−1∂ ¯∂u ∧ ωi−1u ∧ Ti
=
∫
M
e−puωi−1u ∧ ω ∧ Ti + p
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ ωi−1u ∧ Ti
+
∫
M
e−pu ¯∂u ∧
√
−1∂
(
ωi−1u ∧ Ti
)
:=Ai,1 + Ai,2 + Ai,3
By the induction ,
Ai,1 =
∫
M
e−puωi−1u ∧ ω ∧ Ti
≥ − pC1i (n, k, ω)
k−2∑
j=0
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ ω ju ∧ ωn− j−1 − C1i (n, k, ω)
∫
M
e−puωn
By the inequality (2.5) in lemma 2.3, we have
Ai,2 = p
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ ωi−1u ∧ Ti ≥ −pC2i
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ ωi−1u ∧ ωn−i
(3.8)
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Now we deal with the term Ai,3,
Ai,3 =
∫
M
e−pu ¯∂u ∧
√
−1∂
(
ωi−1u ∧ Ti
)
=
1
p
∫
M
e−pu
√
−1¯∂∂
(
ωi−1u ∧ Ti
)
=
(i − 1) (i − 2)
p
∫
M
e−pu
√
−1ωi−3u ∧ ¯∂ω ∧ ∂ω ∧ Ti+
i − 1
p
∫
M
e−puωi−2u ∧
√
−1¯∂ (∂ω ∧ Ti)
+
i − 1
p
∫
M
e−puωi−2u ∧
√
−1¯∂ω ∧ ∂Ti −
1
p
∫
M
e−puωi−1u ∧
√
−1∂ ¯∂Ti
=
(i − 1) (i − 2)
p
∫
M
e−pu
√
−1ωi−3u ∧ ¯∂ω ∧ ∂ω ∧ Ti
+
i − 1
p
∫
M
e−puωi−2u ∧
[√
−1¯∂ (∂ω ∧ Ti) +
√
−1¯∂ω ∧ ∂Ti
]
− 1
p
∫
M
e−puωi−1u ∧
√
−1∂ ¯∂Ti
≥ − pC3i
k−2∑
j=0
∫
M
e−pu
√
−1∂u ∧ ¯∂u ∧ ω ju ∧ ωn− j−1 − C3i (n, k, ω)
∫
M
e−puωn.
For the last inequality, we have used the induction. 
4. second order estimate
In this section we use the auxiliary function in [14] which is modified by the auxiliary
function in [4] to derive the second order estimate of the form (1.3). The difficult part
arises from the third order derivatives’ Locally the equation is
(4.1) σk(ωu) = e f .
Theorem 4.1. There exists a uniform constant C depending only on (M, ω) and f such
that
(4.2) max |∂ ¯∂u|g ≤ C(1 + max |∇u|2g)
Proof. Denote wi ¯j = gi ¯j + ui ¯j and let ξ ∈ T 1,0M, |ξ|2g = 1.
We use the auxiliary function which is similar to the one in [14]
H(x, ξ) = log(wk¯lξk ¯ξl) + c0 log(gk¯lwp¯lwkq¯ξp ¯ξq) + ϕ(|▽u|2g) + ψ(u),
where ϕ, ψ are given by
ϕ (s) = −1
2
log
(
1 − s
2K
)
, 0 ≤ s ≤ K − 1,
ψ (t) = −A log
(
1 + t
2L
)
, −L + 1 ≤ t ≤ 0,
for
K := sup
M
|∇u|2g + 1, L = sup
M
|u| + 1, A := 2L(C0 + 1),
12 DEKAI ZHANG
where A0 is a constant to be determined later. c0 is a small positive constant depending
only on n and will be determined later. By [4], we have
1
2K
≥ ϕ′ ≥ 1
4K
> 0, ϕ′′ = 2
(
ϕ′)2 > 0.(4.3)
A
L
≥ −ψ′ ≥ A
2L
= C0 + 1, ψ′′ ≥
2ε0
1 − ε0
(ψ′)2, for all ε0 ≤ 12A + 1 .(4.4)
These inequalities will be used below.
Suppose H(x, ξ) attains its maximum at the point x0 in the direction ξ0, then we choose
local coordinates { ∂
∂z1
, · · · , ∂
∂zn
} near x0 such that
gi ¯j(x0) = δi j, ui ¯j = ui¯i(x0)δi j,
λi = wi¯i(x0) = 1 + ui¯i(x0) with λ1 ≥ · · · ≥ λn.
We will prove that
H(x0, ξ) ≤ H(x0, ∂
∂z1
) ∀ξ ∈ T 1,0M, |ξ|2g = 1,
∑
i, j
wi ¯j(x0)ξiξ ¯j > 0
by choosing c0 small enough. In fact, at x0 we have
log(wk¯lξk ¯ξl) + c0 log(gk¯lwp¯lwkq¯ξp ¯ξq) = log(
n∑
k=1
wk¯k
∣∣∣ξk∣∣∣2) + c0 log(
n∑
k=1
|wk¯k|2
∣∣∣ξk∣∣∣2)
If wnn¯ ≥ −w1¯1 which is always satisfied when n ≤ 3 , we have w2i¯i ≤ w1¯1. Thus we have
H(x0, ξ) ≤ H(x0, ∂∂z1 ).
Now we suppose that wnn¯ < −w1¯1, thus we have n ≥ 4. Let i0 be the smallest integer
satisfying wi¯i < −w1¯1, then i0 ≥ k + 1. By |wi¯i| < (n − 2)w1¯1 we have
log(
n∑
i=1
wi¯i
∣∣∣ξi∣∣∣2) + c0 log(
n∑
i=1
|wi¯i|2
∣∣∣ξi∣∣∣2)
≤ log w1¯1(
i0−1∑
i=1
∣∣∣ξi∣∣∣2 −
n∑
i=i0
∣∣∣ξi∣∣∣2) + c0 log(w21¯1
i0−1∑
i=1
∣∣∣ξi∣∣∣2 + (n − 2)2w21¯1
i0−1∑
i=1
∣∣∣ξi∣∣∣2)
= log w1¯1(1 − 2t) + c0 log w21¯1(1 − t + (n − 2)2t) := h(t),
where t =
n∑
i=i0
∣∣∣ξi∣∣∣2 ∈ (0, 12).
By choosing c0 = 2(n−2)2−1 , we have h
′(t) ≤ 0, thus
h(t) ≤ h(0) = log(w1¯1) + c0 log w21¯1.
Consequently, we have proved
H(x0, ξ) ≤ H(x0, ∂
∂z1
), for ∀ξ ∈ T 1,0M, |ξ|2g = 1,
∑
i, j
ηi ¯j(x0)ξiξ ¯j > 0,
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by choosing c0 = 2(n−2)2−1 when n ≥ 4 and c0 = 1 when n ≤ 3.
We extend ξ0 near x0 as
ξ0 = (g1¯1)
1
2
∂
∂z1
.
Consider the function
Q(x) = H(x, ξ0) = log(g−11¯1 w1¯l) + c0 log(g−11¯1 gk
¯lw1¯lwk¯1) + ϕ(|▽u|2g) + ψ(u).
We will calculate F i ¯jQi ¯j at x0 to get the estimate, all the calculations are taken at x0. For
simplicity, we denote ξ = ξ0 in the following. By 〈ξ, ¯ξ〉g = |ξ|2g = 1, differentiating both
sides, we obtain at x0
0 = ∂
∂zi
〈ξ, ¯ξ〉g = 〈∇ ∂
∂zi
ξ, ¯ξ〉g + 〈ξ,∇ ∂
∂zi
¯ξ〉g
= 〈ξk ,i
∂
∂zk
, ¯ξl
∂
¯∂zl
〉g + 〈ξk
∂
∂zk
, ¯ξl,i
∂
¯∂zl
〉g
= gk¯lξk,i ¯ξl + gk¯lξ
k
¯ξl,i
= ξ1,i +
¯ξ1,i.(4.5)
We also have the basic formula for ξ ∈ T 1,0M:
¯ξk,i =
∂ ¯ξk
∂zi
=
∂ξk
∂ ¯zi
= ξk,¯i,
ξk,¯i =
∂ξk
∂ ¯zi
=
∂ ¯ξk
∂zi
= ¯ξk ,i
ξk,i =
∂ ¯ξk
∂zi
=
∂ξk
∂ ¯zi
= ξk,¯i,
ξk,¯i =
∂ξk
∂ ¯zi
=
∂ ¯ξk
∂zi
= ξk ,i(4.6)
Direct calculations give
Qi =
(
wk¯lξ
k
¯ξl
)
i
wk¯lξ
k ¯ξl
+ c0
(
gpq¯wkq¯wp¯lξk ¯ξl
)
i
gpq¯wkq¯wp¯lξk ¯ξl
+ ϕi + ψi
Qi¯i =
(
wk¯lξ
k
¯ξl
)
i¯i
wk¯lξ
k ¯ξl
−
(
wk¯lξ
k
¯ξl
)
i
(
wk¯lξ
k
¯ξl
)
¯i(
wk¯lξ
k ¯ξl
)2 + c0
(
gpq¯wkq¯wp¯lξk ¯ξl
)
i¯i
gpq¯wkq¯wp¯lξk ¯ξl
− c0
(
gpq¯wkq¯wp¯lξk ¯ξl
)
i
(
gpq¯wkq¯wp¯lξk ¯ξl
)
¯i(
gpq¯wkq¯wp¯lξk ¯ξl
)2 + ϕi¯i + ψi¯i
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Next, we will simplify Qi and Qi¯i.
By (4.5), we have
(
wk¯lξ
k
¯ξl
)
i
= wk¯l,iξ
k
¯ξl + wk¯lξ
k
,i
¯ξl + wk¯lξ
k
¯ξl,i
= w1¯1,i + w1¯1
(
ξ1,i +
¯ξ1,i
)
= w1¯1i,
Thus we have
(
gpq¯wkq¯wp¯lξk ¯ξl
)
i
= gpq¯wkq¯iwp¯lξk ¯ξl + gpq¯wkq¯wp¯liξk ¯ξl + gpq¯wkq¯wp¯lξki ¯ξl + g
pq¯wkq¯wp¯lξ
k
¯ξl,i
= w1¯1 (w1¯1i + w1¯1i) + w1¯12
(
ξ1,i +
¯ξ1,i
)
= 2w1¯1w1¯1i.
Therefore, we obtain the simplified formula for the term Qi at x0.
(4.7) Qi = w1¯1i
w1¯1
+ c0
2w1¯1i
w1¯1
+ ϕi + ψi = (1 + 2c0)w1¯1i
w1¯1
+ ϕi + ψi = 0
Similar calculations give
(
wk¯lξ
k
¯ξl
)
i¯i
=
[
wk¯liξ
k
¯ξl + wk¯l
(
ξki
¯ξl + ξk ¯ξli
)]
¯i
=wk¯li¯iξ
k
¯ξl + wk¯li
(
ξk
¯i
¯ξl + ξk ¯ξl
¯i
)
+ wk¯l¯i
(
ξki
¯ξl + ξk ¯ξli
)
+ wk¯l
(
ξki¯i
¯ξl + ξk
¯i
¯ξli + ξ
k
i
¯ξl
¯i + ξ
k
¯ξli¯i
)
=w1¯1i¯i + wk¯1iξ
k
¯i + w1¯li
¯ξl
¯i + wk¯1¯iξ
k
i + w1¯l¯i
¯ξli
+ w1¯1(ξ1i¯i + ¯ξ1i¯i) + wk¯k(ξk¯i ¯ξki + ξki ¯ξk¯i)
=w1¯1i¯i + 2
∑
k,1
Re(wk¯1iξk¯i + w1¯ki ¯ξki) + w1¯1(ξ1i¯i + ¯ξ1i¯i) + wk¯k(
∣∣∣ξk
¯i
∣∣∣2 + ∣∣∣ξki∣∣∣2).
The last equality holds because we have used (4.2) and (4.5) and the fact
wk¯1iξ
k
¯i + w1¯l¯i
¯ξli = 2Re(wk¯1iξk¯i),
w1¯li
¯ξl
¯i + wk¯1¯iξ
k
i = 2Re(w1¯ki ¯ξki).
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We can also calculate(
gpq¯wkq¯wp¯lξk ¯ξl
)
i¯i
= gpq¯
(
wkq¯iwp¯lξ
k
¯ξl + wkq¯wp¯liξ
k
¯ξl + wkq¯wp¯lξ
k
i
¯ξl + wkq¯wp¯lξ
k
¯ξli
)
¯i
=gpq¯
(
wkq¯i¯iwp¯lξ
k
¯ξl + wkq¯iwp¯l¯iξ
k
¯ξl + wkq¯iwp¯lξ
k
¯i
¯ξl + wkq¯iwp¯lξ
k
¯ξl
¯i
)
+ gpq¯
(
wkq¯¯iwp¯liξ
k
¯ξl + wkq¯wp¯li¯iξ
k
¯ξl + wkq¯wp¯liξ
k
¯i
¯ξl + wkq¯wp¯liξ
k
¯ξl
¯i
)
+ gpq¯
(
wkq¯¯iwp¯lξ
k
i
¯ξl + wkq¯wp¯l¯iξ
k
i
¯ξl + wkq¯wp¯lξ
k
i¯i
¯ξl + wkq¯wp¯lξ
k
i
¯ξl
¯i
)
+ gpq¯
(
wkq¯¯iwp¯lξ
k
¯ξli + wkq¯wp¯l¯iξ
k
¯ξli + wkq¯wp¯lξ
k
¯i
¯ξli + wkq¯wp¯lξ
k
¯ξli¯i
)
=w1¯1i¯iw1¯1 + w1p¯iwp¯1¯i + wk¯1iw1¯1ξ
k
¯i + w1p¯iwpp¯ ¯ξ
p
¯i
+ w1p¯¯iwp¯1i + w1¯1w1¯1i¯i + wpp¯wp¯1iξ
p
¯i + w1¯1w1¯li
¯ξl
¯i
+ wk¯1¯iw1¯1ξ
k
i + wpp¯wp¯1¯iξ
p
i+w1¯1
2ξ1i¯i+wpp¯
2ξpi ¯ξ
p
¯i
+ w1p¯¯iwpp¯ ¯ξ
p
i + w1¯1w1¯l¯i
¯ξli + wpp¯
2ξp
¯i ¯ξ
p
i + w1¯1
2
¯ξ1i¯i
=2w1¯1w1¯1i¯i +
∣∣∣w1p¯i∣∣∣2 + ∣∣∣w1p¯¯i∣∣∣2 + 2w1¯1Re(wp¯1iξp¯i + wp¯1¯iξpi)
+ 2wpp¯Re(w1p¯i ¯ξp¯i + wp¯1iξp¯i) + wpp¯2
(∣∣∣ξpi∣∣∣2 + ∣∣∣ξp¯i∣∣∣2
)
+ w1¯1
2(ξ1i¯i+ ¯ξ1i¯i)
Therefore we have simplify Qi¯i at x0 as follows
Qi¯i =(1 + 2c0)
w1¯1i¯i
w1¯1
+
c0
w1¯1
2
∑
p,1
(∣∣∣w1p¯i∣∣∣2 + ∣∣∣w1p¯¯i∣∣∣2
)
− (1 + 2c0) |w1¯1i|
2
w1¯1
2 +(∗∗)i¯i + ϕi¯i + ψi¯i,
where (∗∗)i¯i is given by
(∗∗)i¯i =
2
w1¯1
∑
k,1
Re(wk¯1iξk¯i + w1¯ki ¯ξki) + ξ1i¯i + ¯ξ1i¯i +
wk¯k
w1¯1
(
∣∣∣ξk
¯i
∣∣∣2 + ∣∣∣ξki∣∣∣2)
+
2c0
w1¯1
∑
p,1
Re(wp¯1iξp¯i + wp¯1¯iξpi) +
∑
p,1
2c0wpp¯
w1¯1
2 Re(w1p¯i ¯ξp¯i + wp¯1iξp¯i)
+
2c0wpp¯2
w1¯1
2
(∣∣∣ξpi∣∣∣2 + ∣∣∣ξp¯i∣∣∣2
)
+ c0(ξ1i¯i+ ¯ξ1i¯i).
For this term (∗∗)i¯i, we have the following estimate
(∗∗)i¯i ≥ −
c0
2w1¯12
∑
p,1
(∣∣∣w1p¯i∣∣∣2 + ∣∣∣w1p¯¯i∣∣∣2
)
− C,
where C is a positive constant depending only on (M, ω).
Let
F(ωu) = (σk(ωu))1/k.
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We denote by
F i ¯j =
∂F
∂wi ¯j
, F i ¯j,pq¯ =
∂2F
∂wi ¯j∂wpq¯
,
where (wu)i ¯j = gi ¯j + ui ¯j. Then, the positive definite matrix (F i ¯j(ωu)) is diagonalized at the
point x0. More precisely, we have
(4.8) F i ¯j(ωu) = δi jF i¯i(ωu) = 1k
[
σk(λ)]1/k−1σk−1(λ|i)δi j.
Furthermore, at x0,
(4.9) F i ¯j,pq¯(ωu) =

F i¯i,pp¯, if i = j, p = q;
F ip¯,p¯i, if i = q, p = j, i , p;
0, otherwise,
in which
F i¯i,pp¯ =
1
k
[
σk(λ)]1/k−1(1 − δip)σk−2(λ|ip)
+
1
k (
1
k − 1)
[
σk(λ)]1/k−2σk−1(λ|i)σk−1(λ|p),
F ip¯,p¯i = −1k
[
σk(λ)]1/k−1σk−2(λ|ip).
Here and in the follows, σr(λ|i1 . . . il), with i1, . . . , il being distinct, stands for the r–th
symmetric function with λi1 = · · · = λil = 0.
We have, in addition at x0,
(4.10)
n∑
i=1
F i¯iwi¯i =
n∑
i=1
F i¯iλi = σ1/kk = e
f
k .
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Thus by maximum principal, we have
0 ≥ F i ¯jQi ¯j =F i¯iQi¯i(4.11)
≥(1 + 2c0)
n∑
i=1
F i¯iu1¯1i¯i
w1¯1
+
c0
2
n∑
i=1
∑
p,1
F i¯i|u1p¯i|2
w21¯1
− (1 + 2c0)
n∑
i=1
F i¯i|u1¯1i|2
w21¯1
+ ψ′
n∑
i=1
F i¯iui¯i + ψ′′
n∑
i=1
F i¯i|ui|2
+ ϕ′′
n∑
i=1
F i¯i|∇u|2i |∇u|2¯i + ϕ′
n∑
i,p=1
F i¯i
(
|up¯i|2 + |upi|2
)
+ ϕ′
n∑
i,p=1
F i¯i(up¯iiu p¯ + u p¯i¯iup) − C1
n∑
i=1
F i¯i
:= I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8
The equation can be written as
F(ωu) = e
f
k := h
Differentiate the above equation , we obtain
n∑
i, j=1
F i ¯jui ¯jl = ∇lF = hl,
n∑
i, j=1
F i ¯jui ¯jlm¯ +
n∑
i, j,p,q=1
F i ¯j,pq¯ui ¯jlupq¯m¯ = hlm¯.
and
n∑
i=1
F i¯iui¯i1¯1 = h1¯1 −
n∑
i, j,p,q=1
F i ¯j,pq¯ui ¯j1upq¯¯1.
By commuting the covariant derivatives formula (2.10), we have
n∑
i=1
F i¯iu1¯1i¯i =
n∑
i=1
F i¯iui¯i1¯1 +
n∑
i=1
F i¯i
u1¯1 −
n∑
i=1
ui¯i
Ri¯i1¯1(4.12)
+
n∑
i=1
F i¯i

n∑
p=1
T p1iup¯1¯i +
n∑
q=1
¯T q1iu1q¯i −
n∑
p=1
|T p1i|2upp¯
 .
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Inserting (4.12) into the term I1, we have
I1 =(1 + 2c0)
n∑
i=1
F i¯iu1¯1i¯i
w1¯1
(4.13)
=(1 + 2c0)
n∑
i=1
F i¯iui¯i1¯1
w1¯1
+ (1 + 2c0)
n∑
i=1
F i¯i (u1¯1 − ui¯i) Ri¯i1¯1
w1¯1
+ 2(1 + 2c0)
n∑
i,p=1
F i¯iRe
(T p1iup¯1¯i
w1¯1
)
− (1 + 2c0)
n∑
i,p=1
F i¯i
|T p1i|2upp¯
w1¯1
=(1 + 2c0) h1¯1
w1¯1
− (1 + 2c0)
n∑
i, j,p,q=1
F i ¯j,pq¯ui ¯j1upq¯¯1
w1¯1
+ (1 + 2c0)
n∑
i=1
F i¯i (u1¯1 − ui¯i) Ri¯i1¯1
w1¯1
+ 2(1 + 2c0)
n∑
i
F i¯iRe
(T 11iu1¯1¯i
w1¯1
)
+ 2(1 + 2c0)
n∑
i=1
F i¯iRe

∑
p,1
T p1iup¯1¯i
w1¯1
 − (1 + 2c0)
n∑
i,p=1
F i¯i
|T p1i|2upp¯
w1¯1
:=I11 + I12 + I13 + I14 + I15 + I16.
Next we estimate each term of (1) as follows,firstly we have
I11 + I13 + I16 ≥ −C1 − 3 (nC2 +C3)
n∑
i=1
F i¯i,
where we have supposed that sup
M
|T |2g ≤ C2, sup
M
|R| ≤ C3.
Next we claim I15 + I2 ≥ −18n2C2
n∑
i=1
F i¯i. In fact,
I15 + I16 =
c0
2
n∑
i=1
∑
p,1
F i¯i|u1p¯i|2
w21¯1
+2(1 + 2c0)
n∑
i=1
F i¯iRe

∑
p,1
T p1iup¯1¯i
w1¯1

=
c0
2
n∑
i=1
F i¯i
∑
p,1
∣∣∣∣∣u1p¯iw1¯1 +
2(1 + 2c0)
c0
T p1i
∣∣∣∣∣
2
− 2(1 + 2c0)
2
c0
n∑
i=1
∑
p,1
F i¯i|T p1i|2
≥ −2(1 + 2c0)
2
c0
n∑
i=1
∑
p,1
F i¯i|T p1i|2
≥ −18n2C2
n∑
i=1
F i¯i,
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where we have used 1
n2
≤ c0 ≤ 1 Thus, we obtain,
I1 + I2 ≥ − (1 + 2c0)
n∑
i, j,p,q=1
F i ¯j,pq¯ui ¯j1upq¯¯1
w1¯1
+ 2(1 + 2c0)
n∑
i
F i¯iRe
(T 11iu1¯1¯i
w1¯1
)
(4.14)
−
(
21n2C2 + 3C3
) n∑
i=1
F i¯i − C1.
For terms I7 + I8, we claim
I7 + I8 ≥
1
2
ϕ′
n∑
i=1
F i¯i|ui¯i|21 − (C2 +C3)
n∑
i=1
F i¯i − C1.(4.15)
Indeed, by the covariant derivatives’ commutation formula (2.9) in section 2, we have
upi¯i = ui¯ip + T ipiui¯i + uqRi¯ipq¯, u p¯i¯i = uip¯¯i = ui¯i p¯ − T iipui¯i.
Then we have
n∑
i=1
F i¯iupi¯i =
n∑
i=1
F i¯iui¯ip +
n∑
i=1
F i¯i
(
T ipiui¯i + uqRi¯ipq¯
)
= Fp +
n∑
i=1
F i¯i
(
T ipiui¯i + uqRi¯ipq¯
)
n∑
i=1
F i¯iu p¯i¯i =
n∑
i=1
F i¯iui¯i p¯ +
n∑
i=1
F i¯iT iipui¯i = F p¯ +
n∑
i=1
F i¯iT iipui¯i
Inserting the above formula into the term (8), we obtain
I8 = ϕ′
n∑
i,p=1
F i¯i(up¯iiu p¯ + u p¯i¯iup)(4.16)
= ϕ′
n∑
p=1
u p¯
Fp +
n∑
i=1
F i¯i
(
T ipiui¯i + uqRi¯ipq¯
) + ϕ′
n∑
p=1
up
h p¯ −
n∑
i=1
F i¯iT iipui¯i

= 2ϕ′
n∑
i,p=1
F i¯iui¯iRe
(
u p¯T ipi
)
+ ϕ′
n∑
p=1
2Re
(
u p¯hp
)
+
n∑
i,q=1
u p¯uqF i
¯iRi¯ipq¯

= I81 + I82.
For the term I82, we have
I82 ≥ −C3
n∑
i=1
F i¯i − C1.
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For the term I81, we obtain
I81 + I7 = 2ϕ′
n∑
i,p=1
F i¯iui¯iRe
(
u p¯T ipi
)
+ ϕ′
n∑
i,p=1
F i¯i
(
|up¯i|2 + |upi|2
)
≥ ϕ′
n∑
i=1
F i¯i
|ui¯i|2 + 2ui¯iRe

n∑
p=1
u p¯T ipi


= ϕ′
n∑
i=1
F i¯i
∣∣∣∣∣∣∣
ui¯i
2
+ 2
n∑
p=1
upT ipi
∣∣∣∣∣∣∣
2
+
3
4
ϕ′
n∑
i=1
F i¯i |ui¯i|2 − 4ϕ′
n∑
i=1
F i¯i
∣∣∣∣∣∣∣
n∑
p=1
upT ipi
∣∣∣∣∣∣∣
2
≥ 1
2
ϕ′
n∑
i=1
F i¯i |ui¯i|2 − C2
n∑
i=1
F i¯i.
Thus we have proved the above claim (4.15).
Moreover, apply (4.10) to obtain
ψ′
n∑
i=1
F i¯iui¯i = ψ′
n∑
i=1
F i¯i(λi − 1) = ψ′h − ψ′
n∑
i=1
F i¯i ≥ −2(C0 + 1) sup
M
e
f
k + ψ′
n∑
i=1
F i¯i
Similarly,
1
2
ϕ′
n∑
i=1
F i¯i |ui¯i|2 =
1
2
ϕ′
n∑
i=1
F i¯i (λi − 1)2
=
1
2
ϕ′
n∑
i=1
F i¯iλ2i − ϕ′
n∑
i=1
F i¯iλi +
1
2
ϕ′
n∑
i=1
F i¯i
=
1
2
ϕ′
n∑
i=1
F i¯iλ2i − ϕ′h +
1
2
ϕ′
n∑
i=1
F i¯i
≥ 1
2
ϕ′
n∑
i=1
F i¯iλ2i −
1
2
sup
M
e
f
k +
1
2
ϕ′
n∑
i=1
F i¯i
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Inserting these terms into (4.11), we obtain
0 ≥ F i¯iQi¯i ≥ − (1 + 2c0)
n∑
i, j,p,q=1
F i ¯j,pq¯ui ¯j1upq¯¯1
w1¯1
+ 2(1 + 2c0)
n∑
i=1
F i¯iRe
(T 11iu1¯1¯i
w1¯1
)
− (1 + 2c0)
n∑
i=1
F i¯i|u1¯1i|2
w21¯1
(4.17)
+ ϕ′′
n∑
i=1
F i¯i|∇u|2i |∇u|2¯i + ψ′′
n∑
i=1
F i¯i|ui|2 +
1
2
ϕ′
n∑
i=1
F i¯iλ2i
(4.18)
+
(
−ψ′ + 1
2
ϕ′ − 22n2C2 − 4C3
) n∑
i=1
F i¯i − C1
=A1 + A2 + A3
+ A4 + A5 + A6 +
(
−ψ′ + 1
2
ϕ′ − 22n2C2 − 4C3
) n∑
i=1
F i¯i − C1,
where C1 is a positive constant depending only on C0, sup e
f
k , and sup
∣∣∣∣∇ (e fk )
∣∣∣∣2 , and
sup
∣∣∣∣∂ ¯∂ (e fk )
∣∣∣∣.
Let ε = δ4 ≤ 116 and δ = 12A+1 , where A = 2L(C0+1) and C0 = 31n2C2+4C3. We divide
two cases to drive the estimate, which is similar as [4].
Case1: λn < −ελ1.
By the first derivative’s condition (4.7) , we have
−(1 + 2c0)2
∣∣∣∣∣u1¯1iw1¯1
∣∣∣∣∣
2
= −
∣∣∣ϕ′|∇u|2i + ψ′ui∣∣∣2 ≥ −2 (ϕ′)2 |∇u|2i |∇u|2¯i − 2 (ψ′)2 |ui|2
= −ϕ′′|∇u|2i |∇u|2¯i − 2
(
ψ′
)2 |ui|2, 1 ≤ i ≤ n
A2 = 2(1 + 2c0)
∑
i,1
F i¯iRe
(T 11iu1¯1¯i
w1¯1
)
≥ −c0
∑
i,1
F i¯i
∣∣∣∣∣u1¯1¯iw1¯1
∣∣∣∣∣
2
− (1 + 2c0)
2
c0
∑
i,1
F i¯i
∣∣∣T 11i∣∣∣2
≥ −c0
∑
i,1
F i¯i
∣∣∣∣∣u1¯1¯iw1¯1
∣∣∣∣∣
2
− 9n2C2
∑
i,1
F i¯i
∣∣∣T 11i∣∣∣2
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Thus
A2 + A3 ≥ −(1 + 3c0)
n∑
i=1
F i¯i|u1¯1i|2
w21¯1
− 9n2C2
∑
i,1
F i¯i
∣∣∣T 11i∣∣∣2
≥ −(1 + 2c0)2
n∑
i=1
F i¯i|u1¯1i|2
w21¯1
− 9n2C2
n∑
i=1
F i¯i
= −A4 − 2
(
ψ′
)2 n∑
i=1
F i¯i|ui|2 − 9n2C2
n∑
i=1
F i¯i.
We therefore obtain
A2 + A3 + A4 ≥ −2
(
ψ′
)2 n∑
i=1
F i¯i|ui|2 − 9n2C2
n∑
i=1
F i¯i.(4.19)
Using the following inequlity
n∑
i=1
F i¯iλ2i ≥ Fnn¯λ2n > ε2Fnn¯λ21 ≥
ε2
n
n∑
i=1
F i¯iλ21.
Therefore, we have
A6 =
1
2
ϕ′
n∑
i=1
F i¯iλ2i ≥
ε2
2n
ϕ′
n∑
i=1
F i¯iλ21(4.20)
Combining (4.17) and (4.19) (4.20), we obtain
0 ≥
n∑
i=1
F i¯iQi¯i ≥
ε2
2n
ϕ′
n∑
i=1
F i¯iλ21 − 2
(
ψ′
)2 n∑
i=1
F i¯i|ui|2
+
(
−ψ′ + 1
2
ϕ′ − 31n2C2 − 4C3
) n∑
i=1
F i¯i − C1
≥
(
ε2
8nK
λ21 − 8K(C0 + 1)2
) n∑
i=1
F i¯i − C1
≥ ε
2
8nKλ
2
1 − 8K(C0 + 1)2 − C1,
where we have used the fact that
n∑
i=1
F i¯i ≥ 1, which follows from Newton-Maclaurin’s
inequality and the fact that .
Hence,we obtain the estimates
λ1 ≤ 8
√
2(2A + 1)
√
nK(8K(C0 + 1)2 + C1) ≤ CK.
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Case2: λn > −ελ1.
Let
I =
{
i ∈ {1, · · · , n}
∣∣∣σk−1 (λ |i ) ≥ ε−1σk−1 (λ |1)}
Obviously, 1 < I and i ∈ I if and only if
F i¯i > ε−1F1¯1
We first treat those indices which are not in I: by the first derivative’s condition (4.7), we
have
−(1 + 2c0)
∑
i<I
F i¯i|u1¯1i|2
w21¯1
+ 2(1 + 2c0)
∑
i<I
F i¯iRe
T 11iu1¯1¯i
w1¯1
≥ −(1 + 2c0)2
∑
i<I
F i¯i|u1¯1i|2
w21¯1
− (1 + 2c0)
2
c0
∑
i<I
F i¯i|T 11i|2
= −ϕ′′
∑
i<I
F i¯i|∇u|2i|∇u|2¯i − 2(ψ′)2
∑
i<I
F i¯i|ui|2 − 9n2C2
∑
i<I
F i¯i|T 11i|2
≥ −ϕ′′
∑
i<I
F i¯i|∇u|2i|∇u|2¯i − 2ε−1K(ψ′)2F1¯1 − 9n2C2
n∑
i=1
F i¯i
Substitute the above inequality into (4.17)
0 ≥ F i¯iQi¯i ≥ − (1 + 2c0)
n∑
i, j,p,q=1
F i ¯j,pq¯ui ¯j1upq¯¯1
w1¯1
+ 2(1 + 2c0)
∑
i∈I
F i¯iRe
(T 11iu1¯1¯i
w1¯1
)(4.21)
− (1 + 2c0)
∑
i∈I
F i¯i|u1¯1i|2
w21¯1
+ ϕ′′
∑
i∈I
F i¯i|∇u|2i |∇u|2¯i + ψ′′
n∑
i=1
F i¯i|ui|2
+
1
2
ϕ′
n∑
i=1
F i¯iλ2i − 2ε−1K(ψ′)2F1¯1 +
(
−ψ′ + 1
2
ϕ′ − 31n2C2 − 4C3
) n∑
i=1
F i¯i − C1
= B1 + B2 + B3 + B4 + B5
+ B6 + B7 + B8
Firstly, we have
B6 + B7 =
1
2
ϕ′
n∑
i=1
F i¯iλ2i − 2ε−1K(ψ′)2F1¯1 ≥
1
4
ϕ′
n∑
i=1
F i¯iλ2i ,
where we have assumed 14ϕ
′F1¯1λ21 ≥ 2ε−1K(ψ′)2F1¯1 otherwise we have 14ϕ′F1
¯1λ21 ≤
2ε−1K(ψ′)2F1¯1 i.e. λ1 ≤ CK and the estimate is done.
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We next use the first term B1 to cancel the other terms containing the third derivatives
of u . By the same proof as in [4] P559, we have
λ1σk−2 (λ |1i ) ≥ (1 − 2ε)σk−1 (λ |i) , for i ∈ I.
Thus
−λ1F i¯1,1¯i =
F1−k
k λ1σk−2 (λ |1i) ≥
F1−k
k (1 − 2ε)σk−1 (λ |i ) = (1 − 2ε) F
i¯i
Since
ui¯11 = u1¯1i − T 11i (λ1 − 1)
Therefore
B1 = −
1 + 2c0
λ1
n∑
i, j,p,q=1
F i ¯j,pq¯ui ¯j1upq¯¯1 ≥ −
1 + 2c0
λ21
∑
i∈I
λ1F i
¯1,1¯iui¯11u1¯i¯1
≥ 1 + 2c0
λ21
(1 − 2ε)
∑
i∈I
F i¯i
∣∣∣u1¯1i − T 11i (λ1 − 1)∣∣∣2
B2 =
2 (1 + 2c0)
λ1
∑
i∈I
F i¯iRe
(
T 11iu1¯1¯i
)
From the first derivative’s condition (4.7), we have
B4 = ϕ′′
∑
i∈I
F i¯i|∇u|2i |∇u|2¯i =2
∑
i∈I
F i¯i
∣∣∣∣∣(1 + 2c0)u1¯1¯iw1¯1 + ψ
′ui
∣∣∣∣∣
2
≥2(1 + 2c0)2δ
∑
i∈I
F i¯i
|u1¯1¯i|
w2
1¯1
2
− 2δ
1 − δ
(
ψ′
)2 ∑
i∈I
F i¯i|ui|2
≥2(1 + 2c0)2δ
∑
i∈I
F i¯i
|u1¯1¯i|
w2
1¯1
2
− B5,
where we have used 2δ1−δ (ψ′)2 = ψ′′ by our choosing δ = 12A+1 .
Thus we have
B3 + B4 + B5 ≥ − (1 + 2c0) [1 − 2 (1 + 2c0) δ]
λ21
∑
i∈I
F i¯i |u1¯1¯i|2 .
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Therefore,
B1 + B2 + B3 + B4 + B5
≥1 + 2c0
λ21
(1 − 2ε)
∑
i∈I
F i¯i
∣∣∣u1¯1i − T 11i (λ1 − 1)∣∣∣2 − (1 + 2c0) [1 − 2 (1 + 2c0) δ]
λ21
∑
i∈I
F i¯i |u1¯1¯i|2
+
2 (1 + 2c0)
λ21
∑
i∈I
F i¯iRe
(
λ1T 11iu1¯1¯i
)
=
1 + 2c0
λ21
∑
i∈I
F i¯i
{
(1 − 2ε)
∣∣∣u1¯1i − T 11i (λ1 − 1)∣∣∣2 − (1 − 2 (1 + 2c0) δ) |u1¯1i|2 + 2Re (λ1T 11iu1¯1¯i)
}
=
1 + 2c0
λ21
∑
i∈I
F i¯i
{
(2 (1 + 2c0) δ − 2ε) |u1¯1i|2 + 2 [2ε (λ1 − 1) + 1] Re
(
T 11iu1¯1¯i
)
+ (1 − 2ε) (λ1 − 1)2
∣∣∣T 11i∣∣∣2
}
≥ 0,
where the last inequality holds if we choose ε = δ4 ≤ 116 . In fact,
∆ = B2 − 4AC =4 [2ε (λ1 − 1) + 1]2 − 4 (1 − 2ε) (λ1 − 1)2 (2 (1 + 2c0) δ − 2ε)
≤ 36ε2 (λ1 − 1)2 − 4 (1 − 2ε) (λ1 − 1)2 (2 (1 + 2c0) δ − 2ε)
≤ 4 (λ1 − 1)2
(
9ε2 − 2 (1 − 2ε) ((1 + 2c0) δ) + 2ε (1 − 2ε)
)
≤ 4 (λ1 − 1)2
(
5ε2 + 2ε − δ
)
≤ 4 (λ1 − 1)2 (4ε − δ)
= 0.
Thus we finally obtain
0 ≥1
4
ϕ′
n∑
i=1
F i¯i |ui¯i|2 +
(
−ψ′ + 1
2
ϕ′ − C2 − C3
) n∑
i=1
F i¯i − C1
=
(
−ψ′ + 1
2
ϕ′ − C2 − C3
) n∑
i=1
F i¯i +
1
2
ϕ′
n∑
i=1
F i¯i |ui¯i|2 − C1
≥
n∑
i=1
F i¯i +
1
16K
n∑
i=1
F i¯iλi2 − C1
, where we have used −ψ′ ≥ C0 + 1 by choosing C0 = 31n2C2 + 4C3 .
In particular, we have
n∑
i=1
F i¯i ≤ C. By lemma2.2 in [4] we have F1¯1 ≥ c(n,k)Ck−11 , where
c(n, k) is a positive constant depending only on n and k.
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Therefore, we get the desired estimate:
λ1 ≤
4C
k
2
1
c(n, k) 12
√
K,
where C1 is given in (4.17). 
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