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ABSTRACT
The development and application of quantum mechanics has exploded in the past century.
The rules of classical mechanics were found to be completely insufficient when applied to a
universe that operates on the scale of atomic and subatomic particles. The advancement of
quantum theory and computer technology has driven quantum mechanical analyses toward
routine in the chemist’s laboratory.
Chapter 1 briefly outlines some common failures of classical mechanics from a historical
standpoint. Chapter 2 provides a mathematical overview to quantum chemistry including
a brief presentation of the analytic solutions to the Schrödinger equation for some model
systems. Chapter 3 and Chapter 4 introduces some commonly used methods and basis sets,
respectively, used in electronic structure theory. Chapter 5 introduces a couple of chemically
interesting problems which are examined with quantum mechanical electronic structure meth-
ods in this research. Chapter 6 analyzes the weakly-bound, dispersion dominated systems of
the P2 and PCCP homogeneous dimers and the importance of higher-order correlation cor-
rections. Chapter 7 analyzes the low-energy dimers of the homogeneous and heterogeneous
dimers of formaldehyde and thioformaldehyde as well as the associated vibrational frequen-
cies. This work highlights some significant deficiencies of density functional theory methods.
Chapter 8 examines the condensation reaction of glycine in the gas-phase via four reaction
mechanisms. This work indicates that only one mechanism is slightly favored energetically.
Chapter 9 summarizes the results of the research presented in this dissertation.
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Chapter 1
The Failures of Classical Mechanics
“Calvin (on scientific progress): Brother! You doubting Thomases get in the way of more
scientific advances with your stupid ethical questions! This is a brilliant idea!”
−Bill Watterson
The advent of quantum mechanics in the early 20th century brought about the most
intellectually significant contribution to modern science. At a time when Newtonian physics
was the standard in science, a theory as radical and controversial as quantum mechanics
had little hope of surviving if not for the rigorous science performed and the relentless
evaluation of the evidence it produced. A detailed historical account of the quantum theory
revolution can span a multivolume body of work. Such a task lies outside the scope of this
document. However, understanding the rise of quantum mechanics can perhaps be achieved
by outlining some of the significant failures of Newtonian physics, or classical mechanics, in
select landmark experiments. A comprehensive analysis of these experiments can readily be
found elsewhere.
1.1 Blackbody Radiation
The solution to blackbody radiation was a watershed moment in the development of quan-
tum theory. All matter emits electromagnetic radiation at every temperature greater than
1
absolute zero. In fact, the emission spectrum is the same for all matter, or bodies, at a
given temperature. If the body does not reflect any light, then this radiation is referred to
as blackbody radiation. Consider a blackbody object with an encapsulated cavity. A small
hole is drilled through the object and into the cavity to allow for a small amount of radiation
to escape. A spectrum of this blackbody radiation can then be recorded.
Examples of an idealized blackbody emission spectra can is shown as the non-blue curves
in Figure 1.1. Here, light intensity (in arbitrary units) is a function of wavelength (in
arbitrary units) at various equilibrium temperatures (in Kelvin). Note that the maximum
light intensity, the peak of each curve, increases with temperature. Furthermore the peak of
each curve moves to shorter wavelength at higher temperature. This behavior is unsurprising.
Imagine a piece of heated metal. As it becomes hot, it will begin to glow brightly, radiating
more intense light. Upon further heating, the light will eventually transition from a red-like
color to a blue-like color as the wavelength of the light decreases with temperature. Finally,
the blue curve is the predicted emission spectrum of a blackbody radiator according classical
mechanics, or more specifically, the Rayleigh-Jeans law.
The Rayleigh-Jeans equation can be expressed as
u =
2ckT
λ4
(1.1)
where u is the intensity, λ is the wavelength, c is the speed of light, k is the Boltzmann
constant, and T is the temperature. The classical understanding is that each resonant mode
of radiation within the cavity of the blackbody radiator, 2c/λ4, contains an average amount
of thermal energy, kT , a direct application of the equipartition theorem (1
2
C〈V 2T 〉 = 12kT ).
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Figure 1.1: Blackbody emission spectra at various temperatures compared to the classical
mechanics Rayleigh-Jean prediction (blue line)
As wavelength decreases, the frequency increases, and the corresponding number of resonant
modes increases, leading to a state of infinite energy. The blue curve of Figure 1.1 indicates
that at short wavelength (i.e. high frequency) the intensity becomes increasingly large and
is without bound. This problem is referred to as the “ultraviolet catastrophe”, a suitable
name as the unphysical, diverging nature of the Rayleigh-Jeans curve lies within the region
of short wavelength, specifically the ultraviolet region.
A solution was put forth by Max Planck who postulated that energy was restricted to
discrete values, or quantized, in stark contrast to classical mechanics which treats energy as
3
a continuum. Planck’s law can be expressed in terms of wavelength as
u =
2hc2
λ5
1
ehc/λkT − 1 (1.2)
or frequency as
u =
2ν2
c2
hν
ehν/kT − 1 (1.3)
where h is Planck’s constant. Planck’s constant relates the energy of a blackbody emitter
to its corresponding frequency of the form E = hν, indicating that energy is discretized.
This relationship is known as the Planck-Einstein relation which was later formalized with
Einstein’s explanation of the photoelectric effect. In eq 1.3, the average thermal energy per
resonant mode is no longer described simply as kT but as hν/(ehν/kT − 1). The resulting
solution properly describes light intensity all wavelengths for the blackbody radiator. It is
important to note that the Rayleigh-Jeans expression (eq 1.1) becomes valid at low frequen-
cies such that hν ≪ kT . The concept of quantized energy along with the relation of energy
to frequency played an important role in the development of quantum mechanics.
1.2 The Photoelectric Effect
The photoelectric effect was another watershed moment in the development of quantum
theory. When light with an appropriate wavelength is directed onto a certain piece of metal
in a vacuum, a subsequent ejection of electrons from the metal object occurs. It was thought,
from a classical perspective, that a more intense light would eject more electrons and provide
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them with higher kinetic energy. However, the latter behavior was not observed. The
kinetic energy of the ejected particles remained the same for all light intensities at a specific
wavelength. It was soon discovered that the energy was directly proportional to the frequency
of light.
Albert Einstein postulated that light was made up of particles with a discrete amount of
energy called photons. Einstein drew upon Planck’s explanation for the blackbody radiator
and stated that the energy of a photon was directly proportional to the frequency of the
light as shown in the following equation
Ephoton = hν (1.4)
where h is Planck’s constant and ν is the frequency of the light. If the energy of a photon
equaled or exceeded the energy required to bind an electron to the metal, then an ejection
of that electron which was struck occurred instantaneously. If the energy of the photon was
less than the binding energy of the electron, then that electron was not ejected. Equiva-
lently, no matter how intense a ray of light was made, zero electrons would be ejected if the
frequency was not small enough. Einstein’s proposal of light consisting of photons aided the
development of quantum mechanics.
1.3 Spectral Lines of the Hydrogen Atom
Another milestone in the development of quantum mechanics was the set of experiments
which examined the spectral lines of the hydrogen atom. Classical mechanics failed to
explain why electrons simply did not collapse into the nucleus. It would seem reasonable to
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Figure 1.2: Representative emission spectrum (wavelength in nm) of atomic hydrogen in the
visible region of the electromagnetic spectrum
come to this conclusion as a nucleus and electron are attracted by opposing charges. The
constant motions of the electrons would lead to a loss of energy until there was no more
kinetic energy. If this were true, atoms would be stable for far less than fractions of a second
and the universe would not exist; however, this is not the case. The Bohr model of the atom,
a classical description of electrons in planetary-like orbits around the nucleus, attempted to
address this.
A set of experiments were constructed to examine the emission spectrum of the hydrogen
atom. Hydrogen gas, H2, was dissociated into its hydrogen constituents and subsequently
forced into excited states. A unique set of well-defined spectral lines were observed at very
specific wavelengths (Figure 1.2).
A single hydrogen atom has a set of well-defined spectral lines and not a continuous
spectrum resembling a blackbody radiator. Recall in eq 1.4 the relation between the energy
of a photon and its frequency. If an atom emits only certain frequencies of light, then
there are only discrete amounts of energy available for release from the electronic transitions
within that atom. It was postulated that these energies are the energies associated the
allowed orbits of the electrons in the Bohr model. Electrons are not allowed to assume any
orbit they please. When an electron is in an excited state (i.e. higher energy orbit), it can
relax down to some lower energy orbit, releasing a corresponding amount of energy in the
6
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Figure 1.3: Bohr representation of an electron relaxation from the allowed n=3 to the allowed
n=2 energy level with subsequent photon (hν) emission
form of a photon. This energy release is equivalent to the energy difference of the initial and
final orbits, or energy levels. The electron will never ‘exist’ anywhere outside the allowed
energy levels, and therefore a continuous spectrum is not observed. Figure 1.3 illustrates
this process for energy levels of n. Niels Bohr proposed that electrons remained in stable,
allowed orbits around the atomic nucleus, each with an associated amount of (i.e. quantized)
energy. This hypothesis explains why electrons, when considered as particles, never ‘fall into’
the nucleus of an atom. More precisely, it is the boundary conditions for standing waves
that give rise to these quantized energy levels.
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Chapter 2
Quantum Chemistry: An Overview
“Calvin: Life’s a lot more fun when you aren’t responsible for your actions.”
−Bill Watterson
2.1 Postulates of Quantum Theory
Quantum mechanics is built on a set of six, well-established postulates. The postulates
introduced here are presented by Levine.1
Postulate 1: The state function or wave function, Ψ, describes the state of
any quantum mechanical system.
The n-particle wave function is a well-behaved function of all the coordinates of n-particles,
electrons and nuclei, as well as time. A function is well-behaved if it is single-valued, con-
tinuous and square-integrable. All first-order derivatives must be continuous. A square-
integrable function is finite when the absolute-value of the function is squared and integrated
over all space such that
∞∫
−∞
|f(τ)|2 dτ <∞ (2.1)
Postulate 2: Linear, Hermitian quantum mechanical operators exixt which
correspond to any physical observable of the system.
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A physical observable is a property which can be measured such as position, momentum or
energy. Therefore, the observable must be a real value, requiring the quantum mechanical
operators to be exclusively real (i.e. Hermitian). An operator, Aˆ, is linear and Hermitian2 if
Aˆ(φ+ ψ) = Aˆφ+ Aˆψ (Aˆ is linear) (2.2)
and
∞∫
−∞
ψ∗Aˆψ dτ =
∞∫
−∞
(Aˆ∗ψ)∗ψ dτ (Aˆ is Hermitian) (2.3)
where ψ is a function that goes to zero at ±∞ as well as its associated derivatives. The
notation, dτ , corresponds to the complete set of coordinates of the function.
Postulate 3: The physical observable, A, associated with its corresponding
operator, Aˆ, is the eigenvalue, ai, of the eigenvalue equation Aˆφi = aiφi.
An eigenvalue equation is an equation which contains an operator and corresponding function.
When this fucntion is operated upon, the function itselt is returned in addition to a scalar
quantity. This scalar quantity is the physical observable of the system within the context of
quantum mechanics.
Postulate 4: The wave function, Ψ, can be expanded into a complete set of
eigenfunctions of a linear, Hermitian operator.
There exists a complete set of eigenfunctions of a linear, Hermitian operator for which a
linear combination of these eigenfunctions, φi, represent the wave function such that
Ψ =
∑
i
ciφi (2.4)
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The coefficients, ci, are given by
ci =
∞∫
−∞
φ∗iΨ dτ = 〈φi|Ψ〉 (2.5)
Postulate 5: The expectation value, 〈A〉, of the operator, Aˆ, is the average
value of the observable for a normalized wave function at time t.
The expectation value of an operator for a given wave function, ψ, is defined as
〈A〉 =
∫
φ∗Aˆφ dτ∫
φ∗φ dτ
(2.6)
It is clear that, for a given eigenvalue equation, Aˆψ = aψ, containing a specific wave function,
ψ, left multiplying both sides by ψ∗ and integrating over all space gives
∫
ψ∗Aˆψ dτ = a
∫
ψ∗ψ dτ (2.7)
and solving for a gives
a =
∫
ψ∗Aˆψ dτ∫
ψ∗ψ dτ
= 〈A〉 (2.8)
Here the expectation value, 〈A〉, of the operator, Aˆ, is exactly the eigenvalue a. Of course,
if ψ is normalized, then
∫
ψ∗ψ = 1 leaving a =
∫
ψ∗Aˆψ dτ = 〈A〉.
Postulate 6: The wave function of a system evolves with time as given by
the time-dependent Schrödinger equation.
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The time-dependent Schrödinger equation is a first-order differential equation with the form
H Ψ(r, t) = i~
δΨ
δt
(2.9)
where H is the Hamiltonian (i.e. energy) operator of the system. In many cases, the time-
independent Schrödinger equation is of interest. Equation 2.9 can be separated into spatial
(r) and time (t) pieces. The former is used in conjunction with a time-independent form of
H .
2.2 Analytical Solutions
All solutions to the Schrödinger equation, except for the most elementary cases, must be
solved using approximations. However, by understanding simple cases where the Schrödinger
equation can be solved exactly, one might better understand the nature of these approxima-
tions. We shall briefly discuss and/or derive a few of these solutions similar to that is used
by Levine.1
Molecules have a set of three fundamental motions including translational (trans), vi-
brational (vib), and rotational (rot) freedom. Each of these motions have an associated
energy. These motions are typically not decoupled in a physical system but by neglecting
this coupling, the motions can be separated and linearly combined with appropriate energy
operators such that
Hˆtotal = Hˆtrans + Hˆvib + Hˆrot (2.10)
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with corresponding energy contributions to the total energy written as
Etotal = Etrans + Evib + Erot (2.11)
Because each of these contributions depend on different variables, they can easily be sepa-
rated and solved for individually. A series of simple models are commonly used to illustrate
the solutions to these motions and will be briefly discussed in the following sections.
2.2.1 Particle in a One Dimensional Box
The particle in a one-dimensional box is a model which illustrates the quantized energies
associated with the translational motion of a molecule. The translational motion of a particle
in a potential can be illustrated with the particle in a box model. A particle is constrained
to one dimension, the x-direction, as well as a region of space such that 0 ≤ x ≤ a. The
potential energy, V (x), inside this region is zero while it is infinite everywhere else. The
Schrödinger equation for the region outside the box is
− ~
2
2m
δ2Ψ
δx2
+∞Ψ(x) = EΨ(x) (2.12)
and for the region inside the box, the equation is
− ~
2
2m
δ2Ψ
δx2
= EΨ(x) (2.13)
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where E is the energy eigenvalue of the system, ~ is the reduced Planck constant, and m is
the mass of the particle. Equivalently, eq 2.13 can be written as
δ2Ψ
δx2
+
2m
~
2 EΨ(x) = 0 (2.14)
To satisfy eq. 2.12, Ψ(x) must equal zero anywhere outside the box which satisfies the
condition that the particle exists only inside the box. To satisfy eq. 2.13, an appropriate
linear combination must be chosen to satisfy the boundary conditions such that
Ψ(0) = Ψ(a) = 0 (where x ≤ 0 and x ≥ a) (2.15)
The first term in eq 2.15 can easily be solved by using the following possible solution
Ψ(0) = A sin kx (2.16)
while the second term in eq 2.15 is solved by using the Euler identity
Ψ(a) = A sin
npix
a
≡ A
2i
(eikx − e−ikx)
(2.17)
The Schrödinger equation (eq 2.13) now has the form
− ~
2
2m
(
−n
2pi2
a2
)
A sin kx = EA sin kx (2.18)
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for the solution chosen in eq 2.16. Solving for E gives
E =
n2h2
8ma2
where n = 1, 2, 3, . . . (2.19)
where h is Planck’s constant (~ = h/2pi). Note that n consists of positive integer quantities.
If n = 0 then there would be no particle. Normalizing the wave function gives
a∫
0
∣∣∣Ψ(x)2∣∣∣ dx = ∣∣∣A2∣∣∣
a∫
0
sin2
(
npix
a
)
dx =
∣∣∣A2∣∣∣ a
2
= 1 (2.20)
Therefore, the normalization constant, A, is
A =
√
2
a
(2.21)
giving the final eigenfunction as
Ψ(x) =
√
2
a
sin
(
npix
a
)
where n = 1, 2, 3, · · · (2.22)
where n is the principal quantum number. This can be easily extended to three-dimensional
systems.
It is important to note that the form of eq. 2.22 is real for this model system. However,
the wave function that is the solution to the Schrödinger equation is a complex function (i.e.
not real) and therefore has no physical interpretation and consequently is not measurable.
However, the product of Ψ and its complex conjugate (Ψ∗) such that Ψ(x)∗Ψ(x), does have
a physical interpretation and is known as the probability density, ρ(x), of the wave function.
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The probability density for the region 0 ≤ x ≤ a has the form
ρ(x) =
a∫
0
|Ψ(x)|2 dx = 1 (2.23)
for a normalized wave function. Normalization of the wave function is required as the particle
must exist somewhere inside the box. In other woreds, the probability of finding the particle
inside the box is 1, or 100%.
Figure 2.1 is a plot of the analytic (real) solution (eq 2.22) for a few energy levels, n
and Figure 2.2 is a plot of the corresponding probability densities (eq 2.23). Note that the
boundary conditions are satisfied in each plot [i.e. Ψ(0) = Ψ(1) = 0]. Each phase change of
the sine wave in Figure 2.1 has a corresponding node (where |Ψ|2 = 0) in Figure 2.2. For n = 2
(Figure 2.2), there is zero probability that the particle exists in the middle of the box, just as
there is zero probability that the particle exists outside the box. The question remains, how
can the particle exist in opposite regions of the box without ever existing in the middle? This
behavior leads to the concept of “wave-particle” duality. Simply, the particle (e.g. electron)
exhibits behavior similar to that of a physical object as well as behavior similar to that
of waves. Classical mechanics is not equipped to describe the proper behavior of electrons
for small n. However, as n becomes large, the probability density in Figure 2.2 (where
n = 100 for illustrative purposes) approaches a continuum, giving a uniform probability
density where the minima and maxima of the distribution cannot be detected. It is at this
limit that classical mechanics becomes valid approximation and quantum mechanics is no
longer required to describe the proper behavior of the system. This is known as the Bohr
correspondence principle.
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Figure 2.1: Plots of the particle-in-a-box wave function, Ψ, for various values of n.
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n=1 n=2 
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Figure 2.2: Plots of the particle-in-a-box square modulus wave function, |Ψ|2, for various
values of n.
2.2.2 Harmonic Oscillator
The vibrational motion of a molecule can be shown as adhering to a set of quanitized energies
which is illustrated using the harmonic oscillator model. A particle is treated as an oscillator
such as a classical system of a ball on a spring obeying Hooke’s Law. When a force (F )
acts upon the object causing a displacement (x) from equilibrium, an equal and opposite
force counteracts the displacement such that F = −kx, where k is the force constant. The
Hamiltonian operator for the quantum-mechanical one-dimensional harmonic oscillator can
be written as
H = − ~
2
2m
d2
dx2
+ 2pi2ν2mx2 (2.24)
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where m is the mass of the particle, ν is the vibrational frequency (i.e. the reciprocal of the
time for one oscillation cycle to occur), and x is the dimension along which the displacement
acts. Note that the first term in eq 2.24 is the kinetic energy operator and the second term
is the potential energy operator. Inserting H into the Schrödinger equation, H Ψ = EΨ,
gives
(
− ~
2
2m
d2
dx2
+ 2pi2ν2mx2
)
Ψ = EΨ (2.25)
Setting eq 2.25 equal to zero gives
(
− ~
2
2m
d2
dx2
+ 2pi2ν2mx2
)
Ψ = EΨ
− ~
2
2m
d2Ψ
dx2
+ 2pi2ν2mx2Ψ = EΨ
~
2
2m
d2Ψ
dx2
− 2pi2ν2mx2Ψ+ EΨ = 0 (2.26)
Multiplying eq 2.26 by 2m/~2 gives
2m
~
2
(
~
2
2m
d2Ψ
dx2
− 2pi2ν2mx2Ψ+ EΨ
)
=
2m
~
2 0
d2Ψ
dx2
− 4pi
2ν2m2x2
~
2 Ψ+
2m2E
~
2 Ψ = 0
d2Ψ
dx2
+Ψ
(
2m2E
~
2 −
4pi2ν2m2x2
~
2
)
= 0
d2Ψ
dx2
+Ψ
(
2m2E
~
2 − α2x2
)
= 0 (2.27)
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where
α =
2piνm
~
(2.28)
Allow the wave function to be approximated by a Gaussian type function such that
Ψ = e−αx
2
/2f(x) (2.29)
to allow for a two-term recursion relation when implementing a series solution.1 The form
of the function, f(x) will be shown shortly. The second order differential of eq 2.29 is
d2Ψ
dx2
= e−αx
2
/2
(
d2f
dx2
− 2αxdf
dx
− αf + α2x2f(x)
)
(2.30)
or simply
Ψ′′ = e−αx
2
/2
(
f ′′(x)− 2αxf ′(x)− αf(x) + α2x2f(x)
)
(2.31)
Equation 2.27 can then be rewritten using the relations in eq 2.29 and eq 2.31 to give
f ′′(x)− 2αxf ′(x) + f(x)
(
2mE
~
2 − α
)
= 0 (2.32)
Let the form of f(x) be a series solution such that
f(x) =
∞∑
n=0
cnx
n (2.33)
where
f ′(x) =
∞∑
n=1
ncnx
n−1 =
∞∑
n=0
ncnx
n−1 (2.34)
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and
f ′′(x) =
∞∑
n=2
n(n− 1)cnxn−2
=
∞∑
j=0
(j + 2)(j + 1)cj+2x
j
=
∞∑
n=0
(n + 2)(n+ 1)cn+2x
n where j = n− 2
(2.35)
by using general summation relations.1 Substitute eq 2.33, eq 2.34, and eq 2.35 into eq 2.32
to give
∞∑
n=0
(n + 2)(n+ 1)cn+2x
n − 2αx
∞∑
n=0
ncnx
n−1 +
∞∑
n=0
cnx
n
(
2mE
~
2 − α
)
= 0
∞∑
n=0
(n+ 2)(n+ 1)cn+2x
n − 2α
∞∑
n=0
ncnx
n +
∞∑
n=0
cnx
n
(
2mE
~
2 − α
)
= 0
∞∑
n=0
[
(n+ 2)(n+ 1)cn+2 − 2αncn + cn
(
2mE
~
2 − α
)]
xn = 0 (2.36)
If xn = 0, then the two-term recursion relation appears
cn+2 =
α + 2αn− 2mE ~−2
(n+ 1)(n+ 2)
cn (2.37)
Simply, if cn is known then cn+2 can be determined using power series techniques. If c1 = 0,
then
Ψ = e−αx
2
/2f(x) = e−αx
2
/2
∞∑
n=0,2,4,···
cnx
n = e−αx
2
/2
∞∑
l=0
c2lx
2l (2.38)
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where the powers of x are even. If c0 = 0, then
Ψ = e−αx
2
/2f(x) = e−αx
2
/2
∞∑
n=1,3,5,···
cnx
n = e−αx
2
/2
∞∑
l=0
c2l+1x
2l+1 (2.39)
where the powers of x are odd. A linear combination of eq 2.38 and eq 2.39 gives the general
solution to the Schrödinger equation for a quantum-mechanical harmonic oscillator. The
wave function can be written as
Ψ = Ae−αx
2
/2
∞∑
l=0
c2lx
2l +Be−αx
2
/2
∞∑
l=0
c2l+1x
2l+1 (2.40)
where A and B are constants. Allow the coefficient of cn in eq 2.37 to equal zero forcing
any following term in the series (cn+2, cn+4, · · · ) to equal zero. The series for an even or odd
wave function, Ψ, can be generalized as
Ψn =


e−αx
2
/2 (c0 + c2x
2 + · · ·+ cnxn) for even n
e−αx
2
/2 (c1 + c3x
2 + · · ·+ cnxn) for odd n
(2.41)
One of these series will have a finite number of terms when applying the following recursion
relation
cn+2 =
α + 2αn− 2mE~−2
(n+ 1)(n+ 2)
cn (2.42)
This series leads to an exact solution and imposes boundary conditions on the wave function.
Solving for E gives
E =
(
n+
1
2
)
hν where n = 0, 1, 2, · · · (2.43)
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Equation 2.43 indicates that the energy of the quantum-mechanical harmonic oscillator sys-
tem in a stationary state is restricted to quantized energy levels, hν, scaled by a constant,
n + 1
2
. Additionally, the energy can be no smaller than 1
2
hν. This is termed the zero-point
energy of the system.
2.2.3 Rigid Rotor
The quantization of energy associated with the rotational motion of a molecule can be
illustrated using the rigid rotor model. The discussion of this model is restricted to a two-
particle system. A two-particle system is treated as a rigid rotor such that the distance
between the two particles is fixed (i.e. rigid). The energy of the system is completely kinetic
(i.e. V = 0) and originates from the internal rotation of the system about its center of mass.
The Hamiltonian operator for the Schrödinger equation describing this type of system has
the form
Hˆ = −~
2∇2
2µ
(2.44)
where µ is the reduced mass of the system about a center of mass. The Hamiltonian can
be written in terms of spherical coordinates. By expressing ∇2 in terms of r, θ, and φ, the
Hamiltonian can be written as
Hˆ = −~
2
2I
[
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂φ2
]
(2.45)
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where the moment of inertia, I, is simply µr2. The Schrödinger equation for the rigid rotor
can now be written as
− ~
2
2I
[
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂φ2
]
Ψ(θ, φ) = EΨ(θ, φ) (2.46)
Solving eq 2.46 leads to a quantization of the energy of the system with the form
E =
~
2
2I
l (l + 1) for l = 0, 1, 2, · · · (2.47)
where l is the azimuthal quantum number. Additionally, the wave function that is a solution
to eq 2.46 has the form
Y ml (θ, φ) =
[
2l + 1
4pi
(
(l − |ml|)!)
(l + |ml|)!
)]1/2
P
|ml|
l cos θ e
imlφ (2.48)
where l = 0, 1, 2 · · · and ml = −l ≥ 0 ≥ l. Note that eq 2.48 consists of two components: the
spherical harmonic piece (in brackets) and the associated Legendre polynomal for a radial
wave function. Angular wave functions in spherical harmonics for various values of l and ml
are given in Table 2.1.
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Table 2.1: Angular equations for various values of l and ml.
A0,0(θ, φ) =
1
2
√
pi
(2.49)
A1,0(θ, φ) =
1
2
( 3
pi
)−1/2
cos θ (2.50)
A1,±1(θ, φ) = ±
1
2
( 3
2pi
)1/2
sin θ e±iφ (2.51)
A2,0(θ, φ) =
4
2
( 5
pi
)1/2 [
3 cos2 θ − 1
]
(2.52)
A2,±1(θ, φ) = ±12
(
15
2pi
1/2
)
cos θ sin θe±iφ (2.53)
A2,±2(θ, φ) = ±
1
4
(
15
2pi
1/2
)
sin θe±2iφ (2.54)
2.3 The Hamiltonian Operator
Any molecular system may be represented by a wave function, Ψ, and is a key feature
of quantum mechanics. The wave function contains information about the system which
can be extracted with an appropriate set of operators which act upon the wave function.
One useful operator in quantum chemistry is the Hamiltonian, H , which considers the
electrostatic interactions between each electron and nucleus in a chemical system. The N -
electron, M -nuclear non-relativistic Hamiltonian in atomic units (a.u.) can be expanded into
the following components:
H = −
N∑
i=1
1
2
∇2i −
M∑
A=1
1
2MA
∇2A −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+
M∑
A=1
M∑
B>A
ZAZB
RAB
(2.55)
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where i and j denote electrons and A and B denote nuclei. The terms in eq 2.55 can be
represented using more generic symbolism:
H = Tˆe + TˆN + VˆeN + Vˆee + VˆNN (2.56)
where Tˆ is the kinetic energy operator and Vˆ is the potential energy operator for the elec-
trons, e, and nuclei, N . Explicitly described, the energy components considered by this
form of H include the kinetic energy of the electrons (Tˆe), the kinetic energy of the nuclei
(TˆN ), the potential energy of the electron-nuclear attractions (VˆeN), the potential energy of
the electron-electron repulsions (Vˆee), and the potential energy of the nuclear-nuclear repul-
sions (VˆNN ). This equation can be simplified upon the application of the Born-Oppenheimer
approximation which assumes that the positions of the nuclei are stationary. This approxima-
tion is valid when the motions of the electrons are significantly faster relative to the motions
of the nuclei. Should the nuclei move (slow process), the electrons respond instantaneously.
The application of the Born-Oppenheimer approximation is ubiquitous in computational
chemistry. Applying this approximation to eq 2.56 gives the following
H = Tˆe + 
 ✒
0
TˆN + VˆeN + Vˆee +✚
✚✚❃
constant
VˆNN (2.57)
where the kinetic energy of the nuclei goes to zero and the nuclear-nuclear repulsion energies
become a constant. The constant, VˆNN , can be separated and solved for separately. This
energy quantity is denoted as Enuc-rep. The remaining terms in H are now all functions of
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the electrons, giving the electronic Hamiltonian
Helec = Tˆe + VˆeN + Vˆee
Helec = −
N∑
i=1
1
2
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
(2.58)
The non-relativistic, time-independent electronic Schrödinger equation has the form
HelecΨelec = EelecΨelec (2.59)
where Eelec is the electronic energy of the system and Ψelec, the electronic wave function, is
a function of the set of spatial coordinates for each electron (r = {r1, r2, · · · , rN}) which de-
pends parametrically on the set of spatial coordinates for each nucleus (R = {R1,R2, · · · ,RM})
to give Ψelec (r;R). The parametric dependence simply means that there exists a unique func-
tion, Ψelec, for a given set of nuclear coordinates. These nuclear coordinates do not explicitly
appear in Ψelec. The coordinate dependence for each piece of eq 2.59 is explicitly shown
below.
Helec(R)Ψelec(r;R) = Eelec(R)Ψelec(r;R) (2.60)
The total electronic energy the system within the Born-Oppenheimer approximation, Etot,
must include the nuclear-nuclear repulsion energy (Enuc-rep) which is a constant (eq 2.57).
Etot = Eelec + Enuc-rep (2.61)
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Figure 2.3: A general Morse potential of a diatomic with the electronic energy as a function
of the inter-nuclear distance
Determining Etot by solving the electronic Schrödinger equation (eq 2.59) is referred to as
the molecular electronic structure problem. We will assume from this point forward that
the electronic energy implies the inclusion of the nuclear repulsion energy unless explicitly
noted.
The parametric dependence of Ψelec on the nuclear coordinates, R, gives rise to the
potential energy surface (PES). That is, as changes in R are introduced, corresponding E
eigenvalues can be computed and plotted versus select components of R. Imagine a diatomic
molecule with an internuclear distance, Ri. Contracting and expanding this distance gives
rise to a characteristic curve commonly modeled with a Morse potential.
Figure 2.3 illustrates a typical Morse potential of a diatomic molecule, showing a slice
of a PES. The electronic energy is a function of the inter-nuclear distance, Ri. Note that
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as Ri approaches zero, Eelec becomes positive and rapidly approaches infinity. This is due
to Enuc-rep becoming increasingly large as the atomic nuclei are forced closer to each other
beyond their equilibrium distance, Re. The nuclei can never be right on top of each other.
Conversely, as the nuclei are separated to infinite distance, Eelec approaches an asymptotic
limit. The energy difference between this limit and the energy at the equilibrium value is
called the dissociation energy (De) of the diatomic. The point, Re, can be determined by
taking the first derivative of the energy curve (i.e. the energy gradient) and solving for the
value at which it is zero. That is, the forces (i.e. first derivative of of the energy with respect
to a displacement) acting upon the nuclei at equilibrium are zero.
2.4 Electron Spin
Electrons have an important intrinsic angular momentum referred to as spin which must
be considered to properly describe an electron. This phenomenon has been completely ig-
nored up to this point because Helec is an operator which depends only upon the spatial
coordinates of the electrons (r). Nevertheless, spin dependence must somehow be incorpo-
rated into the wave function. A fourth coordinate, ω, is used to denote the spin of each
electron in conjunction with two spin functions, α(ω) and β(ω), which correspond to “spin
up” and “spin down”, respectively. Therefore, the set of coordinates to describe any given
electron can be represented as x where x = {r, ω}. Consequently, the electronic wave func-
tion from eq 2.59 can be recast as Ψ(x;R) to include this fourth coordinate. Therefore,
the N -electron wave function is simply a function of the set of coordinates, xN such that
Ψ(x1,x2, · · · ,xN). Building in an ω dependence into the wave function seems meaningless
because Helec completely ignores ω. However, the application of the antisymmetry principle
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to the wave function addresses this issue.
2.5 Antisymmetry Principle
The antisymmetry principle states that the many-electron wave function must be antisym-
metric with respect to the interchange of a complete set of coordinates of any one electron
with those of any other as seen by
Ψelec(x1, · · · ,xi,xj, · · · ,xN) = −Ψelec(x1, · · · ,xj,xi, · · · ,xN) (2.62)
Note that this principle applies to all fermions, particles with half-integer (i.e. 1/2, 3/2...)
spin. Electrons are fermions and therefore adopt these half-integer spin quantities. This prin-
ciple is a generalized form of the Pauli-exclusion principle which states that no two electrons
in an atom can have the same set of coordinates [i.e. Ψelec(x1,x1;R) = 0]. Alternatively, no
two electrons can have an identical set of four quantum numbers in an atom. We will even-
tually see that the antisymmetric character of the wave function can be fulfilled by the use
of Slater determinants. However, before doing so, we must consider the concept of electron
spin.
So far we have discussed the form of the Hamiltonian operator and its relationship with
Ψ. However, we have not yet discussed the form of the wave function except that it must be
antisymmetric with respect to the interchange of two electrons. The electronic wave function,
Ψelec, is a product of the spatial wave function, ψ and spin function, ω. The spatial wave
function can be expanded in a basis set as a linear combination of one-particle functions, or
basis functions (φ). This linear combination of one-particle functions gives rise to “orbitals”,
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mathematical constructs of the spatial regions where electron density resides. An arbitrary
function could be expressed in terms of these one-particle functions exactly given an infinite
set such that
f(r) =
∞∑
i=1
ciφi(r) (2.63)
Equation 2.63 is of the same form as eq 2.4 from the fourth postulate of quantum mechanics.
However, the spatial wave functions (i.e. spatial orbitals) which also depend upon the spin
coordinate are referred to as “spin orbitals” denoted as χ. Two forms of this function exist,
one for each spin function [i.e. α(ω) and β(ω)], and is denoted as
χ(x) =


ψ(r)α(ω) = ψ(r)α = ψ(r)
or
ψ(r)β(ω) = ψ(r)β = ψ(r)
(2.64)
It is common to represent the spin functions simply as α and β without the ω. Equivalently,
the absence and presence of a bar over ψ denotes the spin up or down configuration, re-
spectively. Note that the form of χ limits the number of electrons which may be in a given
orbital to two, an electron with a spin up (↑) configuration and an electron with a spin down
(↓) configuration. No two spin up electrons may ever be located in the same spatial orbital.
This functional form satisfies the Pauli-exclusion principle which states that no more than
two electrons may be in a given spin orbital.
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2.5.1 Hartree Product
The Hartree Product treats the wave function as a product of independent particles such that
all electron-electron interactions are ignored (i.e. each electron is completely independent).
This approach works well for the hydrogen atom which contains only one electron and if
electron-electron interactions are small in systems containing more than one electron then
this approximation may seem reasonable. The form of the wave function in the Hartree
product has the form
ΨHP(x1,x2, · · · ,xN) = χi(x1), χj(x1), · · · , χk(xN) (2.65)
where ΨHP is simply a product of spin orbitals, {χj}. The problem with the Hartree product
is exemplified by squaring the wave function such that
∣∣∣ΨHP (x1, · · · ,xN)∣∣∣2 dx1 · · · dxN (2.66)
In terms of spin orbitals, this equation has the form
|χi(x1)|2 dx1 |χj(x2)|2 dx2 · · · |χk(xN)|2 dxN (2.67)
which is a product of one-particle probabilities for N particles. The probability of finding
electron-one in a volume element, dx1, about the region x1 is completely independent of
the position of electron-two. In reality, electrons repel each other such that the position of
electron-two directly affects the position of electron-one due to Coulombic repulsion. Ad-
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ditionally, the Hartree product distinguishes each electron by placing electron-one in χi,
electron-two in χj , etc. even though electrons are indistinguishable. The following electron-
orbital combination
ΨHP(x1,x2) = χi(x1)χj(x2) (2.68)
is distinguishable from this electron-orbital combination
ΨHP(x2,x1) = χi(x2)χj(x1) (2.69)
It does not enforce the antisymmetry principle on the wave function. However, by taking
an appropriate linear combination of eq 2.68 and eq 2.69, the antisymmetry principle can be
obeyed such that
Ψ(x1,x2) =
1√
2
[
χi(x1)χj(x2)− χi(x2)χj(x1)
]
(2.70)
where 1/
√
2 is the normalization factor. By making the wave function antisymmetric, elec-
trons are treated as indistinguishable.
2.5.2 Slater Determinant
An antisymmetric wave function (eq 2.62) can be obtained by using a Slater determinant. A
two-particle, normalized Slater determinant for eq 2.70 can be written as
Ψ(x1,x2) =
1√
2!
∣∣∣∣∣∣∣∣∣
χi(x1) χj(x1)
χi(x2) χj(x2)
∣∣∣∣∣∣∣∣∣
(2.71)
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where 1/
√
2! is the normalization constant. Columns are ordered by spin orbitals and rows are
ordered by electrons. It is immediately clear that each electron is associated with every spin
orbital, consistent with the idea that electrons are indistinguishable. Swapping the positions
of two electrons eq 2.72 changes the sign of the determinant, fulfilling the antisymmetry
principle. Also, if two electrons occupy the same spin orbital (i.e. χi = χj), the determinant
goes to zero, thus fulfilling the Paul exclusion principle which states that no two electrons
in an atom may have the same four quantum numbers,
The general form of the normalized Slater determinant for an N -electron system is
Ψ(x1,x2, . . . ,xN) =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
χi(x1) χj(x1) · · · χk(x1)
χi(x2) χj(x2) · · · χk(x2)
...
...
. . .
...
χi(xN) χj(xN) · · · χk(xN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.72)
A shorthand notation is commonly used to represent the cumbersome Slater determinant.
Equation 2.72 can be written using the diagonal elements in ket notation such that
Ψ(x1,x2, · · · ,xN) = |χi(x1)χj(x2) · · ·χk(xN )〉 (2.73)
where the normalization constant is implicitly assumed. This can further be abbreviated by
implicitly assuming the labels of the electrons so that
Ψ(x1,x2, · · · ,xN) = |χiχj · · ·χk〉 (2.74)
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For emphasis, eq 2.74 is equivalent to the full Slater determinant shown in eq 2.72. Note
that the antisymmetry principle of the wave function shown in eq 2.62 still applies to the
Slater determinant such that
|· · ·χm · · ·χn · · ·〉 = − |· · ·χn · · ·χm · · ·〉 (2.75)
2.5.3 Exchange Correlation
The Slater determinant dramatically improves upon the Hartree product. The Hartree prod-
uct treated each electron as independent particles. The form of the Slater determinant
immediately enforces exchange correlation into the wave function. Consider a Slater deter-
minant consisting of two electrons and two spin orbitals such that
Ψ(x1,x2) = |χ1(x1)χ2(x2)〉 (2.76)
and suppose both electrons have identical spin such that
χ1(x1) = ψ1(r1)β(ω1) (2.77)
χ2(x2) = ψ2(r2)β(ω2) (2.78)
Equation 2.76 can be rewritten as
Ψ(x1,x2) = |ψ1(r1)β(ω1)ψ2(r2)β(ω2)〉 (2.79)
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As a reminder, the full Slater determinant of eq 2.79 can be written as
Ψ(x1,x2) =
1√
2
∣∣∣∣∣∣∣∣∣
ψ1(r1)β(ω1) ψ2(r1)β(ω1)
ψ1(r2)β(ω2) ψ2(r2)β(ω2)
∣∣∣∣∣∣∣∣∣
(2.80)
Expanding the determinant (eq 2.79) and squaring gives
|Ψ|2 dx1 dx2 = 12 |ψ1(r1)β(ω1)ψ2(r2)β(ω2)− ψ2(r1)β(ω1)ψ1(r2)β(ω2)|2 dx1 dx2 (2.81)
The probability, P , of electron-one and electron-two being in the volume elements dr1 and
dr2, respectively, can be determined by integrating (i.e. averaging) eq 2.81 over the two
electron spins such that
P (r1, r2) dr1 dr2 =
∞∫
−∞
dω1 dω2 |Ψ|2 dr1 dr2 (2.82)
giving
P (r1, r2) =
1
2
{|ψ1(r1)|2|ψ2(r2)|2 + |ψ1(r2)|2|ψ2(r1)|2
− [ψ∗1(r1)ψ2(r1)ψ∗2(r2)ψ1(r2) + ψ1(r1)ψ∗2(r1)ψ2(r2)ψ∗1(r2)]}
(2.83)
Let us first consider only the first two terms of eq 2.83. The first term is the product of
the probability of electron-one, if in ψ1, being in dr1 at r1 and electron-two, if in ψ2, being
in dr2 at r2. The second term represents this probability but when electron-one is in ψ2
and electron-two is in ψ1. Because electrons are indistinguishable particles, the average
of both of these terms gives the correct probability, indicating that the motions of these
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two electrons are uncorrelated. However, the third term correlates these probabilities, and
therefore, P (r1, r2) = 0, indicating that two electrons with the same spin has zero probability
of being at the same point in space. The Slater determinant has electron correlation already
built in. This is known as exchange correlation but only between electrons with parallel spin.
If two electrons of opposite spin are considered such that
χ1(x1) = ψ1(r1)α(ω1) (2.84)
χ2(x2) = ψ2(r2)β(ω2) (2.85)
then the expanded determinant can be written as
|Ψ|2 dx1 dx2 = 12 |ψ1(r1)α(ω1)ψ2(r2)β(ω2)− ψ2(r1)α(ω1)ψ1(r2)β(ω2)|2 dx1 dx2 (2.86)
Integrating gives
P (r1, r2) dr1 dr2 =
∞∫
−∞
dω1 dω2 |Ψ|2 dr1 dr2
P (r1, r2) =
1
2
{|ψ1(r1)|2|ψ2(r2)|2 + |ψ1(r2)|2|ψ2(r1)|2} (2.87)
The two terms in eq 2.87 are identical to the first two terms in eq 2.83 and no third term is
present. In the case of two electrons with opposite spin, the probabilities are uncorrelated.
For example, if ψ1 = ψ2, such that
P (r1, r2) = |ψ1(r1)|2|ψ1(r2)|2 (2.88)
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the probability of finding electron-one in ψ1 and electron-two in ψ1 is simply the product of
the probabilities of each electron residing in ψ1. It is obvious that P (r1, r1) 6= 0 indicating
that electrons of opposite spin can exist at the same point in space.
2.6 Variational Method
The Hartree product ignored electron correlation by approximating the wave function as
a product of single-electron functions such that each electron is distinguishable thereby ig-
noring the antisymmetry principle The Slater determinant provides an antisymmetric wave
function, treats electrons as indistinguishable, and readily incorporates exchange correlation
of electrons with parallel spin. Due to the extremely complicated nature of considering the
1/r12 term, a useful and efficient approximation to the wave function is needed. Given the
advantages of representing the N -electron wave function as a Slater determinant such that
|Ψ〉 = |χ1χ2 · · ·χN 〉 (2.89)
an approximate method which exploits these features is obvious. For simplicity, we will only
consider the ground state of an N -electron system (Ψ0).
The variational method is a powerful, commonly used technique in quantum mechanics. It
forms the very foundation for Hartree-Fock theory and the configuration interaction method
which will be discussed later. The variation theorem states that the lowest energy eigenvalue
for a given system, Φ, with a time-independent Hamiltonian operator is an upper bound to
37
the exact ground state energy, E0 of the system such that
∫
Φ∗H Φ dτ ≥ E0 (2.90)
where Φ is a normalized, well-behaved function of the set of coordinates of the system which
appropriately approximates the exact wave function, Ψ. Equation 2.90 can be written in bra
and ket notation.
〈Φ|H |Φ〉 ≥ E0 (2.91)
This will be shown to be true using a presentation similar to Levine.1
2.6.1 Variational Theorem Derivation
Consider a trial wave function, Φ, that can be expanded as a linear combination of exact
eigenfunctions of H , ψi
Φ =
∑
i
ciψi (2.92)
where
H ψi = Eiψi (2.93)
Note that the trial wave function, Φi, corresponds to the ith eigenvalue, Ei. Therefore,
if the trial wave function represents the ground state of a system, Φ0, then the associated
eigenvalue is ground state energy, E0, which we will consider for this derivation. Substituting
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eq 2.92 into eq. 2.90 gives
∫
Φ∗H Φ dτ =
∫ ∑
i
c∗iψ
∗
i H
∑
j
cjψj dτ
=
∫ ∑
i
c∗iψ
∗
i
∑
j
cj H ψj dτ (2.94)
The indexes i and j are used to distinguish between the summations. Given eq 2.93, eq. 2.94
can be written as
∫
Φ∗H Φ dτ =
∫ ∑
i
c∗iψ
∗
i
∑
j
cj Ej ψj dτ
=
∑
i
∑
j
c∗i c
∗
j Ej
∫
ψ∗i ψj dτ
=
∑
i
∑
j
c∗i c
∗
j Ej δij (2.95)
Recall that ψ is orthonormal such that
〈ψi|ψj〉 =
∫
ψ∗i ψj
= δij (2.96)
By summing over i and j in eq 2.95, all terms are zero (due to eq 2.96) except when i = j
giving
∫
Φ∗H Φ dτ =
∑
i
c∗i ciEi
=
∑
i
|ci|2Ei (2.97)
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Because Ei is the upper bound to the lowest energy of the system (such as the ground state
energy as considered here), E0, then Ei ≥ E0. Also, the square of the coefficients, |ci|2 is
never negative allowing
|ci|2Ei ≥ |ci|2E0 (2.98)
and
∑
i
|ci|2Ei ≥
∑
i
|ci|2E0 (2.99)
Using eq 2.97 eq 2.99 gives
∫
Φ∗H Φ dτ =
∑
i
|ci|2Ei
≥∑
i
|ci|2E0 (2.100)
where
∑
i
|ci|2E0 = E0
∑
k
|ci|2 (2.101)
Since Φ is normalized, the following holds true
∫
Φ∗Φ = 1 (2.102)
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Using eq 2.92 in eq 2.102 as well as the orthonormality relation (eq 2.96) gives
1 =
∫
Φ∗Φ =
∫ ∑
i
c∗iψ
∗
i
∑
j
cjψj
=
∑
i
∑
j
c∗i cj
∫
ψ∗i ψj dτ
=
∑
i
∑
j
c∗i cjδij
1 =
∑
i
|ci|2 (2.103)
Finally, plugging eq 2.103 into eq 2.100 gives
∫
Φ∗H Φ dτ ≥∑
i
|ci|2E0
∫
Φ∗H Φ dτ ≥ E0 (2.104)
Equation 2.104 is the variation theorem given in eq 2.90 assuming that Φ is normalized. If Φ
is not normalized, simply multiply Φ in eq 2.104 by a normalization constant, N , such that
∫
NΦ∗H NΦ dτ ≥ E0
|N |2
∫
Φ∗ H Φ dτ ≥ E0 (2.105)
and solve for N
∫
NΦ∗NΦ dτ = |N |2
∫
Φ∗Φ dτ = 1 such that (2.106)
|N |2 = 1∫
Φ∗Φ dτ
(2.107)
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Combining eq 2.107 and eq 2.104 gives
∫
Φ∗H Φ dτ∫
Φ∗Φ dτ
≥ E0 (2.108)
which is the variation theorem for a ground state trial wave function, Φ, that is not normal-
ized. The variational method is not exclusive to the ground state of a system and can readily
be extended to excited states. This derivation can be found in Levine.1
2.6.2 Linear Variational Method
The derivation of the variational theorem began with a trial wave function constructed from
a linear combination of eigenfunctions (eq 2.92) denoted as ψi. The linear variational method
uses a linear combination of a set of linearly independent functions (i.e. basis functions), fi,
such that
Φ =
n∑
i=1
cifi (2.109)
= c1f1 + c2f2 + · · ·+ cnfn (2.110)
The trial wave function, Φ, will be assumed to be real, thereby making ci and fi real, in
order to parallel the formalism adapted by Levine.1 Note that the basis functions, fi, are
not necessarily orthogonal nor are they necessarily eigenfunctions of any operator.
Substitute eq 2.109 into the numerator of the variation theorem equation for a general
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trial wave function, Φ, (eq 2.108) to give
∫
Φ∗H Φ dτ =
n∑
i=1
cifiH
n∑
j=1
cjfj dτ (2.111)
=
n∑
i=1
n∑
j=1
cicj
∫
fiH fj dτ (2.112)
The integration term in eq 2.112 is denoted as Hij such that
Hij ≡
∫
fiH fj dτ (2.113)
simplifying eq 2.112 to ∫
Φ∗H Φ dτ =
n∑
i=1
n∑
j=1
cicjHij (2.114)
Substitute eq 2.109 into the denominator of the variation theorem equation for a general
trial wave function, Φ, (eq 2.108) to give
∫
Φ∗Φ dτ =
n∑
i=1
cifi
n∑
j=1
cjfj dτ (2.115)
=
n∑
i=1
n∑
j=1
cicj
∫
fifj dτ (2.116)
Again, indexes i and j are used to distinguish between the summations. The integration
term in eq 2.116 is termed the overlap integral, Sij , such that
Sij ≡
∫
f ∗i fj dτ (2.117)
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simplifying eq 2.116 to ∫
Φ∗Φ dτ =
n∑
i=1
n∑
j=1
cicjSij (2.118)
Because the basis functions are not required to be orthogonal, as stated above, Sij cannot
be assumed to equal δij as per eq 2.96.
The variational theorem can now be rewritten using eq 2.114 and eq 2.118 to give the
variational integral, W , as
W ≡
∫
Φ∗H Φ dτ∫
Φ∗Φ dτ
=
n∑
i=1
n∑
j=1
cicjHij
n∑
i=1
n∑
j=1
cicjSij
(2.119)
Rearranging eq 2.119 gives
W
n∑
i=1
n∑
j=1
cicjSij =
n∑
i=1
n∑
j=1
cicjHij (2.120)
Remember thatW is the variational theorem equation (eq 2.108). Therefore, W is the upper
bound to the exact ground state energy (W ≥ E0). The goal is to minimize W which is a
function of the set of n-independent coefficients, cn, such that
W =W (c1, c2, · · · , cn) (2.121)
whose partial derivative must be zero with respect to each variable included in the set.
∂W
∂ck
= 0, k = 1, 2, · · · , n (2.122)
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Remember that the indices i and j used in the summations merely distinguish between the
summations. Both i and j span the entire set, k. Differentiating eq 2.119 partially with
respect to each coefficient leads to the following relation to yield a set of n equations.
∂W
∂ck
n∑
i=1
n∑
j=1
cicjSij +W
∂
∂ck
n∑
i=1
n∑
j=1
cicjSij = W
∂
∂ck
n∑
i=1
n∑
j=1
cicjHij k = 1, 2, · · · , n (2.123)
The second term in eq 2.123 (omitting W for the moment) can be written as
∂
∂ck
n∑
i=1
n∑
j=1
cicjSij =
n∑
i=1
n∑
j=1
[
∂
∂ck
(ci)(cj)
]
Sij
=
n∑
i=1
n∑
j=1
(
cj
∂ci
∂ck
+ ci
∂cj
∂ck
)
Sij
(2.124)
The following relations apply since ck are independent variables:
∂ci
∂ck
= 0 if i 6= 1
∂ci
∂ck
= 1 if i = 1
∂ci
∂ck
= δki
(2.125)
to give
∂
∂ck
n∑
i=1
n∑
j=1
cicjSij =
n∑
j=1
n∑
i=1
cjδkiSij +
n∑
i=1
n∑
j=1
ciδkjSij (2.126)
=
n∑
j=1
cjSkj +
n∑
i=1
ciSik (2.127)
The double sums in eq 2.126 are reduced to single summations in eq 2.127 by implementing
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the following relation
∞∑
n=1
anδmn = am (2.128)
The overlap integral can be written as
Sik = S
∗
ki = Ski (2.129)
due to the following identity for a definite integral over all space between two functions
∫
f ∗afb dτ =
∫
f ∗b fa dτ
or
〈b|a〉∗ = 〈a|b〉
(2.130)
The complex conjugate is real since we have restricted ourselves at the beginning of this
section to using only real functions. Therefore, eq 2.127 becomes
∂
∂ck
n∑
i=1
n∑
j=1
cicjSij =
n∑
j=1
cjSkj +
n∑
i=1
ciSik
=
n∑
j=1
cjSkj +
n∑
j=1
cjSkj
= 2
n∑
j=1
cjSkj
(2.131)
This procedure (starting with the relation in eq 2.123) can be extended to the third term in
eq 2.123 by replacing Sij with Hij to give
∂
∂ck
n∑
i=1
n∑
j=1
cicjHij = 2
n∑
j=1
cjHkj (2.132)
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since
Hik = H
∗
ki = Hki (2.133)
Finally, eq 2.122, eq 2.131, and eq 2.132 can be substituted into eq 2.123 to give a set of n
equations
2W
n∑
j=1
cjSkj = 2
n∑
j=1
cjHkj k = 1, 2, · · · , n
n∑
j=1
[(
Hkj − SkjW
)]
= 0 k = 1, 2, · · · , n (2.134)
If the set of n equations consisted of two variables (c1 and c2), the following set of
equations (called the secular equations) would result:
(H11 − S11W )c1 + (H12 − S12W )c2 = 0
(H21 − S21W )c1 + (H22 − S22W )c2 = 0
(2.135)
In determinant form, eq 2.135 becomes
∣∣∣∣∣∣∣∣∣
H11 − S11W H12 − S12W
H21 − S21W H22 − S22W
∣∣∣∣∣∣∣∣∣
= 0 (2.136)
where the coefficients must disappear for there to be a non-trivial (i.e. each coefficient in
the set equaling zero) solution to a system of linear homogeneous equations. A derivation of
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this rule can be found in Levine.1 Note that eq 2.136 can also be written as


H11 H12
H21 H22

−


W 0
0 W




S11 S12
S21 S22

 = 0 (2.137)
or simply ∣∣∣∣∣∣∣∣∣
H11 − S11W 0
0 H22 − S22W
∣∣∣∣∣∣∣∣∣
= 0 (2.138)
by using the rules of matrices, eigenvalues and eigenvectors as detailed in Levine.1
If the set of n equations consisted of n variables (c1, c2, · · · cn), the following set of equa-
tions would result:
(H11 − S11W )c1 + (H12 − S12W )c2+ · · ·+ (H1n − S1nW )cn = 0
(H21 − S21W )c1 + (H22 − S22W )c2+ · · ·+ (H2n − S2nW )cn = 0
...
(Hn1 − Sn1W )c1 + (Hn2 − Sn2W )c2+ · · ·+ (Hnn − SnnW )cn = 0
(2.139)
In determinant form, eq 2.139 becomes
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
H11 − S11W H12 − S12W · · · H1n − S1nW
H21 − S21W H22 − S22W · · · H2n − S2nW
...
... · · · ...
Hn1 − Sn1W Hn2 − Sn2W · · · Hnn − SnnW
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (2.140)
Expanding the determinant in eq 2.140 yields an algebraic expression with n roots which
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can be arranged in ascending order such that
W1 ≤W2 ≤ · · · ≤Wn (2.141)
where each W is an upper bound to a corresponding energy of the nth state of the system
such that
E1 ≤W1 , E2 ≤W2 , · · · , En ≤Wn (2.142)
Note that eq 2.139 and eq 2.140 hold true even when the linear variation function, eq 2.109,
is not real. We will later see how the linear variational method is implemented in a popular
approximate method to the Schrödinger equation.
2.7 One- and Two-Electron Integrals
One- and two-electron integrals are common in quantum mechanics. These can be quite
cumbersome to explicitly write and are therefore represented by a compact notation. The
notation for the following two-electron integral over spin orbitals, χ, can be written in physi-
cists’ notation as
〈ij|kl〉 = 〈χiχj |χkχl〉 =
∫
dx1 dx2 χ
∗
i (x1)χ
∗
j (x2)
1
r12
χk(x1)χl(x2) (2.143)
or in chemists’ notation
[ik|jl] = 〈χiχk|χjχl〉 =
∫
dx1 dx2 χ
∗
i (x1)χk(x1)
1
r12
χj(x2)
∗χl(x2) (2.144)
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Note that physicists’ notation orders the spin orbitals by grouping the complex conjugate
orbitals from the non-complex conjugate ones. Also, the electrons are ordered. Chemists’
notation groups the electrons together (e.g. spin orbitals with electron-one are grouped,
spin orbitals with electron-two are grouped, etc.). Complex conjugate spin orbitals precede
non-complex conjugate ones. The physicists’ notation will be used unless otherwise noted.
The following relations can be determined from eq 2.143:
〈ij|kl〉 = 〈ji|lk〉 (2.145)
and
〈ij|kl〉 = 〈kl|ij〉∗ (2.146)
For an antisymmeterized two-electron integral, the following notation is used
〈ij||kl〉 = 〈ij|kl〉 − 〈ij|lk〉 =
∫
dx1 dx2 χ
∗
i (x1)χ
∗
j (x2)
1
r12
(1−P12)χk(x1)χl(x2) (2.147)
where P12 is an operator which swaps the coordinates of electron-one and electron-two.
One-electron integrals over spin orbitals can be denoted as
〈i|h|j〉 = [i|h|j] =
∫
dx1 χ
∗
i (x1)h(r1)χj(x1) (2.148)
The physicists’ and chemists’ notation for one-electron integrals are the same. A set of
abbreviations for one- and two-electron integrals is included in Appendix A.2.
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Chapter 3
Approximate Methods for Many-Electron Systems
“Calvin (on math homework): If I answered these, it would kill the suspense. It would resolve
the conflict and turn intriguing possibilities into boring ol’ facts.”
−Bill Watterson
3.1 Hierarchy of Accuracy
The Schrödinger equation can only be solved exactly for one-electron systems. Systems with
more than one electron must be solved using approximations. First, the treatment of the
electrons is determined by the method which is used. Second, the exact wave function must
be represented by a finite set of basis functions because an infinite set is computationally
impossible. A variety of methods exist which offer varying levels of quality and efficiency
with respect to the treatment of the electrons. The more rigorous the method, the more
expensive (i.e. time and resource consuming) the computation will be. Similarly, a large
family of one-particle functions (i.e. basis sets) exist, ranging from small to large, which
provide varying degrees of quality with respect to the description of the spatial regions that
electron density can reside. The larger the basis set, the more expensive the computation.
Generally, the more rigorous the method and the larger the basis set is, the more accurate
the solution will be. It is the chemist who must ultimately decide the combination (or
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combinations) of methods and basis sets that most efficiently and accurately represents the
chemical system of interest to obtain a solution which is reasonable for the corresponding
goal of the study.
A variety of wave function based methods will be discussed in this chapter. Basis sets will
be covered in Chapter 4. However, it is important to understand how these approximations
improve the solutions to the Schrödinger equation. Given the existence of a hierarchy of
methods and basis sets (with respect to their rigor and size, respectively), one can imagine
that a stepwise improvement in either or both of these classes will yield a stepwise improve-
ment in the accuracy of the result. If the limit of each class is reached, then the exact
solution can be obtained and no further improvement in the accuracy of the result can be
performed for that particular class. The limit of the basis set size is denoted the 1-particle
limit and the limit of the electron treatment is the n-particle limit. This powerful process
is usually referred to as convergent quantum chemistry. Figure 3.1 illustrates this concept.
The discussion of basis sets is deferred to Chapter 4.
3.2 Hartree-Fock Theory
The Hartree-Fock (HF) method forms the very foundation of a variety of commonly im-
plemented methods in quantum mechanics which approximate solutions to the Schrödinger
equation. Hartree-Fock exploits the advantages offered by the linear variational method
(Section 2.6.2), Slater determinants, and spin orbitals. The Hartree-Fock approach is rel-
atively very efficient in determining the zeroth-order approximation to the wave function
and generally recovers about 99% of the total energy of a molecule.3 There are many more
robust methods which rely on this zeroth-order wave function as a starting point at which
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Figure 3.1: Convergence to the exact solution of the Schrödinger equation with respect to
the size of the basis set and the rigor of the method.
better approximations are determined in order to recover the remaining 1% of the energy
(the correlation energy). Note that Hartree-Fock still includes exchange correlation because
Slater determinants enforce it.
For most cases, a single determinent will be used to represent the ground state wave
function such that
|Ψ0〉 = |χ1χ2 · · ·χN〉 (3.1)
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The set of spin orbitals are varied until the electronic energy is minimized
E0 = 〈Ψ0|H |Ψ0〉 =
∑
a
〈χa|h|χa〉+ 12
∑
ab
〈χaχb||χaχb〉
=
∑
a
〈a|h|a〉+ 1
2
∑
ab
〈ab||ab〉
=
∑
a
〈a|h|a〉+ 1
2
∑
ab
[aa|bb]− [ab|ba] (3.2)
where the spin orbitals remain orthonormal.
〈χa|χb〉 = δab (3.3)
The meaning of eq 3.2 will be realized in eq 3.25. The braket notation written in integral
form can be found in the Appendix A.2. This procedure is similar to the linear variation
method introduced (Section 2.6.2) except that a set of functions (i.e. spin orbitals) is varied
rather than simply variables. This is referred to as the functional variation technique.
3.2.1 The Hartree-Fock Equation
The Hartree-Fock equation which provides the best spin orbitals is an integro-differential
equation
h(1)χa(1)+
∑
b6=a
[∫
dx2 |χb(2)|2
1
r12
]
χa(1)−
∑
b6=a
[∫
dx2 χ
∗
b(2)χa(2)
1
r12
]
χb(1) = εaχa(1) (3.4)
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that involves both integrals and derivatives of a function. Solutions to this type of equation
can be very difficult to obtain. The one-electron h(1) operator in eq 3.4 has the form
h(1) = −1
2
∇21 −
∑
A
ZA
r1A
(3.5)
where the first term is the kinetic energy of the electrons and the second term is the potential
energy with respect to the electron-nuclei attraction. The right hand side of eq 3.4 includes
the orbital energy, εa, of the spin orbital, χa. The second and third terms in eq 3.4 are the
Coulomb and exchange operators and can be written as
Jb(1)χa(1) =
[∫
dx2 χ
∗
b(2)
1
r12
χb(2)
]
χa(1) (3.6)
and
Kb(1)χa(1) =
[∫
dx2 χ
∗
b(2)
1
r12
χa(2)
]
χb(1) (3.7)
, respectively. These are abbreviated as Jab and Kab. Note that the elimination of these two
terms turns eq 3.4 into an independent particle Hamiltonian associated with a Hartree-Fock
wavefunction
h(1)χa(1) = εaχa(1) (3.8)
which is a one-electron Schrödinger equation with spin orbital eigenfunctions and spin orbital
energy eigenvalues. This equation is the basis for the Hartree product (Section 2.5.1). The
inclusion of the Coulomb operator (eq 3.6) transforms eq 3.8 into a form used by Hartree
theory. Finally, the addition of the exchange operator (eq 3.7) results in the Hartree-Fock
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equation (eq 3.4).
The Coulomb operator (eq 3.6) is a key characteristic of Hartree-Fock theory. This
equation can be rewritten as
Jb(1)χa(1) =
[∫
dx2 χ
∗
b(2)
1
r12
χb(2)
]
χa(1)
νcoulomba (1) =
∫
dx2 |χ∗b(2)|2
1
r12
(3.9)
Equation 3.9 says that electron-one (1) in χa interacts with the average charge distribution,
or field, of all the other electrons (i.e. electron-two in this case). Therefore, the two-electron
operator, 1/r12, is approximated by a one-electron Coulomb potential. The exchange operator
(eq 3.7) is a result of the antisymmetric nature of a Slater determinant. These two operators
have corresponding expectation values and can be evaluated as
〈χa(1)|Jb(1)|χa(1)〉 =
∫
dx1 dx2 χ
∗
a(1) χa(1)
1
r12
χ∗b(2) χb(2) = [aa|bb] (3.10)
〈χa(1)|Kb(1)|χa(1)〉 =
∫
dx1 dx2 χ
∗
a(1) χb(1)
1
r12
χ∗b(2) χa(2) = [ab|ba] (3.11)
Note that the summations in eq 3.4 are restricted to b 6= a. This restriction can be eliminated
by adding the valid equation
[Ja(1)−Ka(1)]χa(1) = 0 (3.12)
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to the left hand side of eq 3.4 to give
f(1) = h(1) +
∑
b
Jb(1)−Hb(1) (3.13)
Equation 3.13 is called the Fock operator. The final Schrödinger equation used in Hartree-
Fock theory can therefore be written as
f |χa〉 = εa |χa〉 (3.14)
The one-electron Fock operator is equivalent to the electronic Hamiltonian such that
H =
N∑
i=1
f(i) (3.15)
giving the zeroth-order energy eigenvalue
E
(0)
0 =
∑
a
εa (3.16)
where εa is the orbital energy for orbital a. Note that eq 3.16 is not the Hartree-Fock energy
of the system. The zeroth and first order energies (i.e. E(0)0 and E
(1)
0 , respectively) form E
HF
0
where
E
(1)
0 = −
1
2
N∑
a=1
N∑
b=1
(Jab −Kab) (3.17)
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to give
EHF0 = E
(0)
0 + E
(1)
0 (3.18)
=
∑
a
εa −
1
2
N∑
a=1
N∑
b=1
(Jab −Kab) (3.19)
This partitioning scheme for the energies forms the foundation for perturbation theory. The
various orders of the energy as well as perturbation theory will be discussed in Section 3.5.
In summary, the Hartree-Fock integro-differential equation (eq 3.4) can be written as
F (φi)Φi = EiΦi (3.20)
where F (φi) is the one-electron Fock operator, Φi is the eigenfunction of the Fock operator
formed from a set of one-electron functions (φi) in the form of a Slater determinant, and Ei
is the Hartree-Fock energy eigenvalue.
3.2.2 Koopmans’ Theorem
Orbital energies, εa, in the Hartree-Fock equations (eq 3.4) have a remarkable relationship
with the physical property of molecular ionization. Koopmans’ theorem states that the first
ionization energy of a molecule is roughly equivalent to the Hartree-Fock orbital energy of the
highest occupied molecular orbital (HOMO). Other molecular orbitals will not be discussed
here. This theorem assumes that orbital relaxation effects are small (non-adiabatic process).
Other relations can be made regarding orbital energies and electron affinities, though these
relations are more problematic (i.e. have more error associated with them) than do ionization
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energies.
3.2.3 Roothaan-Hall Equations
The integro-differential form of the Hartree-Fock equation (eq 3.4) is very difficult to evaluate.
Implementation of a set of known functions (i.e. basis functions) transforms this equation
into a set of algebraic expressions that can be readily evaluated using matrix techniques.
Currently, the form of χi is not known. Previously shown in eq 2.64 (Section 2.5), spin
orbitals have the form
χ(x) =


ψ(r)α(ω) = ψ(r)α = ψ(r)
or
ψ(r)β(ω) = ψ(r)β = ψ(r)
(3.21)
Equation 3.21 is only valid for a restricted set of spin orbitals where the spatial coordinates,
r, are identical for both α and β spin functions. An unrestricted set of spin orbitals has a
different set of spatial coordinates for these spin functions. Only the restricted case will be
considered here.
The wave function in the ground state can be constructed from a set of closed-shell (i.e.
doubly-occupied) spin-restricted spin orbitals expressed as
|Ψ0〉 = |χ1χ2 · · ·χN−1χN〉 = |ψ1ψ¯1 · · ·ψN/2ψ¯N/2〉 (3.22)
Integrating over the spin components gives the closed-shell Hartree-Fock equation
h(1)ψi(1) = εiψi (3.23)
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where the Fock operator, f(1), now has the form
f(1) = h(1) +
N/2∑
a
+2Ja(1)−Ka(1) (3.24)
Note that the summation is restricted to N/2 spatial orbitals given that all electrons are
paired in this restricted formalism. The energy, E0, is now
E0 = 〈Ψ0|H |Ψ0〉 = 2
∑
a
(a|h|a) +∑
a
∑
b
2(aa|bb)− (ab|ba)
= 2
∑
a
haa +
∑
a
∑
b
2Jab −Kab (3.25)
This procedure is outlined in Szabo and Ostlund.4
Now that spin has been integrated out within this spin-restricted formalism for closed
shell systems, ψi in eq 3.23 can be constructed from a linear expansion of a set of K known
basis functions (where φµ(r)|µ = 1, 2, · · · , K), written as
ψi =
K∑
µ=1
Cµiφµ where i = 1, 2, · · · , K (3.26)
Equation 3.26 is a molecular orbital expansion. Substituting this expansion into the Hartree-
Fock equation transforms the integro-differential equation into a matrix equation given as
∑
ν
Cνi
∫
dr1 φ
∗
µ(1) f(1) φν(1) = εi
∑
ν
Cνi
∫
dr1 φ
∗
µ(1)φν(1) (3.27)
where ν spans the set of basis functions and i spans the set of coefficients. The first integral
in eq 3.27 give the elements of the Fock matrix, F, or simply the one-electron Fock operator
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in the basis {φµ}. The second integral gives the elements of the overlap matrix, S. Therefore,
the Hartree-Fock equation can be written as
∑
ν
FµνCνi = εi
∑
ν
SµνCνi where i = 1, 2, · · · , K (3.28)
and conveniently abbreviated as
FC = SCε (3.29)
These are known as the Roothaan equations (or Roothaan-Hall equations).5 These equations
allow for solutions to the Schrödinger equation to be constructed from a finite basis set. This
is known as the LCAO-MO (linear-combination of atomic orbitals to generate molecular
orbitals) method. Note that each term in eq 3.29 is a matrix equation. If the basis set is
orthonormal, eq 3.29 can simply be written as
FC = Cε (3.30)
The procedure for orthogonalizing a basis set is presented by Szabo and Ostlund.4
It has been shown that a trial orbital function (eq 3.26) is constructed from a set of known
functions (i.e. basis functions). For the one-electron hydrogen atom, the eigenfunctions in
the Schrödinger equation are simply the atomic hydrogen-like atomic orbitals (AOs) such
as 1s, 2s, 2p, etc. Molecular systems contain molecular orbitals (MOs). These MOs can be
approximated by taking a linear combination of known AOs. This is referred to as the linear
combination of atomic orbitals to create molecular orbitals (LCAO-MO) approach.
It is important to note that while basis functions may represent AOs, these are simply
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functions which describe the space for electron density. A complete set of basis functions
provides the exact n-particle limit, however, only a truncated set can be used in reality.
Therefore, it is critical to implement a set of mathematically convenient and possibly or-
thonormal functions which best represents the important regions of electron density (i.e.
those with the largest contributions to the wave function). By adding more atomic orbital
basis functions, the constructed molecular orbitals are given more flexibility to allow the
electron density to be better described. Due to this factor, a wide range of basis sets have
been developed to efficiently and/or accurately approximate MOs. An overview of atomic
orbital basis sets including Slater-type orbitals and Gaussian-type orbitals is described later
in Chapter 4.
3.2.4 Density Matrix
It was previously demonstrated that the square of the wave function gives the probability
density (eq. 2.23) in Section 2.2.1. Since electrons are represented by a spatial wave function,
ψ (Section 2.5), the probability of distribution function denoted as ρ(r) is simply
ρ(r) = 2
N/2∑
a
|ψa(r)|2 (3.31)
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where the integral of eq 3.31 is
∫
dr ρ(r) =
N/2∑
a
∫
dr |ψa(r)|2
= 2
N/2∑
a
1
= N (3.32)
where N is simply the total number of electrons. Substituting the molecular orbital expansion
equation (eq 3.26) into eq 3.31 gives the density matrix:
ρ(r) = 2
N/2∑
a
ψ∗a(r)ψa(r)
= 2
N/2∑
a
∑
ν
C∗νaφ
∗
ν(r)
∑
µ
Cµaφµ(r)
=
∑
µν

2 N/2∑
a
CµaC
∗
νa

φµ(r)φ∗ν(r)
=
∑
µν
Pµνφµ(r)φ
∗
ν(r) (3.33)
One should recognize that
∑
µν
Pµνφµ(r)φ
∗
ν(r) (3.34)
is an expansion in terms of atomic orbitals, φ. The density matrix, P, is related to the
expansion coefficients, C, the Roothaan-Hall equations (eq 3.29). Therefore, any variation
to C directly affects the composition of P.
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3.2.5 Self-Consistent Field Method
The self-consistent field (SCF) procedure is ubiquitous in electronic structure theory. Ob-
taining the best set of molecular orbitals, {ψi}, which minimizes the energy, E0, of the
Hartree-Fock eigenvalue equation (eq 3.29) for a restricted closed-shell wave function is done
using this iterative process. Hartree-Fock and SCF are commonly interchanged, making
both terms synonymous in this work. In short summary, the SCF procedure performs the
following:
1. A guess of the density matrix (eq. 3.33) is created from a molecular description and a
basis set.
2. Determine the expansion coefficient matrix, C, and the orbital energies, ε
3. Rebuild a new density matrix, P, from C
4. Check convergence
5. If not converged, use new density matrix as the guess density matrix and repeat. If
converged, terminate procedure
Various elements may be used for a convergence check (Step 4) including the density matrix
or the energy. For example, When the density matrix of the current step matches the density
matrix of the previous step within a set of specified criterion, the system is self-consistent
and the process terminates. The entire SCF procedure is outlined by Szabo and Ostlund.4
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3.2.6 Hartree-Fock Summary
It is important to remember the mathematical milestones which has led to the SCF procedure.
The molecular Schrödinger equation is a differential equation containing the Hamiltonian and
eigenfunction of the Hamiltonian representing the system to give energy eigenvalues of the
system such that
H Ψ = EΨ (3.35)
which is the time-independent form of eq 2.9 (Postulate 6). Invoking the Born-Oppenheimer
approximation transforms 3.35 into the electronic Schrödinger equation
HelecΨelec = EelecΨelec (3.36)
which was introduced in Section 2.3 (eq 2.59). Enforcement the antisymmetry principle
(Section 2.5) and accounting for the property of electron spin (Section 2.4) is done by using
a single Slater determinant (Section 2.5.2) leading to the Hartree-Fock equations consisting
of an approximation wave function with an antisymmetric product of one-electron functions
(i.e. molecular orbitals) such that
F (φi)Φi = EiΦi (3.37)
which is introduced at the end of Section 3.2.1. Finally, the introduction of a basis set leads
to the Roothaan-Hall equations (3.2.3) of the form
FC = Cε (3.38)
65
such that a linear combination of atomic orbitals provides molecular orbitals. The iterative
SCF procedure is then solved by implementing the linear variation method (2.6.2) and the
zeroth-order energy approximation of a system can be obtained.
3.3 Configuration Interaction
Configuration interaction (CI) is a post-Hartree-Fock (HF) method designed to recover the
correlation energy not recovered by HF theory.4 This energy can be defined as
Ecorr = E0 −EHF0 (3.39)
where Ecorr is the correlation energy, E0 is the true ground state electronic energy, and E
HF
0
is the HF energy. Post-HF methods are necessary when, as one might expect, Ecorr becomes
significant. The linear combination of a set of one-particle functions (i.e. basis set) within
a single reference determinant was introduced in the context of HF theory (Section 3.2.3).
CI theory builds upon this formalism by considering a set of determinants to represent the
wave function. The following presentation of CI theory is motivated by that of Szabo and
Ostlund.4
3.3.1 Correlation Energy
Correlation energy arises from the instantaneous interactions between electrons. Equa-
tion 3.39 simply defines the correlation energy as the difference between the HF energy
and the true energy of the system. Hartree-Fock theory already incorporates some electron
correlation (e.g. exchange correlation) between electrons with the same spin by the use
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of a Slater determinant. However, Coulomb correlation (i.e. correlation between electrons
of different spin) is ignored due to the single determinant approximation. Hartree-Fock ap-
proaches this aspect by treating the electron correlation in an average sense. That is, a single
electron will ‘feel’ the averaged electron density of the other electrons. There is no explicit
electron correlation treatement in the Hartree-Fock method. Therefore, an approximation
using multiple determinants should, in theory, capture the missing correlation energy for a
given basis set approximation. Two types of Coulomb correlation exists for atomic systems
and molecular systems.3,6 For atoms, this is called Coulomb radial and angular correla-
tion. For molecules, this is referred to as dynamic and static (or non-dynamic) correlation.
Dynamical correlation is related to the instantaneous interactions and correlated motions
between electrons of opposite spin. Static correlation is related to the inadequacy of a single
reference to describe states which are degenerate. A clear example of the deficiency for a
restricted single reference to characterize a degenerate ground state is H2 dissociation. A
detailed account of the various types of correlation can be found in Ref. 6.
3.3.2 Full CI
Hartree-Fock theory approximates the wave function with a single Slater determinant formed
from a finite set of spin orbitals. However, an N -electron wave function can be expressed
exactly from a linear combination of a complete set of Slater determinants formed from a set
of spin orbitals {χi}. This is known as the full configuration interaction (full CI). A complete
basis set used in conjunction with a complete set of determinants is called the complete CI,
though this can never be done in practice. The number of possible Slater determinants for
N -electron systems and 2K one-electron spin orbitals can be determined by
(
2K
N
)
. Clearly,
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even for small systems with a finite basis set, the number of possible Slater determinants
becomes prohibitively large and computationally unfeasible due to the factorial growth of
possible configurations. Therefore, a truncated set of Slater determinants must be used. The
set of determinants used is called the configuration and the mixing of these determinants
is called the interaction. The goal of CI is to improve the ground state wave function by
mixing excited states with the ground state in order to obtain a more accurate energy of the
system.
The CI method uses a set of Slater determinants constructed from the HF ground state
wave function, |Ψ0〉. These determinants are then treated variationally as to lower the energy
of the system, making the lowest energy eigenvalue an upper bound to the true energy. By
replacing an occupied spin orbital χa in the SCF wave function with a virtual, unoccupied
orbital, χr, in a set of spin orbitals, |Φ0〉, a singly-excited determinant, |Φra〉 can be formed.
Replacing two spin orbitals produces a doubly-excited determinant, |Φrsab〉. This process can
be extended to N -tuply excited determinants. This process of replacement is performed in
such a way that preserves the spin state of the system. A complete set of these determinants
leads to an exact representation of the many-electron wave function |Ψ0〉 (the full CI) such
that
|Ψ〉 = c0 |Φ0〉+
∑
a
r
cra |Φra〉+
∑
a<b
r<s
crsab |Φrsab〉+
∑
a<b<c
r<s<t
crstabc |Φrstabc〉+ · · · (3.40)
where the indices x < y < · · · prevent double counting of excited determinants. Equa-
tion 3.40 can be written as
|Ψ〉 = c0 |Φ0〉+
( 1
1!
)2∑
a
r
cra |Φra〉+
( 1
2!
)2∑
ab
rs
crsab |Φrsab〉+
( 1
3!
)2∑
abc
rst
crstabc |Φrstabc〉+ · · · (3.41)
68
χ1
χ2
χ3
χ4
ΨHF
χ1
χ2
χ3
χ4
Ψ(1α)
−
χ1
χ2
χ3
χ4
Ψ(1β)
Figure 3.2: Linear combination of two singly-excited, unnormalized determinants to form a
CSF
or more compactly as
|Ψ〉 = c0 |Φ0〉+ cS |S〉+ cD |D〉+ cT |T 〉+ · · · (3.42)
where the notation S,D, T, · · · represents singly-, doubly-, triply-, · · · excited determinants.
In this presentation, only determinants which are eigenfunctions of the spin operator, Sˆ2,
can be used, though other approaches have been developed in recent times. Therefore, it is
necessary to take appropriate linear combinations of excited determinants to ensure that they
will be eigenfunctions. These spin-adapted configurations are known as configuration state
functions (CSFs). Figure 3.2 illustrates this process for single excitations from an occupied
orbital to a virtual orbital to form the (unnormalized) spin adapted configuration
Ψ(1α, 1β) = ψ1α(1)ψ2β(2)− ψ1α(2)ψ2β(1) (3.43)
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3.3.3 Truncated CI
The full CI is computationally intractable for all but the smallest systems. Therefore, trun-
cated CI methods are required to recover correlation energy via the CI formalism. Scaling
back the size of the basis set is an obvious choice for making a CI analysis less expensive.
The second choice is limiting the number of configurations. A variety of CI methods exist
which consider only certain types of excitations. These methods are denoted as CIS, CID,
CISD, CISDT, etc., where S, D, T, etc. refer to the excitation order (singles-, doubles-,
triples-, etc.). The accuracy of the method improves when more excitation orders are folded
in systematically. Note that the CIS method provides no improvement over a closed-shell
restricted or unrestricted SCF function.7 This is because single excitations do not mix with
the Hartree-Fock ground state wave function according to Brillouin’s theorem such that
〈Ψra|H |Ψ0〉 = 0 (3.44)
However, single excitations do mix directly with double excitations which mix directly with
the ground state. Therefore, singles excitations mix indirectly with the ground state. The
correlation energy recoveries for CISD, CISDT, and CISDTQ are generally around 96%, 97%,
and 99%, respectively.8 The mathematical details for truncated CI methods can be found in
Szabo and Ostlund.4
3.4 Coupled-Cluster Theory
Coupled-cluster (CC) theory9 is a robust approach used to approximating the correlation
energy missing in the Hartree-Fock approximation. The success of the coupled-cluster ap-
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proach is hardly questionable given that the CCSD(T) method (i.e. the coupled-cluster
method that includes all single and double substitutions as well as a perturbative treatment
of the connected triple excitations) is considered to be a component of the “gold-standard”
in computational chemistry for single reference, ground state molecules (the other compo-
nent is the complete basis set (CBS) limit). This is because results from the CCSD(T) CBS
limit have (at least within a single reference formalism) reproduced experimental results with
chemical accuracy (i.e. within 1 kcal mol−1).
In CI theory, the many electron wave function is simply a summation of the ground-
state Hartree-Fock reference and excited determinants ranging from single excitations to N
excitations (where N is the number of electrons in the system) as seen in eq 3.40. Coupled-
cluster theory, in contrast, implements an exponential with a cluster operator, Tˆ, on a
reference wave function, Ψ0, such that
Ψ = eTˆΨ0 (3.45)
where Ψ is the full CI wave function if Ψ0 comes from the Hartree-Fock approximation
(though other reference wave functions can be used). The cluster operator, Tˆ, has the form
Tˆ = Tˆ1 + Tˆ2 + Tˆ3 + · · ·+ TˆN (3.46)
where N is the total number of electrons. Each Tˆi represents corresponds to an ith-excitation,
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similar to CI theory. For example, Tˆ2 can be written as
Tˆ2 =
occ.∑
i<j
vir.∑
a<b
tabijΨ
ab
ij (3.47)
where t is referred to as the amplitudes. Equation 3.47 is similar the double-excitations term
from CI theory (eq 3.40). However, higher-order excitations are folded into lower-order exci-
tations such that the square of the Tˆ2 operator (double-excitations), for example, generates
quadruple-excitations.10 The cube of Tˆ2 generates hextuple excitations. This behavior is due
to the exponential form of the operator This behavior is due to the exponential form of the
operator.. The automatic inclusion of higher-order substitutions into lower-order treatments
gives CC theory its unprecedented accuracy. In addition, the multiplicative behavior of the
cluster operator ensures that the CC method is size consistent, unlike CI theory.
Truncated CC methods are necessary given the that evaluating with the fully expanded
Tˆ cluster operator would become prohibitively expensive. However, it is important to note
that a non-truncated evaluation would provide the exact solution to the Schrödinger equa-
tion within the basis set used. These truncated approaches are denoted in such a way that
is correlated to the order of excitations considered. For example, the CCD method indi-
cates that only double-excitations (Tˆ2) are included. The CCSD method indicates that both
single- and double-excitations are included (Tˆ1+ Tˆ2). Finally, the CCSD(T) method includes
the same excitations that CCSD provides but also contains a perturbative treatment of the
connected triple-substitutions (as indicated by the parenthesis notation). This perturbative
approach is highly effective as it attempts to fold in an overstated magnitude of the triples
correction while avoiding a similar contribution from the more expensive quadruples correc-
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tion. Many other variations of CC formalisms exist though an evaluation of these other
methods lie beyond the scope of this work.
3.5 Many-Body Perturbation Theory
Many-body perturbation theory (MBPT) is commonly used to approximate the correlation
energy missing in the Hartree-Fock treatment due to its relatively small expense at low-
order treatments. This approach assumes that the zeroth-order Hartree-Fock wave function,
Ψ0, and corresponding energy, E0, is an approximation to the Schrödinger equation but is
also the exact solution to the analogous problem involving a unperturbed Hamiltonian, Hˆ0,
instead of the exact Hamiltonian, Hˆ. By introducing a small perturbation to the system,
Vˆ , a better approximation to the Schrödinger equation can be obtained. The Hamiltonian
operator can be separated into two parts such that
Hˆ = Hˆ0 + λVˆ (3.48)
where Hˆ0 is the unperturbed zeroth-order Hamiltonian, Vˆ is the perturbation operator, and
λ is a parameter. The perturbation operator is guaranteed to lead to convergence if the
perturbation is small. Furthermore, eigenvalues and eigenstates are assumed to be similar
between the perturbed and unperturbed operators if the perturbation is small. The exact
wave function and corresponding energies can be expanded such that
Ψ = Ψ0 + λΨ
(1) + λ2Ψ(2) + λ3Ψ(3) + λ4Ψ(4) + · · · (3.49)
E = E(0) + λE(1) + λ2E(2) + λ3E(3) + λ4E(4) + · · · (3.50)
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or more compactly written as a power series
Ψ = lim
n→∞
n∑
i=1
λiΨ(i) (3.51)
E = lim
n→∞
n∑
i=1
λiE(i) (3.52)
The superscripts indicate the order of the perturbation for respective quantities. Terms of
the same order in λ can be grouped and substituted into the Schrödinger equation such that
(
Hˆ0 + λVˆ
)(
lim
n→∞
n∑
i=1
λiΨ(i)
)
=
(
lim
n→∞
n∑
i=1
λiE(i)
)(
lim
n→∞
n∑
i=1
λiΨ(i)
)
(3.53)
Expanding eq 3.53 (for i = 0 and i = 1) gives
(
Hˆ0 + λVˆ
) (
Ψ0 + λ
1Ψ(1)
)
=
(
E(0) + λ1E(1)
) (
Ψ0 + λ
1Ψ(1)
)
(3.54)
where the zeroth-order equation is
Hˆ0Ψ0 = E
(0)Ψ0 (3.55)
which is just the unperturbed Schrödinger equation. The first order equation is simply
Hˆ0Ψ
(1) + VˆΨ(1) = E(0)Ψ(1) + E(1)Ψ0 (3.56)
74
When both eq 3.55 and eq 3.56 is multiplied by Ψ0 and integrated, the following energies
are obtained:
E(0) =
〈
Ψ0
∣∣∣ Hˆ0 ∣∣∣Ψ0〉 (3.57)
E(1) =
〈
Ψ0
∣∣∣ Vˆ ∣∣∣Ψ0〉 (3.58)
Notice that the sum of E(0) and E(1) is simply
〈
Ψ0
∣∣∣ Hˆ0 + Vˆ ∣∣∣Ψ0〉 which is just the Hartree-
Fock energy (E0) such that
E0 =
〈
Ψ0
∣∣∣ Hˆ0 + Vˆ ∣∣∣Ψ0〉 = E(0) + E(1) (3.59)
Therefore, the correlation energy is a sum of all the second- and higher-order correction
terms generalized as
Ecorr = E
(2) + E(3) + E(4) + · · · (3.60)
The Møller-Plesset perturbation series (MPn) is a popular approach within MBPT to
approximating correlation energy. This series partitions the energy of the system into the
Hartree-Fock energy and the energy from the perturbation of a particular order. The first
term in eq 3.60 is the second-order correction term11 in this series (i.e. MP2) and is one of
the simplest post-HF methods. It is important to note that there are no first-order correction
terms in this series since
E(1) =
〈
Ψ0
∣∣∣ Vˆ ∣∣∣Ψ0〉 = 0 (3.61)
Equation 3.61 leads to the Møller-Plesset theorem which states that only second- and higher-
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order terms contribute to the correlation energy. The MPn series is useful given its relative
simplicity. However, it has been shown that it is not necessarily a convergent series.12,13 In
other words, as higher order corrections are considered, the answer does not always converge.
Diverging and oscillatory behaviors have been observed for MPn.
3.6 Density Functional Theory
There has been a recent explosion in the development and application of density functional
theory (DFT) in the past few decades. This particular approximation is not a wave function
based method such as the Hartree-Fock approximation, Møller-Plesset perturbation theory,
or coupled-cluster theory. It approaches the problem from a fundamentally different per-
spective to solving the Schrödinger equation. Rather than determining molecular properties
from a many-electron wave function, Ψ(r1, · · · , rN), constructed from one-particle functions
dependent on four variables for each electron, N , these same properties are determined from
the electron density, ρ(r), a physical observable dependent only on three spatial variables.
Recall that the square of the wave function (3.31) is the electron density. This type of
approximation is popular due to its relatively inexpensive nature, though more rigorous
implementations of DFT can become as expensive as some wave function based methods.
The Hohenberg-Kohn Existence Theorem14 shows that the electron density is an ap-
propriate central variable and that a functional of the density exists that contains all the
information needed to predict various ground-state properties of a chemical system includ-
ing the electronic energy. Each property is a functional (i.e. a function of a function) of
the ground state electron density. In addition, the Hohenberg-Kohn Variational Theorem14
states that there exists a universal functional for the energy of the electron density that
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obeys the variational principle. Therefore, there exists a ground-state electron density which
minimizes the energy of the system in a variational way. Unfortunately, the form of this
universal functional is unknown. The work of Kohn and Sham introduced a set of self-
consistent field equations, similar to the Hartree-Fock equations, for determining the energy
of the ground state electron density that includes electron correlation at a cost comparable
to the Hartree-Fock approach.15
Many density functional methods and schemes have been developed since the SCF equa-
tions introduced by Kohn and Sham,15 similar to the Hartree-Fock equations, for determining
the energy of the ground state electron density. While computationally less expensive than
rigorous wave function methods, DFT has some severe drawbacks. DFT methods are gener-
ally heavily parameterized and therefore these approaches must be carefully calibrated before
the results have any validity. In addition, because of this parameterization, it is difficult to
systematically improve DFT methods.
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Chapter 4
Basis Sets
“Calvin (on science as a religion): All these equations are like miracles. You take two numbers
and when you add them they magically become one new number! No one can say how it
happens. You either believe it or you don’t.”
−Bill Watterson
4.1 Overview of Basis Sets
The concept of basis functions has been introduced in Section 2.6.2 with respect to the
linear variation method. This method constructs a trial wave function, Φ, from a linear
combination of linearly independent functions known as basis functions, fi, such that
Φ =
n∑
i=1
cifi (4.1)
= c1f1 + c2f2 + · · ·+ cnfn (4.2)
This equation is identical to that of eq 3.26 except here the notation is kept in the form used
to discuss the linear variational method (Section 2.6.2). A collection of pre-defined basis
functions is known as a basis set. While a variety of basis set types exist, this analysis will
focus on atomic orbital (AO) basis sets where basis functions represent atomic orbitals that
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Figure 4.1: Spherical polar coordinate system
are analytic solutions to the Schrödinger equation for the hydrogen atom. This approach
is convenient because analytic solutions to the Schrödinger equation do not yet exist for
atoms with more than one electron. By taking appropriate linear combinations of these
AOs, molecular orbitals (MOs) can be formed. This approach is known as the LCAO-MO
method (i.e. linear combination of atomic orbitals to make molecular orbitals).
Atoms and molecules are made up of nuclei and electrons, the positions of which can
be defined using a variety of coordinate systems. The familiar Cartesian coordinate space
can describe the position of each particle in terms of x, y, and z. Another commonly used
coordinate system is spherical polar coordinates where the position (P ) of each particle can
be expressed in terms of r, θ, and φ. The spherical polar coordinate system is illustrated in
Figure 4.1.
The wave function can be expressed in terms of the positions of nucleus and electrons
(eq 2.60). Therefore, the wave function can be expressed in terms of the chosen coordinate
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system. For spherical polar coordinates, this equation can be separated into two parts and
has the form
Ψ(r, θ, φ) = R(r)n,l Y
m
l (θ, φ) (4.3)
where R(r)n,l is the radial wave function and Y
m
l (θ, φ) is the angular wave function. The
radial function depends on the principal and angular quantum numbers (n and l, respectively)
while the angular function depends on the angular and magnetic quantum numbers (l and m,
respectively). Often, the magnetic quantum number is denoted as ml. Fortunately, eq 4.3
can be separated into both radial and angular parts, allowing each to be solved separately.
Recombining the radial and angular solutions gives rise to the hydrogen atom eigenfunctions.
These functions in spherical harmonics for various values of n, l, andml are given in Table 4.1.
Table 4.1: Hydrogen atom eigenfunctions (ψn,l,ml) for various values of n, l, and ml.
ψ100(r) =
1√
pi
(
1
a0
)3/2
e−r/a0 (4.4)
ψ200(r) =
1
4
√
2pi
(
1
a0
)3/2 (
2− r
a0
)
e−r/a0 (4.5)
ψ210(r, θ, φ) =
1
4
√
2pi
(
1
a0
)3/2
r
a0
e−r/2a0 cos θ (4.6)
ψ21±1(r, θ, φ) =
1
8
√
pi
(
1
a0
)3/2
r
a0
e−r/2a0 sin θe±iφ (4.7)
The hydrogen-like orbitals can be constructed by taking appropriate linear combinations
of the possible hydrogen atom eigenfunctions. These combinations give rise to the familiar
s, p, d, f , etc. orbital picture of a hydrogen-like atom. A few illustrative examples are given
in Figure 4.2.
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Figure 4.2: Illustration of a few real hydrogen-like atomic orbitals (not to scale) for various
values of Ψ(n, l,ml).
4.2 Slater vs. Gaussian Functions
Basis functions within a basis set take on a unique form. Two common atomic orbital basis
functions exist including the Slater Type Orbital (STO) and the Gaussian Type Orbital
(GTO). The STO functions have the form
φSTO(r) = NSTOe−αr (4.8)
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and exhibits the correct radial decay for the radial distribution of a 1s orbital from the
hydrogen-like orbital solutions to the Schrödinger equation. This behavior includes a cusp
near the origin (r = 0) as well as an exponential decay away from the origin. The GTO
functions have the form
φGTO(r) = NGTOe−αr
2
(4.9)
and has very different behavior from that of an STO. Figure 4.3 compares the forms of the
STO (eq 4.8) and the GTO (eq 4.9). The GTO does not reproduce the cusp condition at the
origin and decays to zero much too rapidly. Despite these differences, GTOs are commonly
used over STOs which more naturally represent the hydrogen-like orbitals. The reason for
this is due to the three- and four-center two-electron integral bottleneck that STOs create
due to their functional form. These integral types are are tedious to evaluate. Gaussian
functions do not have this problem due to the Gaussian Product Theorem which states
that two Gaussian functions centered on two different points in space can be combined into
another Gaussian with a new center. This property of Gaussian functions transforms these
three- and four-center integrals into readily solvable two-center integrals for which efficient
evaluation techniques exist.
A linear combination of a number of GTOs can tune the functional form into behaving
more like an STO. The minimal STO-nG basis sets, where n is the number of Gaussian
functions used in the linear combination, do just this. The overlap of the GTOs and the
STO is maximized by optimizing the α terms (i.e. orbital exponents) in eq 4.9. Figure 4.4
qualitatively compares the STO-1G, STO-2G, and STO-3G basis sets to a single STO. The
more GTOs that are used, the closer the STO is qualitatively represented. However, a GOT
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GTO
Figure 4.3: Qualitative comparison of a Slater Type Orbital (STO) and a Gaussian Type
Orbital (GTO).
will never reproduce the cusp condition leading to slower convergence at increasing basis set
size than a basis set implementing STOs. In addition, more functions are needed when using
GTOs for better approximations. However, the integral evaluation speedup with GTOs is
superior and quickly overcomes the expense of implementing larger basis sets.
4.3 Composition and Notation
Basis sets which contain a single basis function for each atomic orbital in an atomic or
molecular system is known as a minimal or single zeta (SZ) quality basis set. A double
zeta (DZ), triple zeta (TZ), and quadruple zeta (QZ) basis set contains two, three, and four
basis functions, respectively, for each atomic orbital. This can be extended to XZ basis
sets, where X is the cardinal number of the basis set. As the cardinal number increases, the
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Figure 4.4: Qualitative comparision of linear combinations of Gaussian functions (n = 1, 2, 3)
superimposed on a Slater function.
quality of the basis set increases given that larger basis sets provide better approximations
to the 1-particle limit (see Figure 3.1) and lie closer to the complete basis set (CBS) limit
over smaller basis sets. The CBS limit is simply the limit approached when an infinitely
large basis set is used.
There exist split-valence basis sets that treat core orbitals with a set of single basis
functions. Core orbitals generally do not play a significant role in chemistry since nearly all
chemistry occurs between valence electrons. Therefore, it is not always necessary to robustly
characterize core electrons, though basis sets do exist for this purpose. This approximation
leads to less expensive computations as the basis set size is decreased. These commonly
used atomic orbital basis sets include the Pople basis sets as well as Dunning’s correlation-
consistent basis set series. The latter is designed to guarantee systematic convergence to the
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CBS limit as the quality of the basis set is incremented.
Basis sets are often supplemented with two other very important types of basis functions.
Polarization, or higher angular momentum functions are often needed to provide a proper de-
scription of the electron density in molecular systems. These functions add flexibility to the
occupied molecular orbitals that are constructed from atomic orbital basis functions. Addi-
tionally, diffuse functions are required to properly characterize electron density far away from
the nucleus such as chemical systems containing anions and long-range attractive forces. As
we have seen with the STO and GTO, a rapid decay occurs as r grows and consequently, these
functions are unable to properly describe electron density for larger values of r. Therefore,
diffuse functions (i.e. basis functions with very small orbital exponents) are used. Atoms
described with diffuse functions are said to be augmented.
Pople split-valence double-ζ basis sets are denoted by a-bcG, where a, b, and c is the
number of contracted functions (into one function) used to characterize the core orbital(s),
valence-s orbital, and remaining valence orbitals, respectively. Because only two numbers
follow the dash, the basis set is a double-ζ quality basis set. If three numbers follow the
dash, the basis set is triple-ζ quality. The ‘G’ simply means that Gaussian basis functions
are implemented for these particular basis sets. For example, the 6-31G basis set uses
6 contracted Gaussian functions to describe the core orbital(s). The ‘31’ denotes that two
basis functions are used for each valence orbital. One of these functions is constructed from 3
primitive Gaussian functions while the second function is constructed from only one primitive
Gaussian function. Polarization functions are denoted with an asterisk, an older convention,
or with more explicit notation such as ‘(2df)’. The latter simply indicates that there two
sets of d polarization functions and one set of f polarization functions. Diffuse functions
85
are denoted by a plus (+). For example, 6-31+G* indicates that polarization and diffuse
functions are to be included for non-hydrogen atoms only while 6-31++G** indicates that
these functions will be included for both non-hydrogen and hydrogen atoms alike. Explicit
polarization function notation for hydrogen atoms, such as (2df ,2pd), indicates that two sets
of p and one set of d polarization functions are to be included.
Dunning’s split-valence correlation-consistent family of basis sets are constructed in a
systematic manner, unlike the Pople split-valence basis set series, in order to guarantee
systematic convergence to the CBS limit as the cardinal number of the basis set increases.
The naming scheme has the form cc-pVXZ, where X is the cardinal number of the basis
set. The ‘cc’ denotes the basis set is correlation-consistent. The ‘pVXZ’ notation stands
for ‘polarized valence XZ’, indicating that it is an X-tuple zeta basis set that includes basis
functions of X-ζ quality including polarization functions for the valence electrons. The core
electrons are treated the same as with Pople-style basis sets, where one (contracted) basis
function is used to describe the core orbitals. For example, cc-pVDZ indicates a double-
zeta quality basis set that includes polarization functions for the valence space. Diffuse
functions are denoted by the abbreviation ‘aug’. Therefore, aug-cc-pVDZ indicates that
diffuse functions are included for all atoms. Diffuse functions can also be excluded from
hydrogen atoms. These basis sets are usually denoted, for example, as heavy-aug-cc-pVDZ,
where the heavy (i.e. non-hydrogen) atoms are augmented with diffuse functions while
hydrogen atoms are not. In other words, the aug-cc-pVDZ basis set is used for the heavy
atoms while the cc-pVDZ basis set is implemented for the hydrogen atoms. Other notations
and abbreviations exist as well as other basis sets. Examining each one in detail lies beyond
the scope of this work.
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4.4 Counting Basis Functions
It is important to understand the types and number of basis functions included in a particular
basis set. By following a few simple guidelines, determining these factors is a relatively
straightforward process. This exercise will focus on the split-valence Pople and Dunning
basis sets constructed with spherical harmonic basis functions. Table 4.2 includes a tally of
the basis functions used to characterize atomic orbitals (e.g. s, p, d, etc.) in the carbon
atom and will be referred to frequently in the text.
As stated in the previous section, the cardinal number of the basis set indicates the
number of basis functions used to describe a particular type of occupied atomic orbital. An
SZ basis set will use one basis function to describe each of the atomic orbitals for a total
of 5 basis functions for the carbon atom where the atomic orbitals consist of 1s, 2s, 2px,
2py and 2pz. This is illustrated in the first row of Table 4.2. The occupied orbitals in the
carbon atom include the core-1s, valence-2s and valence px, py, and pz orbitals. Therefore,
tally marks under s and p indicate that a set of one s and a set of three p functions are
represented by a single tally, respectively. This can be extended to orbitals of higher angular
momentum where, for example, a set of five, seven, and nine functions are used for d, f , and
g atomic orbitals, respectively. A DZ basis set will use two or more basis functions for each
occupied atomic orbital (10 total basis functions for carbon). This process is extended to
the QZ basis set.
The minimal STO-3G basis set is simply equivalent to a single-ζ basis set (Table 4.2).
The split valence 3-21G and 6-31G basis sets are also equivalent in composition. These
double-ζ basis sets use two basis functions per occupied valence atomic orbital while only
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Table 4.2: The types (core or valence) and number of spherical harmonic basis functions of
different basis sets for the carbon atom.
Core Valence
Basis Set s s p d f g Total
SZ | | | 5
DZ || || || 10
TZ ||| ||| ||| 15
QZ |||| |||| |||| 20
STO-3G | | | 5
3-21G | || || 9
6-31G | || || 9
6-31G* | || || | 14
6-31+G* | ||| ||| | 18
6-311G | ||| ||| 13
6-311G* | ||| ||| | 18
6-311+G* | |||| |||| | 22
6-311+G(2df ,2pd) | |||| |||| || | 34
cc-pVDZ | || || | 14
cc-pVTZ | ||| ||| || | 30
cc-pVQZ | |||| |||| ||| || | 55
aug-cc-pVDZ | ||| ||| || 23
aug-cc-pVTZ | |||| |||| ||| || 46
aug-cc-pVQZ | ||||| ||||| |||| ||| || 80
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one basis function is used to characterize the core-1s orbital for a total of 9 basis functions.
The 6-31G* basis set adds a set of higher angular momentum functions (e.g. a set of d
functions) while the 6-31+G* basis set includes an additional set of s and p diffuse functions.
A similar illustration for Pople split-valence triple-ζ quality basis sets are also included in
Table 4.2.
The correlation consistent basis sets are constructed in a slightly different manner given
their property of systematic convergence to the CBS limit. The cc-pVDZ basis set includes
a single basis function for the core orbital and a double-ζ quality expansion for the valence
space (i.e. two basis functions per valence atomic orbital) as shown in Table 4.2. In addition,
a set of d functions are included. This is because correlation-consistent basis sets include
polarization functions of successively higher-angular momentum as the cardinal number of
the basis set increases. In the case of cc-pVDZ, the next highest angular momentum function
to be considered are the d orbitals. In the case of cc-pVTZ, these would be the f orbitals.
Finally, the addition of diffuse functions in the correlation-consistent family of basis sets
simply requires the addition of one set of diffuse basis functions for every value of angular
momentum in the basis set. Therefore, the aug-cc-pVDZ basis set is equivalent to cc-pVDZ
if one tally mark is removed from the former for each valence orbital. Note the rapid growth
in the number of basis functions as one moves from lower to higher quality basis sets. Also,
note the effect of including diffuse functions in the basis sets. When moving from cc-pVQZ to
aug-cc-pVQZ, for example, an additional 25 basis functions are included for just one atom.
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4.5 Basis Set Convergence
As previously mentioned, larger basis sets tend to provide better results within a given
approximation though it is not guaranteed in every case. This is a direct result of the linear
variation method (Section 2.6.2). To illustrate this, the interaction energy of the water dimer,
(H2O)2, will be examined for various basis sets. Figure 4.5 shows the MP2 interaction energies
(EMP2int in kcal mol
−1) of the water dimer computed with Dunning’s correlation-consistent
family of basis sets ranging from double-ζ to pentuple-ζ quality. The cc-pVXZ series of
basis sets converges rapidly with respect to the those basis sets including diffuse functions.
This rapid convergence, however, is offset by the large error in the interaction energy from
the CBS limit.16 This deviation grows larger than 2 kcal mol−1 as seen with the cc-pVDZ
basis set. Clearly, the addition of diffuse functions on all the atoms (i.e. aug-cc-pVXZ)
results in a much smaller deviations, on the order of a couple tenths of a kcal mol−1, however
monotonic convergence to the CBS limit is quite slow. The CBS limit is reproduced with the
aug-cc-pV5Z basis set indicating that evaluation with larger basis sets are no longer necessary.
The removal of diffuse functions from the hydrogen atoms (i.e. heavy-aug-cc-pVXZ) results
in even smaller deviations from the MP2 CBS limit for basis sets of quadruple-ζ quality or
less.
4.5.1 Computational Scaling
Rigorous computational methods are generally required to estimate the strengths of these
interactions, particularly those dominated by dispersion forces where higher order correlation
effects are significant.17 Because of the inherent expense of computing higher-order correla-
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Figure 4.5: Convergence of the MP2 interaction energy (EMP2int in kcal mol
−1) of the water
dimer to the MP2 CBS limit for various series of correlation consistent basis sets.
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tion effects, accurate evaluation of non-covalent interactions in biomolecules is nearly impos-
sible due to the scaling of advanced correlated methods. The Hartree-Fock method scales
as O(N4). This means that as the size of the system increases, computational requirements
including both time and physical memory increases by N4. For example, if a computation
implementing 10 basis functions takes 10 minutes to complete, it would take sixteen times
longer, or 160 minutes, to complete if the number of basis functions were doubled (24 = 16).
This comparison assumes no partitioning of the occupied and virtual orbitals. However, in
reality, methods like CCSD(T) scales N7 where the occupied orbitals scale N3 and the virtual
orbitals scale N4. However, the Hartree-Fock approximation essentially ignores correlation
energy and therefore provides a poor description of non-covalent interactions in which dis-
persion plays a non-trivial role. It is generally stated that the Hartree-Fock method captures
about 95% of the total energy of a molecular system but chemistry occurs in the remaining
5% due to the electron correlation. The MP2 method scales formally as O(N5) while the
reliable CCSD(T) method scales O(N7). Therefore, when performing CCSD(T) computa-
tions, doubling the system size would increase the computational cost by a staggering factor
of 128×. As higher-order excitations are folded into the method, the larger the scaling. Be-
cause of the prohibitive nature of ab initio methods, prototypical systems are required to
examine non-covalent interactions with solutions that approach chemical accuracy.
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Chapter 5
Characterizing Chemical Phenomenon
“Calvin: Reading goes faster if you don’t sweat comprehension.”
−Bill Watterson
Quantum mechanical methods are powerful techniques that can characterize many properties
of a chemical system. Two important chemical phenomina that will be examined later in
this work include non-covalent interactions between weakly-bound molecules and reaction
pathways for a condensation reaction mechanism. A brief overview of these two concepts
will be discussed in this chapter.
5.1 Non-Covalent Interactions
Chemistry is dominated by interactions between atoms and molecules. Covalent bonds are
strong and generally require a large amount of energy to rupture generally ranging from
tens of kcal mol−1 to over a hundred kcal mol−1. In contrast, non-covalent interactions are
about an order of magnitude smaller than covalent bonds. Various types of non-covalent
interactions exist including hydrogen bonds, halogen bonds, and ionic bonds. Note that
ionic bonds can be much stronger than covalent bonds. These attractive forces play an
important role in chemistry and chemical processes ranging from protein structure, folding
and stability to the double-helical shape of DNA.
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į+ į- 
H–F 
į+ į- 
H–F 
Figure 5.1: Simple illustration of the electrostatic attraction (dashed line) between two HF
molecules with permanent dipole moments in a linear conformation. Blue curve (unscaled)
illustrates the asymmetric distribution of the electron density around each fragment.
5.1.1 Intermolecular Forces
Intermolecular forces, components to the interaction between atoms and molecules, can be
categorized into attractive and repulsive domains. It is the contributions of these forces
that ultimately govern the types of interactions that form in molecular systems. The attrac-
tive components include electrostatic energy, induction energy and dispersion energy while
exchange energy is a repulsive component.18 Exchange energy is simply the repulsive inter-
actions between electrons of parallel-spins. Electrostatic (or Coulombic) energy arises from
the attraction of two permanent multipoles such as the attraction between two permanent
dipoles (Figure 5.1). The more electronegative fluorine atoms localize a majority of the elec-
tron density (blue curves). This strips hydrogen of nearly all of its electron density leaving
a largely unshielded partial positive charge.
Induction energy (or polarization energy) arises from the attraction between a multipole-
induced multipole interaction. This is similar to electrostatics except that a multipole is now
induced by a neighboring permanent multipole. The induced multipole is simply a product
of a distorted electron cloud where electron density is distributed unevenly in a way that
resembles like a multipole. This interaction is illustrated in Figure 5.2. It is important to
note that two molecules with permanent dipoles will have an inductive interaction associated
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Figure 5.2: Induction attraction (dashed line) between a permanent dipole and an induced-
dipole. The black curves represent the electron density of each fragment.
with them though the contribution to the total interaction energy will be smaller than the
electrostatic contribution.
Dispersion energy arises from the correlated (instantaneous) motions of the electrons.
The electron density of a molecule is continuously affected by neighboring forces causing
instantaneous and temporary disturbances in the electron distributions. These fluctuations
lead to a temporary multipole-like behavior in the molecule giving rise to the attractive
dispersion interaction. We note that this description of the physical behavior of electron-
clouds is convenient pictorially. However, dispersion is simply quantum mechanical in origin.
5.1.2 Supermolecular Approach
The magnitudes of interaction strengths between molecules can be estimated via the super-
molecular approach. These interactions are computed using the following equation
Eint = Ecomplex −
n∑
i=1
Emonomeri (5.1)
where the interaction energy (denoted as Eint) is simply the difference between the energy of
the complex (Ecomplex) and the sum of the energies of the constituent monomers (Emonomer)
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at the geometries they adopt in the complex. A binding energy (Ebind) is slightly different
from an interaction energy. A binding energy is a type of interaction energy that denotes
an energy difference between the complex and the monomers at their ideal (i.e. relaxed)
geometries. An energy difference between a relaxed complex and a set of rigid monomers in
a geometry it adapts in the complex is also an interaction energy. Though Eint is sometimes
used in place of Ebind, this work will adopt the formal definitions for each as described above.
5.1.3 Basis Set Superposition Error
The supermolecular approach introduces an interesting problem that is a direct consequence
of implementing an incomplete, or finite basis set. Consider two molecules at infinite distance,
each characterized with n basis functions. Now consider these two molecules in a complex
which is now characterized by 2n basis functions. Each monomer in the complex is described
by 2n basis functions. Therefore, the monomers in the complex are being described by the
basis set of the complex while the monomers at infinite distance are being described by the
monomer basis set. The complex basis set is effectively larger for each monomer leading to an
increased interaction energy of the complex. The isolated monomer is no longer desscribed
by 2n basis functions and the energy will be too high relative to the energy it adopts in
the cluster. The corresponding energies of the complex and the separated monomers are,
therefore, being determined by two different basis sets, introducing a situation commonly
referred to as basis set superposition error (BSSE).
Procedures have been developed to ‘correct’ this error. One common technique is the
counterpoise (CP) procedure by Boys and Bernardi19 that places the separated monomers
into the basis set of the complex. That is, the basis functions in the complex are present
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in the monomer computation in the same. position they would be in for the complex. By
treating the monomer in this manner, the energy of the complex and the energies of the
isolated monomers can be properly compared within a consistent basis set approximation.
When applying a CP correction to an interaction energy of a dimer, the energies of the
monomers (or fragments) in the dimer (or complex) basis and geometry is simply subtracted
from the energy of the complex such that
ECPint = E(complex)−
N∑
i=1
E (fragmenti)
complex basis
complex geometry (5.2)
where ECPint is the CP-corrected interaction energy. When applying a CP correction to a
binding energy of a dimer, the energies of the fragments in both the dimer geometry and the
relaxed isolated fragment geometry need to be accounted for such that
ECPbind = E(complex)−
N∑
i=1
[ E (fragmenti)
dimer basis
complex geometry
+ E (fragmenti)
fragment basis
fragment geometry − E (fragmenti)fragment basiscomplex geometry ] (5.3)
where ECPbind is the CP-corrected binding energy. More rigorous approaches are required for
clusters of higher order.
The counterpoise procedure is not necessarily a ‘correction’. Because BSSE vanishes when
a finite basis set is not being used (i.e. at the CBS limit), then any deviation from the CBS
limit as a result of BSSE must decrease if the counterpoise procedure is indeed a ‘correction’.
This behavior is not consistently observed.20 However, because the error is a result of using
a finite basis set, the deviation should get smaller as more basis functions are used.
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5.2 Chemical Reactions
Chemical reactions between atoms and molecules occur when chemical transformations take
place such as the combustion of gasoline or the conversion of iron to rust. Much of chemistry
is driven by the reactive properties of chemical compounds and generally require an input of
energy into a system for the reaction to take place. An understanding of the potential energy
surface in quantum mechanics is critical to understanding how chemical reactions might be
driven.
5.2.1 Potential Energy Surfaces
Potential energy surfaces (PESs) are a product of the Born-Oppenheimer approximation and
the parametric dependence of the electronic wave function, Ψelec, on the nuclear coordinates,
R (Section 2.3). Changes in the nuclear coordinates induces a change in the corresponding
energies, eigenvalues of the Schrödinger equation. The potential energy landscape is diverse,
containing numerous features that have very significant chemical consequences. The simplest
feature is the minimum, or ‘bottom-of-the-well’, that is usually indicative of a molecule in
its lowest energy state (neglecting zero-point vibrational energy). This is illustrated two-
dimensionally in Figure 5.3. However, it is important to note that in three-dimensions,
any direction from the minimum is uphill in energy (left side of Figure 5.4). This point
on the PES is characterized by the first and second derivative of the curve being zero and
positive, respectively, for all coordinates. A minimum energy structure will have all real (i.e.
non-imaginary) modes of vibration as determined by a vibrational frequency analysis.
A maximum is the opposite of a minimum on a PES (right side of Figure 5.4). Any
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Figure 5.3: A two-dimensional representation of a minimum on the potential energy surface.
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Figure 5.4: A three-dimensional representation of a minimum (left) and maximum (right)
on the potential energy surface.
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Figure 5.5: A three-dimensional representation of a transition state (i.e. first-order saddle
point) on the potential energy surface.
direction from the maximum is downhill in energy. This point on the PES is characterized
by the first and second derivative of the curve being zero and negative, respectively, for all
coordinates. This feature on the PES is only obtained by the complete overlap of two atoms.
Another common and important feature on a PES is a first-order saddle point. This
location is characterized by a transition state, a theoretical (non-existent) molecular configu-
ration involved in reaction processes. Every direction but one is uphill from this point on the
PES (Figure 5.5) and is characterized by a first derivative of the curve being zero for all coor-
dinates. The second derivative is necessarily positive for all but one coordinate and negative
for one coordinate. A transition state structure will have all real (i.e. non-imaginary) modes
of vibration except for one mode which will be imaginary as determined by a vibrational
frequency analysis.
5.2.2 Reaction Pathways
Reaction pathways are pathways on a potential energy surface that proceed through some
critical features on the PES including minima and first-order saddle points. Ideally these
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Figure 5.6: A simple two-dimensional representation of a reaction pathway (black curve)
involving a single transition state connecting reactants and products on a potential energy
surface.
pathways follow a minimum energy path between reactants and products for a given reac-
tion mechanism. They contain both geometry and energy information regarding a particular
reaction coordinate. Figure 5.6 illustrates a simple reaction pathway along an unspecified
reaction coordinate. Here a single transition state connects reactants and products. The
energy difference between the reactants and the initial transition state, EA, is called the
activation energy while the energy difference between the reactants and products, ∆E, indi-
cates the thermicity of the reaction. If ∆E is negative, the reaction is exothermic. If ∆E is
positive, the reaction is endothermic.
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Chapter 6
Characterization of the potential energy surfaces of two small but
challenging noncovalent dimers: (P2)2 and (PCCP)2
∗
“Calvin (on writing a thesis): I think we’ve got enough information now, don’t you?
Hobbes: All we have is one “fact” you made up.
Calvin: That’s plenty. By the time we add an introduction, a few illustrations and a conclu-
sion, it will look like a grdauate thesis.”
−Bill Watterson
6.1 Abstract
This work characterizes eight stationary points of the P2 dimer, and six stationary points of
the PCCP dimer, including a newly identified minimum on both potential energy surfaces
(PESs). Full geometry optimizations and corresponding harmonic vibrational frequencies
were computed with the MP2 electronic structure method and six different basis sets: aug-
cc-pVXZ, aug-cc-pV(X+d)Z, and aug-cc-pCVXZ where X=T,Q. A new L-shaped structure
with C2 symmetry is the only minimum for the P2 dimer at the MP2 level of theory with
these basis sets. The previously reported parallel-slipped structure with C2h symmetry and
∗ Reproduced with permission from Dornshuld, E. V.; Tschumper, G. S. J. Comp. Chem., 2014, 35(6),
479–487. Copyright 2014 Wiley Periodicals, Inc. This work21 has been presented at regional and national
professional meetings.
102
a newly identified cross configuration with D2 symmetry are the only minima for the PCCP
dimer. Single point energies were also computed using the canonical MP2 and CCSD(T)
methods as well as the explicitly correlated MP2-F12 and CCSD(T)-F12 methods and the
aug-cc-pVXZ (X=D,T,Q,5) basis sets. The energetics obtained with the explicitly correlated
methods were very similar to the canonical results for the larger basis sets. Extrapolations
were performed to estimate the complete basis set (CBS) limit MP2 and CCSD(T) binding
energies. MP2 and MP2-F12 significantly overbind the P2 and PCCP dimers relative to the
CCSD(T) and CCSD(T)-F12 binding energies by as much as 1.5 kcal mol−1 for the former
and 5.0 kcal mol−1 for the latter at the CBS limit. The dominate attractive component
of the interaction energy for each dimer configuration was dispersion according to several
symmetry-adapted perturbation theory (SAPT) analyses.
6.2 Introduction
Non-covalent interactions play an important role in chemistry and chemical processes.22 The
homogeneous dimers of P2 and PCCP [i.e., (P2)2 and (PCCP)2] are small but particularly
challenging dispersion-bound complexes.23,24 For example, potential energy curves generated
with rigid fragments have shown that MP2 overbinds the PCCP dimer by as much as 3.2
kcal mol−1 relative to CCSD(T) at the complete basis set (CBS) limit.24 In comparison,
MP2 overestimates the interaction energy in face-to-face configurations of the benzene dimer
by about 2 kcal mol−1 at the CBS limit relative to the corresponding CCSD(T) value,25
whereas MP2 and CCSD(T) tend to provide similar energetics for smaller systems like the
N2 dimer
26 or the acetylene dimer.27 As with acetylene,27 diacetylene,28–30 and cyanogen,28
the relatively diminutive size of P2 and PCCP facilitates the thorough characterization of
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stationary points on the corresponding dimer potential energy surfaces (PESs) with rigorous
ab initio electronic structure methods. It is also feasible to examine electron correlation
effects beyond the CCSD(T) level.
P2 is a second-row analogue of N2. Like N2,
26 two P2 molecules can interact to form a
non-covalent complex or dimer. However, the most stable form of (P2)2 is P4, white phos-
phorus. Diphosphorus can be obtained by carefully heating P4 to 1100 K. More recently,
P2 has been synthesized at 25
◦C when coordinated with tungsten pentacarbonyl31 and car-
bene complexes.32 Two previous studies have examined the PES of (P2)2 using correlated
methods.23,24 Rigid monomer scans of the cross configuration with D2d symmetry, the T-
shaped configuration with C2v symmetry, and the parallel-displaced configuration with C2h
symmetry yielded well depths of −0.89, −0.63, and −0.99 kcal mol−1, respectively, at the
CCSD(T)/CBS limit.
1,4-diphosphabutadiyne (PCCP), is isovalent with cyanogen (NCCN), another compact
prototype for the study of non-covalent interactions. PCCP has been detected in at least
three experimental studies.33–35 Thorough structural characterization has not been possible
due to the short-lived nature of the species. Nevertheless, available experimental data35 is
consistent with a linear structure for the 1Σ+g ground state predicted by ab initio compu-
tations.36–38 The first theoretical study on the PCCP dimer was reported by Wagner and
co-workers who characterized two configurations at the Hartree-Fock level of theory employ-
ing a 4-31G basis set.39 They identified an offset, parallel configuration with C2h symmetry
and a near-T-shaped configuration with Cs symmetry, the former being a minimum and
latter being a transition state at that level of theory. The imaginary frequency of the tran-
sition state had a very small magnitude, and the authors suggested it could be a minimum
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if characterized with larger basis sets and/or with correlated electronic structure methods.
Two other studies computed potential energy curves for three configurations of the (PCCP)2
dimer using correlated methods but the structures were not optimized.23,24 The well depths
of the CCSD(T)/CBS limit potential energy curves are −2.52, −1.70, and −2.42 kcal mol−1,
respectively, for the cross, T-shaped, and parallel-displaced configurations.
This paper presents the first detailed characterization of the stationary points of the P2
dimer and the PCCP dimer (i.e., full geometry optimizations and corresponding harmonic
vibrational frequency computations) with correlated ab initio electronic structure methods
in conjunction with large flexible correlation consistent basis sets.
6.3 Theoretical Methods
Full geometry optimizations and corresponding harmonic vibrational frequencies were com-
puted with second-order Møller-Plesset (MP2) electronic structure theory11,40–44 for each
dimer configuration considered using the analytic gradients and Hessians available in the
Gaussian0945 software package. Six correlation consistent basis sets of triple- and quadruple-
ζ quality, were employed for these computations: aug-cc-pVXZ,46,47 aug-cc-pV(X+d)Z,48
and aug-cc-pCVXZ49 (X=T,Q). The aug-cc-pV(X+d)Z basis sets contain a set of tight
d functions that are often required to obtain a reliable description of bonding for second
row atoms.48 The aug-cc-pCVXZ basis set includes core functions to recover core-core and
core-valence correlation effects. The basis sets aug-cc-pVXZ, aug-cc-pV(X+d)Z, and aug-
cc-pCVXZ are abbreviated as aXZ, a(X+d)Z, and aCVXZ, respectively, where X is the
cardinal number of the basis set.
The connectivity of the various (P2)2 and (PCCP)2 stationary points on their respective
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PESs was also examined. Typically this is achieved by following the intrisic reaction coordi-
nate (IRC)50 in both the forward and reverse directions for the normal mode associated with
each imaginary vibrational frequency. On extremely flat PESs, however, many procedures
struggle to follow the IRC. In such pathological cases, less rigorous methods can still be
used to examine the connectivity of the stationary points on the PES. Here we adopt the
same procedure that was used to help characterize the H2O· · ·O2 dimer.51 Displacements
are made along the normal modes associated with each imaginary vibrational frequency in
both the forward and reverse directions for each saddle point. These displaced geometries
are then fully optimized in an attempt to follow the imaginary modes downhill to another
stationary point at the MP2/aTZ level of theory.
Binding energies, Ebind, were computed via the supermolecular approach by comparing
the total energy of each optimized dimer structure to the corresponding optimized monomer
total energies. To facilitate comparison of structures optimized with the aXZ, a(X+d)Z,
and aCVXZ basis sets, MP2/aCVQZ single-point energies were computed for every MP2
optimized stationary point. Additional single-point energy computations were performed
on the MP2/aCVQZ optimized structures to probe the basis set dependence of the higher-
order correlation effects defined as the difference between the MP2 and CCSD(T) binding
energies, denoted as δCCSD(T)MP2 . The coupled-cluster method that includes all single and
double substitutions as well as a perturbative treatment of the connected triple excitations,
CCSD(T),52,53 as well as the explicitly correlated MP254 and CCSD(T)55 methods were
employed for this analysis (specifically MP2-F12 3C(FIX) and CCSD(T)-F12b with unscaled
triples contributions). The canonical and explicitly correlated MP2 and CCSD(T) single-
point energy computations were performed with the aXZ series of basis sets (X=D,T,Q,5).
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Another series of explicitly correlated computations was performed with the VXZ-F1256
family of basis sets (X=D,T,Q). All explicitly correlated computations include the default
density fitting (DF) and resolution of the identity (RI) basis sets implemented in Molpro
2010.1.57
The canonical MP2 and CCSD(T) correlation energies were also used to estimate Ebind
at the complete basis set (CBS) limit via established extrapolation procedures. The three-
parameter exponential function by Feller58 is used to extrapolate the Hartree-Fock (HF) CBS
limit.
ECBSHF = E
aXZ
HF − a exp (−bX) (6.1)
This equation can be reduced to an algebraic expression using the three largest correlation
consistent basis sets employed in this study.
ECBSHF = E
a5Z
HF −
(
Ea5ZHF − EaQZHF
)2
Ea5ZHF − 2EaQZHF + EaTZHF
(6.2)
The two-parameter inverse cubic function of Helgaker et al.59 describing the convergence of
the correlation energy (Ecorr) to the CBS limit
EaXZcorr = E
CBS
corr + bX
−3 (6.3)
can also be written in an algebraic form for the aQZ and a5Z basis sets.
ECBScorr =
125Ea5Zcorr − 64EaQZcorr
61
(6.4)
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The CBS limit of the MP2 and CCSD(T) electronic energies is obtained by adding ECBSHF
to the corresponding ECBScorr . Although basis set superposition error (BSSE) vanishes at the
CBS limit, counterpoise (CP) corrections were computed at the CCSD(T)-F12/a5Z level of
theory for the MP2/aCVQZ optimized structures using the method of Boys and Bernardi,19
for which a detailed tutorial is available in a review from this group.20
Spherical harmonic basis functions (5d, 7f , etc.) were used rather than their Cartesian
counterparts (6d, 10f , etc.) for all computations. The magnitudes of the components of the
residual Cartesian gradients of the optimized structures were less than 8.29×10−4 Eh a−10 .
The frozen core approximation was invoked for all computations (1s, 2s, 2p-like orbitals on
phosphorus and 1s-like orbitals on carbon) with the aXZ and a(X+d)Z basis sets while all
electrons were correlated in those implementing the aCVXZ basis sets.
To provide some physical insight into the interactions of the various stationary points,
wave function based symmetry adapted perturbation theory (SAPT) analyses were per-
formed for all MP2/aCVQZ optimized structures. The total interaction energy (Eint) as
well as the contributions from dispersion (Edisp), electrostatics (Eelec), induction (Eind), and
exchange repulsion (Eexch) were computed with the SAPT0, SAPT2+3, and SAPT2+3(CCD)
methods and the aTZ basis set in conjunction with the default DF and RI basis sets in the
PSI460 software package. The details of these SAPT techniques are provided in ref 23. For
comparison, MP2/aTZ, CCSD(T)/aTZ, and CCSD(T)-F12/a5Z interaction energies were
also computed (i.e. the energy difference between the dimer and monomers both at the
MP2/aCVQZ optimized dimer geometry).
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6.4 Results and Discussion
6.4.1 Monomers
Bond lengths and unscaled harmonic vibrational frequencies are given in Table 6.1 for the
MP2 optimized structures of P2 and PCCP monomers for each basis set. The P2 bond length,
Rpp, is relatively insensitive to the basis set size, but there is a slight contraction as the size of
the basis set increases and/or the core electrons are correlated. The modest decreases in Rpp
are accompanied by small increases in the harmonic PP stretching vibrational frequencies.
Similar trends can be seen in the Rpc bond length of PCCP while the changes in Rcc are
roughly an order of magnitude smaller (on the order of a few thousandths of an Å). The
PCCP vibrational frequencies are in good agreement between all basis sets with a maximum
deviation of only 3%. These results indicate that the ground state properties of P2 and
PCCP listed in Table 6.1 are not significantly affected by the size of the basis set or the
treatment of the core electrons as long as a basis set of triple-ζ quality is employed
Table 6.1: P2 and PCCP monomer bond lengths (in Å) and unscaled harmonic vibrational
frequencies (in cm−1) computed at the MP2 level of theory with doubly-degenerate modes
in bold and symmetry labels in parentheses.
P2 PCCP
Basis Set Rpp ν1(σg) Rpc Rcc ν1(σg) ν2(σg) ν3(σu) ν4(pig) ν5(piu)
aTZ 1.927 724.9 1.587 1.351 1605.8 526.2 1222.2 464.8 161.3
aQZ 1.917 736.2 1.581 1.349 1610.6 529.7 1233.2 467.4 161.3
a(T+d)Z 1.920 730.6 1.583 1.352 1611.5 527.6 1227.3 468.6 162.4
a(Q+d)Z 1.914 739.7 1.579 1.349 1613.7 530.6 1236.6 470.7 161.7
aCVTZ 1.914 735.3 1.579 1.347 1619.2 530.7 1234.4 466.7 161.9
aCVQZ 1.904 747.3 1.572 1.346 1625.7 534.3 1246.8 471.1 162.7
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6.4.2 P2 Dimer
Eight stationary points on the (P2)2 potential energy surface have been identified and charac-
terized. The configurations are shown in Figure 6.1 and include the parallel-slipped structure
(PS) with C2h symmetry, the T-shaped structure (T) with C2v symmetry, the perpendicular
X-shaped structure (⊥X) with D2d symmetry, the rectangle structure (Rec) with D2h sym-
metry, the linear structure (Lin) with D∞h symmetry, the V-shaped structure (V) with C2v
symmetry, the L-shaped structure (L) with C2 symmetry, and the non-planar T-shaped struc-
ture (npT) with Cs symmetry. The L, V, and npT configurations have not been previously
identified on the (P2)2 PES. In fact, the number of imaginary MP2 vibrational frequencies
(ni) in Table 6.2 and Table B1 in the Electronic Supplementary Information (ESI) indicate
that the newly identified L configuration is the only one of these eight structures that corre-
sponds to a minimum on these MP2/aXZ, a(X+d)Z, and aCVXZ PESs. The PS, V, and
npT configurations are transition states, whereas the T, Rec, and Lin configurations are
higher-order saddle points.
Select intermolecular parameters (Ri and Rs shown in Figure 6.1) and binding energies
(Ebind) are also listed in Table 6.2 for the MP2/aCVQZ optimized structures. An inter-
molecular bond angle, θ, is reported for the V and L configurations (defined as the angle
between a terminal P atom and the Ri axis) as well as for the npT configuration (defined
as the angle between the Ri axis and the PP bond contained in the plane of symmetry).
Also, an intermolecular torsional angle, τ , is reported for the L structure (defined as the
torsional angle between the terminal phosphorus atoms about the Ri axis). All related data
for the optimized structures with the five other basis sets, reported as deviations (δ) from
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Figure 6.1: P2 dimer structures and select intermolecular parameters.
MP2/aCVQZ values, have been relegated to ESI. The number of imaginary vibrational fre-
quencies (ni) was consistent for each stationary point as were the geometrical parameters.
For example, Ri typically deviated by only a few hundredths of an Å from the MP2/aCVQZ
values. Single point energies computed with the various optimized structures were always
within 0.01 kcal mol−1 of each other. These results suggest that it is not necessary to use
basis sets larger than aTZ, add tight d functions, or account for core-core and core-valence
correlation for this system.
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Table 6.2: Select optimized intermolecular parameters (R in Å, θ and τ in degrees) of the P2
dimer, number of imaginary vibrational frequencies (in bold for doubly-degenerate modes),
and binding energies (Ebind in kcal mol
−1) at the MP2/aCVQZ level of theory.
Structure ni Ri Rs θ τ Ebind
PS 1 3.62 2.31 · · · · · · −2.11
T 3 4.05 · · · · · · · · · −1.33
⊥X 1 3.96 · · · · · · · · · −2.04
Rec 3 4.15 · · · · · · · · · −1.83
Lin 2 3.99 · · · · · · · · · −1.07
V 1 3.56 · · · 112.1 · · · −2.14
L 0 3.51 · · · 105.7 76.0 −2.25
npT 1 3.82 · · · 96.7 · · · −2.08
The procedure employed to follow the imaginary vibrational modes in lieu of problematic
IRC computations suggests that all three transition states, npT, PS, and V, are directly
connected to the L minimum on the MP2 PES (Figure B1 in ESI). Stationary points with
two or more imaginary vibrational modes (possibly doubly-degenerate) connect the transition
states to each other.
Table 6.3 reports the MP2 and CCSD(T) CBS limit energetics obtained via extrapola-
tions (Equations 2 and 4) and explicitly correlated computations with the a5Z basis set for
the MP2/aCVQZ optimized structures. The L minimum has Ebind of −2.18 kcal mol−1 at
the MP2 CBS limit and −0.68 kcal mol−1 at the CCSD(T) CBS limit. Additionally, the
MP2/aCVQZ ZPVE for the L structure further reduces the magnitude of Ebind to −0.51
kcal mol−1. However, the PS transition state has Ebind of −2.04 kcal mol−1 and −0.80 kcal
mol−1 at the MP2 and CCSD(T) CBS limits, respectively, which suggests that the MP2 and
CCSD(T) PESs could be qualitatively different. The Ebind and δ
CCSD(T)
MP2 values determined
with other basis sets are available in the ESI.
When compared to the CCSD(T) CBS limit binding energies, MP2 overestimates Ebind
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Table 6.3: P2 dimer binding energies and higher order correlation effects (Ebind and δ
CCSD(T)
MP2
in kcal mol−1) for the MP2/aCVQZ optimized geometries
Canonical MP2 and CCSD(T)a MP2-F12 and CCSD(T)-F12b
Structure EMP2bind E
CCSD(T)
bind δ
CCSD(T)
MP2 E
MP2
bind E
CCSD(T)
bind δ
CCSD(T)
MP2
PS −2.04 −0.80 +1.24 −2.01 −0.78 +1.23
T −1.22 −0.49 +0.72 −1.21 −0.50 +0.71
⊥X −2.00 −0.66 +1.34 −1.97 −0.63 +1.33
Rec −1.80 −0.55 +1.25 −1.78 −0.53 +1.25
Lin −0.90 −0.39 +0.50 −0.91 −0.42 +0.49
V −2.06 −0.60 +1.46 −2.04 −0.58 +1.46
L −2.18 −0.68 +1.50 −2.15 −0.65 +1.50
npT −2.03 −0.73 +1.30 −2.00 −0.71 +1.29
aExtrapolated via Equations 2 and 4
bComputed with the a5Z basis set
by more than 1 kcal mol−1 for all but two of the stationary points (T and Lin). However,
δ
CCSD(T)
MP2 still exceeds 0.5 kcal mol
−1 for these two configurations. Additionally, δCCSD(T)MP2 for
the L and V configurations approaches +1.5 kcal mol−1 at the CBS limit. The δCCSD(T)MP2
values remain relatively consistent across all aXZ, a(X+d)Z, aCVXZ, and VXZ-F12 basis
sets of at least triple-ζ quality for both the canonical and explicitly correlated methods (see
ESI). The CP corrected MP2-F12 and CCSD(T)-F12 results obtained with the a5Z basis
indicate BSSE is negligible this close to the CBS limit. The CP corrected energetics for
(P2)2 reported in the ESI differ from the corresponding results in Table 6.3 by no more than
0.03 kcal mol−1.
The effects of geometry optimization and monomer relaxation on the (P2)2 interaction
energy are relatively modest. Previously reported interaction energies of the (P2)2 rigid
monomer PS, T, and ⊥X configurations at the CCSD(T) CBS limit24 deviate from the
corresponding CCSD(T)-F12/a5Z Eint in this work by 0.18, 0.11, and 0.22 kcal mol
−1, re-
spectively.
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The (P2)2 interaction energies can be found on the left side of Figure 6.2. Points for
the Lin configuration have been omitted here for clarity, but the data can be found in
the ESI. Geometries are arranged by the magnitude of SAPT2+3(CCD) Eint values. The
SAPT2+3(CCD), CCSD(T) and CCSD(T)-F12 interaction energies span just a few tenths of
a kcal mol−1. The MP2 and SAPT0 methods underestimate Eint by more than 1 kcal mol
−1
in most cases. A significant improvement is gained when implementing SAPT2+3. However,
Eint obtained with the SAPT2+3 method still deviates by more than 0.5 kcal mol
−1 from the
more rigorous SAPT2+3(CCD) and CCSD(T) methods for the V, L, and PS configurations.
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Figure 6.2: Interaction energies (Eint in kcal mol
−1) computed with the aTZ basis set unless
otherwise noted. Data for linear structures omitted for clarity
The SAPT energy components of dispersion (Edisp), electrostatic (Eelst), exchange (Eexch),
and induction (Eind) interactions to Eint can be found in Figure 6.3. Edisp contains the largest
discrepancies relative to SAPT2+3(CCD) on the order of about 1 kcal mol−1 for SAPT0 and
a few tenths of a kcal mol−1 for SAPT2+3. Far better agreement between SAPT2+3 and
SAPT2+3(CCD) is observed for all other energy components, with SAPT0 Eexch and Eelst
terms deviating by a few tenths of a kcal mol−1 or less. Eind is the only component that was
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insensitive to the SAPT procedure, with deviations of only a few hundredths of a kcal mol−1.
Edisp is the largest attractive component. The L configuration is the only minimum on the
MP2 PES and it also has the largest magnitudes for all energy components, both attractive
and repulsive. A full set of SAPT related values is tabulated in ESI.
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Figure 6.3: Components of the P2 dimer interaction energies (in kcal mol
−1) from SAPT0,
SAPT2+3, and SAPT2+3(CCD) computations with the aTZ basis set (Lin omitted for
clarity)
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6.4.3 PCCP Dimer
Six stationary points on the (PCCP)2 potential energy surface have been identified and
characterized. The configurations are shown in Figure 6.4 and include the parallel-slipped
structure (PS) with C2h symmetry, the T-shaped structure (T) with C2v symmetry, the per-
pendicular X-shaped structure (⊥X) with D2d symmetry, the rectangle structure (Rec) with
D2h symmetry, the linear structure (Lin) with D∞h symmetry, and the X-shaped structure
(X) with with D2 symmetry. In most configurations, the monomers are not linear and bow
slightly, a characteristic shared with the cyanogen and diacetylene dimers.28,30 The X con-
figuration has not been previously identified on the (PCCP)2 PES. In fact, the number of
imaginary MP2 vibrational frequencies (ni in Table 6.4 and Table B7 in the ESI) indicate
that this newly identified X configuration and the PS configuration are the only minima
of the six stationary points examined in this study. The ⊥X is the only transition state
whereas the T, Rec, and Lin configurations are higher order saddle points. The nature of
each stationary point (ni) is consistent across all implemented basis sets except for the Lin
configuration (ESI). This structure is a minimum on the MP2 PES when using the aTZ,
a(T+d)Z and aCVTZ basis sets, but the smallest frequency is only about 5 cm−1. In con-
trast, the aQZ, a(Q+d)Z and aCVQZ basis sets indicate that the Lin configuration has two
doubly-degenerate imaginary vibrational frequency modes with magnitudes of about 5 cm−1
or less. These modes correspond to a disrotatory and conrotatory motion of the monomers
about their centers of mass in two perpendicular planes intersecting along the principal axis
of rotation.
Select intermolecular parameters (Ri and Rs shown in Figure 6.4) and Ebind are also
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Figure 6.4: PCCP dimer structures and select intermolecular parameters.
Table 6.4: Select optimized intermolecular parameters (R in Å, θ and τ in degrees) of the
PCCP dimer, number of imaginary vibrational frequencies (in bold for doubly-degenerate
modes), and binding energies (Ebind in kcal mol
−1) at the MP2/aCVQZ level of theory.
Structure ni Ri Rs τ Ebind
PS 0 3.37 1.82 · · · −6.40
T 2 3.39 · · · · · · −3.34
⊥X 1 3.20 · · · · · · −6.00
Rec 2 3.79 · · · · · · −4.73
Lin 2 3.84 · · · · · · −1.26
X 0 3.31 · · · 49.0 −6.53
listed in Table 6.4 for the MP2/aCVQZ optimized structures. An intermolecular torsional
angle, τ , is reported for the X structure, defined as the torsional angle between two CC
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bonds in each monomer about the Ri axis. (Note that τ = 90.0
◦ for ⊥X.) All related
data for the optimized structures obtained with the five other basis sets, are reported as
deviations (δ) from MP2/aCVQZ values in the ESI. As with the P2 dimer, the geometrical
parameters are quite consistent for all basis sets implemented in this study. For example, Ri
typically deviated by only a few hundredths of an Å from the MP2/aCVQZ values. Single
point energies computed with the various optimized structures were always within a few
hundredths of a kcal mol−1 of each other. These results suggest that it is not necessary to
use basis sets larger than aTZ, add tight d functions, or account for core-core and core-valence
correlation in (PCCP)2, just like (P2)2.
The procedure employed to follow the imaginary vibrational modes in lieu of problematic
IRC computations suggests that the Rec second-order saddle point connects the PS and X
minima on the MP2 PES (Figure B2 in ESI). The ⊥X transition state appears to convert
between equivalent forms of the X minimum, whereas the T saddle point connects the ⊥X
transition state and the PS minimum.
Table 6.5 reports MP2 and CCSD(T) CBS limit energetics obtained via extrapolations
(Equations 2 and 4) and explicitly correlated computations with the a5Z basis set for the
MP2/aCVQZ optimized structures. The PS and X minima have Ebind of −6.14 and −6.27
kcal mol−1, respectively, at the MP2 CBS limit and −2.15 kcal mol−1 and −1.17 kcal mol−1,
respectively, at the CCSD(T) CBS limit. With every basis set, the X and PS minima are
nearly isoenergetic at the MP2 level of theory whereas the CCSD(T) CBS limit binding
energy is approximately 1 kcal mol−1 lower than that of the X structure. The MP2/aCVQZ
ZPVE reduces the magnitude of Ebind by only 0.29 and 0.17 kcal mol
−1 for the PS and X
configurations, respectively.
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Table 6.5: PCCP dimer binding energies and higher order correlation effects (Ebind and
δ
CCSD(T)
MP2 in kcal mol
−1) for the MP2/aCVQZ optimized geometries
Canonical MP2 and CCSD(T)a MP2-F12 and CCSD(T)-F12b
Structure EMP2bind E
CCSD(T)
bind δ
CCSD(T)
MP2 E
MP2
bind E
CCSD(T)
bind δ
CCSD(T)
MP2
PS −6.14 −2.15 +3.99 −6.18 −2.17 +4.01
T −3.10 −1.39 +1.70 −3.11 −1.42 +1.69
⊥X −5.73 −1.76 +3.98 −5.75 −1.79 +3.97
Rec −4.57 −1.11 +3.46 −4.60 −1.12 +3.47
Lin −1.08 −0.43 +0.65 −1.08 −0.45 +0.63
X −6.27 −1.17 +5.10 −6.30 −1.20 +5.09
aExtrapolated via Equations 2 and 4
bComputed with the a5Z basis set
When compared to the CCSD(T) CBS limit binding energies, MP2 overestimates Ebind by
more than 1.5 kcal mol−1 for all configurations, except Lin. However, δCCSD(T)MP2 still exceeds
0.5 kcal mol−1 for this configuration. Additionally, δCCSD(T)MP2 at the CBS limit for the PS, ⊥X,
Rec, and X configurations ranges from ca. 3.5 to 5.1 kcal mol−1. As with (P2)2, the (PCCP)2
energetics suggest that the MP2 and CCSD(T) PESs could be qualitatively different.
The δCCSD(T)MP2 values remain relatively consistent across all aXZ, a(X+d)Z, aCVXZ, and
VXZ-F12 basis sets of at least triple-ζ quality for both the canonical and explicitly correlated
methods (ESI). The CP corrected MP2-F12 and CCSD(T)-F12 results obtained with the
a5Z basis indicate that BSSE is negligible this close to the CBS limit. The CP corrected
energetics for (PCCP)2 reported in the ESI differ from the corresponding results in Table 6.5
by no more than 0.02 kcal mol−1.
The effects of geometry optimization and monomer relaxation on the (PCCP)2 interaction
energy are more significant than for (P2)2, likely due to the bowing of the PCCP fragments
in many of the dimer structures. Previously reported interaction energies of the (PCCP)2
rigid monomer PS, T, and ⊥X configurations24 increase by 1.16, 0.31, and 0.76 kcal mol−1,
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respectively, when the dimer geometries are fully optimized.
The (PCCP)2 interaction energies can be found on the right side of Figure 6.2. Points
for the Lin configuration has been omitted here for clarity, but the data can be found in
the ESI. Geometries are arranged by the magnitude of SAPT2+3(CCD) Eint values. The
SAPT2+3(CCD), CCSD(T), and CCSD(T)-F12 interaction energies span a range of about
1.5 kcal mol−1 for all geometries. The MP2 and SAPT0 methods substantially underestimate
Eint by more than 1 kcal mol
−1. A significant improvement is gained when implementing
SAPT2+3. However, deviations of 1 kcal mol−1 from the more rigorous methods are observed
for in the Rec, X, ⊥X, and PS configurations.
The SAPT energy components of can be found in Figure 6.5. Edisp exhibits the largest
deviations relative to SAPT2+3(CCD), on the order of a few kcal mol−1 with SAPT0 and
about 1 kcal mol−1 with SAPT2+3 for most configurations. Far better agreement between
SAPT2+3 and SAPT2+3(CCD) is observed for all other energy components, but SAPT0 still
deviates by as much as 1 kcal mol−1 for the Eexch and Eelst terms. Eind is the only component
that was insensitive to the SAPT procedure, with deviations of only a few hundredths of a
kcal mol−1. Edisp is the largest attractive component. The PS and X configurations are the
only minima on the MP2 PES and have the largest magnitudes for all energy components,
attractive and repulsive. A full set of SAPT related values is tabulated in ESI.
6.5 Conclusions
Eight P2 dimer configurations and six PCCP dimer configurations have been characterized
by performing full geometry optimizations and harmonic vibrational frequency computa-
tions using the MP2 electronic structure method and a wide range of correlation consistent
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Figure 6.5: Components of the PCCP dimer interaction energies (in kcal mol−1) from SAPT0,
SAPT2+3, and SAPT2+3(CCD) computations with the aTZ basis set (Lin omitted for
clarity)
122
basis sets. The CBS limit MP2 and CCSD(T) binding energies have been computed us-
ing up to a pentuple-ζ quality basis set for the all-electron MP2/aCVQZ optimized struc-
tures. Symmetry-adapted perturbation theory was employed to evaluate the contributions
to the interaction energies of these optimized structures using the SAPT0, SAPT2+3, and
SAPT2+3(CCD) methods.
To our knowledge, the V, npT, and L configurations of (P2)2 and the X configuration
of (PCCP)2 have not been reported before. The newly identified L structure is the only
minimum of the eight P2 dimer stationary points examined in this work, and it has a binding
energy of −2.18 and −0.68 kcal mol−1 at the MP2 and CCSD(T) CBS limits, respectively.
The PS, V, ⊥X, and nPT configurations are transition states on the (P2)2 MP2 PES.
The newly identified X configuration and the PS configuration are the only minima out
of the six (PCCP)2 stationary points examined in this investigation. The binding energy of
the PS configuration is −6.14 and −2.15 kcal mol−1 at the MP2 and CCSD(T) CBS limits,
respectively, whereas the binding energy of the X configuration is −6.27 and −1.17 kcal
mol−1 at the MP2 and CCSD(T) CBS limits, respectively. The ⊥X configuration is the only
transition state on the (PCCP)2 MP2 PESs.
MP2 overestimates the binding energy of the P2 and PCCP dimers at the CBS limit
by as much as 1.5 and 5.0 kcal mol−1, respectively, with respect to the CCSD(T) values.
The explicitly correlated MP2-F12 and CCSD(T)-F12 methods exhibit similar higher-order
correlation effects. The (P2)2 PS transition state structure is lower in energy relative to
the L minimum at the CCSD(T) CBS limit by 0.12 kcal mol−1. Additionally, the (PCCP)2
PS structure was lower in energy relative to the X configuration by 0.98 kcal mol−1. Given
these substantial differences, we plan to recharacterize these (P2)2 and (PCCP)2 structures
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with the CCSD(T) method and the aTZ or aQZ basis sets in the future. However, analytic
evaluation of the gradients and Hessians requires a significant investment in computing time,
particularly for (PCCP)2.
SAPT revealed that the dispersion energy was consistently the largest attractive interac-
tion component in both the P2 and PCCP dimer systems regardless of the configuration.
As observed elsewhere for these systems,23 SAPT0 cannot reliably describe the interac-
tions in (P2)2 or (PCCP)2 and offers little improvement over canonical MP2 computation.
SAPT2+3 provides a significant improvement over SAPT0, but only SAPT2+3(CCD) re-
produces CCSD(T)-F12/a5Z interaction energies somewhat reliably.
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Chapter 7
Homogeneous And Heterogeneous Non-Covalent Dimers Of Formaldehyde
And Thioformaldehyde: Structures, Energetics And Vibrational
Frequencies.∗
“Calvin: This one’s tricky. You have to use imaginary numbers, like eleventeen...”
−Bill Watterson
7.1 Abstract
This work provides the first characterization of five stationary points of the homogeneous
thioformaldehyde dimer, (CH2S)2, and seven stationary points of the heterogeneous formalde-
hyde/thioformaldehyde dimer, CH2O/CH2S, with correlated ab initio electronic structure
methods. Full geometry optimizations and corresponding harmonic vibrational frequencies
were computed with second-order Møller-Plesset perturbation theory (MP2) and thirteen
different density functionals in conjunction with triple-ζ basis sets augmented with diffuse
and multiple sets of polarization functions. The MP2 results indicate three stationary points
of (CH2S)2 and four of CH2O/CH2S are minima, in contrast to two stationary points of the
formaldehyde dimer, (CH2O)2. Single point energies were also computed using the explicitly
∗ Reproduced with permission from Dornshuld, E. V.; Holy, C. M.; Tschumper, G. S. J. Phys. Chem. A,
2014, 118(18), 3376–3385. Copyright 2014 American Chemical Society. This work61 has been presented at
regional and national professional meetings.
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correlated MP2-F12 and CCSD(T)-F12 methods and basis sets as large as heavy-aug-cc-
pVTZ. The (CH2O)2 and CH2O/CH2S MP2 and MP2-F12 binding energies deviated from
the CCSD(T)-F12 binding energies by no more than 0.2 kcal mol−1 and 0.4 kcal mol−1,
respectively. The (CH2O)2 and CH2O/CH2S global minimum is the same at every level
of theory. However, the MP2 methods overbind (CH2S)2 by as much as 1.1 kcal mol
−1,
effectively altering the energetic ordering of the thioformaldehyde dimer minima relative
to the CCSD(T)-F12 energies. The CCSD(T)-F12 binding energies of the (CH2O)2 and
CH2O/CH2S stationary points are quite similar, with the former ranging from around −2.6
kcal mol−1 to −4.6 kcal mol−1 and the latter from about −1.1 kcal mol−1 to −4.4 kcal mol−1.
Corresponding (CH2S)2 stationary points have appreciably smaller CCSD(T)-F12 binding
energies ranging from ca. −1.1 kcal mol−1 to −3.1 kcal mol−1. The vibrational frequency
shifts upon dimerization are also reported for each minimum on the MP2 potential energy
surfaces.
7.2 Introduction
Non-covalent interactions between carbonyl groups may play an important role in protein
structure, folding, and stability.62–65 These attractive forces between carbonyl groups in pep-
tide backbones have been shown to affect the conformational preference of biological model
systems.62,66–68 The formaldehyde dimer, (CH2O)2 is perhaps the simplest system that can
model these interactions. This homogeneous dimer has been characterized in a wide range of
theoretical and experimental studies.69–79 Two minima, denoted as Structure I and Structure
II in Figure 7.1, have been identified with Cs and C2h symmetry, respectively. Structure I
is characterized by an edge-to-face arrangement with a CH· · ·O contact and a short O· · ·C
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intermolecular distance. Structure II exhibits an edge-to-edge arrangement with two equiva-
lent CH· · ·O hydrogen bonds. The formaldehyde dimer has been experimentally observed in
argon and nitrogen matrices using infrared (IR)69–71 and Raman69 spectroscopy. The charac-
terization of the (CH2O)2 potential energy surface (PES) using second-order Møller-Plesset
perturbation theory (MP2) indicated that Structure I was the experimentally detected con-
figuration based on its vibrational frequency shifts relative to the monomer.72 Structure I is
the global minimum, lying 0.8 kcal mol−1 lower in energy than Structure II at the CCSD(T)
(i.e. the coupled-cluster method that includes all single and double substitutions as well as a
perturbative treatment of the connected triple excitations) complete basis set (CBS) limit.79
This energy separation decreases by about 0.4−0.5 kcal mol−1 when zero-point vibrational
energy (ZPVE) is included.79
Thioformaldehyde (CH2S), an isovalent analogue of formaldehyde (CH2O) and the sim-
plest thiocarbonyl compound, is unstable with a short lifetime of only few minutes at low
pressures80 and readily polymerizes into a cyclic trimer.81–83 However, monomeric thio-
formaldehyde has been detected in both intellerstellar space84 and the Hale-Bopp comet.85
A number of experimental analyses86,87 have been performed on monomeric thioformalde-
hyde, to obtain the vibrational88–97 and rotational80,92, 93, 95, 97–99 spectra of the ground elec-
tronic state as well as excited state properties.100–102 These efforts have been complemented
by extensive ab initio studies of monomeric thioformaldehyde96,103–117 that have provided
fundamental insight into the physical chemistry of thioformyl and similar sulfur-containing
compounds, some which may have appreciable biological activities.118–120
Like the carbonyl functional group, thiocarbonyls can establish attractive inter- and intra-
molecular non-covalent interactions107,109, 111, 112, 115, 116, 121 ranging from hydrogen bonding to
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chalcogen bonding (the latter of which can be classified more generally as σ-hole interac-
tions).122 Recently, the influence of carbonyl-carbonyl interactions on the conformational
preferences of simple biomolecules was found to be significantly enhanced when oxygen was
replaced with sulfur.62 Interestingly, neither the homogeneous nor the heterogeneous sulfur
analogues of the formaldehyde dimer model system have been examined. The (CH2O)2,
CH2O/CH2S, and (CH2S)2 series provides a platform to compare and contrast the non-
covalent interactions of carbonyl and thiocarbonyl groups. This paper presents the first
detailed characterization of the stationary points of (CH2S)2 and CH2O/CH2S (i.e. full
optimizations and harmonic vibrational frequency computations) with correlated ab initio
electronic structure methods and density functional theory (DFT). For these systems, we
examine configurations analogous to the extensively characterized stationary points of the
formaldehyde dimer. Vibrational frequency shifts relative to the isolated monomers are
reported for all minima to facilitate experimental identification of these weakly bound com-
plexes. For comparison, stationary points of (CH2O)2 are also characterized with the same
procedures.
7.3 Theoretical Methods
Full geometry optimizations and corresponding harmonic vibrational frequencies were com-
puted with second-order Møller-Plesset perturbation theory (MP2)11,40–44 for each monomer
and dimer configuration using the analytic gradients and Hessians available in the Gaussian
0945 software package. The heavy-aug-cc-pVTZ (haTZ) correlation consistent basis set46,47
was employed for these computations where the heavy (non-hydrogen) atoms are augmented
with diffuse functions (i.e. cc-pVTZ for H and aug-cc-pVTZ for all other atoms). Addition-
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ally, thirteen density functional theory (DFT) methods, were employed, as implemented
in Gaussian 09,45 including B3LYP,123,124 B3LYP-D3, B3LYP-D3(BJ), TPSS,125 TPSS-
D3, TPSS-D3(BJ), APF,126 APF-D,126 M06-2X,127 M06-2X-D3, N12SX,128 MN12SX,128 and
VSXC.129 For TPSS, that functional was implemented for both the exchange and correlation
part of the functional. The DFT-D3 schemes employ Grimme’s third-generation dispersion
correction with the original D3 damping function130 whereas the DFT-D3(BJ) schemes em-
ploy the Becke-Johnson damping function.131 These functionals were chosen based on the
availability of Grimme’s D3 dispersion-correction130,131 and/or their ability to reliably de-
scribe non-covalent interactions in other systems.126,128, 132, 133 The 6-311+G(2df,2pd)134–138
and haTZ basis sets were used for all DFT computations.
Binding energies, EMP2bind , were computed via the supermolecular approach by compar-
ing the energy of each optimized dimer structure to the corresponding optimized monomer
energies. Single-point energy computations were performed for all optimized structures us-
ing the explicitly correlated MP2-F12 [specifically MP2-F12 3C(FIX)54] and CCSD(T)-F12
[specifically CCSD(T)-F12a55 with unscaled triples contributions] methods with the haTZ
basis set. Corresponding binding energies are denoted as EMP2-F12bind and E
CC-F12
bind , respectively.
All explicitly correlated computations were performed with the haTZ basis set and include
the default density fitting (DF) and resolution of the identity (RI) basis sets implemented
in Molpro 2010.1.139 To estimate basis-set superposition error (BSSE),140,141 counterpoise
(CP) corrections for EMP2-F12bind and E
CC-F12
bind were computed at the MP2-F12 and CCSD(T)-
F12 level of theory with the haTZ basis set for the MP2 optimized structures using the
method of Boys and Bernardi,19,140 for which a detailed tutorial is available in a review from
129
this group.142 The computation of this correction factor is defined in Equation 7.1.
ECPbind = E(dimer)−
2∑
i=1
[ E (fragmenti)
dimer basis
dimer geometry
+ E (fragmenti)
fragment basis
fragment geometry − E (fragmenti)fragment basisdimer geometry ] (7.1)
Spherical harmonic 5d and 7f basis functions were used rather than their 6d and 10f
Cartesian counterparts for all computations. The magnitudes of the components of the
residual Cartesian gradients of all optimized structures were less than 1.77 ×10−5 Eh a−10 .
A pruned numerical integration grid having 150 radial shells and 974 angular points per
shell was employed for all DFT computations. The frozen core approximation was invoked
for all computations (1s, 2s, 2p-like orbitals on sulfur and 1s-like orbitals on oxygen and
carbon). Minimum root mean square deviations (RMSD) between the unweighted Cartesian
coordinates of the MP2 and DFT optimized geometries were computed with the SUPERPOSE
program available in the TINKER143 software package.
7.4 Results and Discussion
7.4.1 Structures and Energetics
Five stationary points of the formaldehyde dimer, (CH2O)2, seven newly-identified stationary
points of CH2O/CH2S, and five newly-identified stationary points of the thioformaldehyde
dimer, (CH2S)2, have been characterized with MP2 electronic structure theory. We adopt
a structure labeling scheme based on the relative energies of the formaldehyde dimer. The
(CH2O)2 and (CH2S)2 stationary points are shown in Figures 7.1 and 7.2, respectively, along
130
with their point group symmetries (Cs for I, C2h for II and III, C2v for IV and V). These struc-
tures are characterized by an edge-to-face (I), edge-to-edge (II), face-to-face (III), non-planar
head-to-tail (IV), and planar head-to-tail (V) alignment of the monomers. The (CH2O)2
and (CH2S)2 structures are qualitatively similar except Structure III. The (CH2O)2 Struc-
ture III is characterized by two antiparallel CH2O monomers in a near-stacked, face-to-face
orientation containing two C· · ·O interactions while the two monomers in the correspond-
ing (CH2S)2 dimer slip in an antiparallel direction forming a face-to-face alignment of the
carbonyl centers. The CH2O/CH2S stationary points are shown in Figure 7.3 with corre-
sponding point group symmetries (Cs for Ia, Ib, and II and C2v for IVa, IVb, Va, and Vb) and
contain similar orientations to the corresponding (CH2O)2 and (CH2S)2 stationary points.
Optimizations of CH2O/CH2S configurations comparable to (CH2O)2 or (CH2S)2 Structure
III collapsed to a head-to-tail arrangement. MP2/haTZ scans indicate that the stacked con-
figurations are quite attractive with interaction energies approaching 2 kcal mol−1. In Cs
symmetry, however, the molecular planes of the monomers are not constrained to be paral-
lel, and there does not appear to be any energetic barrier to non-parallel orientations that
collapse to head-to-tail arrangements. As such, a CH2O/CH2S Structure III is not reported.
The Hessian index (or number of imaginary modes of vibration denoted as ni) for the
MP2 optimized structures is listed in Table 7.1. The (CH2O)2 Structures I and II are
the only minima on the MP2 PES, with ni = 0. Structure IV is a transition state (ni
= 1) while Structures III and V are higher order saddle points (ni > 1). These results are
consistent with MP2 computations employing much smaller double-ζ quality basis sets.72,73
The CH2O/CH2S Structures Ia, Ib, II, and Va are also minima while IVa and IVb are
transition states and Vb is a higher order saddle point. The (CH2S)2 Structures I, II, and
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Figure 7.1: (CH2O)2 structures and corresponding point group symmetries.
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Figure 7.2: (CH2S)2 structures and corresponding point group symmetries.
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Figure 7.3: CH2O/CH2S structures and corresponding point group symmetries.
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Table 7.1: Number of imaginary vibrational frequencies (ni), intermolecular separations
(RCOM in Å), as well as the MP2, MP2-F12 and CCSD(T)-F12 binding energies (E
MP2
bind ,
E
MP2-F12
bind , and E
CC-F12
bind ) obtained with the haTZ basis set for the MP2/haTZ optimized
structures in kcal mol−1.
Structure ni RCOM E
MP2
bind E
MP2-F12
bind E
CC-F12
bind δ
CC-F12
MP2-F12
(CH2O)2
I 0 2.89 −4.62 −4.63 −4.58 +0.05
II 0 3.30 −3.54 −3.57 −3.77 −0.20
III 3 3.14 −2.65 −2.62 −2.63 −0.01
IV 1 4.29 −2.52 −2.43 −2.54 −0.11
V 2 4.35 −2.39 −2.32 −2.44 −0.12
CH2O/CH2S
Ia 0 3.12 −4.74 −4.77 −4.40 +0.37
Ib 0 3.30 −3.42 −3.40 −3.12 +0.28
II 0 3.68 −3.43 −3.46 −3.59 −0.12
IVa 1 4.86 −2.09 −1.97 −2.06 −0.09
IVb 1 4.60 −1.35 −1.26 −1.24 +0.01
Va 0 4.88 −2.12 −2.00 −2.10 −0.10
Vb 3 4.78 −1.15 −1.08 −1.11 −0.03
(CH2S)2
I 0 3.42 −4.13 −4.16 −3.07 +1.09
II 0 4.06 −3.45 −3.49 −3.37 +0.12
III 0 4.13 −2.10 −2.00 −1.50 +0.50
IV 3 5.16 −1.31 −1.18 −1.06 +0.12
V 1 5.22 −1.35 −1.23 −1.15 +0.08
III are minima while V is a transition state and IV is a higher order saddle point. The
intermolecular separations of (CH2O)2 with respect to the center of mass (COM) of each
monomer (RCOM listed in Table 7.1), range from 2.89 Å (Structure I) to 4.35 Å (Structure
V). These separations increase slightly in CH2O/CH2S ranging from 3.12 Å to 4.88 Å. In
(CH2S)2, the range further increases from 3.42 Å to 5.22 Å.
The MP2, MP2-F12 and CCSD(T)-F12 binding energies (EMP2bind , E
MP2-F12
bind , and E
CC-F12
bind ,
respectively), as well as higher-order correlation effects defined here as the energy difference
between the EMP2-F12bind and E
CC-F12
bind to give δ
CC-F12
MP2-F12 of the MP2 optimized structures are
also listed in Table 7.1. The values for EMP2bind and E
MP2-F12
bind are very similar with differences
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growing no larger than 0.13 kcal mol−1 for all stationary points. Good agreement is also
typically observed between the explicitly correlated MP2-F12 and CCSD(T)-F12 methods
with a deviation (δCC-F12MP2-F12) of no more than 0.20 kcal mol
−1 for the (CH2O)2 stationary
points and 0.37 kcal mol−1 for the CH2O/CH2S stationary points. However, this measure of
higher-order correlation effects grows as large as 1.09 kcal mol−1 for Structure I of (CH2S)2.
Structure I is the global minimum for (CH2O)2 with a binding energy of −4.58 kcal mol−1.
Structure Ia is the global minimum for CH2O/CH2S with a binding energy of −4.40 kcal
mol−1. Both of these structures lie 0.81 kcal mol−1 lower in energy than the corresponding
Structure II of each system at the CCSD(T)-F12/haTZ level of theory. The energy difference
for (CH2O)2 is in superb agreement with the previously reported 0.80 kcal mol
−1 electronic
energy difference between Structure I and II at the CCSD(T) CBS limit.79 The (CH2S)2
global minimum is Structure II according to the CCSD(T)-F12/haTZ computations, in stark
contrast to the corresponding MP2-F12 results where the relative energies of Structure I and
Structure II shift by rougly 1 kcal mol−1 and Structure I lies 0.67 kcal mol−1 below Structure
II. This suggests that the MP2 and CCSD(T) PES may be qualitatively different for the
thioformaldehyde dimer.
The CP corrected MP2-F12 and CCSD(T)-F12 binding energies obtained with the haTZ
basis set for all optimized geometries are relegated to the Supporting Information (Table
S2) These binding energies indicate that BSSE is modest and grows no larger than 0.14
kcal mol−1 at the CCSD(T)-F12/haTZ level of theory. These corrections do not change the
energetic ordering of the dimers.
The effect of zero-point vibrational energy (ZPVE) on the energetics of the two lowest
energy minima (edge-to-face and edge-to-edge) of the three dimer systems is quite consistent.
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Unscaled harmonic MP2/haTZ vibrational frequencies (∆EZPVE in Table 7.2) indicate that
the ZPVE decreases the magnitude of Ebind by roughly 1.5 kcal mol
−1 for the lowest lying
edge-to-face minima (+1.65, +1.60 and +1.38 kcal mol−1 for Structure I of the formaldehyde
dimer, Structure Ia of the mixed dimer and Structure I of the thioformaldehyde dimer,
respectively). In contrast, the ZPVE correction is approximately 0.9 kcal mol−1 for the edge-
to-edge minima (+0.98, +0.90 and +0.86 kcal mol−1 for Structure II of the dimers with 0,
1 and 2 S atoms, respectively). Although the magnitude of the ZPVE correction decreases
slightly as the number of S atoms increases, the net effect is the same. The edge-to-edge
minima (Structure II) are effectively stabilized relative to Structure I (or Ia) by ca. 0.6
kcal mol−1 (i.e., by the difference between their ZPVE corrections). Additive estimates of
the ZPVE corrected CCSD(T)-F12/haTZ binding energies (E0bind) are reported in Table 7.2.
These values indicate that, when ZPVE effects are included, the lowest energy edge-to-face
and edge-to-edge configurations of (CH2O)2 and CH2O/CH2S are nearly isoenergetic whereas
the latter orientation is appreciably more stable than the former for (CH2S)2.
7.4.2 Vibrational Frequency Shift Analysis
The following evaluation of dimer vibrational frequencies closely follows the analysis of Ford
and Glasser72 that was able to definitively assign the matrix isolation IR spectra of (CH2O)2
to Structure I based on shifts relative to the monomer.69–71 As such, we adopt the same
notation and ordering for the vibrational normal modes for each dimer system and also
focus on modes with appreciable IR intensities. The complete set of IR intensities and
harmonic vibrational frequencies for all MP2 optimized structures are provided in the Sup-
porting Information. The reported monomer modes include the CH2 antisymmetric stretch
137
Table 7.2: Unscaled harmonic MP2/haTZ zero-point vibrational energy corrections (
∆EZPVE in kcal mol
−1) to the electronic binding energies in Table 7.1 and an additive estimate
of the CCSD(T)-F12/haTZ ZPVE corrected binding energy (E0bind in kcal mol
−1).
Structure ∆EZPVE E
0
bind
(CH2O)2
I +1.65 −2.93
II +0.97 −2.80
CH2O/CH2S
Ia +1.60 −2.80
Ib +1.27 −1.85
II +0.90 −2.69
Va +0.38 −1.72
(CH2S)2
I +1.38 −1.69
II +0.86 −2.51
III +0.56 −0.94
[νa(CH2)], CH2 symmetric stretch [νN (CH2)], CH2 bending motion [δ(CH2)], CH2 rocking
motion [ρ(CH2)], and CH2 wagging motion [ω(CH2)]. The C=O stretch [ν(CO)] is reported
for oxygen-containing systems and the C=S stretch [ν(CS)] is reported for sulfur-containing
systems.
Select (CH2O)2 MP2 vibrational frequency shifts between the monomer and the dimer
minima are listed in Table 7.3. Excellent agreement is observed between the (CH2O)2 shifts
computed in this work and those computed in Ref. 72 with a smaller basis set. Deviations
grow no larger than 8 cm−1 for Structure I and 6 cm−1 for Structure II. These results
demonstrate the ability of the MP2 method with the haTZ basis set to successfully facilitate
the identification and interpretation of experimental vibrational frequency measurements for
the simple formaldehyde dimer system. The experimental vibrational frequency shifts69–71
reported and thoroughly discussed in Ref. 72 are included in the Supporting Information
(Table C1). In the remainder of this section, we extend this analysis to the analogous
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Table 7.3: Select MP2 vibrational frequency shifts (in cm−1) of the (CH2O)2 minima with
the irreducible representations of the dimer modes in parentheses.
Structure I Structure II
Monomer Dimer This worka Ref. 72b Dimer This worka Ref. 72b
νa(CH2) ν1(a
′) +28 +34 ν1(ag) +35 +36
ν13(a
′′) +24 +29 ν13(bu) +34 +34
νN (CH2) ν2(a
′) +20 +27 ν2(ag) +9 +10
ν3(a
′) +15 +23 ν14(bu) +7 +9
ν(CO) ν4(a
′) −1 +1 ν3(ag) −20 −20
ν5(a
′) −11 −9 ν15(bu) −6 −7
δ(CH2) ν6(a
′) +1 −2 ν4(ag) −3 −6
ν7(a
′) −4 −7 ν16(bu) −2 −6
ρ(CH2) ν8(a
′) +8 +6 ν5(ag) +9 +8
ν14(a
′′) 0 −4 ν17(bu) +9 +7
ω(CH2) ν9(a
′) −7 −12 ν8(au) +15 +11
ν15(a
′′) +11 +3 ν11(bg) +15 +9
ahaTZ; b6-31++G**
systems of CH2O/CH2S and (CH2S)2.
Select CH2O/CH2S MP2 vibrational frequency shifts between the CH2O and CH2S
monomers and the dimer minima as well as corresponding IR intensities are listed in Ta-
ble 7.4. The spectral features are sufficiently unique that it should be possible to identify
specific isomers from experimental IR spectra. For example, both Structures Ia and II exhibit
large upfield shifts (≥ +20 cm−1) in the CH2 stretching modes with respect to the CH2O
monomer as well as large upfield shifts in the CH2 rock and wag modes with respect to
the CH2S monomer. However, these two structures differ in the CH2 stretching modes with
respect to the CH2S monomer. The former has a modest downfield shift and a small upfield
shift while the latter exhibits one large upfield shift for these modes. Similarly Structures
Ib and Va both have significant upfield shifts in the CH2 stretching modes with respect to
the CH2S monomer. However, these two structures differ in the CH2 stretching modes with
respect to the CH2O monomer as well as the CH2 rock and wag modes with respect to the
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CH2S monomer.
A similar analysis could be applied to distinguish between Structures I, II, and III of
the thioformaldehyde dimer. Select (CH2S)2 MP2 vibrational frequency shifts between the
monomer and the dimer minima are listed in Table 7.5. Structure I exhibits some large
upfield and downfield shifts in the CH2 stretching modes. Specifically, the ν3 vibrational
mode shows a huge downfield shift of −42 cm−1. Structure II is characterized by large
upfield shifts in the CH2 bend, rock, and wag modes, whereas Structure III exhibits no
significant shifts. We note, however, that these MP2/haTZ results for (CH2S)2 could change
significantly at the CCSD(T) level of theory in light of the appreciable energetic deviations
discussed earlier.
7.4.3 DFT Analysis
All seventeen stationary points associated with these homogeneous and heterogeneous dimers
(five for (CH2O)2, seven for CH2O/CH2S, and five for (CH2O)2) have been characterized
with thirteen DFT methods and two different triple-ζ basis sets (6-311+G(2df,2pd) and
haTZ). The results obtained from the 6-311+G(2df,2pd) basis set are reported here as split-
valence basis sets are commonly used with DFT methods. Both basis sets, however, yield
similar results, and the full set of data obtained from the haTZ basis set is included in the
Supporting Information (Tables C40-C60). The average absolute deviations (AADs) and
maximum absolute deviations (MADs) from the MP2/haTZ data are reported in Table 7.6
for several metrics to help gauge the performance of the functionals. The Cartesian RMSD (in
Å) and intermolecular separation (RCOM in Å) deviations are small, indicating that the DFT
optimized structures are very similar to those fromMP2 optimizations. (CH2O)2 contains the
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Table 7.4: Select MP2/haTZ vibrational frequency shifts (in cm−1) of the CH2O/CH2S minima and corresponding IR intensities
(I)a with the irreducible representations of the dimer modes in parentheses.
Ia Ib II Va
Monomer Dimer Shift I Dimer Shift I Dimer Shift I Dimer Shift I
CH2O
νa(CH2) ν13(a
′′) +20 s ν2(a
′) +9 s ν3(a
′) +23 s ν14(b2) +12 s
νN (CH2) ν3(a
′) +16 m ν3(a
′) −1 m ν4(a′) +6 s ν2(a1) +8 s
ν(CO) ν4(a
′) −12 s ν4(a′) −4 m ν5(a′) −12 m ν3(a1) −1 s
δ(CH2) ν5(a
′) −3 w ν5(a′) −7 w ν6(a′) −1 w ν4(a1) 0 w
ρ(CH2) ν14(a
′′) −3 w ν7(a′) −1 w ν8(a′) +8 w ν15(b2) +1 w
ω(CH2) ν7(a
′) −21 n ν14(a′′) +2 w ν14(a′′) +11 w ν9(b1) +3 w
CH2S
νa(CH2) ν2(a
′) −8 w ν13(a′′) +15 w ν1(a′) +10 w ν13(b2) +17 w
νN (CH2) ν1(a
′) +3 w ν1(a
′) +14 w ν2(a
′) 0 m ν1(a1) +14 w
ν(CS) ν8(a
′) +5 w ν8(a
′) +3 w ν9(a
′) 0 w ν6(a1) +1 w
δ(CH2) ν6(a
′) −4 w ν6(a′) +1 w ν7(a′) +2 w ν5(a1) −7 n
ρ(CH2) ν9(a
′) +10 w ν15(a
′′) −2 w ν10(a′) +16 w ν16(b2) −15 w
ω(CH2) ν15(a
′′) +17 m ν9(a
′) +2 m ν15(a
′′) +24 m ν10(b1) +16 m
an - not IR active; w - weak (1-19 km mol−1); m - medium (20-49 km mol−1); s - strong (≥50 km mol−1)
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Table 7.5: Select MP2/haTZ vibrational frequency shifts (in cm−1) of the (CH2S)2 minima
and corresponding IR intensities (I)a with the irreducible representations of the dimer modes
in parentheses.
I II III
Monomer Dimer Shift I Dimer Shift I Dimer Shift I
νa(CH2) ν1(a
′) −12 w ν1(ag) −2 n ν7(au) +1 w
ν13(a
′′) +10 w ν13(bu) −2 w ν11(bg) 0 n
νN (CH2) ν2(a
′) +9 m ν2(ag) −9 n ν1(ag) −1 n
ν3(a
′) −42 m ν14(bu) −10 m ν14(bu) −1 m
ν(CS) ν6(a
′) +11 w ν4(ag) 0 n ν3(ag) −1 n
ν7(a
′) −8 w ν16(bu) −3 w ν16(bu) 0 w
δ(CH2) ν4(a
′) −4 w ν3(ag) +15 n ν2(ag) +2 n
ν5(a
′) −14 w ν15(bu) +2 w ν15(bu) −2 w
ρ(CH2) ν8(a
′) −4 w ν5(ag) +12 n ν8(au) −2 w
ν15(a
′′) −3 n ν17(bu) +12 w ν12(bg) 0 n
ω(CH2) ν9(a
′) −18 w ν8(au) +20 s ν4(ag) +3 n
ν14(a
′′) +2 m ν11(bg) +15 n ν17(bu) +4 s
an - not IR active; w - weak (1-19 km mol−1); m - medium (20-49 km mol−1); s - strong (≥50 km mol−1)
smallest deviations while (CH2S)2 contains the largest deviations which is entirely consistent
with the magnitudes of RCOM. The full set of RMSD and RCOM data for each dimer is
included in the Supporting Information (Tables C25, C30, and C35 and Tables C26, C31,
and C36, respectively).
The deviations of the DFT binding energies (EDFTbind ) are relative to the E
CC-F12
bind values
from Table 7.1. Several functionals provide binding energies that deviate by only a few
tenths of a kcal mol−1 from the CCSD(T)-F12 data on average. This includes several of the
Minnesota functionals (M06-2X, M06-2X-D3, N12SX, MN12SX), APF-D, and the dispersion
corrected variants of B3LYP (-D3 and -D3(BJ)). The VSXC functional lies at the other end
of the spectrum with AADs on the order of 3 kcal mol−1 for each dimer system.
CCSD(T)-F12 single point energies have been used as another means of assessing the
quality of the DFT optimized structures. The CCSD(T)-F12/haTZ binding energies were
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Table 7.6: The average (AADs) and maximum absolute deviations (MADs) of the root mean
square deviation (RMSD), intermolecular separations (RCOM), DFT/6-311+G(2df,2pd) bind-
ing energies (EDFTbind ), and CCSD(T)-F12/haTZ binding energies (E
CC-F12
bind )
RMSD (Å) RCOM (Å) E
DFT
bind
(
kcal
mol
)
E
CC-F12
bind
(
kcal
mol
)
Method AAD MAD AAD MAD AAD MAD AAD MAD
(CH2O)2
B3LYP-D3(BJ) 0.01 0.03 0.01 0.05 0.09 0.35 0.01 0.02
TPSS-D3(BJ) 0.04 0.06 0.11 0.15 0.27 0.43 0.07 0.17
B3LYP-D3 0.02 0.03 0.03 0.05 0.31 0.58 0.01 0.02
TPSS-D3 0.03 0.04 0.07 0.10 0.14 0.51 0.03 0.08
M06-2X-D3 0.05 0.10 0.09 0.17 0.36 0.87 0.05 0.16
APF-D 0.01 0.02 0.15 0.22 0.21 0.61 0.01 0.02
B3LYP 0.05 0.12 0.12 0.25 1.06 1.42 0.07 0.19
TPSS 0.08 0.17 0.20 0.34 1.05 1.44 0.16 0.32
M06-2X 0.05 0.10 0.09 0.17 0.30 0.83 0.05 0.16
APF 0.05 0.11 0.12 0.24 1.04 1.30 0.07 0.18
N12SX 0.02 0.02 0.03 0.05 0.44 0.74 0.01 0.03
MN12SX 0.04 0.10 0.07 0.12 0.14 0.33 0.04 0.13
VSXC 0.09 0.23 0.15 0.22 2.79 4.20 0.27 0.60
CH2O/CH2S
B3LYP-D3(BJ) 0.01 0.02 0.02 0.04 0.37 1.15 0.01 0.02
TPSS-D3(BJ) 0.06 0.10 0.13 0.23 0.53 1.78 0.21 0.76
B3LYP-D3 0.02 0.03 0.03 0.05 0.41 0.94 0.01 0.04
TPSS-D3 0.05 0.08 0.10 0.16 0.51 1.46 0.10 0.38
M06-2X-D3 0.04 0.14 0.04 0.08 0.30 0.86 0.02 0.09
APF-D 0.02 0.03 0.03 0.06 0.41 1.18 0.01 0.04
B3LYP 0.10 0.23 0.21 0.46 1.03 1.39 0.08 0.20
TPSS 0.13 0.23 0.26 0.47 0.67 1.34 0.23 0.49
M06-2X 0.04 0.14 0.04 0.08 0.29 0.82 0.02 0.09
APF 0.09 0.21 0.18 0.42 0.85 1.24 0.08 0.18
N12SX 0.01 0.02 0.02 0.04 0.45 0.66 0.01 0.02
MN12SX 0.05 0.17 0.06 0.14 0.30 0.48 0.05 0.18
VSXC 0.10 0.25 0.17 0.33 3.17 5.02 0.23 0.69
(CH2S)2
B3LYP-D3(BJ) 0.02 0.05 0.03 0.06 0.74 2.14 0.04 0.16
TPSS-D3(BJ) 0.06 0.16 0.14 0.36 1.15 4.16 0.49 2.38
B3LYP-D3 0.02 0.04 0.03 0.09 0.53 1.46 0.03 0.11
TPSS-D3 0.06 0.10 0.12 0.24 0.91 3.03 0.25 1.19
M06-2X-D3 0.03 0.07 0.03 0.09 0.32 0.82 0.05 0.15
APF-D 0.03 0.04 0.05 0.07 0.66 1.99 0.04 0.12
B3LYP 0.20 0.43 0.41 0.71 1.15 1.62 0.24 0.46
TPSS 0.19 0.35 0.40 0.56 0.86 1.38 0.52 1.79
M06-2X 0.03 0.07 0.03 0.09 0.33 0.78 0.04 0.15
APF 0.15 0.28 0.31 0.51 0.80 1.32 0.17 0.27
N12SX 0.04 0.10 0.08 0.20 0.64 1.02 0.03 0.10
MN12SX 0.02 0.05 0.05 0.12 0.42 0.82 0.05 0.20
VSXC 0.08 0.13 0.13 0.25 3.46 5.59 0.26 0.64
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computed for each optimized structure and compared to the ECC-F12bind values in Table 7.1 for
the MP2 optimized geometries. The agreement is quite remarkable. For many functionals,
the maximum absolute deviations do not exceed 0.20 kcal mol−1 relative to the CCSD(T)-F12
binding energies obtained with the MP2 optimized structures. These results suggest that reli-
able energetics for these systems can probably be obtained efficiently via DFT optimizations
and subsequent CCSD(T)-F12 single point energies. A full set of binding energies for each
dimer is included in the Supporting Information (Tables C27-C29, C32-C34, and C37-C39).
Although most DFT methods provide optimized structures that are very similar to the
MP2 optimized geometries, harmonic vibrational frequency computations reveal some rather
discouraging discrepancies in the Hessian indices for a wide range of stationary points (Table
S6 in the Supporting Information). For example, the MP2/haTZ harmonic vibrational fre-
quencies indicate that Structures III of (CH2S)2 is a minimum (ni = 0) for which the smallest
harmonic vibrational frequency is 25 cm−1 (ν10 belonging to the au irreducible representa-
tion). However, B3LYP, TPSS, APF, N12SX, MN12SX, and VSXC computations with the
6-311+G(2df,2pd) basis set indicate that this stationary point is a transition state (ni = 1)
with an imaginary frequency of 48i, 52i, 43i, 35i, 11i, and 132i cm−1, respectively. In this
case, the number of discrepancies actually increases when the haTZ basis set is employed
for the DFT computations. Similar behavior has been observed for the water dimer144 and
hydrocarbon/water145 complexes.
Some of the discrepancies are less significant in a quantitative sense. Structure IV of
(CH2O)2 for example, is a transition state with an imaginary frequency of 20i cm
−1 ac-
cording to the MP2/haTZ computations, and all but two DFT computations with the 6-
311+G(2df,2pd) basis set agree with this prediction. The N12SX and VSXC functionals,
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however, indicate that Structure IV is a minimum, but the former predicts a frequency of
only 2 cm−1 for the mode in question. Such relatively minute differences could be attributed
to numerical noise even though tight convergence criteria and dense numerical integration
grids have been implemented in this study. Table C6 in the Supporting Information summa-
rizes the number of imaginary vibrational frequencies associated with each DFT optimized
structure with the 6-311+G(2df,2pd) basis set and Tables C7−C24 contain the correspond-
ing harmonic vibrational frequencies. These sets of data from DFT methods employing the
haTZ basis set are listed in Table C41 and Tables C42−C59, respectively.
7.5 Conclusions
Five stationary points of the formaldehyde dimer, seven newly-identified stationary points of
the formaldehyde/thioformaldehyde dimer, and five newly identified stationary points of the
thioformaldehyde dimer have been characterized by performing full geometry optimizations
and harmonic vibrational frequency computations at the MP2/haTZ level. Explicitly corre-
lated MP2-F12 and CCSD(T)-F12 electronic energies were computed to determine higher-
order correlation effects on the binding energy of each optimized geometry. Two minima
were identified for (CH2O)2, four minima were identified for CH2O/CH2S, and three minima
were identified for (CH2S)2.
The global minima for both (CH2O)2 and CH2O/CH2S adopt an edge-to-face configura-
tion with a CH· · ·O contact (Structure I and Structure Ia, respectively). Both systems have
a local minimum only 0.81 kcal mol−1 higher in energy according to CCSD(T)-F12 computa-
tions that exhibits an edge-to-edge configuration. In contrast, the (CH2S)2 global minimum
adopts the edge-to-edge geometry and the edge-to-face minimum lies about 0.30 kcal mol−1
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higher in energy at the CCSD(T)-F12/haTZ level of theory. The magnitude of the bind-
ing energies for the (CH2S)2 minima are appreciably smaller than those computed for the
corresponding (CH2O)2 and CH2O/CH2S structures. Interestingly, the CH2O/CH2S edge-to-
face configuration containing a CH· · · S interaction (Structure Ib) is still a minimum but is
more than 1 kcal mol−1 higher in energy than the edge-to-edge orientation. The vibrational
frequency shifts upon dimerization to form these structures are reported to facilitate the
identification of the CH2O/CH2S and (CH2S)2 configurations in future spectroscopic studies
because analogous data proved to be quite useful in the characterization of (CH2O)2.
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The MP2-F12 and CCSD(T)-F12 energetics are very similar for the (CH2O)2 and CH2O/
CH2S systems but can deviate significantly for (CH2S)2. In fact, results suggest that the
MP2 and CCSD(T) PESs may be qualitatively different. It could, therefore, be instructive
to recharacterize the (CH2S)2 structures with the CCSD(T) method. However, analytic
evaluation of CCSD(T) gradients and Hessians with sufficiently large basis sets is still an
arduous task for this relatively small system.
Most DFT methods reproduce the MP2 geometries quite well, and some provide binding
energies in reasonably good agreement with the CCSD(T)-F12 values. CCSD(T)-F12 bind-
ing energies computed with the DFT optimized structures are virtually identical to those
computed using the MP2 optimized geometries. The VSXC functional performed poorly
for all three dimer systems, whereas TPSS (and its dispersion corrected variants) struggled
with the sulfur-containing systems. Despite the similarity of the MP2 and DFT optimized
structures, the methods did not always predict the same number of imaginary frequencies (or
Hessian index) for each stationary point raising more concerns144,145 about DFT frequencies
for non-covalent complexes.
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Chapter 8
Peptide Bond Formation via Glycine Condensation in the Gas Phase∗
“Calvin (on academic writing): The purpose of writing is to inflate weak ideas, obscure poor
reasoning, and inhibit clarity.”
−Bill Watterson
8.1 Abstract
Four unique gas phase mechanisms for peptide bond formation between two glycine molecules
have been mapped out with quantum mechanical electronic structure methods. Both con-
certed and stepwise mechanisms, each leading to a cis and trans glycylglycine product (4
mechanisms total), were examined with the B3LYP and MP2 methods and Gaussian atomic
orbital basis sets as large as aug-cc-pVTZ. Electronic energies of the stationary points along
the reaction pathways were also computed with explicitly correlated MP2-F12 and CCSD(T)-
F12 methods. The CCSD(T)-F12 computations indicate that the electronic barriers to pep-
tide bond formation are similar for all four mechanisms (ca. 32–39 kcal mol−1 relative to
2 isolated glycine fragments). The smallest barrier (32 kcal mol−1) is associated with the
lone transition state for the concerted mechanism leading to the formation of a trans peptide
∗ Reproduced with permission from Dornshuld, E. V.; Vergenz, R. A.; Tschumper, G. S. J. Phys. Chem. B,
2014, 118(29), 8583–8590. Copyright 2014 American Chemical Society. This work146 has been presented at
regional and national professional meetings.
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bond, whereas the largest barrier (39 kcal mol−1) was encountered along the concerted path-
way leading to the cis configuration of the glycylglycine dipeptide. Two significant barriers
are encountered for the stepwise mechanisms. For both the cis and trans pathways, the early
electronic barrier is 36 kcal mol−1 and the subsequent barrier is approximately 1 kcal mol−1
lower. A host of intermediates and transition states lie between these two barriers but they
all have very small relative electronic energies (ca. ±4 kcal mol−1). The isolated cis products
(glycylglycine + H2O) are virtually isoenergetic with the isolated reactants (within −1 kcal
mol−1), whereas the trans products are about 5 kcal mol−1 lower in energy. In both products,
however, the water can hydrogen bond to the dipeptide and lower the energy by roughly 5–9
kcal mol−1. This study indicates that the concerted process leading to a trans configuration
about the peptide bond is marginally favored both thermodynamically (exothermic by ca.
5 kcal mol−1) and kinetically (barrier height ≈ 32 kcal mol−1) according to the CCSD(T)-
F12/haTZ electronic energies. The other pathways have slightly larger barrier heights (by
4–8 kcal mol−1).
8.2 Introduction
Glycine (Gly) is the simplest amino acid and a fundamental building block of life. Its simple
structural form (NH2CH2COOH) makes it a popular model system for amino acids with a
rich conformational landscape that has been challenging to characterize.147–162 The formation
of peptide chains from amino-acids is a fundamental step in chemical and ribosomal protein
synthesis163–165 and plays a key role in life on this planet and possibly its origin.166 Polypep-
tides have been successfully synthesized in rather extreme aqueous environments167–178 and
even in the gas phase.179 Some evidence suggests that peptides may even be self-replicating
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under certain conditions.169,180 The most fundamental example of peptide bond formation
involves two Gly molecules forming the product glycylglycine (GlyGly) dipeptide via the
following condensation reaction.
2Gly→ GlyGly + H2O (8.1)
The intrinsic energetics of this process can be understood through analysis of Gly con-
densation in the gas phase. The first detailed examination of a mechanism associated with
peptide bond formation was the pioneering work of Oie and co-workers181 who used am-
monia and formic acid to model the formation of a bond between an amine-like functional
group and a carbonyl group. Both concerted and stepwise mechanisms were examined. The
concerted mechanism directly connects reactants and products via a single transition state
while the stepwise mechanism involves one or more intermediates. This study laid the foun-
dation for the seminal work of Jensen, Baldridge and Gordon that characterized peptide
bond formation between two Gly molecules in the gas phase to produce GlyGly and H2O.
182
The work of Jensen and co-workers is the first thorough evaluation of Gly condensa-
tion in the gas phase. A concerted mechanism and a stepwise mechanism were shown to
connect reactants to an isolated GlyGly product with a cis configuration about the pep-
tide bond. Their HF/STO-3G computations identified two intermediate structures for the
stepwise mechanism. Additional computations at the MP2/6-31G(d,p) level of theory indi-
cated that the non-interacting products, consisting of an isolated GlyGly molecule and an
isolated water molecule, are approximately 2 kcal mol−1 higher in energy than the reactants
(i.e. slightly endothermic). The intermediates characterized in the stepwise mechanism were
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found to lie no more than ca. 4 kcal mol−1 above the reactants. The barrier height reported
for the concerted mechanism was about 50 kcal mol−1. The stepwise mechanism contained
two significant barriers, the first associated with the initial formation of the peptide bond
and the second with the subsequent formation of the product water molecule. These two
barrier heights were reported to be about 40 and 45 kcal mol−1, respectively. This study
concluded that the energy requirements for each pathway were approximately the same.
A recent study also characterized the concerted and stepwise mechanisms associated
with Gly condensation in the gas phase.183 The concerted mechanism examined in that
work contains a single transition state connecting a reactant pre-complex to an isolated
product GlyGly molecule with a trans peptide bond. The stepwise mechanism contained
two transition states and one intermediate connecting a reactant pre-complex to an isolated
product GlyGly molecule with a trans peptide bond. Both pathways were characterized
with the B3LYP/6-311+G(d,p) level of theory. According to CCSD(T)/6-311++G(d,p)
energetics combined with corresponding B3LYP/6-311+G(d,p) zero-point energy corrections,
the dominant barrier height for each mechanism was about 39 kcal mol−1. The products were
shown to lie about 5-6 kcal mol−1 lower in energy with respect to the separated reactants.
It was concluded that there was no clear energetic preference for either mechanism.
The formation of a trans peptide bond between two L-alanine (Ala) molecules via con-
certed and stepwise mechanisms has also been analyzed.184 The pathways for L-alanine con-
densation are very similar to those for Gly condensation reported in ref 183. MP2/6-31G*
computations on the L-alanine system reveal an electronic barrier height of approximately
41 kcal mol−1 for the concerted mechanism. The two significant barrier heights in the step-
wise mechanism were about 50 and 46 kcal mol−1. The products (i.e. an isolated AlaAla
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dipeptide and an isolated water molecule) were shown to lie about 4 kcal mol−1 lower in
energy with respect to the separated reactants (i.e. slightly exothermic). Interestingly, the
inclusion of a single water molecule was shown to have a catalytic effect on the reaction,
lowering some barrier heights by as much as 6 kcal mol−1.
Four pathways for Gly condensation in the gas phase have been identified in previous
work. Both the concerted and stepwise mechanisms can lead to either a cis or trans GlyGly
isomer. However, the energetics of all four mechanisms have not yet been examined at the
same level of theory, to the best of our knowledge. This work offers the first consistent
characterization of these four mechanisms: two concerted processes leading to either a un-
ionized cis or trans GlyGly isomer and two stepwise processes leading to either an un-ionized
cis or trans GlyGly isomer. This systematic examination provides the first direct comparison
of the energetics associated with these four mechanisms to determine if one pathway is more
favorable than the others.
8.3 Computational Methods
The low-energy gas-phase conformations of Gly and GlyGly were taken from Refs. 159 and
182, respectively, and used as starting points for the concerted and stepwise reaction path-
way leading to the cis GlyGly isomer. Analogous conformations were also constructed for
the reaction pathway leading to the trans GlyGly product isomer. Initial geometries were
characterized using the popular density functional constructed from Becke’s three-parameter
exchange functional (B3)123 and the correlation functional of Lee, Yang, and Par (LYP)124 as
well as second-order Møller-Plesset perturbation theory (MP2).11 Both methods were used
to perform full geometry optimizations and corresponding harmonic vibrational frequency
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computations with the Gaussian 09 software package45 with the 6-31+G(d,p)136,185–187 split
valence double-zeta basis set and the correlation consistent46,188 triple-ζ basis sets denoted
as heavy-aug-cc-pVTZ or simply haTZ. The haXZ series only augments the heavy (i.e. non-
hydrogen) atoms with diffuse functions (i.e. cc-pVXZ for H and aug-cc-pVXZ for all other
atoms, where X is the cardinal number of the basis set).
Intrinsic reaction coordinates50,189 (IRCs) were computed from every optimized transi-
tion state in both the forward and reverse directions along the imaginary mode of vibration
using either the HPC189–191 or LQA192,193 algorithm in a mass-weighted Cartesian coordinate
system. IRCs were computed at the B3LYP/6-31+G(d,p) and MP2/6-31+G(d,p) levels of
theory as implemented in the fully optimized geometries. The resulting structures from
the IRC computations were fully characterized using the optimization procedures and corre-
sponding vibrational frequency computations detailed above.
Single-point energies were computed with Molpro 2010.1139 for all stationary points us-
ing the explicitly correlated MP2-F1254 method with the 3C(FIX) ansatz to accelerate the
convergence to the complete basis set (CBS) limit. The explicitly correlated CCSD(T)-
F1255 method (specifically CCSD(T)-F12b with unscaled triples contributions) was also
used. These explicitly correlated computations were performed with the haDZ, haTZ, and
VDZ-F1256 basis sets in conjunction with the default density fitting (DF) and resolution
of the identity (RI) basis sets in Molpro 2010.1. Due to the computational demands, the
CCSD(T)-F12/haTZ electronic energies were computed for the MP2/haTZ optimized ge-
ometries along the MP2/6-31+G(d,p) reaction pathways.
For each optimized structure, the magnitude of residual components of the Cartesian
gradient components exceed 6.4 × 10−5 Eh a−10 . Due to the floppy nature of the potential
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energy surface near some TSs, IRCs sometimes employed stepsizes of 0.1 amu1/2 a0 or less
and were given as many as 500 points with up to 500 steps per point. A pruned numerical
integration grid having 99 radial shells and 590 angular points per shell was employed for
the B3LYP computations. The frozen-core approximation was implemented for all MP2 and
CCSD(T) computations. All basis sets used the spherical harmonic 5d basis functions and
triple-ζ basis sets also used the spherical harmonic 7f basis functions.
8.4 Results and Discussion
Figure 8.1 shows the atom labels used to define key geometrical parameters along the reac-
tion pathway. The cis and trans configurations of GlyGly refer to the torsional angle between
C1 and C3 about the C2N2 peptide bond in the product of the reaction, the former having
τ(C1C2N2C3) near 0◦ and the latter having τ(C1C2N2C3) closer to 180◦. The separated re-
actants (SR) are defined as two infinitely separated Gly molecules. The separated products
(SP) are defined as an infinitely separated single water molecule and a GlyGly dipeptide.
In contrast, the reactant complex (RC) denotes a pair of interacting Gly molecules. The
reactant complexes characterized in this work were found by following the IRC in the re-
verse direction from the initial TS in each pathway, and they do not necessarily correspond
to the lowest energy configuration of two interacting Gly molecules.194 Additionally, the
product complex (PC) denotes an interacting GlyGly dipeptide and water molecule. The
SP was determined by removing the product water molecule from PC followed by a full
geometry optimization on the GlyGly molecule. Numerical indices have been used to label
the transition states (TS) and intermediates (Int), thereby indicating their location along
the pathway.
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Figure 8.1: Atom labels used to describe key geometrical parameters along the reaction
pathway
The MP2 and B3LYP pathways are qualitatively the same with only minor differences
between the two main barriers of the stepwise mechanisms. The concerted pathways contain
a single TS connecting RC and PC. The stepwise pathways contain two significant barriers,
the first associated with initial proton transfer and corresponding incipient peptide bond
formation and the second associated with product water formation. These two barriers
bracket a low energy region associated with a variety of conformers differentiated by small
internal rotations. Only in this region for the stepwise trans pathway are there noticeable
differences between the MP2 and B3LYP IRCs. As such, structures in this region of the
stepwise trans mechanism are labeled with an additional ‘m’ or ‘b’ to differentiate between the
two methods (MP2 or B3LYP, respectively), but only when there are qualitative differences.
All relative electronic energies are defined with respect to the SR. Only our best es-
timates of these relative electronic energies (i.e. the CCSD(T)-F12/haTZ energies of the
MP2/haTZ optimized geometries) are reported here for the MP2 pathways, though all rel-
ative electronic energies are available in the Supporting Information (Tables D1–D4). The
CCSD(T)-F12/haDZ energies lie within a few tenths of a kcal mol−1 from those computed
with the haTZ basis set. Select geometrical parameters of the corresponding MP2/haTZ op-
timized geometries are also reported here, but the Cartesian coordinates for these structures
are available in the Supporting Information (Tables S9–S44 in the online version of the SI).
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8.4.1 Concerted Mechanisms
Both the concerted cis and concerted trans mechanisms are shown in Figure 8.2 and exhibit
a single transition state connecting reactants and products. The TSs on these two concerted
pathways are characterized by proton transfer from N2 to the adjacent hydroxyl group, and
they both have an incipient peptide bond length of about 1.6 Å (R(C2N2) in Table 8.1). The
angle A(N2C2O1) in TS1 (Table 8.1) lies within a few degrees of the Bürgi-Dunitz angle195
range of 105±5◦ for nucleophilic addition reactions involving a carbonyl center. The torsional
angle about the peptide bond, τ(C1C2N2C3), is less than 20◦ in the cis product complex
(PC), and it is 0◦ in the corresponding separated products (SP). For the trans products,
τ(C1C2N2C3) approaches 170◦. The peptide bond length, R(C2N2), in these cis and trans
products ranges from 1.36-1.38 Å.
Table 8.1: Select geometrical parameters (R in Å, A and τ in degrees) of the MP2/haTZ
optimized structures associated with the MP2/6-31+G(d,p) concerted cis and concerted
trans pathways.
Concerted cis Concerted trans
Parameters RC TS PC SP RC TS PC SP
R(C2N2) 3.07 1.58 1.37 1.36 3.32 1.56 1.38 1.36
A(N2C2O1) 84.4 115.0 121.1 122.1 120.9 117.3 122.9 123.4
τ(C1C2N2C3) 77.9 17.9 18.7 0.0 21.4 136.7 162.9 167.7
Our best estimates of the electronic barrier heights from the CCSD(T)-F12/haTZ com-
putations are shown in Figure 8.2 for both pathways. The TS for the concerted cis pathway
(left side of Figure 8.2) lies 39.9 kcal mol−1 above the separated reactants. However, this
barrier height is only 32.2 kcal mol−1 for the pathway leading to the trans GlyGly product
(right side of Figure 8.2). The isolated reactants and products (SR and SP, respectively) are
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essentially electronically isoenergetic, separated by about 0.6 kcal mol−1 at the CCSD(T)-
F12/haTZ level of theory. Intermolecular interactions can lower the energy of both by ca. 5
kcal mol−1 as seen with the reactant and product complexes (RC and PC, respectively).
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Figure 8.2: CCSD(T)-F12/haTZ relative electronic energies (in kcal mol−1) of the
MP2/haTZ optimized geometries along the MP2/6-31+G(d,p) concerted cis and trans path-
ways.
In contrast, the concerted trans pathway is clearly exothermic. The separated products
(SP) lie nearly 5 kcal mol−1 lower in energy than the corresponding reactants (SR). Again,
intermolecular interactions decrease the energies of both by several kcal mol−1. The relative
electronic energies of the corresponding reactant complex (RC) is −3 kcal mol−1 with respect
to SR while that of the product complex (PC) approaches −12 kcal mol−1. These results also
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indicate that the trans products lie approximately 5 kcal mol−1 below the corresponding cis
products, and are qualitatively consistent with a previous GlyGly conformational study.196
The effect of zero-point vibrational energy (ZPVE) from unscaled MP2/haTZ harmonic
vibrational frequencies on the relative electronic energies for these pathways is relatively
minor. The ZPVE changes the relative energies by less than ±1 kcal mol−1 for almost every
stationary point. Only for the separated products (SPs) do the ZPVE corrections approach
−2 kcal mol−1. We note that the treatment of the imaginary frequencies associated with the
transition states does not affect these trends. The ZPVE corrections decrease the barrier
heights by about 1 kcal mol−1 if the imaginary vibrational mode is ignored (default treatment
in Gaussian 09), whereas including the magnitude of the imaginary vibrational frequency
increases the barrier heights by no more than 0.3 kcal mol−1. The ZPVE corrections to
the relative electronic energies of the concerted pathways are provided in Table D5 of the
Supporting Information.
The CCSD(T)-F12/haTZ computations indicate that the concerted cis pathway leads to
products that are essentially isoenergetic with the reactants after overcoming a significant
barrier height of 40 kcal mol−1. These results are in qualitative agreement with the slightly
endothermic pathway (by about 2 kcal mol−1) that was reported to have a barrier height of
about 50 kcal mol−1 in ref 182. In contrast, the concerted trans pathway is exothermic by
about 7 kcal mol−1 for the separated products (SP) when ZPVE is included. This value is
within 1 kcal mol−1 of the ZPVE corrected CCSD(T)/6-311++G(d,p) results from ref 183.
However, the ZPVE corrected barrier height reported in that study for the concerted trans
pathway is roughly 8 kcal mol−1 larger than the corresponding value of 31 kcal mol−1 from
our CCSD(T)-F12 energies and MP2 ZPVE corrections. Visual inspection of the TS reported
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here (right side of Figure 8.2) and the corresponding TS in Figure 1 of ref 183 suggests that
the two structures are qualitatively different, primarily with respect to the rotation about
the peptide bond.
Although the inconsistency commonly referred to as basis set superposition error (BSSE)141,197
vanishes at the CBS limit, we performed counterpoise (CP)19,140 corrections on RC for each
concerted mechanism to gauge the impact on the CCSD(T)-F12/haTZ relative energies with
respect to SR. The CP corrections changed the relative energies no more than 0.32 kcal/mol.
These rather small deviations suggest BSSE has little effect on the relative energies of these
systems at this level of theory.
8.4.2 Stepwise Mechanisms
The stepwise cis and trans mechanisms are shown in Figures 8.3 and 8.4, respectively, and
exhibit two dominant barriers bracketing a low energy region containing multiple intermedi-
ates and transition states. Three intermediates were identified along the MP2/6-31+G(d,p)
stepwise cis pathway and six intermediates along the corresponding stepwise trans pathway.
On both stepwise pathways, the TS1 is identical and is characterized by proton transfer from
N2 to the adjacent carbonyl oxygen as well as incipient peptide bond length of about 1.6
Å (R(C2N2) in Table 8.2 and 8.3, respectively) and A(N2C2O1) angle that is within a few
degrees of the Bürgi-Dunitz angle. Consequently, RC and Int1 for both stepwise pathways
are also equivalent. However, the cis and trans pathways diverge after that point via subse-
quent internal rotations. The final TS on both stepwise pathways are characterized by the
formation of a peptide bond and product water. The torsional angle about the peptide bond
(τ(C1C2N2C3) in Table 8.2) in the cis product complex (PC) and cis separated products
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(SP) is approximately 0◦. For the trans products (PC and SP), τ(C1C2N2C3) is nearly 180◦
(Table 8.3). The peptide bond length, R(C2N2), for these cis and trans products ranges
from 1.35–1.36 Å.
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Figure 8.3: CCSD(T)-F12/haTZ relative electronic energies (in kcal mol−1) of the
MP2/haTZ optimized geometries along the MP2/6-31+G(d,p) stepwise cis pathway.
Table 8.2: Select geometrical parameters (R in Å, A and τ in degrees) of the MP2/haTZ
optimized structures associated with the MP2/6-31+G(d,p) stepwise cis pathway.
Stepwise cis
Parameters RC TS1 Int1 TS2 Int2 TS3 Int3 TS4 PC SP
R(C2N2) 3.07 1.57 1.46 1.44 1.44 1.41 1.44 1.34 1.36 1.36
A(N2C2O1) 84.4 96.1 108.4 108.8 109.6 112.6 114.8 113.2 · · · · · ·
τ(C1C2N2C3) −78.0 −21.1 −58.1 −39.4 −48.0 −51.0 −81.0 −30.6 −1.6 0.0
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Figure 8.4: CCSD(T)-F12/haTZ relative electronic energies (in kcal mol−1) of the
MP2/haTZ optimized geometries along the MP2/6-31+G(d,p) stepwise trans pathway.
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Table 8.3: Select geometrical parameters (R in Å, A and τ in degrees) of the MP2/haTZ optimized structures associated with
the MP2/6-31+G(d,p) stepwise trans pathway.
Stepwise trans
Parameters RC TS1 Int1m TS2m Int2m TS3 Int3 TS4m Int4m TS5m Int5m TS6m Int6m TS7m PC SP
R(C2N2) 3.07 1.57 1.46 1.45 1.44 1.45 1.43 1.43 1.44 1.44 1.45 1.42 1.44 1.33 1.35 1.36
A(N2C2O1) 84.4 96.1 108.4 107.5 104.9 111.6 114.4 111.6 112.1 110.3 109.1 106.7 105.5 117.5 121.0 122.0
τ(C1C2N2C3) −77.9 −21.1 −58.0 −78.9 −74.5 −115.7 −165.2 −170.5 −172.8 −157.4 −149.0 −148.9 −151.5 176.3 176.2 176.5
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Our best estimates of the electronic barrier heights from the CCSD(T)-F12/haTZ compu-
tations are shown in Figures 8.3 and 8.4 for the cis and trans stepwise pathways, respectively.
The first large electronic barrier (TS1) lies 36.0 kcal mol−1 above the separated reactants
(SR) on both pathways (Figures 8.3 and 8.4). Another large barrier is also associated with
the final TS for both the cis and trans stepwise mechanisms (TS4 and TS7, respectively).
The TS4 in Figure 8.3 has an electronic barrier height of 35.2 kcal mol−1 and TS7 in Fig-
ure 8.4 lies only 34.5 kcal mol−1 above the SR. Both pathways have a low-energy region
between the two large barriers containing a host of intermediates and transition states, all
lying within ±4 kcal mol−1 of the SR. The separated reactants and separated products (SR
and SP, respectively) for the stepwise cis pathway are essentially isoenergetic, separated by
about 0.6 kcal mol−1 at the CCSD(T)-F12/haTZ level of theory. However, intermolecular
interactions can lower the energy of both the reactants and product by ca. 5–8 kcal mol−1 as
seen with RC and PC. The stepwise trans pathway, however, is exothermic. The separated
products (SP) lie nearly 5 kcal mol−1 lower in energy than the corresponding separated reac-
tants (SR). Again, intermolecular interactions decreases the energies of both by several kcal
mol−1. The relative electronic energies of the reactant complex (RC) is −5 kcal mol−1 with
respect to SR while that of the product complex (PC) approaches −13 kcal mol−1. These
results also indicate that the trans products lie approximately 3–5 kcal mol−1 below the
corresponding cis products, in qualitative agreement with previous work.196
As with the concerted mechanisms, the effect of zero-point vibrational energy (ZPVE)
from unscaled MP2/haTZ harmonic vibrational frequencies on the relative electronic energies
for these pathways is relatively minor. The ZPVE changes the reference energies by less
than ±2.4 kcal mol−1 for every stationary point. Again, the treatment of the imaginary
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frequencies associated with the transition states does not affect these trends. The ZPVE
corrections of the barriers range from −1.80 to +2.31 kcal mol−1 if the imaginary vibrational
mode is ignored (default treatment in Gaussian 09), whereas including the magnitude of
the imaginary vibrational frequency shifts the lower and upper limits of this range by no
more than +1.56 and +0.14 kcal mol−1, respectively. The ZPVE corrections to the relative
electronic energies of the stepwise pathways are provided in Tables D6–D8 of the Supporting
Information.
The CCSD(T)-F12/haTZ computations indicate that the stepwise cis pathway leads to
products that are essentially isoenergetic with the reactants after overcoming two significant
barriers of about 36 kcal mol−1. These results are in qualitative agreement with the nearly
isoenergetic pathway having two significant barriers of about 41 and 45 kcal mol−1, respec-
tively, reported in ref 182. In contrast, the stepwise trans pathway is slightly exothermic by
about 4 kcal mol−1 for the separated products (SP) when ZPVE is included. This value is
within 0.5 kcal mol−1 of the ZPVE corrected CCSD(T)/6-311++G(d,p) results from ref 183.
Additionally, the largest ZPVE corrected barrier height reported in that study for the step-
wise trans pathway is within 3 kcal mol−1 of our CCSD(T)-F12 barrier heights with MP2
ZPVE corrections.
8.5 Conclusions
Four reaction mechanisms corresponding to concerted and stepwise processes leading to a
product GlyGly dipeptide in both cis and trans configurations about the peptide bond have
been consistently characterized with the MP2 and B3LYP electronic structure methods. Cor-
responding electronic energies were computed with the explicitly correlated CCSD(T)-F12
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method. The concerted pathways are characterized by a single barrier connecting the reac-
tants and products while the stepwise mechanisms are characterized by two sizable barriers
flanking a low-energy region containing multiple intermediates and transition states along
the pathway.
The concerted trans pathway requires slightly less energy (≈ 8 kcal mol−1) than the
concerted cis pathway. Additionally, the concerted trans mechanism is marginally exothermic
with SP lying about 5 kcal mol−1 lower in energy with respect to SR. The concerted cis
pathway, however, leads to products that are essentially isoenergetic with the reactants. The
stepwise cis and trans pathways have similar energy requirements with dominant electronic
barrier heights lying within a few tenths of a kcal mol−1 or less with respect to each other.
However, the trans GlyGly products are about 4–5 kcal mol−1 lower in energy than the
corresponding cis GlyGly products. If the water molecule produced in the condensation
reaction is allowed to interact with the un-ionized dipeptide, hydrogen bonds can stabilize
both the cis and trans products by 5–9 kcal mol−1. This study indicates that the concerted
process leading to a trans configuration about the peptide bond is somewhat favored both
thermodynamically (exothermic by ca. 5 kcal mol−1) and kinetically (barrier height ≈ 32
kcal mol−1) according to the CCSD(T)-F12/haTZ electronic energies. The other pathways
have slightly larger barrier heights (by 4–8 kcal mol−1).
The gas phase energetics presented here provide a useful benchmark for the intrinsic
energetics of peptide bond formation. However, any meaningful comparison to experimental
studies of in vitro (chemical) or in vivo (ribosomal) peptide bond formation must certainly
account for interactions with the environment. Not surprisingly, the relative energies can
be significantly perturbed via interactions with the solvent198 or with the ribosome environ-
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ment.199 For example, DFT computations on a model of roughly four dozen atoms involved
in the formation of a peptide bond in a ribosome peptidyl transferase center identified a
transition state with a barrier height near 36 kcal mol−1,199 a value on par with results
reported here despite significant differences between the systems studied. Their qualitative
estimates suggested the transition state could be stabilized by up to 18 kcal mol−1 due to
hydrogen bonding interactions with the tRNA ribosome nucleotides. In an effort to make
a more direct connection to experiment, we have begun to examine the effects of explicit
hydration on the mechanisms reported here and hope to present these results in the near
future.
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Chapter 9
Concluding Remarks
“Calvin: If something is so complicated that you can’t explain it in 10 seconds, then it’s
probably not worth knowing anyway.”
−Bill Watterson
Electronic structure theory has been successfully applied to a variety of small chemical sys-
tems to address relevant chemical problems This work highlights the importance of examining
higher-order correlation effects and the strengths and weaknesses of current popular density
functionals in the characterization of weakly-bound molecular clusters. In addition, the
four proposed reaction mechanisms for peptide bond formation via a glycine condensation
reaction in the gas phase have now been examined with a consistent methodology, uncov-
ering for the first time a pathway that is more energetically favorable with respect to the
others. The rather small chemical systems explored has allowed for the implementation of
rigorous wave function theory to analyze the properties of these systems in conjuction with
convergent quantum chemistry methods in order to obtain reliable structures, energetics,
and vibrational frequencies.
The dispersion-dominated homogeneous dimers of P2 and PCCP (Chapter 6) exhibit
significant higher-order correlation effects with δCCSD(T)MP2 growing as large as 5.0 kcal mol
−1
167
at the CBS limit. This deviation is well in excess of the small binding energies of these
dimers which range from less than 1 kcal mol−1 to about 2 kcal mol−1 according to CCSD(T)
energetics. These small dimer systems highlight a major deficiency of the MP2 method to
properly characterize molecules with a large dispersion component to the interaction energy.
Examining the effects of even higher-order correlation contributions in these molecules is
appropriate in future work given the large magnitude of these correlation corrections.
The homogeneous and heterogeneous dimers of formaldehyde and thioformaldehyde (Chap-
ter 7) are perhaps the smallest carbonyl containing systems which exhibit a smaller range
of higher-order correlation effects with respect to the phosphorus-containing dimer systems
examined in Chapter 6. The sulfur-containing homogeneous dimers exhibited the largest
δ
CCSD(T)
MP2 , exceeding 1 kcal mol
−1 with respect to the oxygen-containing complexes. Many of
the density functional theory methods used in this study reproduced the MP2 structures and
energetics at the CCSD(T) CBS limit quite well. Dispersion-corrected functionals generally
performed better with respect to the non-dispersion-corrected functionals. However, the re-
liability of the DFT Hessians is highly questionable given the large number of discrepancies
with respect to the MP2 results. Recharacterizing these small dimers with the CCSD(T)
method will aid in resolving these descrepancies.
The condensation reaction mechanism for peptide-bond formation in the gas phase (Chap-
ter 8) has been examined with glycine, the simplest amino acid. Four reaction pathways have
been proposed in the literature though none have been examined at a consistent level of the-
ory. This work presents, for the first time, a consistent analysis of these pathways with
MP2 and DFT methods in conjunction with CCSD(T) energetics. The structures lying on
these pathways agree qualitatively between the MP2 and DFT methods implemented. Cor-
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responding CCSD(T) electronic energies indicate that the concerted pathway leading to a
trans-GlyGly isomer is the most energetically preferred with a barrier height approximately
2–4 kcal mol−1 smaller in magnitude than those of the other pathways.
This work highlights some successful implementations of electronic structure theory to
examine relevant chemical problems. The deficiency of popular and relatively inexpensive
quantum mechanical approaches such as density functional theory remains an issue. Re-
liable results are essential for future development and careful calibration of these popular
techniques, particularly for non-covalent interactions. In addition, electronic structure the-
ory has provided insight into the mechanism for peptide bond formation between two very
simple amino acids, the building blocks of life. The proper application of quantum mechan-
ical models to prototypical systems plays an important role in pushing back the frontiers of
science.
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Table A.1: Integral Relations
∫
x sin bx dx =
1
b2
sin bx− x
b
cos bx (A.1)
∫
sin2 bx dx =
x
2
− 1
4b
sin(2bx) (A.2)
∫
x sin2 bx dx =
x2
4
− x
4b
sin(2bx)− 1
8b2
cos(2bx) (A.3)
∫
x2 sin2 bx dx =
x3
6
−
(
x2
4b
− 1
8b3
)
sin (2bx)− x
4b2
cos (2bx) (A.4)
∫
xebx dx =
ebx
b2
(bx− 1) (A.5)
∫
x2ebx dx = ebx
(
x2
b
− 2x
b2
+
2
b3
)
(A.6)
∞∫
0
xne−qx dx =
n!
qn+1
where n > −1 , q > 0 (A.7)
∞∫
0
e−bx
2
dx =
1
2
(pi
b
)1/2
where b > 0 (A.8)
∞∫
0
x2ne−bx
2
dx =
1 · 3 · · · (2n− 1)
2n+1
(
pi
b2n+1
)1/2
where b > 0 , n = 1, 2, 3, · · · (A.9)
∞∫
t
zne−az dz =
n!
an+1
e−at
(
1 + at+
a2t2
2!
+ · · ·+ a
ntn
n!
)
where n = 0, 1, 2, · · · , a > 0 (A.10)
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Table A.2: One- and Two-electron integral abbreviations
Spin orbitals
[i|h|j] = 〈i|h|j〉 =
∫
dx1 χ
∗
i (x1)h(r1)χj(x1) (A.11)
〈ij|kl〉 = 〈χiχj |χkχl〉 =
∫
dx1 dx2 χ
∗
i (x1)χ
∗
j (x2)
1
r12
χk(x1)χl(x2) = [ik|jl] (A.12)
[ij|kl] = [χiχj |χkχl] =
∫
dx1 dx2 χ
∗
i (x1)χj(x1)
1
r12
χ∗k(x2)χl(x2) = 〈ik|jl〉 (A.13)
〈ij||kl〉 = 〈ij|kl〉 − 〈ij|lk〉 =
∫
dx1 dx2 χ
∗
i (x1)χ
∗
j (x2)
1
r12
(1−P12)χk(x1)χl(x2) (A.14)
Spatial orbitals
(i|h|j) = hij = (ψi|h|ψj) =
∫
dr1 ψ
∗
i (r1)h(r1)ψj(r1) (A.15)
(ij|kl) = (ψiψj |ψkψl) =
∫
dr1 dr2 ψ
∗
i (r1)ψj(r1)
1
r12
ψ∗k(r2)ψl(r2) (A.16)
Jij = (ii|jj) Coulomb integrals (A.17)
Kij = (ij|ji) Exchange integrals (A.18)
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Appendix B
Supporting Material for Chapter 6:
Characterization of the potential energy surfaces of two small but challenging noncovalent dimers:
(P2)2 and (PCCP)2
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Figure B1: Proposed connectivity of the (P2)2 stationary points based upon MP2/aTZ op-
timizations following displacements along the normal modes associated with each imaginary
vibrational frequency. The number of MP2/aCVQZ imaginary vibrational frequencies are
provided below each structure (underlined and in bold for degenerate modes).
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Figure B2: Proposed connectivity of the (PCCP)2 stationary points based upon MP2/aTZ
optimizations following displacements along the normal modes associated with each imagi-
nary vibrational frequency. The number of MP2/aCVQZ imaginary vibrational frequencies
are provided below each structure (underlined and in bold for degenerate modes).
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Table B1: Select optimized intermolecular parameters (R in Å, θ and τ in degrees) of the P2
dimer, number of imaginary vibrational frequencies (in bold for doubly-degenerate modes),
and binding energies (Ebind in kcal mol
−1) at the MP2/aCVQZ level of theory, as well as
corresponding deviations from these values (denoted by δ) when utilizing other basis sets.
Basis Set Structure ni Ri Rs θ τ Ebind E
aCVQZ
bind
aCVQZ PS 1 3.62 2.31 · · · · · · −2.11 −2.11
T 3 4.05 · · · · · · · · · −1.33 −1.33
⊥X 1 3.96 · · · · · · · · · −2.04 −2.04
Rec 3 4.15 · · · · · · · · · −1.83 −1.83
Lin 2 3.99 · · · · · · · · · −1.07 −1.07
V 1 3.56 · · · 112.1 · · · −2.14 −2.14
L 0 3.51 · · · 105.7 76.0 −2.25 −2.25
npT 1 3.82 · · · 96.7 · · · −2.08 −2.08
Basis Set Structure ni δRi δRs δθ δτ δEbind δE
aCVQZ
a
bind
aTZ PS 1 +0.06 +0.05 · · · · · · +0.09 +0.01
T 3 +0.02 · · · · · · · · · −0.02 0.00
⊥X 1 +0.05 · · · · · · · · · +0.05 0.00
Rec 3 +0.04 · · · · · · · · · 0.00 0.00
Lin 2 −0.03 · · · · · · · · · −0.12 0.00
V 1 +0.05 · · · −0.1 · · · +0.03 0.00
L 0 +0.06 · · · +0.8 −7.3 +0.08 +0.01
npT 1 +0.07 · · · −2.3 · · · +0.06 +0.01
aQZ PS 1 +0.06 −0.06 · · · · · · +0.11 0.00
T 3 +0.03 · · · · · · · · · +0.06 0.00
⊥X 1 +0.03 · · · · · · · · · +0.08 0.00
Rec 3 +0.02 · · · · · · · · · +0.05 0.00
Lin 2 +0.03 · · · · · · · · · +0.04 0.00
V 1 +0.03 · · · −0.3 · · · +0.08 +0.01
L 0 +0.04 · · · +0.3 −4.3 +0.10 0.00
npT 1 +0.04 · · · −0.8 · · · +0.09 0.00
a(T+d)Z PS 1 +0.06 +0.04 · · · · · · +0.10 +0.01
T 3 +0.03 · · · · · · · · · 0.00 0.00
⊥X 1 +0.05 · · · · · · · · · +0.07 +0.01
Rec 3 +0.05 · · · · · · · · · +0.03 0.00
Lin 2 −0.02 · · · · · · · · · −0.10 0.00
V 1 +0.05 · · · 0.0 · · · +0.06 +0.01
L 0 +0.06 · · · +0.4 −4.3 +0.10 +0.01
npT 1 +0.07 · · · −1.5 · · · +0.08 +0.01
a(Q+d)Z PS 1 +0.07 −0.08 · · · · · · +0.12 0.00
T 3 +0.03 · · · · · · · · · +0.07 0.00
⊥X 1 +0.03 · · · · · · · · · +0.10 0.00
Rec 3 +0.03 · · · · · · · · · +0.07 0.00
Lin 2 +0.04 · · · · · · · · · +0.05 0.00
V 1 +0.03 · · · −0.3 · · · +0.10 0.00
L 0 +0.04 · · · +0.1 −3.0 +0.12 0.00
npT 1 +0.04 · · · −0.9 · · · +0.10 0.00
aCVTZ PS 1 −0.03 +0.13 · · · · · · −0.09 0.00
T 3 −0.02 · · · · · · · · · −0.15 0.00
⊥X 1 +0.01 · · · · · · · · · −0.10 0.00
Rec 3 +0.01 · · · · · · · · · −0.10 0.00
Lin 2 −0.08 · · · · · · · · · −0.26 +0.01
V 1 0.00 · · · +0.3 · · · −0.11 0.00
L 0 +0.01 · · · +0.3 −1.5 −0.09 0.00
npT 1 +0.02 · · · −1.0 · · · −0.09 0.00
a
Deviation of E
aCVQZ
bind for the various MP2 optimized structures from E
aCVQZ
bind
for the MP2/aCVQZ optimized structure is denoted δE
aCVQZ
bind .
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Table B2: P2 dimer binding energies and higher-order correlation effects (Ebind and δ
CCSD(T)
MP2
in kcal mol−1) for the MP2/aCVQZ optimized geometries.
Canonical MP2 and CCSD(T) MP2-F12 and CCSD(T)-F12
Basis Set Structure EMP2bind E
CCSD(T)
bind δ
CCSD(T)
MP2 E
MP2
bind E
CCSD(T)
bind δ
CCSD(T)
MP2
aDZ PS −1.73 −0.69 +1.04 −1.99 −0.82 +1.17
T −1.32 −0.71 +0.61 −1.32 −0.62 +0.70
⊥X −1.65 −0.54 +1.12 −1.95 −0.69 +1.26
Rec −1.68 −0.56 +1.12 −1.83 −0.60 +1.24
Lin −1.24 −0.79 +0.45 −1.07 −0.56 +0.50
V −1.99 −0.63 +1.36 −2.08 −0.61 +1.47
L −1.92 −0.57 +1.35 −2.14 −0.67 +1.47
npT −1.71 −0.62 +1.10 −1.97 −0.75 +1.23
aTZ PS −2.01 −0.79 +1.22 −2.02 −0.78 +1.24
T −1.36 −0.65 +0.71 −1.24 −0.53 +0.70
⊥X −1.99 −0.69 +1.30 −1.98 −0.65 +1.33
Rec −1.83 −0.61 +1.22 −1.80 −0.55 +1.25
Lin −1.19 −0.69 +0.50 −0.95 −0.48 +0.47
V −2.10 −0.65 +1.46 −2.05 −0.58 +1.47
L −2.17 −0.68 +1.49 −2.15 −0.65 +1.51
npT −2.01 −0.74 +1.27 −2.01 −0.71 +1.30
aQZ PS −2.00 −0.77 +1.23 −2.01 −0.78 +1.23
T −1.27 −0.55 +0.72 −1.22 −0.51 +0.71
⊥X −1.95 −0.63 +1.32 −1.97 −0.63 +1.34
Rec −1.78 −0.54 +1.24 −1.78 −0.53 +1.25
Lin −1.02 −0.51 +0.52 −0.92 −0.44 +0.48
V −2.06 −0.60 +1.46 −2.04 −0.58 +1.46
L −2.15 −0.66 +1.49 −2.15 −0.65 +1.50
npT −1.99 −0.70 +1.29 −2.00 −0.70 +1.30
a5Z PS −2.02 −0.78 +1.23 −2.01 −0.78 +1.23
T −1.24 −0.52 +0.72 −1.21 −0.50 +0.71
⊥X −1.97 −0.64 +1.33 −1.97 −0.63 +1.33
Rec −1.78 −0.54 +1.24 −1.78 −0.53 +1.25
Lin −0.96 −0.44 +0.51 −0.91 −0.42 +0.49
V −2.05 −0.59 +1.46 −2.04 −0.58 +1.46
L −2.16 −0.66 +1.50 −2.15 −0.65 +1.50
npT −2.00 −0.71 +1.29 −2.00 −0.71 +1.29
CBS Q,5 PS −2.04 −0.80 +1.24
T −1.22 −0.49 +0.72
⊥X −2.00 −0.66 +1.34
Rec −1.80 −0.55 +1.25
Lin −0.90 −0.39 +0.50
V −2.06 −0.60 +1.46
L −2.18 −0.68 +1.50
npT −2.03 −0.73 +1.30
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Table B3: P2 dimer binding energies and higher-order correlation effects (Ebind and δ
CCSD(T)
MP2
in kcal mol−1) for the MP2/aCVQZ optimized geometries obtained with the VXZ-F12 basis
sets.
MP2-F12 and CCSD(T)-F12
Basis Set Structure EMP2bind E
CCSD(T)
bind δ
CCSD(T)
MP2
VDZ-F12 PS −1.72 −0.51 +1.22
T −1.11 −0.40 +0.71
⊥X −1.83 −0.50 +1.33
Rec −1.61 −0.36 +1.25
Lin −0.84 −0.34 +0.50
V −1.80 −0.32 +1.48
L −1.88 −0.36 +1.52
npT −1.81 −0.52 +1.28
VTZ-F12 PS −1.96 −0.69 +1.27
T −1.16 −0.44 +0.72
⊥X −1.94 −0.58 +1.37
Rec −1.72 −0.45 +1.26
Lin −0.85 −0.35 +0.50
V −1.97 −0.49 +1.48
L −2.10 −0.57 +1.54
npT −1.97 −0.64 +1.33
VQZ-F12 PS −2.01 −0.77 +1.24
T −1.20 −0.48 +0.71
⊥X −1.98 −0.63 +1.35
Rec −1.77 −0.52 +1.25
Lin −0.88 −0.39 +0.49
V −2.02 −0.56 +1.46
L −2.14 −0.64 +1.51
npT −2.00 −0.70 +1.31
Table B4: P2 dimer CP corrected binding energies and higher-order correlation effects (Ebind
and δCCSD(T)MP2 in kcal mol
−1) for the MP2/aCVQZ optimized geometries obtained with the
a5Z basis set.
MP2-F12 and CCSD(T)-F12
Basis Set Structure EMP2bind E
CCSD(T)
bind δ
CCSD(T)
MP2
a5Z PS −1.99 −0.76 +1.23
T −1.20 −0.48 +0.72
⊥X −1.95 −0.61 +1.34
Rec −1.77 −0.52 +1.25
Lin −0.90 −0.40 +0.50
V −2.02 −0.56 +1.46
L −2.13 −0.63 +1.50
npT −1.98 −0.68 +1.30
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Table B5: P2 dimer SAPT0/aTZ, SAPT2+3/aTZ, SAPT2+3(CCD)/aTZ, MP2/aTZ, CC-SD(T)/aTZ and CCSD(T)-F12/a5Z
Eint (in kcal mol
−1) of the MP2/aCVQZ optimized geometries.
SAPT
Structure 0 2+3 2+3(CCD) MP2/aTZ CCSD(T)/aTZ CCSD(T)-F12/a5Z
Eint PS −2.09 −1.25 −0.96 −1.94 −0.75 −0.81
T −0.99 −0.68 −0.47 −1.31 −0.62 −0.52
⊥X −1.64 −0.67 −0.48 −1.92 −0.65 −0.66
Rec −1.35 −0.83 −0.43 −1.77 −0.58 −0.56
Lin −0.79 −0.77 −0.44 −1.14 −0.66 −0.44
V −1.78 −1.37 −0.82 −2.01 −0.60 −0.62
L −2.07 −1.38 −0.95 −2.08 −0.63 −0.69
npT −1.84 −0.91 −0.68 −1.95 −0.71 −0.73
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Table B6: P2 dimer SAPT0, SAPT2+3 and SAPT2+3(CCD) energy components (in kcal
mol−1) for the MP2/aCVQZ optimized geometries with the aTZ basis set.
SAPT
Structure 0 2+3 2+3(CCD)
Eelst PS −2.49 −2.12 −2.12
T −0.88 −0.77 −0.77
⊥X −2.11 −1.70 −1.70
Rec −1.10 −0.97 −0.97
Lin −0.54 −0.53 −0.53
V −1.93 −1.89 −1.89
L −2.65 −2.44 −2.44
npT −2.23 −1.84 −1.84
Eexch PS +6.06 +5.82 +5.82
T +2.64 +2.47 +2.47
⊥X +5.30 +4.83 +4.83
Rec +3.70 +3.39 +3.39
Lin +1.78 +1.78 +1.78
V +5.89 +5.80 +5.80
L +7.12 +6.96 +6.96
npT +5.55 +5.17 +5.17
Eind PS −1.20 −1.15 −1.15
T −0.22 −0.22 −0.22
⊥X −0.46 −0.43 −0.43
Rec −0.21 −0.20 −0.20
Lin −0.17 −0.17 −0.17
V −1.21 −1.18 −1.18
L −1.57 −1.51 −1.51
npT −0.75 −0.71 −0.71
Edisp PS −4.46 −3.80 −3.51
T −2.52 −2.16 −1.96
⊥X −4.36 −3.37 −3.18
Rec −3.73 −3.05 −2.65
Lin −1.86 −1.85 −1.53
V −4.53 −4.11 −3.56
L −4.97 −4.38 −3.96
npT −4.41 −3.52 −3.30
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Table B7: Select optimized intermolecular parameters (R in Å and τ in degrees) of the PCCP
dimer, number of imaginary vibrational frequencies (in bold for doubly-degenerate modes),
and binding energies (Ebind in kcal mol
−1) at the MP2/aCVQZ level of theory, as well as
corresponding deviations from these values (denoted by δ) when utilizing other basis sets.
Basis Set Structure ni Ri Rs τ Ebind E
aCVQZ
bind
aCVQZ PS 0 3.37 1.82 · · · −6.40 −6.40
T 2 3.39 · · · · · · −3.34 −3.34
⊥X 1 3.20 · · · · · · −6.00 −6.00
Rec 2 3.79 · · · · · · −4.73 −4.73
Lin 2 3.84 · · · · · · −1.26 −1.26
X 0 3.31 · · · 49.0 −6.53 −6.53
Basis Set Structure ni δRi δRs δτ δEbind δE
aCVQZ
a
bind
aTZ PS 0 +0.06 +0.08 · · · +0.06 +0.01
T 2 −0.01 · · · · · · −0.14 0.00
⊥X 1 0.00 · · · · · · −0.23 0.00
Rec 2 +0.03 · · · · · · −0.07 +0.01
Lin 0 −0.05 · · · · · · −0.35 0.00
X 0 +0.01 · · · +1.9 −0.06 +0.02
aQZ PS 0 +0.05 +0.07 · · · +0.16 0.00
T 2 +0.02 · · · · · · +0.12 0.00
⊥X 1 +0.01 · · · · · · +0.09 0.00
Rec 2 +0.02 · · · · · · +0.07 0.00
Lin 2 +0.03 · · · · · · +0.03 0.00
X 0 +0.01 · · · +0.2 +0.11 0.00
a(T+d)Z PS 0 +0.06 +0.07 · · · +0.11 +0.01
T 2 +0.01 · · · · · · −0.13 0.00
⊥X 1 0.00 · · · · · · −0.17 0.00
Rec 2 +0.03 · · · · · · +0.02 +0.01
Lin 0 −0.04 · · · · · · −0.30 0.00
X 0 +0.01 · · · +2.4 +0.03 +0.02
a(Q+d)Z PS 0 +0.05 +0.07 · · · +0.20 0.00
T 2 +0.02 · · · · · · +0.14 0.00
⊥X 1 +0.01 · · · · · · +0.14 0.00
Rec 2 +0.02 · · · · · · +0.12 0.00
Lin 2 +0.03 · · · · · · +0.05 0.00
X 0 +0.01 · · · +0.3 +0.18 0.00
aCVTZ PS 0 +0.11 −0.06 · · · −0.15 +0.08
T 2 −0.01 · · · · · · −0.30 +0.08
⊥X 1 −0.01 · · · · · · −0.40 +0.08
Rec 2 +0.01 · · · · · · −0.19 +0.08
Lin 0 −0.08 · · · · · · −0.40 +0.09
X 0 −0.01 · · · +1.5 −0.25 +0.09
aDeviation of EaCVQZbind for the various MP2 optimized structures from E
aCVQZ
bind
for the MP2/aCVQZ optimized structure is denoted δEaCVQZbind .
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Table B8: PCCP dimer binding energies and higher-order correlation effects (Ebind and
δ
CCSD(T)
MP2 in kcal mol
−1) for the MP2/aCVQZ optimized geometries.
Canonical MP2 and CCSD(T) MP2-F12 and CCSD(T)-F12
Basis Set Structure EMP2bind E
CCSD(T)
bind δ
CCSD(T)
MP2 E
MP2
bind E
CCSD(T)
bind δ
CCSD(T)
MP2
aDZ PS −6.02 −2.32 +3.70 −6.39 −2.45 +3.94
T −3.37 −1.85 +1.53 −3.35 −1.69 +1.65
⊥X −5.88 −2.31 +3.57 −6.02 −2.19 +3.84
Rec −4.56 −1.32 +3.24 −4.70 −1.27 +3.43
Lin −1.67 −1.08 +0.59 −1.30 −0.68 +0.62
X −6.06 −1.39 +4.67 −6.38 −1.46 +4.91
aTZ PS −6.33 −2.31 +4.03 −6.24 −2.21 +4.03
T −3.48 −1.77 +1.71 −3.18 −1.23 +1.95
⊥X −6.22 −2.28 +3.94 −5.83 −1.89 +3.93
Rec −4.79 −1.33 +3.46 −4.63 −1.15 +3.48
Lin −1.61 −0.95 +0.66 −1.15 −0.56 +0.59
X −6.58 −1.50 +5.08 −6.33 −1.25 +5.08
aQZ PS −6.24 −2.21 +4.03 −6.21 −2.20 +4.01
T −3.21 −1.49 +1.73 −3.13 −1.44 +1.69
⊥X −5.91 −1.92 +3.99 −5.77 −1.82 +3.96
Rec −4.66 −1.19 +3.47 −4.61 −1.13 +3.48
Lin −1.23 −0.55 +0.67 −1.09 −0.47 +0.62
X −6.42 −1.30 +5.12 −6.31 −1.23 +5.09
a5Z PS −6.18 −2.17 +4.01 −6.18 −2.17 +4.01
T −3.14 −1.43 +1.72 −3.11 −1.42 +1.69
⊥X −5.81 −1.82 +3.99 −5.75 −1.79 +3.97
Rec −4.61 −1.14 +3.47 −4.60 −1.12 +3.47
Lin −1.14 −0.48 +0.66 −1.08 −0.45 +0.63
X −6.33 −1.22 +5.11 −6.30 −1.20 +5.09
CBS Q,5 PS −6.14 −2.15 +3.99
T −3.10 −1.39 +1.70
⊥X −5.73 −1.76 +3.98
Rec −4.57 −1.11 +3.46
Lin −1.08 −0.43 +0.65
X −6.27 −1.17 +5.10
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Table B9: PCCP dimer binding energies and higher-order correlation effects (Ebind and
δ
CCSD(T)
MP2 in kcal mol
−1) for the MP2/aCVQZ optimized geometries obtained with the VXZ-
F12 basis sets.
MP2-F12 and CCSD(T)-F12
Basis Set Structure EMP2bind E
CCSD(T)
bind δ
CCSD(T)
MP2
VDZ-F12 PS −5.92 −1.87 +4.05
T −2.98 −1.26 +1.71
⊥X −5.61 −1.69 +3.91
Rec −4.33 −0.82 +3.51
Lin −1.00 −0.35 +0.65
X −6.10 −1.01 +5.09
VTZ-F12 PS −6.24 −2.14 +4.09
T −3.11 −1.38 +1.73
⊥X −5.85 −1.85 +4.00
Rec −4.60 −1.08 +3.52
Lin −1.02 −0.38 +0.65
X −6.41 −1.24 +5.16
VQZ-F12 PS −6.22 −2.19 +4.03
T −3.11 −1.40 +1.71
⊥X −5.81 −1.82 +3.98
Rec −4.62 −1.14 +3.49
Lin −1.06 −0.41 +0.64
X −6.36 −1.24 +5.12
Table B10: PCCP dimer CP corrected binding energies and higher-order correlation effects
(Ebind and δ
CCSD(T)
MP2 in kcal mol
−1) for the MP2/aCVQZ optimized geometries obtained with
the a5Z basis set
MP2-F12 and CCSD(T)-F12
Basis Set Structure EMP2bind E
CCSD(T)
bind δ
CCSD(T)
MP2
a5Z PS −6.16 −2.14 +4.02
T −3.09 −1.39 +1.70
⊥X −5.73 −1.75 +3.98
Rec −4.58 −1.10 +3.48
Lin −1.07 −0.43 +0.64
X −6.27 −1.17 +5.10
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Table B11: PCCP dimer SAPT0/aTZ, SAPT2+3/aTZ SAPT2+3(CCD)/aTZ, MP2/aTZ, CCSD(T)/aTZ and CCSD(T)-
F12/a5Z Eint (in kcal mol
−1) of the MP2/aCVQZ optimized geometries.
SAPT
Structure 0 2+3 2+3(CCD) MP2/aTZ CCSD(T)/aTZ CCSD(T)-F12/a5Z
Eint PS −6.45 −4.54 −2.92 −6.22 −2.36 −2.34
T −3.27 −2.46 −1.83 −3.49 −1.90 −1.56
⊥X −4.99 −3.25 −2.04 −6.17 −2.37 −1.97
Rec −3.56 −2.38 −1.36 −4.67 −1.41 −1.34
Lin −0.84 −0.81 −0.53 −1.56 −0.96 −0.51
X −5.45 −3.37 −1.98 −6.64 −1.89 −1.80
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Table B12: PCCP dimer SAPT0, SAPT2+3 and SAPT2+3(CCD) energy components (in
kcal mol−1) for the MP2/aCVQZ optimized geometries with the aTZ basis set.
SAPT
Structure 0 2+3 2+3(CCD)
Eelst PS −5.98 −5.22 −5.22
T −2.55 −2.29 −2.29
⊥X −3.20 −2.94 −2.94
Rec −2.73 −2.50 −2.50
Lin −0.37 −0.39 −0.39
X −6.01 −5.26 −5.26
Eexch PS +14.56 +13.83 +13.83
T +6.12 +6.06 +6.06
⊥X +9.71 +9.01 +9.01
Rec +9.36 +8.67 +8.67
Lin +1.90 +1.91 +1.91
X +16.00 +14.85 +14.85
Eind PS −2.62 −2.56 −2.56
T −0.99 −0.98 −0.98
⊥X −0.57 −0.57 −0.57
Rec −0.79 −0.73 −0.73
Lin −0.22 −0.22 −0.22
X −1.95 −1.87 −1.87
Edisp PS −12.41 −10.58 −8.96
T −5.85 −5.24 −4.61
⊥X −10.93 −8.76 −7.55
Rec −9.41 −7.83 −6.80
Lin −2.15 −2.11 −1.84
X −13.49 −11.08 −9.70
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Appendix C
Supporting Material for Chapter 7:
Homogeneous And Heterogeneous Non-Covalent Dimers Of Formaldehyde And Thioformaldehyde:
Structures, Energetics And Vibrational Frequencies.
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Table C1: Select vibrational frequency shifts (in cm−1) of (CH2O)2 in argon and nitrogen
matrices.
Argon Nitrogen
Monomer Ref. [69] Ref. [70] Ref. [71] Ref. [69] Ref. [70] Ref. [71]
νa(CH2) +10 +9 +9 −6 +6 +5
· · · · · · · · · · · · · · · · · ·
νN (CH2) +13 +12 +12 +9 +9 +9
· · · +5 +5 · · · +6 +6
ν(CO) −4 −4 −4 −3 −4 −3
· · · −10 −10 · · · −9 −11
δ(CH2) · · · · · · −5 −5 −5 −5
· · · · · · · · · · · · · · · · · ·
ρ(CH2) +4 +3 +4 +4 +6 +5
· · · · · · · · · · · · · · · · · ·
ω(CH2) · · · +6 +6 +7 +6 +4
· · · −4 −6 · · · · · · +6
Table C2: The MP2-F12/haTZ and CCSD(T)-F12/haTZ counterpoise corrected binding
energies (in kcal mol−1) of the MP2/haTZ optimized structures.
(CH2O)2 I II III IV V
MP2-F12 −4.56 −3.53 −2.57 −2.39 −2.28
CCSD(T)-F12 −4.51 −3.71 −2.55 −2.48 −2.39
CH2O/CH2S Ia Ib II IVa IVb Va Vb
MP2-F12 −4.68 −3.32 −3.41 −1.95 −1.20 −1.98 −1.03
CCSD(T)-F12 −4.28 −3.01 −3.52 −2.02 −1.17 −2.07 −1.05
(CH2S)2 I II III IV V
MP2-F12 −4.04 −3.42 −1.92 −1.14 −1.19
CCSD(T)-F12 −2.93 −3.28 −1.40 −1.00 −1.09
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Table C3: The MP2/haTZ IR intensities (in km mol−1) of the (CH2O)2 minima and corre-
sponding with the irreducible representations of the dimer modes in parenthesis.
I II
Dimer IR Intensity Dimer IR Intensity
ν1(a
′) 56 ν1(ag) 0
ν2(a
′) 59 ν2(ag) 0
ν3(a
′) 43 ν3(ag) 0
ν4(a
′) 98 ν4(ag) 0
ν5(a
′) 14 ν5(ag) 0
ν6(a
′) 6 ν6(ag) 0
ν7(a
′) 30 ν7(ag) 0
ν8(a
′) 7 ν8(au) 13
ν9(a
′) 1 ν9(au) 4
ν10(a
′) 9 ν10(au) 31
ν11(a
′) 52 ν11(bg) 0
ν12(a
′) 0 ν12(bg) 0
ν13(a
′′) 71 ν13(bu) 79
ν14(a
′′) 9 ν14(bu) 164
ν15(a
′′) 7 ν15(bu) 100
ν16(a
′′) 0 ν16(bu) 41
ν17(a
′′) 0 ν17(bu) 10
ν18(a
′′) 31 ν18(bu) 58
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Table C4: The MP2/haTZ IR intensities (in km mol−1) of the CH2O/CH2S minima and corresponding with the irreducible
representations of the dimer modes in parenthesis.
Ia Ib II Va
Dimer IR Intensity Dimer IR Intensity Dimer IR Intensity Dimer IR Intensity
ν1(a
′) 2 ν1(a
′) 19 ν1(a
′) 6 ν1(a1) 18
ν2(a
′) 11 ν2(a
′) 88 ν2(a
′) 24 ν2(a1) 77
ν3(a
′) 46 ν3(a
′) 39 ν3(a
′) 56 ν3(a1) 85
ν4(a
′) 61 ν4(a
′) 40 ν4(a
′) 68 ν4(a1) 12
ν5(a
′) 14 ν5(a
′) 18 ν5(a
′) 45 ν5(a1) 0
ν6(a
′) 1 ν6(a
′) 2 ν6(a
′) 18 ν6(a1) 9
ν7(a
′) 0 ν7(a
′) 7 ν7(a
′) 3 ν7(a1) 0
ν8(a
′) 5 ν8(a
′) 7 ν8(a
′) 7 ν8(a2) 0
ν9(a
′) 3 ν9(a
′) 31 ν9(a
′) 3 ν9(b1) 7
ν10(a
′) 0 ν10(a
′) 19 ν10(a
′) 5 ν10(b1) 40
ν11(a
′) 39 ν11(a
′) 17 ν11(a
′) 26 ν11(b1) 18
ν12(a
′) 2 ν12(a
′) 0 ν12(a
′) 11 ν12(b1) 2
ν13(a
′′) 59 ν13(a
′′) 1 ν13(a
′) 2 ν13(b2) 1
ν14(a
′′) 7 ν14(a
′′) 5 ν14(a
′′) 6 ν14(b2) 73
ν15(a
′′) 37 ν15(a
′′) 2 ν15(a
′′) 39 ν15(b2) 10
ν16(a
′′) 0 ν16(a
′′) 0 ν16(a
′′) 0 ν16(b2) 3
ν17(a
′′) 0 ν17(a
′′) 0 ν17(a
′′) 0 ν17(b2) 16
ν18(a
′′) 17 ν18(a
′′) 18 ν18(a
′′) 19 ν18(b2) 2
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Table C5: The MP2/haTZ IR intensities (in km mol−1) of the (CH2S)2 minima and corre-
sponding with the irreducible representations of the dimer modes in parenthesis.
I II III
Dimer IR Intensity Dimer IR Intensity Dimer IR Intensity
ν1(a
′) 6 ν1(ag) 0 ν1(ag) 0
ν2(a
′) 21 ν2(ag) 0 ν2(ag) 0
ν3(a
′) 20 ν3(ag) 0 ν3(ag) 0
ν4(a
′) 3 ν4(ag) 0 ν4(ag) 0
ν5(a
′) 3 ν5(ag) 0 ν5(ag) 0
ν6(a
′) 1 ν6(ag) 0 ν6(ag) 0
ν7(a
′) 16 ν7(ag) 0 ν7(ag) 1
ν8(a
′) 2 ν8(au) 69 ν8(au) 5
ν9(a
′) 17 ν9(au) 0 ν9(au) 0
ν10(a
′) 1 ν10(au) 7 ν10(au) 7
ν11(a
′) 14 ν11(bg) 0 ν11(bg) 0
ν12(a
′) 2 ν12(bg) 0 ν12(bg) 0
ν13(a
′′) 1 ν13(bu) 10 ν13(bg) 0
ν14(a
′′) 35 ν14(bu) 38 ν14(bu) 40
ν15(a
′′) 0 ν15(bu) 9 ν15(bu) 4
ν16(a
′′) 0 ν16(bu) 5 ν16(bu) 4
ν17(a
′′) 0 ν17(bu) 6 ν17(bu) 89
ν18(a
′′) 6 ν18(bu) 18 ν18(bu) 11
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Table C6: Number of imaginary vibrational frequencies (ni) of the DFT/6-311+G(2df,2pd)
optimized structures as well as the number of structures with a different number of imaginary
modes from the MP2 reference structures (δni).
(CH2O)2 I II III IV V δni
MP2 0 0 3 1 2 −
B3LYP-D3(BJ) 0 0 3 1 2 0
TPSS-D3(BJ) 0 0 3 1 2 0
B3LYP-D3 0 0 3 1 1 1
TPSS-D3 0 0 3 1 1 1
M06-2X-D3 0 0 3 1 2 0
APF-D 0 0 3 1 2 0
B3LYP 0 0 3 1 1 1
TPSS 0 0 3 1 1 1
M06-2X 0 0 3 1 2 0
APF 0 0 3 1 1 1
N12SX 0 0 3 0 1 2
MN12SX 0 0 3 1 2 0
VSXC 0 0 2 0 1 3
CH2O/CH2S Ia Ib II IVa IVb Va Vb δni
MP2 0 0 0 1 1 0 3 −
B3LYP-D3(BJ) 0 0 0 1 2 0 3 1
TPSS-D3(BJ) 0 0 0 1 2 0 3 1
B3LYP-D3 0 0 0 1 1 0 2 1
TPSS-D3 0 0 0 1 2 0 2 2
M06-2X-D3 0 0 0 0 0 0 1 3
APF-D 0 0 0 1 1 0 2 1
B3LYP 0 0 0 1 1 0 2 1
TPSS 0 0 0 1 2 0 2 2
M06-2X 0 0 0 0 0 0 1 3
APF 0 0 0 1 1 0 2 1
N12SX 0 0 0 1 1 0 2 1
MN12SX 0 0 0 1 2 1 3 2
VSXC 0 0 0 0 0 1 2 4
(CH2S)2 I II III IV V δni
MP2 0 0 0 3 1 −
B3LYP-D3(BJ) 0 0 0 0 3 2
TPSS-D3(BJ) 0 0 0 1 2 2
B3LYP-D3 0 0 0 0 0 2
TPSS-D3 0 0 0 1 2 2
M06-2X-D3 0 0 0 0 0 2
APF-D 0 0 0 2 1 1
B3LYP 0 0 1 2 1 2
TPSS 0 0 1 2 1 2
M06-2X 0 0 0 0 0 2
APF 0 0 1 2 1 2
N12SX 0 0 1 2 1 2
MN12SX 0 0 1 3 3 2
VSXC 0 1 1 0 1 3
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Table C7: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-
311+G(2df,2pd) optimized CH2O and CH2S monomers with the irreducible representations
of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(b1) ν5(b2) ν6(b2)
CH2O
MP2 2974 1754 1544 1202 3050 1271
B3LYP-D3(BJ) 2887 1817 1531 1200 2944 1264
TPSS-D3(BJ) 2850 1768 1518 1178 2899 1245
B3LYP-D3 2880 1815 1529 1201 2937 1262
TPSS-D3 2845 1766 1516 1179 2894 1244
M06-2X-D3 2948 1872 1541 1216 3019 1275
APF-D 2901 1844 1528 1202 2961 1262
B3LYP 2888 1817 1531 1200 2944 1264
TPSS 2850 1768 1518 1178 2900 1245
M06-2X 2948 1872 1541 1216 3019 1275
APF 2901 1844 1528 1202 2961 1262
N12SX 2940 1856 1542 1215 3006 1276
MN12SX 2895 1872 1530 1202 2973 1265
VSXC 2855 1793 1518 1185 2907 1247
CH2S
MP2 3109 1501 1097 1007 3205 1010
B3LYP-D3(BJ) 3065 1495 1088 1032 3147 1006
TPSS-D3(BJ) 3026 1484 1070 1018 3104 992
B3LYP-D3 3059 1494 1085 1034 3140 1004
TPSS-D3 3021 1484 1068 1019 3100 991
M06-2X-D3 3104 1505 1129 1045 3191 1010
APF-D 3075 1487 1109 1034 3160 999
B3LYP 3065 1495 1088 1032 3146 1006
TPSS 3026 1484 1070 1018 3104 992
M06-2X 3104 1505 1129 1045 3191 1010
APF 3076 1488 1111 1034 3162 1002
N12SX 3108 1502 1120 1047 3195 1010
MN12SX 3044 1490 1126 1034 3137 1003
VSXC 3049 1480 1086 1025 3133 998
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Table C8: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized (CH2O)2 Structure
I with the irreducible representations of the dimer modes in parentheses.
Method ν1(a
′) ν2(a
′) ν3(a
′) ν4(a
′) ν5(a
′) ν6(a
′) ν7(a
′) ν8(a
′) ν9(a
′) ν10(a
′) ν11(a
′) ν12(a
′) ν13(a
′′) ν14(a
′′) ν15(a
′′) ν16(a
′′) ν17(a
′′) ν18(a
′′)
MP2 3078 2994 2989 1753 1744 1546 1541 1279 1196 209 159 118 3073 1270 1213 298 196 90
B3LYP-D3(BJ) 2988 2917 2913 1804 1790 1531 1525 1273 1188 222 162 119 2977 1262 1214 302 212 99
TPSS-D3(BJ) 2954 2882 2881 1749 1730 1514 1503 1252 1152 253 184 121 2934 1241 1190 367 244 114
B3LYP-D3 2981 2909 2906 1804 1790 1530 1527 1274 1188 226 162 126 2970 1261 1214 280 202 97
TPSS-D3 2946 2876 2875 1750 1731 1513 1505 1252 1155 243 177 118 2929 1240 1190 349 230 108
M06-2X-D3 3051 2971 2967 1860 1847 1542 1539 1286 1209 232 185 144 3045 1272 1229 313 208 94
APF-D 3002 2929 2925 1831 1817 1528 1522 1271 1189 224 174 131 2992 1261 1215 298 209 98
B3LYP 2984 2914 2910 1805 1793 1532 1525 1272 1190 199 138 100 2974 1263 1213 265 195 95
TPSS 2950 2880 2879 1750 1732 1514 1504 1252 1155 237 167 106 2932 1241 1190 342 232 110
M06-2X 3051 2971 2967 1860 1847 1542 1539 1286 1209 233 186 144 3045 1272 1229 314 208 94
APF 2999 2927 2923 1831 1817 1528 1520 1270 1190 212 151 102 2990 1261 1215 291 207 98
N12SX 3044 2967 2962 1842 1829 1542 1535 1284 1203 221 163 121 3036 1274 1229 296 215 103
MN12SX 3003 2914 2912 1859 1847 1529 1525 1274 1195 216 171 132 2994 1262 1213 301 189 92
VSXC 2959 2887 2880 1775 1762 1518 1513 1259 1163 263 205 154 2934 1241 1192 357 203 85
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Table C9: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized (CH2O)2 Structure
II with the irreducible representations of the dimer modes in parentheses.
Method ν1(ag) ν2(ag) ν3(ag) ν4(ag) ν5(ag) ν6(ag) ν7(ag) ν8(au) ν9(au) ν10(au) ν11(bg) ν12(bg) ν13(bu) ν14(bu) ν15(bu) ν16(bu) ν17(bu) ν18(bu)
MP2 3085 2983 1735 1542 1280 125 64 1218 89 61 1217 93 3083 2981 1748 1542 1279 140
B3LYP-D3(BJ) 2993 2898 1789 1530 1276 129 75 1217 93 66 1217 85 2990 2895 1807 1530 1276 138
TPSS-D3(BJ) 2944 2858 1741 1517 1257 108 72 1194 84 63 1193 76 2940 2854 1758 1517 1256 113
B3LYP-D3 2990 2891 1787 1530 1277 148 70 1219 94 67 1219 87 2986 2887 1805 1531 1275 166
TPSS-D3 2941 2853 1739 1517 1257 122 74 1195 85 64 1194 78 2936 2849 1757 1516 1256 131
M06-2X-D3 3059 2958 1849 1530 1282 162 94 1231 97 61 1231 73 3057 2957 1862 1535 1279 179
APF-D 3008 2911 1818 1524 1275 136 68 1219 85 65 1219 78 3005 2908 1834 1527 1273 153
B3LYP 2987 2897 1792 1530 1274 111 72 1216 95 68 1215 95 2984 2895 1807 1530 1274 113
TPSS 2939 2858 1744 1517 1255 96 65 1192 85 64 1191 85 2936 2855 1759 1517 1254 91
M06-2X 3059 2958 1849 1530 1282 162 94 1231 97 61 1231 73 3058 2956 1862 1535 1279 179
APF 2999 2911 1819 1526 1273 106 68 1217 92 66 1217 96 2996 2908 1835 1527 1272 112
N12SX 3048 2950 1828 1538 1287 132 72 1232 106 71 1232 101 3045 2947 1845 1540 1286 144
MN12SX 3008 2903 1850 1519 1272 162 96 1215 84 58 1215 42 3007 2902 1862 1525 1270 169
VSXC 2952 2867 1772 1507 1254 228 161 1196 119 45 1195 66 2952 2866 1783 1515 1250 223
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Table C10: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized (CH2O)2 Structure
III with the irreducible representations of the dimer modes in parentheses.
Method ν1(ag) ν2(ag) ν3(ag) ν4(ag) ν5(ag) ν6(ag) ν7(au) ν8(au) ν9(au) ν10(au) ν11(bg) ν12(bg) ν13(bg) ν14(bu) ν15(bu) ν16(bu) ν17(bu) ν18(bu)
MP2 2984 1757 1548 1204 86 72 3065 1272 55 93i 3064 1272 135i 2986 1755 1546 1203 38i
B3LYP-D3(BJ) 2902 1811 1534 1204 88 79 2966 1265 56 96i 2963 1265 134i 2904 1813 1533 1203 27i
TPSS-D3(BJ) 2863 1762 1520 1181 75 69 2919 1246 52 88i 2917 1247 121i 2865 1764 1519 1181 12i
B3LYP-D3 2895 1809 1532 1205 95 80 2959 1263 58 106i 2957 1264 145i 2897 1811 1531 1204 29i
TPSS-D3 2858 1761 1519 1181 76 72 2915 1245 53 107i 2913 1246 139i 2861 1763 1518 1181 27i
M06-2X-D3 2959 1863 1544 1219 94 80 3037 1275 58 107i 3035 1275 155i 2962 1866 1542 1218 37i
APF-D 2915 1838 1531 1206 90 79 2981 1263 57 105i 2979 1264 142i 2918 1840 1530 1205 25i
B3LYP 2899 1812 1533 1203 75 57 2961 1265 56 74i 2959 1265 97i 2901 1813 1532 1203 37i
TPSS 2860 1763 1520 1181 69 52 2916 1246 52 68i 2914 1247 89i 2862 1764 1519 1181 24i
M06-2X 2959 1863 1544 1220 96 81 3037 1275 58 107i 3035 1275 155i 2962 1866 1542 1218 34i
APF 2912 1839 1530 1205 74 56 2977 1263 55 73i 2975 1263 94i 2914 1840 1529 1205 31i
N12SX 2952 1849 1544 1218 81 80 3025 1277 60 105i 3023 1277 135i 2955 1851 1543 1217 46i
MN12SX 2904 1863 1531 1204 99 79 2988 1265 58 113i 2986 1265 158i 2906 1865 1530 1203 46i
VSXC 2863 1777 1518 1179 150 74 2924 1243 53 163i 2920 1244 241i 2867 1781 1516 1175 114
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Table C11: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized (CH2O)2 Structure
IV with the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b1) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 2989 2984 1753 1751 1545 1533 84 62 3074 1259 1206 107 36 3065 1272 1210 51 20i
B3LYP-D3(BJ) 2908 2900 1814 1811 1532 1520 84 64 2975 1250 1204 103 38 2963 1265 1209 50 16i
TPSS-D3(BJ) 2868 2862 1764 1762 1519 1508 66 59 2927 1233 1181 92 34 2918 1247 1186 46 14i
B3LYP-D3 2901 2893 1812 1809 1530 1519 102 73 2969 1250 1205 123 41 2957 1263 1211 55 10i
TPSS-D3 2863 2857 1762 1761 1517 1506 74 66 2922 1232 1182 103 35 2913 1245 1187 49 10i
M06-2X-D3 2962 2959 1868 1865 1542 1527 92 74 3042 1261 1221 131 41 3036 1275 1224 56 16i
APF-D 2920 2913 1841 1838 1528 1517 86 61 2989 1250 1206 110 38 2979 1263 1211 49 16i
B3LYP 2906 2899 1813 1810 1532 1521 68 53 2972 1250 1204 84 39 2962 1265 1208 49 5i
TPSS 2867 2861 1764 1762 1519 1510 54 48 2925 1234 1181 77 35 2916 1246 1185 45 2i
M06-2X 2962 2959 1867 1865 1542 1527 92 74 3042 1261 1221 131 41 3036 1275 1224 56 16i
APF 2918 2912 1841 1837 1528 1518 62 45 2986 1249 1206 81 38 2977 1263 1210 46 5i
N12SX 2958 2951 1852 1849 1542 1528 90 61 3034 1260 1219 107 44 3024 1277 1224 58 2
MN12SX 2907 2904 1868 1864 1530 1517 101 63 2995 1252 1206 135 44 2989 1266 1208 57 16i
VSXC 2874 2857 1790 1782 1517 1506 131 131 2924 1254 1187 229 51 2936 1248 1187 90 17
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Table C12: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized (CH2O)2 Structure
V with the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b2) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 2991 2983 1754 1751 1546 1535 81 54i 1213 1206 44 17i 3075 3064 1272 1258 81 32
B3LYP-D3(BJ) 2909 2898 1815 1810 1532 1523 81 58i 1212 1205 50 9i 2976 2961 1265 1250 74 25
TPSS-D3(BJ) 2869 2860 1766 1761 1519 1512 66 54i 1189 1182 46 6i 2927 2915 1247 1234 67 22
B3LYP-D3 2903 2891 1813 1808 1530 1521 95 64i 1215 1206 54 9 2970 2954 1264 1248 88 29
TPSS-D3 2864 2855 1765 1760 1518 1510 72 58i 1190 1183 47 8 2923 2911 1246 1232 74 23
M06-2X-D3 2964 2958 1869 1864 1542 1530 84 58i 1228 1221 56 6i 3043 3034 1276 1260 98 32
APF-D 2922 2911 1842 1837 1529 1521 83 53i 1214 1207 51 7i 2990 2977 1264 1250 84 27
B3LYP 2907 2897 1815 1810 1532 1524 66 44i 1211 1204 53 12 2972 2960 1265 1250 59 28
TPSS 2868 2860 1766 1761 1519 1512 55 42i 1188 1182 48 11 2925 2915 1247 1235 57 25
M06-2X 2964 2958 1869 1864 1542 1530 84 58i 1228 1221 56 5i 3043 3034 1276 1260 98 32
APF 2919 2911 1842 1837 1529 1521 61 38i 1213 1206 52 12 2986 2975 1264 1250 59 27
N12SX 2960 2950 1853 1848 1543 1534 89 52i 1228 1220 60 15 3035 3022 1277 1262 86 35
MN12SX 2909 2903 1869 1863 1531 1521 98 76i 1213 1207 57 9i 2996 2987 1266 1251 105 32
VSXC 2869 2863 1789 1786 1519 1510 125 108i 1194 1190 57 17 2930 2928 1250 1247 183 47
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Table C13: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized CH2O/CH2S
Structure Ia with the irreducible representations of the dimer modes in parentheses.
Method ν1(a
′) ν2(a
′) ν3(a
′) ν4(a
′) ν5(a
′) ν6(a
′) ν7(a
′) ν8(a
′) ν9(a
′) ν10(a
′) ν11(a
′) ν12(a
′) ν13(a
′′) ν14(a
′′) ν15(a
′′) ν16(a
′′) ν17(a
′′) ν18(a
′′)
MP2 3208 3101 2989 1743 1541 1497 1182 1101 1020 191 168 100 3069 1268 1024 323 246 72
B3LYP-D3(BJ) 3159 3062 2917 1777 1526 1487 1163 1086 1014 215 180 108 2977 1259 1050 359 269 85
TPSS-D3(BJ) 3121 3005 2882 1704 1501 1461 1106 1067 993 263 209 119 2932 1232 1033 473 307 109
B3LYP-D3 3153 3060 2908 1781 1525 1491 1170 1083 1014 206 170 105 2969 1258 1050 323 249 81
TPSS-D3 3115 3008 2875 1711 1502 1466 1119 1065 993 245 191 110 2927 1233 1033 436 290 100
M06-2X-D3 3198 3101 2968 1843 1538 1500 1195 1124 1019 204 183 121 3042 1271 1061 336 250 74
APF-D 3172 3071 2928 1804 1522 1479 1166 1108 1008 212 185 111 2990 1257 1050 355 265 84
B3LYP 3157 3063 2912 1786 1528 1489 1174 1084 1013 186 148 86 2973 1261 1049 301 241 80
TPSS 3119 3008 2880 1709 1503 1463 1113 1066 994 247 193 106 2931 1234 1033 442 296 105
M06-2X 3198 3101 2968 1843 1538 1500 1195 1124 1019 204 183 121 3042 1271 1061 336 251 74
APF 3171 3068 2927 1802 1522 1478 1164 1108 1008 210 173 91 2989 1257 1051 359 269 87
N12SX 3204 3101 2966 1816 1537 1493 1179 1116 1017 211 179 99 3035 1271 1065 352 270 89
MN12SX 3149 3047 2912 1841 1526 1484 1180 1120 1012 197 176 113 2992 1261 1050 329 242 77
VSXC 3152 3057 2878 1754 1509 1478 1143 1079 1006 233 199 130 2931 1237 1033 390 233 72
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Table C14: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized CH2O/CH2S
Structure Ib with the irreducible representations of the dimer modes in parentheses.
Method ν1(a
′) ν2(a
′) ν3(a
′) ν4(a
′) ν5(a
′) ν6(a
′) ν7(a
′) ν8(a
′) ν9(a
′) ν10(a
′) ν11(a
′) ν12(a
′) ν13(a
′′) ν14(a
′′) ν15(a
′′) ν16(a
′′) ν17(a
′′) ν18(a
′′)
MP2 3123 3058 2973 1751 1537 1502 1270 1099 1009 181 134 72 3220 1204 1008 242 167 66
B3LYP-D3(BJ) 3087 2968 2898 1808 1521 1495 1264 1070 1027 202 139 83 3171 1205 1001 260 190 79
TPSS-D3(BJ) 3049 2939 2842 1751 1492 1481 1238 1041 997 259 160 101 3131 1178 984 367 248 108
B3LYP-D3 3081 2962 2894 1807 1522 1494 1264 1068 1028 195 143 86 3164 1206 999 235 174 74
TPSS-D3 3044 2929 2847 1751 1496 1481 1239 1042 1002 233 152 87 3126 1180 983 331 227 97
M06-2X-D3 3120 3033 2955 1863 1534 1504 1276 1113 1047 199 159 86 3209 1220 1003 250 170 71
APF-D 3092 2982 2908 1835 1515 1484 1261 1087 1028 208 155 89 3180 1206 987 269 196 80
B3LYP 3083 2964 2899 1809 1525 1495 1264 1074 1031 153 108 52 3167 1205 1001 192 152 67
TPSS 3047 2933 2848 1752 1496 1482 1239 1043 1000 233 142 81 3129 1179 985 327 229 100
M06-2X 3120 3033 2955 1863 1534 1504 1276 1113 1047 199 159 86 3209 1220 1003 251 170 71
APF 3095 2979 2908 1835 1517 1488 1261 1094 1030 181 121 60 3183 1207 997 231 179 75
N12SX 3127 3025 2948 1847 1532 1502 1276 1102 1042 191 134 74 3217 1220 1005 238 184 78
MN12SX 3058 2987 2903 1863 1523 1489 1266 1110 1038 184 146 81 3153 1206 998 251 160 65
VSXC 3062 2941 2873 1777 1509 1476 1246 1068 1016 236 180 103 3146 1181 990 329 173 71
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Table C15: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized CH2O/CH2S
Structure II with the irreducible representations of the dimer modes in parentheses.
Method ν1(a
′) ν2(a
′) ν3(a
′) ν4(a
′) ν5(a
′) ν6(a
′) ν7(a
′) ν8(a
′) ν9(a
′) ν10(a
′) ν11(a
′) ν12(a
′) ν13(a
′) ν14(a
′′) ν15(a
′′) ν16(a
′′) ν17(a
′′) ν18(a
′′)
MP2 3215 3109 3073 2980 1743 1544 1503 1278 1096 1026 130 92 43 1213 1031 162 71 46
B3LYP-D3(BJ) 3164 3068 2979 2895 1800 1532 1498 1276 1081 1022 134 104 66 1215 1057 157 71 51
TPSS-D3(BJ) 3117 3025 2930 2855 1750 1518 1486 1257 1064 1007 113 87 67 1192 1041 143 66 51
B3LYP-D3 3159 3064 2972 2889 1798 1532 1500 1274 1078 1021 145 114 62 1215 1058 156 77 52
TPSS-D3 3114 3022 2926 2850 1750 1517 1487 1255 1061 1005 122 96 67 1192 1041 141 69 52
M06-2X-D3 3196 3103 3038 2952 1855 1548 1516 1287 1121 1024 148 111 74 1229 1068 165 97 48
APF-D 3175 3077 2991 2908 1827 1528 1490 1274 1103 1015 139 104 61 1216 1058 153 76 52
B3LYP 3161 3067 2973 2897 1803 1530 1496 1271 1081 1020 108 77 58 1211 1055 162 77 54
TPSS 3116 3025 2929 2859 1754 1517 1485 1253 1064 1004 91 74 50 1188 1039 148 70 53
M06-2X 3196 3103 3038 2952 1855 1548 1517 1287 1121 1024 148 112 74 1229 1068 165 97 48
APF 3173 3076 2987 2909 1829 1527 1490 1271 1105 1016 107 75 60 1214 1056 161 81 55
N12SX 3208 3108 3033 2947 1838 1542 1505 1286 1112 1027 137 100 63 1229 1072 172 89 59
MN12SX 3161 3053 2995 2902 1860 1523 1477 1269 1120 1012 156 121 64 1212 1053 160 56 47
VSXC 3160 3061 2937 2867 1781 1510 1466 1250 1081 1005 203 194 127 1192 1037 160 94 27
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Table C16: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized CH2O/CH2S
Structure IVa with the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b1) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3123 2982 1753 1544 1491 1098 69 24i 3222 1206 996 50 28 3062 1271 1019 47 9
B3LYP-D3(BJ) 3083 2897 1814 1532 1487 1084 69 29i 3168 1204 990 45 27 2959 1265 1045 45 10
TPSS-D3(BJ) 3041 2860 1764 1518 1479 1067 57 26i 3123 1181 978 46 26 2915 1246 1029 44 11
B3LYP-D3 3078 2890 1811 1529 1486 1082 80 12i 3162 1205 988 58 30 2953 1263 1048 51 16
TPSS-D3 3037 2855 1763 1517 1478 1065 62 17i 3119 1182 977 53 27 2910 1245 1031 47 14
M06-2X-D3 3117 2957 1867 1541 1496 1123 70 11 3206 1220 996 79 34 3033 1275 1058 49 18
APF-D 3089 2911 1840 1528 1478 1102 70 29i 3177 1206 978 54 29 2975 1263 1047 46 13
B3LYP 3080 2896 1813 1532 1488 1083 52 30i 3164 1203 990 39 20 2958 1265 1044 46 17
TPSS 3040 2859 1764 1518 1480 1066 45 28i 3121 1181 979 39 25 2913 1246 1029 45 17
M06-2X 3117 2957 1867 1541 1496 1123 70 11 3206 1220 996 79 34 3033 1275 1058 49 18
APF 3091 2910 1841 1528 1482 1107 49 35i 3178 1206 987 37 23 2974 1263 1045 44 16
N12SX 3124 2949 1851 1542 1492 1115 71 31i 3214 1219 991 47 31 3021 1277 1060 53 20
MN12SX 3056 2902 1867 1530 1479 1122 83 36i 3152 1205 989 72 34 2985 1266 1045 52 9
VSXC 3050 2871 1783 1517 1470 1087 111 84 3140 1187 1015 155 40 2932 1248 1033 82 19
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Table C17: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized CH2O/CH2S
Structure IVb with the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b1) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3113 2965 1754 1539 1500 1099 60 87 3047 1271 1009 99 5 3211 1198 1009 20 17i
B3LYP-D3(BJ) 3071 2884 1817 1527 1493 1088 61 102 2947 1264 1033 97 2i 3155 1197 1004 23 14i
TPSS-D3(BJ) 3031 2846 1767 1512 1483 1070 43 102 2901 1243 1017 90 11i 3113 1175 990 26 17i
B3LYP-D3 3064 2877 1815 1529 1492 1085 75 98 2940 1266 1034 109 10 3149 1198 1002 26 13i
TPSS-D3 3027 2842 1766 1514 1482 1068 51 94 2896 1244 1019 92 5i 3108 1176 989 26 17i
M06-2X-D3 3109 2936 1872 1534 1503 1128 57 105 3014 1277 1047 119 18 3199 1211 1007 40 11
APF-D 3080 2898 1844 1524 1485 1110 55 85 2962 1263 1035 91 6 3168 1200 998 15 18i
B3LYP 3069 2888 1816 1529 1494 1088 27 51 2948 1263 1034 50 6 3153 1199 1005 18 27i
TPSS 3030 2852 1766 1516 1483 1070 28 50 2904 1244 1019 54 6i 3111 1177 991 18 25i
M06-2X 3109 2936 1872 1534 1503 1128 57 105 3014 1277 1047 119 18 3199 1211 1007 40 11
APF 3081 2902 1843 1526 1487 1111 26 42 2964 1261 1035 51 5 3168 1202 1001 15 28i
N12SX 3113 2935 1855 1536 1500 1119 58 89 3007 1274 1048 95 11 3203 1212 1008 25 18i
MN12SX 3049 2884 1872 1526 1486 1125 69 87 2968 1267 1034 115 17i 3146 1196 1001 10 34i
VSXC 3059 2827 1797 1514 1475 1082 110 211 2893 1270 1020 236 28 3147 1168 994 90 21
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Table C18: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized CH2O/CH2S
Structure Va with the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b1) ν13(b2) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3123 2982 1753 1545 1494 1097 70 25 1205 1023 44 4 3222 3062 1271 995 47 30
B3LYP-D3(BJ) 3083 2897 1814 1532 1490 1084 70 18 1204 1049 49 14 3167 2959 1265 989 41 20
TPSS-D3(BJ) 3041 2859 1765 1519 1482 1066 58 6 1181 1033 47 15 3123 2914 1247 978 42 20
B3LYP-D3 3078 2890 1812 1530 1489 1081 80 17 1205 1052 53 18 3162 2953 1263 986 48 26
TPSS-D3 3038 2854 1764 1517 1481 1064 63 5 1182 1035 49 17 3119 2909 1245 976 47 22
M06-2X-D3 3117 2957 1868 1542 1501 1123 73 27 1220 1062 53 20 3206 3032 1275 998 75 36
APF-D 3089 2911 1841 1528 1481 1102 71 28 1206 1051 51 16 3177 2975 1263 977 50 25
B3LYP 3080 2896 1814 1532 1491 1083 53 31 1203 1047 52 21 3164 2958 1265 989 37 9
TPSS 3040 2859 1765 1519 1482 1066 47 22 1181 1031 49 20 3121 2913 1246 979 38 18
M06-2X 3117 2956 1868 1542 1501 1123 73 27 1220 1062 54 20 3206 3032 1275 998 75 36
APF 3090 2910 1841 1528 1484 1106 50 33 1206 1048 52 21 3178 2974 1263 986 37 13
N12SX 3124 2949 1852 1542 1496 1114 73 28 1219 1064 58 23 3214 3020 1277 991 44 25
MN12SX 3056 2902 1868 1530 1483 1121 84 47i 1206 1049 56 11 3152 2985 1266 988 58 34
VSXC 3053 2869 1787 1518 1474 1085 107 70i 1189 1039 55 16 3143 2928 1248 1007 128 52
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Table C19: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized CH2O/CH2S
Structure Vb with the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b1) ν13(b2) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3113 2972 1752 1543 1500 1099 53 61i 1205 1009 3 16i 3211 3052 1270 1010 58 26i
B3LYP-D3(BJ) 3070 2891 1815 1533 1494 1088 56 74i 1205 1034 10 7i 3154 2953 1264 1005 48 32i
TPSS-D3(BJ) 3030 2854 1766 1519 1484 1071 46 65i 1182 1020 13 6i 3111 2907 1246 991 44 30i
B3LYP-D3 3064 2884 1813 1532 1493 1085 63 76i 1206 1036 20 5 3147 2946 1262 1003 57 30i
TPSS-D3 3026 2848 1765 1518 1483 1068 46 63i 1183 1021 18 3 3107 2902 1244 989 45 29i
M06-2X-D3 3108 2945 1869 1540 1504 1128 27 50i 1219 1047 16 13 3198 3020 1274 1008 48 20
APF-D 3080 2904 1842 1529 1486 1110 50 58i 1207 1036 15 3 3167 2967 1262 998 49 30i
B3LYP 3069 2890 1815 1532 1494 1088 21 21i 1203 1034 19 7 3152 2950 1263 1005 17 29i
TPSS 3030 2853 1766 1519 1484 1070 29 33i 1181 1020 19 4 3111 2906 1245 991 30 28i
M06-2X 3108 2946 1869 1540 1504 1128 27 49i 1219 1047 16 12 3198 3020 1274 1008 48 21
APF 3080 2904 1842 1528 1487 1111 24 18i 1205 1036 18 6 3168 2965 1262 1001 26 28i
N12SX 3112 2941 1853 1542 1501 1120 48 55i 1219 1049 24 9 3202 3011 1275 1009 43 33i
MN12SX 3048 2891 1868 1531 1487 1126 57 84i 1205 1035 12 18i 3144 2972 1264 1001 56 51i
VSXC 3055 2845 1792 1522 1478 1085 97 153i 1187 1028 31 10 3142 2909 1263 996 157 21i
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Table C20: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized (CH2S)2 Structure
I with the irreducible representations of the dimer modes in parentheses.
Method ν1(a
′) ν2(a
′) ν3(a
′) ν4(a
′) ν5(a
′) ν6(a
′) ν7(a
′) ν8(a
′) ν9(a
′) ν10(a
′) ν11(a
′) ν12(a
′) ν13(a
′′) ν14(a
′′) ν15(a
′′) ν16(a
′′) ν17(a
′′) ν18(a
′′)
MP2 3193 3118 3067 1497 1487 1107 1089 1006 989 189 148 73 3215 1009 1007 333 240 55
B3LYP-D3(BJ) 3070 3068 1498 1493 1089 1087 53 16i 1039 1033 32 1i 3153 3152 1010 1003 47 10i
TPSS-D3(BJ) 3030 3028 1488 1483 1071 1070 42 2i4 1024 1019 38 7 3111 3109 996 989 47 14i
B3LYP-D3 3063 3062 1499 1493 1086 1084 59 7 1041 1035 37 9 3147 3146 1010 1001 56 6
TPSS-D3 3025 3023 1487 1482 1068 1067 41 16i 1025 1020 40 10 3106 3105 994 987 49 13i
M06-2X-D3 3108 3101 1506 1503 1128 1126 32 39 1050 1046 33 17 3197 3190 1012 1005 61 37
APF-D 3079 3076 1490 1486 1110 1108 47 35 1040 1035 38 10 3167 3163 1003 995 52 12i
B3LYP 3068 3067 1497 1494 1088 1086 19 41 1037 1033 35 12 3151 3149 1008 1003 32 19i
TPSS 3029 3028 1487 1483 1070 1069 26 31 1022 1019 39 11 3110 3108 994 989 38 17i
M06-2X 3108 3101 1506 1503 1128 1126 32 40 1050 1046 33 17 3197 3190 1012 1006 61 38
APF 3080 3077 1490 1487 1111 1110 22 44 1038 1035 38 12 3167 3164 1004 999 37 19i
N12SX 3112 3108 1506 1501 1120 1118 48 41 1053 1048 44 14 3201 3198 1017 1007 54 14i
MN12SX 3048 3041 1492 1487 1126 1125 55 51i 1039 1034 38 16i 3143 3136 1008 1000 49 33i
VSXC 3055 3038 1485 1477 1088 1084 84 111i 1030 1026 43 9 3142 3129 1026 996 119 41
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Table C21: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized (CH2S)2 Structure
II with the irreducible representations of the dimer modes in parentheses.
Method ν1(ag) ν2(ag) ν3(ag) ν4(ag) ν5(ag) ν6(ag) ν7(ag) ν8(au) ν9(au) ν10(au) ν11(bg) ν12(bg) ν13(bu) ν14(bu) ν15(bu) ν16(bu) ν17(bu) ν18(bu)
MP2 3203 3100 1515 1097 1023 88 58 1027 113 35 1022 154 3203 3099 1503 1094 1022 105
B3LYP-D3(BJ) 3154 3062 1505 1083 1019 101 62 1054 107 38 1050 140 3151 3058 1498 1081 1020 111
TPSS-D3(BJ) 3107 3016 1492 1064 1004 87 63 1040 97 41 1036 119 3104 3011 1486 1063 1006 97
B3LYP-D3 3148 3058 1508 1080 1017 102 61 1054 107 40 1050 143 3146 3055 1497 1078 1016 112
TPSS-D3 3105 3015 1492 1062 1002 89 62 1039 96 41 1035 123 3102 3010 1486 1061 1003 96
M06-2X-D3 3187 3096 1527 1122 1022 123 83 1063 114 39 1058 159 3189 3096 1506 1121 1017 122
APF-D 3163 3068 1499 1104 1012 101 65 1055 109 41 1051 148 3161 3064 1489 1102 1010 112
B3LYP 3154 3064 1500 1083 1015 69 53 1049 112 41 1046 147 3151 3061 1496 1082 1016 75
TPSS 3110 3022 1488 1065 1001 65 51 1035 103 41 1032 133 3107 3018 1485 1064 1002 64
M06-2X 3187 3096 1527 1122 1022 123 83 1063 114 39 1058 159 3189 3096 1506 1121 1017 122
APF 3165 3071 1495 1106 1013 69 56 1052 115 42 1049 152 3163 3068 1489 1105 1013 80
N12SX 3197 3101 1513 1113 1023 92 59 1068 124 44 1064 160 3196 3098 1504 1112 1023 102
MN12SX 3141 3043 1504 1118 1012 101 67 1050 82 16 1046 127 3142 3042 1489 1118 1011 111
VSXC 3136 3048 1515 1080 1020 214 107 1037 90 45i 1032 164 3142 3049 1480 1078 1005 150
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Table C22: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized (CH2S)2 Structure
III with the irreducible representations of the dimer modes in parentheses.
Method ν1(ag) ν2(ag) ν3(ag) ν4(ag) ν5(ag) ν6(ag) ν7(au) ν8(au) ν9(au) ν10(au) ν11(bg) ν12(bg) ν13(bg) ν14(bu) ν15(bu) ν16(bu) ν17(bu) ν18(bu)
MP2 3108 1502 1095 1011 86 43 3206 1009 67 25 3205 1010 121 3108 1498 1097 1011 48
B3LYP-D3(BJ) 3072 1499 1080 1037 97 49 3156 1005 79 21 3155 1006 132 3072 1495 1086 1038 55
TPSS-D3(BJ) 3032 1488 1061 1023 80 47 3113 991 78 24 3112 992 123 3032 1485 1067 1024 54
B3LYP-D3 3065 1498 1077 1038 89 42 3149 1003 41 15 3148 1004 106 3065 1494 1083 1038 42
TPSS-D3 3027 1488 1059 1023 86 45 3109 989 77 26 3108 990 127 3027 1484 1065 1025 53
M06-2X-D3 3104 1508 1120 1051 99 46 3193 1008 77 50 3192 1009 148 3104 1503 1126 1050 61
APF-D 3079 1490 1100 1038 89 46 3167 995 49 27 3166 997 118 3079 1486 1106 1039 50
B3LYP 3068 1497 1085 1036 29 15 3150 1005 24 48i 3150 1006 31 3068 1495 1086 1034 3
TPSS 3028 1487 1066 1023 37 23 3109 991 29 52i 3108 992 35 3028 1485 1069 1021 16
M06-2X 3104 1508 1120 1051 101 47 3193 1008 81 50 3192 1009 151 3104 1503 1126 1050 62
APF 3079 1490 1107 1039 40 24 3166 1001 31 43i 3165 1002 56 3079 1488 1110 1037 18
N12SX 3111 1505 1113 1050 66 34 3201 1009 36 35i 3200 1010 89 3111 1502 1117 1049 26
MN12SX 3044 1491 1116 1040 94 44 3139 1001 79 11i 3139 1002 148 3044 1487 1122 1039 45
VSXC 3035 1481 1072 1025 155 64 3118 994 80 132i 3119 996 209 3036 1475 1081 1033 90
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Table C23: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized (CH2S)2 Structure
IV with the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b1) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3112 3105 1500 1494 1099 1097 51 27i 3205 1015 1008 61 10i 3209 1010 1002 18 16i
B3LYP-D3(BJ) 3070 3065 1495 1491 1090 1087 52 10 3150 1033 1009 62 7 3153 1031 1004 28 6
TPSS-D3(BJ) 3030 3025 1484 1481 1071 1069 40 27 3107 1018 994 63 9 3111 1017 990 35 9i
B3LYP-D3 3063 3059 1495 1492 1088 1084 62 24 3144 1035 1010 73 13 3147 1033 1002 34 11
TPSS-D3 3026 3021 1484 1481 1069 1067 42 27 3103 1019 994 65 12 3107 1019 989 37 8i
M06-2X-D3 3108 3099 1504 1499 1128 1127 36 8 3189 1047 1012 77 19 3197 1043 1008 40 25
APF-D 3079 3074 1487 1484 1111 1109 46 31i 3162 1035 1001 62 12 3167 1033 998 31 8i
B3LYP 3068 3067 1495 1493 1088 1087 16 41i 3149 1034 1005 34 10 3151 1033 1005 27 22i
TPSS 3029 3027 1485 1483 1070 1069 23 36i 3108 1019 992 44 12 3110 1019 991 32 17i
M06-2X 3108 3099 1504 1499 1128 1127 36 7 3189 1047 1012 77 20 3197 1043 1008 40 25
APF 3079 3078 1488 1486 1111 1111 19 45i 3164 1035 1002 39 11 3167 1035 1001 29 21i
N12SX 3112 3106 1501 1497 1120 1118 42 36i 3197 1048 1010 58 14 3201 1046 1009 37 14i
MN12SX 3048 3038 1488 1485 1128 1124 57 34i 3134 1034 1009 75 11i 3143 1031 1001 28 29i
VSXC 3057 3024 1478 1474 1093 1081 91 147 3118 1041 1022 165 28 3145 1013 994 82 22
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Table C24: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/6-311+G(2df,2pd) optimized (CH2S)2 Structure
V with the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b2) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3112 3107 1501 1498 1098 1096 51 35 1011 1008 9 11i 3210 3206 1015 1008 49 14
B3LYP-D3(BJ) 3070 3068 1498 1493 1089 1087 53 16i 1039 1033 32 1i 3153 3152 1010 1003 47 10i
TPSS-D3(BJ) 3030 3028 1488 1483 1071 1070 42 24i 1024 1019 38 7 3111 3109 996 989 47 14i
B3LYP-D3 3063 3062 1499 1493 1086 1084 59 7 1041 1035 37 9 3147 3146 1010 1001 56 6
TPSS-D3 3025 3023 1487 1482 1068 1067 41 16i 1025 1020 40 10 3106 3105 994 987 49 13i
M06-2X-D3 3108 3101 1506 1503 1128 1126 32 39 1050 1046 33 17 3197 3190 1012 1005 61 37
APF-D 3079 3076 1490 1486 1110 1108 47 35 1040 1035 38 10 3167 3163 1003 995 52 12i
B3LYP 3068 3067 1497 1494 1088 1086 19 41 1037 1033 35 12 3151 3149 1008 1003 32 19i
TPSS 3029 3028 1487 1483 1070 1069 26 31 1022 1019 39 11 3110 3108 994 989 38 17i
M06-2X 3108 3101 1506 1503 1128 1126 32 40 1050 1046 33 17 3197 3190 1012 1006 61 38
APF 3080 3077 1490 1487 1111 1110 22 44 1038 1035 38 12 3167 3164 1004 999 37 19i
N12SX 3112 3108 1506 1501 1120 1118 48 41 1053 1048 44 14 3201 3198 1017 1007 54 14i
MN12SX 3048 3041 1492 1487 1126 1125 55 51i 1039 1034 38 16i 3143 3136 1008 1000 49 33i
VSXC 3055 3038 1485 1477 1088 1084 84 111i 1030 1026 43 9 3142 3129 1026 996 119 41
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Table C25: RMSD (in Å) of the DFT/6-311+G(2df,2pd) optimized (CH2O)2 structures with
respect to the MP2 reference structures.
I II III IV V
B3LYP-D3(BJ) 0.01 0.02 0.03 0.00 0.01
TPSS-D3(BJ) 0.05 0.04 0.06 0.05 0.06
B3LYP-D3 0.01 0.03 0.03 0.02 0.03
TPSS-D3 0.03 0.04 0.04 0.02 0.04
M06-2X-D3 0.02 0.10 0.08 0.04 0.04
APF-D 0.01 0.02 0.02 0.01 0.01
B3LYP 0.04 0.04 0.12 0.05 0.05
TPSS 0.03 0.07 0.17 0.10 0.11
M06-2X 0.02 0.10 0.09 0.04 0.04
APF 0.01 0.04 0.11 0.06 0.06
N12SX 0.01 0.02 0.02 0.02 0.02
MN12SX 0.02 0.10 0.03 0.04 0.04
VSXC 0.03 0.15 0.23 0.07 0.06
Table C26: Intermolecular separation (RCOM in Å) of the DFT/6-311+G(2df,2pd) optimized
(CH2O)2 structures.
I II III IV V
B3LYP-D3(BJ) 2.88 3.31 3.19 4.29 4.36
TPSS-D3(BJ) 2.78 3.38 3.30 4.38 4.47
B3LYP-D3 2.90 3.29 3.16 4.24 4.30
TPSS-D3 2.82 3.36 3.25 4.34 4.43
M06-2X-D3 2.84 3.13 3.06 4.20 4.27
APF-D 2.84 3.08 2.94 4.15 4.24
B3LYP 2.96 3.39 3.39 4.38 4.46
TPSS 2.83 3.47 3.48 4.49 4.58
M06-2X 2.84 3.13 3.06 4.20 4.27
APF 2.90 3.39 3.39 4.41 4.48
N12SX 2.87 3.27 3.19 4.25 4.31
MN12SX 2.89 3.18 3.09 4.22 4.28
VSXC 2.84 3.08 2.94 4.15 4.24
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Table C27: Binding energies (in kcal mol−1) of the DFT/6-311+G(2df,2pd) optimized
(CH2O)2 structures.
I II III IV V
B3LYP-D3(BJ) −4.93 −3.79 −2.67 −2.55 −2.41
TPSS-D3(BJ) −4.87 −3.34 −2.44 −2.32 −2.21
B3LYP-D3 −5.16 −4.10 −2.78 −2.82 −2.64
TPSS-D3 −5.09 −3.67 −2.58 −2.55 −2.40
M06-2X-D3 −5.44 −4.04 −2.87 −2.77 −2.61
APF-D −5.19 −3.92 −2.87 −2.59 −2.47
B3LYP −3.16 −2.49 −1.49 −1.81 −1.73
TPSS −3.38 −2.33 −1.54 −1.76 −1.68
M06-2X −5.41 −3.99 −2.83 −2.71 −2.55
APF −3.27 −2.48 −1.56 −1.77 −1.70
N12SX −4.18 −3.26 −1.89 −2.27 −2.15
MN12SX −4.71 −3.44 −2.48 −2.56 −2.38
VSXC −8.78 −7.44 −4.91 −4.67 −4.13
Table C28: MP2-F12/haTZ binding energies (in kcal mol−1) of the DFT/6-311+G(2df,2pd)
optimized (CH2O)2 structures.
I II III IV V
B3LYP-D3(BJ) −4.68 −3.60 −2.61 −2.44 −2.33
TPSS-D3(BJ) −4.55 −3.56 −2.53 −2.41 −2.29
B3LYP-D3 −4.67 −3.60 −2.63 −2.43 −2.32
TPSS-D3 −4.61 −3.57 −2.58 −2.43 −2.31
M06-2X-D3 −4.67 −3.43 −2.60 −2.41 −2.31
APF-D −4.69 −3.60 −2.64 −2.44 −2.33
B3LYP −4.61 −3.55 −2.43 −2.41 −2.30
TPSS −4.62 −3.45 −2.30 −2.32 −2.20
M06-2X −4.67 −3.43 −2.59 −2.41 −2.31
APF −4.68 −3.55 −2.44 −2.40 −2.28
N12SX −4.70 −3.61 −2.64 −2.44 −2.33
MN12SX −4.67 −3.47 −2.65 −2.41 −2.30
VSXC −4.62 −3.11 −2.02 −2.29 −2.23
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Table C29: CCSD(T)-F12/haTZ binding energies (in kcal mol−1) of the DFT/6-
311+G(2df,2pd) optimized (CH2O)2 structures.
I II III IV V
B3LYP-D3(BJ) −4.59 −3.78 −2.62 −2.54 −2.44
TPSS-D3(BJ) −4.41 −3.74 −2.55 −2.52 −2.40
B3LYP-D3 −4.60 −3.78 −2.63 −2.53 −2.43
TPSS-D3 −4.50 −3.75 −2.60 −2.54 −2.43
M06-2X-D3 −4.56 −3.61 −2.59 −2.51 −2.43
APF-D −4.60 −3.78 −2.63 −2.54 −2.44
B3LYP −4.57 −3.72 −2.43 −2.51 −2.40
TPSS −4.51 −3.61 −2.31 −2.42 −2.29
M06-2X −4.56 −3.61 −2.59 −2.51 −2.43
APF −4.61 −3.72 −2.44 −2.49 −2.38
N12SX −4.60 −3.79 −2.62 −2.55 −2.45
MN12SX −4.59 −3.64 −2.63 −2.52 −2.42
VSXC −4.52 −3.30 −2.03 −2.41 −2.36
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Table C30: RMSD (in Å) of the DFT/6-311+G(2df,2pd) optimized CH2O/CH2S structures
with respect to the MP2 reference structures.
I Ib II IVa IVb Va Vb
B3LYP-D3(BJ) 0.02 0.02 0.02 0.01 0.01 0.01 0.01
TPSS-D3(BJ) 0.09 0.10 0.02 0.06 0.02 0.06 0.08
B3LYP-D3 0.02 0.01 0.03 0.03 0.01 0.02 0.01
TPSS-D3 0.06 0.06 0.02 0.03 0.05 0.04 0.08
M06-2X-D3 0.01 0.02 0.14 0.03 0.04 0.03 0.03
APF-D 0.02 0.03 0.03 0.01 0.02 0.01 0.03
B3LYP 0.04 0.07 0.07 0.07 0.17 0.07 0.23
TPSS 0.07 0.07 0.08 0.13 0.21 0.12 0.23
M06-2X 0.01 0.02 0.14 0.03 0.04 0.03 0.03
APF 0.02 0.02 0.04 0.08 0.18 0.08 0.21
N12SX 0.02 0.01 0.02 0.01 0.01 0.01 0.02
MN12SX 0.02 0.03 0.17 0.04 0.02 0.03 0.02
VSXC 0.03 0.04 0.25 0.07 0.12 0.06 0.10
Table C31: Intermolecular separation (RCOM in Å) of the DFT/6-311+G(2df,2pd) optimized
CH2O/CH2S structures.
I Ib II IVa IVb Va Vb
B3LYP-D3(BJ) 3.09 3.26 3.65 4.88 4.59 4.90 4.79
TPSS-D3(BJ) 2.92 3.07 3.69 4.98 4.65 5.00 4.93
B3LYP-D3 3.16 3.32 3.68 4.81 4.62 4.83 4.76
TPSS-D3 2.99 3.15 3.72 4.92 4.70 4.95 4.94
M06-2X-D3 3.11 3.28 3.69 4.79 4.52 4.82 4.84
APF-D 3.08 3.24 3.65 4.86 4.65 4.88 4.84
B3LYP 3.20 3.46 3.79 5.01 4.94 5.02 5.24
TPSS 2.97 3.14 3.83 5.11 5.02 5.13 5.24
M06-2X 3.11 3.28 3.69 4.79 4.52 4.82 4.84
APF 3.08 3.33 3.76 5.02 4.96 5.03 5.20
N12SX 3.08 3.29 3.66 4.84 4.59 4.86 4.80
MN12SX 3.16 3.33 3.55 4.79 4.56 4.81 4.73
VSXC 3.08 3.20 3.36 4.71 4.36 4.77 4.58
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Table C32: Binding energies (in kcal mol−1) of the DFT/6-311+G(2df,2pd) optimized
CH2O/CH2S structures.
I Ib II IVa IVb Va Vb
B3LYP-D3(BJ) −5.55 −3.93 −3.85 −2.08 −1.49 −2.10 −1.22
TPSS-D3(BJ) −6.18 −4.49 −3.56 −2.02 −1.49 −2.03 −1.26
B3LYP-D3 −5.35 −3.93 −3.95 −2.30 −1.48 −2.31 −1.21
TPSS-D3 −5.86 −4.39 −3.73 −2.21 −1.49 −2.22 −1.27
M06-2X-D3 −5.26 −3.75 −3.52 −2.17 −1.11 −2.18 −0.88
APF-D −5.58 −4.15 −3.88 −2.18 −1.33 −2.21 −1.14
B3LYP −3.01 −1.73 −2.21 −1.37 −0.38 −1.40 −0.34
TPSS −4.00 −2.48 −2.24 −1.47 −0.65 −1.49 −0.59
M06-2X −5.22 −3.72 −3.46 −2.10 −1.06 −2.11 −0.83
APF −3.49 −2.02 −2.34 −1.40 −0.49 −1.45 −0.46
N12SX −4.24 −2.66 −2.94 −1.75 −0.63 −1.78 −0.44
MN12SX −4.85 −3.38 −3.17 −2.02 −0.89 −2.00 −0.63
VSXC −9.42 −7.84 −7.45 −3.99 −4.28 −3.77 −3.05
Table C33: MP2-F12/haTZ binding energies (in kcal mol−1) of the DFT/6-311+G(2df,2pd)
optimized CH2O/CH2S structures.
I Ib II IVa IVb Va Vb
B3LYP-D3(BJ) −4.81 −3.40 −3.47 −1.97 −1.26 −2.00 −1.09
TPSS-D3(BJ) −4.36 −2.99 −3.46 −1.94 −1.26 −1.97 −1.06
B3LYP-D3 −4.79 −3.39 −3.47 −1.96 −1.26 −1.99 −1.08
TPSS-D3 −4.60 −3.23 −3.45 −1.96 −1.25 −1.99 −1.05
M06-2X-D3 −4.81 −3.41 −3.40 −1.97 −1.23 −2.00 −1.07
APF-D −4.83 −3.41 −3.48 −1.98 −1.25 −2.01 −1.08
B3LYP −4.73 −3.26 −3.37 −1.92 −1.09 −1.95 −0.88
TPSS −4.54 −3.21 −3.32 −1.84 −1.04 −1.87 −0.88
M06-2X −4.81 −3.41 −3.40 −1.97 −1.23 −2.00 −1.07
APF −4.82 −3.41 −3.43 −1.91 −1.08 −1.95 −0.90
N12SX −4.84 −3.42 −3.49 −1.98 −1.26 −2.01 −1.08
MN12SX −4.81 −3.41 −3.33 −1.96 −1.25 −1.99 −1.08
VSXC −4.73 −3.33 −2.87 −1.86 −0.96 −1.93 −0.93
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Table C34: CCSD(T)-F12/haTZ binding energies (in kcal mol−1) of the DFT/6-
311+G(2df,2pd) optimized CH2O/CH2S structures.
I Ib II IVa IVb Va Vb
B3LYP-D3(BJ) −4.38 −3.09 −3.59 −2.06 −1.24 −2.10 −1.11
TPSS-D3(BJ) −3.65 −2.48 −3.59 −2.04 −1.25 −2.07 −1.09
B3LYP-D3 −4.44 −3.14 −3.59 −2.05 −1.24 −2.09 −1.11
TPSS-D3 −4.02 −2.84 −3.58 −2.06 −1.25 −2.09 −1.09
M06-2X-D3 −4.42 −3.11 −3.49 −2.05 −1.21 −2.10 −1.10
APF-D −4.39 −3.07 −3.59 −2.06 −1.25 −2.10 −1.11
B3LYP −4.43 −3.10 −3.50 −2.01 −1.11 −2.05 −0.91
TPSS −3.92 −2.81 −3.45 −1.93 −1.06 −1.96 −0.91
M06-2X −4.41 −3.11 −3.49 −2.05 −1.21 −2.10 −1.10
APF −4.38 −3.16 −3.55 −1.99 −1.10 −2.04 −0.93
N12SX −4.40 −3.14 −3.60 −2.07 −1.24 −2.11 −1.11
MN12SX −4.47 −3.16 −3.41 −2.05 −1.23 −2.09 −1.10
VSXC −4.31 −2.97 −2.89 −1.94 −0.91 −2.04 −0.95
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Table C35: RMSD (in Å) of the DFT/6-311+G(2df,2pd) optimized (CH2S)2 structures with
respect to the MP2 reference structures.
I II III IV V
B3LYP-D3(BJ) 0.03 0.05 0.02 0.01 0.02
TPSS-D3(BJ) 0.16 0.05 0.04 0.06 0.08
B3LYP-D3 0.03 0.04 0.03 0.01 0.01
TPSS-D3 0.10 0.06 0.03 0.07 0.09
M06-2X-D3 0.04 0.07 0.02 0.01 0.02
APF-D 0.02 0.03 0.03 0.04 0.04
B3LYP 0.07 0.15 0.43 0.28 0.24
TPSS 0.13 0.15 0.35 0.26 0.25
M06-2X 0.04 0.07 0.02 0.01 0.02
APF 0.04 0.10 0.28 0.25 0.22
N12SX 0.03 0.04 0.10 0.03 0.03
MN12SX 0.05 0.04 0.01 0.02 0.01
VSXC 0.02 0.12 0.13 0.11 0.07
Table C36: Intermolecular separation (RCOM in Å) of the DFT/6-311+G(2df,2pd) optimized
(CH2S)2 structures.
I II III IV V
B3LYP-D3(BJ) 3.35 4.01 4.12 5.17 5.25
TPSS-D3(BJ) 3.06 4.01 4.13 5.27 5.38
B3LYP-D3 3.49 4.07 4.17 5.18 5.23
TPSS-D3 3.18 4.07 4.16 5.29 5.39
M06-2X-D3 3.50 4.07 4.14 5.15 5.25
APF-D 3.36 4.01 4.12 5.23 5.29
B3LYP 3.58 4.18 4.84 5.71 5.70
TPSS 3.11 4.17 4.68 5.68 5.72
M06-2X 3.50 4.07 4.13 5.16 5.25
APF 3.32 4.12 4.60 5.66 5.65
N12SX 3.36 4.04 4.33 5.22 5.28
MN12SX 3.53 4.13 4.13 5.13 5.20
VSXC 3.42 4.10 3.88 4.94 5.08
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Table C37: Binding energies (in kcal mol−1) of the DFT/6-311+G(2df,2pd) optimized
(CH2S)2 structures.
I II III IV V
B3LYP-D3(BJ) −5.21 −3.89 −2.07 −1.34 −1.33
TPSS-D3(BJ) −7.23 −3.77 −2.12 −1.41 −1.39
B3LYP-D3 −4.53 −3.73 −1.88 −1.32 −1.32
TPSS-D3 −6.10 −3.70 −2.12 −1.40 −1.39
M06-2X-D3 −3.88 −3.19 −1.70 −0.90 −0.92
APF-D −5.06 −3.82 −2.04 −1.23 −1.27
B3LYP −1.78 −1.75 −0.25 −0.28 −0.35
TPSS −4.07 −1.99 −0.57 −0.59 −0.63
M06-2X −3.84 −3.14 −1.66 −0.84 −0.87
APF −2.67 −2.05 −0.49 −0.42 −0.50
N12SX −3.10 −2.50 −0.48 −0.44 −0.50
MN12SX −3.89 −2.85 −1.61 −0.78 −0.76
VSXC −8.66 −7.06 −5.04 −3.65 −3.05
Table C38: MP2-F12/haTZ binding energies (in kcal mol−1) of the DFT/6-311+G(2df,2pd)
optimized (CH2S)2 structures.
I II III IV V
B3LYP-D3(BJ) −4.13 −3.47 −1.99 −1.18 −1.23
TPSS-D3(BJ) −2.91 −3.47 −1.98 −1.16 −1.19
B3LYP-D3 −4.09 −3.47 −1.98 −1.18 −1.23
TPSS-D3 −3.60 −3.45 −1.98 −1.16 −1.18
M06-2X-D3 −4.11 −3.47 −2.00 −1.18 −1.23
APF-D −4.16 −3.49 −2.00 −1.17 −1.22
B3LYP −3.97 −3.27 −1.16 −0.87 −0.96
TPSS −3.26 −3.29 −1.34 −0.90 −0.95
M06-2X −4.12 −3.47 −2.00 −1.18 −1.23
APF −4.12 −3.40 −1.48 −0.90 −1.00
N12SX −4.17 −3.49 −1.87 −1.17 −1.22
MN12SX −4.10 −3.47 −2.01 −1.18 −1.23
VSXC −4.08 −3.32 −1.54 −0.97 −1.15
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Table C39: CCSD(T)-F12/haTZ binding energies (in kcal mol−1) of the DFT/6-
311+G(2df,2pd) optimized (CH2S)2 structures.
I II III IV V
B3LYP-D3(BJ) −2.91 −3.37 −1.52 −1.06 −1.15
TPSS-D3(BJ) −0.69 −3.37 −1.55 −1.07 −1.14
B3LYP-D3 −3.18 −3.38 −1.54 −1.06 −1.15
TPSS-D3 −1.87 −3.38 −1.54 −1.07 −1.13
M06-2X-D3 −3.21 −3.31 −1.51 −1.06 −1.15
APF-D −2.95 −3.37 −1.54 −1.07 −1.15
B3LYP −3.22 −3.24 −1.04 −0.84 −0.94
TPSS −1.28 −3.26 −1.19 −0.87 −0.93
M06-2X −3.21 −3.31 −1.50 −1.06 −1.15
APF −2.80 −3.34 −1.29 −0.87 −0.97
N12SX −2.97 −3.39 −1.53 −1.07 −1.15
MN12SX −3.26 −3.37 −1.54 −1.05 −1.15
VSXC −3.04 −3.15 −0.85 −0.77 −1.04
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Table C40: The average (AADs) and maximum absolute deviations (MADs) of the root
mean square deviation (RMSD), intermolecular separations (RCOM), DFT/haTZ binding
energies (EDFTbind ), and CCSD(T)-F12/haTZ binding energies (E
CC-F12
bind )
RMSD (Å) RCOM (Å) E
DFT
bind
(
kcal
mol
)
E
CC-F12
bind
(
kcal
mol
)
Method AAD MAD AAD MAD AAD MAD AAD MAD
(CH2O)2
B3LYP-D3(BJ) 0.01 0.04 0.02 0.05 0.14 0.19 0.01 0.01
TPSS-D3(BJ) 0.05 0.07 0.12 0.16 0.35 0.60 0.08 0.15
B3LYP-D3 0.02 0.03 0.03 0.04 0.16 0.41 0.01 0.01
TPSS-D3 0.03 0.05 0.08 0.11 0.22 0.28 0.04 0.07
M06-2X-D3 0.04 0.09 0.08 0.14 0.19 0.71 0.04 0.10
APF-D 0.01 0.03 0.01 0.02 0.15 0.40 0.01 0.02
B3LYP 0.05 0.13 0.13 0.26 1.20 1.58 0.08 0.21
TPSS 0.09 0.17 0.21 0.35 1.21 1.59 0.19 0.34
M06-2X 0.05 0.09 0.08 0.14 0.17 0.67 0.04 0.10
APF 0.06 0.12 0.14 0.26 0.19 1.52 0.09 0.20
N12SX 0.02 0.02 0.03 0.05 0.61 0.91 0.01 0.02
MN12SX 0.03 0.09 0.05 0.08 0.55 0.72 0.03 0.09
VSXC 0.09 0.25 0.13 0.20 2.59 3.94 0.26 0.62
CH2O/CH2S
B3LYP-D3(BJ) 0.01 0.02 0.03 0.04 0.35 1.00 0.01 0.03
TPSS-D3(BJ) 0.06 0.10 0.13 0.23 0.52 1.62 0.22 0.75
B3LYP-D3 0.02 0.02 0.02 0.04 0.32 0.80 0.01 0.03
TPSS-D3 0.05 0.08 0.11 0.16 0.39 1.30 0.10 0.38
M06-2X-D3 0.04 0.14 0.04 0.13 0.28 0.79 0.03 0.08
APF-D 0.02 0.03 0.03 0.06 0.32 1.02 0.01 0.05
B3LYP 0.11 0.23 0.21 0.46 1.12 1.53 0.08 0.20
TPSS 0.14 0.24 0.27 0.48 0.80 1.46 0.24 0.48
M06-2X 0.04 0.14 0.04 0.13 0.31 0.75 0.03 0.09
APF 0.09 0.21 0.18 0.43 0.96 1.35 0.09 0.18
N12SX 0.01 0.02 0.02 0.05 0.54 0.74 0.01 0.02
MN12SX 0.05 0.15 0.06 0.11 0.40 0.60 0.04 0.14
VSXC 0.10 0.24 0.16 0.31 3.16 5.07 0.23 0.64
(CH2S)2
B3LYP-D3(BJ) 0.02 0.06 0.04 0.07 0.65 2.03 0.04 0.18
TPSS-D3(BJ) 0.07 0.15 0.14 0.35 1.03 4.05 0.49 2.36
B3LYP-D3 0.02 0.05 0.03 0.08 0.44 1.35 0.03 0.10
TPSS-D3 0.07 0.10 0.12 0.24 0.79 2.92 0.26 1.22
M06-2X-D3 0.03 0.07 0.04 0.08 0.36 0.81 0.04 0.13
APF-D 0.03 0.04 0.06 0.08 0.55 1.89 0.04 0.15
B3LYP 0.21 0.47 0.42 0.71 1.23 1.70 0.25 0.49
TPSS 0.20 0.39 0.41 0.55 0.92 1.44 0.54 1.79
M06-2X 0.03 0.07 0.04 0.08 0.38 0.77 0.05 0.13
APF 0.17 0.32 0.34 0.57 0.90 1.38 0.21 0.34
N12SX 0.05 0.11 0.08 0.17 0.70 1.11 0.05 0.18
MN12SX 0.03 0.06 0.06 0.12 0.55 0.78 0.05 0.18
VSXC 0.08 0.14 0.15 0.29 3.64 5.95 0.29 0.73
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Table C41: Number of imaginary vibrational frequencies (ni) of the DFT/haTZ optimized
structures as the number of structures with a different number of imaginary modes from the
MP2 reference structures (δni).
(CH2O)2 I II III IV V δni
MP2 0 0 3 1 2 −
B3LYP-D3(BJ) 0 0 3 1 2 0
TPSS-D3(BJ) 0 0 3 1 2 0
B3LYP-D3 0 0 3 1 1 1
TPSS-D3 0 0 3 1 2 0
M06-2X-D3 0 0 3 1 2 0
APF-D 0 0 3 1 2 0
B3LYP 0 0 0 1 1 2
TPSS 0 0 3 1 1 1
M06-2X 0 0 3 1 1 1
APF 0 0 3 1 1 1
N12SX 0 0 3 1 1 1
MN12SX 0 0 3 1 1 1
VSXC 0 0 2 0 1 3
CH2O/CH2S Ia Ib II IVa IVb Va Vb δni
MP2 0 0 0 1 1 0 3 −
B3LYP-D3(BJ) 0 0 0 2 1 1 3 2
TPSS-D3(BJ) 0 0 0 2 2 2 3 3
B3LYP-D3 0 0 0 0 1 0 2 2
TPSS-D3 0 0 0 2 1 1 3 2
M06-2X-D3 0 0 0 0 0 0 1 3
APF-D 0 0 0 2 1 0 3 1
B3LYP 0 0 0 1 1 1 2 2
TPSS 0 0 0 1 1 0 3 0
M06-2X 0 0 0 0 0 0 1 3
APF 0 0 0 1 1 1 2 2
N12SX 0 0 0 1 1 0 2 1
MN12SX 0 0 0 2 2 2 3 3
VSXC 0 0 0 0 0 2 3 3
(CH2S)2 I II III IV V δni
MP2 0 0 0 3 1 −
B3LYP-D3(BJ) 0 0 0 2 3 2
TPSS-D3(BJ) 0 0 0 3 3 1
B3LYP-D3 0 0 1 0 2 3
TPSS-D3 0 0 0 2 3 2
M06-2X-D3 0 0 0 0 0 2
APF-D 0 0 1 4 2 3
B3LYP 0 0 3 2 1 2
TPSS 0 0 2 3 2 2
M06-2X 0 0 0 0 0 2
APF 0 0 2 2 1 2
N12SX 0 0 1 2 1 2
MN12SX 0 0 1 4 4 3
VSXC 0 1 1 1 2 4
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Table C42: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ opti-
mized CH2O and CH2S monomers with the irreducible representations of the dimer modes
in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(b1) ν5(b2) ν6(b2)
CH2O
MP2 2974 1754 1544 1202 3050 1271
B3LYP-D3(BJ) 2884 1814 1531 1199 2940 1264
TPSS-D3(BJ) 2846 1765 1518 1177 2895 1247
B3LYP-D3 2876 1812 1529 1200 2933 1262
TPSS-D3 2840 1764 1516 1177 2889 1245
M06-2X-D3 2946 1868 1541 1218 3017 1275
APF-D 2897 1841 1528 1201 2956 1262
B3LYP 2884 1814 1531 1200 2940 1264
TPSS 2846 1765 1518 1177 2895 1246
M06-2X 2946 1868 1541 1218 3017 1275
APF 2897 1841 1528 1201 2956 1262
N12SX 2934 1853 1543 1215 3001 1277
MN12SX 2886 1869 1530 1197 2963 1265
VSXC 2856 1791 1519 1184 2907 1248
CH2S
MP2 3109 1501 1097 1007 3205 1010
B3LYP-D3(BJ) 3063 1494 1087 1029 3145 1005
TPSS-D3(BJ) 3022 1485 1070 1014 3101 992
B3LYP-D3 3057 1493 1084 1030 3138 1003
TPSS-D3 3017 1484 1067 1015 3097 990
M06-2X-D3 3103 1503 1127 1042 3190 1008
APF-D 3071 1486 1108 1030 3157 997
B3LYP 3063 1494 1086 1029 3144 1005
TPSS 3022 1485 1069 1014 3101 992
M06-2X 3103 1503 1127 1042 3190 1008
APF 3073 1488 1110 1030 3159 1001
N12SX 3103 1503 1119 1045 3192 1011
MN12SX 3042 1486 1123 1030 3137 1000
VSXC 3051 1480 1086 1020 3135 994
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Table C43: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized (CH2O)2 Structure I with the
irreducible representations of the dimer modes in parentheses.
Method ν1(a
′) ν2(a
′) ν3(a
′) ν4(a
′) ν5(a
′) ν6(a
′) ν7(a
′) ν8(a
′) ν9(a
′) ν10(a
′) ν11(a
′) ν12(a
′) ν13(a
′′) ν14(a
′′) ν15(a
′′) ν16(a
′′) ν17(a
′′) ν18(a
′′)
MP2 3078 2994 2989 1753 1744 1546 1541 1279 1196 209 159 118 3073 1270 1213 298 196 90
B3LYP-D3(BJ) 2984 2913 2910 1802 1788 1531 1525 1272 1187 221 162 118 2973 1262 1213 302 211 99
TPSS-D3(BJ) 2948 2877 2876 1747 1728 1514 1503 1252 1152 248 180 114 2929 1242 1189 366 241 112
B3LYP-D3 2977 2906 2902 1801 1787 1530 1527 1273 1187 225 161 125 2966 1260 1214 279 201 97
TPSS-D3 2941 2871 2870 1748 1730 1513 1506 1252 1155 238 175 113 2923 1241 1189 346 228 106
M06-2X-D3 3049 2970 2964 1856 1843 1542 1537 1285 1210 232 185 141 3044 1273 1231 314 207 95
APF-D 2997 2924 2920 1828 1815 1528 1522 1271 1189 221 173 128 2987 1261 1214 297 207 96
B3LYP 2980 2910 2906 1803 1791 1531 1525 1271 1190 198 137 99 2970 1262 1212 263 193 94
TPSS 2945 2874 2874 1749 1732 1515 1505 1251 1155 231 163 99 2927 1243 1189 338 228 107
M06-2X 3049 2970 2964 1856 1843 1542 1537 1285 1210 232 186 141 3045 1273 1231 315 207 95
APF 2994 2922 2918 1828 1815 1528 1521 1269 1189 207 148 98 2985 1261 1214 287 203 96
N12SX 3038 2961 2956 1840 1826 1543 1536 1285 1203 219 162 120 3030 1275 1229 294 212 102
MN12SX 2995 2903 2903 1857 1845 1530 1525 1274 1190 212 166 126 2982 1262 1208 288 186 87
VSXC 2959 2887 2881 1773 1760 1519 1513 1259 1161 261 202 144 2934 1241 1192 340 200 81
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Table C44: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized (CH2O)2 Structure II with the
irreducible representations of the dimer modes in parentheses.
Method ν1(ag) ν2(ag) ν3(ag) ν4(ag) ν5(ag) ν6(ag) ν7(ag) ν8(au) ν9(au) ν10(au) ν11(bg) ν12(bg) ν13(bu) ν14(bu) ν15(bu) ν16(bu) ν17(bu) ν18(bu)
MP2 3085 2983 1735 1542 1280 125 64 1218 89 61 1217 93 3083 2981 1748 1542 1279 140
B3LYP-D3(BJ) 2989 2894 1787 1529 1276 129 75 1217 91 64 1217 82 2986 2891 1804 1530 1275 139
TPSS-D3(BJ) 2938 2853 1740 1517 1257 106 71 1192 82 61 1192 76 2934 2850 1756 1517 1257 111
B3LYP-D3 2985 2887 1785 1529 1276 147 69 1218 93 65 1218 84 2981 2884 1802 1531 1274 167
TPSS-D3 2935 2848 1738 1516 1257 119 73 1193 84 62 1193 78 2930 2844 1755 1516 1256 129
M06-2X-D3 3057 2956 1845 1530 1282 152 88 1233 94 61 1232 72 3055 2954 1858 1535 1280 168
APF-D 3003 2906 1816 1524 1274 134 69 1218 84 63 1217 77 2999 2903 1831 1527 1272 151
B3LYP 2982 2894 1790 1529 1274 110 71 1215 94 66 1215 93 2979 2891 1805 1530 1273 113
TPSS 2933 2853 1743 1517 1256 95 64 1190 84 62 1190 84 2930 2850 1757 1517 1255 89
M06-2X 3057 2955 1845 1530 1282 151 88 1233 94 61 1232 72 3055 2954 1858 1535 1280 168
APF 2994 2906 1817 1526 1272 104 68 1216 91 65 1216 94 2991 2903 1832 1527 1272 109
N12SX 3043 2944 1826 1539 1289 132 73 1232 104 69 1232 99 3040 2942 1842 1541 1288 145
MN12SX 2999 2894 1847 1520 1272 153 88 1210 78 60 1209 56 2998 2893 1860 1525 1270 165
VSXC 2952 2866 1769 1508 1255 218 148 1195 111 46 1194 69 2952 2865 1781 1516 1252 221
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Table C45: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized (CH2O)2 Structure III with the
irreducible representations of the dimer modes in parentheses.
Method ν1(ag) ν2(ag) ν3(ag) ν4(ag) ν5(ag) ν6(ag) ν7(au) ν8(au) ν9(au) ν10(au) ν11(bg) ν12(bg) ν13(bg) ν14(bu) ν15(bu) ν16(bu) ν17(bu) ν18(bu)
MP2 2984 1757 1548 1204 86 72 3065 1272 55 93i 3064 1272 135i 2986 1755 1546 1203 38i
B3LYP-D3(BJ) 2898 1808 1534 1204 87 78 2961 1265 54 95i 2959 1265 131i 2900 1810 1533 1203 29i
TPSS-D3(BJ) 2857 1760 1520 1180 73 68 2914 1247 50 88i 2912 1248 119i 2860 1762 1519 1180 19i
B3LYP-D3 2891 1806 1532 1204 94 80 2955 1263 56 105i 2953 1263 142i 2894 1809 1531 1204 31i
TPSS-D3 2853 1759 1519 1180 75 71 2910 1246 51 105i 2908 1247 136i 2855 1760 1518 1180 30i
M06-2X-D3 2957 1859 1544 1221 92 82 3036 1275 57 101i 3034 1276 148i 2960 1862 1542 1220 36i
APF-D 2910 1835 1531 1205 89 78 2976 1263 56 103i 2974 1264 138i 2913 1837 1530 1204 25i
B3LYP 2895 1809 1533 1203 72 55 2957 1264 53 77i 2955 1265 99i 2897 1810 1532 1202 40i
TPSS 2855 1761 1520 1179 66 51 2910 1247 49 72i 2909 1248 91i 2857 1762 1519 1179 29i
M06-2X 2958 1859 1544 1221 93 82 3036 1275 58 100i 3034 1276 148i 2960 1862 1543 1220 33i
APF 2907 1835 1530 1204 71 54 2972 1263 52 76i 2970 1264 96i 2909 1837 1529 1204 35i
N12SX 2947 1847 1546 1218 81 78 3019 1278 59 106i 3018 1279 134i 2949 1848 1545 1217 50i
MN12SX 2894 1861 1532 1200 93 74 2977 1264 53 112i 2975 1265 151i 2896 1863 1531 1199 41i
VSXC 2863 1774 1517 1180 145 73 2923 1242 66 157i 2919 1244 202i 2867 1780 1516 1177 118
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Table C46: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized (CH2O)2 Structure IV with the
irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b1) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 2989 2984 1753 1751 1545 1533 84 62 3074 1259 1206 107 36 3065 1272 1210 51 20i
B3LYP-D3(BJ) 2903 2896 1811 1808 1532 1519 84 65 2970 1249 1203 103 37 2958 1265 1209 47 18i
TPSS-D3(BJ) 2863 2856 1762 1760 1519 1509 66 58 2921 1235 1180 93 34 2912 1247 1185 41 17i
B3LYP-D3 2897 2889 1809 1807 1530 1518 101 74 2964 1249 1204 123 39 2952 1263 1211 52 13i
TPSS-D3 2858 2851 1760 1759 1517 1506 73 65 2917 1233 1180 102 35 2908 1246 1186 44 14i
M06-2X-D3 2960 2957 1864 1861 1541 1529 90 75 3041 1265 1222 133 40 3035 1276 1226 53 14i
APF-D 2915 2908 1838 1835 1529 1517 84 60 2984 1250 1205 109 36 2973 1263 1210 45 17i
B3LYP 2902 2895 1810 1807 1532 1520 66 54 2968 1250 1203 84 38 2957 1264 1208 47 8i
TPSS 2862 2856 1762 1760 1519 1510 53 47 2919 1236 1180 77 35 2911 1247 1184 41 9i
M06-2X 2960 2957 1864 1861 1541 1529 90 75 3041 1265 1222 133 41 3035 1276 1226 53 14i
APF 2913 2907 1838 1834 1528 1518 60 45 2980 1250 1205 80 37 2972 1263 1209 43 8i
N12SX 2952 2946 1849 1846 1544 1529 88 62 3028 1261 1219 107 41 3018 1278 1225 53 9i
MN12SX 2897 2895 1866 1863 1530 1518 94 57 2983 1251 1201 128 38 2979 1265 1204 45 13i
VSXC 2874 2857 1788 1781 1518 1508 126 134 2923 1254 1185 229 50 2936 1248 1188 85 13
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Table C47: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized (CH2O)2 Structure V with the
irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b2) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 2991 2983 1754 1751 1546 1535 81 54i 1213 1206 44 17i 3075 3064 1272 1258 81 32
B3LYP-D3(BJ) 2905 2894 1812 1807 1532 1522 80 59i 1212 1204 45 12i 2971 2956 1265 1249 74 22
TPSS-D3(BJ) 2864 2855 1764 1759 1519 1511 64 53i 1187 1181 41 11i 2921 2910 1248 1235 66 18
B3LYP-D3 2899 2887 1811 1805 1530 1520 94 65i 1214 1205 48 4 2966 2950 1263 1247 88 25
TPSS-D3 2859 2850 1763 1758 1518 1509 71 57i 1189 1181 43 6i 2917 2905 1246 1233 74 19
M06-2X-D3 2961 2956 1865 1860 1542 1531 80 54i 1230 1222 50 1i 3041 3033 1276 1262 98 28
APF-D 2916 2907 1839 1834 1529 1520 81 53i 1213 1205 45 10i 2985 2972 1264 1249 83 23
B3LYP 2903 2894 1812 1807 1532 1523 63 46i 1211 1204 49 9 2968 2956 1265 1250 58 26
TPSS 2862 2855 1763 1759 1519 1512 52 42i 1186 1180 44 7 2919 2909 1248 1236 55 22
M06-2X 2961 2956 1865 1860 1542 1531 80 54i 1230 1222 51 3 3041 3033 1276 1262 98 28
APF 2913 2906 1839 1834 1529 1520 58 38i 1212 1205 48 9 2980 2970 1263 1250 58 24
N12SX 2954 2945 1850 1845 1544 1532 83 52i 1228 1220 53 11 3029 3017 1278 1260 74 30
MN12SX 2898 2894 1867 1861 1530 1521 91 67i 1208 1201 50 6 2983 2977 1265 1250 99 20
VSXC 2870 2863 1788 1784 1519 1512 119 108i 1194 1188 50 13 2930 2928 1250 1247 180 44
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Table C48: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized CH2O/CH2S Structure Ia with
the irreducible representations of the dimer modes in parentheses.
Method ν1(a
′) ν2(a
′) ν3(a
′) ν4(a
′) ν5(a
′) ν6(a
′) ν7(a
′) ν8(a
′) ν9(a
′) ν10(a
′) ν11(a
′) ν12(a
′) ν13(a
′′) ν14(a
′′) ν15(a
′′) ν16(a
′′) ν17(a
′′) ν18(a
′′)
MP2 3208 3101 2989 1743 1541 1497 1182 1101 1020 191 168 100 3069 1268 1024 323 246 72
B3LYP-D3(BJ) 3157 3059 2914 1775 1526 1486 1162 1085 1013 214 178 107 2973 1258 1048 358 268 85
TPSS-D3(BJ) 3118 3001 2878 1702 1501 1459 1105 1067 993 262 203 119 2928 1233 1030 473 309 108
B3LYP-D3 3151 3057 2905 1779 1525 1490 1169 1081 1013 204 168 104 2965 1258 1048 321 247 80
TPSS-D3 3112 3005 2871 1709 1502 1465 1118 1064 993 244 185 109 2922 1234 1030 436 291 99
M06-2X-D3 3196 3098 2967 1839 1538 1497 1195 1123 1017 201 182 120 3041 1271 1060 335 251 75
APF-D 3169 3067 2923 1801 1522 1478 1164 1107 1007 211 182 111 2986 1257 1048 355 264 83
B3LYP 3155 3061 2909 1783 1528 1489 1173 1083 1013 184 146 84 2970 1260 1047 298 238 79
TPSS 3116 3005 2876 1708 1503 1462 1112 1066 993 246 187 106 2927 1235 1030 442 297 104
M06-2X 3196 3098 2967 1839 1538 1497 1195 1123 1017 202 183 120 3042 1271 1060 336 251 75
APF 3168 3065 2923 1799 1522 1477 1163 1107 1007 209 169 91 2985 1257 1049 360 269 86
N12SX 3200 3096 2961 1813 1538 1493 1179 1116 1018 210 176 99 3030 1272 1065 353 271 88
MN12SX 3148 3044 2901 1841 1527 1480 1176 1118 1009 191 168 109 2981 1260 1046 310 228 71
VSXC 3152 3058 2878 1753 1509 1479 1143 1079 1003 228 197 125 2931 1237 1030 380 231 66
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Table C49: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized CH2O/CH2S Structure Ib with
the irreducible representations of the dimer modes in parentheses.
Method ν1(a
′) ν2(a
′) ν3(a
′) ν4(a
′) ν5(a
′) ν6(a
′) ν7(a
′) ν8(a
′) ν9(a
′) ν10(a
′) ν11(a
′) ν12(a
′) ν13(a
′′) ν14(a
′′) ν15(a
′′) ν16(a
′′) ν17(a
′′) ν18(a
′′)
MP2 3123 3058 2973 1751 1537 1502 1270 1099 1009 181 134 72 3220 1204 1008 242 167 66
B3LYP-D3(BJ) 3085 2964 2895 1805 1520 1494 1263 1069 1024 202 138 83 3169 1205 999 257 187 80
TPSS-D3(BJ) 3046 2934 2837 1748 1492 1480 1238 1039 994 259 159 100 3128 1177 983 367 247 109
B3LYP-D3 3079 2958 2891 1804 1522 1494 1263 1067 1025 194 141 85 3162 1206 997 231 170 75
TPSS-D3 3041 2924 2842 1749 1496 1481 1238 1041 998 233 151 86 3123 1179 983 329 226 97
M06-2X-D3 3119 3032 2952 1860 1533 1502 1275 1112 1043 198 152 85 3208 1221 1001 244 167 72
APF-D 3088 2977 2903 1832 1515 1483 1260 1084 1025 208 153 88 3176 1205 983 265 194 80
B3LYP 3081 2960 2895 1806 1525 1495 1264 1073 1028 151 105 50 3165 1205 1000 185 145 66
TPSS 3044 2928 2843 1750 1496 1482 1239 1042 997 233 140 79 3126 1178 984 325 228 100
M06-2X 3119 3032 2952 1860 1533 1502 1275 1112 1043 198 153 86 3208 1221 1001 245 168 72
APF 3092 2974 2903 1832 1517 1487 1261 1093 1027 178 117 57 3180 1206 996 224 173 74
N12SX 3123 3020 2943 1844 1534 1503 1277 1102 1041 190 132 73 3213 1221 1005 235 180 78
MN12SX 3055 2979 2894 1860 1523 1485 1266 1107 1032 186 140 81 3152 1200 994 239 158 65
VSXC 3064 2942 2876 1774 1510 1475 1247 1067 1008 240 176 104 3148 1182 985 310 168 72
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Table C50: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized CH2O/CH2S Structure II with
the irreducible representations of the dimer modes in parentheses.
Method ν1(a
′) ν2(a
′) ν3(a
′) ν4(a
′) ν5(a
′) ν6(a
′) ν7(a
′) ν8(a
′) ν9(a
′) ν10(a
′) ν11(a
′) ν12(a
′) ν13(a
′) ν14(a
′′) ν15(a
′′) ν16(a
′′) ν17(a
′′) ν18(a
′′)
MP2 3215 3109 3073 2980 1743 1544 1503 1278 1096 1026 130 92 43 1213 1031 162 71 46
B3LYP-D3(BJ) 3162 3066 2975 2892 1797 1532 1496 1275 1080 1021 133 104 65 1214 1054 154 66 49
TPSS-D3(BJ) 3115 3022 2925 2850 1748 1518 1485 1257 1063 1006 110 88 66 1190 1037 141 63 49
B3LYP-D3 3157 3061 2968 2885 1796 1531 1499 1274 1077 1020 145 113 61 1215 1055 152 72 50
TPSS-D3 3111 3019 2920 2845 1748 1518 1486 1256 1061 1005 121 97 66 1191 1038 140 67 50
M06-2X-D3 3195 3100 3037 2950 1851 1547 1514 1286 1120 1023 145 108 68 1230 1065 159 91 45
APF-D 3173 3074 2987 2903 1824 1528 1488 1273 1102 1014 136 104 59 1215 1055 151 72 51
B3LYP 3159 3065 2969 2894 1800 1530 1496 1271 1080 1019 108 79 57 1211 1052 159 74 53
TPSS 3113 3022 2923 2853 1752 1518 1485 1254 1063 1004 90 76 50 1187 1035 146 70 52
M06-2X 3195 3100 3037 2950 1851 1547 1514 1286 1120 1023 145 108 68 1230 1065 159 91 45
APF 3170 3073 2982 2904 1826 1527 1489 1270 1104 1015 105 77 58 1213 1053 158 79 53
N12SX 3204 3104 3029 2942 1836 1543 1505 1287 1113 1027 136 96 61 1229 1071 170 83 57
MN12SX 3160 3049 2988 2893 1856 1524 1474 1269 1117 1009 149 121 62 1206 1049 146 50 49
VSXC 3160 3062 2940 2867 1778 1511 1467 1251 1081 1003 201 190 118 1192 1034 159 94 32
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Table C51: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized CH2O/CH2S Structure IVa with
the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b1) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3123 2982 1753 1544 1491 1098 69 24i 3222 1206 996 50 28 3062 1271 1019 47 9
B3LYP-D3(BJ) 3081 2894 1811 1531 1487 1083 68 25i 3165 1203 988 45 24 2955 1264 1042 42 10i
TPSS-D3(BJ) 3037 2855 1762 1518 1480 1066 56 26i 3120 1180 979 44 24 2910 1247 1025 37 11i
B3LYP-D3 3076 2887 1809 1529 1486 1080 80 6 3160 1204 986 57 28 2949 1262 1045 48 7
TPSS-D3 3033 2850 1761 1517 1478 1064 61 17i 3116 1181 976 51 25 2905 1246 1027 40 8i
M06-2X-D3 3115 2955 1864 1541 1495 1122 63 23 3205 1221 993 73 35 3031 1276 1055 48 15
APF-D 3084 2906 1837 1528 1477 1100 69 28i 3173 1205 975 51 28 2971 1263 1043 42 6i
B3LYP 3078 2893 1810 1531 1488 1082 50 28i 3162 1203 988 39 10 2954 1264 1041 42 11
TPSS 3036 2854 1762 1518 1481 1065 44 29i 3118 1180 979 39 20 2908 1247 1025 38 6
M06-2X 3115 2955 1864 1541 1495 1122 63 23 3205 1221 994 73 35 3031 1276 1055 48 16
APF 3087 2905 1838 1528 1482 1105 46 33i 3175 1205 986 37 11 2969 1263 1042 39 9
N12SX 3120 2944 1849 1544 1495 1114 71 28i 3211 1219 994 49 30 3015 1278 1059 48 11
MN12SX 3052 2894 1865 1529 1477 1118 74 42i 3150 1201 984 59 25 2976 1265 1041 37 19i
VSXC 3051 2872 1782 1517 1474 1085 106 87 3140 1186 1011 151 39 2932 1248 1029 77 4
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Table C52: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized CH2O/CH2S Structure IVb
with the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b1) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3113 2965 1754 1539 1500 1099 60 87 3047 1271 1009 99 5 3211 1198 1009 20 17i
B3LYP-D3(BJ) 3069 2880 1814 1526 1493 1087 64 106 2944 1263 1030 101 9 3153 1197 1004 27 14i
TPSS-D3(BJ) 3028 2842 1765 1513 1483 1069 43 101 2896 1245 1014 92 7i 3110 1174 990 27 18i
B3LYP-D3 3062 2873 1812 1529 1492 1084 78 101 2937 1265 1032 113 13 3146 1198 1002 29 11i
TPSS-D3 3023 2837 1764 1514 1483 1067 51 94 2892 1245 1015 95 6 3105 1175 989 26 18i
M06-2X-D3 3108 2932 1869 1535 1501 1127 71 118 3012 1279 1044 134 20 3198 1212 1006 47 20
APF-D 3077 2893 1841 1524 1485 1108 57 88 2958 1263 1032 96 9 3165 1199 996 20 16i
B3LYP 3067 2885 1813 1528 1494 1086 29 57 2945 1262 1031 56 9 3151 1199 1004 18 24i
TPSS 3026 2847 1764 1516 1484 1069 27 51 2899 1245 1015 57 4 3108 1176 991 17 23i
M06-2X 3108 2932 1869 1535 1501 1127 71 118 3012 1279 1044 134 20 3198 1212 1006 47 20
APF 3077 2897 1840 1525 1487 1110 25 46 2959 1261 1032 56 7 3165 1201 1000 16 26i
N12SX 3109 2929 1853 1540 1502 1119 65 95 3002 1279 1046 109 17 3200 1213 1009 31 12i
MN12SX 3047 2873 1870 1525 1483 1122 73 99 2956 1267 1030 124 22i 3146 1192 998 27 31i
VSXC 3061 2827 1796 1516 1476 1081 115 225 2892 1273 1015 244 29 3148 1168 990 94 24
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Table C53: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized CH2O/CH2S Structure Va with
the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b1) ν13(b2) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3123 2982 1753 1545 1494 1097 70 25 1205 1023 44 4 3222 3062 1271 995 47 30
B3LYP-D3(BJ) 3068 2888 1812 1532 1494 1087 57 77i 1205 1031 11 8i 3152 2950 1263 1004 52 30i
TPSS-D3(BJ) 3026 2849 1763 1519 1484 1070 46 67i 1181 1016 12 10i 3108 2903 1247 991 48 28i
B3LYP-D3 3061 2881 1810 1531 1493 1084 65 78i 1206 1033 21 4 3145 2943 1262 1002 62 27i
TPSS-D3 3022 2843 1762 1518 1483 1068 46 64i 1182 1017 18 7i 3104 2897 1245 990 49 27i
M06-2X-D3 3107 2943 1866 1541 1502 1127 43 59i 1222 1045 23 15 3197 3018 1277 1006 68 19
APF-D 3076 2899 1839 1529 1486 1108 50 60i 1206 1033 18 5i 3164 2963 1262 997 54 28i
B3LYP 3067 2887 1812 1531 1494 1086 19 23i 1203 1031 20 6 3150 2946 1262 1004 18 26i
TPSS 3026 2849 1763 1518 1484 1069 27 33i 1180 1016 19 5i 3107 2901 1246 991 31 25i
M06-2X 3107 2943 1866 1541 1502 1127 43 59i 1222 1045 23 15 3196 3018 1277 1006 68 19
APF 3077 2899 1839 1528 1487 1110 22 18i 1204 1032 20 4 3165 2961 1262 1000 28 26i
N12SX 3108 2935 1850 1542 1502 1119 47 60i 1220 1047 27 10 3198 3006 1273 1010 32 31i
MN12SX 3046 2881 1867 1530 1484 1122 59 86i 1201 1031 20 25i 3145 2962 1264 998 63 49i
VSXC 3057 2847 1789 1522 1479 1084 97 166i 1186 1023 25 9i 3143 2910 1263 993 158 19i
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Table C54: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized CH2O/CH2S Structure Vb with
the irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b1) ν13(b2) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3113 2972 1752 1543 1500 1099 53 61i 1205 1009 3 16i 3211 3052 1270 1010 58 26i
B3LYP-D3(BJ) 3068 2888 1812 1532 1494 1087 57 77i 1205 1031 11 8i 3152 2950 1263 1004 52 30i
TPSS-D3(BJ) 3026 2849 1763 1519 1484 1070 46 67i 1181 1016 12 10i 3108 2903 1247 991 48 28i
B3LYP-D3 3061 2881 1810 1531 1493 1084 65 78i 1206 1033 21 4 3145 2943 1262 1002 62 27i
TPSS-D3 3022 2843 1762 1518 1483 1068 46 64i 1182 1017 18 7i 3104 2897 1245 990 49 27i
M06-2X-D3 3107 2943 1866 1541 1502 1127 43 59i 1222 1045 23 15 3197 3018 1277 1006 68 19
APF-D 3076 2899 1839 1529 1486 1108 50 60i 1206 1033 18 5i 3164 2963 1262 997 54 28i
B3LYP 3067 2887 1812 1531 1494 1086 19 23i 1203 1031 20 6 3150 2946 1262 1004 18 26i
TPSS 3026 2849 1763 1518 1484 1069 27 33i 1180 1016 19 5i 3107 2901 1246 991 31 25i
M06-2X 3107 2943 1866 1541 1502 1127 43 59i 1222 1045 23 15 3196 3018 1277 1006 68 19
APF 3077 2899 1839 1528 1487 1110 22 18i 1204 1032 20 4 3165 2961 1262 1000 28 26i
N12SX 3108 2935 1850 1542 1502 1119 47 60i 1220 1047 27 10 3198 3006 1273 1010 32 31i
MN12SX 3046 2881 1867 1530 1484 1122 59 86i 1201 1031 20 25i 3145 2962 1264 998 63 49i
VSXC 3057 2847 1789 1522 1479 1084 97 166i 1186 1023 25 9i 3143 2910 1263 993 158 19i
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Table C55: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized (CH2S)2 Structure I with the
irreducible representations of the dimer modes in parentheses.
Method ν1(a
′) ν2(a
′) ν3(a
′) ν4(a
′) ν5(a
′) ν6(a
′) ν7(a
′) ν8(a
′) ν9(a
′) ν10(a
′) ν11(a
′) ν12(a
′) ν13(a
′′) ν14(a
′′) ν15(a
′′) ν16(a
′′) ν17(a
′′) ν18(a
′′)
MP2 3193 3118 3067 1497 1487 1107 1089 1006 989 189 148 73 3215 1009 1007 333 240 55
B3LYP-D3(BJ) 3147 3084 3017 1488 1476 1091 1049 1000 986 214 165 86 3168 1034 996 393 273 73
TPSS-D3(BJ) 3123 3040 2883 1461 1436 1067 1002 971 927 299 222 104 3118 998 971 622 351 122
B3LYP-D3 3140 3077 3033 1490 1480 1086 1054 1004 996 187 148 80 3161 1036 996 323 239 61
TPSS-D3 3110 3037 2912 1467 1445 1068 1011 975 943 266 196 95 3117 1008 974 539 324 105
M06-2X-D3 3186 3115 3085 1499 1493 1128 1103 1028 1004 181 153 83 3204 1046 1002 300 219 55
APF-D 3157 3081 3019 1473 1465 1113 1059 997 985 212 169 86 3169 1034 969 390 275 71
B3LYP 3144 3080 3043 1491 1483 1088 1060 1007 1000 163 120 56 3164 1036 999 274 218 57
TPSS 3118 3041 2899 1464 1440 1068 1006 973 933 280 207 94 3119 1003 973 580 338 115
M06-2X 3186 3115 3085 1499 1493 1128 1103 1028 1004 182 154 83 3204 1046 1002 300 219 55
APF 3158 3091 3006 1479 1463 1114 1065 995 982 221 167 69 3179 1035 992 421 292 80
N12SX 3190 3122 3055 1496 1483 1122 1079 1010 998 211 162 68 3213 1052 1002 393 281 76
MN12SX 3138 3052 3032 1482 1475 1122 1097 1015 997 177 143 79 3150 1034 994 303 208 46
VSXC 3143 3060 3041 1472 1469 1082 1056 990 982 208 177 93 3143 1017 983 375 204 63
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Table C56: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized (CH2S)2 Structure II with the
irreducible representations of the dimer modes in parentheses.
Method ν1(ag) ν2(ag) ν3(ag) ν4(ag) ν5(ag) ν6(ag) ν7(ag) ν8(au) ν9(au) ν10(au) ν11(bg) ν12(bg) ν13(bu) ν14(bu) ν15(bu) ν16(bu) ν17(bu) ν18(bu)
MP2 3203 3100 1515 1097 1023 88 58 1027 113 35 1022 154 3203 3099 1503 1094 1022 105
B3LYP-D3(BJ) 3152 3060 1503 1082 1018 99 59 1051 105 38 1047 135 3149 3057 1497 1080 1019 109
TPSS-D3(BJ) 3105 3013 1490 1064 1004 86 61 1036 98 41 1032 120 3102 3008 1486 1063 1006 97
B3LYP-D3 3147 3056 1505 1078 1016 99 58 1051 106 39 1047 138 3144 3053 1497 1077 1015 112
TPSS-D3 3102 3012 1491 1062 1002 90 61 1035 98 41 1032 124 3099 3007 1486 1061 1003 97
M06-2X-D3 3186 3094 1525 1121 1021 121 81 1061 111 37 1055 153 3188 3094 1503 1120 1015 121
APF-D 3160 3064 1496 1102 1010 98 62 1052 107 41 1048 145 3158 3060 1488 1100 1009 111
B3LYP 3152 3062 1499 1082 1015 71 52 1046 111 41 1043 144 3149 3060 1495 1081 1015 75
TPSS 3107 3019 1488 1064 1001 68 52 1032 105 41 1029 134 3105 3015 1485 1063 1002 66
M06-2X 3186 3094 1525 1121 1020 120 81 1061 111 37 1055 153 3188 3094 1503 1120 1015 121
APF 3163 3068 1493 1105 1012 71 55 1049 113 42 1045 150 3160 3065 1488 1104 1013 80
N12SX 3194 3098 1512 1113 1024 90 56 1067 122 44 1063 157 3192 3094 1505 1112 1024 102
MN12SX 3141 3040 1499 1115 1008 91 50 1045 67 13 1041 104 3141 3039 1486 1115 1007 109
VSXC 3137 3049 1515 1079 1016 207 105 1033 87 61i 1026 143 3143 3051 1480 1077 999 153
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Table C57: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized (CH2S)2 Structure III with the
irreducible representations of the dimer modes in parentheses.
Method ν1(ag) ν2(ag) ν3(ag) ν4(ag) ν5(ag) ν6(ag) ν7(au) ν8(au) ν9(au) ν10(au) ν11(bg) ν12(bg) ν13(bg) ν14(bu) ν15(bu) ν16(bu) ν17(bu) ν18(bu)
MP2 3108 1502 1095 1011 86 43 3206 1009 67 25 3205 1010 121 3108 1498 1097 1011 48
B3LYP-D3(BJ) 3070 1498 1078 1035 95 50 3154 1003 64 19 3153 1004 114 3071 1494 1084 1036 55
TPSS-D3(BJ) 3028 1488 1060 1019 75 48 3111 990 59 21 3110 991 102 3029 1485 1066 1020 53
B3LYP-D3 3064 1497 1076 1035 87 44 3148 1001 31 4i 3147 1002 84 3064 1494 1081 1035 41
TPSS-D3 3024 1488 1058 1019 82 46 3106 988 57 24 3105 990 107 3024 1484 1064 1021 53
M06-2X-D3 3102 1506 1118 1048 103 50 3192 1005 65 45 3191 1007 143 3103 1501 1124 1047 62
APF-D 3076 1489 1098 1035 85 48 3164 992 31 26i 3163 994 94 3076 1485 1103 1035 50
B3LYP 3066 1496 1083 1033 26 13 3148 1004 22 65i 3148 1004 51i 3066 1494 1085 1031 6i
TPSS 3025 1486 1066 1018 33 23 3106 991 22 73i 3105 991 59i 3025 1485 1068 1017 10
M06-2X 3102 1506 1118 1048 105 50 3192 1005 68 46 3191 1007 145 3103 1501 1124 1047 63
APF 3076 1489 1106 1035 36 24 3164 1000 26 65i 3163 1001 43i 3076 1488 1108 1033 15
N12SX 3108 1505 1112 1050 63 36 3198 1009 31 60i 3197 1010 51 3108 1502 1117 1048 26
MN12SX 3040 1488 1112 1036 92 51 3138 997 34 29i 3138 999 109 3041 1484 1119 1035 56
VSXC 3037 1481 1071 1025 160 69 3120 988 98 109i 3121 991 199 3039 1475 1079 1028 100
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Table C58: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized (CH2S)2 Structure IV with the
irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b1) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3112 3105 1500 1494 1099 1097 51 27i 3205 1015 1008 61 10i 3209 1010 1002 18 16i
B3LYP-D3(BJ) 3068 3064 1494 1491 1088 1086 52 6 3149 1031 1007 58 8i 3151 1027 1004 6 14i
TPSS-D3(BJ) 3026 3022 1485 1481 1070 1068 40 15 3105 1015 993 55 10i 3108 1013 990 10i 15i
B3LYP-D3 3061 3057 1494 1491 1086 1082 62 22 3142 1032 1009 69 6 3145 1029 1002 16 5
TPSS-D3 3022 3018 1484 1481 1068 1066 41 17 3100 1016 992 57 7i 3103 1014 989 8 15i
M06-2X-D3 3106 3096 1502 1497 1127 1126 43 32 3187 1044 1012 82 17 3196 1039 1006 40 13
APF-D 3075 3070 1486 1483 1108 1107 45 34i 3159 1032 998 56 4i 3163 1029 996 6i 17i
B3LYP 3066 3065 1495 1493 1086 1085 13 43i 3147 1031 1003 19 3 3149 1030 1004 13 26i
TPSS 3025 3024 1485 1483 1069 1068 22 39i 3105 1015 991 29 6i 3107 1015 991 10 24i
M06-2X 3106 3096 1502 1497 1127 1126 43 31 3187 1044 1012 81 17 3196 1039 1006 40 13
APF 3076 3075 1488 1486 1110 1109 16 46i 3162 1032 1000 23 3 3164 1031 1000 12 27i
N12SX 3108 3102 1503 1498 1119 1118 43 36i 3193 1047 1009 51 6 3198 1044 1009 16 18i
MN12SX 3046 3034 1485 1481 1124 1121 55 36i 3133 1031 1004 65 26i 3144 1026 998 26i 35i
VSXC 3059 3024 1481 1475 1092 1079 92 159 3116 1039 1017 164 21 3146 1008 990 80 6i
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Table C59: The vibrational frequencies (in cm−1) of the MP2/haTZ and DFT/haTZ optimized (CH2S)2 Structure V with the
irreducible representations of the dimer modes in parentheses.
Method ν1(a1) ν2(a1) ν3(a1) ν4(a1) ν5(a1) ν6(a1) ν7(a1) ν8(a2) ν9(b1) ν10(b1) ν11(b1) ν12(b
′
1) ν13(b2) ν14(b2) ν15(b2) ν16(b2) ν17(b2) ν18(b2)
MP2 3112 3107 1501 1498 1098 1096 51 35 1011 1008 9 11i 3210 3206 1015 1008 49 14
B3LYP-D3(BJ) 3068 3066 1498 1493 1087 1086 53 14i 1036 1030 2 12i 3151 3150 1009 1001 43 12i
TPSS-D3(BJ) 3026 3025 1488 1484 1070 1068 42 19i 1020 1015 5 13i 3108 3106 995 989 40 18i
B3LYP-D3 3061 3060 1498 1493 1084 1082 60 10 1038 1032 18 4i 3145 3144 1008 1000 52 2i
TPSS-D3 3022 3020 1487 1483 1068 1066 41 8i 1021 1016 14 9i 3103 3102 994 987 42 16i
M06-2X-D3 3106 3099 1505 1501 1127 1125 40 47 1048 1044 21 15 3196 3188 1012 1005 65 37
APF-D 3075 3072 1489 1485 1108 1106 47 37 1037 1032 14 7i 3163 3160 1000 993 46 16i
B3LYP 3066 3065 1496 1493 1086 1085 18 42 1033 1030 19 6 3149 3147 1006 1002 22 20i
TPSS 3026 3024 1486 1484 1069 1068 24 33 1018 1015 16 6i 3107 3105 993 989 27 19i
M06-2X 3106 3099 1504 1501 1127 1125 39 47 1048 1044 21 16 3196 3188 1012 1004 64 37
APF 3076 3074 1489 1487 1110 1108 20 45 1035 1032 18 4 3164 3161 1003 998 27 21i
N12SX 3108 3104 1507 1502 1119 1118 49 42 1052 1047 24 8 3198 3194 1017 1008 48 16i
MN12SX 3046 3038 1487 1484 1123 1121 53 40i 1035 1030 22i 26i 3144 3135 1004 996 38 36i
VSXC 3057 3040 1487 1478 1087 1083 84 121i 1024 1021 13 16i 3143 3130 1022 993 116 38
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Table C60: RMSD (in Å) of the DFT/haTZ optimized (CH2O)2 structures with respect to
the MP2 reference structures.
I II III IV V
B3LYP-D3(BJ) 0.01 0.01 0.04 0.01 0.01
TPSS-D3(BJ) 0.05 0.04 0.06 0.06 0.07
B3LYP-D3 0.01 0.03 0.03 0.02 0.02
TPSS-D3 0.03 0.03 0.04 0.04 0.05
M06-2X-D3 0.02 0.08 0.09 0.04 0.03
APF-D 0.01 0.01 0.03 0.01 0.01
B3LYP 0.04 0.04 0.13 0.05 0.06
TPSS 0.02 0.09 0.17 0.11 0.13
M06-2X 0.02 0.08 0.09 0.04 0.03
APF 0.02 0.05 0.12 0.07 0.07
N12SX 0.01 0.02 0.02 0.02 0.02
MN12SX 0.02 0.09 0.04 0.02 0.03
VSXC 0.03 0.15 0.25 0.07 0.05
Table C61: Intermolecular separation (RCOM in Å) of the DFT/haTZ optimized (CH2O)2
structures.
I II III IV V
B3LYP-D3(BJ) 2.88 3.31 3.19 4.30 4.37
TPSS-D3(BJ) 2.80 3.39 3.30 4.41 4.49
B3LYP-D3 2.91 3.29 3.16 4.25 4.31
TPSS-D3 2.84 3.38 3.25 4.36 4.44
M06-2X-D3 2.84 3.16 3.07 4.22 4.29
APF-D 2.88 3.28 3.15 4.30 4.36
B3LYP 2.96 3.39 3.40 4.39 4.47
TPSS 2.85 3.49 3.50 4.52 4.60
M06-2X 2.84 3.16 3.06 4.22 4.29
APF 2.91 3.41 3.40 4.43 4.50
N12SX 2.87 3.27 3.20 4.26 4.32
MN12SX 2.91 3.22 3.12 4.24 4.30
VSXC 2.85 3.10 2.97 4.16 4.25
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Table C62: Binding energies (in kcal mol−1) of the DFT/haTZ optimized (CH2O)2 structures.
I II III IV V
B3LYP-D3(BJ) −4.76 −3.64 −2.52 −2.42 −2.27
TPSS-D3(BJ) −4.62 −3.17 −2.29 −2.17 −2.05
B3LYP-D3 −4.99 −3.95 −2.63 −2.68 −2.50
TPSS-D3 −4.85 −3.50 −2.43 −2.39 −2.25
M06-2X-D3 −5.29 −3.85 −2.76 −2.60 −2.44
APF-D −4.97 −3.74 −2.71 −2.43 −2.31
B3LYP −2.99 −2.35 −1.35 −1.69 −1.60
TPSS −3.15 −2.18 −1.40 −1.62 −1.54
M06-2X −5.29 −3.85 −2.76 −2.60 −2.44
APF −3.06 −2.32 −1.41 −1.63 −1.57
N12SX −3.99 −3.11 −1.72 −2.10 −1.98
MN12SX −4.17 −3.05 −2.04 −2.05 −1.91
VSXC −8.51 −7.09 −4.87 −4.49 −3.93
Table C63: MP2-F12/haTZ binding energies (in kcal mol−1) of the DFT/haTZ optimized
(CH2O)2 structures.
I II III IV V
B3LYP-D3(BJ) −4.67 −3.60 −2.61 −2.43 −2.33
TPSS-D3(BJ) −4.56 −3.54 −2.52 −2.40 −2.27
B3LYP-D3 −4.66 −3.60 −2.62 −2.42 −2.32
TPSS-D3 −4.61 −3.56 −2.57 −2.42 −2.31
M06-2X-D3 −4.66 −3.49 −2.59 −2.41 −2.31
APF-D −4.68 −3.60 −2.63 −2.44 −2.33
B3LYP −4.60 −3.54 −2.41 −2.40 −2.28
TPSS −4.62 −3.40 −2.27 −2.30 −2.17
M06-2X −4.66 −3.49 −2.58 −2.41 −2.31
APF −4.66 −3.53 −2.42 −2.37 −2.26
N12SX −4.69 −3.61 −2.63 −2.44 −2.33
MN12SX −4.66 −3.51 −2.64 −2.42 −2.31
VSXC −4.61 −3.18 −2.00 −2.30 −2.24
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Table C64: CCSD(T)-F12/haTZ binding energies (in kcal mol−1) of the DFT/haTZ opti-
mized (CH2O)2 structures.
I II III IV V
B3LYP-D3(BJ) −4.59 −3.78 −2.61 −2.54 −2.44
TPSS-D3(BJ) −4.43 −3.72 −2.55 −2.50 −2.38
B3LYP-D3 −4.59 −3.78 −2.62 −2.53 −2.43
TPSS-D3 −4.51 −3.74 −2.59 −2.53 −2.42
M06-2X-D3 −4.56 −3.67 −2.59 −2.52 −2.43
APF-D −4.60 −3.78 −2.63 −2.54 −2.44
B3LYP −4.55 −3.70 −2.42 −2.50 −2.39
TPSS −4.52 −3.56 −2.29 −2.39 −2.27
M06-2X −4.56 −3.67 −2.58 −2.52 −2.43
APF −4.59 −3.69 −2.42 −2.47 −2.36
N12SX −4.60 −3.79 −2.62 −2.54 −2.44
MN12SX −4.60 −3.68 −2.63 −2.53 −2.43
VSXC −4.52 −3.36 −2.01 −2.42 −2.37
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Table C65: RMSD (in Å) of the DFT/haTZ optimized CH2O/CH2S structures with respect
to the MP2 reference structures.
I Ib II IVa IVb Va Vb
B3LYP-D3(BJ) 0.02 0.02 0.02 0.01 0.01 0.01 0.00
TPSS-D3(BJ) 0.09 0.10 0.02 0.07 0.03 0.07 0.08
B3LYP-D3 0.02 0.01 0.02 0.02 0.01 0.02 0.01
TPSS-D3 0.06 0.06 0.02 0.04 0.05 0.04 0.08
M06-2X-D3 0.01 0.02 0.14 0.02 0.06 0.02 0.02
APF-D 0.02 0.03 0.02 0.01 0.02 0.01 0.03
B3LYP 0.04 0.08 0.08 0.08 0.15 0.08 0.23
TPSS 0.07 0.07 0.09 0.14 0.21 0.14 0.24
M06-2X 0.01 0.02 0.14 0.02 0.06 0.02 0.02
APF 0.02 0.02 0.05 0.10 0.16 0.09 0.21
N12SX 0.02 0.01 0.01 0.01 0.02 0.01 0.01
MN12SX 0.03 0.02 0.15 0.02 0.04 0.02 0.03
VSXC 0.03 0.04 0.24 0.07 0.13 0.05 0.11
Table C66: Intermolecular separation (RCOM in Å) of the DFT/haTZ optimized CH2O/CH2S
structures.
I Ib II IVa IVb Va Vb
B3LYP-D3(BJ) 3.09 3.26 3.66 4.88 4.58 4.91 4.78
TPSS-D3(BJ) 2.93 3.07 3.70 5.00 4.65 5.02 4.93
B3LYP-D3 3.16 3.32 3.69 4.82 4.61 4.84 4.75
TPSS-D3 3.00 3.15 3.73 4.94 4.70 4.97 4.94
M06-2X-D3 3.11 3.28 3.69 4.82 4.48 4.85 4.74
APF-D 3.09 3.24 3.66 4.87 4.64 4.89 4.83
B3LYP 3.21 3.47 3.80 5.02 4.90 5.04 5.24
TPSS 2.97 3.15 3.84 5.14 5.02 5.15 5.26
M06-2X 3.11 3.28 3.69 4.82 4.48 4.85 4.74
APF 3.08 3.33 3.77 5.05 4.93 5.06 5.21
N12SX 3.08 3.29 3.66 4.85 4.58 4.86 4.78
MN12SX 3.18 3.33 3.57 4.82 4.53 4.84 4.72
VSXC 3.10 3.20 3.37 4.73 4.34 4.78 4.56
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Table C67: Binding energies (in kcal mol−1) of the DFT/haTZ optimized CH2O/CH2S
structures.
I Ib II IVa IVb Va Vb
B3LYP-D3(BJ) −5.40 −3.81 −3.73 −1.96 −1.49 −1.97 −1.20
TPSS-D3(BJ) −6.02 −4.29 −3.43 −1.86 −1.44 −1.87 −1.20
B3LYP-D3 −5.20 −3.81 −3.83 −2.17 −1.48 −2.17 −1.19
TPSS-D3 −5.70 −4.19 −3.59 −2.04 −1.43 −2.05 −1.21
M06-2X-D3 −5.19 −3.64 −3.40 −1.98 −1.18 −1.99 −0.88
APF-D −5.42 −4.00 −3.76 −2.03 −1.31 −2.06 −1.11
B3LYP −2.87 −1.61 −2.10 −1.25 −0.36 −1.28 −0.30
TPSS −3.84 −2.28 −2.13 −1.32 −0.60 −1.34 −0.54
M06-2X −5.15 −3.60 −3.35 −1.91 −1.13 −1.92 −0.83
APF −3.33 −1.87 −2.23 −1.27 −0.45 −1.31 −0.42
N12SX −4.10 −2.54 −2.84 −1.59 −0.67 −1.62 −0.46
MN12SX −4.45 −3.22 −2.98 −1.56 −0.81 −1.57 −0.51
VSXC −9.47 −7.87 −7.45 −3.77 −4.53 −3.54 −3.09
Table C68: MP2-F12/haTZ binding energies (in kcal mol−1) of the DFT/haTZ optimized
CH2O/CH2S structures.
I Ib II IVa IVb Va Vb
B3LYP-D3(BJ) −4.81 −3.39 −3.47 −1.97 −1.25 −2.00 −1.09
TPSS-D3(BJ) −4.36 −2.97 −3.45 −1.93 −1.26 −1.96 −1.06
B3LYP-D3 −4.78 −3.38 −3.47 −1.96 −1.26 −1.99 −1.08
TPSS-D3 −4.60 −3.22 −3.44 −1.96 −1.25 −1.98 −1.05
M06-2X-D3 −4.81 −3.41 −3.40 −1.98 −1.20 −2.01 −1.08
APF-D −4.82 −3.40 −3.48 −1.98 −1.26 −2.00 −1.08
B3LYP −4.72 −3.24 −3.36 −1.91 −1.13 −1.94 −0.87
TPSS −4.53 −3.21 −3.29 −1.82 −1.04 −1.84 −0.87
M06-2X −4.81 −3.41 −3.40 −1.98 −1.20 −2.01 −1.08
APF −4.81 −3.39 −3.41 −1.89 −1.10 −1.92 −0.89
N12SX −4.83 −3.41 −3.48 −1.98 −1.25 −2.01 −1.08
MN12SX −4.78 −3.41 −3.36 −1.97 −1.23 −2.00 −1.07
VSXC −4.70 −3.32 −2.92 −1.87 −0.90 −1.94 −0.90
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Table C69: CCSD(T)-F12/haTZ binding energies (in kcal mol−1) of the DFT/haTZ opti-
mized CH2O/CH2S structures.
I Ib II IVa IVb Va Vb
B3LYP-D3(BJ) −4.37 −3.08 −3.59 −2.06 −1.23 −2.10 −1.11
TPSS-D3(BJ) −3.66 −2.46 −3.58 −2.03 −1.25 −2.06 −1.09
B3LYP-D3 −4.43 −3.13 −3.59 −2.05 −1.24 −2.09 −1.11
TPSS-D3 −4.02 −2.83 −3.57 −2.05 −1.25 −2.09 −1.09
M06-2X-D3 −4.41 −3.11 −3.50 −2.06 −1.17 −2.10 −1.10
APF-D −4.38 −3.07 −3.59 −2.06 −1.24 −2.10 −1.11
B3LYP −4.43 −3.09 −3.48 −2.00 −1.14 −2.03 −0.90
TPSS −3.92 −2.80 −3.43 −1.91 −1.06 −1.94 −0.90
M06-2X −4.41 −3.11 −3.50 −2.06 −1.17 −2.10 −1.10
APF −4.36 −3.15 −3.53 −1.97 −1.12 −2.01 −0.92
N12SX −4.39 −3.13 −3.60 −2.06 −1.23 −2.10 −1.11
MN12SX −4.46 −3.15 −3.45 −2.06 −1.21 −2.10 −1.10
VSXC −4.31 −2.97 −2.95 −1.96 −0.84 −2.05 −0.92
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Table C70: RMSD (in Å) of the DFT/haTZ optimized (CH2S)2 structures with respect to
the MP2 reference structures.
I II III IV V
B3LYP-D3(BJ) 0.03 0.06 0.02 0.01 0.02
TPSS-D3(BJ) 0.15 0.07 0.05 0.07 0.09
B3LYP-D3 0.03 0.05 0.04 0.01 0.01
TPSS-D3 0.10 0.08 0.04 0.08 0.09
M06-2X-D3 0.03 0.07 0.02 0.02 0.01
APF-D 0.03 0.04 0.04 0.04 0.04
B3LYP 0.07 0.16 0.47 0.30 0.26
TPSS 0.13 0.16 0.39 0.28 0.27
M06-2X 0.03 0.07 0.02 0.02 0.01
APF 0.05 0.12 0.32 0.29 0.24
N12SX 0.04 0.06 0.11 0.03 0.03
MN12SX 0.06 0.04 0.04 0.02 0.01
VSXC 0.02 0.12 0.14 0.12 0.08
Table C71: Intermolecular separation (RCOM in Å) of the DFT/haTZ optimized (CH2S)2
structures.
I II III IV V
B3LYP-D3(BJ) 3.35 4.01 4.11 5.17 5.25
TPSS-D3(BJ) 3.06 4.02 4.13 5.29 5.39
B3LYP-D3 3.49 4.07 4.16 5.18 5.23
TPSS-D3 3.18 4.07 4.15 5.31 5.40
M06-2X-D3 3.50 4.08 4.09 5.12 5.22
APF-D 3.35 4.02 4.10 5.24 5.30
B3LYP 3.59 4.18 4.84 5.76 5.73
TPSS 3.12 4.17 4.68 5.71 5.75
M06-2X 3.50 4.08 4.09 5.12 5.22
APF 3.31 4.12 4.59 5.73 5.69
N12SX 3.34 4.04 4.30 5.21 5.28
MN12SX 3.54 4.15 4.06 5.13 5.21
VSXC 3.43 4.10 3.84 4.92 5.06
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Table C72: Binding energies (in kcal mol−1) of the DFT/haTZ optimized (CH2S)2 structures.
I II III IV V
B3LYP-D3(BJ) −5.01 −3.79 −2.01 −1.25 −1.25
TPSS-D3(BJ) −7.12 −3.69 −2.00 −1.25 −1.24
B3LYP-D3 −4.42 −3.63 −1.82 −1.24 −1.23
TPSS-D3 −5.99 −3.63 −2.00 −1.24 −1.25
M06-2X-D3 −3.87 −3.12 −1.67 −0.81 −0.83
APF-D −4.96 −3.73 −1.95 −1.10 −1.14
B3LYP −1.67 −1.67 −0.20 −0.20 −0.26
TPSS −3.96 −1.93 −0.49 −0.45 −0.50
M06-2X −3.84 −3.06 −1.64 −0.75 −0.77
APF −2.58 −1.99 −0.41 −0.30 −0.38
N12SX −3.03 −2.43 −0.39 −0.37 −0.43
MN12SX −3.85 −2.74 −1.60 −0.50 −0.49
VSXC −9.02 −7.19 −5.42 −3.72 −3.00
Table C73: MP2-F12/haTZ binding energies (in kcal mol−1) of the DFT/haTZ optimized
(CH2S)2 structures.
I II III IV V
B3LYP-D3(BJ) −4.11 −3.46 −1.99 −1.18 −1.23
TPSS-D3(BJ) −2.90 −3.45 −1.98 −1.16 −1.98
B3LYP-D3 −4.08 −3.46 −1.98 −1.18 −1.23
TPSS-D3 −3.57 −3.43 −1.98 −1.15 −1.18
M06-2X-D3 −4.11 −3.47 −1.99 −1.17 −1.23
APF-D −4.14 −3.48 −2.00 −1.17 −1.22
B3LYP −3.95 −3.25 −1.11 −0.84 −0.94
TPSS −3.24 −3.26 −1.30 −0.88 −0.93
M06-2X −4.11 −3.47 −1.99 −1.17 −1.23
APF −4.08 −3.37 −1.44 −0.86 −0.97
N12SX −4.14 −3.47 −1.87 −1.17 −1.22
MN12SX −4.07 −3.45 −2.00 −1.17 −1.23
VSXC −4.06 −3.33 −1.47 −0.92 −1.47
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Table C74: CCSD(T)-F12/haTZ binding energies (in kcal mol−1) of the DFT/haTZ opti-
mized (CH2S)2 structures.
I II III IV V
B3LYP-D3(BJ) −2.89 −3.36 −1.52 −1.06 −1.15
TPSS-D3(BJ) −0.71 −3.37 −1.55 −1.07 −1.13
B3LYP-D3 −3.17 −3.38 −1.54 −1.06 −1.15
TPSS-D3 −1.85 −3.37 −1.54 −1.07 −1.13
M06-2X-D3 −3.20 −3.31 −1.48 −1.04 −1.15
APF-D −2.91 −3.37 −1.54 −1.07 −1.15
B3LYP −3.22 −3.22 −1.01 −0.81 −0.92
TPSS −1.28 −3.24 −1.16 −0.85 −0.91
M06-2X −3.20 −3.31 −1.47 −1.04 −1.15
APF −2.73 −3.32 −1.26 −0.83 −0.94
N12SX −2.89 −3.38 −1.54 −1.07 −1.15
MN12SX −3.25 −3.36 −1.52 −1.05 −1.15
VSXC −3.04 −3.16 −0.77 −0.72 −1.02
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Table D1: Relative electronic energies (in kcal mol−1) from B3LYP/6-31+G(d,p), B3L-
YP/haTZ, MP2/6-31+G(d,p) and MP2/haTZ optimizations and corresponding MP2-
F12/haDZ, MP2-F12/VDZ-F12, CCSD(T)-F12/haDZ, and CCSD(T)-F12/VDZ-F12 and
CCSD(T)-F12/haTZ single point energy computations for the MP2/6-31+G(d,p) and
B3LYP/6-31+G(d,p) concerted cis and trans pathways. CCSD(T)-F12/haTZ single point
energies are given for the MP2/haTZ optimized geometries.
Concerted cis Concerted trans
MP2 Pathway SR RC TS PC SP SR RC TS PC SP
MP2/6-31+G(d,p) 0.00 -4.00 36.63 -7.39 -0.72 0.00 -4.24 27.86 -14.54 -7.22
MP2-F12/haDZ 0.00 -3.52 36.19 -7.47 -1.38 0.00 -3.71 28.14 -13.41 -6.63
MP2-F12/VDZ-F12 0.00 -3.15 36.59 -7.01 -1.70 0.00 -3.15 28.72 -13.05 -6.85
CCSD(T)-F12/haDZ 0.00 -3.43 39.92 -6.10 -0.04 0.00 -3.40 32.03 -11.74 -5.04
CCSD(T)-F12/VDZ-F12 0.00 -3.02 40.55 -5.56 -0.32 0.00 -2.79 32.89 -11.30 -5.20
MP2/haTZ 0.00 -5.38 35.66 -7.59 -2.02 0.00 -3.66 27.74 -13.57 -7.06
MP2-F12/haDZ 0.00 -5.36 36.09 -7.60 -1.56 0.00 -3.76 28.04 -13.40 -6.58
MP2-F12/VDZ-F12 0.00 -4.91 36.53 -7.13 -1.88 0.00 -3.19 28.65 -13.04 -6.81
CCSD(T)-F12/haDZ 0.00 -5.22 39.99 -6.11 -0.14 0.00 -3.37 32.17 -11.63 -4.93
CCSD(T)-F12/VDZ-F12 0.00 -4.69 40.66 -5.55 -0.41 0.00 -2.76 33.06 -11.19 -5.10
CCSD(T)-F12/haTZ 0.00 -4.94 39.94 -6.04 -0.56 0.00 -3.07 32.20 -11.62 -5.31
B3LYP/6-31+G(d,p) 0.00 -1.40 41.98 -6.07 1.83 0.00 -1.17 34.80 -7.90 -3.69
MP2-F12/haDZ 0.00 -3.01 36.50 -10.04 -1.46 0.00 -3.18 28.69 -13.03 -6.73
MP2-F12/VDZ-F12 0.00 -2.74 36.84 -9.92 -1.80 0.00 -2.88 29.20 -12.75 -7.03
CCSD(T)-F12/haDZ 0.00 -2.96 40.24 -8.56 -0.09 0.00 -3.01 32.60 -11.33 -5.05
CCSD(T)-F12/VDZ-F12 0.00 -2.67 40.81 -8.43 -0.40 0.00 -2.73 33.34 -11.01 -5.34
B3LYP/haTZ 0.00 -1.95 44.04 -5.59 1.24 0.00 -0.49 37.44 -6.77 -3.85
MP2-F12/haDZ 0.00 -4.51 36.73 -10.05 -1.48 0.00 -3.09 28.96 -12.82 -6.73
MP2-F12/VDZ-F12 0.00 -4.26 37.04 -9.94 -1.82 0.00 -2.80 29.45 -12.57 -7.03
CCSD(T)-F12/haDZ 0.00 -4.44 40.40 -8.57 -0.10 0.00 -2.92 32.79 -11.13 -5.05
CCSD(T)-F12/VDZ-F12 0.00 -4.15 40.94 -8.46 -0.40 0.00 -2.66 33.50 -10.85 -5.35
B3LYP Pathway SR RC TS PC SP SR RC TS PC SP
B3LYP/6-31+G(d,p) 0.00 -1.57 41.98 -6.07 1.83 0.00 -2.04 34.80 -7.90 -3.69
MP2-F12/haDZ 0.00 -2.94 36.50 -10.04 -1.46 0.00 -3.63 28.69 -13.03 -6.73
MP2-F12/VDZ-F12 0.00 -2.71 36.84 -9.92 -1.80 0.00 -3.32 29.20 -12.75 -7.03
CCSD(T)-F12/haDZ 0.00 -2.86 40.24 -8.56 -0.09 0.00 -3.55 32.60 -11.33 -5.05
CCSD(T)-F12/VDZ-F12 0.00 -2.66 40.81 -8.43 -0.40 0.00 -3.26 33.34 -11.01 -5.34
B3LYP/haTZ 0.00 -0.93 44.04 -5.59 1.24 0.00 -1.31 37.44 -6.77 -3.85
MP2-F12/haDZ 0.00 -2.82 36.73 -10.05 -1.48 0.00 -3.54 28.96 -12.82 -6.73
MP2-F12/VDZ-F12 0.00 -2.60 37.04 -9.94 -1.82 0.00 -3.25 29.45 -12.57 -7.03
CCSD(T)-F12/haDZ 0.00 -2.75 40.40 -8.57 -0.10 0.00 -3.48 32.79 -11.13 -5.05
CCSD(T)-F12/VDZ-F12 0.00 -2.56 40.94 -8.46 -0.40 0.00 -3.20 33.50 -10.85 -5.35
MP2/6-31+G(d,p) 0.00 -4.00 36.63 -9.60 -0.72 0.00 -5.69 27.86 -14.54 -7.63
MP2-F12/haDZ 0.00 -3.52 36.19 -10.20 -1.38 0.00 -4.74 28.14 -13.41 -6.90
MP2-F12/VDZ-F12 0.00 -3.15 36.59 -10.01 -1.70 0.00 -4.20 28.72 -13.05 -7.13
CCSD(T)-F12/haDZ 0.00 -3.43 39.92 -8.74 -0.04 0.00 -4.66 32.03 -11.74 -5.35
CCSD(T)-F12/VDZ-F12 0.00 -3.02 40.55 -8.54 -0.32 0.00 -4.01 32.89 -11.30 -5.52
MP2/haTZ 0.00 -5.38 35.66 -10.27 -2.02 0.00 -3.66 27.74 -13.57 -7.36
MP2-F12/haDZ 0.00 -5.36 36.09 -10.29 -1.56 0.00 -5.92 28.04 -13.40 -6.90
MP2-F12/VDZ-F12 0.00 -4.91 36.53 -10.10 -1.88 0.00 -5.08 28.65 -13.04 -7.13
CCSD(T)-F12/haDZ 0.00 -5.22 39.99 -8.74 -0.14 0.00 -5.69 32.17 -11.63 -5.35
CCSD(T)-F12/VDZ-F12 0.00 -4.69 40.66 -8.54 -0.41 0.00 -4.64 33.06 -11.19 -5.52
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Table D2: Relative electronic energies (in kcal mol−1) from B3LYP/6-31+G(d,p), B3L-
YP/haTZ, MP2/6-31+G(d,p) and MP2/haTZ optimizations and corresponding MP2-
F12/haDZ, MP2-F12/VDZ-F12, CCSD(T)-F12/haDZ, and CCSD(T)-F12/VDZ-F12 single
point energy computations for the MP2/6-31+G(d,p) and B3LYP/6-31+G(d,p) stepwise cis
pathway. CCSD(T)-F12/haTZ single point energies are given for the MP2/haTZ optimized
geometries.
Stepwise cis
MP2 Pathway SR RC TS1 Int1 TS2 Int2 TS3 Int3 TS4 PC SP
MP2/6-31+G(d,p) 0.00 -4.00 34.73 0.74 2.52 2.16 4.41 -1.25 34.49 -9.57 -0.72
MP2-F12/haDZ 0.00 -3.52 33.08 -0.13 1.75 1.35 3.30 -2.04 33.07 -10.16 -1.38
MP2-F12/VDZ-F12 0.00 -3.15 33.86 0.55 2.41 1.98 4.04 -1.27 33.58 -9.97 -1.70
CCSD(T)-F12/haDZ 0.00 -3.43 35.79 0.38 2.30 1.95 4.22 -1.42 35.08 -8.72 -0.04
CCSD(T)-F12/VDZ-F12 0.00 -3.02 36.76 1.19 3.10 2.72 5.11 -0.51 35.78 -8.50 -0.32
MP2/haTZ 0.00 -5.38 33.19 -1.34 1.67 1.14 3.49 -2.10 32.81 -10.27 -2.02
MP2-F12/haDZ 0.00 -5.36 33.20 -1.12 1.87 1.39 3.41 -1.92 33.06 -10.29 -1.56
MP2-F12/VDZ-F12 0.00 -4.91 33.99 -0.34 2.55 2.02 4.16 -1.17 33.60 -10.10 -1.88
CCSD(T)-F12/haDZ 0.00 -5.22 35.97 -0.36 2.51 2.08 4.43 -1.21 35.35 -8.74 -0.14
CCSD(T)-F12/VDZ-F12 0.00 -4.69 36.95 0.57 3.32 2.83 5.31 -0.32 36.08 -8.54 -0.41
CCSD(T)-F12/haTZ 0.00 -4.94 36.05 -0.25 2.52 2.00 4.38 -1.20 35.20 -8.92 -0.56
B3LYP/6-31+G(d,p) 0.00 -1.40 41.60 8.91 10.52 10.21 11.60 7.35 37.16 -6.07 1.83
MP2-F12/haDZ 0.00 -3.01 33.58 0.26 2.16 1.70 3.68 -1.48 33.85 -10.04 -1.46
MP2-F12/VDZ-F12 0.00 -2.74 34.31 0.92 2.80 2.31 4.40 -0.74 34.30 -9.92 -1.80
CCSD(T)-F12/haDZ 0.00 -2.96 36.20 0.78 2.72 2.34 4.59 -0.87 35.57 -8.56 -0.09
CCSD(T)-F12/VDZ-F12 0.00 -2.67 37.11 1.56 3.48 3.06 5.43 -0.01 36.21 -8.43 -0.40
B3LYP/haTZ 0.00 -1.95 44.85 11.08 12.78 12.29 13.68 9.80 39.16 -5.59 1.24
MP2-F12/haDZ 0.00 -4.51 33.69 0.27 2.18 1.69 3.67 -1.53 33.92 -10.05 -1.48
MP2-F12/VDZ-F12 0.00 -4.26 34.43 0.93 2.83 2.30 4.38 -0.80 34.35 -9.94 -1.82
CCSD(T)-F12/haDZ 0.00 -4.44 36.34 0.85 2.78 2.36 4.62 -0.89 35.66 -8.57 -0.10
CCSD(T)-F12/VDZ-F12 0.00 -4.15 37.25 1.62 3.55 3.08 5.45 -0.03 36.29 -8.46 -0.40
B3LYP Pathway SR RC TS1 −−−−−−−→
a
Int2 TS3 Int3 TS4 PC SP
B3LYP/6-31+G(d,p) 0.00 -1.57 41.60 · · · · · · 10.21 11.60 9.61 37.16 -6.07 1.83
MP2-F12/haDZ 0.00 -2.94 33.58 · · · · · · 1.70 3.68 1.02 33.85 -10.04 -1.46
MP2-F12/VDZ-F12 0.00 -2.71 34.31 · · · · · · 2.31 4.40 1.65 34.30 -9.92 -1.80
CCSD(T)-F12/haDZ 0.00 -2.86 36.20 · · · · · · 2.34 4.59 1.73 35.57 -8.56 -0.09
CCSD(T)-F12/VDZ-F12 0.00 -2.66 37.11 · · · · · · 3.06 5.43 2.48 36.21 -8.43 -0.40
B3LYP/haTZ 0.00 -0.93 44.85 · · · · · · 12.29 13.68 11.67 39.16 -5.59 1.24
MP2-F12/haDZ 0.00 -2.82 33.69 · · · · · · 1.69 3.67 1.02 33.92 -10.05 -1.48
MP2-F12/VDZ-F12 0.00 -2.60 34.43 · · · · · · 2.30 4.38 1.65 34.35 -9.94 -1.82
CCSD(T)-F12/haDZ 0.00 -2.75 36.34 · · · · · · 2.36 4.62 1.76 35.66 -8.57 -0.10
CCSD(T)-F12/VDZ-F12 0.00 -2.56 37.25 · · · · · · 3.08 5.45 2.50 36.29 -8.46 -0.40
MP2/6-31+G(d,p) 0.00 -4.00 34.73 · · · · · · 2.16 4.41 -1.25 34.49 -9.60 -0.72
MP2-F12/haDZ 0.00 -3.52 33.08 · · · · · · 1.35 3.30 -2.04 33.07 -10.20 -1.38
MP2-F12/VDZ-F12 0.00 -3.15 33.86 · · · · · · 1.98 4.04 -1.27 33.58 -10.01 -1.70
CCSD(T)-F12/haDZ 0.00 -3.43 35.79 · · · · · · 1.95 4.22 -1.42 35.08 -8.74 -0.04
CCSD(T)-F12/VDZ-F12 0.00 -3.02 36.76 · · · · · · 2.72 5.11 -0.51 35.78 -8.54 -0.32
MP2/haTZ 0.00 -5.38 33.19 · · · · · · 1.14 3.49 -2.10 32.81 -10.27 -2.02
MP2-F12/haDZ 0.00 -5.36 33.20 · · · · · · 1.39 3.41 -1.92 33.06 -10.29 -1.56
MP2-F12/VDZ-F12 0.00 -4.91 33.99 · · · · · · 2.02 4.16 -1.17 33.60 -10.10 -1.88
CCSD(T)-F12/haDZ 0.00 -5.22 35.97 · · · · · · 2.08 4.43 -1.21 35.35 -8.74 -0.14
CCSD(T)-F12/VDZ-F12 0.00 -4.69 36.95 · · · · · · 2.83 5.31 -0.32 36.08 -8.54 -0.41
a
B3LYP/6-31+G(d,p) IRC from the TS1 leads directly to Int2
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Table D3: Relative electronic energies (in kcal mol−1) from B3LYP/6-31+G(d,p), B3L-YP/haTZ, MP2/6-31+G(d,p) and
MP2/haTZ optimizations and corresponding MP2-F12/haDZ, MP2-F12/VDZ-F12, CCSD(T)-F12/haDZ, CCSD(T)-F12/VDZ-
F12 and CCSD(T)-F12/haTZ single point energy computations for the MP2/6-31+G(d,p) stepwise trans pathway.
Stepwise trans
MP2 Pathway SR RC TS1 Int1m TS2m Int2m TS3 Int3 TS4m Int4m TS5m Int5m TS6m Int6m TS7m PC SP
MP2/6-31+G(d,p) 0.00 -4.00 34.73 0.74 1.24 0.82 2.52 0.58 2.58 -1.18 -1.03 -1.19 -0.20 -2.87 34.21 -13.56 -4.71
MP2-F12/haDZ 0.00 -3.52 33.08 -0.13 0.44 -0.03 1.77 -0.36 2.10 -2.07 -1.97 -1.99 -0.89 -3.26 32.93 -13.77 -5.13
MP2-F12/VDZ-F12 0.00 -3.15 33.86 0.55 1.14 0.61 2.44 0.30 2.78 -1.35 -1.24 -1.19 -0.02 -2.46 33.41 -13.69 -5.50
CCDS(T)-F12/haDZ 0.00 -3.43 35.79 0.38 0.97 0.61 2.32 0.16 2.54 -1.53 -1.39 -1.40 -0.04 -2.65 34.51 -12.31 -3.79
CCSD(T)-F12/VDZ-F12 0.00 -3.01 36.76 1.19 1.80 1.37 3.10 0.94 3.38 -0.70 -0.57 -0.51 0.94 -1.72 35.17 -12.26 -4.15
MP2/haTZ 0.00 -5.38 33.19 -1.34 0.39 -0.18 1.71 -0.47 1.95 -2.12 -1.96 -1.99 -0.60 -3.29 32.63 -13.80 -5.58
MP2-F12/haDZ 0.00 -5.36 33.20 -1.12 0.57 0.04 1.83 -0.21 2.28 -1.95 -1.83 -1.86 -0.78 -3.13 32.94 -13.76 -5.13
MP2-F12/VDZ-F12 0.00 -4.91 33.99 -0.34 1.27 0.68 2.51 0.46 2.96 -1.22 -1.07 -1.07 0.09 -2.33 33.43 -13.68 -5.49
CCDS(T)-F12/haDZ 0.00 -5.22 35.97 -0.36 1.22 0.78 2.49 0.42 2.80 -1.27 -1.12 -1.16 0.20 -2.42 34.80 -12.22 -3.74
CCSD(T)-F12/VDZ-F12 0.00 -4.69 36.95 0.57 2.05 1.53 3.27 1.20 3.64 -0.44 -0.29 -0.28 1.18 -1.50 35.46 -12.17 -4.09
CCSD(T)-F12/haTZ 0.00 -4.94 36.05 -0.25 1.24 0.72 2.45 0.33 2.74 -1.34 -1.16 -1.18 0.24 -2.43 34.53 -12.50 -4.94
B3LYP/6-31+G(d,p) 0.00 -1.40 41.60 8.91 9.35 8.88 10.04 8.39 10.51 6.92 11.26 6.92 7.66 5.55 36.58 -10.03 -2.03
MP2-F12/haDZ 0.00 -3.01 33.58 0.26 0.88 0.36 2.05 0.04 2.52 -1.54 3.39 -1.54 -0.44 -2.75 33.48 -13.59 -5.08
MP2-F12/VDZ-F12 0.00 -2.74 34.31 0.92 1.55 0.99 2.70 0.69 3.19 -0.82 4.10 -0.82 0.36 -1.99 33.91 -13.54 -5.47
CCDS(T)-F12/haDZ 0.00 -2.96 36.20 0.78 1.41 1.02 2.61 0.60 3.00 -0.94 4.21 -0.94 0.40 -2.12 34.91 -12.09 -3.72
CCSD(T)-F12/VDZ-F12 0.00 -2.67 37.11 1.56 2.21 1.75 3.37 1.36 3.81 -0.15 5.04 -0.15 1.28 -1.27 35.52 -12.08 -4.09
B3LYP/haTZ 0.00 -1.95 44.85 11.08 11.62 11.05 12.34 10.52 12.67 9.28 13.13 9.28 10.11 8.26 38.16 -9.47 -2.61
MP2-F12/haDZ 0.00 -4.51 33.69 0.27 0.89 0.34 2.09 0.07 2.56 -1.57 3.39 -1.57 -0.43 -2.74 33.55 -13.62 -5.10
MP2-F12/VDZ-F12 0.00 -4.26 34.43 0.93 1.57 0.97 2.74 0.72 3.23 -0.86 4.10 -0.86 0.38 -1.98 33.97 -13.58 -5.48
CCDS(T)-F12/haDZ 0.00 -4.44 36.34 0.85 1.47 1.03 2.69 0.68 3.08 -0.92 4.26 -0.92 0.47 -2.06 35.02 -12.13 -3.72
CCSD(T)-F12/VDZ-F12 0.00 -4.15 37.25 1.62 2.27 1.76 3.45 1.43 3.89 -0.14 5.10 -0.14 1.35 -1.22 35.61 -12.13 -4.10
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Table D4: Relative electronic energies (in kcal mol−1) from B3LYP/6-31+G(d,p), B3L-
YP/haTZ, MP2/6-31+G(d,p) and MP2/haTZ optimizations and corresponding MP2-
F12/haDZ, MP2-F12/VDZ-F12, CCSD(T)-F12/haDZ, and CCSD(T)-F12/VDZ-F12 single
point energy computations for the B3LYP/6-31+G(d,p) stepwise trans pathway.
Stepwise trans
B3LYP Pathway SR RC TS1 Int1b TS2b Int2b TS3 Int3 TS4b PC SP
B3LYP/6-31+G(d,p) 0.00 -1.57 41.60 10.21 13.49 8.91 10.04 8.39 35.39 -10.03 -2.03
MP2-F12/haDZ 0.00 -3.36 33.58 1.70 4.95 0.26 2.05 0.04 32.36 -13.59 -5.08
MP2-F12/VDZ-F12 0.00 -3.04 34.31 2.31 5.55 0.92 2.69 0.69 32.76 -13.54 -5.47
CCDS(T)-F12/haDZ 0.00 -3.04 36.20 2.34 5.36 0.78 2.61 0.60 33.98 -12.09 -3.72
CCSD(T)-F12/VDZ-F12 0.00 -2.70 37.11 3.06 6.09 1.56 3.37 1.36 34.59 -12.08 -4.09
B3LYP/haTZ 0.00 -0.93 44.85 12.29 15.17 11.08 12.34 10.52 37.32 -9.47 -2.61
MP2-F12/haDZ 0.00 -2.82 33.69 1.69 4.94 0.27 2.09 0.07 32.43 -13.62 -5.10
MP2-F12/VDZ-F12 0.00 -2.60 34.43 2.30 5.55 0.93 2.74 0.72 32.83 -13.58 -5.48
CCDS(T)-F12/haDZ 0.00 -2.75 36.34 2.36 5.41 0.85 2.69 0.68 34.07 -12.13 -3.72
CCSD(T)-F12/VDZ-F12 0.00 -2.56 37.25 3.08 6.13 1.62 3.45 1.43 34.67 -12.13 -4.10
MP2/6-31+G(d,p) 0.00 -4.00 34.73 2.16 5.90 0.74 2.52 0.58 32.87 -13.56 -4.71
MP2-F12/haDZ 0.00 -3.52 33.08 1.35 4.57 -0.13 1.77 -0.36 31.67 -13.77 -5.13
MP2-F12/VDZ-F12 0.00 -3.15 33.86 1.98 5.20 0.55 2.44 0.30 32.14 -13.69 -5.50
CCDS(T)-F12/haDZ 0.00 -3.43 35.79 1.95 4.96 0.38 2.32 0.16 33.54 -12.31 -3.79
CCSD(T)-F12/VDZ-F12 0.00 -3.02 36.76 2.72 5.72 1.19 3.10 0.94 34.19 -12.26 -4.15
MP2/haTZ 0.00 -5.38 33.19 1.14 4.39 -1.34 1.71 -0.47 31.41 -13.80 -5.58
MP2-F12/haDZ 0.00 -5.36 33.20 1.39 4.66 -1.12 1.83 -0.21 31.67 -13.76 -5.13
MP2-F12/VDZ-F12 0.00 -4.91 33.99 2.02 5.29 -0.34 2.51 0.46 32.16 -13.68 -5.49
CCDS(T)-F12/haDZ 0.00 -5.22 35.97 2.08 5.15 -0.36 2.49 0.42 33.82 -12.22 -3.74
CCSD(T)-F12/VDZ-F12 0.00 -4.69 36.95 2.83 5.90 0.57 3.27 1.20 34.50 -12.17 -4.09
Table D5: Zero-point vibrational energies (in kcal mol−1) of the B3LYP/6-31+G(d,p),
B3LYP/haTZ, MP2/6-31+G(d,p) and MP2/haTZ optimized structures for the MP2/6-
31+G(d,p) and B3LYP/6-31+G(d,p) concerted cis and trans pathways.
Concerted cis Concerted trans
MP2 Pathway SR RC TS
a
PC SP SR RC TS
a
PC SP
MP2/6-31+G(d,p) 101.92 102.74 100.75 101.54 99.89 101.92 103.13 101.09 102.40 100.47
(102.03) (102.28)
MP2/haTZ 100.67 101.79 99.36 101.79 100.12 100.67 101.80 99.59 101.03 99.17
(100.72) (100.92)
B3LYP Pathway SR RC TS
a
PC SP SR RC TS
a
PC SP
B3LYP/6-31+G(d,p) 100.04 100.86 99.11 100.25 98.12 100.04 101.15 99.41 100.47 98.38
(100.23) (100.42)
B3LYP/haTZ 99.62 100.39 98.70 99.85 97.77 99.62 100.67 99.01 99.92 98.02
(99.74) (99.95)
a
Energies in parenthesis include the absolute value of the imaginary mode.
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Table D6: Zero-point vibrational energy corrections (in kcal mol−1) of the B3LYP/6-
31+G(d,p), B3LYP/haTZ, MP2/6-31+G(d,p) and MP2/haTZ optimized structures for the
MP2/6-31+G(d,p) and B3LYP/6-31+G(d,p) stepwise cis pathway.
Stepwise cis
MP2 Pathway SR RC TS1
a
Int1 TS2
a
Int2 TS3
a
Int3 TS4
a
PC SP
MP2/6-31+G(d,p) 101.92 102.74 101.34 104.22 103.81 104.07 103.22 104.37 100.35 101.94 99.89
(103.60) (104.08) (103.85) (102.21)
MP2/haTZ 100.67 101.79 100.03 103.00 102.45 102.72 101.83 103.02 98.99 100.69 98.66
(102.26) (102.72) (102.46) (100.93)
B3LYP Pathway SR RC TS1
a
−−−−−−−→
b
Int2 TS3
a
Int3 TS4
a
PC SP
B3LYP/6-31+G(d,p) 100.04 100.86 99.38 · · · · · · 101.96 101.18 102.06 98.84 100.25 98.12
(101.65) (101.69) (100.14)
B3LYP/haTZ 99.62 100.39 98.89 · · · · · · 101.58 100.74 101.64 98.38 99.85 97.77
(101.24) (101.28) (99.66)
a
Energies in parenthesis include the absolute value of the imaginary mode.
b
B3LYP/6-31+G(d,p) IRC from the TS1 leads directly to Int2
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Table D7: Zero-point vibrational energy corrections (in kcal mol−1) of the MP2/6-31+G(d,p) and MP2/haTZ optimized struc-
tures for the MP2/6-31+G(d,p) stepwise trans pathway.
Stepwise trans
MP2 Pathway SR RC TS1
a
Int1m TS2m
a
Int2m TS3
a
Int3 TS4m
a
Int4m TS5m
a
Int5m TS6m
a
Int6m TS7m
a
PC SP
MP2/6-31+G(d,p) 101.9 101.8 101.3 104.2 103.9 104.1 103.8 103.9 103.7 104.2 104.2 104.4 103.9 104.6 100.4 102.1 99.9
(103.6) (104.1) (103.9) (103.7) (104.3) (104.5) (101.8)
MP2/haTZ 100.7 101.8 100.0 103.0 102.5 102.8 102.5 102.7 102.3 102.9 103.0 103.1 102.5 103.2 98.9 100.9 98.7
(102.3) (102.8) (102.6) (102.4) (103.0) (103.1) (100.4)
a
Energies in parenthesis include the absolute value of the imaginary mode.
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Table D8: Zero-point vibrational energy corrections (in kcal mol−1) of the B3LYP/6-
31+G(d,p) and B3LYP/haTZ optimized structures for the B3LYP/6-31+G(d,p) stepwise
trans pathway.
Stepwise trans
B3LYP Pathway SR RC TS1
a
Int1b TS2b
a
Int2b TS3
a
Int3 TS4b
a
PC SP
B3LYP/6-31+G(d,p) 100.04 100.39 99.38 101.96 101.39 102.15 101.80 101.96 98.87 100.52 98.20
(101.65) (101.75) (101.89) (100.04)
B3LYP/haTZ 99.62 100.39 98.89 101.58 101.04 101.77 101.43 101.57 98.43 100.05 97.83
(101.24) (101.38) (101.52) (99.58)
a
Energies in parenthesis include the absolute value of the imaginary mode.
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density functional theory (DFT), counterpoise (CP) procedures, estimating the complete basis set
(CBS) limit, CBS extrapolation techniques, symmetry-adapted perturbation theory (SAPT) meth-
ods, natural bond orbital (NBO) analyses, intrinsic reaction coordinate (IRC) methods, reaction
pathways
Software Skills
Programming: Numerical Analysis: Quantum Software Packages:
Python and UNIX shell scripting Mathematica Gaussian, Molpro, Psi, CFour, QChem,
ACES
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