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Abstract. We present a new model reduction technique for steady ﬂuid-structure interaction
problems. When the ﬂuid domain deformation is suitably parametrized, the coupling conditions
between the ﬂuid and the structure can be formulated in the low-dimensional space of geometric
parameters. Moreover, we apply the reduced basis method to reduce the cost of repeated ﬂuid
solutions necessary to achieve convergence of ﬂuid-structure iterations. In this way a reduced order
model with reliable a posteriori error bounds is obtained. The proposed method is validated with
an example of steady Stokes ﬂow in an axisymmetric channel, where the structure is described by a
simple one-dimensional generalized string model. We demonstrate rapid convergence of the reduced
solution of the parametrically coupled problem as the number of geometric parameters is increased.
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1. Introduction. The numerical simulation of ﬂuid-structure interaction (FSI)
problems is an important topic in wide areas of engineering and medical research.
Concerning the latter, of great importance is the modeling of blood ﬂow in the large
arteries of the human cardiovascular system, where pulsatile ﬂows combined with a
high degree of deformability of the arterial walls together cause large displacement
eﬀects that cannot be neglected when attempting to accurately model the ﬂow dy-
namics of the system. High ﬁdelity computational ﬂuid dynamics and structural
mechanics solvers based on, for example, the ﬁnite element method (FEM) need to
be combined in a framework that is challenging from both a mathematical and an
implementation viewpoint. For an overview of cardiovascular modeling techniques we
refer to [42, 44] and the book [14]. The complexity and nonlinearity of FSI problems
has until recently limited the scope of physically meaningful simulations to just small
and isolated sections of arteries. When attempting to consider the entire cardiovas-
cular system as a complex network of diﬀerent time and spatial scales, model order
reduction (MOR) techniques can accurately and reliably reduce the nonlinear FSI
models to computationally more cost-eﬃcient ones.
In the geometric multiscale approach to MOR [13] the ﬂow network is decomposed
into smaller parts that are joined together using physical coupling conditions, each
part of which is modeled at a level necessary to capture the relevant local dynamics
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of the system. The target for our proposed reduced model is those parts of the
cardiovascular network where a full ﬁdelity three-dimensional Navier–Stokes solution
is not necessary, but where FSI eﬀects are still important. The reduced model should
fulﬁll two conditions: (i) it should have certiﬁed a posteriori error bounds that can
be tuned to the user’s requirements, and (ii) it should have suﬃciently low online
computational memory requirements to ﬁt on one parallel node of a supercomputer.
An important aspect of any large-displacement FSI problem is ﬁnding the conﬁg-
uration of the interface between ﬂuid and structure. The process is typically iterative:
a trial conﬁguration of the geometry is used to solve the ﬂuid and structure subprob-
lems and the coupling conditions are tested, and if they are not satisﬁed within a
desired degree of accuracy, then the trial conﬁguration is updated and the step is
repeated. A traditional approach to FSI is that the discrete mesh is updated on each
iteration by moving the boundary nodes and adjusting the interior mesh points to
ensure mesh quality. This approach leads to a large number of coupling variables (the
total number of mesh points on the free boundary). An external parametrization of
the geometry can be used to drive down the number of coupling variables. When
considering simple ﬂow geometries the shape of the deformable wall can be directly
parametrized, e.g., with splines. For realistic geometries it might be necessary to
parametrize the geometry in a way that is relatively independent of its description.
There are many shape parametrization methods to choose from. Comparisons of
diﬀerent shape parametrization techniques from a ﬂuid dynamics viewpoint can be
found in [52] and from a model reduction viewpoint in [33]. We propose to describe
the deformations of the ﬂuid channel with free-form deformations (FFDs) [53]. They
are a technique for smooth parametric deformations of arbitrary shapes embedded in
the grid of control points. FFDs can be used to give a ﬂexible and global parametric
deformation of a ﬁxed reference domain that is completely independent of the shape
and its computational mesh. Model reduction for FFD-based shape parametrizations
has been previously considered for the shape design of airfoils in potential [27] and
thermal ﬂows [50]. In cardiovascular applications, FFDs have been used to track the
motion of the left ventricle (see [34] for a review) and to solve an optimal shape design
problem of an aorto-coronaric bypass anastomoses [32].
After parametrizing the geometry with an FFD we need to address the coupling
between ﬂuid and structure. We use the deformation parameters of the FFD as
coupling variables. A ﬁxed point coupling algorithm can be written in the parameter
space rather than the displacement space. Again an iterative procedure is needed to
ensure the coupling conditions are satisﬁed to a desired tolerance. Thus a potentially
large number of parametric PDE solutions for the ﬂuid equations need to be performed
in diﬀerent parametric conﬁgurations.
To reduce the memory requirements and the online computational cost of solving
the ﬂuid system, we apply the reduced basis method (originally proposed and analyzed
in [1, 11, 37, 41]). It is a reliable MOR method for parametric PDEs. An overview
can be found in [49] and a more detailed exposition in [38]. The attractiveness of
these methods is based on their ability to give certiﬁed a posteriori bounds on the
error of the ﬁeld solutions and their outputs when compared to the underlying FEM
solution. We use the reduced basis method to reduce the computational cost of the
steady Stokes equations in diﬀerent conﬁgurations of the geometry.
The structure of the paper is as follows. In section 2 we introduce the steady FSI
problem of incompressible Stokes equations coupled to an elliptic one-dimensional
(1-d) generalized string equation. This is a benchmark problem for which the exis-
tence of solutions has been demonstrated in [18, 19] and whose numerical solution
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Ωo
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Γin
x2
x1φ
η(x1)
R(x1)
Γout
Fig. 2.1. Axisymmetric ﬂow geometry for the FSI model problem.
has been previously considered, e.g., in [29, 35, 54]. In section 3 we discuss the ge-
ometric parametrization and introduce the FFDs. In section 4 we couple the ﬂuid
and structure in the space of parametric deformations. In section 5 the reduced basis
method for the ﬂuid equations is detailed, and we discuss a posteriori error bounds
of the solutions. In section 6 we present numerical results validating our approach.
Section 7 contains some conclusions.
2. The steady FSI model. We use the following standard notation: Ω ⊂ Rd,
d = 1, 2, 3, is a bounded open set, Hk(Ω) is the Sobolev space of functions with weak
derivatives up to order k square-integrable on X , Hk−1/2(∂Ω) is the space of functions
that are traces of Hk(Ω) on the boundary ∂Ω, Hk0 (Ω) is the subspace of functions
whose trace vanishes on ∂Ω, Ck,α(Ω) is the space of functions with derivatives up
to order k being Ho¨lder-continuous with exponent 0 < α ≤ 1 (if α = 1, these are
the Lipschitz-continuous functions), L2(Ω) is the space of square-integrable functions,
and L∞(Ω) is the space of essentially bounded functions on Ω.
2.1. Fluid model: The steady incompressible Stokes equations. We as-
sume the ﬂow geometry represented in Figure 2.1 that is axisymmetric with cylindrical
coordinates (x, φ) = (x1, x2, φ) ∈ Ωo × [0, 2π). The lengthwise cross section of the
domain Ωo := (0, L) × (0, R) depends on the unknown radius R(x1) of the channel,
which satisﬁes R(x1) := R0 + η(x1) > 0, where η ∈ H20 (0, L) is a function describing
the smooth displacement of the outer wall from its reference conﬁguration (a cylin-
drical tube of radius R0 > 0). We assume also axisymmetric forces, f = f (x) and
g = g(x2). Owing to the axial symmetry we can consider the steady Stokes equa-
tions for incompressible ﬂuid ﬂow in the two-dimensional domain Ωo(η) with mixed
boundary conditions on its boundary Γ(η) = Γin ∪ Γout ∪ Γw(η), that is,
(2.1)
⎧⎪⎨⎪⎩
∇ · σ + f = 0 in Ωo(η),
∇ · u = 0 in Ωo(η),
u = 0 on Γw, u = g on Γin, σ · n = 0 on Γout,
where u is the ﬂuid velocity ﬁeld and σ is the symmetric Cauchy stress tensor. The
data are assumed to have the following regularity: f ∈ [L2(Ωo)]2 and g ∈ H1/2(Γ),
where the space [H1/2(Γ)]2 = γΓ([H
1(Ωo)]
2) is deﬁned as usual with the continuous
trace operator γΓ on Γ. We denote by ĝ ∈ [H10 (Ωo)]2 any continuous extension of the
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Dirichlet data to the ﬂuid domain. Assuming a Newtonian ﬂuid, the stress-strain rela-
tionship is given by σ = −pI+ν (∇u+∇ut) , where ν denotes the dynamic viscosity
and p is the pressure ﬁeld. After choosing the velocity space V := [H1Γd(Ωo(η))]2 of
functions that vanish on Γd = Γin ∪ Γw and the pressure space Q := L2(Ωo(η)), a
mixed weak formulation of the equations is to ﬁnd u ∈ V and p ∈ Q such that (s.t.)
(2.2)⎧⎪⎪⎨⎪⎩
∫
Ωo
[ν∇u : ∇v − p∇ · v] dΩ =
∫
Ωo
f · v dΩ−
∫
Ωo
ν∇ĝ · ∇v dΩ for all v ∈ V ,
−
∫
Ωo
q∇ · u dΩ =
∫
Ωo
q∇ · ĝ dΩ for all q ∈ Q.
The treatment of the inhomogeneous Dirichlet condition is done by lifting—this is the
standard way when aiming at reduced basis approximations in parameter-dependent
domains.1 For notational brevity we deﬁne the bilinear forms
(2.3) A(u,v) := ν
∫
Ωo
∇u : ∇v dΩ, B(q,v) := −
∫
Ωo
q∇ · v dΩ
and the linear form
(2.4) F(v) :=
∫
Ωo
f · v dΩ.
Then (2.2) can be compactly written as
(2.5)
{
A(u,v) + B(p,v) = F(v)−A(ĝ,v) for all v ∈ V ,
B(q,u) = −B(q, ĝ) for all q ∈ Q.
With our assumptions on the displacement function η the domain Ωo is of class C
0,1
and the Stokes equations have a unique solution (u, p) ∈ V ×Q [16].
2.2. Structural model: The 1-d generalized string equation. Next we
give the equations for the structural displacement function η. These equations are in
the Lagrangian form on the undeformed conﬁguration of the wall, which we identify
as the interval (0, L) in our simpliﬁed 1-d case. We assume the displacements are
small and always in the normal direction of Γw, the tangential displacement being
equal to zero. The equilibrium equation for the structural displacement is chosen as
the second order equation with a fourth order perturbation (with ε > 0 small)
(2.6) ε
∂4η
∂x41
− kGh∂
2η
∂x21
+
Eh
1− ν2P
η
R0(x1)2
= τΓw , x1 ∈ (0, L),
where h is the wall thickness, k the Timoshenko shear correction factor, G the shear
modulus, E the Young modulus, νP the Poisson ratio, R0 the radius of the reference
conﬁguration, and τΓw the applied traction. This is a simpliﬁed 1-d equation for the
structure that is often used in hemodynamic FSI problems as a “ﬁrst approximation”
[44]. We have added a fourth order term in order to have added regularity for the
1Other approaches, such as Lagrange multipliers or Nitsche’s method, that might seem more
attractive from a mathematical viewpoint may run into problems when dealing with the reduced
basis method.
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REDUCED BASIS WITH PARAMETRIC COUPLING FOR FSI A1191
displacement. The weak form of (2.6) is to ﬁnd the structural displacement in the
normal direction η ∈ D s.t.
(2.7)
τΓw (φ) = ε
∫ L
0
∂2η
∂x21
∂2φ
∂x21
dx1+kGh
∫ L
0
∂η
∂x1
∂φ
∂x1
dx1+
Eh
1− ν2P
∫ L
0
ηφ
R0(x1)2
dx1 := C(η, φ)
for all φ in the space D := H20 (0, L) of kinematically admissible displacements.
2.3. Coupling of ﬂuid and structure. The ﬂuid and structure are coupled by
taking the applied traction τΓw to be the normal component of the normal Cauchy
stress of the ﬂuid on Γw, i.e.,
(2.8) τΓw = (σn) · n on Γw.
This can be expressed in the weak sense using the residual R( · ;u, p) ∈ X ′w of the
ﬂuid solution on the interface deﬁned as [28]
(2.9) R(v;u, p) := F (v)−A(u+ ĝ,v)− B(p,v) for v ∈ Xw
in the space of test functions Xw := {v ∈ [H1(Ωo)]2 : v ≡ 0 on Γin}, or more
precisely, its Riesz representant r(u, p) ∈ Xw, and the trace operator γΓw : Xw →
[H1/2(Γw)]
2 that transfers velocity test functions to structural test functions by taking
the trace on Γw. Finally the entire steady FSI model can be written as follows: ﬁnd
(u, p, η) ∈ V ×Q×D s.t.
(2.10)⎧⎨⎩
A(u, v) + B(p,v) = F(v)−A(ĝ, v) for all v ∈ V(η),
B(q,u) = −B(q, ĝ) for all q ∈ Q(η),
C(η, φ) = 〈γΓw (r(u, p)) · n, φ〉H−1/2(0,L)×H1/2(0,L) for all φ ∈ D.
Theorem 2.1. With the assumptions outlined above, the coupled FSI problem
(2.10) has at least one solution (u∗, p∗, η∗) ∈ V ×Q×D.
The proof is with the Schauder ﬁxed point theorem; see [18, 19] for the details.
By standard arguments it also follows that if the problem data are Lipschitz contin-
uous with suﬃciently small Lipschitz constant, then the ﬁxed point map is a strict
contraction and the ﬁxed point is unique.
Remark 2.1. The displacement in (2.10) satisﬁes η ∈ C1,1(0, L) so that Ωo(η) is
piecewise C1,1 with convex corners. If in addition we have g ∈ H3/2(Γ), then this is
suﬃcient to enhance the regularity of the Stokes solution [17]. In this case the Stokes
solution satisﬁes (u, p) ∈ [H2(Ωo)]2 ∩V ×H1(Ωo)∩Q. However, this does not permit
dropping the fourth order term in (2.6) since C0,1 continuity of the displacement (and
consequently the domain) would be lost. In cardiovascular applications the fourth
order term is unphysically stiﬀ for accurate modeling of vessel wall dynamics and
should be compensated for by choosing ε very small. In [26] we experimented with a
second order equation for the structure.
3. Parametric ﬂuid equations in a ﬁxed domain. To remove the diﬃculty
of dealing with variable domains Ωo(η) depending on the displacement η we rewrite
the ﬂuid equations in a ﬁxed domain.
3.1. Parametric transformation to a ﬁxed reference domain. Let Ω be a
ﬁxed reference domain at least of class C0,1 and consider parametric maps T (μ, x˜) ∈
C∞(D;C1(Ω)) that for each ﬁnite-dimensional vector of parameters μ that belong to
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some admissible bounded and closed parameter range P ⊂ RP gives a smooth and
invertible map T (μ, ·) : Ω → Ωo(μ). As a result the range of possible conﬁgurations
of the ﬂuid domain depends solely on the parameter, and all our admissible domain
shapes are diﬀeomorphic images of the reference domain. Tildes are used above coordi-
nates deﬁned on the reference domain Ω to distinguish them from the corresponding
coordinates deﬁned on the original domain Ωo(μ), i.e., T (μ, x˜) = x. Denoting by
JT := ∇x˜T the Jacobian matrix of T = (T1, T2) w.r.t. the spatial variables we deﬁne
the parametric transformation tensors for the viscous term
(3.1) νT (μ, x˜) := J
−t
T (μ, x˜)J
−1
T (μ, x˜) det(JT (μ, x˜))
and the pressure-divergence term (also known as the Piola transformation)
(3.2) χT (μ, x˜) := J
−1
T (μ, x˜) det(JT (μ, x˜)),
respectively. We introduce the parametric bilinear forms on the ﬁxed domain
(3.3) A˜(u˜, v˜;μ) := ν
∫
Ω
(νT (μ)∇u˜) : ∇v˜ dΩ, B˜(q˜, v˜;μ) := −
∫
Ω
q˜∇ · (χT (μ)v˜) dΩ
and the linear form
(3.4) F˜(v˜;μ) :=
∫
Ω
f (T (μ, x˜)) · v˜ det(JT (μ, x˜)) dΩ.
The spaces V˜ := [H1Γd(Ω)]2 and Q˜ := L2(Ω) do not depend on the parameter. Now the
Stokes system (2.5) can be transformed back to the reference domain, and we obtain
the parametric Stokes equations on a ﬁxed domain to ﬁnd (u˜(μ), p˜(μ)) ∈ V˜ × Q˜
(3.5)
{
A˜(u˜, v˜;μ) + B˜(p˜, v˜;μ) = F˜(v˜;μ)− A˜(g˜, v˜;μ) for all v˜ ∈ V˜,
B˜(q˜, u˜;μ) = −B˜(q˜, g˜;μ) for all q˜ ∈ Q˜.
To obtain a parametric ﬂuid domain that is compatible with the structural model, we
assume Ω is chosen as the unperturbed conﬁguration of the axisymmetric channel, Ω =
(0, L)×(0, R0). While the structural equations are in the Lagrangian formulation and
therefore already written in the reference conﬁguration, we make use of the parametric
displacement function η(μ) that in our simpliﬁed case can be written as
(3.6) η(x1;μ) = T2(μ;
[
x1 R0
]t
)−R0 for x1 ∈ [0, L].
3.2. FFDs for ﬂexible shape parameterizations. To deﬁne the FFDs we
assume again that there exists a reference geometry Ω and look for a parametric
family of smooth deformations TFFD(μ) that can act on any kind of shape. Let
Ω ⊂ D be embedded inside a control parallelogram D, which can be mapped aﬃnely
onto the unit square, Ψ(D) = (0, 1) × (0, 1) with coordinates 0 ≤ ξ1, ξ2 ≤ 1. We
overlay on the unit square a regular (K+1)× (L+1) grid of control points, where the
location of each control point depends only on two scalar components of μ according
to
(3.7) P k,(μp(k,), μp(k,)+1) :=
[
k/K + μp(k,)
/L+ μp(k,)+1
]
,
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Pk (0) Pk (µ)
fixed reference domain deformed parametric domain
parameters = displacements
                   of control points
FFD control points
FFD map
TFFD(µ, · )
Ψ−1affine map Ψ
TFFD(µ, · )
parameter
vector µ
Ωo(µ)
Ω
D
Fig. 3.1. Schematic of the control points and resulting free-form parametric deformation.
where p(k, ) := 2(K +1)+2k+1 is a condensed index into the parameter vector μ
with a total of 2(K + 1)(L+ 1) scalar components. Then we can deﬁne
(3.8) T̂FFD(μ; ξ) :=
K∑
k=0
L∑
=1
bK,Lk, (ξ1, ξ2)P k,(μp(k,), μp(k,)+1)
as a smooth, invertible “deformation of identity” map T̂FFD for each μ in a neighbor-
hood of 0. The functions bk, are tensor products of the Bernstein basis polynomials
deﬁned as
(3.9) bK,Lk, (ξ1, ξ2) :=
(
K
k
)(
L

)
ξk1 (1− ξ1)K−kξ2(1− ξ2)L−
for k = 0, . . . ,K and  = 0, . . . , L, forming a total of (K+1)(L+1) basis polynomials.
By using the aﬃne maps Ψ, Ψ−1 to map between the unit square and the original
control parallelogram we can deﬁne the parametric FFD map TFFD(μ) := Ψ
−1 ◦
T̂ (μ) ◦ Ψ. The parametric domains are then obtained from the restriction Ωo(μ) :=
TFFD(μ; Ω).
In Figure 3.1 we display a schematic diagram of the FFDs. Using the deﬁnition
and the fact that the Bernstein basis polynomials form a partition of unity it can
be shown that TFFD(0) = I. Evaluation of the Bernstein basis polynomials (and
subsequently TFFD and its Jacobian matrix) can be performed in a numerically stable
fashion using the recursive de Casteljau algorithm [10] without explicitly evaluating
the formulas for TFFD. In case there is a need to reduce the number of geometric
parameters, we can keep ﬁxed a number of control points or allow them to move only
in one dimension. This allows the user to keep the number of FFD parameters to a
desired low level (in our case roughly 5 to 10 parameters).
4. Parametric coupling of ﬂuid and structure. We now introduce the com-
putational algorithm for the solution of the coupled FSI problem.
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4.1. Formulation of the coupled problem in the parameter space. Deﬁne
the resolvant operator Lf : D → V×Q giving for each displacement η and correspond-
ing ﬂuid domain Ωo(η) the velocity-pressure solution pair by solving (2.5), the trace
operator Lr : V×Q → H−1/2(0, L) taking the normal component of the Cauchy stress
on the interface Γw computed from the ﬂuid residual according to (2.9), and the re-
solvant operator Ls : H−1/2(0, L) → D that provides the structural displacement for
a given applied traction. The nonlinear equation system (2.10) is equivalent to the
following ﬁxed point problem: ﬁnd η ∈ D s.t.
(4.1) (I − Ls ◦ Lr ◦ Lf )(η) = 0.
We can alternatively formulate the ﬂuid-structure problem (4.1) as a minimization
problem:
(4.2) min
η∈D
‖ (I − Ls ◦ Lr ◦ Lf )(η) ‖2D.
Any solution of (4.1) is also a minimizer of (4.2). A simpliﬁed parametrized version
of (3.5) can be given as follows: ﬁnd μ ∈ P that minimizes
(4.3) min
µ∈P
‖ (I − Ls ◦ Lr ◦ Lf )(η(μ)) ‖2D,
but this time we expect that the compatibility between the traction applied by ﬂuid
and the structural displacement is achieved only in a least-squares sense. The “quality
of ﬁt” depends on the dimension of the parameter space P as well as the approxima-
tion properties of the parametrization method. We call this the parametric coupling
approach. The parametric coupling approach was used in [35] to solve the same prob-
lem, with the exception that there the applied traction (depending in this case only
on the pressure proﬁle on the wall) was directly parametrized.
Replacing the true displacement with its parametric counterpart can be under-
stood as a nearest point projection step from the space of all kinematically ad-
missible displacements D to the subset of parametrically admissible displacements,
DP := {η ∈ D : η = η(μ),μ ∈ P}, given by the operator Lp : D → DP deﬁned as
Lp(η) := arg minη∗∈DP ‖η − η∗‖D. We then ﬁnd the equivalent formulation of (4.3)
being: ﬁnd μ ∈ P s.t.
(4.4) (I − Lp ◦ Ls ◦ Lr ◦ Lf )(η(μ)) = 0.
Remark 4.1. To prove an equivalent to Theorem 2.1 for the parametrically cou-
pled problem, we need to adapt the Schauder ﬁxed point argument. This requires
showing that the nearest point projection is continuous in the strong H2-norm topol-
ogy. A suﬃcient condition for the continuity of the parametric projection is that the
set of parametric displacements DP ⊂ D be closed and convex. This is indeed the
case in our FFD parametrized model problem when the parameter space P is closed
and convex.
4.2. Finite element discretization of the Stokes equations. In order to
give a computable algorithm for the solution of the parametrically coupled problem
(4.4), we introduce discrete approximation spaces for the velocity V˜h ⊂ V˜ , pressure
Q˜h ⊂ Q˜, and structural displacement Dh ⊂ D, respectively. The ﬁrst two spaces
can be obtained by, e.g., Taylor–Hood or mini ﬁnite element [45] discretization on
a suitably regular mesh on the domain Ω; the latter is typically discretized with
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cubic Hermite elements that are C1-continuous. Because a ﬁxed mesh on Ω is used
to solve the ﬂuid equations for diﬀerent parameter values, the combined dimension
dim(V˜h) + dim(Q˜h) = Nv +Np =: Nf of the ﬁnite element spaces should be chosen
large enough that for the entire parameter range P , the ﬁnite element solution of
(4.5)
{
A˜(u˜h, v˜h;μ) + B˜(p˜h, v˜h;μ) = F˜(v˜h;μ)− A˜(g˜h, v˜h;μ) for all v˜h ∈ V˜h,
B˜(q˜h, u˜h;μ) = −B˜(q˜h, g˜h;μ) for all q˜h ∈ Q˜h
accurately represents the ﬂuid solutions for the entire range of the parameter μ.
While in the worst case this dictates that the ﬁnite element mesh needs to be reﬁned
uniformly everywhere, in section 5 we will see that the reduced basis method alleviates
the requirement of choosing a very large Nf . By Ns we denote the dimension of the
structural displacement approximation space. We have corresponding bases {Ψiv}Nvi=1,
{Ψip}Npi=1, and {Ψiη}Nsi=1 for each ﬁnite element space. The matrices A(μ) ∈ RNv×Nv ,
B(μ) ∈ RNv×Np , and C ∈ RNs×Ns corresponding to the discrete operators in the
ﬁnite element basis are deﬁned elementwise as
(4.6) [A(μ)]i,j = A˜(Ψjv,Ψiv;μ), [B(μ)]i,j = B˜(Ψjp,Ψiv;μ), [C]i,j = C(Ψjη,Ψiη)
and the right-hand side is given by [F (μ)]i = 〈F˜ ,Ψiv〉. Similarly we denote the
vectorial counterparts of the variables [u˜]i = u˜h(xi), [p˜]i = p˜h(xi), and [η]i = ηh(xi).
We will also need the structural mass matrix M ∈ RNs×Ns deﬁned as [M ]i,j =∫ L
0 Ψ
j
ηΨ
i
η dΓ .
4.3. Parametric coupling algorithm for the discrete problem. In order
to transfer the load applied by the ﬂuid to the structure in the discrete equations,
we need to construct a discrete trace operator that returns the normal component of
the trace of any velocity test function on the free boundary. When the ﬁnite element
spaces for the velocity and structural displacement are incompatible (because they
feature either diﬀerent order polynomials or they sit on nonconforming grids) one
good strategy is to perform an L2-projection between the two spaces. The discrete
trace operator G : V˜h → Dh is thus deﬁned according to
(4.7)
∫ L
0
(Gv˜h)wh dΓ =
∫ L
0
(γΓw(v˜h) · n)wh dΓ for all wh ∈ Dh.
In matrix form we have G := M−1Γ, where [Γ]i,j =
∫ L
0 (γΓw
(Ψjv) · n)Ψiη. This is a
mortar-like approach in which Dh plays the role of slave space; see [46].
After the discrete trace operator has been formed, we can introduce a discrete
version of the parametric coupled problem. Algorithm 4.1 computes a solution to the
coupled problem by a ﬁxed point iteration applied to the discretized equation (4.4).
The nearest point projection is done by minimizing a least-squares functional and
involves no further ﬂuid or structure solutions during the optimization loop. Since
the analytic form (3.6) of the parametric displacement function η
h
(μ) is available, the
ﬁrst and second order sensitivities are readily available, and the parametric projection
step can be eﬃciently performed using aﬃne-scaling interior point Newton methods
[7] for nonlinear programming with box constraints.
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Algorithm 4.1. Parametric coupling of ﬂuid and structure.
Require: initial guess μ0
1: Let n = 0.
2: repeat
3: Solve the discretized Stokes equations for u˜nh = u˜h(μ
n) and p˜nh = p˜h(μ
n)
4: Form the discrete ﬂuid residual
Rh(u˜h, p˜h;μ) = F (μ
n)−A(μn)
[
u˜nh + g˜h
]
−B(μn)p˜n
h
.
5: Form the discrete trace operator G.
6: Solve the structural equations for the assumed displacement η̂
h
from Cη̂
h
=
GRh(u˜h, p˜h;μ
n).
7: Solve the constrained minimization problem in the parameter space
min
µn+1∈P
[
η̂
h
− η
h
(μn+1)
]t
C
[
η̂
h
− η
h
(μn+1)
]
to obtain the next conﬁguration parameter μn+1.
8: Set n → n+ 1.
9: until stopping criteria |μn+1 − μn| < TOL is met
4.4. A priori convergence as the number of parameters increases. The
coupling accuracy that is obtainable with the parametric coupling formulation de-
pends mostly on the approximation properties of the parametric map T (μ, ·). If
the parametric displacements η(μ) form a linear subspace DP ⊂ D, the concept of
(Kolmogorov) N -width [40] can be used to measure the asymptotic approximation
obtainable as the number of parameters P → ∞. Let X be a Banach space endowed
with norm ‖ · ‖X , let Y ⊂ X be its bounded subset whose elements we are trying
to approximate, and denote by Xn ⊂ X any linear subspace of dimension n. The
optimal N -width of the set Y in the space X is deﬁned as
(4.8) dn(Y ;X) = inf
Xn,dim(Xn)=n
sup
y∈Y
inf
x∈Xn
‖x− y‖X
and the space X∗n that gives the inﬁmum is the optimal subspace of dimension n for
approximating Y . In the case that X = L2(0, L) and
(4.9) Y = {y ∈ H20 (0, L) : ‖y‖2 ≤ 1}
it is known that the optimal subspace has N -width dn(X,Y ) = λ
−1/2
n , where 0 < λ1 <
λ2 < · · · are the positive eigenvalues of an Euler–Bernoulli boundary-value problem:
ﬁnd (yk, λk) ∈ H20 (0, L)× R+ s.t.
(4.10) (y
(2)
k , w
(2))L2 = λk(yk, w)L2 for k = 1, 2, . . . .
An optimal subspace X∗n is spanned by the ﬁrst n eigenfunctions yk. The N -width
theory is useful in that it gives an estimate of the worst-case asymptotic convergence
rate of an approximation to the structural displacement as the number of parameters
P → ∞. The eigenvalues λk = 4k of (4.10) are solutions of (see, e.g., [4])
(4.11) 1− (cos kL)(cosh kL) = 0,
they grow like k ≈ (2k + 1) π2L , and so in this case the N -width in the L2-norm
behaves like O(P−2).
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5. Reduced basis for steady incompressible Stokes. The most computa-
tionally expensive part of Algorithm 4.1 is step 3, that is, the solution of the parametric
Stokes equations. With the assumption of small C∞ geometric deformations the de-
pendence of the solutions of the Stokes equations on the parameter is also “smooth”
in the sense that the manifold of parametrized solutions in the space X is C∞, and
there are no bifurcation points leading to large qualitative changes in the velocity ﬁeld.
With this assumption the reduced basis method can be reliably applied to reduce the
problem to a much-lower-dimensional subspace. The manifold of parametrized solu-
tions retains its smoothness also for the Navier–Stokes equations, provided that the
Reynolds number is taken small enough. See [25, 39] for early development of the
reduced basis method for Navier–Stokes equations, [6, 8, 55] for more recent results
in a posteriori error estimation, and [43] for implementation details.
The reduced basis method consists of computing ﬁnite element solutions to the
parametric PDEs at suitable parameter points and using their span to construct a
low-dimensional approximation space for Galerkin projection. Let μ1,μ2, . . . ,μN
be a small collection of parametric conﬁgurations that form a good ensemble for
approximating the behavior of the parametric ﬂuid system in question. By computing
the ﬁnite element snapshot solutions (u˜h(μ
n), p˜h(μ
n)) s.t.
(5.1){
A˜(u˜h, v˜h;μn) + B˜(p˜h, v˜h;μn) = F˜(v˜h;μn)− A˜(g˜h, v˜h;μn) for all v˜h ∈ V˜h,
B˜(q˜h, u˜h;μn) = −B˜(q˜h, g˜h;μn) for all q˜h ∈ Q˜h
for n = 1, . . . , N we can deﬁne the problem-dependent approximation spaces for
velocity and pressure
(5.2)
VNh := span {u˜h(μn) : n = 1, . . . , N} ,
QNn := span {p˜h(μn) : n = 1, . . . , N} ,
which possess some spectral approximation properties [5]. Namely, if we construct
a suitably orthonormalized bases {ζnv}Nn=1 and {ζnp }Nn=1 for the spaces VNh and QNn ,
respectively, and seek for a given μ ∈ P the Galerkin projection (u˜Nh (μn), p˜Nh (μn))
s.t.
(5.3){
A˜(u˜Nh , v˜Nh ;μ) + B˜(p˜Nh , v˜Nh ;μ) = F˜(v˜Nh ;μ)− A˜(g˜h, v˜Nh ;μ) for all v˜Nh ∈ V˜Nh ,
B˜(q˜Nh , u˜Nh ;μ) = −B˜(q˜Nh , g˜h;μ) for all q˜Nh ∈ Q˜Nh ,
then the convergence of this reduced basis approximation, (u˜Nh , p˜
N
h ) → (u˜h, p˜h) as
N → ∞, is in the best case exponential in N [31] and in many applications very rapid
for the entire parameter range μ ∈ P . This means that the reduced basis dimension
N can be chosen much smaller than the ﬁnite element space dimension, N  Nf ,
and we expect that the reduced system of size N×N can be eﬃciently assembled and
solved for any μ, and that its solution takes only negligible time and memory when
compared to the cost of solving the ﬁnite element system of size Nf×Nf . Three main
aspects need to be addressed when using the reduced basis solution to approximate
the underlying ﬁnite element solution:
1. eﬃcient methods for the assembly and solution of the reduced system (5.3),
2. stability of the reduced basis Stokes approximation [51],
3. certiﬁed a posteriori error bounds for the reduced basis solution [49].
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The a posteriori estimate also gives us a way to choose the parameter values {μn}Nn=1
that deﬁne the reduced basis space by a greedy algorithm that explores the parameter
space [21, 49].
5.1. Eﬃcient solution of the reduced basis system for aﬃne problems.
The computational setup typical for reduced basis methods is of oﬄine versus online
stages. We are willing to spend extra computational eﬀort that depends on the (a
priori large) dimension of the ﬁnite element approximation space Nf and possibly
takes considerable time (the oﬄine stage), provided that once the necessary data
structures have been precomputed and stored, we can then assemble and solve the
reduced basis system inexpensively and with complexity only depending on N but not
on Nf (the online stage) for any parametric conﬁguration. The same requirements
hold for any a posteriori error estimates we obtain in the online stage.
In reduced basis methods an important assumption that facilitates splitting the
problem into oﬄine and online stages is usually made. We say that the parametric
PDE problem is aﬃnely parametrized if the bilinear forms satisfy
(5.4) A˜(u˜, v˜;μ) =
Qa∑
q=1
Θaq(μ)A˜q(u˜, v˜), B˜(p˜, v˜;μ) =
Qb∑
q=1
Θbq(μ)B˜q(p˜, v˜)
for some computable scalar functions Θaq , Θ
b
q depending only on the parameters and
continuous bilinear forms A˜q, B˜q depending only on the spatial variables, and if the
linear form satisﬁes
(5.5) F˜(v˜;μ) =
Qf∑
q=1
Θfq (μ)F˜q(v˜)
for some computable scalar function Θfq depending only on the parameters and contin-
uous linear forms F˜q depending only on the spatial variables. Accordingly we deﬁne
the aﬃnely decomposed matrices and right-hand sides
(5.6) [Aq]i,j := A˜q(Ψjv,Ψiv), [Bq]i,j := B˜q(Ψjp,Ψiv), [fq]j := F˜q(Ψjv).
With assumption (5.4) the reduced basis problem splits into parameter-independent
matrices and parameter-dependent scalar coeﬃcient functions, and we obtain the
linear system of 2N × 2N equations to ﬁnd u˜Nh ∈ RN and p˜Nh ∈ RN s.t.
(5.7)
⎡⎣ ∑Qaq=1Θaq(μ)ANq ∑Qbq=1Θbq(μ)BNq∑Qb
q=1Θ
b
q(μ)[B
N
q ]
t
⎤⎦[u˜Nh
p˜Nh
]
=
[
fN (μ)
gN (μ)
]
,
where the right-hand side is
(5.8)
[
fN (μ)
gN (μ)
]
:=
⎡⎣∑Qfq=1Θfq (μ)Zvfq −∑Qaq=1Θaq(μ)ANq Zv g˜h
−∑Qbq=1Θbq(μ)[BNq ]tZvg˜h
⎤⎦
and the reduced basis matrices and vectors are deﬁned as
(5.9)
[Zv]i,j := ζ
i
v(xj), i = 1, . . . , N, j = 1, . . . ,Nv,
[Zp]i,j := ζ
i
p(xj), i = 1, . . . , N, j = 1, . . . ,Np,
[ANq ]i,j := ZvAqZ
t
v, i, j = 1, . . . , N,
[BNq ]i,j := ZpBqZ
t
v, i, j = 1, . . . , N,
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where the matrices Zv, Zp, A
N
q , and B
N
q are assembled once and stored. The system
(5.7) can then be assembled and solved for any μ ∈ P with complexity not depending
on Nf by simply evaluating the coeﬃcient functions and summing the contributions
from each term. If the aﬃnity assumption is not in eﬀect, the cost of the online
evaluations increases and the reduced basis method becomes less attractive.
5.2. Empirical interpolation method for nonaﬃne problems. From the
expression (3.3) for the parametric bilinear forms it is clear that the bilinear form
A˜ does not satisfy the aﬃne parametrization assumption. In fact, most geometric
parametrizations are nonaﬃne. One way to treat nonaﬃnely parametrized PDEs is
to use a process called the empirical interpolation method (EIM) [3, 20, 30]. An
approximation to the nonaﬃnely parametrized bilinear forms A˜, B˜, and the linear
form F˜ are sought in the form
(5.10)
A˜(u, v;μ) =
Qa∑
q=1
Θqa(μ)A˜q(u˜, v˜) + εaEIM(x˜,μ),
B˜(u, v;μ) =
Qb∑
q=1
Θqa(μ)B˜q(u˜, v˜) + εbEIM(x˜,μ),
F˜(v;μ) =
Qf∑
q=1
Θqf(μ)F˜q(v˜) + εfEIM(x˜,μ),
that is, by suitable aﬃne components plus suitable error terms εaEIM, ε
b
EIM, ε
f
EIM that
need to be controlled to an acceptable tolerance. The idea is as follows: for any scalar
function g(x,μ) ∈ Cs(P ;L∞(Ω)), with s ≥ 0, the goal is to ﬁnd an approximate
expansion of the form
(5.11) gQ(x,μ) =
Q∑
q=1
Θq(μ)ψq(x)
for which ‖g(·,μ) − gQ(·,μ)‖L∞(Ω) < TOL in the entire range of parameters μ ∈ P .
In the empirical interpolation one seeks a set of interpolation points xq ∈ Ω and a
set of shape functions ψq(x) s.t. the expansion (5.11) is obtained through solving the
Lagrange interpolation problem
(5.12)
Q∑
q=1
[Υ]q′,q[Θ]j(μ) = g(x
q′ ,μ) for all q′ = 1, . . . , Q,
where the interpolation matrix Υ ∈ RQ×Q is deﬁned elementwise as [Υ]q′,q := ψq(xq′)
for q, q′ = 1, . . . , Q. This can be done with the greedy algorithm detailed in [3, 30]
that proceeds to construct a hierarchical sequence of approximation spaces. Using
the EIM for each component of [νT ]i,j and combining the resulting approximate aﬃne
expansions
(5.13) Ai,jq (u˜, v˜) = ν
∫
Ω
ψi,jq (x)
∂u˜j
∂xi
∂v˜j
∂xi
dx, for q = 1, . . . , Qi,j,
we get
(5.14) A(u˜, v˜;μ) =
2∑
i=1
2∑
j=1
Qi,j∑
q=1
Θi,jq (μ)Ai,jq (u˜, v˜),
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an expansion with a total of Qa := Q
1,1 + Q1,2 + Q2,1 + Q2,2 terms, and similarly
for the other forms. In practice the EIM has been quite useful for solving nonaﬃnely
parametrized PDEs with the reduced basis method [20, 36, 47].
Remark 5.1. For the FFD detailed in section 3.2, in fact, the forms B˜ and F˜
are aﬃne because the map TFFD is polynomial. This reduces the number of terms
Qa + Qb + Qf needed in the approximate aﬃne expansion, as was ﬁrst observed in
[50]. For generic nonpolynomial shape parametrizations the situation remains more
challenging.
5.3. Inf-sup stability of the reduced basis Stokes approximation. We
brieﬂy recall the general existence and uniqueness theory for noncoercive linear PDEs.
LetX be a Hilbert space endowed with the inner product (·, ·)X and the corresponding
norm ‖ · ‖X :=
√
( · , · )X . The general noncoercive PDE in weak form is as follows:
ﬁnd U ∈ X s.t.
(5.15) Φ(U, V ) = F (V ) for all V ∈ X,
where Φ : X × X → R is a continuous, symmetric bilinear form and F : X → R a
continuous linear form. The Babusˇka inf-sup stability condition [2] that guarantees
the existence of a unique solution is
(5.16) ∃ϕ > 0 : inf
U∈X
sup
V ∈X
Φ(U, V )
‖U‖X‖V ‖X ≥ ϕ,
and that solution satisﬁes a Lax–Milgram-type stability estimate
(5.17) ‖U‖X ≤ ‖F‖X′/ϕ.
In our Stokes case we have U = (u, p), V = (v, q), the product space X := V ×Q, the
norm ‖V ‖2X := ‖v‖2V + ‖q‖2Q, and the bilinear form Φ(U, V ) := A(u,v) + B(p,v) +
B(q,u). The inf-sup constant ϕ in this case is the least singular value of the linear
operator associated with the Stokes equations [15].
The stability of the continuous Stokes equations is well known to not imply stabil-
ity of the discretized Stokes equations for many “reasonable” ﬁnite element discretiza-
tions. The situation is similar in the reduced basis context. Rather than working
directly with condition (5.16) it is customary to apply the so-called Babusˇka–Brezzi
theory, which allows one to consider only the bilinear form B. In a conforming ﬁnite
element approximation the ellipticity of the bilinear form A is inherited from the dis-
cretized problem, and thus a suﬃcient condition for stability is that the ﬁnite element
velocity and pressure spaces Vh and Qh should be chosen such that they satisfy the
discrete Ladyzhenskaya–Babusˇka–Brezzi condition [16]
(5.18) ∃βh > 0 : inf
qh∈Qh
sup
v∈Vh
B(q,v)
‖v‖V‖q‖Q ≥ βh.
Popular choices of element pairs that satisfy this condition include the mini element
(P1 +bubble/P1) and the Taylor–Hood Pk+1/Pk family of elements for k ≥ 1. In the
case of parametric Stokes equations on the reference domain Ω we require further that
(5.19) inf
q˜h∈ ˜Qh
sup
v˜h∈˜Vh
B(q˜h, v˜h;μ)
‖v˜h‖˜V‖q˜h‖ ˜Q
= β˜h(μ) > 0 for all μ ∈ P .
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REDUCED BASIS WITH PARAMETRIC COUPLING FOR FSI A1201
When the parametrization arises from geometric transformations and B is given by
(3.3), we can use (in the case that the transformation tensor is computed exactly
and not approximated by numerical quadratures) that the divergence of a vector
ﬁeld is invariant under the Piola transform and B˜(q˜, v˜;μ) = B(q,v) for all μ ∈ P ;
consequently β˜h(μ) = βh. For the reduced basis approximation we have a similar
inf-sup condition
(5.20) inf
q˜N
h
∈ ˜QN
h
sup
v˜Nh ∈˜VNh
B(q˜Nh , v˜Nh ;μ)
‖v˜Nh ‖˜V‖q˜Nh ‖ ˜Q
= β˜Nh (μ) > 0 for all μ ∈ P ,
but unfortunately it is not true in general that (5.19) implies (5.20). One way to
guarantee stability of the reduced basis Stokes system is to enrich the velocity space
with supremizers deﬁned using the supremizer operator [51, 47] Tµ : Qh → Vh s.t.
(5.21) (Tµq˜h, v˜h)˜V = B˜(q˜h, v˜h;μ) for all v˜h ∈ V˜h.
Note that the name “supremizer” comes from the property
(5.22) sup
v˜h∈˜V
B˜(q˜h, v˜h;μ)
‖v˜h‖˜Vh
=
B˜(q˜h, Tµq˜h;μ)
‖Tµq˜h‖˜V
.
If for each pressure basis function p˜nh we compute the corresponding supremizer ve-
locity ﬁeld
(5.23) s˜nh(μ) := T
µp˜nh
and add these to the velocity approximation basis
(5.24) V˜N,suprh (μ) := V˜Nh ⊕ span {s˜nh(μ) : n = 1, . . . , N} ,
we can replace in (5.20) the space V˜Nh with V˜N,suprh (μ) and prove (see [51]) that now
β˜Nh (μ) ≥ β˜h(μ) so that the supremizer-enriched velocity space V˜N,suprh of dimension
2N inherits the inf-sup stability from the ﬁnite element problem. A diﬃculty related
to the supremizers is that now the reduced velocity space depends explicitly on the
parameter. In [51] a way to deal with this is proposed so that the explicit parameter
dependence is lost. The condition β˜h(μ) > 0 then implies that both ϕ˜h(μ) > 0
and ϕ˜Nh (μ) > 0. For further study of the relationship between the diﬀerent stability
constants and the a posteriori estimator given above, see [48].
5.4. A posteriori error bounds for the reduced basis solution. Denoting
the error between the ﬁnite element solution and its reduced basis approximation for
both velocity and pressure as eu := u˜h − u˜Nh and ep := q˜h − q˜Nh , we denote the
combined error in both velocity and pressure as
(5.25) ‖(eu, ep)‖2X := ‖eu‖2V + ‖ep‖2Q
and the combined residual as
(5.26)
Rµ(v˜h, q˜h) := A˜(eu(μ), v˜h;μ)+B˜(ep(μ), v˜h;μ)+B˜(q˜h, eu(μ);μ) for all (v˜h, q˜h)∈Xh.
Then Rµ(v˜h, q˜h) ∈ X ′h and satisﬁes
(5.27)
Rµ(v˜h, qh) =F(v˜h;μ)−A˜(u˜Nh , v˜;μ)+B˜(q˜Nh , v˜h;μ)+B˜(q˜h, u˜Nh ;μ) for all (v˜h, q˜h)∈Xh
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A1202 T. LASSILA, A. QUARTERONI, AND G. ROZZA
and can be evaluated without knowing the truth ﬁnite element solution. For purposes
of dual-norm computation we can deﬁne the Riesz representant ê(μ) s.t.
(5.28) (ê(μ), (v˜h, q˜h))X = Rµ(v˜h, qh) for all (v˜h, q˜h) ∈ Xh
for which ‖ê(μ)‖X = ‖Rµ( · , · )‖X′h . By applying the Babusˇka stability result (5.17)
and the inf-sup constant (5.16), we have
(5.29)
ϕ(μ) ‖(eu, ep)‖X ≤ sup
v˜∈V,q˜∈ ˜Q
A(eu, v˜;μ) + B(ep, v˜;μ) + B(q˜, eu;μ)
‖(v˜, q˜)‖X
= ‖Rµ( · , · )‖X′h = ‖ ê(μ) ‖X .
Thus for any computable lower bound ϕLB(μ) for the parametric stability factor s.t.
0 < ϕLB(μ) ≤ ϕ(μ) for all μ ∈ D, the error estimator
(5.30) ΔN (μ) :=
‖ ê(μ) ‖X
ϕLB(μ)
gives an upper bound for the error ‖(eu, ep)‖X .
5.5. Estimation of the parametric stability factor. The diﬃculty related to
the estimator (5.30) is that the deﬁnition of the parametric Babusˇka inf-sup involves
the combination of two diﬀerent bilinear forms A and B that, to our knowledge, has
not been as widely analyzed as the Babusˇka–Brezzi inf-sup constant, which involves
only B. A successive constraint method (SCM) [24] for the construction of a lower
bound ϕLB(μ) > 0 for the inf-sup constant was given in [22] and it works in practice
also in the Stokes case. We present brieﬂy an outline of that work with emphasis on
our Stokes application. (The noncoercive problem treated in the original paper was
the Helmholtz equation.)
First deﬁne the Babusˇka supremizer operator Tµ : X → X as the solution of
(5.31) (TµU, V )X = Φ(U, V ;μ) for all V ∈ X.
Note that this operator acts on the whole Stokes system, whereas the supremizer
operator Tµ acts only on the pressure. Similarly to the other supremizer operator it
holds that due to (5.31), we have
(5.32) sup
V ∈X
Φ(U, V ;μ)
‖U‖X‖V ‖X =
Φ(U,TµU ;μ)
‖U‖X‖TµU‖X =
‖TµU‖X
‖U‖X .
Note that the evaluation of ϕ(μ) at a given point can be performed by observing that
in the discrete case
(5.33)
ϕ2h(μ) =
[
inf
Uh∈Xh
sup
Vh∈Xh
Φ(Uh, Vh;μ)
‖Uh‖X‖V ‖X
]2
=
[
inf
Uh∈Xh
‖TµUh‖X
‖Uh‖X
]2
= inf
Uh∈Xh
‖TµUh‖2X
‖Uh‖2X
is a problem of ﬁnding the least eigenvalue. In matrix form the inner product is deﬁned
(Uh, V h)X = V
t
hXUh using an s.p.d. matrix X with Cholesky decomposition X =
HtH and thus is after some computations we obtain the following matrix eigenvalue
problem: ﬁnd the smallest ϕ2h(μ) s.t.
(5.34)
[
H−tΦ(μ)X Φ(μ)H−1
]
V h = ϕ
2
h(μ) V h for some V h = 0.
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REDUCED BASIS WITH PARAMETRIC COUPLING FOR FSI A1203
The SCM was originally proposed for computing a parametric lower bound for the
least eigenvalue of coercive problems that could be aﬃnely decomposed into Q terms
with complexity that is linear in Q (but depends explicitly on N and thus is rather
expensive). While the same could be done to ﬁnd a parametric lower bound for (5.34),
the operator has Q2 aﬃne terms and the standard approach is much too cumbersome
for problems with larger Q. A modiﬁcation of the SCM is thus needed for noncoercive
problems.
The local natural norm version of the SCM for noncoercive problems seeks a lower
bound for a surrogate inf-sup constant that for a ﬁxed parameter value μ¯ is deﬁned as
(5.35) ϕ¯µ¯(μ) = inf
U∈X
Φ(U,Tµ¯U ;μ)
‖Tµ¯U‖2X
.
Values of ϕ¯µ¯(μ) are solutions of the eigenproblem (in matrix form) to ﬁnd the smallest
ϕ¯µ¯(μ) s.t.
(5.36)
[
H Φ(μ)Φ−1(μ¯)H−1
]
V h = ϕ¯µ¯(μ) V h for some V h = 0.
Unlike the version (5.34), for μ¯ ﬁxed the operator contains only Q aﬃne terms. In
some neighborhood Pµ¯  μ¯ it holds that ‖Tµ¯U‖X ≥ C‖U‖X for all U ∈ X , and thus
the ‖ · ‖X norm and the natural norm ‖Tµ¯ · ‖X are equivalent in that neighborhood. It
can be shown that ϕ(μ¯)ϕ¯µ¯(μ) ≤ ϕ(μ) and therefore it suﬃces to seek a lower bound
for the surrogate (5.35). This surrogate problem is coercive, so the standard SCM [24]
can be used. Through an iterative greedy procedure it ﬁnds a set of constraint points
around which we deﬁne a set of linear constraints to ﬁnd a positive lower bound for
ϕ¯µ¯(μ) in the entire neighborhood Pµ¯. When this is performed for suﬃciently many
μ¯ the sets Pµ¯ cover the entire parameter range and we can compute a parametric
lower bound for ϕ(μ) accordingly. For details of the local lower bound construction
for ϕ¯µ¯(μ) in Pµ¯, see [22].
5.6. An oﬄine-online procedure for the reduced basis method. In Fig-
ure 5.1 we give a general outline of the reduced basis oﬄine and online stages. The
aﬃne decomposition of the parametrized problem matrices and right-hand sides (5.6)
allows the assembly and storage of the necessary structures as the ﬁrst step of the
oﬄine stage. Using these structures the SCM can then be used to derive a lower
bound manifold for the inf-sup constant ϕ(μ). This involves the solution of O(Q̂)
initial eigenproblems as well as the solution of several linear programming problems
of size Q̂ with O(Q̂) constraints. Thus the complexity of the SCM is not only de-
pendent on N but also magniﬁed by a factor relating to the inherent complexity of
the parametrization as codiﬁed by the number of aﬃne terms Q̂. As is typical for
oﬄine-online reduction schemes, the cost of the oﬄine stage is therefore orders of
magnitude larger than the cost of one ﬁnite element solution of the parametric PDE.
Once the inf-sup lower bound has been constructed, the estimator (5.30) is used
to drive a greedy algorithm [21], such as the one detailed in Algorithm 5.1. The al-
gorithm selects hierarchically the velocity and pressure basis functions by adding at
each iteration the worst approximated element of a ﬁnite training set according to
the error estimator (5.30), computes the supremizer (5.23) and adds it to the velocity
basis, and performs an orthonormalization of the basis to improve the algebraic con-
ditioning of the small but full linear system (5.7). Finally, the reduced order matrices
and right-hand sides (5.9) are computed and stored. With the assumption of aﬃne
parameter dependence, the computation of the residual (5.28) in the a posteriori es-
timator can be treated with a similar oﬄine-online procedure. In matrix form we can
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OFFLINE
ONLINE
Solution
Basis selection by
greedy algorithm
Affine decomposition Successive constraint
ΔN(µ)
AN(µ),BN(µ), f N(µ)
and assembly method
Assembly
ΦN(µ)UN(µ) = f N(µ)
ϕLB(µ)
A posteriori estimator
STAGE
STAGE
Aq,Bq, f q
Zv,Zp,ANq ,BNq , f Nq
Certified RB solution
UN(µ),ΔN(µ)
Fig. 5.1. Schematic description of the oﬄine and online stages of the reduced basis method.
All the structures created in the oﬄine stage are independent of µ and thus are computed once
and stored in preparation for the online stage. The online stage is independent of the truth FEM
dimension N once these structures have been precomputed.
Algorithm 5.1. Greedy reduced basis selection.
Require: Large training sample ΞRBtrain ⊂ P , initial snapshot parameter value μ1
1: Let n = 1.
2: Set the ﬁrst reduced basis vectors ζ1v =
u˜h(µ
1)
‖u˜h(µ1)‖˜V , and ζ
1
p =
p˜h(µ
1)
‖p˜h(µ1)‖ ˜Q
3: repeat
4: Compute (Cq, L
n
q )X and (L
n
q , L
n′
q′ )X for n
′ = 1, . . . , n and q = 1, . . . , Q needed
to evaluate Δn(μ) via (5.40).
5: Choose next parameter using the estimator μn+1 = argmaxµ∈ΞRBtrain Δn(μ
n+1).
and compute the corresponding snapshot FE solution (u˜h(μ
n+1), p˜h(μ
n+1)).
6: Compute the next supremizer by solving Xs(μn+1) = B(μn+1)p˜
h
(μn+1).
7: Orthonormalize to get the next basis vectors and supremizers
zn+1v = u˜h(μ
n+1)−
n∑
n′=1
ζn
′
v (u˜h(μ
n+1), ζn
′
v )˜V
zn+1p = p˜h(μ
n+1)−
n∑
n′=1
ζn
′
p (p˜h(μ
n+1), ζn
′
p ) ˜Q
ζn+1v =
zn+1v
‖zn+1v ‖˜V
, ζn+1s =
sn+1
‖sn+1‖
˜V
8: until Δn(μ
n+1) ≤ TOLD
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REDUCED BASIS WITH PARAMETRIC COUPLING FOR FSI A1205
write the vectors UNh (μ) and V
N
h (μ) in the reduced basis expansion
(5.37) UNh (μ) =
N∑
n=1
UNn (μ)ζ
n
U
, V Nh (μ) =
N∑
n=1
V Nn (μ)ζ
n
U
so that the residual can be aﬃnely decomposed,
(5.38)
R(V ;μ) =
Qf∑
q=1
Θfq (μ)Fq(V )−
Q∑
q=1
ΘΦq (μ)Φq(U
N
h , V )
=
Qf∑
q=1
Θfq (μ)Fq(V )−
N∑
n=1
uNn (μ)
Q∑
q=1
ΘΦq (μ)Φq(ζ
n
U , V ),
which together with (5.28) implies
(5.39) ê(μ) =
Qf∑
q=1
Θfq (μ)Cq −
N∑
n=1
uNn (μ)
Q∑
q=1
ΘΦq (μ)L
n
q ,
where (Cq, V )X = Fq(V ) for all V ∈ Xh and (LNq , V )X = Φ(ζnU , V ) for all V ∈ Xh.
Then
(5.40)
‖ê(μ)‖2X =
Qf∑
q=1
Qf∑
q′=1
Θfq (μ)Θ
f
q′(μ)(Cq , Cq′)X
−
Q∑
q=1
N∑
n=1
uNn (μ)Θ
Φ
q (μ)
⎡⎣2 Qf∑
q=1
Θfq (μ)(Cq, L
n
q )X
−
Q∑
q′=1
N∑
n′=1
uNn′(μ)Θ
Φ
q′(μ)(L
n
q , L
n′
q′ )X
⎤⎦ .
The inner products (Cq, Cq′ )X , (Cq, L
n
q )X , (L
n
q , L
n′
q′ )X can be precomputed at the end
of the oﬄine stage and stored in the oﬄine stage once the reduced basis {ζnU}Nn=1 has
been selected. In the online stage the norm of the residual can then be evaluated from
the formula (5.40) for each μ with complexity only involving N .
6. Numerical results. To demonstrate the reliability of the reduced basis
method for the parametrized Stokes equations, we used a simpliﬁed FFD parametriza-
tion with P = 2 parameters. The reference domain Ω = (0, 3) × (−1, 0) represents
a half-width of the actual channel owing to symmetry, and its radius was taken as
R0 = 0.5 cm. The FFD used a 4 × 2 regular grid of control points, where only the
two central points on the upper row were allowed to move freely in the x2-direction.
In Figure 6.1(a) we present the resulting deformed image of the reference domain in
two diﬀerent parameter conﬁgurations overlaid with the corresponding positions of
the control points. For the Stokes problem using P2/P1-elements this mesh gives a
total of Nf = 7940 degrees of freedom. We choose to reﬁne locally the mesh near
the free boundary Γw and the outlet Γout, since in our experience these parts yield
the largest contribution to the error in the reduced basis approximation of the Stokes
equations. The viscosity was chosen as the physiological value ν = 0.035 g/cm·s and
the parabolic inﬂow velocity g(x2) =
[
30(1− (1 + x2)2) 0
]t
cm/s.
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0 0.5 1 1.5 2 2.5 3−1
−0.8
−0.6
−0.4
−0.2
0
0.2
(a)
0 0.5 1 1.5 2 2.5 3−1
−0.8
−0.6
−0.4
−0.2
0
0.2
(b)
Fig. 6.1. Two diﬀerent parametric conﬁgurations of Ωo(µ) induced by the FFD in case (a)
P = 2 and (b) P = 10. Positions of control points in the reference and deformed conﬁgurations are
marked by ◦.
The transformation tensors (3.1) and (3.2) were computed symbolically using
a computer algebra system (CAS). The empirical interpolation procedure was used
to obtain an aﬃnely parametrized version of the Stokes equations on the reference
domain. The transformation tensor elements were evaluted by the CAS, and the
EIM procedure was used to obtain an aﬃne approximate expansion for each tensor
component separately. With a stopping tolerance of 1e-5 in the L∞-norm the total
number of terms was Qa = 31 for the viscous part the and Qb = 7 for the (aﬃne)
pressure-divergence part. The pressure-divergence tensor being aﬃnely parametrized,
it would also be possible to derive by hand the aﬃne decompositions; nevertheless, to
be consistent in treating the diﬀerent coeﬃcient functions we used the empirical inter-
polation method on both parts. When the EIM is applied to an aﬃnely parametrized
function it simply stops after a ﬁnite number of steps as the error drops to zero (up
to machine precision).
6.1. Reduction of the parametric Stokes problem with P = 2. After the
ﬂow channel has been parametrized with FFDs and the aﬃnely parametric decom-
position of the problem has been achieved using the EIM, we can apply the reduced
basis machinery. Using the same parameter range as for the EIM, μ1, μ2 ∈ [−0.1, 0.1],
we used the SCM to compute a lower bound for the parametric Babusˇka inf-sup con-
stant ϕLB(μ). It turns out that for this parametrization the SCM only needed one
μ¯ = [0, 0] plus six constraint points μjµ¯ in Cµ¯ to achieve 100% coverage of the entire
training sample up to the acceptable tolerance for the bound gap, i.e.,
(6.1)
ϕUB(μ)− ϕLB(μ)
ϕUB(μ)
≤ 0.25 for all μ ∈ ΞSCMtrain .
In Figure 6.2 we present the online lower bound estimate ϕLB(μ) and upper bound
estimate ϕUB(μ) computed for the entire parameter range. The lower bound is ev-
erywhere positive, and therefore the SCM can be deemed to have been successful.
Using the a posteriori estimate (5.30) and the greedy Algorithm 5.1 for basis
selection, a total of Nmax = 10 basis functions were chosen to satisfy the tolerance
ΔN (μ) < 1e-5 for all μ ∈ ΞRBtrain. After the necessary online structures have been
computed, we compare the (aﬃnely decomposed2) ﬁnite element “truth solution” to
the reduced basis approximation using a variable number N = 1, 2, . . . , Nmax of basis
2The nonaﬃne parametrization strictly speaking adds an extra inconsistency term in the error
estimator due to the empirical interpolation error. We forego here the treatment of this small,
additional error term and refer the reader to [36, 50].
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Fig. 6.2. SCM-obtained (a) lower bound surface ϕLB(µ) and (b) upper bound surface ϕUB(µ)
for the parameter-dependent Babusˇka inf-sup constant.
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Fig. 6.3. Case P = 2: (a) Relative error between reduced basis solution Unh and truth FEM
solution Uh and the corresponding error estimate ΔN (µ) for one parameter value µ ∈ P; (b)
eﬀectivity of the a posteriori error estimator ΔN (µ) over a sample set of 1000 diﬀerent parameter
values for diﬀerent reduced basis dimensions N .
functions. In Figure 6.3(a) we display the true error and compare it to the a posteriori
estimator ΔN (μ) for one typical parameter value (in this case μ = [0.1,−0.1]). The
convergence is rapid, if not quite exponential, and the gap between the true error and
the a posteriori estimator remains more or less the same for all N . In the other plot
we show the eﬀectivity of the error estimator
(6.2) ϑ(μ) :=
ΔN (μ)
‖Uh(μ)− UNh (μ)‖X
over a random sample of 1000 diﬀerent parameter points both as an average over the
entire sample as well as the best- and worst-case bounds. For a rigorous upper bound
we must have ϑ ≥ 1 and to have an eﬃcient upper bound we demand that ϑ remains
bounded for N → ∞. From Figure 6.3 we see that the obtained bounds in this case
are both rigorous and eﬃcient.
6.2. Reduction of the parametric Stokes problem with P = 10. To test
the parametric coupling Algorithm 4.1 we introduced a diﬀerent FFD parametrization
with P = 10 parameters. This time we used a 14 × 2 regular grid of control points,
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Fig. 6.4. Case P = 10: (a) Relative error between reduced basis solution Unh and truth FEM
solution Uh and the corresponding error estimate ΔN (µ) for one parameter value µ ∈ P; (b)
eﬀectivity of the a posteriori error estimator ΔN (µ) over a sample set of 1000 diﬀerent parameter
values for diﬀerent reduced basis dimensions N .
where only the 10 central points on the upper row were allowed to move freely in the
x2-direction. In Figure 6.1(b) we present the resulting deformed image of the reference
domain in two diﬀerent parameter conﬁgurations overlaid with the corresponding
positions of the control points. Again the two left- and rightmost columns of control
points were kept ﬁxed. Using a stopping tolerance of 1e-4 in the L∞-norm for the
EIM, the total number of aﬃne terms were Qa = 68 for the viscous part and Qb = 22
for the pressure-divergence part. As we can observe, the number of aﬃne terms grows
considerably as a function of the number of FFD parameters P . The acceptable
parameter range was again μp ∈ [−0.1, 0.1] for p = 1, 2, . . . , 10. The discretization of
the Stokes problem remained the same.
The natural norm SCM algorithm converges very slowly when the number of
parameters is larger than P ≤ 3. Thus for the setup with P = 10 we were not able
to obtain a lower bound estimate in a similar fashion. However, we observe that
for the channel problem adding more free-form parameters does not aﬀect the range
of stability factors ϕ−1(μ). In fact, in [56] it was demonstrated that for a periodic
channel the Brezzi inf-sup constant β(μ) (which is related to the Babusˇka inf-sup
constant; see, e.g., [48]) depends mostly on the width of the narrowest part of the
channel. Thus we circumvented the problems related to the SCM by using a global
constant, ϕLB = 0.185 for all μ ∈ D, as the lower bound. This was obtained according
to Figure 6.2(a) from the case P = 2. The greedy Algorithm 5.1 for basis selection
was driven to select a ﬁxed number of Nmax = 30 basis functions. In Figure 6.4 we
show as before the error estimate and its eﬀectivity over a random sample of 1000
diﬀerent parameter points. Despite the rather pessimistic bound for the parametric
stability factor the resulting estimator still has reasonable eﬀectivity. The relative
error of the reduced Stokes solutions is slightly larger than in the previous case, but
still less than 0.1%.
6.3. Convergence and accuracy of the coupling algorithm. To test the
parametric coupling algorithm the structural equations were discretized with 1-d cu-
bic Hermite elements using Ns = 82 degrees of freedom. In this case it was not
necessary to apply a further reduction to the structural equations, which were always
solved using the full ﬁnite element model. The physical parameters of the structural
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(a) (b)
Fig. 6.5. Visualization of the displacement of the structure of the coupled solution (displace-
ments magniﬁed) for (a) ε = 1e-2 and (b) ε = 1e-3.
equations were chosen as E = 0.75 · 106 dyn/cm2, h = 0.1 cm, νP = 0.5, K = 0.9643,
and G = 0.20 · 106 dyn/cm2 according to [12]. The fourth order perturbation term
was chosen according to two diﬀerent values, ε = 1e-2 and ε = 1e-3. In the former
case the shape of the deformed tube is closer to being symmetric, while in the latter
case we obtain a highly unsymmetric deformed shape due to the reduced stiﬀness
of the wall and the pressure proﬁle imposed by the mixed boundary conditions. In
Figure 6.5 we display a visualization of the displacement of the structure at the end
of the coupling iteration in both of the aforementioned cases.
For P = 10 parameters and ε =1e-2 the ﬁxed point algorithm converged in six
major iterations (reduced ﬂuid + structure solutions) to a tolerance of |μk−μk−1| <
1e-6. The numbers of optimization iterations (without PDE solutions) for the NLP
solver at each iteration were (74, 56, 20, 11, 2, 1), where the optimization problem
was solved at each iteration to a relative stopping tolerance of 1e-6. We use the
relative error of the L2-norm between the assumed displacement and the structural
displacement to measure the coupling accuracy. In this case after the ﬁnal iteration
we obtained
(6.3)
‖η(μk)− η̂(μk)‖
‖η(μk)‖ = 1.112e-3.
The prototype code was written in MATLAB and ran serially on one Intel Xeon 2.40
GHz processor with 4 GB of working memory. In this case the coupled solution was
obtained in 580 s with the reduced ﬂuid equations and in 630 s with the full ﬁnite
element ﬂuid equations. The rather small diﬀerence is due to several factors. A
partitioned procedure that subiterates between ﬂuid and structure solves is usually
computationally more expensive than a monolithic procedure that solves directly the
coupled nonlinear ﬂuid-structure system. Only one ﬂuid solve is needed on each major
iteration of the partitioned algorithm, while the rest of the work is done to minimize
the least-squares diﬀerence between the structural deformation and the parametric
deformation of the geometry. The latter part does not currently beneﬁt from the
reduction by reduced basis and can dominate the computational cost, especially when
a small coupling tolerance was requested. This reduced considerably the computa-
tional savings related to the partitioned procedure. The ﬁxed point iteration was also
employed as is, whereas an accelerated ﬁxed point method [9] or a Newton method
would considerably improve the convergence rate. Together with the implementation
D
ow
nl
oa
de
d 
05
/2
9/
17
 to
 1
47
.1
22
.9
7.
17
7.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
A1210 T. LASSILA, A. QUARTERONI, AND G. ROZZA
0 2 4 6 8 10 12
10−3
10−2
10−1
100
Number of coupling parameters P’
R
el
at
iv
e 
co
up
lin
g 
er
ro
r i
n 
L2
 
n
o
rm
 
 
RB/FFD, ε = 0.01
FEM/FFD, ε = 0.01
N−width
(a)
0 2 4 6 8 10 12
10−3
10−2
10−1
100
Number of coupling parameters P’
R
el
at
iv
e 
co
up
lin
g 
er
ro
r i
n 
L2
 
n
o
rm
 
 
RB/FFD, ε = 0.001
FEM/FFD, ε = 0.001
N−width
(b)
Fig. 6.6. Relative L2-error ‖η − η̂‖/‖η‖ at the end of Algorithm 4.1 for (a) ε = 1e-2 and (b)
ε = 1e-3. The theoretical N-width is computed according to (4.11).
of the nonlinear Navier–Stokes equations for the ﬂuid these are future improvements.
In any case, the reduced systems of size 30× 30 are small enough to be used as part
of a very large ﬂow network consisting of hundreds of coupled FSI elements.
To test the coupling accuracy obtained using a diﬀerent number P ′ of FFD pa-
rameters we deﬁned a monotonically increasing subset of the parameters for P ′ =
2, 3, 4, 5, 6, 7, 8, 9, where the rest of the parameters were ﬁxed at μp = 0 in each case.
The coupled solution was then computed in each of these cases. In Figure 6.6 we dis-
play the relative error of the ﬁnal displacement for diﬀerent values of P ′ for ε = 1e-2
and ε = 1e-3, both computed with the reduced ﬂuid equations and the full FEM. The
coupling accuracies obtained by using the reduced basis method and the FEM were
virtually the same. The theoretical optimal N -width was computed from (4.11). In
both cases the coupling accuracy converges at least as fast as the worst-case asymp-
totic rate predicted by the N -width theory. We read this as an indication that the
FFD parametrization is suitable for the problem at hand and allows the user to achieve
desired coupling accuracy by selecting the number of FFD parameters P large enough.
7. Conclusions and future work. We have presented a new approach to model
reduction of a coupled FSI problem. By introducing a parametric FFD of the ﬂow
geometry the ﬂuid equations can be written as parametric PDEs on a ﬁxed domain.
We then applied the reduced basis method to the ﬂuid equations to obtain an eﬃcient
reduced model with certiﬁed error bounds. The geometric deformation parameters
were also used to couple the ﬂuid domain to a 1-d wall equation, where the parameters
acted as the coupling variables. We demonstrated that for a modest number of FFD
parameters an approximate coupling between ﬂuid and structure can be achieved.
The same coupling accuracy was achieved for both the full ﬁnite element ﬂuid model
and the reduced model with N = 30 basis functions. Future work involves extending
the approach to the unsteady case and coupling the individual reduced basis ﬂuid-
structure models into a large ﬂow network.
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