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Abstract. Let BH1 and B˜H2 be two independent fractional Brownian motions on R with
respective indices Hi ∈ (0, 1) and H1 ≤ H2. In this paper, we consider their intersection local
time ℓt(a). We show that ℓt(a) is differentiable in the spatial variable if
1
H1
+ 1
H2
> 3, and we
introduce the so-called hybrid quadratic covariation [f(BH1 − B˜H2), BH1 ](HC). When H1 <
1
2
,
we construct a Banach space H of measurable functions such that the quadratic covariation
exists in L2(Ω) for all f ∈ H , and the Bouleau-Yor type identity
[f(BH1 − B˜H2), BH1 ]
(HC)
t = −
∫
R
f(a)ℓt(da)
holds. When H1 ≥
1
2
, we show that the quadratic covariation exists also in L2(Ω) and the above
Bouleau-Yor type identity holds also for all Ho¨lder functions f of order ν > 2H1−1
H1
.
1. Introduction
In the study of stochastic area integrals for Brownian motion B, Rogers-Walsh [27, 28] were
led to analyze the following functional
A(t, x) =
∫ t
0
1[0,∞)(x−Bs)ds, t ≥ 0, x ∈ R.
By using the classical Itoˆ calculus they showed that the process {A(t, Bt), t ≥ 0} is not a semi-
martingale. In fact, they showed that the process
A(t, Bt)−
∫ t
0
L (s,Bs)dBs(1.1)
has finite non-zero 4/3–variation, where L (t, x) =
∫ t
0 δ(Bs − x)ds is the local time. Now, a
natural idea is to consider the functional
A(t, B˜t) =
∫ t
0
1[0,∞)(B˜t −Bs)ds, t ≥ 0,
where B˜ is Brownian motion of independent B.
On the other hand, by a formal application of Itoˆ’s formula with respect to the Brownian
motion and using
d
dx
1{x≥0} = δ(x),
d2
dx2
1{x≥0} = δ
′(x)
in the sense of Schwartz’s distribution, Rosen [29] developed a new approach to the study of
A(t, Bt) as follows:
A(t, Bt)−
∫ t
0
L (s,Bs)dBs = t+
1
2
∫ t
0
∫ s
0
δ′(Bs −Br)drds
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for all t ≥ 0, and one can consider the process
α′t(a) := −
∫ t
0
∫ s
0
δ′(Bs −Br − a)drds, t ≥ 0, a ∈ R
which are called the derivatives of self-intersection local time (in short, DSLT) of Brownian
motion. By using the idea, Yan et al. [37] deduced the existence of process
β′t(a) := −
∫ t
0
ds
∫ s
0
δ′(BHr −BHs − a)dr, t ≥ 0, a ∈ R,
which are called the DSLT of fractional Brownian motion (fBm) BH . Moreover, Jung-Markowsky [20,
21] considered some in-depth results for β′t(a). Motivated by these results, in this paper, as an
extension we consider the so-called derivatives of the intersection local time (DILT) of fBms
which is formally defined as follows
ℓ′t(a) := −
∫ t
0
ds
∫ s
0
δ′(BH1r − B˜H2s − a)dr, t ≥ 0, a ∈ R,
where BH1 and B˜H2 are two independent fBms with respective indices Hi ∈ (0, 1) on R and
H1 ≤ H2.
This paper is organized as follows. In Section 2 we present some preliminaries for fBm. In
Section 3 we find the exact result of the existence of the DILT ℓ′t(0) and prove the Ho¨lder
continuity of the DILT ℓ′t(a). As a corollary we have
ℓ′t(a) =
∂
∂a
ℓt(a),
and the occupation formula∫ t
0
ds
∫ s
0
f ′(BH1r − B˜H2s )dr = −
∫
R
f(a)ℓ′t(a)da
holds for any f ∈ C1(R) and t ∈ [0, T ], provided either 1H1 + 1H2 > 3. In Section 4 and 5, we
study the so-called hybrid quadratic covariation.
Definition 1.1. Let 0 < H1,H2 < 1 and let f be a Borel function on R such that the following
integral exists:
Jε(H1,H2, t, f) :=
1
ε2H1
∫ t
0
ds
∫ s
0
{
∆εf(B
H1
r − B˜H2s )
}(
BH1r+ε −BH1r
)
dr
for all ε > 0, where
∆εf(B
H1
r − B˜H2s ) := f(BH1r+ε − B˜H2s )− f(BH1r − B˜H2s ).
The limit lim
ε→0
Jε(H1,H2, t, f) is called the hybrid quadratic covariation (in short, HQC), provided
the limit exists in L1(Ω), denoted by [f(BH1 − B˜H2), BH1 ](HC)t .
Clearly, we have
[f(BH1 − B˜H2), BH1 ](HC)t =
∫ t
0
ds
∫ s
0
f ′(BH1r − B˜H2s )dr
for all 0 < H1 < 1 and f ∈ C1(R). When 0 < H1 < 12 , the HQC is considered in Section 4. By
considering the decomposition
Jε(H1,H2, t, f) =
1
ε2H1
∫ t
0
ds
∫ s
0
f(BH1r+ε − B˜H2s )
(
BH1r+ε −BH1r
)
dr
− 1
ε2H1
∫ t
0
ds
∫ s
0
f(BH1r − B˜H2s )
(
BH1r+ε −BH1r
)
dr
(1.2)
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for all ε > 0 and by estimating the two terms on the right hand side, respectively, we construct
a Banach space H of measurable functions such that the HQC exists in L2(Ω) for all f ∈ H .
Moreover, for all f ∈ H and 0 < H1 < 12 we show that the integral∫
R
f(a)ℓ′t(a)da
is well-defined and the following Bouleau-Yor type identity holds:
(1.3) [f(BH1 − B˜H2), BH1 ](HC)t = −
∫
R
f(a)ℓ′t(a)da ≡ −
∫
R
f(a)ℓt(da).
When H1 ≥ 12 , the HQC is considered in Section 5. It is clear that the decomposition (1.2) does
not bring any information and we need a new idea for H1 >
1
2 . In fact, for f(x) = x we have
1
ε2H1
∫ t
0
ds
∫ s
0
E
[
(BH1r − B˜H2s )(BH1r+ε −BH1r )
]
dr
=
1
ε2H1
∫ t
0
ds
∫ s
0
E
[
BH1r (B
H1
r+ε −BH1r )
]
dr
−→ ∞,
as ε ↓ 0. Thus, when H1 ≥ 12 , by estimating integrally the expression
1
ε2H1
∫ t
0
ds
∫ s
0
{
∆εf(B
H1
r − B˜H2s )
}(
BH1r+ε −BH1r
)
dr,
and by using the existence of the Young integral∫
R
f(a)ℓt(da),
we show that the HQC exists in L2(Ω) and the Bouleau-Yor type identity (1.3) holds for all
Ho¨lder functions f of order ν > 2H1−1H1 . In Appendix we give the proofs of some basic estimates.
2. Fractional Brownian motion
In this section, we briefly recall some basic results of fBm with 0 < H < 1 and give some
basic estimates. For more aspects on the material we refer to E. Alo´s et al [1], Biagini et al [2],
Cheridito-Nualart [4], Decreusefond-U¨stu¨nel [6], Gradinaru et al [15], Hu [18], Mishura [22],
Nourdin [24], Nualart [25] and references therein. parameters.
A zero mean Gaussian process BH = {BHt , 0 ≤ t ≤ T} defined on (Ω,FH , P ) is called the
fBm with Hurst index H ∈ (0, 1) if BH0 = 0 and
E
[
BHt B
H
s
]
=
1
2
[
t2H + s2H − |t− s|2H]
for t, s ≥ 0. FBm BH admits the integral representation of the form
BHt =
∫ t
0
KH(t, s)dBs, 0 ≤ t ≤ T,
where B is a standard Brownian motion and the kernel KH(t, s) satisfies
∂KH
∂t
(t, s) = κH
(
H − 1
2
)(s
t
) 1
2
−H
(t− s)H− 32
with a normalizing constant κH > 0. Let H be the completion of the linear space E generated
by the indicator functions 1[0,t], t ∈ [0, T ] with respect to the inner product
〈1[0,s], 1[0,t]〉H =
1
2
[
t2H + s2H − |t− s|2H] .
The application
E ∋ ϕ 7→ BH(ϕ) :=
∫ T
0
ϕ(s)dBHs
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is an isometry from E to the Gaussian space generated by BH and it can be extended to H.
Denote by S the set of smooth functionals of the form
F = f(BH(ϕ1), B
H(ϕ2), . . . , B
H(ϕn)),
where f ∈ C∞b (Rn) (f and all its derivatives are bounded) and ϕi ∈ H. The derivative operator
DH (the Malliavin derivative) of a functional F of the form above is defined as
DHF =
n∑
j=1
∂f
∂xj
(BH(ϕ1), B
H(ϕ2), . . . , B
H(ϕn))ϕj .
The derivative operator DH is then a closable operator from L2(Ω) into L2(Ω;H). We denote
by D1,2 the closure of S with respect to the norm
‖F‖1,2 :=
√
E|F |2 + E‖DHF‖2H.
The divergence integral δH is the adjoint of derivative operator DH . That is, we say that a
random variable u in L2(Ω;H) belongs to the domain of the divergence operator δH , denoted
by Dom(δH), if
E
∣∣〈DHF, u〉H∣∣ ≤ c‖F‖L2(Ω)
for every F ∈ S. In this case δH(u) is defined by the duality relationship
(2.1) E
[
FδH(u)
]
= E〈DHF, u〉H
for any u ∈ D1,2. We have D1,2 ⊂ Dom(δH). We will use the notation
δH(u) =
∫ T
0
usdB
H
s
to express the Skorohod integral of a process u, and the indefinite Skorohod integral is defined
as
∫ t
0 usdB
H
s = δ
H(u1[0,t]). We can localize the domains of the operators D
H and δH . If L is a
class of random variables (or processes) we denote by Lloc the set of random variables F such
that there exists a sequence {(Ωn, Fn), n ≥ 1} ⊂ FH × L with the following properties:
(i) Ωn ↑ Ω, a.s.
(ii) F = Fn a.s. on Ωn.
If F ∈ D1,2loc, and (Ωn, Fn) localizes F in D1,2, then DHF is defined without ambiguity by
DHF = DHFn on Ωn, n ≥ 1. Then, if u ∈ D1,2loc, the divergence δH(u) is defined as a random
variable determined by the conditions
δH(u)|Ωn = δH(un)|Ωn for all n ≥ 1,
where (Ωn, u
n) is a localizing sequence for u, but it may depend on the localizing sequence.
3. Existence and Ho¨lder continuity of the DILT of fBms
In this section we will consider the existence and continuity of the DILT of fBms. Let BHi ={
BHit , t ≥ 0
}
, i = 1, 2 be two independent fractional Brownian motions with respective indices
Hi ∈ (0, 1)and H1 ≤ H2. The intersection local time, denoted by ℓt(a), is formally defined by
ℓt(a) =
∫ t
0
ds
∫ s
0
δ(BH1r − B˜H2s − a)dr, t ≥ 0, a ∈ R,
where δ denotes the Dirac delta function. Nualart and Ortiz-Latorre [26] has showed the random
variables ℓt(0), t ≥ 0 exist in L2 (see also, Chen-Yan [5], Jiang-Wang [19] and Wu-Xiao [33]).
By approximating the Dirac delta function by the heat kernel
(3.1) pε(x) =
1√
2πε
e−
x2
2ε ≡ 1
2π
∫
R
eixξe−ε
ξ2
2 dξ.
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with ε > 0, one can define ℓt(a) := limε→0 ℓε,t(a) in L
2(Ω), where
ℓε,t(a) =
∫ t
0
ds
∫ s
0
pε(B
H1
r − B˜H2s − a)dr.
Denote
ℓ′ε,t(a) = −
∫ t
0
ds
∫ s
0
p′ε(B
H1
r − B˜H2s − a)dr
= − i
2π
∫ t
0
ds
∫ s
0
dr
∫
R
ξeiξ(B
H1
r −B˜
H2
s −a) · e−ε ξ
2
2 dξ.
(3.2)
The process
ℓ′t(a) := lim
ε→0
ℓ′ε,t(a)
is called the derivatives of the intersection local time (DILT) of fBms, provided the limit exists
in L1(Ω). We first obtain the exact result of the existence.
For simplicity we assume that C stands for a positive constant depending only on some
determinate parameters, and moreover, the notation F ≍ G means that the ratio F (x)/G(x) is
bounded from below and above by positive constants that do not depend on x in the common
domain of definition for F and G. Denote
λr,s := Var(B
H1
r − B˜H2s ) = r2H1 + s2H2 ,
µε1,ε2 := E
[
(BH1r+ε1 − B˜H2s )(BH1r′+ε2 − B˜
H2
s′ )
]
ρ2ε1,ε2 = λr+ε1,sλr′+ε2,s′ − µ2ε1,ε2 .
for s > r > 0, s′ > r′ > 0 and ε1, ε2 > 0. Set µ := µ0.0 and ρ := ρ0,0. The next lemma will
proved in Appendix 6
Lemma 3.1. For all s > r > 0 and s′ > r′ > 0, we have
(3.3) ρ2 = λr,sλr′,s′ − µ2 ≍
(
(r ∧ r′)2H1 + (s ∧ s′)2H2) (|r − r′|2H1 + |s− s′|2H2) .
Theorem 3.1. For every t > 0, ℓ′ε,t(0) converges in L
2(Ω), as ε tends to 0 if 1H1 +
1
H2
> 3.
Proof. Denote T = {0 < r < s < t, 0 < r′ < s′ < t} for any t > 0. Then we have
Eℓ′ε,t(0) = −
i
2π
∫ t
0
ds
∫ s
0
dr
∫
R
ξEeiξ(B
H1
r −B˜
H2
s )e−εξ
2/2dξ = 0
and
E
[
ℓ′ε,t(0)
2
]
=
−1
(2π)2
∫
T
drdsdr′ds′
∫
R2
ξηe−
ε
2
(ξ2+η2)
·E exp
(
i(BH1r − B˜H2s )ξ + i(BH1r′ − B˜H2s′ )η
)
dξdη
=
−1
(2π)2
∫
T
drdsdr′ds′
∫
R2
ξη
· exp
(
−1
2
[
(λr,s + ε)ξ
2 + 2µξη + (λr′,s′ + ε)η
2
])
dξdη
=
1
2π
∫
T
µdrdsdr′ds′(
(λr,s + ε)(λr′,s′ + ε)− µ2
)3/2
for all ε > 0, which deduce that ℓ′ε,t(0) ∈ L2(Ω) if and only if∫
T
µdrdsdr′ds′(
λr,sλr′,s′ − µ2
)3/2 <∞
for all t ≥ 0.
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On the other hand, by Lemma 3.1 and Young’s inequality, we get
(3.4) λr,sλr′,s′ − µ2 ≥ C(r ∧ r′)2αH1(s ∧ s′)2(1−α)H2 |r − r′|2αH1 |s− s′|2(1−α)H2
for all 0 ≤ α ≤ 1. Since 1H1 + 1H2 > 3 we can take
α =
H2
H1 +H2
so that 3αH1 = 3(1− α)H2 < 1. This proves∫
T
|µ|drdsdr′ds′(
λr,sλr′,s′ − µ2
)3/2 < ∫
T
|µ|drdsdr′ds′
[(r ∧ r′)(s ∧ s′)|r − r′||s− s′|]θ <∞
with θ = 3H1H2H1+H2 if
1
H1
+ 1H2 > 3.
Finally, we claim that the sequence {ℓ′ε,t(0), ε > 0} is of Cauchy in L2(Ω). For any δ, ε > 0
we have
E(|ℓ′ε,t(0)− ℓ′δ,t(0)|2) =
1
4π2
∫
T
drdsdr′ds′
∫
R2
ξηE exp
{
iξ(BH1r − B˜H2s ) + iη(BH1r′ − B˜H2s′ )
}
·
(
e−
ε
2
ξ2 − e− δ2 ξ2
)(
e−
ε
2
η2 − e− δ2η2
)
dξdηdrds
=
1
4π2
∫
T
drdsdr′ds′
∫
R2
e−
1
2
(λr,sξ2+2µξη+λr′,s′η
2)
(
1− e− |ε−δ|
2|ξ|2
2
)
·
(
1− e− |ε−δ|
2|η|2
2
)
e−
ε∧δ
2
(ξ2+η2)dξdη.
Thus, dominated convergence theorem yields
E(|ℓ′ε,t(0)− ℓ′δ,t(0)|2) −→ 0
as ε → 0 and δ → 0, which leads to {ℓ′ε,t(0), ε > 0} is a Cauchy sequence in L2(Ω,F , P ).
Consequently, limε→0 ℓ
′
ε,t(0) exists in L
2(Ω,F , P ). This completes the proof. 
Corollary 3.1. If 0 < H1 <
1
3α and 0 < H2 <
1
3(1−α) with 0 < α < 1, ℓ
′
ε,t(0) converges in L
2(Ω)
for every t > 0, as ε tends to 0. In particular, if either H1 <
1
2 or H2 <
2
3 , ℓ
′
ε,t(0) converges in
L2(Ω) for every t > 0, as ε tends to 0.
At the end of this section, we consider the Ho¨lder continuity and the occupation-time formula
for the DILT {ℓ′t(a); t ≥ 0, a ∈ R}. Our main object is to explain and prove the following
theorem.
Theorem 3.2. Let 0 < H1 ≤ H2 < 1. If 1H1 + 1H2 > 3, then the processes ℓ′ε,t(a) converges
almost surely, and in Lp(Ω) for all p ∈ (0,∞), as ε tends to zero. Moreover, the process ℓ′t(a)
has a modification which is a.s. jointly Ho¨lder continuous in (a, t).
In order to prove the theorem we denote D˜t,t′(u) = {t < un < un−1 < · · · < u1 < t′} for
0 ≤ t < t′ ≤ T , and
Λ˜(t, t′, n, γ) : =
∫
D˜t,t′(u)
∫
D˜0,t′(v)
dv1 · · · dvndu1 · · · dun
∫
Rn
n∏
j=1
|ξj |1+γdξj
· exp
{
−1
2
κ
[
(
n∑
k=1
ξ′k)
2(un)
2H1 + (
n∑
k=1
ξ′′k)
2(vn)
2H2
]}
·
n−1∏
j=1
exp
{
−1
2
κ
[
(
j∑
k=1
ξ′k)
2(uj − uj+1)2H1 + (
j∑
k=1
ξ′′k)
2(vj − vj+1)2H2
]}(3.5)
with γ ≥ 0, κ > 0 and n = 1, 2, . . ., where ξ′1, ξ′2, . . . , ξ′n and ξ′′1 , ξ′′2 , . . . , ξ′′n are two arbitrary
rearrangements of the set {ξ1, ξ2, . . . , ξn}.
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Lemma 3.2. Let 0 < H1,H2 < 1 and
1
H1
+ 1H2 > 3. Then we have
(3.6) Λ˜(t, t′, n, γ) ≤ C(t′ − t)nθ, n = 1, 2, . . .
with 0 < θ ≤ 1−H2
(
1
q + 2(1 + γ)(1 − α)
)
, provided 0 < α < 1, q > 1 and{
2(1 + γ)(1 − α) < 1H2 − 1q ,
2(1 + γ)α < 1H1 − 1 + 1q .
In particular, we can take θ = 1H1 (α(H1 +H2)−H2) with
H2
H1+H2
< α < 1 and q = (1 − α)−1,
provided 2γ < ( 1H1 +
1
H2
− 3) ∧ 2.
The above lemma will be proved in Appendix 6.
Proof of Theorem 3.2. By Kolmogorov continuity criterion, we first show that the estimates
(3.7) E
∣∣ℓ′t′,ε′(a′)− ℓ′t,ε(a)∣∣n ≤ C|(t′, ε′, a′)− (t, ε, a)|nλ, n = 2, 4, . . .
hold for all t, t′ ∈ [0, T ], a, a′ ∈ R, ε, ε′ > 0 and some λ ∈ (0, 1], where | · | denotes the Euclidean
distance in R3. The estimate (3.7) will be done in three parts and denote Dl,l′ = {l ≤ r < s ≤ l′}.
Step I. We need to obtain the estimates
E
∣∣ℓ′t,ε′(a)− ℓ′t,ε(a)∣∣n ≤ C|ε′ − ε|nλ, n = 2, 4, . . .
for all ε, ε′ > 0, a ∈ R and some λ ∈ [0, 1]. By (3.2) we have
E
∣∣ℓ′t,ε′(a)− ℓ′t,ε(a)∣∣n
=
1
(2π)n
∣∣∣∫
(D0,t)n
dr1 · · · drnds1 · · · dsn
∫
Rn
E
n∏
j=1
exp
{
iξj(B
H1
rj −BH2sj )
}
·
n∏
j=1
ξj
(
exp
{
−1
2
ε′ξ2j
}
− exp
{
−1
2
εξ2j
})
e−iξjadξj
∣∣∣
≤ C|ε′ − ε|nλ
∫
(D0,t)n
dr1 · · · drnds1 · · · dsn
∫
Rn
n∏
j=1
|ξj |1+2λdξj
·
∣∣∣E n∏
j=1
exp
{
iξj(B
H1
rj −BH2sj )
}∣∣∣
≡ C|ε′ − ε|nλΛ(0, t, n, 2λ)
(3.8)
for all n = 2, 4, . . . and some λ ∈ (0, 1) by the inequality∣∣∣e−εx − e−ε′x∣∣∣ ≤ Cxλ|ε− ε′|λ
for all x > 0 and λ ∈ (0, 1).
Now, we need to prove Λ(0, t, n, 2λ) < ∞. Let us first consider the expectation of product.
This expectation in the integrand will take different forms over different regions of integration,
depending on the ordering of rj and sj. Fix such an ordering and let u1 > u2 > · · · > un and
v1 > v2 > · · · > vn be the relabeling of the sets {r1, r2, . . . , rn} and {s1, s2, . . . , sn} respectively.
Thanks to the local nondeterminism of fBm, we get
Var
 n∑
j=1
ηjB
H
uj
 = Var
n−1∑
j=1
j∑
k=1
ηk
(
BHuj −BHuj+1
)
+
n∑
k=1
ηkB
H
un

≥ κ
n−1∑
j=1
(
j∑
k=1
ηk)
2(uj − uj+1)2H + κ(
n∑
k=1
ηk)
2(un)
2H
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for a constant κ > 0 and any fBm BH with Hurst index H ∈ (0, 1), where η1, η2, . . . , ηn are
some real numbers. It follows that
Var
 n∑
j=1
ξj(B
H1
rj − B˜H2sj )
 = Var
 n∑
j=1
ξjB
H1
rj
+Var
 n∑
j=1
ξjB˜
H2
sj

= Var
 n∑
j=1
ξ′jB
H1
uj
+Var
 n∑
j=1
ξ′′j B˜
H2
vj

≥ κ
n−1∑
j=1
(
j∑
k=1
ξ′k)
2(uj − uj+1)2H1 + κ(
n∑
k=1
ξ′k)
2(un)
2H1
+ κ
n−1∑
j=1
(
j∑
k=1
ξ′′k)
2(vj − vj+1)2H2 + κ(
n∑
k=1
ξ′′k)
2(vn)
2H2 ,
where ξ′1, ξ
′
2, . . . , ξ
′
n and ξ
′′
1 , ξ
′′
2 , . . . , ξ
′′
n are two rearrangements of the set {ξ1, ξ2, . . . , ξn} such
that {(ξ′1, u1), (ξ′2, u2), . . . , (ξ′n, un)} and {(ξ′′1 , v1), (ξ′′2 , v2), . . . , (ξ′′n, vn)} are the rearrangements
of {(ξ1, r1), (ξ2, r2), . . . , (ξn, rn)} and {(ξ1, s1), (ξ2, s2), . . . , (ξn, sn)} via the second coordinates,
respectively. Combining this with Lemma 3.2, we get
Λ(0, t, n, 2λ) ≤ C
∫
D˜0,t(u)
du1 · · · dun
∫
D˜0,t(v)
dv1 · · · dvn
∫
Rn
n∏
j=1
|ξj|1+2λdξj
· exp
{
−1
2
κ
[
(
n∑
k=1
ξ′k)
2(un)
2H1 + (
n∑
k=1
ξ′′k)
2(vn)
2H2
]}
·
n−1∏
j=1
exp
{
−1
2
κ
[
(
j∑
k=1
ξ′k)
2(uj − uj+1)2H1 + (
j∑
k=1
ξ′′k)
2(vj − vj+1)2H2
]}
= CΛ˜(0, t, n, 2λ) <∞
for t ∈ [0, T ] and n = 2, 4, . . ., provided 0 < 4λ < 1H1 + 1H2 − 3, which proves that the estimate
E
∣∣ℓ′t,ε′(a)− ℓ′t,ε(a)∣∣n ≤ C|ε′ − ε|nλ
holds for n = 2, 4, . . . and t ∈ [0, T ], if we choose λ so that 0 < 4λ < 1H1 + 1H2 − 3.
Step II. We obtain the estimate
(3.9) E
∣∣ℓ′t,ε(b)− ℓ′t,ε(a)∣∣n ≤ C|b− a|nλ, n = 2, 4, . . .
for all ε > 0, a, b ∈ R, t ≥ 0 and some λ ∈ (0, 1). We have, for all a, b ∈ R and t ∈ [0, T ]
E|ℓ′t,ε(b)−ℓ′t,ε(a)|n
=
1
(2π)n
∣∣∣∫
(D0,t)n
dr1 · · · drnds1 · · · dsn
∫
Rn
E
n∏
j=1
exp
{
iξj(B
H1
rj − B˜H2sj )
}
·
n∏
j=1
ξj (exp {−ibξj} − exp {−iaξj}) e−
1
2
εξ2j dξj
∣∣∣
≤ C|b− a|nλ
∫
(D0,t)n
dr1 · · · drnds1 · · · dsn
∫
Rn
n∏
j=1
|ξj |1+λdξj
·
∣∣∣E n∏
j=1
exp
{
iξj(B
H1
rj − B˜H2sj )
}∣∣∣
= C|b− a|nλΛ(0, t, n, λ)
(3.10)
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for all n = 1, 2, . . . and λ ∈ [0, 1] by the inequality∣∣∣e−ixb − e−ixa∣∣∣ ≤ C|x|λ|b− a|λ
for all x ∈ R and λ ∈ [0, 1]. This shows that the estimate (3.9) holds for n = 2, 4, . . . and
t ∈ [0, T ], if we choose λ so that 2λ < 1H1 + 1H2 − 3.
Step III. We obtain the estimate
(3.11) E
∣∣ℓ′t′,ε(a)− ℓ′t,ε(a)∣∣n ≤ C|t′ − t|nλ, n = 2, 4, . . .
for all ε > 0, a ∈ R, t′ > t ≥ 0 and some λ ∈ (0, 1). In order to prove the estimate (3.11) we
have, for all a ∈ R, t, t′ ∈ [0, T ] and t < t′
E|ℓ′t′,ε(a)− ℓ′t,ε(a)|n =
1
(2π)n
∣∣∣∫
(D0,t′\D0,t)
n
dr1 · · · drnds1 · · · dsn
∫
Rn
n∏
j=1
ξje
−iξjae−
1
2
εξ2j dξj
·E
n∏
j=1
exp
{
iξj(B
H1
rj − B˜H2sj )
}∣∣∣
≤
∫
[t,t′]n
∫
[0,s1]×[0,s2]×···×[0,sn]
dr1 · · · drnds1 · · · dsn
∫
Rn
n∏
j=1
|ξj|dξj
·
∣∣∣E n∏
j=1
exp
{
iξj(B
H1
rj − B˜H2sj )
}∣∣∣
(3.12)
for all n = 2, 4, . . .. It follows from Step I and Lemma 3.2 that
E
∣∣ℓ′t′(a)− ℓ′t(a)∣∣n ≤ CΛ˜(t, t′, n, 0) ≤ C(t′ − t)nλ
for all 0 < λ ≤ 1H1 (α(H1 +H2)−H2) with
H2
H1+H2
< α < 1. Thus, we have obtained the desired
estimate (3.7) and the limit
ℓ′t(a) = lim
ε→0
ℓ′t,ε(a)
exists almost surely, and in Lp(Ω) for all p ∈ (0,∞).
Finally, as two direct consequences of Step II and Step III we see that
(3.13) E
∣∣ℓ′t(b)− ℓ′t(a)∣∣n ≤ C|b− a|nλ, n = 2, 4, . . .
and
(3.14) E
∣∣ℓ′t′(a)− ℓ′t(a)∣∣n ≤ C|t′ − t|nβ, n = 2, 4, . . .
for all a, b ∈ R and t′, t ≥ 0 if we choose λ and β so that 2λ < 1H1 + 1H2 − 3 and 0 < β ≤
1
H1
(α(H1 +H2)−H2) with H2H1+H2 < α < 1. These show that ℓ′t(a) exists in Lp(Ω) for all p > 0,
t ∈ [0, T ], a ∈ R, and has a modification which is a.s. jointly Ho¨lder continuous in (a, t). 
Theorem 3.3. Let 0 < H1,H2 < 1. The processes ℓε,t(a), ε > 0 converges almost surely, and
in Lp(Ω) for all p ∈ (0,∞), as ε tends to zero. Moreover, the process ℓt(a) has a modification
which is a.s. jointly Ho¨lder continuous in (a, t). In particular, a 7→ ℓt(a) is Ho¨lder continuous
of order γ < min{ 12H1 + 12H2 − 12 , 1}.
Proof. In a same way as proof of Theorem 3.2, one can obtain the estimate
(3.15) E
∣∣ℓt′,ε′(a′)− ℓt,ε(a)∣∣n ≤ C|(t′, ε′, a′)− (t, ε, a)|nβ , n = 2, 4, . . .
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for all t, t′ ∈ [0, T ], a, a′ ∈ R, ε, ε′ > 0 and some β ∈ (0, 1]. In particular, we have
E|ℓt,ε(a′)− ℓt,ε(a)|n = 1
(2π)n
∣∣∣∫
(D0,t)n
dr1 · · · drnds1 · · · dsn
∫
Rn
E
n∏
j=1
exp
{
iξj(B
H1
rj − B˜H2sj )
}
·
n∏
j=1
(
exp
{−ia′ξj}− exp {−iaξj}) e− 12 εξ2j dξj∣∣∣
≤ C|a′ − a|nλ
∫
(D0,t)n
dr1 · · · drnds1 · · · dsn
∫
Rn
n∏
j=1
|ξj |λdξj
·
∣∣∣E n∏
j=1
exp
{
iξj(B
H1
rj − B˜H2sj )
}∣∣∣
≤ C|a′ − a|nλ
for all 0 < 2λ <
(
1
H1
+ 1H2 − 1
)
∧ 2, and the theorem follows. 
Corollary 3.2. Let 0 < H1,H2 < 1. If
1
H1
+ 1H2 > 3, we have ℓ
′
t(a) =
∂
∂aℓt(a) a.s. for all t ≥ 0
and a ∈ R, i.e. ℓt(a) is differentiable in a for all t ≥ 0 and
∂
∂a
ℓt(a) = lim
ε→0
ℓ′t,ε(a),
almost surely, and in Lp(Ω) with p > 0.
Proof. It is clear that ℓ′t,ε(a) =
∂
∂aℓt,ε(a) for any ε, t > 0, a ∈ R and hence
ℓt,ε(a) = ℓt,ε(b) +
∫ a
b
ℓ′t,ε(x)dx
for all a, b ∈ R and ε > 0. On the other hand, the estimates (3.7) and (3.15) assure that a locally
uniform and hence continuous limits
(3.16) ℓ′t(a) = lim
ε→0
ℓ′t,ε(a)
(3.17) ℓt(a) = lim
ε→0
ℓt,ε(a)
hold. The locally uniform convergence (3.16) and (3.17) imply that
ℓt(a) = ℓt(b) +
∫ a
b
ℓ′t(x)dx
and therefore ∂∂aℓt(a) = ℓ
′
t(a). This completes the proof. 
Theorem 3.4. Let 0 < H1,H2 < 1.
(1) If 1H1 +
1
H2
> 3, we then have
(3.18)
∫ t
0
ds
∫ s
0
f ′(BH1r − B˜H2s )dr = −
∫
R
f(a)ℓ′t(a)da
for any f ∈ C1(R) and t ∈ [0, T ].
(2) If f is continuous, then
(3.19)
∫ t
0
∫ s
0
f(BH1r − B˜H2s )drds =
∫
R
f(a)ℓt(a)da
for all t ∈ [0, T ].
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Proof of Theorem 3.4. By the locally L1 convergence in (3.16) and noting that both BH1 and
B˜H2 are a.s. bounded on [0, t], we see that the following manipulations hold:∫
R
f(a)ℓ′t(a)da = lim
ε→0
∫
R
f(a)ℓ′t,ε(a)da
= − lim
ε→0
∫
R
f(a)da
∫ t
0
ds
∫ s
0
p′ε(B
H1
r − B˜H2s − a)dr
= − lim
ε→0
∫ t
0
ds
∫ s
0
dr
∫
R
f ′(a)pε(B
H1
r − B˜H2s − a)da
= − lim
ε→0
∫ t
0
ds
∫ s
0
dr(f ′ ∗ pε)(BH1r − B˜H2s )
= −
∫ t
0
ds
∫ s
0
drf ′(BH1r − B˜H2s )
for any f ∈ C1(R) with compact support. Since both BH1 and B˜H2 are bounded a.s. we
have that a 7→ ℓ′t(a) has compact support a.s. so that the above manipulations hold for all
C1-functions f .
Similarly, one can obtain the identity (3.19), and the theorem follows. 
4. The hybrid quadratic covariation, case H1 <
1
2
In this section we throughout let H1 ≤ H2, and inspired by the occupation formula (3.18),
our main aim is to obtain the following Bouleau-Yor type identity
(4.1) [f(BH1 − B˜H2), BH1 ](HC)t = −
∫
R
f(a)ℓ′t(a)da, t ≥ 0
for some suitable Borel functions f . Recall that the quadratic covariation [f(B), B] of Brownian
motion B can be characterized as
(4.2) [f(B), B]t = −
∫
R
f(a)L B(da, t),
where f is locally square integrable and L B(x, t) is the local time of Brownian motion. This
is called the Bouleau-Yor identity. More works for this can be found in Bouleau-Yor [3], Eisen-
baum [8, 9], Errami-Russo [10], Feng–Zhao [11, 12], Follmer et al [13], Gradinaru et al [16],
Moret-Nualart [23], Rogers–Walsh [28], Russo-Vallois [30, 31], Yan et al [34, 36] and the refer-
ences therein.
Recall that
Jε(H1,H2, t, f) =
1
ε2H1
∫ t
0
ds
∫ s
0
{
f(BH1r+ε − B˜H2s )− f(BH1r − B˜H2s )
}(
BH1r+ε −BH1r
)
dr
for any Borel function f and the HQC [f(BH1 − B˜H2), BH1 ](HC)t is defined by
(4.3) [f(BH1 − B˜H2), BH1 ](HC)t = lim
ε↓0
Jε(H1,H2, t, f),
provided the limit exists in L1(Ω).
Corollary 4.1. If f ∈ C1(R), we then have
(4.4) [f(BH1 − B˜H2), BH1 ](HC)t =
∫ t
0
ds
∫ s
0
f ′(BH1r − B˜H2s )dr
for all t ∈ [0, T ]. In particular, we have
[BH1 − B˜H2 , BH1 ](HC)t =
1
2
t2.
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As a direct consequence of the above corollary and (3.18), we have
(4.5) [f(BH1 − B˜H2), BH1 ](HC)t = −
∫
R
f(a)ℓ′t(a)da
for all f ∈ C1(R) and t ≥ 0. In order to prove the existence of the HQC, we decompose
Jε(H1,H2, t, f) as follows:
Jε(H1,H2, t, f) =
1
ε2H1
∫ t
0
ds
∫ s
0
f(BH1r+ε − B˜H2s )
(
BH1r+ε −BH1r
)
dr
− 1
ε2H1
∫ t
0
ds
∫ s
0
f(BH1r − B˜H2s )
(
BH1r+ε −BH1r
)
dr
≡ J+ε (H1,H2, t, f)− J−ε (H1,H2, t, f)
for all ε > 0 and t ∈ [0, T ], and consider the set
H = {f : measurable functions on R such that ‖f‖H <∞},
where
‖f‖2H :=
∫ T
0
∫ s
0
∫
R
|f(x)|2e−
x2
2(r2H1+s2H2 )
dxdrds√
2π(r2H1 + s2H2)
.
Then, H is a Banach space. In fact, we have H = L2(R, µ(dx)) with
µ(dx) =
(∫ T
0
∫ s
0
e
− x
2
2(r2H1+s2H2 )
drds√
2π(r2H1 + s2H2)
)
dx
and µ(R) = 12T
2 <∞, which implies that the set E of elementary functions of the form
f△(x) =
∑
i
fi1(xi−1,xi](x)
is dense in H , where {xi, 0 ≤ i ≤ l} is an finite sequence of real numbers such that xi < xi+1.
Recall that the space Cν of ν-Ho¨lder continuous functions f : [0, T ] → R, equipped with the
norm
‖f‖(ν) := ‖f‖∞ + sup
x,y∈R
|f(x)− f(y)|
|x− y|ν <∞,
where µ ∈ (0, 1] and ‖f‖∞ = supx∈R |f(x)|.
Corollary 4.2. For all H1,H2 ∈ (0, 1), we have H ⊃ Cν for all ν ∈ (0, 1].
For simplicity we let T = 1 in the following discussions.
Theorem 4.1. Let 0 < H1 <
1
2 and f ∈ H . Then, the HQC [f(BH1 − B˜H2), BH1 ](HC) exists
in L2(Ω) and
E
∣∣∣[f(BH1 − B˜H2), BH1 ](HC)t ∣∣∣2 ≤ CH1,H2,T ‖f‖2H(4.6)
for all t ∈ [0, 1].
In order to prove the theorem we claim that the following two statements:
• for any ε > 0, t ∈ [0, 1], and f ∈ H , J±ε (H1,H2, f, t) ∈ L2(Ω). That is,
E
∣∣J−ε (H1,H2, f, t)∣∣2 ≤ CH1,H2,T ‖f‖2H ,(4.7)
E
∣∣J+ε (H1,H2, f, t)∣∣2 ≤ CH1,H2‖f‖2H .(4.8)
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• J−ε (H1,H2, f, t) and J+ε (H1,H2, f, t) are two Cauchy’s sequences in L2(Ω) for all t ∈
[0, 1]. That is,
(4.9) E
∣∣J−ε1(H1,H2, f, t)− J−ε2(H1,H2, f, t)∣∣2 −→ 0,
and
(4.10) E
∣∣J+ε1(H1,H2, f, t)− J+ε2(H1,H2, f, t)∣∣2 −→ 0
for all t ∈ [0, 1], as ε1, ε2 ↓ 0.
We split the proof of two statements into two parts and this is similar to Yan et al. [35]. Let
T = 1 for simplicity and we also need the next lemmas which are some elementary calculations.
Lemma 4.1. Let λr,s, µ and ρ
2 be defined in Section 2. If f ∈ C∞(R) admit compact support.
Then we have
|E
[
f ′(BH1r − B˜H2s )f ′(BH1r′ − B˜H2s′ )
]
|
≤
√
λr′,s′λr,s
ρ2
(
E
[
|f(BH1r − B˜H2s )|2
]
E
[
|f(BH1r′ − B˜H2s′ )|2
])1/2(4.11)
and
|E
[
f ′′(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
]
|
≤ 3λr′,s′
ρ2
(
E
[
|f(BH1r − B˜H2s )|2
]
E
[
|f(BH1r′ − B˜H2s′ )|2
])1/2(4.12)
for all (r, s, r′, s′) ∈ T = {0 < r < s < t, 0 < r′ < s′ < t}.
Lemma 4.2 (Yan et al. [35]). Let 0 < H < 12 .
(1) For all t > s > r > 0 we have∣∣E [BHt (BHt −BHs )]∣∣ ≤ (t− s)2H ,∣∣E [BHt (BHs −BHr )]∣∣ ≤ (s− r)2H ,∣∣E [BHr (BHt −BHs )]∣∣ ≤ (t− s)2H ,∣∣E [BHs (BHt −BHr )]∣∣ ≤ (t− s)2H .
(4.13)
(2) For all 0 < s′ < t′ < s < t we have
(4.14)
∣∣E [(BHt −BHs )(BHt′ −BHs′ )]∣∣ ≤ (t− s)2H(t′ − s′)2H(s− t′)2H .
Part I : Proof of the estimates (4.7) and (4.8). We have
E|J−ε (H1,H2, f, t)|2 =
1
ε4H1
∫ t
0
∫ t
0
dsds′
·
∫ s
0
∫ s′
0
E
[
f(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )(BH1r+ε −BH1r )(BH1r′+ε −BH1r′ )
]
drdr′
for all ε > 0 and t ≥ 0. Now, let us estimate the express
Φε1,ε2(r, s, r
′, s′;H1,H2) := E
[
f(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )(BH1r+ε1 −BH1r )(BH1r′+ε2 −B
H1
r′ )
]
for all ε1, ε2 > 0 and s > r > 0, s
′ > r′ > 0. Thus, it is enough to obtain the estimates (4.7)
and (4.8) for all f ∈ E . By approximating we can assume that f is an infinitely differentiable
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function with compact support. It follows from the duality relationship (2.1) that
Φε1,ε2(r, s, r
′, s′;H1,H2)
= E
[
f(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )(BH1r+ε1 −BH1r )
∫ r′+ε2
r′
dBH1l
]
= E
[
BH1r (B
H1
r′+ε2
−BH1r′ )
]
E
[
f ′(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )(BH1r+ε1 −BH1r )
]
+ E
[
BH1r′ (B
H1
r′+ε2
−BH1r′ )
]
E
[
f(BH1r − B˜H2s )f ′(BH1r′ − B˜H2s′ )(BH1r+ε1 −BH1r )
]
+ E
[
(BH1r+ε1 −BH1r )(BH1r′+ε2 −B
H1
r′ )
]
E
[
f(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
]
= E
[
BH1r (B
H1
r′+ε2
−BH1r′ )
]
E
[
BH1r (B
H1
r+ε1 −BH1r )
]
E
[
f ′′(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
]
+ E
[
BH1r (B
H1
r′+ε2
−BH1r′ )
]
E
[
BH1r′ (B
H1
r+ε1 −BH1r )
]
E
[
f ′(BH1r − B˜H2s )f ′(BH1r′ − B˜H2s′ )
]
+ E
[
BH1r′ (B
H1
r′+ε2
−BH1r′ )
]
E
[
BH1r (B
H1
r+ε1 −BH1r )
]
E
[
f ′(BH1r − B˜H2s )f ′(BH1r′ − B˜H2s′ )
]
+ E
[
BH1r′ (B
H1
r′+ε2
−BH1r′ )
]
E
[
BH1r′ (B
H1
r+ε1 −BH1r )
]
E
[
f(BH1r − B˜H2s )f ′′(BH1r′ − B˜H2s′ )
]
+ E
[
(BH1r+ε1 −BH1r )(BH1r′+ε2 −B
H1
r′ )
]
E
[
f(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
]
≡
5∑
j=1
Ψj(r, s, r
′, s′, ε1, ε2)
(4.15)
for all s > r > 0, s′ > r′ > 0 and ε1, ε2 > 0. In order to end the proof we claim to estimate
(4.16) Λj :=
1
ε4H1
∣∣∣∣∣
∫
(D0,t)2
Ψj(r, s, r
′, s′, ε, ε)dr′ds′drds
∣∣∣∣∣ , j = 1, 2, 3, 4, 5
for all ε > 0 small enough, where D0,t = {0 ≤ r < s ≤ t}
For j = 5, from the fact
|E
[
(BH1r+ε −BH1r )(BH1r′+ε −BH1r′ )
]
| ≤ ε2H1 < ε
4H1
(r − r′)2H1
for 0 < r − r′ < ε and the estimate (4.14) we have
Λ5 ≤ 1
ε4H1
∫ t
0
∫ t
0
dsds′
∫ s
0
dr
∫ s′
0
dr′
·
(
E[|f(BH1r − B˜H2s )|2] +E[|f(BH1r′ − B˜H2s′ )|2]
) ∣∣∣E[(BH1r+ε −BH1r )(BH1r′+ε −BH1r′ )]∣∣∣
≤ C
∫ t
0
ds
∫ s
0
E
[∣∣∣f(BH1r − B˜H2s )∣∣∣2] dr ∫ t
0
ds′
∫ s′
0
dr′
|r − r′|2H1
≤ C‖f‖2H
for all 0 < ε ≤ 1 and t ∈ [0, 1].
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For j = 1, from Lemma 4.2, Lemma 3.1 and Lemma 4.1 we have
Λ1 ≤
∫
(D0,t)2
|E
[
f ′′(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
]
|dr′ds′drds
≤
∫
(D0,t)2
dr′ds′drds
3λr′,s′
ρ2
E
[
|f(BH1r − B˜H2s )|2
]
+
∫
(D0,t)2
dr′ds′drds
3λr′,s′
ρ2
E
[
|f(BH1r′ − B˜H2s′ )|2
]
≤ C
∫ t
0
ds
∫ s
0
drE
[
|f(BH1r − B˜H2s )|2
] ∫ t
0
ds′
∫ s′
0
dr′
|r − r′|2H1 ≤ C‖f‖
2
H
for all 0 < ε ≤ 1 and t ∈ [0, 1]. Similarly, we can obtain the estimate (4.16) for j = 2, 3, 4, and
the estimates (4.7) follows.
Similarly one can prove the estimate (4.8) and the first statement follows. 
Part II : Proof of the estimates (4.9) and (4.10). Without loss of generality one may assume
that ε1 > ε2 and for f ∈ H we take the sequence {f△,n} ⊂ E such that f△,n → f in H . Then
we have
E|Jε1(H1,H2, t, f)− Jε2(H1,H2, t, f)|2
≤ 3E|Jε1(H1,H2, t, f − f△,n)|2 + 3E|Jε2(H1,H2, t, f − f△,n)|2
+ 3E|Jε1(H1,H2, t, f△,n)− Jε2(H1,H2, t, f△,n)|2
≤ CH1,H2‖f − f△,n‖2H + 3E|Jε1(H1,H2, t, f△,n)− Jε2(H1,H2, t, f△,n)|2
for all ε1, ε2 > 0 and all n ≥ 1. Thus, it is enough to obtain the estimates (4.9) and (4.10) for
all f ∈ E . By approximating we can assume that f is an infinitely differentiable function with
compact support. It follows from (4.15) that
E
∣∣J−ε1(H1,H2, f, t)− J−ε2(H1,H2, f, t)∣∣2
=
1
ε4H11
∫
D
2
0,t
E[f(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
· (BH1r+ε1 −BH1r )(BH1r′+ε1 −B
H1
r′ )]dr
′ds′drds
− 2
ε2H11 ε
2H1
2
∫
D
2
0,t
E[f(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
· (BH1r+ε1 −BH1r )(BH1r′+ε2 −B
H1
r′ )]dr
′ds′drds
+
1
ε4H12
∫
D
2
0,t
E[f(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
· (BH1r+ε2 −BH1r )(BH1r′+ε2 −B
H1
r′ )]dr
′ds′drds
=
1
ε4H11 ε
2H1
2
∫
D
2
0,t
{ε2H12 Φε1,ε1 − ε2H11 Φε1,ε2}dr′ds′drds
+
1
ε2H11 ε
4H1
2
∫
D
2
0,t
{ε2H11 Φε2,ε2 − ε2H12 Φε1,ε2}dr′ds′drds
with Φεi,εj := Φεi,εj(r, s, r
′, s′;H1,H2). Now, in order to end the proof we need to introduce the
following convergence:
1
ε4H1i ε
2H1
j
∫
D
2
0,t
{ε2H1j Φεi,εi − ε2H1i Φε1,ε2}dr′ds′drds −→ 0(4.17)
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with i, j ∈ {1, 2}, i 6= j, as ε1, ε2 → 0. By symmetry, we only need to show that this holds for
i = 1, j = 2. Denote
A0,0(r, r
′, ε, j) : = ε2H1j E
[
(BH1r+ε −BH1r )(BH1r′+ε −BH1r′ )
]
− ε2H1E
[
(BH1r+ε1 −BH1r )(BH1r′+ε2 −B
H1
r′ )
]
A0,2(r, r
′, ε, j) : = ε2H1j E
[
BH1r′ (B
H1
r′+ε −BH1r′ )
]
E
[
BH1r′ (B
H1
r+ε −BH1r )
]
− ε2H1E
[
BH1r′ (B
H1
r′+ε2
−BH1r′ )
]
E
[
BH1r′ (B
H1
r+ε1 −BH1r )
]
A2,0(r, r
′, ε, j) : = ε2H1j E
[
BH1r (B
H1
r′+ε −BH1r′ )
]
E
[
BH1r (B
H1
r+ε −BH1r )
]
− ε2H1E
[
BH1r (B
H1
r′+ε2
−BH1r′ )
]
E
[
BH1r (B
H1
r+ε1 −BH1r )
]
A1,1(r, r
′, ε, j) : = ε2H1j E
[
BH1r′ (B
H1
r′+ε −BH1r′ )
]
E
[
BH1r (B
H1
r+ε −BH1r )
]
− ε2H1E
[
BH1r′ (B
H1
r′+ε2
−BH1r′ )
]
E
[
BH1r (B
H1
r+ε1 −BH1r )
]
+ ε2H1j E
[
BH1r (B
H1
r′+ε −BH1r′ )
]
E
[
BH1r′ (B
H1
r+ε −BH1r )
]
− ε2H1E
[
BH1r (B
H1
r′+ε2
−BH1r′ )
]
E
[
BH1r′ (B
H1
r+ε1 −BH1r )
]
with j = 1, 2. It follows that
ε2H1j Φεi,εi − ε2H1i Φε1,ε2 = A0,0(r, r′, εi, j)E
[
f(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
]
+A0,2(r, r
′, εi, j)E
[
f(BH1r − B˜H2s )f ′′(BH1r′ − B˜H2s′ )
]
+A2,0(r, r
′, εi, j)E
[
f ′′(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
]
+A1,1(r, r
′, εi, j)E
[
f ′(BH1r − B˜H2s )f ′(BH1r′ − B˜H2s′ )
]
with i, j ∈ {1, 2} and i 6= j. Now, it is enough to prove
(4.18)
∫
D
2
0,t
Ak,l(r, r
′, ε1, 2)
ε4H11 ε
2H1
2
E
[
f (k)(BH1r − B˜H2s )f (l)(BH1r′ − B˜H2s′ )
]
dr′ds′drds −→ 0
for all k, l ∈ {0, 1, 2} and k+ l ∈ {0, 2}, as ε1, ε2 → 0. Without loss of generality one may assume
that ε1 > ε2.
For k = l = 0 and 0 < |r − r′| < ε2 we have
|A0,0(r, r′, ε1, 2)| ≤ ε2H12 ε2H11 + ε3H11 εH12 ≤
2ε2H12 ε
γ+2H1
1
|r − r′|γ
by Cauchy’s inequality with 2H1 < γ ≤ 1. It follows from (6.2) with α = γ2−2H1 that
1
ε4H11 ε
2H1
2
|A0,0(r, r′, ε1, 2)| ≤ C
(
1
|r − r′ − ε1|γ +
1
|r − r′|γ
)
εγ−2H11 −→ 0
for all s, r > 0 and 2H1 < γ ≤ 1, as ε1, ε2 → 0. Consequently, Lebesgue’s dominated convergence
theorem deduces the convergence (4.18) with k = l = 0 because∫
D
2
0,t
(
1
|r − r′ − ε1|2H1 +
1
|r − r′|2H1
)
· |E
[
f(BH1r − B˜H2s )f(BH1r′ − B˜H2s′ )
]
|dr′ds′drds ≤ C‖f‖2H
for all ε1 > 0.
When k + l = 2, by the fact
(4.19) bα − aα ≤ bα−β(b− a)β
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with b > a > 0 and 0 < α ≤ β ≤ 1, we have
|ε2H12 E[BH1r (BH1r+ε1 −BH1r )]− ε2H11 E[BH1r (BH1r+ε2 −BH1r )]|
=
∣∣∣∣12ε2H12 ((r + ε1)2H1 − ε2H11 − r2H1)− 12ε2H11 ((r + ε2)2H1 − ε2H12 − r2H1)
∣∣∣∣
=
1
2
∣∣∣ε2H12 ((r + ε1)2H1 − r2H1)− ε2H11 ((r + ε2)2H1 − r2H1)∣∣∣
≤ 1
2
(
(r + ε1)
2H1−βε2H12 ε
β
1 + (r + ε2)
2H1−βε2H11 ε
β
2
)
≤ r2H1−βε2H12 εβ1
(4.20)
for all 2H1 < β ≤ 1 and r > 0. Similarly, by (4.19) we also have
|E
[
BH1r (B
H1
r′+ε −BH1r′ )
]
| = 1
2
∣∣(r′ + ε)2H1 − (r′)2H1 + |r − r′|2H1 − |r − r′ − ε|2H1 ∣∣
≤ 1
2
(
(r′)2H1−β + |r − r′|2H1−β
)
εβ
(4.21)
for all |r − r′| > 0, r, r′ > 0 and 2H1 < β ≤ 1. Combining these with Lemma 4.2, we get
1
ε4H11 ε
2H1
2
|A0,2(r, r′, ε1, 2)| = 1
ε4H11 ε
2H1
2
∣∣∣E[BH1r′ (BH1r+ε1 −BH1r )]∣∣∣
·
∣∣∣ε2H12 E[BH1r′ (BH1r′+ε1 −BH1r′ )]− ε2H11 E[BH1r′ (BH1r′+ε2 −BH1r′ )]∣∣∣
≤ r2H1−βεβ−2H11 −→ 0 (ε1, ε2 → 0),
1
ε4H11 ε
2H1
2
|A2,0(r, r′, ε1, 2)| = 1
ε4H11 ε
2H1
2
∣∣∣E[BH1r (BH1r+ε1 −BH1r )]∣∣∣
·
∣∣∣ε2H12 E[BH1r (BH1r′+ε1 −BH1r′ )]− ε2H11 E[BH1r (BH1r′+ε2 −BH1r′ )]∣∣∣
−→ 0 (ε1, ε2 → 0)
and
1
ε4H11 ε
2H1
2
|A1,1(r, r′, ε1, 2)| ≤ 1
ε4H11 ε
2H1
2
∣∣∣E[BH1r (BH1r+ε1 −BH1r )]∣∣∣
·
∣∣∣ε2H12 E[BH1r′ (BH1r′+ε1 −BH1r′ )]− ε2H11 E[BH1r′ (BH1r′+ε2 −BH1r′ )]∣∣∣
+
1
ε4H11 ε
2H1
2
∣∣∣E[BH1r′ (BH1r+ε1 −BH1r )]∣∣∣
·
∣∣∣ε2H11 E[BH1r (BH1r′+ε1 −BH1r′ )]− ε2H11 E[BH1r (BH1r′+ε2 −BH1r′ )]∣∣∣
−→ 0 (ε1, ε2 → 0)
for all r, r′ > 0, which deduce the convergence (4.18) for k + l = 2 by Lebesgue’s dominated
convergence theorem because
1
ε4H11 ε
2H1
2
|Ak,l(r, r′, ε1, 2)| ≤ 2
and ∫
D
2
0,t
∣∣∣E[f (k)(BH1s )f (l)(BH1r )]∣∣∣ dr′ds′drds ≤ C‖f‖2H
for k + l = 2 by Lemma 4.2, Lemma 3.1 and Lemma 4.1.
Consequently, the convergence (4.17) holds for i = 1, j = 2 and (4.9) follows. Similarly one
can prove (4.10). Thus, we have established the second statement and Theorem 4.1 follows. 
At the end of this section, we obtain the Bouleau-Yor type identity (4.1).
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Lemma 4.3. Let 0 < H1 <
1
2 and let f, f1, f2, . . . ∈ H . If fn → f in H , as n tends to infinity,
then we have
[fn(B
H1 − B˜H2), BH1 ](HC)t −→ [f(BH1 − B˜H2), BH1 ](HC)t
in L2 as n→∞.
Proof. The convergence follows from
E
∣∣∣[fn(BH1 − B˜H2), BH1 ](HC)t − [f(BH1 − B˜H2), BH1 ](HC)t ∣∣∣2
≤ CH1,H2,T ‖fn − f‖2H → 0,
as n tends to infinity. 
Lemma 4.4. Let 0 < H1 <
1
2 . For any f△ =
∑
j fj1(aj−1,aj ] ∈ E , we define∫
R
f△(a)ℓ
′
t(a)da :=
∑
j
fj [ℓt(aj)− ℓt(aj−1)] .
Then the integral is well-defined and
(4.22)
∫
R
f△(a)ℓ
′
t(a)da = −[f△(BH1 − B˜H2), BH1 ](HC)t
almost surely, for all t ∈ [0, T ].
Proof. For the function f△(u) = 1(x,y](u) we define the sequence of smooth functions fn, n =
1, 2, . . . by
fn(u) =
∫
R
f△(u− v)ζn(v)dv =
∫ y
x
ζn(u− v)dv(4.23)
for all u ∈ R, where ζn, n ≥ 1 are the so-called mollifiers given by
(4.24) ζn(u) := nζ(nu), n = 1, 2, . . .
and
(4.25) ζ(u) :=
{
ce
1
u2−1 , −1 < u < 1,
0, otherwise
with a normalizing constant c such that
∫
R
ζ(u)du = 1. Then {fn} ⊂ C∞(R) ∩ H and fn
converges to f in H , as n tends to infinity. It follows from the occupation formula (3.18) that
[fn(B
H1 − B˜H2),BH1 ](HC)t =
∫ t
0
s2H2−1ds
∫ s
0
f ′n(B
H1
r − B˜H2s )dr
= −
∫
R
fn(a)ℓ
′
t(a)da = −
∫
R
(∫ y
x
ζn(a− u)du
)
ℓ′t(a)da
= −
∫ y
x
du
∫
R
ζn(a− u)ℓ′t(a)da =
∫ y
x
du
∫
R
ζ ′n(a− u)ℓt(a)da
=
∫
R
ℓt(a)da
∫ y
x
ζ ′n(a− u)du = −
∫
R
ℓt(a) (ζn(a− y)− ζn(a− x)) da
= −
∫
R
ℓt(a)ζn(a− y)da+
∫
R
ℓt(a)ζn(a− x)da
−→ ℓt(x)− ℓt(y)
almost surely, as n→∞, by the continuity of a 7→ ℓt(a). On the other hand, Lemma 4.3 implies
that there exists a subsequence {fnk} such that
[fnk(B
H1 − B˜H2), BH1 ](HC)t −→ [f△(BH1 − B˜H2), BH1 ](HC)t
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for all t ∈ [0, T ], almost surely, as k →∞, which deduces
[f△(B
H1 − B˜H2), BH1 ](HC)t = ℓt(x)− ℓt(y)
for all t ∈ [0, T ], almost surely. Thus, the identity∫
R
f△(a)ℓ
′
t(a)da = −[f△(BH1 − B˜H2), BH1 ](HC)t
holds and the lemma follows from the linearity property. 
Thanks to the above lemma we can show that
(4.26) lim
n→∞
∫
R
f△,n(a)ℓ
′
t(a)da = limn→∞
∫
R
g△,n(a)ℓ
′
t(a)da = −[f(BH1 − B˜H2), BH1 ](HC)t
in L2(Ω) if
lim
n→∞
f△,n(a) = lim
n→∞
g△,n(a) = f(a)
in H , where {f△,n}, {g△,n} ⊂ E . Thus, by the density of E in H we can define∫
R
f(a)ℓ′t(a)da := limn→∞
∫
R
f△,n(a)ℓ
′
t(a)da
for any f ∈ H , where {f△,n} ⊂ E and
lim
n→∞
f△,n(a) = f(a)
in H . Thus, we have proved the following theorem.
Theorem 4.2. Let 0 < H1 <
1
2 and f ∈ H . The integral∫
R
f(a)ℓ′t(a)da
is well-defined for all t ∈ [0, T ], and the Bouleau-Yor type identity
[f(BH1 − B˜H2), BH1 ](HC)t = −
∫
R
f(a)ℓ′t(a)da(4.27)
holds for all t ∈ [0, T ].
5. The hybrid quadratic covariation, case H1 ≥ 12
In this section we consider the HQC with H2 ≥ H1 ≥ 12 and obtain a similar Bouleau-Yor
type identity. It is important to note that the method used in Section 4 is inefficacy for H1 >
1
2 .
Essentially, for H1 >
1
2 we have
E
[
(BH1r+ε −BH1r )(BH1r′+ε −BH1r′ )
]
∼ ε2 6= o (ε4H1) (ε→ 0)
for r > r′ + ε and the decomposition
Jε(H1,H2, t, f) =
1
ε2H1
∫ t
0
ds
∫ s
0
f(BH1r+ε − B˜H2s )
(
BH1r+ε −BH1r
)
dr
− 1
ε2H1
∫ t
0
ds
∫ s
0
f(BH1r − B˜H2s )
(
BH1r+ε −BH1r
)
dr
≡ J+ε (H1,H2, t, f)− J−ε (H1,H2, t, f)
does not bring any information because
EJ±ε (H1,H2, t, f) −→∞ (ε→ 0)
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for H1 >
1
2 , in general. For example, for f(x) = x we have
1
ε2H1
∫ t
0
ds
∫ s
0
E
[
(BH1r − B˜H2s )(BH1r+ε −BH1r )
]
dr
=
1
ε2H1
∫ t
0
ds
∫ s
0
E
[
BH1r (B
H1
r+ε −BH1r )
]
dr
−→ ∞,
as ε ↓ 0. Thus, we must estimate E|Jε(H1,H2, t, f)|2 integrally when H1 > 12 in order to study
the existence of the HQC [f(BH1 − B˜H2), BH1 ](HC), and moreover, we shall also use the Young
integral ∫
R
f(a)ℓt(da).
Lemma 5.1. Let H1 ≥ 12 .
• If 1H1 + 1H2 > 3, then for any f ∈ C(ν) with ν > 0, the Young integral∫
R
f(a)ℓt(da) ≡
∫
R
f(a)ℓ′t(a)da
is well-defined for all t ≥ 0, and moreover, if f, f1, f2, . . . ∈ Cν and fn → f in Cν, then∫
R
fn(a)ℓt(da) −→
∫
R
f(a)ℓt(da)(5.1)
in L2(Ω) as n→∞.
• If 1H1 + 1H2 ≤ 3, then for f ∈ Cγ with γ > 12
(
3− 1H1 − 1H2
)
, the Young integral∫
R
f(a)ℓt(da)
is well-defined for all t ≥ 0, and moreover, if f, f1, f2, . . . ∈ Cγ and fn → f in Cγ, then
the convergence (5.1) holds in L2(Ω).
The above lemma follows from the Ho¨lder continuity of a 7→ ℓt(a). For more aspects on Young
integration we refer to Dudley-Norvaiˇsa [7] and Young [38]. Denote
Υε(H1,H2) := E
[
∆εf(B
H1
r − B˜H2s )∆εf(BH1r′ − B˜H2s′ )(BH1r+ε −BH1r )(BH1r′+ε −BH1r′ )
]
for all ε > 0, s, r, s′, r′ > 0 and Borel functions f ∈ Cν with ν > 0, where
∆εf(B
H1
r − B˜H2s ) = f(BH1r+ε − B˜H2s )− f(BH1r − B˜H2s ).
Then we have
E|Jε(H1,H2, t, f)|2 = 1
ε4H1
∫ t
0
∫ t
0
∫ s
0
∫ s′
0
Υε(H1,H2)dr
′drds′ds
for all ε > 0 and t ∈ [0, T ]. By approximating we can assume that f is an infinitely differentiable
function with compact support. It follows from the duality relationship (2.1) and the fact
DH1u ∆εf(B
H1
r − B˜H2s ) = 1[0,r+ε](u)f ′(BH1r+ε − B˜H2s )− 1[0,r](u)f ′(BH1r − B˜H2s )
= 1[r,r+ε](u)f
′(BH1r+ε − B˜H2s ) + 1[0,r](u)
{
f ′(BH1r+ε − B˜H2s )− f ′(BH1r − B˜H2s )
}
= 1[r,r+ε](u)f
′(BH1r+ε − B˜H2s ) + 1[0,r](u)∆εf ′(BH1r − B˜H2s )
(5.2)
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that
Υε(H1,H2) = E
[
∆εf(B
H1
r − B˜H2s )∆εf(BH1r′ − B˜H2s′ )(BH1r+ε −BH1r )
∫ r′+ε
r′
dBH1l
]
= E
[
(BH1r+ε −BH1r )(BH1r′+ε −BH1r′ )
]
E
[
f ′(BH1r+ε − B˜H2s )∆εf(BH1r′ − B˜H2s′ )(BH1r+ε −BH1r )
]
+ E
[
BH1r (B
H1
r′+ε −BH1r′ )
]
E
[
∆εf
′(BH1r − B˜H2s )∆εf(BH1r′ − B˜H2s′ )(BH1r+ε −BH1r )
]
+ E
[
(BH1r′+ε −BH1r′ )2
]
E
[
∆εf(B
H1
r − B˜H2s )f ′(BH1r′+ε − B˜H2s′ )(BH1r+ε −BH1r )
]
+ E
[
BH1r′ (B
H1
r′+ε −BH1r′ )
]
E
[
∆εf(B
H1
r − B˜H2s )∆εf ′(BH1r′ − B˜H2s′ )(BH1r+ε −BH1r )
]
+ E
[
(BH1r+ε −BH1r )(BH1r′+ε −BH1r′ )
]
E
[
∆εf(B
H1
r − B˜H2s )∆εf(BH1r′ − B˜H2s′ )
]
≡
5∑
j=1
Ψε(j;H1,H2)
for all s > r > 0, s′ > r′ > 0 and ε > 0. To prove the existence of the HQC, we need to estimate
Γj :=
1
ε4H1
∫ t
0
∫ t
0
dsds′
∫ s
0
∫ s′
0
|Ψε(j;H1,H2)|dr′dr, j = 1, 2, 3, 4, 5.
The next lemma is proved in Appendix 6.
Lemma 5.2. Let 12 < H < 1.
(1) For all t > s > r > 0 we have∣∣E [BHt (BHt −BHs )]∣∣ ≤ CH t2H−1(t− s),∣∣E [BHt (BHs −BHr )]∣∣ ≤ CH t2H−1(s− r),∣∣E [BHr (BHt −BHs )]∣∣ ≤ CHr2H−1(t− s),∣∣E [BHs (BHt −BHr )]∣∣ ≤ CHs2H−1(t− r).
(5.3)
(2) For all 0 < s′ < t′ < s < t we have
(5.4)
∣∣E [(BHt −BHs )(BHt′ −BHs′ )]∣∣ ≤ CH (t− s)(t′ − s′)(s− t′)2−2H .
Lemma 5.3. Let ν > 2H1−1H1 and f ∈ Cν(R). For all 0 < ε < 1 and t ∈ [0, T ], we have
Γ5 ≤ C‖f‖2(ν).
Proof. For j = 5, by (5.4) we have
|E[(BH1r+ε −BH1r )(BH1r′+ε −BH1r′ )]| ≤ Cε2(r − r′ − ε)2H1−2
for r > r′ + ε, and
|E[(BH1r+ε −BH1r )(BH1r′+ε −BH1r′ )]| ≤ ε2H1 ≤ ε2(r − r′)2H1−2
for r′ < r < r′ + ε. Combining these with
|E[∆εf(BH1r − B˜H2s )∆εf(BH1r′ − B˜H2s′ )]|
≤ C‖f‖2(ν)E[|BH1r+ε −BH1r |ν |BH1r′+ε −BH1r′ |ν ]| ≤ C‖f‖2(ν)ε2νH1 ,
we get
Γ5 ≤ Cε
2+2νH1
ε4H1
‖f‖2(ν)
∫ t
0
∫ t
0
∫ s
0
∫ s′
0
[
(r − r′ − ε)2H1−21{r>r′+ε}
+ (r − r′)2H1−21{r≤r′+ε}
]
dr′drds′ds
≤ C‖f‖2(ν)
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for all ν ≥ 2H1−1H1 . 
Recall that the notations λr,s, µε1,ε2 and ρ
2
ε1,ε2 given in Section 3. Then the next lemma holds
which will be proved in Appendix 6.
Lemma 5.4. Let H1 >
1
2 and let s > r > 0, s
′ > r′ > 0, s > s′ and ε > 0. Denote
Λε(r, r
′) := |r − r′|+ |r + ε− r′|.
Then we have
|ρε,ε − ρε,0| ≤ Cε
{
(r + ε)2H1−1 ∨ s2H2−1} (r′Λε(r, r′))−α1(s′|s− s′|)−α2 ,(5.5)
|µε,0
ρε,0
− µε,ε
ρε,ε
| ≤ Cε{(r + ε)2H1−1 ∨ s2H2−1} (r′Λε(r, r′))−α1(s′|s− s′|)−α2 ,(5.6)
|µε,0
ρ2ε,0
− µε,ε
ρ2ε,ε
| ≤ Cε{(r + ε)2H1−1 ∨ s2H2−1} (r′Λε(r, r′))−α1(s′|s− s′|)−α2 ,(5.7)
|λr′,s′
ρ2ε,0
− λr′+ε,s′
ρ2ε,ε
| ≤ Cε(r′Λε(r, r′))−α1(s′|s− s′|)−α2(5.8)
for all α1 and α2 satisfying
(5.9) 0 < α1 < 1−H1, 0 < α2 < 1−H2.
In order to estimate Γj with j ≥ 2 we need some preliminaries. Denote
Θr,r′(i, j) := E[f
(i)(BH1r − B˜H2s )f (j)(BH1r′ − B˜H2s′ )],
Θr,r′(i,∆j) := E[f
(i)(BH1r − B˜H2s )∆εf (j)(BH1r′ − B˜H2s′ )],
Θr,r′(∆i,∆j) := E[∆f
(i)(BH1r − B˜H2s )∆εf (j)(BH1r′ − B˜H2s′ )]
with i, j ∈ {0, 1, 2}. Let ϕε1,ε2(x, y) be the density function of (BH1r+ε1− B˜H2s , BH1r′+ε2− B˜
H2
s′ ) with
s > r > 0, s′ > r′ > 0 and ε1, ε2 ≥ 0. That is
ϕε1,ε2(x, y) =
1
2πρε1,ε2
exp
{
− 1
2ρ2ε1,ε2
(
λr′+ε2,s′x
2 − 2µε1,ε2xy + λr+ε1,sy2
)}
.
Lemma 5.5. Let ε > 0, s > r > 0, s′ > r′ > 0, s > s′ and f ∈ C∞0 (R) ∩ Cν with 0 < ν ≤ 1,
then we have
|Θr1,r2(i, j)| ≤ C‖f‖2(ν)(r ∧ r′)−H1(s′)−H2 |r − r′|−H1 |s− s′|−H2 ,
|Θr,r′(i,∆j)| ≤ Cεν‖f‖(ν)
(
rr′Λε(r, r
′)
)−α1−H1 (ss′|s− s′|)−α2−H2 ,
|Θr,r′(∆i,∆j)| ≤ Cεν‖f‖(ν)
(
rr′Λε(r, r
′)
)−α1−H1 (ss′|s− s′|)−α2−H2
for all 0 < α1 < 1 − H1 and 0 < α2 < 1 − H2, where i, j ∈ {0, 1, 2} with i + j = 2 and
r1, r2 ∈ {r + ε, r′ + ε, r, r′} with r1 6= r2.
Proof. Let 0 < r < s < t, 0 < r′ < s′ < t s > s′ and ε > 0. We only estimate Θr+ε,r′+ε(1, 1),
Θr+ε,r′+ε(2,∆0), Θr+ε,r′+ε(1,∆1) and similarly one can estimate the others. We have
|Θr+ε,r′+ε(1, 1)| =
∣∣∣∣∫
R2
f(x)f(y)
∂2
∂x∂y
ϕε,ε(x, y)dxdy
∣∣∣∣
≤
∫
R2
|f(x)f(y)|
∣∣∣∣ 1ρ4ε,ε (λr′+ε,s′x− yµε,ε)(λr+ε,sy − µε,εx) + µε,ερ2ε,ε
∣∣∣∣ϕε,ε(x, y)dxdy
≤ ‖f‖2(ν)
(
µε,ε +
√
λr+ε,sλr′+ε,s′
) 1
ρ2ε,ε
≤ C‖f‖2(ν)(r ∧ r′)−H1(s′)−H2 |r − r′|−H1 |s− s′|−H2
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by Lemma 3.1. In order to estimate Θr+ε,r′+ε(2,∆0), we have
E[f ′′(BH1r+ε − B˜H2s )f(BH1r′+ε − B˜H2s′ )] =
∫
R2
f ′′(x)f(y)ϕε,ε(x, y)dxdy
=
∫
R2
f(x)f(y)
∂2
∂x2
ϕε,ε(x, y)dxdy
=
∫
R2
f(x)f(y)
{
1
ρ4ε,ε
(λr′+ε,s′x− yµε,ε)2 −
λr′+ε,s′
ρ2ε,ε
}
ϕε,ε(x, y)dxdy
=
∫
R2
f
(√
λr+ε,su
)
f
(
ρε,ε√
λr+ε,s
v +
µε,ε√
λr+ε,s
u
)
·
(
u2
λr+ε,s
− 2 µε,ε
ρε,ελr+ε,s
uv +
µε,ε
ρ2ε,ελr+ε,s
v2 − λr′+ε,s′
ρ2ε,ε
)
1
2π
e−
1
2
(u2+v2)dudv
by making substitutions in the second identity
x =
√
λr+ε,su, y =
µε,ε√
λr+ε,s
u+
ρε,ε√
λr+ε,s
v.
It follows that
Θr+ε,r′+ε(2,∆0) = E[f
′′(BH1r+ε − B˜H2s )f(BH1r′+ε − B˜H2s′ )]− E[f ′′(BH1r+ε − B˜H2s )f(BH1r′ − B˜H2s′ )]
=
∫
R2
f(
√
λr+ε,su)
1
2π
e−
1
2
(u2+v2)dudv
·
{
f(
ρε,ε√
λr+ε,s
v +
µε,ε√
λr+ε,s
u)
(
u2
λr+ε,s
− 2µε,ε
ρε,ελr+ε,s
uv +
µε,ε
ρ2ε,ελr+ε,s
v2 − λr′+ε,s′
ρ2ε,ε
)
− f( ρε,0√
λr+ε,s
v +
µε,0√
λr+ε,s
u)
(
u2
λr+ε,s
− 2µε,0
ρε,0λr+ε,s
uv +
µε,0
ρ2ε,0λr+ε,s
v2 − λr′,s′
ρ2ε,0
)}
=
∫
R2
f(
√
λr+ε,su)
(
f(
ρε,ε√
λr+ε,s
v +
µε,ε√
λr+ε,s
u)− f( ρε,0√
λr+ε,s
v +
µε,0√
λr+ε,s
u)
)
·
(
u2
λr+ε,s
− 2µε,ε
ρε,ελr+ε,s
uv +
µε,ε
ρ2ε,ελr+ε,s
v2 − λr′+ε,s′
ρ2ε,ε
)
1
2π
e−
1
2
(u2+v2)dudv
+
∫
R2
f(
√
λr+ε,su)f(
ρε,0√
λr+ε,s
v +
µε,0√
λr+ε,s
u)
1
2π
e−
1
2
(u2+v2)
·
{
2uv
λr+ε,s
(
µε,0
ρε,0
− µε,ε
ρε,ε
)
+
v2
λr+ε,s
(
µε,ε
ρ2ε,ε
− µε,0
ρ2ε,0
)
+
λr′,s′
ρ2ε,0
− λr′+ε,s′
ρ2ε,ε
}
dudv
≡ Θr+ε,r′+ε(2,∆0, 1) + Θr+ε,r′+ε(2,∆0, 2).
By Lemma 5.4 we have
Θr+ε,r′+ε(2,∆0, 2) ≤ Cεν‖f‖(ν)(rr′Λε(r, r′))−α1−H1(ss′|s− s′|)−α2−H2
for all β ∈ (0, 1). On the other hand, from (5.5) and the estimates
|µε,0 − µε,ε| = |E[(BH1r+ε − B˜H2s )(BH1r′ − B˜H2s′ )]− E[(BH1r+ε − B˜H2s )(BH1r′+ε − B˜H2s′ )]|
= |E[(BH1r+ε − B˜H2s )(BH1r′+ε −BH1r′ )]|
= |E[BH1r+ε(BH1r′+ε −BH1r′ )]|
=
1
2
∣∣(r′ + ε)2H1 − (r′)2H1 + |r − r′ + ε|2H1 − |r − r′|2H1∣∣
≤ C(r + ε)2H1−1ε,(5.10)
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we find that there are α1, α2 satisfying
0 < α1 < 1−H1, 0 < α2 < 1−H2,
such that
|µε,ε − µε,0|√
λr+ε,s
≤ Cε(r + ε)−α1s−α2 < Cεr−α1s−α2
and
|ρε,ε − ρε,0|√
λr+ε,s
≤ Cε(rr′Λε(r, r′))−α1(ss′|s− s′|)−α2
for all 0 < αi < 1−Hi, which imply that
|f( ρε,ε√
λr+ε,s
v +
µε,ε√
λr+ε,s
u)− f( ρε,0√
λr+ε,s
v +
µε,0√
λr+ε,s
u)|
≤ C‖f‖(ν)
(
|ρε,ε − ρε,0|ν√
(λr+ε,s)ν
|v|ν + |µε,ε − µε,0|
ν√
(λr+ε,s)ν
|u|ν
)
≤ Cεν‖f‖(ν)(rr′Λε(r, r′))−να1(ss′|s− s′|)−να2(|u|+ |v|).
Combining this with
Y (u, v) : = | u
2
λr+ε,s
− 2µε,ε
ρε,ελr+ε,s
uv +
µε,ε
ρ2ε,ελr+ε,s
v2 − λr′+ε,s′
ρ2ε,ε
|
≤ Cr−H1s−H2(r′)−H1(s′)−H2 |r − r′|−H1 |s− s′|−H2 (u2 + 2|uv| + v2 + 1)
for all u, v ∈ R, we get
|Θr+ε,r′+ε(2,∆0, 1)| ≤
∫
R2
dudv|f(
√
λr+ε,su)||Y (u, v)| 1
2π
e−
1
2
(u2+v2)
· |f( ρε,ε√
λr+ε,s
v +
µε,ε√
λr+ε,s
u)− f( ρε,0√
λr+ε,s
v +
µε,0√
λr+ε,s
u)|
≤ Cεν‖f‖(ν)(rr′Λε(r, r′))−να1−H1(ss′|s− s′|)−να2−H2
≤ Cεν‖f‖(ν)(rr′Λε(r, r′))−α1−H1(ss′|s− s′|)−α2−H2
for all 0 < αi < 1−Hi since ν ∈ (0, 1].
Finally, let us estimate Θr+ε,r′+ε(1,∆1). We have
Θr+ε,r′+ε(1,∆1) = Θr+ε,r′+ε(1, 1) −Θr+ε,r′(1, 1)
=
∫
R2
f(
√
λr+ε,su)
{
f(
ρε,ε√
λr+ε,s
v +
µε,ε√
λr+ε,s
u)
(
uv +
µε,ε
ρ2ε,ε
(1− v2)
)
− f( ρε,0√
λr+ε,s
v +
µε,0√
λr+ε,s
u)
(
uv +
µε,0
ρ2ε,0
(1− v2)
)}
1
2π
e−
1
2
(u2+v2)dudv
=
∫
R2
f(
√
λr+ε,su)
(
f(
ρε,ε√
λr+ε,s
v +
µε,ε√
λr+ε,s
u)− f( ρε,0√
λr+ε,s
v +
µε,0√
λr+ε,s
u)
)
·
(
uv +
µε,ε
ρ2ε,ε
(1− v2)
)
1
2π
e−
1
2
(u2+v2)dudv
+
(
µε,ε
ρ2ε,ε
− µε,0
ρ2ε,0
)∫
R2
f(
√
λr+ε,su)f(
ρε,0√
λr+ε,s
v +
µε,0√
λr+ε,s
u)(1 − v2) 1
2π
e−
1
2
(u2+v2)dudv
for all s > r > 0, s′ > r′ > 0 and ε ≥ 0. Thus, the estimate of Θr+ε,r′+ε(1,∆1) follows from
Lemma 5.4 and the estimate of Θr+ε,r′+ε(2,∆0). This completes the proof. 
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Lemma 5.6. Let 2H1−1H1 < ν ≤ 1 and f ∈ C∞0 (R) ∩ Cν . For all ε > 0 and t ∈ [0, T ], we have
|Γ1| ≤ C‖f‖2(ν).
Proof. Given ε > 0 and t ∈ [0, T ]. Denote
h(s, r, s′, r′) := E[(BH1s −BH1r )(BH1s′ −BH1r′ )]
for all s > r > 0 and s′ > r′ > 0. By the duality relationship (2.1) and (5.2) it follows that
Ψε(1;H1,H2)
= h(r + ε, r, r′ + ε, r′)E[f ′(BH1r+ε − B˜H2s )∆εf(BH1r′ − B˜H2s′ )(BH1r+ε −BH1r )]
= h(r + ε, r, r′ + ε, r′)h(r + ε, 0, r + ε, r)E[f ′′(BH1r+ε − B˜H2s )∆εf(BH1r′ − B˜H2s′ )]
+ (h(r + ε, r, r′ + ε, r′))2E[f ′(BH1r+ε − B˜H2s )f ′(BH1r′+ε − B˜H2s′ )]
+ h(r + ε, r, r′ + ε, r′)h(r′, 0, r + ε, r)E[f ′(BH1r+ε − B˜H2s )∆εf ′(BH1r′ − B˜H2s′ )]
= h(r + ε, r, r′ + ε, r′)h(r + ε, 0, r + ε, r)Θr+ε,r′(2,∆0)
+ (h(r + ε, r, r′ + ε, r′))2Θr+ε,r′+ε(1, 1)
+ h(r + ε, r, r′ + ε, r′)h(r′, 0, r + ε, r)Θr+ε,r′(1,∆1).
Combining this with Lemma 5.2, Lemma 5.5 and the fact
|h(s, r, s′, r′)| = |E[(BH1s −BH1r )(BH1s′ −BH1r′ )]| ≤ |s− r|H1 |s′ − r′|H1 ,
we get
Γ1 =
1
ε4H1
∫ t
0
∫ t
0
dsds′
∫ s
0
∫ s′
0
|Ψε(1;H1,H2)|dr′dr <∞
if ν ≥ 2H1 − 1. 
In the same way as Lemma 5.6 one can show that the estimates
(5.11) |Γi| ≤ C‖f‖2(ν), i = 2, 3, 4
for all ε > 0, t ∈ [0, T ] and f ∈ C∞0 (R) ∩ Cν with ν > 2H1 − 1. In fact, by the duality
relationship (2.1) and (5.2) we have
Ψε(2;H1,H2) = E[B
H1
r (B
H1
r′+ε −BH1r′ )]E[∆εf ′(BH1r − B˜H2s )∆εf(BH1r′ − B˜H2s′ )(BH1r+ε −BH1r )]
= E[BH1r (B
H1
r′+ε −BH1r′ )]E[(BH1r+ε −BH1r )2]Θr+ε,r′(2,∆0)
+ E[BH1r (B
H1
r′+ε −BH1r′ )]E[BH1r (BH1r+ε −BH1r )]Θr,r′(∆2,∆0)
+ E[BH1r (B
H1
r′+ε −BH1r′ )]µε,εΘr′+ε,r(1,∆1)
+ E[BH1r (B
H1
r′+ε −BH1r′ )]E[BH1r′ (BH1r+ε −BH1r )]Θr,r′(∆1,∆1),
Ψε(3;H1,H2) = E[(B
H1
r′+ε −BH1r′ )2]E[∆εf(BH1r − B˜H2s )f ′(BH1r′+ε − B˜H2s′ )(BH1r+ε −BH1r )]
= ε4H1Θr+ε,r′+ε(1, 1) + ε
2H1E[BH1r (B
H1
r+ε −BH1r )]Θr′+ε,r(1,∆1)
+ ε2H1E[BH1r′+ε(B
H1
r+ε −BH1r )]Θr′+ε,r(2,∆0)
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and
Ψε(4;H1,H2) = E[B
H1
r′ (B
H1
r′+ε −BH1r′ )]E[∆εf(BH1r − B˜H2s )∆εf ′(BH1r′ − B˜H2s′ )(BH1r+ε −BH1r )]
= ε2H1E[BH1r′ (B
H1
r′+ε −BH1r′ )]Θr+ε,r′(1,∆1)
+ E[BH1r′ (B
H1
r′+ε −BH1r′ )]E[BH1r (BH1r+ε −BH1r )]Θr,r′(∆1,∆1)
+ h(r + ε, r, r′ + ε, r′)E[BH1r′ (B
H1
r′+ε −BH1r′ )]Θr′+ε,r(2,∆0)
+ E[BH1r′ (B
H1
r′+ε −BH1r′ )]E[BH1r′ (BH1r+ε −BH1r )]Θr,r′(∆0,∆2)
for all ε > 0 and s, r, s′, r′ > 0. Thus, the estimates (5.11) follows from Lemma 5.2 and
Lemma 5.5, and we get the next desired result.
Lemma 5.7. Let f ∈ C∞0 (R) ∩ Cν with ν > 2H1−1H1 . Then,
E |Jε(H1,H2, t, f)|2 ≤ C‖f‖2(ν)
for all ε > 0 and t ∈ [0, T ].
Now, we can obtain our main object of this section.
Theorem 5.1. Let f ∈ Cν with ν ≥ 2H1−1H1 and 1H1 + 1H2 > 3. Then, the HQC [f(BH1 −
B˜H2), BH1 ](HC) exists, the Bouleau-Yor type identity
[f(BH1 − B˜H2), BH1 ](HC)t = −
∫
R
f(x)ℓ′t(x)dx(5.12)
and the estimate
E
∣∣∣[f(BH1 − B˜H2), BH1 ](HC)t ∣∣∣2 ≤ C‖f‖2(ν)(5.13)
hold for all t ∈ [0, T ].
Proof. Given f ∈ Cν . Define the sequence of smooth functions
fn(x) =
∫
R
f(x− y)ζn(y)dy =
∫ 2
0
f(x− y
n
)ζ(y)dy, n = 1, 2, . . .(5.14)
for all x ∈ R, where the mollifiers ζn, n = 1, 2, . . . are given by (4.24). Then {fn} ⊂ C∞0 (R)∩Cν ,
fn converges to f in Cν and
Jε(H1,H2, t, fn) −→ −
∫
R
fn(x)ℓ
′
t(x)dx
in L2 by Corollary 4.1, as ε tends to 0, for all n ≥ 1.
On the other hand, by Lemma 5.7 we have
E
∣∣∣∣Jε(H1,H2, t, f) + ∫
R
f(x)ℓ′t(x)dx
∣∣∣∣2 ≤ 3E |Jε(H1,H2, t, f)− Jε(H1,H2, t, fn)|2
+ 3E
∣∣∣∣Jε(H1,H2, t, fn) + ∫
R
fn(x)ℓ
′
t(x)dx
∣∣∣∣2 + 3E ∣∣∣∣∫
R
fn(x)ℓ
′
t(x)dx−
∫
R
f(x)ℓ′t(x)dx
∣∣∣∣2
≤ 3C‖f − fn‖2(ν) + 3E
∣∣∣∣Jε(H1,H2, t, fn) + ∫
R
fn(x)ℓ
′
t(x)dx
∣∣∣∣2
+ 3E
∣∣∣∣∫
R
fn(x)ℓ
′
t(x)dx −
∫
R
f(x)ℓ′t(x)dx
∣∣∣∣2
for all n, ε > 0 and t ∈ [0, T ]. Thus, the theorem follows from Lemma 5.1. 
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It is possible to extend formula (5.12) to any Ho¨lder functions f of order ν > 2H1−1H1 by means
of a localization argument. In fact, for any k ≥ 0 and Ho¨lder functions f of order ν > 2H1−1H1 we
may consider the set
Ωk =
{
sup
0≤t≤T
|BHt | < k
}
and let fk be a Ho¨lder function such that
fk(x) =

f(−k), if x < −k,
f(x), if −k ≤ x ≤ k,
f(k), if x > k.
Then fk ∈ Cν with ν > 2H1−1H1 for every k ≥ 0. By the above theorem we know that
[fk(B
H1 − B˜H2), BH1 ](HC)t = −
∫
R
fk(x)ℓ
′
t(x)dx
on the set Ωk. Letting k tend to infinity we get the desired formula (5.12) for any Ho¨lder function
of order ν > 2H1−1H1 .
Finally, when 1H1 +
1
H2
≤ 3 we can define∫
R
f(x)ℓt(dx) = −
∫
R
f ′(x)ℓt(x)dx
for f ∈ C∞0 (R) ∩ Cν with ν > 12
(
3− 1H1 − 1H2
)
. It follows from Corollary 4.1, the occupation
formula (3.19) and Lemma 5.1 that
[f(BH1 − B˜H2), BH1 ](HC) =
∫ t
0
∫ s
0
f ′(BH1r − B˜H2s )drds
=
∫
R
f ′(x)ℓt(x)dx = −
∫
R
f(x)ℓt(dx)
for f ∈ C∞0 (R) ∩ Cν with ν > 12
(
3− 1H1 − 1H2
)
. Thus, by smooth approximating and the
localization argument above we get the next result since 2H1−1H1 >
1
2
(
3− 1H1 − 1H2
)
.
Theorem 5.2. If f is a Ho¨lder function of order ν > 2H1−1H1 , then the HQC exists and the
Bouleau-Yor type identity (5.12) holds for all t ∈ [0, T ].
Corollary 5.1. Let B and B˜ be two independent Brownian motions and let f be a Ho¨lder
function of order ν ∈ (0, 1]. Then, the HQC [f(B − B˜), B](HC) and the Young integral∫
R
f(x)ℓt(dx) =
∫
R
f(x)ℓ′t(x)dx
exist, and the Bouleau-Yor type identity
[f(B − B˜), B](HC)t = −
∫
R
f(x)ℓ′t(x)dx, ,(5.15)
holds for all t ∈ [0, T ], where ℓ′t(x) is the DILT of B and B˜.
6. Appendix: Proofs of some basic estimates
In this appendix we give proofs of some lemmas.
Proof of Lemma 4.2 and Lemma 5.2. The inequalities (4.13) and (5.3) are some simple exer-
cises. Let us obtain (4.14) and (5.4).
For 0 < s′ < t′ < s < t ≤ T we define the function x 7→ Gs,t(x) on [s′, t′] by
Gs,t(x) = (s− x)2H − (t− x)2H .
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Thanks to mean value theorem, we see that there are ξ ∈ (s′, t′) and η ∈ (s, t) such that
2E
[
(BHt −BHs )(BHt′ −BHs′ )
]
= Gs,t(t
′)−Gs,t(s′)
= 2H(t′ − s′) [(t− ξ)2H−1 − (s− ξ)2H−1]
= 2H(2H − 1)(t′ − s′)(t− s) (η − ξ)2H−2 ,
which gives
|E [(BHt −BHs )(BHt′ −BHs′ )] | ≤ 2H|2H − 1|(t′ − s′)(t− s)(s− t′)2−2H ,(6.1)
which gives (5.4). In order to prove (4.14), noting that
|E [(BHt −BHs )(BHt′ −BHs′ )] |
(t− s)H(t′ − s′)H ≤ 1,
we see that
|E[(BHt −BHs )(BHt′ −BHs′ )]|
(t− s)H(t′ − s′)H ≤
(
|E [(BHt −BHs )(BHt′ −BHs′ )] |
(t− s)H(t′ − s′)H
)α
for all α ∈ [0, 1]. Combining this with (6.1) we get
(6.2) |E[(BHt −BHs )(BHt′ −BHs′ )]| ≤
(t− s)(1−α)H+α(t′ − s′)(1−α)H+α
(s− t′)α(2−2H) .
Since 0 < H < 12 we can take α = H/(1−H) and (4.14) follows. 
Proof of Lemma 3.1. By symmetry we may assume that s > s′. For 0 < r′ < r < s′ < s, taking
r′ = xr, s′ = ys and 0 ≤ x, y ≤ 1, we have
λr′,s′ = r
2H1x2H1 + s2H2y2H2
and
µ =
1
2
r2H1
(
1 + x2H1 − (1− x)2H1)+ 1
2
s2H2
(
1 + y2H2 − (1− y)2H2) .
Define the functions :
fH(x) := 4x
2H − (1 + x2H − (1− x)2H)2 ,
g(x, y) := 4
(
x2H1 + y2H2
)− 2 (1 + x2H1 − (1− x)2H1) (1 + y2H2 − (1− y)2H2)
with x ∈ [0, 1] and 0 < H,H1,H2 < 1. Then
(6.3) λr,sλr′,s′ − µ2 = 1
4
{
r4H1fH1(x) + r
2H1s2H2g(x, y) + s4H2fH2(y)
}
.
It follows from the next lemma that
λr,sλr′,s′ − µ2 ≍ r4H1x2H1(1− x)2H2 + s4H2y2H2(1− y)2H1
+ r2H1s2H2
(
x2H1(1− y)2H2 + y2H2(1− x)2H1)
≍ (r2H1x2H1 + s2H2y2H2) (r2H1(1− x)2H1 + s2H2(1− y)2H2)
≍ ((r′)2H1 + (s′)2H2) ((r − r′)2H1 + (s− s′)2H2) .
Similarly, we can estimate the ρ = λr,sλr′,s′−µ2 for 0 < r < r′ < s′ < s and 0 < r′ < s′ < r < s,
and the lemma follows. 
Lemma 6.1. Let the functions fH(x) and g(x, y) be defined as above. We then have
fH(x) ≍ x2H(1− x)2H(6.4)
g(x, y) ≍ x2H1(1− y)2H2 + y2H2(1− x)2H1(6.5)
for all x, y ∈ [0, 1].
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The estimates (6.4) are given in Yan et al. [35] (see also Chen-Yan [5]), and moreover similar
to Chen-Yan [5] we can obtain (6.5).
Now, let us prove the inequalities in Lemma 5.4. Let 0 < r < s < t, 0 < r′ < s′ < t, s > s′
and ε > 0.
Proof of (5.5). Let r > r′. Similar to proof of Lemma 3.1, setting r′+ ε = x(r+ ε), s′ = ys and
r′ = z(r + ε) we get
ρ2ε,ε − ρ2ε,0 =
1
4
(r + ε)4H1 {fH1(x)− fH1(z)} +
1
4
(r + ε)2H1s2H2 {g(x, y) − g(z, y)}
=
1
4
(r + ε)4H1(x− z)f ′H1(ξ) +
1
4
(r + ε)2H1s2H2(x− z)∂g
∂x
(η, y)
for some ξ, η ∈ (z, x) by the mean value theorem. On the other hand, we have
|f ′H(x)| = 4H
∣∣2x2H−1 − (x2H−1 + (1− x)2H−1)(1 + x2H − (1− x)2H)∣∣
= 4H
∣∣2x2H−1 − x2H−1(1 + x2H − (1− x)2H)− (1− x)2H−1 (1 + x2H − (1− x)2H)∣∣
≤ 4H
∣∣2x2H−1 − x2H−1(1 + x2H − (1− x)2H)∣∣
+ 4H
∣∣(1− x)2H−1 (1 + x2H − (1− x)2H)∣∣
= 4Hx2H−1
(
1− x2H + (1− x)2H)+ 4H(1 − x)2H−1 (1 + x2H − (1− x)2H)
≤ C (x2H−1(1− x) + (1− x)2Hx) ≤ Cx2H−1(1− x)
for all x ∈ [0, 1] and H ∈ [12 , 1], and
|g′x(x, y)| = 4H|2x2H1−1 −
(
x2H1−1 + (1− x)2H1−1) (1 + y2H2 − (1− y)2H2) |
= 4H|2x2H1−1 − x2H1−1 (1 + y2H2 − (1− y)2H2)
− 4H1(1− x)2H1−1
(
1 + y2H2 − (1 − y)2H2) |
≤ 4Hx2H1−1 (1− y2H2 + (1− y)2H2)
+ 4H1(1− x)2H1−1
(
1 + y2H2 − (1 − y)2H2)
≤ C (x2H1−1(1− y) + (1− x)2H1−1y)
for all x, y ∈ [0, 1] and H1,H2 ∈ [12 , 1]. It follows that
|ρ2ε,ε − ρ2ε,0| ≤ (r + ε)4H1−1ε|f ′H1(ξ)|+ (r + ε)2H1−1s2H2ε|
∂g
∂x
(η, y)|
≤ Cξ2H−1(1− ξ)(r + ε)4H1−1ε
+ C(r + ε)2H1−1s2H2ε
(
η2H1−1(1− y) + (1− η)2H1−1y)
≤ Cx2H−1(1− z)(r + ε)4H1−1ε
+ C(r + ε)2H1−1s2H2ε
(
x2H1−1(1− y) + (1− z)2H1−1y)
≤ Cε{(r + ε)2H1−1 ∨ s2H2−1}{(r′ + ε)2H1−1 ∨ (s′)2H2−1}
· (|r + ε− r′|+ |r + ε− r′|2H1−1 + |s− s|)
≤ Cε{(r + ε)2H1−1 ∨ s2H2−1}{(r′ + ε)2H1−1 ∨ (s′)2H2−1}
· (|r + ε− r′|2H1−1 ∨ |s− s|2H2−1)
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for all r > r′ and s > s′. Thus, for all r > r′ and s > s′ we have
|ρε,ε − ρε,0| =
|ρ2ε,ε − ρ2ε,0|
ρε,ε + ρε,0
≤ C|ρ
2
ε,ε − ρ2ε,0|
{(r′ + ε)H1 + (s′)H2} |s− s′|H2 + (s′)H2 {|r + ε− r′|H1 + |s− s′|H2}
≤ C|ρ
2
ε,ε − ρ2ε,0|
(r′ + ε)αH1(s′)(1−α)H2 |s− s′|H2 + (s′)H2 |r + ε− r′|βH1 |s− s′|(1−β)H2
≤ Cε|ρ
2
ε,ε − ρ2ε,0|
(r′ + ε)γαH1(s′)(γ(1−α)+(1−γ))H2 |r + ε− r′|(1−γ)βH1 |s− s′|((1−γ)(1−β)+γ)H2
for all α, β, γ ∈ (0, 1) by Young’s inequality. Now, we can take some suitable β1, β2, β3, β4 ∈ (0, 1)
such that
|ρε,ε − ρε,0| ≤
Cε
{
(r + ε)2H1−1 ∨ s2H2−1}
(r′ + ε)β1(s′)β2 |r + ε− r′|β3 |s− s′|β4 .
Moreover, we can also choose the regions of β1, β2, β3, β4 as follows
(6.6) 0 < β1, β3 < 1−H1, 0 < β2, β4 < 1−H2.
In fact, the above conditions can be gotten via comparing the size of r′+ε and s′, and |r−r′+ε|
and |s−s′|, respectively. For example, if (r′+ε)2H1−1 > (s′)2H2−1 and |r− r′+ε|2H1−1 > |s−s′|
we then have
|ρε,ε − ρε,0| ≤
Cε
{
(r + ε)2H1−1 ∨ s2H2−1}
(r′ + ε)β1(s′)β2 |r + ε− r′|β3 |s− s′|β4 ,
where
β1 := γαH1 − 2H1 + 1, β2 := (γ(1− α) + (1− γ))H2,
β3 := (1− γ)βH1 − 2H1 + 1, β4 := ((1− γ)(1− β) + γ)H2.
Clearly,
γαH1 − 2H1 + 1 < 1−H1, (1− γ)βH1 − 2H1 + 1 < 1−H1,
and we can choose 2H2−1H2 < γα < 1 and
2H1−1
H1
< β(1 − γ) < 1 such that (6.6) holds.
Thus, we have obtained (5.5) for r > r′ and s > s′ by taking α1 = β1 ∨ β3 and α2 = β2 ∨ β4.
Similarly, we can obtain (5.5) for r < r′ and s > s′. 
Proof of (5.6). By (5.5) and Lemma 3.1 we have
µε,0
ρε,0ρε,ε
|ρε,ε − ρε,0| ≤ C ((r + ε)
H1 + sH2)
(r′ + ε)H1(s′)H2 |r − r′|H1 |s − s′|H2 |ρε,ε − ρε,0|
≤ Cε{(r + ε)3H1−1 ∨ s3H2−1} (r′Λε(r, r′))−α1−H1(s′|s− s′|)−α2−H2
for all 0 < r < s < t, 0 < r′ < s′ < t, 0 < α1 < 1 − H1 and 0 < α2 < 1 − H2. It follows
from (5.10) that∣∣∣µε,0
ρε,0
− µε,ε
ρε,ε
∣∣∣ = 1
ρε,0ρε,ε
|ρε,εµε,0 − ρε,0µε,ε|
≤ 1
ρε,ε
|µε,0 − µε,ε|+ µε,0
ρε,0ρε,ε
|ρε,ε − ρε,0|
≤ Cε{(r + ε)2H1−1 ∨ s2H2−1} (r′Λε(r, r′))−α1−H1(s′|s− s′|)−α2−H2
for all 0 < r < s < t, 0 < r′ < s′ < t, 0 < α1 < 1−H1 and 0 < α2 < 1−H2. 
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Proof of (5.7) and (5.8). We have∣∣∣∣∣µε,0ρ2ε,0 − µε,ερ2ε,ε
∣∣∣∣∣ = 1ρ2ε,0ρ2ε,ε ∣∣ρ2ε,εµε,0 − ρ2ε,0µε,ε∣∣
≤ 1
ρ2ε,ε
|µε,0 − µε,ε|+ µε,0
ρ2ε,0ρ
2
ε,ε
∣∣ρ2ε,ε − ρ2ε,0∣∣
≤ Cε{(r + ε)2H1−1 ∨ s2H2−1} (r′Λε(r, r′))−α1−H1(s′|s− s′|)−α2−H2
for all 0 < r < s < t, 0 < r′ < s′ < t, 0 < α1 < 1−H1 and 0 < α2 < 1−H2. Similarly, for (5.8)
we have ∣∣∣∣∣λr′,s′ρ2ε,0 − λr′+ε,s′ρ2ε,ε
∣∣∣∣∣ ≤ 1ρ2ε,0 ∣∣λr′,s′ − λr′+ε,s′∣∣+ λr′+ε,s′ρ2ε,0ρ2ε,ε ∣∣ρ2ε,ε − ρ2ε,0∣∣
≤ Cε(r′Λε(r, r′))−α1−H1(s′|s− s′|)−α2−H2
for all 0 < r < s < t, 0 < r′ < s′ < t, 0 < α1 < 1−H1 and 0 < α2 < 1−H2. 
Proof of Lemma 3.2. By making substitutions uj − uj+1 = rj, j = 1, 2, . . . , n − 1 and un = rn,
and then using the estimate
(6.7)
∫ 1
0
e−x
2u2Hdu ≍ 1
1 + |x|1/H , x ∈ R, 0 < H < 1,
we have
Λ1(0, t, n, ξ) : =
∫
D˜0,t(u)
n−1∏
j=1
e
− 1
2
κ(
j∑
k=1
ξ′
k
)2(uj−uj+1)2H1 · e
− 1
2
κ(
n∑
k=1
ξ′
k
)2(un)2H1
du1 . . . dun
≤
n∏
j=1
∫ t
0
e
− 1
2
κ(
j∑
k=1
ξ′k)
2r
2H1
j
drj ≍
n∏
j=1
(
1 + |(
j∑
k=1
ξ′k)|1/H1
)−1(6.8)
for all t ∈ [0, T ]. On the other hand, some elementary calculus can show that the following
estimates hold:∫ t′
t
e−x
2u2Hdu =
∫ t′−t
0
e−x
2(v+t)2H dv ≤
∫ t′−t
0
e−x
2v2Hdv
= (t′ − t)
∫ 1
0
e−x
2(t′−t)2Hv2Hdv ≍ t
′ − t
1 + (t′ − t)|x|1/H
with H ∈ (0, 1) and x ∈ R. By making substitutions vj − vj+1 = sj, j = 1, 2, . . . , n − 1 and
vn = sn it follows that
Λ2(t, t
′, n, ξ) :=
∫
D˜t,t′(v)
n−1∏
j=1
e
−κ
2
(
j∑
k=1
ξ′′k )
2(vj−vj+1)
2H2
· e
−κ
2
(
n∑
k=1
ξ′′k )
2(vn)2H2
dvj
≤
n∏
j=1
∫ t′
t
e
− 1
2
κ(
j∑
k=1
ξ′′k )
2s
2H2
j
dsj
≤ C(t′ − t)n
n∏
j=1
(
1 + (t′ − t)|
j∑
k=1
ξ′′k |1/H2
)−1
(6.9)
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for all 0 < H2 < 1. Consequently, we get
Λ˜(t, t′, n, γ) =
∫
Rn
Λ1(0, t, n, ξ)Λ2(t, t
′, n, ξ)
n∏
j=1
|ξj|1+γdξj
≤
∫
Rn
[Λ1(0, t, n, ξ)]
p
n∏
j=1
|ξj |p(1+γ)αdξj
1/p
·
∫
Rn
[Λ2(t, t
′, n, ξ)]q
n∏
j=1
|ξj|q(1+γ)(1−α)dξj
1/q
(6.10)
for all α ∈ (0, 1) and p, q > 1, 1p + 1q = 1.
Finally, making substitutions
j∑
k=1
ξ′k = xj, j = 1, 2, . . . , n, we see that
n∏
j=1
|ξj| =
n∏
j=1
|xj − xj−1| ≤
n∏
j=1
(|xj |+ |xj−1|) ≤
n∏
j=1
(1 + |xj|) (1 + |xj−1|)
≤
n∏
j=1
(1 + |xj |)2 ≤ 2
n∏
j=1
(
1 + |xj |2
)
with x0 = 0, and∫
Rn
[Λ1(0, t, n, ξ)]
p
n∏
j=1
|ξj|p(1+γ)αdξj ≤ C
∫
Rn
n∏
j=1
(1 + |
j∑
k=1
ξ′k|1/H1)−p|ξj|p(1+γ)αdξj
≤ C
∫
Rn
n∏
j=1
(1 + |xj |1/H1)−p|xj − xj−1|p(1+γ)αdxj
≤ C
n∏
j=1
∫
R
(1 + |xj |1/H1)−p
(
1 + |xj|2
)p(1+γ)α
dxj <∞,
(6.11)
provided
(6.12)
p
H1
− 2p(1 + γ)α > 1.
Similarly, we have also∫
Rn
[Λ2(t, t
′, n,ξ)]q
n∏
j=1
|ξj |q(1+γ)(1−α)dξj
≤ C(t′ − t)nq
∫
Rn
n∏
j=1
(
1 + (t′ − t)|
j∑
k=1
ξ′′k |1/H2
)−q
|ξj|q(1+γ)(1−α)dξj
≤ C(t′ − t)nq
∫
Rn
n∏
j=1
(1 + (t′ − t)|xj|1/H2)−q|xj − xj−1|q(1+γ)(1−α)dxj
≤ C(t′ − t)nq
n∏
j=1
∫
R
(1 + (t′ − t)|xj |1/H2)−q
(
1 + |xj |2
)q(1+γ)(1−α)
dxj
≤ C(t′ − t)nq−n[1+2q(1+γ)(1−α)]H2 ,
provided
(6.13)
q
H2
− 2q(1 + γ)(1− α) > 1.
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It follows (6.10) that
Λ˜(t, t′, n, γ) ≤ C(t′ − t)nθ
with θ ≤ 1−H2
(
1
q + 2(1 + γ)(1 − α)
)
, provided
(6.14)

1−H2
(
1
q + 2(1 + γ)(1 − α)
)
> 0,
q
H2
− 2q(1 + γ)(1 − α) > 1,
p
H1
− 2p(1 + γ)α > 1 .
Noting that (6.14) is equivalent to{
2(1 + γ)(1 − α) < 1H2 − 1q ,
2(1 + γ)α < 1H1 − 1p ,
we get 2γ < 1H1 +
1
H2
− 3, and moreover by taking p = 1α , q = 11−α we also have
1−H2
(
1
q
+ 2(1 + γ)(1− α)
)
= 1−H2(3 + 2γ)(1 − α)
> 1−H2(1− α)
(
1
H1
+
1
H2
)
=
1
H1
(α(H1 +H2)−H2)
for all H2H1+H2 < α < 1, which shows that
Λ˜(t, t′, n, γ) ≤ C(t′ − t)nβ
with β = 1H1 (α(H1 +H2)−H2) and
H2
H1+H2
< α < 1. This completes the proof. 
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