Introduction
We combine a previous result on what is called graph reassembling, together with a previous result on what are called network typings, in order to show the existence of an algorithm that returns the value of a maximum flow in planar flow networks in fixed-parameter linear-time. Those results are made to work together by means of three easy elementary lemmas. In this introductory section we informally explain the notions involved; formal definitions are in later sections of the report.
One way of understanding the reassembling of a simple undirected graph G is this: It is the process of cutting every edge of G in two halves, and then splicing the two halves of every edge, one by one in some order, in order to recover the original G. We thus start from one-vertex components, with one component for each vertex v and each with deg pvq dangling half edges, 1 and then gradually reassemble larger and larger components of the original G until G is fully reassembled. One optimization associated with graph reassembling is to keep the number of dangling half edges of each reassembled component as small as possible. Graph reassembling and associated optimization problems are examined in earlier reports on network analysis [10, 17, 12, 14] .
As for network typings, these are algebraic or arithmetic formulations of interface conditions that network components must satisfy for them to be safely and correctly interconnected. A particular use of network typings is to quantify desirable properties related to resource management (e.g., percentage ranges of channel utilization, mean delays between routers, etc., as well as flow conservation and capacity constraints along channels), and to enforce them as invariant properties across network interfaces. More on this use of network typings is in several reports [3, 9, 10] . In this paper, a typing for a network component N is limited to specify a range of admissible values for every combination of input ports (or "sources") and output ports (or "sinks") of N .
The parameter to be bounded in the algorithm of our main result is called the edge-outerplanarity of a planar graph. Edge-outerplanarity is distinct but closely related to the usual notion of outerplanarity, and was introduced in earlier studies for other purposes (e.g., disjoint paths in sparse graphs, as in [2] ). As with outerplanarity, for a fixed edge-outerplanarity k, the number n of vertices in a graph can be arbitrarily large. Our main result can be re-phrased thus: For the class C k of planar flow networks whose edge-outerplanarity is bounded by a fixed k ě 1, there is an algorithm which, given an arbitrary N P C k , computes the value of a maximum flow in N in time Opnq where n " | N |.
Organization of the Report. Section 2 is background material that makes precise many of the notions we use throughout the report. Section 3 includes the three elementary lemmas (Lemmas 4, 5, and 6) that we need to pull together the results on graph reassembling and network typings.
A formal definition of graph reassembling -different from, but equivalent to, the informal definition aboveis in Section 4, which includes the optimization result (Theorem 7) that we need for the main result. A formal definition of network typings -also more general than the informal definition above -is in Section 4, where we present the relevant result about typings (Theorem 8) that we use in this paper.
Our main result (Theorem 9) is in Section 5. We conclude with a brief discussion of follow-up work in Section 6.
Preliminary Notions
In this paper we need to consider both directed and undirected graphs. We use the same letter 'G', possibly decorated, to refer to both directed and undirected graphs; the context will make clear whether G is directed or undirected. We refer to the vertices and edges of a graph G by writing VpGq and EpGq.
Directed Graphs and Undirected Graphs. Throughout, our undirected graphs are simple graphs, i.e., they have no self-loops and no multi-edges. In particular, an edge is uniquely identified by the two-element set of its endpoints tv, wu, which we also write as v w.
In the case of directed graphs also, we disallow self-loops as well as multi-edges with the same direction. However, we allow two edges with opposite directions between the same two vertices v and w, written as the ordered pairs pv, wq and pw, vq. We also write v w and w v for pv, wq and pw, vq, respectively.
The context will make clear whether v w is an undirected edge in an undirected graph, or a directed edge in a directed graph. If v w is undirected, then v w " w v; if v w is directed, then v w ‰ w v.
Let G be a directed graph. The undirected version of G, denoted q G, consists in ignoring all edge directions. In the graphical representation of G, all the edges are reproduced in q G, with every arrow 'Ý ÝÝÝ Ñ' replaced by a line segment ' ', with one exception: Two directed edges between the same two vertices, 'v Ý ÝÝÝ Ñ w' and 'v Ð ÝÝÝ Ý w', are collapsed into a single line segment 'v w'. 2 If G is a directed graph containing two edges with opposite directions between the same two vertices tv, wu, say e 1 " v 1 v 2 and e 2 " v 2 v 1 , then te 1 , e 2 u form what we call a two-edge cycle in G. Two-edge cycles do not occur in undirected graphs.
For a vertex v in a directed graph, we write deg in pvq and deg out pvq for the in-degree and out-degree of v. And we write deg pvq for deg in pvq`deg out pvq, the total number of edges incident to v, both incoming and outgoing.
Flow Networks. A flow network is a quadruple pG, c, s, tq where G is a directed graph, c : EpGq Ñ R`is the capacity function on edges, and s (the source) and t (the sink) are two distinct members of VpGq. Trivially, for the max flow problem from s to t, there is no loss of generality in assuming that the underlying graph G is connected and contains no self-loops. 3 If the underlying graph G of the network is connected, then so is its undirected version q G. Biconnectedness is a stronger requirement than connectedness ("there are at least two distinct directed paths between any two points") which we cannot impose on G.
Nonetheless, we can further assume that, if G is the underlying graph of a flow network pG, c, s, tq, then q G (though not G itself) is biconnected. This means there are no cut vertices in q G. Indeed, suppose q G is connected but not biconnected. If the source s and the sink t are in the same component (i.e., maximal biconnected subgraph) q G 1 of q G, we can discard all biconnected subgraphs other than q G 1 , and compute a max flow from s to t relative to G 1 only, where G 1 is the subgraph of G whose undirected version is q G 1 . If the source s and the sink t are in two distinct components q G 1 and q G 2 of q G, respectively, then there are at least p ě 1 cut vertices, say tv 1 , . . . , v p u, such that all directed paths from s to t in G visit the same p vertices. For simplicity, suppose p " 1 and there is only one cut vertex v on the directed paths from s and t; the argument extends to an arbitrary number p ě 1 in the obvious way. With one cut vertex v, we compute a first max flow f 1 from s to v and a second max flow f 2 from v to t; the max flow in the original G is maxtf 1 , f 2 u.
To compute a max flow in pG, c, s, tq by first identifying the biconnected components in the underlying q G in a preprocessing phase, as suggested in the preceding paragraph, does not add more than linear sequential time Opm`nq or logarithmic parallel time Oplog nq to the overall cost, where m " | EpGq | and n " | VpGq |; e.g., see [18, 7, 15] .
If q G is biconnected, there are no vertices v P VpGq such that deg pvq " 1. However, there may exist vertices v P VpGq such that deg pvq " 2. Consider a fixed v P VpGq´ts, tu such that deg pvq " 2, which must therefore occur in the graphical representation of G in one of three configurations t(a), (b), (c)u where:
for some v 1 , v 2 P VpGq´tvu. We will assume configurations (b) and (c) do not occur in G, as they do not contribute any value to the max flow from s to t. 4 As for configuration (a), we can delete the two edges v 1 v and v v 2 , replace them by a single new edge v 1 v 2 , and define the new capacity cpv 1 v 2 q :" mintcpv 1 vq, cpv v 2 qu; clearly, this is can be done without affecting the final value of the max flow from s to t, and can be done in time Opnq in a preprocessing phase.
We do not exclude the possibility deg psq " 2 and/or deg ptq " 2, but in constant time Op1q we can sligtly modify the underlying G to G 1 , and update the capacity function c to c 1 , so that pG, c, s, tq is equivalent to pG 1 , c 1 , s, tq and deg psq " deg ptq " 3. For example, if deg psq " 2, we can do the following: Introduce 3 fresh vertices tv 1 , v 2 , v 3 u and three fresh edges tv 1 s, v 1 v 2 , v 1 v 3 u, with v 2 and v 3 inserted in the two edges incident to s, and then set c 1 peq " cpeq for every edge e P EpGq and c 1 pv
Based on the preceding comments, there is no loss of generality in making the following assumption p♦q, which is to be satisfied by the underlying graph G of every flow network in this paper.
Assumption p p p♦. If G is a directed graph, then it satisfies three conditions:
deg pvq ě 3 for every v P VpGq, and
Note that Assumption p p p♦does not preclude the presence of two-edge cycles in G.
Edge Outerplanarity of Plane Graphs. A commonly used parameter of undirected plane graphs is outerplanarity. A less common parameter is edge outerplanarity, which is also only defined for undirected plane graphs. We here extend both notions to all graphs, directed and undirected.
We make a distinction between planar graphs and plane graphs. G is a plane graph if it is drawn on the plane without any edge crossings. G is a planar graph if it is isomorphic to a plane graph; i.e., it is embeddable in the plane in such a way that its edges intersect only at their endpoints. To keep the distinction between the two notions, we define the outerplanarity index of a planar graph and the outerplanarity of a plane graph.
If G is a plane graph, directed or undirected, then the outerplanarity of G is the number k of times that all the vertices on the outer face (together with all their incident edges) have to be removed in order to obtain the empty graph. In such a case, we say that the plane graph G is k-outerplanar.
If G is a planar graph, directed or undirected, then the outerplanarity index of G is the minimum of the outerplanarities of all the plane embeddings G 1 of G.
Deciding whether an arbitrary graph is planar can be carried out in linear time Opnq and, if it is planar, a plane embedding of it can also be carried out in linear time [16] . Given a planar graph G, the outerplanarity index k of G and a k-outerplanar embedding of G in the plane can be computed in time Opn 2 q, and a 4-approximation of its outerplanarity index can be computed in linear time [8] .
We give a formal definition of edge outerplanarity, less common than standard outerplanarity, now also extended to directed graphs.
Definition 1 (Edge-Outerplanarity). Let G be a plane graph, directed or undirected. If EpGq " ∅ and G is a graph of isolated vertices, the edge outerplanarity of G is 0. If EpGq ‰ ∅, we pose G 0 :" G and define K 0 as the set of edges lying on OuterFacepG 0 q.
For every i ą 0, we define G i as the plane graph obtained after deleting all the edges in K 0 Y¨¨¨Y K i´1 from the initial G and K i the set of edges lying on OuterFacepG i q.
The edge outerplanarity of G, denoted E-outerplanaritypGq, is the least integer k such that G k is a graph without edges, i.e., the edge outerplanarity of G k is 0. This process of peeling off the edges lying on the outer face k times produces a k-block partition of EpGq, namely, tK 0 , . . . , K k´1 u. 5T o keep outerplanarity and edge outerplanarity clearly apart, we call the first vertex outerplanarity, or more simply V-outerplanarity, and the second edge outerplanarity, or more simply E-outerplanarity.
There is a close relationship between V-outerplanarity and E-outerplanarity (Theorem 4 in Section 5.1 in [2] ). In the case of three-regular plane graphs, the relationship is much easier to state. This is Proposition 2 next.
Proposition 2. If G is a 3-regular plane graph, directed or undirected, then:
Thus, for 3-regular plane graphs, V-outerplanarity and E-outerplanarity are "almost the same".
Proof Sketch. For a 3-regular plane graph, the difference between V-outerplanaritypGq and E-outerplanaritypGq occurs in the last stage in the process of repeatedly removing (in the case of standard V-outerplanarity) all vertices on the outer face and all their incident edges. The corresponding last stage in the case of E-outerplanarity may or may not delete all edges; if it does not, then one extra stage is needed to delete all remaining edges.T he preceding result is not true for arbitrary plane graphs, even if they are regular. Consider, for example, the four-regular plane graph G in Figure 1 , where V-outerplanaritypGq " 2 while E-outerplanaritypGq " 4. Figure 1 : A four-regular plane graph G, with V-outerplanaritypGq " 2 and E-outerplanaritypGq " 4.
A Flow-Preserving and Planarity-Preserving Transformation
We define a transformation which, given an arbitrary directed graph G satisfying Assumption p p p♦on page 3, returns a directed graph G ‹ where:
• deg pvq " 3 for every vertex v P V`G ‹˘, and
• there are no two-edge cycles, where deg pvq " deg in pvq`deg out pvq, the total number of edges incident to vertex v, both incoming and outgoing. The transformation G Þ Ñ G ‹ is defined in terms of an operation which we call expand. Definition 3 (Expand). The operation expand is applied to vertices of degrees ě 3. Given a vertex v such that deg pvq " p ě 3, there are p edges incident to v, say te 1 , . . . , e p u. The expansion of v consists in constructing a simple cycle with p fresh vertices tv 1 , . . . , v p u and p fresh edges te 1 1 , . . . , e 1 p u, and then attaching the original edges e 1 , . . . , e p to the cycle thus constructed at the new vertices v 1 , . . . , v p , respectively. An example when p " 4 is shown in Figure 2 .v 
| EpG
Proof. Let q be the number of edges e " v w or e " w v with one or two endpoints satisfying one of two conditions:
• deg pvq ě 4, or
• deg pvq " 3 and v is one of two vertices on a two-edge cycle;
these are the endpoints/vertices worked on during Stage 1 and Stage 2. Each edge e of these q edges is associated with one or two new edges, depending on whether one or two of e's endpoints are expanded. We conclude:
For the proof of part 3 of the lemma, we use the same reasoning as for part 2, to show that:
We omit the straightforward details. 6 The next lemma specializes Lemma 4 to the case of plane directed graphs. It makes clear that for plane directed graphs, the transformation G Þ Ñ G ‹ produces a (small) linear growth in the size. 
Proof. Euler's formula (Theorem 4.2.7 and its corollaries in [6] ) is usually proved for undirected plane graphs (no self-loops, no multi edges) and written as m ď 3n´6 when n ě 3. But our G is a directed plane graph, which may contain two-edge cycles (but no self-loops). If every double-edge cycle in G is collapsed into a single edge, we can write m{2 ď 3n´6, because there are at least m{2 edges in q G. Hence, m ď 6n´12. Hence also, by parts 2 and 3 in Lemma 4, we have:
| VpG ‹ q | ď n`2m ď n`2p6n´12q " 13n´24, 6 The upper bound 3m on | EpG ‹ q | is tight, in that there are directed graphs G satisfying Assumption p p p♦on page 3 such that | EpG ‹ q | " 3m; this happens when the two endpoints of every edge in G are expanded in Stage 1 or Stage 2. However, the upper bound n`2m on | VpG ‹ q | is not tight; this is so because, if vertex v of degree " p is expanded, then each of the p incident edges te1, . . . , epu contributes one new vertex on the cycle replacing v, but v itself has to be removed from the total count of vertices. 7 Again here, the upper bounds are not tight. See footnote 6. But they are easy to compute and good enough for our main result.
as claimed for parts 1 and 2 of the lemma.
For part 3, first note that the transformation G Þ Ñ G ‹ is defined to guarantee (3.a) and (3.b). Morever, it is readily checked that planarity is an invariant of every step of the transformation: If G is a plane graph (not just planar), then so is G ‹ . Finally, it is readily checked that the equality:
is also an invariant of every step of the transformation G Þ Ñ G ‹ . The desired conclusion follows.
We need one more easy lemma. Let pG, c, s, tq be a flow network. We define a new flow network pG ‹ , c ‹ , s ‹ , t ‹ q. The transformation G Þ Ñ G ‹ is already defined. We still have to define c ‹ , s ‹ , and t ‹ . In the transformation G Þ Ñ G ‹ , every edge G is preserved in G ‹ , which allows us to view EpGq Ď EpG ‹ q. So we define:
'a very large capacity' if e P EpG ‹ q´EpGq.
The idea of assigning 'a very large capacity' to every new edge introduced in the transformation G Þ Ñ G ‹ is to make these new edges have no effect in restricting the flow through the network.
If the source s was not expanded into a cycle in the transformation G Þ Ñ G ‹ , then s ‹ :"s, else s ‹ :" any of the new vertices on the cycle that replaces s. And similarly for the definition of t ‹ from the original sink t.
Two flow networks pG 1 , c 1 , s 1 , t 1 q and pG 2 , c 2 , s 2 , t 2 q are equivalent iff for every flow f i : The proof of part 2 is straightforward, since EpGq Ď EpG ‹ q, with the edges in G preserving their capacities in G ‹ and the edges not in G assigned each 'a very large capacity'. All formal details omitted.
Note that part 2 in Lemma 6 holds even if G is not a plane graph, but we do not need this fact for our main result. That G is a plane graph is only used in the proof of part 1 in Lemma 6 to change the complexity bound from Opm`nq to Opnq.
Two Previous Results
The first result below (Theorem 7) is about the reassembling problem, which was studied in earlier reports and is here stated in terms of simple undirected graphs (no multi-edges, no self loops), but which applies equally well to directed graphs satisfying Assumption p p p♦on page 3.
Graph Reassembling. The reassembling of a simple undirected graph G is an abstraction of a problem arising in studies of network analysis [3, 9, 10, 17] . There are several equivalent definitions of graph reassembling. An informal intuitive definition was already given in Section 1. A formal definition consists in constructing a rooted binary tree B whose nodes are subsets of VpGq and whose leaf nodes are singleton sets, with each of the latter containing a distinct vertex of G. The parent of two nodes in B is the union of the two children's vertex sets. The root node of B is the full set VpGq. If n " | VpGq |, there are thus n leaf nodes in B and a total of p2n´1q nodes in B. We denote the reassembling of G according to B by writing pG, Bq. 8
The edge-boundary degree of a node in B is the number of edges that connect vertices in the node's set to vertices not in the node's set. Following a terminology used in earlier reports, the α-measure of the reassembling pG, Bq, denoted αpG, Bq, is the largest edge-boundary degree of any node in the tree B. We say αpG, Bq is optimal if it is minimum among all α-measures of G's reassemblings, in which case we also say B is α-optimal.
The problem of constructing an α-optimal reassembling pG, Bq of a simple undirected graph G in general was already shown NP-hard [12, 14, among others]. However, restricting attention to plane graphs, we have the following positive result.
Theorem 7.
There is an algorithm which, given a plane 3-regular simple undirected graph G as input, returns a reassembling pG, Bq in time Opnq such that αpG, Bq ď 2k, where k " E-outerplanaritypGq and n " | VpGq |.
The value of αpG, Bq returned by the algorithm in Theorem 7 is independent of n; more precisely, for a fixed k " E-outerplanaritypGq, the value of n can be arbitrarily large. Note that the algorithm in the theorem only returns an upper bound 2k on αpG, Bq and does not claim that αpG, Bq is optimal.
Theorem 7 and its proof are in the report [13] , which also discusses conditions under which the bound 2k is optimal; specifically, it defines families of plane 3-regular simple graphs such that, for any graph G in these families, 2k is the value of an optimal αpG, Bq. We do not use the latter fact in this paper. Extended Flow Networks and their Typings. An extend flow network is denoted by a quintuple of the form pG, c, c, S, T q where G is a directed graph satisfying Assumption p p p♦on page 3 and:
• c : EpGq Ñ R`and c : EpGq Ñ R`, with 0 ď cpeq ď cpeq for every e P EpGq, and
• ∅ ‰ S Ď VpGq and ∅ ‰ T Ď VpGq, with S X T " ∅.
As usual, a flow in the network is a function f : EpGq Ñ R`. A flow f is feasible iff cpeq ď f peq ď cpeq for every e P EpGq and f satisfies flow conservation at every vertex v P VpGq´pS Y T q.
An input-output assignment (or an IO assignment) for such a network is a function g : S Y T Ñ R`, which expresses the excess flow entering S and exiting T . A typing for such a network is a map τ such that:
and IpRq :" rr 1 , r 2 sˇˇr 1 , r 2 P R and r 1 ď r 2 ( , i.e., IpRq is the set of bounded closed intervals of reals; such a typing must satisfy certain soundness conditions (not spelled out here). An IO assignment g satisfies the typing τ iff for every A P PpS Y T q: ÿ gpA X Sq´ÿ gpA X T q¯P τ pAq where ř gpXq means ř tgpxq | x P Xu. 9 In particular, if A " S Y T and τ pAq " rr 1 , r 2 s, then:
Hence, one condition for the soundness of the typing τ is that we must have r 1 " r 2 " 0 when A " S Y T , i.e., τ pS Y T q " r0, 0s " t0u, expressing the fact that the flow entering the network must equal the flow exiting it.
Given a flow f : EpGq Ñ R`, it induces an IO assignment f # : S Y T Ñ R`as follows:
for every s P S,
i.e., f # psq is the total excess flow entering the source s and f # ptq is the total excess flow exiting the sink t. Thus, ř f # pSq and ř f # pT q are the total flows entering and exiting the network.
As noted in the opening paragraph of this section, a reassembling B can be defined equally well for a directed graph G satisfying Assumption p p p♦and containing no two-edge cycles. This allows us to use pG, Bq and its measure αpG, Bq in the statement of the next theorem. 
2.
If g : S Y T Ñ R`satisfies τ , then there is a feasible flow f : EpGq Ñ R`such that f # " g.
In particular, the typing τ is such that τ pSq " rr 1 , r 2 s and τ pT q " r´r 2 ,´r 1 s for some r 1 , r 2 P R`, with r 1 and r 2 being, respectively, the minimum value and the maximum value of feasible flows in the network.
Theorem 8 and its proof are in the report [11, Theorem 4 on pp. [7] [8] , which examines other aspects of network typings and their applications. 10 For a simpler presentation of our main result (Theorem 9 below), we use Theorem 8 with the following restrictions: S " tsu and T " ttu are singleton sets, and the lower bound cpeq " 0 for every e P EpGq. With these restrictions, the definition of a network as a quintuple pG, c, c, S, T q in Theorem 8 matches the definition of a network as a quadruple in Section 2. But these restrictions can be lifted and our result re-stated in a more general setting, as in Theorem 10 below.
The Main Result
We first state and prove the result which is this paper's title, and then explain how it generalizes to extended flow networks as defined in Sectione 5. The time complexity in Theorem 9 can be written as Opn¨f pkqq where k is an edge-outerplanarity, n a number of vertices, and f pkq a function of k independent of n -which thus makes the algorithm in Theorem 9 'fixed-parameter linear-time' where k is the parameter to keep fixed. Proof. We can assume the underlying graph G satisfies Assumption p p p♦on page 3. First, we carry out the transformation pG, c, s, tq Þ Ñ pG ‹ , c ‹ , s ‹ , t ‹ q in time Opnq where n " | VpGq |, as described in Lemma 6, also according to which pG, c, s, tq and pG ‹ , c ‹ , s ‹ , t ‹ q are equivalent networks. According to Lemma 5, we have E-outerplanaritypGq " E-outerplanaritypG ‹ q " k as well as | VpG ‹ q | " Opnq and | EpG ‹ q | " Opnq.
To obtain the stated result, it now suffices to apply Theorems 7 and 8 to the transformed network pG ‹ , c ‹ , s ‹ , t ‹ q.
In time Opnq, we first compute a reassembling B of G ‹ such that δ " αpG ‹ , Bq ď 2k, and then compute a typing τ : Ppts ‹ , t ‹ uq Ñ IpRq in time m¨2 Opδq where m " | EpG ‹ q | " Opnq. If τ pts ‹ uq " r0, rs for some r P R, then r is the value of a max flow. The claimed time complexity follows.
Remark. It is important to note that what is returned by the algorithm in Theorem 9 is the value r of a max flow, not a particular max flow f : EpGq Ñ R`such that | f | " r. It is an additional problem, not considered in this paper but worthy of study, to compute a particular max flow f : EpGq Ñ R`given that its value | f | must be r. While the value r is unique, there are generally many max flows f such that | f | " r.
The next result implies the preceding Theorem 9 and illustrates the flexibility of our method. Theorem 10 is about extended flow networks, each of the form pG, c, c, S, T q where the graph G is a plane directed graph satisfying Assumption p p p♦and the extra assumption that | S Y T | " Opkq where k " E-outerplanaritypGq. A typing τ : PpS Y T q Ñ IpRq for such a network includes an interval for each A P PpS Y T q; with the extra assumption, the typing has size 2 Opkq . We impose the extra assumption in order to keep the complexity linear in n " Op| VpGq |q, though exponential in the parameter k " E-outerplanaritypGq.
Theorem 10.
There is a fixed-parameter linear-time algorithm which, given a plane extended flow network pG, c, c, S, T q as described in the preceding paragraph, computes for every A P PpS Y T q a bounded closed interval rr 1 , r 2 s of reals such that for every feasible flow f : EpGq Ñ R`it holds that:
In particular, if A " S, then r 2 is the value of a max flow in the extended network, which is simultaneously returned with the value r 1 of a min flow at no extra cost. The fixed parameter not to be exceeded for the algorithm to work as claimed is k " E-outerplanaritypGq.
Proof Sketch. This is a minor variation on the proof of Theorem 9. The algorithm starts with the transformation pG, c, c, S, T q Þ Ñ pG ‹ , c ‹ , c ‹ , S ‹ , T ‹ q in time Opnq, which is carried out just like the transformation pG, c, s, tq Þ Ñ pG ‹ , c ‹ , s ‹ , t ‹ q. One subtle point here: For every new edge e introduced in the transformation G Þ Ñ G ‹ , we make c ‹ peq :" 0 just as we make c ‹ peq :" 'a very large capacity', in this way the capacities on the new edges have no effect in resticting the flow in the transformed network. The rest of the proof proceeds like the proof of Theorem 9. Details omitted.T he same Remark after Theorem 9 applies to Theorem 10: What is returned by the algorithm are the values r 1 of a min flow and r 2 of a max flow, not a particular min flow g : EpGq Ñ R`and not a particular max flow f : EpGq Ñ R`such that | g | " r 1 and | f | " r 2 .
Compare our result in Theorem 10 with the main result in [4] , where it is shown that there exists an algorithm that solves the max-flow problem with multiple sources and multiple sinks in an n-vertex directed plane graph in Opnlog 3 nq time (with only upper bounds, no lower bounds, on edge capacities).
Future Work
The method proposed in this paper for computing the value of a maximum flow in planar networks, in fixedparameter linear time, can be extended to other more general forms of flows in planar networks without much trouble, where the parameter bound not to be exceeded is again edge-outerplanarity. Under preparation are the four following extensions:
• multicommodity flows (formal definitions in [1, Chapt. 17]),
• minimum-cost flows, minimum-cost max flows, and variations (definitions in [1, Chapt. 9-11]),
• flows with multiplicative gains and losses, also called generalized flows (definitions in [1, Chapt. 15] ),
• flows with additive gains and losses (definitions in [5] ).
To put the relevance of this work in sharper focus, there is no known algorithm to compute a max flow in any of these four extensions in linear time in general; in the case of the fourth extension (flows with additive gains and losses), the problem is known to be NP-hard [5] .
We conclude with an open problem. In the Remark in Section 5, we pointed out that our method produces the value of a maximum flow, rather than a particular flow with that value, in contrast to the many other approaches to the maximum-flow problem in the extant literature.
Open Problem. Let pG, c, s, tq be an arbitrary plane flow network. We can tackle the problem according to one of two approaches:
1. Let the value r of a max flow in pG, c, s, tq be given already. Can we determine in linear time a particular max flow f : EpGq Ñ R`such that | f | " r?
Alternatively:
2. How can we extend our proposed method so that it simultaneously produces the value r of a max flow in pG, c, s, tq and a particular max flow f : EpGq Ñ R`such that | f | " r in linear time?
A further qualification on the first approach above is whether the determination of f in linear time can be carried out without reference to a fixed bound k " E-outerplanaritypGq; if this is possible, it will be a stronger result. In the second approach, since r and f are to be simultaneously determined, it will be a direct extension of our proposed method which will therefore make explicit reference to a fixed bound k " E-outerplanaritypGq for both r and f .
