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Abstract In a historical context,we first review the development of fuzzy systemmodels from ‘‘Fuzzy Rule
Bases’’ proposed by Zadeh (1975) [1], with versions of Sugeno–Yasukawa (1993) [2] and Tagaki–Sugeno
(1985) [3]. Secondly, we review the development of the ‘‘Fuzzy C-RegressionModel’’ (FCRM), proposed by
Hathaway and Bezdek (1993) [4], as well as ‘‘Combined FCM, and FCRMAlgorithms, proposed by Höppner
and Klawonn (2003) [5]. Thirdly, we review ‘‘Fuzzy Functions’’, proposed by Türkşen (2008) [6] and
further developed by Celikyilmaz and Türkşen (2008–2009) [7–9] in a variety of versions. An experimental
assessment of various models are discussed in this writing.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
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In a historical context, we first review the development
of fuzzy system models as ‘‘Fuzzy Rule Bases’’, originally
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Open access under CC BY-NC-ND license.proposed by Zadeh [1]. They were further developed by
Sugeno–Yasukawa [2] and then modified in a unique manner
by Tagaki–Sugeno [3]. Secondly, we review the development
of the ‘‘Fuzzy C-Regression Model’’ (FCRM) proposed by
Hathaway and Bezdek [4], as well as ‘‘Combined FCM and FCRM
Algorithms’’ proposed byHöppner and Klawonn [5]. Thirdly, we
review ‘‘Fuzzy Functions’’ proposed by Türkşen [6] and further
developed by Celikyilmaz and Türkşen [7–10] in a variety
of versions. Both Bezdek and Türkşen propose to structure a
function for each of the rules that are identified with FCM,
fuzzy C-Means, the algorithm of Bezdek [11] or, alternately,
by Celikyilmaz and Türkşen [8,9], via IFC, Improved Fuzzy
Clustering. An assessment of all these models are discussed in
this writing.
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Fuzzy rule bases were originally proposed by Zadeh [1]:
R : c
∗
ALSO
i=1 (
IF antecendenti THEN consequenti) ,
where c∗ designated the number of rules.
Further developments and applications were introduced by
Sugeno–Yasukawa [2] as:
R : c
∗
ALSO
i=1 (
IF antecendenti THEN consequenti) ,
where ALSO c∗ designates the number of rules.
At the next stage of development, Tagaki–Sugeno [3]
inroduced the right hand side to be a regression equation, while
keeping the left hand side as a fuzzy rule:
R : c
∗
ALSO
i=1

IF antecendenti THEN yi = aixT + bi

,
where, once again, c∗ designates the number of rules.
1.2. Fuzzy functions
‘‘Fuzzy Functions’’ were defined by JohnGrinder and Richard
Bandler in The Structure of Magic, Volume II [12], as a con-
necting or overlapping of our sensory representational systems.
In their sense, ‘‘Fuzzy Functions’’ generate a representational
system, where either an input or the output channel is a dif-
ferent modality from the representational system with which
it is being used. In traditional psychophysics, this term, ‘fuzzy
function’, is most closely translated by the term ‘synesthesia’.
Furthermore, ‘‘Fuzzy Functions’’ are investigated from a strictly
mathematical perspective by Sasaki [13], Demirci [14], etc. In
these mathematical studies, ‘‘Fuzzy Function’’ structures con-
tain only membership values as input variables.
As alternate investigations beyond these mathematical
studies, we observe the introduction of fuzzy C-regression
models as the further stage of development. These are:
(a) In the method proposed by Hathaway and Bezdek [4], one
first determines fuzzy clusters by the FCMmethod to define
how many ordinary regressions are to be constructed,
i.e. one for each cluster. Next, one determines a ‘‘Fuzzy C-
Regression’’ equation for each one of the clusters, via the
FCRM algorithm. Next, each fuzzy cluster is used essentially
for switching purposes to determine the most appropriate
ordinary regression that is to be applied to an application
study.
(b) Furthermore, the method proposed by Höppner and
Klawonn [5] combines FCM, fuzzy C-means and FCRM
algorithms in one clustering schema to build a combined
clustering structure. Their main goal is to update the FCM
fuzzy clustering algorithm, so that they can prevent the
effect of harmonics by modifying the objective function.
It is to be noted that they not only deal with point-wise
clustering algorithms, such as the ‘‘Fuzzy C-Means’’ (FCM)
clustering algorithm, but also with the ‘‘Fuzzy C-Regression
Model’’ clustering algorithm (FCRM). It is also well-known
that Hathaway and Bezdek [4] proposed to build linear
regression models, whereas one can build non-linear
regression models using the Höppner and Klawonn [5]
approach.
(c) Whereas ‘‘fuzzy functions’’ proposed by Türkşen [6] and
further developed by Celikyilmaz and Türkşen [7–10] are
structurally different from the Hathaway and Bezdek [4]model and Höppner and Klawonn [5] model, the ‘‘Fuzzy
Function’’ proposed by Türkşen [6] and further developed
by Celikyilmaz and Türkşen [7–10] contain both member-
ship values, as well as their suitable transformations in ad-
dition to original input variables. In fact, both membership
values, as well as their suitable transformations, improve
the predictive power of the regression equation by these
membership value transformations.
2. Fuzzy C-regression
Originally, the Fuzzy C-Regression Model (FCRM) of Hath-
away andBezdek [4]was introduced to classify objects into sim-
ilar groups. FCRM yields simultaneous estimates of parameters
for fuzzy C-regression models, while fuzzy partitioning a given
dataset. It ought to be recalled that FCM is a point-wise clus-
tering algorithm. Furthermore, the FCM of Bezdek [15] clusters
are hyper-sphere shaped. FCRM determines cluster prototypes
as functions instead of geometrical objects. In particular, FCRM
determines separate linear patterns, where each pattern can be
identified by a linear function. It is to be noted that the FCRM of
Hathaway and Bezdek [4] clusters are hyperplane-shaped.
2.1. Differences between FCM and FCRM
It is well known that the representatives of clusters of FCM
are cluster centers, whereas the representatives of clusters in
FCRM are hyper-planes, which are represented by:
yi = β0i + β1i x1 + · · · + βnvi xnv,
where βi are the regression coefficients of each function, i =
1 . . . c.
The FCM algorithm calculates cluster centers by averaging
each data vectorweightedwith theirmembership values. FCRM
calculates cluster representative functions by a weighted least
squares regression algorithm, as:
yk = fi(xk, βi),
where:
xk = [x1,k, . . . , xnv,k]T ∈ Rnv,
denotes the kth data object and βi ∈ Rnv , i = 1, . . . , c. The
performance of these functions is generally measured by:
Eik(βi) = (yk − fi(xk, βi))2.
The objective function is to minimize the total error of these
approximated functions:
E(U, βi) =
c−
i=1
n−
k=1
(µik)
mEik(βi).
In FCRM, µiks represent how close the extent values predicted
by fi(xk, βi) are to yk.
It should be recalled that for FCM:
µ
(t)
ik =
 c−
j=1

d(xk, υ
(t−1)
i )
d(xk, υ
(t−1)
j )
 2
m−1
−1 ,
whereas, from FCRM, one gets:
µik =

c−
j=1

Eik
Ejk
 1
m−1
−1
, ∀ i, j = 1, . . . , c < n.
FCRM is formulated to find hidden structures in a given dataset.
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It is developed with:
µ
(t)
ik =
 c−
j=1
d

xk, υ
(t−1)
i

d

xk, υ
(t−1)
j


2
m−1

−1
,
min : E(U, βi) =
c−
i=1
n−
k=1
(µik)
mEik(βi),
where βi = [XTUiX]−1XTUiy,
Xi =

xTi,1
xTi,2
...
xTi,n
 , y =

y1
y2
...
yn
 ,
Ui =

µi1 0 · · · 0
0 µi2 · · · 0
...
...
. . .
...
0 0 · · · µi,n
 .
2.2. Non-linear fuzzy regression
Höppner and Klawonn [5] combine the FCM of Bezdek [11]
and the FCRM of Hathaway and Bezdek [4] algorithms in one
clustering schema to build a combined clustering structure.
Their aim is to eliminate the counterintuitive membership
values. They modified the objective function of FCM by
combining it with FCRM.
µik =

c−
j=1
d2ik −

mini=1···c d2ik − η

d2jk −

mini=1···c d2ik − η
−1 , 0 < η,
where η > 0 is a user defined constant.
In [5], each function, yˆi = βˆTi xi, is interpreted as a rule in a
Takagi–Sugeno [3]model.
Höppner and Klawonn [5] introduced a new combined
distance function that is a combination of both methods as
follows:
d2ik

(xk, yk), (vi, βˆi)

= ‖xk − υi(x)‖  
FCM distance
2 +

yk − βˆTi xˆk
2
  
FCRM distance
,
where xˆ represents a user defined polynomial, for instance a
two dimensional polynomial can be formed with the following
vector:
(1, x1, x2, x1x2, x21, x
2
2).
The coefficients are obtained via:
βˆi =

n∑
k=1
(µik)
m

ykxˆk

n∑
k=1
(µik)
m xˆkxˆTk  , ∀ i = 1, . . . , c.
3. Fuzzy functions with LSE
Let us now review the essential components of ‘‘Fuzzy
Function’’ structures originally proposed by Türkşen [6] and
further developed by Celikyilmaz and Türkşen [7–10] in a
variety of versions.Let (Xk, Yk), k = 1, . . . , nd, be the set of observations in a
training data set, such that:
Xk = (xjk|j = 1, . . . , nv, k = 1, . . . , nd).
Determine the optimal (m∗, c∗) pair for a particular perfor-
mance measure, i.e. a cluster validity index, with an iterative
search, by application of the FCM algorithmor the IFC algorithm
of Celikyilmaz and Türkşen [7] wherem is the level of fuzziness
(in our experiments, we usually take m = 1.1, . . . , 2.5), and c
is the number of clusters (in our experiments, we usually take
c = 2, . . . , 10).
Determine the optimal (m∗, c∗) pair for a particular per-
formance measure, i.e. a cluster validity index, with an itera-
tive search and an application of the FCM algorithm, where m
is the level of fuzziness (in our experiments, we usually take
m = 1.1, . . . , 2.5), and c is the number of clusters (in our ex-
periments, we usually take c = 2, . . . , 10).
3.1. FCM algorithm
min J(U, V ) =
nd−
k=1
c−
i=1
(uik)m (‖xk − vi‖)A ,
s.t.
0 ≤ uik ≤ 1, ∀ i, k,
c−
i=1
uik = 1, ∀ k,
0 ≤
nd−
k=1
uik ≤ nd, ∀ i,
where A is the euclidian norm, A = C − 1 is the mahalonobis
norm, etc.
By running the FCM algorithm, one identifies the cluster
centers form = m∗ and c = 1, . . . , c∗ as:
v X |Y ,j
m∗
= xc1,j, xc2,j, . . . , xcnv,j, ycj  ,
v X,j
m∗
= xc1,j, xc2,j, . . . , xcnv,j .
OptimumMembership Values and the Augmented InputMatrix
are determined as follows:
uik =
 c−
j=1
xk − vX,ixk − vX,j
 2
m−1
−1 ,
µik = {uik ≥ α},
where, with an alfa cut, one eliminates unwanted harmonics
and gets the modified membership values, as:
γij(xj) = µij(xj)c∑
i′=1
µi′j(xj)
.
Thus one obtains the matrix of membership values of an X data
sample in the ith cluster as:
Γi =

γij|i = 1, . . . , c∗; j = 1, . . . , nd

.
Examples of the possible augmented input matrices are:
X ′i = [1,Γi, X], X ′′′i = [1,Γ 2i ,Γ mi , exp(Γi), X] etc.
For example, we get:
X ′ij =

1,Γi, Xij
 =
1 γi1 xi1... ... ...
1 γind xind
 .
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Next, one determines a Least Squared Estimation of output
for each of the clusters made of both the membership values
and the original input values, together with their appropriate
transformations.
3.2. An example of a FF with LSE
Thus for the most simple case of one input variable and
its associated membership values in the ith cluster, we obtain
fuzzy functions with LSE (FF-LSE) as:
Yi = βi0 + βi1Γi + βi2Xij,
which represents the ith rule corresponding to the ith
interactive (joint) cluster in space:
(Yi,Γi, Xi),
which is estimated with the FF-LSE approach as follows:
β∗i = (X ′Tij X ′ij)−1(X ′Tij Yi),
where β∗i = (β∗i0, β∗i1, β∗i2) are the estimates, provided that the
inverse of covariance matrix, (X ′Tij X
′
ij)
−1, exists. Therefore, the
estimate of Yi would be obtained as:
Y ∗i = β∗i0 + β∗i1Γi + β∗i2Xij.
The overall output value is calculated as follows:
Y ∗i =
c∗∑
i=1
γiY ∗i
c∗∑
i=1
γi
.
In such a case of one dimensional analyses, a graph of an
idealized one cluster would be depicted as in Figure 1.
Further developments in fuzzy functions investigated by Ce-
likyilmaz and Türkşen can be found in the following published
articles: ‘‘Enhanced Fuzzy SystemModels with Improved Fuzzy
Clustering Algorithm’’ [9]; ‘‘Uncertainty Modeling with Evolu-
tionary Improved Fuzzy Functions Approach’’ [10].
3.3. Improved fuzzy clustering algorithm (IFC)
We propose a new fuzzy clustering method by modifying
the standard FCM algorithm, called ‘‘Improved Fuzzy Clustering
(IFC)’’, by Celikyilmaz and Türkşen [8].The new objective function carries out two purposes:
(i) To find a good representation of the partition matrix;
(ii) To findmembership values whichminimize the error of the
fuzzy function models.
min J IFCm =
c−
i=1
n−
k=1

µ
imp
ik
m
d2ik
+
c−
i=1
n−
k=1

µ
imp
ik
m 
yk − hi(τ ik, wˆi)
2
.
d2 = ‖xkyk − ui(xy)‖2, controls the precision of each
input–output data vector.
3.4. Interim fuzzy functions
One can introduce a variety of interim fuzzy functions made
of various powers and combinations of membership values:
As an example:
τ i =

µi log((1− µimpi )/µimpi )

.
The set of planes inR2 of each ith cluster is defined as:
hi = wˆ0i + wˆ1iµimpi + wˆ2i log

(1− µimpi )/µimpi

,
or:
hi = Ti wˆi,
where:
wˆTi =

wˆ0i wˆ1i wˆ2i

,
are the coefficients of the interim fuzzy functions.
For example, a particular set of fuzzy functions in R2 is
defined as:
yˆi = hi(τ i, wˆi) = wˆ0i+wˆ1iµimpi + wˆ2i log

1− µimpi
µ
imp
i

= wˆ0i +
2−
j=1
wˆjiτji.
For this purpose, the distance function of the IFC algorithm is
denoted by:
dIFCik = ‖zk − υi(z)‖2 +

yk − h(τik, wˆi)
2
.
For this purpose, a solution can be found by:
min L
m
=
c−
i=1
n−
k=1

µ
imp
ik
m
d2ik
+
c−
i=1
n−
k=1

µ
imp
ik
m 
yk − hi(τ ik, wˆi)
2
− λ

c−
i=1

µ
imp
ik

− 1

,
where λ is the Lagrange multiplier. One takes the derivative
of this objective function, with respect to the cluster center
and membership values, and obtains optimum membership
values:
(µ
imp
ik )
(t)
1<i,j≤c
1≤k≤n
=
 c−
j=1


d(t−1)ik
2 + yk − hi τ (t−1)ik , wˆi2
d(t−1)jk
2 + yk − hj τ (t−1)jk , wˆj2

1
(m−1)

−1
.
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No. Dataset Typea OBSb #Varc OBS used in three-way cross
validation
Perform measure usedd
Traininig Validation Testing
1 Fridman artificial R 9791 5 500 250 9000
• RMSE
•MAPE
• Robust simulated trading
benchmark (RSTB)
• R2
• Ranking
2 Auto-mileage-UCI R 398 8 125 45 100
3
Stock price predict 120 100
• TD R 389 16 200 90 100
• BMO R 445 16 200 144 100
• Enbridge R 445 16 200 144 100
• Loblaws R 445 16 200 144 100
• Sun life R 445 16 200 144 100
4
desulphurization process
• Reagent 1 R 10000 11 250 750 8000
• Reagent 2 R 10000 11 250 750 8000
5 Liver disorder-UCI C 345 6 175 75 50
• Accuracy
• ROC curve/AUC
• Several ranking methods
6 Ionosphere-UCI C 349 34 150 120 80
7 Breast cancer-UCI C 277 9 130 70 50
8 Diabetes-UCI C 768 8 125 75 50
9 Credit scoring-UCI C 690 15 150 75 50
10 California housing C 20640 9 500 500 12600
UCI: University of California, Irvine; Real Dataset Repository.
a R: Regression, C: Classification type datasets.
b OBS: Total number of cases (i.e. instances, objects, data points and observations).
c Var: Total number of attributes/features/variables in the dataset.
d Performance measures used to evaluate each model performance in comparative analysis.Table 2: R2 values obtained from the application of Type-1 fuzzy functions approaches
and its variations on training-validation-testing datasets of Freidman’s artificial dataset.
R2 (Stdev) T1FF T1IFF ET1FF ET1IFF
Train-R2 0.97 (0.008) 0.97 (0.009) 0.97 (0.003) 0.97 (0.003)
Validation-R2 0.94 (0.007) 0.94 (0.006) 0.94 (0.006) 0.94 (0.009)
Test-R2 0.939 (0.001) 0.939 (0.001) 0.942 (0.001)* 0.942 (0.004)
* The optimummodels are indicated with bold colors.4. Experiments
We have experimented with a variety of system models, as
shown in Table 1. Our analyses cover both Type-1 and Type-2
fuzzy function model developments.
Here we present only Type-1 fuzzy function approaches
and its variations on Training–Validation–Testing Datasets of
Freidman’s Artificial Dataset in Table 2.
Also, for comparison purposes, we present Training–Valid-
ation–Testing Datasets of Freidman’s Artificial Dataset results
with other methods in Table 3.
5. Conclusions
We have drawn a number of conclusions from our investi-
gations which are as follows:
(a) We have implemented two clustering techniques, in order
to discovery hidden structures embedded in a data set.
That is, we have shown that fuzzy clustering algorithms
can identify hidden structures in a given data domain with
application of:
(I) Fuzzy C-Means (FCM) clustering method [15],
(II) Fuzzy C-Regression Clustering Method (FCRM), pro-
posed by Hathaway and Bezdek [4].
(III) Improved Fuzzy Clustering (IFC) Method [11].
(b) We have experimented with both:
(I) Type-1 fuzzy functions and improved fuzzy functions,
(II) Type-2 fuzzy functions and improved fuzzy functions
(with further developments). Type-2 results are not
included in this writing.It ought to be pointed out clearly that unique properties of
improved fuzzy functions are:
(a) The membership values obtained from improved fuzzy
clustering algorithms and their transformations are used as
additional predictors in identifying local functions.
(b) In addition to the two parameters, m∗ and c∗, the
proposed structure identification also requires improved
fuzzy function types and structures to be defined.
Furthermore, we have implemented two different strategies to
identify system parameters.
(I) The first one is Type-1 Improved Fuzzy Functions (T1IFF)
method, using an exhaustive search to identify the
inference model parameters.
(II) The second method is the Evolutionary Type-1 Improved
Fuzzy Function (ET1IFF), which uses genetic algorithms to
optimize system parameters. The ET1IFF is computation-
ally inexpensive, since it requires fewer optimization steps
compared to TIIFF.
(III) Thus one can easily reduce the exponentially growing
search space to a manageable size with ET1IFF methods.
With ET1IFF, the inference parameters are identified auto-
matically for the specified boundaries of the parameters.
We show the results obtained only for Friedman’s Artificial
Dataset in Table 1 and its optimum model parameters for the
Type-1 fuzzy functions approach in Table 2. Also we provide
various results that are obtained by other approaches, such
as ANFIS, DENFIS, . . . , SVM shown in Table 3 for comparison
purposes. It is to be observed that our ET1FF and ET1IFF
Methods are slightly better when comparing the results of SVM
with respect to Test-R2 values.
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optimummodel parameters.
R2 (Stdev) ANFIS DENFIS NN GFS SVM
Train-R2 0.999 (0.001) 0.917 (0.010) 0.887 (0.04) 0.985 (0.002) 0.966 (0.004)
Validation-R2 0.486 (0.211) 0.863 (0.006) 0.870 (0.053) 0.735 (0.156) 0.939 (0.007)
Test-R2 0.444 (0.23) 0.855 (0.007) 0.873 (0.004) 0.728 (0.155) 0.938 (0.001)
Average values of parameters from
cross validation
Number of
rules {51}
Threshold= 0.1
number of {39}
Number of
neurons= 50
Number of
rules= {49, 50}
RBF Creg: {2}, ε = {0.05} #
of support vectors: 432References
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