We explore the role of financial openness -capital account openness and gross capital inflows -and a newly constructed gravity-based contagion index to assess the importance of these factors in the run-up to currency crises. Using a quarterly data set of 46 advanced and emerging market economies (EMEs) during the period 1975Q1-2011Q4, we estimate a multi-variable probit model including in the post-Lehman period. Our key findings are as follows. First, capital account openness is a robust indicator, reducing the probability of currency crisis for advanced economies, but less so for EMEs. Second, surges in gross (but not net) capital inflows in general increase the risk of a currency crisis, but looking at a disaggregated level, gross portfolio flows increase the risk of a currency crisis for advanced economies, whereas gross FDI inflows decrease the risk of a crisis for EMEs. Third, contagion has a very strong impact, consistent with the past literature, especially during the postLehman shock episode. Last, our model performs well out-of-sample, confirming that early warning models were helpful in judging relative vulnerability of countries during and since the Lehman crisis.
I. Introduction
Currency crises are both a very old and a very new challenge; they are of all times. Whereas currency crises became well-known during the emerging market crises of the 1980s and 1990s, the 2008 global financial crisis also involved a massive change in the relative value of the world's major reserve currencies, and a classic currency crisis in at least one advanced economy (Iceland) . Given the weak growth outlook in advanced economies, persistent global imbalances and the wide-spread use of unconventional monetary policy, there is now renewed potential for disorderly currency movements. The European debt crisis has thrown a new wrench in the works, triggering a further round of global market volatility and sharp depreciation of a number of EME currencies in late 2011 -even as the euro largely maintained its value.
Currency crises are problematic for at least three reasons. First, they are generally the first and most visible sign of serious macroeconomic and balance of payments imbalances, often stemming from long-term macroeconomic imbalances, and are very often associated with banking and sovereign crises. Second, the sudden adjustment of relative prices often leads to significant losses on public and private balance sheets, i.e. by domestic actors with foreign currency liabilities and foreign investors with local currency assets. These losses can spread throughout the financial system, setting off a broader financial crisis. Finally, a currency crisis is typically followed by a substantial growth slow-down or a contraction. In each of these areas, there is potential for international spillovers. As the theoretical works of Krugman (1979) and Obstfeld (1994) show, currency crises can be self-fulfilling when investors begin to question the stability of a fixed exchange rate regime. Yet crises can also happen to countries with floating exchange rates or other regimes (Reinhart and Rogoff, 2004) .
One weakness of EWI models is that they are often sensitive to data and model specifications, due in part to the fact that each currency crisis is unique. However, there are some variables that have turned out to be robust over time. In their meta-study, Frankel and Saravelos (2011) examine 83 contributions to the literature prior to 2008, and find that the level of reserves and movements of the exchange rate (i.e. real appreciation) in the run-up to the crisis are significant in more than half (around 60% and 50%, respectively) of the studies that they examined. Other factors, such as current account balance, money supply, external debt, etc., were significant in less than 30% of the studies. They apply these pre-2008 studies to their model, and find that including data through early 2009 significantly improves the results.
For policy-makers, EWI models are useful in the context of country risk monitoring -in which the relative vulnerability of countries is assessed and is compared with the exposures of financial
institutions. Yet they are also useful for understanding the drivers of currency crises, and thus for discussions in the international context on cooperative solutions for macro stability risks.
The purpose of this study is to find robust economic variables, qualitative and quantitative, to assess the risk of currency crisis up through the most recent period. In this, we add new variables from the more recent literature on financial openness, which we understand to comprise capital account openness (absence of capital controls) and actual financial integration defined by the level and composition of gross capital flows. We also add a newly-defined contagion variable. The remainder of this paper is structured as follows: the next session presents a theoretical overview of the literature on EWI, starting from the seminal work of Kaminsky, Lizondo and Reinhart (1998, henceforth KLR) and including the meta-study of Frankel and Saravelos (2011) , from which several early warning indicators for currency stress are identified. Section III explains our model and data.
Section IV presents results, while Section V offers robustness checks and out-of-sample performance.
Section VI concludes =the paper with policy discussions.
II. Literature review (a) Early warning indicators for currency crisis
The literature on EWI is vast, starting from the 1990s. It has been reviewed among others by Rose and Spiegel (2009) and Frankel and Saravelos (2011) . The methodology of such models is diverse, ranging from OLS or probit models, as in Eichengreen, Rose and Wypslosz (1995) and Sachs, Tornell and Velasco (1996) ; to signal extraction models such as KLR (1998) , Bruggeman and Linne (2000) , and Edison (2003) 1 ; to more sophisticated methods such as Markov switching models. Yet another strand of literature simply splits the sample into a crisis and non-crisis countries, and examines the differences in relevant variables (Kamin, 1988; Edwards, 1989; Edwards and Montiel, 1989 ).
The seminal works include KLR (1998) and Frankel and Rose (1996) . KLR identify macroeconomic variables that signal future currency crises when they cross a "critical threshold", defined by minimizing the noise-to-signal ratio. Frankel and Rose (1996) estimate a panel probit model, with economic variables chosen from widely-used economic models. Frankel and Saravelos (2011) select relevant indicators from past studies and find that, for the 2008-9 crisis, the level of reserves in 2007 appears as a consistent and statistically significant leading indicator of the current crisis, in line with the conclusions of the earlier literature. Also, long-run moves in the real effective exchange rate, domestic credit and GDP are confirmed to be statistically significant predictors of currency weakness.
1 The literature finds these models to be moderately successful in predicting financial crises. See for instance Berg and Patillo (1999) , Bussiere and Mulder (1999) and Berg, Borensztein and Patillo (2004) .
(b) Controversies
Despite the huge literature and applicability for policy, EWI models remain controversial.
While there is a large body of work showing good in-sample performance, their out-of-sample performance has often been questioned. For example, Obstfeld, Shambaugh and Taylor (2009) find that while countries with large reserve war chests did not depreciate -and some even appreciatedduring the global financial crisis, other variables, such as current account balance and short-term debt levels were not significant predictors of depreciation. Rose and Spiegel (2009) find that most of the commonly-cited causes of the crisis to its incidence across countries could not explain the financial crisis, though they do not explicitly examine currency crisis.
These doubts do not imply that EWI are without predictive power. Berg, Borensztein and Patillo (2004) look at the performance of various long-and short-term early warning models used by the IMF in the period 1999-2004, and find that the most widely accepted long-term model (based on KLR) was superior to pure guesswork and to ratings and private analysts' currency risk scores.
Moreover, EWI models are generally better at identifying relative vulnerabilities across countries than identifying the exact timing of crises. Moreover, despite these controversies, there is a renewed interest in putting EWI into policy use, most recently in the IMF-FSB (Financial Stability Board) Early
Warning Exercise, called for by the G20 at the height of the crisis in November 2008 "to provide early warning of macroeconomic and financial risks and the actions needed to address them".
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There are various explanations for these difficulties in model performance. One potential reason is the Lucas critique, i.e. countries may have successfully taken measures to avoid crises as the warning signals for vulnerability were identified. Cumperayot and Kouwenberg (2010) show that models based on extreme events ("fat tails") may miss the slower build-up of vulnerabilities; this is particularly problematic for signal extraction models based on movements in one variable. All in all, the apparent lack of conclusive evidence or robustness of EWI could be evidence that each currency crisis is unique, and commonly used variables may not be able to fully capture the underlying cause of each crisis.
(c) Capital account openness and currency crisis
The benefits and costs of liberalizing capital markets have also spawned a large body of literature. While neoclassical theory stresses the benefits of liberalizing capital flows from the viewpoint of a more efficient allocation of capital, the empirical literature is not as compelling. (Kose, Prasad and Taylor, 2011) . Another view is that capital account openness will necessarily attract inflows, cause exchange rate appreciation and undermine long-run growth rates, meaning "the appropriate role of policy will be as often to stem the tide of capital flows as to encourage them" (Rodrik and Subramanian, 2009 Another aspect of openness is the actual developments in financial transactions with the rest of the world. Previous studies have looked mainly at net capital flows which, by netting the inflow of investment by foreigners and outflow of investment by residents, represent the (change in) external indebtedness of the country. Although abrupt changes in capital flows are often associated with crises, EWI studies often fail to find net capital inflows to be significant. Yet recently, there has also been criticism that net capital flows may reveal little because by definition they net out the underlying changes in gross flows. Meanwhile, the importance of gross capital flows as a measure of global financing patterns has received more attention in the literature (Borio and Disyatat, 2011; Bruno and Shin, 2012; Broner, Didier, Erce and Schmukler, 2013) . In the early and mid-1990s, net capital flows roughly mirrored gross inflows, but more recently, the size and volatility of gross flows have increased in line with increasing global financial integration and financial globalization. Forbes and Warnock (2011) were among the first to analyze the behavior of gross capital flows around socalled sudden-stop episodes: they find that factors outside the control of policymakers in most countries -such as changes in global risk sentiment, global growth, and contagion -create extreme capital flows. They also stress the importance of disaggregating capital flows by foreign investors (gross inflows) and domestic investors (gross outflows). Broner, Didier, Erce and Schmukler (2013) confirm the importance of disaggregation, and also find evidence that the behavior of both foreign and domestic investors during the global financial crisis was consistent with previous crisis episodes.
Against this backdrop, we include gross capital inflows and their components in our data.
(e) Contagion
There is a consensus in the literature that currency crises are contagious, and often regional. Kaminsky and Reinhart (2000) stress that it is important to differentiate a common adverse shock, such as a rise in world interest rates, from contagion; after controlling for the former, they find strong evidence of contagion. Studies of EWI incorporate the contagion channel into their models in various ways. Kaminsky and Reinhart (2000) as well as Licchetta (2011) use regional dummies which are equal to 1 when a country in the same region experiences a crisis, and 0 otherwise, and find that the regional effect is significant. Eichengreen, Rose and Wyplosz (1997) use an international tradeweighted index, which is higher when important trading partners of a country are in crisis. They find that this measure of contagion is much more significant in measuring joint shocks than similarity in macroeconomic factors.
It may be worthwhile to note that the criticism that the contagion effect itself is often loosely defined. Pesaran and Pick (2007) attempt to disentangle contagion -which they define as a largely unpredictable, higher correlation of countries during crisis times -from inter-dependence, i.e. correlations in macroeconomic variables or cross-border spillovers. They find that ignoring the endogeneity of contagion, which can run both from country A to country B and back again, can lead to overestimations of its effect. More recently, Mink and de Haan (2012) use high-frequency (daily) data to test contagion of sovereign debt crisis in the euro area. Their study highlights the importance of extracting a "pure contagion" effect after controlling for other factors such as related fundamentals, spill-overs, and a "wake-up call" factor. The results on the strength of contagion thus depend in large part on its exact definition. For the purpose of this paper, we take a broad view of contagion as an increased marginal likelihood of crisis on top of what could be predicted by macroeconomic fundamentals. Importantly, all studies agree that contagion is generally a very shortterm explanatory factor, and is hence unable to provide early warning at the same time spans as other variables in the literature. In what follows, we take these differences between contagion and domestic and external "fundamentals" explicitly into account.
III. Data and model
In this paper, we present a multivariate probit model. This choice of method is based on the existing literature (Frankel and Rose, 1996; Licchetta, 2011) and on the advantage that the most effective indicators can be taken into account simultaneously -rather than one at a time, as in signal extraction models. Probit models' results, which take the form of a number between 0 and 1 We define currency crisis using an exchange market pressure index (EMPI), as used by Eichengreen, Rose and Wyplosz (1994) and KLR (1998 
where E i,t is the exchange rate of the currency of country i against the dollar at time t (local currency per US dollar), R i,t represents a measure of international reserves (minus gold) for country i at time t, σ E,i and σ R,I are the country-specific standard deviation of the quarterly percentage change, respectively, in the exchange rate and reserves. As is clear from Figure 1 below, the EMPI variable has high kurtosis and fat tails, and the null hypothesis (H 0 ) that data are normally distributed is rejected at 1% level. This indicates that there are more "tranquil times" than would be expected by a normal distribution, but also more "extreme events". In addition, a large depreciation is more likely than a large appreciation. This non-normality has no problematic implications for our regression, as our explanatory variables are binary -equal to 1 when this normalized EMPI exceeds critical thresholds (-1.5 or below). In determining the threshold above which a crisis is counted, KLR (1998) propose three standard deviations below the mean. Following Eichengreen et al (1996) , we use a minus 1.5 standard deviation threshold. This threshold captures 130 currency crisis episodes within our sample, or 2.4% of all observations ("broad definition"). As a robustness check, we also have defined crises with a 2 standard deviation threshold, yielding 88 crisis episodes (1.6% of the sample; "narrow definition"), and we obtained more or less similar results. Further, in order to avoid double-counting, we remove "recurrent" currency crises from the sample with a one-quarter exclusion window. Annex Next, we have added our measures of financial openness: capital account openness, gross capital flows, and contagion. In parentheses is the expected sign ("+" , "-", or, when uncertain, " +/-").
External
1. Real exchange rate deviation from 10-year average (+): measured by the IMF estimations of the real effective exchange rate (REER). Where the REER has risen rapidly or deviated from its longterm average, there is more likelihood of a sudden correction is larger (Goldfajn and Valdes, 1997) . In line with Frank and Saravelos (2010) we have tried a rate of appreciation over a set time period (1, 2 or 5 years) and a deviation from a 5-or 10-year average, with the argument that the REER should exhibit mean reversion. We confirm that the deviation from the 10-year average has the most significant effect.
Reserve adequacy (-):
defined as official reserves to short-term debt ("Greenspan-Guidotti ratio"). A ratio above 1 -i.e. reserves sufficient to cover all external debt maturing in the coming year -is considered the minimum level of reserves for EMEs in particular. Data on short-term external debt is taken from the BIS. 3 3. Gross/net flows and their components (+/-): Surges in capital inflows can make countries vulnerable, but the composition of flows also matters. Gross FDI flows could reduce vulnerability to a crisis, as this is a more stable form of financing which should remain even as external pressures build. Portfolio and other flows, meanwhile, tend to be more short-term and less stable. We divide the gross flows by a permanent component of GDP growth, de-trended using a Hodrick-Prescott (HP) filter (lambda=1600). In order to capture surges in capital inflows, we take the deviation of this ratio from its 5-year average, comparable with the methodology for the REER. As a robustness check, we compare these to net inflows, and confirm that surges in gross flows are superior to predict crisis vulnerability. We try 1-, 2-and 5-year growth, and find that the 5-year growth rate has the most significant effect.
External debt growth (+):
Strong growth in external debt to GDP can be a sign of growing vulnerabilities in the balance of payments. Like the other variables, these tend to build over a long period of time, hence the use of 5-year growth.
Institutional factors

EME dummy (+):
EMEs display a number of features that may diverge from AEs, including the depth of financial markets, the level of financial development and the scale of local currency financing. This dummy is 1 if a country is an EME in the most recent IMF World Economic Outlook classification, which is consistent over time for each country in the sample, and 0 otherwiseeven where countries have previously been defined as EMEs.
Openness and contagion
Capital account openness (+/-):
we use the financial openness index developed by Chinn and Ito (2007) 5 . This index, named "KAOPEN", is based on binary dummy variables that codify the tabulation of restrictions on cross-border financial transactions reported in the IMF's Annual Report on Exchange Arrangements and Exchange Restrictions. One advantage of this variable is that it combines capital restrictions with other restrictions on international financial transactions.
The coverage is extensive (182 countries, between 1970 and 2010, updated annually) . To attain data for 2011, we extrapolate 2010 values to the end of our sample. Where relevant to examine the specific characteristics of AEs versus EMEs, we interact the variable with our EME term. Given that the index is generally very slow-moving, it is most valuable in the cross-sectional dimension, though changes in KAOPEN, meant to capture episodes liberalization or reversal in liberalization, have also used as a robustness check. 
Contagion indicators (+):
to measure the scale of crises in nearby countries, we construct a new gravity-weighted contagion index, which is defined as:
where D is our dummy representing a crisis in country i at time t, dist denotes the Great Circle distance between the capital cities of crisis-hit "source" country i and receiving "home" country H, and GDP s is the source country's GDP. 7 The intuition is that a country is more vulnerable to contagion-driven currency crisis when the crisis-hit source country is closer and larger. 8 As an alternative, we construct an index similar to Eichengreen, Rose and Wyplosz (1997) , as:
5 Chinn and Ito (2008) . The data is downloadable from http://web.pdx.edu/~ito/Chinn-Ito_website.htm. 6 Most countries in the sample see either a gradual or more sudden opening of capital accounts during the sample period, yet Venezuela since 2002 and Iceland since the 2008 currency crisis are notable exceptions. 7 We thank Prof. Jeffrey Frankel for providing the idea for this variable. 8 An alternative model used the GDP of the source country divided by GDP of the receiving country, with the argument that larger countries should be less affected by contagion than smaller countries. The results were similar, but less significant. The same holds for regional dummies, as in Kaminsky and Reinhart (2000) and a trade-weighted index as in Eichengreen, Rose and Wyplosz (1997). where weight is the trade weight for source country i and receiving country H in the NEER index, as defined by the BIS.
(c) Estimation
We estimate a multivariate probit model with random effects, which can be specified as:
where X is a set of explanatory variables mentioned above, and
where F is the standard normal CDF, and z is the standard normal variable.
(d) Descriptive statistics of explanatory variables Table 1 shows some key descriptive statistics of our independent variables. Reserve adequacy (Greenspan-Guidotti ratio) is expressed as a factor (where 1 corresponds to 100%), whereas other variables are often expressed as a simple change (where 0.01 is 1% growth). KAOPEN and the contagion indices are continuous variables with their own units.
In comparing the mean of variables through the whole sample and the mean measured over 4 quarters prior to and after a crisis episode, we can take a first look at the behavior of variables in the run-up to a currency crisis. Notable is that reserve adequacy is much lower 4 quarters ahead of a crisis than in the full sample. During a crisis, the average is even lower -reflecting that the crisis is often marked by a run-down in reserves -while reserve coverage recovers to some extent on average after the crisis episode. REER appreciation and the change in credit to GDP tend to be higher before a crisis, indicating their value as early warning indicators. While nominal depreciation tends to reverse real overvaluation during and after a crisis, the change in credit to GDP remains higher than average during and 4 quarters after the crisis episode, which could reflect either that credit contractions are slower than exchange rate adjustments, or the denominator effect of GDP. 5-year average GDP growth, meanwhile, is slightly lower before a crisis than in the general sample, but even lower during and after the crisis, indicating the output costs of crises, which slowly bring down the 5-year average (even as the one-year growth loss is much higher). All the components of gross capital flows are higher 4 quarters prior to a crisis than the general mean, indicating that a surge in gross capital inflows can indeed precede crisis. Consistent with other literature, portfolio inflows tend to be most volatile around the crisis episode. 5-year external debt growth is also higher 4 quarters prior to a crisis, as expected. Importantly, KAOPEN is lower prior to crises than in the general sample, meaning that in general, without considering any other factors, more closed economies have been more susceptible to crises in our sample. Our gravity-weighted contagion index, Contagion EMPI, is much higher during a crisis episode than in the whole-sample average, but not 4 quarter before or after a crisis, confirming that contagion is generally a short-term ("fast-burning") phenomenon. Table 2 describes the correlation among explanatory variables. The correlations are mostly low, with the notable exception of the components of gross capital flows -gross inflow and gross other inflow (0.83); gross inflow and gross portfolio inflow (0.65); and financial openness and the EME dummy (-0.72). However, the first two combinations will not be a problem as we will include them separately in the different regression specifications which we run. To control for the institutional determinants of financial openness and the trend that EMEs are generally less open, we explicitly distinguish between AEs and EMEs in the regressions. Specifications (1) to (6) cover entire sample periods, while specifications (7) and (8) We would like to highlight several points. First, regarding contagion, our initial baseline model (specification (1)) includes trade-weighted contagion index defined as Eichengreen et al (1996) .
It turns out to be positive and significant as expected. We then use newly-constructed gravity-based contagion index, which is also consistently positive and significant at the 1% level. These indicate the strength of contagion in a currency crisis, which is consistent with the past literature. Table   3 (a) and Annex IV). This indicates that surges in overall gross capital flows increase the chance of a currency crisis, but not net capital flows.
Fourth, looking into the composition of gross capital inflows (specifications (4)-(6)) gives us another interesting insight: among gross capital flows, it is only portfolio inflows that significantly increase the probability of a currency crisis. The sign on FDI flow indicate that FDI surges reduce the probability of a currency crisis, but it is not statistically significant; later we use only EME data, and find the effect to be statistically significant.
[The results are shown in the next page] We have performed a Chow test between the two samples and we reject the null that the cross-term of all the variables and EME, including EME itself, is jointly insignificant at the 1% level.
This confirms a structural difference between EMEs and advanced economies. Therefore we run separate regressions to test for any systematic difference. The results are presented in Table 3 (b).
There are some key findings. First, for both advanced economies and EMEs, while the coefficient KAOPEN is negative, its size is less for EMEs, as shown by the smaller coefficients (about one-third of the coefficient for AEs). This is consistent with the negative cross-term of EMEs and KAOPEN in the pooled regression, indicating that the benefit of capital account openness to ward off a currency crisis is smaller for EMEs. Second, reserve adequacy is significant only for EMEs. This Second, looking at gross flows for EMEs, it is apparent that FDI helps to reduce the probability of a currency crisis, as shown by its negative and significant (at the 10% level) coefficient.
On the other hand, for advanced economies, surges in gross capital inflows, and especially gross portfolio inflows, tend to increase the risk of a currency crisis. This indicates that EMEs will be prone to a crisis when FDI declines, but for advanced economies, portfolio flows matters more, probably due to the higher transaction volumes of advanced economies' financial markets and the channeling of such investment into bank credit, e.g. through international wholesale funding.
Third, contagion is strong in all specifications, using both the trade-based and gravity-based contagion index, and statistically significant either at the 1% or, in one case, 5% level. Its importance is not noticeably different between advanced and emerging economies. While the impact of "pure contagion" could be overstated by two-way spillovers and interdependence between countries, our inclusive definition of contagion -as an explanatory factor above and beyond macroeconomic fundamentals -shows contagion to be a consistently strong driver or trigger of crises both in and out of sample. The extreme values of contagion during the Lehman shock do affect the level of coefficients, which are higher in sample.
Finally, the fit of the model overall is better for EMEs, as indicated by the Wald Chi-square test. This could be an indication that EWI models are better-suited to predict currency crises in EMEs, upon which much of the existing literature is focused. However, advanced economies are clearly not immune to crisis -and appear to be impacted by many of the same macroeconomic factors. While the smaller number of crisis episodes in advanced economies may hamper statistical analysis, we confirm that when taking the structural differences into account, similar models can be used to examine vulnerability across both groups.
V. Performance and Robustness checks
(a) Was the model able to predict currency crises around the Lehman shock?
This section examines whether the model was able to predict the currency crises in 2008Q4, using out-of-sample tests (in-sample data up to 2007Q2) when the bankruptcy of Lehman Brothers caused a massive and contemporaneous shock to the global financial system. Using our model in sample (Table 3 (a), specification (7)), we calculate the fitted values for the probability of a currency crisis. In addition, to see how strong the contagion effect is, we also calculate the fitted value without including contagion in the model specification. This is important, given the question of whether the ensuing crises were driven primarily by fundamentals, or primarily by contagion. close to 1, which demonstrates the extreme multiplicative impact of a number of currency crises across the world during the Lehman crisis period. Thus, we should interpret this result as a very exceptional and unique case. Contagion was in this case better at signaling the timing of crises than countries' relative vulnerability (cross-sectional dimension). Yet the model without contagion also signals vulnerabilities, and the differentiation allows for a "ranking" of crisis probability. Of the top 10 countries in our list, ranked here by the fitted value in the model without contagion (Table 4 (a)), 5 countries actually had a currency crisis according to our definition. On the other hand, the model does give a low value for Sweden -a country which did experience a crisis, in large part due to foreign currency needs of its internationally operating banking sector, a phenomenon which we have not been able to capture with our data.
In Table 4 (b), we present the same results, yet now for 2011Q3. Again, countries are ranked according to the probability of a currency crisis without contagion effect. When escalation of the euro area crisis led to a rise in global risk aversion and the sudden depreciation of a number of EME currencies, including the South African rand, the Indian rupee and the Polish zloty. The results here are somewhat weaker. Of the 5 countries judged mostly vulnerable by the model, only Poland experienced an actual currency crisis; shocks in South Africa and India were milder, as defined by the EMPI. Yet the results do show each of these countries to have been vulnerable. In this case, a measure of judgment would also have been necessary to interpret the model's results, based e.g. on the financial links between Poland and the euro area. Aside from these tables, figure 2 shows the development of the fitted (predicted) values for selected countries, in and out-of-sample, with arrows indicating the actual occurrence of a currency crisis.
Note that this, again, is based on the model without contagion. This fitted value did indeed give some warning of crises in Iceland (in 2008Q2 and Q4) and Indonesia ( Similar to signal extraction models, the output of a multivariate model can be translated into a framework which gives explicit binary signals for whether or not a crisis will occur. To extract signals, we define a critical threshold equal to the median predicted values during actual crisis in sample. We then extend this framework out of sample, and identify a crisis whenever the predicted value exceeds our critical threshold.
Ideally, an early warning model will try to issue reliable information in advance, avoiding both type I errors (false signal) and type II errors (unpredicted crises). We want the predictor to be able to call crises, but not be "noisy". Following Goldstein et al. (2000) , we summarize the potential outcomes of our predictions as the following two-by-two matrix: 4.040 Table 5 shows the results of four different specifications. The signal-to-noise ratio shows that crisi prediction significantly improves when contagion is taken into account. Yet given that contagion is only available contemporaneously, this cannot truly offer "early" warning. Yet a model with only the other variables also has relatively strong predictive power. Moreover, a model with capital account openness significantly outperforms a model without (compare (ii) and (iii)). Including gross inflow deviations offers a positive, though more modest benefit in terms of predictive power (compare (iii) and (iv)).
VI. Conclusion and possible extensions
Our findings can be summarized as follows. First, capital account openness plays an important part in reducing the vulnerability of an economy to a currency crisis, but such a benefit is smaller for EMEs. There are a number of possible explanations for this. For example, countries with extensive capital controls may have poor institutional frameworks and hence greater vulnerability to domestic and external shocks. 2 While controls seek to prevent disorderly inflows and outflows, they are often distortive and can contribute to imbalances and risky circumvention practices. The thresholds of financial development, as described by Kose, Prasad and Taylor (2011) , mean that countries with more developed financial systems are more likely to reap benefits from open capital accounts, largely through the associated improvements in institutional quality, and be able to respond to associated risks. This explains why advanced economies are more likely to see a reduction in vulnerability due to open capital accounts, and why the emerging economies in our sample, with less developed financial systems and foreign currency liabilities ("original sin"), are less likely to see benefits. Indeed, our preliminary rough test (not reported) indicates that when capital account openness is interacted with gross capital inflows, it reduces the chances of a currency crisis originating from surges in gross capital inflows. An alternative explanation is that surges in portfolio inflows, real appreciation, and strong credit growth, all of which are associated with greater probability of a currency crisis, can themselves become more likely when a country pursues greater openness. If a country has liberalized its capital account but then become subject to such factors, the net result of openness on crisis vulnerability may then be more ambiguous. The implication of this would be that even as open capital account openness in general can reduce vulnerability, it also places a higher burden on policy to effectively manage macroeconomic risks. Yet another explanation is that openness could interact with contagion and policy responses to it. While more open and developed economies are generally more exposed to external shocks in the balance of payments and exchange rates, they are also in some cases more able to respond through official mechanisms, such as central bank swap lines, as used during the recent crisis. A final explanation is that capital account openness stimulates financial development, promotes market discipline and is correlated with other economic reforms. The results of this paper do not support the argument for the effectiveness of capital flow management measures (including capital controls) to dampen the destabilizing financial effects of capital inflows. Instead, fiscal policy can be a more effective means to counteract such volatile flows than controls (Cardarelli, Elekdag and Kose, 2009) . Excessive real appreciation, low reserve adequacy and rapid credit growth are confirmed to be further risk factors. Appropriate responses to these risks could include sterilized intervention and macroprudential tools.
Second, we find that surges in gross capital inflows increase the probability of a currency crisis, but not net capital inflows, as reflected by the significance of coefficients (gross capital flows are significant whereas net capital flows are not) and the overall fit of the model (the model with gross capital flow has a better fit). This is consistent with the recent literature which stresses the importance of gross capital inflow as a cause of bubbles and subsequent crashes (for example, Bruno and Shin, 2012). We should, however, pay attention to the disaggregated components of flows: for EMEs, surges in gross FDI inflows reduce the probability of a currency crisis, whereas gross portfolio inflows in advanced economies increase the chance of a currency crisis. This is understandable, given that FDI inflows are more stable and portfolio inflows are very volatile and associated with credit and asset price bubbles. The differences between advanced and emerging economies likely relate to structural factors in financial development and the depth of financial markets.
Third, the role that contagion plays is quite strong, especially during the Lehman crisis episodes. Explicitly modeling contagion also greatly improves model fit in our sample. However, with our quarterly-frequency data, it is difficult to detect the contagion effect a priori. Perhaps using higher frequency data (daily or weekly) would allow us to detect the actual speed and the transmission mechanism, but that is beyond the scope of this paper. For now, we note that our gravity-based index performs similarly compared with a trade-weighted index as in Eichengreen, Rose and Wyplosz (1996) . Our broad definition of contagion is indeed an important contributor to crisis vulnerability.
It seems the fit and therefore the usefulness of "traditional" models with often-used variables can be greatly improved when they are augmented with financial openness and contagion.
For policy-makers, this means greater usefulness of the EWI model, though outputs would call for some level of judgment. Still, given that the factors driving crises in the past appear to have remained consistent through the global crisis, there is evidence that the patterns preceding past crises can continue to give guidance for the future.
Finally, our paper has some interesting applications for the current euro area problems.
While the euro area crisis is not a currency crisis per se, it is clear that, in the absence of the single currency, there would likely be pressure for adjustment of vulnerable euro area countries' exchange rates 3 . These are currently suppressed, meaning that adjustment has to take place through other mechanisms, e.g. fiscal consolidation, structural adjustment and internal devaluation. For us, this is not a sign that early warning indicators are not relevant for members of a currency union; on the contrary, it may be even more important to monitor fundamental developments for currency union members given the lack of autonomous monetary and exchange rate policy (De Grauwe, 2012) . By using economic indicators 4 to monitor risk, there may be room to take preventive action earlier so as to ensure the stability of the union as a whole. Prob > chi2 0.00 0.00 0.00 0.00 ***, **, * denotes significance at 1, 5, and 10% level, respectively.
All samples
All variables are lagged by 4 quarters, except for EME, KAOPEN, KAOPEN*EME, and contagion ++net capital flows are measured as deviation from 5 years average +sample period is 1975Q1 -2011Q4, but due to missing observations, most data starts from the second half of 1980s.
