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Abstract
Let the probability measures N ; N = 2; 3; : : : be de3ned by N ({k;N}) = 1=N; N (A) = 0 for k;N ∈ A,
where k;N ; k =1; 2; : : : ; N are the zeros of the orthogonal polynomial PN+1(x), which is obtained recursively
by P0(x)=0; P1(x)=1; anPn+1(x)+an−1Pn−1(x)+bnPn(x)=xPn(x). Conditions on an and bn are found such
that the sequence N ; N =2; 3; : : : converges weakly to the Dirac measure at the point zero. This is achieved
through the convergence of the sequence of Stieltjes transforms
∫∞
−∞ dN (t)=(−t) to the function 1=. Typical
examples are the Al-Salam and Carlitz polynomials, the Wall polynomials, the Lommel polynomials and the
Tricomi–Carlitz polynomials.
c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 33A65; 41A60; 47A10
Keywords: Orthogonal polynomials; Stieltjes transform; Tridiagonal operators; Weak convergence of probability measures
1. Introduction
Assume that k;N ; k = 1; 2; : : : ; N are the zeros of the polynomial PN+1(x), which is de3ned
recursively by
anPn+1(x) + an−1Pn−1(x) + bnPn(x) = xPn(x); n¿ 1 (1.1)
P0(x) = 0; P1(x) = 1;
where an and bn are real sequences and an¿ 0. For each N¿ 2 is de3ned on the real line a
probability measure N by
N ({k;N}) = 1N ; N (A) = 0; k;N ∈ A; k = 1; 2; : : : ; N: (1.2)
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In the case of Tricomi–Carlitz polynomials, i.e. bn = 0 and
an =
[
n
(n+ a)(n+ a+ 1)
]1=2
; a¿ 0;
it has been proved in [2] that as N varies the sequence N converges weakly to the Dirac measure
 at the point zero ((A) = 1 if 0∈A; (A) = 0, if 0 ∈ A). This means
lim
N→∞
∫ ∞
−∞
f(x) dN =
∫ ∞
−∞
f(x) d (1.3)
for every continuous and bounded function f(x), or
lim
N→∞
1
N
N∑
k=1
f(k;N ) = f(0): (1.4)
This result has been achieved by proving that the sequence of Stieltjes transforms of N , i.e. the
sequence of functions∫ ∞
−∞
dN (t)
− t =
1
N
N∑
k=1
1
− k;N (1.5)
converges uniformly on compact subsets of C−R to the function 1=. Then by a well-known theorem
due to Grommer and Hamburger, it follows the weak convergence of N to .
The purpose of this article is to establish a class of symmetric orthogonal polynomials and a
class of non-symmetric orthogonal polynomials such that the sequence of the Stieltjes transforms
of the measures constructed by (1.2) converges uniformly on compact subsets of C − R to the
function 1=. Application of the Grommer–Hamburger theorem leads to several results concerning
weak convergence of N to the Dirac measure .
2. Main results
To the class of polynomials (1.1) corresponds a tridiagonal operator T de3ned on 3nite linear
combinations of a 3xed orthonormal basis en; n= 1; 2; : : : ; of a Hilbert space H as follows:
Ten = anen+1 + an−1en−1 + bnen; Te1 = a1e2 + b1e1: (2.1)
As it is well-known [5], T can be written as
T = AV ∗ + VA+ B; (2.2)
where A; B are the diagonal operators Aen = anen and Ben = bnen; V is the shift operator (Ven =
en+1; n¿ 1) and V ∗ its adjoint (V ∗e1 = 0; V ∗en = en−1; n¿ 2). In our investigation here the
sequences an and bn are bounded. So T is bounded and self-adjoint.
Our results are the following:
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Theorem 2.1. Assume that the conditions
N∑
k=1
a2k = o(N );
N∑
k=1
bk = o(N ) (2.3)
are satis3ed. Then
lim
N→∞
1
N
N∑
k=1
1
− k;N =
1

; (2.4)
where k;N are the zeros of the polynomial PN+1(x). The convergence is uniform on compact subsets
of C − R.
Proof. The diIerence
1
N
N∑
k=1
1
− k;N −
1

can be written as
1
N
N∑
k=1
1
− k;N −
1

=
1
N
N∑
k=1
k;N
− k;N =
1
2N
N∑
k=1
k;N − 2k;N + 2k;N
− k;N
=
1
2N
[
N∑
k=1
k;N +
N∑
k=1
2k;N
− k;N
]
: (2.5)
For every  with Im  = 0 there exists a positive number d such that |− k;N |¿d and∣∣∣∣∣ 1N
N∑
k=1
1
− k;N −
1

∣∣∣∣∣6 1||2N
∣∣∣∣∣
N∑
k=1
k;N
∣∣∣∣∣+ 1||2 dN
N∑
k=1
2k;N : (2.6)
We know [5] that k;N ; k = 1; 2; : : : ; N are the eigenvalues of the operator TN = LNTLN , where
T = AV ∗ + VA + B and LN is the orthogonal projection on the subspace HN , the Hilbert space
H spanned by the elements e1; e2; : : : ; eN , i.e. TNyk = k;Nyk ; ‖yk‖ = 1 or k;N = (TNyk ; yk) and
2k;N = (T
2
Nyk ; yk) = ‖TNyk‖2. Thus,
N∑
k=1
k;N =
N∑
k=1
(TNyk ; yk) (2.7)
and
N∑
k=1
2k;N =
N∑
k=1
‖TNyk‖2: (2.8)
Since the set of eigenvectors yk; k = 1; 2; : : : is complete in HN by a well-known property of
the Hilbert–Schmidth operators in operator theory the sum on the right side of (2.7) and (2.8) is
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independent of the orthonormal basis, i.e.,
N∑
k=1
(TNyk ; yk) =
N∑
k=1
(TNek ; ek) =
N∑
k=1
bk (2.9)
and
N∑
k=1
‖TNyk‖2 =
N∑
k=1
‖TNek‖2 = 2
N−1∑
k=1
a2k : (2.10)
From (2.9), (2.7) and (2.10), (2.8) we get, respectively,
lim
N→∞
1
N
N∑
k=1
k;N = 0
and
lim
N→∞
1
N
N∑
k=1
2k;N = 0:
Thus, from (2.6) relation (2.4) follows. This relation holds for every  with Im  = 0. The uniform
convergence on compact subsets of C − R follows immediately from (2.6), (2.9) and (2.10).
From Theorem 2.1 follows immediately the following corollary:
Corollary 2.1. Assume that bn = 0; n= 1; 2; : : : and the condition
N∑
k=1
a2k = o(N )
be satis3ed. Then
lim
N→∞
1
N
N∑
k=1
1
− k;N =
1

;
where k;N are the zeros of the polynomial PN+1(x). The convergence is uniform on compact subsets
of C − R.
Theorem 2.2. Let B=0; (bn=0; n=1; 2; : : :) and let T =AV ∗+VA be of Hilbert–Schmidth class,
i.e.
∑∞
n=1 ‖Ten‖2¡∞. Then the sequence of the Stieltjes transforms of the measure N converges
to the function 1=. The convergence is uniform on compact subsets of C − R.
Proof. T = AV ∗ + VA is of Hilbert–Schmidth class if and only if
∞∑
n=1
a2n ¡∞: (2.11)
The theorem follows from (2.11), (2.10), (2.9) and (2.6).
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Theorem 2.3. Let T = AV ∗ + VA + B be positive and of trace class. Then the sequence of the
Stieltjes transforms of the measure N converges uniformly to the function 1=.
Proof. We have
∫ ∞
−∞
dN (t)
− t −
1

=
1
N
N∑
k=1
1
− k;N −
1

=
1
N
N∑
k=1
k;N
− k;N : (2.12)
Also (TNx; x) = (LNTLNx; x) = (TLNx; LNx)¿ 0, so TN = LNTLN as de3ned in the proof of Theorem
2.1 is also positive for every N . Hence k;N¿ 0. For every  with Im  = 0 there exists a positive
number d such that |− k;N |¿d and from (2.12)
∣∣∣∣
∫ ∞
−∞
dN (t)
− t −
1

∣∣∣∣6 1||dN
N∑
k=1
k;N =
1
||dN
N∑
k=1
bk (2.13)
because of (2.7) and (2.9). But T is of trace class if and only if
∑∞
k=1 bk ¡∞. Thus, from (2.13),
lim
N→∞
∫ ∞
−∞
dN (t)
− t =
1

: (2.14)
Remark 1. Note that T is positive if and only if bn¿ 0 and the sequence a2n=bnbn+1 is a chain se-
quence, i.e., there exists a sequence gn with 06 g0¡ 1 and 0¡gn¡ 1; n¿ 1 such that a2n=bnbn+1=
gn(1− gn−1) [6].
3. Application of Grommer–Hamburger Theorem
The Grommer–Hamburger Theorem [7,3] states that:
If a sequence of probability measures N is such that the Stieltjes transforms converge uniformly
on compact subsets of C − R to a function f, then f is the Stieltjes transform of a probability
measure  and N converges weakly to .
This theorem together with Theorems 2.1–2.3 gives the following results:
Theorem 3.1. Let conditions (2.3) be satis3ed. Then the sequence N converges weakly to the
Dirac measure  at the point zero.
Theorem 3.2. If T = AV ∗ + VA is of Hilbert–Schmidth class then N converges weakly to .
Theorem 3.3. Let T = AV ∗ + VA + B be positive and of trace class. Then N converges weakly
to .
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4. Examples
(1) Tricomi–Carlitz polynomials: The Tricomi–Carlitz polynomials can be de3ned [1] by
nFn+1(x) + Fn−1(x) = x(n+ a− 1)Fn(x); a¿ 0; F0(x) = 0; F1(x) = 1: (4.1)
They can be transformed to the symmetric polynomials√
n
(n+ a)(n+ a− 1)Pn+1(x) +
√
n− 1
(n+ a− 1)(n+ a− 2)Pn−1(x) = xPn(x); (4.2)
P0(x) = 0; P1(x) = 1:
To these polynomials correspond the tridiagonal operator
T = AV ∗ + VA (4.3)
with
a2n =
n
(n+ a)(n+ a− 1) : (4.4)
The operator T in (4.3) is self-adjoint because the sequence  n in (4.4) is bounded. It is compact
because limn→∞ an = 0. Also, it is of Hilbert–Schmidth class because
∞∑
n=1
‖Ten‖2 = 2
∞∑
n=1
 2n ¡∞: (4.5)
Thus, Theorem 3.2 is applied.
(2) Lommel polynomials: The Lommel polynomials Ln;!(x) (of degree n) are usually de3ned [1]
by
Ln+1; !(x) + Ln−1; !(x) = 2(n+ !)Ln;!(x); L−1; !(x) = 0; L0; !(x) = 1; n¿ 0: (4.6)
They are the same as the polynomials
Rn+1; !(x) + Rn−1; !(x) = 2(n+ !− 1)Rn;!(x); R0; !(x) = 0; R1; !(x) = 1; n¿ 1: (4.7)
The polynomials Rn;!+1(x) have the same zeros as the polynomials Pn;!(x) which are de3ned by
1
2
√
(n+ !)(n+ !− 1) Pn+1; !(x) +
1
2
√
(n+ !− 1)(n+ !− 2) Pn−1; !(x) = xPn;!(x); (4.8)
P0; !(x) = 0; P1; !(x) = 1; n¿ 1:
For !¿− 1 these polynomials satisfy the condition of Theorem 3.2. Thus, the measures N de3ned
by the zeros of the Lommel polynomials converge weakly to the Dirac measure at the point zero.
(3) Wall polynomials: The Wall polynomials Wn(x) are de3ned [1] by
Wn+1(x) + b(1− qn)(1− bqn−1)q2nWn−1(x) + [b+ q− (1− q)bqn]qnWn(x) = xWn(x);
W−1(x) = 0; W0(x) = 1; n¿ 0; 0¡b¡ 1; 0¡q¡ 1:
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The Wall polynomials Wn(x) can be transformed to the orthonormal polynomials Vn(x) which satisfy
the recurrence relation√
b(1− qn)(1− bqn−1)q2nVn+1(x) +
√
b(1− qn−1)(1− bqn−2)q2n−2Vn−1(x)
+ [b+ q− (1 + q)bqn−1]qn−1Vn(x) = xVn(x); n¿ 1 (4.9)
with
V0(x) = 0; V1(x) = 1; 0¡b¡ 1; 0¡q¡ 1:
The operator which corresponds to the polynomials given by (4.9) is
T = AV ∗ + VA+ B (4.10)
with
an =
√
b(1− qn)(1− bqn−1)q2n (4.11)
and
bn = [b+ q− (1 + q)bqn−1]qn−1¿ 0: (4.12)
Since 0¡b¡ 1 and 0¡q¡ 1 the series
∑∞
n=1 bn converges because limn→∞ |bn+1=bn| = q¡ 1.
Thus, the operator T in (4.10) with an and bn given by (4.11) and (4.12) is of trace class, because∑∞
n=1(Ten; en)¡∞. Also, the sequence a2n=bnbn+1 for 0¡q¡ 1 and 0¡b6 15 is a chain sequence
because
a2n
bnbn+1
=
b(1− qn)(1− bqn−1)q2n
[b+ q− (1 + q)bqn−1]qn−1[b+ q− (1 + q)bqn]qn
¡
bq
b+ q− (1− q)b =
b
1− b6
1
4
; [1]:
So, the operator T in (4.10) is positive and of trace class. The conditions of Theorem 3.3 hold
therefore and N converges weakly to  for 0¡q¡ 1 and 0¡b6 15 .
(4) Al-Salam and Carlitz polynomials: The Al-Salam and Carlitz polynomials Uan (x) are de3ned
[1] by
Uan+1(x)− aqn−1(1− qn)Uan−1(x) + (1 + a)qnUan (x) = xUan (x);
U a−1(x) = 0; U
a
0 (x) = 1; a¡ 0; 0¡q¡ 1; n¿ 0
and can be transformed to the orthonormal polynomials Fan (x) which satisfy the recurrence relation√
−aqn−1(1− qn)Fan+1(x) +
√
−aqn−2(1− qn−1)Fan−1(x) + (1 + a)qnFan (x) = xFan (x);
Fa0 (x) = 0; F
a
1 (x) = 1: (4.13)
The operator T which corresponds to the polynomials Fan (x) in (4.13) is
T = AV ∗ + VA+ B (4.14)
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with
an =
√
−aqn−1(1− qn); bn = (1 + a)qn: (4.15)
Since 0¡q¡ 1, then
N∑
n=1
a2n =−a
[
N∑
n=1
qn−1 −
N∑
n=1
q2n−1
]
=
a
q− 1 [1− q
N−1 + q2N − q] = o(N )
and
N∑
n=1
bn = (1 + a)
N∑
n=1
qn−1 = (1 + a)
qN−1
q− 1 = o(N );
so the conditions of Theorem 3.1 are satis3ed and N converges weakly to the Dirac measure .
5. Extension of the results to the associated and scaled co-recursive polynomials
The associated polynomials Pn(x; c) to the polynomials Pn(x), which are de3ned by (1.1), are
obtained when we replace n by n+ c in the coeKcients an and bn in (1.1), i.e.
an+cPn+1(x; c) + an+c−1Pn−1(x; c) + bn+cPn(x; c) = xPn(x; c);
P0(x; c) = 0; P1(x; c) = 1; c¿ 0: (5.1)
The scaled co-recursive polynomials Pn(x; &; '; c) satisfy the recurrence relation
an+cPn+1(x; &; '; c) + an+c−1Pn−1(x; &; '; c) + (bn+c + &n;1)Pn(x; &; '; c)
= x(1 + ('− 1)n;1)Pn(x; &; '; c);
P0(x; &; '; c) = 0; P1(x; &; '; c) = 1; (5.2)
& = 0; '¿ 0; 1;1 = 1; n;1 = 0; n¿ 2:
[See about these polynomials in [4] and references therein.]
Let n;N (c) and !n;N (&; '; c) be the zeros of the polynomials PN+1(x; c) and PN+1(&; '; c), respec-
tively. From [4], we have been found the Newton sum rules
∑N
n=1!
k
n;N (&; '; c); k = 1; 2; : : : for the
zeros !n;N (&; '; c) in terms of Newton sum rules
∑N
n=1 
k
n;N (c), k = 1; 2; : : : for the zeros n;N (c).
More precisely, from [4, Theorem 2.1, p. 489], for k = 1; 2 we obtain, respectively:
N∑
n=1
!n;N (&; '; c) =
N∑
n=1
n;N (c) +
& + b1+c
'
− b1+c (5.3)
and
N∑
n=1
!2n;N (&; '; c) =
N∑
n=1
2n;N (c) +
(
& + b1+c
'
)2
+ 2a21+c
(
1
'
− 1
)
− b21+c: (5.4)
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We can also get from [4] the relation
N∑
n=1
n;N (c) =
N∑
n=1
bn+c (5.5)
and
N∑
n=1
2n;N (c) = 2
N−1∑
n=1
a2n+c +
N∑
n=1
b2n+c: (5.6)
For each N¿ 2 is de3ned a probability measure N on the real line by
N ({k;N (c)}) = 1N ; N (A) = 0; k;N (c) ∈ A; k = 1; 2; : : : ; N (5.7)
and
N ({!k;N (&; '; c)}) = 1N ; N (A) = 0; !k;N (&; '; c) ∈ A; k = 1; 2; : : : ; N (5.8)
for the zeros k;N (c) and !k;N (&; '; c) of the polynomials PN+1(x; c) and PN+1(x; &; '; c), respectively.
Then the sequences of Stieltjes transforms of the measures constructed by (5.7) and (5.8) are∫ ∞
−∞
dN (t)
− t =
1
N
N∑
n=1
1
− n;N (c) (5.9)
and ∫ ∞
−∞
dN (t)
− t =
1
N
N∑
n=1
1
− !n;N (&; '; c) : (5.10)
If the coeKcients an and bn in (1.1) satisfy the assumptions of Theorems 2.1–2.3, then the
coeKcients an+c and bn+c in (5.1) will satisfy the same assumptions, so the relation
lim
N→∞
1
N
N∑
n=1
1
− n;N (c) =
1

(5.11)
holds and using (5.3) and (5.4) the relation
lim
N→∞
1
N
N∑
n=1
1
− !n;N (&; '; c) =
1

(5.12)
holds too. More precisely, we obtain the following results:
Theorem 5.1. Let conditions (2.3) be satis3ed. Then the sequences N ({k;N (c)}) and
N ({!k;N (&; '; c)}, given by (5.7) and (5.8), respectively, converge weakly to the Dirac measure 
at the point zero.
Theorem 5.2. Let B= 0 and let T = AV ∗ + VA be of Hilbert–Schmidth class. Then the sequences
N ({k;N (c)}) and N ({!k;N (&; '; c)} converge weakly to .
Theorem 5.3. Let T=AV ∗+VA+B be positive and of trace class. Then the sequences N ({k;N (c)})
and N ({!k;N (&; '; c)}, converge weakly to .
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