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In this paper, we investigate the growth of two composite entire functions of ﬁnite
iterated order and a series of comparative growths of logp+q T (r, f (g)) (p,q ∈ N) with
logp T (r, f ) and logq T (r, g). At the end of this paper, we apply some growth results into
the factorization of the solutions of linear differential equation. We achieve some results
which are the improvements and extensions of the previous results.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and notations
Let f (z) and g(z) be two transcendental entire functions. It is well known that limr→∞ log T (r, f (g))T (r, f ) = ∞ and
limr→∞ log T (r, f (g))T (r,g) = ∞ (see [2]). Many authors have investigated the composition of two entire functions with ﬁnite
order and achieved many great results (e.g. see [1,2,8–13,19]). It should be noted that few paper is concerned with the
composition of entire functions with inﬁnite order. What is the case for the composition of entire functions with inﬁnite
order. The aim of our paper is to investigate the composition of entire functions with ﬁnite iterated order. In Section 3,
we investigate the growth of two composite entire functions of ﬁnite iterated order. In Section 4, we investigate a series of
comparative growths of logp+q T (r, f (g)) (p,q ∈ N) with logp T (r, f ) and logq T (r, g). At the end of this paper, we apply
some growth results into the factorization of the solutions of linear differential equation.
Let f (z) be a meromorphic function, by Nevanlinna theory and some standard notations (see [5,7]), we use ρ( f ), μ( f )
to denote the order and the lower order of f (z) respectively, i.e.,
ρ( f ) = lim
r→∞
log T (r, f )
log r
, μ( f ) = lim
r→∞
log T (r, f )
log r
.
We use ρ2( f ) to denote the hyper order of f (z) (see [17]), is deﬁned to be
ρ2( f ) = lim
r→∞
log log T (r, f )
log r
.
In the following, we will introduce some notations about iterated order. Let us deﬁne for all r ∈ [0,∞), exp1 r = er and
expi+1 r = exp(expi r) (i ∈ N). For all suﬃciently large r, we deﬁne log1 r = log r, logi+1 r = log(logi r) (i ∈ N). To denote the
rate of growth of entire function of inﬁnite order precisely, we introduce the notations of iterated order (see [6]).
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296 J. Tu et al. / J. Math. Anal. Appl. 353 (2009) 295–304Deﬁnition 1.1. The iterated i order ρi( f ) of an entire function f is deﬁned by
ρi( f ) = lim
r→∞
logi+1 M(r, f )
log r
= lim
r→∞
logi T (r, f )
log r
(i ∈ N). (1.1)
Similarly, we can deﬁne the iterated i lower order μi( f ) of an entire function f by
μi( f ) = lim
r→∞
logi+1 M(r, f )
log r
= lim
r→∞
logi T (r, f )
log r
(i ∈ N). (1.2)
Deﬁnition 1.2. The ﬁniteness degree of the order of an entire function f is deﬁned by
i( f ) =
⎧⎪⎨
⎪⎩
0 for f polynomial,
min{ j ∈ N: ρ j( f ) < ∞} for f transcendental for which some j ∈ N with ρ j( f ) < ∞ exists,
∞ for f with ρ j( f ) = ∞ for all j ∈ N.
(1.3)
From the above deﬁnitions, it is easy to see that i( f ) and i(g) are positive integers.
2. Some lemmas
Lemma 2.1. (See [11].) Let f (z) and g(z) be entire functions. If M(r, g) > 2+εε |g(0)| for any ε > 0, then
T
(
r, f (g)
)
< (1+ ε)T (M(r, g), f ). (2.1)
In particular if g(0) = 0, then
T
(
r, f (g)
)
 T
(
M(r, g), f
)
(2.2)
for all r > 0.
Lemma 2.2. (See [2].) Let f (z) and g(z) be entire functions with g(0) = 0. Let α satisfy 0 < α < 1 and let c(α) = (1−α)24α . Then for
r > 0,
M
(
M(r, g), f
)
 M
(
r, f (g)
)
 M
(
c(α)M(αr, g), f
)
. (2.3)
Furthermore if α = 12 , for suﬃciently large r,
M
(
r, f (g)
)
 M
(
1
8
M
(
1
2
r, g
)
, f
)
. (2.4)
Lemma 2.3. (See [3,14].) Let F j(z) and h j(z) ( j = 0,1,2, . . . ,m) be not identically vanishing meromorphic functions, and g(z) be a
nonconstant entire function. There exists an unbounded positive sequence {rn}∞n=1 satisfying
m∑
j=0
T (rn,h j) K T (rn, g),
where K is a positive constant. If F j(z) and h j(z) ( j = 0,1,2, . . . ,m) satisfy
F0(g)h0 + · · · + Fm(g)hm ≡ 0,
then there exist polynomials P0, P1, . . . , Pm not all identically zero such that
P0(g)h0 + P1(g)h1 + · · · + Pm(g)hm ≡ 0. (2.5)
Furthermore, if h j ( j = 0,1, . . . ,m) are not all identically zero, then there exist not all identically zero polynomials Q 0, Q 1, . . . , Qm
such that
F0(z)Q 0 + F1(z)Q 1 + · · · + Fm(z)Qm ≡ 0. (2.6)
Lemma 2.4. (See [15].) Let f (z) be a transcendental entire solution of differential equation
a2(z) f
′′ + a1(z) f ′ + a0(z) f = 0, (2.7)
where a2(z) ≡ 0, a1(z), a0(z) are polynomials. Then μ( f ) > 0.
Lemma 2.5. (See [6].) Let A(z) be an entire function of iterated order with i(A) = p, 0 < p < ∞. Then ρp+1( f ) = ρp(A) holds for all
nontrivial solutions of f ′′ + A(z) f = 0.
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Theorem 3.1. Let f (z), g(z) be entire functions of ﬁnite iterated order with i( f ) = p, i(g) = q, if μp( f ) > 0, then i( f (g)) = p + q
and ρp+q( f (g)) = ρq(g).
Proof. By deﬁnition, we have
ρp( f ) = lim
r→∞
logp T (r, f )
log r
, ρq(g) = lim
r→∞
logq+1 M(r, g)
log r
.
Then for any given ε > 0 and for suﬃciently large r, we have
T (r, f ) expp−1
{
rρp( f )+ε
}
, M(r, g) expq
{
rρq(g)+ε
}
.
By Lemma 2.1, for suﬃciently large r, we have
T
(
r, f (g)
)
 2T
(
M(r, g), f
)
 2expp−1
{[
M(r, g)
]ρp( f )+ε} 2expp{c1 expq−1{c2rρq(g)+ε}}, (3.1)
where c1 > ρp( f ), c2  1 are constants, not necessarily the same at each occurrence. Then by (3.1) and by deﬁnition we
have
lim
r→∞
logp+q T (r, f (g))
log r
 ρq(g). (3.2)
On the other hand, since i(g) = q, we have
lim
r→∞
logq+1 M(r, g)
log r
= ρq(g).
If ρq(g) > 0, there exists a sequence {rn} → ∞ such that for any given ε (0 < ε < ρq(g)) and for suﬃciently large rn , we
have
M(rn, g) expq
{
r
ρq(g)−ε
n
}
. (3.3)
We denote {rn} a sequence tending to inﬁnity, not necessarily the same at each occurrence. Since μp( f ) > 0 and by the
same reasoning as K. Niino and C.C. Yang (see [12]), for suﬃciently large rn , we have
T
(
rn, f (g)
)
 1
3
logM
(
1
8
M
(
rn
4
, g
)
+ o(1), f
)
 1
3
logM
(
1
9
M
(
rn
4
, g
)
, f
)
 1
3
expp−1
{[
1
9
M
(
rn
4
, g
)]μp( f )−ε}
 1
3
expp−1
{
c1 expq
{
c2r
ρq(g)−ε
n
}}
, (3.4)
where c1, c2 are positive constants. By (3.3) and (3.4), we have
lim
rn→∞
logp+q T (rn, f (g))
log rn
 ρq(g), (3.5)
then by (3.2) and (3.5), we get
lim
r→∞
logp+q T (r, f (g))
log r
= ρq(g).
Therefore, we have i( f (g)) = p + q and ρp+q( f (g)) = ρq(g) if ρq(g) > 0.
If ρq(g) = 0, by deﬁnition, we have
lim
r→∞
logq M(r, g)
log r
= ∞,
therefore there exists a sequence {rn} → ∞ such that for arbitrary A > 0, we have
lim
rn→∞
logq M(rn, g)
log rn
 A, M(rn, g) expq−1
{
r An
}
. (3.6)
By (3.4) and (3.6), we have
lim
rn→∞
logp+q−1 T (rn, f (g))
log rn
 A.
Since A is arbitrarily large, then we get
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r→∞
logp+q−1 T (r, f (g))
log r
= ∞. (3.7)
By (3.2) and (3.7), we have i( f (g)) = p + q and ρp+q( f (g)) = ρq(g) = 0. 
By the similar reasoning as in Theorem 3.1, we can easily obtain the following results:
Corollary 3.1. Let f (z), g(z) be entire functions of ﬁnite iterated order, then the following statements hold:
(a) If 0 < μp( f ) < ∞, p  i( f ) l and i(g) = q, then p + q i( f (g)) l + q, ρp+q( f (g)) ρq(g) and ρl+q( f (g)) ρq(g).
(b) If i( f ) = p, i(g) = q, then i( f (g)) p + q and ρp+q( f (g)) ρq(g).
(c) If i( f (g)) = p + q and 0 < μp( f ) ρp( f ) < ∞, then i(g) = q and ρp+q( f (g)) = ρq(g).
(d) If 0 < μ( f ) ρ( f ) < ∞, then ρp( f p) = ρ( f ), where f p denotes the p time iteration of f (z).
Corollary 3.2. Let f (z), g(z) be entire functions with i(g) = 1, if i( f (g)) = p, then p − 1 i( f ) p and ρp( f ) = 0.
Proof. Since i( f (g)) = p, set ρp( f (g)) = α < ∞, then for any given ε > 0 and for suﬃciently large r, we have
M
(
r, f (g)
)
 expp
{
rα+ε
}
. (3.8)
Since i(g) = 1, then g(z) is transcendental, for suﬃciently large r and for arbitrarily large m, we have
1
9
M
(
r
2
, g
)
 rm. (3.9)
By Lemma 2.2 and by (3.9), we have
M
(
rm, f
)
 M
(
1
9
M
(
r
2
, g
)
, f
)
 M
(
r, f (g)
)
 expp
{
rα+ε
}
. (3.10)
By (3.10), we have
M(r, f ) expp
{
r
α
m +ε}. (3.11)
By (3.11), we have ρp( f ) αm , since m is arbitrarily large, we get ρp( f ) = 0. 
Theorem 3.2. Let f (z), g(z) be entire functions of ﬁnite iterated order such that 0 < ρp( f ) < ∞ and 0 < μq(g) ρq(g) < ∞, then
i( f (g)) = p + q and μq(g) ρp+q( f (g)) ρq(g).
Proof. Since ρp( f ) > 0, there exists a sequence {Rn} tending to inﬁnity such that for any given ε (0 < ε < ρp( f )) and for
suﬃciently large Rn , we have
M(Rn, f ) expp
{
R
ρp( f )−ε
n
}
. (3.12)
Since M(r, g) is an increasing continuous function, then there exists a sequence {rn} tending to inﬁnity satisfying Rn =
1
9M(
rn
2 , g) such that for suﬃciently large rn and by Lemma 2.2, we have
M
(
rn, f (g)
)
 M
(
1
9
M
(
rn
2
, g
)
, f
)
= M(Rn, f ) expp
{
c1 expq
{
r
μq(g)−ε
n
}}
. (3.13)
From (3.13), we have ρp+q( f (g))μq(g). On the other hand, we have
M
(
r, f (g)
)
 M
(
M(r, g), f
)
 expp+1
{
c expq−1
{
rρq(g)+ε
}}
. (3.14)
From (3.14), we have ρp+q( f (g)) ρq(g). Therefore, we get i( f (g)) = p + q and μq(g) ρp+q( f (g)) ρq(g). 
Corollary 3.3. Let f (z), g(z) be entire functions of ﬁnite iterated order, then the following statements hold:
(a) If 0 < ρp( f ) < ∞ and 0 < μq(g), q i(g) l, then p + q i( f (g)) l + q, ρp+q( f (g))μq(g) and ρp+l( f (g)) ρl(g).
(b) If f (z), g(z) satisfy the hypotheses of Theorem 3.2 and 0 < μq(g) = ρq(g), then ρp+q( f (g)) = ρq(g).
(c) If i( f (g)) = p + q and 0 < ρp( f ) < ∞, then i(g) q and iμ(g) q.
(d) If i( f (g)) = q and 0 < μq(g) ρq(g) < ∞, then ρ( f ) = 0.
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Theorem A. (See [19].) Let f (z), g(z) be entire functions of ﬁnite order such that g(0) = 0 and ρ(g) < μ( f ) ρ( f ), then
lim
r→∞
log T (r, f (g))
T (r, f )
= 0.
The following theorem improves Theorem A to composite entire functions with ﬁnite iterated order.
Theorem 4.1. Let f (z), g(z) be entire functions of iterated order with i( f ) = p, i(g) = q, ρq(g) < μp( f ) ρp( f ), then
lim
r→∞
logq T (r, f (g))
T (r, f )
= 0, lim
r→∞
logq+1 M(r, f (g))
logM(r, f )
= 0.
Proof. By deﬁnition, for suﬃciently large r, we have
expp−1
{
rμp( f )−ε
}
 T (r, f ) expp−1
{
rρp( f )+ε
}
, M(r, g) expq
{
rρq(g)+ε
}
. (4.1)
By (4.1) and by Lemma 2.1, we get
T
(
r, f (g)
)
 T
(
M(r, g), f
)
 expp−1
{[
M(r, g)
]ρp( f )+ε} expp{c1 expq−1{rρq(g)+ε}}. (4.2)
Hence for suﬃciently large r and for any given ε (0 < 2ε < μp( f ) − ρq(g)), we have
logq T (r, f (g))
T (r, f )

expp−q{c1 expq−1{rρq(g)+ε}}
expp−1{rμp( f )−ε}
→ 0.
By similar reasoning, for suﬃciently large r, we have
expp−1
{
rμp( f )−ε
}
 logM(r, f ) expp−1
{
rρp( f )+ε
}
, M(r, g) expq
{
rρq(g)+ε
}
. (4.3)
By (4.3), we get
M
(
r, f (g)
)
 M
(
M(r, g), f
)
 expp+1
{
c1 expq−1
{
rρq(g)+ε
}}
.
Hence
logq+1 M(r, f (g))
logM(r, f )

expp−q{c1 expq−1{rρq(g)+ε}}
expp−1{rμp( f )−ε}
→ 0.
Thus we complete the proof of Theorem 4.1. 
Example. The condition ρq(g) < μp( f ) in Theorem 4.1 is necessary. For example p = q = 1, f (z) = g(z) = ez , then we have
μ( f ) = ρ( f ) = ρ(g) = 1 and
T (r, f ) = T (r, g) = r
π
, T
(
r, f (g)
)∼ er
(2π3r)
1
2
.
So
lim
r→∞
log2 T (r, f (g))
T (r, f )
= π = 0.
Another example p = 2, q = 3, f (z) = exp2(z), g(z) = exp3(z), then we have μ2( f ) = ρ2( f ) = ρ3(g) = 1 and
lim
r→∞
log4 M(r, f (g))
logM(r, f )
= e
r
er
= 1 = 0.
Theorem 4.2. Let f (z), g(z) be entire functions of ﬁnite iterated order with i( f ) = p, i(g) = q, ρq(g) < ρp( f ), then
lim
r→∞
logq T (r, f (g))
T (r, f )
= 0, lim
r→∞
logq+1 M(r, f (g))
logM(r, f )
= 0.
Proof. By deﬁnition, there exists a sequence {rn} → ∞ such that for any given ε (ε > 0) and for suﬃciently large rn , we
have
T (rn, f ) expp−1
{
r
ρp( f )−ε
n
}
.
By similar reasoning in Theorem 4.1, we can obtain the conclusion of Theorem 4.2. 
Similarly, we can obtain the following result.
300 J. Tu et al. / J. Math. Anal. Appl. 353 (2009) 295–304Theorem 4.3. Let f (z), g(z) be entire functions of ﬁnite iterated order with i( f ) = p, i(g) = q, μq(g) < μp( f ) ρp( f ), then
lim
r→∞
logq T (r, f (g))
T (r, f )
= 0, lim
r→∞
logq+1 M(r, f (g))
logM(r, f )
= 0.
Theorem B. (See [13].) Let f (z), g(z) be entire functions of ﬁnite order with 0 < μ( f ) ρ( f ) < ρ(g), then
lim
r→∞
log T (r, f (g))
T (r, f )
= ∞.
Theorem 4.4. Let f (z), g(z) be entire functions of ﬁnite iterated order such that 0 < μp( f ) ρp( f ) < ρq(g) < ∞, then
lim
r→∞
logq T (r, f (g))
T (r, f )
= ∞, lim
r→∞
logq+1 M(r, f (g))
logM(r, f )
= ∞.
Proof. By deﬁnition, there exists a sequence {rn} → ∞ such that for any given ε (ε > 0), we have
M(rn, g) expq
{
r
ρq(g)−ε
n
}
, T (rn, f ) expp−1
{
r
ρp( f )+ε
n
}
. (4.4)
By (3.4) and (4.4), we get
T
(
rn, f (g)
)
 1
3
expp
{
c1 expq−1
{
c2r
ρq(g)−ε
n
}}
. (4.5)
By (4.4) and (4.5), we have
logq T (rn, f (g))
T (rn, f )

expp−q{c1 expq−1{c2rρq(g)−εn }} + O (1)
expp−1{rρp( f )+εn }
.
Since ρq(g) > ρp( f ), then for any given ε (0 < 2ε < ρq(g) − ρp( f )) and for suﬃciently large rn , we have
lim
r→∞
logq T (r, f (g))
T (r, f )
 lim
rn→∞
logq T (rn, f (g))
T (rn, f )
→ ∞.
By similarly reasoning, we also have
lim
r→∞
logq+1 M(r, f (g))
logM(r, f )
= ∞.
Thus, we prove Theorem 4.4. 
By similar reasoning as in Theorem 4.4, we have the following results.
Theorem 4.5. Let f (z), g(z) be entire functions of ﬁnite iterated order such that 0 < μp( f ) < μq(g) < ∞, then
lim
r→∞
logq T (r, f (g))
T (r, f )
= ∞, lim
r→∞
logq+1 M(r, f (g))
logM(r, f )
= ∞.
Theorem 4.6. Let f (z), g(z) be entire functions of ﬁnite iterated order such that 0 < μp( f ) ρp( f ) < μq(g) < ∞, then
lim
r→∞
logq T (r, f (g))
T (r, f )
= ∞, lim
r→∞
logq+1 M(r, f (g))
logM(r, f )
= ∞.
Theorem C. (See [13].) Let f (z), g(z) be transcendental entire functions of ﬁnite order. Let g(0) = 0 and let μ(g) > 0. Then
lim
r→∞
log log T (r, f (g))
log T (r, g)
 ρg
μg
.
Theorem D. (See [9].) Let f (z), g(z) be entire functions such that 0 < μ( f ) ρ( f ) < ∞ and 0 < μ(g) ρ(g) < ∞, then
μ(g)
ρ( f )
 lim
r→∞
log2 T (r, f (g))
log T (r, f (k))
 lim
r→∞
log2 T (r, f (g))
log T (r, f (k))
 ρ(g)
μ( f )
for k = 0,1,2, . . . .
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then
μq(g)
ρp( f )
 lim
r→∞
logp+q T (r, f (g))
logp T (r, f )
min
{
μq(g)
μp( f )
,
ρq(g)
ρp( f )
}
max
{
μq(g)
μp( f )
,
ρq(g)
ρp( f )
}
 lim
r→∞
logp+q T (r, f (g))
logp T (r, f )
 ρq(g)
μp( f )
.
Proof. By deﬁnition, for suﬃciently large r and for any given ε > 0, we have
(
μp( f ) − ε
)
log r  logp T (r, f )
(
ρp( f ) + ε
)
log r. (4.6)
By similar reasoning in (3.2) and (3.4), for suﬃciently large r and for any given ε > 0, we have
(
μq(g) − ε
)
log r  logp+q T
(
r, f (g)
)

(
ρq(g) + ε
)
log r. (4.7)
By (4.6) and (4.7), for suﬃciently large r, we have
ρq(g) + ε
μp( f ) − ε 
logp+q T (r, f (g))
logp T (r, f )
= logp+q T (r, f (g))
log r
· log r
logp T (r, f )
 μq(g) − ε
ρp( f ) + ε . (4.8)
Since ε > 0 is arbitrary, we get from (4.8)
lim
r→∞
logp+q T (r, f (g))
logp T (r, f )
 μq(g)
ρp( f )
, lim
r→∞
logp+q T (r, f (g))
logp T (r, f )
 ρq(g)
μp( f )
. (4.9)
By deﬁnition, there exist two sequences {rn} and {rm} tending to inﬁnity such that for suﬃciently large rn and rm , we have
logp T (rn, f )
(
ρp( f ) − ε
)
log rn, logp T (rm, f )
(
μp( f ) + ε
)
log rm, (4.10)
where {rn} and {rm} denote two sequences tending to inﬁnity. By similar reasoning in (3.4) and (3.1), there exist two
sequences {r′n} and {r′m} tending to inﬁnity such that for suﬃciently large r′n and r′m , we have
logp+q T
(
r′n, f (g)
)

(
ρq(g) − ε
)
log r′n, logp+q T
(
r′m, f (g)
)

(
μq(g) + ε
)
log r′m. (4.11)
By (4.6)–(4.9), (4.10)–(4.11) we have
lim
r→∞
logp+q T (r, f (g))
logp T (r, f )
min
{
μq(g)
μp( f )
,
ρq(g)
ρp( f )
}
max
{
μq(g)
μp( f )
,
ρq(g)
ρp( f )
}
 lim
r→∞
logp+q T (r, f (g))
logp T (r, f )
.
Therefore we complete the proof of Theorem 4.7. 
Corollary 4.1. Let f (z), g(z) satisfy the hypotheses of Theorem 4.7, then
μq(g)
ρp( f )
 lim
r→∞
logp+q T (r, f (g))
logp T (r, f (k))
min
{
μq(g)
μp( f )
,
ρq(g)
ρp( f )
}
max
{
μq(g)
μp( f )
,
ρq(g)
ρp( f )
}
 lim
r→∞
logp+q T (r, f (g))
logp T (r, f (k))
 ρq(g)
μp( f )
for k = 1,2, . . . .
Remark 4.1. We can obtain the same result when we replace T (r, f (g)), T (r, f ) with logM(r, f (g)), logM(r, f ) in Theo-
rem 4.7 and Corollary 4.1.
Theorem 4.8. Let f (z), g(z) be entire functions of ﬁnite iterated order such that 0 < μp( f )  ρp( f ) < ∞ and 0 < μq(g) 
ρq(g) < ∞, then
μq(g)
ρq(g)
 lim
r→∞
logp+q T (r, f (g))
logq T (r, g)
 1 lim
r→∞
logp+q T (r, f (g))
logq T (r, g)
 ρq(g)
μq(g)
,
μq(g)
ρq(g)
 lim
r→∞
logp+q+1 M(r, f (g))
logq+1 M(r, g)
 1 lim
r→∞
logp+q+1 M(r, f (g))
logq+1 M(r, g)
 ρq(g)
μq(g)
.
Proof. By deﬁnition, for suﬃciently large r and for any given ε > 0, we have
logq T (r, g)
(
ρq(g) + ε
)
log r. (4.12)
By similar reasoning in (3.4), for suﬃciently large r, we have
302 J. Tu et al. / J. Math. Anal. Appl. 353 (2009) 295–304T
(
r, f (g)
)
 1
3
logM
(
1
9
M
(
r
4
, g
)
, f
)
 1
3
expp−1
{[
1
9
M
(
r
4
, g
)]μp( f )−ε}
 1
3
expp
{
c1 expq−1
{
rμq(g)−ε
}}
. (4.13)
From (4.12) and (4.13), we get
logp+q T (r, f (g))
logq T (r, g)
= logp+q T (r, f (g))
log r
· log r
logq T (r, g)
 μq(g) − ε
ρq(g) + ε . (4.14)
Since ε(> 0) is arbitrary, we get from (4.14)
lim
r→∞
logp+q T (r, f (g))
logq T (r, g)
 μq(g)
ρq(g)
. (4.15)
By deﬁnition, there exists a sequence rn tending to inﬁnity such that for suﬃciently large rn , we have
logq T (rn, g)
(
ρq(g) − ε
)
log rn. (4.16)
By Theorem 3.1 and by deﬁnition, for any given ε > 0 and for suﬃciently large r, we have
logp+q T
(
r, f (g)
)

(
ρq(g) + ε
)
log r, logq T (r, g)
(
ρq(g) + ε
)
log r,
logq T (r, g)
(
μq(g) − ε
)
log r. (4.17)
By (4.16) and the ﬁrst inequality of (4.17), we have
lim
r→∞
logp+q T (r, f (g))
logq T (r, g)
 1. (4.18)
By the ﬁrst and third inequalities of (4.17), we have
lim
r→∞
logp+q T (r, f (g))
logq T (r, g)
 ρq(g)
μq(g)
. (4.19)
By similar reasoning in (4.13), there exists a sequence {rm} tending to inﬁnity such that for suﬃciently large rm , we have
T
(
rm, f (g)
)
 1
3
expp−1
{[
1
9
M
(
rm
4
, g
)]μp( f )−ε}
 1
3
expp
{
c1 expq−1
{
r
ρq(g)−ε
m
}}
. (4.20)
By the second inequality of (4.17) and (4.20), we have
lim
r→∞
logp+q T (r, f (g))
logq T (r, g)
 1. (4.21)
Then from (4.15), (4.16), (4.19) and (4.21), we prove Theorem 4.8.
By similar reasoning as above, we have
μq(g)
ρq(g)
 lim
r→∞
logp+q+1 M(r, f (g))
logq+1 M(r, g)
 1 lim
r→∞
logp+q+1 M(r, f (g))
logq+1 M(r, g)
 ρq(g)
μq(g)
. 
Corollary 4.2. Let f (z), g(z) satisfy the hypotheses of Theorem 4.8, if μq(g) = ρq(g), then
lim
r→∞
logp+q T (r, f (g))
logq T (r, g)
= lim
r→∞
logp+q+1 M(r, f (g))
logq+1 M(r, g)
= 1.
Corollary 4.3. Let f (z), g(z) satisfy the hypotheses of Theorem 4.8, then
μq(g)
ρq(g)
 lim
r→∞
logp+q T (r, f (g))
logq T (r, g(k))
 1 lim
r→∞
logp+q T (r, f (g))
logq T (r, g(k))
 ρq(g)
μq(g)
,
μq(g)
ρq(g)
 lim
r→∞
logp+q+1 M(r, f (g))
logq+1 M(r, g(k))
 1 lim
r→∞
logp+q+1 M(r, f (g))
logq+1 M(r, g(k))
 ρq(g)
μq(g)
for k = 1,2, . . . .
Remark 4.2. As for the composition of f (g) with iterated order, there are still much work to do, such as the zeros and ﬁxed
points of f (g). The case where the outer function f (z) is meromorphic would be particularly interesting.
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A transcendental meromorphic function f (z) is factorizable, if f (z) is of the form
f (z) = g(h(z)),
where g(z) is transcendental, meromorphic and h(z) is transcendental, entire. g(z) is called the left factor of the factoriza-
tion of f (z), h(z) the right factor of the factorization of f (z). f (z) is prime, if for every factorization of f (z) of the form
f (z) = g(h(z)), either g(z) is bilinear or h(z) is linear. If g(z) is always a rational function, or h(z) is always polynomial,
f (z) is said to be pseudo prime. Steinmetz pointed out that any nontrivial solution of linear differential equations with
rational coeﬃcients is pseudo prime (see [14]). Zheng and He studied the solutions of some second order homogeneous
linear differential equations, and proved some solutions are prime, and some are factorizable (see [18]).
Consider the following second order linear differential equation
f ′′ + A(z) f = 0, (5.1)
where A(z) is a transcendental entire function of ﬁnite order. It is well known that every nontrivial solution f (z) of (5.1)
is of inﬁnite order and satisﬁes ρ2( f ) = ρ(A) (see [4]). If f (z) = 0, then f (z) = eg(z) and ρ(g) = ρ(A), i.e. f (z) is factor-
izable, its right factor of the factorization is of the same order as A(z), where g(z) is entire. When A(z) is transcendental
meromorphic, the case becomes more diﬃcult. In 2005, S. Wang obtained the following results in [16]:
Theorem E. Let A(z) be transcendental meromorphic, and let f (z) be a nontrivial solution of (4.1). If f (z) = g(h(z)) is factorizable,
then ρ(h) ρ(A).
Corollary F. Let A(z) be transcendental meromorphic, and let f (z) be a nontrivial solution of (4.1). If f (z) = g(h(z)) and ρ(h) >
ρ(A), then g(z) is rational.
In the following, we will investigate the case when A(z) is an entire function with iterated order satisfying i(A) = p and
ρp(A) < ∞. Can we obtain the similar result as Theorem E? The answer is aﬃrmative. Our main result may be stated as
follows:
Theorem 5.1. Let A(z) be an entire function with ρp(A) < ∞, and let f (z) be a nontrivial solution of (5.1). If f (z) = g(h(z)) is
factorizable and i(g) = 1, then i(h) = p and ρp(h) = ρp(A).
Proof. Since f (z) is a nontrivial solution of (5.1), then by Lemma 2.5, we have ρp+1( f ) = ρp(A). First we show that
ρp(h) ρp(A). Assume that ρp(h) > ρp(A). By deﬁnition, there is an unbounded sequence rn → ∞ such that for any given
ε (0 < 2ε < ρp(h) − ρp(A)) and for suﬃciently large rn , we have
T (rn,h) > expp−1
{
r
ρp(A)+ε
n
}
. (5.2)
Take r ∈ [rn,2rn], and then
T (r,h) T (rn,h) > expp−1
{
r
ρp(A)+ε
n
}
 expp−1
{
crρp(A)+ε
}
, (5.3)
where c = ( 12 )ρp(A)+ε is a constant. For suﬃciently large r, we have
T (r, A) expp−1
{
rρp(A)+
ε
2
}
 expp−1
{
crρp(A)+ε
}
. (5.4)
Set E =⋃∞n=1[rn,2rn], it is easy to see that E has inﬁnite linear measure, by (5.3) and (5.4), we have
T (r,h) T (r, A), r ∈ E. (5.5)
Since h is entire, by Nevanlinna theory, we have
T (r,h′′) < 2T (r,h), T
(
r,h′2
)
< 3T (r,h), r /∈ E1, (5.6)
where E1 is a set having ﬁnite linear measure. From (5.5) and (5.6), we obtain that there is a sequence {rm} ⊂ E\E1 such
that rm → ∞ as m → ∞ and
T
(
rm,h
′2)+ T (rm,h′′) + T (rm, A) < 6T (rm,h).
Substituting f (z) = g(h(z)) into (5.1), we have
g′′(h)h′2 + g′(h)h′′ + Ag(h) ≡ 0.
304 J. Tu et al. / J. Math. Anal. Appl. 353 (2009) 295–304By Lemma 2.3, we obtain that there exist not all identically zero polynomials Q 0, Q 1, Q 2 such that
g(z)Q 0 + g′(z)Q 1 + g′′(z)Q 2 ≡ 0.
By Lemma 2.4, we get μ(g) > 0, then by Corollary 3.1(b), we have ρp(A) = ρp+1( f ) ρp(h). This is a contradiction to our
assumption, so ρp(h)  ρp(A). On the other hand, since i(g) = 1, then by Corollary 3.1(a), we have ρp(A) = ρp+1( f ) 
ρp(h). Therefore, we have i(h) = p and ρp(A) = ρp(h). 
Corollary 5.1. Let A(z) be an entire function with ρp(A) < ∞, and let f (z) be a solution of (5.1). If f (z) = g(h(z)) is factorizable and
0 < μq(g) ρq(g) < ∞, 0 < q p, then i(h) = p + 1− q and ρp+1−q(h) = ρp(A).
Proof. By Lemma 2.5 and Corollary 3.1(d), we can easily obtain the conclusion of Corollary 5.1. 
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