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In the theory of linear differential equations with variable coefficients on R
the term "reducibility" usually means, e.g. (Fink, 1974) , construction of a matrix B(t) such that the equation (1) by means of substitution~( ) ( ) ( ) x t B t x t = may be transformed to the equation with constant coefficients for some vector function~( ) x t :
The reducibility problem is sufficiently well studied not only for type (1) equations, but also for impulse type equations whose trajectories have jumps
at time moments defined by some sequence tÎS := {t k ,kÎN}, e.g., (Fink, 1974) . In this paper we also analyse systems of types (1) - (3), but in our case matrices in the right-hand side of these equations are not only time but also stochastic process dependent.
We shall use the following notations and proposals:
• (W, F, F t , P) -filtered probability space;
• { ( ), } y t t ³ 0 -homogeneous right-continuous piecewiseconstant Poisson Markov process with a finite state space Y = {y 1 ,y 2 ,...,y r }Ì R;
• Q -infinitesimal operator of the aforementioned Markov process, given on a space of functions by the equation 
with transitional probability of the embedded Markov chain p(y,z) that satisfies the condition p(y,y) º 0;
• s(Q) -spectrum of the infinitesimal operator (4) that can be represented as the union of sets:
where s r r Ì £-< {Re } z 0 and 0 is an isolated spectrum point with multiplicity 1. This definition implies exponential ergodicity (Dynkin, 1965) of the process {y(t)}, i.e., there exists a distribution {m(y), yÎY}, such that all distributions of the process y(t) PROCEEDINGS OF THE LATVIAN ACADEMY OF SCIENCES. Section B, Vol. 70 (2016) , No. 1 (700), pp. 34-40. DOI: 10.1515 /prolas-2016 converge exponentially to it for t ® ¥. This distribution may be obtained by solving the equation (Dynkin, 1965) :
Time moments {t k ,k=0,1,2,...} of switches of the Markov process are given by the formulas (Dynkin, 1965) :
An impulse Markov dynamical system, mentioned in the title of this paper, with phase coordinates x(t)ÎR d for t³0
has been defined on probability space (W, F, F t , P) by the following formulas:
• initial condition:
• differential equation:
• condition of jumps:
at time moments t Î {et j , j Î N} where e Î (0,e 0 ) is a small parameter, and matrices A(t,y,e), G(t,y,e) may be expanded into uniformly convergent e power series:
A(t,y,e) = A 0 + eA 1 (t,y) + e 2 A 1 (t,y) + ...,
G(t,y,e) = I + e 2 C(t,y) + ...,
around zero U := {|e| < e 0 } continuously by t for all y Î Y, e Î U and are bounded: sup{ ( , , ) ( , , ) } , , t y A t y G t y e e e a + £
As mentioned above, to reduce type (1) equations with semi-periodic coefficients, the substitution~( ) ( ) ( ) x t B t x t = may be used. In case of equations (8) -(9) the matrix of this substitution must depend on the phase coordinates of the random process with piece-wise constant trajectories with discontinuities at random moments, i.e. the substitution must be B (t,y) . Intervals where Markov process y(t/e) is constant are proportional to small parameter e. Thus, even if one could find solution B(t,y) for each interval et j-1 < t < et j where process y(t/e) keeps its constant value, in order to solve the system of equations (8) -(9) on the interval of unitary length, it would be necessary to find a large number (commensurate with e -1 ) of solutions of differential matrix equations. Besides, the problem of how to take into consideration Markov switchings (9) still persists. Consequently, it is doubtful whether this approach can be used for practical research on the system (8) -(9).
Here we propose a method and an algorithm of construction of a system of differential equations whose solutions approximate moments of solutions of system (8) - (9). This may be done so as to take in respect exponential ergodicity (5) of Markov process and proportionality of switchings (9) to e 2 .
Let us discuss reducibility of type (1) equations with close to constant coefficients, i.e. in the case of A(t) = A 0 + eA 1 (t). The reducibility issue for such equations was discussed in detail in the monograph (Bogoljubov et al., 1976 
However, we shall show that the equation (13) may have a solution even in the case of frequency resonance on the assumption that an infinitesimal operator of the Markov process has a spectrum of form (5), if spectrum of matrix A 0 is located in a margin Re / l a r £ < 2 and the right-hand side of this equation, averaged with respect to the invariant measure m, is equal to zero
Here and further we shall use a "cap" symbol above a letter "·" to denote averaging with respect to measure m(y).
Notations and assumptions
Besides averaging with respect to the invariant measure we will have to deal with the averaging operator with respect to time
This operator is defined on the space of such functions U Ì C(R) for which the limit (14) exists and the following condition is true:
Let us remind that the Markov process {y(t)} is exponentially ergodic (Dynkin, 1965) . This means that distributions of random variables y(t) exponentially tend to distribution m(y) if t ® ¥ for any distribution of initial value y(0). This provides that:
and therefore
Let us denote by D a set of right-continuous by t functions u(t,y) whose average with respect to measure {$( ), } u t t ³ 0 is an element of the space U. Let us define the following operator on this space:
Subindices at the sign of an expectation operator mean that the expectation has been taken under condition y(t) = y, i.e., E t,y {·}:= E{·/y(t) = y}. We see that operator R determines a solution of the equation
This means that it is a potential of the operator d dt Q + on the subspace of functions for which $ u = 0 is fulfilled. Let us denote by G a space of vector functions continuously differentiable at t Î R and dependent on y Î Y. Using the Markov property, let us find the right derivative in the system (8) -(9) for the expectation E{( ( , ( ))) ( )} g t y t x t T with g Î G:
t s y t s x t s y t y x t x
where operator L(e) may be represented as a uniformly convergent series of operators:
and so on. Here and further symbol T as an upper index denotes transposition both for a vector and a matrix. Let us rewrite formula (20) into the form of an operator equation
and let us examine properties of the operator family (21) on the space G using the method and algorithm of perturbation theory proposed in monograph (Kato, 1980) . By definition (22) operator L 0 may be presented in the form of tensor sum 
Let us denote by P r a projector corresponding to the part of the spectrum s r of the operator Q, and by P 0 a supplementary spectral projector corresponding to isolated spectral point 0 with multiplicity of 1. By definition the differential operator on the space of almost periodic functions with a finite set of frequencies {v 1 ,v 2 ,...,v m } has pure imaginary spectrum with a point wise base {k 1 v 1 + k 2 v 2 ...+ k m v m }, where {k 1 ,k 2 ,...,k m } is an arbitrary set of numbers k j Î Z, j = 1,2,...,m (Kato, 1980) . Spectrum of the shrinkage QP s of the operator Q onto subspace P s G by the definition (Kato, 1980) has been located on half-plane Rel < -r, and spectrum of the matrix A 0 lies in Rel a r £ < / 2. Thus, on the subspace P s G the spectrum of the operator d dt +QP s is located in the left-hand half-plane Rel < 0. The spectrum s(L 0 )may be expanded into two non-intersecting sets:
Using results of perturbation theory for linear operators (Kato, 1980) , it is possible to expand spectrum s(L(e)) into two non-intersecting subsets
for sufficiently small values of the parameter e. Additionally, 
Let us denote P 0 (e) and P r (e) spectral projectors corresponding to the parts of spectrum s 0 (e) and s r (e) correspondingly on the subspace G. By the definition (Kato, 1980) , projector P 0 (e) is an analytical function of the parameter e in some neighbourhood of the point e = 0, and lim ( ) (22), (23), and (24) onto this space, defining their effect on matrix functions column-wise. Similarly, following the monograph (Bogoljubov et al., 1976) , let us solve the problem of reducibility of the system (8) - (9) in the mean using a base (30) on the space R d that is analytical by parameter e and which was discussed in the previous section. Let us prove that there exist:
• independent of t and y, analytical by e matrix function
• analytical by e matrix function 
If we put e = 0 into the equation (33) we have:
which implies L 0 0 = A . Furthermore, equalising expressions with the same powers of the parameter e, we obtain a system of equations:
= -
= ---
A t y t y A t y I
and so on. Let us define an operator
for the matrix g Î H and let us study the spectral properties of the operator
which we have on the right-hand side of equations (35) -(36). We may write operator (38) in the form of tensor sum
and therefore (Kato, 1980) 
Moreover, from the definition (37) follows the formula
As described, the spectrum of the matrix A 0 is located into the margin Rel a r £ < / 2 and the differential operator on the space of almost periodic functions with a finite set of frequencies {v 1 ,v 2 ,...,v m } by definition has a pure imaginary spectrum with a point-wise base (k 1 v 1 ,k 2 v 2 ,...,k 3 v m } where {k 1 ,k 2 ,...,k m }is an arbitrary set of numbers k j Î Z, j = 1,2,...,m (Bogoljubov et al., 1976) .
Spectrum of the shrinkage QP r of the operator Q onto subspace P r H by definition is located on half-plane Rel r < -, and spectrum of the operator A lies in Rel a r £ < 2 . Thus, on the subspace P r H the spectrum of the operator from the left-hand side of the equation (35) is located to the left of the imaginary axis. Based on these remarks we can look for a solution B 1 of the equation (35) 
The right-hand side of the equation (40), based on its construction, is an element of the space P r H, and the spectrum of the operator from the left-hand side of the equation does not contain the 0 point. Therefore, we can find a solution to this equation and proceed to the equation (41). Difficulties of solving this equation are described in detail in (Bogoljubov et al., 1976) . A necessary condition for the existence of a solution of this equation is the equality
The sufficient condition of existence of a solution with (41) allows applying a method of construction of the solution proposed in monograph (Bogoljubov et al., 1976) . This method allows to find a bounded almost periodic matrix function $ ( ) B 1 t from the equation (41), insert it into the equation (40) and find an almost periodic function~( , ) B 1 t y . At the next step, it is necessary to make a substitution B 1 ( , ) t y =~( , ) B 1 t y + $ ( ) B 1 t in the equation (36) and to repeat the previous procedure of finding a solution using a method of projecting onto subspaces P 0 H and P r H. (10) - (11) are not time dependent, the basis matrix function (32) is not time dependent either, i.e., B( , , ) ( , ) t y y e e = B
Remark 1. If matrices
. Therefore, we may put $ ( ) B y j º 0 for any j Î N. Let us illustrate this for the example of the system of equations (10) - (11), which in this case has the form:
where A~ (35) -(36). Therefore, all the matrices { , } L j j Î N can be found by averaging the right-hand sides of equations (35) and (36), etc. with respect to time and invariant measure. Then matrices B j (t,y) can be found using the resolvent operator (18). For example, for the equation (35) if A 0 0 = we have: 
= -
Our aim is to analyse the expectation of a solution {x(t,s,y), t ³ s} of the system (8) - (9) with the initial condition x s x ( ) = , y s y ( ) = . By definition, this solution is a linear function of x, i.e., x(t,s,y) = X (t,s,y)x, where X(t,s,y) is the matrix solution of (8) - (9) with the initial condition X s s y I ( , , ) º . Therefore, the equation (20) can be rewritten in the form
for a matrix function (32).
Therefore 
t y t X t s y s x s
e = = - e tyt xs t s T ( ) ( ) { ( , ( ), ) ( )} L e e E B(47)E E E { ( , ( ), ) ( )} { ( , ( ), )} { ( )} B B
T T s y s x s s y s x s e e =
Under the assumption of a stationarity of the Markov process { ( ), } y t t Î Z a random variable y(s) has a distribution m(y). As the basis defined above is a continuous almost periodic function of t Î R, this basis can be represented as the sum of 
for any m(s) from e -neighbourhood of the first moment E{ ( )} x s . This means that the first moment E{ ( )} x t of the solution of (8) - (9) with the initial moment E{ ( )} x s can be approximated by the solution of equation
with the initial condition z s x s ( ) { ( )} = E
. The Lyapunov exponents (Skokos, 2010) of the first moments of the solutions of system (8) - (9) match with the Lyapunov exponents of equations with constant coefficients (50), i.e.,
Example
Let us examine the equation of the second order
as an example. Here y(t) is the so called "switching" Poisson process with two states Y = -{ ,} 11 with an embedded Markov chain, given by its transitional probabilities
This process has a generating operator
and an invariant measure m(y) = {0.5, 0.5}. Transforming the equation (52) to a matrix form, we obtain
where 
Considering that 
After integration we have:
