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1. INTRODUCTION AND STATEMENT 
Let q = p” where p is a prime integer and n is a positive integer, let r 
denote a field of q3 = p3% elements and let T denote the automorphism of r 
defined by ~(a) = OIQ for all 01 E lT Using T and a graph automorphism of 
order 3 of the Dynkin diagram associated to the simple complex Lie algebra 
of type D, , Steinberg in [3, 41 constructed a simple subgroup, denoted by 
Dd2(ps), of the finite-simple Chevalley group D&q”). 
Whenp = 2, so that q = 2%, Sylow 2-subgroups of D,2(q3) have elementary 
abelian centers of order q and all involutions in the center of a Sylow a-sub- 
group of DJ2(q3) (so-called “central involutions”) are conjugate in Da2(q3). 
Let (J denote an automorphism of the field I’; then o induces, in the natural 
way, an automorphism of Da2(q3) [I] fixing all elements of D,2(q3) which “lie 
in the prime subfield of r.” In fact, (a), the cyclic subgroup of aut (r) gener- 
ated by 0, acts faithfully on Dd2(q3) an d one may form the natural semidirect 
product (u) Da2(q3). I f  (T is an odd-ordered automorphism of I’, then 
(u) Dd2(q3) is an odd-order extension of Dd2(p3) with trivial 2-core. In fact, 
any odd-order extension of Da2(q3) with trivial 2-core is of this form (cf. Cl]). 
In the Steinberg construction of Dd2(p3) [l, or 31, if S denotes the Sylow 
2-subgroup of B of the (BN)-pair occurring in the construction, then Z(S) 
is a one-parameter subgroup where the parameter runs over the subfield T’, 
of r, which consists of the elements of r fixed by T (TO is the subfield of I‘ 
containing q elements). Hence, if the involution j E Z(S) “lies in the prime 
subfield of r,” then the centralizer C(j) of j in (u) Dh2(q3) is a semidirect 
product (u) VG with trivial 2-core where %Tg denotes the centralizer of j in 
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Dd2(q3). I f  we assume that (J has odd order, then (u) %‘* is an odd-order 
extension of %‘* with trivial 2-core and (u) %‘Q is the centralizer of the involu- 
tion z E (u) DJ2(qs) if and only if z E Z($?,J = Z(S) and z is fixed by r~. Note, 
however, that in D,2(q3), VZQ is the centralizer of every involution in 
Z(U,) = Z(S). 
Finite groups G, containing a subgroup 9 g VQ such that V = Co(z) 
for every involution z E Z(%‘), have been classified in [5]. However, for exam- 
ple, in classifying groups by their Sylow 2-subgroups, one may arrive at a 
situation in which the centralizer C,(j) of a central involution j in a group G 
is an odd-order extension of PZg with trivial 2-core. This is the case in the 
group (u) Dh2(q3) with u of odd order mentioned in the paragraph above. 
To handle this situation, we prove the following generalization of the 
result of [5]: 
THEOREM. Let G be a $nite group having a central involution j such that 
Cal o(cG(j)) F {l)- 
(b) C,(j) contains a normal subgroup V? of odd index p such that V E Va . 
Then at least one of the following holds: 
(1) O(G) is a proper normal subgroup of G. 
(2) O(G) = {I} and there exists a nonidentity elementary abelian 
2-subgroup E of Z(g) such that E 4 G. 
(3) G = O(G) cG(j)- 
(4) G g ((T) Da2(q3) where cr E aut(r) and I(u>~ k p. 
In the above, if O(G) # {I}, th en hypothesis (a) implies that 
O(G) n C,(j) < O(CG(j)) = {I) and hence j acts fixed-point freely on 
O(G) so that O(G) is abelian and inverted by j. 
An immediate consequence of this theorem is 
COROLLARY. If G is a finite simple group satisfying the hypotheses of the 
theorem then p = 1 and G z Dh2(q3). 
As in [2], it follows that the result of [5] is a consequence of our theorem. 
For the rest of the paper, we assume that G, j, C,(j), p and V satisfy the 
hypotheses of the theorem and we shall identify %? with %?a . Moreover, we 
may and shall henceforth assume that O(G) = (1). 
The paper is organized as follows. In Section 2 we outline the Steinberg 
construction of Dd2(q3) and describe the group eU = V, thereby introducing 
the required notation. In Section 3, we analyze Co(j) to obtain a complement 
A to V in Co(j). The subgroup A has order p and plays the role of the sub- 
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group of aut(r) of order p. Then we show that for a certain 2-subgroup M of 
V, either NG(M) is 2-closed or N,(M)/M is a (TI)-group. This section is 
completed by showing that conclusions (2) or (3) of the theorem hold for G 
when N,(M) is 2-closed. In Section 4, we assume that N,(M)/M is a (TI)- 
group and we determine the structure of N,(M). The proof of the theorem is 
concluded in Section 5 by showing that when N,(M)/M is a (TI)-group, 
then G satisfies conclusion (4) of the theorem. 
The methods of this paper follow those of [2]. The notation and termi- 
nology of this paper are fairly standard and tend to follow the notation and 
terminology of [2, 51. 
If F is a group, F# denotes the nonidentity elements of F and O(F) denotes 
the 2-core of F (i.e., the maximal normal odd-order subgroup of F). If 
X, y E F, then [x, y] = ~-~y-ixy and a central involution of F is any involution 
of F which is in the center of some Sylow 2-subgroup of F. 
2. THE STEINBERG CONSTRUCTION OF D,2(g3) AND THE GROUP 9Tq 
In this section, we outline the Steinberg construction of the groups Da2(q3) 
with q = 2” and we describe the group Vq which is the centralizer of every 
involution in Z(S), where S is the Sylow 2-subgroup of B of the (BN)-pair 
arising out of the construction of Dd2(q3). The material of the section is 
gleaned from [5, Sections 2 and 31. 
The positive roots of the simple complex Lie algebra of type D, can be 
written as 
a, b, c, 4 a + b, a + c, a + 4 a+c+d, a+b+d, 
a+b+c, a+b+c+d and 2a+b+c+d, 
where a, b, c, d are fundamental roots. Define a linear permutation t on the 
set II of positive roots by 
t(a) = a, t(b) = c, t(c) = d, t(d) = b. 
The sets of the partition II2 of 17 defined by Steinberg are 
S, = (6, c, 4, 
S2 = Ia>, 
S3 = {a + b, a + c, a + 4, 
S, = {a + c + 4 a + b + 4 a + b + 4, 
S, = {a + b + c + 4, 
S, = (2a + b + c + d}. 
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The Weyl group W of D,2(q3) is dihedral of order 12 and is generated by 
the involutions w1 = wbw,wd and w, = w, , where w, is the reflection asso- 
ciated with the root Y in the Weyl group of D, . 
Let r, I’,, and 7 be as in Section 1 and denote ~(a) by G for all 01 E l7 Use 
xv(a) to denote the one-parameter elements of the group D,(q3), where r 
is any positive root and CY E I’. Define 
and 
ufi = c%44 I X6(4 =XZa+b+e+d(4, O1 E ro>* 
Then S = UlU,U3U4U,U, is a Sylow 2-subgroup of D4z(q3) of order q12 
and every element x E S has a unique expression as 
x = x1(4 xz(a2) x3(4 %h) %(4 X6(%) 
for unique 0~~ , 01~ , 0~~ E r and 01~ , (Ye , 0~~ E r, . 
Multiplication in each subgroup Ui is given by xi(~) xi(p) = xi(, + j3) 
and the subgroups Vi satisfy 
M4, x2m = x3(43) %@a %(cwq, (2.1.1) 
[x1(01), x3(/3)] = x,($ + q, %[( 1+ 7 + T”) a$] xg[( 1-t 7 + T”) e&X (2.1.2) 
M4 %(P)l = %[U + 7 + T”) @I, (2.1.3) 
[x2(4 %m = %W (2.1.4) 
[--‘da)> %@)I = %[(l + T + T”) @], (2.1.5) 
b44 4B)l = 1 (2.1.6) 
for all other values of i, j with 1 < i, j < 6, for all possible OL, /3 E r. 
We shall let 2 = U, . Then Z(S) = 2. 
Let X denote the subgroup of all homomorphisms x of the free abelian 
group on the four free generators a, b, c, d into rx (the multiplicative group 
of r) such that x(a) E POX and x(d) = (T(x(c)) = T2(X(b)). Then the normalizer 
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of S in Da2(q3) is SH where there is an isomorphism !P : H -+ X 
such that 
hx1(4 h-l = x,((Y@) @)I 4 
hx*(4 h-l = x,((Y@) (4) 4, 
hX3(4 A-' = X3((v4 (a + b)) 4, 
h%(4 h-l = %((Y@) (a + c + 4) 4, 
h%(4 h-l = %((Y(h) (a + 6 + c + q a), 
kc,(~) h-l = x,((Y(/z) (2a + 6 + c + d)) a) 
for all suitable 01. 
For simplicity, we write u for the involution wl and v  for the involution 
wa , then the Weyl group W of Dh2(q3) is W = (u, v) and 
k%(l)13 = 1, u%(a) u = xs(4, 
ux3(4 u = x*(a), U%(~) u = x&a>, 
[VX,(1)]3 = I, =q(a)u = x3(4, 
v-%(4 v = K%(a), VX&) v = V6(a!). 
I f  we let B = SH, then Dd2(q3) can be written as the disjoint union of the 
twelve double B-cosets where each double B-coset has form BwS, , where 
S, is a complement to S n S” in S and the twelve distinct double B-cosets 
are obtained as w varies over the Weyl group (u, vi which is dihedral of 
order 12, etc. 
I f  z E Z#, then the centralizer of z in Dd2(q3) is VQ = SK U SKuU, , where 
u is the involution of W = (u, v) mentioned above and 
K = (h E H / Y(h) (2a + b + c + d) = l}. 
Here K is cyclic of order q3 - 1, u inverts K and K is transitive on Ui# 
for 1 < i < 5. Since [zq( l)]” = 1, it follows that 
V = lJ,K u U,KuU, (2.2) 
is a subgroup of VC and there exists an isomorphism 
r$T : SL(2, q3) = SL(2, q- If  (2.3) 
such that 
v([b y]) =x1(01) forallolET, 
9) ([F ,!J) = u and F (I[: ,“-)I 16 E Z’x/) = K. (2*4) 
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We also have 
D = UJJ3U,U,U, = O,(%& (2.5) 
%?,=DV and D n F’= (1). (2.6) 
The S-conjugacy classes of the involutions of S are listed in [5, (3.1)]. 
Note that r,, = image (1 + r + 7”). Let 
r, = ker(1 + Q- + 7”) = image(1 - T). (2.7) 
Then 
r = r, @ r, ) (2.8) 
where both r,, and r, are vector spaces over r,, . 
If d is any subset of r, set 
x,(O) = {Xi(N) 1 01 E A} for 1 < i < 6. (2.9) 
The centralizers in S of a representative from each S-conjugacy class of 
involutions of S are given in [5, (3.2)] and the V,-conjugacy classes of the 
involutions of S are determined in [5, (3.3)]. 
Let 
M = u,u3u,u,u, ) (2.10) 
Y = Z(M) = u,u, . (2.11) 
Then M = C,(Y) and M is the only subgroup of order greater than q10 
having a center of order greater that q, so that M is characteristic in any 
2-subgroup of Dd2(q3) which contains M. Finally, 
S’ = @p(S) = U3U,UslJ, = M n D. (2.12) 
3. BEGINNING THE ANALYSIS 
As stated in Section 1, we assume throughout the remainder of the paper 
that G is a finite group such that O(G) = (1) and j E G is a central involution 
of G such that Co(j) contains a normal subgroup V (identified with U,) 
such that 1 C,(j) : % 1 = p is odd, so that S is a Sylow 2-subgroup of G. In 
this section, we analyze C,(j) to obtain a complement A to V in C,(j) and 
we show that either N,(M) is 2-closed or iVG(M)/M is a (TI)-group. The 
Section is completed by showing that conclusions (2) or (3) of the theorem 
hold when N,(M) is 2-closed. 
As in [2, Section 31, we have 
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LEMMA 3.1. $7 4 C,(Z) 4 C,(j), O(C,(Z)) = {l} and j E 2. 
LEMMA 3.2. V = 02’(C,(Z)) g No(Z) and / NG(Z) : V 1 is odd. 
Since C,(D) = 2, as in [2, Lemma 3.31 we have 
LEMMA 3.3. C,(D) = Z. 
As in [2, Lemmas 3.4 and 3.51 we have 
LEMMA 3.4. There exists a subgroup A < C,(j) n No(K) and a homo- 
morphism x : A -+ aut(r) such that 
(i) C,(j) = %?A, V n A = {I} and / A / = p, 
(ii) ; f  
whereoli,piErfor 1 <i<2andollf12--2fi,=1, then 
9J ([;: ;;]“‘“‘) = T ([it ;j,” w 
for ally E A [where am(r) acts in the natural way on X(2, r)] 
(3.1) 
Similarly the proofs of [2, Lemmas 3.8, 3.10 and 3.1 I] yield 
LEMMA 3.5. Two elements of Y are conjugate in G if and only if they are 
conjugate in N,(M). 
LEMMA 3.6. If 4 is a simple subnormal subgroup of %?, then JZ is abelian. 
LEMMA 3.7. If  N,(M) is not 2-cZosed, then N,(M)/&’ is a (TI)-group. 
For the remainder of this section we shall assume that N,(M) is 2-closed. 
LEMMA 3.8. N,(M) = N,(S) = No(Y). 
Proof. Clearly C,(Y) = MC,(Y) 4 Co(Y) and 1 Co(Y) : C,(Y)/ is odd. 
Hence No(Y) = C,(Y) (No(Y) A No(M)) < No(M). Also M char S, S is 
the Sylow 2-subgroup of No(M) and N,(M) < No(Y). The lemma now 
follows easily. 
Lemmas 3.5 and 3.7 imply 
LEMMA 3.9. No element of Y - Z is conjugate in G to an element of Z. 
However, we can also demonstrate 
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LEMMA 3.10. The involution x1(1) is not conjugate in G to an element of Z. 
Proof. Let x = x,(l), then C,(x) = U,x,(r,) U,U, and has order q7. Let 
S, be a Sylow 2-subgroup of C,(x) containing C,(x) and assume that x is 
conjugate in G to an element of 2. Thus Sr is a Sylow 2-subgroup of G; let 
Ml , Yr , 2, denote the subgroups of S, corresponding to M, Y and Z of S. 
Clearly C,(j) n S, = V n S, = S n S, = Cs(x) and let I = C,(x). Then 
1 11 = q7 and I = C,(x) = C,(j) n Ml = M n Ml > YY, as in [5, (5.7)]. 
Also [I, YY,] = {l} and 1 YY, / < q3 since no subgroup of M of order 
greater than p3 can have a centralizer in M of order q’. Hence 
4 
,YL/Q3 
and q<IYnYJ. 
Assume Y n Yr < Z; then Y n Yr = Z. Hence Ml < C,(Z) so that 
Ml < C,(x) n %? = I; this is impossible since 1 M, 1 = qll. Thus 
Y n Yr < Z and we may choose an element y E (Y n Yr) - Z. The argu- 
ment of [5, (5.7)] now applies to give a contradiction, proving the lemma. 
LEMMA 3.11. The involution x4( 1) is not conjugate in G to an element of Z. 
Proof. Let x = x4( 1) and assume that x is conjugate in G to an element of 
Z. Let S, be a Sylow 2-subgroup of Co(x) containing 
Then S, is a Sylow 2-subgroup of G and let Ml , Yr , Z, denote the subgroups 
of S, corresponding to M, Y, Z of S. Then 
S, n C,(j) = S, n 9? = S, n C,(x) n %? = S n S, = C,(X). 
Let X, = Z,(S,); since Z,(S) = U,U,U, , 1 X 1 = q5. Also M n S, = 
x,(I’,) x3(rl) U,U,U, so that / M n S, / = qg, M n S, centralizes YZ, and 
YZ, < X, as in [5, (5.8)]. Clearly 
G(M n S,) = x4(&) Ya G(M n S,), 
I CdM n W = q3 and I G(M n S,) : C,(M n &)I 
is odd. Thus Z, < x4(F,,) Y < M n S, . Since any subgroup of X, of order 
qs contains Yr or has its centralizer in S, of order at most q*, we have 
Yr < x4(I’,,) Y. Assume that Y n Y, < Z; then 1 Y n Yl 1 < q and 
q3 < (I Y I I YI Ml Y f-7 YI I> = I YY, I < I x4(po) Y I = q3. Consequently 
YY, = x4(r0) Y, Y n Yl = Z and Z < Yr . Now Lemma 3.8 implies that 
Z, = Z so that S, < V. This contradicts the fact that C,(x) has Sylow 2-sub- 
groups of order qlo. Thus Y n Yr 4 Z, we may choose an element 
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y  E (Y n YJ - 2 and the argument of [5, (5.8)] applies to give a contra- 
diction. 
We now have 
LEMMA 3.12. No involution of 9 - Z is conjugate in G to an involution 
of z. 
The argument given at the end of [2, Section 41 applies to give 
LEMMA 3.13. If N,(M) is 2-closed, then G satisfies conclusions (2) OY (3) 
of the theorem. 
4. THE STRUCTURE OF NG(M) 
If follows from the above, that we may (and we shall) assume that N,(M) 
is not 2-closed in the remainder of the paper. Consequently (Lemma 3.7) 
N,(M)/&’ is a (TI)-group. The argument must now be split into two cases 
q = 2 and q > 2, since a Sylow 2-subgroup of N,&U’)/M has order q. Thus, 
until further notice, we shall assume that q = 2. 
Since A normalizes 2 and Y, / A 1 = p is odd and / Y/Z 1 = 12 1 = 2, we 
have 
LEMMA 4.1. C,(Y) = MK4. 
Now NC(M) < NG( Y) and NG( Y) = Cc(Y) (NC(Y) n NC(M)) ~0 that 
LEMMA 4.2. NC(Y) = NC(M). 
The argument of [5, (7.1)] yields 
LEMMA 4.3. NG( Y)/CG( Y) e SL(2, 2). 
LEMMA 4.4. ker(X) = (1) and / A 1 [ 3. 
Proof. Now ker()o acts trivially on S/D g M/M n D and on 
S/M s D/D n M since 1 S/M / = 2. However, Q(S) = M n D and 
S = MD, thus ker()o < C,(S) < C,(D) = 2. Thus ker()o = (1) and the 
lemma follows. 
If  1 A I = {I}, G satisfies conclusion (4) of the theorem by [5]. Note, how- 
ever, that there seems to be a gap in the proof of [5, (9.7)]; our derivation of 
Eq. (5.7) in Section 5 completes the proof of [5, (9.7)]. Thus, until further 
notice we shall assume that / A 1 = 3. Consequently, x : A --+ aut(r) is an 
isomorphism and we let f E A be such that x(f) = 7. 
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LEMMA 4.5. A normalizes U, , U, , U, and 
[A, U,] = [A, U,l = [A, U,] = (1). 
Proof. Since A normalizes C,(K) = lJ,Y, [A, Y] = (1) and 
1 U,Y/Y 1 = 2, we have [A, U,Y] = (1). Also [5, (7.3)] implies that A 
permutes the set {U, , U, , U, , x,(l) UIx2(l)}. However, only U, , U, are 
contained in M so that A normalizes CJ, , Us and U, . 
Since ~~(1)~ = x,(l) and off = Xr(oix(f)) = x1(&), (2.1.1) implies 
LEMMA 4.6. xi(a)f = xJax(f)) for all 01 E F and all 1 < i < 6. 
LEMMA 4.7. MK = M(C,(Y))’ 4 N,(M). 
Proof. Since KA is a nonabelian group of order 21, (KA)’ = K SO that 
M(C,(Y))’ = MK 4 N,(M). 
LEMMA 4.8. N,(M) contains exactly 3 distinct Sylow 2-subgroups say 
S, S, , S, which can be numbered so that Z(S,) = U, and Z(S,,) = (x5( 1) x6( 1)). 
Also KA normalizes S, S, and S, and there is an involution v  E S, - M such 
that [v, KA] = {l}, (~~(1))~ = 1 and S” = S, . 
Proof. Since j = x6(l) and C,(j) n N,(M) = SKA, any two Sylow 
2-subgroups of No(M) with the same center must be equal. Since the center 
of any Sylow 2-subgroup of N,(M) must be generated by an involution of Y, 
Lemma 4.3 implies that N,(M) has exactly 3 Sylow 2-subgroups, say S, S, , 
S, . Since [KA, Y] = (l}, KA normalizes each of S, S, , S, . Also 
KA < MKA 4 S,KA so that there exists an element v  E S, - M such that 
(KA)” = KA. Then [v, KA] < (KA) n S,, = (1) and v2 E C,(K) = Y. 
Also S” = S, , 2” = U, and C,(v) = Z(S,,) = (~~(1) x,(l)). As in [5, (7.2)], 
we may assume that v2 = 1. Now No(M)/MK is nonabelian and has a 
normal 2-complement T/MK of order 9 which is therefore abelian and is 
acted on by v. As v  acts trivially on MKA/MK which is of order 3, if we let 
T, = MK[T, v], then 1 TJMK 1 = 3, TI Q No(M), T = T,A, and 
TI n A = (1). Let T,* = TI(v>, then T,* a N,(M), N,(M) = T,*A, 
T,* n A = (1) and the argument of [5, (7.2)] yields the remainder of the 
lemma. 
The proofs of [IS, (7.4), (7.5) and (7.6)] yield 
LEMMA 4.9. [v, UJ = (1) and x~(oI)~ = x3(~) for a2Z 01 E r. 
Since the structure of T,* = (MK, x,(l), v) is uniquely determined, we 
have 
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LEMMA 4.10. The structure of No(M) is completely determined. 
We shall now assume that 4 > 2 for the remainder of this section. 
As in [5, (6.2)], we have 
LEMMA 4.11. No(M) contains a subgroup L a No(M) such that 
1 N,(M) : L / is odd, M <L and L/M= SL(2, q). 
Let El* be a complement to S in NG(S) such that H* > KA. Thus 
No(S) = SH* < No(M); let J = L n H*. We have 
LEMMA 4.12. J 4 H*, NL(S) = SJ, J is cyclic of order q - 1 and acts 
regularly on (S/M)#. 
As in [2, Lemma 5.31, we have 
LEMMA 4.13. H* normalizes exactly one other Sylow 2-subgroup of 
NG(M) other than S. 
Henceforth we shall let S, denote the unique Sylow 2-subgroup of No(M) 
of Lemma 4.13. 
The proof of [5, (6.5)] yields 
LEMMA 4.14. There exists an element v EL such that SO = S, , v inverts J, 
(H*)” = H* and v2 EM. 
As in [2, Lemma 5.51, we have 
LEMMA 4.15. Kg H*. 
Clearly we have 
LEMMA 4.16. H* normalixes 2, M, Y, D, M n D = U,U,Y and %?. 
We can now demonstrate 
LEMMA 4.17. H* normalizes Ui for 1 < i < 6. 
Proof. Since K 4 H, [5, (6.9)] implies that H* permutes {Us , 2 = Us}. 
However 1 H* 1 is odd and hence H* normalizes U, and Us . Similarly, 
using [5, (6.10) and (6.11)], H* normalizes U, and permutes (U, , U, , U,}. 
Since U, $ D, U, 5 D and U, s D, H* normalizes U, , Us and U, . 
Suppose that 2” = 2, then v E 02’(NG(Z)) n No(M) = G? n N,(M) = SK 
and hence v E No(S), which is a contradiction. Thus 2” # Z; however, 
Zv ,< Y” = Y and (H*)” = H* normalizes Z”. Now [5, (6.9)] implies 
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LEMMA 4.18. 2” = U, . 
As in [5, (6.13)], we may assume that 
LEMMA 4.19. (~x,(l))~ E M. 
Since K is transitive on Us+, K” < (H*)” = H* is transitive on 
(Us#)w = lJ,#. Consequently we may assume 
j = X6(l). 
Since H* is transitive on U,# and C,,(j) = KA, we have 
LEMMA 4.20. / H* / = (q - 1) / KA / = (q - 1) (q3 - 1) p. 
The fact that u inverts K implies that [u, A] < CV(K) = 2 x K so that A 
normalizes UIu and ( Ulu, 77,) = U,K u U,KuU, = V = y(SL(2, I’)). Thus 
Lemma 3.4(ii) can be sharpened to 
LEMMA 4.21. If 
[ I ;: a”, E SL(2, q, 
(4.1) 
for ally E A (where aut(I’) acts in the natural way on SL(2, F)). Consequently, 
[u, Al = (1). 
We can now prove 
LEMMA 4.22. [x,(l), A] = [x5(l), A] = (1). 
Proof. Let f E A and for each 01 E I’ax, let x2(~)f = x2(+) for a unique 
aY E FOX. Then uxs(01) u = ~&a[) f or all OL E r,,X implies that xs(a)f = xs(c~) for 
all a E FOX. Now (2.1.3) implies that [x,(l), xs(l)]f = xe(l)f = x,(l) = x,(1,1,). 
Thus lf2 = 1 so that lf = 1 and the lemma follows. 
LEMMA 4.23. If f E A, then xi(a)f = xi(&f)) for all 01 E r,, and all 
i ~(1, 3, 4) and xr(ol)f = xi(cN) ) for all 01 E r,, and all i E (2, 5, 6). 
Moreover, ker()o = (1) and 1 A 1 = p 1 I aut(r)l = 3n. 
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Proof. Let p E FOX be arbitrary and choose 01 E TX such that a&G = p-1. 
Let f E A and let ~a(# = ~a(/$) for a unique & E r,,X. Using (2.1.2) we 
obtain 
Hence &’ = (&F@(f) = (p(f’)-l so that & = p(f). Since [u, A] = (1) and 
xa(a)u = ~~(01) for all a E TO , the lemma holds for i = 1, 2 and 5. Applying 
the same technique to (2.1 .l) using /3 = 1 and oi E P arbitrary, we see that 
the lemma holds for i = 3. But xa(01)u = ~~(01) for all 01 E r and hence the 
lemma holds for i = 4. Similarly (2.1.4) implies that the lemma also holds for 
i = 5. Since C,(S) < C,(D) = Z, ker()o = (1) and the lemma follows. 
Now ker(x) = (1) implies 
LEMMA 4.24. C,(K) = (1). 
LEMMA 4.25. K n J = (I} and hence KJ = K x J is abelian. 
Proof. Let h E K n J; then h” = h-r implies that [h, z”] = [h, U,] = {I}. 
Then h” = h-l implies that [Iz, Us] = (I} so that h acts trivially on (S/M)# 
and hence h = 1. 
LEMMA 4.26. J n C,(j) = J n (KA) = (1) and H* = JKA, 
A n (JK) = {I} and J is regular on Z#. 
Proof. Clearly J n C,(j) = J n (KA). I f  h E J n (KA) then [h, K] = 1 
and then Lemma 4.24 implies that h E K. Hence h = 1 and the rest follows 
easily. 
Let H=KJ=Kx J. (4.2) 
LEMMA 4.27. v2 = 1. 
Proof. Since [H*, v2] < H* n M = {I}, ~9 E C&H*). But C,(K) = Z 
and J is regular in Z# so that n2 E C,(H*) = (1). 
LEMMA 4.28. [n, A] = {I}. 
Proof. I f  f E A, then (~fx~(l))~ E M. This implies that ZJ 3 of (mod M) 
(cf. the proof of [5, (6.16)]). Thus [v, f] < M n H* = (I}. 
LEMMA 4.29. ZJ E N,(H). 
Proof. Clearly [v, K] <L n H* = J so that z, E N,(H). 
As in [2, Lemma 5.221, we have 
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LEMMA 4.30. Ulv = CT,, Uav = U, , Ubv = U, . 
Let k E K, then k” E H which is abelian so that k”k = kk” and 
vk”k = kvk = kk% and hence v(k”k) = (k”k) v. As in [5, (6.15)] we have 
LEMMA 4.31. If  k E K, then [k”k, U,] = [k”, US] = (1) and 
kDx6(a) k-O = x&P(k) (a + b + c -C d) CX)~OY all CY E TO . 
As in [5, (6.16), (6.17) and (6.18)] we have 
LEMMA 4.32. The action of v  on M is given by xS(ol)* = x6(a) for all 
a E r, , x4(a)0 = x4(a) and x1(~)” = x3(01) for all 01 E F. 
LEMMA 4.33. Let w be any primitive (q - 1)st root of 1 in I’,, . Then there 
is a generator h of J such that Gus = X~(WOI), x2(a)” = x~(w-~o~), 
X3(Ol)h = x3(w-la), X~(~L)~ = x4(01), ~~(01)~ = X~(WOI) and ~~(01)~ = x&w-~o~). 
Also (vx2( 1))3 = 1. 
LEMMA 4.34. N,(M) = L(KA) where L n (KA) = {I}, 02’(No(M) = L 
and the structures of L and of N,(M) are completely determined. 
5. THE IDENTIFICATION OF G 
We conclude the proof of our theorem in this section by showing, under 
our present hypotheses, that G satisfies conclusion (4) of our theorem. 
The proofs of [5, (8.1) and (8.2)] yield ’ 
LEMMA 5.1. G has exactly two conjugacy classes of involutions which are 
represented by j = x6( 1) and x4( I). 
LEMMA 5.2. No(M) = N,(Y) = NG(U,U,U,). 
Clearly, the G-conjugacy class ofj consists of the central involutions of G. 
We have 
C&4(l)) = @l) u,x,(rl) U4U5U6 * (5.1) 
Let y  E C,(x,(l)) - Y be a central involution. Then y  has the form 
Y = X2(&2) x3(013) a4 x5(015) %+%), 
where az E r,,X, 0~~ E r, , ayq E r and (Ye , cl6 E r, . Moreover, 
012%, = (1 + T + T2) (OL3’4 and 
- = 
Ci~cQ = cLyx3 . 
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I f  sI = xr(o~;~o1a) then there exists an element sg E Us such that ySISz = pa. 
Thus 
Y slszqbv = x&y2) 
and 
C,(X,(~)) f-7 02’(CG(y)) = (C,(~,(l)slS2u”) n O”‘(C,(X,(,,)))~US~S~ 
= (C&X,(l)) n $q-r = (U$,(r,) u5L~6)vUs~Sl 
= ( u2x3(rl) U4UJS’. 
These remarks combined with the method of proof of [5, (8.3)] yield 
LEMMA 5.3. Any two involutions of Y are conjugate in CG(xI(l)). I f  y  is 
any central involution in Cs(xI( 1)) - Y, then y  has form 
Y = x26%) %(4 x4@4) x5@5) %Wr 
where 
012 E rox, 013 E r, 014 f3 r, 012015 = (1 + 7 + 7”) (N3”4) 
and 
- = 
a2a4 - ff3013 and cG(x4( 1 )) n cG(Y) 
is 2-closed with Sylow 2-subgroup (U,x,(I’,) U4U6)el(U~1a~‘. If z E Z#, then 
C,(x,( 1)) n C,(z) is 2-closed with Sylow 2-subgroup 
C&4(1)) = xlrl) u2x3(rJ U4U5U6 * 
ConsequentZy no involution of CS(x4(l)) - Y is conjugate in CG(x4(l)) to an 
involution of Y. 
If  q = 2, let H = K, H* = KA and J = (1). 
LEMMA 5.4. If  x E U,U,U, - Y, then C,(x) < N,(M) and hence 
C&,(l)) = C~M(xd1)) (us! > It v> 4 w h ere C&z,(l)) = +(I’,) U,U,U, and 
whew (U, , I, v) z S-W, 4). 
Proof. First, let x = x4(l), let y  = ~~(1) and let g E Co(x). Now if 
x E ,P, then z is not conjugate in C,(x) to ye. Then there exists an involution 
e E C,(x) such that [e, a] = [e, yg] = 1 and ez is conjugate in C,(x) to either 
z or yg. In any case, 
and 
e E 02’(cG(x) n cG(z>) = xl(rl) u2x3(rd u4”5u6 
e E 02’(CG(x) f-7 C,(yg)) = (02’(C.A4 n CG(y)))Q 
= (-%X,(~l) u4utJg- 
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If e2: is conjugate in C,(X) to z, then ez E Y so that e E Y. But then 
e E U,g = ZQ and Yg-l < C,(x) n 02'(CG(eg-l)) = C,(x) n % = c,(x); it 
follows that Yg-l = Y and hence g E NG( Y) = No(M). If ez is conjugate in 
C,(x) to yg, then ex E lJ,x,(I’,) U,U,lJ, - Y and hence e E U,x,(r,) U,U,U, . 
Thus there exists an element si E x,(r,) such that 
Since U,Q < Z((U,x,(P,) U4U6)Q), we have U6Q < (U3~3(f’J U3U3)” and 
then U,Bs;l < U2x3(T,) U,U, . Hence U,$’ = U, and g E No(Z). Since J is 
transitive on Z#-, No(Z) = Co(i) / and thus 
-proving the lemma. 
LEMMA 5.5. u E N,(H*) n N,(H). 
Proof. Now {S, SU = UluD} is the set of Sylow 2-subgroups of g nor- 
malized by K, thus H* < NG(S) n No(P) and hence 
(H*)” < NG(S) n iVG(Su) = DH*. 
It follows that there exists an element z E D such that uz E N,(H*). 
Then Ku2 < H* n V = K and ux E N@(K) = Z x (K(u)); hence x E Z. 
Thus uz normalizes C,,(K) = H. If 4 = 2, H = K is inverted by u and 
[a, A] = (1) so that u E N,(H*) n N,(H) while if q > 2, a proof similar 
to that of [S, (9.2)] yields u E N,(H*) but then u normalizes C&K) = H. 
Clearly we have 
LEMMA 5.6. No(Z) = (SH u SHuU,) A, where SH v  SHuU, is a 
normal complement to A in No(Z). 
Let B = No(S) = SH*, let 
I7 = {u* v, uv, vu, uvu, vuv, (uv)2, (vu)2, (UV)” u, (VU)” 0, (uv)“} 
and for w E l7, let U, be as in [5, (9.3)] and let @ = {B} u {Bw U, 1 w E l7]. 
The methods at the end of [2, Section 51 yield that @ consists of twelve 
distinct double B-cosets of G, that if w E @ then each element in BwU, can 
be written uniquely in the form bwt for unique b E B and t E U, and that 
G = Uwz. 6. 
As in [5, (lO.l)], we have (vu)” E By S so that there exist unique ele- 
ments x, y E S and h E H* such that (vu)” = hx(~v)~y. If q > 2, then 
HY-’ = HCW)%-~ = H@@ < (SH) n ((SH)(“Q)~) = H 
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and thus [H, y] < S n H = (1). Hence y = 1, (uv)” = (VU)” x-V-i and 
(w)” = ~,(uv)~ x, where h, = h(UV)-3 E H*. Then x = 1 and as in the proof 
of [2, Lemma 5.341 we have h E A. But then (uu)” E A n Co(K) = (I} so that 
(uv)” = 1. Finally let 9 = 2, then H = K and H* == KA. From 
(vu)” = hx(u~)~y, using the above techniques, we obtain 
“=yECs(K)= u,u,u, 
and h E A. However, both (vu)” and X(UV)~ x invert K, so that h E C,(K) = {I}. 
The argument of [S, (9.7)] yields that (uu)” = X(UV)~ x, where 
If x = x6(l), the argument of [5, (9.7)] yields a contradiction. If 
x = xa(1) x&l), the argument of [5, (9.7)] yields 
W” v = x5(1) X6(1) w3 x2(1) x641) (5.2) 
and 
(ucy = 1. (5.3) 
This does not yield a contradiction as claimed in [S, (9.7)]; since u inverts 
K and u centralizes K, (uv)* acts trivially on K. However, this possibility 
can be eliminated as follows. 
Multiply (5.2) on the left by u to obtain 
(UV)” = x2( 1) X6( 1) (VU)” VX2( 1) xs( 1). (5.4) 
Thus (u, V) is dihedral of order 16 and (uv)” lies in Z((u, uj). Also 
(~~(1))~ = 1 implies 
uz’(l)u = x1( 1). (5.5) 
Hence 
#‘(l)UVU = x4(l). (5.6) 
Now define an equivalence relation - on G by g, -g, if SgrS = SgaS. Then 
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We conclude that ((uv)~)“~(~)~~~ E BuvuB. However, ((u~)~)~l(l)~~~ centra- 
lizes ZP~(~)U~U = ~~(1) so that 
((uv)4)~l(l)~~~ E C&r(l)) < N,(M) = BuB u B, 
which is a contradiction. 
Finally, if x = x,(l) x,&l) xg(l), then (VZJ)” = ~~(1) x,(l) (MI)” ~~(1) x,(l) 
and hence (uv)” = x2( 1) x5( 1) (vu)” x2( 1) .Y& 1). Conjugating this last equation 
by v  yields 
(vu)” = x5( 1) X6( 1) vx2( 1) V(W)2 UX2( 1) V,x6( 1) 
= x5(1) 41) x,(l) vxz(l) (4” uxz(l) v-%(l) 
= x2( 1) x5( 1) (vu)” vxs( 1). 
Upon substituting for (vu)~, one obtains 
(vu)” = (uv)” x5( 1) x2( 1) 2X6( 1) 
= (uv)” x2( 1) 21X5( 1) = (W)” ux2( 1) VXs( 1) X5( 1) 
= x2(l) (4” x2(l) &l)r 
which contradicts the uniqueness of the expression for (vu)“. 
Consequently, 
(uv)” = 1. 
Now let 
B, = SH, 
(5.7) 
(5.8) 
@ = (BO} u (B,,wU, j w ELI>. 
Then as in [2, Lemma 5.351, we have 
(5.9) 
LEMMA 5.7. (i) GO is a normal subgroup of G and G,, g Dd2(q3). 
(ii) G = G,,A, G, n A = {I} and / G : G,, / = p. 
Thus G satisfies conclusion (4) of the theorem and we are done. 
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