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数量化理論Ⅰ類の方法とその適用例
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まえがき
2006年度の授業科目｢プロジェクト｣において,イン
ターネットにおけるメッセンジャーの使用状況に関する
アンケート調査を行った.このとき,単純集計だけでな
く数量化理論Ⅰ類とよばれるデータ解析の方法も適用す
ることを試みた.ここで用いた方法は大変に適用範囲が
広いので,多くの人に知ってもらいたい.そために,こ
の機会に分析結果の報告とその方法論の紹介をすること
にした.
方法論の解説は佐藤,分析例の計算と結果については
永添,村上が記す.
1　回帰分析
数量化理論Ⅰ類の方法は多変量解析の方法の一つとし
てデータ解析を行う人々の間ではよく知られている.し
かし,本学ネットワーク情報学部では残念ながらよく知
られているとは言えない(統計学より以前の線形代数の
勉強が足りない).
数量化Ⅰ類は,回帰分析法の拡張と考えると容易に理
解することができる.念のため,回帰分析の説明からは
じめることにするので,重回帰分析に親しい方はこの節
は読み飛ばしてよい.
まず準備として,平均,分散,共分散,相関係数,回
帰直線などを簡潔に説明する.
1.1 1変量,平均,分散
例えば, n人のクラス全員の走り幅跳びの記録
k 2 4 迭 問      
t7:k 釘5.1 釘紕5.3 釘纈 釘縒     
が与えられたとする.これらを変量Xの標本値(サン
プル,データ,観測値,測定値)であると考える.その
平均′mxと分散smは次のように定義される.
1
γn3: =
日和
1
.7;Ll,　Sx.T =
n
n
∑(L･k-m.T)2･ (1)
k=1
nを標本数という.分散について次の関係がある.
1
SJ.T　=
n
n
∑ L亮一,mS･
k=1
(2)
分散SIXはS芝と記されることも多く, sx-､声言を
変量Xの標準偏差とよぶ.
平均mxはこのクラスの代表値,分散sxxまたは標準
偏差srはバラツキの程度を表している.
なお,各標本値xkに対して
Xk - JTTLx
Sr
を対応させることを標準化という.標準化された値ukの
平均は0,分散は1である.
1.2　2変量,単回帰,相関係数
例えば, n人のクラス全員の走り幅跳びと走り高跳び
の記録
k 2 4 迭 問      
Xk 釘5.1 釘紕5.3 釘纈 釘縒     
yk 塔277 塔b75 涛R 塔"    
が与えられたとする. 2変量X,Yの標本値の間の共分
散sxyと相関係数rxyを次のように定義する.
sly-‡皇(xk一顧(yk--y,, rxy-豊(3)
k=1
(2)と同様に, sly-‡∑冨=1Xkyk--I,-yであり,と
くに, X,Yが標準化されて変量U,Vで表されるとき,
rxy -ruv - sub - ‡∑冨=1 ukVL･
である.相関係数には
-1≦rxy≦1　　　　　　(4)
の性質があり, r_Tyは2変量X,Yの間の相関関係(級
形関係)の強さを表す. r.Ty-0のとき, 2変量X,Yは
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統計的に相関がないという(X,Yが互いに独立ならは
rxy-0であるが,逆は真ならず)･ rxy>oのときは正
の相関がある, rxy<oのときは負の相関がある,とい
い,絶対値Irxylの大きいほど相関が強い,という.
とくに, rxy-士1のとき2変量X,Yの間に線形関係
Y-aX+b
がある(定数aの符号はrxyの符号と同じ).
一般に,標本値xk,ykの間に近似的に線形関係
yk-ark+b+ek　(k-1,2,･･･,n)　(5)
が成り立つものと想定し,誤差ekの2乗和最小の条件
n
∑(ek)2 -min (最小化)
k=1
のもとで線形式(直線の式)
(6)
y-aエ+b　　　　　　　　(7)
を求める作業を回帰分析といい,式(7)を回帰直線とよぶ.
条件(6)により回帰係数a,bを求める方法を最小2乗
法とよぶ.結果としてa,bは次のように計算すればよい.
a-芝, b--y-a-r･
相関係数との間に, a-rxy
(
!E
Sx )
という関係がある.
(8)
回帰直線(7)は, Xの値が与えられたときにyの値を
予測するための予測式と考えることができる.このとき
実測値yに対してe-y-(ax+b)を予測誤差または残
差とよぶ.標本値に関する誤差ekの平均は0,分散は
古史(ek)2 - syy(トr望y)
k=1
で与えられるから,相関係数rxyの絶対値が小さいとき
の予測はあまり正確ではなく,目安としてIrxyI>0･7の
とき,｢2変量X,Yに関する線形モデルY-aX+bは
意味を持つ｣と考える.
参考　式(8)は次のように導かれる.誤差の2乗和
∑冨=1(ek)2 -∑冨=1(ark+b-yk)2
は2変数a,bの関数であり,極値(最小値)をとる点は
2つの偏微分係数が0となるa,bである.したがって,
rl
∑(ark+b-yk)xk-0,
唱i-il
rL
∑(a.Tk+b-yk)-0
k=1
(9)
である･ (9)の第2式よりb-/my-amIが得られ,こ
れを第1式の左辺に代入すると
n
∑ (a(xk･-mx)2-(tl･k-mLT)(yLl -/mJy)) - n(astTX-SLry)
Ll=1
となる.したがって, a=三望が得られる.
Lt;_ど.r
注意　式(7)は,厳密には,変量Yに関する変量X
による回帰直線という.変量Xに関する変量Yによる
回帰直線
X-a/y+b/
を,単に式(7)を変形してa′-1/a, b′ニーb/aと求め
てはならない.正しくは次の通りである.
a′-慧-rxy(芸)-a(冨)(2, b′--I-a,-y･
1.3　3変量,重回情.重相関,偏相関
例えば, n人のクラス全員の走り幅跳びと走り高跳び
の記録と身長
k 2 4 迭 問      
Xk 釘5.1 釘紕5.3 釘纈 釘縒     
yk 塔277 塔b75 涛R 塔"    
Zk 32146 SR137 C S2         
が与えられたとする.このデータを3変量X,Y,Zの標
本値と考えて,次のような線形モデル
Z-aX+bY+C. (10)
を当てはめる作業を重回帰分析という. X,Yを説明変
量, Zを被説明変量とよぶ.習慣的に説明変量が1個の
とき単回帰,複数個のとき重回帰と区別するが,すべて
回帰分析としてもよい.
単回帰のときと同様に,標本値xk,yk,Zkの間に近似
的な線形関係
zk-ark+byk+C+ek (k-1,2,-,n)　(ll)
を想定し,誤差ekの2乗和∑ご=1(ek)2が最小となる回
帰平面
Z-ax+by+C
の回帰係数a,b,Cを最小2乗法によって求める.
単回帰のときの式(9)はこの場合,
n
∑(ark+byk+C-=k)xk-0,
iC=l
T1
∑(a･Tk･+byk+C-ZL.)yk-0,
k=1
rL
∑(atllk+bykl+C-Zk)-0
k=1
のように拡張され,第3式より,
a川′r+bmy+C-rmz
(12)
(13)
(14)
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が得られ, C-Imz-amx-bmyを第1, 2式に代入す
るとa,bに関する連立方程式
(aa崇bbssyxyy==ssyx;, (15)
が得られる.この関係を行列で表すと,
Sxx Sly
Sxy Syy
Sxz
Syz
(16)
となる.式(15), (16)は説明変量が一般に,m個のとき
の連立方程式を示唆している.これは正規方程式とよば
れる.また,相関係数を成分とする行列
(17)
は相関行列とよばれる.
式(15)または(16)と(14)から定まるa,b,Cによりzk
の予測値fk-ark+byk+Cが求まるが, zk･とfkの
間の相関係数を変量Zに対するX,Yの重相関係数とよ
び, rz,xyで表す･相関行列Rの逆行列の各成分をRij
で表すことにすれば,
rzTxy - ･一志　　(18)
となる(行列Rの要素r｡の余因子をRt,で表すことが
あるが,ここではそうでないことに注意).
重相関係数rz,xyは常に0以上の値を取るが,目安と
してrz,xy >0･7のとき考察している線形モデルに意味
があり,予測が有効になる.(なお,単回帰のときの重相
関係数rz,Xは単相関係数rzxの絶対値になる.)
さて, ZはX,Yによって説明され, XはYによっ
て説明されるから,単純な相関係数rzxは変量Yの影
響が含まれている.そこで,純粋にZとXの相関関係
を調べるには, Z, XそれぞれからX以外の説明変量
で説明できる部分を取り去った量を考えて,その2つの
量の相関を考える必要がある.この場合,回帰式
Z-azy+bz, I-axy+bx
を求めて, 2つの量
2(y)k -Zk - (azyk+bz), I(y)k -.7:k -(axyk+ba:)
に関する相関係数を考える.これをZとXの間の偏相
関係数とよび, rZX,yで表す.偏相関係数rzy,Xについて
も同様である.それらは次の関係によって求めることが
できる(これは強力な公式である.機会があればその理
由を理解しておくとよい).
Rzx
rzX)y =
V/Rz去~~Rxx '
rzy,I =
､餌 (19)
相関係数rzx, rzyを偏相関係数と区別して単相関係数
とよぶ.単相関が弱くても偏相関係が強いこともあるの
で,重回帰分析を行う意味がある.
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2　数量化Ⅰ類の方法
数量化Ⅰ頬とよばれるデータ解析の方法は,被説明変
量は数量的であるが,説明変量がカテゴリーへの分類で
表されるカテゴリカルな場合に,回帰分析の方法を拡張
したものである(Ⅰ類以外の数量化法の説明は省略).
2.1　カテゴリー値と数量化
例えば, n人のクラス全員の血液型と性別と走り幅跳
びの記録
k 2 4 迭 問      
Xk 0 AB  ⊔       
yk ｢女 傚r男 ｢ 傚r      
J'～k 釘5.1 釘紕5.3 釘纈 釘縒     
が与えられたとする.
一般に,変量XはS個のカテゴリーXl,X2,-･,Xs
への分類,変量Yはt個のカテゴリーYl,Y2,･-,Ytへ
の分類とする.例えば血液型A,B,0,ABをそれぞれ
Xl,X2,X3,X4に対応させ,血液型0であることをxk -
(0,0,1,0)で表す.また,性別の乳女をそれぞれYl,Y2
に対応させ,例えば女であることをyk-(0,1)で表す.
上のデータをS-4,i-2の場合の3変量
X-(Xl,-･,Xs), Y-(Yl,-･,YTt), Z
の標本値と考えて,次のようなモデル
Z-a･X+b･Y+C.　　　　(20)
を当てはめる作業を変量X,Yの数量化という.ここに,
a-(al,･･･,as),a-(bl,-･,bt)を数ベクトルとし,
s                     i
a･X-∑atxい　b･Y-∑bjYj
i-1　　　　　　　　　　　　j-1
とする(a･Xなどはベクトルの内横に相当する).
標本値xk - (xkl,Xk2,Xk3,Xk4),yk - (ykl,yk2), Zk
の間に線形関係
zk-a･Xk+b･yk+C+ek (k-1,2,-･,n) (21)
n
を想定し,誤差ekの2乗和∑(ek)2が最小となる線形
k=1
回帰式
2-a･X+b･y+C　　　　　(22)
の係数a-(al,･-,as),b-(bl,-,bt),Cを最小2乗法
によって求める.
s           i
ただし,関係∑xk1-1,∑yk,-1があるから,こ
1-1　　　　　　3-1
のままではa,b,Cは一意に定まらない.そこで,
a･fr-0,　b.fy-0　　　　(23)
こ　　こ娘 ⅧM HH
r　γ
VV Uu J l　　　二
㍗ ㍗
J 　 　 　 ∫
l　　　〃J Z
γ　r
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という制約をおく.ここに,
n                     n
ftx-∑LTkl"　f,y-∑yL-"
k=1            k=1
fx-(flX,･･･,fsx), fy-(fly,-,fly)
(24)
とおく.例えば, ftxはカテゴリーXtに属する標本の頻
度である.さらに,
n
f,fjy - f,yiX - ∑ xk7yLlj (クロス頻度),
k=l
rZ,                    n                   n
gtX-∑Ik相, 9,y-∑ZkykJ, .q-∑Zk
Ll=1            k=1           k=1
とおけば,式(13)に相当する式は
i
a,fix+∑b,ftrjy+cftr -Lqlr (i-1,-,S),
〆-‖
β
∑atf,ytx+b,I,y+cf,y-9,y (i-1,-,i),
門il-il
s          i
∑aiftx+∑bjf,y+cn-9,
i-1　　　　　3-1
5
∑氏誹
hi,iil
-0,
i
∑bjf7　-0
i-1
(25)
(26)
となる.未知数の個数S+i+1より等式の個数が2個
多いが,これは最初のS個の式の辺々の和,およびその
次のt個の式の辺々の和が,ともに最後から3番目の式
と一致することから生じている.そこで,最初のS個の
式,およびその次のt個の式の中からそれぞれ1個の式
を除去すればよい.
また,最後の3つの式から, C-g/n-mzが得ら
れる.
この連立方程式を解いて得られる値a-(al,-,as),
b-(bl,-,bl)は各変量のカテゴリー値とよばれる.そ
の結果,分類で与えられる変量X,Yの標本値を
s                  i
tTk-∑atxk"　yk-∑bjykj　(27)
1-1　　　　　　　　　　　j-1
という数量に置き換えることができる(これが数量化の
意味である).
簡便的に,各変量のカテゴリー値のレンジ(range)
rx = 1n<1ta<Xsat~1TI<nsa-　ry = 1%qSXtbj-1聖Etbj (28)
が相関係数の代わりに用いられることが多いが,レンジ
は少数の偏りに影響されやすいので注意が必要である.
2.2　数量化にもとづく回帰分析
数量化にもとづく変量に関する分散,共分散は, m.r-
0,my-0であるから次のように計算される.
s∫x-‡皇t,r孟-÷皇aff77. ･S･少〟-‡皇畔
k-1　　　　　7′-1 J-1
1
sxy=syI= ,n
l
S.TZ　= Sz.7: =
n
∑.Tkyk･ -謹皇albjf昌y,
n,
k-1        i-1 3-1
∑a797X, Syz-sly-豆b,giy･
S
7/-1　　　　　　　　　　　　　　　　)-1
その後は通常の回帰分析(1.3節)と同じで,単相関を
求め,相関行列(17)から,式(18)により重相関係数,式
(19)により偏相関係数を計算することができる.
2.3　拡張
数量化Ⅰ類の方法に関して,説明変量の個数を1以上
任意に拡張することは容易であろう.
さらに,カテゴリーへの属し方が0,1ではなく確率的
である場合に拡張することも容易である.
数量的な変量も非線形性が予想される場合には,適当
な区間を設定し,値をその属する区間で表現するカテゴ
リカルな変量として扱えば,カテゴリー値の並びから非
線形関係を知ることができる.
また,数量的な変量とカテゴリカルな変量の混在する
混合型モデルに拡張することもできる.
このように回帰分析法を数量化の方法によってを拡張
すれば,その適用範囲は格段に広がり,統計的なデータ
解析の有力な"武器"が提供されることになるであろう.
3　数量化を行うにあたって
3.1　アンケート調査
私たちは2006年度｢プロジェクト｣を,｢コミュニケー
ションツールの可能性を探る｣というテーマで取り組ん
だ.従来のツールである電話･メールにかわり,近年新
たに登場したメッセンジャーに注目し,それを自分たち
で試作しつつ,未来のコミュニケーションのあり方を展
望する企画である.メッセンジャーとは,同じシステム
環境にある仲間どうしがチャットやファイル転送などを
容易に行なうことを可能にした｢インスタントメッセン
ジャー｣ (IM)と呼ばれるソフトウエアのことである.
プロジェクトチームは2手に分かれ,実装班がC++
言語によりメッセンジャーの作成に取り組む一方で,調
査･分析班はメッセンジャーがどのような状況で使用さ
れているかを,電話･メールと対比しながら明らかにし
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ようとした.その目的で,利用の実態に関する小規模な
アンケート調査を試みることになった.
アンケートの実施後,今後の展開を調査･考察するグ
ループと,アンケートを集計･分析するグループに分か
れた.本稿は,その後者の行った努力の記録である.
アンケートの概要は以下の通りである.
調査対象　専修大学学生(1年生)
学部 ｨW9k計    
経営 都3#S99   
ネットワーク情報 cツS234    
計 C"333     
調査期間　2006年10月26日, 27日
調査方法　先生方の協力で授業の開始前20分を頂き,
回答用紙(A4片面3枚)を配布,回収した.
設問数19,選択肢での回答と自由記述.
3.2　単純集計
得られたアンケートデータはExcelに入力し,それぞ
れの回答数を集計し,その結果をグラフで表示するなど
の統計分析を行った.集計結果により,電話,メールの
使用率はほぼ100%であるのに対して,メッセンジャー
の使用率は全体で約50%であること,また経営学部1年
生よりネットワーク情報学部1年生の方が圧倒的に多い
ことがわかった.
Qll　使ったことがあるものはどれですか.
学部 Iメール 6(5ｨ985x88ｲ       
経営 涛rRンb97%(96) R      
ネット 涛３3loo‰(233) 田"RCR     
合計 涛３#b99%(329) 鉄Rcb     
それぞれ使ったことがあると回答した人数の割合
(小数点以下四捨五入､カッコ内は人数)
集計結果をグラフ化した例を以下に示す.
Q17は, Qllでメッセンジャーを使ったことがないと
答えた人に,使わない理由を訊ねる質問である.
Q17　メッセンジャーを使っていない理由は?
■0%
□使う相手がいない
tメッセンジャーを知ら
なかった
□使い方が難しそうだ
から
ロ使える環境がないか
ら
■その他
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Q8では,テキストコミュニケーションと対比させる
意味で音声コミュニケーションのイメージについて質問
した.
Q8　音声コミュニケーションのイメージは?
緊弓長する
他の事ができない1　　1
場所が限られるI I
時間帯が限られるi l
料金がかかる
すばやく連絡できる
相手の状況がわかりやすい
すぐ相手の返事がもらえる
時間を共有できるI I
途中で途切れない　⊂::=]
相手と繋がっている
使いやすい
気持ちが伝わる
0　　　20　　40　　60　　80　100　120　140　160　180
QIOは｢おしゃべり｣をするときにどんな手段を使う
人が多いかを知るための質問である.
QIO　おしゃべりをしたときに使う手段は?
ロメッセンジャー
その他の結果の紹介は省略するが,単純集計で得られ
たものはほぼ想定される範囲内であり,際立った特徴を見
出すことはできそうもなかった.学生メンバーだけでは
せっかく入手したデータをどの様に生かせばよいか,判
らないでいた.
しかし,本プロジェクトでは予め前期後半,毎週の授
業で,担当教員(佐藤)により｢回帰分析と数量化Ⅰ類｣
の15分間連続講座(4回)を行っていた.そこで今回の
アンケート調査において｢数量化手法の導入｣を試みる
ことになったのである.
4　数量化理論Ⅰ類の適用
4.1　データの説明
分析目標は,｢メッセンジャーの個人的使用頻度がその人
の電話･メールの使用頻度とどのような関係にあるか｣を
明らかにすることで,そのために数量化Ⅰ類を適用する.
∵
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対象データについて説明する.このデータは，次の質
問に対する回答によって得られたものである.
Q14 各ツールをどのくらいの頻度で使用しますか.
電話 (1 日) I 0分 1--0 分 30 分以下それ以上
メール (1 日) I 0通 1--5 通 10 通以下 20 通以下
それ以上
メッセンジャー|普段全く使わない 1-----2 回 3-----4 回
(1 週間 I5-----6 回毎日
データは，回答者が該当項目を選択することによって
得られる.選択肢は量的な順序をもつが，カテゴリカルな
変量であり，このままでは回帰分析の対象にはできない.
変量を次のように記号化して 2 節と関連付けることに
する.各個人の電話・メールの利用頻度を表す説明変量
をそれぞれ X ，Y とし，メッセンジャーの使用頻度を表
す被説明変量を Z とする.さらに，性別・学部を表す説
明変量を追加してそれぞれ U，V とする.
すなわち，変量 Z を変量 X ，Y，U，V によって統計的
に説明するわけである.説明変量 X ，Y，U，V の各カテゴ
リーと，カテゴリー値を表す変数を次のように定める.
参考までに各カテゴリーに属する人数を併記した.な
お，意図していない回答を含むデータを排除したため，標
本数 η は 270 に減少している O また，性別不明の 2 名は
過半数を占める男性に含めることにした.
X α 電話 (1 日) 人数
X 1 α1 使わない 2 
X 2 α2 0 分 51 
X3 α3 1-10 分 142 
X 4 α4 11-----30 分 42 
X s α5 それ以上 3 
カテゴリー「使わない」は， Q1 で「電話を使わない」
と回答したことを表し，カテゴリー fo 分」は電話を使
うが最近は使っていないことを表す.
Y b メール (1 日) 人数 l
Y 1 b1 0 通 14 I 
Y2 b2 1-----5 通 90 
Y3 b3 6-----10 通 85 
九 b4 11-----20 通 52 
九 bs それ以上 29 
U p 性別 人数
U 1 Pl 男 198 
U 2 P2 女 72 
V q 学部 人数
V1 ql 経営 84 
も q2 ネットワーク情報 186 
数量化 I類の方法を適用するには，非説明変量 Z は
量的でなければならない.そこで，メッセンジャーの使
用頻度に関しては便宜的に， Q1 で「メッセンジャーを
f吏ったことがない」と回答した場合 (0* で示す)に頻度
0，それ以外で Q14 で「普段全く使わない」と回答した
場合 (0 で示す)に頻度 1，以下順に，頻度 2，3， 4， 5 と
定め，それらを量として扱うことにした.
人数の分布は次のようになり，変量 Z の平均と標準偏
差は m z = 1. 47 ， Sz = 1. 650 となる.
I 0 I 1-2 I与4 Iι6 
なお，本来ならこの説明変量 Z もカテゴリカルなの
で，数量化 1 類が適用されるべきであるが，簡便法とし
て自ら変量 Z の数量化を行ったわけである.
4.2 計算プロセス
アンケートの結果より得られたデータは下記の表にな
る.これは， 2.1 節の最初の表を転置したものに当たる.
すなわち，Z の欄の数値は量を表し，それ以外はカテゴ
リーを選択する番号である.
No X Y U V Z 
1 2 2 1 2 5 
2 1 2 2 1 1 
3 1 1 2 1 。
4 3 4 1 2 4 
5 3 5 2 2 1 
270 2 3 1 2 。
参考までに，今記述している分析の前に行った結果を
記しておきたい.最初は メッセンジャーの使用頻度に
対する電話・メールの使用頻度が与える影響を調べるた
めに，電話 (X) ，メール (Y) ，メッセンジャー (Z) の 3
変量だけで、分析を行っていた.そのとき得られた結果は，
重相関係数が
rz ，xy = 0.20 ・
であるに過ぎず，単相関係数とレンジは
変量
X( 電話)
Y( メール)
であった(偏相関係数は計算してない) .このように，
X ，Y の 2 変量では説明力が弱かったため，性別 (U) と
学部 (V) の 2 つの説明変量を追加したのである.
まず， 270 個のデータに関するクロス集計を行う.こ
れには Excel のクロス集計機能であるピボットテーブル
数量化理論Ⅰ類の方法とその適用例
を用いた.得られた数値は式(24), (25)で定義されたも
ので,式(26)の係数が得られる.それを以下の表に示す.
α1α2α3α4α5 ﾆ#&#6#F#RPIP2 ﾇ"C        
20000 20 "2 51 迭         
051000 #ピ3"3813 33都2      
0014200 SS3#澱11032 鼎142 R           
000420 s#C3210 C#42 都R       
000033 33c1617 cr33            
011300 C122 鼎14 2           
1285173 7416 #c90 SB          
07531213 ゴ6124 ゴr85 3"         
0329146 S#2923 3"52 田r         
126911 #227 29 2           
2381103216 #sCc#"1980 田33R198 3         
013321017 c#C#3r072 S72 田        
013411416 鼎###6321 塔C84 r         
2381012817 cゴs3#13551 ッ186 c"         
2511424233 CゴS##19872 塔Cッ70 0 0 0 0 湯       
2511424233 00            
00000 CゴS##00         
00000 ????9872 ????
00000 ????0 塔C?b??
例えば,この表の第1行目は
2al+b2+b5+2pl+2q2+C-5
という等式を表す.この連立方程式の変数の個数は15(-
5+5+2+2+1)であるが,式の数は19個である.級
形従属性を除くために例えば,第1, 6, ll, 13式を除け
ば独立な15個の式が得られる.こうすれば,通常の解法
で解を求めることができる(2.1節参照).
なお,最後の5式より, C-399/270-1.477(-mz)
が求まる.
参考　Excel関数による連立方程式の解法
まず係数行列の逆行列を関数MINVERSEを用いて計算す
る.それには, ｢MINVERSE(範囲)｣という式によって行列が
格納されているセルの範囲を指定する.このとき,計算結果を
入れるセルの範囲を指定する必要がある.その簡便法は,まず
MINVERSEの式を1つのセルに入力し,そこを始点として必要
な範囲を選択する.次に数式バーをクリックし, Ctrlキー+Shift
キー+Enterキーを押せば,指定した範囲に逆行列が入る(プ
ロジェクトのリーダー高野智弘君より教わる).
解を逆行列と定数ベクトルの積として求めるために, MMULT
関数を使用する.これは2つの行列の積を｢MMULT(範囲1,
範囲2)｣という式によって求める関数で,計算結果を入れる範
囲を指定するには上記と同じ手順で行えばよい.
各カテゴリー値は以下の通りであった.視覚的にわか
りやすいように,数値を棒グラフで表した図を添えた.
変量 カテゴ リ一倍  
X 0.495    
α2 蔦cB   
α3 蔦コR  
α4 C艃  
α5 ?經??
y ﾂ-0.615   
b2 ??唐?
b3 #R   
b4 ????
b5 蔦紊   
U 0.208    
P2 蔦經s2  
V ﾂ-1.049   
q2 紊sB  
定数 1.477   
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(数字は人数を表す)
これらのカテゴリー値を用いて各変量を数量化すると,
ノ■■ヽ
Zの予測値Z-a･X+b･Y+p･U+q･V+Cが得ら
れる.点(Z,Z)を平面上にプロットした図を示す.一見
して予測があまり正確でないことがわかる.
5
衰画儀一Z
2.2節に述べた方法により分散･共分散を計算し, 1.3
節の手順で単相関行列R,その逆行列R~1から重相関
係数や偏相関行列Pを計算する.
R=
1.000　-0.108　　0.009　-0.022　0.075
-0.108　　1.000　-0.035　　0.018　0.120
0.009　-0.035　　1.000　-0.025　0.195
-0.022　　0.018　-0.025　　1.000　0A22
0.075　　0.120　　0.195　　0.422　1.000
行列Rの5行目に単相関係数rzx,rzy,rzu,rzvが並ぶ.
(rzx,rzyが3変量モデルと異なるのは数量化のため)
R-l=
1.024　　0.125
0.125　　1.035
0.021　　0.070
0.075　　0.057
-0.127　-0.171
0.021　　0.075　-0.127
0.070　　0.057　-0.171
1.059　　0.143　-0.277
0.143　　1.243　-0.565
-0.277　-0.565　　1.323
0
予測値(Z
5　2　5　1　5　0
×平均値
◆　l ll.●1‡l
l　●事■事●-　◆
▲事　暮.●●▲事　‥　1
●　●　l　●▼◆
●l　_tl●
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逆行列R~1から重相関係数は次のように求まる.
rz,xyuv - J1 -1/1.323-0.494･･･
偏相関行列Pは次のようになり, 5行目に偏相関係数
rzx,yuv, rzy.xuv, rzu,xyv, rzv,xyuが並ぶ･
P=
-1.000　-0.122　-0.021　-0.067　　0.110
-0.122　-1.000　-0.067　-0.051　　0.147
-0.021　-0.067　-1.000　-0.125　　0.234
-0.067　-0.051　-0.125　-1.000　　0A41
0.110　　0.147　　0.234　　0.441　-1.000
これらの計算結果を表にまとめて示す.
変量 ｨｭb偏相関 ﾈ985r順位       
X(電話) sR0.110 經4       
y(メール) #0.147 縱C3        
U(性別) 迭0.234 縱2       
V(学部) 紊#"0.441 經#21     
4.3　結果の考察
カテゴリー値に関して　変量　Xのカテゴリー値
α1,-,α5を見ると興味深いことがわかる.電話をまっ
たく使わない人と最も使う人のカテゴリー値が大きく,
電話を使う頻度が中程度の人のカテゴリー値は小さい.
これより,電話を使わない人はメッセンジャーを電話代
わりに使用し,電話を頻繁に使う人はコミュニケーショ
ン活動が活発でメッセンジャーも使うと考られる.
変量Yのカテゴリー値bl,･･･,b5を見ると変量Xと
逆の傾向になっている.すなわち,メールを使わない人
と,メールをとてもよく使う人のカテゴリー値が小さく,
メールを使う頻度が中程度の人のカテゴリー値が相対的
に大きい.これより,メールをとてもよく使う人はメッ
センジャーを使うことが少なく,メールを使わない人は
コミュニケーション活動が不活発なのでメッセンジャー
も使わないと考えられる.
XとYで逆の傾向があることには注目したい.
次に変量UとVのカテゴリー値から,性別では男の方
が,学部ではネットワーク情報学部の方がメッセンジャー
の使用頻度が高いということがわかる.
4種類の変量の中では,カテゴリー値のレンジ(最大
と最小の差)が最も大きいのが学部であり,ネットワー
ク情報学部の特徴が現れていると見ることができる.
相関係数について　メッセンジャーの使用度Zに対す
る説明力を比較するのに,単相関係数･偏相関係数･レ
ンジの3つの指標を考えることができるが,いずれも大
きい順に,学部V,性別U,メールの使用度Y,電話の
使用度Xであった.すなわち,学部の違いが最も決定力
が強いことになり,直感が裏付けられたと言えよう.
しかし,偏相関係数は最大値でも0.44とあまり大きく
なく,この解析結果にそれほど説得力がないことを意味
している.また,重相関係数は0.5に近いが,相関が強
いといえるほどの値ではない.このことは,変数Zの変
動の説明に変量X,Y,U,Vだけでは十分でないことを意
味している.分析方法の最大の問題は, 4. 1節の最後に述
べたように,変量Zの窓意的な"数量化"である.
今回の解析結果は華々しい成果こそなかったが,方法
論の紹介には十分な役割を果たしたと言えよう.
あとがき
今まで高度な分析はやったことがなく,数学が苦手だっ
たこともあり勉強にはとても時間がかかっていた.理解
もしなければならないし,報告会のために分析に取り掛
からなければならないし,と板ばさみになりつつ,多く
の人の協力で何とかここまでやってこれた.この分析を
行ったことで,カテゴリカルな要素でもきちんと計算す
ることで分析や予測が可能となっていく過程が大変面白
く感じ,数学にも面白味を感じるようになれた.夜遅く
まで計算し相談しあった経験は,大学生活の中でも屈指
の思い出になるであろう. (永添)
3年次のプロジェクトの授業でアンケート調査を行い,
はじめて数量化という分析方法を知ることができた.ア
ンケートの集計を行うだけでも大変な作業だったが,そ
こから数量化Ⅰ類の分析をしていく過程で,計算が合わ
なかったり思わしい結果が出なかったりなど苦労の連続
だった.しかし,苦労をしながらもこの分析を続けてい
くうちに,数量化についてさまざまな知識を得ることが
できた.このことは,楽しくもありとても有益なものだっ
た.今回行った数量化という手法は色々なことに使える
と思うので,この経験を生かしていきたい. (村上)
この手法は統計数理研究所の所長であった林知己夫先
生によって開発されたものである.昭和40年頃にこの手
法が朝日新聞社の広告注目率調査に応用されたとき,堤
合型プログラムを作成することで協力した経験がある(学
部3-4年生のとき).その後,本学に赴任して,入試採
点における選択科目の得点補正にこの手法を採用し,不
公平是正に貢献できたことは幸いであった.このたび久
しぶりにこの手法と再会し,学生諸君に手ほどきす
ることができて楽しかった.(佐藤)
末筆ながら,アンケート調査のために授業時間を割い
ていただいた高柳美香,石鎚英也両先生に感謝する.
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