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1. INTRODUCCIÓN 
Model Predictive Control está diseñado para resolver problemas de automatización de procesos 
industriales y control los cuales se caracterizan por presentar un comportamiento dinámico difícil, 
inestable, de fase no-mínima y sistemas con retardos y perturbaciones. MPC se puede ver como 
una estrategia de control la cual utiliza un sistema matemático interno de lo que se quiere controlar 
siendo éste el modelo de predicción. Dicho modelo se utiliza en la estadística de las variables a 
controlar [7]. 
MPC funciona de la siguiente manera: se muestrean las variables futuras a ser manipuladas para 
lograr que en el Horizonte de Predicción de dichas variables controladas apunten a un punto de 
referencia. MPC es ideal frente a otros métodos de control ya que es muy flexible lo cual permite 
incorporar varios modelos de predicción, al igual que la restricción en señales del sistema, lo cual 
es esencial en la solución de muchos problemas de ingeniería en plantas complejas cuyo modelado 
exacto no es posible [12].  
1.1 Sistemas y modelos lineales 
Un sistema es un conjunto de elementos o componentes que interactúan y realizan un trabajo 
específico. El concepto de sistema no está limitado exclusivamente a los sistemas físicos como tal, 
puede extenderse a todos los tipos de energías que existen y a combinaciones de ellas, incluso a 
fenómenos abstractos, como la economía, la sociología; pero generalmente se aplican a sistemas, 
eléctricos, mecánicos, térmicos, nucleares, etc. [10]. 
Por otro lado, los modelos son representaciones conceptuales que tratan de explicar el 
comportamiento de un fenómeno, y estos pueden ser de diversos tipos, esquemáticos, gráficos y 
los más comunes son los matemáticos; uno de los más famosos modelos gráficos es el modelo 
modelos atómicos de Bohr, este explica muchos de los fenómenos que se identifican en el átomo, 
pero no necesariamente es representa completamente la realidad física del átomo, pero es suficiente 
para dar explicación funcional [8]. 
En ese orden de ideas, los modelos matemáticos son un conjunto de axiomas matemáticos que 
representan el comportamiento de un sistema, desde el punto de interés de quien realiza el 
modelamiento, pero esto se ampliara un poco más adelante. 
Para complementar, la linealidad es una característica que se identifica en la relación de las 
variables modelables de un sistema, para que un sistema sea lineal debe cumplir el principio de 
superposición y homogeneidad [9]. 
  
 
La superposición trata de que si a un sistema representado por un modelo H se le aplica una 
señal 𝑢1, ya a tener una respuesta 𝑦, y si al mismo sistema 𝐻 se le aplica una señal 𝑢2, la respuesta 
del sistema será 𝑦2, si se realizara un tercer experimento al mismo sistema, el principio de 
superposición dice que  se le aplica una entrada 𝑢 =  𝑢1  + 𝑢2, la salida del sistema será y =  𝑦1  +
 𝑦2, la salida será una superposición de las dos salidas ocasionadas por la suma de las dos entradas, 
obsérvese en las siguientes ecuaciones [1]. 
𝑌1 = 𝐻𝑢1 
𝑌2 = 𝐻𝑢2 
Entonces  
𝑦 = 𝑦1 + 𝑦2 = 𝐻(𝑢1 + 𝑢2) 
La segunda condición se conoce como homogeneidad, y trata de que si a un sistema 𝐻 se le 
aplica una entrada 𝑢1, va a presentar una salida 𝑦1, pero si se le aplica una entrada 𝑢 =  𝛼𝑢1, el 
sistema tendrá una salida 𝑦 =  𝛼𝑦1, es decir, la salida se verá afectada en la misma proporción en 
la que se afectó la entrada. 
En términos generales, si un sistema tiene una entrada, así: 
𝑈 = 𝛼𝑈1 + 𝛽𝑈2 
Si H es un sistema lineal, la salida Y del sistema seria: 
𝑌 = 𝛼𝑌1 + 𝛽𝑌2 
La ecuaciones de los modelos matemáticos vienen generalmente del principio de conservación 
de la energía, el cual es un principio fundamental del universo, dentro de los más comunes podemos 
encontrar las leyes de Kirchhoff de tensiones y de corrientes que se basan en las ley de Ohm, las 
leyes de Newton en cuanto a la interacción dinámica de fuerzas, las leyes de Maxwell que se basan 
en la observaciones realizadas por Michael Faraday, pero formalizadas por Maxwell, entre otras; 
todas obedecen al principio de conservación de la energía [8]. 
Debido a las relaciones fundamentales de los elementos que componen un sistema, muchos de 
ellos son explicados por medio de modelos Integro-diferenciales, como las tensiones y corrientes 
en capacitores e inductores, la relación de la velocidad y la fuerza en un cuerpo por medio de un 
coeficiente de fricción, y la muy conocida ley de Hooke que modela el comportamiento de los 
cuerpos elásticos, cada uno de estos elementos entregan explicaciones comportamentales a la 
ecuación general basada en la conservación de la energía, la cual, al final es una ecuación Integro-
Diferencial que explica de manera matemática como es la relación de las variables de un sistema. 
  
 
En sí, las ecuaciones diferenciales ya son lo suficientemente complejas como herramienta para 
analizar sistemas dinámicos, por ende, se generaron herramientas como las transformaciones 
matemáticas que simplifican el análisis de los sistemas, la más usada se conoce como la 
Transformada de Laplace, la cual es una transformación tiempo frecuencia que en síntesis, 
simplifica el análisis y el manejo de las ecuaciones diferenciales convirtiendo un juego de 
ecuaciones Integro-Diferenciales en un conjunto de ecuaciones algebraicas mucho más fáciles de 
manejar, y asociado a esto aparecen dos conceptos más de análisis de sistemas, la transformada de 
Fourier y la transformada Z, cada una con aplicaciones específicas para el análisis de los sistemas 
[11]. 
 
1.2 Descripción de sistemas lineales y no lineales 
La teoría con la cual se analizan los sistemas de control se ocupa del desarrollo de conceptos 
que se aplican a otros sistemas para lograr que estos se comporten de manera deseada. Los sistemas 
de control podrían ser tan simples como encender o apagar un equipo el cual no se necesita en un 
valor especifico, pero por otro lado están los sistemas que necesitan una referencia de 
comportamiento y de funcionamiento [8,10]. 
Tanto la teoría, como la práctica de la implementación de sistemas de control tienen una gama 
de aplicaciones que abarcan los campos de la ingeniería civil, aeronáutica, química, mecánica, 
ambiental y eléctrica (entre otras), así como otras tantas que no pertenecen a la línea de ingenierías 
como las finanzas, la sicología, sociología, la administración, etc. [10]. 
La implementación de los sistemas de control tiene ventajas muy marcadas en la industria en 
los campos de la optimización de procesos, mejoramiento de la calidad, seguridad en los procesos, 
reducción en el consumo de energía y reducción en los niveles de contaminación.  
Para iniciar con el análisis para el diseño de los sistemas de control, es necesario contar con 
esquemas que permitan identificar los comportamientos relevantes del sistema que se quiere 
controlar, en el cual sea posible aplicar leyes matemáticas que permitan obtener un conjunto de 
ecuaciones que representan el comportamiento del mismo, este conjunto de ecuaciones 
generalmente integro-diferenciales (en el caso del tiempo continuo) y ecuaciones en diferencias 
(en el caso de los sistemas digitales) se conoce como un modelo matemático [9]. 
  
 
Dependiendo de cómo sea la relación de las variables de un sistema, este podría ser un sistema 
lineal o no lineal, para el caso práctico es mucho más simple trabajar con los sistemas lineales pues 
generalmente representan bien el comportamiento de sistemas reales. 
Sin embargo, hay muchos problemas en la actualidad que son problemas esencialmente no 
lineales como el péndulo invertido, múltiples péndulos, sistemas de levitación magnética; así como 
en la actualidad hay un desarrollo impresionante en los sistemas de vuelos de aviones no tripulados, 
automatización de la conducción de automóviles, sistemas de inyección de gasolina para el alto 
desempeño de los motores de combustión, lo cual hace que el estudio y el desarrollo de los sistemas 
no lineales no se pueda pasar por alto [10]. 
En la última década los sistemas de control han experimentado un crecimiento teórico 
considerable con la aparición de la implementación de nuevos conceptos como la regulación por 
realimentación, la estabilidad entrada estado, y nuevas técnicas de diseño como los sistemas de 
paso adelante y paso atrás, técnicas que permiten realizar implementaciones de control en sistemas 
que otros controles no funcionan de manera deseada [15]. 
Típicamente, para el desarrollo de sistemas de control lineal se han usado herramientas 
matemáticas como la transformada de Laplace, esta transformación convierte las ecuaciones 
integro-diferenciales en ecuaciones algebraicas que facilitan tanto la implementación como el 
análisis de sistemas pudiendo encontrar una expresión que relaciona la entrada (U) y la salida (Y) 
de un sistema, la cual generalmente es una fracción comúnmente conocida como función de 
transferencia (H en la mayoría de los textos de control). 
La transformada de Laplace está dada por la siguiente expresión: 
𝐹(𝑠) =  ℒ(𝑓(𝑡)) = ∫ 𝑓(𝑡)𝑒−𝑠𝑡𝑑𝑡
∞
−∞
 
Dónde: 
 𝐹(𝑠) es la función transformada al dominio de Laplace 
 𝑠 es la variable Laplaciana 
 𝑓(𝑡) es la función que se desea transformar 
𝑒−𝑠𝑡 se conoce como el Kernel de transformación de Laplace 
En la práctica, s es una variable que contiene parte real y parte imaginaria, es decir es una 
variable compleja. 
𝑠 = 𝛼 ± 𝑗𝜔 
  
 
Alguna de las transformadas más comunes: 
ℒ(𝑠𝑒𝑛(𝜔𝑡)) =
𝜔
𝑠2 + 𝜔2
 
ℒ(𝑐𝑜𝑠(𝜔𝑡)) =
𝑠
𝑠2 + 𝜔2
 
ℒ(1) =
1
𝑠
 
ℒ(𝑡) =
1
𝑠2
 
Entre otras, de hecho, existe una tabla con la cual se aplican las transformadas, pero una de las 
más usadas en el modelamiento de sistemas dinámicos que permite convertir las ecuaciones 
diferenciales es: 
ℒ (
𝑑
𝑑𝑡
𝑓(𝑡)) = 𝑠𝐹(𝑠) − 𝑓(0) 
ℒ (
𝑑2
𝑑𝑡2
𝑓(𝑡)) = 𝑠2𝐹(𝑠) − 𝑠𝑓(0) − 𝑓′(0) 
ℒ (
𝑑𝑛
𝑑𝑡𝑛
𝑓(𝑡)) = 𝑠𝑛𝐹(𝑠) − 𝑠𝑛−1𝑓(0) − 𝑠𝑛−2𝑓′(0)⋯𝑠𝑓𝑛−2(0) − 𝑓𝑛−1(0) 
Dónde: 
𝑓𝑘(0) , con k ∈  ℝ, desde 0 hasta 𝑛 − 1, son las condiciones iniciales del sistema [8]. 
Una premisa general de para las funciones de transferencia es que siempre se considera que las 
condiciones iniciales son nulas, es decir que 𝑓𝑘(0) = 0 , con k ∈  ℝ, desde 0 hasta 𝑛 − 1, o cual 
simplifica el uso del concepto de las trasformada de Laplace a las siguientes ecuaciones:  
ℒ (
𝑑
𝑑𝑡
𝑓(𝑡)) = 𝑠𝐹(𝑠) 
ℒ (
𝑑2
𝑑𝑡2
𝑓(𝑡)) = 𝑠2𝐹(𝑠) 
ℒ (
𝑑𝑛
𝑑𝑡𝑛
𝑓(𝑡)) = 𝑠𝑛𝐹(𝑠) 
 
 
 
 
  
 
Caso práctico de implementación, modelamiento de un sistema Masa-Resorte-
Amortiguador: 
 
 
 
 
 
 
 
 
 
Figura 1. Esquema del Sistema Masa-Resorte-Amortiguador [9] 
𝐹 = 𝑚𝑎 
𝑎 =  
𝑑2
𝑑𝑡2
𝑦(𝑡) 
𝑚𝑎 = 𝑚𝑔 − 𝑘𝑥 − 𝑚𝑔 − 𝑏
𝑑𝑦
𝑑𝑡
+ 𝑢(𝑡) 
𝑚𝑎 = −𝑘𝑦 − 𝑏
𝑑𝑦
𝑑𝑡
+ 𝑢(𝑡) 
Resultando: 
𝑚
𝑑2
𝑑𝑡2
𝑦(𝑡) + 𝑏
𝑑
𝑑𝑡
𝑦(𝑡) + 𝑘𝑦(𝑡) = 𝑢(𝑡) 
 
Dónde: 
𝑚 es la masa del sistema 
𝑏 es coeficiente de fricción viscoso 
𝑘 el coeficiente elástico del resorte 
Aplicando el concepto de la trasformada de Laplace de una derivada, asumiendo condiciones 
de iniciales nulas, se tiene 
ℒ (
𝑑2
𝑑𝑡2
𝑦(𝑡)) = 𝑠2𝑌(𝑠) 
ℒ (
𝑑
𝑑𝑡
𝑦(𝑡)) = 𝑠𝑌(𝑠) 
  
 
ℒ(𝑦(𝑡)) = 𝑌(𝑠) 
ℒ(𝑢(𝑡)) = 𝑈(𝑠) 
Reemplazando en la ecuación diferencial se tiene 
𝑚𝑠2𝑌(𝑠) + 𝑏𝑠𝑌(𝑠) + 𝑘𝑌(𝑠) = 𝑈(𝑠) 
Donde se puede factorizar el término 𝑌(𝑠) 
(𝑚𝑠2 + 𝑏𝑠 + 𝑘)𝑌(𝑠) = 𝑈(𝑠) 
La función de transferencia será la relación entre la entrada 𝑌(𝑠) y la salida 𝑈(𝑠), así 
𝐻(𝑠) =
𝑌(𝑠)
𝑈(𝑠)
=
1
𝑚𝑠2 + 𝑏𝑠 + 𝑘
 
Si se normaliza la expresión dejando el coeficiente del denominador de mayor exponente igual 
a 1, se tiene 
𝐻(𝑠) =
𝑌(𝑠)
𝑈(𝑠)
=
1
𝑚
𝑠2 +
𝑏
𝑚 𝑠 +
𝑘
𝑚
 
Nótese que para representar funciones en dominio del tiempo se usan letras minúsculas (𝑓, 𝑦, 
𝑢) y sus respectivas transformaciones con letras mayúsculas (𝐹, 𝑌, 𝑈) [15]. 
Cabe aclarar que si es posible encontrar una función de trasferencia que considere las 
condiciones iniciales diferentes de 0, pero esta expresión matemática representaría única y 
exclusivamente el comportamiento del sistema siempre con la presencia de estas condiciones, el 
caso que representa en comportamiento de la manera más general es en el que se asumen las 
condiciones iniciales nulas. 
Esta expresión representa el comportamiento del sistema dinámico obtenida por medio de la 
ecuación diferencial mediante la aplicación de conceptos físicos a un esquema, y a partir de este 
diseñar un de control para hacer que el sistema se comporte de manera deseada [8,11]. 
Modelamiento en variables de estados.  
El análisis de los sistemas basados en la transformada de Laplace es simple, sin embargo, la 
aplicación de estos conceptos a sistemas no Lineales es sumamente complejo en la práctica, por tal 
razón es necesario cambiar el fundamento del modelamiento del sistema para lograr dar manejo a 
los sistemas no lineales, para esto se usa el concepto de los modelos de espacio de estados [9]. 
Los modelos de espacio de estados son un conjunto de ecuaciones diferenciales ordinarias de 
primer orden, las cuales se encuentran acopladas entre sí, y se representan de forma compacta con 
una ecuación diferencial vectorial de primer orden, conocida como ecuación de estados [11]. 
  
 
?̇? = 𝑓(𝒙, 𝒖) = [
𝑓1(𝒙,𝒖)
𝑓2(𝒙, 𝒖)
⋮
𝑓𝑛(𝒙, 𝒖)
] =
[
 
 
 
𝑓1(𝑥1, 𝑥2. ⋯ 𝑥𝑛 , 𝑢1, 𝑢2, … , 𝑢𝑝)
𝑓2(𝑥1, 𝑥2. ⋯ 𝑥𝑛, 𝑢1, 𝑢2, … , 𝑢𝑝)
⋮
𝑓𝑛(𝑥1, 𝑥2. ⋯ 𝑥𝑛, 𝑢1, 𝑢2, … , 𝑢𝑝)]
 
 
 
 
𝑓1(𝒙, 𝒖) = 𝑓1(𝑥1, 𝑥2. ⋯ 𝑥𝑛, 𝑢1, 𝑢2, … , 𝑢𝑝) 
?̇? = [?̇?1 ?̇?2  ⋯ ?̇?𝑛]
𝑇 
Dónde: 
?̇̅? es el vector de variación de estados ?̇̅? = [?̇?1 ?̇?2  ⋯ ?̇?𝑛]
𝑇 , ?̇̅? ∈  ℝ𝑛 
?̅? es el vector de estados ?̅? = [𝑥1 𝑥2  ⋯ 𝑥𝑛]
𝑇, ?̅? ∈  ℝ𝑛 
?̅? es el vector de entradas del sistema ?̅? = [𝑢1, 𝑢2, … , 𝑢𝑝]
𝑇
, ?̅? ∈  ℝ𝑝 
Y la ecuación de salida del sistema  
𝑦 = ℎ(?̅?, ?̅?) = [
ℎ1(?̅?, ?̅?)
ℎ2(?̅?, ?̅?)
⋮
ℎ𝑚(?̅?, ?̅?)
] =
[
 
 
 
ℎ1(𝑥1, 𝑥2. ⋯ 𝑥𝑛 , 𝑢1, 𝑢2, … , 𝑢𝑝)
ℎ2(𝑥1, 𝑥2. ⋯ 𝑥𝑛, 𝑢1, 𝑢2, … , 𝑢𝑝)
⋮
ℎ𝑚(𝑥1, 𝑥2. ⋯ 𝑥𝑛, 𝑢1, 𝑢2, … , 𝑢𝑝)]
 
 
 
 
Dónde: 
?̅? es el vector de salida ?̅? = [𝑦1 𝑦2  ⋯𝑦𝑚]
𝑇, ?̅? ∈  ℝ𝑚 
Para el caso lineal, f y h son combinaciones lineales de los estados y la entrada del sistema, para 
lo cual típicamente se considera el modelo de espacio de estados como 
?̇̅? = 𝐴?̅? + 𝐵?̅?  
Ecuación de estados 
?̅? = 𝐶?̅? + 𝐷?̅? 
Ecuación de salida 
Este conjunto de ecuaciones se representa en el siguiente esquema 
 
Figura 2 Diagrama de bloque del modelo de espacio de estados lineal [8] 
Modelo de espacio de estados lineal 
  
 
Dónde: 
 A es la matriz de realimentación 
 B es la matriz de entrada 
 C es la matriz de salida 
 D es la matriz de lazo directo 
Para el caso no lineal f y h son funciones no lineales, por tanto, el esquema sería como 
 
Figura 3. Diagrama de Bloque del modelo de espacio de estado NO lineal [8] 
Generalmente la entrada u no se especifica desde el esquema, pues podría ser nula (0), podría 
ser una función típica de entrada (un impulso, un escalón, una rampa), o simplemente la entrada u 
se genera a partir de una realimentación de los estados, en cuyo caso se obtiene la respuesta 
homogénea del sistema o como se conoce en algunos textos como la entrada no forzada, esta es 
una técnica de control que se conoce con el nombre de control por realimentación de variables de 
estado, y para el caso lineal se tiene que: 
𝑢 = −𝑘𝑥 
Si esquema es: 
 
Figura 4. Diagrama de Bloque de la realimentación de variables de estados lineal 
Realimentación de variables de estado lineal 
Y en el caso no lineal se tiene que 
𝑢 = 𝛾(𝑥) 
  
 
Donde 𝛾(𝑥) es una función no lineal por herencia de la relación de las variables del sistema. 
Su esquema es:  
 
Figura 5. Diagrama de Bloque de la realimentación de variables de estados No lineal [10] 
Para el trabajo que se realizara, se asume que todos los sistemas son estacionarios e invariantes 
con el tiempo (LTI), lo que significa que los parámetros del sistema son constantes, es decir, usando 
el ejemplo anterior de la ecuación diferencia de un sistema Masa-Resorte-Amortiguador, los 
parámetros m (masa), b (coeficiente de fricción viscoso) y k (coeficiente elástico), no varían con 
el tiempo, aunque en la realidad, solo por el desempeño físico normal en un sistema estos elemento 
sufren variaciones en sus parámetros por desgastes mecánicos, etc. Por ahora se asume que no hay 
dichas variaciones [9]. 
Para obtener más herramientas para el análisis de los modelos de espacio de estados has que 
definir algunos conceptos, uno de los importantes se conoce como el punto de equilibrio.  
 
Punto de equilibrio (PE) 
Un punto de equilibrio es 𝑥 = 𝑥∗, tal que si el estado inicial de un sistema es 𝑥∗, las variables 
de estado del sistema permanecerán en este estado a menos de que se aplique una fuerza que lo 
modifique. Si después de retirar la aplicación la fuerza, los estados del sistema regresan a 𝑥∗, se 
dice que 𝑥∗ es un punto de equilibrio estable, pero si al retirar la fuerza que perturbo el sistema, los 
estados nunca regresan a 𝑥∗, se dice que es un punto de equilibrio inestable [10]. 
𝑓(?̅?) = 0̅ 
Un punto de equilibrio puede ser aislado, es decir es único en el dominio (vecindad en algunos 
textos) de cada una de las variables de estado, o puede ser un punto de equilibrio continuo 
Tomando el caso lineal de os modelos de espacio de estado 
?̇? = 𝑓(𝑥) = 𝐴𝑥 + 𝐵𝑢 
  
 
En ausencia de entrada, es decir 𝑢 = 0 
?̇? = 𝑓(𝑥) = 𝐴𝑥 
Para que se cumpla que 
𝑓(𝑥) = 0 = 𝐴𝑥 
Entonces  
𝑥 = 0 
Porque si A representa el comportamiento dinámico de un sistema, los valores propios de A 
existen, por tanto, A no puede ser una matriz nula, por tanto la única posibilidad es que 𝑥 = 0, por 
lo que todos los estados en cero del sistema es un punto de equilibrio del sistema lineal. 
Como el trabajo alrededor de los sistemas lineales es amplio, el inicio del análisis de un sistema 
no lineal empezaría por la linealización alrededor de un punto de equilibrio del sistema y estudiar 
el sistema lineal resultante, sin embargo, no es recomendable confiar plenamente en el análisis del 
sistema linealizado, debido a dos condiciones [10]: 
1- Los análisis obtenidos con el sistema lineal solo sirven si se maneja el sistema alrededor 
del punto de operación, si se aleja del punto de operación, la linealización ya no es 
representativa del sistema. 
2- Un sistema No Lineal contiene una dinámica mucho más variante por la presencia de 
diferentes fenómenos debido a las condiciones de relación no lineal entre sus variables. 
Un ejemplo no lineal es el péndulo, pues es uno de los problemas más comunes y simples, que 
consta de controlar un elemento conectado al eje de un motor, así como se muestra en la figura. 
 
Figura 6 Esquema grafico del modelo del péndulo [10] 
Usando la ley de Newton se describe el comportamiento en la dirección tangencial así: 
  
 
𝑚𝑙?̈? = −𝑚𝑔 sin 𝜃 − 𝑏𝑙?̇? +
1
𝑙
𝑇 
Dónde: 
 𝑚 es la masa del objeto 
 𝑙 es la longitud del brazo 
 𝜃 es el ángulo entre la vertical y el brazo 
 𝑔 es la aceleración gravitacional 
 𝑏 es el coeficiente de fricción asociado al desplazamiento y los topes del péndulo 
 𝑇 es el torque entregado por el motor 
Para encontrar el modelo de espacio de estados es necesario definir ecuaciones ordinarias de 
primer orden, y como se observa, la ecuación obtenida del modelo contiene derivadas de segundo 
orden, además se identifica que es un sistema no lineal debido a que la variable 𝜃 esta operada por 
la función seno (𝑠𝑖𝑛) [10]  
Para ello es necesario definir una variable auxiliar 𝑥, la cual va a ser la variable de estado del 
sistema, así: 
𝑥1 = 𝜃 
?̇?1 = 𝑥2 = ?̇? 
?̇?2 = ?̈? 
Reemplazando en la ecuación original por las variables de estado encontrada se tiene que: 
𝑚𝑙?̇?2 = −𝑚𝑔 sin 𝑥1 − 𝑏𝑙𝑥2 +
1
𝑙
𝑇 
Despejando la derivada de la variable de estado se tiene 
?̇?2 = −
𝑔
𝑙
sin 𝑥1 −
𝑏
𝑚
𝑥2 +
1
𝑚𝑙2
𝑇 
Por tanto, el conjunto de ecuaciones que modela el péndulo es: 
?̇?1 = 𝑥2 
?̇?2 = −
𝑔
𝑙
sin 𝑥1 −
𝑏
𝑚
𝑥2 +
1
𝑚𝑙2
𝑇 
Ya con el conjunto de ecuaciones del sistema es posible calcular cual es el punto de equilibrio 
del sistema, para ello se tiene que ?̇?1 = ?̇?2 = 0, y que no hay acción de la entrada, entonces de la 
primera ecuación automáticamente sale que la variable  𝑥2 = 0. 
Desde la segunda ecuación usando el resultado de 𝑥2 = 0, se tiene que: 
0 = −
𝑔
𝑙
sin 𝑥1 
  
 
Como 𝑔 y 𝑙, necesariamente son diferentes de cero, la única posibilidad es que: 
sin 𝑥1 = 0 
Por tanto 
𝑥1 = 0, 𝜋, 2𝜋, … , 𝑛𝜋 
Para el paso practico, solo se analizan los dos primeros, pues 2𝜋 es equivalente a 0, y 3𝜋 es 
equivalente a 𝜋, por tanto, este sistema contiene dos puntos de equilibrio, 𝑃𝐸1 = (0,0) y 𝑃𝐸1 =
(𝜋, 0) [10].                                                                                                              
1.3 Linealización de sistema 
Uno de los conceptos clave en la linealización de sistemas se conoce como la descomposición 
de funciones en series de Taylor, el cual consiste en la realización de derivadas consecutivas de la 
función acompañada por unos coeficientes con los que se obtiene una serie geométrica infinita, 
como se muestra a continuación [9,15]: 
𝑓(𝑥) = 𝑓(𝑎) +
𝑑𝑓(𝑎)
𝑑𝑥
(𝑥 − 𝑎)
1!
+
𝑑2𝑓(𝑎)
𝑑𝑥2
(𝑥 − 𝑎)2
2!
+ ⋯ +
𝑑𝑛𝑓(𝑎)
𝑑𝑥𝑛
(𝑥 − 𝑎)𝑛
𝑛!
+ ⋯  
Para que el sistema tenga comportamiento lineal, es necesario tomar solo los dos primero 
términos, el término de orden cero y el término de orden 1, el resto son los términos de orden 
superior, por tanto una Linealización de 𝑓(𝑥) alrededor del punto 𝑎 seria: 
𝑓(𝑥) = 𝑓(𝑎) +
𝑑𝑓(𝑎)
𝑑𝑥
(𝑥 − 𝑎) 
Reescribiendo esta función se tiene: 
𝑓(𝑥) − 𝑓(𝑎) =
𝑑𝑓(𝑎)
𝑑𝑥
(𝑥 − 𝑎) 
Y en términos de la variación 
Δ𝑓(𝑥) =
𝑑𝑓(𝑎)
𝑑𝑥
Δ𝑥 
Para múltiples funciones, sería necesario realizar derivadas parciales de primer orden con 
respecto a cada variable del sistema, lo cual se deduce por el resultado obtenido anteriormente. 
Para el siguiente sistema 
[
?̇?1
?̇?2
⋮
?̇?𝑛
] = [
𝑓1(𝑥1, 𝑥2, … , 𝑥𝑛, 𝑢)
𝑓2(𝑥1, 𝑥2, … , 𝑥𝑛, 𝑢)
⋮
𝑓𝑛(𝑥1, 𝑥2, … , 𝑥𝑛, 𝑢)
] 
La linealización seria, en el punto de operación 𝑝 =  [𝑝1 𝑝2 …𝑝𝑛]
𝑇 
  
 
[
Δ?̇?1
Δ?̇?2
⋮
Δ?̇?𝑛
] =
[
 
 
 
 
 
 
 
 
𝜕𝑓1
𝜕𝑥1
|
𝑝
(𝑥1 − 𝑝1) +
𝜕𝑓1
𝜕𝑥2
|
𝑝
(𝑥2 − 𝑝2) + ⋯ +
𝜕𝑓1
𝜕𝑥𝑛
|
𝑝
+ (𝑥𝑛 − 𝑝𝑛) +
𝜕𝑓1
𝜕𝑢
|
𝑝
𝑢
𝜕𝑓2
𝜕𝑥1
|
𝑝
(𝑥1 − 𝑝1) +
𝜕𝑓2
𝜕𝑥2
|
𝑝
(𝑥2 − 𝑝2) + ⋯+
𝜕𝑓2
𝜕𝑥𝑛
|
𝑝
+ (𝑥𝑛 − 𝑝𝑛) +
𝜕𝑓2
𝜕𝑢
|
𝑝
𝑢
⋮
𝜕𝑓𝑛
𝜕𝑥1
|
𝑝
(𝑥1 − 𝑝1) +
𝜕𝑓𝑛
𝜕𝑥2
|
𝑝
(𝑥2 − 𝑝2) + ⋯+
𝜕𝑓𝑛
𝜕𝑥𝑛
|
𝑝
+ (𝑥𝑛 − 𝑝𝑛) +
𝜕𝑓𝑛
𝜕𝑢
|
𝑝
𝑢
]
 
 
 
 
 
 
 
 
 
Rescribiendo el conjunto de ecuaciones en forma matricial, se tiene: 
[
Δ?̇?1
Δ?̇?2
⋮
Δ?̇?𝑛
] =
[
 
 
 
 
 
 
 
 
𝜕𝑓1
𝜕𝑥1
|
𝑝
𝜕𝑓1
𝜕𝑥2
|
𝑝
⋯
𝜕𝑓1
𝜕𝑥𝑛
|
𝑝
𝜕𝑓2
𝜕𝑥1
|
𝑝
𝜕𝑓2
𝜕𝑥2
|
𝑝
⋯
𝜕𝑓2
𝜕𝑥𝑛
|
𝑝
⋮ ⋮ ⋱ ⋮
𝜕𝑓𝑛
𝜕𝑥1
|
𝑝
𝜕𝑓𝑛
𝜕𝑥2
|
𝑝
𝜕𝑓𝑛
𝜕𝑥𝑛
|
𝑝]
 
 
 
 
 
 
 
 
[
Δ𝑥1
Δ𝑥2
⋮
Δ𝑥𝑛
] +
[
 
 
 
 
 
 
 
𝜕𝑓1
𝜕𝑢
|
𝑝
𝜕𝑓2
𝜕𝑢
|
𝑝
⋮
𝜕𝑓𝑛
𝜕𝑢
|
𝑝]
 
 
 
 
 
 
 
𝑢 
A este resultado en el argot del algebra lineal se le conoce como la matriz Jacobiana, y por 
comparación es posible definir el modelo linealizado, así: 
𝐴 =
[
 
 
 
 
 
 
𝜕𝑓1
𝜕𝑥1
|
𝑝
𝜕𝑓1
𝜕𝑥2
|
𝑝
⋯
𝜕𝑓1
𝜕𝑥𝑛
|
𝑝
𝜕𝑓2
𝜕𝑥1
|
𝑝
𝜕𝑓2
𝜕𝑥2
|
𝑝
⋯
𝜕𝑓2
𝜕𝑥𝑛
|
𝑝
⋮ ⋮ ⋱ ⋮
𝜕𝑓𝑛
𝜕𝑥1
|
𝑝
𝜕𝑓𝑛
𝜕𝑥2
|
𝑝
𝜕𝑓𝑛
𝜕𝑥𝑛
|
𝑝]
 
 
 
 
 
 
                                   𝐵 = 
[
 
 
 
 
 
 
𝜕𝑓1
𝜕𝑢
|
𝑝
𝜕𝑓2
𝜕𝑢
|
𝑝
⋮
𝜕𝑓𝑛
𝜕𝑢
|
𝑝]
 
 
 
 
 
 
 
No es necesario linealizar la ecuación de salida, pues en la gran mayoría de los casos, la salida 
de un sistema es uno de los estados del mismo, por tanto, la ecuación de salida seguiría siendo la 
misma [9]. 
Ahora como ejemplo se va a realizar la linealización del modelo de estados no lineal del 
péndulo, alrededor de los dos puntos de equilibrio hallados 𝑃𝐸1 = (0,0) y  𝑃𝐸2 = (𝜋, 0). 
El modelo es 
?̇?1 = 𝑥2 
?̇?2 = −
𝑔
𝑙
sin 𝑥1 −
𝑏
𝑚
𝑥2 +
1
𝑚𝑙2
𝑇 
Aplicando el Jacobiano 
𝜕𝑓1
𝜕𝑥1
|
𝑝
= 0,
𝜕𝑓1
𝜕𝑥2
|
𝑝
= 1,
𝜕𝑓1
𝜕𝑢
|
𝑝
= 0 
  
 
𝜕𝑓2
𝜕𝑥1
|
𝑝
= −
𝑔
𝑙
𝑑
𝑑𝑥1
sin(𝑥1) = −
𝑔
𝑙
cos(𝑥1) 
Evaluando este en los dos valores de los puntos de equilibrio se tiene: 
−
𝑔
𝑙
cos(𝑥1)|
𝑥1=0
= −
𝑔
𝑙
 
−
𝑔
𝑙
cos(𝑥1)|
𝑥1=𝜋
=
𝑔
𝑙
 
Continuando con las derivadas parciales 
𝜕𝑓2
𝜕𝑥2
|
𝑝
= −
𝑏
𝑚
,
𝜕𝑓2
𝜕𝑢
|
𝑝
=
1
𝑚𝑙2
 
Con este resultado, se obtienen dos modelos con la misma ecuación de salida 
𝑦 = [1 0] [
Δ𝑥1
Δ𝑥2
] + [0]𝑇 
Modelo obtenido desde el punto de equilibrio 𝑃𝐸1 = (0,0) 
[
Δ?̇?1
Δ?̇?2
] = [
0 1
−
𝑔
𝑙
−
𝑏
𝑚
] [
Δ𝑥1
Δ𝑥2
] + [
0
1
𝑚𝑙2
] 𝑇 
Modelo obtenido desde el punto de equilibrio 𝑃𝐸2 = (𝜋, 0) 
[
Δ?̇?1
Δ?̇?2
] = [
0 1
𝑔
𝑙
−
𝑏
𝑚
] [
Δ𝑥1
Δ𝑥2
] + [
0
1
𝑚𝑙2
] 𝑇 
1.4 Discretización de sistemas lineales 
El análisis de los sistemas de control inicialmente se realizar en el tiempo continuo, debido a 
que los modelos generalmente se obtienen como un conjunto de ecuaciones Integro-Diferenciales, 
o también llamadas ecuaciones diferenciales, pero para la implementación de sistemas de control 
con el uso de sistemas digitales fue necesario pasar a un espacio de trabajo como el mundo discreto, 
en este mundo lo que se conoce como ecuaciones diferenciales se habla de ecuaciones en 
diferencias, y la transformación análoga a la transformada de Laplace se conoce como la 
transformada Z, cuya relación está dada por la siguiente relación[15,11]. 
𝑍 = 𝑒𝑠𝑇 
Por tanto, para encontrar una equivalencia en el mundo digital del mundo análogo es necesario 
usar dicha transformación, donde la equivalencia exacta seria: 
𝑠 =
1
𝑇
ln(𝑍) 
  
 
Esta expresión sería una transformación exacta al dominio discreto, solo que el uso de la función 
logarítmica hace complejo el manejo de las expresiones discretas, por tanto, algunas de las 
soluciones para tal fin es descomponer la función logaritmo y usar el término constante de dicha 
expresión, pero de igual manera esta descomposición es compleja de realizar. Para tal fin se podría 
usar las herramientas de transformación de Laplace y se propone lo que se conoce como el teorema 
de invariancia al escalón [15,9].  
Teorema de invarianza al escalón 
El teorema de invariancia al escalón expresa que la respuesta de un sistema, ya sea análogo o 
digital debe tener un comportamiento exactamente igual ante la misma excitación, sino, no sería 
equivalente,  entonces si se tiene la función de trasferencia 𝐻(𝑠), una función de transferencia 
discreta de la función estaría dada por el siguiente proceso [8]: 
𝑦(𝑡) = ℒ−1{𝐻(𝑠)𝑢(𝑠) } 
Dónde: 
𝑢(𝑠) =
1
𝑠
 
Es el escalón unitario cuya transformada Z es: 
𝑢(𝑧) =
𝑇
1 − 𝑧−1
=
𝑧𝑇
𝑧 − 1
 
La señal 𝑦(𝑡) se convierte al dominio discreta usando la transformada Z, y se obtiene la 
respuesta al escalón en el dominio discreto. 
𝑦(𝑧) = ℤ{𝑦(𝑡)} = ℤ{ℒ−1{𝐻(𝑠)𝑢(𝑠) }} = 𝐻𝑑(𝑧)𝑢(𝑧) 
Por tanto 𝐻𝑑(𝑧) seria: 
𝐻𝑑(𝑧) =
1
𝑢(𝑧)
ℤ{ℒ−1{𝐻(𝑠)𝑢(𝑠) }} =
𝑧 − 1
𝑧
ℤ{ℒ−1{𝐻(𝑠)𝑢(𝑠) }} 
Por ejemplo, discretizar la función de transferencia 𝐻(𝑠) dada por: 
𝐻(𝑠) =
𝑏
𝑠 + 𝑎
 
La respuesta del sistema ante el escalón unitario es: 
𝑦(𝑡) =
𝑏
𝑎
(1 − 𝑒−𝑎𝑡) =
𝑏
𝑎
−
𝑏
𝑎
𝑒−𝑎𝑡 
Como la trasformada Z al igual que Laplace son operadores lineales entonces se tiene que: 
𝑦(𝑧) = ℤ{𝑦(𝑡)} = ℤ {
𝑏
𝑎
−
𝑏
𝑎
𝑒−𝑎𝑡} 
  
 
𝑦(𝑧) = ℤ {
𝑏
𝑎
} − ℤ {
𝑏
𝑎
𝑒−𝑎𝑡} 
𝑦(𝑧) =
𝑏
𝑎
ℤ{1} −
𝑏
𝑎
ℤ{𝑒−𝑎𝑡} 
𝑦(𝑧) =
𝑏
𝑎
{ℤ{1} − ℤ{𝑒−𝑎𝑡}} 
Dónde: 
ℤ{1} =
𝑧𝑇
𝑧 − 1
 
ℤ{𝑒−𝑎𝑡} =
𝑧𝑇
𝑧 − 𝑒−𝑎𝑇
 
Entonces  
𝑦(𝑧) =
𝑏
𝑎
{
𝑧𝑇
𝑧 − 1
−
𝑧𝑇
𝑧 − 𝑒−𝑎𝑇
} 
𝑦(𝑡) =
𝑏𝑧𝑇
𝑎
{
(𝑧 − 𝑒−𝑎𝑇) − (𝑧 − 1)
(𝑧 − 𝑒−𝑎𝑇)(𝑧 − 1)
} =
𝑏𝑧𝑇
𝑎
(𝑧 − 𝑒−𝑎𝑇 − 𝑧 + 1)
𝑧2 − (1 + 𝑒−𝑎𝑇)𝑧 + 𝑒−𝑎𝑇
 
𝑦(𝑧) =
𝑏𝑧𝑇
𝑎
(1 − 𝑒−𝑎𝑇)
𝑧2 − (1 + 𝑒−𝑎𝑇)𝑧 + 𝑒−𝑎𝑇
 
La función de transferencia discreta seria 
𝐻𝑑 =
(𝑧 − 1)
𝑧𝑇
𝑏𝑧𝑇
𝑎
(1 − 𝑒−𝑎𝑇)
𝑧2 − (1 + 𝑒−𝑎𝑇)𝑧 + 𝑒−𝑎𝑇
 
𝐻𝑑 =
𝑏
𝑎
(𝑧 − 1)(1 − 𝑒−𝑎𝑇)
𝑧2 − (1 + 𝑒−𝑎𝑇)𝑧 + 𝑒−𝑎𝑇
 
Dónde: 
𝑇 es el periodo de muestreo de la señal, es un valor constante ∈  ℝ+ < ∞ 
𝑒−𝑎𝑇 es una contante ∈  ℝ+ en el intervalo [0 1] 
𝑎 es un parámetro del modelo del sistema ∈  ℝ < ±∞ 
Para el ejemplo es conveniente asumir que a = b = 1, entonces 
𝐻𝑑 =
(𝑧 − 1)(1 − 𝑒−𝑇)
𝑧2 − (1 + 𝑒−𝑇)𝑧 + 𝑒−𝑇
 
La constante de tiempo de la función H(s) es 
𝜏 =
1
𝑎
= 1 
  
 
Por tanto se asume que el sistema llega a su estado estable en 5𝜏, es deir, 5 segundos, de manera 
conveniente se va a asumir un periodo de muestreo 𝑇 = 0.2, para que cumpla con las condiciones 
de Nyquist de muestreo de señales. 
La función de transferencia discreta numérica, con un tiempo de muestre T=0.2s es: 
𝐻𝑑 =
0.1813𝑧 − 0.1813
𝑧2 − 1.819𝑧 + 0.8187
 
Y su respuesta al escalón es: 
 
Figura 7. Respuesta del sistema Continuo y discreto con T=0.2 segundos 
La respuesta del sistema con un tiempo de muestreo de T=0.5s es: 
 
Figura 8. Respuesta del sistema Continuo y discreto con T=0.5 segundos 
𝐻𝑑 =
0.3935𝑧 − 0.3935
𝑧2 − 1.607𝑧 + 0.6065
 
 
Por los resultados obtenidos se puede observar que el método es completamente valido para la 
discretización de un sistema continuo. 
 
  
 
Discretización por aproximación bilineal 
Otro método de discretización se basa en el análisis de la definición de la integral, se conoce 
como el método de la aproximación bilineal [1] 
La integral de una función f(t) se define como: 
∫𝑓(𝑡)𝑑𝑡
𝑏
𝑎
= lim
Δ𝑡→0
∑ 𝑓(𝑛Δ𝑡) ∗ Δ𝑡
𝑁
𝑛=0
 
Donde  
A y B son los limites la integral. 
N el número de divisiones en el intervalo con el cual se define el Δ𝑡 asi 
 Δ𝑡 =
𝐵 − 𝐴
𝑁
 
Como se puede observar para que  Δ𝑡, tienda a cero, el valor de las divisiones N debe tender a 
infinito, por tanto la suma de la integral es exacta a la función, pero si N ∈  ℝ+ < ∞, la integral no 
es exacta, es una aproximación a la suma del área bajo la curva [1] 
∫𝑓(𝑡)𝑑𝑡
𝑏
𝑎
≈ ∑ 𝑓(𝑛Δ𝑡) ∗ Δ𝑡
𝑁
𝑛=0
 
 
Figura 9 Esquema para la definición de la ecuación en diferencia del Integrar discreto 
El área total bajo la curva hasta el instante k es: 
𝑢(𝑘) = 𝑢(𝑘 − 1) + 𝐴(𝑘) 
Donde el área 𝐴(𝑘) se calcula como el área de un trapecio, así: 
𝐴𝑡 = (𝑏 + 𝐵) ∗
ℎ
2
 
Aplicado a la figura es: 
𝐴(𝑘) = (𝑒(𝑘) + 𝑒(𝑘 − 1))
Δ𝑡
2
  
  
 
La expresión del área total en el instante k es: 
𝑢(𝑘) = 𝑢(𝑘 − 1) + (𝑒(𝑘) + 𝑒(𝑘 − 1))
Δ𝑡
2
 
A Δ𝑡 para efectos de los sistemas dinámicos se le conoce como tiempo de muestreo 𝑇, así que 
la expresión quedaría como  
𝑢(𝑘) = 𝑢(𝑘 − 1) + (𝑒(𝑘) + 𝑒(𝑘 − 1))
𝑇
2
 
Esta sería la ecuación en diferencias de una integral por medio de la aproximación bilineal, por 
tanto, es posible encontrar una función de transferencia discreta de la ecuación en diferencias, así: 
𝑢(𝑧) = 𝑢(𝑧)𝑧−1 + (𝑒(𝑧) + 𝑒(𝑧)𝑧−1)
𝑇
2
 
𝑢(𝑧)(1 − 𝑧−1) = 𝑒(𝑧)(1 + 𝑧−1)
𝑇
2
 
Para efectos de la integral como un sistema, las entradas del sistema serían los puntos e(k), y la 
salida seria el área u(k), por tanto, la función de transferencia que modela el integrador sería: 
∫ 𝑒(𝑡)𝑑𝑡 ⇒
1
𝑠
↝
𝑢(𝑧)
𝑒(𝑧)
=
𝑇
2
(1 + 𝑧−1)
(1 − 𝑧−1)
 
Por tanto, de manera análoga, por la relación de la derivada y la integral, es posible decir que: 
𝑠 ≈
2
𝑇
 
(1 − 𝑧−1)
(1 + 𝑧−1)
=
2
𝑇
 
(𝑧 − 1)
(𝑧 + 1)
 
La acción de discretizar un sistema sería equivalente a reemplazar la variable s por la 
aproximación bilineal, este método también es conocido como la discretización de Tustin. 
Para el ejemplo se va a realizar el discretización de la función H 
𝐻𝑑(𝑧) = 𝐻 (
2
𝑇
 
(𝑧 − 1)
(𝑧 + 1)
) 
Si H(s) es: 
𝐻(𝑠) =
1
𝑠 + 1
 
Entonces  
𝐻𝑑(𝑧) =
1
2
𝑇 
(𝑧 − 1)
(𝑧 + 1)
+ 1
 
Organizando la expresión se tiene: 
  
 
𝐻𝑑(𝑧) =
1
2(𝑧 − 1)
𝑇(𝑧 + 1)
+
𝑇(𝑧 + 1)
𝑇(𝑧 + 1)
=
𝑇(𝑧 + 1)
2(𝑧 − 1) + 𝑇(𝑧 + 1)
 
𝐻𝑑(𝑧) =
𝑧𝑇 + 𝑇
2𝑧 − 2 + 𝑧𝑇 + 𝑇
=
𝑇(𝑧 + 1)
(2 + 𝑇)𝑧 − (2 − 𝑇)
 
𝐻𝑑(𝑧) =
𝑇(𝑧 + 1)
(2 + 𝑇)𝑧 − (2 − 𝑇)
 
Usando un tiempo de muestreo T=0.2 segundos se tiene: 
𝐻𝑑(𝑧) =
0.2(𝑧 + 1)
2.2𝑧 − 1.8
 
Cuya respuesta al escalón es: 
 
Figura 10. Discretización del sistema por medio de la aproximación bilineal (Tustin) con 
T=0.2 segundos 
 
Usando un tiempo de muestreo T=0.5 segundos se tiene: 
𝐻𝑑(𝑧) =
0.5(𝑧 + 1)
2.5𝑧 − 1.5
 
 
Cuya respuesta al escalón es: 
  
 
 
Figura 11. Discretización del sistema por medio de la aproximación bilineal (Tustin) con 
T=0.5 segundos 
En la siguiente figura se muestran las 3 respuestas de los sistemas, el continuo y los dos métodos 
de discretización 
 
Figura 12. Comparación de la respuesta análoga y la discretización por invariancia y Tustin 
Como se puede observar, el método de invariancia al escalón es un método más exacto respecto 
a la respuesta del sistema de tiempo continuo, pero el cálculo de la función discreta es un poco más 
compleja, pero por otro lado, la discretización de Tustin o Bilineal, es mucho más simple de 
implementa, pero la aproximación es aproximada, y aunque no tan precisa como la de invariancia, 
sin embargo aún guarda mucha relación con la información dinámica del sistema, por tanto es una 
discretización válida para el análisis en el tiempo discreto. 
Estos métodos son útiles para la discretización de funciones de transferencia, y podrían ser 
usadas en la discretización de modelos de espacio de estado, sin embargo, podría perderse 
  
 
información de la dinamiza del sistema si se usa el método aproximado, aunque funciona, lo 
recomendado es tratar de no perder información, pues en la implementación de un sistema de 
control podría ser delicado [8]. 
Discretización de modelos de espacio de estado 
El modelo de espacio de estados continuo está definido de la siguiente manera [9]: 
?̇? = 𝐴𝑥 + 𝐵𝑢 
𝑦 = 𝐶𝑥 + 𝐷𝑢 
Un modelo discreto de este modelo de espacio de estado se describe como: 
𝑥[𝑘 + 1] = 𝜙𝑥[𝑘] + 𝛾𝑢[𝑘] 
𝑦 = 𝐶𝑥[𝑘] + 𝐷𝑢[𝑘] 
Como se puede observar, basta con discretizar la ecuación de estados, y conservar la ecuación 
de salida exactamente igual, para realizar dicha discretización se parte de la solución de la ecuación 
de estados de donde se define la exponencial de la matriz: 
𝜙 = 𝑒𝐴𝑡 = ℒ−1{(𝑠𝐼 − 𝐴)−1} 
De la transformada inversa de Laplace se obtiene que 𝜙 esté en función t, donde este valor se 
toma como el tiempo de muestreo 𝑇, y la matriz 𝛾 se calcula como: 
𝛾 = ∫ 𝑒𝐴𝑡𝐵𝑑𝑡
𝑇
0
 
Para la muestra del proceso de discretización de este método, se implementará sobre un 
integrador doble, así [9]: 
𝐻(𝑠) =
1
𝑠2
 
Para obtener un modelo de espacio de estados se usa un modelo canónico Controller, con el que 
se obtienen las siguientes matrices: 
𝐴 = [
0 0
1 0
]          𝐵 = [
1
0
]         𝐶 = [0 1]             𝐷 = [0] 
La implementación inicia con el cálculo de la exponencial de la matriz: 
(𝑠𝐼 − 𝐴)−1 = (𝑠 [
1 0
0 1
] − [
0 0
1 0
])
−1
 
(𝑠𝐼 − 𝐴)−1 = ([
𝑠 0
0 𝑠
] − [
0 0
1 0
])
−1
= ([
𝑠 0
−1 𝑠
])
−1
 
La inversa de una matriz M se define como: 
  
 
𝑀−1 =
1
det (𝑀)
∗ 𝑎𝑑𝑗(𝑀) 
Entonces: 
det(𝑀) = 𝑠2                         𝑎𝑑𝑗(𝑀) =  [
𝑠 0
1 𝑠
] 
(𝑠𝐼 − 𝐴)−1 =
1
𝑠2
[
𝑠 0
1 𝑠
] = [
𝑠
𝑠2
0
𝑠2
1
𝑠2
𝑠
𝑠2
] = [
1
𝑠
0
1
𝑠2
1
𝑠
] 
Aplicando la transformada inversa de Laplace, se tiene: 
ℒ−1{(𝑠𝐼 − 𝐴)−1} = ℒ−1 {[
1
𝑠
0
1
𝑠2
1
𝑠
]} = [
ℒ−1 {
1
𝑠
} 0
ℒ−1 {
1
𝑠2
} ℒ−1 {
1
𝑠
}
] 
 
ℒ−1{(𝑠𝐼 − 𝐴)−1} = [
1 0
𝑡 1
] = [
1 0
𝑇 1
] 
𝜙 = [
1 0
𝑇 1
] 
Y para encontrar la matriz 𝛾: 
𝑒𝐴𝑡𝐵 = [
1 0
𝑡 1
] [
1
0
] = [
1
𝑡
] 
Aplicando la integral se tiene 
∫ 𝑒𝐴𝑡𝐵𝑑𝑡
𝑇
0
= ∫ [
1
𝑡
] 𝑑𝑡 =
[
 
 
 
 
 
∫ 𝑑𝑡
𝑇
0
∫ 𝑡𝑑𝑡
𝑇
0 ]
 
 
 
 
 
𝑇
0
= [
𝑇
1
2
𝑇2
]  
Por tanto  
𝛾 = [
𝑇
1
2
𝑇2
] 
El modelo de espacio de estado discreto con un periodo de muestreo T=0.2 segundos es: 
𝜙 = [
1 0
0.2 1
]                       𝛾 = [
0.2
0.02
] 
Implementando el sistema por bloque y comparando las respuestas del sistema análogo y el 
sistema digitalizado como el que se muestra: 
  
 
 
Figura 13. Esquema de la comparación del modelo de espacio de estados continuo y discreto 
Cuya respuesta al impulso es: 
 
Figura 14 Respuesta del modelo de espacio de estados continuo y discreto con T = 0.2 
segundos 
Para un tiempo de muestre de T=0.5 segundos 
𝜙 = [
1 0
0.5 1
]                               𝛾 = [
0.5
0.125
] 
 
Figura 15 Respuesta del modelo de espacio de estados continuo y discreto con T = 0.2  
segundos 
  
  
 
2. METODOLOGIA 
2.1 Definición  
Model Predictive Control no es una técnica sino una familia de estrategias del dominio del 
tiempo diseñada para problemas de control grandes los cuales incluyan múltiples entradas y 
múltiples salidas. Es muy completo ya que integra disciplinas tales como: control óptimo, control 
estocástico, control de tiempo de retardo, control multivariable, control restringido (combinadas o 
de una sola variable) e incertidumbres. Es conocido como  
 Model-Based Predictive control (MBPC) 
 Model Predictive Control (MPC) 
 Receding Horizont control (RHC) 
Entre los fundamentos de MPC se incluyen: Uso explícito de un MODELO del sistema 
(dinámico), evolución predecible del comportamiento del sistema, cálculo de la señal de control 
minimizando una FUNCIÓN DE COSTO (objetivos de control), estrategia de deslizamiento, la 
cual se repite en la siguiente fase de tiempo, manejo de restricciones (entradas, salidas, estados e 
incluso en perturbaciones), modelo de las variables exógenas no manipuladas en un cierto horizonte 
temporal futuro, (Dinámico).  
La idea básica para t = 1 hasta el final: 
  Se calcula la salida del sistema sobre un horizonte de predicción basado en la producción y 
entradas anteriores. 
  Se calculan las entradas en un horizonte de control minimizando un criterio (por ejemplo, 
seguimiento).  
 Se aplica la primera entrada al sistema y se ignora el resto. 
 
 
 
  
 
Figura 16. Acción de control y salida   
Se toma un nuevo sistema de mediciones y pronósticos. 
 
Horizonte de 
Predicción  = 9 
 
Horizonte de 
control = 4 
 
Entradas y 
Salidas 
limitadas 
 
Figura 17. Horizonte de predicción y control 
Las aplicaciones suelen implicar dos tipos de cálculos:  
1. una optimización en estado estacionario para determinar los puntos de ajuste óptimos 
para los cálculos de control, y 
2. cálculos de control para determinar los cambios de las variables manipulables que 
conducirán el proceso a los puntos de ajuste. El éxito de las estrategias de control basadas 
en modelos como MPC depende en gran medida de la disponibilidad de un modelo de 
proceso razonablemente preciso. 
  
 
En consecuencia, el desarrollo del modelo es el paso más crítico en la aplicación de MPC. Como 
Rawlings ha señalado, "la retroalimentación puede superar algunos efectos de modelos pobres, 
pero comenzar con un proceso pobre es similar a conducir un coche por la noche sin faros” [18].  
  2.2 Historia de MPC.  
El desarrollo de conceptos modernos de control se remonta al trabajo de Kalman a principios de 
los años sesenta con el regulador cuadrático lineal (LQR) diseñado para minimizar una función 
objetivo cuadrática no restringida de estados y entradas. El horizonte infinito dotó al algoritmo 
LQR de poderosas propiedades estabilizadoras. Sin embargo, tuvo poco impacto en el desarrollo 
de la tecnología de control en las industrias de proceso. La razón de esto radica en la ausencia de 
restricciones en su formulación, las no linealidades de los sistemas reales y sobre todo la cultura 
de la comunidad de control de procesos industriales en el momento, en la que los técnicos de 
instrumentos y los ingenieros de control no tenían ninguna exposición a los conceptos óptimos de 
control o los consideraban poco prácticos. Así, los primeros proponentes de MPC para el control 
de procesos procedieron de manera independiente, atendiendo las necesidades de la industria [3]. 
 
A finales de los años setenta, varios artículos informaron de aplicaciones exitosas del MPC en 
la industria, principalmente los de el MPC heurístico (conocido más adelante como control 
algorítmico modelo (MAC)) [19] y los de Dynamic Matrix Control (DMC) [5]. El tema común de 
estas estrategias fue la idea de utilizar un modelo dinámico del proceso (respuesta de impulso en 
el primero y respuesta de paso en el posterior) para predecir el efecto de las acciones de control 
futuras, las cuales fueron determinadas minimizando el error predicho sujeto a Restricciones 
operacionales. La optimización se repite en cada período de muestreo con información actualizada 
del proceso. Estas formulaciones fueron algorítmicas y también heurísticas y aprovecharon el 
creciente potencial de los ordenadores digitales de la época. La estabilidad no se abordó 
teóricamente y las versiones iniciales de MPC no fueron estabilizadas automáticamente. Sin 
embargo, al centrarse en las plantas estables y elegir un horizonte suficientemente grande en 
comparación con el tiempo de estabilización de la planta, la estabilidad se logra después de jugar 
con los pesos de la función de costo [3]. 
Posteriormente, una segunda generación de MPC como el control matricial dinámico cuadrático 
utilizaron la programación cuadrática para resolver el problema de control óptimo de lazo abierto 
  
 
restringido en el que el sistema es lineal, el coste cuadrático, las restricciones de control y estado 
son definidas por desigualdades lineales [7]. 
Otra línea de trabajo surgió independientemente de las ideas de control adaptativo desarrollando 
estrategias esencialmente para procesos monovariables formulados con modelos de función de 
transferencia (para los cuales se requieren menos parámetros en la identificación del modelo) y la 
ecuación de Diophantine para calcular la entrada futura. La primera iniciativa se dio con el control 
de varianza mínima donde el índice de rendimiento a minimizar es una función cuadrática del error 
entre la salida más reciente y la referencia (es decir, el horizonte de predicción Ny = 1) [2]. Con el 
fin de tratar con plantas de fase no mínima, se introdujo una entrada penalizada en la función 
objetivo y esto se convirtió en el control de la varianza mínima generalizada (GVM). Para superar 
la limitación en el horizonte, se desarrolló el Predictor-Based Self-Tuning Control [16]. Control 
autoadaptativo de predicción extendida (EPSAC) propone una señal de control constante a partir 
del momento presente mientras se usa un predictor subóptimo en lugar de resolver una ecuación 
de Diophantine [6]. Posteriormente, la entrada fue reemplazada por el incremento en la señal de 
control para garantizar un error de estado estacionario cero. En base a las ideas de GVM Clarke, 
fue desarrollado el Control Predictivo Generalizado (GPC) y es hoy uno de los métodos más 
populares. Una forma cerrada para el GPC es dada por Soeterboek. También se desarrollaron 
versiones de estado-espacio de GPC sin restricciones [3,6]. 
 
2.3 Descripción de la estrategia Model Predictive Control  
La estrategia de control MPC usa elementos del control óptimo para obtener las señales de control, 
y se apoya en el control discretizado para la implementación y ejecución del mismo en horizontes 
de tiempo variables. Lo anterior se ejecuta de forma recursiva. La combinación de estas dos 
herramientas tiene sus orígenes en los años 60 con algunos desarrollos y aplicaciones de la teoría 
de control óptimo [17]. Aunque no se plantea en su forma definitiva, sí se considera la aplicación 
de señales de control óptimas en horizontes finitos. El desarrollo posterior permitió construir lo 
que en un principio se denominó Receding Horizont Control – RHC- que también se denomina 
Model Predictive Control. Sus primeras aplicaciones fueron desarrolladas sin el rigor analítico 
sobre la estabilidad [17]. Aun así, las aplicaciones industriales efectuadas solucionaban problemas 
de control que tenían en cuenta criterios de desempeño discretos y difusos, restricciones físicas de 
las variables a controlar y las restricciones de energía [19]. Lo anterior inmediato motivó el interés 
  
 
sobre tal estrategia, así como desarrollos posteriores y el análisis de las condiciones bajo las que 
podría obtenerse respuestas estables [13]. 
 
Ya con el interés de grupos de investigación, sendos análisis se efectuaron en lo que tiene que ver 
con las posibilidades que ofrecía la estrategia MPC para garantizar la estabilidad en lazo cerrado. 
Así mismo, en el caso de problemas de seguimiento se efectuaron contribuciones debido a los 
problemas que se presentaban en el costo terminal y que a su vez ocasionaba problemas de 
estabilidad de la estrategia [4]. Los análisis consideran que para algunos sistemas inestables es 
preciso determinar un horizonte de predicción, esto es, un horizonte de tiempo sobre el cual se 
resuelve el problema del control óptimo. También se hicieron contribuciones importantes que 
lograban determinar la necesidad de funciones de desempeño del tipo Lyapunov, así se garantizaba 
la construcción de una función objetivo con costo terminal que apuntara a mejorar la respuesta 
estable en lazo cerrado [4, 13].  
 
El desarrollo de herramientas de optimización ha permitido que hoy día se pueda contar con una 
forma de plantear el problema de control para ser resuelto mediante MPC. El problema básico se 
plantea mediante una función objetivo o criterio de desempeño basado en formas de Lyapunov 
tanto para la trayectoria de los estados como para el costo terminal [13]. El modelo de control, para 
el caso de éste trabajo, se obtiene linealizando el modelo no lineal del sistema real. Con éste modelo 
de control se efectuarán las predicciones a partir del conocimiento de las condiciones iniciales que 
corresponden a las lecturas de los valores de los estados en el instante t en el que se desea obtener 
la señal de control. El problema termina de formularse con las restricciones para los estados y las 
señales de control entre otros criterios que se quieran considerar [13]. A continuación, se describen: 
 
Modelo de control 
El modelo de control es importante toda vez que es con el cual se efectuarán las predicciones del 
comportamiento del sistema bajo estudio. Éste modelo, luego de ser linealizado alrededor de un 
punto de operación, es discretizado con un valor de muestreo Ts. Básicamente la representación del 
modelo de control toma la siguiente forma. 
𝒙(𝑘 + 1) = 𝑨𝒙(𝑘) + 𝑩𝒖(𝑘) 
𝒚(𝑘) = 𝑪𝒙(𝑘) 
 
  
 
La condición inicial de los estados para el proceso de predicción se obtiene a partir de la medición 
de los valores de los estados. En cada instante de muestreo se tendrá un valor 𝒙𝟎 = 𝒙(𝑡𝑖). A partir 
del modelo anterior se efectúa una proyección desde el valor de t’=ti +Ts hasta t’= ti+TsN. Aquí, ti 
es en instante de tiempo en el que se empieza a realizar la predicción, N es el número de muestras 
que determinan el horizonte de predicción y t’ es el tiempo ficticio sobre el cual se efectúa la 
predicción. La predicción obtenida queda en función explícita de la una secuencia de control no 
conocida con N*m variables, donde m es el número de señales de control. Ésta secuencia de control 
se obtiene resolviendo el problema del control óptimo. 
 
Planteamiento del problema matemático del control óptimo. 
El problema de optimización se construye básicamente con una función objetivo o criterio de 
desempeño y las respectivas restricciones. En el caso del presente trabajo no se usan integrales sino 
sumas sucesivas de las funciones de Lyapunov para los estados discretos y en cada uno de los 
valores de muestreo; así mismo tienen en cuenta las restricciones físicas sobre los estados y sobre 
las señales de control. Ya con lo planteado, efectúa la minimización de la función cuya variable es 
la secuencia de control discreta de tamaño N  𝑈∗(𝑡′) = [𝑢(1)  𝑢(2)…𝑢(𝑁)] [13]. El problema 
puede formularse como sigue: 
	
min
U(t ')
J = Q(r(k)- x(k)) + R(u(k))( )( )
k=1
N
å 		s.t .
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x
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Los valores de ‖. ‖ representan norma 2. La secuencia de óptima de control U* se obtiene luego 
del proceso de optimización. Ahora, de ésta secuencia óptima de control se obtiene el valor de la 
señal de control a aplicar en el instante ti, lo que resulta en que la señal de control óptima en aquel 
instante es u* (ti)= U*(1). 
 
Solución del problema de optimización 
Ya con lo anterior formulado, y al efectuar la predicción, se obtiene un problema con un conjunto 
de restricciones convexo y compacto que se resuelve con cualquier herramienta de optimización 
convexa, también puede usarse punto interior [13].  
 
  
 
La implementación de la solución  
Como se menciona en la subsección 2.3.2, la señal de control u*(ti) es la señal que se aplica en el 
instante de tiempo ti. Esta señal debe calcularse para cada muestra de tiempo y aplicarse. Es decir; 
en cada momento que se toman una muestra se calcula una secuencia de control óptima sobre un 
período de predicción de tamaño N, ésta secuencia de control garantizaría un óptimo global sobre 
aquel período de predicción; sin embargo, dado que solamente se usa la primera señal de la 
secuencia, la respuesta obtenida en lazo cerrado no es óptima. Lo anterior, aunque implica 
suboptimalidad, garantiza la estabilidad de la respuesta en lazo cerrado. De la aplicación de éstas 
señales resulta una secuencia de control Up aplicada sobre el sistema. En la figura que sigue se 
ilustra la señal usada en cada instante de tiempo ti y la señal aplicada resultante en todo el proceso 
 
Fig. 18.  Señales de control en el MPC. Adaptada de [21].  
Nótese que, de las secuencias de control mostradas en la figura 18 para cada instante de tiempo y 
calculada sobre un horizonte NTs, solamente se usa la señal sombreada, lo que conforma la 
secuencia real aplicada sobre el sistema y que se indica en la parte inferior de la figura. Así, queda 
clara la forma en la que se implementa la estrategia de control MPC que hace uso del control 
óptimo.  
Control óptimo 
El control óptimo es una técnica matemática utilizada en la solución de problemas de 
optimización en sistemas los cuales evolucionan en el tiempo y son susceptibles de ser afectados 
por fenómenos externos. La teoría de control óptimo permite resolver problemas dinámicos de 
naturaleza variada, en donde la evolución del sistema dependiente del tiempo pueda ser controlada 
por un agente el cual es denominado planificador y es quien toma las decisiones.  
  
 
La teoría de control óptimo tuvo sus inicios en la década del 50, fruto del esfuerzo de científicos 
rusos y norteamericanos por explorar el sistema solar. El desafío allí era llevar un vehículo espacial 
desde algún punto de la tierra hacia un punto en el espacio en un tiempo mínimo y consumiendo la 
menor cantidad posible de combustible. Es decir, ellos querían encontrar trayectorias óptimas en 
espacios tridimensionales [3].  
 
2.4 Técnica MPC no lineal 
A la hora de hablar de técnicas de control nos damos cuenta de que, la elección del modelo 
apropiado no es la única cuestión importante. El uso de un modelo no lineal cambia el problema 
de control de un programa cuadrático convexo a un problema no lineal no convexo, que es mucho 
más difícil de resolver. Además, en esta situación no hay garantía de que se pueda encontrar un 
óptimo global, especialmente en el control en tiempo real, cuando el óptimo debe obtenerse en un 
tiempo prescrito. 
Se han propuesto algunas soluciones para hacer frente a este problema. Algo que se ha planteado 
es que, la predicción de la salida del proceso se realiza mediante la adición de la respuesta libre 
(respuesta futura obtenida si la entrada del sistema se mantiene a un valor constante durante los 
horizontes de control y predicción) obtenido a partir de un modelo no lineal de la planta, Y la 
respuesta forzada (la respuesta obtenida debido a movimientos de control futuros), calculada a 
partir de un modelo lineal incremental de la planta. Las predicciones obtenidas de esta manera son 
sólo una aproximación porque el principio de superposición, que permite la división mencionada 
en respuesta libre y forzada, sólo se aplica a sistemas lineales. Sin embargo, la aproximación 
obtenida de esta manera se muestra mejor con los resultados obtenidos usando un modelo de 
proceso linealizado para calcular ambas respuestas [3]. 
 
Si se utiliza una función de coste cuadrático, la función objetivo es una función cuadrática en 
las variables de decisión (movimientos de control futuros) y la secuencia de control futura se puede 
calcular en el caso no restringido, como la solución de un conjunto de ecuaciones lineales, dando 
lugar a una Ley de control simple. La única diferencia con el MPC lineal estándar es que la 
respuesta libre se calcula mediante un modelo no lineal del proceso. Como el principio de 
superposición no se cumple para los modelos no lineales, la aproximación sólo es válida cuando la 
secuencia de movimientos de control futuros es pequeña. Observe que esto ocurre cuando el 
  
 
proceso está operando en estado estacionario con pequeñas perturbaciones. Cuando el proceso se 
cambia de las condiciones de funcionamiento o las perturbaciones externas son altas, los 
movimientos de control futuros suelen ser altos y la aproximación no es muy buena.  
A continuación, se mostrarán un conjunto de formulaciones eficientes que tratar de evitar los 
problemas asociados a la optimización no convexa [14]. 
2.5 Ventajas 
La principal ventaja de MPC es el uso de modelos simples y la capacidad del método de 
acomodar fácilmente las restricciones del sistema las cuales dieron al método su ventaja sobre el 
control clásico. Otra característica fue el marco de optimización del método en el cual minimizar 
el uso de energía y recursos son conceptos ampliamente utilizados en las industrias de procesos. 
Otra ventaja del MPC es que, debido al horizonte de control finito utilizado, las restricciones y, 
en general, los procesos no lineales que se encuentran con frecuencia en la industria, pueden ser 
manejados [20]. 
Además, este método no se necesita información previa sobre el proceso, por lo que el proceso 
de identificación se simplifica, y al mismo tiempo permite describir con facilidad dinámicas 
complejas tales como fases no mínimas o retrasos. 
Esta estrategia de control puede usarse para procesos multivariables de una manera directa. La 
ley de control es simplemente la retroalimentación de una combinación lineal del vector de estado, 
aunque a veces la base de estado elegida no tiene significado físico. Además, mediante el uso de 
esta estrategia se puede obtener fácilmente una solución explícita simple [3]. 
Si hablamos de esquemas de MPC comerciales se puede especificar un perfil de entrada 
complejo utilizando un pequeño número de parámetros desconocidos. La elección de las funciones 
de base define el perfil de entrada y puede asegurar un comportamiento predeterminado (señal 
suave, por ejemplo). Esto puede resultar en una ventaja al controlar sistemas no lineales. Una 
característica importante para las aplicaciones mecánicas del servo es que, si se elige una base 
polinómica, entonces el orden puede seleccionarse para seguir un punto de ajuste polinomial [20]. 
En cuanto al Análisis de robustez de estabilidad se puede apreciar en muchas situaciones que, 
aunque se pierde un poco de rendimiento hay gran mejora en la implementación en tiempo real, 
alcanzando un esfuerzo computacional alrededor de 275 veces menor. Esta ventaja puede 
representar un factor crucial para la implementación de esta estrategia en pequeños controladores 
con instalaciones computacionales bajas, considerando que el impacto en el rendimiento es 
  
 
insignificante. Las simulaciones también muestran la robustez del controlador en presencia de 
incertidumbres estructuradas [20]. 
A la hora de estudiar MPC restringido tenemos que la principal ventaja del algoritmo es que, si 
es factible, el bucle cerrado es exponencialmente estable. 
En MPC No Lineal se forma una representación global de la planta utilizando múltiples modelos 
en todo el espacio operativo del proceso no lineal. El modelo de planta utilizado para el control 
proporciona una representación de planta explícita y transparente que puede considerarse una 
ventaja sobre los enfoques de caja negra como las redes neuronales. Los modelos fundamentales 
necesitan menos datos que los modelos empíricos, ya que los parámetros del modelo tienen un 
significado físico y pueden estimarse a partir de los experimentos de laboratorio o datos operativos. 
Además, pueden extrapolar regiones operativas que no están representadas en los datos utilizados 
para el desarrollo del modelo. Esta es una ventaja particularmente importante cuando la planta 
opera sobre una amplia gama de condiciones. 
En las aplicaciones es donde se evidencian las ventajas más fácilmente, siendo su principal 
ventaja la facilidad de cambiar los parámetros del controlador a pesar de los cambios en la dinámica 
del proceso. Como ejemplos clásicos de aplicaciones de MPC, pueden mencionarse los siguientes 
campos de control: diseño de pilotos automáticos de dirección de buques, control de pH, control 
de combustión, control del motor, diseño de pilotos automáticos de vuelo, etc. [10]. 
 
  
  
 
3 DESARROLLO 
3 
3.1 Implementación de un sistema SISO (monovariable) 
En esta sección se realizará el  control de un automóvil que se mueve a lo largo de una superficie 
sin fricción usando MPC. La variable manipulada para este sistema es la fuerza generada por el 
motor del coche y aplicado a las ruedas del coche, denotado como F. La variable a ser controlada 
es la posición del automóvil, designada como s. También,  para diseñar el controlador MPC se 
considerará la velocidad del carro, denotada como v. 
 
 
Figura 19. Esquema del automóvil 
El modelo de espacio de estado en tiempo continuo más simple puede escribirse como: 
[
𝑑𝑣(𝑡)
𝑑𝑡
𝑑𝑠(𝑡)
𝑑𝑡
] =  [
0 0
1 0
] [
𝑣(𝑡)
𝑠(𝑡)
] + [
1
𝑚
0
] 𝐹(𝑡)                  𝑠(𝑡) = [0 1] [
𝑣(𝑡)
𝑠(𝑡)
] 
Se desea penalizar cuadráticamente el error de posición del automóvil con respecto a una referencia 
dada y la energía de control. La priorización de cada objetivo de control es 10 y 5, respectivamente. 
Además, la fuerza del motor está limitada al rango [-1.5, 2.5] Newtons y la posición también está 
limitada entre 3 y 8 metros. La masa del coche es de 50 kg. 
El modelo de optimización estará dado por: 
min ∑‖𝑠(𝑘) − 𝑟(𝑘)‖
2
𝑄
+ ‖𝐹(𝑘)‖
2
𝑅
𝐻𝑝
𝑘=1
 
Sometido a:  
3 ≤ 𝑠(𝑘) ≤ 8 
−1,5 ≤ 𝐹(𝑘) ≤ 2,5 
 
 
 
 
 
  
 
 Respuesta del sistema cuando se varia el valor de la referencia  
 
Figura 20. Salida de la planta variando la referencia  
 
 
 
Figura 21. Señal de control variando la referencia  
 
Se ha variado la referencia de -1 a 4 teniendo en cuenta que en referencia = 0 no se presenta 
ninguna señal porque no hay referencia. Para la salida de la planta se mantiene una señal muy 
parecida, diferenciada evidentemente por la referencia que se le está presentando. Los tiempos de 
establecimiento permanecen constantes, al igual que los tiempos de subida. La señal de control 
  
 
presenta un funcionamiento similar en cada uno de los casos, diferenciándose por el valor pico del 
sobre impulso (Aumenta con respecto aumento la referencia) 
 
Vamos a variar la Matriz Q, dejando la referencia en 4 y la matriz R en 10 
 
Figura 22. Salidas de la planta , variando la matriz Q 
Al variar la Matriz Q, dejando la referencia en 4 y la matriz R en 10  
La señal de salida de la planta, a medida que aumentamos el valor de la matriz Q el tiempo de 
establecimiento de la señal de va haciendo más pequeño y le valor pico del sobreimpulso va 
teniendo leves variaciones. Siempre se conserva y tiende al valor de estado estable (Referencia =4) 
 
Figura 23. Señales de control , variando la matriz Q 
La señal de control presenta una variación pequeña en su tiempo de establecimiento, el cual se 
va acortando (en pequeña medida) a medida que aumento el valor de la matriz Q. El valor pico del 
  
 
sobreimpulso va aumentando un poco y tiempo pico (del sobreimpulso) se va acortando a medida 
que se aumenta Q. 
 Ahora vamos a variar la Matriz R, dejando la referencia en 4 y la matriz Q en 0,1 
 
Figura 24. Salidas de la planta, variando la matriz R. 
La señal de la salida de la planta presenta un aumento en el tiempo de establecimiento, el tiempo 
de subida y el tiempo pico del sobreimpulso a medida que se va aumentando el valor de la Matriz 
R, pero el valor pico del sobreimpulso permanece casi constante o sus variaciones son mínimas.  
 
Figura 25. Señales de control, variando la matriz R 
La señal de control expone un incremento en el tiempo de establecimiento de la señal, pero una 
disminución en el valor pico del sobreimpulso (tendiendo cada vez más a la función escalón) a 
medida que se va aumentando el valor de la matriz R. 
  
 
3.2 Análisis de la norma de la función objetivo de Model  Preditive Control 
Diferencias de resultados en función objetivo 
Forma 1: norm(Q*(r-x (2)),2) 
                               
                 
Figura 26. Señal de salida    Figura 27. Señal de control 
     En la figura 26, se puede notar una señal de salida con un sobreimpulso y que se estabiliza 
rápidamente, mientras la señal de control presenta varios cambios abruptos en los cuales presenta 
picos negativos y positivos hasta que tiende a estabilizarse.  
Forma 2: (r-x(2))*Q*(r-x(2)) 
                                         
      
Figura 28. Señal de salida    Figura 29. Señal de control 
La figura 28 presenta una señal de salida muy parecida a la obtenida en la figura 26; el gran 
cambio se nota en la señal de control de la figura 28 que no es tan abrupta como la de la figura 
27, obteniendo así una señal más suave pero con un sobreimpulso negativo al iniciar. 
  
 
Forma 3: norm(Q*(r-x(2)),2)+u{k}*R*u{k} 
                                    
  
  Figura 30. Señal de salida    Figura 31. Señal de control 
En la figura 30 se puede ver una señal que no presenta sobreimpulso y que se estabiliza de manera 
rápidamente; mientras que las señal de control presenta un sobreimpulso negativo antes de 
estabilizarse en cero.  
3.3 Implementación de un sistema MIMO (multivariable) 
En esta sección se efectuará el control de un sistema multivariable con 4 tanques acoplados T1, 
T2, T3 y T4 que cuentan con medidores de nivel LT1, LT2, LT3 y LT4. Los tanques son 
alimentados por 2 bombas B1 y B2 y válvulas distribuidoras de flujo MV 1 y MV 2. El objetivo 
del sistema de control es regular el nivel de los tanques T1 y T2 manipulando los caudales F1 y F2 
producidos por las bombas. Todas las válvulas son fijas y no pueden manipularse. 
  
 
 
Figura 32. Sistema de cuatro tanques acoplados 
Las ecuaciones dinámicas del sistema están dadas por  
𝐴ℎ̇1 = −𝐶√𝑝𝑔ℎ1 + 𝐶√𝑝𝑔ℎ3 + 𝐹1𝐾1                   𝐴ℎ̇2 = −𝐶√𝑝𝑔ℎ2 + 𝐶√𝑝𝑔ℎ4 + 𝐹2𝐾2 
     𝐴ℎ̇3 = −𝐶√𝑝𝑔ℎ3 + 𝐹2(1 − 𝐾2)                               𝐴ℎ̇4 = −𝐶√𝑝𝑔ℎ4 + 𝐹1(1 − 𝐾1)           
Donde 
 hi Nivel de los tanques (nivel máximo 1.4m) 
 A Sección de los tanques (0,0314m2) 
 C Coeficiente de descarga de los tanques (0,0001) 
F1 y F2 Flujo de líquido generado por las bombas B1 y B2 (flujo máximo 0,10m
3/s) 
𝜌  Densidad del líquido (1000Kg/m3) 
g  Constante de gravedad (9,8m/s2) 
K1, K2 Constantes de separación de las válvulas MV1, MV2 (K1 = 0,2 y K2 = 0,3) 
Se define el comportamiento deseado del sistema: 
 Sistema desacoplado 
 𝑒𝑠𝑠 = 0. 
 Comportamiento dinámico sistema de primer orden con τdes1 = 3s y τdes2 = 1,5s 
A continuación, se simula el sistema no lineal con F1 = 0,005 m3/s y F2=0,010 m3/s, y 
se encuentran los estados de equilibrio y además se linealiza el sistema alrededor de estos 
puntos de equilibrio. 
  
 
Para hallar los estados de equilibrio del sistema, se toman las ecuaciones que describen 
la dinámica del sistema, pero haciendo que las derivadas de los niveles de los tanques 
iguales a cero.  
0 = −𝐶√𝑝𝑔ℎ1 + 𝐶√𝑝𝑔ℎ3 + 𝐹1𝐾1                       0 = −𝐶√𝑝𝑔ℎ2 + 𝐶√𝑝𝑔ℎ4 + 𝐹2𝐾2 
0 = −𝐶√𝑝𝑔ℎ3 + 𝐹2(1 − 𝐾2)                                    0 = −𝐶√𝑝𝑔ℎ4 + 𝐹1(1 − 𝐾1)             
Utilizando el toolbox de matemática simbólica de Matlab se obtienen las siguientes 
expresiones para los estados de equilibrio, las cuales son función de los parámetros del 
sistema y de los valores de F1 = 0,005 m3/s y F2 = 0,010 m3/s 
 
ℎ1𝑒 = 
(𝐶√
𝐹2
2(𝐾2−1)
2
𝐶2
+𝐹1𝐾1)
2
𝐶2𝑔𝜌
                    ℎ2𝑒 = 
(𝐶√
𝐹1
2(𝐾1−1)
2
𝐶2
+𝐹2𝐾1)
2
𝐶2𝑔𝜌
 
 
ℎ3𝑒 = 
𝐹2
2(𝐾2−1)
2
𝐶2𝑔𝜌
                              ℎ4𝑒 = 
𝐹1
2(𝐾1−1)
2
𝐶2𝑔𝜌
 
 
Reemplazando los valores dados para los parámetros y para las entradas 𝐹1 y 𝐹2 se 
obtuvieron los siguientes estados de equilibrio: ℎ𝑖𝑒 = 0,6531, ℎ2𝑒 = 0,5000, ℎ3𝑒 =
0,5000 y ℎ4𝑒 = 0,1633. 
Para la linealización del sistema se obtiene el Jacobiano de la parte de las ecuaciones que 
describen la dinámica del sistema y se evalúan en los estados de equilibrio y para los valores 
de las entradas para dichos estados de equilibrio. Las matrices A y B están dadas por: 
 
𝐴 =
[
 
 
 
 
 
 
 
 
 −
𝐶𝑔𝜌
2𝐴√𝑔ℎ1𝑒𝜌
0
𝐶𝑔𝜌
2𝐴√𝑔ℎ3𝑒𝜌
0
0 −
𝐶𝑔𝜌
2𝐴√𝑔ℎ2𝑒𝜌
0
𝐶𝑔𝜌
2𝐴√𝑔ℎ4𝑒𝜌
0 0 −
𝐶𝑔𝜌
2𝐴√𝑔ℎ3𝑒𝜌
0
0 0 0 −
𝐶𝑔𝜌
2𝐴√𝑔ℎ4𝑒𝜌]
 
 
 
 
 
 
 
 
 
 
 
  
 
𝐵 =
[
 
 
 
 
 
 
 
𝐾1
𝐴
0
0
𝐾2
𝐴
0
1 − 𝐾2
𝐴
1 − 𝐾1
𝐴
0 ]
 
 
 
 
 
 
 
 
 
Seleccionando como salidas 𝑦1 = ℎ1𝑒 y 𝑦2 = ℎ2𝑒 y reemplazando los valores de los 
parámetros del sistema y de las entradas en los puntos de equilibrio se obtiene la siguiente 
representación de estado para el sistema: 
[
𝛿?̇?1
𝛿?̇?2
𝛿?̇?3
𝛿?̇?4
] =
[
 
 
 
 
 
 −
245
1256
0       
35
137
       0
0 −
35
137
            0        
245
628
0
0
0
0
        −
35
157
0
0
−
245
628]
 
 
 
 
 
 
[
𝛿𝑥1
𝛿𝑥2
𝛿𝑥3
𝛿𝑥4
] +
[
 
 
 
 
 
 
 
1000
157
0
0
1500
157
0
3500
157
4000
157
0 ]
 
 
 
 
 
 
 
[
𝛿𝑢1
𝛿𝑢2
] 
[
𝑦1
𝑦2
] = [
1 0 0 0
0 1 0 0
] [
𝛿𝑥1
𝛿𝑥2
𝛿𝑥3
𝛿𝑥4
] 
 
Figura 33. Diagrama de polo y ceros de modelo de estados. 
  
 
En la figura 34 se muestra la simulación de los sistemas lineal y no lineal, las líneas continuas 
corresponden al sistema no lineal y las líneas punteadas corresponden a la aproximación lineal del 
mismo sistema en el punto de operación producido por las entradas 𝐹1 =  0,005𝑚3/𝑠 y 𝐹2 =
 0,010𝑚3/𝑠. En dicha gráfica se puede observar que los sistemas se estabilizan en el mismo punto 
de equilibrio y que el comportamiento de la aproximación lineal tiene una respuesta en el tiempo 
ligeramente más lenta que la del sistema no lineal. En esta figura, el sistema se movió del origen 
con el fin  de tener un comportamiento comparable de los dos sistemas, se simuló el diagrama de 
la figura 35 donde el sistema lineal tiene como condiciones iniciales los puntos de equilibrio y 𝐻(𝑖) 
es una constante de valor ℎ𝑖𝑒. Note que las entradas al sistema lineal son 𝛿𝐹1 y 𝛿𝐹2, mientras que 
al sistema no lineal entran 𝐹1  + 𝛿𝐹1 𝑦 𝐹2 +  𝛿𝐹2. 
 
 
Figura 34. Simulación de los sistemas lineal y no lineal en el punto de equilibrio 
 
En la figura 36 se muestran cuatro simulaciones de los sistemas lineal y no lineal, que resultan 
de aplicar entradas diferentes de las que se utilizaron para la obtención de los puntos de equilibrio. 
En las simulaciones a) y c) la magnitud de la desviación con respecto al punto de equilibrio es 
0.0001, mientras que en las simulaciones b) y d) la magnitud de la desviación es 0,001. Para estas 
últimas se observa que para dichas entradas la aproximación lineal es bastante diferente con 
respecto al comportamiento del sistema no lineal. 
 
  
 
 
Figura 35. Simulación de los sistemas lineal y no lineal en el punto de equilibrio 
 
  
a)                                                                             b) 
  
 
  
c)                                                                           d) 
Figura 36. Simulaciones de los sistemas lineal y no lineal para cuatro variaciones en las 
entradas respecto a 𝐹1𝑒 = 0,005  y 𝐹2𝑒 = 0,01: a) 𝛿𝐹1𝑒 = 0,0001 y  𝛿𝐹2𝑒 = −0,0001, 
b) 𝛿𝐹1𝑒 = 0,001 y  𝛿𝐹2𝑒 = −0,001, c) 𝛿𝐹1𝑒 = −0,0001 y  𝛿𝐹2𝑒 = 0,0001, d) 𝛿𝐹1𝑒 = −0,001 y  
𝛿𝐹2𝑒 = 0,001. 
Ahora se realizará un análisis de controlabilidad y observabilidad del sistema, y se analizará la 
estabilidad.  Para el análisis de controlabilidad se calcula la matriz de controlabilidad                𝑈 =
[𝐵 𝐴𝐵 𝐴2𝐵 𝐴3𝐵]: 
 
𝑈 = [
6,3694 0 −1,2424 4,9698 0,2424 −2,0773 −0,0473 0,6522
0 9,5541 9,9396 −2,1299 −6,0935 0,4748 2,8712 −0,1059
0 22,2930 0 −4,9698 0 1,1079 0 −0,2470
25,4777 0 −9,9396 0 3,8777 0 −1,5128 0
] 
 
Dado que 𝜌(𝑈) = 4 = 𝑛 que es el orden el sistema, entonces se deduce que el sistema es de 
estado completamente controlable. Para el análisis de observabilidad se calcula la matriz de 
controlabilidad 𝑈 = [
𝐶
𝐶𝐴
𝐶𝐴2
𝐶𝐴3
]:       
𝑉 =
[
 
 
 
 
 
 
 
1,0000 0 0 0
0 1,0000 0 0
−0,1951 0 0,2229 0
0 −0,2229 0 0,3901
0,0380 0 −0,0932 0
0 0,0497 0 −0,2392
−0,0074 0 0,0293 0
0 −0,0111 0 0,1127 ]
 
 
 
 
 
 
 
 
 
Dado que 𝜌(𝑉) = 4 =  𝑛 que es el orden del sistema, entonces se deduce que el sistema es de 
estado completamente observable. Para analizar la estabilidad del sistema linealizado, se hallan los 
valores propios de la matriz A: 
 
𝜆1 = −0,1951 𝜆2 = −0,2229 𝜆3 = −0,2229 𝜆4 = −0,3901. 
 
  
 
Dado que todos los valores propios del sistema tienen parte real negativa, entonces el sistema 
linealizado es estable. Seguidamente se obtendrá la matriz de transferencia del sistema y se hallaran 
los polos y los ceros del sistema. Para obtener la matriz de transferencia del sistema se utilizó 
Matlab®: 
sys=ss(A,B,C,D); 
G=tf(sys) 
y como resultado se obtuvo: 
𝐺(𝑠) =
[
 
 
 
8000
1256𝑠 + 245
980000
(157𝑠 + 35)(1256𝑠 + 245)
980000
(157𝑠 + 35)(628𝑠 + 245)
1500
157𝑠 + 35 ]
 
 
 
 
Para obtener los polos del sistema se utilizó Matlab® Pole(G) y como resultado se obtuvo: 
 
𝑝𝟏 = −0,1951 𝑝𝟐 = −0,2229 𝑝𝟑 = −0,2229 𝑝𝟒 = −0,3901 
Para obtener los ceros del sistema se utilizó Matlab® Zero(G) y como resultado se obtuvo: 
 
𝑧1 = −1,2114 𝑧2 = 0,5983 
 De donde se puede observar que es un sistema de fase no mínima, puesto que tiene un 
cero en el semiplano derecho.  
  Respuesta del sistema  con valores de la referencia de 0,1 y -0,15 
  
Figura 37. Salida de la planta  
 
  
 
 
Figura 38. Señales de control  
 Respuesta del sistema con la referencia en 0,1 y -0,15 , mantenemos el valor de R en 0,1 y 
variamos el valor de Q (0.01; 0.001;  0.005;  0.05;  0.1). 
 
Figura 39. Salidas de la planta  
  
 
 
Figura 40. Señales de control  
Respuesta del sistema con la referencia 0,1 y -0,15, mantenemos el valor de Q en 0,1 y 
variamos el valor de R (0.01;  0.05; 0.5; 1). 
 
Figura 41. Salidas de la planta  
  
 
 
Figura 42. Señales de control  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
3. CONCLUSIONES  Y  RECOMENDACIONES 
 
 MPC se basa en la predicción, la optimización y la implementación del horizonte de 
retroceso. La optimización se realiza sobre predicciones en bucle abierto, que se basan en un 
modelo de planta. 
 El control MPC es una estrategia muy óptima ya que mejora la respuesta del sistema en lazo 
cerrado. 
 EL Model Preditive Control tiene una amplia variedad de procesos con un comportamiento 
dinámico del más simple al más complejo el cual cuenta con un tiempo pico menor que el 
PID. 
 Este tipo de control permite trabajar con sistemas monovariables y multivariables al igual que 
con sistemas lineales y no lineales lo cual lo hace mucho más completo. 
 Las restricciones en las entradas y estados de un determinado sistema pueden ser duras o 
suaves. MPC permite que las restricciones sean manejadas de manera óptima. 
 La implementación de éste método es una herramienta importante en futuros cursos de control 
en la Universidad.  
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