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Results of Henriksen and Johnson, for archimedean f -rings with identity, and of Aron
and Hager, for archimedean -groups with unit, relating uniform completeness to order-
convexity of a representation in a D(X ) (the lattice of almost real continuous functions
on the space X ) are extended to situations without identity or unit. For an archimedean
-group, G , we show: if G admits any representation G  D(X ) in which G is order-
convex, then G is divisible and relatively uniformly complete. A converse to this would
seem to require some sort of canonical representation of G , which seems not to exist
in the -group case. But for a reduced archimedean f -ring, A, there is the Johnson
representation A  D(XA), and we show: A is divisible, relatively uniformly complete
and square-dominated if and only if A is order-convex in D(XA) and square-root-closed.
Also, we expand on the situation with unit, where we have the Yosida representation,
G  D(YG): if G is divisible, relatively uniformly complete, and the unit is a near unit,
then G is order-convex in D(YG).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
For a Tychonoff space X ,
D(X ) = { f ∈ C(X , [−∞,+∞]): f −1(R) is dense in X}.
([−∞,+∞] denotes R ∪ {±∞}, with the obvious topology and order.) This is a lattice in the pointwise order with only
partly-deﬁned addition and multiplication. A sublattice G ⊂ D(X ) that contains 0 (the zero function) and is closed under
+ and − is called an -group in D(X ); if it is also closed under ·, it is called an f -ring in D(X ), in which case the ring is
reduced (semi-prime). In either case, we write G  D(X ) to convey this information.
Any archimedean -group (respectively, reduced f -ring), G , admits various representations of the form G ≈ Gˆ  D(X )
(see [4] or [10]). Such representations frequently imbue murky order-algebraic situations with geometric clarity, and the
closer the tie between the space X and the group or ring G , the greater the clarity. This paper deals with some cases in
point.
W (respectively, Φ) denotes the category of archimedean -groups (resp., f -rings), G , with designated weak unit (resp.,
identity) eG , with morphisms the -group (resp., f -ring) homomorphisms, G
θ→ H satisfying θeG = eH . The Yosida (respec-
tively Henriksen–Johnson) representation is the essentially unique G ≈ Gˆ  D(X ) where X is compact Hausdorff, eˆG = 1,
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representations, we usually identify G with Gˆ , viewing G  D(YG) (resp., G  D(m(G)).
The spaces above are, of course, spaces of certain ideals endowed with the hull-kernel topology. The situation for Φ is
developed in [7]. That for W is developed in [12], and is explicated in [6], which further explains that, for A ∈ |Φ|, the
Yosida and Henriksen–Johnson representations are really the same. (We construe |Φ| ⊆ |W| via forgetting multiplication.
Actually, “Φ ⊆W” is valid; see [6].)
A subset S ⊆ D(X ) is called order-convex if s1, s2 ∈ S and f ∈ D(X ) with s1  f  s2 imply f ∈ S; in this paper, we shall
say merely “convex,” since no other kind of convexity will be considered. For an -group or f -ring G  D(X ), we write
G
c
 D(X ) when G is a convex subset.
Consider a sequence (an) in an archimedean -group G , a ∈ G and b ∈ G+ . Then (an) is said to be ru-Cauchy (b) (relatively
uniformly Cauchy, regulated by b) if [∀k ∈ N ∃n(k) ∈ N (n  n(k) ⇒ k|an − an(k)|  b)]. If [∀k ∈ N ∃n(k) ∈ N (n  n(k) ⇒
k|an − a| b)], one says that (an) ru-converges to a (b), written an → a (b). G is b-uniformly complete if every ru-Cauchy (b)
sequence is ru-convergent (b) to some element of G; it is ru-complete if it is b-uniformly complete for every b ∈ G+ (see
[10]). For G ∈ |W|, “eG -uniformly complete” is just called “uniformly complete” (“u-complete”). Thus also for A ∈ |Φ|.
What follows is a brief compendium of some of the connections between convex representations and forms of uniform
completeness that existed prior to, and motivated, the present paper. (Unfamiliar notation is explained in the paragraph that
follows the theorem.)
Theorem 1.
A. ([7], 1961) For B ∈ |Φ|, these three are equivalent: B is divisible and u-complete; B∗ = C(m(B)); B c D(m(B)). These imply that
b−1(R) is C∗-embedded in m(B) for each b ∈ G.
B. ([6], 1971) For G ∈ |W|, these two are equivalent: G is divisible and u-complete; G∗ = C(YG). These are implied by G c D(YG),
but they do not imply that g−1(R) is C∗-embedded in YG for each g ∈ G.
C. ([1], 1981) Let G ∈ |W|. If G c D(YG), then G is divisible and ru-complete and g−1(R) is C∗-embedded in YG for each g ∈ G.
The converse fails. These three are equivalent: G
c
 D(YG); G is divisible and u-complete and G∗ · G ⊆ G; there is B ∈ |Φ| that is
divisible and u-complete, and a W-embedding as an -group ideal G  B. (In case G ∈ |Φ|, also equivalent is: G is divisible and
ru-complete.)
Notation. Recall from [5] that C∗(X ) = { f ∈ C(X ): f is bounded}. For G ∈ |W|, G∗ = G ∩ C∗(YG). This explains the G∗
and B∗ in A–C above. In C, the statement “G∗ · G ⊆ G” involves the partly deﬁned multiplication in D(YG), so includes
the existence in D(YG) of each of the products named. For spaces S ⊆ X , S is C∗-embedded in X means that ∀ f ∈ C∗(S)
∃h ∈ C(X ) with restriction h |S= f . In view of the last remark in C, the “u-complete” in A can be replaced by “ru-complete,”
and this will be done in the sequel.
The results summarized above deal solely with situations in which a unit (W) or identity (Φ) is present, and, thus, the
canonical Yosida and Henriksen–Johnson representations are available. The present paper addresses these ideas when no
unit or identity is present. (One previous result in this vein is recorded as Proposition 1 below.) For -groups, with no
canonical representation available, one can only examine what a postulated convex embedding might imply (Section 2). But
for reduced f -rings, much more is possible (Section 3), due to the Johnson representation, which we now explicate brieﬂy,
since some of the details are germaine to the -groups situation.
The representation G  D(X ) of the -group G is called a J -representation of G if it satisﬁes: 1) G separates points
and closed sets in X , in the sense that if x ∈ X and F is closed in X with x /∈ F , then there is g ∈ G with 0 < g(x) <
+∞ and g(F) = {0}; and 2) βg(βX \ X ) ⊆ {±∞,0} for each g ∈ G (βg denotes the extension of g over the Cˇech–Stone
compactiﬁcation, βX , of X ). We write G
J
 D(X ) to indicate this situation. (Note that X is necessarily locally compact.) It
is not known if every archimedean -group has such a representation [3]. However, every reduced archimedean f -ring, A,
has an essentially unique J -representation, the Johnson representation A ≈ A¯  D(XA) [8,9], and when A ∈ Φ this is the
Henriksen–Johnson representation.
We denote the category of archimedean -groups (respectively, f -rings) and -group (resp., f -ring) homomorphisms
with Arch (resp., frA).
More notation. In a D(X ), where X is always completely regular Hausdorff, we identify several f -algebras: CK (X ) is the
algebra of real-valued functions, f , with compact support (clX ( f −1(R \ {0})) is compact); C0(X ) is the algebra of real-
valued functions, f , that “vanish at inﬁnity” (β f (βX \ X ) = {0}); and D0(X ), the lattice of all functions in D(X ) that
vanish at inﬁnity.
Proposition 1. ([3]) Suppose G ∈ |Arch|, G  D(X ), and that G separates points and closed sets in X . If G is divisible and ru-complete,
then CK (X ) G (as an -group ideal).
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In this section, we derive some consequences of the hypothesis that an -group G has a convex representation in a D(X ).
We also provide a characterization of those archimedean -groups which have a convex representation; the characterization
is external and, so, is of limited application.
Theorem 2. Suppose G ∈ |Arch| with G c D(X ). Then:
(a) For each a ∈ G, a−1(R) is C∗-embedded in X .
(b) G is divisible and ru-complete.
(c) G∗ · G ⊆ G. (Here,“·” denotes multiplication in D(X ).)
(d) There is a space Y and an isomorphism G ≈ G ′ c, J D(Y).
If G
c, J
 D(X ), then CK (X ) G  D0(X ).
Proof. (a) We may assume a ∈ G+ . Let f ∈ C∗(a−1(R))+ and choose r ∈ R with f  r; then set h ≡ a ∧ r. Note that h ∈ G ,
by convexity. Deﬁne g : X → R ∪ {±∞} by
g(x) =
{
a(x) + (h(x) ∧ f (x)), when x ∈ a−1(R), and
+∞, when x ∈ a−1(+∞).
Then g ∈ D(X ) and g ∈ G , since a  g  2a. Set b ≡ g − a. Note that b ∈ G , that b  f and that b = f on a−1([r,+∞)).
Thus, f = b |a−1(R) ∨ f extends over a−1(+∞).
(b) Divisibility is clearly a consequence of convexity. Now suppose b ∈ G+ , and let (an) be ru-Cauchy (b) in G . The proof
of (b) is completed by appeal to the following result, the proof of which is postponed until after the proof of the theorem.
Claim 1. Suppose G  D(X ) (not necessarily convex), b ∈ G+ and (an) is ru-Cauchy (b) in G. Then there is f ∈ D(b−1(R)) such that
an − f ∈ D(b−1(R)) for each n ∈ N and the following holds pointwise on b−1(R):
∀k ∈ N ∃n0
(
n n0 ⇒ k|an − f | b
)
. (‡)
Apply Claim 1 to obtain f ∈ D(b−1(R)) with an− f ∈ D(b−1(R)) for each n ∈ N. Since G
c
 D(X ), b−1(R) is C∗-embedded
in X , so f can be extended to f¯ ∈ D(X ) and each an − f can also be extended over X , clearly to an − f¯ . By (‡), with k = 1,
we have | f¯ | b + |an0 |, since that inequality holds on the dense set b−1(R). By convexity, f¯ ∈ G .
(c) Let f ∈ G∗ and g ∈ G . Choose k ∈ N with | f |  k. Then f g is deﬁned on g−1(R) and | f g| k|g| there. By (1), this
function extends to a function on X , which is in G , by convexity.
(d) Suppose f ∈ D(cozG) and g ∈ G+ with 0 f  g |cozG . Now, g(X \ cozG) = {0}, so deﬁne
fˆ ≡
{
f on cozG,
0 on X\ cozG.
Then fˆ ∈ D(X ) and 0  fˆ  g . (To see that fˆ is continuous, suppose x ∈ X and ε > 0 with ε < f (x) if f (x) > 0. When
f (x) > 0, fˆ −1( f (x) − ε, f (x) + ε) = f −1( f (x) − ε, f (x) + ε), which is an open set in the open subset cozG of X . When
fˆ (x) = 0, fˆ −1([0, ε)) ⊇ f −1([0, ε)) ∪ g−1([0, ε)), which is open in X and contains x.) Hence, fˆ ∈ G and fˆ |cozG= f , so
G |cozG
c
 D(cozG). Now, in β(cozG), set Y ≡⋃g∈G coz(β(g |cozG)) and G ′ ≡ {(β(g |cozG)) |Y : g ∈ G}. We have just seen that
G |cozG
c
 D(cozG) and so G ′
c
 D(Y). If y ∈ Y and U is an open set containing y, then there is g ∈ G ′+ with g(y) > 0 and
there is also f ∈ D(Y)+ with f (y) > 1 and f (Y \ U) = {0}. Then ( f ∧ g)(y) > 0, ( f ∧ g)(Y \ U) = {0} and f ∧ g ∈ G ′ , by
convexity. By the deﬁnition of Y , if g ∈ G ′ then βg(βY \ Y) = {0}. Thus, G ′ J D(Y).
Finally, when G
c, J
 D(X ), then part (b) of this Theorem guarantees that all of the hypotheses of Proposition 1 are
satisﬁed, so CK (X )  G . Whenever G
J
 D(X ), we have βg(βX \ X ) ⊆ {0,±∞} for each g ∈ G . Note that if p ∈ βX with
βg(p) = +∞ for some g ∈ G , then there is f ∈ C(X ) with β f (p) = 1, so h ≡ | f | ∧ g ∈ G , by convexity, and h(p) = 1, so
p ∈ X . Thus, βg(βX \ X ) = {0} for each g ∈ G; i.e., G  D0(X ). 
Proof of Claim 1. Assume the hypothesis. Let Km = clX (b−1([0,m))) for each m ∈ N, so that b−1(R) =⋃m∈N Km . Each Km
is regular closed, so the set of restrictions, G |Km , is an -group in D(Km) and (an |Km ) is uniformly Cauchy (regulated by 1)
in D(Km).
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with hn → g uniformly on K, and H¯ , the set of all such g , is an -group in D(K). (Deﬁne g(x) ≡ lim gn(x) for each x ∈ K,
using the metric completeness of [−∞,+∞]. The assertions are easily veriﬁed.) Thus, for each m ∈ N, there is fm ∈ D(Km)
with am |Km→ fm uniformly on Km . For each m, we have fm ⊆ fm+1, so let
f ≡
⋃
m∈N
fm on b
−1(R) =
⋃
m∈N
intKm.
Sublemma. Suppose U =⋃m∈N Um , where for each m we have: Um is open, Um ⊆ Um+1 and ∃gm ∈ D(Um) with gm ⊆ gm+1.
Then g ≡⋃m∈N gm ∈ D(U).
Proof. It is clear that g is continuous. If |g(x)| = +∞, then some |gm(x)| = +∞: any neighborhood of x will contain points
in Um at which gm (and, hence, g) assumes real values. That is, g ∈ D(U). 
The sublemma applies immediately to the case at hand: f ∈ D(b−1(R)).
Fix n ∈ N; for each m ∈ N, (an − f ) |intKm= (an − fm) |intKm∈ D(intKm), so
⋃
m∈N((an − fm) |intKm ) ∈ D(
⋃
m∈N intKm) by
the sublemma. That is, an − f ∈ D(b−1(R)).
Finally, (an) is Cauchy (b), so we have
∀k ∈ N ∃n0
(
m,n n0 ⇒ k|an − am| b
)
(†)
in G , so this holds pointwise on X and on b−1(R). Obviously, at each x ∈ b−1(R) we have am(x) → f (x). For k ∈ N, take n0
per (†) then ﬁx n n0 and let m → ∞, yielding k|an(x) − f (x)| b(x) for each x ∈ b−1(R). 
Corollary 1. Any CK (X ) and C0(X ) are ru-complete.
Proof. The presentations are convex representations. Apply Theorem 2. 
That CK (X ) is ru-complete is easy. That C0(X ) is ru-complete is not too hard to prove directly, but we have not found
this in the literature.
Example 1. An -group representation may satisfy the conditions (a), (b) and (c) of Theorem 2 yet fail to be convex. Consider
the -group G = C(αN) (where αN = N ∪ {+∞}, the one-point compactiﬁcation of the space, N, of natural numbers). Let
u ∈ G be the function deﬁned by [u(x) = 1x , when x ∈ N, u(x) = 0 when x = +∞]. Consider the -group isomorphism
G  g → ug |N∈ uG |N≡ G ′  C(N). Since CK (N)  G ′  C0(N), we have G ′
J
 D(N), and f −1(R) ⊇ N for each f ∈ G ′:
condition (a) of the Theorem is satisﬁed. Since G is divisible and ru-complete, G ′ is also, so condition (b) is satisﬁed. Finally,
condition (c) holds, since G ′ is, in fact, a subring of C0(N). To see that G ′ is not convex in D(N), consider the function
f ≡ u · h ∈ C0(N), where h ∈ C(N) is deﬁned by h(x) = (−1)x for each x ∈ N. We have 0  | f |  u · 1 |N , but f /∈ G ′ , since
1
u |N · f = h has no extension over αN.
Theorem 3. Let G ∈ |Arch|. The following are equivalent:
(a) There is a space X and an embedding G c D(X ).
(b) There is an ru-complete Φ-algebra B with B  D(X ) as an f -ring, and G  B as -group ideal.
(c) There is an ru-complete Φ-algebra B with G  B as -group ideal.
Proof. Suppose (a) holds, and set
B = { f ∈ D(X ): f −1(R) ⊇ g−1(R) for some g ∈ G}.
First, observe that B is a convex subset of D(X ) that is closed under the lattice operations and scalar multiplication.
If f1, f2 ∈ B , say with f −1i (R) ⊇ g−1i (R) with gi ∈ G , for i = 1,2, then | f1 + f2|  | f1| + | f2| and (| f1| + | f2|)−1(R) =
| f1|−1(R) ∩ | f2|−1(R) ⊇ (|g1| + |g2|)−1(R), so f1 + f2 ∈ D(X ), by Theorem 2(a), and thus f1 + f2 ∈ B . Similarly, f1 · f2 ∈ B.
Clearly, B separates points and closed sets in βX , so βX =m(B); the Φ-algebra B is ru-complete, by Theorem 1.A and C.
Thus (a) implies (b). That (b) implies (c) is trivial. If (c) holds, view G  B  D(m(B)): as an -group ideal, G
c
 B , and
B
c
 D(m(B)) by Theorem 1.A. Thus, G
c
 D(m(B)): (a) holds. 
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In this section, we establish the connection between ru-completeness and the existence of a convex embedding for a
large class of reduced archimedean f -rings which includes a partial converse to the implication in Theorem 2(b).
Deﬁnition 1. Let A ∈ |frA|. A is said to be square-dominated (SD) if [∀0 a ∈ A ∃b ∈ A with b2  a]. A is said to be square-
root-closed (-closed) if [∀0 a ∈ A ∃b ∈ A with b2 = a].
Clearly, A is -closed ⇒ A is SD. On the other hand, the ring of rational numbers, Q, is a frA-object that is SD, but
is not -closed. Note that any A ∈ Φ is SD (because |a|  (|a| ∨ 1)2)); if, also, A c D(mA), then A is -closed (because√|a| |a| ∨ 1 (cf. [7, 3.8]). Consequently, the following result generalizes Theorem 1.A.
Theorem 4. Suppose A ∈ |frA|. A is divisible, ru-complete and SD if and only if A c D(XA) and A is-closed.
Proof. If A is -closed, then A is SD, as noted above. If A
c
 D(XA), then A is divisible and ru-complete, by Theorem 2.
Conversely, suppose A is divisible, ru-complete and SD.
We show that A
c
 D(XA). It will then follow easily that A is -closed: 0  a ∈ A ⇒ ∃0  b ∈ A with b2  a, so that
b = √b2 √a, so √a ∈ A, by convexity.
Suppose f ∈ D(XA) with 0 f  a ∈ A. Since A
J
 D(XA):
• for each n ∈ N, Kn ≡ a−1([ 1n ,n]) ⊆ X , so is compact;• CK (XA) A (true when A is divisible and ru-complete by Proposition 1).
For each n ∈ N, take un ∈ CK (XA) A with 0 un  1 and
un = [1 on Kn and 0 on X\ intKn+1].
Then, fn ≡ un · f ∈ CK (XA) A. Now choose 0 b ∈ A+ with b2  a. Then
fn → f
(
a2 ∨ b) pointwise on XA (*)
(with obvious meaning). (When proved, this will imply that ( fn) is ru-Cauchy (a2 ∨b), so has a limit in A which must be f ,
thus completing the proof of the theorem.)
To prove (*), take ε > 0, choose n0 ∈ N with 1n0  ε2∧ε, and suppose n n0. At each x ∈ XA , we consider all possibilities.
ι) If n < a(x), then | f (x) − fn(x)| f (x) a(x) = 1n0 (n0a(x)) εa2(x).
ιι) If 1n  a(x) n, then f (x) = fn(x), so | f (x) − fn(x)| = 0 εa2(x).
ιιι) If 0 < a(x) < 1n , recall that b ∈ A+ and b2  a, so that b 
√
a. Note that 1n 
1
n0
 ε2. Thus, | f (x) − fn(x)|  f (x) 
a(x) = √a(x) · √a(x) < 1√n0
√
a(x) εb(x).
ιν) If 0= a(x), then | f (x) − fn(x)| = 0= εa2(x).
We have, for each n0  n ∈ N: at each x ∈ XA , either | f (x) − fn(x)|  εa2(x) or | f (x) − fn(x)|  εb(x), so | f − fn| 
ε(a2 ∨ b). 
Example 2. A reduced archimedean f -ring that is convex in its Johnson representation, but is not -closed.
In C(N), let u(x) = 1x . Set A = { f ∈ C(N): eventually, | f | ku for some k ∈ N}. Then
√
u /∈ A and it is readily seen that
N “= ”XA , and that A
c
 C0(N)
c
 D(N).
Example 3. A reduced archimedean f -ring that is divisible and ru-complete but is not convex in its Johnson representation
(thus is not SD).
Let the -group G ′ be as in Example 1: G ′ = αu · C(αN), where αN is the one-point compactiﬁcation of N and αu
denotes the extension of the function u in the preceding example over αN. It was shown there that G ′ is divisible and
ru-complete, not convex in D(N) and it was remarked that G ′ is actually a subring of D(N). Since CK (X ) G ′  D0(N), it
is clear that G ′  D(N) is the Johnson representation.
We now consider frA-objects which are regular (in the sense of von Neumann): for every a there is a b with a2b = a.
(We do not assume the presence of an identity element.) First note that if A is a regular commutative ring (not necessarily
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(a ∈ A, n ∈ N ⇒ ∃b ∈ A ((na)2b = na, so n(a2b) = a.)
Lemma 1. If A is a regular commutative f -ring (not necessarily archimedean), then A satisﬁes the condition [0  a ∈ A ⇒ ∃x ∈
A (a x2)].
Proof. There are totally ordered rings, Aα, and an embedding A  a → (aα) ∈∏α∈A Aα . If 0  a ∈ A, then there is b ∈ A
with a2b = a. Note that b  0 and that (ab)2 = ab. Set x= ab ∨ a. If α ∈A, then either:
(a) aα  (ab)α , in which case xα = aα and (x2)α = (aα)2  (a(ab))α = aα; or
(b) aα < (ab)α , in which case xα = (ab)α and (x2)α = ((ab)α)2 = ((ab)2)α = (ab)α > aα,
so x2  a. 
Corollary 2. Suppose A ∈ |frA| is regular. Then A is ru-complete if and only if A c D(XA).
Proof. By Lemma 1 and the remarks preceding it, A is divisible and SD so A
c
 D(XA) when A is ru-complete, by Theorem 4.
The converse holds, by Theorem 2. 
4. When does “divisible and ru-complete”⇒ convex?
The following proposition summarizes the situation in Arch.
Proposition 2. Suppose G ∈ |Arch| and G  D(X ). Of the following conditions, (a) implies both (b) and (c) and either (b) or (c)
implies (d).
(a) G
c
 D(X ).
(b) G is divisible and ru-complete.
(c) G∗ = G ∩ C∗(X ) c D(X ).
(d) G∗ is divisible and ru-complete.
Proof. By Theorem 2, (a) ⇒ (b) and (c) ⇒ (d). That (a) ⇒ (c) and (b) ⇒ (d) are very easy. 
The focus in this section is on situations in W and in frA in which (b) ⇒ (a) (and the relevance of (c) will be clear).
Theorem 1 says: (A) for G ∈ |Φ|, with G  D(m(G)), (b) ⇒ (a) (in fact, (a)–(d) are equivalent); (B) for G ∈ |W|, with
G  D(YG), (c) ⇔ (d) and (b)  (a), via reference to an example from [1] which is repeated as Example 4 below. Also, for
G ∈ |W|, (c)  (b), by Example 5 below.
The notion, deﬁned below, of ru-density is the tool we employ to explain this difference between Φ and W; it provides
a generalization of “(b) ⇒ (a) in Φ” (Theorem 5 below) which applies to both W and frA (Corollaries 3 and 4 below).
We now introduce the notions of ru-density and ru-closure; for details, see [10, pp. 427 and 85]. For S ⊆ G , set
r0(S,G) ≡ S, and
r1(S,G) ≡
{
f ∈ G: ∃{sn} ⊆ S and g ∈ G with sn → f (g)
}
.
In case α is a limit ordinal, we set rα(S,G) =⋃γ<αrγ (S,G); otherwise, α = γ + 1, and we set rα = r1(rγ (S,G),G). It
is easy to see that if S is a sub--group of (respectively, an ideal in) G , then so is each rα(S,G). It is readily seen that
rω1+1(S,G) = rw1 (S,G); this is called the ru-closure of S in G . If rω1 (S,G) = G , we say S is ru-dense in G .
Here is the main technical result of this section. We postpone the proof until after we derive the corollaries.
Theorem5. Suppose G ∈ |Arch| and G  D(X ). Suppose, also, that there is G1  G with G1
c
 D(X ). If G is divisible and ru-complete,
then
(a) for each α ω1, rα(G1,G)
c
 D(X );
(b) if G1 is ru-dense in G, then G
c
 D(X ).
We apply this result to W and then to frA.
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in G . It is easily seen that this implies that e is a weak unit. For G ∈ |W|, [eG ] = G∗ , so eG is a near unit if and only if G∗ is
ru-dense in G .
Corollary 3. Suppose G ∈ |W| and that eG is a near unit of G. If G is divisible and ru-complete, then G
c
 D(YG).
Proof. Suppose the hypotheses. In W, ru-complete implies u-complete, so G∗ = C(YG), by Theorem 1.B. Thus, G∗ c D(YG);
now apply Theorem 5 with G1 = G∗ . 
For frA, we need a generalization of de Pagter’s observation (10.7 of [11]) that, for a ∈ A ∈ Φ , a∧ n → a(a2).
Lemma 2.
(a) Suppose f ∈ D(X )+. Then f 2 ∈ D(X ) and for each n ∈ N, f ∧ n ∈ D(X ) and f ∧ n − f ∈ D(X ). For  > 0, n  1 implies
| f ∧ n− f |  f 2 in D(X ).
(b) Suppose A  D(X ) in frA. If a ∈ A+ and a∧ n ∈ A for each n ∈ N, then a∧ n → a(a2) in A.
Proof. (a) The ﬁrst claims are evident. Then, calculation shows that n  1 implies | f (x) ∧ n − f (x)|  ( f (x))2 when x ∈
f −1(R). But f −1(R) is dense in X , so | f ∧ n− f |  f 2 holds in D(X ). (See [2], p. 192, for details.)
(b) This follows from (a). 
Corollary 4. For A ∈ |frA|, the following are equivalent.
(a) A
c
 D(XA).
(b) A is divisible and ru-complete, A∗
c
 D(XA), and A∗ is ru-dense in A.
(c) A is divisible and ru-complete, A∗
c
 D(XA), and a∧ n ∈ A for each a ∈ A and each n ∈ N (the “Stone condition”).
Proof. If A
c
 D(XA), then A is divisible and ru-complete, by Theorem 2, and A∗
c
 D(XA), by Proposition 2. Also, if n ∈ N
and a ∈ A+ , then 0  a ∧ n  a, so a ∈ A; the Stone condition follows. So, (a) ⇒ (c). If (c) holds, then (b) follows, by
Lemma 2(b). When (b) holds, apply Theorem 5(b) to G = A  D(XA), obtain (a). 
Proof of Theorem 5. (b) is an immediate consequence of (a).
(a) is the statement: for each α ω1,
if f ∈ D(X ), g ∈ rα(G1,G), and 0 f  g, then f ∈ rα(G1,G). (aα)
We prove this by induction on α. (a0) is true, since r0(G1,G) = G1 and G1
c
 D(X ).
Suppose (aγ ) is true for each γ < α. If α is a limit ordinal, then rα(G1,G) =⋃γ<αrγ (G1,G), so (aα ) is true. To prove
the induction step, we shall make use of the following two general facts.
(A) If bn → b(c) in G , then there is n1 ∈ N so that n  n1 ⇒ |bn − b|  c. Hence, if x ∈ b−1(R) ∩ c−1(R) ∩ (⋂n1n=1b−1n (R)),
then bn(x) → b(x).
(B) The Birkhoff inequality, |u ∧ w − v ∧ w| |u − v| (which is valid in any abelian -group [10, p. 64]), in R.
Now suppose that (aγ ) is true, that α = γ + 1 and that 0  f  g ∈ rα(G1,G) = r1(rγ (G1,G)). So there are {gn} ⊆
rγ (G1,G) and a ∈ G+ with gn → g(a). We can assume each gn  0 (by replacing gn by gn ∨ 0). Now, each gn ∧ f ∈ D(X ),
since D(X ) is a lattice, and 0  gn ∧ f  gn ∈ rγ (G∗,G), so gn ∧ f ∈ rγ (G1,G) by the induction hypothesis. So, as in (A)
above, there is n1 ∈ N such that gn(x) → g(x) for each x ∈ S ≡ a−1(R) ∩ g−1(R) ∩ (⋂n1n=1g−1n (R)). Using (B) we obtain
gn(x) ∧ f (x) → g(x) ∧ f (x) = f (x) for each x ∈ S .
Since gn → g(a), of course (gn) is ru-Cauchy (a): given ε > 0, there is n0 ∈ N with m,n n0 ⇒ |gn − gm| < ε · a, so this
holds pointwise on S: for x ∈ S and m,n n0, we have∣∣gm(x) ∧ f (x) − gn(x) ∧ f (x)∣∣ ∣∣gm(x) − gn(x)∣∣ ε · a(x).
Since S is dense, we have: given ε > 0 there is n0 ∈ N such that m,n  n0 ⇒ |gm ∧ f − gn ∧ f |  ε · a in D(X ), thus
in G . Since G is ru-complete, there is h ∈ G with gn ∧ f → h(a). Clearly, h ∈ rα(G1,G); note that 0 h  g . On S , we have
gn(x)∧ f (x) → h(x); we observed above that gn(x)∧ f (x) → f (x) there. Hence h(x) = f (x) for each x ∈ S; since S is dense
in X , we conclude that f = h ∈ rα(G1,G). 
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Example 4. G ∈ |W| that is divisible and ru-complete, but is not convex in D(YG), By Corollary 3, eG is not a near unit of G .
This example is essentially the same as 2.7(a) in [1].
As before, let αN denote the one-point compactiﬁcation of N, and set H = { f |N: f ∈ C(αN)} C(N). If u ∈ C(N) is the
function deﬁned by u(x) = x, then H  h → uh ∈ C(N) is an embedding, so C(αN) is isomorphic (in Arch) to G ≡ uH  C(N).
Thus, G is divisible and ru-complete, since C(αN) is, and, with eG = 1, G ∈ |W|.
G∗ = C∗(N), since for f ∈ C∗(N), f = u · ( 1u f ), and 1u f ∈ H . Thus, YG = βN (the Cˇech–Stone compactiﬁcation), and
D(βN) ≈ C(N), so the presentation G  C(N) may be construed as the Yosida representation.
G is not convex in C(N), since f (x) ≡ (−1)xx has 0  | f |  u ∈ G while f /∈ G (else f = uh would have h ∈ H , but
h(x) = (−1)x fails to be extendable over αN).
Example 5. G ∈ |W| with G c D(YG) but eG is not a near unit. (That is, the “converse” of Corollary 3 fails.) This example
somewhat generalizes 8.7.1 in [2], which see for the details.
In C(N), set G = { f ∈ C(N): | f | nv , for some n ∈ N} with 1 as unit, where v is any unbounded positive strictly increas-
ing function. Evidently, G∗ = C∗(N), and the presentation G  C(N) may be construed as the Yosida representation (as in
Example 4). Clearly, G
c
 C(N).
The calculations in [2] show that
G∗  r1
(
G∗,G
)=
{
f ∈ C(N): f
v
∈ C0(N)
}
 G,
and r1(G∗,G) is ru-closed in G (i.e., r1(r1(G∗,G),G) = r1(G∗,G)). Thus, 1 is not a near unit (and, further, v ∈ G , v /∈
r1(G∗,G), and
√
v ∈ r1(G∗,G)).
Example 6. H ∈ |W| divisible and ru-complete, with eH a near unit but H /∈ |Φ|, thus showing that Corollary 3 is not covered
by the situation in Φ .
Let G be as in Example 5, and H = r1(G∗,G)  C(N). Since H∗ = G∗ = C∗(N), the presentation H  C(N) may be
construed as the Yosida representation (as in Examples 4 and 5). We noted in Example 5 that
√
v ∈ H but v /∈ H , so
H /∈ |Φ|. We show 1 is a near unit in H by showing
f ∈ H+ ⇒ ∃a ∈ H+ with f ∧ n → f (a) ()
(recall that f ,a ∈ H mean fv , av ∈ C0(N)).
It suﬃces to show that () holds for f unbounded and strictly increasing, since (∀g ∈ H+ , f (x) ≡ (∨{g(y): y  x})
∨√v(x)) deﬁnes such a function, with fv ∈ C0(N), and knowing that () holds for f gives that () holds for any g ∈ H with
0 g  f (the general Birkhoff inequality, |b ∧ w − c ∧ w| |b − c|, shows that f ∧ n → f (a) ⇒ g ∧ n → g(a)).
So, suppose f ∈ H+ is unbounded and strictly increasing. Choose any strictly positive a ∈ H with fa ∈ C0(N) (e.g., a =√
( f + 1)v). We have f ∧ n → f (a). For, given ε > 0, choose x0 so that x  x0 ⇒ f (x)  εa(x), choose n0  f (x0) and let
n n0. If f (x) < n, then | f (x) ∧ n − f (x)| = 0 εa(x), and if f (x) n n0  f (x0), then x x0 (since f is increasing) and
f (x) ∧ n = n, so | f (x) ∧ n− f (x)| = |n− f (x)| f (x) εa(x).
Example 7. A ∈ |frA|, divisible, with A∗ c D(XA) (and, hence, A∗ is ru-complete), and A∗ is ru-dense in A; but, A is not ru-
complete and it fails to satisfy the “Stone condition” of Corollary 4. This contrasts with the situation in Φ (see Theorem 1)
and shows that in Corollary 4, the condition “ru-complete” cannot be dropped in either implication (b) ⇒ (a) or (b) ⇒ (c).
In C(N), let A consist of those functions that are eventually polynomials with constant term 0. Evidently, A
J
 C(N) =
D(XA), and A∗ = CK (N)
c
 C(N). For v(x) = x, we have v ∈ A, while v ∧ 1 /∈ A, so the “Stone condition” fails.
A is not ru-complete. For, take any f ∈ C0(N) \ CK (N) and any {an} ⊆ CK (N) with an → f (1) in C(N). Since 1 v , we
have that (an) is ru-Cauchy (v) in C(N), thus also in A. If an → g(v) in A, then an → g pointwise on N. Since pointwise
limits are unique, g = f ∈ A would follow.
A∗ is ru-dense in A; in fact, r1(A∗, A) = A. To see this, suppose a ∈ A. Choose b ∈ A+ with ab ∈ C0(N) (e.g., b = (a∨ v)2),
then choose {an} ⊆ CK (N) with an → ab (1). Then ban → b ab = a(b) in C(N), thus in A.
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