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Objective: Effective time and resource management in the operating room requires process information
concerning the surgical procedure being performed. A major parameter relevant to the intraoperative
process is the remaining intervention time. The work presented here describes an approach for the
prediction of the remaining intervention time based on surgical low-level tasks.
Materials and methods: A surgical process model optimized for time prediction was designed together
with a prediction algorithm. The prediction accuracy was evaluated for two different neurosurgical inter-
ventions: discectomy and brain tumor resections. A repeated random sub-sampling validation study was
conducted based on 20 recorded discectomies and 40 brain tumor resections.
Results: The mean absolute error of the remaining intervention time predictions was 13 min 24 s for disc-
ectomies and 29 min 20 s for brain tumor removals. The error decreases as the intervention progresses.
Discussion: The approach discussed allows for the on-line prediction of the remaining intervention time
based on intraoperative information. The method is able to handle demanding and variable surgical pro-
cedures, such as brain tumor resections. A randomized study showed that prediction accuracies are rea-
sonable for various clinical applications.
Conclusion: The predictions can be used by the OR staff, the technical infrastructure of the OR, and cen-
tralized management. The predictions also support intervention scheduling and resource management
when resources are shared among different operating rooms, thereby reducing resource conﬂicts. The
predictions could also contribute to the improvement of surgical workﬂow and patient care.
 2012 Elsevier Inc. All rights reserved.1. Introduction
The operating room (OR) is one of the most complex and expen-
sive units in a hospital [1,2]. Hence, the technical support of time
and resource management in the operating room itself, as well as
across departments, has the potential to improve surgical patient
care and reduce costs [3]. Surgical workﬂow management in the
OR requires process information about the current surgical proce-
dure [4,5]. The expected remaining time of an intervention is a pri-
mary input parameter in enhanced scheduling and resource
management. Sophisticated interventions are characterized by
their highly variable durations. This complicates accurate resource
planning and the prevention of conﬂicting resources. Dynamically
adaptive scheduling will help simplify these challenges, but any
approach toward effective time and resource management will re-
quire intraoperatively updated information. The work presented
here allows the prediction of the remaining intervention time inll rights reserved.
Leipzig, Innovation Center
4103 Leipzig, Germany. Fax:
pzig.de (T. Neumuth).a surgical procedure. The prediction results can be used to support
the management of time and resources.
Tasks such as OR scheduling or anesthesia workﬂow are highly
dependent on cut-suture times. OR scheduling is a frequently ad-
dressed problem. Accurate duration information could help reduce
OR turn-over times [6–8]. Inside the OR, a prediction of the
remaining intervention time may be presented to the surgeon
and the OR staff. This prediction will help the surgeon and staff
monitor their time management. Information from multiple ORs
within a clinical department can also be integrated to enable cen-
tralized monitoring and management.
Medical devices are often shared among multiple ORs. Quanti-
fying device availability in terms of remaining time of use is a cru-
cial prerequisite to automatic management support systems. Thus,
duration prediction results will be central to facilitating technical
resource management. Finally, time parameter predictions can be
an important information source in context-sensitive adaptations
of surgical assistance systems.
1.1. Surgical process models
Patient-individual Surgical Process Models (iSPMs) describe ac-
tual surgical procedures. The performed surgical tasks are recorded
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gical Process Models (gSPMs) [9,10]. Such models represent the
average course of their corresponding intervention type. Therefore,
these models are a promising starting point for the development of
technical support tools for surgical process management in the OR.
Fig. 1 depicts abstracted segments of an iSPM and a gSPM for a
lumbar discectomy.
Rare or exceptional unforeseen surgical situations are a large
challenge. Efﬁcient technical support will need to detect these sit-
uations as early as possible. Hence, surgical low-level tasks should
be explicitly included in the underlying surgical process models.
1.2. Related work
Several approaches have been developed to address OR and re-
source scheduling problems. A major problem in optimizing OR
allocation is the uncertainty of interventional duration [6,8,11].
The available approaches can be classiﬁed according to their
underlying data sources. A basic distinction can be made between
preoperative and intraoperative data. A selection of available
approaches is listed in Table 1.
Preoperative off-line approaches have mainly considered
demographic and diagnostic information, as well as organizational
information about the surgeon and the planned procedure. A statis-
tical approach to predicting the duration of a series of interventions
in cardiac surgery has been published in [13]. The approachFig. 1. The abstracted segments of an iSPM (top) and a gSPM (bottom) for a lu
Table 1
Approaches to OR allocation optimization and intervention time prediction.
Authors Method
Preoperative information
Ammori et al. [12] Prediction of extended intervention time based on preoperative
symptoms, etc.)
Alvarez et al. [13] Statistical modeling of a series of cardiac interventions
Intraoperative information
Dexter et al. [14] Statistical methods based on anesthesia, vital-sign data and ane
Padoy et al. [21] Hidden Markov Model based on high-level tasks
Present work Prediction using generalized surgical process models based on lconsidered the procedure times of various types of cardiac inter-
vention. A statistical approximation was applied to 3 months of
data. Series with cancellations or add-on cases were excluded.
The work focused on avoiding overutilization to reduce costs. Other
statistical methods have also included preoperatively available
information, including patient age, body mass index, therapy-
speciﬁc diagnostic indicators, surgeon and planned procedure,
among others, as in [12]. Estimation methods based on preopera-
tive data only cannot be updated on-line.
Other approaches used intraoperative data. Methods in the
research ﬁelds of workﬂow recognition and intraoperative estima-
tion were used to interpret various data sources, including anesthe-
sia, video (mostly endoscopy), device parameters and dedicated
workﬂow recognition sensors.
For example, anesthesia and vital sign data were used to esti-
mate the remaining intervention time in [7,14]. The method was
based on historical data from anesthesia workstations. Addition-
ally, the anesthesiologists were regularly asked to predict the
remaining time. This essentially enabled on-line updates of the
time predictions. However, none of the approaches mentioned
above accounted for any intraoperative surgical activities or events.
The modeling of surgical workﬂows as statistical processes and
the on-line recognition of surgical tasks has emerged in recent
years. For example, video data were used to account for surgical
activities. Endoscopic and microscopic videos were analyzed for
various types of interventions [7,15]. The enormous integrationmbar discectomy illustrate the relationship between iSPMs and a gSPM.
Intervention type(s)
factors (age, BMI, duration of Laparoscopic cholecystectomy
Various cardiac intervention types
sthesiologists’ estimations Various intervention types
Laparoscopic cholecystectomy
ow-level tasks Lumbar discectomy and brain tumor
removal
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information sources available for automatic processing [4,16,17].
Most studies related to workﬂow recognition used low-level sen-
sor data and focused on phase or high-level task recognition. For
example [18], proposed a framework with a Bayesian approach
to sensor noise reduction and Markov-based task recognition.
Additional variants of surgical process models based on Markov
theory have been developed [19,20]. In [21], a Hidden Markov
Model (HMM) was designed for a laparoscopic cholecystectomy.
The model represented a limited number of high-level states that
were recognized on-line using endoscopic videos and device sig-
nals. In addition, the HMM was used to predict the remaining
intervention time within deﬁned states. The various methods used
to train HMMs were evaluated in [22].
In contrast to the related works cited above, we propose a novel
approach for predicting intervention times based on recognized
surgical low-level activities. Workﬂow recognition techniques are
required for the application of this prediction method, but the
method is fully independent from the concrete implementation
of such recognition. The prediction method is designed to handle
a ﬁne-granular representation of the surgical procedure with a
large number of distinguished surgical activities. It aims to enable
a dynamic adaption of time and resource management based on
the current surgical situation.
2. Materials and methods
The following subsections describe the four key parts of our
prediction method. The starting point of our method was the sur-
gical process. The basic data used were patient-individual surgical
process recordings (iSPMs) of performed interventions. These
recordings were performed by human observers. Subsequently,
the recorded information was abstracted into generalized surgical
process models. Subsection 2.1.1 explains the representation of
low-level tasks. A description of the generalized surgical process
model is provided in subsection 2.1.2 based on the task represen-
tation. The intraoperative estimation of the remaining procedural
time used a prediction algorithm and a dynamic model adaption,
both of which are described in ﬁnal subsections. An overview of
the entire process of data acquisition, gSPM generation and on-line
prediction is given in Fig. 2.
2.1. Surgical process model design
2.1.1. Surgical low-level task representation
The model structure was designed to focus on usage for
resource and time predictions. The process representation wasFig. 2. Overview of the entire data acquisition procespartitioned into intervention phases. The intervention phases were
semantically deﬁned parts of a surgical procedure. A linear se-
quence of intervention phases was the most abstract representa-
tion of a surgical procedure. Each phase was composed of nodes
in the gSPM. The nodes represented relevant surgical low-level
tasks performed by the surgeon and the OR staff during surgery.
The tasks were described by a conjunction of actor, activity, instru-
ment, anatomical structure and intervention phase. The descrip-
tion was based on ontologies proposed in [9]. The conjunction
was the unique key of the corresponding node in the model. Hence,
each node in the gSPM denoted a surgical low-level task that might
be performed once or multiple times during surgery. Examples of
surgical low-level activities in brain tumor resections are listed
in terms of their node representations in Table 2.
In some occasions, surgical low-level tasks were executed in
parallel (e.g., when the surgeon performed different actions simul-
taneously with his left and right hands). In the model processing
described below, a single node describes the surgical task(s) cur-
rently preformed. Compound nodes were constructed to fulﬁll this
requirement. Compound nodes represented the conjunction of par-
allel activities for the time where activities overlapped. The
amount of required compound nodes depended on the surgical
procedure and the low-level tasks considered.
Furthermore, a relevance level was automatically calculated for
each node based on information theory. The relevance level was
designed to indicate the structural signiﬁcance of a task during
the usual course of intervention; it does not correlate with the sur-
gical relevance. Tasks with a low frequency pi in one iSPM but an
occurrence in most of the iSPMs (pt) should have a high relevance
score. For each node, the relevance score R(x) was calculated as
follows:
RðxÞ ¼ ptðxÞ  lognpiðxÞRðxÞ 2 ð0:0;1:0Þ
The tasks were regarded as probabilistic events in this calculation.
The task probabilities pi(x) were given by their relative frequencies
in all iSPMs. As a consequence, self-information could be calculated
for each node in the gSPM. Additionally, the relative frequency of
node occurrences over all iSPMs pt(x) was taken into account. The
frequency pt(x) referred to the proportion of iSPMs that contained
at least one occurrence of the task. Overall, the relevance score
was related to self-information and the concept of inverse docu-
ment frequency used in information retrieval. Theoretical consider-
ations of document frequency, relevance scores and their relation to
Shannon entropy can be found in [25].
The relevance scores were sorted in descending order to distin-
guish between two relevance levels. The scores ranged from 0.0 to
1.0. The nodes with relevance scores in the highest 20% of all scoress, model generation and the prediction process.
Table 2
Examples of surgical low-level tasks represented in brain tumor removal models.
Actor Activity Instrument Anatomical structure Phase
Nurse (sterile) Disinfect Swab Skin Preparation
Surgeon Register Navigation Head Preparation
Surgeon Cut Scalpel Skin Craniotomy
Surgeon Drill Trephine Bone Craniotomy
Surgeon Cut Micro-scissors Tumor tissue Resection
Surgeon Coagulate Bipolar Tumor tissue Resection
Surgeon Remove Raney clips Skin Closure
Surgeon Suture Thread Skin Closure
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of one. The remaining nodes were assigned a relevance level of
zero. The proportion of nodes considered relevant was empirically
determined.
2.1.2. Layered model structure
The course of the intervention was represented by a three-level
approach as depicted in Fig. 3. This approach was necessary due to
the ﬁne granularity of the surgical low-level tasks represented in
our study.
On the lowest abstraction level (Surgical activities and transi-
tions), course structure was simply expressed using transitions to
connect the various nodes of the model. Average duration and
occurrence information was stored for each task and transition
within the gSPM. Idle states were not required because of the
assignment of duration intervals to transitions. The surgical low-
level task representations described in subsection 2.1.1 and the
transition between subsequent tasks in an iSPM formed the struc-
tural base of the process representation (also see Fig. 1, lower part).
The middle abstraction level (Trace dependent transition prob-
abilities) provided transition probabilities depending on previously
performed tasks. The dependencies were implemented using a so-
called surgical workﬂow trace. The trace is a three-part progress
key. The ﬁrst part of the key represents the current task. The pre-
viously performed task is expressed as the second part. The third
part encodes the latest prior-performed task that was categorized
as relevant. The above-mentioned relevance level of each node
was used. Overall, the surgical workﬂow trace is a triplet of cur-
rent, parental and ancestral surgical activities. The transition prob-
abilities directly depend on the trace. For example, assume task D
in Fig. 3 is the current task in the trace. The probability for the tran-
sition to task E depends on the surgical workﬂow trace given by
task A as ancestor, task C as parent and task D as current step.
Non-relevant tasks that were performed between the ancestor
and the parent (e.g., task B in Fig. 3) were not included in the pro-
gress representation (surgical workﬂow trace). In contrast withFig. 3. The layered structure of the surgical process model with trace dependent pother graph-based models of surgical processes, the trace-depen-
dent transition probabilities also considered previous steps instead
of the current step only. The trace was limited to the previous step
and one ancestor. Inter-process variability prevented the consider-
ation of further history.
Finally, course information on the most abstract level (Interven-
tion phases) was supported by partitioning the process into inter-
vention phases. The association of nodes and phases was based on
semantics. The intervention phases covered consistent parts of the
intervention. Additionally, the phases always formed a linear se-
quence. The proposed three-level approach retained the generality
of the model and simultaneously represented course information.
2.1.3. Time prediction algorithm
The corresponding prediction algorithm simulated possible
subsequent courses for the intervention according to the model
and the current trace. The given trace information was taken as
the starting point for multiple simulation runs. With each run, a
possible subsequent course was constructed in a step-by-step pro-
cedure. Given a valid trace in a simulation run, the probabilities of
the next tasks could be determined using the gSPM and the trace as
explained above. Then, the next task was randomly chosen with re-
spect to those probabilities. The task was added to the simulated
course with its duration and the duration of the chosen transition.
Afterwards, the surgical workﬂow trace was adapted to represent
the newly added task and its history. This step-by-step procedure
was repeated until the node that expressed the end of the interven-
tion was reached. Finally, the results of numerous simulation runs
were averaged to generate an overall prediction based on a given
surgical situation as starting point.
The gSPM was constructed from a training set of iSPMs. This
could lead to situations in which a surgical workﬂow trace of an
unknown process instance did not have any possible transitions
within the gSPM. The given surgical situation was not represented
by the gSPM because it was not included in the training set. A two-
level approach was used to handle such cases. As a ﬁrst attempt,robabilities that forms the basis for predicting the remaining procedural time.
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count. In rare cases, there were still no possible transitions. This re-
quired the ancestor part of the trace to be ignored as well. As the
current node was only included in the model if it was a part of
an iSPM in the training set, there had to be at least one legal tran-
sition. With this approach, such situations could be handled in any
possible case. This allowed the use of any surgical workﬂow trace
that was composed of valid parts. Missing steps could occur if the
surgeon performed an activity that was not included anywhere in
the model. In this situation, the described algorithm could not be
applied because of a missing starting point for the simulation runs.
In these cases, there was no better solution than reusing the last
valid prediction. Thus, our approach could handle missing values.
The prediction results were not deterministic because the algo-
rithm randomly chose which transitions to take during the simula-
tion runs. The number of runs needed to generate a reasonably
stable result varied with the complexity of the model. Additionally,
the required amount of runs was reduced during the intervention
because of the number of remaining nodes decreased. The mean
value of the prediction run results could be expected to converge.
A reasonable trade-off between the calculation time and the stabil-
ity of the result was achieved by an easy-to-calculate, dynamic ter-
mination criterion. It was deﬁned as follows:
Xn
i¼ndþ1
1
n d
Xnd
j¼1
ðtjðaÞÞ  1n dþ 1
Xnd
j¼1
ðtjðaÞÞ þ tiðaÞ
" #

( )
< e
The prediction result of a simulation run started at trace a was de-
noted as t(a). The last d of n simulation results ti(a) were taken sep-
arately to determine the average prediction. The absolute
deviations were summed. The algorithm terminated if this sum
was less than a given limit e. The prediction algorithm used empir-
ically determined minimal and maximal run limits. The prediction
was stopped below the maximum run limit if the mean prediction
result did not change signiﬁcantly.
2.1.4. Dynamic model adaption
Interventions usually included recurrent loops, e.g., sequences of
cutting and coagulation in tumor resections. The concise trace was
not sufﬁcient for representing how often loops have already been
repeated. Efﬁcient handling required a plastic adaption of the mod-
el. The adaption was performed during the step-by-step prediction
in parallel to the intervention progress. Every transition taken by a
concrete process implementation had a speciﬁc trace and target
node. The probability of a taken transition was reduced to create
a ‘‘memory effect’’. This permanently embedded the information
that a transition had already occurred within the gSPM. Thus, the
overall probability of loop structures was reduced at each iteration.
The dynamic adaption of the gSPM required a sequential traversal
of a process implementation. This premise was satisﬁed on-line
as well as in post-operative usage of the work presented here.
In summary, gSPM creation and the application of the described
prediction algorithm could be applied to suitable workﬂow recog-
nition data to provide an on-line estimation of the remaining inter-
vention time.
2.2. Design of evaluation study
A randomized sub-sampling study was implemented to evalu-
ate the accuracy of our prediction results. The method was applied
to two different types of neurosurgical interventions: lumbar disc-
ectomy and brain tumor removal. The required iSPMs have been
recorded by our institute since 2007. A human observer recorded
the surgical activities using the ICCAS Workﬂow Editor [23]. With-
in the repeated random sub-sampling validation study, 10% of the
iSPMs were randomly chosen as validation sets. The remainingiSPMs were used as a training set to create the corresponding
gSPMs. Each of the steps in the iSPMs of the validation set was
sequentially used as a starting point for prediction. Thus, plastic
adaption of the model can be applied in the performed study. Fi-
nally, the prediction results were compared with the recorded
intervention times of the corresponding instances in the validation
set. The randomized procedure was repeated until a total of 500
interventions were predicted for each intervention type.
A total of 20 iSPMs of lumbar discectomies were used in the ﬁrst
part of the study. The 20 patients (12 women, 8 men) were 21–
71 years old with a mean age of 50.0 ± 13.7 years. Five skilled sur-
geons performed the recorded interventions in the Neurosurgery
Department at the University Hospital Leipzig. The mean duration
of the procedures was 1 h 15 min 22 s with a standard deviation of
25 min 54 s. The duration ranged from about half an hour to almost
two-and-a-half hours. The model created with all iSPMs included
93 distinct surgical tasks in three intervention phases: approach
to disc, discectomy and closure. The mean number of surgical steps
in the iSPMs was 93.9 ± 24.6.
In the second part of the study, 40 iSPMs of brain tumor remo-
vals were used. The 40 patients, among them 14 women, were
aged 9–82 years (mean age of 53.2 ± 17.9 years). The interventions
were performed by four surgeons in the Neurosurgery Department
at the University Hospital Leipzig. The process instances were cho-
sen according to the performed surgical procedure and were inde-
pendent from the diagnoses. A neurosurgical navigation system
was used in 26 cases. In 21 cases, intraoperative ultrasound was
used. The mean duration of the procedures was 4 h 1 min 49 s with
a standard deviation of 37 min 51 s. The shortest intervention took
2 h 10 min 42 s and the longest intervention took 5 h 49 min 26 s.
The mean intervention consists of 219.7 ± 57.2 surgical low-level
tasks. Overall, 143 different tasks were considered. The interven-
tion course was split into four phases: preparation, craniotomy,
resection and closure.
Fig. 4 shows the mean durations and the duration extremes for
lumbar discectomies and brain tumor removals. The values are
represented in terms of their intervention phase.3. Results
3.1. Prediction results and accuracy
The remaining intervention time was predicted for each activity
in the sub-sample iSPMs. In the evaluation of lumbar discectomies,
each of the 250 randomized sub-samples consisted of two iSPMs
(10% of the whole set), resulting in 500 intervention predictions.
Similarly, 125 sub-samples with four interventions each were ran-
domly chosen from the brain tumor removal cases. Again, 500
interventions were predicted. Table 3 lists the average errors of
the intervention phases and of complete interventions.
Overall, the mean absolute error for lumbar discectomy predic-
tions was 13 min 24 s (approximately 18% of the mean total inter-
vention time) with a standard deviation of 13 min 28 s. A total of
72,148 predictions were calculated. The largest average error oc-
curred at the beginning of the intervention. As to be expected,
the error decreased as the intervention progressed. During the last
intervention phase, the error was approximately 3 min on average.
The second part of the study examined the prediction results for
brain tumor removals. Overall, the mean absolute error was 29 min
20 s (approximately 12% of the mean total intervention time) with
a standard deviation of 22 min 58 s. During the second part of the
study, a total of 103,922 predictions were generated.
The mean absolute errors of the predicted remaining time are
depicted in Fig. 5. The values are represented in terms of their
intervention phase.
Fig. 4. The average duration and duration extremes of the intervention phases in lumbar discectomies [n = 20] (left) and brain tumor removals [n = 40] (right).
Table 3
The mean durations and standard deviations of the considered intervention phases and the corresponding prediction errors per intervention type.
Intervention phase Mean number of predictions Mean phase duration Mean remaining duration Mean prediction error
Lumbar discectomies
Approach disc 64.4 35 min 46 s (±17 min 40 s) 1 h 09 min 50 s (±23 min 55 s) 17 min 45 s (±16 min 30 s)
Discectomy 64.3 28 min 20 s (±12 min 59 s) 41 min 25 s (±14 min 05 s) 11 min 33 s (±09 min 11 s)
Closure 15.6 10 min 11 s (±06 min 28 s) 14 min 51 s (±08 min 23 s) 03 min 04 s (±02 min 40 s)
Total 13 min 24 s (±13 min 28 s)
Brain tumor removal
Preparation 10.6 23 min 09 s (±11 min 39 s) 3 h 44 min 15 s (±45 min 45 s) 42 min 54 s (±27 min 34 s)
Craniotomy 53.3 50 min 29 s (±16 min 16 s) 2 h 40 min 18 s (±35 min 47 s) 37 min 33 s (±24 min 30 s)
Resection 123.9 1 h 49 min 30 s (±39 min 37 s) 1 h 37 min 24 s (±24 min 05 s) 28 min 08 s (±20 min 47 s)
Closure 20.1 45 min 25 s (±12 min 20 s) 30 min 37 s (±17 min 22 s) 07 min 47 s (±07 min 07 s)
Total 29 min 20 s (±22 min 58 s)
Fig. 5. The average absolute error in the intervention phases of discectomies (left) and brain tumor removals (right).
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seemed reasonable to consider a typical process instance to illus-
trate several of the frequently observed effects in predicting com-
plex interventions. The predicted intervention time of an
exemplary brain tumor removal is depicted in Fig. 6 in terms of
its elapsed intervention time.As expected, the prediction started at approximately 4 h, which
was the average duration of the iSPMs used to generate the model.
The preparation and craniotomy phases did not contain any indica-
tion of an above-average intervention time. Thus, the underestima-
tion persisted in these intervention phases. The subsequent
resection phase included several indicators of an extended inter-
Fig. 6. The predicted total intervention time of a typical brain tumor removal in terms of its elapsed intervention time.
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times, an overestimation of approximately 20 min was observed.
The intervention course was rather unstructured at these times,
containing numerous loops such as ‘‘cut and coagulate’’ or ‘‘dissect
and excise’’. This signiﬁcantly complicated any accurate predic-
tions and resulted in increased mean errors. The predicted time
was signiﬁcantly reduced when the closure phase started. In this
phase, the prediction was close to the actual value. Phase changes
often lead to perceptible changes in the prediction results, due to
the signiﬁcant information content of these events.4. Discussion
The novel approach presented here is suitable for intraopera-
tively predicting remaining intervention times. In contrast to pre-
vious work, this approach was based on numerous surgical low-
level tasks. The study supported our assumption that this approach
can handle lengthy, complicated and variable surgical procedures,
such as brain tumor removals. At the beginning of an intervention,
the time prediction is very close to the mean duration of the corre-
sponding intervention type. This is inevitably due to a lack of infor-
mation on the course of the intervention and results in the highest
prediction errors. Overall, the prediction error decreases with pro-
gress due to an increasing amount of information available.
The study demonstrated the feasibility of predicting interven-
tion times in clinical applications, with two types of neurosurgical
interventions. However, the model structure and the prediction
algorithm are not tailored to neurosurgery. The extent to which
this approach can be applied to surgical processes in other clinical
disciplines needs to be studied further.
Inter-process variability increases with the level of detail in the
process representation. A prediction method based on low-level
tasks has to cope with a large number of distinct work steps that
are strongly interconnected. Although the entire situation history
would be more informative than a partial history, the trace concept
only considered the previous step and one ancestor. This design
was a trade-off between an adequate representation of history
and inter-process variability. Considering more than one ancestor
in the transition probabilities would require an extremely large
number of process recordings to avoid frequently losing the trace.
On the other hand, fully ignoring the situation history would result
in a lack of course representation. However, the usage of low-level
tasks offers three key advantages apart from these challenges. First,
this method can be expected to react faster than alternative meth-
ods and be more sensitive to unforeseen changes in the surgical
process. Unforeseen situations are very relevant to effective timeand resource management. Second, estimations based on high-le-
vel models strongly depend on the quality of the previous model-
ing procedure, whereas ﬁne-granular work steps can be deﬁned
more objectively. Finally, high-level workﬂow models are usually
designed to focus on workﬂow recognition, making no distinction
between the recognition and prediction requirements. A modular
approach will allow the combination of multiple recognition tech-
niques with any prediction method. Our prediction approach is en-
tirely based on using low-level surgical tasks as workﬂow
information. This method is not designed for activity recognition.
Hence, workﬂow recognition tasks were required for direct usage
in the OR. Several approaches for automatically recognizing surgi-
cal actions on various granularity levels have already been devel-
oped, for example in [7,18,21].
The automatically generated gSPMs were useful for predictions
despite their relatively limited training set. During prediction, tran-
sitions in the evaluation iSPM were frequently not represented
within the gSPM. Predictions were generated successfully in
98.1% of the discectomies. In the remaining cases, the performed
steps were not included in the training set. The remaining interven-
tion time was successfully predicted for 99.5% of the steps in brain
tumor removal. The failures occurred because the performed steps
were not included in the set of iSPMs that the gSPM was created
from. The missing values were handled by reusing a previous pre-
diction, as explained above. These cases indicate that the models
did not fully cover the inter-patient variability of the considered
intervention types. The smaller rate of missing steps in the 40 brain
tumor removals as comparedwith the 20 lumbar discectomies indi-
cates that a larger training set could improve prediction results.
Signiﬁcant improvements in prediction accuracy can be ex-
pected by considering preoperative information. First, general pa-
tient information such as age and sex, as well as surgeon-speciﬁc
preferences, may be included. Second, a chosen set of diagnostic
information relevant to the intervention type can be considered.
The signiﬁcance of preoperative information on intervention time
and complexity has been shown in related work [11,12,24]. The
inﬂuence of these parameters depends on the intervention type.
For brain tumor removals, the location of the tumor might be a
useful indicator for the duration of the approach to the tumor.
Knowledge of its size might also help predict the duration of the
resection phase. A method for integrating such indicators into
the gSPMs has not yet been determined.
The presented method used empirically determined parameters
in its prediction algorithm. Whether these parameters can be
avoided or to what extent they might be chosen depending on the
intervention type requires further examination. Lumbar discecto-
mies and brain tumor removals signiﬁcantly differ in their mean
S. Franke et al. / Journal of Biomedical Informatics 46 (2013) 152–159 159duration and duration deviations. This is also reﬂected by the aver-
age number of surgical low-level tasks performed in these proce-
dures. However, the prediction algorithm could be applied with
the same conﬁguration described above for both intervention types.
The prediction algorithm was able to estimate the remaining
intervention time with a reasonable computational effort. The cal-
culation time is bound by approximately 15 s on standard hard-
ware for the maximum number of runs with the most complex
model available. However, the maximum number of runs was
never necessary during this study. Intraoperative updates pro-
cessed within a few seconds are quite sufﬁcient for interventions
that take up to 5 h. Hence, the prediction is not limited to post-
operative evaluation, but can also be used on-line.
The improvement of intervention scheduling is one of the major
use cases of remaining time predictions. The reduction of OR turn-
over times requires precise time information. The appropriate time
to call in the next patient can be difﬁcult for the surgeon to estimate,
especially for surgical trainees. The next patient is typically called in
30–45 min before the end of the previous intervention. The auto-
matic prediction accuracies were evaluated for this last part of the
intervention. During lumbar discectomies, a mean prediction error
of 9 min 38 s with a standard deviation of 8 min 25 s was observed.
The brain tumor removals were more complicated and variable.
These interventions were harder to predict, resulting in a mean er-
ror of 15 min 01 s with a standard deviation of 18 min 35 s.
The proposed algorithm could be used to achieve a reduction in
OR turnover times and resource conﬂicts. Information on required
technical resources may also be attached to the nodes. Hence, the
applicability of a simulation-based method can easily be extended
to the prediction of other parameters, such as technical resource
usage.
5. Conclusion
Improving time and resource management in the OR requires
process information about the surgical procedures that are being
performed. We developed a surgical process model that is designed
to predict the remaining intervention time. The process model rep-
resentation included relevant surgical low-level tasks. Generalized
surgical process models based on surgical low-level tasks have to
cope with enormous variability in the ordering of detailed activi-
ties, parallel execution of activities, loops and complicated overall
course representations. On the other hand, the model was more
sensitive to unforeseen situations in which predictions are most
important. In the approach presented here, an enhanced interven-
tion course representation was achieved by an inherent three-le-
vel, top-down design. Surgical workﬂow traces are a concise
description of the current surgical situation and its history. Due
to the trace concept, the developed prediction algorithm can be ap-
plied in any surgical situation included in the gSPM. The gSPMs
were automatically generated from a training set of individual pro-
cess recordings. The algorithm predicts the remaining time of an
intervention, and the model can be dynamically adapted in parallel
to the ongoing intervention.
A randomized study was implemented to evaluate the pro-
posed approach. Predictions were generated for two neurosurgical
intervention types: lumbar discectomy and brain tumor removal.
Sixty real interventions were recorded. In the randomized study,
one thousand full-procedure predictions were performed. The
accuracy of the prediction results is reasonable for various clinical
applications.
The predicted information can be used by both the OR staff and
technical systems to support intervention scheduling and resourcemanagement when resources are shared among different operating
rooms, thereby reducing resource conﬂicts. The presented methods
could also contribute to the improvement of surgical workﬂow and
patient care.
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