Abstract. The Gross-Keating invariant of a half-integral matrix over a p-adic integer ring is a fundamental concept in the study of quadratic forms, and has important applications for Siegel modular forms and arithmetic geometry. We introduce the Mathematica package computeGK, a computer program for calculating the GrossKeating invariant and the Siegel series of a half-integral matrix over Z p , as well as other related quantities. As a by-product, we obtain a table of the arithmetic intersection numbers related to the classical modular polynomials using the explicit formula of Gross and Keating.
Introduction
In [GK93] Gross and Keating introduced an invariant of a ternary quadratic form over Z p to express certain arithmetic intersection numbers of three modular correspondences explicitly. They also pointed out the observations of Kudla and Zagier that these numbers seem to be closely related to the central derivatives of the Fourier coefficients of the Siegel-Eisenstein series of weight 2 and degree 3, which gave rise to Kudla's program [Kud97] connecting these objects in a more general setting.
Meanwhile, Katsurada obtained a recursive formula for the local Siegel series of the half-integral matrix B of any degree over Z p in [Kat99] . Katsurada's formula is of central importance in the algorithmic calculation of the Fourier coefficients of the SiegelEisenstein series, and therefore has made a significant impact in the computational area of Siegel modular forms and the classification of even unimodular lattices in high dimensions [Kin03, KPSY18] .
In [Wed07] Wedhorn expressed Katsurada's formula for a half-integral matrix over Z p of degree 3 using its Gross-Keating invariant. Recently, Ikeda and Katsurada [IK16] showed that the formula, for the half-integral matrix B of any degree over any nonArchimedean local field of characteristic 0, can be reformulated in terms of an extended version of the Gross-Keating invariant of B, based on their foundational work [IK15] . It also implies that the extended Gross-Keating invariant, depending only on the equivalence class of B, completely determines the Siegel series of B. Thus, we can see that the Gross-Keating invariant is quite fundamental from both theoretical and computational perspective.
In [CIKY17] , Cho, Ikeda, Katsurada and Yamauchi obtained a family of formulas for computing the Gross-Keating invariants and related quantities for half-integral matrices over any finite extension of Z p for odd p and over any unramified finite extension of Z 2 . This has made an algorithmic treatment of the Gross-Keating invariant feasible for matrices of any degree.
In this work, we present the Mathematica package computeGK 1 , which implements these formulas for half-integral matrices over Z p . With this program, we can compute the Gross-Keating invariant, a naive extended Gross-Keating datum, and the Siegel series of such a matrix. It also implements the explicit formula of Gross and Keating for the arithmetic intersection numbers, and we generate a table of them using the program. To the best of our knowledge, this is the first computer implementation to calculate the Gross-Keating invariants. There is a LISP code for the Siegel series, used in [Kin03, KPSY18] based on Katsurada's formula [Kat99] , but it is more specialized in computing the Fourier series of the Siegel-Eisenstein series, and does not address the Gross-Keating invariants; see Subsection 1.5 for more comments.
This paper is organized as follows. In Section 1 we recall the definition of the GrossKeating invariant and the Siegel series for a half-integral matrix and review the key results for computing them. We also explain how to handle them in computeGK with examples. In Section 2 we explain some matrix reduction procedures and algorithms used within our program. In Section 3 we consider the formula of Gross and Keating for the arithmetic intersection number of three modular correspondences. We explain the details of how to use it for explicit calculations, and present some related tables generated by computeGK.
Gross-Keating invariants and Siegel series
In this section, we closely follow the presentation of [CIKY17] with minor modifications. We accompany our explanation with exemplary computeGK instructions.
1.1. Notation. Let p ∈ Z ≥0 be a prime, F = Q p , and o = Z p its ring of integers. For a ∈ F × , we write ord(a) = n if a ∈ p n o × , and call it the valuation of a, and set ord(0) = ∞. For two square matrices X and Y with entries in F , we denote the matrix
For a subring R of F containing o, we denote the set of symmetric square matrices of degree n with entries in R by Sym n (R). We say B = (b ij ) ∈ Sym n (F ) is half-integral if 2b ij ∈ o, and b ii ∈ o for any i, j and denote the set of non-degenerate half-integral symmetric matrix of degree n by H n (o) nd . For B ∈ H n (o) nd , we write deg(B) = n.
When there exists U ∈ GL n (R) such that B ′ = U t BU for B, B ′ ∈ H n (o) nd , we say they are R-equivalent and write B ∼ R B ′ . For a ∈ F × , let F (a 1/2 ) be the field extension of F obtained by adjoining a 1/2 . We define χ(a) = 1, −1, 0 if F (a 1/2 ) is F , an unramified quadratic extension of F , or a ramified extension of F , respectively. More concretely, let a = p r c ∈ F × with r = ord(a) and c ∈ o × . Then χ(a) = c p if r ≡ 0 mod 2, and 0 otherwise when p is odd, and
is even, and ξ B = 0 ord(det B) + n if n is even, ord(det B) is even, and ξ B = 0,
, which is defined only when n is even, and also set
if n is even.
Finally, if B is F -equivalent to diag(b 1 , . . . , b n ), then we put
Note that ε B does not depend on the choice of b 1 , . . . , b n . Here (·, ·) denotes the Hilbert symbol [Cas78, Section 3.2], and ⌊·⌋ the floor function.
1.2. Gross-Keating invariants.
and §({B}) := U ∈GLn(o) S(U t BU). The Gross-Keating invariant GK(B) = (a 1 , . . . , a n ) of B is defined by
. . . a n = max (a 1 ,a 2 ,...,a n−1 ,yn)∈S({B}) y n .
By definition GK(B) only depends on the o-equivalence class of B, but obviously the definition is not very useful for computing GK(B). Now we review a procedure to compute the Gross-Keating invariant of B. When p is odd, it is well-known that B is o-equivalent to a diagonal matrix; we will review an algorithm to find such a diagonal matrix in Subsection 2.1.
. . , a n ), where a i = ord(t i ). 
We can calculate GK(B) using our program as follows :
In FJC[{0,2},{1,2},{3,2}] FJC is one of the data types used in computeGK to represent the Jordan components of a matrix, and FJC means the 'flattened version' of JC, which is another data type of the same kind; see Example 1.6 for the use of JC. You can represent diag(u 1 p e 1 , . . . , u n p en ) with u i ∈ {1, . . . , p − 1} and e i ∈ Z ≥0 by FJC with arguments {u 1 , e 1 }, . . . , {u n , e n }.
For the rest of this subsection, we assume that p = 2. As usual in the study of quadratic forms, the story becomes more complicated. To obtain the Gross-Keating invariant and other related quantities for a given half-integral matrix, we need to undergo several reduction procedures. Let H = 0 
We say two elements of JC are equivalent if the corresponding matrices are o-equivalent. We define deg β, det β, ε β , ξ β , and η β as the corresponding quantities for the matrix [β] . For a positive integer 1 ≤ j ≤ r, we set β
The following is [CIKY17, Definition 2.1], suitably adapted to JC.
∈ JC s a weak canonical form if it satisfies the following conditions: This gives β = {(0, (1)⊥(3)) , (1, (7))}, which is not a weak canonical form. 
False
Let us find a weak canonical form {(0, (1)⊥(1)) , (1, (5))} equivalent to β as follows :
We can do a double check :
The following is [CIKY17, Definition 2.2] adapted to JC.
∈ JC s . For a non-negative integer m (less than or equal to the maximum of k i ), put
and
We say that β is pre-optimal if it satisfies the following conditions:
(i) For any m, j∈Dm deg C j ≤ 2 and there are integers 
one of the following conditions holds:
and one of the following conditions holds:
There is an algorithm [CIKY17, Proposition 2.1] to obtain an equivalent pre-optimal form from a weak canonical form, and our program has an implementation of it. Since its complete statement occupies more than one page, we refer the reader to the original article. Instead, we give an example. Example 1.8. Consider the weak canonical form {(0, (1)⊥(1)) , (1, (5))} of Example 1.6, which is not a pre-optimal form. 
True
This example demonstrates why we need to distinguish {(0, (1)⊥(1)) , (1, (5))} from {(0, (1)) , (0, (1)) , (1, (5))} although they give the same diagonal matrix. This is the reason we define the notion of weak canonical forms and pre-optimal forms for the elements of JC not matrices.
With a pre-optimal form, we can obtain the Gross-Keating invariant of the corresponding matrix; see Subsection 1.5 for a different method.
where we make the convention that ord(det
Example 1.10. Let us resume our computation from Example 1.8. We can compute the Gross-Keating invariant from the pre-optimal form {(0, (1)) , (0, (1)) , (1, (5))} as follows :
{0,1,2} We can also use our original matrix B from Example 1.6 as input, and the program goes through the necessary reductions internally. H = (a 1 , . . . , a n ;
n is a naive extended Gross-Keating (EGK) datum of length n if the following conditions hold:
Let us define a naive EGK datum H = (a 1 , . . . , a n ; ε 1 , . . . , ε n ) of B ∈ H n (o) nd . First, each a i is given by GK(B) = (a 1 , . . . , a n ).
Let p be odd and assume that B is
where
is a pre-optimal form with n i = deg
for some s such that n s = 2,
Using computeGK, we can find a naive EGK datum of elements of H n (o) nd . The same result can be obtained using the pre-optimal form in Example 1.8 :
Again, we can check if the output is a naive EGK datum :
It is not even uniquely defined as one can see from the last entry of (1.2). However, there is an easy way to get an invariant from H, which is called the extended Gross-Keating datum of B, denoted by EGK(B); see [CIKY17, Section 4]. Since a naive EGK datum is sufficient for most of our purposes, we have no instruction in computeGK to compute EGK(B).
1.4. Siegel series. Let B ∈ H n (o) nd . We consider the problem of computing the Siegel series of B and closely related functions.
Define a polynomial γ(B; X) in X by
if n is even (1 − X)
It is known that there exists a polynomial F (B; X) ∈ Z[X] such that
Fix an indeterminate X 1/2 such that (X 1/2 ) 2 = X. We define a Laurent polynomial
Let us explain how to find F (B; X) with a naive EGK datum of B.
Definition 1.15. For e, e ∈ Z and ξ ∈ {−1, 0, 1}, we define rational functions C(e, e, ξ; X) and D(e, e, ξ; X) in X 1/2 by C(e, e, ξ; X) = p e/4 X −(e− e)/2−1 (1 − ξp −1/2 X) X −1 − X and D(e, e, ξ; X) = p e/4 X −(e− e)/2 1 − ξX .
Let
(1.4) C i (e, e, ξ; X) = C(e, e, ξ; X) if i ∈ Z is even D(e, e, ξ; X) if i ∈ Z is odd.
Definition 1.16. For a = (a 1 , . . . , a n ) ∈ Z n ≥0 and an integer 1 ≤ i ≤ n, define e i = e i (a) as H = (a 1 , . . . , a n ; ε 1 , . . . , ε n ) we define a rational function F (H; X) in X 1/2 as follows: for the naive EGK datum H = (; ) of length zero we set F (H; X) = 1. Now suppose that n ≥ 1. Then H ′ = (a 1 , . . . , a n−1 ; ε 1 , . . . , ε n−1 ) is a naive EGK datum of length n − 1. We define F (H; X) recursively by (1.5) F (H; X) = C n (e n , e n−1 , ξ; X)F (H ′ ; p 1/2 X) + ζC n (e n , e n−1 , ξ;
For a naive EGK datum
where ξ = ε n or ε n−1 according as n is even or odd, and ζ = 1 or ε n according as n is even or odd. We put e 0 = 0 and ε 0 = 1.
Remark 1.17. In [CIKY17] , the initial condition for F (H; X) is given by
for H = (a 1 , ε 1 ) of length 1. This agrees with our treatment of F . 
This theorem allows us to use (1.5) to obtain F (B; X) once a naive EGK datum H of B is known. Note that ε i = 0 for i odd in Definition 1.11. Hence, ζ in (1.5) is 1 or −1, which implies the following functional equation
By incorporating this, we can slightly modify (1.5) into the following form :
where ξ ′ = ε n−1 if n is even, or ε n if n odd. Instead of calculating F (H; X) as a rational function with irrational coefficients, we may tabulate the values F (H; p l/2 ) with l ∈ Z ≥0 recursively using (1.6). Since F (B; X) is a polynomial of degree e B with integer coefficients, F (B; p k ) with k ∈ Z ≥0 must be an integer, and then an interpolation is feasible. By rewriting (1.3), we have
and hence,
. When using (1.6) for this purpose, we need some care to avoid evaluating C i (e, e, ξ; X) in (1.4) at X = 1 since it may have a pole there. When n = 1, it is safe to use (1.6) for X = p l/2 with l ≥ 1. When n = 2, it is so for X = p l/2 with l ≥ 2. In general, we can calculate the values at X = p l/2 with l ≥ n. Thus, there is no problem in finding the values of the right-hand side of (1.7) at k = 0, . . . , e B , which is enough to fix F (B; X) and in turn, F (B; X). We can also use the pre-optimal form we found as an input to achieve the same result : As we saw in the examples, we can use the following pairs of commands to test for self-consistency.
• reduceWeakCanonical -checkWeakCanonicalFormQ;
nd and GK(B) = (a 1 , . . . , a n ). Then [IK15, Theorem 0.1] says
This is also useful to check the validity of the Gross-Keating invariant obtained. If we are interested in finding GK(B) only, it is not necessary to find a pre-optimal form β ∈ JC such that B ∼ Z 2 [β]. In fact, Watson reduction (Subsection 2.2) is sufficient; see [CY18] for details. This method also has been used to test if these two methods produce the same results, and we have obtained the agreement for thousands of randomly generated matrices. Regarding F (B; X), there are several facts that we may employ for checks :
• it is a polynomial with integer coefficients, of degree e B , and F (B; 0) = 1;
• it satisfies the following relation
where ζ = 1 or ε n depending on whether n is even or odd. The command checkFpolyDual in our program checks the latter.
There is a different computer code to obtain F (B; X), which is publicly available. King's LISP code [Kin03] and its recent extension by King, Poor, Shurman, and Yuen in [KPSY18] computes F (B; X) using the genus symbol of B. This is based on the recursive formula in [Kat99] , which is more complicated than (1.5). We compared the results for F (B; X) obtained by computeGK with those of King's code for thousands of diagonal matrices B of various sizes and obtained the agreement. We add the remark that our approach based on (1.7), which uses the irrational numbers in the middle of the interpolation, could be actually slower than the other, which uses only integer arithmetic.
Remark 1.21. Watson reduction is sufficient to compute the Siegel series using the formula in [Kat99] .
Matrix reductions
2.1. Jordan decomposition. Let p be any prime and B ∈ H n (o) nd . Let us review how to find an orthogonal sum B ′ of Jordan components such that B ∼ o B ′ . By a Jordan component, we simply mean a matrix of degree 1, or a matrix of the form (b ij ) ∈ H 2 (Z 2 ) nd such that ord(b 11 ), ord(b 22 ) > ord(b 12 ) when p = 2. We call an orthogonal sum of the matrices of the latter form is of type II. Although this is a wellknown result, it still requires some work to convert the steps described in the literature (for example, [Wat60, Cas78] ) into an explicit algorithm. We have included a simple procedure for completeness, which we learned from the code used in [KPSY18] . Let B = (b ij ) 1≤i,j≤n be given.
Step 0 : By rearranging the rows and columns of B, we can assume that B has an entry in the first row which has minimum valuation among all b ij . Let j 0 be the smallest index among 1 ≤ j ≤ n such that b 1j has minimal valuation.
Step 1 : If j 0 = 1, then skip Step 2 and proceed to Step 3. If j 0 ≥ 3, we can move b 1j 0 to the second column by swapping the rows and columns of B. Hence, we can assume that j 0 = 2, i.e., b 12 has minimum valuation among all b ij . Note that j 0 could not be 1 by doing this since such an operation preserves the set of diagonal (and non-diagonal).
Step 2 : This step is only necessary if p is odd. Let U = E 12 (1), where E ij (a) ∈ GL n (o) with a ∈ o denotes the matrix whose diagonal entries are 1 and the only non-zero non-diagonal entry is a at the position (i, j). Step 3 : Let 0 has entries in o in either case. Since U is a lower triangular matrix with unit diagonal, its inverse also has entries in o. Hence, U ∈ GL n (o).
We obtain
nd . Repeating Steps 0-3 with matrices of smaller size, we eventually obtain a Jordan decomposition of B. The command reduceJordanZp follows this procedure.
Remark 2.1. To find an F -equivalent diagonal matrix, which is always possible even when p = 2, use the command reduceJordanK.
2.2. Watson reduction. Now assume that p = 2 and B ∈ H n (Z 2 )
nd an orthogonal sum of the Jordan components. Then B is Z 2 -equivalent to a matrix of the form
with 0 ≤ e 1 < · · · < e m , U i = ∅ or u 1 or u 1 ⊥u 2 for u 1 , u 2 ∈ {1, 3, 5, 7}, and 
Assume that B is of the form
with m i ≥ 2 possibly.
To make a reduction into the form (2.1), we can use the following facts (see, for example, [Cas78, 118p.]) : for any u 1 , u 2 , u 3 ∈ {1, 3, 5, 7}, there exist u ′ ∈ {1, 3, 5, 7} and K ∈ {H, Y } such that
and Y ⊥Y ∼ Z 2 H⊥H. See Table 2 .2 for an explicit description of (2.3). Applying these rules repeatedly, we get (2.1) equivalent to (2.2).
(1, 7, 7) (7, H) 1 3 7 (7, 7, 7) (5, Y ) 1 3 5 Table 1 .
Example 2.2. Use the command reduceWatson for this procedure. 2.3. Weak canonical reduction. Assume that B is Watson-reduced, i.e. of the form (2.1). We can easily find β ∈ JC s such that [β] ∼ Z 2 B, and Conditions (i) and (ii) of Definition 1.5 are met. We want to find a weak canonical form equivalent to β. Note that ξ B ′′ ⊥2 k K = 0 ⇐⇒ ξ B ′′ = 0, and deg B ′′ ⊥2 k K = deg B ′′ (mod 2) for any B ′′ ∈ H n (o) nd and k ∈ Z ≥0 , where K is either H or Y . Hence, if β ′ denotes the subsequence of β obtained by removing all the elements of the form (k i , C i ) with C i ∈ Ω E , then β satisfies Condition (iii) of Definition 1.5 if and only if so does β ′ . Therefore, it is sufficient to find a weak canonical form β ′′ equivalent to β ′ Now we simply assume that
Suppose that it is not a weak canonical form but satisfies (i) and (ii) of Definition 1.5.
Let j ∈ {1, . . . , r − 1} be the minimal position at which Condition (iii) is not met, namely, k j+1 = k j + 1, and deg β [j] and ord(det
] has at least two diagonal entries, and thus, [β [j] ] and [β] take the following forms :
Here, u 1 is the last entry of C j , u 2 is the first entry of C j+1 , and B ′ is the diagonal submatrix of [β 
Note that the validity of Conditions (i) and (ii) of Definition 1.5 are preserved under this type of operation. Since we have β
for all i < j, applying it eventually produces a weak canonical form
Lemma 2.3. Let c, u 1 , u 2 ∈ {1, 3, 5, 7} be as above. Define u ′ 1 , u ′ 2 ∈ {1, 3, 5, 7} as follows (see Table 2 ) :
• Suppose that u 1 ≡ u 2 (mod 4). Let u
(mod 4), and
for each i = 1, 2, and
for each i ∈ {1, 2}, and
(mod 8). We have cu ′ 1 ≡ 3 (mod 4), and (2 
(1, 3) (7, 5) (5, 3) (3, 5) (1, 7) (7, 1) (5, 7) (3, 1) (3, 1) (5, 7) (7, 1) (1, 7) (3, 5) (5, 3) (7, 5) (1, 3)
(1, 1) (3, 3) (5, 1) (7, 3) (1, 5) (3, 7) (5, 5) (7, 7) (3, 3)
(1, 1) (7, 3) (5, 1) (3, 7)
(1, 5) (7, 7) (5, 5) Table 2 .
2 ) satisfying the conditions in Lemma 2.3.
The command reduceWeakCanonical follows the above procedure.
Table of intersection numbers of modular correspondences
In this section, we consider the formula of [GK93] for the arithmetic intersection number of three modular correspondences from a computational perspective. As mentioned in the Introduction, this is the original context in which the Gross-Keating invariants have been introduced for ternary quadratic forms over Z p . Let us denote the set of non-degenerate half-integral matrices with entries in Z by H n (Z) nd . We can regard Q ∈ H n (Z) nd as an element of H n (Z p ) nd for any prime p. 
with n(p) = 0 for p > 4m 1 m 2 m 3 . Furthermore, Gross and Keating found an explicit formula for n(p). 
with ∆ = 4 det Q ∈ Z. The sum is over all positive definite matrices Q ∈ H 3 (Z) nd with diagonal (m 1 , m 2 , m 3 ) which are isotropic over Q l for all l = p. Such Q is anisotropic over Q p and p divides ∆. The quantities α p (Q) and β p (Q) are given as follows : Let H = (a 1 , a 2 , a 3 ; ε 1 , ε 2 , ε 3 ) be a naive EGK datum of Q at regarded as elements of
nd , as in (1.1) and (1.2). When a 1 ≡ a 2 (mod 2) and a 2 < a 3 , we further define ǫ to be ε 2 . If a 1 ≡ a 2 (mod 2), then α p (Q) is equal to
If a 1 ≡ a 2 (mod 2) and either ǫ = 1 or a 2 = a 3 , then β p (Q) is equal to
If a 1 ≡ a 2 (mod 2) and ǫ = −1, then β p (Q) is equal to
If a 1 ≡ a 2 (mod 2), then β p (Q) is equal to
We have produced tables of n(p) using this formula when 1 ≤ m 1 ≤ m 2 ≤ m 3 ≤ 30; see Tables 3 and 4 . For this we take the following steps :
(1) find triples m = (m 1 , m 2 , m 3 ) such that there is no positive definite binary integral quadratic form representing these integers;
(2) for such a triple m and a prime p ≤ 4m 1 m 2 m 3 , find the list L 2 (m; p) of all positive definite matrices Q ∈ H 3 (Z) nd with diagonal (m 1 , m 2 , m 3 ), which are isotropic over Q l for all l = p; (3) for Q ∈ L 2 (m; p), compute α p (Q), and β l (Q) for primes l | 4 det Q, l = p, and
The last step is about computing a naive EGK datum of Q over Z p , which is covered in Subsection 1.3. We focus on the first two steps here. When all such (t 1 , t 2 , t 3 ), which forms a finite set, actually satisfies the strict inequalities in the above, then . If ord p (a 1 ) = ord p (a 2 ) = ord p (a 3 ), then Q is isotropic.
To obtain a finite list of primes p such that Q is anisotropic over Q p , first find a diagonal matrix Q ′ with diagonals a 1 , a 2 , a 3 ∈ Z such that Q and Q ′ are Q-equivalent. Then Q is isotropic over Q p if p ∤ 2a 1 a 2 a 3 Lemma 3.3. Thus we only need to check whether Q is anisotropic over Q p for primes p | 2a 1 a 2 a 3 , which is equivalent to the condition (−a 1 a 3 , −a 2 a 3 ) = −1 involving the Hilbert symbol over Q p .
In this way, we obtain a subset L 2 (m) of L 1 (m) consisting of Q ∈ L 1 (m) such that Q is anisotropic over Q p for some unique prime p, and isotropic over Q l for all l = p. For each prime p, let L 2 (m; p) := {Q ∈ L 2 (m) : Q is anisotropic over Q p }.
Note that we only need L 2 (m; p) for p ≤ 4m 1 m 2 m 3 . See Table 5 for the sizes of L 1 (m), L 2 (m) and L 2 (m; p) for some primes p. Table 5 . the sizes of L 1 (m), L 2 (m), and L 2 (m; p) for some primes p 3.3. Reliability checks. When m 1 = 1, we can calculate the resultant of φ m 2 (X, X) and φ m 3 (X, X) to obtain p p n(p) . It requires an explicit expression 2 for φ m (X, Y ); see, for example, [BLS12, BOS16] for a method to compute φ m . We have checked the entries with m 1 = 1 in Tables 3 and 4 by calculating the resultants of these polynomials, and obtained the agreement.
Example 3.4. There are values of n(p) for (m 1 , m 2 , m 3 ) = (1, 3, 10) in [GK93] , which is computed by Elkies using the resultant of the polynomials φ 3 (X, X) and φ 10 (X, X); this seems to be the unique example that had appeared in the literature. We can calculate n(p) for (m 1 , m 2 , m 3 ) = (1, 3, 10) and p = 2 in our program as follows :
