Abstract: This study introduces a novel unified framework for simultaneous denoising and compression of electric power system disturbance signals using sparse signal decomposition and reconstruction on overcomplete hybrid dictionary (OHD) matrix. In the proposed method, the power quality signal is first decomposed into deterministic sinusoidal components and non-deterministic components using the OHD matrix, including discrete impulse dictionary (I), cosine dictionary (C), sine dictionary (S) and the ℓ 1 -norm optimisation algorithm. Then, the hard-thresholding, uniform threshold dead-zone quantisation, modified index coding and Huffman coding techniques are used for compression of significant detail signal samples and approximation coefficients. To justify the selection of OHD matrix, four compression methods are implemented using the decomposition techniques based on the dictionaries Ψ = [I C S] and Ψ = [I C], the wavelet transform (WT) and the discrete cosine transform (DCT). The performance of each method is tested and validated using a wide variety of typical power quality disturbance (PQD) signals taken from the IEEE-1159-PQE and GIM-PQE databases and generated using the Microgrid model. The results show that the method with dictionary Ψ = [I C S] is capable of effectively compressing the PQD signals as well as suppressing the noise components in the signals.
Introduction
Owing to the increasing use of power-electronic devices, non-linear loads, industrial plant rectifiers and inverters in electrical power networks, the power quality (PQ) is downgraded [1] . Therefore continuous monitoring of PQ signal has become most important to avoid equipment malfunctioning and damage, and to estimate the damage severity for both suppliers and customers [1] [2] [3] [4] [5] [6] [7] [8] . In recent years, distributed wireless PQ monitoring devices play an important role in identifying the location and sources of disturbances as well as to store and transmit the PQ disturbance signals to remote centralised PQ management centre. In practice, the electric disturbance signals cover a broad frequency range in the order of a few Hertz (flicker) to a few megahertz (transient phenomena) [1] . Therefore, PQ monitoring devices use higher sampling rate and resolution bit to adequately capture essential morphological features (or PQ indices or power quantities) of different types of PQ disturbance signals introduced because of the load transients, ground faults, dips, lighting strikes and other kinds of power disturbance phenomena [3] [4] [5] [6] [7] [8] [9] [10] [11] . Furthermore, the long-term PQ monitoring devices can generate large amount of data. Therefore, a reliable and efficient data compression method is highly necessitated to meet the limited channel capacity (or bandwidth) and storage capacity constraints of the wireless PQ monitoring devices [11] .
Existing PQ disturbance compression methods
Many PQ disturbance data compression methods were reported based on lossless and lossy coding techniques [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . In [12, 14] , three lossless coding methods based on the Huffman, LZ78 and WINZIP algorithms were developed for compressing PQ signals.
In [12] , the results showed that the Huffman coding method achieved compression ratios (CRs) of 0.998, 0.992 and 1.049, whereas the LZ78 method achieved CRs of 3.556, 3 .525 and 2.002 for voltage sag, swell and momentary interruption signals, respectively. In [14] , the results showed that the WINZIP method achieved CRs of 1.076, 1.077 and 1.649 for sag, swell and interruption signals, respectively. These results showed that it is difficult to achieve an optimum CR to meet the essential requirements of bandwidth and storage capacity of the decentralised PQ monitoring devices.
Numerous lossy compression methods were reported based on the prediction, polynomial fitting, discrete Fourier transform (DFT), discrete cosine transform (DCT), wavelet transform (WT), wavelet packet transform (WPT), atomic decompositions and adaptive neuro-fuzzy [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Among them, the WT and WPT techniques are widely used for compression of PQ events because of their properties such as energy compaction capability, cross-sub-band similarity, noise-filtering and easy implementation as compared to other transforms [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Most wavelet-based coders include the signal decomposition using Daubechies wavelet filters, coefficient thresholding and quantisation of wavelet coefficients. In addition, the quantised data are further compressed with lossless techniques, including Huffman, Lempel-Ziv-Welch (LZW) and arithmetic coding for achieving higher CRs. In WT-based methods, the best wavelet filter and the best number of wavelet coefficients are selected using the entropy and minimum description length criteria [15] . The WT-based methods did not provide better approximation for the sinusoidal components [9, 10] ; thus the method poorly preserves the instantaneous amplitude patterns of fundamental, flicker, DC-offset, short-and long-duration variations (sags, swells and interruptions) and power quantities (amplitude, frequency and phase) of fundamental and harmonic components. To obtain a high CR without distorting the essential PQ features, numerous hybrid compression methods were reported by combining the parametric coding of model parameters extracted for deterministic sinusoidal components and the WT-based coding for compression of the transient (or residual) signals extracted from the input PQ signal [8] [9] [10] [11] .
Most hybrid PQ data compression methods were presented based on the sinusoidal parameter estimation, disturbance event detection, sinusoidal signal construction, residual signal extraction, WT-based coding and lossless coding algorithms. These methods first estimate sinusoidal parameters, including amplitude, frequency and phase from the input PQ signal by using various signal processing techniques, some of which are the fast Fourier transform and lobe slope detector [8] , interpolated DFT [9] , notch filtering warped DFT [10] , Kalman filter and adaptive notch filter [11] . Secondly, the method reconstructs the sinusoidal components by using the extracted parameters when a disturbance is detected using a fundamental-to-harmonics ratio (FHR) criterion [11] , and separates them from the input PQ signal. Then, the parametric coding and WT-based coding techniques are used for compression of deterministic sinusoidal components and non-deterministic (or residual) components, respectively. Finally, the lossless technique (Huffman, arithmetic and LZW) is used for further improving CR by exploiting the redundancy information of the quantised data. The overall compression efficiency and distortion mainly depends on the accuracy and robustness of parameter estimation and disturbance event detection techniques used in the hybrid compression methods [9] .
Although WT-based coders can achieve higher compression of transient components but improper choice of wavelet filter, number of decomposition level and desired sub-bands can severely distort the essential PQ indices, including the amplitude, duration, spectral content, polarities and shapes of the impulsive and oscillatory transients, spike and notch events [22] . It was observed that the presence of stationary components in the residual signal degraded the performance of the hybrid method, owing to the poor estimation of sinusoidal parameters under large amplitude transient event conditions [11] . The overall performance of a hybrid compression method highly relies on: (i) the accurate estimation of frequency, amplitude and phase of harmonic and inter-harmonic components; (ii) the optimal FHR threshold determination for accurately detecting the presence of disturbance event in current signal block; (iii) perfect time-alignment between the reconstructed sinusoidal and the original PQ signals at the residual signal extraction stage and (iv) the computational complexity of estimation algorithms.
Major contribution of this proposed work
The major contribution of the proposed work includes development of an unified framework for simultaneous denoising and compression of PQ disturbance signals using sparse signal decomposition and reconstruction on overcomplete hybrid dictionary (OHD) matrix (or hybrid models). Furthermore, the contribution of the proposed work is extended in identifying an optimal OHD matrix that can permit to elucidate and extract essential PQ indices and power quantities directly from the de-quantised detail and approximation coefficients vector for automatically detecting, localising and classifying PQ disturbances as well as to achieve high CRs with high-fidelity information. The OHD matrix includes a set of elementary waveforms derived from non-sinusoidal basis function (i.e. impulse function) and a set of elementary waveforms derived from discrete cosine and sine functions for compact representation of both frequency localised deterministic sinusoidal components (fundamental, harmonics, flicker, frequency variation etc.) and time-localised non-deterministic components (impulsive and oscillatory transients, spike, notch etc.), respectively. The threshold-controlled dead-zone quantisation and Huffman coding schemes are used for compression of both detail signal and approximation coefficient vectors. To justify the selection of OHD matrix, four compression methods are implemented using decomposition techniques based on the dictionaries Ψ = [I C S] and Ψ = [I C], the WT and the DCT. The performance of the proposed method is evaluated using a wide variety of typical PQD signals taken from the IEEE-1159-PQE and GIM-PQE databases [23, 24] and the Microgrid model reported in [25] . The results show that the proposed method with dictionary Ψ = [I C S] provides higher CRs with less reconstruction error as compared with the traditional transform-based compression methods.
Organisation of the paper
The rest of this paper is organised as follows: In Section 2, the sparse coding technique is introduced for simultaneous denoising and compression of PQD signals. Section 2.1 presents formulation of observation model for PQD signal. Section 2.2 introduces the application of sparse representation for decomposition of a composite PQ signal. Section 2.3 presents a design of an OHD matrix for effective representation of a composite PQD signal, including sinusoidal, transient and noise components. Section 2.4 describes the sparse signal decomposition technique for decomposing the signal into deterministic sinusoidal components and non-deterministic components. In Section 2.5, the proposed compression and reconstruction algorithms are presented. Section 2.6 describes the distortion metrics used for evaluating the reconstructed PQD signal. The results of the four compression methods for various typical PQD signals are presented in Section 3. The compression performance of the proposed method is compared with the transform-based methods. Finally, conclusions are drawn in Section 4.
Simultaneous denoising and compression method using OHDs
The main objective of this paper is to investigate the application of sparse signal decomposition and reconstruction technique with suitable OHDs for effectively denoising and compressing electric power system disturbance signals without significantly distorting essential PQ features such as the PQ indices, including peak magnitude, duration, rise-time, polarity, shape and frequency content used for characterisation of impulsive and oscillatory transients; spike and notch events; the instantaneous amplitude measurement used for finding the magnitude and duration of the sag, swell, DC-offset and momentary interruption events; and the power quantities (amplitude, frequency and phase) of fundamental, harmonics, inter-harmonics, flicker and frequency variation events.
PQ disturbance signal model
According to the types and classes of PQ disturbances provided in the IEEE PQ Standard 1159-1995 [1] , the real-valued discrete-time PQ signal can be expressed as additive contribution of components of PQ disturbance signals and background noise
where N denotes the number of samples in a block, the sub-signals {x fund [9, 10] . The additive electric noise may be introduced by PQ signal recording devices. The magnitude of noise is very small as compared with power signal. In this work, the observation model for PQ disturbance signal is formulated as
where x dsc [n] and x ndsc [n] denote the deterministic sinusoidal components (or stationary components) and non-deterministic components (or non-stationary components) of the PQ signal, respectively. In practice, the PQ disturbance signals are sparse in both time domain and frequency domain. The non-deterministic signals such as impulsive and oscillatory transients, spike, single notch and multiple notches, and short-duration decaying exponentials (or damped exponentials) are well localised in time domain, whereas the fundamental, harmonics, inter-harmonics, frequency variation and flicker components are well localised in the frequency domain. The most compact representation for multi-part signal, including sinusoids plus transients plus noise can be achieved using hybrid dictionaries (or hybrid model or multi-part model), which include the elementary waveforms from both sinusoidal and non-sinusoidal basis functions.
Sparse representation of PQ signal
In recent years, the sparsity and overcompleteness have been successfully used in one-dimensional signal processing applications, including audio inpainting, speech recognition, audio classification, arrhythmia classification, denoising and compression [22, [26] [27] [28] [29] [30] [31] [32] . In this study, we present a unified framework for simultaneous denoising and compression of PQ disturbance signals using sparse representation on overcomplete dictionary matrix that contains prototype signal atoms constructed from different basis functions. Now, we assume that the composite electric PQ signal x is sparse in an N × M overcomplete dictionary matrix C [ R N ×M , M > N. For a pre-defined OHD matrix Ψ with M > N, a N × 1 signal x can be expressed as
where α = [α 1 , α 2 , α 3 , …, α M ] is the sparse transformed coefficients obtained for elementary waveforms from the OHD matrix unlike other decomposition techniques with a single-basis matrix. An overcomplete dictionary that leads to sparse representations can either be constructed using analytical basis functions or designed by adapting the representation dictionary matrix with signal portions extracted from the input signals [26] . In sparse signal decomposition, there are two-fold issues: the first one is how to efficiently construct an optimal dictionary matrix of elementary waveforms from different basis functions or/and the input signal patterns such that it leads to simple and fast algorithms; and the second one is how to compute the sparse coefficients vector for a given input signal and a pre-defined overcomplete dictionary matrix. The computational complexity of the sparse coefficient estimation algorithm depends upon the size of the dictionary matrix and the number of iterations performed by the algorithm [31, 32] . Based on prior information about sparseness of the signals of interests, an optimal dictionary matrix Ψ can be constructed by using elementary waveforms generated from different sinusoidal and non-sinusoidal basis functions. In practice, the recorded PQD signal is a mixture of deterministic components and non-deterministic components that may not exhibit better sparsity in a single-basis matrix. Thus, a fixed single-basis matrix (or multi-wavelet families) may not be flexible enough to compactly represent different types of PQD events. By exploiting the prior knowledge of hybrid model (or multi-part model) representation of sinusoidal plus transient plus noise components, the deterministic sinusoidal components of the PQD signal can be compactly represented using a set of elementary waveforms generated from discrete sine and cosine basis functions, which are sparse in the frequency domain. The most compact representation for non-deterministic components, including impulsive and oscillatory transients, spike and notch can be obtained using non-sinusoidal basis functions such as impulsive, Haar, wavelet, Walsh, Hadamard and Slant that are sparse in the time domain.
Design of OHDs
Choosing an optimal overcomplete matrix is appealing because it leads to simple and fast algorithms for the sparse representations of many classes of signals [26] . In this work, the pre-defined OHD matrix includes impulse dictionary and sinusoidal dictionary. The elementary impulse waveforms from impulse dictionary can adequately represent the non-deterministic components, including impulsive and oscillatory transients, spike, notch and so on. The choice of the sinusoidal dictionary including both elementary sine and cosine waveforms is motivated by most compact representations of the fundamental, flicker, frequency variation, harmonic and inter-harmonics of the PQ signal. Compared with a learned dictionary approach [21] , such a pre-defined dictionary matrix have the potential to provide an adequate sparse representations of both non-deterministic and deterministic sinusoidal components of PQ signals. Here, the OHD matrix Ψ of size N × M is constructed as
where I denotes impulse matrix (or spike-like matrix) of size N × N, C denotes the discrete cosine matrix of size N × L and S denotes the discrete sine matrix of size N × L. The impulse dictionary consists of a set of elementary impulse waveforms that are time-shifted discrete impulse functions. The impulse dictionary matrix is constructed as
The cosine dictionary (or DCT matrix) consists of a set of elementary waveforms that are sampled cosine functions. The elementary waveforms are column vectors of the cosine dictionary, which is constructed as
where e i = 1/ 2 √ for i = 0, otherwise ɛ i = 1. The sine dictionary (or DST matrix) consists of a set of elementary waveforms that are sampled sine functions. The elementary waveforms are column vectors of the sine dictionary, which is constructed as
where
We use both discrete cosine and sine dictionaries in order to reduce the waveform discontinuities at the block boundaries, and to estimate the power quantities directly from the approximation coefficients for the deterministic sinusoidal components. Depending on PQ disturbance detection, classification, parameter estimation, compression and denoising problems, the sizes of the cosine and sine dictionaries can be adopted based on the frequency characteristics of the signals of interests.
Sparse signal decomposition (SSD) on OHDs
The main concept of sparse coding is to find a linear combination of a few number of elementary waveforms for exactly representing the signal x [ R N×1 on pre-defined or learned OHD matrix
The sparse coefficients vector α is estimated by solving the following optimisation formulation arg min a a 0 subject to x = Ca (8)
The sparse coefficients vector specifies the weight for each of the elementary waveforms from representation dictionary Ψ. a 0 is the ℓ 0 -norm which measures the number of non-zero valued coefficients in the vector α. To combat complexity involved in the above optimisation problem, many non-linear optimisation algorithms are reported to estimate sparsest vector α that approximates ℓ 0 -norm by an ℓ 1 -norm [27, 28] arg min a a 1 subject to x = Ca (9)
Many sparse coefficient estimation algorithms were reported based on the basis pursuit, orthogonal matching pursuit, least angle regression, gradient projection, homotopy, iterative shrinkagethresholding, accelerated proximal gradient, augmented Lagrange multiplier, alternating direction method, primal-dual interior-point methods, gradient projection sparse representation, approximate message passing and so on [26] [27] [28] [29] [30] [31] [32] . The computational complexity of the five ℓ 1 -minimisation algorithms was studied in [31] . The complexity of the estimation algorithm depends on the size of the dictionary matrix and the number of iterations performed by the algorithm [31, 32] . In this work, the convex optimisation problem is solved by using the ℓ 1 -norm regularised least squares algorithm [33] a = arg min
where Ca − x 2 2 and a 1 are known as the reconstruction error term and the sparsity term, respectively, x is a signal to be decomposed, and l is a regularisation parameter for sparsity that controls the relative importance of the fidelity and the sparsity vector α. The ℓ 1 -norm and ℓ 2 -norm of the vector α are defined as
(1/2) , respectively. The estimated sparse coefficients vectorã is composed of detail coefficients (or high-frequency components) and approximation coefficients (or low-frequency components) of the given signal. Thus, we define an estimated sparse coefficients vectorã as
where d is the detail coefficients vector obtained for the impulse elementary matrix I of size N × N, c is the coefficient vector obtained for the cosine elementary waveform matrix C of size N × L and s is the coefficient vector obtained for the sine elementary waveform matrix S of size N × L. The approximation coefficients of this representation are called frequency components. From the estimated approximation coefficients, we can directly estimate the amplitude, frequency and phase of the deterministic sinusoidal components. By using (3) and (11), the input signal x can be expressed as
Finally, an input power-line signal x can be represented as a linear combination of weighted elementary waveforms from OHD
From the above expression, the detail signal corresponding to the N × N impulse elementary waveform matrix I and detail coefficient vector d is computed as
where the size of mth column vector I m is N × 1. The approximation signals for the DCT and DST coefficient vectors with their cosine and sine dictionaries C and S are computed as
In this work, the time-domain detail signal obtained for the impulse elementary waveform matrix is referred to as a non-deterministic signal x ndsc [n] when the magnitude is greater than 0.01 pu, and the detail samples are well localised within the short-duration as described in [1] . The approximation signal obtained for the cosine and sine dictionaries is referred to as deterministic sinusoidal signal show that large magnitude samples are introduced because of the poor approximation at the block boundary. As a result, the compression performance may be degraded owing to the increasing number of non-zero values at the boundary of the output detail signal. Therefore, we attempt to combine the impulse dictionary with both sine and cosine dictionaries in order to reduce the effect of the boundary discontinuities and to enable direct measurement of power quantities (amplitude, frequency and phase) from the de-quantised approximation coefficients, which represents frequency components of the PQ signal.
For the dictionary Ψ = [I C S], the output detail signals as shown in the second plots of Figs. 1b and 2b demonstrate that the elementary waveforms of the impulse dictionary I can adequately capture morphological features of the non-stationary events, which are sparse in time domain. The results show that the impulse dictionary is more suitable to detect and localise non-deterministic components of the PQ signal. The output approximation signals, as shown in the third plots of Figs. 1b and 2b , demonstrate that the elementary waveforms from the dictionaries C and S can capture sinusoidal components of the PQ disturbances that are sparse in the frequency domain. The reconstruction error signals are shown in fifth plots of Figs. 1b and 2b. Since the impulsive dictionary can adequately capture the transients, spike, notch and background noise components, the PQ quantities can be directly estimated from the approximation coefficients vector more reliably and accurately under both noiseless and noisy conditions. From the results, it is noted that the output detail signal effectively preserves the morphological features, including amplitude, duration, spectral content, polarity and shape of the non-stationary PQ events. Thus, the essential PQ indices can be directly measured from the output detail signal. The preliminary results show that the SSD technique can effectively decompose PQ signal into two sub-signals: a detail signal (or non-deterministic signal) and an approximation signal (or deterministic sinusoidal signal).
Proposed coding method
The proposed method consists of five major blocks: decomposition of the input PQ signal using the SSD scheme, quantisation of detail signal, quantisation of approximation coefficients, coding of indices of the non-zero samples of detail signal and the non-zero approximation coefficients, and entropy coding. The function of each block is described in the following sub-section. Table 1 demonstrate that the magnitudes of samples of the output The PQ signal corrupted with transient event is taken from the GIM database [24] detail signal are very small, usually in the order of 10 −3 for the fundamental, harmonics and flicker components. Therefore a hard-thresholding rule is implemented to discard insignificant samples and retain significant samples of the output detail signal. The threshold value is chosen such that it can preserve the magnitude ranges defined in [1] for different types of PQ disturbances. After the thresholding process, a significant sample index vector is obtained by storing the positions of non-zero samples of the detail signal d[n]. Then, the retained non-zero detail samples are quantised with the quantisation bits used for acquiring the original PQ signal. (3) Quantisation of approximation coefficients: In this work, the estimated sparse approximation coefficients are quantised by using the well-known uniform threshold quantiser (UTQ) [34] . For the given dead-zone threshold T a (or approximation coefficient threshold) and step-size Δ a values, the quantisation index Q a for the sparse approximation coefficient vector a is given by
The dead-zone threshold T a is adapted based on estimates of the background noise variances of the approximation coefficients vector. The step-size Δ a of the UTQ is adapted based on the dynamic range of the approximation coefficients and the quantisation bits allocated for the original PQ signal during digitisation process. After quantisation, the significant dictionary index vector is created by storing the indices of non-zero approximation coefficients in the UTQ output. (4) Coding of significant sample and dictionary index vectors: For perfect reconstruction from the compressed PQ signal, the encoder should transmit the significant sample and dictionary index vectors. Here, we use an index coding scheme by exploiting redundancy among successive indices of the significant vector. The index coding scheme first uses differencing coder to increase the probability of occurrence of symbols within significance index vectors. Secondly, the coding scheme detects larger skips in the difference set and then replace those skips with the zero values. Finally, the difference set and large skips set are encoded with a fixed number of bits.
(5) Lossless compression: The Huffman, arithmetic and the LZW coding techniques are widely used in PQ signal compression methods. The lossless coders can minimise the average code length required for the data. In this paper, the Huffman coding is used to further compress the quantised data, significance coefficient and dictionary index vectors. Finally, the header information is created including all compression parameters that is stored/transmitted along with compressed PQ disturbance data.
Signal reconstruction algorithm:
At the decompression stage, the detail signalx d [n] is reproduced by inserting the zeros between the de-quantised detail coefficientsd according to the index values of the significant vector P d . For the given quantisation index Q a , step-size Δ a and dead-zone threshold T a , the decoder produces de-quantised approximation coefficient vectorâ
For the elementary waveforms obtained for the decoded significant dictionary index P cs , the reconstructed stationary sine and cosine componentsx ss [n] are computed aŝ
where L denotes the number of cosine elementary waveforms (or sine elementary waveforms) and N denotes the length of the elementary waveform. Finally, the reconstructed PQ signalx r [n] is computed aŝ
wherex d [n] denotes nth sample of the reconstructed detail signal and x a [n] denotes nth sample of the reconstructed approximation signal. In the following sub-section, we describe the most commonly used performance metrics to validate the performance of the compression method. 
Performance evaluation metrics
In the literature, two performance metrics are used to evaluate the performance of the lossy compression methods [6, [8] [9] [10] [11] [12] [13] [14] 17] . The compression ratio (CR) is defined as (23) where N o denotes the number of bits used for the original signal and N c denotes the number of bits used for the compressed signal. The higher CR indicates the better data compression. In the literature, different objective signal quality metrics, including mean square error (MSE), percent root-mean-square difference (PRD), root-mean-square error (RMSE), normalised mean square error (NMSE) and signal-to-noise ratio (SNR) are used for measuring the signal distortion between the original signal and the reconstructed signal [6, [8] [9] [10] [11] [12] [13] [14] 17] . The SNR is widely used for the performance comparison of various methods. The SNR is defined as SNR(dB) = 10log 10
where x[n] denotes the original signal,x[n] denotes the reconstructed signal and N denotes the length of the signal block. The larger SNR value indicates the higher quality of the reconstructed signal. It is well known that the signal distortion metrics (or quality assessment metrics) such as MSE, RMSE, PRD, NMSE, and SNR distribute the reconstruction error equally over all samples of the PQ signal. Many compression methods introduce the localised signal distortion for the non-stationary PQD events such as impulsive and oscillatory transients, spike, notch and so on. The above-mentioned distortion metrics may not quantify the amount of localised signal distortion. Therefore maximum absolute amplitude error (MAAE) is used in order to make effective comparison when the compression method introduces a localised signal distortion. The MAAE is computed as
The MAAE reflects the largest local distortion in the reconstructed signal. In this work, the SNR and MAAE metrics are used to assess the quality of the reconstructed signal.
Results and discussion
In this section, we consider different types of PQ disturbance signals for evaluating the compression performance of the proposed method based on sparse signal decomposition technique on OHDs. In most compression methods, the test PQ signals were synthetically generated with sampling rates (F s ) of 30.72, 60, 15.36 and 12.8 kHz, and the resolution (B) of 12 and 16 bits [9] [10] [11] . In this work, a total of 100 PQ signals is generated according to the typical characteristics of PQ disturbances described in the IEEE recommended PQ standards [1] . These PQ signals are sampled at F s = 30 kHz and quantised with 12 bits. Using the Microgrid model as shown in Fig. 3 of [25] , a total of 50 PQ signals is generated with F s = 20 kHz and quantisation of 12 bits to simulate typical PQ disturbances in power systems. A total of 50 PQD 
Selection of coding parameters
In this work, the coding parameters used for testing and comparison purposes are as follows: the regularisation parameter l is 0.1, the number of iterations (N itr ) is 20, the number of bits to code the dead-zone threshold and step-size is 20, respectively, the code length for each non-zero approximation coefficient (NB a ) is 8 bits, the code length for each non-zero detail coefficient (NB d ) is 12 bits, the detail signal threshold (T d ) is 0.01 pu, the dead-zone threshold T a (or approximation coefficient threshold) is set to 0.05, and the size of sine dictionary (or cosine dictionary) is adapted according to the highest harmonics of 1500 Hz and sampling rate. The proposed method is implemented using MATLAB software. It has been proved that the pre-defined dictionary matrix Ψ = [I C S] achieves good performance in compression ratio against quality for a wide range of PQ disturbances.
Selection of regularisation parameter and thresholds:
Based upon our decomposition results, it is noted that the overall performance of the proposed method is partially controlled by the regularisation parameter l of the proposed SSD technique. The correct choice of l may achieve better noisereduction capability and compression efficiency, meanwhile it can reduce computational complexity. Therefore we first study the effectiveness of the SSD technique in preserving the morphological components of non-stationary PQD events in the output detail signal for different values of l. In this work, the maximum absolute amplitude A d and detail energy E d parameters are measured from the estimated detail signal d[n] for detecting the presence of non-stationary disturbance events and discriminating them from the background noise. For the output detail signal x d [n], the maximum absolute amplitude A d is computed as
and the detail energy E d is computed as
The results of this study are summarised in Table 1 for three classes of PQ disturbance events: (i) deterministic PQ events (fundamental, flicker and harmonic), (ii) oscillatory transients and (iii) combined PQ events including sag plus transients. Furthermore, the SNR and MAAE metrics are used for assessing the quality of the reconstructed signal obtained using the sparse signal reconstruction technique. From the results in Table 1 , we notice that the measured A d and energy E d values are very small in the order of 10 −3 for the fundamental, flicker and harmonic events for the l up to 0.1. Furthermore, higher SNR and smaller MAAE values clearly indicate that the proposed OHD matrix Ψ = [I C S] is capable of reproducing the original PQD signal without significantly introducing signal distortion.
For the case of transient events such as 10 ms oscillatory events and 40% voltage sag, the measured A d and energy E d values from the detail signal are larger as compared to that of the sinusoidal component events. From the measured magnitude values, it is noted that the accuracy of the magnitude of the PQD events (spike/ impulse, impulsive and oscillatory, notch and so on) is partly controlled by a regularisation parameter l of the SSD technique. From the decomposition result for the case of sag plus transient, the SSD technique can be able to preserve the presence of transient components with magnitude level of 0.01 pu. Under high SNR values, the selection of optimal l is very closely related to the detection of smallest amplitude components of transient events. Under noisy conditions, the detail signal contains both transient events and background noise for smaller value of l. The results in Table 1 indicate the behaviour of the SSD technique for different values of l. The smaller the value of l, the less the reconstruction error (or the better preservation of magnitude of transient events) while the decomposition complexity increases in proportion to the value of l. From these results, it is noted that a regularisation parameter l equal to 0.05 and 0.1 can achieve best tradeoff between the reconstruction quality and the computational complexity.
In practice, the acquired PQ signals may be corrupted by background noises, which can be generated by power electronic devices, control circuits, switching power supplies, radio transmitters and so on [1] . The presence of the noise can degrade the compression performance due to extra bits used for coding noise components. Therefore, the study on denoising and compression performance of the proposed method for different values of l is first carried out using three deterministic PQ signals: (i) normal signal with frequency of 50 Hz, (ii) the PQ signal with fundamental component ( Table 2 . The performance is evaluated in terms of CR, SNR and MAAE metrics. For all PQ signals, the results reported in Table 2 for l = 0.01 and 0.05 clearly demonstrate the effect of noise coding, which degrades the compression performance by assigning bits for coding of noise components as compared to the higher CRs with higher SNRs obtained for l = 0.1 and 0.2. We further evaluated the compression performance using different values of l for three transient disturbance signals such as (i) oscillatory transient with duration of 10 ms and (ii) 40% voltage sag with duration 80 ms and (iii) momentary interruption with duration of 40 ms and amplitude of 0.05 pu. The results in Table 3 report the best tradeoff achieved between CR and SNR/MAAE values with different values of l for those signals with SNR values of 35 and 40 dB. Based upon our results on different PQ disturbance signals with different noise levels, the regularisation parameter l is set to be 0.1 for reducing the influence of background noise meanwhile capable of detecting PQ disturbances with magnitude level of 0.01 pu as per the requirement of IEEE PQ monitoring standard [1] .
An appropriate selection of the detail signal threshold is important to discriminate the non-stationary PQ events from the background noise. In detection and classification method [4] , the typical magnitude ranging from 0 to 0.01 pu is used for characterisation of the background noise according to the typical PQ disturbance parameters specified in the IEEE PQ monitoring standards [1] . By considering the minimum magnitude values of typical parameters of the PQ disturbances, the noise coding can be avoided that mainly degrades the compression performance for noisy PQ signals. Therefore in both detail signal and approximation coefficient thresholding rules, the magnitude of samples and approximation coefficients below a given threshold are set to zero while magnitudes larger than a threshold are retained. The approximation coefficients represent the frequency components. Based upon the results reported in Table 1 , and Figs. 1 and 2, the detail signal and approximation coefficient thresholds are set as 0.01 pu and 0.05, respectively, that can adequately preserves the PQ features of a wide variety of PQ disturbances.
Performance evaluation using IEEE-1159-PQE and GIM-PQE databases
The performance of the proposed method is evaluated using different PQD signals taken from the IEEE-1159-PQE database at the IEEE-1159 Monitoring Electric Power Quality website [23] . The signal duration of the test PQD signal is 100 ms. A total of typical PQD signals is considered for performance evaluation. The compression results are summarised in Table 4 Figs. 1 and 2 , the poor approximation of the discontinuities at the block boundaries is noted. As a result, the compression performance of the method with Ψ = [I C] is degraded due to the increasing number of non-zero samples at the block boundaries. To demonstrate the improvement of compression performance with usage of both cosine and sine dictionaries, the number of non-zero samples (N d ) and the number of non-zero coefficients (N a ) are computed with the same coding parameters. These results are summarised in Table 4 . Based on the results, it is noted that the proposed method with Ψ = [I C S] outperforms the method with Ψ = [I C] for typical PQ disturbance events in power systems. For visual inspection, the processed PQD signals using the proposed method with the dictionary Ψ = [I C S] are shown in Fig. 3 for different PQD signals taken from the IEEE-1159 Monitoring Electric Power Quality Database [23] .
The performance of the proposed method is further evaluated using different PQD signals taken from the PQ events database at the GIM website [24] . The GIM-PQE database includes typical PQD signals recorded in real-time environments. These PQD signals were sampled at the rate of 50 kHz. The PQD signals including sag, interruption, transient and waveform distortions are selected from the GIM database for performance evaluation. The compression results are summarised in Table 5 . For visual inspection, the compression results are shown in Fig. 4 . From the results, it can be observed that the proposed method can adequately preserve the essential morphological features of the non-deterministic components, including the oscillatory and impulsive transients and different types of notching events. The results in Table 5 and Fig. 4 clearly show that the proposed method with Ψ = [I C S] outperforms the method with Ψ = [I C] for a wide range of PQD events. From the evaluation results, we can observe that the Ψ = [I C S] is a very effective representation dictionary that performs well in terms of CR and reconstruction quality for a wide range of PQD disturbances. Table 4 Compression performance comparison using the PQD signals taken from the IEEE-1159 Monitoring Electric Power Quality website [23] Type of event Type of event Type of event 
Compression performance comparison
By using typical PQD signals from IEEE-1159-PQE and GIM-PQE databases [23, 24] , the performance of the proposed method is compared with the results of the standard disturbance compression method (SDCM) and DCT-based method. The SDCM is widely implemented with the db4 wavelet with six-level decomposition, UTQ, and significance index coding and Huffman coding techniques as described in the previously published works [9] [10] [11] . In SDCM, the coding parameters are: quantisation of 8 bits and threshold of 0. Tables 6 and 7 , the proposed method with dictionary Ψ = [I C S] achieves better compression ratios with minimum MAAE and maximum SNR values for most typical PQD signals. The results show that the compression performance of the WT-based method is comparable with the proposed method for the case of oscillatory transients. However, the proposed method achieves higher CRs with minimum MAAE and maximum SNR values as compared to that of other compression methods for most typical PQD signals. It is further noted that the MAAE metric can perform well for evaluating the signal quality. By using typical PQD signals from IEEE-1159-PQE and GIM-PQE databases [23, 24] , the noise-reduction capability of the three compression methods is demonstrated in Fig. 5 . The results show that the proposed method with representation dictionary Ψ = [I C S] is capable of effectively compressing the PQD disturbance signals as well as suppressing the noise components in the signals.
The experimental results show that the proposed method not only achieves better compression ratios with low distortions but it also has three advantages: (i) flexibility to achieve a simultaneous noise suppression and signal compression by controlling regularisation parameter, (ii) enabling direct measurement of the PQ indices from the output detail signal for characterisation of non-stationary PQ disturbances and direct measurement of the power quantities (amplitude, frequency and phase) from the output approximation coefficients without usage of reconstruction and decomposition techniques, and (iii) flexibility to adapt or learn the representation dictionary using elementary signal patterns derived from the input PQ signal.
Based upon the computational results obtained in MATLAB software, the coding delay of the sparse coding method is high as compared to the standard wavelet-based compression method. The sparse coding method has the encoding time between 4.137 and 6.92 s, and decoding time is between 0.115 and 0.12 s whereas the wavelet-based compression method has the encoding time between 0.424 and 0.618 s, and decoding time is between 0.238 and 0.324 s. Thus, the computational speed of the proposed method has to be further improved to meet the requirement of real-time PQ monitoring applications. However, this is only an initial compression solution. In future directions, we extend a further in-depth study on reducing computational load by analysing different optimisation algorithms and also implementing the proposed method on real-time digital signal processor hardware platforms.
Conclusion
In this paper, we presented a unified framework for simultaneous denoising and compression of PQ disturbance signals using sparse signal decomposition with OHDs. The proposed method consists of sparse signal decomposition, hard-thresholding, uniform threshold quantisation, differencing and Huffman coding techniques. For performance comparison, four compression methods are implemented using different decomposition techniques based on the dictionaries Ψ = [I C S] and Ψ = [I C], the WT and the DCT. The performance of each method is tested and validated using a wide variety of typical PQD signals. The results showed the effectiveness of the method with dictionary Ψ = [I C S] for denoising and compression of PQD signals. The proposed method achieved better performance in terms of CR and signal quality as compared with the performance of the WT and DCT-based methods. Further study is required to reduce computational load of the sparse coefficient estimation algorithm of the proposed method.
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