A new method for determining the optical absorption coefficient from scattering media is presented. The system measures the transmitted spatial intensity distribution from two samples of different thicknesses. The first moments of the distributions are calculated and used to determine the corresponding pair of optical coefficients. The system is robust to noise and does not require calibration. Error analysis shows that limiting factors are errors in assumed values of the anisotropy factor and refractive index of the medium. The system is tested experimentally on aqueous samples with added dye and polystyrene scattering spheres and is found to determine the absorption coefficient to an accuracy of 12-14%.
Introduction
The purpose of the system described is to determine the optical absorption of a scattering sample. By performing measurements across more than one wavelength, an absorption spectrum is produced. There is a wide range of applications for this analytic technique using visible or near-infrared wavelengths for chemical concentration measurement, including food samples for both quality control and contamination detection, such as wheat (Evans et al 1999) , fruits (Cubeddu et al 2001) , and fruit juices (Rambla et al 1998) ; pharmaceutical production quality control (Eustaquio et al 1999) ; acrylic fibre manufacturing ; and ethanol measurement in beer (Gallignani et al 1994) . Due to the non-ionizing nature of light it is also suitable for a variety of medical in vivo applications such as the monitoring of oxygen saturation in the body (Cubeddu et al 1999) , the heads of new born infants (Kurth and Thayer 1999) , and retinal arteries and veins (Smith et al 2000) .
Many spectrometers do not measure the absorption coefficient µ a directly but rather the attenuation A, which for many samples is also dependent on the scattering coefficient µ s and anisotropy g. The measurement is therefore dependent on a combination of absorption and scattering. To resolve this problem chemometrics (Kramer 1998 ) is often employed, where the instrument is calibrated by a characterized sample set that is used to relate the measured attenuation to the concentration of a particular constituent, or to µ a directly. The effects of wavelength dependent scattering can be accounted for by including enough samples in the calibration set. In practice a large calibration set is required to achieve this goal but the size can be reduced by a number of processing techniques, such as the second derivative spectra (Gallignani et al 1994) or various linear and nonlinear techniques such as multiplicative signal correction (MSC) (Leonardi and Burns 1999) , principal component regression (PCR) and partial least squares (PLS) (Bertran et al 1999) . These methods can reduce the effect of the wavelength dependent scattering on the accuracy of the answer but are unable to eliminate it entirely. However, the major drawback of these methods is the requirement for a calibration set. Calibration sets can be difficult to construct because they require an independently 0957-0233/04/030501+08$30.00 © 2004 IOP Publishing Ltd Printed in the UK characterized, uncorrelated data set that is representative of the samples expected.
Systems that can determine the absorption and scattering independently at each wavelength without the need of a calibration set are preferable. The disadvantage of this approach is that the absorption spectra of the required constituents are required, but these are generally well documented.
Examples of systems to determine µ a independently of the reduced scattering coefficient µ s = µ s (1 − g) include continuous wave systems involving the measurement of a spatial intensity distribution (Pham et al 2000a) , time domain (Pifferi et al 1998) , and frequency domain (Pogue and Patterson 1996) methods, with many variations on each of these themes. Time domain methods are generally the most accurate, but they are very expensive because of the fast detectors required. Frequency domain systems suffer from complexities of dealing with radio frequencies. Therefore the system presented in the following sections is based on the measurement of spatial intensity data. Details of the development of the system are presented along with a description of the implementation. Comprehensive simulations are performed to assess the susceptibility to sources of noise to enable a specification to be constructed. Finally the system is experimentally verified using these findings.
System development
Previously a continuous wave spatial transmission system has been investigated (Baker et al 2001a) . In this system a continuous wave laser is incident orthogonally to one side of a slab of scattering media, and the spatial intensity distribution is measured on the transmission surface. Two parameters or 'measurables' of the resultant distribution are calculated, the first moment M 1 and the normalized second moment N 2 defined as
and
where ρ is the spatial distance measured from the centre of the intensity distribution P(ρ). The premise of the system is that a different intensity distribution is created for each pair of optical coefficients and that the measurables form unique values for each sample. Drawing a contour map of the two measurables (M 1 and N 2 ) against the two optical coefficients (µ a and µ s ) creates a 'measurable map' that allows the recovery of the optical coefficients from the intersection of the contours. An example of a measurable map for a different system is shown in figure 1 . The relationship between these two variables and the optical coefficients is derived from Monte Carlo simulations for all the results presented, but can also be derived from experimental calibration or from an analytical scattering model such as the diffusion approximation. In a theoretical performance comparison with other systems that assumed each system is shot noise limited, the spatial transmission system was shown to compare favourably with configurations based on expensive time domain methods and complex frequency domain methods (Baker et al 2001b troublesome where the signal strength is small, N 2 is likely to be more sensitive to noise than M 1 . Therefore it may be preferential to find an alternative measurable to the normalized second moment that is less susceptible to noise but still leads to unique recovery of the optical coefficients.
A new system is proposed where the spatial intensity distribution is measured at two separate thicknesses of the sample and a value of M 1 is calculated from both curves to form the two measurables. In this manner the more noise-prone N 2 is not required and the system is based solely on measurables that can be obtained both accurately and easily. The new system is referred to as the dual thickness spatial system. Figure 1 demonstrates that there is a unique pair of measurables for each pair of optical coefficients, and hence the method will allow the optical coefficients to be obtained. The range of values assumed for optical coefficient is similar to those found in biological tissue (Cheong 1995) and fruits (Cubeddu et al 2001) for visible and near-infrared wavelengths.
The data in figure 1 are generated using Monte Carlo simulations of a non-absorbing slab with 10 7 incident photons, the absorption being added subsequently by application of the Lambert-Beer law to the photon trajectories. The light source is an infinitesimally narrow beam and is detected with a 90
• field of view. Figure 1 shows that the contours of the two measurables are nearly orthogonal. As discussed previously (Baker et al 2001a) this leads to robust systems because a small error on either measurable will offset intersection only by a small amount. It is important to choose the two thicknesses to be substantially different because similar thicknesses have nearly parallel contours. A theoretical analysis similar to previous analysis (Baker et al 2001b) found the accuracy to be improved by a factor of 1.5-2 compared with the single thickness spatial system.
System description
It is inadvisable to place the detector in contact with the sample since any dirt on the detector will affect the transmission of light. A non-contact system can be achieved by imaging the light from the transmission face of the slab onto the detector by a lens, as shown in figure 2. In this way a magnification can also be added so that any detector size can be utilized. A CCD array detector is used so that the light distribution can be measured with one exposure. Investigations suggest a resolution of at least 768 × 768 pixels is required, but a small improvement can be made using a camera with 1024 × 1024 pixels for little added expense. To make the analysis as generic as possible, the medium is placed in a glass cell to allow liquids to be evaluated as well as solids. A polarizer is included in the scheme of figure 2 that can be rotated to control the intensity of the polarized light incident on the medium. If a non-polarized beam is used, a wheel of neutral density filters can replace the polarizer. The shutter is placed on the laser side of the sample to avoid spatial filtering.
Two glass cells of optical pathlengths of 10 and 30 mm were selected which both have a glass thickness of 2.5 mm and glass refractive index n g of 1.52. Using a shot noise based error analysis similar to that performed previously (Baker et al 2001b) , the optimum performance for these containers was found to be for media with µ s values of µ s = 0.3 mm −1 . This value is selected with µ a = 0.03 mm −1 , a value in the middle of the range considered previously. Aqueous based samples are to be used with added scatterers having g = 0.931 and medium refractive index n m = 1.33. With some preliminary simulations the radius containing the intensity value of 1% of the peak (the maximum radius for the moment calculation) is found to be less than 45 mm. Details of how this is imaged onto the 26 mm width CCD array are included in figure 2. It was found that the measurables are nearly independent of the aperture radius. For all the following analysis this radius is set to 6 mm.
Experimental data taken from a CCD array will be in the form of a grid of intensity values where the position of each light packet has been quantized in the x and y directions. The centre can be found by applying an FFT to the entire array and then filtering the result using a top-hat filter that zeros all the high frequency components that contribute only to the noise. An inverse FFT provides a smoothed version of the original distribution with little noise and a well-defined centre peak. To locate the exact non-integer coordinate centre a centroid is taken over a surrounding square of values. Using this knowledge of the centre the measurables can be calculated.
The ambient background light effects can be suppressed by subtracting from the detected light an exposure performed with the light source removed. The system is made more robust to the effects of background light by subtracting an estimated background from all the points in the distribution prior to calculating the moments. By assuming that the tail of the distribution should be zero beyond a certain distance from the centre, the intensity at this particular distance can be used to estimate the background. Provided the same alterations to the procedure are observed in the determination of the moment map, any small distortions due to the subtraction will be mirrored in these calculations and will not contribute to the error in recovering µ a .
The method for determining the intersection of two contours is based on the approach used by Dam et al (2000) and requires fitting a polynomial to the ideal measurable map and then finding the intersection of the measured contours by an iterative Newton-Raphson approach. Unfortunately the forms of moment maps obtained do not lend themselves to polynomial curve fitting over wide ranges of µ a and µ s values. An improvement can be made by a piecewise procedure that fits locally to a smaller set of values.
System optimization
This section evaluates the optimum accuracy of the method when subject to non-ideal conditions. With this knowledge the specifications of the system can be determined to ensure that the system is always operated under optimum conditions. To facilitate this analysis, the data from a CCD array generated by Monte Carlo simulations are corrupted by various noise sources representative of real experimental effects. The error in determining µ a is calculated as in a real experiment for different noise strengths.
An ideal distribution is used so that individual noise sources can be assessed individually without the presence of stochastic noise from the simulations. The distributions are smoothed by applying an FFT, a top-hat filter and finally an inverse FFT. The result is a smooth distribution whose moments are similar to the more noisy raw Monte Carlo data.
Classical Monte Carlo codes are too inefficient to treat the situations where only a small fraction of input photons is detected by a displaced detector. To minimize the simulation time a semi-analytical Monte Carlo approach is implemented as outlined by Poole et al (1981) . Further details of the method, development and validation can be found in Baker (2002) .
Shot noise is simulated by first scaling the whole image to set the peak of the smooth simulations to be the maximum number of electrons that can be detected in one pixel before saturation. The Poisson shot noise process is modelled by a Gaussian distribution of zero mean, and standard deviation given by the square root of the number of electrons in a pixel: an assumption that is valid for large numbers of electrons. For each pixel the shot noise is added by drawing a random number from the Gaussian distribution. The dual thickness spatial system was found to be insensitive to shot noise providing each pixel can contain at least 2 × 10 4 electrons. Most commercial CCD arrays have a capacity of around 10 5 electrons, so the system is not shot noise limited.
The process of reading the intensity values from a CCD array involves physically moving the charge stored in one pixel element to another by the application of a voltage until an output node is reached, whereupon the charge is amplified and read. Readout noise is caused by the implementation of this method and is governed by Poisson statistics, although it may be approximated by a Gaussian process. It is simulated by modifying the intensity stored in each pixel after the addition of shot noise, by drawing a random number from a Gaussian distribution with a zero mean and standard deviation given by the number of electrons in the readout noise. The effect of readout noise is investigated for a particular level of shot noise such that the maximum number of photons in a bin is 10 5 . For readout noise values of up to 100 electrons, the error difference from the zero readout noise data is less than a third of one per cent. A typical CCD array will have a readout level of 10 electrons, and so readout noise has little significance.
The output from a CCD array is normally quantized into a number of levels. Quantization is dependent on shot and readout noise levels. To simulate quantization noise the data are corrupted by these noise sources prior to quantization. The maximum number of electrons contained in one bin is set to 10 5 and the readout noise is selected to be ten electrons. Figure 3 shows the error introduced by quantization for different analogue to digital converter resolutions. The dotted line shows the result obtained prior to the addition of any noise sources. Only one instance of the noise is displayed; other measurements merely move the constant offset from the dotted line. The results indicate that the analogue to digital converter of the detector requires a minimum of 12 bits. A detector often exhibits a small amount of nonlinearity which can be modelled as
where D raw (ρ) is the experimental simulation data with peak valueD raw (ρ) and D used (ρ) is the resultant distribution from a nonlinear detector with a maximum fraction of the peak nonlinearity k. Figure 4 shows the error in determining µ a for detectors with different nonlinearity values. The same simulations are used prior to the addition of the nonlinearity, therefore the same error applies to all points and so only one error bar is shown. A linear regression to the results has a gradient of 1.1. Therefore the percentage error in the determination of µ a is roughly the same as the maximum percentage nonlinearity. For this reason the detector should be chosen to have the lowest nonlinearity that is feasible. A typical CCD has a nonlinearity of less than one per cent. For most applications the refractive index of the medium is not known precisely. This effect is investigated using the raw simulations with no smoothing. The µ a value of the sample is derived from a moment map with a refractive index of 1.33, which is different to that of the sample. Figure 5 shows the effect of assuming an incorrect refractive index for the medium. The error bars are calculated from the statistical errors from the correct refractive index and applied to the other points as a fractional error on the measurables before being translated to an error in µ a . Accurate results cannot be expected if the value for the refractive index has an uncertainty of a few per cent. Linear regression applied to the points in figure 5 has a gradient of −1.2; therefore the error on µ a will be ∼1.2 times the error of the refractive index. For the highest accuracy the refractive index must be determined independently for each sample.
The anisotropy factor g is also difficult to measure. The effect is investigated using the raw simulations with no smoothing by calculating the experimental moments for a medium with a different value of g than the ideal moment map, for which g = 0.931. To ensure that the µ s value is constant, µ s is adjusted accordingly for each value of g. The results of assuming an incorrect value for g are shown in figure 6 with the error bars being calculated in a similar manner to figure 5. It demonstrates that an error in the assumed value for g does not add significantly to the error in µ a despite the thinner sample having a thickness only three effective mean free paths. This is largely due to the obtained µ a being more sensitive to thicker samples, for which different values of g have a minimal effect. Therefore this system has the advantage of not requiring an accurate measurement of g. A linear regression applied to the results has a gradient of −0.4, and so the error in the assumed value of the thickness causes an error roughly 0.4 times this size in µ a .
The specification summary in table 1 demonstrates that the dual thickness spatial system can be implemented using standard 'off the shelf' equipment since none of the specifications is particularly constrictive. CCD cameras with 12 bit A-D resolution, 1024 × 1024 pixels, with a maximum number of electrons in each bin in excess of 20 000 and a readout noise of less than 50 electrons are available readily, and are inexpensive compared with detection systems required for time-domain systems. The strictest equipment limitation is imposed by the nonlinearity, but many CCD cameras have a nonlinearity of ∼1%, so this is not restrictive.
The most sensitive source of error investigated was inaccuracy in the assumed value of the refractive index. The only way of reducing this error is to independently measure the value of each sample. The other error source that cannot be eradicated easily is uncertainty in the anisotropy factor. This is a particularly difficult parameter to measure and so it is fortunate that it only degrades the results slightly. However, because the uncertainty in g (∼6%) is likely to be greater than the uncertainty in the refractive index (∼1%), the anisotropy error is the more important of these.
Experimental verification
The previous section defined the specification for the dual thickness spatial system and demonstrated its potential using inexpensive and readily available apparatus. This section verifies experimentally the performance of this system. For the purpose of the demonstration the absorption of several samples is measured at one wavelength.
A 20 mW HeNe laser operating at 632.8 nm was chosen as the source (JDS Uniphase, USA). This is focused to a beam diameter of ∼100 µm on the outside of the glass cell to approximate the point source simulated in the Monte Carlo simulations. The aperture at the focusing lens has a 15 mm diameter. A 1024 × 256 CCD array is used (IntraSpec IV, Oriel, USA). The data obtained from the camera are internally quantized with a 16 bit resolution but to demonstrate the system for a less expensive 14 bit camera, the peak of each measured distribution is adjusted to around 2 14 counts via the polarizer. The advanced cooling system of the camera to reduce the dark current is not used. The readout noise is 10 electrons and the maximum number of electrons in a single pixel for the camera is 10 5 , although by using only 14 bits this is reduced to 25 000, both of which are within the specifications. Other details of the imaging system and the 10 and 30 mm thick cuvette parameters are given in the previous section. The magnification of the system is measured by placing a clear ruler at the object plane and imaging it onto the camera as described by Pham et al (2000a) .
Aqueous based samples are used with the addition of polystyrene microspheres of diameter 1.4 µm to scatter the light. Green food dye is used as the absorber (Dam et 2000) since it is non-particulate, unlike India ink that is used in some studies (Madsen et al 1992a) , which can also scatter light. HPLC grade water is used to exclude dust particles and to provide a refractive index of 1.33. Small deviations in this value may arise from the addition of the food dye. Solutions of food dye and water are measured in a commercial spectrometer to obtain a value of µ a for each sample. Five samples were prepared in the range 0.01 < µ a < 0.05 mm −1 . A measured amount of scattering spheres is added to the solutions, which are then placed in an ultrasonic bath for 1 h. The scattering of the five samples was calculated to be µ s = 0.285 mm −1 using Mie theory and knowledge of the properties of the spheres and the various quantities.
The ability of the dual thickness system to determine µ a experimentally is demonstrated by figure 7. The horizontal error bars in figure 7 apply to the errors in the independent characterization of the samples. The largest contributing error is the commercial spectrometer accuracy of 0.1% in the measured transmittance. The vertical error bars were evaluated assuming the sample refractive index is known to 1%, the detector has 1% nonlinearity, the value of g is correct to 6%, and the mean error of the moment intersection procedure is 0.0004 mm −1 . A further 1% error is included to incorporate the remaining noise sources. Using the earlier findings, these errors are translated into errors in the recovered value of µ a and added in quadrature.
For each value, the absorption is consistently underestimated by a similar percentage. Performing a linear fit to the data points creates a graph that intercepts the origin almost exactly, and passes through the centre of all points. The resultant gradient is 0.876, corresponding to an error of −12.4%. This suggests either a systematic error in the experiment or an error in the expected sample absorption. The results presented in figure 8 suggest it is an error in the expected sample absorption. In figure 8 the results of a Monte Carlo simulation obtained using the recovered optical coefficients are shown together with the experimentally measured spatial distribution. The excellent match indicates strongly that the disagreement in figure 7 can be attributed to uncertainty in µ a rather than a systematic experimental error. Using the same distributions measured for the dual thickness spatial method, it is also possible to recover µ a from a single thickness by using the measurables M 1 and N 2 as explained earlier. The error in determining µ a using the single thickness spatial method is illustrated in figure 9 for the same five samples as shown in figure 7 using the 30 mm cuvette. The gradient of the linear fit is 0.978. This is closer to the ideal of unity; however, the regression does not pass through the origin, rather it intercepts the x-axis at 0.0014 mm −1 , which would suggest a systematic error in the reconstruction using the single thickness method.
Discussion
Comparing figures 7 and 9 shows that the absolute error of the single thickness system is better than the dual thickness system for all but the lowest µ a sample. At first sight this would indicate that the single thickness is superior, but an examination of the linearity of the errors by fitting a straight line through A possible explanation for this observation is the dye sticking to the sides of the cell, to the spheres and possibly being absorbed into the spheres. Such an occurrence would decrease the concentration of the dye dissolved in the bulk water and hence decrease the absorption of the sample. Dögnitz and Wagnières (1998) have noted the interaction between the scattering particles and the dye; however, other authors have not reported this effect (e.g. Dam et al 2000) .
A further explanation for the discrepancy could be a small difference between the assumed and actual anisotropy of the sample. This could be caused by non-sphericity of the scatterers or their aggregation as noted by Simpson et al (1998) . Table 2 shows a summary of the experimental accuracy of a number of other systems taken from the literature. Where possible, values have been obtained for both the mean and maximum errors in both optical coefficients; however, many authors have quoted only one of these parameters. In the creation of the table it is assumed that (unless stated) any errors quoted by the authors are mean errors. The range of µ a values of the samples used in this study is similar to those summarized in table 2, but generally the µ s values are greater. This is not significant since the scattering was chosen to match the cuvette thickness and so a thinner width can be chosen for samples that are more highly scattering. Table 2 shows that the dual thickness spatial system performs well in comparison to the other systems including those using the time domain. The mean error for µ a is comparable to the results obtained by the other systems, but the low maximum error on µ a is encouraging and demonstrates the potential of the new system. In addition it does not contain some of the disadvantages of some of the other systems, for example, the requirement of a calibration set in the method by Dam et al (2001) , and absolute intensity measurements in the method by Kienle et al (1996) . Absolute intensity measurements make an instrument more difficult to construct because they are dependent on fluctuations in the output of the light source, changes in the sensitivity of the detector, changes in elements such as fibres, filters and lenses, and thin layers of dirt collecting on the optodes (Farrell et al 1992) .
Conclusions
A dual thickness spatial transmission system has been presented for the determination of µ a from scattering media. The system has the advantage of not requiring a calibration sample set and does not rely on absolute intensity measurements. The system is robust to noise sources with the limiting factors being the accuracies of the medium refractive index and anisotropy. The accuracy has been experimentally found to be 12-14%, which is comparable with extant techniques.
The long-term goal of the work is the creation of an inexpensive system for the on-line determination of constituents that can be incorporated in the process control instrumentation of a production plant. Currently this precludes the use of time domain methods on consideration of cost. The dual thickness spatial system uses inexpensive equipment and so may be an attractive solution. The number of applications the system is applicable to is reduced by the requirement for transmission measurements and two thicknesses, but the system is suitable for the characterization of liquid samples. The next stage in the development process is the building of a multi-wavelength spectrophotometer version to test the concept on non-artificial samples.
