In this paper, we provide two approximations in law of operator fractional Brownian motions. One is constructed by Poisson processes, and the other generalizes a result of Taqqu (1975) .
Introduction
Self-similar processes, first studied rigorously by Lamperti [18] under the name "semi-stable", are stochastic processes that are invariant in distribution under suitable scaling of time and space. There has been an extensive literature on self-similar processes. We refer to Vervaat [30] for general properties, to Samorodnitsky and Taqqu [28] [Chaps. 7 and 8] for studies on Gaussian and stable self-similar processes and random fields.
The definition of self-similarity has been extended to allow for scaling by linear operators on R d , and the corresponding processes are called operator self-similar (o.s.s) processes in the literature. See Laha and Rohatgi [19] , Hudson and Mason [17] , and Sato [26] . Various examples of operator self-similar Gaussian and non-Gaussian processes have been constructed and studied by Maejima and Mason [21] and Mason and Xiao [22] . The theory of operator self-similarity runs somewhat parallel to that of operator stable measures and is also related to that of operator scaling random fields. See, for instance, Meerschaert and Scheffler [24] , Biermé et al. [2] and the references therein.
Let End(R d ) be the set of linear operators on R d (endomorphisms) and let Aut(R d ) be the set of invertible linear operators (automorphisms) in End(R d ). For convenience, we will not distinguish an operator D ∈ End(R d ) from its associated matrix relative to the standard basis of R d . In this paper, we will use the following definition of o.s.s. processes, which corresponds to that of Sato [26] , but is stronger than that of Hudson and Mason [17] An R d − valued stochastic processỸ = {Ỹ (t)} is said to be operator self-similar if it is stochastically continuous, and there exists a D ∈ End{R d } such that for every c > 0 Any matrix for which (1.1) holds is called an exponent of the o.s.s processỸ . We say that a processỸ = {Ỹ (t)} has stationary increments (s. One of examples of operator self-similar processes is the operator fractional Brownian motion (OFBM). OFBMs are mean-zero, o.s.s., Gaussian processes with stationary increments. They are of interest in several areas and for reasons similar to those in the univariate case. For example, they are obtained and used in the context of multivariate time series and long range dependence (see, for example, Chung [3] , Davidson and de Jong [6] , Davidson and Hashimzade [7] , Dolado and Marmol [12] , Robinson [25] , and Marinucci and Robinson [23] ). They are also studied in problems related to, for example, queuing systems and large deviations (see Delgado [9] , and Konstantopoulos and Lin [20] ). In particular, Mason and Xiao [22] studied the sample properties of a particular class of OFBMs. Didier and Pipiras [10, 11] studied the basic properties of OFBMs, such as the time reversibility, the behavior of the spectral density around zero, and so on.
On the other hand, weak convergence to FBM processes has been studied extensively since the works of Davydov [5] and Taqqu [29] . In recent years many new results on approximations of FBM processes have been established. For example, Enriquez [13] showed that a FBM can be approximated in law by appropriately normalized correlated random walks. Delgado and Jolis [8] proved that the law of a FBM can be weakly approximated by the law of some processes constructed from a standard Poisson process.
Despite a growing interest in OFBMs, there is little work that studies weak limit theorems for OFBMs. In this paper we will study weak limit theorems for OFBMs. We will extend two approximation results for the one-dimensional FBM to the multivariate case of OFBM. The rest of this paper is organized as follows. In Section 2, we recall some preliminaries and present the main results of this paper. Based on Poisson processes, we prove weak limit theorem for OFBMs in Section 3. Based on a stationary sequence, we study weak convergence to OFBMs in Section 4.
Preliminaries
We first recall some facts we need later. Throughout this paper, we will use x E to denote the usual Euclidean norm of
1) and for every
Let σ(A) be the collection of all eigenvalues of A. We denote 
for some linear operator A on C d . Here,Ā denotes the complex conjugate and
denotes a complex-valued multivariate Brownian motion such that
and W 2 (x) are independent, and the induced random measure W (x) satisfies
where W * is the adjoint operator of W .
Remark 2.1 For fixed t ∈ R, let
Inspired by Samorodnitsky and Taqqu [28] [Chap. 7], up to a multiplicative constant, we can rewrite {X(t)} as follows.
where
and
Remark 2.2 Using the same method as Mason and Xiao [22] , we can get that for i = 1, 2,
In this paper, we study weak limit theorems for the OFBM X. We first recall some results about weak convergence to FBMs. Stroock [27] showed that Lemma 2.2 Let {N n (t), n = 1, 2 · · · } be a sequence of Poisson processes with intensity n, and construct the continuous processes {Ỹ n (t)} bỹ
Then the laws of {Ỹ n } converge weakly, in C([0, 1]), to the law of a Brownian motion, as n → ∞.
Using the same method as Delgado and Jolis [8] , one can easily get Corollary 2.1 Let N n (t) andN n (t) be two independent Poisson processes with intensity n, and construct the processes {Ŷ n (t)} bŷ
where H ∈ (0, 1). Then the laws of
, to the law of a fractional Brownian motion with index H ∈ (0, 1), as n → ∞.
Inspired by Corollary 2.1, we want to show that the OFBM X given by (2.5) can also be approximated by a sequence of processes similar to (2.7).
Let θ
Inspired by Corollary 2.1 and the construction of {Ŷ n }, we define the sequence {X n (t)} n∈N as
whereθ n (x) is an independent copy of θ n (x). Then
converge weakly to the law of the OFBM X given by (2.5), as n → ∞, where
On the other hand, Taqqu [29] showed that a FBM can be approximated in law by normalized partial sums of stationary random variables. Since OFBMs are multivariate extensions of FBMs, it is interesting to extend Taqqu's [29] result to the OFBM case.
Before we state our result, we first introduce the following notation.
are asymptotically equivalent,as n → ∞, if for any i, j ∈ {1, · · · , d}, one of the following cases holds:
(i) There exists N 0 ∈ N such that for all n ≥ N 0 , B ij (n) = 0 and lim
(ii) There exists N 1 ∈ N such that for all n ≥ N 1 , B ij (n) = 0 and A ij (n) = 0.
We denote this as A(n) ∼ B(n), as n → ∞.
Recall that a processỸ = {Ỹ (t)} is time reversible if it satisfies
The author refers the readers to Didier and Pipiras [10] for time reversible Gaussian processes with stationary increments. Due to the following lemma, we only can extend Taqqu's result to the time reversible case.
If all the finite-dimensional distributions of {Ŝ n (t)} converge to the corresponding finite-dimensional distributions of a mean-zero proper Gaussian process Z = {Z(t)}. Then Z is time reversible.
⇒ denotes convergence of the finite-dimensional distributions, we get that
Since {Ẑ i } is a stationary Gaussian sequence, we can get
It follows from (2.12) and (2.14) that
Since {Ẑ i } is a stationary Gaussian sequence, and Z is a Gaussian process, we get that Z has stationary increments. Therefore, by Proposition 5.1 in Didier and Pipiras [10] and (2.15), we get that the lemma holds.
Remark 2.3 It follows from Proposition 5.1 in Didier and Pipiras [10] that if the OFBM X is time reversible, then
Now we state our result as follows.
16)
17)
, up to a multiplicative matrix from the left, to the time reversible OFBM X given by (2.5) with A 2 A *
We will prove Theorem 2.2 in Section 4 .
To end this section, we give a technical lemma which comes from Maejima and Mason [21] .
If λ D > 0 and r > 0, then for any δ > 0, there exist positive constants K 1 and K 2 such that
In the rest of this paper, most of the estimates contain unspecified constants. An unspecified positive and finite constant will be denoted by K, which may not be the same in each occurrence. Sometimes we shall emphasize the dependence of these constants upon parameters.
Weak limit theorem based on Poisson processes
In this section, we prove Theorem 2.1. We first state some technical results. In order to prove the main result, we need a tightness criterion for vector-valued stochastic processes. (i) for every n ∈ N, Z n (0) = 0 a.s.;
(ii) there exist constants K > 0, β > 0, α > 1 and an integer N 0 ∈ N such that On the other hand,
By (3.10) and (3.11),
For the sake of conciseness, we define
It follows from Lemma 2.4 that
The first term on the r.h.s. of (3.13) can be bounded from above by
14)
The second term on the r.h.s. of (3.13) can be bounded from above by
It follows from (3.13) to (3.15) that
Using the same method as the proof of (3.16), we get that
It follows from (3.12), (3.16) and (3.17) that
Using the same method as the proof of (3.18), we get
The lemma follows from (3.9), (3.18) and (3.19). 
In the following, we will prove that {X n (t), t ∈ [0, 1]} given by (2.10) converges weakly in C d [0, 1] to the OFBM X given by (2.5), as n → ∞. In order to obtain it, we need the following lemma. Proof: For every even m ∈ N and any 0 ≤ s < t ≤ 1,
(3.20)
By Lemma 2 in Delgado and Jolis [8] , we get Finally tightness plus convergence of the finite-dimensional distributions implies the weak convergence.
The proof of Theorem 2.1 is as follows. Proof of Theorem 2.1: We first prove the tightness of the laws of {X n (t), t ∈ [0, 1]}. From Lemma 3.3, for every even m ∈ N, which satisfies mH > 1, inequality (3.8) holds. It follows from Lemma 3.1 that {X n } is tight. Now we proceed with the identification of the limit law. It is sufficient to prove that for any q ∈ N, a 1 , · · · , a q ∈ R and
We define for any m ∈ {1, · · · , q},
By the Cramér-Wold device, in order to prove (3.22) we only need to show that for any
since θ n (u) andθ n (u) are independent. Now we only prove that (3.23) holds. (3.24) can be done in the same way. In order to simplify the notation, let
. Therefore, we can rewrite (3.23) as follows.
In order to prove (3.25) , it is sufficient to prove that for any ξ ∈ R,
as n → ∞. Since θ k n , k = 1, · · · , d are mutually independent, and so are W
By induction on k = 2, · · · , d, we get that in order to prove (3.26) it is sufficient to prove that for k ∈ {1, · · · , d},
as n → ∞. By (2.2), we get that for every k ∈ {1, · · · , d},
Therefore, the proof of (3.27) follows the lines of the proof of Theorem 2.1 in Dai and Li [4] . Combining (3.25) and (3.27), we get that (3.23) holds. Similarly, we get that (3.24) holds. By Theorem 7.8 in Ethier and Kurtz [14] [Chap.3] and Remark 3.1, we get that Theorem 2.1 holds. The proof is done.
Weak convergence based on a stationary sequence
In this section, we will prove Theorem 2.2. We first show that {Q N (t) :
Before we prove tightness, we give a technical lemma.
as n → ∞.
One can easily get that the lemma holds. Here we omit the proof. 
where δ > 0 with λ D − δ > 0, and Q N (t) is given by (2.17).
Proof: For any s ≤ t ∈ [0, 1], we have
since {Z i } is a stationary sequence. In order to simplify the notation, let
It follows from (4.3) that
E ] equals the sum of diagonal entries of the correlation matrix. So it follows from (2.2) that
(4.5) By (2.16) and Proposition 2.2.2 in Meerschaert and Scheffler [24] ,
It follows from (4.5) and (4.6) that there exists N 1 ∈ N such that for all N ≥ N 1 ,
since · is continuous. By (4.7) and Lemma 2.4, we get that for all N ≥ N 1 ,
The proof is completed. Now we prove Theorem 2.2. Proof of Theorem 2.2: It follows from Lemmas 3.1 and 4.2 that {Q N (t)} is tight. Now we prove the convergence of all finite-dimensional distributions. For any p ∈ N and t 1 , · · · , t p ∈ [0, 1], Q N (t 1 ), · · · , Q N (t p ) are jointly Gaussian, since {Z i } is a Gaussian sequence.
Define:
In order to simplify the notation, we define
Since {Z i } is a stationary Gaussian sequence, we have that if t i > t j ,
By (2.16), 10) as N → ∞. So, we get 11) where
It follows from Remark 2.3 that if X is a time reversible OFBM, then
Since Q N (t 1 ), · · · , Q N (t p ) are jointly Gaussian, it follows from (4.11) and (4.12) that
By Theorem 7.8 in Ethier and Kurtz [14] [Chap.3], we get that the convergence of finite-dimensional distributions and tightness ensure weak convergence of {Q N (t)}. The proof is completed.
At the end of this paper, we consider the OFBM given by Mason and Xiao [22] . Mason and Xiao [22] introduced the OFBM Y = {Y (t)} as follows. 
whereW is a vector-valued Gaussian measure, andŴ is an independent copy ofW .
By (2.4) and (4.13), we see that, up to a multiplicative constant, the OFBM Y and the OFBM X with A = I have equal distributions. Define
where θ n (x) is given by (2.8) andθ n (x) is an independent copy of θ n (x). We immediately have By (4.13), we get that
. Therefore, by Proposition 5.1 in Didier and Pipiras [10] , the OFBM Y given by (4.13) is time reversible. Therefore, from Theorem 2.2, we get that
where B ∈ Aut(R d ) and K > 0 is a positive number. Theñ In the following, we give a special case where conditions in Theorem 2.2 and Corollary 4.2 are satisfied.
is a real diagonal matrix with positive diagonal entries
and 19) where O denotes the zero matrix. 
Proof: We will proceed to prove this corollary in two steps.
Step 1. We first deal with the case that
Since D is a diagonal matrix, we get that j 2D−2I is still a diagonal matrix. By some simple calculations, we get that the diagonal entries of j 2D−2I are j 2λ1−2 , · · · , j 2λ d −2 .
For every i ∈ {1, · · · , d}, we get from Feller [15] [p.281] and Taqqu [29] that Since C 0 and C 1 are all diagonal matrices, we choose a diagonal matrix C ∈ Aut(R d ) such that C 2 = C 0 C 1 . Since C, N D andΓ are all diagonal matrices,
Using the same method as the proof of Theorem 2.2, we get that {Q N (t)} converges weakly, up to a multiplicative constant, to Y , as N → ∞.
Step 2. We deal with the case that 0 < Λ D < 1 2 . Corresponding to (4.18), we assume that K < 0 in the following. For every i ∈ {1, · · · , d}, we get from Feller [15] [p.281] and Taqqu [29] that Since bothĈ 0 and C 1 are diagonal matrices, we chooseĈ ∈ Aut(R d ) such that (Ĉ) 2 =Ĉ 0 C 1 . Therefore 31) as N → ∞. Using the same method as the proof of Theorem 2.2, we get that {Q N (t)} converges weakly, up to a multiplicative constant, to Y , as N → ∞. The proof has been completed.
