Abstract-The objective of this paper is to test the applicability of arbitrage pricing theory specifically for the performance of the SSE 50 Index composite stocks listed on China's Shanghai Stock Market. Two groups of the SSE 50 Index stocks have been selected and tested. Principal component analysis is used to extract the common factors that influence the daily mean rate of return without dividends of the selected stocks for the period from January 2, 2014 to July 21, 2017. Two-pass regression method is employed to test the significance of the common factors in arbitrage pricing model. The main findings in this analysis are that for the first group of 15 persistently included stocks in the SSE 50 index there could not be found out significant common factors, and for the second of 11 in-then-out stocks of the SSE 50 index there could be found out two significant common factors. The results of this study suggest that we should investigate separately into specific blocks of capital markets when we are checking the applicability of arbitrage pricing theory and designing optimal quantitative investment strategies based on arbitrage pricing model.
INTRODUCTION
SSE 50 index was launched on January 2, 2004 by China's Shanghai Stock Exchange (SSE). The index is computed using the 50 most representative stocks listed on the Shanghai Stock Exchange. These composite stocks are of large scale and actively traded with sound liquidity. Arguably, these blue chip stocks are the most important potential targets of investment. However, specific analysis on these stocks is rare and outdated.
The purpose of this paper is to make a specific and in-depth analysis of the performance of the stocks in the SSE 50 index and the common factors influencing them based on the arbitrage pricing theory, using the most recent data available. This paper will examine whether the arbitrage pricing model and quantitative methods can apply to China's market of pillar blue chips. This analysis will be helpful for us to understand the core part of China's capital markets and the nature of the ballast stone stocks, and let us know whether optimal quantitative investment strategies can be designed based on arbitrage pricing model.
The research scope of this paper will be limited to two groups of the stocks that have been included in the SSE 50 index as its composite stocks. The first group includes the stocks that are persistently included in the index not only during the period from as late as July 1, 2013 to July 21, 2017, most of the selected stocks were also in the index before July 1, 2013, and even since the inception of the index on January 1, 2004 . The second group is composed of the stocks that entered and then left the SSE 50 index during the period from December 16, 2013 to July 21, 2017. The data to be analyzed will be limited to the daily mean rate of return (MRR) without dividends of the chosen stocks during the recent three and a half years from January 1, 2014 to July 21, 2017, when the data was downloaded from CSMAR® database.
There will be two stages in this research. Principal component analysis will be first used to discover whether there are and to extract common factors that influence the rate of return to investment in the stocks, and then the two-pass regression procedure will be employed to test the significance of the common factors and decide whether arbitrage pricing models will apply to the pricing of these stocks. Microsoft Excel will be used to clean and organize the daily trading data of the selected stocks, IBM SPSS for principal component analysis, and MathWorks' MATLAB for the two-pass regression procedure to test the significance of the common factors.
The paper is structured as follows. The following section will provide a brief review of the theoretical and empirical studies on asset pricing and China's stock markets. The third section will introduce the arbitrage pricing theory and models, and relevant analytical methodology. Data description will be supplied in the fourth section, and principal component analysis and testing for arbitrage pricing model are done in section five and six respectively. The thesis concludes in section seven with main findings of the research and suggestion for future investigation.
The major contribution of this paper to the arbitrage pricing theory literature and practical investment and risk management is its ad hoc examination on the applicability of arbitrage pricing model to the SSE 50 index stocks which are the blue chips on China's capital markets.
Chamberlin and Rothschild [2] first proved that extracting the eigenvectors, i.e. principal component analysis, is a good way to find the approximate factor structures. Connor and Korajczyk [3, 4] extended the asymptotic principal components analysis to identify statistically the approximate common factors and compute the risk premium to overcome the shortcomings of the factors analysis methodology to empirically specify and test arbitrage pricing models.
Ravi Shukla [5] pointed out that the assumptions of the arbitrage pricing theory may not be satisfied when the random process of rate of return of stocks is not linear, or the random variance is not totally diversified, or there might exist arbitrage opportunities.
Zhu [6] introduced arbitrage pricing theory to Chinese readers. Later on Chinese scholars have used Chinese market data to test empirically the general applicability of arbitrage pricing theory in China's stock markets and relationship between macroeconomic forces and the market performance (rate of return and its risk) of stocks. Most of the empirical analysis on China's stock markets are positive and confirm the fitness of arbitrage pricing theory, while some other disagreed. Some authors have also tried to make investment recommendations based on their research results.
Ji and Hu [7] analyzed the daily rates of return of the 50 composite stocks during the first half year after the launching of the index from January 2, 2004 to May 27, 2004. The authors drew out nine common factors that had impacts on the daily rates of return of the composite stocks included in the index. The first common factor contributed 38.56% of the variance in the daily rates of return, and the nine factors together contributed 68.4% of the variance in the daily rates of return.
Ji and Hu [7] recommended investors to choose the representative stock of each risk factor, and to create a portfolio by the correspondent weight contributed to the variance in the rate of return by each risk factor, thus to simulate the risk-return structure of the investment in SSE 50 index to get the market rate of return to investment. Su Ping [8] used the trading data of 16 selected stocks from the 88 stocks which were in the SZSE 100 index to investigate a multi-factor arbitrage pricing model for China's Shenzhen Stock Market under the conditions of permitted and forbidden short sales respectively. The author showed that the multi-factor arbitrage pricing model can give investors reliable investment suggestions, and calculated the optimal quantitative strategies for investing in the selected stocks.
Yin and Chen [9] made empirical analysis on single factor, five-factor, and ten-factor arbitrage pricing model by means of asymptotic principal component analysis, using 463 prices of 35 stocks on China's Shanghai Stock Market and Shenzhen Stock Market. The authors found out that arbitrage pricing models with one, five, and ten factors are all better than capital assets pricing model (CAPM) in explaining the variance in the rates of return of the stocks.
III BRIEF REVIEW OF ARBITRAGE PRICING MODEL AND ANALYTICAL METHODS

A. Arbitrage Pricing Model
According to Reinganum [10] , there are three assumptions in arbitrage pricing theory: capital market are perfectly competitive; investors always avoid the risk and prefer more wealth than less with certainty; a multi-factor model could represent the stochastic process of the generating asset return. Focusing on a strict factor structure, the arbitrage pricing theory holds that the expected return is linearly related to its covariance with the factors when there is no arbitrage. That is to say the factor loadings or betas are proportional to the returns' covariance with the factors. Huberman [11] expounded the mathematics of arbitrage pricing theory.
A multi-factor arbitrage pricing model can be specified as following:

Where Ri is the return rate of company i's stock; E (Ri) is the expected return rate of company i's stock; Fj is the deviation from the expected value of the j th factor, and its expected value is zero; b j is the sensitivity of the stock of company i to the j th factor; e i is the influence of company's own characteristic on return, and its expected value is zero and totally independent with the factors and other companies' characteristics.
In this way, the return behavior of di erent risk assets are linked with multi factors, and any part of change of asset return that could not be explained by the change of multi-factors just belongs to the asset.
In a large portfolio, zero-investment's return with zerosystematic-risk portfolio is zero only if the idiosyncratic e ects vanish. United the theory of linear algebra and the rationales of economics, we can express the expected return on any asset i:

Where λ0 could be regarded as the expected return rate on an asset with the risk which is zero-systematic (i.e., b01 = b02 = ... = b0k). λ1, ..., λk are the weight of factor, and could be explicated as factor risk premium. And the relationship between the price or return of asset i and the risk premium is shown by bi.
B. Principal Components Analysis
Principal component analysis (PCA) is a statistical process invented by Karl Pearson in 1901 that converts observation values of a set of possibly correlated variables into values of linearly irrelevant variables called principal components (or sometimes the main variation pattern) using orthogonal transformations. Principal components analysis is mostly used as a tool in exploratory data analysis and for making predictive models. Using the principal components analysis we could get the number of main components that is less than or equal to the number of original variables, the first principal component causes the greatest share of variance, and the variance caused by the following components decreases.
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According to Chamberlain and Rothschild [2] , when asset returns have a factor structure with a small number of factors, the covariance matrix of asset returns may be written as the sum of a diagonal matrix and a matrix of short rank. That is, in a strict k-factor asset market arbitrage pricing model, the return on the i Chamberlain and Rothschild [2] defined an approximate kfactor markets structure when there is a sequence {β i1 , ..., β ik }, i∈(1, ∞), such that for any N, ∑ N = B N B' N + R N , where the i, j element of the N×k matrix BN is βij and RN is a sequence matrices with uniformly bounded eigenvalues, and showed that extracting the eigenvectors of ∑N is a good way of finding approximate factor structures. That is to say, principal component analysis is an appropriate technique for finding an approximate factor structure.
The procedures of asymptotic principal component analysis is composed of five steps according to Yin and Chen [9] . In general circumstances, the sample is sufficiently large, steps 4 and 5 can be skipped. The advantage of asymptotic principal component method is that it is not necessary to select factors ex ante, and the extracted common factors are linearly independent with each other and with the residual terms.
C. Two-pass Regression Method for the Test of Arbitrage
Pricing Model For the test of arbitrage pricing model, the two-pass regression method is often to use [8] . In accordance with principal components analysis, the first pass is to ensure the structure of arbitrage pricing model, and get the estimated values of the sensitivity to the factors through the multiple linear regression, and the second pass, using the estimated values of the sensitivity to the factors as explanatory variables, to check whether arbitrage pricing theory is established using cross section regression.   r i is the mean return rate of the stock i, that is the sum of daily return rate divided by the number of days. β i1 , β i2 , ... β ik are the loading values obtained by principal components analysis, that is, the sensitivities. In generally, we do the regression with all the principal components which were extracted. However, there has another method to do the regression, which is stepwise regression. Stepwise regression is a method of fitting regression models in which predictive variables are selected by automated procedures. It is basically repeated several times, each time removing the weakest relevant variables, then the best variables to explain the distribution are left.
IV DESCRIPTION OF DATA AND ITS SOURCES SSE 50 index takes December 31, 2003 as its base day, and its base point is 1000. Its 50 composite stocks are adjusted half a year according to the principles of sample stability and dynamic tracking, and every time of adjusting at most 10% of the composite stocks can be changed. Tentative adjustment can be made under some special cases such as when some stocks emerge to be among the top stocks or acquisition and merging occurred.
As of July 21, 2017, the composite stocks of SSE 50 index have been adjusted normally for twenty-seven times and tentatively for fourteen times. There are a total of 163 stocks that have been selected as composite stocks of the index for a total of 196 inclusions into the index and a total of 146 exclusions from the index. Thirty stocks have been remained in the index during this research period. These stocks are presented in Table 1 . The data in the rightmost three columns can be found in Fact Book 2016 [12] . * 600887 was excluded from it on January 5, 2009; * 601766 was excluded on January 4, 2011; * 601688 was excluded on January 4, 2012; ** Included in the index 10 trading days after their initial public offer; † Used for principal components analysis later on because they had data on all the trading days. Sources: CSMAR® database provided by Shenzhen GTA (GuoTaiAn) Information Technology Corporation; Shanghai Stock Exchange [12] . During the period from December 16, 2013 to July 21, 2017, there are eight normal adjustments and one times tentative adjustment of the composite stocks. There are forty-one stocks being included into and forty-one stocks excluded from the SSE We can observe from Table 1 There are nine stocks in the banking sector, four in the security sector, three in the insurance sector, taking weights of 32.78%, 10.05%, and 12.74% in the SSE 50 index respectively; thus the financial sector takes a weight of 55.57% in the SSE 50 index. There are two stocks in the petroleum and chemicals sector, one in the coal and electricity sector (601088), one in the telecommunication sector (60050), two in the railway and locomotive sector (601006 and 601766), together the energy and infrastructure sectors take a weight of 8.42% in the index; the rest eight stocks are in the sectors of manufacturing, construction (601668), mineral (600111), and real estate (600048), taking a weight of 14.96% in the index. In total, the persistent composite stocks of the SSE 50 index take a weight of 78.95% in the index in 2015 [12] .
Advances in Computer Science Research, volume 80
The daily trading data of the thirty persistent stocks of the SSE 50 index and that of the twenty-one in-then-out stocks from January 1, 2014 to July 21, 2017 is retrieved from CSMAR® database provided by Shenzhen GTA (GuoTaiAn) Information Technology Corporation at the website of the library of China's Shandong University. Because of missing trading data for some of the chosen stocks, later on in this paper fifteen of the thirty persistent stocks and eleven of the in-then-out stocks with full trading data (as indicated in Table 1 and Table 2 by a † symbol) will be selected to do principal components analysis and test the applicability of arbitrage pricing theory.
V ANALYSIS OF THE DATA USING PRINCIPAL COMPONENT ANALYSIS
In this paper, IMB SPSS 23 was used to do the principal component analysis for both the fifteen persistent stocks (first data set) and eleven in-then-out stocks (second data set) with full trading data. The result is shown in Figure I and Figure II .
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FIGURE I. TOTAL VARIANCE EXPLAINED FOR THE 15 PERSISTENT STOCKS FIGURE II. TOTAL VARIANCE EXPLAINED FOR THE 11 IN-THEN-OUT STOCKS
In Figure I , there are 15 factors influencing the rate of return. According to the principle that the eigenvalues is greater than one to extract factors, percentage of variance and the cumulative percentage explained by the factors is as shown. Two principal components were extracted, they can explain 67.95% of the variance in the set of data. Figure II shows that there are 11 factors influencing the rate of return, and also two principal components were extracted, they can explain 70.47% of the variance in the set of data. Figure III shows the loading value matrix of the two principal components for the first and second data set. There lists the loading values of the two components, which are sensitivity of the rate of return to the common factors. The loading values are the basis for regression analysis next. There is no significant difference in the coefficients of the original variables in each factor, and the coefficients of the individual variables in the factor can be differentiated to the maximum and minimum poles by rotation. We use the mean orthogonal rotation, so that the number of variables with a high loading value on a factor and the number of factors in the variable are minimized. After the rotation, the loading value matrix is as Figure IV . 
A. Regression for the First Data Set
For the first data set, regress the mean rate of return to the coe cients of two principal components (loading values) based on the Eq. 5, and the result is shown as Fig. 5 . Beta_1 is β i1 and Beta_2 is β i2 . R 2 = 0.12 means the coe cients of the two principal components can explain 12% of the variance in the Advances in Computer Science Research, volume 80 mean rate of return. So, the mean rate of return might not have linear relationship with the coe cients of the two principal components. Besides, the coe cients (λ 0 's) of the β 0 's are not significant, and β i1 is more significant than β i2 . T-test shows that λ 1 could be zero with 32.9% possibility, and λ 2 could be zero with 98% possibility. So, the two principal components are not significant.
Considering that loading value of the two principal components may affect each other, we regress the mean rate of return to βi1 and βi2 respectively. The results are shown as Fig.  6 and Fig. 7 . As we can see, the significant level of both two λ's are increased. There is 79.4% possibility that λ1 could not be zero, and 54.7% possibility that λ2 could not be zero. However, they didn't achieve the 90% significant level. In addition, using the stepwise regression method to do regression, no variables entered into the equation. 
B. Regression for the Second Data Set
For the second data set, there has 11 stocks, and two principal components. As well as the first data set, regress the mean rate of return to the coefficients of the two principal components (loading values) based on the Eq. 5. This time, use the stepwise regression method directly.
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FIGURE VIII. MODEL SUMMARY FOR THE SECOND DATA SET WITH STEPWISE REGRESSION Figure VIII illustrates the order of the factors which are introduced. According to the results of the variance analysis, the factor which has the greatest contribution to the return rate variance is introduced first. The first model introduces the factor βi2 and the second model introduces the factor βi1. R 2 of the first model is 0.893, meaning that the first model can explain 89.3% of the variance in the mean rate of return. When the factor βi1 is added, R 2 increases to 0.937. In F-test, F = 59.434 is high as well, that means factors βi1 and βi2 could explain the variance in the mean rate of return significantly, and the mean rate of the return has a linear relationship with the factors βi1 and βi2. Figure IX lists the unstandardized coefficients, standardized coefficients, hypothesis test of regression coefficient (t-test) and the P-value. According to t-test, the P-value for factors βi1 and βi2 are 0.046 and 0.000, respectively. At 95% significance level, the coefficient of factors βi1 and βi2 are significant. So, this data set is suitable for analysis by arbitrage pricing model.
VII SUMMARY AND FURTHER WORK
The main findings in this paper is that the first data set of the 15 persistently included stocks in the SSE 50 index is not consistent with the arbitrage pricing theory, that is, there could not be found out significant common factors for this group of stocks, and the 11 in-then-out stocks of the SSE 50 index is consistent with the APT, that is, there could be found out two significant common factors for this group of stocks. This is different from the much more general outcomes in the academic literatures about the applicability of arbitrage pricing theory to China's stock markets.
This study suggests that we should investigate separately into specific blocks of capital markets when we are checking the applicability of arbitrage pricing theory and designing optimal quantitative investment strategies accordingly. Future studies must further examine the reasons why the markets of stocks which are included in the SSE 50 index performed differently in terms of characteristics of the industries and governance, long term variance in their rates of return, and trading dynamics. In a separate paper we are going to calculate the optimal quantitative investment strategies for the 11 inthen-out stocks of the SSE 50 index. We should further check the applicability of arbitrage pricing model to other groups of the SSE 50 Index stocks in earlier and later periods than that in this paper.
