In this article, we describe the mathematical framework of the computational model at the core of the tool The Virtual Brain (TVB), designed to simulate collective whole brain dynamics by virtualizing brain structure and function, allowing simultaneous outputs of a number of experimental modalities such as electro-and magnetoencephalography (EEG, MEG) and functional Magnetic Resonance Imaging (fMRI). The implementation allows for a systematic exploration and manipulation of every underlying component of a large-scale brain network model (BNM), such as the neural mass model governing the local dynamics or the structural connectivity constraining the space time structure of the network couplings. Here, a consistent notation for the generalized BNM is given, so that in this form the equations represent a direct link between the mathematical description of BNMs and the components of the numerical implementation in TVB. Finally, we made a summary of the forward models implemented for mapping simulated neural activity (EEG, MEG, sterotactic electroencephalogram (sEEG), fMRI), identifying their advantages and limitations. 
Introduction

Large-scale brain network models and multimodal neuroimaging
Research in large-scale brain modeling has made important contributions to our understanding of the spatiotemporal dynamics of the brain's electrical activity. The development of mathematical models capturing this dynamic activity has focused on the cerebral cortex, though with increasing inclusion of non-cortical structures (Wilson and Cowan, 1973; Freeman, 1975; Lopes da Silva et al., 1974; Liley et al., 1999 Liley et al., , 2002 Jirsa and Haken, 1996; Robinson et al., 1997 Robinson et al., , 2001a Robinson et al., , 2002 . Furthermore, numerical implementations of model-based approaches can be integrated with forward models of biophysical measurement processes. Such integration enables the generation of simulated data, corresponding to the different neuroimaging modalities currently used in clinical neuroscience (Riera et al., 2005; Sotero et al., 2007; Babajani and Soltanian-Zadeh, 2006; Bojak et al., , 2011 . Indeed, one of the main motivations for developing mesoscopic models of neural dynamics at the scale of the whole brain is that the experimental neuroimaging modalities most commonly used in human studies record at these scales. These modalities include, but are not limited to, intracranial Electroencephalography (iEEG), Electroencephalography (EEG) (Nunez and Srinivasan, 1981; Nunez, 1995; Niedermeyer and Lopes Da Silva, 2005) , Magnetoencephalography (MEG) (Hämäläinen and Sarvas, 1987; Hämäläinen, 1992; Hämäläinen et al., 1993) and functional Magnetic Resonance Imaging (fMRI) (Pauling and Coryell, 1936; Ogawa et al., 1992; Bandettini et al., 1992; Biswal et al., 1995; Raichle, 2009) . For instance, each EEG or MEG channel, by their nature, records a weighted summation of neural activity from a spatially extended portion of the human brain. Similarly, fMRI, although recording localized changes, measures processes that operate on a scale much larger than single neurons and is typically used to record the activity of most if not all of a subject or patient's brain. It then seems natural to produce commensurate models of neural activity. Ideally, such models should incorporate realistic geometry of a brain's anatomical structure, such as the long-range myelinated fiber connections and the folded cortical surface. The inclusion of the latter proves to be important since source geometries influence both the generation and the recording of the brain's spatiotemporal dynamics. The anatomical structure can be extracted from experimental data and provides an explicit constraint on source geometries -and thus a first experimental constraint on our modeling work.
The purpose of this article is to mathematically describe a generic computational brain network model (BNM), also referred to as a graph-based brain anatomical network (Iturria-Medina, 2013) . The NeuroImage 111 (2015) generic BNM presented here also encompasses an alternative and discrete approach to neural-field modeling by using dense networks of neural masses on a mesh (Bojak et al., 2011; Spiegler and Jirsa, 2013) . A BNM describes the mesoscopic and macroscopic dynamics of cortical neural activity, potentially including thalamic and other noncortical structures. Given the dimensionality of these models, they are often analytically intractable, and therefore numerical simulations are essential for providing insights about their behavior. Discussions related to the numerical solutions and implementation in the neuroinformatics platform The Virtual Brain (Sanz- Leon et al., 2013) are given throughout the text. So far, The Virtual Brain is the only open-source and freely available neuroinformatics platform to systematically study BNMs and neural fields. Recent modeling studies in this line of research can be thought of as particular realizations of the generic model presented here (Ghosh et al., 2008a; Knock et al., 2009; Honey et al., 2009; Alstott et al., 2009; Cabral et al., 2012; Deco et al., 2009; Deco and Jirsa, 2012) . We thus discuss different neural mass models that were originally presented in the literature to model isolated brain regions (Jansen and Rit, 1995; Spiegler et al., 2011; Larter et al., 1999; Breakspear et al., 2003) . Since we are interested in investigating how structure and physiology constrain whole brain dynamics, we discuss the modifications necessary to embed these models in a BNM.
Modeling neural activity on the folded cortical surface
The mean-field and mass action formalisms have been used over many years to develop models that capture the collective dynamics of relatively large neural assemblies. Previous modeling work has included both analytically and computationally tractable forms (Wilson and Cowan, 1973; Lopes da Silva et al., 1974; Nunez, 1974; Freeman, 1975; van Rotterdam et al., 1982; Wright and Liley, 1995; Jirsa and Haken, 1996; Robinson and Drysdale, 1996; Robinson et al., 1998; Liley et al., 1999; Steyn-Ross et al., 1999; Hutt, 2005, 2006) . Some of these models include explicit spatial terms (neural fields), which in their differential form are typically represented by a Laplace operator . Numerical investigation of those models, when spatial extent is explicitly considered, is typically only performed on regular one or two dimensional lattices. Other models are formulated without an explicit spatial component (neural mass) (Freyer et al., 2011; Ritter et al., 2013; Sanz-Leon et al., 2013; Spiegler and Jirsa, 2013) .
Moving beyond this to a realistic folded geometry of the human cortex requires a much heavier reliance on computational methods. However, doing so confers two distinct advantages: the first being improved biophysical realism, particularly in regard to spatial and thus, via finite propagation speed effects, temporal relationships between distinct regions of the brain with their subsequent influence upon dynamic properties; the second being the provision of a more direct and detailed comparison with experimental data via EEG and MEG forward solutions, which require realistic geometry of cortical sources for accurate evaluation. Accurate projections of model data to measurement modalities such as EEG and MEG, along with the direct and detailed comparisons with experimental data which they enable, permit more rigorous constraints to be brought to bear on the ever more sophisticated neural field models being developed. Furthermore, as the MRI data of individual subjects can be used to generate the cortical surfaces, modeling on the surface can potentially provide a level of subject specific experimental and systematic comparison not previously realized.
Due to a range of methodological and computational limitations, the extension of these models to a realistic folded human cortex has not been widely pursued (Bojak et al., 2011) . In previous work an approach was taken whereby the folded cortex was inflated to spherical geometry, dynamic models were then evaluated on this spherical representation and subsequently mapped via the inverse of the inflation process to the folded cortex (Jirsa et al., 2002) . This provides the realistic geometry necessary for EEG and MEG forward solutions to be applied. However, this approach has certain issues introduced by the unfolding or, otherwise viewed, remapping process. Specifically, there is a distortion of the spatial relationship in the modeled dynamics, evaluated on the sphere, and the position it is mapped to on the folded cortex. This shortcoming is particularly pertinent when investigating phenomena involving an intrinsically spatial component. Examples being, focal dynamic activity and subsequent spatial spreading in certain types of epileptic seizures, or the impact on dynamics of local structural changes such as those found in stroke, tumor, and traumatic brain injuries. To avoid this shortcoming and perform detailed investigation of the phenomena mentioned above, the dynamic models need to be evaluated while taking the folded geometry of the cortex into account. With the combination of ever increasing computing power and the development, within the field of computational geometry, of a convenient form for a point-wise accurate discrete approximation to the Laplace-Beltrami operator (LBO), which is the generalization of the classical Euclidean Laplace operator to curved manifolds, this is now beginning to become tractable. Neural field equations are nevertheless derived assuming certain simplifications such as homogeneity and isotropy of the activity propagation. Note that the LBO is needed only in the case of a neural field evaluated on a curved surface under the assumptions mentioned before. A more realistic approach, including the geometry and the high-spatial resolution of the cortical surface, could consider node-to-node propagation. Here, there would not be constraints with respect to the mode of propagation. With the current implementation of The Virtual Brain, it is possible to simulate and study both approaches without the need to modify the architecture of the simulator. It should be noticed that running times of a model including node-to-node propagation, at the spatial resolution of a surface, would be inconveniently long for most purposes.
Cortical surface meshes can now routinely be extracted from MRI data, thanks to a number of freely available software packages, e.g., FreeSurfer (Dale et al., 1999) . To make these mesh surfaces suitable to support a range of neural field models, additional simplification and regularization is sometimes required. Appendix A of this paper describes a set of methodologies, primarily developed for 3D computer graphics, which can achieve this simplification and regularization. BNMs can take advantage of the realistic folded cortical surface mesh through the application of, in principle, arbitrary local connectivity kernels, and the possibility to introduce inhomogeneities in the local connectivity across the surface. The only constraint on reliable representation being that the scale of kernel structure is greater than a few times the vertex spacing, an issue which is discussed further in About time-delays, causality of the local and long-range connections section. A convenient form of the discrete approximation to the Laplace-Beltrami operator is presented in Appendix A, thus enabling a large class of spatially extended neural field models to be evaluated directly on the folded surface mesh.
In this specific approach the real challenge becomes to correctly predict signals, with different time scales, from the same neurogenerative model. For EEG signal prediction, the head geometry is required to establish a forward model from which the neural activity can be projected into the scalp. Basic approaches consider the head simply as a collection of concentric spheres. However, because the ultimate goal of large-scale brain modeling is to build a patient specific model, adding individual neuroanatomical detail is an essential step. The surfaces used in Boundary Element Methods (BEM) for source reconstruction, and the volume elements used in Finite Element Methods (FEM), required for even more realistic computations taking into account anisotropy in the electrical conductivity (e.g., from fiber bundles), can be extracted from a subject's MR images as well.
Outline
This work reviews our approach to large-scale computational modeling of the human brain as well as its relation to previous work in the same domain. The main objectives of this modeling approach are to: (i) capture experimentally observed global phenomena (i.e., spatiotemporal cortical activity, electric or indirect measurements from fMRI) in a general theoretical model of anatomical brain networks; (ii) provide a framework to easily identify, when possible, the physiological mechanisms underlying the model dynamics (assumptions about connectivity, effect of stimulation, or the coupling of the neural activity and biophysical measurements); and (iii) present a consistent notation and mathematical form for the general BNM and the components from which it is built, such that the equations represent a direct link between the mathematical description of BNMs and the components of the numerical implementation in The Virtual Brain. A brain network model is a high dimensional system, with a significant number of parameters governing its structure and dynamics. In analytical studies, it is customary to limit consideration to simplified structures such as single isolated neural-masses or homogeneous neural fields. The advantage gained by this limitation is that the small, specific, set of equations act as a constraint to the possible dynamics. This is not the case for a full BNM, the danger of which is that almost any dynamics could be produced if complete freedom was allowed in setting parameters. For this reason, a computational framework for BNMs, while being sufficiently general to express a range of different BNM realizations, should also be constrained by biophysical realism and incorporate empirically derived biophysical structure. Models within such a framework can then be used to help guide the design of new experiments, the results of which would in turn further constrain modeling work. The ultimate goal of this process is a greater understanding of the underlying physiological mechanisms that give rise to brain function in the healthy and diseased brain (Alstott et al., 2009; Horwitz et al., 2013; Cabral et al., 2012; Rish et al., 2013) . The framework we propose here allows for the exploration of a large number of dynamical regimes, for a very concrete instance of a subject's brain. Specifically, the BNM approach confers the possibility of reproducing, qualitatively and quantitatively, a range of physiological effects, for example: the effect of anesthesia (Steyn-Ross et al., 1999; Foster et al., 2008; Bojak and Liley, 2005; Steyn-Ross et al., 2003; Liley and Walsh, 2013; Liley and Bojak, 2005) ; the influence of thalamic inputs Breakspear et al., 2006; Freyer et al., 2011) ; and the role of time delays (Ghosh et al., 2008a; Knock et al., 2009) . But the ultimate benefits of a BNM framework is that it can be used to: i) directly compare and contrast existing and future models; ii) reject models which fail to reproduce a range of empirically determined dynamics under biophysical parameter constraints; iii) iteratively refine and constrain, in conjunction with experimental work, biophysically realistic models; iv) provide a framework to systematically evaluate inverse models; and v) extend analytic studies by detailed numerical analysis (e.g., bifurcation analysis) of full BNMs.
Studies like the ones presented in Ghosh et al. (2008a) , Knock et al. (2009) , Alstott et al. (2009) , Deco et al. (2009 ), Cabral et al. (2011 , Horwitz et al. (2013) , Honey et al. (2007) , Honey and Sporns (2008) , Honey et al. (2009 Honey et al. ( , 2010 , Ritter et al. (2013) , Dumas et al. (2012) , Deco et al. (2013) and Wu et al. (2013) can be thought of as particular realizations of the general equation of a BNM. The network topology of those network models has been solely defined by the parcellated connectome. These could all potentially be reproduced using The Virtual Brain platform (Sanz-Leon et al., 2013) . In the present work, the extension to dense networks of neural masses , that is, when the cortical surface is included, will be shown for several models.
We begin in the Mathematical description section by developing the general mathematical framework of a brain network model, building up from a single state variable to a full brain network model. The Structural connectivity section describes the anatomical structure on which BNMs are built, namely, the connectome and the folded cortical surface. The Neural mass models embedded in BNMs section reviews a number of the neural-mass models already implemented in The Virtual Brain, presenting their dynamical behavior across a range of parameter regimes. Finally, in the Observation models section we review the measurement processes implemented in The Virtual Brain that convert modeled neural activity to experimentally obtainable signals, such as, EEG, MEG, and fMRI.
Mathematical description
Large-scale brain network models and their macroscopic spatiotemporal dynamics are built up from mesoscopic approximations to the collective activity of populations of neurons. These mesoscopic approximations to the underlying neural dynamics are often conceptualized as cortical columns and describe the average activity of a neural ensemble (Beurle, 1959) . Such models are derived following the so-called meanfield (Wilson and Cowan, 1973) or mass-action (Freeman, 1975) formalisms. A neural mass, that is, a group of neurons at a given physical location with similar characteristics and coordinated behavior (Deco et al., 2008) , is the smallest operational (neural) unit of a brain network model. The coordinated behavior is often considered to result from the neurons' involvement in performing a common function. Connectivity between individual neurons, within a given population of neurons and over the spatial extent of a cortical patch, is replaced by connections between the mean activity of those populations. These units govern the local temporal dynamics of the network nodes (Honey et al., 2007; Ghosh et al., 2008a; Deco et al., 2009) . The spatial extent of this subunit is abstract and it can range from a micro-column [submillimetric, millimetric resolution] Steyn-Ross et al., 1999; Liley et al., 2002; Bojak and Liley, 2005; Liley and Bojak, 2005; Foster et al., 2008; Spiegler and Jirsa, 2013; Liley and Walsh, 2013 ) to a whole cortical area (Ghosh et al., 2008a; Deco et al., 2009; Knock et al., 2009; Victor et al., 2011; Nakagawa et al., 2013; Deco et al., 2013; Honey et al., 2007 Honey et al., , 2009 Cabral et al., 2012) . The connectivity architecture (and hierarchy) of a spatially embedded cortical network depends on both the scale of the mesoscopic model and the resolution of the spatial support. Combining local mesoscopic dynamics with large-scale anatomical structure can reproduce a number of the brain's experimentally recorded spatiotemporal properties. For instance, brain network models built up from a wide variety of mesoscopic models have been used to reproduce the spatial and temporal patterns observed during resting-state.
A mathematical representation of the hierarchy, from an abstract single state-variable dynamic system through to a BNM, is summarized in Table 1 . The separation into single neural masses, neural mass models (that is, a local network of neural masses), and brain network models, makes all the variables and their interactions within the neural system being described explicit. In the following paragraphs we will describe the structure of each of the equations and hierarchy of Table 1 in greater detail.
The most basic level of the hierarchy presented in Table 1 describes the temporal evolution of a variable φ
where D(d/dt) is the temporal differential operator, α is a function of φ and ε represents external inputs. This equation characterizes the dynamics of a single variable. At the next level of the hierarchy, a neural mass typically consists of more than one state-variable. Generally, one of the state-variables is used to represent the neural activity, which propagates away from the population, while other state-variables may represent auxiliary processes, for example, describing external processes occurring at a slower time scale -modulating the first state variable's dynamics. These additional degrees of freedom are contained in the equation of a neural mass, which takes the form of the Langevin equation:
Here D(d/dt)Φ(t) is the temporal differential operator in vector form to accommodate a system of equations. The vector E(t) is comparable to ε(t) from Eq. (2.1), but now it includes one entry per state-variable. The final term, A(Φ(t)), is a state operator, that is, a matrix that dictates the relationship among the state-variables of a neural mass. This equation thus describes the temporal evolution of a particular population or type of neurons. A detailed example for a generic 2-dimensional oscillator is provided in Appendix B.
Moving beyond a single neural mass to a neural mass model, that is, a local network of neural masses, gives the following temporal evolution equation
Here, P(d/dt) denotes the differential operator that maps the system of equations of the local network of neural masses, Ψ(t), into their derivatives. The external interventions are represented in the matrix Ξ. These interventions could be specific stimuli or noise. The matrix Λ(Ψ(t)) incorporates a state-operator A for each neural mass Φ(t) in the vector Ψ(t). Interaction between neural masses is given by the matrix V v = 0 and is weighted by the matrix U v = 0 . The function Γ v = 0 acts to transform or scale the activity of the neural mass model's state variables. Note that functions, Z and Γ v = 0 could be linear or non-linear functions (e.g., sigmoid).
With this notation we attempt to give a common framework for systems of coupled neural masses, including the discrete approximation to neural fields Riera et al., 2005; Sotero et al., 2007; Bojak et al., 2011) .
The brain network model equation
The last equation in Table 1 is the general evolution equation for a brain network model using a similar notation to that in Spiegler and Jirsa (2013) . It captures all the above features and underlies the emergence of the spatiotemporal dynamics of a large-scale brain network model defined in a sampled space with a finite number of points (nodes) l. The equation describes the delayed differential system of a network of coupled neural mass models. Note, however, that the coupling term, that is, the transformation of the incoming activity that affects a particular neural mass at different levels, depends on the physical quantity or phenomenon represented by the neural mass model. We need to accommodate two different and not quite equivalent types of models: rate-or activity-based models and voltage-based models (Ermentrout, 1998) .
where the number of elements in the vectorsP¼P 1 ; P 2 ; …; P l h i ;
; the dimension of the distance matrix K v and conduction speed matrix C v , are l, the number of nodes in the network. Here,P denotes the differential operator vector;Ψ is the vector with the local networks of neural masses in the BNM;
andΛ is the matrix that incorporates the matrices Λ. The order of the square connectivity matrices U v are given by l∑ i = 1 m n i o i , where m is the number of neural masses, n is the number of state-variables for each mass, and o is the number of modes for each mass. The connectivity over the sampled spatial domain is partitioned into internal, U v = 0 , local U v = 1 , and global, U v = 2 , components. The local and global components are represented explicitly by kernel functions on a surface and the connectome, as discussed in more detail below. The operator (∘) is the Hadamard or Schur product, that is, the element-wise multiplication between U v and V v . The function Z is the same as in Eq. (2.3) and Γ v is the coupling function that transforms or scales the activity from source nodes into an afferent signal for a given target node in the network (v = 2); or introduces inhomogeneities in the local connectivity kernels across the cortex (v = 1). In general, Γ takes the form of a linear function although non-linear functions have also been used. Finally, C v is the propagation speed through the structural paths of level v. Note that C v can be a scalar, a vector, or a matrix defining the conduction speed for every connection. The space-time structure of the connectivity (Ghosh et al., 2008b; Sanz-Leon, 2014 ) over the space Ω inP is coded by U v = 2 and K. The term K v ∘ C v −1 implies the entry-wise division between matrix K v and, if applicable, C v matrix. The default implementation for large-scale networks of neural masses considers the conduction speed C v = ∞ (or equivalently no delays) for internal (v = 0) and local (v = 1) connectivities. In neural field models, which make use of the LBO, the propagation velocity along the cortical sheets (v = 1) can be separately set from conduction speed along the white matter fibers (v = 2). Note, however, that the architecture of The Virtual Brain supports more realistic models where assumptions about neither the homogeneity of the connectivity nor the propagation speed at the level v = 1 are made. Details on how to build such models are beyond the scope of this article. If Γ v is a non-linear function and Z is a linear function, then Eq. (2.4) defines a voltage-based model.
To see an example of a voltage-based model (Eq. (2.5)) please refer to the Larter & Breakspear model in the Larter & Breakspear subsubsection. This equation can also be adapted for abstract or algebraic models with or without non-linearities. Such is the case of the planar oscillator model described in the Generic 2D oscillator subsubsection. The explicit stochastic form of Eq. (2.5), and how a specific noise term is introduced is described in Appendix C (see Eqs. (C.12) and (C.13)).
For activity-based models Eq. (2.4) takes a different form. The function Γ v is to linearly scales the effect of the activity, however Z is a non-linear function:
The best example of an activity based model (Eq. (2.6)) is the Wilson & Cowan model whose equations are presented in the Wilson & Cowan subsubsection. The symbols and subscripts for a given node in the network are summarized in Table 2 . 3)) to a discrete approximation of neural fields on the cortical surface including long-range connectivity (Eqs. (2.4) and (2.5)).
Multiscale interaction The brain network model subsumes the lower levels of the hierarchy while integrating a further level of connectivity. This means that the brain network model contains three main levels of connectivity:
1. v = 0: interaction between neural masses. The connections are often called internal or intrinsic connections and their topology is represented by the transfer matrix V v = 0 . 2. v = 1: interaction between local networks of neural masses. This interaction is restricted to a patch characterized by the axonal space constant. The biological properties of the connections can be captured by a local connectivity kernel represented by the matrix U v = 1 . The cortical connectivity described here is referred to as local, intracortical, or short-range connections. 1 The topology of the connections is given by the matrix V v = 1 . 3. v = 2: interaction between local networks whose locations are further apart than the characteristic axonal space constant. For instance, the long-range connections between distinct structures of the brain mediated by white matter fibers, such as, the cortex and subcortical structures represented by the connectome. This scale is represented by the matrix U v = 2 . The topology of the connections is given by the matrix V v = 2 .
With this characterization of (cortical) connectivity, we can say that each node in a BNM is governed by its own intrinsic dynamics (v = 0) in interaction with the incoming activity of all other network nodes. This interaction is also a balance between the activity in the local neighborhood of a node (v = 1) and the specific activity of distant regions represented in the structural connectivity matrix (v = 2). It should be noted that this general form for a BNM, as well as the corresponding implementation in The Virtual Brain, supports BNMs that include any of the following combinations: (v = 0, v = 1 and v = 2), (v = 0 and v = 1) or (v = 0 and v = 2). That is, the default BNMs in The Virtual Brain can incorporate a level with explicit delays (v = 2) only (typically 30 to 1000 regions), a level without explicit delays (v = 1) only (typically tens of thousands of nodes), or a combination of the two. Although not currently practical, due to limited computational resources, it is in principle possible to map an entire cortical surface (typically represented at level v = 1) to level v = 2, by combining the mesh surface with a local connectivity kernel, thus incorporating time-delays in every spatial scale above the v = 0 level. However, due to the current computational impracticality, we do not give further explicit consideration to this final possibility here.
Structural connectivity
We have striven to build a computational large-scale brain network model that is both general and tractable. General means that we start with a simple model implementing enough details to capture the fundamental characteristics of the underly;ing biological system, but it is structured in such a way that it is still possible to add more details. Tractable means that it does not become extremely difficult to understand or excessively computationally expensive. How have we achieved this?
When building these models one needs to make a number of assumptions about network parameters. However, the first step to constrain the model while making only minimal anatomical assumptions about the network's topology is to use connectomes derived from empirical structural MRI and diffusion MRI data. A brain network, as with any complex network or graph, is defined by its nodes and edges (structural connections). The nodes of a brain network may represent individual neurons, micro-, hyper-columns, cortical areas and subcortical nuclei or arbitrary neural assemblies depending on the resolution of the sampled space. The topology and geometry of a brain network model is represented by the so-called connectome (Sporns et al., 2005; Sporns, 2011a Sporns, ,b, 2012 Sporns, , 2013 if it consists of a set of two matrices representing weights or strength of the connections and the white matter fiber lengths. These matrices could be any of the following types of graphs: (un)weighted and (un)directed graphs (Bullmore and Bassett, 2011) . More recent approaches (Glasser and Essen, 2011; Glasser et al., 2013 Glasser et al., , 2014 will provide a dense connectome, a highdensity mapping of point-to-point (vertex-to-vertex) connections, derived from a subject's cortical surface. The optimal numbers of structural regions in a connectome is still subject to debate, and different nodal sizes have been used in different large-scale network models of the brain. As a result of this, the network properties of the connectomes used in different studies are often not comparable.
Our computational model encompasses two spatial scales: the mesoscopic and the macroscopic. The brain functional subunits (nodes) range from small columns on the order of 0.3-1 mm (Steyn-Ross et al., 1999) contained in the individual vertices of a mesh, to patches of cortex contained in individual voxels, to larger brain regions as represented in the connectome. The synaptic interactions at the macroscopic level are given by the long-range white-matter tracts of the order of a few centimeters; the mesoscopic scale describes the connections between points embedded within one cortical patch and its profile is given by a local connectivity kernel. The latter scale considers the connectivity of localized networks. For a review on macroconnectomics see Craddock et al. (2013) and Fornito et al. (2013) ; and for parcellation schemes see Caspers et al. (2013) . The term parcellated connectome refers to the matrix describing the connectivity between brain areas, as defined by an anatomical parcellation (Kötter and Wanke, 2005; Tzourio-Mazoyer et al., 2002; Desikan et al., 2006; Yeo et al., 2011; Bezgin et al., 2012) ; and the term dense connectome refers to a larger matrix describing the anatomical connections of gray matter points when they are represented by the vertices on a surface mesh (Glasser et al., 2013) .
Corticocortical connectivity
Traditionally, the cortical connectivity has been modeled as being locally isotropic (rotationally invariant) and homogeneous (translational invariant) (Jirsa and Haken, 1996; Robinson et al., 1997; Wright and Liley, 1996) . This approximation is strictly correct only for the short fibers running within the gray matter (Braitenberg and Schüz, 1998) . Long-range corticocortical and corticothalamic connectivity are said to be heterogeneous (translationally variant) (Qubbaj and Jirsa, 2007; Jirsa, 2009 ). This heterogeneous connection topology is captured by the connectome. Pinotsis et al. (2013) provide a detailed discussion of the mathematical treatment of homogeneous and heterogeneous connectivity, and their influence upon network dynamics. In the numerical implementation of the model described here, it is also possible to define local inhomogeneities and patchy connectivity (Bressloff and Cowan, 1 Short-range connections sometimes denote the white matter fibers of the U system. 2003; Robinson, 2006; Coombes et al., 2007; Henderson and Robinson, 2013) .
Corticothalamic connectivity
The thalamus is known to be responsible for communication between the cortical surface and subcortical nuclei. The nuclei and the white matter tracts of the cortico-thalamic network are affected differently in neurodegenerative diseases (e.g., Alzheimer's). Even today, most network modeling does not take into account a thalamic parcellation; this being due to the difficulty in extracting the fiber bundles connecting cortical and subcortical regions from DTI (Stough et al., 2013; Xu et al., 2013) .
Cortical laminae
Recently Waehnert et al. (2013) proposed a new model for cortical laminae. This type of modeling could provide the spatial support for more realistic models of interacting neural fields (Folias and Ermentrout, 2011) .
Connections are thus classified according to their spatial scale (e.g., distance between the locations of the source neural mass and its targets), their pathway (e.g., running within or by leaving and/or entering the cortical sheet) and their nature (i.e., excitatory or inhibitory).
The cortex model
For neural field modeling, a realistic cortical surface as extracted from MRI data is required. Each vertex represents a brain subunit and its temporal dynamics are modeled by a neural mass model (NMM). This approach allows a detailed spatial sampling, in particular of the cortical surface, resulting in suitable spatial support for a discrete approximation of the neural activity as in neural field modeling (Jirsa and Haken, 1996; Robinson et al., 1997; Deco et al., 2008; Spiegler and Jirsa, 2013) .
In Appendix A a range of methods and strategies for preparing a surface are described. A useful form for the discrete approximation of the Laplace-Beltrami operator on a meshed surface is also presented, enabling the differential form of a large class of spatially extended neural field models to be evaluated directly on folded surface meshes (Bojak et al., 2011) . Moreover, the final demonstration data sets are also presented, including the regularized surface used in the study of Spiegler and Jirsa (2013); Spiegler et al. (submitted for publication) .
The connectome
The human connectome (Sporns et al., 2005) provides a map of the wiring of the brain, that is, how different regions of the brain are connected via long-range axonal fiber tracts (of distributed lengths). These fiber tracts are identified by tractography based methods (Hagmann et al., 2008; Honey et al., 2009; Bastiani et al., 2012) , from in-vivo recordings using diffusion-weighted MRI Gong et al., 2009 ), or post-mortem studies: dissection techniques (Türe et al., 2000; de Castro et al., 2005; Amunts et al., 2013) , tract tracing methods (Köbbert et al., 2000) or optical methods (Axer et al., 2011a,b) .
The connectome used for the numerical simulations presented in this paper is the default connectome in The Virtual Brain, and corresponds to a biologically realistic, large-scale connectivity of distinct brain regions in the primate brain. Note however, that this dataset is a bi-hemispheric hybrid fusion of CoCoMac and DSI data. The cortical parcellation (see Fig. 1 ) is custom made and partially based on the CoCoMac neuroinformatics database (Kötter, 2004; Kötter and Wanke, 2005; Bakker et al., 2012) . By default only the cortex is represented and other gray matter structures beneath it have been stripped off. Each hemisphere consists of 37 cortical regions whose labels are listed in Table 4 . We nevertheless think that subcortical nuclei like the basal ganglia, the hippocampus and the amygdala that, together with the thalamus, modulate the processing of information by the cortex should be taken into account for building a complete BNM.
To be clear, when we speak about a connectome in this work we refer to a parcellated connectome constituted of two matrices:
• the weights matrix, a weighted directed graph. In TVB's demonstration dataset this is asymmetric, as can be seen in Fig. 2a , as it makes use of directional information contained in the tracer studies of the CoCoMac database.
• the tract-lengths matrix (symmetric due to the fiber detection techniques used to extract the information being insensitive to directionality) is a weighted undirected graph. The matrix corresponding to TVB's demonstration dataset is shown in Fig. 2b .
A summary of some metrics computed on The Virtual Brain's default connectome is presented in Table 3 .
The elements of the weights matrix are such that {∀u kj ∈ U v = 2 : u kj ∈ R ≥0 }. The symmetry (or lack thereof) is neither a modeling constraint nor an imposed restriction on the weights and tract-length matrices. The general implementation for weights and tract lengths considers full l × l matrices without any symmetry restrictions, where l is the total number of nodes in the network. However, in the case of an asymmetric connectivity matrix, u kj , the convention to distinguish target (k) and source (j) nodes is the following The default weights matrix in The Virtual Brain is graded following the CoCoMac (Kötter, 2004; K tter and Wanke, 2005 ) database convention: (0) no connection; (1) weak; (2) moderate and (3) strong. The values of a weights matrix can vary depending on the tractography extraction methods employed (Bastiani et al., 2012; Iturria-Medina et al., 2007 . The number of nodes in the parcellated or macroscopic connectome, and its influence on the network properties is a subject of debate (Zalesky et al., 2010a,b) . Indeed, connectomes of different nodal size (e.g., cortical regions and subcortical structures represented in the connectivity matrix) have been used when exploring the dynamics of BNMs. See Table 1 in Zalesky et al. (2010b) for a summary of the different number of nodes used in representing whole-brain anatomical networks, including modeling studies. Coarse parcellations have the drawback of having highly variable ROI sizes (up to one or two orders of magnitude). This produces an artifact, resulting from the relative size of a given ROI (large regions will have more incoming and outgoing streamlines (fibers), giving a larger connectivity strength for that node), that will bias the dynamics when each node of a BNM is represented by a single neural mass model without spatial extent. For an overview of the compromises between preserving network properties and respecting recent estimates of the total number of cortical areas in the human (about 150 to 200 areas per hemisphere) (Essen et al., 2012a) , see Zalesky et al. (2010a) .
Outlook
The Human Connectome Project (HCP) (Essen and Ugurbil, 2012; Essen et al., 2012b; Glasser et al., 2013) has undertaken the challenge to make thousands of datasets publicly available, making comparison of structural and functional connectivity across imaging modalities and across individual subjects easier (Larson-Prior et al., 2013) . Other studies are attempting to validate the white-matter information extracted from tractography against tracing studies performed in postmortem tissues (Seehaus et al., 2013) . Also, new methods to parcellate the gray matter based on myelin content have been developed (Glasser and Essen, 2011; Glasser et al., 2014) in order to determine regions of interest on the cortical surface (i.e., detecting sharp transitions in myelin content allows an identification of cortical areal boundaries).
The promise of empirically derived anatomical structure, both in direct investigation of the structure and its use in modeling work, depends on the ability to reliably reconstruct the brain networks. For instance, comparing anatomical and functional connectomes (functional connectivity, effective connectivity), when analyzing inter-subject variability may help to define predictors of brain network diseases. However, if the structural data and derived connectomes have been obtained through different processing pipelines, then biases or errors due to the methods may be difficult to identify. See Varoquaux and Craddock (2013) for a review on functional connectivity methods and a group study of functional connectomes.
Ideally, a multi-resolution scheme for connectivity matrices, as proposed by Hagmann et al. (2008) and later revisited by Cammoun et al. (2012) , should be elaborated, yielding a high-resolution parcellated connectome of 1000 cortical regions of about 1.5 cm 2 . Between the most coarsely parcellated connectome and the dense connectome (Glasser et al., 2013) there should be intermediate scales. This would provide a basis for revealing how the connectivity structure at multiple scales shapes the dynamics of a brain network (Knock et al., 2009 ).
Coupling or the topology of connectivity
The temporal dynamics of one node may be described by one single population (one single NM) which correspond to a K 1 set according to Freeman's K-set hierarchy (Freeman, 1975) . Alternatively, a node's dynamics may be represented by two interacting populations, following traditional approaches as in Cowan (1972, 1973 ) who (a) (b) Fig. 1 . Anatomical parcellation lateral and medial views. The black area corresponds to the corpus callosum. extended previous work and included "inhibitory" and "excitatory" populations; this configuration correspond to a K 1 network. The connections between NMs of a NMM are often referred to as intrinsic or internal connections. A cortical network model mediated by long-range connectivity, that is corticocortical connections, represents a K 2 set and a complete corticothalamic network model would be a K 3 set. In the remainder of this section, we will use a generic neural mass model that consists of two neural masses, one excitatory and one inhibitory, with one state variable each. For models where each neural mass has more than one state variable, as in Fig. 3a , one fast and one slow, the matrix V v = 0 is constructed such that the m neural masses are simply connected via the first state variable {φ n = 1 } i of each neural mass i. To avoid the need for multiple subscripts, the following notation is sometimes used
. These configurations are illustrated in Figs. 3a and b respectively. Very often the functional character of each neural mass, excitatory or inhibitory, is emphasized by subscripts e and i (Fig. 3 coupling) . The values V jk describe the coupling (synaptic) strength from mass k to mass j. The topology of connections within a neural mass model is captured in V v = 0 . The evolution equations for this model are presented in Eq. (2.3). Fig. 4 shows how the cortical connectivity is represented according to the resolution and geometry of the spatial support. We also illustrate the interplay between the connectivity scales v = 1 and v = 2. Notice that considering instantaneous propagation at level v = 1 may bring some issues at the border of two neighboring regions. For instance, the vertices of region k, at the border with region j, would instantaneously propagate the activity from k to j, including the long-range delayed activity. Either the neural fields with the LBO or the node-tonode propagation approach are suitable models to overcome this effect.
The human cortex can be represented as a closed 2-manifold, K, that is a two dimensional surface embedded in three dimensional space discretely described by an ordered set of vertices, spanning triangles connected into a mesh. The density of local connections, often associated with intracortical fibers, is represented with a kernel function of the exponential family (see Local connectivity kernels subsection below). Note that many vertices on the surface, K, map to one brain region as defined by a finite partition of the cortex according to an anatomical parcellation. The connections between parcels are represented in the connectome, U υ = 2 , and time-delays are introduced via long-range connections {u jk , τ jk }. On a full BNM, or neural field approximation, the activity propagating through long-range connections from region k to region j is the average activity of the set of vertices in k. A simplified representation for a 1-dimensional chain of NMMs is given in Fig. 5 .
In the Local connectivity kernels subsection, the footprint of the connectivity at a local level is described, which considers NMMs located at vertices of the cortical surface to be constituents of a spatially extended network. We will focus on connections around the local neighborhood of a NMM and how these connections decay exponentially with distance. These neighborhood connections might be characterized by features corresponding to horizontal connectivity in the neocortex (e.g., local excitatory and lateral inhibitory as found in the primary visual cortex of cats and monkeys). For simplicity (and as a first approach) we do not take into account layer-specific connections but only describe a model that reflects the basic features of local connectivity in the neocortex.
In the Long-range coupling subsection we explain the functions describing the coupling between a NMM and the BNM within which it is embedded. The long-range fibers comprise the axonal processes of pyramidal cells, therefore, by convention, such a connection is an excitatory (source) to excitatory (target) interaction. However, it is important to notice that the activity coming from a given region (source) may act upon inhibitory populations (target). Thus, the incoming activity transmitted through long-range fibers can generate inhibition in the target region, through excitation of the inhibitory population.
Assuming a minimal representation of the neural tissue as a NMM consisting of two functionally distinct excitatory and inhibitory neural masses Cowan, 1972, 1973; Lopes da Silva et al., 1974; van Rotterdam et al., 1982; Liley et al., 1999; Steyn-Ross et al., 1999; Bojak and Liley, 2005; Sotero et al., 2007) we can define a general connectivity scheme as illustrated by Steyn-Ross et al., 1999; Liley et al., 2002 ):
1. long-range connections (cortico-cortical, cortico-thalamic interactions) are exclusively excitatory as determined from experiments (Fig. 6a ); 2. short-range connections (intra-cortical connections that remain within a particular cortical patch) could be of all types, that is, excitatory-excitatory, excitatory-inhibitory, inhibitory-inhibitory, inhibitory-excitatory (Fig. 6b ).
However, a distinction must be made between the anatomical "nature" of the connections and their effects. While long-range efferents might correspond to the activity carried through the axons from excitatory neural populations, their targets can be inhibitory populations as in the scheme proposed by (Bojak et al., 2011) .
Local connectivity kernels
With the cortical surface as spatial support, each vertex represents a neural population and a local connectivity kernel describes the exponential decay in the probability of connectivity -typically spanning a few millimeters from a given focal point. The average edge length in the demonstration surface is about ϱ c = 5 mm. This structure supports a consistent approximation of the intra-cortical and short-range connectivity across the entire cortex. A (homogeneous) connectivity kernel can be used to capture how populations a certain distance apart affect one another. The kernel function can be strictly positive as in Amari (1975 Amari ( , 1977 , Atay and Hutt (2005) , Markounikau et al. (2010) and Freestone et al. (2011) where they used Gaussian distributions (Fig. 7a ) or in Wilson and Cowan (1973) , Nunez (1974 ), van Rotterdam et al. (1982 , Jirsa and Haken (1996) and Pinotsis et al. (2012) where they used a Laplace distribution (Fig. 7b ). Alternatively, they can have both positive and negative components (distal inhibitory effects), as in the studies of Amari (1975 Amari ( , 1977 and Coombes et al. (2012) where they used a double Gaussian distribution, also known as the Mexican hat function (Fig. 7c ). This anisotropic kernel is used for a single layer neural field model with a mixed population of interacting inhibitory and excitatory neurons with typical cortical connections. More recently Heitmann et al. (2013) utilized an anisotropic inhibitory-surround coupling on a sheet of coupled phase oscillators. Such a model has been shown to evoke traveling waves, whose wavelength and orientation are determined by the properties of the inhibitory surround governs (Heitmann et al., 2012) . Lastly, an alternative kernel proposed by Laing et al. (2002) is a decaying oscillatory function. A suitable distribution function which provides a reasonable approximation of the connectivity between elements at a local level is:
where ζ = 1, R = 2, represents a sum of two Gaussian distributions, therefore ηβ 1;1 ¼
In the case of R = 2 and ζ = 1 (i.e., Mexican hat), is the distance at which the connectivity kernel changes sign (zero-crossing). Thus ẑ b z 0 b z c , where z 0 is the distance at which W R = 2,ς = 1 has an unique minimum on ℝ + . Note that for connectivity kernels such that R = 1 (e.g., a Gaussian or Laplacian), ẑ ≃ z c and there are not zero-crossings. In the numerical implementation on the discretized manifold K the geodesic distance z = ∥ p − w∥ is computed from a set of starting vertices, also called focal points (Fig. 8) , P ⊆ V(t) up to a certain point p (representing the cutoff distance z c N ϱ c , where ϱ c is average edge length of the mesh). In the case of the local connectivity kernel a discrete map U ∈ ℝ l is computed to every w ∈ V t ð Þ . Then, the geodesic distance d w; P ð Þ¼min d p ∈ P w; p ð Þto a set P, is the unique solu-
disk around w that does not contain P. The disk B w could be approximated by the 1st, 2nd, nth-ring made of the edges connecting vertices around w ∈ V t ð Þ . Figs. 8 and 9 provide graphical representations of how the k j u jk , τ jk u kj , τ kj Fig. 5 . Schematic representation of a one dimensional chain of neural masses. Consider that the two sites, j and k, belong to two distinct cortical regions. The local connectivity kernel in this representation is assumed to be translationally and rotationally invariant, and therefore is often called homogeneous connectivity (Jirsa, 2009; Spiegler and Jirsa, 2013) or background connectivity (Bojak et al., 2011) . It then follows that the probability of short-range interactions between j and k and their local neighborhoods is the same in both sites. Long-range interactions between j and k happen through the weights (u) and delays (τ) of the heterogeneous connectivity. Note that in this case the τ jk = τ kj while u jk is not necessarily equal to u kj .
(a) (b) geodesic distance and the local connectivity kernel appear when mapped onto a cortical surface. As stated previously, the regularized mesh can support, in principle, arbitrary forms for the local connectivity kernel. Coupled across the realistic surface geometry this allows for a detailed investigation of the local connectivity's effects on larger scale dynamics modeled by neural fields. Recently, Freestone et al. (2011) proposed a method for the model-based estimation of local intracortical connectivity. Also, see Spiegler and Jirsa (2013) for guidelines about choosing the spatial distribution function for a given geometry of the cortex model in numerical implementations of BNMs (Sanz- Leon et al., 2013) .
Long-range coupling
Long-range connectivity introduces axonal conduction delays due to the finite propagation speed of neural activity along white matter tracts (Wilson and Cowan, 1972; Nunez, 1974; Robinson et al., 2002; David et al., 2005; Jirsa and Haken, 1996, 1997) . The delayed activity coming from the rest of the network is transformed before it enters the population model equations. In other words the neural activity that propagates between two regions coupled by the long-range connectivity passes through a global coupling function before affecting the local dynamics (i.e., entering in the equations of a neural mass describing the local dynamics of a network node). A coupling function's primary purpose is thus to convert the incoming activity to a suitable form for the population model. In a number of works where only the connectome is used as the spatial support for the BNM (i.e., region-based models) (Ghosh et al., 2008a; Knock et al., 2009; Deco et al., 2009; Honey et al., 2009; Cabral et al., 2012 ) the equation for the kth node or region in the network can be expressed as Derivative = Noise + Local dynamics + Coupling (time delays). 3 More formally a region-based model is defined by:
where Ψ k is the vector of the temporal derivatives at region k; Ξ k is the vector of noise terms; Λ (Ψ k ) the state operator; Z is a linear, non-linear or identity function; u kj ∈ U v = 2 are the specific connection strengths between regions; τ kj are the time delays between regions; Ψ j is the delayed state vector of the variables carrying the efferent signals from region j. We call them coupling variables; and Γ v = 2 is the long-range or global coupling function. Assuming that Z reduces to the identity element, and Γ v = 2 is a linear function the coupled delayed activity, or inward activity to the kth node, Γ v = 2 (Ψ k , Ψ j , u kj ) can be expressed as:
ð3:4Þ
Note, however, that the term defining the long-range coupling function can be misleading since sometimes its name refers to the function Γ v = 2 , which transforms the total delayed input (as in linear coupling); to a relationship between the present state at node k, Ψ k (t), and delayed activity from node j, Ψ j (t − τ kj ) (as in differential coupling); or, to the transformation of the delayed input, as in the case when Γ v = 2 is a sigmoid function or the sinusoidal coupling.
In the next paragraphs we describe some coupling functions implemented in TVB to exemplify the diversity of these transformations, which strongly depend on the model of local dynamics. In the remainder of the text delayed input or delayed activity refers to the past state of the coupling variables represented by the term Ψ j (t − τ kj ); and, coupled delayed input refers to the input signal to every node. The delayed input has already undergone transformation and weighting by the connectivity matrix. It is the term represented by Γ υ = 2 (Ψ k , Ψ j , u kj ).
Linear coupling. The simplest coupling function is a linear function, Γ υ = 2 = ax + b, that rescales the coupled delayed input maintaining the ratio between different values (a ≠ 0) and shifting the base of the connection strengths while maintaining the absolute difference between different values (b ≠ 0).
ð3:5Þ
In some modeling studies, the coupled delayed input is also linearly scaled by a factor a, the ratio between a model parameter C and the node's in-strength (Alstott et al., 2009; Honey et al., 2007) , the number of nodes in the network (Kuramoto, 1975; Cabral et al., 2014a; Daffertshofer and van Wijk, 2011) , or the in-degree if the matrix U is binary. However, the main difference resides in the function applied to the delayed input.
Hyperbolic tangent. This coupling function was implemented for the Larter-Breakspear model (see the Larter & Breakspear subsubsection). It has a sigmoid shape. where
is the node's in-strength; b is the maximum average firing-rate; c is a threshold parameter; and, d is equivalent to a dispersion parameter (the slope in a sigmoid function).
Sigmoid coupling. The coupled delayed activity entering node k is computed as:
where c min and c max are the saturation values (e.g., horizontal asymptotes) when the input argument tends to −∞ and ∞ respectively; x 0 is the threshold for which the sigmoid function attains half of the range c max −c min 2 þ c min ; and, σ is the standard deviation.
Sigmoid coupling -Jansen and Rit. For voltage-based models, the coupled delayed activity entering node k is computed as:
This coupling function applies to the Jansen and Rit and ZetterbergJansen models.
Differential coupling or coupling of differences. A particular case of this differential coupling is when S is a sine function, as in the Kuramoto model (Kuramoto, 1975; Honey and Sporns, 2008; Martens et al., 2009; Kitzbichler et al., 2009; Cabral et al., 2011; Mirollo, 2012; Hong and Strogatz, 2012) . Here, the input to the kth node is also linearly rescaled, that is
; l the number of coupled nodes; and b = 0. However, the inward activity is defined as a sinusoidal function of phase differences:
Competitive excitatory coupling: a balance between scales. In Breakspear et al. (2003) a competitive excitatory coupling was introduced. This is a balance term between the strength of self-connections and the rest of the network. Incorporating this coupling, and under the assumptions we used to derive Eq. (3.4), Eq. (3.3) would read:
where for C = 0 the network is said to be uncoupled and each node evolves independently. For C N 0, the neural units at each node of the network are coupled to one another. Notions of weakly and strongly coupled may refer to the value of C, i.e., when C = 1 the nodes dynamics are only driven by the inward activity. The fact that C is written separately from the global coupling function Γ v = 2 is to emphasize the interaction between intrinsic and global activity; in practice Γ v = 2 could be a linear function with a = C and b = 0. An explicit example is given in the Larter & Breakspear subsubsection. More recently, (Spiegler and Jirsa, 2015) set a similar scheme but to balance the interaction between the connectivity at scale v = 2 (long-range connectivity) and the connectivity at scale v = 1 (local connectivity on the surface). This scheme could (a) (b) (c) (d) Fig. 8 . This figure illustrates the geodesic distance computed around one vertex, with panels a-c zooming in to show more detail. The colored contours are 1 mm apart from each other up to a maximum distance of 20 mm (red). The cortical surface has been removed from panel (d) to help reveal the highly convoluted geometry of the cortex along which the geodesic distance is computed.
be used to represent the reciprocal modulatory effects of local and global dynamics.
About time-delays, causality of the local and long-range connections Short-range connectivity, typically capturing a generally exponential decay of fiber density, has been described as being spatially invariant. This is represented, for example, by the kernel W ς in Eq. (3.2) . However, evidence of variations between different areas of the cortex have been presented.
The conduction speed is slower in the unmyelinated local structure of the cortex than along the myelinated axons. See Swadlow and Waxman (2012) and references therein. In practice, the implementation in The Virtual Brain treats signal transmission via local connections as instantaneous, while long-range connections incorporate a time delay that depends on the length of the fiber tract connecting two points, d kj ∈ K v = 2 , and the transmission speed(s) C v = 2 .
In the absence of finite conduction speed in the local structure the activity does not, strictly speaking, propagate along the cortical surface. As such, each node has an instantaneous influence on its local neighborhood, whose spread depends on the spatial width and shape of the imposed local connectivity kernel. The activity coming from neighboring nodes, W ς Ψ is delivered to a node at vertex k in the next integration step.
Therefore, the approximation with networks of neural masses does not prevent localized violation of causality since the effective time delay in the local neighborhood is the integration time step size. For instance at the boundaries of the regions there will be an instantaneous influence of one anatomical region to another if the local connectivity kernel is not sufficiently compact. For example, assuming a conduction speed of 3 mm/ms, and an integration time step dt = 0.1 ms, in one integration step the signal travels a distance of 0.3 mm. In a case such as this, to preserve causality, the connectivity kernel should span less than 0.3 mm and be heavily damped (e.g., Laplace distribution W ς = 2 (z)).
For the surface presented here, whose average edge length is about 4 mm, the minimal spatial extent of the local connectivity kernel is larger than the upper bound required to preserve causality. Also, consider that in order to avoid reducing a local connectivity kernel to zero, and that the minimum spatial extent of a kernel is at least the 1-ring around a vertex, then the cutoff distance z c ≥ ϱ c , the average edge length. On a high resolution surface with a ϱ c b 0.3 mm, we could preserve causality without having a vanishing connectivity kernel. However, how well does this causality-preserving kernel represent the decay in local connectivity? Neuroanatomical quantification studies (Almut Schüz, 2003) have shown that unmyelinated cortical fibers are in the range of 1-3 mm, while fibers in the order of 10 mm belong to the U system, that is short white matter fibers that leave the cortex and enter it again. In contrast, in previous modeling studies (Freestone et al., 2011; Robinson et al., 1997; Spiegler and Jirsa, 2013; Bojak et al., 2011) local connectivity spans a range from the order of a few millimeters to the order of a few centimeters (see Table 5 for a summary of the values). If U v = 2 is coarsely divided, not only the connection topology changes (Zalesky et al., 2010a) but the shortest fiber length represented in K v = 2 . Therefore, a broader local connectivity kernel including the range of fibers not captured by the explicit long-range connections, is often used as a modeling solution. Ideally, all the myelinated corticocortical connections, including the short U-fibers, should be included in the parcellated connectome U v = 2 , leaving the local connectivity kernels, U v = 1 to capture only the unmyelinated intracortical connections.
An alternative method to overcome the aforementioned issues, was presented by Bojak and Liley (2010) and Bojak et al. (2011) , where the activity from one vertex to another is released after a certain time delay. Such an approach entails the computation and bookkeeping of the past states for every node in the cortical mesh. However, for non-sparse local connectivity and high-resolution surfaces, this yields computationally expensive numerical simulations, which can easily become impractical.
A third approach for introducing finite propagation speed at the local level is to use a neural field model (Robinson et al., 1997 Breakspear et al., 2006; Liley et al., 1999; Bojak and Liley, 2010; Bojak et al., 2011) to describe the dynamics, with an approximation of the Laplace-Beltrami operator (see Appendix A). In this scenario, where the Laplacian represents the second derivative (spatial derivative), the causality is automatically preserved.
Lastly, in regard to the time delays introduced by long-range connections, the recent history of a BNMs state is maintained throughout a simulation. This history is used to propagate the activity originating in distinct regions to their target nodes. The history function contains the information about the state of the system up to max(τ kj ) before the current state. Fig. 5 illustrates both levels of connectivity and how they overlap.
Results
Neural mass models embedded in BNMs
Neural population models (NPM) are well-established models for the ensemble dynamics of collections of neurons Cowan, 1972, 1973; Jansen et al., 1993; Jansen and Rit, 1995; Spiegler et al., 2011; Liley et al., 1999; Jirsa, 2008, 2011) . They typically describe either the average firing rate, under the assumption of random firings of neuronal spikes (activity-based models); or population models accounting for parameter dispersion in the neuron membrane potential parameters and giving rise to multiple mass actions (voltage-based models) (Assisi et al., 2005; Jirsa, 2008, 2011; Jirsa and Stefanescu, 2010) . More generally these models can be classified as activity-based or voltage-based models (Ermentrout and Kopell, 1998) .
Some NMMs are purely phenomenological or abstract, that is, although they qualitatively reproduce the dynamics of a certain physiological variable, the connection between physiological measurements and the model parameters cannot be made directly. Whereas, others are physiological or biophysical, that is, all the model parameters can be experimentally measured and correspond to physical quantities.
In this section, we wish to show some of the neural mass models currently implemented in TVB as mesoscopic units for large-scale brain network models, including their extensions to a dense network of neural masses. In order to assess the long-time stability (dynamic behavior) of the NMMs embedded in a BNM, the trajectories of the state variables on a phase plane and sketches of such variables as a function of time are shown and evaluated in relation to different parameters of the largescale network (e.g., conduction speed and long-range linear coupling strength modulation). Very often the term complexity of a NMM is used to describe the mathematical dimensionality in terms of variables and parameters. We provide tables describing the features of each model. In the implementation, default parameters have been selected from the literature. However, when necessary we have tuned every model and the network parameters to an operating state in the absence of stimuli. Following this approach it is possible to carry out studies to identify and investigate network mechanisms underlying cortical phenomena including (i) spatiotemporal patterns of spontaneous cortical activity, (ii) cortical activity patterns induced by stimulation and (iii) global synchronization events between regions several centimeters apart.
Generic 2D oscillator
The choice of this model is motivated by various reasons, but foremost by the fact that the collection of dynamic behaviors of neurons and populations thereof can be described by a two-dimensional (2D) dynamic system (FitzHugh, 1961; Nagumo, 1962; Wilson and Cowan, 1972; Wong and Wang, 2006) . This abstract two dimensional oscillator model generates a wide range of phenomena as observed in neuronal population dynamics such as multistability, coexistence of oscillatory and non-oscillatory behaviors, and various behaviors displaying multiple time scales, to name just a few.
The Generic 2D oscillator population model is a dynamic system describing one NM (one population) with two state variables. Although it is a phenomenological model it can be directly related to a population's average membrane potential (e.g., a voltage-based model). Its equations, chosen to mimic the geometry of the nullclines of a simple planar model of the neuron (FitzHugh, 1961; Nagumo, 1962; Morris and Lecar, 1981) , read:
where the parameter I, traditionally defined as external currents, provides a clear entry point for local and long-range connectivity. In other words, the terms of the activity coming from local neighborhood and delayed activity from distant regions are added here. A summary of the model parameter and attributes is given in Table 6 . The two state variables V and W are typically considered to represent a function of the neuron's membrane potential and a recovery variable, respectively. Typically V is faster than W and the parameter introducing this time-scale separation is τ ≥ 1. The interplay of these two time scales gives rise to an action potential-like waveform.
In The Virtual Brain the default parameter values for this model are set to a so-called excitable regime with a characteristic frequency of approximately 40 Hz. Table 7 contains parameter values for reproducing the dynamics of a single node as presented in FitzHugh (1961) . These configurations are an excitable regime (Fig. 11a) ; an oscillatory regime (Fig. 11b) ; and a Van der Pol oscillator (Fig. 11c) . The latter oscillator corresponds to a particular type of frequently used limit cycle oscillator, as in Spiegler et al. (submitted for publication) .
In addition, Table 8 presents three different dynamical configurations, two of which are not possible to be expressed with the classic model. Their corresponding phase planes are shown in Fig. 12 . The two nullclines of this model can be seen in each phase-plane. The first nullcline, colored red, is a cubic function -as found in most neuron and population models. The second nullcline is arbitrarily configurable as a polynomial function up to second order. The manipulation of the latter nullcline's parameters allows for the generation of a wide range of dynamic behaviors (Izhikevich, 2007) .
When working with a single isolated node (uncoupled network) I can be varied as a parameter that changes the baseline of the cubic nullcline. In the excitable configuration (Fig. 12a) , for low values of I, there is only one stable fixed point. If a certain threshold is exceeded then a trajectory in the phase plane performs a large excursion before returning to a fixed point. Increasing the value of I in this "excitable configuration" raises the cubic V nullcline, destabilizing the fixed point leading to a stable limit cycle via a Hopf bifurcation. In the bistable configuration (Fig. 12b ) a fixed point and a limit cycle coexist when I = 0. However if I = − 2.0 there is a single fixed point and a limit cycle when I = −1. This case is of particular interest due to the fact that in the presence of external inputs, for instance incoming activity from the network, switching between these states can be found. In the last configuration (Fig. 12c) , the system is near a saddle-node on the invariant circle (SNIC) bifurcation governing the transition from rest state (b = 0.6) to periodic behavior (b = 0.4). 
See Appendix B Classification Voltage-based -phenomenological Table 7 Reproducing the phase portraits and dynamics shown in Fig. 2 of FitzHugh (1961). First column excitable regime (stable focus); second column: oscillatory regime (stable limit cycle); and, third column Van der Pol oscillator (stable limit cycle). Using the model parameters as per column one in Table 8 , the equations for a single node k coupled to the rest of the brain network read:
where
is the incoming activity to the kth node. The parameters a Γ and b Γ are not the model parameters but those of the coupling function Γ v = 2 . The term (W ς · V j ) is the activity from the local neighborhood and W ς is the local connectivity kernel that could be differently scaled by a constant γ k for every node of the network that belongs to a manifold K . The representation of this model according to the notation presented in the Mathematical description section can be found in Appendix B.
To study the effect of the global coupling strength we built a BNM of 74 nodes, where all the nodes had homogeneous parameters, that is, every node in the network exhibited the same initial behavior; and, all the connections had a conduction speed of 4 mm/ms. The long-range coupling function was a linear function whose slope was varied from 0 to 0.042 for every dynamical regime. Changing the slope has basically the effect of scaling the incoming activity to every node. We ran short simulations (256 ms), with three different initial local dynamics as per Table 8 . Time-series were obtained using Heun's deterministic integration method with an integration time step size of 2 −4 ms. Fig. 13 shows the resulting time-series and illustrates how the global coupling strength, that is the influence from the network, impacts on individual node dynamics.
From local to global dynamics. We previously showed that with the generalized formulation of a planar oscillator it is possible to reproduce a wide range of dynamical configurations, in particular those related to single neuron or single node dynamics. However, our interest is to expose the BNM's behavior when its functional units evolve according to specific homogeneous local dynamics that can be derived from the 2D oscillator (Ghosh et al., 2008a; Knock et al., 2009; Spiegler and Jirsa, 2013; Sanz-Leon et al., 2013) . Previous authors have used different parameters, which are summarized in Table 9 . The corresponding phase portraits are shown in Fig. 15 . Furthermore, using local FitzHugh-Nagumo dynamics, Ghosh et al. (2008a) , Knock et al. (2009) explored the stability regions of the network as a function of the global coupling strength and conduction speed. They considered as stable those combination of parameters for which any initial oscillations were transient and the system set to a fixed point; and unstable if there were self-sustained oscillations. In other words, here, the term stability refers to the networks dynamic long-term stability, or steady-state after numerically integrating the system for a long time. A stable network is the one that will have initial transient oscillations and given enough time all nodes will decay to an equilibrium state (fixed point). A network is unstable if self-sustaining oscillations of either constant or growing amplitude exist. Following this reasoning we proceeded to perform a similar analysis to reproduce the global stability maps. Our results are presented in Fig. 14 where the colormap represents a variance-based metric: the variance of all the simulated data-points. Stability metrics of collective dynamics are out of the scope of this article. For the sake of clarity, we succinctly define the variance based measures used in this article in Appendix E.
Wilson & Cowan
The cortical planar tissue is often assumed to contain only two types of homogeneously distributed neurons (excitatory and inhibitory) that interact via recurrent lateral connections. The Wilson and Cowan model Cowan, 1972, 1973 ) is constituted by two neural masses, representing one excitatory and one inhibitory population. This model is the minimal representation of a NMM and has been used to build various simple but biophysically realistic models Steyn-Ross et al., 1999 Daffertshofer and van Wijk, 2011) . The two coupled non-linear differential equations describe the proportion of activity or mean level of activity (Destexhe and Sejnowski, 2009 ) of each population, and their mutual influence is described through a sigmoid function. This neural mass model provides an intermediate between a microscopic and macroscopic level of description of neural assemblies and populations of neurons since it can be derived from pulse-coupled neurons (Haken, 2001 ) and its continuum limit resembles neural field equations (Wilson and Cowan, 1973; Jirsa and Haken, 1996) . The equation describing the evolution of one subpopulation reads:
where the index a = e,i refers to the nature two populations or masses, and the parameters of the activation of each neural mass may also differ. Some variants of this model embedded in BNMs can be found in the literature (Deco et al., 2009; Daffertshofer and van Wijk, 2011) . Also, note that for a bifurcation analysis of the whole network, one should consider a simpler activation function as in Monteiro et al. (2002) where
In this article, the following set of equations was implemented and with which all the aforementioned versions can be expressed:
The model consists of two populations or masses, one excitatory and one inhibitory, whose activity is represented by E and I respectively. The parameters P and Q provide the entry point for local and long-range connectivity, that is, the activity coming from neighboring and distant populations respectively. They also represent the entry points for external perturbations, like noise, that is the input vector Ξ. The value of these background external inputs can be either positive or negative since they could represent interactions between neighboring populations and therefore the type of interaction between those determines the effect of one population over another (excitatory or inhibitory, respectively).
The general formulation for the Wilson-Cowan model as a dynamical unit at a node k in a BNM with l nodes reads:
ð4:6bÞ
is the long-range coupling term, that is, the input activity of the other connected nodes in the network; in general for this model a Γ is a constant scaled by the number of nodes l;W ς ⋅ E j and W ς ⋅ I j are the activity of the excitatory and inhibitory units in the local neighborhood. The NMMs at each node are linked through the excitatory mass E. Generally, in order to simplify the model, the refractory periods, r e and r i , are set to 0 and the maximum value of the corresponding activation function, k a , is 1 for both neural populations. The connection topology of background connectivity (e.g., local connectivity kernels) Bojak et al., , 2011 can be as the scheme presented in Fig. 5 or 6 , and for long-range connections as depicted in Fig. 10 . Notice that in this model, excitatory self-connections are part of the model's equations. Therefore in practice the diagonal of the connectivity matrix U v = 2 has vanishing elements, that is u kk = 0 for u kk ∈ U v = 2 . Alternatively, the diagonal parameter c ee could be inversely scaled by the global coupling strength factor, which is the slope, a Γ in the case of a linear coupling function (Daffertshofer and van Wijk, 2011 ) modeled a BNM with a chain of Wilson-Cowan neural mass models, although the terms W ς ⋅ E j and W ς ⋅ I j in both masses are zero. Additionally, the external inputs Q were set to zero as well. The parameter values required to reproduce the configuration presented in their supplementary information are found in Table 11 .
The model E-I phase-plane, including a representation of its vector field, nullclines, and sample temporal single node trajectories using the different dynamical regimes presented in Table 10 are shown in Fig. 16 . Also, similar to what we presented in Fig. 13 for the generic (a) Table 8 ; from left to right columns correspond to excitable, bistable and SNIC configurations, respectively. The second row shows the panels with the individual node traces for every regime in the case of an uncoupled network (the slope of the coupling function is zero). On the left subpanels, the black lines represent the traces of the V variable, while red lines are those of the W variable. On the right subpanels, the light blue traces are individual trajectories of V versus W, while the blue line is the average trajectory over nodes. Because all the nodes had the same model parameters, it is not possible to distinguish individual time-series. In the third row the network was weakly coupled by setting the global coupling strength to 0.0042 and the individual node traces are drawn in a lighter shade of black (V) or red (W) while the solid colored lines represent the average time-series over nodes. Lastly, in the fourth row the global coupling strength was increased by an order of magnitude to 0.042 and each node's time-series start to noticeably deviate from the initial local dynamical regime. planar oscillator, Fig. 17 shows the time-series and trajectories for the three consecutive initial local dynamics of the network, as well as the effect of a linear global coupling function. Here, we ran short simulations of 512 ms for different realizations of a BNM whose node local dynamics were described by the Wilson and Cowan model. The underlying connectivity matrix was the 74 ROI matrix and the conduction speed was set to 4 mm/ms. In Fig. 17 , middle column, the system is configured to have five steady states. In this regime it is possible to observe the joint impact of initial conditions and the global coupling strength on the long-term steady state of the system. We set the initial conditions so that initial history had values for which all the nodes, for no or weak coupling, exhibited damped oscillatory behavior, which is one of the stable steady states (Wilson and Cowan, 1972) . However, when the global coupling strength is increased, and the initial conditions are left unchanged, at the end of the simulation some nodes are attracted to another of the stable states (e.g., low activity state).
Wong, Wang & Deco
This cortical neural model was presented in (Wong and Wang, 2006) . It is a reduced system of two non-linear coupled differential equations based on the attractor network model originally proposed by Brunel and Wang (2001) . Recently, Deco et al. (2013) further reduced this model to a single population model and used it in a modeling study of resting state. They called it the dynamic mean-field model. It is this version that can be found in The Virtual Brain. We include the delayed term, however, so far, this model has not been studied considering time delays. The equations read as follows
where H(x k ) and S k denote the population firing rate and the average synaptic gating variable at the local cortical area k, respectively; the Balance parameter between excitatory and inhibitory masses P External stimulus to the excitatory population; generally set to a constant value Q External stimulus to the inhibitory population Generally set to a constant value Property Value
Rate-based -phenomenological Deco et al. (2013) . All the default parameters were taken from Deco et al. (2013) and are summarized in Table 12 .
A change in the local recurrent connections can produce a change in the stability of the system from monostable to bistable. In the model of Deco et al. (2013) the variable of the local recurrent connections is denoted by w and its value is 0.9. However, Hansen (submitted for publication), used a value of w = 1 and showed that an increase of the external input, represented by I o , will result in three different regimes. Note that in a coupled network, the input to one node is the addition of both the external input, I o and the long-range coupling term Γ (S k , S j , u kj ). Fig. 18 presents a set of curves for two different values of. On the left panel it can be seen that, despite the increasing value of I o , the model exhibits only monostable behavior. The fixed point representing either low or high activity. On the right panel, on the other hand, an increase in the recurrent connection weight w renders the system more sensitive to external inputs, allowing for multistable regimes. The first regime contains only one stable fixed point which represents low activity. The second regime contains two stable fixed points which represent low and high activity respectively, and one unstable fixed point. The third regime contains only one stable fixed point which represents high activity. Fig. 19 , displays a collection of parametric curves with respect to w, while I o has been set to a 0.325. The region inside the two solid horizontal black lines has been enlarged and is displayed on the right panel to better appreciate the change in the geometry of the nullclines with respect to w. The code to reproduce the illustrations in Figs. 18 and 19 is under the form of an ipython notebook. Access the site http://nbviewer.ipython.org/github/ the-virtual-brain/tvb-library/blob/trunk/tvb/simulator/doc/tutorials/ Tutorial_Exploring_A_Model_ReducedWongWang/Tutorial_Exploring_ A_Model_ReducedWongWang.ipynb to see it.
Zetterberg, Jansen & Rit
The Jansen and Rit model (Jansen and Rit, 1995) is composed of three neural masses: two excitatory and one inhibitory (interneurons). The first excitatory population, represents a pyramidal cell ensemble, and receives inhibitory and excitatory feedback from the other two populations which represent interneurons and spiny stellate cells, respectively. This neural mass model is a biologically inspired mathematical model originally conceived to simulate the spontaneous electrical activity of neuronal assemblies, with a particular focus on alpha oscillations, for instance, as measured by EEG (Jansen and Rit, 1995) . It has origins in the work of Lopes da Silva et al. (1974) and was subsequently modified by Zetterberg et al. (1978) . It has also been shown that in addition to alpha activity, this model produces responses similar to evoked potentials (EPs) after an impulse train input (Jansen et al., 1993; David and Friston, 2003; David et al., 2005; Spiegler et al., 2010 Spiegler et al., , 2011 ; high-alpha and low-beta oscillations when recurrent inhibitory connection and spike-rate adaptation are added to the inhibitory model Moran et al., 2007;  and epileptic wave to model temporal lobe epilepsy (Wendling et al., 2000; . Detailed bifurcation analyses of this model can be found in Grimbert and Faugeras (2006) , Spiegler et al. (2011 ), Touboul et al. (2011 and Aburn et al. (2012) .
In the aforementioned studies, the intrinsic or local connections between the masses follow the same scheme as shown in the left hand panel of Fig. 20 with the exception of the version of Moran et al. (2007) where there is an inhibitory self-connection. The differences among these variants arise from the scheme of extrinsic connections, that is, how several neural masses are coupled together and which neural masses (subpopulation) receive extrinsic background inputs, namely noise, stimuli and/or thalamic inputs. This yields models consisting of a number of state-variables and thus first-order differential equations that ranges in number between 6 and 12 for each node.
For instance, in Jansen and Rit (1995) extrinsic interventions are represented by a pulse density that enters the pyramidal ensemble. This external input can be any arbitrary function, including white noise or random numbers taken from a uniform distribution, representing a pulse density with an amplitude varying between 120 and 320 pps. For EPs, a transient component of the input, representing the impulse density attributable to a brief visual input is applied. In Moran et al. (2007) , this input only enters the spiny stellate population. A similar approach was taken by Aburn et al. (2012) . A more detailed scheme was presented in David et al. (2005 David et al. ( , 2006 where the extrinsic inputs are differentiated into two main categories: those external to the model (noise, stimulation, thalamus and the external activity from neighboring populations or distant regions when the model is embedded in a BNM). The latter form allows for the definition of extrinsic lateral, forward and backward connections describing intraand inter-layer interactions (van Rotterdam et al., 1982) .
Here, taking into consideration previous work, including the scheme shown in Spiegler and Jirsa (2013) , where extrinsic inputs may enter all three populations, we have implemented a general scheme such that all the variants can be recovered. A more flexible generalization could include self-connections for every neural mass and the competitive coupling scheme previously described. Fig. 20 summarizes all the versions of the Jansen and Rit model. Adopting a similar notation to that in Aburn et al. (2012) the model presented here consists of 5 second-order ODEs (damped second order linear filters) describing the mean of postsynaptic potentials:
(a) (b) (c) Fig. 16 . Phase-space and exemplary trajectory as per parameters in columns one to three from Table 11 . a) Three steady states; b) five steady states; and, c) a limit cycle.
(a) where D a is the temporal differential operator up to order 2 and a ∈ {e,i} and S is the activation function that maps the fluctuations in membrane potential V a to changes in the average population firing rate
Then, explicitly adding the long-range coupling term and the local connectivity kernel, the version presented here is fully described by 10 first-order differential equations and 2 auxiliary state variables to represent the differential outputs from the excitatory (pyramidal) and inhibitory populations. For a node k in a network the system evolves according to
ð4:10aÞ
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where v 6 and v 7 are auxiliary variables; the former describes the differential activity between pyramidal and stellate populations, and the latter, the difference between pyramidal and inhibitory populations. Moreover, γ 1T , γ 2T and γ 3T are scaling factors of synaptic contacts established between the average activity of other neural masses and the target neural mass at a node, and other extrinsic inputs. A schematic representation of this form of the model is presented in Fig. 21 and its parameters are given in Table 13 . The long-range coupling term is calculated as follows:
This neural mass model Jirsa, 2008, 2011) was initially derived from coupled Hindmarsh-Rose neurons (Hindmarsh and Rose, 1984) , which are also capable of producing excitable and oscillatory dynamics. With n = 3 the model has the additional capability of displaying transient oscillations and bursts (its dimensionality is 
Activity-based -parameters derived from electrophysiology and has been successfully used to represent the neural activity in a BNM (Ritter et al., 2013) . The equations of the population model for the ith mode at node q are:
where ξ, η and τ are the state variables of the excitatory mass, while α, β and γ describe the evolution of the inhibitory mass. The connection strengths between masses is given by K a,b with a, b ∈ {m 1 , m 2 }. The subscripts could be redefined as follows K 11 ≡ K ξ,ξ ; K 12 ≡ K ξ,α and K 12 ≡ K α,ξ and they are the same for all the modes. Moreover, because of the multimodal nature of this model, intrinsic connections between the modes, o, of the different populations, m, are also present. These interactions are captured in the coefficients X ik with X ∈ {A, B, C} where the subscripts i, k refer to the interaction between the ith and kth mode. With regard to the long-range coupling term, Γ(ξ kq , ξ kr , u qr ), is a function of the ξ. Thus the total inward activity from the rest of the network is the sum over excitatory modes ξ k . The coupling term targets every mode of the first state variable of each mass. In regard to the connection topology for local connectivity kernels, v = 1, the default implementation in The Virtual Brain uses the simplest scenario as in Fig. 6b .
Figs. 22a, b and c illustrate the phase portraits (ξ-η plane) of the three excitatory modes (ξ i ) for a single isolated node. As for previous models, we built a BNM whose local dynamics are governed by this particular model to see the effect of global coupling strength. Because of the extra dimension of this model, the resulting time-series and trajectories for uncoupled and coupled networks are presented separately in Figs. 23 and 24 , respectively. The local parameter values are as per Table 14 and the underlying structural connectivity was the 66 regions DSI matrix with a conduction speed of 10 mm/ms. Traces represent 2 s worth of simulations, although the first 500 ms were removed from the plots. These time-series are but a few points lying on the global coupling strength-speed plane shown in Fig. 25 . Here, a different variance metric represents the network's metastability (Shanahan, 2010; Wildie and Shanahan, 2012; Hellyer et al., 2014) . This measure is the global variability in spatial coherence of the neural activity and its definition can be found in Appendix E.
Larter & Breakspear
The equations of this model were first proposed as a simplification of the Hodgkin-Huxley equations (Morris and Lecar, 1981) and a more (Jansen and Rit, 1995) ; second block: Moran et al. (2007) included a recurrent connection in the inhibitory mass and the extrinsic input enters the spiny stellate population; third block: Aburn et al. (2012) , went back to the classical model but the extrinsic inputs target both excitatory masses; fourth block: a simplified representation of the scheme presented by David et al. (2006) where extrinsic connections representing afferent signals from other sources affect the three masses and external perturbations such as noise only enter through the spiny stellate mass; the last block is the general scheme adopted by the authors to implement this model in The Virtual Brain.
realistic alternative to the FitzHugh-Nagumo model. Later, Larter et al. (1999) presented a coupled map lattice (Kaneko, 1992) for the study of hippocampal epilepsy, where each unit cell of the lattice represented a neural ensemble. Following that approach, Breakspear and Terry (2002) used this model as a representation of cortical columns. In Breakspear et al. (2003) a small network including weak excitatory to excitatory connections was analytically studied with the purpose of investigating neuromodulatory systems at the mesoscopic level.
The generalization of this model to a BNM has its foundations in frameworks like the one presented by Breakspear and Stam (2005) who built a multi-scale model of neural activity based on coupled non-linear oscillators that reflected the interdependencies between scales. Since then, this 3D non-linear oscillator model has been used as the underlying source of neural activity in simulation studies of brain network models for predicting functional connectivity during resting-state in the healthy (Honey et al., 2007 (Honey et al., , 2009 Goñi et al., 2014; Zalesky et al., 2014) and lesioned brain (Alstott et al., 2009) .
In The Virtual Brain the default parameters are those used in Alstott et al. (2009) , and correspond to a chaotic attractor. The dynamics are aperiodic but highly structured.
The model equations for a node k read:
where 〈Q V 〉 k determines the form of interaction (coupling) between a node's local dynamics and the effect produced by the combined (delayed) state of all the connected nodes. This term corresponds to the global or long-range coupling term Γ(V k , V j , u kj ) and it is defined as follows:
ð4:14Þ
The global coupling constant that normally scales the inward activity, is represented directly in the model equations by the parameter C; ∑ j = 1 l u kj is the kth node's in-strength so the factor 1/∑ j = 1 i u kj keeps the model well-behaved as the number of connected nodes increases. A full description of the model parameters, default values used in The Virtual Brain and model properties can be found in Tables 15 and 16 , respectively. Additionally, a metastability map was computed when varying two parameters, C and δV, of a 66 nodes BNM whose dynamics were driven by this model. The conduction speed was set to 7 mm/ms. In Fig. 27 the metric displayed reflects the changes from fixed point to chaotic attractor dynamics. The bifurcation parameter is δV, which parametrizes the steepness of the non-linear sigmoid relationship between membrane potential V and firing rate Q V of the excitatory population.
Other models that are implemented in The Virtual Brain but have not been described here include the Kuramoto model (Kuramoto, 1975; Acebrón et al., 2001; Laing, 2009 Laing, , 2010 Cabral et al., 2011 Cabral et al., , 2014a Daffertshofer and van Wijk, 2011) , the classic Jansen-Rit model (Jansen and Rit, 1995) , two variants of the Epileptor (Jirsa et al., 2014; Proix, 2014) ; and the Stefanescu-Jirsa 2D (Stefanescu and Jirsa, 2008 ). This reduced model has been derived using mean-field techniques for parameter dispersion (Assisi et al., 2005) , and the multiple modes partition the dynamics into various subtypes of population behavior and approximate dynamical regimes of a neural field model. This particular neural mass model (Stefanescu and Jirsa, 2008) does not assume random distributions of action potential firings like most mean field models and is a reduction of a neural network of globally coupled FitzHugh-Nagumo neurons (FitzHugh, 1961; Nagumo, 1962) .
Observation models
The output data from a simulation is simply raw neural activity described by the state variables of the neural mass or neural field models. In the biophysically based models this typically represents mean firingrate or mean membrane potential for an ensemble of neurons. Monitors are a measurement process applied to this neural activity. These techniques are used for both the scientific purpose of generating data directly comparable to experimental recordings and with the practical purpose of reducing the dimensionality of simulated data (data-reduction). The raw data returned by a simulation, at the spatial resolution of a cortical surface mesh and the temporal resolution of the integration time step, in anything but a simple, short, simulation, is too large to reasonably be stored.
In addition to the temporal and spatial dimensions of a simulation, the dynamic models implemented in TVB are also multidimensional (e.g., state-variables and modes). As such, the raw time-series generated by a simulation are 4-dimensional objects. Specifically, the dimensions correspond tô
where T is the number of time points, l represents the sampled space (e.g., the number of nodes in the network), p = ∑ i = 1 m n i is the total number of variables describing the NMM and o is the number of modes for multi-modal NMMs. Dimension l can be either brain regions, vertices of a surface mesh or a combination of the two. The separation of the local dynamic model's state-space into state-variables (p) and modes (o) is a practical requirement of a certain class of NMMs. For most purposes, the modes (o) are best thought of as additional statevariables and therefore p = ∑ i = 1 m n i ⋅ o i . The number of nodes depends on the chosen anatomical structure on which a simulation is based, while the number of state variables as well as the number of modes depend on the chosen local dynamic model.
The Monitors implemented in The Virtual Brain come in two main types (i) simple data reduction, and (ii) biophysical measurement processes. The simplest possible Monitor, referred to as the "raw" Monitor, does precisely nothing to the simulated data, that is, it just returns all the simulated data, i.e., all nodes, state-variables, and modes sampled at the integration time-step. This, obviously, provides no data-reduction at all and so should only be used for short (temporally) simulations. It is primarily of use for verification of models and simulations, as well as for Fig. 23 applies here. However, the global coupling strength was increased to 0.5, so synchronization among individual nodes is lost. The light black and red lines are the individual node time-series while, the solid lines are the average time-series computed over nodes. 
the numerical component of detailed mathematical exploration of the underlying dynamical system.
Resampling techniques
The "simple" Monitors, that do provide a level of data-reduction, are composed of four main elements:
• State-space sub-sampling -i.e., selecting a subset of state-variables;
• temporal sub-sampling -i.e., only returning every kth time-point; • temporal averaging -i.e., averaging over blocks of k time-points;
• spatial averaging -averaging over nodes l;
• spatial sub-sampling -i.e., only returning the k nodes specified by an index vector.
Biophysically realistic measurement processes, the primary purpose of which is to facilitate direct comparison with experimental data, also provide a practical benefit of considerable data-reduction. In the case of EEG and MEG, potentially tens of thousands of simulated nodes map to at most a few hundred recording channels. While for fMRI, the intrinsic massive temporal down sampling from the tens of thousands of hertz (typically 64 kHz) for the simulation onto the typical 0.5 Hz of BOLD data provides the required data-reduction.
Biophysical forward solutions
Neuroimaging modalities are an important tool for neuroscience research and clinical diagnosis. Multiple complementary modalities have been integrated in our computational neural modeling platform in an attempt to provide the necessary tools (combined data) to study brain function from different perspectives. The currently implemented set are EEG, MEG, iEEG (only sEEG for the time being) and BOLD (fMRI). Here, we make an overview of the physiological origins of electrophysiological and haemodynamic/metabolic signals and how they reflect distinct but closely coupled aspects of the underlying neural activity. We then relate the mesoscopic models according to the nature of the neural activity they represent. Finally, the biophysics (forward model) and imaging principles for EEG/MEG and fMRI are described.
BOLD
The neuronal activity is linked to the BOLD signal following the generally intuitive principle that oxygen consumption is proportionally related to the level of activity of the neurons: the more activity, more oxygen is required and the faster the oxygen is consumed. This creates a difference in the balance between oxygenated and deoxygenated hemoglobin. The BOLD signal thus reflects the differences in concentration of the functionally-dependent levels of blood oxygen in the brain tissue. However, one of the major issues to understand is the relation between neuronal activity and the BOLD signal. Many studies have proposed different approaches and presented evidence to explain the coupling between neural activity (and underlying processes coming from different neural types) and the hemodynamic phenomena as observed in fMRI recordings (Boynton et al., 1996; Buxton and Frank, 1997; Buxton et al., 2004; Logothetis, 2002; Kim et al., 2004; Sotero et al., 2007) . In the work carried out by Biswal et al. (1995) , Fox and Raichle (2007) , brain regions exhibiting high temporal correlations computed from fMRI recordings at rest were defined as being functionally connected. The time series generated by fMRI are typically 5 to 30 min long, and can represent a response to resting state or task related neural activity.
Currently, in The Virtual Brain BOLD responses are predicted by convolving the (down-sampled) time-course of the burst of neural activity with a shift-invariant linear temporal Finite Impulse Response (FIR) that represents the Haemodynamic Response Function (HRF). There are 4 kernels available (see Fig. 28 ):
1. a in-house derived Volterra kernel based on the values presented in (Friston et al., 2000) (see derivation in Appendix D); 2. a Gamma function as presented in Boynton et al. (1996) ; 3. a difference of two damped oscillators as presented in Polonsky et al. (2000) ; and 4. a mixture of gamma functions, similar to the kernel implemented in SPM (Friston et al., 1995) .
Gamma function cf. Eq. (3) of Boynton et al. (1996) A single gamma function has been shown to provide a reasonably good fit to the BOLD impulse response, though it lacks an undershoot. This HRF, h(t), was estimated from data in contrast studies of human V1.
where τ = 1.08 is a time constant, and n = 3 determines a phase delay. Values are those found in Fig. 10 in Boynton et al. (1996) . 
Mixture of gammas
A HRF can also be described by the difference of two gamma probability density functions similar to the one found in the SPM software package (Friston et al., 1995) .
Current trends in hemodynamic modeling based on physiological processes try to relate neuronal activity to observed BOLD signals more precisely (Drysdale et al., 2010; Aquino et al., 2012; Biessmann et al., 2012) . In general, canonical HRFs have been derived from Fig. 25 . a) Metastability map on the global coupling strength and speed plane. The colormap represents a variance metric referred to as metastability. b) Global variance map. Five exemplary datasets are displayed on the right panels. Despite the fact that the underlying time-series are the same for both maps, the resulting landscape captures different features of the global dynamics. Metastability, M, seems to better capture global synchronization, that is, the higher the value of M the more synchronized the activity across all the network nodes is, as displayed in panels A, B, C, D and E of Fig. 25a. measurements in normal adults V1 area (Boynton et al., 1996; Shmuel et al., 2010) ; or primary visual cortex and extrastriate visual areas (Polonsky et al., 2000) . However, these solutions are limited and may give a poor representation of BOLD signal prediction. Some studies have demonstrated significant variability in the HRFs: betweenregions within a subject in one scan (Miezin et al., 2000; Logothetis and Wandell, 2004) ; across subjects (Polonsky et al., 2000) ; and also between subjects from different populations, such as children, the elderly, or even stroke patients. In cases like these, altering the HRF parameters to design subject-specific kernels may be necessary or at least desirable. The HRF is said to characterize both the spatial and temporal averaging, however these may be different in different brain areas, especially since the vasculature is specialized in different brain areas (Miezin et al., 2000) . The BOLD signal is related to the incoming activity and intracortical processing of an area more than to the output of a brain region of interest (Logothetis, 2002) . Therefore, when modeling the BOLD signal it is crucial to have a spatial substrate with enough resolution to represent this neural activity. For a study on spatial aspects, see Engel et al. (1997) ; for a revision on the Balloon Windkessel and related models see Stephan et al. (2007) ; and for spatiotemporal modeling of the HRF, see Shmuel et al. (2007) , Kriegeskorte et al. (2010) .
Another topic that deserves attention is the question as to what aspect of neural activity is driving the BOLD signal. In particular, the coupling between fast oscillatory activity, as in EEG, and the BOLD signal is not yet resolved (Riera and Sumiyoshi, 2010) . Gaining more insight about the coupling between electrical activity and hemodynamics is essential to link important attributes such as neuronal oscillations and synchrony, to cognitive processes as measured by fMRI. The Virtual Brain offers the possibility to explore different types of neural activity representing fast oscillations and the neurohemodynamic coupling. We do not impose restrictions about the signal that is fed to the haemodynamic model. Variables from the state space are suggested for each model. However, this topic remains to be studied.
EEG
Electroencephalography (EEG) records the brain's electrical activity from the surface of the scalp. To link the source signals (raw activity) to the physical electromagnetic signals measurable at the sensor locations on the scalp requires a gain matrix (also known as lead-field matrix or projection matrix). This matrix represents the linear relation between sources and measurements (EEG signals).
To compute this matrix different tools are available such as Fieldtrip (Oostenveld et al., 2011) and OpenMEEG (Gramfort et al., 2011) . Ideally, a computation of the gain matrix requires a representation of the cortical surface, that is, the triangular mesh obtained via surface extraction methods applied to the subject's structural MRI, as well as meshes representing the boundaries between the cortical surface and skull, the skull and skin, and the skin and air.
Using the source localization based on the anatomical model of a subject's cortical surface and registering the sensor locations to the source space, the lead-field matrix can be computed using a sphere-head based model fit to the meshes representing the boundaries between the cortical surface and the skull, the skull and the skin, the skin and the air. As a result, the head model and the resulting gain matrix are customized to each subject's anatomy.
The potential at a given electrode is due to the contribution of a weighted summation over a collection of neural sources, which are treated individually as dipoles. The sensitivity of a single EEG channel to distributed dipolar sources on the cortex is shown in the left panel of Fig. 29 . It is interesting to note that the mix of positive and negative sensitivity implies that coherent neural activity from distinct, but nearby, parts of the cortex can, at least partly, destructively interfere at a single electrode. The calculation of the potential at the electrodes takes the form:
where P ∈ ℝ s × l is the gain matrix (projection matrix), with s the number of channels (sensors) and l the number of brain regions, and S is the neural source activity. 
Voltage-based -phenomenological Our EEG monitor yields the idealized, reference free, EEG, from a temporal average of the value for the models variables of interest. For more details on EEG forward modeling see Sarvas (1987) , Berg and Scherg (1994) , Zhang (1995) and Mosher et al. (1999) .
MEG
MEG is a non-invasive technique that detects magnetic fields due to currents flowing in the outer layer of the cortex (Hämäläinen et al., 1993) , that is, MEG sources are the primary current associated with the ion transport at the stimulated neurons and the passive ohmic current (volume current) in the surrounding medium which completes the current loop. In other words, MEG measures the magnetic fields caused by electrical current dipoles that are generated by neural activity. The MEG dataset provided in TVB represent an array of SQUID (Superconducting QUantum Interference Device) sensors arranged on top of a whole-scalp helmet system comprising 150 channels. Different sensor layouts can be used together with the subject's head model to produce the corresponding lead-field matrix.
In general, the head is represented as a spherical conductor and the primary current as an equivalent current dipole inside the conductor. The implementation of MEG forward solution in TVB is based on (Sarvas, 1987) and it yields the magnetic field measured at r outside the conductor produced by the current dipole Q at r 0 (source positions: region centers or vertex coordinates). , with units H/m, is the permeability or magnetic constant in free space, and if a ≡ |a|, with a = r − r 0 the vector from source to sensor, and r = ≡ |r| and Q the source unit vectors, then F = a(ra + r 2 − r 0 ⋅ r) and ∇F = (r
a ⋅ r)r 0 . Fig. 29 (right panel) displays the sensitivity of a single MEG electrode to a distribution of sources on a surface. The corresponding lead-field matrix was computed using Brainstorm (Tadel et al., 2011) .
iEEG
Intracortical EEG (iEEG) comprises invasive recording techniques such as stereotactic-EEG (sEEG) and electrocorticography (ECoG) in which depth electrodes and subdural grid electrodes, respectively, are used to record the electrical activity directly from the brain. Depth electrodes are made of thin, stainless steel, platinum or gold wire with metal contact points spread out along their length. The electrodes have several contacts varying from 5 to 18 and are 1.5 mm apart (van Houdt et al., 2012) . Invasive methods, such as sEEG, are often used in clinical situations, such as determining the focal location of epileptic seizures. In certain cases of patients suffering from epilepsy, surgical resection of pathologic brain tissue is the only possibility left to aid the patient. The implementation of the sEEG in The Virtual Brain does not include the heterogeneity and anisotropy of the different tissues. Furthermore, the forward solution is simply based on the model of a point dipole in homogeneous space (Sarvas, 1987) as described in Eq. (4.21):
where r − r 0 is the distance between the electrode position and the dipole center, Q is the dipole moment (orientations) and σ is the medium conductivity. For a more detailed and realistic depth electrode and medium modeling in sEEG see (von Ellenrieder et al. (2012) ).
Discussion
We have presented a mathematical description of the main components required to build a large-scale model of the human brain and how they are represented in a generalized computational model. This model-based approach integrates biophysical and phenomenological models of the brain, for which certain assumptions about the structure and interaction of the inner components have been made, along with integration of biophysical models of multimodal neuroimaging techniques.
The main goal was to give a general formulation for brain network modeling, including the modeling of the electrical activity on the folded cortical surface by an approximation to neural fields. The matrix notation given in this article helps to dissect and better understand each component of a brain network model.
With this framework, it is possible to capture and reproduce whole brain dynamics by building a network constrained by the geometry of its spatial support and the mesoscopic models ('minimal neurocomputational units') governing the nodes intrinsic temporal dynamics. The interaction with the dynamics of all other network nodes happens through the connectivity matrix (connectome) via specific connection weights and time delays, where the latter makes a significant contribution to the biological realism of the temporal structure of dynamics.
We reviewed a collection of neural mass models previously used in mesoscopic modeling, explicitly adding local and long-range connections terms to embed them into a BNM. For instance, a general form of a simple planar oscillator and a more generalized formulation of the more complex Zetterberg, Jansen and Rit model have been introduced.
Each local model has different degrees of freedom, thus resulting large-scale networks capable of expressing differing degrees of complex behavior. Furthermore, in the literature there are many variants of the same model. In the present work we have striven to formulate them together in a consistent form. As a way of benchmarking the implementation, we reproduced the stability maps, and local dynamics of discrete networks presented in earlier studies.
We have shown that there are some limitations to the current approximation to neural field models by a network of coupled neural masses, such as those using the regularized surface presented in this work and used in other studies Spiegler et al., submitted for publication) . With respect to causality preservation: i) an intracortical conduction speed of about 3 mm/ms would be required; however, it results in a not very realistic speed along the myelinated axons; and ii) alternatively, the spread of the local connectivity kernel should be small enough so the activity does not propagate instantaneously over long distances; however, such a kernel is narrower than the width informed by neuroanatomical studies (~3 mm).
There is always a trade off to be made between practicality and biological realism when creating models. Ideally, we would work on high resolution surfaces, to properly capture intracortical connectivity footprints for instance. However, numerical simulations quickly become Fig. 28 . Implemented HRF kernels with their default parameters. All the kernels have a length of 20 s. The blue one corresponds to the kernel derived from the Balloon model and whose derivation can be found in Appendix D. The parameters for these curves have been extracted from peer-reviewed articles. Note however that the HRFs shown in this figure exhibit substantial differences, and would yield very different results when convoluted with the same neural activity. Such discrepancies make us aware of the need to have a common and more realistic model of the BOLD signal. Fig. 29 . Lead field coefficients of a single channel. In the left panel, the color gradient represents the values of the cortical sensitivity distribution of channel Oz. The resulting field recorded by this channel is influenced by the position and orientations of the distributed source dipoles. In the right panel, the same is displayed for the MEG leadfield matrix (channel A70 of a 248 sensor 4D-Neuroimaging MEG system). The seemingly wide spread of the MEG sensor sensitivity can be due to the longer distance to the scalp of MEG sensors with respect to that of EEG sensors. Also the colormap used in the EEG is not symmetric with respect to 0, and therefore negative values are more visible than the equivalent positive sensitivity values.
computationally expensive. Hence, we consider the current implementation in The Virtual Brain to be an acceptable approximation, although this topic requires further investigation. One advantage of using explicit local connectivity kernels with a network of neural masses is to investigate the impact of non-Gaussian local connectivity (since the linear approximation of the Laplacian correspond to the Gaussian kernel, it implicitly represents a Gaussian connectivity profile.)
The mathematical framework for brain network modeling and its computational implementation in The Virtual Brain allows for: i) a systematic exploration of the local model's parameters as well as several global parameters, such as the influence of conduction speeds and their impact on the stability of the collective dynamics; ii) an extensive exploration of the properties of the electrical activity of the human brain, such as resting-state dynamical patterns in the healthy (Spiegler et al. , submitted for publication) and diseased brain; iii) the definition of time-varying parameters in the local dynamics affected by the global activity; iv) heterogeneous modeling, that is, setting each node's dynamics in a different regime; and v) the inclusion of virtualized stimulation protocols as in transcranial magnetic stimulation (TMS), deep brain stimulation (DBS) of subcortical structures (e.g., thalamic stimulation) and/or transcranial direct-current stimulation (tDCS). The resulting simulated data can be projected onto different biophysical modalities.
Further, from a technical point of view, numerical simulations have the potential to assist in the process of model validation. The framework presented here has been designed so as to enable models based on an individual's brain anatomy to be constructed, taking the first step toward subject or patient specific modeling. For instance, the design of different input modalities (e.g., auditory, visual or direct electrical stimulation) could serve as a tool for proving certain components of the BNM itself. By seeing how the signals at particular sites change as a function of the neuronal model or the output modality model (e.g., forward solution of BOLD, M/EEG), researchers could have a systematic and comprehensive way of assessing the robustness, constraints and limitations of their models.
Neither the mathematical framework nor the computational implementation of The Virtual Brain restrict researchers to the specific models on the cortical surface. They merely represent one set of approximations that are currently supported by the neuroinformatics platform. Given the current state of computational and simulation studies, where most models treat the brain as models still treat the brain as an interconnected set of point sources with instantaneous propagation among brain regions, we are giving to the community a new tool to move toward more realistic large-scale brain modeling.
Future work
There is empirical and theoretical evidence that brain function is determined by structure and physiology, and vice versa. These two features of the brain, structure and function, are thus tightly linked. Plasticity is the process whereby the dynamics constrain and alter structure. Current studies have investigated the role of synaptic plasticity , with the strength of synaptic connections changing dynamically over time (Sporns et al., 2005; Lledo et al., 2006) . With this in mind, in the future, we expect to include support for feedback loops into the BNM framework.
In order to contribute to the validation of computational models, and striving for reproducible research, the authors would like to revisit the interesting work carried out by Robinson et al. (2002) , Riera et al. (2005) , Sotero et al. (2007) and Bojak et al. (2011) and set a common generative model that acts as the source of neural activity, which will be projected onto different biophysical spaces. After all, BNMs are but a piece in a larger forward model of the brain.
There is a need to close the loop between the forward and inverse problem of modeling the brain. In other words, we seek to integrate data-driven approaches as in Freestone et al. (2011) , to our modelbased approach. Therefore, the parameters of the population model (neural field or a biophysically realistic neural mass) will be eventually estimated from fitting the empirical data (e.g., EEG, fMRI).
Heterogeneous BNMs comprise both dendritic processes (local connectivity in the neural field) and time delays due to the whitematter pathways (long-range connectivity in the discrete network). Nevertheless, in these types of models the subcortical regions are still considered as lumped sources of activity (Spiegler et al., 2014) . To go further in this direction, the geometry of the subcortical structures, such as the gray matter nuclei, could be added into the general formulation we have presented if more detailed volumetric data were integrated. The interactions among these structures would happen through the long-range connectivity. For each manifold, local interactions could be modeled at a greater level of detail, and local dynamics could include characteristics of thalamic neurons as in the model of Rennie et al. (2002) .
Moving forward we seek to integrate a form of continuum neural field models extensively studied by Robinson et al. (1997 Robinson et al. ( , 2001b , Bojak and Liley (2005) , Liley et al. (1999) and Rennie et al. (2000) . For a relevant tutorial on brain wave equations, see Coombes et al. (2014) . Such models provide an alternative to the neural mass approximation, and can be integrated in the general computational framework presented in this paper.
with a set of faces, F, represented by tuples which index into the ordered set of vertices, connecting them into a surface mesh. While in principle any combination of N-sided polygons can be used to join the vertices into a surface, the discussion here is restricted to triangles as it helps to reduce the number of methods and variables to be considered when regularizing and simplifying the mesh. Therefore the faces of the 2-manifold mesh are simply triangles t ijk = [i, j, k] T . The ordering of vertices within triangles can be used to provide information about the surface orientation. Typically surface meshes are optimized to use the minimal number of vertices and triangles with which the surfaces features can be accurately represented. This leads to regions which contain sharp features being represented by a higher density of vertices and triangles than those with flat or smoothly varying geometry. When an accurate representation of a surface with sharp edges and widely varying curvature suitably for visualization, or face-wise studies (Winkler et al., 2012 ) is the primary consideration, then this makes a lot of sense. However, producing high-quality meshes, with a reasonable number of vertices to enable simulations of the neural activity with continuum models is not an easy task.
What we require is a surface that is as regular as possible, in the sense of having narrow distributions for vertex degree, edge length and triangle area, and without discontinuities, while retaining a sufficiently accurate representation of the cortex. In other words what we aim for is a regular two dimensional lattice which is also curved. Obviously, expressed at this extreme, the requirements are incompatible and so we settle for regularizing the mesh as much as possible without significantly altering its geometry.
Regularization of a surface mesh usually refers to the repositioning of vertices in order to produce a more narrow distribution of edge lengths (i.e., the distance between directly connected vertices) across the surface mesh. Here we take a slightly broader definition and consider regularization to refer to a narrowing in the distribution of a number of mesh properties in addition to edge length, including triangle size and vertex degree. The process of simplification or decimation involves reducing the number of vertices, and thus triangles and edges, used to represent the surface. Ideally this is achieved while leaving the correspondence to the surface being represented unchanged.
Beginning with surface meshes extracted from MRI data by packages such as FreeSurfer, our goal here is first to further regularize the mesh properties and then subsequently simplify the mesh surface. The process of regularizing the high resolution surface mesh is relatively safe with regard to the properties of the surface being represented. However, simplification while maintaining the mesh regularity acts to weaken the surface mesh's correspondence with the actual cortical surface from which it was derived. Minimizing this divergence is a key constraint on the simplification process.
Software packages used to extract cortical surface meshes from MRI data typically produce one topologically spherical surface per hemisphere. As a spherical topology is convenient for our modeling purposes because it represents an orientable closed 2-manifold, thus has no boundary, our only requirement with regard to topology is not to modify it. The surface extraction packages also typically perform some regularization of the meshes they produce. However, as the simulation of dynamic models on these meshes imposes tighter restrictions than do the purposes for which the extraction packages were designed, primarily visualization, measurement of morphological properties and cortical fold based inter-subject registration, it is necessary to apply further regularization.
Methods routinely used in the generation and manipulation of 3D computer graphics, combined with some additional constraints specific to our modeling goals, provide the tools we need to adequately regularize and simplify the cortical surface meshes. The basic operations of the mesh manipulation toolkit are edge-collapse and edge-splitting, see Fig. 30 . While a range of elaborate methods exist to implement these procedures, here a simple mid-point approach to splitting and collapsing of edges is sufficient. The more elaborate methods have mostly been developed to preserve sharp and irregular surface features, however, at the resolution we are considering the cortical surface is smooth and continuous.
Edge-collapse, as the name would suggest, collapses one edge removing it from the mesh. This process can be seen schematically in the transition from the left to middle panels of Fig. 30 . The resulting mesh contains one less vertex and two fewer triangles than the original. Viewed from the perspective of its effect on edges and vertices, the procedure involves replacing the two vertices that the edge joined by a new vertex at their mid-point, all edges that previously connected to the original two vertices are then connected to this new vertex. The two redundant edges which are produced by this procedure are discarded.
Edge-splitting, again as the name would suggest, consists of splitting an edge in two. This process can be seen schematically in the transition from the left to right panels of Fig. 30 . As in edge-collapse a new vertex is added at the mid-point of the edge to be split, however, in this case no vertices are removed. The two triangles that shared the edge being split are removed and replaced with four new triangles. Once the procedure is complete it results in a mesh with one more vertex and two more triangles than the original.
The third essential tool to enable the broader definition of regularization used here is the redistribution of vertices usually associated with the term regularization, see Fig. 31 . This redistribution is achieved by finding the center of mass
where D is the vertex degree (or valence) and R 1 are the set of vertices forming the 1-ring. The N-ring of a vertex is the set of vertices which can be reached in N steps along the meshed surface, with the 1-ring corresponding to a vertex immediate neighbors (in a mesh sense). Vertices are then shifted toward this center of mass. In order to have a little more control in limiting unwanted deformation of the surface during the redistribution process it is convenient to break the redistribution vector
which points from the original vertex position P o to P m , into components perpendicular
and parallel to the local surface. The unit vector at the vertices, normal to the local surface
ðA:5Þ which here we calculate using a weighted average of surrounding face normals n t
where T 0 is the set of triangles including the vertex. The weighting α t is the angle subtended by that triangle at the vertex, which effectively weights based on area contained within a unit distance of the vertex. The expression for the redistributed vertex positions then becomes The last step is necessary as it is possible for edge-collapse to damage the surface topology by pinching off single vertices or even small patches of surface. However, this does not pose a major problem as the type of anomalies introduced can be identified and removed automatically. A few iterations of these steps will typically result in a high resolution surface mesh which is sufficiently regular for our purposes.
An example, starting from a pial surface extracted using FreeSurfer, regularized in this manner can be seen in Fig. 32 , where the coloring represents local (relative to the 1-ring) surface curvature. A summary of surface mesh properties corresponding to Figs. 32a and b can be seen in the columns titled 328,852 and 2 18 of Table 17 , respectively.
With this regularized high resolution surface mesh as a starting point, the next task is to produce a set of progressively lower resolution meshes with minimally different surface and surface-mesh properties. To achieve this we need to simplify the mesh, using the regularization requirements to bias the selection of which edges to collapse. However, it is important not to perform further redistribution of the vertices as, when performed on lower resolution meshes, this procedure has an increasingly damaging effect on the mesh's correspondence to the surface being represented.
Simplification then consists of selectively applying the edge-collapse procedure to reduce the number of triangles and vertices comprising the mesh. The selectivity is simply to target edges which contribute to the tails of distributions of mesh properties, such as edge length, vertex degree, and triangle area. Occasionally, maintaining the meshes regularity will require an application of the edge-splitting procedure, but once again this is targeted at those edges contributing to the tails of the mesh properties distributions. The results of simplifying an example pial surface, extracted from FreeSurfer, can be seen in Figs. 34 and 35 , with associated surface summary information presented in Table 17 .
The current level of reduction in total surface area with increased simplification (see Table 18 ) is obviously not ideal. While some care has been taken during the simplification process to minimize changes to the surface we have not explicitly implemented any protection of the surface geometry. A large fraction of the current~17% reduction in total surface area, when moving from 2 18 to 2 14 vertices, results due to loss from the deepest sulci. Explicit protection, during the simplification process, of those vertices supporting deep sulci should help to minimize this area reduction. However, a loss of~17% area for a surface with only 1/16th the number of vertices is a reasonable starting point. For the sake of completeness, we tested some of the mesh simplification methods currently available in brainstorm (Tadel et al., 2011) . Two surfaces were decimated to 2 13 vertices per hemisphere, from a high resolution mesh by two distinct methods. The first one is the meshresample function from iso2mesh (Fang and Boas, 2009) . The second one is the reducepatch function from Matlab. Differences are immediately visible: the simplified surface produced by the first method is a smooth mesh that has been regularized, and the triangle size distribution is narrow. The main drawback is the considerable reduction (~23%) of the total surface area. The second method, the default decimation method used in brainstorm, yields a surface with a wide face area distribution, while considerably preserving the total surface area. The loss is only about 3%.
A third alternative is proposed by brainstorm, reducepatch plus a constraint to split large triangles. However, this last method yields a mesh full of holes. The resulting simplified mesh was not repaired and thus it is not shown here. A summary with the surfaces properties is presented in Table 19 and the simplified meshes are presented in Fig. 33 where the coloring represents the local curvature.
These results make us conclude that mesh processing toolkits need to be adapted to serve the purpose of handling surfaces required for neural field modeling. There is little control on the parameters of the simplification algorithms and no regularization is performed before decimating the surface. Additional issues to consider include keeping all the pieces of data aligned and preserving the co-registration to MR data.
Tessellated surface properties Correction
Having regularized and simplified the mesh, there are a few properties that the mesh should fullfill in order to be a closed manifold. A triangulated mesh is a manifold if (i) each edge is incident to only one or two faces; and (ii) the faces incident to a vertex form a closed or an open fan. The conditions for a closed manifold further narrow the properties so that (iii) every edge is incident to two faces; and (iv) the faces incident to every vertex form a closed fan.
When there are edges incident to three or more faces, then the surface is a non-manifold mesh. Informally it is said that the mesh is pinched off. Another case of non-manifold meshes is when there are vertices with less than two incident edges, then these are considered as isolated vertices. Examples of such non-manifold cases are illustrated in Fig. 36 . Furthermore, if there are edges only incident to one face (triangle), then these edges conform the boundary of the manifold. We say that the mesh has "holes" and it is topologically equivalent to a disk and not a sphere. A simple test to assess whether a mesh is topologically equivalent to a sphere is by means of the Euler-Poincaré formula. This formula states that V−E þ T ¼ 2, where V; E , and T are the numbers of vertices, edges, and faces (triangles), respectively. In the numerical implementation this test can take the value of 2 or 4 depending if we consider one or two hemispheres.
Discrete Laplace-Beltrami operator
Having obtained a surface which affords the calculation of a numerically stable discrete Laplace-Beltrami operator, continuum models of neural activity based on damped wave equations can be implemented (Jirsa and Haken, 1996; Robinson et al., 2001a Robinson et al., ,b, 2002 Liley et al., 2002; Breakspear et al., 2006; Bojak and Liley, 2005; Bojak et al., , 2011 Freyer et al., 2011) . In fact one of the original motivations for further regularizing the surfaces meshes generated by the algorithms implemented in packages such as FreeSurfer was difficulties that were encountered, while attempting to use the commonly used cotangent approximation for the discrete Laplace-Beltrami operator (Meyer et al., 2003) , evaluating these models on the folded surfaces. However, it turns out that even with the regularized meshes the cotangent form, in addition to continuing to pose a number of practical difficulties, has not been shown to provide point-wise convergence to the continuous Laplace-Beltrami operator.
A discrete approximation of the Laplace-Beltrami operator, on a meshed surface, with point-wise convergence to the continuous Laplace-Beltrami operator has been presented for the first time in (Belkin et al., 2008) , and has the general form: The discrete Laplace-Beltrami operator L h K acts upon a function f at every vertex (w) of the discretized representation of the manifold K. With (z = ‖p − w‖) being the geodesic distance, i.e., that along the cortical surface. In principle, at each vertex the sum is taken over all the vertices V t ð Þ of all the faces t making up the entire manifold K of area A . While technically the solution only converges to the true Laplace-Beltrami operator (Gu et al., 2010) when considering the entire tessellated surface, in practice the parameter h, which acts to constrain the effective neighborhood, can be chosen such that only the first several rings surrounding a vertex (w) contribute.
Appendix B. Models in standard notation
Generic 2D oscillator
Under the convention of the neural mass Eq. (2.2)
we proceed to describe how the equations of the planar oscillator (Eqs. (4.1a) and (4.1b)) fit with the standard notation. Fig. 33 . Cortical meshes simplified using (a) iso2mesh-meshresample and (b) reducepatch methods, the coloring represents local curvature.
The notation φ mn refers to the nth state variable of the mth neural mass. This model has only one neural mass, m = 1, and one mode, o = 1. The temporal evolution of a single node is described by two variables Φ¼ φ 11 φ 12
and D 1 (λ) = λ and D 2 (λ) = λ, hence the system is a set of two first order differential equations, n = 2. Also E ¼ ε 1 0 À Á because external interventions, like stimulation or inward activity, are assumed to enter the model through the first state variable which represents a voltage-like quantity.
Remember that the state operator A(Φ), which defines the links between state variables, is a square matrix of the form:
A ¼ a 11 a 12 a 21 a 22 ! where a n 1 ;n 2 is the coefficient defining the interaction between state variable n 1 and state variable n 2 . Because the state variables here are a polynomial function of the variables, we introduced an additional counter k, representing the polynomial order A can be expressed as the direct sum (⊕) of a block diagonal matrix (T) of k + 1 square matrices, where k is the maximum polynomial order. ðB:2bÞ where ε 1 will be scaled by dτγ. Notice that here the superscripts in the coefficients a k n 1 ;n 2 do not mean that the coefficients are raised to the power of k. The k index means that those coefficients define the interaction between variable φ 11 and φ 12 when those variables are raised to the power of k. In the context of a BNM, using this particular model, each neural mass at a node are assumed to connect to the other masses through its first state variable. Considering two nodes, j and k, the adjacency matrix its This configuration is valid for the topology of the local (v = 1) and long-range (v = 2) connections.
Wilson and Cowan
Under the convention of Eq. (2. Remember that the notation φ mm refers to the nth state variable of the mth neural mass. So E ≡ φ 11 and I ≡ φ 21 . In this case there are two neural masses with one state variable each, and thus the state operators of each mass {A} m = 1 = 1 and {A} m = 2 = 1.
The system is a set of two first order differential equations, hence D 1 (λ) = λ and D 2 (λ) = λ. The interaction between masses happens through a non linear relationship. that is level v = 0, connects to the other masses through its only state variable, therefore the adjacency matrix for the local network is Now, considering two nodes, j and k, the adjacency matrix for level v = 1 could be an all-to-all topology as in Fig. 6a or as in Fig.  6b where the interactions between two given local networks of neural masses happen through the first state variable of the excitatory population. The strengths of the connections U v = 1 depend on the choice of local connectivity kernels. The second configuration is the one generally used for level v = 2 or long-range connections. The model can be finally expressed under the form of Eq. (2.6), where the function Z is a sigmoid function:
ðB:6Þ
Appendix C. Numerical integration methods
The conduction speed of an action potential is finite and introduces a time-delay between the presynaptic activity at the source node, and when the post-synaptic activity is influenced at the target node. For a macroscopic model, such as the one described in this article, the delays rise from the length of the white matter fibers connecting two distant anatomical regions and a finite conduction speed. Many models have ignored delays and treated activity propagation as being instantaneous, since the easiest way to describe a BNM is a system of coupled ordinary differential equations (ODEs). However, in order to more accurately model the global neural dynamics, we consider the extension to delay differential equations (DDEs). Fig. 36 . An illustration of non-manifold cases. The mesh is said to be pinched off (left panel) if and edge has more than two incident faces; and isolated vertices are those that have less than three incident edges (right panel). Gray triangles are to be viewed as coming out of the page.
Consequently, the solutions to time delayed systems require a continuous initial function or initial history be defined on the interval [−max(τ k j, 0) ∀ τ jk ∈ Δ v ], where Δ = Κ v ∘ C v −1
. In practice, we set the initial history as the cumulative sum of a stochastic process that fluctuates around the mean of the state variables ranges.
Since delay differential equations cannot be solved backwards in time, only forwards, the systems described by DDEs are referred to as a semiflow and their phase space is an infinite dimensional Banach space. Furthermore, linear stability analysis is often complicated by the fact that the characteristic equations are usually transcendental, and typically have an infinite number of roots (Hu and Wang, 2002) . Computer simulations are therefore the solution to obtain the results of such a complex system.
Integration methods. Various numerical methods to solve deterministic and stochastic differential equations have been implemented to specifically solve the equations of a BNM, which is in its more general form, a non-linear stochastic delayed system. We categorize these numerical procedures into deterministic and stochastic integrators, depending if noise is introduced to the integration scheme. They include the Euler, Heun's and 4th-order Runge-Kutta (rk4) methods. Integration is done on a uniform grid with step size dt so the nth time point, t n , is: t n ¼ ndt; for n ¼ 0; 1; 2; …:; M−1:
ðC:1Þ
where M is the number of integration time steps; the time interval is 0 ≤ t ≤ T and t M = T related through M ¼ T dt
. For simplicity we will use the notation X n j ≡ Ψ j , where the index j denotes the state vector of jth node at step n.
Deterministic schemes Euler's integration rule. In this scheme the next state of the system is given by X j nþ1 ¼ X j n þ dt f t n ; X j n ; A; B þ dtC ðC:2Þ
where A represents the delayed coupled activity as described in the Long-range coupling subsubsection; B is the local connectivity kernel W ζ in the case of the models on the cortical surface, that is models that include the level v = 1; and C is the term of external interventions that we have previoulsy denoted as Ξ j . Heun's method integration rule.
where dt is the integration time step. After that, the exponentially correlated, colored noise, is obtained at each integration time step, as follows: 
