On the limit as the surface tension and density ratio tend to zero for
  the two-phase Euler equations by Pusateri, Fabio
ar
X
iv
:0
91
2.
32
96
v2
  [
ma
th.
AP
]  
6 M
ar 
20
11
On the limit as the surface tension
and density ratio tend to zero
for the two-phase Euler equations
Fabio Pusateri
Courant Institute of Mathematical Sciences
New York University
251 Mercer Street, New York, N.Y. 10012, USA
pusateri@cims.nyu.edu
Abstract
We consider the free boundary motion of two perfect incompressible fluids with dif-
ferent densities ρ+ and ρ−, separated by a surface of discontinuity along which the pres-
sure experiences a jump proportional to the mean curvature by a factor ε2. Assuming the
Raileigh-Taylor sign condition, and ρ
−
≤ ε3/2, we prove energy estimates uniform in ρ
−
and ε. As a consequence, we obtain convergence of solutions of the interface problem
to solutions of the free boundary Euler equations in vacuum without surface tension as
ε, ρ
−
→ 0.
1 Introduction
1.1 Description of the problem
We consider the interface problem between two incompressible and inviscid fluids that occupy
domains Ω+t and Ω−t inRn (n ≥ 2) at time t. We assume Ω+0 is compact andRn = Ω+t ∪Ω−t ∪St
where St := ∂Ω±t . We let v±, p± and ρ± > 0 denote respectively the velocity, the pressure
and the constant density of the fluid occupying the region Ω±t . We assume the presence of
surface tension on the interface, which is argued on physical basis to be proportional to the
mean curvature κ+ of the hypersurface St.
The equations of motion are given bya

ρ(vt + v · ∇v) = −∇p x ∈ Rn r St
∇ · v = 0 x ∈ Rn r St
v(0, x) = v0(x) x ∈ Rn r S0 ,
(E)
with corresponding boundary conditions for the interface evolution and pressure’s jump given
aHere we are introducing the notation f = f+χΩ+
t
+ f−χΩ−
t
for any f± defined on Ω±t .
1
2by 

∂t + v± · ∇ is tangent to {(t, x) |x ∈ St}
p+(t, x)− p−(t, x) = ε2κ+(t, x) , x ∈ St .
(BC)
We are interested in analyzing the asymptotic behaviour of solutions of the above equations
when ε, ρ− → 0. Our result, based on the previous works of Shatah and Zeng [16, 17, 18], is
convergence to the solution (v∞, ∂Ω∞t ) of the system

ρ+(∂tv
∞ + v∞ · ∇v∞) = −∇p∞ x ∈ Ω∞t
∇ · v∞ = 0 x ∈ Ω∞t
v∞(0, x) = v0+(x) x ∈ Ω+0 ,
(E0)
with corresponding boundary conditions

∂t + v
∞ · ∇ is tangent to {(t, x) |x ∈ S∞t }
p∞(t, x) = 0 , x ∈ ∂Ω∞t .
(BC0)
Equations (E0)-(BC0) typically model the free boundary motion of a drop of perfect incom-
pressible fluid in vacuum (one-phase problem). The system (E)-(BC) models instead the motion
of two perfect fluids with different densities separated by an interface moving with the normal
components of the velocities of the two fluids (two-phase problem). When considering the one-
phase problem one can think of a fluid with very small density ρ− (air, for instance) replacing
vacuum. In this case, (E0)-(BC0) can still be considered as an idealized model but, even when
ρ− is very small compared to ρ+, the two-phase system provides a more accurate description of
the motion. Similarly, for ρ− ≪ ρ+ and ε ≪ 1, (E)-(BC) represent a more accurate model for
the problem of one fluid surrounded by air in the presence of small, but not negligible, surface
tension effects holding the fluid together.
Due to their physical and mathematical interest, freeboundary problems for Euler equations
have been extensively studied in recent years. Following the breakthrough of Wu in [20, 21],
where local well-posedness for arbitrary data in Sobolev spaces was proved in 2 and 3 di-
mensions for the irrotational gravity water wave problem, a vast body of literature has been
produced. Many works have dealt with the water wave problem with or without surface tension
and with or without vorticity, see [14, 9, 10, 16, 18] and references therein.
A natural question related to the well-posedness of this set of problems is the one concerning
the relation between their solutions in regimes which are a perturbation of one another. For the
one-phase problem (E0) with vanishing surface tension - i.e. where the boundary condition for
the pressure (BC0) is replaced by p∞ = εκ∞ - it was proved in [2], for the irrotational 2-d case,
and in [16], for the general case, that solutions to this problem converge to solution of (E0)-
(BC0) as ε → 0. Recently, Cheng, Coutand and Shkoller [8] and the author [15] proved that
solutions of (E)-(BC) with ε = 1 converge to solutions of the one-phase problem with surface
tension as ρ− → 0.
3In absence of surface tension, i.e. ε = 0 in (BC), the two-phase problem (E)-(BC) for the
free boundary motion of two fluids is ill-posed due to the Kelvin-Helmotz instability [12]. In
[5] it is shown how, indeed, the surface tension regularizes the linearized problem. For the
irrotational problem with surface tension, Ambrose [1] and Ambrose and Masmoudi [3] proved
well-posedness respectively in 2 and 3 dimensions. Cheng, Coutand and Shkoller [7] proved
well-posedness for the full 3-d problem with rotation. Well-posedness is also obtained (in any
dimension) by Shatah and Zeng [18].
We recall that the free boundary problem for Euler equations in vacuum (E0)-(BC0) is also
known to be ill-posed [11] due to Rayleigh-Taylor instability, which occurs if one does not
assume the sign condition
−∇Np∞(x, t) ≥ a > 0 ∀ x ∈ St . (RT)
The result we are presenting here is largely based on the geometric intuition and techniques
introduced in [16] and further developed in [17, 18]. Our paper is organized as follows. The
geometric approach of [16, 17] is presented in section 1.2 and an explanation of the geomet-
ric intuition behind the Kelvin-Helmotz and Raileigh-Taylor instabilities is given in 1.2.3. In
section 2 we define the energy for the problem and state theorems on energy estimates which
are independent of ε and ρ−. As a corollary, we state the result about convergence of solutions
of (E)-(BC) to solutions of (E0)-(BC0). Section 3 is dedicated to the proofs of the statements.
In 3.1 we first collect some preliminary estimates and then derive an evolution equation for the
mean-curvature κ+ (lemma 3.3), upon which our energy is based. In 3.2 we prove that our
energy controls in a suitable fashion the Sobolev norms of the velocity fields and the mean-
curvature of the free surface. In 3.3 we study the time-evolution of the energy, where an extra
higher order energy term (due to the Kelvin-Helmotz instability) will appear. Assuming some
smallness condition on ρ− as a function of ε, the extra energy term is controlled in 3.3.3, there-
fore concluding the proof of energy estimate. In the appendix we gathered some technical
material contained in [16, 17] used in our proofs.
1.2 The geometric approach to Euler equations
It is well-known that the interface problem between two fluids has a variational formulation
on a subspace of volume-preserving homeomorphisms. For the water wave problem, this was
observed for the first time by Arnold in his seminal paper [4], where he pointed out that Euler
equations for the motion of an inviscid incompressible fluid can be viewed as the geodesic
flow on the infinite-dimensional manifold of volume-preserving diffeomorphisms. This point
of view has been adopted by several authors in works such as [6, 13, 19], and more recently by
Shatah and Zeng in [16, 17, 18].
1.2.1 Lagrangian formulation
We first recall that (E)-(BC) has a conserved energyb
E = E0(St, v) =
∫
RnrSt
ρ|v|2
2
dx+ ε2
∫
St
dS =:
∫
RnrSt
ρ|v|2
2
dx+ ε2S(St) . (1.1)
b Notice that the conserved energy does not control the L2 norm of v− in the asymptotic regime ρ− → 0.
4For y ∈ Ω±0 we define u±(t, y) to be the Lagrangian coordinate map associated to the velocity
field v±, i.e the solution of the ODE
dx
dt
= v±(t, x) , x(0, y) = y ∀ y ∈ Ω±0 . (1.2)
Also, for any vector field w on RnrSt we define its material derivative by
Dtw := wt + v · ∇w = (w ◦ u)t ◦ u−1 .
In [17, sec. 2] the authors derive from (E)-(BC) an equation for the physical pressure:

−∆p = ρ tr (Dv2)
p±|St = N−1
{
− 1ρ∓N∓ε2κ∓ − 2∇v⊤+−v⊤−v
⊥
+ −Π+(v⊤+, v⊤+)−Π−(v⊤−, v⊤−)
−∇N+∆−1+ tr (Dv2)−∇N−∆−1− tr (Dv2)
} (1.3)
where Π± denotes the second fundamental form of the hypersurface St (with respect to the
outward unit normal vector N± relative to the domain Ω±t ) and N is given by
N := N+
ρ+
+
N−
ρ−
, (1.4)
with N± denoting the Dirichlet-to-Neumann operator on the domain Ω±t . From (1.2) we see
that in Lagrangian coordinates Euler equations assume the form
ρutt = −∇p ◦ u u(0) = id Ω0 (1.5)
with p determined by (1.3).
Since v is divergence free, u± are volume-preserving maps on Ω±0 . Moreover, u+(t, S0) =
u−(t, S0) even if the restriction of u+ and u− to S0 do not coincide in general. This leads to
the definition of the space Γ of admissible Lagrangian maps for the interface problem:
Γ =
{
Φ = Φ+χΩ+0
+Φ−χΩ−0
s.t. Φ± : Ω±0 → Φ±(Ω±0 )
is volume-preserving homeomorphism , ∂Φ±(Ω±0 ) = Φ±(∂Ω
±
0 )
}
. (1.6)
Denoting S(Φ) =
∫
Φ(S0)
dS, we can rewrite the energy (1.1) in Lagrangian coordinates as
E0(u, ut) =
∫
RnrS0
ρ¯|ut|2
2
dy + ε2S(u)
where (u, ut) is in the tangent bundle of Γ and ρ¯ := ρ◦u. The conservation of the above energy
suggests that (E)-(BC) has a Lagrangian action
I(u) =
∫ ∫
RnrS0
ρ¯|ut|2
2
dy dt − ε2
∫
S(u) dt . (1.7)
51.2.2 The geometry of Γ
In order to derive the Euler-Lagrange equations associated to the action I , we consider Γ as a
submanifold of L2(ρ¯dy) and identify its tangent and normal spaces. It is easy to see that the
tangent space of Γ at the point Φ is given by divergence-free vector fields with matching normal
components in Eulerian coordinatesc
TΦΓ =
{
w¯ : RnrS0 → Rn : ∇ · w = 0 and w⊥+ +w⊥−
∣∣∣
Φ(S0)
= 0
}
,
while the normal space is
(TΦΓ)
⊥ =
{
−(∇ψ) ◦ Φ : ρ+ψ+
∣∣
Φ(S0) = ρ−ψ−
∣∣
Φ(S0)
=: ψS
}
. (1.8)
A critical path u(t, ·) of I satisfies
D¯tut + ε
2S′(u) = 0 (1.9)
where S′(u) denotes the tangential gradient of S(u) and D¯t is the covariant derivative on Γ
along u(t). In order to verify that the Lagrangian map associated to a solution of (E)-(BC) is
indeed a critical path of (1.7) one needs to compute S′ and D¯t. Let
utt = D¯tut + IIu(t)(v¯, v¯) (1.10)
where IIu(t)(w¯, v¯) ∈ (Tu(t)Γ)⊥ denotes the second fundamental form on Tu(t)Γ. From (1.8)
there exists a unique scalar function pv,v defined on RnrSt such that
IIu(t)(v¯, v¯) = −∇pv,v ◦ u ∈
(
Tu(t)Γ
)⊥
In [17] it is shown that pv,v is given by

−∆pv,v = tr (Dv)2
p±v,v
∣∣
St
= 1ρ± p
S
v,v = − 1ρ±N−1
{
2∇v⊤+−v⊤−v
⊥
+ −Π+(v⊤+ , v⊤+)−Π−(v⊤− , v⊤−)
−∇N+∆−1+ tr (Dv)2 −∇N−∆−1− tr (Dv)2
}
=: − 1ρ±N−1a .
(1.11)
Hence, in Eulerian coordinates we can write
Dtv :=
(
D¯tv¯
) ◦ u−1 = Dtv +∇pv,v . (1.12)
We point out that for the water wave problem (E0)-(BC0) the second fundamental form on the
space of admissible Lagrangian maps has a simpler expression, namely
II⋆u(t)(v¯, v¯) = −∇p⋆v,v ◦ u
cWe follow the convention used in [17] where the Lagrangian description of any vector field X : Φ(Ω0)→ Rn
is denoted by X¯ = X ◦ Φ.
6with 

−∆p⋆v,v = tr (Dv)2
p⋆v,v
∣∣
∂Ωt
= 0 .
(1.13)
Observe that p⋆v,v coincides with p∞ in equation (E0)-(BC0).
To compute S′(u) one observes that for any w¯ ∈ TuΓ the formula for the variation of
surface area gives
〈S′(u), w¯〉L2(RnrS0,ρdy) =
∫
St
κ+w
⊥
+ dS .
Then it is not hard to verify that the unique representation in Eulerian coordinates of S′(u) as a
functional acting on TuΓ is
S′(u) = ∇pκ with p±κ =
1
ρ−ρ+
H±N−1N∓κ∓ , (1.14)
whereH± denotes the harmonic extension in the domain Ω±t . From (1.3), (1.11) and (1.14) one
obtains the identity p = ρ(pv,v + ε2pκ), and we see from (1.12) and (1.14) that a solution of
(1.9) equivalently satisfies
Dtv +∇pv,v + ε2∇pκ = 0 , (1.15)
which is exactly (1.5) in Eulerian coordinates.
1.2.3 Linearized equation and instability for water waves problems
The Lagrangian formulation discussed above provides a convenient setting to study the lin-
earization of the problem. Considering variations around the solution ut of (1.9) and taking a
covariant derivative with respect to the variation parameter, one obtains the following lineariza-
tion for w¯(t, ·) ∈ Tu(t)Γ:
D¯
2
t w¯ + R¯(u)(u¯t, w¯)ut + ε
2
D¯
2S(u)w¯ = 0 , (1.16)
where R¯ denotes the curvature tensor of the manifold Γ and D¯2S(u) is the projection on TuΓ
of the second variation of the surface area. Both of these linear operators acting on TuΓ play
a central role in the understanding of the problem and in the derivation of high-order energies
based upon their leading order terms. In [16] a general formula for D¯2S(u) is derived. For
the interface problem its leading order term A¯ is given in Eulerian coordinates by [17, pp.
857-858]
A (u)(w) = ∇f+χΩ+ +∇f−χΩ−
with f± =
1
ρ+ρ−
H±N−1N∓(−∆St)w⊥± . (1.17)
It is easy to see that A¯ is a third-orderd self-adjoint and positive semi-definite operator with
A¯ (u)(w¯, w¯) = |∇w⊥±|2L2(St) .
d Assuming St is smooth enough.
7Further computations [17, pp 859 - 860] show that the leading-order term R¯0(u)(v¯) of the
unbounded sectional curvature operator R¯(u)(v¯, ·)v¯ is given in Eulerian coordinates by
R0(u)(v¯)w = ∇f+χΩ+ +∇f−χΩ−
with f± =
1
ρ+ρ−
H±N−1N∓∇v⊤+−v⊤−N
−1D ·
(
w⊥±(v
⊤
+ − v⊤−)
)
.
Noticing that R¯0(u) is a second-order negative semi-definite differential operator, we immedi-
ately see that the linearized Euler equations would be ill-posed for ε = 0. This is the so-called
Kelvin-Helmotz instability for the two fluids interface problem, occuring in the absence of sur-
face tension.
We mention that the same geometric setting described above has been initially developped
by Shatah and Zeng in [16], where they treated the problem of a priori energy estimated for
Euler equations in vacuum. In [16, sec 2.2] the authors showed that the differential operators
involved in the linearization (1.16) satisfy
R¯(v¯, w¯) = R¯⋆0(u) + bounded operators
D¯
2S(u) = A¯ ⋆(u) + second-order differential operators
with
R¯
⋆
0(u)w¯ · w¯ =
∫
St
−∇Np⋆v,v
∣∣∣∇w⊥∣∣∣2 dS , A¯ ⋆(u)w¯ · w¯ = ∫
St
∣∣∣∇w⊥∣∣∣2 dS .
Since also in this case A¯ ⋆(u) is generated by the presence of surface-tension, we see that
(1.16) is ill-posed for ε = 0 if one does not assume the sign condition (RT). This is the so
called Raileigh-Taylor instability for the water wave problem.
2 Theorems on Energy Estimates
Following [16, 17] we define a set of neighbouring hypersurfaces of the initial hypersurface S0.
Definition 2.1. Let Λ = Λ(S, s, δ, L) for some s > n+12 , L, δ > 0 be the collection of all
hypersurfaces S˜ such that (a) there exists a diffeomorphism F : S → S˜ ⊂ Rn with
|F − id S|Hs(S) < δ
and (b) |κ|Hs−2(S˜) < L for any S˜ ∈ Λ. Define Λ0 := Λ(S0, 3k − 12 , δ, L) for some k satisfying
3k > n2 + 2, with 0 < δ ≪ 1 and L > 0 to be determined later.
We now define the energy for (E)-(BC).
Definition 2.2. Let k be any integer such that 3k > n2 + 2. Consider domains Ω
±
t ⊂ Rn with
Ω+t compact and interface St = ∂Ω±t ∈ Λ0. Let v(t, ·) ∈ H3k(RnrSt) be any divergence-free
vector field with v⊥+ + v⊥− = 0. Let ω± denote the curl of v±, that is ωji = ∂ivj − ∂jvi, and
define
N¯ := 1
ρ+ρ−
N+N−1N− . (2.1)
8We define our energy by
E(St, v(t, ·)) = E1 + E2 + ERT + |ω+|2H3k−1(Ω+t ) + ε|ω−|
2
H3k−1(Ω−t )
(2.2)
where
E1 :=
1
2
∫
St
∣∣∣N¯ 12 (−∆StN¯ )k−1Dt+κ+∣∣∣2 dS (2.3)
=
1
2
∫
St
Dt+κ+N¯ (−∆StN¯ )2k−2Dt+κ+ dS ,
E2 :=
ε2
2
∫
St
∣∣∣∇⊤(−N¯∆St)k−1N¯κ+∣∣∣2 dS (2.4)
= −ε
2
2
∫
St
κ+N¯ (−∆StN¯ )2k−1κ+ dS ,
ERT :=
ρ+ + ρ−
2
∫
St
−∇N+p⋆v,v
∣∣∣(−N¯∆St)k−1N¯κ+∣∣∣2 dS . (2.5)
The following proposition establishes bounds of relevant Sobolev norms of the velocity fields
and mean-curvature in terms of the energy.
Proposition 2.3. Let 3k > n2 + 2 and assume (RT). Then, for St ∈ Λ0, there exists a uniform
constant C0 such that
|κ+|2H3k−2(St) , ε2|κ+|2H3k−1(St) ≤ C0(1 + E) (2.6)
|v+|2H3k(Ω+t ) ≤ C0(1 + E + E0) (2.7)
|v−|2H3k−1(Ω−t ) ≤ C0(1 + E + E0) (2.8)
ε|v−|2H3k(Ω−t ) ≤ C0(1 + E + E0)
2 . (2.9)
Using the above proposition we will prove
Theorem 2.4 (Energy Estimates). Let 3k > n2 + 2 and initial datae S0 ∈ H3k and v0 ∈
H3k(Ω0) be given. Denote by
St ∈ H3k and v(t, ·) ∈ C
(
H3k(Rn r St)
)
,
the corresponding solution of (E)-(BC). Then, there exists L > 0 and a time t⋆ > 0, depending
only on |v(0, ·)|H3k(RnrSt), Λ0 and L, such that St ∈ Λ0 and |κ|H3k−5/2(St) ≤ L for all
0 ≤ t ≤ t⋆. Moreover, assuming the Raileigh-Taylor sign condition (RT) and
ρ− ≤ ε3/2 , (2.10)
e The regularity of hypersurfaces in Rn is intended in the sense of local coordinates: an hypersurface is Hs for
s > n
2
+ 1 if it can be locally represented as the graph of Hs-functions.
9the following energy estimate holds for 0 ≤ t ≤ t⋆:
E(St, v(t, ·)) ≤ 3E(S0, v(0, ·)) + C1 +
∫ t
0
P (E0, E(St′ , v(t
′, ·))) dt′ (2.11)
where P is a polynomial with positive coefficients determined only by the set Λ0, and the con-
stant C1 depends only on Λ0 and the H3k−
3
2 (Rn r S0)-norm of v0. In particular, there exists a
small time T∞ > 0 and a constant C0, depending only on the initial data and the set Λ0, such
that
sup
t∈[0,T∞]
E(St, v(t, ·)) ≤ C0 . (2.12)
Before turning to the proofs of the above statements we make the following remarks:
1. In the same spirit of [16, 17] the construction of the energy (2.2) is based on an evolution
equation for Dt+κ+; see (3.9).
2. Proposition 2.3 is the analogous of proposition 4.3 in [16] (one fluid problem with van-
ishing surface tension) and proposition 4.3 in [17] (interface problem). Since our energy
is based exclusively on v+, and we cannot take full advantage of the presence of surface
tension - its highest Sobolev norm being not uniformly controlled - we can only establish
the weighted weaker control (2.9) on v−. Under condition (2.10) this turns out to be still
sufficient to obtain uniform energy estimates.
3. Theorem 2.4 is the analogous of theorem 4.4 in [16] and theorem 4.5 in [17]. The proof
uses essentially the same techniques.
4. Convergence of solutions. An immediate corollary of the uniform energy estimates pro-
vided by theorem 2.4 is weak-star convergence of solutions of (E)-(BC) with outer density
and surface tension tending to zero, to solutions of the water wave problem for one fluid
in vacuum without surface tension (E0)-(BC0). Weak convergence in a larger Sobolev
space can also be obtained easily in Lagrangian coordinate, writing the integral equation
for (E)-(BC) and passing to the limit using standard Rellich compactness.
5. The case ε = 1. In the case of constant surface tension’s strength we recover the result
obtained in [8] and independently by the author in [15].
6. Using the non-linear Eulerian framework introduced in [16, 17] it is not hard to obtain
compactness in time for solutions of (E)-(BC) and therefore strong convergence to solu-
tions of (E0)-(BC0). A more precise statement is the following:
Corollary 2.5 (Convergence of solutions). . Let an initial hypersurface S0 ∈ H3k and
an initial velocity field v0 ∈ H3k(Ω0) be given for some integer k with 3k > n2 + 2.
Consider any sequence of local-in-time solutions
Smt ∈ C([0, T ];H3k) , vm ∈ C([0, T ];H3k(Ωmt )) (2.13)
of (E)-(BC) corresponding to densities ρm = ρ+χΩ+t + ρ
m
−χΩ−t
and surface tension’s
strength ε2m. Let um be the Lagrangian map corresponding to the velocity field vm and
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suppose that ρm− , εm → 0 as m→∞ under the constraint ρm− ≤ ε3/2m . Then there exist a
small positive time T∞, a map u∞, and a vector field v∞ such that the following is true
for any k′ < k:
1) lim
m→∞
um+ = u
∞ in C
(
[0, T∞];H3k(Ω+0 )
)
lim
m→∞
vm+ ◦ um+ = v∞ ◦ u∞ in C
(
[0, T∞];H3k
′
(Ω+0 )
)
2) S∞t := ∂Ω
∞
t := ∂u
∞(t,Ω0) ∈ H3k′
3) (v∞, S∞t ) are a strong (pointwise) solution of (E0)-(BC0) for t ∈ [0, T∞] .
3 Proofs of the statements
3.1 Preliminary Estimates
Let us denote byQ any generic polynomial with positive coefficients (depending on the set Λ0),
independent of ρ− and ε, whose arguments are quantities that will be bounded by the energy
through proposition 2.3, i.e.,
Q = Q
(
|v+|H3k(Ω+t ),
√
ε|v−|H3k(Ω−t ), |v−|H3k−1(Ω−t ), ε|κ+|H3k−1(St), |κ|H3k−2(St)
)
. (3.1)
From (A.17), trace estimates, and interpolation of Sobolev norms, the following quantities can
also be bounded by Q:
|Π±|H3k−2(St) , |N±|H3k−1(St) ,
√
ε|κ+|
H3k−
3
2 (St)
,
|v⊤+ |H3k− 12 (St) ,
√
ε|v⊤−|H3k− 12 (St) .
Lemma 3.1 (Estimates for the pressure). Let pκ be defined by (1.14). There exists a positive
constant C , depending only on the set of hypersurfaces Λ0, such that
|∇pκ|
H3k−
5
2 (RnrSt)
≤ Q (3.2)
ε|∇pκ|
H3k−
3
2 (RnrSt)
≤ Q . (3.3)
Let p⋆v,v and pv,v be defined respectively by (1.13) and (1.11). Then
|∇H+N+p⋆v,v|H3k− 12 (Ω+t ) + |D
2p⋆v,v|H3k− 32 (Ω+t ) ≤ Q , (3.4)
|∇H±pSv,v|H3k− 32 (Ω±t ) ≤ Q , (3.5)
|∇p+v,v|H3k− 32 (Ω+t ) , |∇p
−
v,v|H3k− 32 (Ω−t ) ≤ Q . (3.6)
and, as a consequence,
|Dtv|
H3k−
3
2 (RnrSt)
≤ Q . (3.7)
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Proof. The first two estimates follow by the definition of pκ and lemma A.1 and A.2. (3.4) is
proved in [16, lemma 4.8]. Using the explicit expression for pSv,v in (1.11), (A.17), and again
lemma A.1 and A.2 together with product Sobolev-estimatesf , we see that for any 0 ≤ s ≤
3k − 1
|∇H±pSv,v|Hs(Ω±t ) ≤ Cρ−|a|Hs− 12 (St) ≤ Cρ−
(
1 + |κ+|
Hs−
1
2 (St)
)
|v|2H3k−1(RnrSt)
+ Cρ−|v⊥+ |
2
H3k−
1
2 (St)
|v|H3k−1(RnrSt) . (3.8)
This proves (3.5). Using the identity f± = ∆−1± ∆f± + H±f±|St , we can write
∇p±v,v = −∇∆−1± tr (Dv)2 +
1
ρ±
∇H±pSv,v ,
so that (3.8) implies (3.6). To conclude we notice that (3.7) follows directly from (1.15), (3.3)
and (3.6)
Lemma 3.2. Let p⋆v,v be defined by (1.13), then
|N+ ·∆St∇p⋆v,v −∇N+p⋆v,vN+κ+|H3k− 52 (St) ≤ Q
The proof of this lemma is based on the decomposition of the Laplacian on St: ∆f = ∆Stf +
κ+∇N+f + D2f(N+, N+). Details can be found in [16, 721-722]. The following lemma is
the key to our energy estimates and is the analogous for the two-phase problem of lemma 3.4 in
[16].
Lemma 3.3. Let St ∈ H3k, with St ∈ Λ0, and v ∈ H3k(RnrSt) be a solution to (E)-(BC),
then∣∣∣∣D2t+κ+ − ε2∆SN¯κ+ − 1ρ+∆SN+pSv,v − (ρ+ + ρ−)∇N+p⋆v,vN¯κ+
∣∣∣∣
H3k−
5
2 (St)
≤ Q , (3.9)
provided ρ− ≤ ε.
Proof. Using (A.19) together with (A.18), (A.21) and commutator estimate (A.12) we get∣∣∣∣D2t+κ+ +N+ ·∆SDt+v+ − 2Π · ((D⊤
∣∣∣
T∂Ωt
)Dt+v+)
∣∣∣∣
H3k−
5
2 (Ωt)
≤ Q .
f An estimate we use several times throughout our proofs is
|fg|Hs1 (S) ≤ C|f |Hs1 (S)|g|Hs2 (S)
for s2 ≥ s1, s2 > (n− 1)/2, and s1 + s2 ≥ 0.
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Using Euler’s equation (1.15), p+v,v = p⋆v,v +H+ p+v,v
∣∣
St
, and N+ · ∇p+κ = N¯κ+, we can write
N+ ·∆StDtv+ − 2Π · ((D⊤
∣∣∣
T∂Ωt
)Dtv+)
= −N+ ·∆St∇p+v,v + 2Π · ((D⊤
∣∣∣
T∂Ωt
)∇p+v,v)
−ε2N+ ·∆St∇p+κ + 2ε2Π · ((D⊤
∣∣∣
T∂Ωt
∇p+κ )
= −N+ ·∆St(∇p⋆v,v) + 2Π · ((D⊤
∣∣∣
T∂Ωt
)∇p⋆v,v)
−∆StN+p+v,v +∆StN+ · ∇H+ p+v,v
∣∣
St
− ε2∆StN¯κ+ + ε2∆StN+ · ∇p+κ .
Using (A.17), (3.3), and the identity ∆StN+ = |Π+|2N+ +∇⊤κ+, we can estimate∣∣∣∣Π · ((D⊤
∣∣∣
T∂Ωt
)∇p⋆v,v)
∣∣∣∣
H3k−
5
2 (St)
, ε2|∆StN+ · ∇p+κ |H3k− 52 (St) ≤ Q .
From (3.8), we also see that assuming ρ− ≤ ε gives∣∣∣∆StN+ · ∇H+ p+v,v∣∣St
∣∣∣
H3k−
5
2 (St)
≤ Q .
Combining these estimates with the above chain of identities, lemma 3.2, and (A.7), gives
(3.9)
3.2 Proof of proposition 2.3
• Proof of (2.6) - The estimates on the mean-curvature κ+ follow easily from the definition of
E2 and ERT , respectively in (2.4) and (2.5), and the properties of N¯ in lemma A.2.
• Proof of (2.7) - To estimate v+ we use the factg that for ∂Ω ∈ Λ0 and 1/2 < s ≤ 3k
|w|Hs(Ω) ≤ C
(
| divw|Hs−1(Ω) + | curlw|Hs−1(Ω) + |∆∂Ωw ·N+|Hs− 52 (∂Ω) + |w|L2(Ω)
)
(3.10)
where the constant C only depends on Λ0. Since v+ is divergence-free, and the vorticity ω+ is
included in the energies, we only need to control the boundary value of v+. From the definition
of E1 in (2.3), and the properties of N¯ , it is clear that∣∣Dt+κ+∣∣2H3k− 52 (St) ≤ C(1 + E1) .
From (A.19) we have
| −∆Stv+ ·N+|2H3k− 52 (St) ≤ C
(
1 +E1 + |v+|
H3k−
1
8 (Ω+t )
)
≤ C(1 + E1) + β|v|H3k(Ωt) +Cβ−1|v|L2(Ωt)
g An essential proof of this fact is contained in [16, pp. 717-719] and [17, pp. 864-865]. See also [18, Appendix]
for further discussion.
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for some parameter β > 0. Choosing β small enough, and controlling |v+|L2 by E0, gives
(2.7).
• Proof of (2.9) - This estimate is proved in four steps.
1) Estimates on the Lagrangian coordinate map. Let u± denote the solution of (1.2). Using
product Sobolev estimates it is not hard to see that
|u+(t, ·)− id Ω+0 |H3k(Ω+0 ) ≤ C1
∫ t
0
|v+(s, ·)|H3k(Ω+t )|u+(s, ·)|
3k
H3k(Ω+0 )
ds ,
|u−(t, ·) − id Ω−0 |H3k−1(Ω−0 ) ≤ C1
∫ t
0
|v−(s, ·)|H3k−1(Ω−t )|u−(s, ·)|
3k−1
H3k−1(Ω−0 )
ds ,
whereC1 > 0 only depends on n and k. Next, we let µ be a sufficiently large constant compared
to the initial data, and define
t0 := sup
{
t : |v+(s, ·)|H3k(Ω+s ) + |v−(s, ·)|H3k−1(Ω−s ) ≤ µ ∀ s ∈ [0, t]
}
. (3.11)
Since v is assumed to be continuous in time with values in H3k, t0 > 0. An ODE argument
based on Gronwall’s inequality shows that there exists a positive time t1 and a constant C2, only
depending on k, n,µ and Λ0, such that
|u+(t, ·)− id Ω+0 |H3k(Ω+0 ) + |u−(t, ·)− id Ω−0 |H3k−1(Ω−0 ) ≤ C2t ≤
1
2
(3.12)
for any t ∈ [0, t⋆], where t⋆ := min{t0, t1, 1/(2C2)} depends only on Λ0 and the initial data.
This in particular shows that u± is a diffeomorphism, so that u−1± (t, ·) is a well-defined volume
preserving map for x ∈ Ω±t , and for the same range of times we have
|(Du+)−1|H3k−1(Ω+0 ) , |(Du−)
−1|H3k−2(Ω−0 ) ≤ 2 . (3.13)
2) Decomposition of vector fields and control of |v−|L2 . The well-know Hodge decomposition
of vector fields allows one to decompose any arbitrary vector field w, defined on a domain
Ω ⊂ Rn, in two components, a divergence-free component and a gradient part. More precisely
we can write w = v + ∇g, where div v = 0 = v⊥, and g satisfies the Neumann boundary
problem {
∆g = divw , x ∈ Ω
∇Ng = w⊥ , x ∈ ∂Ω .
We denote by wir := ∇g the so-called irrotational part of w and define the projection Pr on
the rotational part by wr := Pr(w) := w − wir. This splitting is orthogonal on L2 and Pr(w)
is a gradient-free projectionh . If we consider the divergence-free velocity field v−, the above
decomposition reduces to
v− = ∇H−N−1− v⊥− + v−,r .
h More details on this decomposition and related estimates are given in [18, Appendix].
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In [18] it is observed that the invariance of Euler equations under the action of the group of
volume preserving diffeomorphisms leads, via Noether’s theorem, to a family of conserved
quantities which determine completely the rotational part of the velocitiesi:
vr(t, ·) = Pr
(
St, (Du
−1)
∗
v(0, u−1(t, ·))
)
(3.15)
where Pr(St, w) denotes the projection of w : RnrSt → Rn onto its rotational (gradient-free)
part. Applying the above identity to v−, using standard estimates for the elliptic Neumann-
problem, v⊥− = −v⊥+ , and (3.13), we can estimate
|v−|2L2(Ω−t ) = |vr|
2
L2(Ω−t )
+ |vir|2L2(Ω−t )
≤ |(Du−1− )∗v(0, u−1(t, ·))|
2
L2(Ω−t )
+ |v+|2L2(Ω+t )
≤ C|Du−1− |2L∞(Ω−0 )|v(0, ·)|
2
L2(Ω−0 )
+ CE0 ≤ C(1 + E0)
with C depending only on the initial data.
3) Control of |v−|H3k−1 . For this purpose we want to apply the following variant of (3.10):
|w|Hs(Ω) ≤ C(1 + |κ+|Hs− 32 )
(
| divw|Hs−1(Ω) + | curlw|Hs−1(Ω)
+|w⊥|
Hs−
1
2 (∂Ω)
+ |w|L2(Ω)
)
(3.16)
for 1/2 < s ≤ 3k. To control the vorticity term curl v−, we use (3.14) and the fact that
pull-backs commute with exterior derivatives to get
curl v−(t, ·) = (Du−1)∗ curl v−(0, u−1(t, ·)) .
Then, (3.13) implies
| curl v−|Hs(Ω−t ) ≤ C , 0 ≤ s ≤ 3k − 2 (3.17)
for some constant C depending only on the initial data. Using the above inequality with s =
3k − 2, and (3.16) together with v⊥− = −v⊥+ , we have
|v−|2H3k−1(Ω−t ) ≤ C
(
|v⊥+ |
2
H3k−
3
2 (St)
+ | curl v−|2H3k−2(Ω−t ) + |v−|
2
L2(Ω−t )
)
≤ C(1 + E + E0)
i For completeness we provide here the proof. Consider F = (Du)⋆(v ◦ u), the pullback of v by the map u.
Taking a time derivative, using Euler equations ∂t(v ◦ u) = −∇p ◦ u and (1.2) we get
d
dt
F =
1
2
∇|v ◦ u|2 − (Du)∗∇p ◦ u
hence
F (t) = F (0) +∇
(∫ t
0
1
2
|v ◦ u|2 − p ◦ u
)
which in turn implies
v(t, x) =
(
Du−1
)∗
v(0, u−1(t, x)) +∇f (3.14)
for some f , and therefore proves (3.15).
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with C depending only on Λ0 and the initial data.
4) Weighted control of |v−|H3k . We want to use (3.10) with s = 3k. Notice that the vorticity
term ε|ω−|2H3k−1(Ω−t ) is already included in the energy (2.2), and that |v−|L2(Ω−t ) has been
estimated in the previous paragraph. Therefore, in order to conclude the proof of (2.9), we just
need to control the boundary value of v−. Since v⊥− = −v⊥+ , we have
N− ·∆Stv− = −∆Stv⊥+ − 2Π · (D⊤
∣∣∣
St
v−)− v− ·∆StN−
= −N+ ·∆Stv+ − 2Π · (D⊤
∣∣∣
St
(v+ + v−))− (v+ + v−) ·∆StN− ,
so that
|N− ·∆Stv−|2H3k− 52 (St) ≤ C(1 + E1)
+ C|v|2H3k−1(RnrSt)
(
|Π|2
H3k−
3
2 (St)
+ |N |2
H3k−
1
2 (St)
)
≤ C(1 + E1) + C|v|2H3k−1(RnrSt)
(
1 + |κ+|2
H3k−
3
2 (St)
)
,
having used (A.17). Finally, interpolating κ+ between H3k− 52 and H3k−1, and using (2.6), we
have
ε|κ+|2
H3k−
3
2 (St)
≤ C(1 + E) ,
which combined with the previous estimate gives
ε|N− ·∆Stv−|2H3k− 52 (St) ≤ C(1 + E + E0)
2 .
This concludes the proof of (2.9) 
3.3 Proof of Theorem 2.4
3.3.1 Estimate on |κ|
H3k−
5
2 (St)
The estimate on the Lagrangian coordinate map in (3.12) implies in particular the estimate on
the mean-curvature
|κ+(t, ·)|
H3k−
5
2 (St)
≤ Ct+ |κ+(0, ·)|
H3k−
5
2 (S0)
∀ t ∈ [0,min{t0, t1}] , (3.18)
where the constant C is only determined by µ (see (3.11)) and the setj Λ0. We conclude that
there exists a time t2, determined again only by µ and the set Λ0, such that
St ∈ Λ0 , ∀ t ∈ [0,min{t0, t2}] .
j This can be checked using the local coordinates constructed in [16, appendix A].
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3.3.2 Evolution of the Energy
The following proposition shows how the time evolution of E can be bounded by a polynomial
Q(E) up to the time derivative of an extra energy term due to the Kelvin-Helmotz instability.
Proposition 3.4. Assuming ρ− ≤ ε3/2, there exists a polynomial Q, as in (3.1), with positive
coefficients depending on the set Λ0 and independent of ρ− and ε, such that∣∣∣∣ ddt(E − Eex)
∣∣∣∣ ≤ Q , (3.19)
where the extra energy term Eex is given by
Eex = − ρ−
2(ρ+ + ρ−)
∫
St
∇v⊤+−v⊤−κ+ · N¯ (−∆StN¯ )
2k−2∇v⊤+−v⊤−κ+ dS . (3.20)
Proof. Combining (A.20) with the divergence decomposition formula
div v±|St = D · v⊤± + κ±v⊤± +∇N±v± ·N± = 0 ,
we see that
Dt±dS = −∇N±v± ·N±dS .
Then, since 3k − 52 > n−12 , we can bound∣∣∇N±v± ·N±∣∣L∞(St) ≤ C|v±|H3k−1(Ω±t ) ≤ Q .
Therefore, Dt±dS will not complicate the estimates. We now proceed to analyze the time
evolution of each one of the terms in the energy (2.2) keeping track only of terms which cannot
be bounded by Q.
• Evolution of ERT : We want to show∣∣∣∣ ddtERT + (ρ+ + ρ−)
∫
St
∇N+p⋆v,vN¯κ+ N¯ (−∆StN¯ )2k−2Dt+κ+ dS
∣∣∣∣ ≤ Q . (3.21)
From the commutator estimate (A.9), formula (A.18), and the definition of p⋆v,v in (1.13), we
get
Dt+∇N+p⋆v,v = −N+ ·
(
(Dv+)
∗∇p⋆v,v −∇Dt+p⋆v,v
)
= −N+ ·
(
(Dv+)
∗∇p⋆v,v +∇∆−1+ Dt+ tr (Dv)2 + [Dt+ ,∆−1+ ] tr (Dv)2
)
Using Euler’s equations we see that Dt+ tr (Dv+)
2 = −2 tr [(Dv+)3 − 2ρ+D2p+ · Dv+].
Combining this with (A.11) gives the estimate
|Dt+∇N+p⋆v,v|L∞(St) ≤ Q .
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Then, we see from the definition of ERT in (2.5), and commutator estimates (A.12) and (A.13),
that∣∣∣∣ ddtERT + (ρ+ + ρ−)
∫
St
(−N¯∆St)k−1N¯Dt+κ+∇N+p⋆v,v(−N¯∆St)k−1N¯κ+ dS
∣∣∣∣ ≤ Q .
This already gives (3.21) in the case k = 1. For k ≥ 2, we use lemma A.4 to commute the
multiplication operator by ∇N+p⋆v,v with N¯ and ∆St , and finally obtain (3.21).
• Evolution of E2: From the definition of E2 in (2.4), and commutator estimates (A.12) and
(A.13), it follows ∣∣∣∣ ddtE2 + ε2
∫
St
κ+N¯ (−∆StN¯ )2k−1Dt+κ+ dS
∣∣∣∣ ≤ Q . (3.22)
• Evolution of the vorticity ω = Dv − (Dv)⋆: Commuting Dt± and D we get the identity
Dt±ω± = DDt±v± − (Dv±)2 − (DDt±v±)∗ + ((Dv±)∗)2
= ((Dv±)
∗)
2 − (Dv±)2 = −ω±Dv± − (Dv±)∗ω± . (3.23)
Then, repeated commutations and product Sobolev estimates show that, for any integer 0 ≤
s ≤ 3k,∫
Ω±t
Dt± |Dsω±|2 dx ≤ C|ω±(t, ·)|2Hs(Ω±t )|Dv±(t, ·)|L∞(Ω±t )
+ C|ω±(t, ·)|Hs(Ω±t )|Dv±(t, ·)|Hs(Ω±t )|ω±(t, ·)|L∞(Ω±t ) . (3.24)
In the case of ω+, we use the above inequality with s = 3k − 1 to get
d
dt
∫
Ω+t
|D3k−1ω+|2 dx ≤ |v+(t, ·)|H3k(Ω+t )|ω+(t, ·)|
2
H3k−1(Ω+t )
≤ Q . (3.25)
In the case of ω−, we use again (3.24), (2.8), (2.9), and (3.17) together with Sobolev’s embed-
ding, to obtain
ε
d
dt
∫
Ω−t
|D3k−1ω−|2 dx
≤ Cε|ω−(t, ·)|2H3k−1(Ω−t )|v−(t, ·)|H3k−1(Ω−t )
+ C
√
ε|ω−(t, ·)|H3k−1(Ω−t )
√
ε|v−(t, ·)|H3k(Ω−t )|ω−(t, ·)|L∞(Ω−t ) ≤ Q . (3.26)
• Evolution of E1: From the definition of E1 in (2.3), commutator estimates (A.12) and (A.13)
we have ∣∣∣∣ ddtE1 −
∫
St
N¯D2t+κ+(−∆StN¯ )
2k−2
Dt+κ+ dS
∣∣∣∣ ≤ Q .
Using (3.9) we get∣∣∣∣ ddtE1 −
∫
St
N¯ [ε2(∆StN¯ )κ+ + (ρ+ + ρ−)∇N+p⋆v,vN¯κ+
+
1
ρ+
∆StN+pSv,v
]
(−∆StN¯ )2k−2Dt+κ+ dS
∣∣∣∣ ≤ Q .
18
Summing the above inequality to (3.21), (3.22), (3.25), and (3.26), we see that∣∣∣∣ ddtE −
∫
St
N¯
(
1
ρ+
∆StN+pSv,v
)
(−∆StN¯ )2k−2Dt+κ+ dS
∣∣∣∣ ≤ Q .
We now define
K :=
∫
St
N¯
(
1
ρ+
∆StN+pSv,v
)
(−∆StN¯ )2k−2Dt+κ+ dS
and focus on estimating this term. Equation (1.11) gives
1
ρ+
N+pSv,v = −
1
ρ+
N+N−1
{
2∇v⊤+−v⊤−v
⊥
+ −Π+(v⊤+ , v⊤+)
−Π−(v⊤− , v⊤−)−∇N+∆−1+ tr (Dv)2 −∇N−∆−1− tr (Dv)2
}
.
Using (A.5) we see that the last two terms above are lower order:∣∣∣N+N−1∇N±∆−1± tr (Dv)2∣∣∣
H3k−
1
2 (St)
≤ Cρ−|∇N±∆−1± tr (Dv)2|H3k− 12 (St)
≤ Cε3/2
(
1 + |κ+|
H3k−
3
2 (St)
)
|v|2H3k(RnrSt)
≤ Q .
From (A.6) and (A.17) we obtain∣∣∣∣ 1ρ+N+pSv,v +
ρ−
ρ+ + ρ−
(
2∇v⊤+−v⊤−v
⊥
+ −Π+(v⊤+ , v⊤+)−Π−(v⊤− , v⊤−)
)∣∣∣∣
H
3
2k−
1
2 (St)
≤ Q .
Therefore, if we define
K
(1)
± := −
2ρ−
ρ+ + ρ−
∫
St
(−∆St)∇±v⊤±v
⊥
+N¯ (−∆StN¯ )2k−2Dt+κ+ dS , (3.27)
K
(2)
± :=
ρ−
ρ+ + ρ−
∫
St
(−∆St)Π±(v⊤± , v⊤±)N¯ (−∆StN¯ )2k−2Dt+κ+ , dS , (3.28)
we have
∣∣∣K − (K(1)+ +K(1)− +K(2)+ +K(2)− )∣∣∣ ≤ Q, so that∣∣∣∣ ddtE −
(
K
(1)
+ +K
(1)
− +K
(2)
+ +K
(2)
−
)∣∣∣∣ ≤ Q . (3.29)
Estimate of K(1)± : To deal with the tangential derivative ∇v⊤± consider flows Φ±(τ, ·) on Ω
+
t
generated by H+v⊤± and apply (A.12) to commutek Dτ and ∆St obtaining:∣∣∣∣K(1)± + 2ρ−ρ+ + ρ−
∫
St
∇±v⊤± (−∆St)v
⊥
+N¯ (−∆StN¯ )2k−2Dt+κ+ dS
∣∣∣∣ ≤ Q .
k Notice that the presence of ρ− is necessary when performing this commutation since v− is involved.
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From (A.19) we have
ρ−| −∆Stv⊥+ −Dt+κ+ +∇v⊤+κ+|H3k− 32 (St) = ρ−|v
⊤
− |Π|2|H3k− 32 (St) ≤ Q
so that ∣∣∣∣K(1)± − 2ρ−ρ+ + ρ−
∫
St
∇±v⊤±Dt+κ+N¯ (−∆StN¯ )
2k−2
Dt+κ+ dS
+
2ρ−
ρ+ + ρ−
∫
St
∇±v⊤±∇v⊤+κ+N¯ (−∆StN¯ )
2k−2
Dt+κ+ dS
∣∣∣∣ ≤ Q .
By the same previous commutation trick applied to the tangential derivatives, and the fact that
N¯ and −∆St are self-adjoint, we have
ρ−
∣∣∣∣
∫
St
∇±v⊤±Dt+κ+N¯ (−∆StN¯ )
2k−2
Dt+κ+ dS
−
∫
St
1
2
∇±v⊤±
[
Dt+κ+N¯ (−∆StN¯ )2k−2Dt+κ+
]
dS
∣∣∣∣ ≤ Q .
We can integrate by parts the tangential derivatives in the last integral obtaining
ρ−
∣∣∣∣
∫
St
1
2
∇v⊤±
[
Dt+κ+N¯ (−∆StN¯ )2k−2Dt+κ+
]
dS
∣∣∣∣
≤ Cρ−|Dv⊤±|L∞(St)|Dt+κ+|H3k− 52 (St) ≤ Q .
Therefore, ∣∣∣∣K(1)± − 2ρ−ρ+ + ρ−
∫
St
∇±v⊤±∇v⊤+κ+N¯ (−∆StN¯ )
2k−2
Dt+κ+ dS
∣∣∣∣ ≤ Q .
Integrating by parts and applying the usual commutation trick we can conclude∣∣∣∣K(1)+ + ρ−ρ+ + ρ−
d
dt
∫
St
∇v⊤+κ+N¯ (−∆StN¯ )
2k−2∇v⊤+κ+ dS
∣∣∣∣ ≤ Q . (3.30)
We can handle similarly K(1)− integrating again by parts, commuting the tangential derivatives,
and pulling out Dt+ :∣∣∣∣K(1)− − ρ−ρ+ + ρ−
d
dt
∫
St
∇v⊤+κ+N¯ (−∆StN¯ )
2k−2∇v⊤−κ+ dS
∣∣∣∣ ≤ Q . (3.31)
Notice that the integrals in (3.30) and (3.31) constitute part of E(2)ex . The remaining contribution
is going to come from the terms in (3.28) involving Π±.
Estimate of K(2)± : Since D2κ± = ∇v⊤±∇v⊤±κ± −Dv⊤±v⊤± · ∇κ±, from (A.22) we get
ρ−
∣∣∣−∆St(Π±(v⊤± , v⊤±) +∇v⊤±∇v⊤±κ±
∣∣∣
H
3
2 k−
5
2 (St)
≤ Q .
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Therefore,∣∣∣∣K(2)± + ρ−ρ+ + ρ−
∫
St
∇v⊤±∇v⊤±κ±N¯ (−∆StN¯ )
2k−2
Dt+κ+ dS
∣∣∣∣ ≤ Q .
The usual integration by parts and commutation give∣∣∣∣K(2)+ − ρ−2(ρ+ + ρ−)
d
dt
∫
St
∇v⊤+κ+N¯ (−∆StN¯ )
2k−2∇v⊤+κ+ dS
∣∣∣∣ ≤ Q , (3.32)∣∣∣∣K(2)− + ρ−2(ρ+ + ρ−)
d
dt
∫
St
∇v⊤−κ+N¯ (−∆StN¯ )
2k−2∇v⊤−κ+ dS
∣∣∣∣ ≤ Q . (3.33)
Gathering (3.30), (3.31), (3.32) and (3.33) we have∣∣∣K(1)+ +K(1)− +K(2)+ +K(2)−
+
ρ−
2(ρ+ + ρ−)
d
dt
∫
St
∇v⊤+−v⊤−κ+N¯ (−∆StN¯ )
2k−2∇v⊤+−v⊤−κ+ dS
∣∣∣∣
=
∣∣∣∣K(1)+ +K(1)− +K(2)+ +K(2)− − ddtEex
∣∣∣∣ ≤ Q .
The above estimate and (3.29) prove (3.19) ✷
3.3.3 The Energy Inequality
To conclude the proof of theorem (2.4) we need to control the extra energy termEex. Integrating
in time (3.19) gives
E(t)− E(0)− Eex(t) + Eex(0) ≤
∫ t
0
Q (s) ds (3.34)
for any 0 ≤ t ≤ min{t0, t2}. Since 3k − 52 > n−12 , we can estimate the extra energy term
(3.20) by
|Eex| ≤ Cρ−
∫
St
∣∣∣N¯ 12 (∆StN¯ )k−1∇v⊤+−v⊤−κ+
∣∣∣2 dS
≤ Cρ−|v(t, ·)|2H3k−2(RnrSt)|κ+(t, ·)|2H3k− 32 (St)
where C depends only on the set Λ0. Interpolating κ+ between H3k−
5
2 and H3k−1, and using
(2.6), (2.7), and (2.9), we get
|Eex| ≤ C1ρ−|v(t, ·)|2H3k−2(RnrSt)|κ+(t, ·)|
4/3
H3k−1(St)
≤ C1ρ−ε−4/3E2/3|v(t, ·)|2H3k−2(RnrSt)
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where the constant C1, which includes |κ+|
H3k−
5
2
, depends ultimately only on the initial data
and Λ0. Then, we see that if ρ− = o(ε4/3), as it is guaranteed by (2.10),
|Eex| ≤ 1
2
E + C1|v(t, ·)|6H3k−2(RnrSt) .
In view of estimate (3.7) on Dtv, we can use the Lagrangian coordinate map to get∣∣∣|v(t, ·)|6H3k−2(RnrSt) − |v(0, ·)|6H3k−2(RnrS0)
∣∣∣ ≤ ∫ t
0
Q(s) ds .
Therefore,
|Eex| ≤ 1
2
E + C1
(
1 + |v(0, ·)|6H3k−2(RnrS0)
)
+
∫ t
0
Q(s) ds ≤ 1
2
E + C2 +
∫ t
0
Q(s) ds
where C2 is determined by E0, the set Λ0, and |v(0, ·)|H3k−2(RnrS0). Inserting this last in-
equality in (3.34) we finally obtain (2.11). Therefore, the energy is uniformly bounded by some
constant depending only on Λ0 and the initial data; choosing µ in (3.11) large enough compared
to the initial data concludes the proof of theorem 2.4 
3.4 Proof of corollary 2.5
The proof of strong convergence of solutions requires only some standard compactness argu-
ments that we are going sketch in what follows. Let us consider any sequence of solutions of
(E)-(BC) as in corollary 2.5 dropping the indices m for convenience. Let us also denote by
XH l(D) the space X([0, T∞];H l(D)) for X = L∞ or C where T∞ is as in theorem 2.3.
Observe that the uniform bound (2.12) guarantees, through proposition 2.3, that
|κ|L∞H3k−2(St) , ε|κ|L∞H3k−1(St) , |v+|L∞H3k(Ω+t ) ,
|v−|L∞H3k−1(Ω−t ) ,
√
ε|v−|L∞H3k(Ω−t ) ≤ C0 , (3.35)
for some constant C0 depending only the initial data and the set Λ0, as in theorem 2.3. From
now on we denote by C0 any such generic constant.
Since we want to prove convergence in Lagrangian coordinates, the first step is to use (3.12)
and the uniform bounds on v+ to obtain
|u+|L∞H3k(Ω+0 ) , |∂tu+|L∞H3k(Ω+0 ) ≤ C0 .
This shows, via the Ascoli-Arzelá theorem, that there exist a diffeomorphism u∞ ∈ CH3k(Ω+0 )
such that u+ → u∞ in C∞H3k(Ω+0 ). For the velocity field v+ we immediately see from Euler
equations (1.15), and estimates (3.3) and (3.6), that
|∂t(v+ ◦ u+)|L∞H3k−3/2(Ω+0 ) ≤ C0|Dt+v+|L∞H3k−3/2(Ω+t ) ≤ C0 .
Using again Ascoli-Arzelá and interpolation of Sobolev norms, this implies the existence of a
field v∞ ∈ L∞H3k′(Ω∞t ) such that
v+ ◦ u+ −→ v∞ ◦ u∞ in CH3k′(Ω+0 ) (3.36)
22
for any k′ < k. It is also clear that v∞ is divergence-free on Ω∞t := u∞(Ω+0 ).
To prove that v∞ satisfies (E0) pointwise, we need to obtain strong convergence of the time
derivative of the velocity ∂t(v+ ◦ u+). Using the same arguments above this reduces to check
the boundedness of ∂2t (v+ ◦ u+) or, equivalently, the boundedness of Dt+p+. This can be
directly obtained from the definition of p+ in (1.3), commutator estimates in lemma A.3, (A.5),
and the uniform bounds (3.35) which yield
|∂2t (v+ ◦ u+)|L∞H3k−3(Ω+0 ) ≤ C0|Dt+p+|L∞H3k−3(Ω+t ) ≤ C0 .
The regularity of the boundary S∞t := ∂Ω∞t follows again from the same arguments since
|κ+|L∞H3k−2(St) , |Dt+κ+|L∞H3k−5/2(St) ≤ C0 .
Finally, again from (1.3), (A.5), and (3.35), it is easy verify that
|p−|L∞H3k−2(St) −→ 0
so that the boundary condition (BC0) for the pressure is also satisfied 
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A Supporting material for the proofs
In this appendix we collect some tools from [16, 17, 18] which are frequently used in our proofs.
We first state well-know basic elliptic estimates. The main point here is that the constants
involved in these estimates are uniform over Λ0.
Lemma A.1. Let ∆−1 andH denote respectively the inverse Laplacian with Dirichlet boundary
condition and the harmonic extension operator. Then there exists a uniform constant C > 0
such that for every domain Ω with ∂Ω := S ∈ Λ0
|f |S |Hs(S) ≤ C|f |Hs+12 (Ω) , ∀ s > 0 , (A.1)
|∇H|
L(Hs(S),Hs−
1
2 (Ω))
≤ C , ∀ s ∈ [0, 3k − 3/2] ; (A.2)
moreover, for any g inl Hs(Ω) ∩ (H˙10 (Ω))
∗
there exists a unique q = ∆−1g such that
|∇q|Hs(Ω) ≤ C
(
|g|Hs−1(Ω) + |g|(H˙10 (Ω))∗
)
, ∀ s ∈ [0, 3k − 1] . (A.3)
l By H˙10 (Ω) we denote the completion of C∞ functions supported in Ω under the metric |∇g|L2(Ω) and by
(H˙10 (Ω))
∗ its dual.
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The proof of (A.1) and (A.2) is based on the construction of a suitable set of coordinates on Λ0
and can be found in [16, A.1]. (A.3) is just a standard elliptic estimate.
Lemma A.2 (Dirichlet-Neumann operator). Let Ω+,Ω− be respectively a bounded and an
unbounded domain, such that Rn = Ω+ ∪ Ω− ∪ S with S := ∂Ω±. The Dirichlet-Neumann
operator N± relative to Ω± can be defined for any f ∈ Hs(S), s ≥ 12 and satisfiesm
|N±|
L(Hs+
1
2 (S),Hs−
1
2 (S))
+ |N−1± |L(H˙s− 12 (S),H˙s+12 (S)) ≤ C , ∀ s ∈ [0, 3k − 1] (A.4)
for any S ∈ Λ0. In particular, if N and N¯ are the operators defined respectively in (1.4) and
(2.1) then for the same C as above
|N−1|
L(H˙s−
1
2 (S),H˙s+
1
2 (S))
≤ 2Cρ− , ∀ s ∈ [0, 3k − 1] and ρ− ≤ ρ+
2C2
, (A.5)
|N¯ |
L(Hs+
1
2 (S),Hs−
1
2 (S))
≤ 2C
3
ρ+
, ∀ s ∈ [0, 3k − 1] ,
|N¯−1|
L(H˙s−
1
2 (S),H˙s+
1
2 (S))
≤ (ρ− + ρ+)C3 , ∀ s ∈ [0, 3k − 1] .
Moreover ∣∣∣∣N±N−1 − ρ−ρ+ρ+ + ρ−
∣∣∣∣
L(H˙s−
1
2 (S),H˙s+
1
2 (S))
≤ Cρ− , ∀ s ∈ [0, 3k − 1] (A.6)
∣∣(ρ+ + ρ−)N¯ − N+∣∣
L(Hs+
1
2 (S),Hs+
1
2 (S))
≤ C , ∀ s ∈ [0, 3k − 1] (A.7)
for some other C uniform in Λ0.
Proof. The proof of (A.4) and more detailed analysis of the Dirichlet-Neumann operator can
be found in [16, A.2]. Estimate (A.5) is easily obtained as follows. From the definition of N in
(1.4) we have
N = N−
ρ−
(
ρ−N−1−
N+
ρ+
+ I
)
=:
N−
ρ−
(B + I) .
Estimate (A.4) implies that for ρ− ≤ ρ+/(2C2), B maps Hs(S) to itself with norm less or
equal than C2ρ−ρ−1+ ≤ 12 . Hence, I + B is invertible and N−1 = ρ−
∑∞
j=0 (−1)jBjN−1− so
that
|N−1|
L(H˙s−
1
2 (S),H˙s+
1
2 (S))
≤ ρ−C
∞∑
j=0
|B|j
L(H˙s+
1
2 (S),H˙s+
1
2 (S))
≤ 2Cρ− .
Inequalities (A.6) and (A.7) are a consequence of Theorem A.8 in [16] where it is proved that∣∣∣N± − (−∆S) 12 ∣∣∣
L(Hs+
1
2 (S),Hs+
1
2 (S))
≤ C , ∀ s ∈ [−3k, 3k − 2] (A.8)
m By H˙s(S) we denote Hs(S)-functions with average zero. As in [18, Appendix A] we remark that since Ω+ is
compact, N+ is semipositive definite with its range being some H˙s(S) space. Therefore N−1+ will always denotes
the composition of the inverse of N+ with the L2 orthogonal projection on functions of average zero. Since Ω− is
unbounded, there is no restriction on N−1− for n > 2. However, if n = 2, N
−1
− still denotes the composition of the
inverse of N− with the L2 orthogonal projection on functions with average zero.
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for some C uniform in Λ0. To see this let us denote
L := (−∆S)
1
2N−1 and ρ0 := ρ+ρ−/(ρ+ + ρ−)≪ 1 ;
we write
N±N−1 − ρ+ρ−
ρ+ + ρ−
= (N± − (−∆S)
1
2 )N−1 + L− ρ0 .
The first summand above satisfies the desired bound in view of (A.5) and (A.8). For the second
summand notice that
ρ0L
−1 − I = ρ0
(
N+
ρ+
− (−∆S)
1
2
ρ+
+
N−
ρ−
− (−∆S)
1
2
ρ−
)
(−∆S)−
1
2
so that again by (A.8) we have |ρ0L−1 − I|
L(H˙s−
1
2 ,H˙s+
1
2 )
≤ C . Therefore
|L− ρ0|
L(H˙s−
1
2 ,H˙s+
1
2 )
≤ Cρ− ,
and this proves (A.6). Finally, from the definition of N¯ in (2.1) we have
(ρ+ + ρ−)N¯ − N+ = N+
(
ρ+ + ρ−
ρ+ρ−
N−1N− − I
)
so that (A.7) follows by (A.6) ✷
In the non-linear approach to energy estimates performed in Eulerian coordinates, a key role
is played by commutators between the material derivative and the various differential operators
appearing in the problem.
Lemma A.3 (Commutator Estimates). Let ∆St , ∆−1± and H± denote respectively the surface
Laplacian on St, the inverse Laplacian with Dirichlet boundary conditions and the harmonic
extension in the domain Ω±t . The following list of commutator estimates holds true:∣∣[Dt± ,∇]∣∣L(Hs(Ω±t ),Hs−1(Ω±t )) ≤ C|v|H3k(Ω±t ) ∀ 1 ≤ s ≤ 3k (A.9)∣∣[Dt± ,H±]∣∣L(Hs− 12 (St),Hs(St)) ≤ C|v|H3k(Ω±t ) ∀ 1/2 < s ≤ 3k (A.10)∣∣[Dt± ,∆−1± ]∣∣L(Hs−2(Ω±t ),Hs(Ω±t )) ≤ C|v|H3k(Ω±t ) ∀ 2− 3k ≤ s ≤ 3k (A.11)∣∣[Dt± ,N±]∣∣L(Hs(St),Hs−1(St)) ≤ C|v|H3k(Ω±t ) ∀ 1 ≤ s ≤ 3k − 1/2 (A.12)∣∣[Dt± ,∆St]∣∣L(Hs(St),Hs−2(St)) ≤ C|v|H3k(Ω±t ) ∀ 7/2 − (3/2)k < s ≤ 3k − 1/2
(A.13)
with C uniform for any St ∈ Λ0. In particular∣∣[Dt+ , N¯ ]∣∣L(Hs(St),Hs−1(St)) ≤ C|v|H3k(Ω+t ) ∀ 1 ≤ s ≤ 3k − 1/2 . (A.14)
Explicit formulae and estimates of the above commutators can be found in [16, sec. 3.1].
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Lemma A.4 (More commutators). Let p⋆v,v and N¯ be defined respectively in (1.13) and (2.1).
Then ∣∣[∇N+p⋆v,v, N¯ ]∣∣L(Hs(St),Hs− 12 (St)) ≤ Q ∀ 1 ≤ s ≤ 3k − 3 (A.15)∣∣[∇N+p⋆v,v,∆St]∣∣L(Hs(St),Hs− 32 (St)) ≤ Q ∀ 3 ≤ s ≤ 3k − 3 . (A.16)
Proof. First notice that in order to prove (A.15) it is enough to show the bound just for N+. It
is also easy to see that N+ satisfies Leibniz’ rule up to lower order terms:
N+(fg) = gN+f + fN+g − 2∇N+∆−1(∇H+f · ∇H+g) .
Let a := ∇N+p⋆v,v, then for s < (n− 1)/2 we haven
|[a,N+]f |
Hs−
1
2 (St)
≤ |N+af |
Hs−
1
2 (St)
+ 2
∣∣∇N+∆−1(∇H+a · ∇H+f)∣∣Hs− 12 (St)
≤ C|N+a|H n2−1(St)|f |Hs(St) +C|∇H+a · ∇H+f |Hs−1(Ω+t )
≤ C|a|
H
n
2 (St)
|f |Hs(St) ≤ Q|f |Hs(St)
having used (3.4) and 3k − 1 > n/2 in the last inequality. If instead s ≥ (n− 1)/2 then
|[a,N+]f |
Hs−
1
2 (St)
≤ C|f |
Hs−
1
2 (St)
|N+a|
Hs+
1
2 (St)
+ |f |
Hs−
1
2 (St)
|∇H+a|Hs+1(Ω+t )
≤ C|a|
Hs+
3
2 (St)
|f |
Hs−
1
2 (St)
≤ Q|f |
Hs−
1
2 (St)
.
Similar arguments also prove (A.16) ✷
Lemma A.5 (Geometric Formulae). Let N,κ and Π denote respectively the outward unit
normal, the mean-curvature and the second fundamental form of an hypersurface S. Then
there exists a uniform constant C such that for any S ∈ Λ0
|Π|Hs(S) + |N |Hs+1(S) ≤ C(1 + |κ|Hs(S)) ∀ 3k − 5/2 ≤ s ≤ 3k − 1 . (A.17)
If we assume that the hypersurface St evolves in time with velocity given by the normal compo-
nent of a vector field v, and let D denote the covariant derivative on St and τ be any tangent
vector, then the following identities hold true:
DtN = −[(Dv)∗ ·N ]⊤ (A.18)
Dtκ = −∆Stv ·N − 2Π ·
(
(D⊤
∣∣∣
T∂Ωt
)v
)
(A.19)
= −∆Stv⊥ − v⊥|Π|2 +∇v⊤κ
DtdS = (D · v⊤ + κv⊤)dS (A.20)
D
⊤
t Π(τ) = −Dτ
(
((Dv)∗N+)
⊤
)
−Π
(
(∇τv)⊤
)
(A.21)
−∆StΠ = −D2κ+ (|Π|2I − κΠ)Π . (A.22)
n Use the inequality
|fg|
H
s1+s2−
n−1
2 (St)
≤ |f |Hs1 (St)|g|Hs2 (St) (resp. |fg|Hs1+s2−n2 (Ωt) ≤ |f |Hs1 (Ωt)|g|Hs2 (Ωt))
with g = N+a, s1 = s and s2 = n/2− 1 (resp. g = ∇H+a, s1 = s− 12 and s2 = (n− 1)/2 ).
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The proof of the above lemma can be found in [16]; more specifically, identities (A.18), (A.19)
and (A.21) are derived in sec. 3.1, (A.17) is proved in lemma 4.7, and (A.22) is part of the proof
of proposition A.2.
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