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SATURATION AND ELEMENTARY EQUIVALENCE OF
C*-ALGEBRAS
CHRISTOPHER J. EAGLE AND ALESSANDRO VIGNATI
Abstract. We study the saturation properties of several classes
of C*-algebras. Saturation has been shown by Farah and Hart to
unify the proofs of several properties of coronas of σ-unital C*-
algebras; we extend their results by showing that some coronas
of non-σ-unital C*-algebras are countably degree-1 saturated. We
then relate saturation of the abelian C*-algebra C(X), where X
is 0-dimensional, to topological properties of X , particularly the
saturation of CL(X). We also characterize elementary equivalence
of the algebras C(X) in terms of CL(X) when X is 0-dimensional,
and show that elementary equivalence of the generalized Calkin
algebras of densities ℵα and ℵβ implies elementary equivalence of
the ordinals α and β.
1. Introduction
In this paper we examine extent to which several classes of operator
algebras are saturated in the sense of model theory. In fact, few op-
erator algebras are saturated in the full model-theoretic sense, but in
this setting there are useful weakenings of saturation that are enjoyed
by a variety of algebras. The main results of this paper show that cer-
tain classes of C*-algebras do have some degree of saturation, and as a
consequence, have a variety of properties previously considered in the
operator algebra literature. For all the definitions involving continuous
model theory for metric structures (or in particular of C*-algebras), we
refer to [5] or [19]. Different degrees of saturation and relevant concepts
will be defined in Section 2.
Among the weakest possible kinds of saturation an operator algebra
may have, which nevertheless has interesting consequences, is being
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countably degree-1 saturated. This property was introduced by Farah
and Hart in [18], where it was shown to imply a number of impor-
tant consequences (see Theorem 2.8 below). It was also shown in [18]
that countable degree-1 saturation is enjoyed by a number of familiar
algebras, such as coronas of σ-unital C*-algebras and all non-trivial
ultraproducts and ultrapowers of C*-algebras. Further examples were
found by Voiculescu [35]. Countable degree-1 saturation can thus serve
to unify proofs about these algebras. We extend the results of Farah
and Hart by showing that a class of algebras which is broader than the
class of σ-unital ones have countably degree-1 saturated coronas. The
following theorem is Theorem 3.8 below; for the definitions of σ-unital
C*-algebras and essential ideals, see Definition 3.1.
Theorem A. Let M be a unital C*-algebra, and let A ⊆ M be an
essential ideal. Suppose that there is an increasing sequence of positive
elements in A whose supremum is 1M , and suppose that any increasing
uniformly bounded sequence converges in M . Then M/A is countably
degree-1 saturated.
Theorem A is proved as Theorem 3.8 below. One interesting class
of examples of a non-σ-unital algebra to which our result applies is the
following. Let N be a II1 factor, H a separable Hilbert space and K be
the unique two-sided closed ideal of the von Neumann tensor product
N ⊗B(H) (see [9] and [10]). Then (N ⊗B(H))/K is countably degree-1
saturated. These results are the contents of Section 3.
In Section 4 we consider generalized Calkin algebras of uncountable
weight, as well as B(H) where H has uncountable density. Considering
their complete theories as metric structures, we obtain the following
(Theorem 4.3 below):
Theorem B. Let α 6= β be ordinals, Hα the Hilbert space of density
ℵα. Let Bα = B(Hα) and Cα = Bα/K the Calkin algebra of density ℵα.
Then the projections of the algebras Cα and Cβ as posets with respect to
the Murray-von Neumann order are elementary equivalent if and only
if α = β mod ωω, where ωω is computed by ordinal exponentiation, as
they are the infinite projections of Bα and Bβ. Consequently, if α 6≡ β
then Bα 6≡ Bβ and Cα 6≡ Cβ.
Elementary equivalence of C*-algebras A and B can be understood,
via the Keisler-Shelah theorem for metric structures, as saying that A
and B have isomorphic ultrapowers (see Theorem 2.5 below for a more
precise description).
For our second group of results we consider (unital) abelian C*-
algebras, which are all of the form C(X) for some compact Hausdorff
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space X . We focus in particular on the real rank zero case, which
corresponds to X being 0-dimensional. In Section 5 we first establish
a correspondence between the Boolean algebra of the clopen set of X
and the theory of C(X) (see Theorem 5.8).
Theorem C. Let X and Y be compact 0-dimensional Hausdorff spaces.
Then C(X) and C(Y ) are elementarily equivalent if and only if the
Boolean algebras CL(X) and CL(Y ) are elementarily equivalent.
We obtain several corollaries of the above theorem. For example,
we show that many familiar spaces have function spaces which are
elementarily equivalent, and hence have isomorphic ultrapowers.
Finally, we study saturation properties in the abelian setting. We
find that if C(X) is countably degree-1 saturated then X is a sub-
Stonean space without the countable chain condition and which is not
Rickart. In the 0-dimensional setting we describe the relation between
the saturation of C(X) and the saturation of CL(X). While some
implications hold in general, a complete characterization occurs in the
case where X has no isolated points. The following is a special case of
Theorems 5.13 and 5.14 in Section 5.
Theorem D. Let X be a compact 0-dimensional Hausdorff space with-
out isolated points. Then the following are equivalent:
• C(X) is countably degree-1 saturated,
• C(X) is countably saturated,
• CL(X) is countably saturated.
Before beginning the technical portion of the paper, we wish to give
further illustrations of the importance of the saturation properties we
will be considering, particularly the full model-theoretic notion of sat-
uration (see Definition 2.2 below). For countable degree-1 saturation
we refer to Theorem 2.8 for a list of consequences. The following fact
follows directly from the fact that axiomatizable properties are pre-
served to ultrapowers, which are countably saturated (see [5, Theorem
5.4 and Proposition 7.6]).
Fact 1.1. Let P be a property that may or may not be satisfied by a
C*-algebra. Suppose that countable saturation implies the negation of
P . Then P is not axiomatizable (in the sense of [5]).
Other interesting consequences follow when the Continuum Hypoth-
esis is also assumed. In this case, all ultrapowers of a separable algebra
by a non-principal ultrafilter on N are isomorphic. In fact, all that is
needed is that the ultrapowers are countably saturated and elementar-
ily equivalent:
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Fact 1.2 ( [19, Proposition 4.13]). Assume the Continuum Hypoth-
esis. Let A and B be two elementary equivalent countably saturated
C*-algebra of density ℵ1. Then A ∼= B.
Applying Parovicenko’s Theorem (see [31]), the above fact imme-
diately yields that under the Continuum Hypothesis if X and Y are
locally compact Polish 0-dimensional spaces then C(βX \X) ∼= C(βY \
Y ).
Saturation also has consequences for the structure of automorphism
groups:
Fact 1.3 ( [21, Theorem 3.1]). Assume the Continuum Hypothesis.
Let A be a countably saturated C*-algebra of density ℵ1. Then A has
2ℵ1-many automorphisms. In particular, A has outer automorphisms.
Is it known that for Fact 1.3 the assumption of countable saturation
can be weakened in some particular cases (see [13, Theorem 1.4] and
[18, Theorem 2.13]), and the property of having many automorphisms
under the Continuum Hypothesis is shared by many algebras that are
not even quantifier free saturated (for example the Calkin algebra). In
particular it is plausible that the assumption of countable saturation
in Fact 1.3 can be replaced with a lower degree of saturation.
In light of this, and since the consistency of the existence of non-
trivial homeomorphisms (see [21] for the definition) of spaces of the
form βRn \Rn is still open (for n ≥ 2), it makes sense to ask about the
saturation of C(βRn \ Rn) - see Question 6.6 below. In the opposite
direction, the Proper Forcing Axiom has been used to show the consis-
tency of all automorphisms of certain algebras being inner. For more
on this topic, see [21], [20] and [17].
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2. Countable degree-1 saturation
In this section we describe the notions we will be considering through-
out the remainder of the paper. We also take this opportunity to fix
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notation that will be used in subsequent sections. The main topics
of this paper are several weakenings of the model-theoretic notion of
saturation. We begin by reviewing the definition and basic properties.
Since finite-dimensional C*-algebras have full model-theoretic satura-
tion, and hence have all of the weakenings in which we are interested,
we assume throughout the paper that all C*-algebras under discussion
are infinite dimensional unless otherwise specified.
Notation 2.1. For a compact set K ⊆ R and ǫ > 0, we denote the
ǫ-thickening of K by (K)ǫ = { x ∈ R : d(x,K) < ǫ }.
We will be considering C*-algebras as structures for the continuous
logic formalism of [5] (or, for the more specific case of operator algebras,
[19]). Nevertheless, for many of our results it is not necessary to be
familiar with that logic. Informally, a formula is an expression obtained
from a finite set of norms of ∗-polynomials with complex coefficients
by applying continuous functions and taking suprema and infima over
some of the variables. A formula is quantifier-free if it does not involve
suprema or infima. A formula is a sentence if every variable appears
in the scope of a supremum or infimum. We refer the reader to [19] for
the precise definitions.
Given a C∗-algebra A we will denote as A≤1, A1 and A+ the closed
unit ball of A, its boundary, and the cone of positive elements respec-
tively.
Definition 2.2. Let A be a C*-algebra, and let Φ be a collection of
formulas in the language of C*-algebras. We say that A is countably
Φ-saturated if for every sequence (φn)n∈N of formulas from Φ with pa-
rameters from A≤1, and sequence (Kn)n∈N of compact sets, the follow-
ing are equivalent:
(1) There is a sequence (bk)k∈N of elements of A≤1 such that φAn (b) ∈
Kn for all n ∈ N,
(2) For every ǫ > 0 and every finite ∆ ⊂ N there is (bk)k∈N ⊆ A≤1,
depending on ǫ and ∆, such that φAn (b) ∈ (Kn)ǫ for all n ∈ ∆.
The three most important special cases for us will be the following:
• If Φ contains all 1-degree ∗-polynomials, we say that A is count-
ably 1-degree saturated.
• If Φ contains all quantifier free formulas, we say that A is quantifier-
free saturated.
• If Φ is the set of all formulas we say that the algebra A is count-
ably saturated.
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Clearly condition (1) in the definition always implies condition (2),
but the converse does not always hold. We recall the (standard) termi-
nology for the various parts of the above definition. A set of conditions
satisfying (2) in the definition is called a type; we say that the conditions
are approximately finitely satisfiable or consistent. When condition (1)
holds, we say that the type is realized (or satisfied) by (bk)k∈N.
An equivalent definition of quantifier-free saturation is obtained by
allowing only ∗-polynomials of degree at most 2 [18, Lemma 1.2]. By
(model-theoretic) compactness the concepts defined by Definition 2.2
are unchanged if each compact set Kn is assumed to be a singleton.
In the setting of logic for C*-algebras, the analogue of a finite dis-
crete structure is a C*-algebra with compact unit ball, that is, a finite-
dimensional algebra. The following fact is then the C*-algebra analogue
of a well-known result from discrete logic.
Fact 2.3 ( [5, Proposition 7.8]). Every ultraproduct of C*-algebras over
a countably incomplete ultrafilter is countably saturated. In particular,
every finite-dimensional C*-algebra is countably saturated.
The second part of the fact follows from the first because any ultra-
power of a finite-dimensional C*-algebra is isomorphic to the original
algebra (see [5, p. 24]).
A condition very similar to the countable saturation of ultraproducts
was considered by Kirchberg and Rørdam under the name “ǫ-test”
in [27, Lemma 3.1]. Before returning to the analysis of the different
degrees of saturation, we give definitions for two well-known concepts
that we are going to use strongly, but that may not be familiar to a
C*-algebraist.
Definition 2.4. The theory of a C*-algebra A is the set of all sentences
in the language of C*-algebras which have value 0 when evaluated in A.
We say that C*-algebras A and B are elementary equivalent, written
A ≡ B, if their theories are equal.
Elementary equivalence can be defined without reference to continu-
ous logic by way of the following result, which is known as the Keisler-
Shelah theorem for metric structures. The version we are using is stated
in [5, Theorem 5.7], and was originally proved in an equivalent setting
in [25, Theorem 10.7].
Theorem 2.5. Let A and B be C*-algebras. Then A ≡ B if and only
if there is an ultrafilter U (over a possibly uncountable set) such that
the ultrapowers AU and BU are isomorphic.
Definition 2.6. Let A be a C*-algebra. We say that the theory of
A has quantifier elimination if for any formula φ(x) and any ǫ > 0
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there is quantifier-free formula ψ(x) such that for every C*-algebra B
satisfying A ≡ B, and any b ⊆ B (of the appropriate length) we have
that in B, ∣∣φ(b)− ψ(b)∣∣ ≤ ǫ.
Countable degree-1 saturation is the weakest form of saturation that
we will consider in this paper. Even this modest degree of saturation
for a C*-algebra has interesting consequences. In particular it implies
several properties (see the detailed definition before) that were shown
to hold in coronas of σ-unital algebras in [32]
Definition 2.7 ([32]). Let A be a C*-algebra. Then A is said to be
• SAW ∗ if any two σ-unital subalgebras C,B are orthogonal (i.e.,
bc = 0 for all b ∈ B and c ∈ C) if and only if are separated (i.e.,
there is x ∈ A such that xbx = b for all b ∈ B and xc = 0 for all
x ∈ C).
• AA−CRISP if for any sequences of positive elements (an), (bn)
such that for all n we have an ≤ an+1 ≤ . . . ≤ bn+1 ≤ bn and any
separable D ⊆ A such that for all d ∈ D we have limn ‖[d, an]‖ =
0, there is c ∈ A+ such that an ≤ c ≤ bn for any n and for all
d ∈ D we have [c, d] = 0.
• σ-sub-Stonean if whenever C ⊆ A is separable and a, b ∈ A+ are
such that aCb = {0} then there are contractions f, g ∈ C ′ ∩ A
such that fg = 0, fa = a and gb = b, C ′∩A denoting the relative
commutant of C inside A.
Theorem 2.8 ([18, Theorem 1]). Let A be a countably degree-1 satu-
rated C*-algebra. Then:
• A is SAW∗,
• A is AA-CRISP,
• A satisfies the conclusion of Kasparov’s technical theorem (see
[18, Prop. 2.8]),
• A is σ-sub-Stonean,
• every derivation of a separable subalgebra of A is of the form
δb(x) = bx − xb for some b ∈ A
• A is not the tensor product of two infinite dimensional C*-algebras
(this is a consequence of being SAW ∗, see [22]).
It is useful to know that when a degree-1 type can be approximately
finitely satisfied by elements of a certain kind then the type can be
realized by elements of the same kind.
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Lemma 2.9 ([18, Lemma 2.1]). Let A be a countably degree-1 saturated
C*-algebra. If a type can be finitely approximately satisfied by self-
adjoint elements then it can be realized by self-adjoint elements, and
similarly with “self-adjoint” replaced by “positive”.
We will also make use of the converse of the preceding lemma, which
says that to check countable degree-1 saturation it is sufficient to check
that types which are approximately finitely satisfiable by positive ele-
ments are realized by positive elements.
Lemma 2.10. Suppose that A is a C*-algebra that is not countably
degree-1 saturated. Then there is a countable degree-1 type which is
approximately finitely satisfiable by positive elements of A but is not
realized by any positive element of A.
Proof. Let (Pn(x))n∈N be degree-1 polynomials, and (Kn)n∈N com-
pact sets, such that the type { ‖Pn(x)‖ ∈ Kn : n ∈ N } is approximately
finitely satisfiable but not satisfiable in A. For each variable xk, we in-
troduce new variables vk, wk, yk, and zk. For each n, letQn(v, w, y, z) be
the polynomial obtained by replacing each xk in Pn by vk+iwk−yk−izk.
Since every x ∈ A can be written as x = v + iw − y − iz where
v, w, y, z ∈ A+, it follows that { ‖Qn(v, w, y, z)‖ ∈ Kn : n ∈ N } is ap-
proximately finitely satisfiable (respectively, satisfiable) by positive el-
ements in A if and only if { ‖Pn(x)‖ ∈ Kn : n ∈ N } is approximately
finitely satisfiable (respectively, satisfiable). 
The first example of an algebra which fails to be countably degree-1
saturated is B(H), where H is an infinite dimensional separable Hilbert
space. In fact, no infinite dimensional separable C*-algebra can be
countably degree-1 saturated; this was observed in [18, Proposition
2.3]. We include here a proof of the slightly stronger result, enlarging
the class of algebras that are not countably degree-1 saturated.
Definition 2.11. A C*-algebra A has few orthogonal positive elements
if every family of pairwise orthogonal positive elements of A of norm 1
is countable.
Remark 2.12. This condition was introduced recently in [29] under
the name strong countable chain condition, where it was expressed in
terms of the cardinality of a family of pairwise orthogonal hereditary
∗-subalgebras. On the other hand, in general topology this name was
already introduced by Hausdorff in a different context, so we have given
this property a new name to avoid overlaps. In the non-abelian case,
is is not known whether or not this condition coincides with the notion
of countable chain condition for any partial order.
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In Section 5 of this paper we will further examine the property of
having few orthogonal positive elements in the context of abelian C*-
algebras. For now, we have the following lemma:
Lemma 2.13. If an infinite dimensional C*-algebra A has few orthog-
onal positive elements, then A is not countably degree-1 saturated.
Proof. Suppose to the contrary that A has few orthogonal positive
elements and is countably degree-1 saturated. Using Zorn’s lemma,
find a set Z ⊆ A+1 which is maximal (under inclusion) with respect to
the property that if x, y ∈ Z and x 6= y, then xy = 0. By hypothesis,
the set Z is countable; list it as Z = {an}n∈N.
For each n ∈ N, define Pn(x) = anx, and let Kn = {0}. Let
P−1(x) = x, and K−1 = {1}. The type { ‖Pn(x)‖ ∈ Kn : n ≥ −1 }
is finitely satisfiable. Indeed, by definition of Z, for any m ∈ N and
any 0 ≤ n ≤ m we have ‖Pn(am+1)‖ = ‖anam+1‖ = 0, and ‖am+1‖ = 1.
By countable degree-1 saturation and Lemma 2.9 there is a positive
element b ∈ A+1 such that ‖Pn(b)‖ = 0 for all n ∈ N. This contradicts
the maximality of Z. 
Subalgebras of B(H) clearly have few positive orthogonal elements,
whenever H is separable. As a result, we obtain the following.
Corollary 2.14. No infinite dimensional subalgebra of B(H), with H
separable, can be countably degree-1 saturated.
Corollary 2.14 shows that many familiar C*-algebras fail to be count-
ably degree-1 saturated. In particular, it implies that no infinite dimen-
sional separable C*-algebra is countable degree-1 saturated. Corollary
2.14 also shows that the class of countably degree-1 saturated alge-
bras is not closed under taking inductive limits (consider, for example,
the CAR
⊗∞
i=1M2(C), or any AF algebra) or subalgebras. On the
other hand, several examples of countably degree-1 saturated algebras
are known. It was shown in [18] that every corona of a σ-unital alge-
bra is countably degree-1 saturated. Recently Voiculescu in [35] found
examples of algebras which are not C*-algebras, but which have the
unexpected property that their coronas are countably degree-1 satu-
rated C*-algebras. The results of the following section expand the list
of examples of countably degree-1 saturated C*-algebras.
3. Coronas of non-σ-unital algebras
Our goal in this section is to give examples of coronas of non-σ-unital
algebras which are countably degree-1 saturated. For convenience, we
recall some definitions which we will need:
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Definition 3.1. A C*-algebra A is σ-unital (see [8, II.4.2.4]) if it has
a countable approximate identity, that is, a sequence (en)n∈N such that
for all x ∈ A,
lim
n→∞
‖enx− x‖ = lim
n→∞
‖xen − x‖ = 0.
A closed ideal I ⊆ A is essential (see [8, II.5.4.7]) if it has trivial
annihilator, that is, if {x ∈ A : Ix = {0} } = {0}.
Motivating example.
Notation 3.2. Let R be the hyperfinite II1 factor. Let M = R⊗B(H)
be the unique hyperfinite II∞ factor associated to R, and let τ be its
unique trace. We denote by KM the unique norm closed two-sided ideal
generated by the positive elements of finite trace in M .
Note that M is the multiplier algebra of KM , so the quotient M/KM
is the corona of M .
Any ideal in a von Neumann algebra is generated, as a linear space,
by its projections, hence KM is the closure of the linear span in M of
the set of projections of finite trace. In particular, R ⊗ K(H) ( KM .
To see that the inclusion is proper, fix an orthonormal basis (en)n∈N for
H , and choose (pn)n∈N fromR such that τ(pn) = 2−n for all n ∈ N. For
each n, let qn ∈ B(H) be the projection onto en, and let q =
∑
n pn⊗qn.
Then q ∈M is a projection of finite trace, but q /∈ R⊗K(H).
We recall few well known properties of this object.
Proposition 3.3 ([33]). 1. R ∼= Mp(R) for every prime number p.
Consequently Mn(R) ∼= Mm(R) for every m,n ∈ N.
2. K0(KM) = R = K1(M/KM).
3. KM is not σ-unital.
4. KM ⊗K(H) is not isomorphic to R⊗K(H).
Proof. 1. This is becauseMp(R) is hyperfinite and R is the unique
hyperfinite II1-factor.
2. Note that K0(M) = 0 = K1(M) and apply the exactness of the
six term K-sequence.
3. Suppose to the contrary that (xn)n∈N is a countable approximate
identity in KM formed by positive elements such that 0 ≤ xn ≤ 1
for all n. Using spectral theory, we can find projections pn ∈ KM
such that ‖pnxn − xn‖ ≤ 1/n for each n. Then (pn)n∈N is again
a countable approximate identity for KM . For each n ∈ N define
qn = supk≤n pk ∈ KM , and by passing to a subsequence we can
suppose that (qn)n∈N is strictly increasing. For each n ∈ N find
a projection rn ≤ qn+1 − qn such that τ(rn) ≤ 12n . Then r =
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n∈N rn ∈ KM , and we have that for all n ∈ N,
‖qnr − r‖ = 1.
This contradicts that (qn)n∈N is an approximate identity.
4. This follows from (3), since R⊗K(H) has a countable approxi-
mate identity and KM⊗K(H) does not. To see this, suppose that
(xn)n∈N is a countable approximate identity for KM ⊗K(H), and
let p be a rank one projection in K(H). Then ((1⊗p)xn(1⊗p))n∈N
is be a countable approximate identity for KM⊗p, but KM⊗p ∼=
KM , so this contradicts (3).

There are many differences between the Calkin algebra and M/KM .
Some of them are already clear from theK-theory considerations above,
or from the fact that K(H) is separable. Another difference, a little bit
more subtle, is given by the following:
Proposition 3.4. Let H be a separable Hilbert space, and let Q be
the canonical quotient map onto the Calkin algebra. Let (en)n∈N be an
orthonormal basis for H, and let S ∈ B(H) be the unilateral shift in
B(H) defined by S(en) = en+1 for all n. Then neither S nor Q(S) has
a square root, but 1⊗ S ∈ R⊗B(H) does have a square root.
Proof. Suppose that Q(T ) ∈ C(H) is such that Q(T )2 = Q(S). Since
Q(S) is invertible in the Calkin algebra so is Q(T ). The Fredholm
index of S is −1, so if n ∈ Z is the Fredholm index of T then 2n = −1,
which is impossible. Therefore Q(S) has no square root, and hence
neither does S.
For the second assertion recall that R ∼= M2(R), and so
R⊗B(H) ∼= M2(R⊗B(H)) = R⊗ (M2 ⊗ B(H)).
We view B(H) as embedded inM2⊗B(H) = B(H ′) for another Hilbert
space H ′; find (fn)n∈N such that { en, fn : n ∈ N } is an orthonormal
basis for H ′. Let S ′ ∈ B(H ′) be defined such that S ′(en) = fn and
S ′(fn) = en+1 for all n. Then T = 1 ⊗ S ′ ∈ R⊗B(H ′), and T 2 =
1⊗ S. 
A consequence of the previous proof, and of the fact thatR ∼= Mp(R)
for any integer p, is the following:
Corollary 3.5. 1⊗ S ∈M has a qth-root for every rational q.
With the motivating example in mind, we turn to establishing count-
able degree-1 saturation of a class of algebras containing M/KM .
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A weakening of the σ-unital assumption. We recall the following
result, which may be found in [32, Corollary 6.3]:
Lemma 3.6. Let A be a C*-algebra, S ∈ A1 and T ∈ A+≤1. Then
‖[S, T ]‖ = ǫ ≤ 1
4
⇒ ∥∥[S, T 1/2]∥∥ ≤ 5
4
√
ǫ.
The following lemma is the key technical ingredient of Theorem 3.8
below. It is a strengthening of the construction used in [18, Lemma
3.4], as if A is σ-unital and M = M(A) is the multiplier algebra of A,
then M and A satisfy the hypothesis of our lemma.
Lemma 3.7. Let M be a unital C*-algebra, let A ⊆ M be an essen-
tial ideal, and let π : M → M/A be the quotient map. Suppose that
there is an increasing sequence (gn)n∈N ⊂ A of positive elements whose
supremum is 1M , and suppose that any increasing uniformly bounded
sequence converges in M .
Let (Fn)n∈N be an increasing sequence of finite subsets of the unit
ball of M and (ǫn)n∈N be a decreasing sequence converging to 0, with
ǫ0 < 1/4. Then there is an increasing sequence (en)n∈N ⊂ A+≤1 such
that, for all n ∈ N and a ∈ Fn, the following conditions hold, where
fn = (en+1 − en)1/2:
(1) |‖(1− en−2)a(1− en−2)‖ − ‖π(a)‖| < ǫn for all n ≥ 2,
(2) ‖[fn, a]‖ < ǫn for all n,
(3) ‖fn(1− en−2)− fn‖ < ǫn for all n ≥ 2,
(4) ‖fnfm‖ < ǫm for all m ≥ n+ 2,
(5) ‖[fn, fn+1]‖ < ǫn+1 for all n,
(6) ‖fnafn‖ ≥ ‖π(a)‖ − ǫn for all n,
(7)
∑
n∈N f
2
n = 1;
and further, whenever (xn)n∈N is a bounded sequence from M , the fol-
lowing conditions also hold:
(8) the series
∑
n∈N fnxnfn converges to an element of M ,
(9) ∥∥∥∥∥
∑
n∈N
fnxnfn
∥∥∥∥∥ ≤ supn∈N ‖xn‖ ,
(10) whenever lim supn→∞ ‖xn‖ = lim supn→∞ ‖xnf 2n‖ we have
lim sup
n→∞
∥∥xnf 2n∥∥ ≤
∥∥∥∥∥π
(∑
n∈N
xnf
2
n
)∥∥∥∥∥ .
Proof. For each n ∈ N let δn = 10−100ǫ2n, and let (gn)n∈N be an in-
creasing sequence in A whose weak limit is 1. We will build a sequence
(en)n∈N satisfying the following conditions:
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(a) |‖(1− en−2)a(1− en−2)‖ − ‖π(a)‖| < ǫn for all n ≥ 2 and a ∈
Fn,
(b) 0 ≤ e0 ≤ . . . ≤ en ≤ en+1 ≤ . . . ≤ 1, and for all n we have
en ∈ A,
(c) ‖enek − ek‖ < δn+1 for all n > k,
(d) ‖[en, a]‖ < δn for all n ∈ N and a ∈ Fn+1,
(e) ‖(en+1 − en)a‖ ≥ ‖π(a)‖ − δn for all n ∈ N and a ∈ Fn
(f)
∥∥(em+1 − em)1/2en(em+1 − em)1/2 − (em+1 − em)∥∥ < δn+1 for all
n > m+ 1,
(g) en+1 ≥ gn+1 for all n ∈ N.
We claim that such a sequence will satisfy (1)–(7), in light of Lemma
3.6. Conditions (1) and (a) are identical. Condition (d) implies condi-
tion (2). Condition (c) and the C*-identity imply condition (3), which
in turn implies conditions (4) and (5). We have also that conditions
(e) and (g) imply respectively conditions (6) and (7), so the claim is
proved. After the construction we will show that (8)–(10) also hold.
Take Λ = {λ ∈ A+ : λ ≤ 1} to be the approximate identity of
positive contractions (indexed by itself) and let Λ′ be a subnet of Λ
that is quasicentral for M (see [32, Theorem 2.1] or [1, §1]).
Since A is an essential ideal of M , by [8, II.6.1.6] there is a faithful
representation β on an Hilbert space H such that
1H = SOT− lim
λ∈Λ′
{β(λ)},
Consequently, for every finite F ⊂ M , ǫ > 0 and λ ∈ Λ′ there is µ > λ
such that for all a ∈ F ,
ν ≥ µ⇒ ‖(ν − λ)a‖ ≥ ‖π(a)‖ − ǫ.
We will proceed by induction. Let e−1 = 0 and λ0 ∈ Λ′ be such that
for all µ > λ0 and a ∈ F1 we have ‖[µ, a]‖ < δ0. By cofinality of Λ′ in
Λ we can find a e0 ∈ Λ′ such that e0 > λ0, g0. Find now λ1 > e0 such
that for all µ > λ1 and a ∈ F2 we have
‖[µ, a]‖ < δ1, ‖(µ− e0)a‖ ≥ ‖π(a)‖ − δ1.
Since we have that
(1) ‖π(a)‖ = lim
λ∈Λ′
‖(1− λ)a(1− λ)‖
we can also ensure that for all a ∈ F3 and all µ > λ1, condition (1) is
satisfied.
Picking e1 ∈ Λ′ such that e1 > λ1, g1 we have that the base step is
completed.
Suppose now that e0, . . . , en, f0, . . . , fn−1 are constructed.
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We can choose λn+1 so that for all µ > λn+1, with µ ∈ Λ′, we have
‖[µ, a]‖ < δn+1/4 and ‖(µ− en)a‖ ≥ ‖π(a)‖ − δn for a ∈ Fn+2. More-
over, by the fact that Λ′ is an approximate identity for A we can have
that ‖fmµfm − f 2m‖ < δn+2 for everym < n and that ‖µek − ek‖ < δn+2
for all k ≤ n. By equation (1) we can also ensure that for all a ∈ Fn+2
and all µ > λn+1, condition (1) is satisfied.
Once this λn+1 is picked we may choose
en+1 ∈ Λ′, en+1 > λn+1, gn+1,
to end the induction.
It is immediate from the construction that the sequence (en)n∈N cho-
sen in this way satisfies conditions (a) - (g). To complete the proof
of the lemma we need to show that conditions (8), (9) and (10) are
satisfied by the sequence {fn}.
To prove (8), we may assume without loss of generality that each xn
is a contraction. Recall that every contraction in M is a linear combi-
nation (with complex coefficients of norm 1) of four positive elements
of norm less than 1, and addition and multiplication by scalar are weak
operator continuous functions. It is therefore sufficient to consider a se-
quence (xn) of positive contractions. By positivity of xn, we have that
(
∑
i≤n fixifi)n∈N is an increasing uniformly bounded sequence, since
for every n we have∑
i≤n
fixifi ≤
∑
i≤n
f 2i and fnxnfn ≥ 0.
Hence (
∑
i≤n fixifi)n∈N converges in weak operator topology to an el-
ement of M of bounded norm, namely the supremum of the sequence,
which is
∑
n∈N fnxnfn.
For (9), consider the algebra
∏
k∈NM with the sup norm and the map
φn :
∏
k∈NM →M such that φn((xi)) = fnxnfn. Each φn is completely
positive, and since f 2n ≤
∑
i∈N f
2
i = 1, also contractive. For the same
reason the maps ψn :
∏
k∈NM →M defined as ψn((xi)) =
∑
j≤n fjxjfj
are completely positive and contractive. Take Ψ to be the supremum of
the maps ψn. Then Ψ((xn)) =
∑
i∈N fixifi. This map is a completely
positive map of norm 1, because ‖Ψ‖ = ‖Ψ(1)‖, and from this condition
(9) follows.
For (10), we can suppose lim supi→∞ ‖xi‖ = lim supi→∞ ‖xif 2i ‖ = 1.
Then for all ǫ > 0 there is a sufficiently large m ∈ N and a unit vector
ξm ∈ H such that ∥∥xmf 2m(ξm)∥∥ ≥ 1− ǫ.
Since ‖xi‖ ≤ 1 for all i, we have that ‖fm(ξm)‖ ≥ 1 − ǫ, that is,
|(f 2mξm | ξm)| ≥ 1− ǫ. In particular we have that ‖ξm − f 2m(ξm)‖ ≤ ǫ.
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Since
∑
f 2i = 1 we have that ξm and ξn constructed in this way are
almost orthogonal for all n,m. In particular, choosing ǫ small enough
at every step, we are able to construct a sequence of unit vectors {ξm}
such that |(ξm | ξn)| ≤ 1/2m for m > n. But this means that for any
finite projection P ∈ M only finitely many ξm are in the range of P
up to ǫ for every ǫ > 0. In particular, if I is the set of all convex
combinations of finite projections, we have that that
lim
λ∈I
∥∥∥∥∥
∑
i∈N
xif
2
i − λ
(∑
i∈N
xif
2
i
)∥∥∥∥∥ ≥ 1.
Since I is an approximate identity for A we have that∥∥∥∥∥π
(∑
i∈N
xif
2
i
)∥∥∥∥∥ = limλ∈I
∥∥∥∥∥
∑
i∈N
xif
2
i − λ
(∑
i∈N
xif
2
i
)∥∥∥∥∥ ,
as desired. 
We can then proceed with the proof of the main theorem.
Theorem 3.8. Let M be a unital C*-algebra, and let A ⊆ M be an
essential ideal. Suppose that there is an increasing sequence (gn)n∈N ⊂
A of positive elements whose supremum is 1M , and suppose that any
increasing uniformly bounded sequence converges in M . Then M/A is
countably degree-1 saturated.
Proof. Let π : M → M/A be the quotient map. Let (Pn(x))n∈N be
a collection of ∗-polynomial of degree 1 with coefficients in M/A, and
for each n ∈ N let rn ∈ R+. Without loss of generality, reordering the
polynomials and eventually adding redundancy if necessary, we can
suppose that the only variables occurring in Pn are x0, . . . , xn.
Suppose that the set of conditions { ‖Pn(x0, . . . , xn)‖ = rn : n ∈ N }
is approximately finitely satisfiable, in the sense of Definition 2.2. As
we noted immediately after Definition 2.2, it is sufficient to assume
that the partial solutions are all in (M/A)≤1, and we must find a total
solution also in (M/A)≤1. So we have partial solutions
{π(xk,i)}k≤i ⊆ (M/A)≤1
such that for all i ∈ N and n ≤ i we have
‖Pn(π(x0,i), . . . , π(xn,i))‖ ∈ (rn)1/i.
For each n ∈ N, let Qn(x0, . . . , xn) be a polynomial whose coefficients
are liftings of the coefficients of Pn to M , and let Fn be a finite set that
contains
• all the coefficients of Qk, for k ≤ n
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• xk,i, x∗k,i for k ≤ i ≤ n.
• Qk(x0,i, . . . , xk,i) for k ≤ i ≤ n.
Let ǫn = 4
−n. Find sequences (en)n∈N and (fn)n∈N satisfying the con-
clusion of Lemma 3.7 for these choices of (Fn)n∈N and (ǫn)n∈N.
Let xn,i = (x0,i, . . . , xn,i), yk =
∑
i≥k fixk,ifi, yn = (y0, . . . , yn) and
zn = π(yn). Fix n ∈ N; we will prove that ‖Pn(zn)‖ = rn.
First, since xk,i ∈M≤1, as a consequence of condition (9) of Lemma
3.7, we have that yi ∈M≤1 for all i. Moreover, since Qn is a polynomial
whose coefficients are lifting of those of Pn we have
‖Pn(zn)‖ = ‖π(Qn(yn))‖ .
We claim that
Qn(yn)−
∑
j∈N
fjQn(xn,j)fj ∈ A.
It is enough to show that∑
j∈N
fjaxk,jbfj −
∑
j∈N
afjxk,jfjb ∈ A,
where a, b are coefficients of a monomial in Qn, since Qn is the sum
of finitely many of these elements (and the proof for monomials of the
form ax∗k,jb is essentially the same as the one for axk,jb).
By construction we have a, b ∈ Fn, and hence by condition (2) of
Lemma 3.7, for j sufficiently large,
∀x ∈M≤1 (‖afjxfjb− fjaxbfj‖ ≤ 2−j(‖a‖+ ‖b‖)).
Therefore
∑
j∈N(fjaxk,jbfj − afjxk,jfjb) is a series of elements in A
that is converging in norm, which implies that the claim is satisfied. In
particular,
‖Pn(zn)‖ =
∥∥∥∥∥π
(∑
j∈N
fjQn(xn,j)fj
)∥∥∥∥∥ .
For each j ≥ 2, let aj = (1− ej−2)Qn(xn,j)(1− ej−2). By condition (1)
of Lemma 3.6, the fact that Qn(xn,j) ∈ Fn, and the original choice of
the xn,j ’s, we have that lim sup ‖aj‖ = rn. Similarly to the above, but
this time using condition (3) of Lemma 3.6, we have∥∥∥∥∥π
(∑
j∈N
fjQn(xn,j)fj
)∥∥∥∥∥ =
∥∥∥∥∥π
(∑
j∈N
fjajfj
)∥∥∥∥∥ ≤
∥∥∥∥∥
∑
j∈N
fjajfj
∥∥∥∥∥ .
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Using condition (9) of Lemma 3.7 and the fact that Qn(xn,j) ∈ Fj
we have that ∥∥∥∥∥
∑
j∈N
fjajfj
∥∥∥∥∥ ≤ lim supj→∞ ‖aj‖ = rn.
Combining the calculations so far, we have shown
‖Pn(zn)‖ =
∥∥∥∥∥π
(∑
j∈N
fjQn(xn,j)fj
)∥∥∥∥∥ =
∥∥∥∥∥π
(∑
j∈N
fjajfj
)∥∥∥∥∥ ≤ rn.
Since Qn(xn,j) ∈ Fj for all j, condition (6) of Lemma 3.6 implies
rn ≤ lim sup
j→∞
‖fjQn(xn,j)fj‖ .
It now remains to prove that
lim sup
j→∞
‖fjajfj‖ ≤
∥∥∥∥∥π
(∑
j∈N
fjajfj
)∥∥∥∥∥
so that we will have
rn ≤ lim sup
j→∞
‖fjQn(xn,j)fj‖
= lim sup
j→∞
‖fjajfj‖
≤
∥∥∥∥∥π
(∑
j∈N
fjajfj
)∥∥∥∥∥
= ‖Pn(zn)‖ .
We have Qn(xn,j) ∈ Fj , so by condition (2) of Lemma 3.6, we have that
lim sup
j→∞
‖fjajfj‖ = lim sup
j→∞
∥∥ajf 2j ∥∥ ,
and hence ∑
j∈N
fjajfj −
∑
j∈N
ajf
2
j ∈ A.
The final required claim will then follow by condition (10) of Lemma
3.6, once we verify
lim sup
j→∞
∥∥ajf 2j ∥∥ = lim sup
j→∞
‖aj‖ .
We clearly have that for all j,∥∥ajf 2j ∥∥ ≤ ‖aj‖ .
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On the other hand,
lim sup
j→∞
∥∥ajf 2j ∥∥ = lim sup
j→∞
‖fjajfj‖
= lim sup
j→∞
‖fjQn(xn,j)fj‖ by condition (3)
≥ rn
= lim sup
j→∞
‖aj‖ .

The theorem above applies, in particular, to coronas of σ-unital alge-
bras. The following result is due to Farah and Hart, but unfortunately
their proof in [18] has a technical error. Specifically, our proof of The-
orem 3.8 uses the same strategy as in [18, Theorem 1.4], but avoids
their equation (10) on p. 14, which is incorrect.
Corollary 3.9 ([18, Theorem 1.4]). If A is a σ-unital C*-algebra, then
its corona C(A) is countably degree-1 saturated.
We also obtain countable degree-1 saturation for the motivating ex-
ample from the beginning of this section.
Corollary 3.10. Let N be a II1 factor, H a separable Hilbert space
andM = N ⊗B(H) be the associated II∞ factor. Let KM be the unique
two-sided closed ideal of M , that is the closure of the elements of finite
trace. Then M/KM is countably degree-1 saturated. In particular, this
is the case when N = R, the hyperfinite II1 factor.
More generally, recall that a von Neumann algebra M is finite if there
is not a projection that is Murray-von Neumann equivalent to 1M , and
σ-finite if there is a sequence of finite projections weakly converging to
1M .
Corollary 3.11. Let M be a σ-finite but not finite tracial von Neu-
mann algebra, and let A be the ideal generated by the finite trace pro-
jections. Then M/A is countably degree-1 saturated.
4. Generalized Calkin algebras
Notation 4.1. Let α be an ordinal and Hα = ℓ
2(ℵα) be the unique
(up to isomorphism) Hilbert space of density character ℵα. Let Bα =
B(Hα). Let Kα be the ideal of compact operators in Bα. The quotient
Cα = Bα/Kα is called the generalized Calkin algebra of weight ℵα.
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Note that, when H is separable, the ideal of compact operators in
B(H) is separable, and in particular σ-unital, so it follows from Corol-
lary 3.9 that the Calkin algebra is countably degree-1 saturated.
We are going to give explicit results on the theories of the general-
ized Calkin algebras. Is it known (see [18]) that the Calkin algebra is
not countably quantifier-free saturated; we show that the generalized
Calkin algebras also fail to have this degree of saturation. This follows
immediately from the fact that the Calkin algebra is isomorphic to a
corner of the generalized Calkin algebra and that if A is a C*-algebra
that is Φ-saturated, where Φ include all ∗-polynomials of degree 1, then
every corner of A is Φ-saturated. On the other hand, the proof shown
below is direct and much easier than the proof in the separable case. It
is worth noting, however, that the method we will use does not apply
to the Calkin algebra C0 itself.
Lemma 4.2. Let α ≥ 1 be an ordinal. Then Cα is not countably
quantifier-free saturated.
Proof. Fix {An}n∈N a countable partition of ℵα in disjoint pieces of
size ℵα and a base (eβ)β<ℵα for Hℵα. For each n ∈ N let Pn be the
projection onto span(eβ : β ∈ An).
Claim 4.2.1. If Q is a projection in Bα such that QPn ∈ Kα for all n
then Q has range of countable density.
Proof. We have that for any n ∈ N and ǫ > 0 there is a finite Cǫ,n ⊆ ℵα
such that
β /∈ Cǫ,n ⇒ ‖QPneβ‖ < ǫ.
Let D =
⋃
n∈N
⋃
m∈N C1/m,n. If β /∈ D then for all n ∈ N we have
‖QPneβ‖ = 0 and since there is n such that eβ ∈ Pn, we have that
‖Qeβ‖ = 0. Since D is countable, Q is identically zero on a subspace
of countable codimension. 
Let Q−4 = xx∗− 1, Q−3 = x∗x− y, Q−2 = y− y∗, Q−1 = y− y2, and
Qn = yPn. The type {‖Qi‖ = 0}−4≤i admits a partial solution, but not
a total solution. 
We are going to have a further look at the theories of Cα. In particular
we want to see if it is possible to distinguish between the theories of
Cα and of Cβ, whenever α 6= β. Of course, since there are at most 2ℵ0
many possible theories, we have that there are ordinals α 6= β such that
Cα ≡ Cβ . As we show in the next theorem, this phenomenon cannot
occur whenever α and β are sufficiently small, and similarly for Bα and
Bβ.
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Theorem 4.3. Let α 6= β be ordinals, and Hα the Hilbert space of den-
sity ℵα. Then the projections of the algebras Cα and Cβ as posets with
respect to the Murray-von Neumann order are elementary equivalent if
and only if α = β mod ωω, where ωω is computed by ordinal exponen-
tiation, as they are the infinite projections of Bα of Bβ. Consequently,
if α 6≡ β then Bα 6≡ Bβ and Cα 6≡ Cβ.
Proof. The key fact is that α ≡ β (as first-order structures with only
the ordering) if and only if α = β mod ωω; see [14, Corollary 44].
Hence the proof will be complete as soon as we notice that the ordinal
α is interpretable in both Cα (as the set of projections under Murray-von
Neumann equivalence) and inside Bα (as the set of infinite projections
under Murray-von Neumann equivalence).
To see this note that there is a formula φ such that φ(p, q) = 0
if p ∼MvN q and p, q are projections and φ(p, q) = 1 otherwise, and
that being an infinite projection is axiomatizable (since p is an infinite
projection if and only if ψ(p) = 0 if and only if ψ(p) < 1/4, where
ψ(x) = ‖x− x∗‖+∥∥x− x2∥∥+inf
y
(‖yy∗ − x‖+ ‖y∗yx− y∗y‖+ (1−˙ ‖y∗y − x‖))
where y ranges over the set of partial isometries. Since we have that
to any projection we can associate the density of its range (both in Cα
and Bα), and that we have that p ≤MvN q if and only if the density of
p is less or equal than the range of q. Since every possible value for the
density is of the form ℵβ, for β < α, the theorem is proved. 
5. Abelian C*-algebras
In this section we consider abelian C*-algebras, and particularly the
theories of real rank zero abelian C*-algebras. In the first part of this
section we give a full classification of the complete theories of abelian
real rank zero C*-algebras in terms of the (discrete first-order) theo-
ries of Boolean algebras (recall that a theory is complete if whenever
M |= T and N |= T then M ≡ N). As an immediate consequence of
this classification we find that there are exactly ℵ0 distinct complete
theories of abelian real rank zero C*-algebras. We also give a concrete
description of two of these complete theories.
In the second part of the section we return to studying saturation.
We show how saturation of abelian C*-algebras is related to the clas-
sical notion of saturation for Boolean algebras. We begin by recalling
some well-known definitions and properties.
5.1. Preliminaries from topology and Boolean algebra.
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Notation 5.1. A topological space X is said sub-Stonean if any pair
of disjoint open σ-compact sets has disjoint closures; if, in addition,
those closures are open and compact, X is said Rickart. A space X is
said to be totally disconnected if the only connected components of X
are singletons and 0-dimensional if X admits a basis of clopen sets.
A topological space X such that every collection of disjoint nonempty
open subsets of X is countable is said to carry the countable chain
condition.
Note that for a compact space being totally disconnected is the same
as being 0-dimensional, and this corresponds to the fact that C(X) has
real rank zero. Moreover any compact Rickart space is 0-dimensional
and sub-Stonean, while the converse is false (take for example βN\N).
The space X carries the countable chain condition if and only if C(X)
has few orthogonal positive elements (see Definition 2.11).
Remark 5.2. Let X be a compact 0-dimensional space, CL(X) its
algebra of clopen sets. For a Boolean algebra B, let S(B) its Stone
space, i.e., the space of all ultrafilters in B.
Note that if two 0-dimensional spaces X and Y are homeomorphic
then CL(X) ∼= CL(Y ) and conversely, we have that CL(X) ∼= CL(Y )
implies X and Y are homeomorphic to S(CL(X)).
Moreover, if f : X → Y is a continuous map of compact 0-dimensional
spaces we have that φf : CL(Y ) → CL(X) defined as φf(C) = f−1[C]
is an homomorphism of Boolean algebras. Conversely, for any homo-
morphism of Boolean algebras φ : CL(Y ) → CL(X) we can define a
continuous map fφ : X → Y . If f is injective, φf is surjective. If f is
onto φf is 1-to-1 and same relations hold for φ and fφ.
We recall some basic definitions and facts about Boolean algebras.
Notation 5.3. A Boolean algebra is atomless if ∀a 6= 0 there is b such
that 0 < b < a. For Y, Z ⊂ B we say that Y < Z if ∀(y, z) ∈ Y × Z
we have y < z.
Note that, for a 0-dimensional space, CL(X) is atomless if and only
if X does not have isolated points. In particular
|{a ∈ CL(X) : a is an atom}| = |{x ∈ X : x is isolated}| .
Definition 5.4. Let κ be an uncountable cardinal. A Boolean algebra
B is said to be κ-saturated if every finitely satisfiable type of cardinality
< κ in the first-order language of Boolean algebras is satisfiable.
For atomless Boolean algebras this model-theoretic saturation can
be equivalently rephrased in terms of increasing and decreasing chains:
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Theorem 5.5 ([30, Thm 2.7]). Let B be an atomless Boolean algebra,
and κ an uncountable cardinal. Then B is κ-saturated if and only if
for every directed Y < Z such that |Y | + |Z| < κ there is c ∈ B such
that Y < c < Z.
5.2. Elementary equivalence.
Notation 5.6. Let U be an ultrafilter (over a possibly uncountable
index set). If A is a C*-algebra, we denote the C*-algebraic ultrapower
of A by U by AU . Similarly, if B is a Boolean algebra we denote the
classical model-theoretic ultrapower of B by BU . If X is a topological
space we denote the ultracopower by
∑
U X.
The reader unfamiliar with the ultracopower construction is referred
to [4]. The only use we will make of this tool is the following lemma.
Lemma 5.7 ([24, Proposition 2] and [4, Remark 2.5.1]). Let X be a
compact Hausdorff space, and let U be an ultrafilter. Then C(X)U ∼=
C(
∑
U X), and CL(X)
U ∼= CL(∑U X).
Theorem 5.8. Let A and B be abelian, unital, real rank zero C*-
algebras. Write A = C(X) and B = C(Y ), where X and Y are 0-
dimensional compact Hausdorff spaces. Then A ≡ B as metric struc-
tures if and only if CL(X) ≡ CL(Y ) as Boolean algebras.
Proof. Suppose that A ≡ B. By the Keisler-Shelah theorem (Theorem
2.5) there is an ultrafilter U such that AU ∼= BU . By Lemma 5.7 AU ∼=
C(
∑
U X). Thus we have C(XU)
∼= C(YU), and hence by Gelfand-
Naimark XU is homeomorphic to YU . Then CL(
∑
U X)
∼= CL(∑U Y ).
Applying Lemma 5.7 again, we have CL(
∑
U X) = CL(X)
U , so we
obtain CL(X)U ∼= CL(Y )U , and in particular, CL(X) ≡ CL(Y ). The
converse direction is similar, starting from the Keisler-Shelah theorem
for first-order logic (see [34]). 
It is interesting to note that the above result fails when C(X) is
considered only as a ring in first-order discrete logic (see [3, Section
2]).
Corollary 5.9. There are exactly ℵ0 distinct complete theories of abelian,
unital, real rank zero C*-algebras.
Proof. There are exactly ℵ0 distinct complete theories of Boolean al-
gebras; see [12, Theorem 5.5.10] for a description of these theories. 
Corollary 5.10. If X and Y are infinite, compact, 0-dimensional
spaces both with the same finite number of isolated points or both having
a dense set of isolated points, then C(X) ≡ C(Y ).
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In particular, let α be any infinite ordinal. Then C(α+1) ≡ C(βω).
Moreover, if α is a countable limit, C(2ω) ≡ C(βω \ ω) ≡ C(βα \ α).
Proof. Given X, Y as in the hypothesis, again by Theorem [12, Theo-
rem 5.5.10], we have that CL(X) ≡ CL(Y ). 
Remark 5.11. The construction of C(X) from the Boolean algebra
CL(X) can be described directly. Recall that C(S(B)) = CB where
CB = {
∑
i≤n
λixi | λi ∈ C, xi ∈ B, n ∈ N}.
In the same way, given an abelian group Γ, we can define the associated
C*-algebra CΓ. Martino Lupini asked whether the analogue of Theorem
5.8 holds in this setting, that is, whether it is true that Γ ≡ Γ′ ⇐⇒
CΓ ≡ CΓ′ for countable abelian groups.
In fact, both implications fail. For one direction, recall that CΓ =
C(Γˆ) where Γˆ is the dual group of G. If p is prime then the dual of⊕
N Z/pZ is p
N, hence
C
⊕
N
Z/pZ ∼= C
⊕
N
Z/qZ ∼= C(2N)
for all primes p and q; clearly the groups are not elementary equivalent.
For the forward implication, we given an example pointed out to us by
Tomasz Kania. It is known that any two torsion-free divisible abelian
groups are elementarily equivalent (see [12, p. 40]), so in particular,
Q ∼= Q ⊕ Q. The dual group of Q with the discrete topology is a 1-
dimensional indecomposable continuum (see [26, 25.4, p. 404]), but the
dual group of Q⊕Q is 2-dimensional. Hence CQ 6≡ C(Q⊕Q).
5.3. Saturation. This section is dedicated to the analysis of the rela-
tions between topology and countable saturation of abelian C*-algebras.
In particular, we want to study which kind of topological properties the
compact Hausdorff space X has to carry in order to have some degree
of saturation of the metric structure C(X) and, conversely, to establish
properties that are incompatible with the weakest degree of saturation
of the corresponding algebra. From now on X will denote an infinite
compact Hausdorff space (note that if X is finite then C(X)≤1 is com-
pact, and so C(X) is fully saturated).
The first limiting condition for the weakest degree of saturation are
given by the following Lemma:
Lemma 5.12. Let X be an infinite compact Hausdorff space, and sup-
pose that X satisfies one of the following conditions:
(1) X has the countable chain condition;
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(2) X is separable;
(3) X is metrizable;
(4) X is homeomorphic to a product of two infinite compact Haus-
dorff spaces;
(5) X is not sub-Stonean;
(6) X is Rickart.
Then C(X) is not countably degree-1 saturated.
Proof. First, note that (3) ⇒ (2) ⇒ (1). The fact that (1) implies
that C(X) is not countably degree-1 saturated is an instance of Lemma
2.13. Failure of countable degree-1 saturation for spaces satisfying (4)
follows from Theorem 2.8, while for those satisfying (5) it follows from
[32, Remark 7.3] and [18, Proposition 2.6]. It remains to consider (6).
Let X be Rickart. The Rickart condition can be rephrased as saying
that any bounded increasing monotone sequence of self-adjoint func-
tions in C(X) has a least upper bound in C(X) (see [23, Theorem
2.1]).
Consider a sequence (an)n∈N ⊆ C(X)+1 of positive pairwise orthog-
onal elements, and let bn =
∑
i≤n ai. Then (bn)n∈N is a bounded in-
creasing sequence of positive operators, so it has a least upper bound
b. Since ‖bn‖ = 1 for all n, we also have ‖b‖ = 1. The type consisting
of P−3(x) = x, with K−3 = {1}, P−2(x) = b − x with K−2 = [1, 2],
P−1(x) = b − x − 1 with K−1 = {1} and Pn(x) = x − bn − 1 with
Kn = [0, 1] is consistent with partial solution bn+1 (for {P−3, . . . , Pn}).
This type cannot have a positive solution y, since in that case we would
have that y − bn ≥ 0 for all n ∈ N, yet b− y > 0, a contradiction to X
being Rickart. 
Note that the preceding proof shows that the existence of a particu-
lar increasing bounded sequence that is not norm-convergent but does
have a least upper bound (a condition much weaker than being Rickart)
is sufficient to prove that C(X) does not have countable degree-1 sat-
uration. Moreover, the latter argument does not use that the ambient
algebra is abelian.
We will compare the saturation of C(X) (in the sense of Definition
2.2) with the saturation of CL(X), in the sense of the above theorem.
The results that we are going to obtain are the following:
Theorem 5.13. Let X be a compact 0-dimensional Hausdorff space.
Then
C(X) is countably saturated⇒ CL(X) is countably saturated
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and
CL(X) is countably saturated ⇒ C(X) is countably q.f. saturated.
Theorem 5.14. Let X be a compact 0-dimensional Hausdorff space,
and assume further that X has a finite number of isolated points. If
C(X) is countably degree-1 saturated, then CL(X) is countably satu-
rated. Moreover, if X has no isolated points, then countable degree-1
saturation and countable saturation coincide for C(X).
Proof of Theorem 5.13. Countable saturation of C(X) (for all for-
mulas in the language of C*-algebras) implies saturation of the Boolean
algebra, since being a projection is a weakly-stable relation, so every
formula in CL(X) can be rephrased in a formula in C(X); to do so,
write sup for ∀, inf for ∃, ‖x− y‖ for x 6= y, and so forth, restricting
quantification to projections. This establishes the first implication in
Theorem 5.13. The second implication will require more effort. To
start, we will to need the following Proposition, relating elements of
C(X) to certain collections of clopen sets:
Proposition 5.15. Let X be a compact 0-dimensional space and f ∈
C(X)≤1. Then there exists a countable collection of clopen sets Y˜f =
{Yn,f : n ∈ N} which completely determines f , in the sense that for
each x ∈ X, the value f(x) is completely determined by {n : x ∈ Yn,f}.
Proof. Let Cm,1 = { j1+
√−1j2
m
: j1, j2 ∈ Z ∧
∥∥j1 +√−1j2∥∥ ≤ m}.
For every y ∈ Cm,1 consider Xy,f = f−1(B1/m(y)). We have that each
Xy,f is a σ-compact open subset of X , so is a countable union of clopen
sets Xy,f,1, . . . , Xy,f,n, . . . ∈ CL(X). Note that
⋃
y∈Cm,1
⋃
n∈NXy,f,n =
X . Let X˜m,f = {Xy,f,n}(y,n)∈Cm,1×N ⊆ CL(X).
We claim that X˜f =
⋃
m X˜m,f describes f completely. Fix x ∈ X .
For every m ∈ N we can find a (not necessarily unique) pair (y, n) ∈
Cm,1 such that x ∈ Xy,f,n. Note that, for any m,n1, n2 ∈ N and
y 6= z, we have that Xy,f,n1 ∩ Xz,f,n2 6= ∅ implies |y − z| ≤
√
2/m. In
particular, for every m ∈ N and x ∈ X we have
2 ≤ |{y ∈ Cm,1 : ∃n(x ∈ Xy,f,n)}| ≤ 4.
Let Ax,m = {y ∈ Cm,1 : ∃n(x ∈ Xy,f,n)} and choose ax,m ∈ Ax,m to have
minimal absolute value. Then f(x) = limm ax,m so the collection X˜f
completely describes f in the desired sense. 
The above proposition will be the key technical ingredient in proving
the second implication in Theorem 5.13. We will proceed by first ob-
taining the desired result under the Continuum Hypothesis, and then
showing how to eliminate the set-theoretic assumption.
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Lemma 5.16. Assume the Continuum Hypothesis. Let B be a count-
ably saturated Boolean algebra of cardinality 2ℵ0 = ℵ1. Then C(S(B))
is countably saturated.
Proof. Let B′  B be countable, and let U be a non-principal ultrafil-
ter on N. By the uniqueness of countably saturated models of size ℵ1,
and the continuum hypothesis, we have B′U ∼= B. By Lemma 5.7 we
therefore have C(S(B)) ∼= C(S(B′))U , and hence C(S(B)) is countably
saturated. 
Theorem 5.17. Assume the Continuum Hypothesis. Let X be a com-
pact Hausdorff 0-dimensional space. If CL(X) is countably saturated
as a Boolean algebra, then C(X) is quantifier free saturated.
Proof. Let ‖Pn‖ = rn be a collection of conditions, where each Pn is
a 2-degree ∗-polynomial in x0, . . . , xn, such that there is a collection
F = {fn,i}n≤i ⊆ C(X)≤1, with the property that for all i we have
‖Pn(f0,i, . . . , fn,i)‖ ∈ (rn)1/i for all n ≤ i.
For any n, we have that Pn has finitely many coefficients. Consider
G the set of all coefficients of every Pn and L the set of all possible
2-degree ∗-polynomials in F ∪G. Note that for any n ≤ i we have that
Pn(f0,i, . . . , fn,i) ∈ L and that L is countable. For any element f ∈ L
consider a countable collection X˜f of clopen sets describing f , as in
Proposition 5.15.
Since CL(X) is countably saturated and 2ℵ0 = ℵ1 we can find a
countably saturated Boolean algebra B ⊆ CL(X) such that ∅, X ∈ B,
for all f ∈ L we have X˜f ⊆ B, and |B| = ℵ1.
Let ι : B → CL(X) be the inclusion map. Then ι is an injective
Boolean algebra homomorphism and hence admits a dual continuous
surjection gι : X → S(B).
Claim 5.17.1. For every f ∈ L we have that ⋃ X˜f = S(B).
Proof. Recall that ⋃
X˜f = X.
By compactness of X , there is a finite Cf ⊆ X˜f such that
⋃
Cf = X .
In particular every ultrafilter on B (i.e., a point of S(B)), corresponds
via gι to an ultrafilter on CL(X) (i.e., a point of X), and it has to
contain an element of Cf . So
⋃
X˜f = S(B). 
From gι as above, we can define the injective map φ : C(S(B)) →
C(X) defined as φ(f)(x) = f(g−1ι (x)). Note that φ is norm preserv-
ing: Since φ is a unital ∗-homomorphism of C*-algebra we have that
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‖φ(f)‖ ≤ ‖f‖. For the converse, suppose that x ∈ S(B) is such that
|f(x)| = r, and by surjectivity take y ∈ X such that gι(y) = x. Then
|φ(f)(y)| = ∣∣f(gι(g−1ι (x)))∣∣ = |f(x)| .
For every f ∈ L consider the function f ′ defined by X˜f and construct
the corresponding ∗-polynomials P ′n.
Claim 5.17.2. 1. f = φ(f ′) for all f ∈ L.
2.
∥∥P ′n(f ′0,i, . . . , f ′n,i)∥∥ ∈ (rn)1/i for all i and n ≤ i.
Proof. Note that, since fn,i ∈ L and every coefficient of Pn is in L, we
have that Pn(f0,i, . . . , fn,i) ∈ L. It follows that condition 1, combined
with the fact that φ is norm preserving, implies condition 2.
Recall that g = gι is defined by Stone duality, and is a continuous
surjective map g : X → Y . In particular g is a quotient map. Moreover
by definition, since Xq,f,n ∈ CL(Y ) = B ⊆ CL(X), we have that if
x ∈ Y is such that x ∈ Xq,f,n for some (q, f, n) ∈ Q × L × N, then for
all z such that g(z) = x we have z ∈ Xq,f,n. Take f and x ∈ X such that
f(x) 6= φ(f ′)(x). Consider m such that |f(x)− φ(f ′)(x)| > 2/m. Pick
y ∈ Cm,1 such that there is k for which x ∈ Xy,f,k and find z ∈ Y such
that g(z) = x. Then z ∈ Xy,f,k, that implies f ′(z) ∈ B1/m(y) and so
φ(f ′)(x) = f ′(z) ∈ B1/m(y) contradicting |f(x)− φ(f ′)(x)| ≥ 2/m. 
Consider now {‖P ′n(x0, . . . , xn)‖ = rn}. This type is consistent type
in C(S(B)) by condition 2, and C(S(B)) is countably saturated by
Lemma 5.16, so there is a total solution g. Then hj = φ(gj) will be
such that
∥∥Pn(h)∥∥ = rn, since φ is norm preserving, proving quantifier-
free saturation for C(X). 
To remove the Continuum Hypothesis from Theorem 5.17 we will
show that the result is preserved by σ-closed forcing. We first prove a
more general absoluteness result about truth values of formulas. For
the necessary background in forcing, the reader can consult [28, Chap-
ter VII]. For more examples of absoluteness of model-theoretic notions,
see [2, Appendix].
Our result will be phrased in terms of truth values of formulas of
infinitary logic for metric structures. Such a logic, in addition to the
formula construction rules of the finitary logic we have been consid-
ering, also allows the construction of supn φn and infn φn as formulas
when the φn are formulas with a total of finitely many free variables.
Two such infinitary logics have been considered in the literature. The
first, introduced by Ben Yaacov and Iovino in [6], allows the infini-
tary operations only when the functions defined by the formulas φn all
have a common modulus of uniform continuity; this ensures that the
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resulting infinitary formula is again uniformly continuous. The second,
introduced by the first author in [15], does not impose any continu-
ity restriction on the formulas φn when forming countable infima or
suprema; as a consequence, the infinitary formulas of this logic may
define discontinuous functions. The following result is valid in both of
these logics; the only complication is that we must allow metric struc-
tures to be based on incomplete metric space, since a complete metric
space may become incomplete after forcing.
Lemma 5.18. Let M be a metric structure, φ(x) be a formula of in-
finitary logic for metric structures, and a be a tuple from M of the
appropriate length. Let P be any notion of forcing. Then the value
φM(a) is the same whether computed in V or in the forcing extension
V [G].
Proof. The proof is by induction on the complexity of formulas; the
key point is that we consider the structure M in V [G] as the same set
as it is in V . The base case of the induction is the atomic formulas,
which are of the form P (x) for some distinguished predicate P . In this
case since the structure M is the same in V and in V [G], the value of
PM(a) is independent of whether it is computed in V or V [G].
The next case is to handle the case where φ is f(ψ1, . . . , ψn), where
each ψi is a formula and f : [0, 1]
n → [0, 1] is continuous. Since the
formula φ is in V , so is the function f . By induction hypothesis each
ψMi (a) can be computed either in V or V [G], and so the same is true
of φM(a) = f(ψM1 (a), . . . , ψ
M
n (a)). A similar argument applies to the
case when φ is supn ψn or infn ψn.
Finally, we consider the case where φ(x) = infy ψ(x, y) (the case
with sup instead of inf is similar). Here we have that for every b ∈
M , ψM(a, b) is independent of whether computed in V or V [G] by
induction. In both V and V [G] the infimum ranges over the same
set M , and hence φM(a) is also the same whether computed in V or
V [G]. 
We now use this absoluteness result to prove absoluteness of count-
able saturation under σ-closed forcing.
Proposition 5.19. Let P be a σ-closed notion of forcing. Let M be a
metric structure, and let Φ be a set of (finitary) formulas. Then M is
countably Φ-saturated in V if and only if M is countably Φ-saturated
in the forcing extension V [G].
Proof. First, observe that since P is σ-closed, forcing with P does not
introduce any new countable set. In particular, the set of types which
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must be realized for M to be countably Φ-saturated are the same in V
and in V [G].
Let t(x) be a set of instances of formulas from Φ with parameters
from a countable set A ⊆ M . Add new constants to the language for
each a ∈ A, so that we may view t as a type without parameters.
Define
φ(x) = inf{ψ(x) : ψ ∈ t}.
Note that φM(a) = 0 if and only if a satisfies t in M . This φ is a
formula in the infinitary logic of [15]. By Lemma 5.18 for any a from
M we have that φM(a) = 0 in V if and only if φM(a) = 0 in V [G]. As
the same finite tuples a from M exist in V and in V [G], this completes
the proof. 
Finally, we return to the proof of Theorem 5.13. All that remains is
to show:
Lemma 5.20. The Continuum Hypothesis can be removed from the
hypothesis of Theorem 5.17.
Proof. Let X be a 0-dimensional compact space such that CL(X)
is countably saturated, and suppose that the Continuum Hypothesis
fails. Let P be a σ-closed forcing which collapses 2ℵ0 to ℵ1 (see [28,
Chapter 7, §6]). Let A = C(X). Observe that since P is σ-closed
we have that X remains a compact 0-dimensional space in V [G], and
we still have A = C(X) in V [G]. By Proposition 5.19 we have that
CL(X) remains countably saturated in V [G]. Since V [G] satisfies the
Continuum Hypothesis we can apply Theorem 5.17 to conclude that A
is countably quantifier-free saturated in V [G], and hence also in V by
Proposition 5.19. 
With the continuum hypothesis removed from Theorem 5.17, we have
completed the proof of Theorem 5.13. It would be desirable to improve
this result to say that if CL(X) is countably saturated then C(X) is
countably saturated. We note that if the map φ in Theorem 5.17 could
be taken to be an elementary map then the same proof would give the
improved conclusion.
Proof of Theorem 5.14. We now turn to the proof of Theorem 5.14.
We start from the easy direction:
Proposition 5.21. If X is a 0-dimensional compact space with finitely
many isolated points such that C(X) is countably degree-1 saturated,
then the Boolean algebra CL(X) is countably saturated.
30 CHRISTOPHER J. EAGLE AND ALESSANDRO VIGNATI
Proof. Assume first that X has no isolated points. In this case we get
that CL(X) is atomless, so it is enough to see that CL(X) satisfies the
equivalent condition of Theorem 5.5.
Let Y < Z be directed such that |Y | + |Z| < ℵ1. Assume for the
moment that both Y and Z are infinite. Passing to a cofinal increasing
sequence in Z and a cofinal decreasing sequence in Y , we can suppose
that Z = {Un}n∈N and Y = {Vn}n∈N, where
U1 ( . . . ( Un ( Un+1 ( . . . ( Vn+1 ( Vn ( . . . ( V1.
If
⋃
n∈N Un =
⋂
n∈N Vn then
⋃
n∈N Un is a clopen set, so by the remark
following the proof of Lemma 5.12, we have a contradiction to the
countable degree-1 saturation of C(X).
For each n ∈ N, let pn = χUn and qn = χVn , where χA denotes the
characteristic function of the set A. Then
p1 < . . . < pn < pn+1 < . . . < qn+1 < qn < . . . < q1
and by countable degree-1 saturation there is a positive r such that
pn < r < qn for every n. In particular A = {x ∈ X : r(x) = 0} and C =
{x ∈ X : r(x) = 1} are two disjoint closed sets such that ⋃n∈N Un ⊆ C
and X \⋂n∈N Vn ⊆ A. We want to find a clopen set D such that
A ⊆ D ⊆ X \ C. For each x ∈ A pick Wx a clopen neighborhood
contained in X \ C. Then A ⊆ ⋃x∈AWx. By compactness we can
cover A with finitely many of these sets, say A ⊆ ⋃i≤nWxi ⊆ X \ C,
so D =
⋃
i≤nWxi is the desired clopen set.
Essentially the same argument works when either Y or Z is finite.
We need only change some of the inequalities from < with ≤, noting
that a finite directed set has always a maximum and a minimum.
If X has a finite number of isolated points, write X = Y ∪Z, where
Y has no isolated points and Z is finite. Then C(X) = C(Y )⊕ C(Z)
and CL(X) = CL(Y ) ⊕ CL(Z). The above proof shows that CL(Y )
is countably saturated, and CL(Z) is saturated because it is finite, so
CL(X) is again saturated. 
To finish the proof of Theorem 5.14 it is enough to show that when X
has no isolated points the theory ofX admits elimination of quantifiers.
By Corollary 5.10 we have that C(X) ≡ C(βN \ N) for such X , so it
suffices to show that the theory of C(βN \ N) eliminates quantifiers.
We thank Ilijas Farah and Bradd Hart for giving permission to include
their unpublished proof of this result.
Remark 5.22. We point out that is not surprising that the theory
of abelian real rank zero C*-algebra without minimal projections has
quantifier elimination. In fact it is known that in this case the theory
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of the associated Boolean algebras has quantifier elimination. Con-
versely, if the Boolean algebra B is not atomless, the theory of B does
not have quantifier elimination (in the language of Boolean algebras),
and consequently when X is compact 0-dimensional and with densely
many isolated points, the theory of C(X) does not have elimination of
quantifiers. To see this, note that quantifier elimination implies model
completeness, that is, if A |= T , B |= T and B ⊆ A, then B  A.
In particular let A = C(X) with X as above, and let T be the the-
ory of real rank zero unital C*-algebra such that any projection has a
minimal projection below it. Identify two different isolated points with
each other with a function f and consider the quotient space Y . Then
C(Y ) |= T , and since f : X → Y is surjective we have an embedding
of C(Y ) into C(X). Since there is a minimal projection in C(Y ) that
is not minimal in C(X), this embedding is not elementary.
Definition 5.23. Let a1, . . . , an ∈ C(X) (more generally, one can con-
sider commuting operators on some Hilbert space H). We say that
a = (a1, . . . , an) is non-singular if the polynomial
∑n
i=1 aixi = I has a
solution x1, . . . , xn in C(X).
We define the joint spectrum of a1, . . . , an to be
jσ(a) = {λ ∈ Cn : (λ1 − a1, . . . , λn − an) is singular}
Proposition 5.24. Fix a1, . . . , an ∈ C(X). Then λ ∈ jσ(a) if and
only if
∑
i≤n |λi − ai| is not invertible.
Proof. We have that λ ∈ jσ(a) if and only if there is x ∈ X such that
ai(x) = λi for all i ≤ n. In particular, λ ∈ jσ(a) if and only if 0 ∈
σ(
∑ |λi − ai|) if and only if there is x such that∑i≤n |λi − ai| (x) = 0.
Since each |λi − ai| is positive we have that this is possible if and only
if there is x such that for all i ≤ n, |λi − ai| (x) = 0. 
Proposition 5.25. The joint spectrum of an abelian C*-algebra A is
quantifier free-definable.
Proof. First of all recall that, when a = a, then jσ(a) = σ(a), hence
the two definitions coincide for elements. We want to define a quantifier-
free definable function F : A × C → [0, 1] such that F (a, λ) = 0 if
and only if λ ∈ σ(a). Since we showed that λ ∈ σ(a) if and only if
0 ∈ σ(∑i≤n |λi − ai|), so, in light of this, we can define a function
Fn : A
n × Cn → [0, 1]
as Fn(a, λ) = F (
∑ |λi − ai| , 0), hence we have that Fn(a, λ) = 0 if and
only if λ ∈ jσ(a), that implies that the joint spectrum of a ∈ An is
quantifier-free definable.
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To define σ(a), recall that, for f ∈ A, the absolute value of f is
quantifier-free definable as |f | = √ff ∗, and for a self-adjoint f ∈
A, its positive part is quantifier-free definable as the function f+ =
max(0, f). Then F (a, λ) = |1− ‖(1− |a− λ · 1|)+‖| is the function we
were seeking. 
Theorem 5.26. The theory of C(βN \ N) has quantifier elimination.
Consequently the theory of real rank zero abelian C*-algebras without
minimal projections has quantifier elimination.
Proof. It is enough to prove that for any n ∈ N and a, b ∈ C(βN \N)n
that have the same quantifier-free type over ∅ there is an automorphism
of C(βN \ N) sending ai to bi, for all i ≤ n.
Since a and b have the same quantifier-free type, we have that K =
jσ(a) = jσ(b). Consider D be a countable dense subset of K and pick
f1, . . . , fn, g1, . . . , gn ∈ C(βN) = ℓ∞(N) such that ∀(d1, . . . , dn) ∈ D we
have that Fd = {m ∈ N : ∀i ≤ n(fi(m) = di)} and Gd = {m ∈ N : ∀i ≤
n(gi(m) = di)} are infinite, π(fi) = ai, π(gi) = bi and, for m ∈ N we
have that (f1(m), . . . , fn(m)), (g1(m), . . . , gn(m)) ∈ D.
In particular we have that N =
⋃
d∈D Fd =
⋃
d∈D Gd and that for all
d 6= d′ we have Fd ∩ Fd′ = ∅ = Gd ∩Gd′ , then there is a permutation σ
on N (that induces an automorphism of C(βN\N)) such that fi◦σ = gi
for all i ≤ n. 
The proof of Theorem 5.14 is now complete by combining Theorem
5.13, Proposition 5.21, and Theorem 5.26.
6. Conclusions and questions
In light of our result related to the Breuer ideal of a II1 factor, we
can ask whether or not this quotient structure carries more saturation
than countable degree-1 saturation, and if the degree of saturation may
depend on the structure of the II1 factor itself. The proof of the failure
of quantifier-free saturation for the Calkin algebra, as stated in [18],
involved the notion of the abelian group Ext, a notion which has not
been developed for quotients with an ideal that is not σ-unital, so it
cannot be easily modified to obtain a similar result for our case (and
in general, for the case of a tracial Von Neumann algebra modulo the
ideal of finite projections).
It is natural, then, to state the following list of questions:
Question 6.1. LetM be a II1-factor, andH separable. IsM
⊗B(H)/K
quantifier-free saturated? Is fully saturated? Does this degree of satu-
ration depend on the structure of M?
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Heading in the direction taken in the second part of section 3, it
is natural to consider saturation for the algebras Cα, when α ≥ 1 is
an uncountable cardinal. From a set-theoretical point of view, satu-
ration of the Boolean algebra P(ℵα)/F in was proven using quantifier
elimination of the theory of atomless Boolean algebras, an advantage
that we do not have here. Recalling that each ideal of Bα is generated
by operators whose density is less than ℵβ, for some β ≤ α, we note
that if α ≥ 1 no ideal of Bα satisfies the hypothesis of Theorem 3.8,
hence it is conceivable to ask whether or not the degree of saturation
reflects to different quotients of Bα. This question in justified by the
fact that, whenever α ≤ β are ordinals, it is known that the Boolean
algebra P(ℵβ)/{a ∈ P(ℵβ) | |a| < ℵα} is countably saturated (as a a
consequence of [30]).
Question 6.2. Let α ≥ 1 be an ordinal. Which quotients of Bα are
countably 1-degree saturated?
Concerning the theories of the generalized Calkin algebras, we have
the following question, which is resolved for α, β < ωω · 2 by Theorem
4.3.
Problem 6.3. Characterize pairs of ordinals (α, β) such that Cα ≡ Cβ
(or Bα ≡ Bβ).
In light of Theorem 4.3, it seems reasonable to conjecture that Cα ≡
Cβ if and only if α ≡ β. Note that Bα ≡ Bβ implies Cα ≡ Cβ , since finite
projections (and therefore the compact operators) form a definable set
and so the Calkin algebra of weight α is definable inside Bα.
Two of our results, namely Theorems 4.3 and 5.8, express elementary
equivalence of certain classes of C*-algebras in terms of elementary
equivalence of associated discrete structures. The following question,
which was suggested by Ilijas Farah, is of the same flavour, and is
moreover motivated by Elliott’s classification of AF algebras using K-
theory in [16]. We note that, unlike the examples considered here, the
class of AF algebras is described by an omitting types property rather
than by a theory (see [11, Theorem 2]). In particular, the method of
proof of Theorem 5.8 is unavailable here.
Question 6.4. If A and B are AF algebras such that K0(A) ≡ K0(B)
as (discrete) ordered abelian groups, is it true that A ≡ B?
Turning now to the abelian setting, we can see that the 0-dimensional
case is largely settled. It remains open whether the implications of The-
orem 5.13 can be reversed. It would also be desirable to extend the final
part of Theorem 5.14 to the case where the space has isolated points.
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In the case where X is 0-dimensional and without isolated points, we
used quantifier elimination of C(X) to show that saturation of CL(X)
implies the saturation of C(X). This method does not generalize, as
recent work of a Fields Institute undergraduate research group has re-
cently shown that if X has isolated points then C(X) does not have
quantifier elimination [7]. The same group has also shown that a large
class of other spaces also have algebras without quantifier elimination,
including all finite-dimensional manifolds.
There are many open questions regarding C(X) when X is not 0-
dimensional, in particular when X has finite positive dimension. In
this case the Boolean algebra of clopen sets cannot be used as an in-
variant for the theory of C(X), but it is natural to ask whether or
not there is another well-known discrete invariant that characterizes
the theory of the abelian C*-algebra associated to X . Regarding sat-
uration, the situation seems to be much more complicated. Recently
Farah and Shelah [21] showed the existence of an X ⊆ R2 whose corona
is countably degree-1 saturated but not quantifier free saturated. The
following question is still open:
Question 6.5. Does there exist a C*-algebra A such that A is quantifier-
free saturated but A is not countably saturated?
As a particular case, we would like to mention a question that has
been open for some time:
Question 6.6. Is C(βRn \ Rn) countably saturated, for n ≥ 2?
It is known that this algebra is countably degree-1 saturated. A pos-
itive answer to this question would solve a long-standing set theoretical
problem, namely, would prove that under the Continuum Hypothesis
there are 2ω1 many autohomeomorphisms of βRn \ Rn.
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