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A stability analysis of out of equilibrium and boundary driven systems is presented. It is performed
in the framework of the hydrodynamic macroscopic fluctuation theory and assuming the additivity
principle whose interpretation is discussed with the help of a Hamiltonian description. An extension
of Le Chatelier principle for out of equilibrium situations is presented which allows to formulate
the conditions of validity of the additivity principle. Examples of application of these results in the
realm of classical and quantum systems are provided.
PACS numbers:
Understanding the behaviour of out of equilibrium sys-
tems is an essential problem in physics [1] but surpris-
ingly enough and except for few exact solutions, it still
lacks both a macroscopic approach comparable to ther-
modynamics and a microscopic theory. However, a fruit-
ful hydrodynamic description of driven diffusive systems
far from equilibrium, the macroscopic fluctuation theory
(hereafter MFT) has been proposed [2]. It is based on
a variational principle which provides equations for the
time evolution of the most probable density profile cor-
responding to a given fluctuation. The MFT was used
to explore aspects of out of equilibrium systems [3–8].
The case of current fluctuations has been singled out due
to its relevance to a broad range of problems generically
known as full counting statistics which play an impor-
tant role both in classical and quantum systems [9–13].
Quite often, a classical description is convenient enough
to account for the behaviour of quantum systems driven
out of equilibrium. Noise and current statistics in disor-
dered quantum mesoscopic conductors or wave speckles
[14, 15], non equilibrium spins in superconductors [16]
and thermal transport [17, 18] provide important exam-
ples of such quantum systems. A great amount of effort
has been devoted to the investigation of large current
fluctuations since they provide a measure of the likeliness
of the system to return to equilibrium. Whereas close to
equilibrium, energy and density are almost uniform and
can be described within linear response theory, for driv-
ing currents far enough from the steady state current,
the system may preferably choose non uniform and time-
dependent solutions for these observables, very much like
a dynamical phase transition.
To make these considerations more precise, we con-
sider a large system of size L connected for a long time
to reservoirs of particles at different densities. It reaches
a non-equilibrium steady state with a non vanishing and
fluctuating particle current. These fluctuations are char-
acterised by the probability Pt (Q) for having a number
of particles Q flowing through the medium during a time
t. In the long time limit t→ ∞, this probability follows
a large deviation principle,
1
t
logPt (Q) ≡ −
1
L
Φt (J = Q/t) (1)
where the large deviation function Φt plays in that sit-
uation a role similar to the equilibrium free energy [19]
Expression (1) is not an obvious result [20]. Moreover,
finding an explicit expression for Φt is a difficult optimi-
sation problem. However, a useful and elegant additivity
principle (hereafter AP) has been formulated [21] which,
by assuming that the optimal current trajectory is time
independent, allows to reduce the calculation of Φt to
solving a Euler-Lagrange equation. A breakdown of the
AP signals the onset of a dynamical phase transition. It
is the purpose of this letter to formulate a necessary and
sufficient condition for the validity of the AP for bound-
ary driven systems with and without additional uniform
external field E. This will extend results obtained in
previous works [22–24] and allow to discuss the existence
and the nature of such transitions.
Despite the fact that out of equilibrium physics re-
quires new approaches which are different from the fa-
miliar thermodynamics concepts, it is intuitively helpful
to relate these two situations. A powerful idea to study
systems at thermodynamic equilibrium is provided by Le
Chatelier principle which states that the net outcome of
a fluctuation is to bring the system back to equilibrium,
or, in other words, thermodynamic potentials are either
concave or convex functions. It is possible, using Onsager
relations to extend Le Chatelier principle to systems out
of equilibrium. To that purpose, we recall that a system
brought out of equilibrium by the application of forces
Xi such as temperature or density gradients, behaves
diffusively and creates fluxes Ji linearly related to the
forces, Ji =
∑
j Lij Xj. Forces and their related fluxes
are defined such that products JiXj are additive terms
in the corresponding entropy creation. The symmetric
matrix Lij cannot be determined from thermodynamics
but only from a microscopic model. A generalisation of
Le Chatelier principle is obtained from the expression
s =
∑
i JiXi of the entropy per unit time. Thus, using
2the definition of the Ji’s and the symmetry of the Lij ’s
leads to the positive quadratic form,
s =
∑
ij
Lij XiXj , (2)
which implies that Lmm ≥ 0. Then, varying the forceXm
by δXm, we obtain from (2) that Jm δXm ≥ 0, namely
the flux and the fluctuation generating it are always of
the same sign, so that the response of the system tends
to act against the perturbation. This is the content of Le
Chatelier principle for non equilibrium and its breakdown
signals the possible onset of a phase transition.
We wish now to implement these ideas using the frame-
work of the MFT. To that purpose and for the sake of
simplicity, we restrict our study to one-dimensional sys-
tems although generalisations to higher dimensions have
been proposed [25]. We consider a lattice gas such that
ni(t), i ∈ 1, ..., L denote the time-dependent occupancies
of the L ≫ 1 sites of the system coupled to two reser-
voirs at its endpoints. The MFT relies on the replace-
ment of the dynamics of the system (either deterministic
or not) by a stochastic hydrodynamic equation which de-
scribes correctly the fluctuations of the driven system in
the long time and large size limits. The relevant physical
quantities are the density ρ (x, τ) and the current density
j (x, τ) of a fluctuating diffusive system, with the scaling
x = i/L and τ = t/L2. The boundary conditions for the
density are time-independent and fixed by ρL(R) at the
left (right) boundaries x = 0, 1. The general evolution
of the system in the presence of an external and uniform
field E, is described by a stochastic Langevin equation,
j (x, τ) = −D (ρ) ∂xρ+ Eσ(ρ) +
√
σ(ρ) η (x, τ) , (3)
together with the continuity equation ∂τρ = −∂xj. The
term η (x, τ) is a multiplicative Gaussian white noise with
zero mean and variance 1Lδ (x− x
′) δ (τ − τ ′). The 1/L
factor ensures that the noise term is vanishingly small
in the limit of a large system thus allowing the use of
saddle point methods. The phenomenological diffusion,
D (ρ), and conductivity (transport) σ (ρ) coefficients may
be obtained from the details of the microscopic process.
On average, the current is determined by a diffusive Fick
term and a term proportional to the applied field E (lin-
ear response for a weak enough field). At equilibrium,
j = 0 so that these two contributions balance each other
thus providing a relation between D (ρ) and σ (ρ). Out
of equilibrium, the strength of the noise term driven by
the dissipative conductivity σ (ρ) is related to the diffu-
sion Fick term by means of a Einstein relation which, as
expected, coincides with the relation obtained at equi-
librium (fluctuation-dissipation relation) [26]. This gen-
eralises the usual Langevin equation where the strength
of the stochastic noise is driven by temperature instead
of conductivity. The number of particles Q in (1), is the
integral of the current density,
Q = L2
1∫
0
dx
t/L2∫
0
dτ j (x, τ) . (4)
and the two phenomenological coefficientsD (ρ) and σ (ρ)
can be expressed using the first two cumulants of the
probability Pt(Q) in (1). To establish these expressions
and from now on we consider the case E = 0 in (3)
unless stated otherwise. In the limit ρR − ρL = ∆ρ ≪ 1
of a slightly out of equilibrium system, the steady state
average current 〈Q〉 /t is obtained from (4) and given by
〈Q〉 /t = − 1LD (ρ)∆ρ. For ∆ρ → 0, the variance of the
integrated current is
〈
Q2
〉
C
/t = 1Lσ (ρ).
The probability Pt (Q, ρL, ρR) is obtained in this
framework with the help of a stochastic path integral
representation (a.k.a Martin-Siggia-Rose [9, 27]) [28]
Pt ({j, ρ}) ∼ exp
[
−L
∫ t/L2
0
dτ
∫ 1
0
dxL
]
, (5)
corresponding to a given current and density trajectories
{j (x, τ) , ρ (x, τ)}. The Lagrangian density L (ρ, ∂xρ) is,
L =
(j +D (ρ) ∂xρ)
2
2σ (ρ)
, (6)
and the large deviation function in (1) rewrites [22],
Φt
(
J =
Q
t
)
=
L2
t
inf
j,ρ
∫ t/L2
0
dτ
∫ 1
0
dxL (7)
where the minimum is over all density profiles ρ (x, τ)
and current densities j (x, τ) defined in the time interval
0 < τ < t/L2 and which satisfy the continuity equation
and the constraint (4), J = Q/t. The hard minimisation
problem of finding the optimal current trajectory j (x, τ)
becomes much simpler by assuming the optimal current
to be constant, j (x, τ) = J (up to a transient where
the system adjusts to this optimal solution). This ap-
proximation introduced by Bodineau and Derrida [21], is
known as the additivity principle (AP). A spatially con-
stant current implies, through the continuity equation,
a stationary density ρ(x), so that the corresponding La-
grangian density obtained from (6) and now denoted LJ
becomes time-independent. Therefore, the AP amounts
to replacing Φt (J) in (7) by the new large deviation func-
tion
U (J) = inf
ρ(x)
∫ 1
0
dxLJ (ρ(x), ∂xρ(x)) . (8)
It is noteworthy that while a Lagrangian is usually inte-
grated w.r.t time, here time is replaced by the spatial co-
ordinate. Both the approximate large deviation function
U (J) and the trajectory of ρ(x), which corresponds to
3the stationary density profile under the AP assumption,
are then obtained from the associated Euler-Lagrange
equation ddx
δLJ
δ∂xρ
= δLJδρ . This Lagrangian approach can
also be addressed in terms of the corresponding Hamil-
tonian formalism, where the Hamiltonian can be shown
to be given by [29]
H (P , q) =
1
2m (q)
[P − eA (q)]2 − e2V (q) , (9)
provided we define q = ρ and the conjugate momen-
tum P = [D (q) /σ (q)] (J +D (q) ∂xρ) . The Hamilto-
nian (9) describes a single particle of q-dependent mass
m (q) = D2 (q) /σ (q) and of charge e = J placed in scalar
V (q) = 1/2σ (q) and ”vector” A (q) = D (q) /σ (q) po-
tentials. As stressed just before, space replaces time,
namely, time conservation in Hamiltonian systems trans-
lates here into a conservation in space of the associated
energy H (P , q), so that the energy is spatially equally
distributed. This provides an interesting analogy with
thermodynamics where, at equilibrium, the total energy
is uniformly distributed in space. Therefore, the AP ap-
pears to provide, for out of equilibrium systems, the ana-
log of a thermodynamic description.
A careful study of the conditions under which the AP
is valid thus appears to be essential, since a breakdown
of the AP may signal the onset of a (dynamical) phase
transition. This question has been investigated in [22]
for closed systems with periodic boundary conditions,
ρ(0, τ) = ρ(1, τ), and a sufficient condition for the valid-
ity of the AP has been given. However, in that case, pe-
riodic boundary conditions and the additional conserved
quantity
∫ 1
0 dx ρ(x, τ) simplify the problem. Here, we
wish to provide a necessary and sufficient condition for
the validity of the AP in boundary driven systems. This
question has also been addressed using a direct stabil-
ity analysis of the large deviation function against time
dependent perturbations [30] but without conclusive re-
sults. Here, to implement this program and address the
problem of the stability of the AP solution, we find it
more convenient to work with the Legendre transform
µ (λ) of the large deviation function Φt (J),
µ (λ) = −
1
L
inf
J
{Φt (J)− λJ} =
1
t
ln
〈
eλQ/L
〉
, (10)
since this removes the constraint on the integrated cur-
rent Q [31]. The notation 〈 · 〉 accounts for averaging with
respect to Pt (Q) given in (1). Being cautious about the
corresponding change of boundary conditions, it is pos-
sible to relate µ(λ) to the MFT description by means of
the relation,
〈
eλQ/L
〉
=
∫
DqDp exp
[
−L
∫
dx dτ S (x, τ)
]
, (11)
where q again stands for the density and p is a Lagrange
multiplier associated to the continuity equation [32]. The
action S (x, τ) is given by
S (x, τ) = D∂xq ∂xp−
σ
2
(∂xp)
2
+ (p− λx) ∂τq . (12)
The corresponding equations of motion can be readily
obtained from δS/δq = δS/δp = 0 [33],
∂τ q = ∂x (D∂xq)− ∂x (σ∂xp)
∂τp = −D∂xxp−
σ′
2
(∂xp)
2
(13)
where the notations (D′, σ′) stand for derivatives w.r.t
the density q. Now we consider the AP which assumes
time-independent density and momentum, so that taking
∂τq = ∂τp = 0, the AP equations of motion become
two ordinary differential equations for the corresponding
(q0, p0) with the boundary time independent conditions
{
q (0, τ) = ρL q (1, τ) = ρR
p (0, τ) = 0 p (1, τ) = −λ .
(14)
The most probable density profile under the AP, is ob-
tained by solving these Hamilton-Jacobi equations with
boundary conditions (14).
In order to discuss the stability of the AP solution,
we consider the effect of a time-dependent fluctuation
δq(x, τ) and δp(x, τ) of the density and its conjugate mo-
mentum on the extremum solution (q0, p0) and we calcu-
late the variation δS2AP up to second order in (δq, δp) of
the action (12). The resulting diagonal quadratic form
[34] ,
δS2AP (x, τ) = −
D′σ′ − σ′′D
4D
(∂xp0)
2
δq2 −
σ
2
(∂xδp)
2
(15)
which could not be easily anticipated [32, 35] constitutes
one of the main results of this letter. It allows to discuss
the validity of the AP approximation and the onset of
dynamical phase transitions. The stability of the AP
solution requires
∫
dx dτ δS2AP < 0, a condition which
corresponds to Le Chatelier condition (2), and since σ
and D are non negative (for any q), then, having
D′σ′ ≥ σ′′D , (16)
implies
∫
dx dτ δS2AP ≤ 0 for any fluctuation δq, δp.
Therefore (16) is a sufficient condition for validity of the
AP solution. A similar condition has been obtained by
Bertini et al. [22]. But here we do not require having
(16) for any q, but only for the density profile q0 = ρAP
of the AP solution. However, since the variations δq and
δp are not independent but related by (the conveniently
linearised) equations (13), it is clear that (16) is not a
necessary condition for stability.
To find a necessary condition for the instability of the
AP solution, we consider the Fourier spectrum of the
4time-dependent fluctuations δq(x, τ) and δp(x, τ). Since
time is defined on the interval [0, T ] where T = t/L2,
these fluctuations admit the Fourier series expansion,
δq =
∑
ω e
iωτfω (x) and δp =
∑
ω e
iωτgω (x) with dis-
crete frequencies ωm =
2pi
T m, (m ∈ Z). The linearisa-
tion of equations (13) [32] previously used to obtain the
quadratic form (15) together with the condition of real
valued fluctuations, lead for the Fourier amplitudes to
the set of coupled differential linear equations [34]
iωfω = ∂x (D
′∂xq0 fω +D∂xfω − σ
′(∂xp0) fω − σ∂xgω)
iωgω =
(
−D′∂xxp0 −
σ′′
2
(∂xp0)
2
)
fω −D∂xxgω
− σ′∂xp0 ∂xgω (17)
which, together with the equalities
∫
dτ δq2 =∑
ω>0 |fω|
2 and
∫
dτ (∂xδp)
2 =
∑
ω>0 |∂xgω|
2, allow to
rewrite the corresponding total fluctuation of the action
(15) as
∫
dx dτ δS2AP (x, τ) = −
∑
ω>0 δs
2
ω, where [34]
δs2ω ≡
∫
dx
D′σ′ −Dσ′′
4D
{
(∂xp0)
2
}
|fω (x)|
2+
σ
2
|∂xgω (x)|
2
(18)
Thus, a necessary condition for the AP solution to be
unstable against a small time dependent perturbation
is the existence of at least one unstable mode ω0 such
that δs2ω0 < 0. This condition together with the lin-
ear set of equations (17) give a constructive and easy
to implement prescription to find the frequency ω0 and
spatial amplitude fω0 (x) of a time-dependent density
mode ρ (x, τ) = ρAP (x) +
[
eiω0τfω0 (x) + e
−iω0τf∗ω0 (x)
]
which minimises the action (12). Similar considerations
applied to systems with spatial periodic boundary con-
ditions [23, 36–38], lead to a closed expression of such
an unstable mode ω0. Although a closed expression can
hardly be obtained for open systems considered here, the
general conclusions seem to hold in that case as well,
namely, for finite size L and long time limit t → ∞, the
first unstable mode is expected to be the fundamental so
that the system is driven through a continuous, second
order like transition [23].
The previous considerations extend to the case of an
open and boundary driven system in the presence of an
additional uniform external field E as described by the
stochastic equation (3). The corresponding Lagrangian
rewrites LE = (J +D (ρ) ∂xρ− Eσ (ρ))
2
/2σ (ρ) instead
of (6). The time-independent AP Hamilton-Jacobi equa-
tions become
∂x (D∂xq − Eσ)− ∂x (σ∂xp) = 0
−D∂xxp− Eσ
′∂xp−
σ′
2
(∂xp)
2
= 0 (19)
with the same boundary conditions (14). These equa-
tions are obtained from the modified action SE (x, τ) =
(D∂xq − Eσ) ∂xp −
σ
2 (∂xp)
2
+ (p− λx) ∂τ q instead of
(12). To study the stability of the AP solution, we eval-
uate, as previously, the variation δS2E up to second order
of the AP action under the effect of a fluctuation δq of the
density and δp of its conjugate momentum. δS2E is again
given by the diagonal quadratic form (15) except for the
replacement of (∂xp0)
2
by (∂xp0)
2
+ 2E∂xp0. Therefore,
unlike the case E = 0, we cannot a priori conclude that
(16) is a sufficient condition for the stability of the AP so-
lution. However, it happens that we indeed always have
(∂xp0)
2
+ 2E∂xp0 > 0. This is a consequence of the AP
equations (19). Defining u = ∂xp0 + E allows to rewrite
the second equation of (19) under the form [34]
∂xu
u2 − E2
= −
σ′
2D
. (20)
Next, we define h (x) ≡
∫
dx σ
′(q0)
2D(q0)
for a known
AP density profile q0 (x). An integral of (20) is im-
plicitly obtained in terms of h(x) under the form
u = E coth (E h (x)). Therefore, (∂xp0)
2 + 2E∂xp0 =
E2/ sinh2 (E h (x)) > 0 for any E so that (16), D′σ′ ≥
Dσ′′, remains a sufficient condition for stability of the ad-
ditivity principle solution even in the presence of a field
E.
The condition (16) leads to new results. We first
consider the simple symmetric exclusion process (SSEP)
which constitutes a paradigm for non equilibrium be-
haviour [39, 40]. In that case, the large deviation func-
tion is exactly calculated using either the Bethe ansatz
or matrix representation [41]. Moreover, the SSEP can
also be described using the MFT by means of a dynam-
ics defined by a constant (i.e. ρ-independent) diffusion
coefficient D = 1 and the conductivity σ(ρ) = 2ρ (1− ρ).
In that case (16) is readily satisfied thus proving in an-
other way the already known stability of the SSEP for
a boundary driven process. More involved and an open
problem as yet, is the stability of the SSEP under an
external uniform field E, known as the weakly asymmet-
ric exclusion process (WASEP), which possess the SSEP
dynamics given above with a driving field [42]. Since
the SSEP is stable for a boundary driven process, so is
the WASEP [43]. It is nevertheless worth noting that
in the case of periodic boundary conditions, (16) is no
longer applicable due to the additional constraint of par-
ticle conservation. And indeed for periodic systems, the
WASEP was found to be unstable and certain values of
the current lead to travelling wave solutions [23].
In summary, we have presented a new quantitative ap-
proach to study the stability of boundary driven systems
out of equilibrium. This approach based on the stochas-
tic MFT, provides a necessary and sufficient condition
expressed by (16) for stability of the AP solution and the
onset of a dynamical phase transition. It constitutes a
generalisation of Le Chatelier stability principle. More-
over, in that framework, we have been able to prove the
stability of the (boundary driven) WASEP model.
5Another well studied model is the KMP model [44],
which corresponds to D = 1 and σ = 2ρ2. Clearly, the
KMP model does not satisfy (16) thus being non conclu-
sive about its stability. However, solving numerically (17)
for a large range of currents [45] seems to preserve the
AP stability. Those results can be justified on the basis
of scaling arguments [46]. This suggests that the KMP
model should also be stable for boundary driven systems,
in agreement with [47]. An important asset of the MFT
approach and of our stability analysis resides in their po-
tential relevance to a class of problems larger than used
so far, such as quantum mesoscopic transport of parti-
cles [15], classical waves in a random potential (speckle
correlations) including higher order quantum corrections
[14], thermal conductance in quantum chains [10], cold
atoms [48] and polarised spins injected into superconduc-
tors [16]. This approach may also be relevant and shed
light on the problem of quantum thermal transport and
its relation with conformal description [12].
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Supplemental material for ”Le Chatelier principle for out of equilibrium and
boundary driven systems : application to dynamical phase transitions”
O. Shpielberg 1 and E. Akkermans1
1Department of Physics, Technion Israel Institute of Technology, Haifa 32000, Israel
In this Supplemental Material, we derive in detail some of the results mentioned in ”Le Chatelier
principle for out of equilibrium and boundary driven systems: application to dynamical phase
transitions”. First, we show how to obtain the cumulant generating function formalism. Second, we
show how to obtain the diagonal form (15) in the text. We note that this approach can be taken to
probe the stability of any Hamiltonian system, in or out of equilibrium. Note, a referenced equation
below directs to the equation in the supplemental material unless written otherwise. The referenced
citations always refer to the main text.
CUMULANT GENERATING FUNCTION
This section is devoted to explaining (11), namely
〈
eλQ/L
〉
=
∫
DqDp exp
[
−L
∫
dx dτ S (x, τ)
]
(1)
of the main text. By definition of the large deviation function given in (5) of the main text, we have
〈
eλQ/L
〉
=
∫
DjDρ δ (∂τρ+ ∂xj) exp
[
−L
∫
dx dτ
{
[j +D (ρ) ∂xρ]
2
2σ (ρ)
− λj
}]
,
with the integration being over all possible currents j and density profiles ρ that satisfy the continuity equation. We
introduce a Lagrange multiplier ρ˜ to remove the constraint resulting from the continuity equation.
〈
eλQ/L
〉
=
∫
DjDρDρ˜ exp
[
−L
∫
dx dτ
{
[j +D (ρ) ∂xρ]
2
2σ (ρ)
− λj + ρ˜ (∂tρ+ ∂xj)
}]
.
Integrating by parts the term ρ˜ ∂xj and completing the square enables to integrate with respect to Dj(x, τ) a Gaussian
integral. This gives (1), where p = ρ˜− λx and q = ρ and the action S (x, τ) is
S (x, τ) = D∂xq∂xp−
1
2
σ (∂xp)
2
+ (p− λx) ∂τ q,
together with the boundary conditions, {
q (0, τ) = ρL q (1, τ) = ρR
p (0, τ) = 0 p (1, τ) = −λ .
The macroscopic limit L≫ 1, allows to make a saddle point approximation for < eλQ/L >. The cumulant generating
function given in (10) of the main text, is µ (λ) = −Lt infq,p
∫
dx dτ S (x, τ). The minimization yields (much in the sense
of a Hamiltonian formalism) two equations of motion for the density profile q and its conjugate momentum p
∂τq = ∂x (D∂xq − σ∂xp)
∂τp = −D∂xxp−
1
2σ
′ (∂xp)
2
.
(2)
We note that the first equation in (2) is simply a restatement of the continuity equation, ∂τq = −∂xj, for j =
σ∂xp−D∂xq. This will become important in the derivation the diagonal form (15) of the main text (next section).
GENERAL APPROACH FOR THE STABILITY OF HAMILTONIAN SYSTEMS
This section is devoted to establishing the diagonal quadratic form given by (15) in the main text. First, we develop
a general approach for stability of Hamiltonian systems. Then, we apply it, to the particular case of interest here,
2namely (15) in the main text. Let us define s(q, p) by
s =
∫
dxdτ (p∂τq −H) , (3)
where H(p, q) is a Hamiltonian density. The minimization of s is found for (q, p) that satisfy δsδq = 0 and
δs
δp = 0.
From (3), it is easy to see that these two equations yield Hamilton-Jacobi equations are
∂τ q =
δH
δp
∂τp = −
δH
δq .
(4)
Any (q, p) satisfying Hamilton-Jacobi equations are only guaranteed to be an extremal solution. To ensure a minimal
solution, we must require the convexity of s for any small perturbation (δq, δp) around the extremal solution (q, p),
namely,
s(q + δq, p+ δp)− s(q − δq, p− δp)− 2s(q, p) > 0 .
Hereafter, we evaluate the derivatives of H at the extremal solution (q, p). For small fluctuations, we have δs2 > 0
where
δs2 =
∫
dxdτ (
1
2
δ2H
δq2
δq2 +
δ2H
δqδp
δpδq +
1
2
δ2H
δp2
δp2 − δp∂τ δq) . (5)
As noted in the previous section, the continuity equation (here ∂τq = δH/δp) implies that the perturbations are not
independent. We now linearise this continuity equation around the extremal solution (q, p), i.e.,
∂τδq =
δ2H
δp2
δp+
δ2H
δpδq
δq. (6)
Inserting it in (5) gives
δs2 =
1
2
∫
dxdτ(
δ2H
δq2
δq2 −
δ2H
δp2
δp2) . (7)
We stress again that (δq, δp) are coupled. To obtain their explicit expressions one must solve the set of linearised
equations
∂τ δq =
δ2H
δpδq δq +
δ2H
δp2 δp
∂τδp = −
δ2H
δq2 δq −
δ2H
δpδq δp .
It is useful to notice that this overall approach does not require the extremal solution to be time independent (as in
the AP). Hence, this approach is useful for stability analysis of any action s of the form (3).
We now apply the previous considerations to the specific case of the MFT theory developed in the letter. In that
case, we wish to choose a Hamiltonian density H such that the action s in (3) corresponds to the action
∫
dτdxS(x, τ)
given by (12) in the main text.
A possible choice is H = −D∂xq∂xp +
1
2σ(∂xp)
2. To complete the analogy, the extra term −λx∂τ q can be shown
to vanish identically when calculating the second order variation. Moreover, that extra term can be safely taken to
zero from the beginning in the Hamiltonian density, since its contribution to the total action is at most constant.
Therefore, its contribution to the cumulant generating function µ vanishes like 1/t in the large time limit.
The Hamilton-Jacobi equations (4) corresponds to (2). A second order calculation together with integration by
parts, leads to
δs2 =
∫
dxdτδS2AP ,
where δS2AP is given by (15) in the main text.
The generalization to the Hamiltonian density H to the case of an external field E leads to the expression
HE = −(D∂xq)∂xp−
1
2
σ((∂xp)
2 + 2E∂xp)
3of the Hamiltonian density with the corresponding Hamilton-Jacobi equation,
∂τq = ∂x (D∂xq − Eσ)− ∂x (σ∂xp) (8)
∂τp = −D∂xxp− Eσ
′∂xp−
1
2
σ′ (∂xp)
2
,
where the derivatives of D and σ are taken with respect to q. Moreover, D, σ and their derivatives are evaluated at
q, the extremal solution. Linearising around the extremal solution, gives,
∂τ δq = ∂x (D
′∂xqδq +D∂xδq − Eσ
′δq − σ′∂xpδq − σ∂xδp) (9)
∂τδp = (−D
′∂xxp− Eσ
′′∂xp−
1
2
σ′′ (∂xp)
2)δq
− (Eσ′ + σ′∂xp) (∂xδp)−D∂xxδp .
By inserting the first equation for ∂τq in (9) into (7), we obtain the corresponding diagonal form for E 6= 0, namely,
δs2E =
∫
dxdτδS2E(x, τ) ,
with
δS2E (x, τ) = −
1
4
D′σ′ −Dσ′′
D
{
(∂xp)
2
+ 2E∂xp
}
δq2 −
σ
2
(∂xδp)
2
. (10)
This is the diagonal form discussed in the main text. Note that the expressions of δS2AP and δS
2
E differ only by the
replacement of (∂xp)
2 by (∂xp)
2 +2E∂xp. Fourier transforming (9) and making E = 0 leads to (17) in the main text.
