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Energy became a problem after the oil embargo of 1973. The price
of electricity and other resources began to rise drastically. The
price consumption decision will be examined in this paper. The theory
of consumer behavior implies that if energy prices faced by the residen¬
tial consumer increased, then his demand for energy will fall, and
consumers would consume more of the close substitutes in order to
maximize the same level of utility.
This study argues that price is an ineffective mechanism for
regulating demand for electricity. Moreover, the impact of prices on
the poor and elderly is very important because they spend a higher
portion of their income on energy and they will be forced to reduce
their consumption of energy.
All these will be verified by the electricity estimates using the
demand curve analysis. This analysis will focus on the estimation of
a demand equation for Georgia. The variables of interest here are
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own price, income, price of substitutes, and heating and cooling degree
days. Residential demand for electricity is a derived demand dependent
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Historically, there has been a close interrelationship between
economic growth, rising living standards and increasing energy con¬
sumption. This association has led people to view economic growth
and increasing energy consumption per capita as intertwinned. This
virtual inseparability is based upon two types of evidence:
1) The long-run historical patterns in energy consumption in
industrialized countries in general and the United States
in particular; and
2) Cross-sectional evidence indicating a strong relationship
between the level of economic development and energy
consumption per capita.
Consumption of energy has increased at a rate three times faster
than that of population in the last century. But GNP has increased at
more than double the rate of energy use. In the twentieth century the
growth rates have been much closer.
Energy is also linked to the economic growth through the share
of energy-related sectors in total output and employment. It was
estimated that the energy-intensive industries (defined as industries
having energy consumption/total output ratios more than four times the
national average) consume about one-third of total energy use and
account for 45 percent of industrial production, 15 percent of GNP, but
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only 10 percent of employment.^ Total employment increased by 41
percent in the United States around the '50s and '60s. In the energy
industry, the increase was 5.5 percent (115,000 jobs). This increase
was in utilities and the fuel marketing (i.e., gas stations) sub¬
sectors.^
The Arab oil embargo of 1973-74 provides some proof for an affirma¬
tion of the vulnerability of the United States to changes in energy
supplies. The embargo was accompanied by an unparalled increase in
the prices of crude oil. By the later part of 1974, imports of many
petroleum products were down by more than 20 percent from February 1973.
Output in the first quarter of 1974 was $10-$20 billion lower than
might have been expected in the absence of the embargo. The unemploy¬
ment rate was raised by about 0.5 percent.
The State of Georgia is the eleventh largest in terms of population
and twelfth among the states in the consumption of energy.3 Energy use
increased 150 percent between 1960 and 1981. Georgia's energy consump¬
tion accounted for 1.4 percent of the national energy consumption in
1960, but by 1970 its energy use accounted for 1.9 percent of the U. S.
total. In 1984 the energy consumption was about 47 percent greater
than in 1981. During that period the population increased by only 27
percent.
^''Georgia Energy Data, 1965-1980," prepared by the Office of




A sectional breakdown shows that the share of energy consumed
in both the residential and commercial sectors is slightly less
than the national consumption figures. The comparison between the
United States and Georgia from 1965 to 1980 is shown is Figures 1
and 2.^
Georgia's residential sector accounts for almost 21 percent of the
state's total energy use and ranks third among end-use sectors in total
amount of energy consumed. Its residential energy consumption is a
reflection of the state's population of nearly 6 million, living in
about 2 million housing units throughout the state. Energy consumption
has tripled over the past 25 years in this sector. Before the 1973-74
Arab oil embargo, the average fuel price for electricity was $1.9610
per kilowatt hours (kwh), but now (1986) it is $6.5854, while that of
natural gas was 9.9 (trillion BTU) and later increased to 63.5 (trillion
BTU). For the commercial sector in 1960 was 2.1989 per kwh then later
6.6064 per kwh and that of natural gas was 66.4 (trillion BTU) but
later increased to 529.3 (trillion BTU).
Natural Gas
Natural gas consumption contributes heavily to Georgia's residen¬
tial sector energy use as a method of heating in almost 58 percent of








ENERGY CONSUMPTION BY SECTORS FOR U. S. AND GEORGIA, 1975-19805
Georgia 1975
♦Losses in conversion - Losses incurred in generation and transmission
of electricity plus plant use and unaccounted
for electricity energy losses.
5lbid.
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gas were consumed in Georgia's residential sector in 1984, almost
double the amount used in 1960.
Restrictions were placed by the Federal Government on electric
utilities in the use of gas for electricity generation after the oil
embargo. Consequently, its use declined to 261 billion cubic feet in
1976 before increasing slowly during the late 1970s and early part of
the 1980s.6
Georgia does not produce natural gas. The natural gas consumed
is pumped into the state from the southwest. Atlanta Gas-Light Company
is the major supplier of gas to customers in Georgia.
Electricity
Electricity is the second most important source of energy in the
residential sector, providing energy for lights and appliances in
almost every home in the state and heating in almost 20 percent of the
state's residences. Residential use of electricity was almost 21
billion kwh in 1984, more than four times the amount of 1960.
In the commercial sector, electricity accounts for 39 percent
of the sector's total energy use. In 1984 almost 15 billion kwh of
electricity were used. Over the past 25 years, electricity use by
commercial sector has increased almost five times.
6a11 statistics are from "Georgia Energy Data, 1960-1984," prepared
by the Office of Energy Resources for the State of Georgia, Atlanta,
Georgia, 1976.
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Georgia's electricity generating facilities are operated by Georgia
Power Company, Savannah Electric and Power Company, Southeastern Power
Administration, Tennessee Valley Authority, U. S. Arm Corps of Engineers
and Cisp County Power Commission. Georgia's electricity is produced by
a total of 192 generating units located in 47 plants throughout the
state. These plants are fueled by coal, hydropower, nuclear power,
petroleum and natural gas. Georgia Power is the largest privately-
owned utility in the state. It serves approximately 1.2 million
customers with total kwh sales of 43.5 billion.
The Municipal Electricity Authority of Georgia (MEAG) was created
in 1975 by the General Assembly to ensure reliable and economical
supplies of electricity for the publicly-owned systems in Georgia.^
The need for proper management and adequate conservation became a
fundamental issue because Georgia depends heavily on traditional fuels.
The Office of Energy Resources was thus established. This office
is the state's primary agency and is responsible for not only the
development, but also the implementation of energy management activi¬
ties, for monitoring and assessing the impact of federal energy policies
on Georgia, and for providing adequate energy information to all
citizens. Figure 3 shows Georgia's electricity rates from 1980-84.
Problem Statement
Energy did not become a problem until after the oil embargo of















SOURCE: "Georgia Energy Data in Summary."
indicated that the rising prices of energy sources was a major contributor
to the nation's inflation rates. The Federal Energy Administration was
established to help explain the problem and find a way to control it.
This paper examines the effect of prices, income, HDD, and CDD on
the level of consumption.
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According to Henderson and Quandt, the theory of consumer behavior
implies that if residential energy prices increase, the quantity
demand for energy will fall (see Figure 4). This study examines the
residential energy demands in Georgia. This thesis investigates the
contention that price adjustments are ineffective in regulating demand
to levels of production or supply.
The effect of a price increase on the poor and the elderly is a
very important factor because their level of consumption will be forced
to decrease and also a high portion of their income is spent on energy.
Using the demand curve analysis, the above issues will be examined.
The study develops a model to explain energy use in Georgia and it will
focus on price, income, substitutes, weather variations and their
impact on the consumption of energy.
Methodology
The fundamental purpose of this study is to estimate a demand
curve for Georgia's consumption of electricity and natural gas in
the residential sector. In other words, how effectively does price
regulate demand for electricity.
The consumer demand for electricity is a function of income, its
own price and the price of substitutes.
Qd = f (Y. Pe. P)
where,






?£ = Own price; and
"P = Price of substitutes.
A close substitute for electricity is natural gas CP). Other variables
that are hypothesized as important determinants of demand for energy
are heating and cooling degree days (as included in early studies in
this area). These demand functions are estimated using time-series
data from 1960 to 1986. The importance of dynamic elements in demand
analysis is emphasized by the habit formation because the response of
-li¬
the consumers to any change in the variables is dispersed over a
period of time.
This study follows the same method used by Houthakker, thus
the data are fitted to dynamic demand functions of the flow-adjustment
type.8
^Hendrik S. Houthakker, "Residential Electricity Revisited," The
Energy Journal vol. 1, no. 1 (1980):27-41.
CHAPTER II
LITERATURE REVIEW
Energy prices had been stable before the 1973 to 1974 oil embargo,
but have been declining very sharply every since. The enormous increase
in prices in the mid-1970s and the volatility afterwards have prompted
many to study the situation.
A well-known study in this area was done by Peck and Weyant. This
paper provided a simple way of understanding trends in electricity
demand in the United States in the early 1970s and afterwards. The
authors used steady state analysis to explain the long-run trend in the
growth of the electricity demand in the residential sector from 1963
and 1973:1
-.90 X -3.70% + 0.15 X (-0.32%) + 1.10 x 2.01% + 2.18% - 7.67%
where,
-.90 = Long-run owri price elasticity;
-3.70 = Real growth rate of electricity price;
.15 = Long-run cross price elasticity between electricity
and gas;
Istephen C. Peck and John P. Weyant, "Electricity Growth in the
Future," The Energy Journal vol. 6, no. 1 (1985):23-43.
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-0.32% = Real growth rate of gas and oil prices;
1.10 = Long-run income per household elasticity; and
2.01 = Real growth rate in number of households.
They found that the projected electricity growth rate for the
household was 7.67% per year, which was less than the actual 8.72%
during the period in question. Similarly, the result for the commercial
sector, 7.58% per year, was a reasonable approximation of the actual
8.54% annual rate, and the industry result of 7.19 percent per year was
a good approximation of the 6.17 percent annual rate actually observed.
The authors used a single transition model for the post embargo
period. The electricity-using capital stock was divided into cate¬
gories: 1) The equipment in place before the 1973-74 embargo; and
2) the equipment installed after the embargo. The average energy
intensity of the electrical equipment used in the seventh year of the




_ Equipnient installed before the embargo; and
prjCT
_ Equipment installed after the embargo.
The results derived for the projected electricity growth rate in the
residential electricity demand was 2.58 percent, while that actually
observed was 2.61 percent; the commercial sector was 2.83 percent
projected as opposed to 3.44 actually observed; and the industrial
sector was 0.14 percent projected to 0.92 percent actually observed.
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The final model used was two-transition model which was the single¬
transition model with another projection period added to it:
Tt = (W/RE X TPRE) + (w/OST , J^POST) , , jfUT)
where,
_ Proportion in year t of the electricity capital stock
installed after 1982; and
= The average intensity of that equipment.
The authors based the projection on a set of benchmark assumptions
so as to illustrate the use of the two transitions.2 Gross national
product was assumed to grow at 3.25 percent per year; the number of
households at 1.25 percent per year; the price of electricity for
the residential sector at 0.75 percent per year; and the price of
oil/gas at .03 percent per year.
The results of this comparison for the 1980s indicated that the
steady state model overestimated both the residential and industrial
sector demand growth, but underestimated the commercial sector. The
electrical intensity of the capital stock installed for the future was
close to that of the steady state model. The results from the above
led to the following conclusions:
1) Total demand for electricity prices will continue to increase
in real terms over the next two decades and the economic
growth will be quite low compared to historical standards.
2) By the 1990s, when most of the adjustment to the sharp price
increases of the 1970s have been completed, electricity demand
2lbid.
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growth rates should almost certainly increase. Steady declines
in real electricity prices over a long period of time would be
required to increase the demand for electricity, but such a
decline is not feasible because the nation's existing low-
historical -cost generating capacity will need to be replaced
with new capacity by the turn of the century.
Houthakker's residential electricity revisited was an attempt to
update and improve an earlier analysis of residential electricity
demand done in 1974 with Verleger and Sheehan (HVS). The following
was maintained:
1) The logarithmic flow adjustment model which estimates the
present year's consumption from last year's consumption and
this year's price and income;
2) The pooling of annual time series for 48 states using the
error component approach by Balestra and Nerlove; and
3) The use of a "marginal" price for electricity.
This update may be regarded as a verification of the first of these
hypotheses and to some extent the other two. The improvement was in
two areas--marginal price and deflation.3
The method used by HVS for calculation was marginal price (MP).
It produced inconsistent estimates of price and income elasticities.
The three bills "typical electricty bills" obtained from the Federal
Power Commission (FPC) covered the lower part of the kilowatt hours,
i.e., 100, 250 and 500 kwh and the data for 750 and 1,000 kwh were
not available before 1974 and so could not be used in this analysis.
^Hendrik S. Houthakker, "Residential Electricity Revisited,"
The Energy Journal vol. 1, no. 1 (1980):27-41.
-16-
Houthakker used a new method to regress linearly the average
monthly bill in current dollars on the quantity consumed. The obser¬
vations used included not only the lower parts of 100, 250, 500, but
also 750 and 1,000 kwh. In this case, the linearity assumption implies
that the marginal price was constant over this range. This was only an
approximation which simplied the analysis because typically marginal
price falls in the lower half and then rises. For large residential
consumers the marginal price is not always lower.
Marginal price in the earlier study was deflated by the nationwide
Consumer Price Index (CPI). However, during this period under study
(1964 to 1976) regional (Northeast, North Central, South or West) CPI
were available from the years 1967 to 1976, and so they were used
instead of the overall CPI. The nationwide CPI was used for 1964 to
1966 because the rate of inflation was much lower then.
The temperature factor was included in this analysis, i.e., heating
and cooling degree days, because it captured the effects of short-run
meteorological effects on forms of consumption. In other words, the
amount of kwh used for water heating depends on the intake temperature
of water which presumably is a lagged function of the outside tempera¬
ture.
Climate also affects the choice of electric applicances and thereby
the long-run demand, i.e., space heating can be done by using electri¬
city, natural gas and fuel oil. Electric space heating has a low
capital cost and high operating cost. Therefore, in cold climates
it is an unlikely source.
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The choice of fuel not only depends on its own price, but also
that of other fuels. In this article, natural gas was assumed as the
only substitute for electricity because of data problems. Since habit
formation is implied in the analysis, the heating and cooling degree
days were introduced as first differences thus the habit effect should
not extend to weather variables whose effect is in the short-run.
The error component method was used to estimate the equation. The
observations were weighted by the square root of the population in
order to make the residual sums of squares for different groupings--the
United States as a whole, census divisions and census regions comparable
to each other. The comparison of weighted and unweighted estimates
showed the impact of weighting yielding higher t-ratios.^
For the entire 48 states, Houthakker found all estimates signi¬
ficant. The price elasticity (-.111) was larger compared to those of
the earlier study and it also was more significant because of lower
standard errors (.008).
The regions had numerous differences in income coefficients. The
own-price and cross-price elasticity coefficients were highly scattered
and were significant in all the regions. In the South and West, due to
their usual mild temperatures, heating degree days were most significant
^For the United States as a whole, for instance, the unweighted
estimates (with standard errors in brackets) for income and own price
were .096 (1025) and -.081 (.015), respectively. Their weighted
counterparts were .211 (.032) and -.088 (.012). Estimates were for
1964 to 1973.
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while in the West, because of its relatively cool summers, cooling
degree days were not that significant.
The same data were fitted for the static model. For the entire
nation, the results were different from that of the dynamic model, but
not much difference, i.e., the price elasticity was -.111 but now it
became -1.18. Income for the regions was good but there were some
deviations in both the prices and weather variables.
The estimating equation for the dynamic model was:
In m = .111 - .922 In (Pt) + .139 In (Yt) + (-111) In (Pit)
(.026) (.011) (.032) (.008)




.922 = Lagged dependent variables;
.139 = Adjusted disposable personal income per capita;
-.111 = Marginal price of electricity;
.082 = Heating degree days;
.058 = Cooling degree days;
.057 = Average price of gas; and
u = Error term.
Penz^ examined several notions related to the effect of changing
energy prices on home values, especially how well the dispersion of
^Alton J. Pentz, "Higher Energy Prices and Windfall Gains for Home
Owners?" Energy Journal vol. 6, no. 12 (January 9, 1981):1467-1480.
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Information in housing markets can affect home values with some conse¬
quences to individual household behavior.
The increase in energy prices after the embargo has aroused house¬
hold interest in the cost of heating, cooling and lighting houses.
The response implied by government policy and some government program
stresses an evaluation of houses on perhaps the reported fuel bills.
The main issue was having the potential for reducing energy consumption
by improving the energy efficiency of the home. Throughout the house¬
hold stock, homeowners should gain or lose house value according to the
market perceptions of the retro-fit potential instead of the fuel bills.
Houses which require few expenditures per unit of energy, that is, saved
annually, should increase in value as opposed to houses which require
major expenditures. The ability to improve housing in response to
higher energy prices probably correlates negatively with household
incomes. In other words, lower income household could gain the most
dollars invested in home energy improvements.
Barnes, Gillingham and Hagemann examined the short-run residential
demand for natural gas using data from 1972 to 1973 Consumers
Expenditure Survey (CES).^ The short-run was defined as the period
within which the household's stock of gas--using appliances and demo¬
graphic profile are fixed and substitution of one energy source for
^Roberta Barnes, Robert Gillingham, and Robert Hagemann, "The
Short-run Residential Demand for Natural Gas," The Energy Journal
vol. 3, no. 1 (November 1979):59-72.
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another is not possible. Short-run demand for natural gas was derived
from the demand for the services of a fixed stock of gas appliances.
The quantity of gas consumed was determined by the rate at which the
appliance was used. In the article, the amount of gas used in a
particular household for a type of appliance was a function of its
income, the marginal price of natural gas, the rate structure premium
demographic variables and the vector of appliance-specific factors.
The Bureau of Census interviewed about 10,000 households on a
quarterly basis in each survey year. In the survey, each respondent
reported the amount of the household's space heating and cooling,
water heating, etc. along with the date of each gas bill. A schedule
was assigned to each household. These schedules defined the fixed
customer charge, the number of therms in each block, the price per
therm charged in each block, the adjustment charge and the local gas
tax rate. With all the information, the household's consumption
(therms), marginal price, and rate structure premium were calculated.
The budget constraint was represented by the total annual expenditure
since it reports errors than income and it was a better approximation
of permanent income.
The authors treated gas stoves, water heaters, clothes washers and
dishwashers separately. Electric clothes washers and dishwashers were
incorporated into the analysis because they would affect the rate of
hot water consumption. The monthly data on both heating and cooling
degree days were obtained during 1972 to 1973 from the National Oceanic
and Atmosphere Administration. The estimates led to the the following
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conclusions:
1) The coefficient on the log of the relative marginal price is
significantly negagive (.05) for four of the five end uses,
while that on the log of deflated total expenditrues is signi¬
ficantly positive for two end uses, space and water heating;
2) Fully employed households consume less gas for heating and
cooking as opposed to their counterparts;
3) Larger households consume more gas for cooking than smaller
ones; and
4) Having a dishwasher or a washing machine significantly
increases a household's consumption of gas for water heating.
Natural gas consumption for space heating purposes was higher in the
summer (July-September) than during the other seasons. The short-run
price elasticity, -.682, supported the facts that short-run residential
demand for natural gas is price inelastic. It differs, however, in
that it suggests a larger price responsiveness than that obtained in
the recent empirical investigations.^ The authors analysis highlights
the significant variation across end-use categories, thus implies that
the overall response is composed of a complex set of responses.
Mayer and Horowitz^ examined the monthly consumption statistics
of a community of owner-occupied, almost identical townhouses in New
York.
^Given the paucity of existing estimates of the short-run
residential demand for natural gas, the authors do not devote a separate
section to comparisons. However, our overall price estimate of -.68 is
more elastic than those of other recent investigators.
^Lawrence S. Mayer and Cynthia E. Horowitz, "The Effect of Price
on the Residential Demand for Electricity: A Statistical Study,"
The Energy Journal 2 (August 1976):87-89.
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The main hypothesis of the paper is that price cannot be an
effective adjuster of demand because the demand for energy is not price
oriented. Moreover (if that is the case), the ranges of price increases
that will be politically feasible and ethically justifiable are
relatively limited.
The method used here is totally different from that of the
economist in which demand for a good, say electricity is made a func¬
tion of its own price, the price of other related energy, income of
the family, maybe the lifestyles and weather. This study, instead
explained all the other effects and estimated two equations making
demand a function of price in the first equation and including a
weather variable in the second equation.
The price of related fuels were explained on the basis that the
households in the study are confronted with a regulated price for
electricity, had relatively new appliances the time in which the houses
were purchased. As such substitutability and complementarity were not
included and the consumers were merely seen as "price-takers." Income
was not included, because among the sample, variations in income were
not much and there were no direct measures of lifestyles. The model
was reduced to:
In D = a + b (In P) + e (1)
In D = a + b (In P) + Y In (600)55 + (2)
where,
D = Quantity demand;
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a = Log a;
P = Price; and
e . e„ = Error terms.
CCD = Cooling degree days - HDD = Heating degree days were also
included.
Marginal price was still the issue here, but the method of calcu¬
lation was different. Marginal price was calculated as base price plus
adjustment change for each kwh on the final block of price schedule.
The parameters of both equations were estimated for the first one,
price came up with a positive sign and the elasticity estimate was
0.145. r2 was 0.018. In the second equation, price also came out
positive and the elasticity estimate was 0.04 and the standard error
estimate was 0.07, which meant that it was insignificant, though
was 0.897. The following conclusions were reached.
1) In the first equation, if weather is not controlled and the
model still holds, then price and demand are not significantly
related.
2) For the next equation (two), including the weather variables
(heating and cooling degree days), there was still little
evidence that the average level of demand for electricity has
been affected by price for the sample population over the time
frame studied.
Houthakker and Taylor,9 in their analysis of the time-series data
on personal consumption expenditures from the National Income Accounts,
^Hendrik S. Houthakker and L. D. Taylor, Consumer Demand in the
United States, 2nd edition (Cambridge, Massachusetts: Harvard
University Press, 1970).
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estimated an equation for personal consumption expenditure for elec¬
tricity that was based on their state-adjustment model of consumption.
This model consisted of two equations, a behavioral relationship that
specified consumption (q) as a function of "stocks" (s), income (x)
and relative price (p),
q = a + Bs + yx = Xp (3)
and a relation that expressed the rate of change in "stocks" to q and
depreciation which was assumed to be 6 .
s = q - 6S (4)
Stocks were enclosed in quotation marks because they could refer
either to physical inventories in the case where q represented a durable
good or has psychological quantities (especially the accumulated force
of habit) in the case where q is a nondurable good or a service. In
the former situation, the author expected p to be negative, in which
case they said that q was subject to stock adjustment, while the later
case B was expected to be positive, therefore, q is characterized by
habit formation. In the present case, q is a service, but since it is
the input into a stock of durable goods, Houthakker and Taylor could
interpret s as representing either the stock of electricity-consuming
appliances or as the accumulated force of habit arising from the past
use of these appliances, and they expected B to be positive in either
case.
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The empirical results obtained using equation (3) from above is:
qt = 3.71 + 0.873 q^ + 0.00328 - 0.0504
(2.81) (0.047) (0.00140) (0.0250)
r2 = 0.999
where,
q = Personal consumption expenditure for electricity per capita
in 1958 dollars;
X = Total personal consumption expenditure per capita in 1958
dollars; and
P = Implicit deflator for electricity/implicit deflator for PCE
(1958 = 100).
The authors fitted the equation to annual data for the period 1947 to





Both elasticities in the short run are seen to be slight but very
substantial in the long run. This is an indication of $ being positive
in equation (3) and can be of either interpretation:
1) If s is taken as referring to the stock of electricity¬
consuming appliances, it suggests that the price elasticity
of demand is smaller when utilization is free to vary (i.e.,
when the stock is fixed) than when the stock is free to vary.
2) If s is taken as the accumulated force of habit from past
consumption, it suggests that the services of electricity¬
consuming appliances are subject to strong habit formation.
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Houthakker, Verleger and Sheehan (HVS),10 in their study, analyzed
the residential demand for electricity using a time-series and cross-
section sample of annual state aggregates for the years 1960 to 1971.
They used the logarithmic flow-adjusment model in which the ratio of
demand for this period to demand for last period was proportional to
the ratio of the desired demand for this period to the actual demand
for last period. In logarithms the model is:
Lnqit - Inqi(t-i) = ^ (Inq*^ - Inqi(t-i))
where,
q-jt = Actual consumption of electricity in state i at time F; and
q* = Desired consumption of electricity in state i at time t.
it
The authors assumed that desired demand was related to income and the




y = income, and
P = Price of electricity.
Both electricity consumption and income were expressed, per capita
and the prices of electricity were represented by the marginal rate per
kwh in the 250 and 500 kwh block taken from the typical electric bills.
IOh. S. Houthakker, P. K. Verleger, and D. P. Sheehan, "Dynamic
Demand Analyses for Gasoline and Electricity," The Energy Journal
vol. 5, no. 12 (1973):1400-1423.
-27-
The model was estimated using the error component technique by Balestra
and Nerlove from a pooled time-series and cross-section sample of
annual observations on the forty-eight states for the eleven years,
1961 to 1971. The authors results were as follows (standard errors are
in parentheses):
Lnq-jt = 0.104 + 0.934 Inqi(t_i) + 0.145 Iny-j^ - 0.029 Inp-j-t
(0.029) (0.014) (0.026) (0.014)
r2 = 0.986
The marginal rate per kwh between 100 and 500 kwh,
















The authors then concluded that:
1) Growth in electricity demand can be attributed to rising income
and falling prices.
2) Simulations for the first two quarters of 1973 show a consider¬
able amount of reduction in demand due to rising prices.
3) There are limits to the price increases that a producer cartel
can change.
Anderson used data from the Census of Housing for 1960 and 1970
to analyze the residential demand for electricity and gas. Anderson
mentioned some "weaknesses" in earlier studies of residential gas and
electricity demand as providing motivation for the study.1) The
interdependencies between household demand for one type of energy
source and that for competing energy sources have not be adequately
accounted for. ... 2) The list of competing energy price variables
included in a given energy demand equation is usually restricted to a
single energy type. ... 3) The price elasticity estimates obtained
leave one in doubt as to the nature of responses to price.
The author's approach consisted of analyzing two different classes
of models, the first for predicting energy consumption, while the
second case, Anderson specified demand to be a double logarithmic
function of income prices of various sources of energy and some
demographic quantities as follows:
In X = ao + ajInPE + a2lnPG + a3lnP0 + a4lnPC + asInPBG + a5lnY
+ aylnHS + a3SHU + agNU + a^g^ ^11^ ^ (5)
P. Anderson, Residential Energy Use: An Econometric Analysis,
The Rand Corporation R-1297-NSF, October 1973.
-29-
where,
X = Consumption of electricity (or gas)/household;
PE = Price of electricity;
PG = Price of gas;
PO = Price of heating oil;
PC = Price of coal;
PBG = Price of bottled gas;
Y = Income/household;
HS = Average family size;
SHU = Single detached housing units;
NU = Nonurban housing units;
W = Mean December temperature;
S = Means July temperature; and
u = Random error term.
For predicting stocks of energy-consuming equipment, Anderson's model
is:
In(s^/Sj) = aij® + a^InPj + ajInPj + aij^InY + aj^InHS
+ aij3sHU + aij^NU + aij^W + Uij (6)
where,
s-j = Fraction of total installations that consume energy type i;
Sj = Fraction of total installations that consume energy type j;
P^ = Price of energy i;
Pj = Price of energy j; and
Uij = Random error term.
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For a given j, equation (6) was estimated for each i and the
equation were estimated jointly under the restriction that aj are the
same in all equations. This procedure was used for each of the eight
classes of energy-consuming equipment namely space heating, cooking
stoves, washing machines, television, etc. For each space heating,
for example, eight different types of energy-using installations were
considered: electricity, gas, coal oil, wood, etc.
The data set for the models consisted of annual observations on
the fifty states. The consumption equations were estimated for both
1960 and 1970, but the stock equations were restricted to 1970.
Anderson found out that the strongest predictors were the prices of
energy, especially the price of electricity and the price of gas.
Income was found to be less important.
Wilsonl2 analyzed the residential demand for electricity and also
residential demand for six different categories of household appliances.
The analysis in both cases was cross-sectional, a sample of seventy-
seven cities was being used for the electricity demand part of the
study and a sample of eighty-three SMSA's was used for the appliance
part. The year of reference was 1966 for the sample of cities, while
for the SMSA's the year was 1960.
Wilson's estimated equation both linearly and in logarithms yielded
the following results:
12e. D. Wilson, "Demand for Electricity," The Energy Journal
vol. 5, no. 4 (1983):20-27.
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In Q = 10.25 - 1.33 P + 0.31 In Q - 0.46 In Y
+ 0.49 In R + 0.04 In C
r2 = 0.566 (7)
where,
Q = Average electricity consumption per household (kwh per
year);
1.33 = Price of electricity;
0.31 * The average price of natural gas (cents per therm);
0.46 = Median family income;
0.49 = Average number of rooms per household;
0.04 = Number of degree days; and
E = Random error term.
The author considered two alternative measures for the price of
electricity: 1) the average price paid per kwh; and 2) that of Federal
Power Commission's (FPC) typical elecrtic bill for 500 kwh per month.
He chose the typical electric bill for 500 kwh because of the interde¬
pendence between the amount of electricity consumed and the average
price per kwh paid for it.
Wilson indicated that the price of electricity, the price of
natural gas and the median family income are all statistically
different from zero at a significance level of 0.01. He also inter¬
preted his model as representing long-run demand function since the
sample used in estimation was cross-sectional and the results for price
elasticity found that in the long run, price influenced the demand for
electricity.
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In his analysis of demand for household appliances the same model
as in equation (1) was used except that the dependent variable is the
percentage of households owing at least one unit of the appliance in
question. The model was also estimated in both linear and log-linear
form using the sample of eighty-three SMSA's for six electric house¬
hold appliances, i.e., water heaters, ranges, food freezers, electric
space, heating, clothes dryers and air conditioners.
The results supported those obtained for electricity consumption.
The price elasticity was negative and different from zero at the (0.01)
level of significance for five of the six appliances (all but air
conditioners) and for these five, was less than -1 for all but the home
freezers. Income was much less important, but the price of natural gas
was quite important in the equations for ranges, water heaters, dryers
and home freezers.
These were some of the major studies on electricity demand for
the entire United States and on certain regions. Based on this review,
the picture that comes to mind can be described as follows:
1) The price elasticities of demand for electricity, for all
classes for consumers, is much larger in the long run than
in the short run.
2) The price elasticity in the long run is indicated to be
elastic, while the long-run income elasticity is mixed and
depends on the type of model employed.
This paper, since its a study on Georgia, will review these issues
as it relates to Georgia's experience in order to find out with
assurance any similarity or maybe differences between Georgia and the
nation as a whole.
CHAPTER III
THEORETICAL METHOD
Residential demand for electricity is a derived demand. In the
short run households have a given stock of electricity—using appliances
and fixtures. These goods differ from ordinary usage because they
include not only major appliances, i.e., refrigerators and electric
ranges, but also fans, television sets and light bulb fixtures. In
short, these goods are electricity-using devices or fixtures (the cost
of the electricity) paid by the household itself.
Household demand for electricity is derived from the demand for
the services of its various stock of goods. Different goods have
different properties. Goods differ in regard to the degree in which
the household desires or is able to vary the intensity of their use
in the short run. It is difficult to imagine circumstances in which,
given the type of refrigerator owned by a household, for instance, the
electricity used for running that refrigerator, would vary from year
to year. The only such circumstance would be one in which the family
varied its vacation habits, so that the period of the year for which
the refrigerator was not in use at all (while the family was away for
an extended time) varies. However, if a family is at home, using a
refrigerator is using it all the time, and such variation in the amount
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of electricity consumed (by opening the refrigerator door more or less
often, or changing the temperature control dial setting).
In the case of television sets, it would be different, because our
habits have not gotten to the point where using a television set means
using it continously. Even when the family is not away on vacation,
the use of the television can and will be varied. Below are some
demand curve diagrams (Figures 5, 6, 7, and 8). Similar remarks hold
for appliances like dishwashers. The quantity of electricity used here
will vary perhaps less than that used for the television set, but more
than that used for the freezer.
From the theory of consumer behavior, the economic stimuli that
affects the intensity of use of the household appliances are personal
income, price of electricity, price of substitutes and other factors
such as the weather variables. However, in the short run, the stocks
of various goods are fixed, the price of gas (main substitute) will
have no influence. In other words, there is no single important
substitute for electricity in the short run.
Figure 5 shows the demand for electricity. Electricity demand
is a derived demand. If income increases, the demand for appliances
would increase from Aq to A^. More electricity will be consumed thus
increasing from kwhg to kwh^. The price of electricity is dependent
upon the appliances owned by the household and also the utilization
rate of these appliances.
The relationship between income and appliances are shown in







income and quantity demanded. The more money a consumer has, the more
he/she will be able to buy more appliances, thus consume more kwh,
assuming the good is a "normal" one. Appliances are assumed to be
normal, so as income increases the demand for them increases from Ag
to Aj. In Figure 7 the same situation exists for for kwhg and kwhj.
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FIGURE 6
THE RELATIONSHIP BETWEEN INCOME AND APPLIANCES
6-B
Income
If the outside temperature goes above the required 65 degrees,
the need to consume more kwh would increase from kwhg to kwhj. When
more air conditions are consumed, the price of kwh will increase from
Pq to Pj. This would also be the case if the temperature outside falls
below the required 65 degrees (see Figure 7).
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FIGURE 7




Figure 8 shows the relationship between electricity and natural
gas. Natural gas is a substitute for electricity. The substitute
effect of an increase in the price of natural gas from Gq to Gj refers
to the fact that the consumer will not experience the same level of
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utility, and the demand for electricity increases from kwhg to kwh^
to maintain the same level of consumption and vice versa.
FIGURE 8









The estimating equation is based upon log-linear specification
and is derived as follows:
Q* = ih> Yf Pt. HDDt. CDDt)
where,
Q* = Quantity demand at time t;
= Price of electricity at time t;
Yt = Income at time t;
HDD = Heating degree days;
CDD = Cooling degree days; and
= Substitute at time t.
Qd = a P^^l Y®2 hDD®3 cDD®** (P^/P^)^^
Qd = a P^^l (l/Pj)^® HDD^3 cdD®**
Qd = a p/l hDD®3 cdD®**1 15 2 5
Qd = a P Y^2 HDD ®3 CDD®** P -^5
1 2
Therefore,
Ln Qd = Ln a + 8 Ln P + 8, In Y + 6, In HDD + 8 In CDD112 3 W
- e, In (P/P,)
The price of elasticity demand for electricity is an important
policy parameter for any study in the United States Energy policy. A
low elasticity means that substantial increases in price will reduce
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the amount of quantity demanded. The variables of interest in the
demand of electricity are own price, income, price of substitutes and
the weather variables.
Price: The price of the electricity is the amount of money that
must be paid for any unit of it. In the short run, the change in the
price of electricity is likely to be small as to make any change in its
consumption almost unnoticed. In the case of a gas-using substitute
appliance, the cost of operating an electric appliance may influence
the decision to purchase it. Even in the case of the refrigerators
where new gas appliances are relatively unimportant substitutes, the
running cost may influence the decision of when an existing gas
appliance should be replaced. It is also possible that operating costs
influence demand, where no gas-using substitute exists because of the
availability of the households own labor. The demand curve for any
"normal" good always slopes downwards to the right. In other words,
as price falls, the quantity demand of the good increases.
Consumer Income: The purchase of a good depends not only on
current income but also on accumulated savings. A number of households
may be able to afford a given good, yet they may not all own it or
purchase it immediately because other things may take precedence. The
strength of the desire for the good and the net change in the stocks
will depend on a number of other variables which includes the level
of income.
At high income, competing purchases may have already been made,
and the household can make down payments on an appliance without
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dipping into past savings or savings for the future. In other words,
households with higher incomes tend to own more appliances.
The demand for appliances is a demand for the services of a stock
rather than for a flow of appliances. If all incomes were constant,
the stock of appliances would be constant. So, the probability of
acquiring a new unit of appliance this year rather than later is
greater, the higher the current income.
Heating Degree Days: Some forms of electricity consumption depends
particularly on space heating and air conditioning which are strongly
influenced by temperature. The kwh for water heating depends on the
intake of the temperature of the water, which is a lagged function of
outside temperature.
HDD is the amount of heat necessary to raise the temperature to
65°F which is the established average base temperature for the day.
The average temperature of the day is obtained and then subtracted from
65®. The difference is the heating degee days for the day, i.e., if
the high was 80° and the low 40°, the average temperature will be 60°.
The higher the HDD, the greater the amount of heat required to heat the
home or space.
Also, refrigerators' consumption (the largest single electricity
user in most homes) depends on the inside temperature as modified by
heating and cooling. The climate also affects the choice of electric
appliances and thereby the long-run demand.
Cooling Degree Days: CDD is the amount of air conditioning needed
during the year's warm months. The temperature is obtained (as in the
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case of the HDD) and the base is subtracted from it. The difference
is the CDD. The higher the CDD, the greater the need to reduce the
indoor temperature in order to obtain a comfortable level.
Substitutes: The choice of goods depends also on the prices of
other fuels. Natural gas is the only substitute taken into account.
In the long run, if the price of electricity goes up, the demand for
gas would increase, thus reducing the consumption of electricity and
vice versa.
Data Sources
The weather variables (HDD and CDD) were both computed from the
local Climatological Data Sheet of the Natural Weather Services, U. S.
Department of Commerce. Electricity prices were obtained from the
Georgia Power Company, while natural gas prices were provided by Atlanta
Gas/Light Company. Natural gas prices were introduced as a ratio of
electricity prices to determine its complimentarity or substitutability
with electricity. The figures on electricity consumption were taken
from the Annual Observations published by the Georgia Office of Energy
Resources. The figures were divided by the residential population to
obtain per capita energy. The per capita income were taken from the
Survey of Business published by the Bureau of Economic Analysis,
Department of Commerce.
Table 1 shows the electricity consumption figures, income, HDD

























































ELECTRICITY CONSUMPTION FIGURES, PRICE, INCOME,
HDD AND CDD (1960-1986)
jantity Price HDD CDD P1/P2
1130 1.9610 44.62 71.8 .00
1160 1.9234 49.65 72.0 .1943
1270 1.8757 47.82 71.0 .1876
1348 1.8444 46.20 70.0 .1863
1478 1.8010 48.87 69.2 .1857
1557 1.7129 46.90 70.3 .1730
1748 1.7005 47.48 69.4 .1735
1861 1.6780 49.67 70.0 .1705
2172 1.6385 45.46 70.0 .1707
2430 1.6465 44.32 72.0 .1715
2709 1.6464 45.92 72.0 .1646
2798 1.7305 47.54 69.0 .1518
2904 1.8992 49.83 69.4 .1557
3192 2.0243 50.70 72.0 .1619
3096 2.4786 50.33 69.5 .1823
3350 3.2564 47.77 70.6 .2261
3392 3.3138 47.10 69.5 .2046
3508 3.4280 45.84 71.3 .1804
3648 3.8570 47.14 70.1 .1699
3714 4.0086 50.07 71.3 .1427
3652 4.5573 50.73 73.2 .1306
3628 4.8415 47.32 71.2 .1238
3565 5.8341 50.20 71.0 .1203
3605 5.9679 44.68 71.8 .1013
3590 6.5297 50.10 73.0 .1045
3987 6.5546 35.62 70.2 .1031
3703 6.6055 46.70 70.2 .1021
The researcher's own calculations.
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Hypotheses
Based on the economic model described earlier, the primary
hypotheses are:
1) The demand for electricity is a derived demand dependent on
the existing stock of appliances and utilization rate of
these appliances. Variations in price help explain the
changes in the quantity demand for electricity. Price
elasticity should be inelastic.
2) Electricity and natural gas are substitutes. In the short
run the affect of any change in the price of electricity is
unnoticeable.
3) Electricity is a "normal" good, thus the income elasticity
should be positive and elastic.
4) Weather variables may or may not be positive.
CHAPTER IV
EMPIRICAL RESULTS
The objective of this chapter is to estimate if price is an
effective regulator of demand for electricity in Georgia. The
estimated results for the restricted adjustment model (1960-1986)
for electricity are as follows:
IN Qt = 1.355 - .12 P + 1.203 In (Y) + .264 In (HDD)
(-16.197) (34.733) (0.512)
- .069 In (CDD) - 0.572 In (P/Pj^
(-0.572) (9.947)
T* values are in parentheses.
All coefficients yielded theoretically expected signs except
for the CDD. The three primary variables (price, income and gas) were
all significant at the 1 percent level. The F (544.08) suggests that
the linear model appropriately specifies the demand for electricity
in Georgia. The R^ showed a 99.23 percent variation. This is very
large but does not mean that the model is perfect.
Price not only influences quantity demanded, but it also affects
the amounts that will be supplied. A low price cannot cover the
supplier's cost at any output level. At a higher price, it will pay
to undertake some production, the quantity produced depending on the
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price of the commodity will fetch. A 1 percent increase in the price
of electricity would cause a .12 percent decline in the quantity
demand which indicates inelasticity. At a higher price, it should
also be known that quantity demand for electricity will decrease and
gas will be substituted for it.
A 1 percent increase in income would lead to a 1.20 percent
increase in quantity demand. In other words, income is elastic.
The more money the consumer has at his disposal, the more he will be
able to buy more goods, but this applies only to "normal" goods, and
electricity is a normal good. The consumer will end up with more goods
and a higher level of utility (at higher income).
The weather variables bear different signs but are not signi¬
ficant. The price ratio between electricity and natural gas come out
negative with an elasticity estimate of -.572. It is also significant
at the 1 percent level. A price increase has a substitution effect
that makes the particular good less attractive than competitive goods.
Electricity and gas are both "normal" goods, so any increase in the
price of electricity will cause a decrease in the quantity demand of
electricity and an increase in the quantity demand of natural gas.
Overall, the regression is significant because the F-statistic
from the printout (F = 544.08) is far beyond the critical value
(F = 4.10). It is also significant at the .05 level of confidence.
The chi-square test statistic (.943) is near zero. In other words,
our confidence intervals should be reliable and normal. Auto-correla-
tion is not present because the Durbin-Watson test statistic is 1.750
-47-
and very close to 2. Heteroskedsticity does not appear to be a
problem, but the residuals are homoskedasticity.
The researcher found that there is a high positive correlation
(.9261) between income and price. This is undesirable because the
reseacher would like for the predictors to be uncorrelated with one
another. Income or price may have to be dropped, this cannot happen
because both are essential to this sample. Yet, the multicollinearity
is not too severe because none of the predictor's correlator on its
own exceeds the overall correlation coefficient (.9962). All the
principal variables seem to be significant. The demand for electricity
within this period (1960-1986) is well explained by the model and does
confirm the initial hypotheses.
CHAPTER V
SUMMARY AND CONCLUSION
The energy situation in Georgia is very crucial. Georgia does
not produce any energy but depends on other states for her supplies.
The elasticity estimates for electricity demand in Georgia follows
the hypothesis that there was be a reduction in electricity demanded
in 1973 as a result of the oil crisis of 1973. Inflation and unemploy¬
ment were also the result of the oil embargo.
The model used to explain electricity demand indicated that all
variables except cooling degree days had the desired signs and were
statistically significant for the time period studied.
Conclusions
Based on both the literature review and the estimated equations
the following conclusions were reached;
1) Demand for electricity is a derived demand dependent on the
existing stock of appliances and utilization rate of these
appliances. Variations in price help explain changes in
the quantity demand for electricity.
2) Electricity and natural gas are substitutes. In the short
run, the effect of any changes in the price of electricity
is unnoticeable.
3) Electricity is a "normal" good, thus the income elasticity
is positive and elastic.
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4) Weather variables may or may not be positive.
With the above conclusions one can conclude that electricity does
respond to price change.
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