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Motivated by the recent experimental observations [M. Kataoka et al., Phys. Rev. Lett. 102, 156801 (2009)],
we propose here an theoretical approach to implement quantum computation with bound states of electrons in
moving quantum dots generated by the driving of surface acoustic waves. Differing from static quantum dots
defined by a series of static electrodes above the two-dimensional electron gas (2DEG), here a single electron
is captured from a 2DEG-reservoir by a surface acoustic wave (SAW) and then trapped in a moving quantum
dot (MQD) transporting across a quasi-one dimensional channel (Q1DC), wherein all the electrons have been
excluded out by the actions of the surface gates. The flying qubit introduced here is encoded by the two low-
est adiabatic levels of the electron in the MQD, and the Rabi oscillation between these two levels could be
implemented by applying finely-selected microwave pulses to the surface gates. By using the Coulomb inter-
action between the electrons in different moving quantum dots, we show that a desirable two-qubit operation,
i.e., i-SWAP gate, could be realized. Readouts of the present flying qubits are also feasible with the current
single-electron detected technique.
PACS numbers: 73.50.Rb, 73.63.Kv, 03.67.Lx, 73.23.Hk.
I. INTRODUCTION
In the past decades a considerable attention is paid to quan-
tum computation implemented usually by an array of weakly-
coupled quantum systems [1]. Basically, a quantum comput-
ing process involves a series of time-evolution of the coupled
two-level quantum systems (qubits). In the classical com-
puter, the information unit is represented by a bit, which is
always understood as either 0 or 1. The information unit in
quantum computation is very different. For example, the qubit
can be at logic “0” or logic “1” and also the superposition
of both. Owing to this property, quantum computer provides
an automatically-parallel computing and thus possesses much
more powerful features than that realized by the classical com-
puter. This basic advantage has been definitely demonstrated
with Shor algorithm [2] for significantly speeding up the large
number factoring.
A central challenge in the current quantum information
science is, how to build such a quantum computer? Until
now, there has been many proposals for experimental quan-
tum computation, such as atomic qubits coupled via a cavity
field [3, 4], cold ions confined in a linear trap [5], nuclear
magnetic resonance [6], photons [7, 8], quantum dots [9, 10],
and Josephson superconducting system [11], etc.. Note that
all these candidates are based on the static qubits, and the
controllable interbit interactions are difficult to achieve. Al-
ternatively, in this paper we focus on the flying qubits gen-
erated by the electrons in moving quantum dots (MQDs). In
fact, quantized transport of electrons along a quasi-one dimen-
sional channel (Q1DC) by surface acoustic waves have been
observed [12, 13]. The original attempt in these experiments
is to build the desirable current standards, but now has also
∗weilianfu@gmail.com
leaded to the study for quantum computation. The qubit in
such a systems is ”flying” [14, 15], since the electron in the
MQD is drawn along the Q1DC by a surface acoustic wave
(SAW). In principle, quantum computing with these flying
qubits realized by using SAWs possess two manifest advan-
tages [16, 17]; i) one can make ensemble measurements over
billions of identical MQDs and thus be robust against various
random errors, and ii) it should allow a longer quantum op-
eration by preventing the spreading of the wave function and
reducing undesired reflection effects.
The approach using the above SAW-based flying qubits
to implement quantum computation was first proposed by
Barnes et al [14], who used two spin-states of the transported
electron to encode a flying qubit. Although the feasibility of
this proposal was then analyzed in detail [15], the experimen-
tal demonstration of this proposal has not been achieved yet.
One of the possible obstacles is that the required local mag-
netic fields are not easy to realize for manipulating the spin-
states of the electrons in the MQDs. In order to overcome
such a difficulty, the flying qubits in our quantum computing
proposal are directly encoded by the two bound-states (rather
than the above spin-states) of the electrons in the MQDs. Our
idea is motivated by the recent experimental work, wherein
the coherent single-electron dynamics on these bound states
was successfully observed [18].
The paper is organized as follows. In Sec. II we briefly
describe the SAW-based MQDs and numerically calculate the
electronic levels. By applying an additional driving electric
field to the gates above the channel, we show in Sec. III that
the Rabi oscillations between the qubit’s levels could be im-
plemented. In Sec. IV, we describe an approach to imple-
ment a two-qubit operation between the flying qubits across
different channels. Finally, we summarize our main results
and give some discussions on feasibility of our proposal, in-
cluding how to read out the proposed flying qubit by using the
existing experimental-technique.
2II. SAW-BASED MOVING QUANTUM DOTS
We consider a system showed in Fig. 1 [18–21], wherein
quantized-acoustoelectric-current driven by SAW was ob-
served. A two-dimensional electron gas (2DEG) is formed
in a GaAs/AlGaAs heterostructure below the metallic sur-
face split-gate. At 1.5 K the electronic density and the mo-
bility in this 2DEG are measured as [20] 1.8 × 1015 m−2
and 160 m2V −1s−1, respectively. The surface gates are uti-
lized to define a Q1DC without any electron. Two SAW in-
terdigital transducers placed on each side of the device are
used to generate a SAW (with a resonant frequency around
3 GHz) propagating along the Q1DC. The surface gate ge-
ometry is chosen to produce an electrostatically defined chan-
nel with the length approximately of the SAW wavelength
(λ = 1 µm), so that a single electron can be periodically trans-
ported through the channel. The moving potential containing
few electrons related to the SAW’s propagation can be con-
sidered as a MQD. Of course, when the quantum dot carrying
few electrons moves through the channel, a quantized current
is generated. This current can be measured by connecting an
ammeter to two Ohmic contacts on the 2DEG mesa.
FIG. 1: A schematic diagram of the MQD device [18–21].
For simplicity, we assume that only one electron is captured
into the MQD and then propagates along the narrow depleted
Q1DC. The potential of the electron in a MQD could be ef-
fectively simplified as
Veff(z, t) = VSAW(z, t) + Vgate(z), (1)
where VSAW(z, t) and Vgate(z) are the piezoelectric potential
accompanying the SAW and the electrostatic potential defined
by the surface split-gate, respectively. First, the thickness and
width of the quantum dot (i.e., its sizes along the y- and x-
direction) are all neglected, such that the electrostatic potential
could be simply modeled as a strictly 1D potential [22, 23]
Vgate(z) =
V0
cosh2(z/a)
. (2)
Here, the z-axis is chosen along the channel which the SAW
propagates through and the parameterV0 determines the effec-
tive height of the potential barrier. The split-gate is operated
well beyond the pinch off voltage in the absence of the SAW,
so the energy V0 could be greater than the electron Fermi en-
ergy in the 2DEG, and the edge of the depleted Q1DC is well
away from the edge of the surface split-gate. The effective
length of the Q1DC can be taken as leff = 2a, and it takes
also approximately as long as the SAW wavelength λ = 1µm.
Consequently, we have a = 0.5 µm. Next, by considering
the screening effect of the metal gates on the SAW-induced
electric potential, and neglecting the mechanical coupling be-
tween the semiconductor and the metal surface gate, all the
changes in the components of the stress tensor, and the separa-
tion between split-gates, etc., Aıˇzin et al [24] showed that the
piezoelectric potential VSAW could be simplified to the form
VSAW = VS cos(kz − wt). (3)
Here, VS is the amplitude of the SAW, and k and w are the
frequency and wave number, respectively.
With the above potential the electronic levels of the elec-
tron trapped in the MQD can be determined by solving the
instantaneous eigenvalue equation
Hˆ0(t)|En(t)〉 = En(t)|ψn(t)〉,
Hˆ0(t) = −
~
2
2m∗
d2
dz2
+
V0
cosh2(z/a)
+ VS cos(kx− wt).
(4)
Here, m∗ = 0.0067me is the effective mass of the electron
in GaAs, and V0 = ~2/2m∗l20, VS = γV0. The parame-
ter l0 = 4 × 10−2a is the effective width of the Q1DC, and
γ = 0.5 the ratio of the SAW potential amplitude to the height
of the electrostatically-induced potential barrier in the Q1DC.
The SAW velocity is v = 2981m/s [22]. By finite differen-
tial method we can numerically solve Eq. (4) and obtain the
electronic levels in the MQD. Although the shape of the po-
tential or the size of the quantum dot changes with the motion,
the dot is still “big” enough to hold a few levels. Specifi-
cally, Fig. 2 shows the effective potential and its correspond-
ing bound levels for the different times over the SAW period.
Qualitatively, the dot could capture many electrons initially,
but most of them will be escaped from the local well and re-
turned to the source reservoir. In the present calculation, we
consider the ideal condition wherein only one electron is ini-
tially captured by the MQD and held in where across the chan-
nel. One can see from Fig. 2 that, a few bound levels exist in
the local potential of the quantum dot moving along the chan-
nel. The wave function and the corresponding probabilistic
distributions of the electron residing in these levels are shown
in Fig. 3. One can see that the electron in the third (blue-line)
level or the higher ones could escape from the well. While,
the probabilities of the electron in the lowest two levels, the
ground and first excited ones, tunneling to the source reservoir
is negligible. As a consequence, these two levels can be used
to encode the desirable flying qubit, the unit of the moving
quantum information.
We now show that the flying qubit defined above is suffi-
ciently stationary, although the shape of the potential varies
with the quantum dot moving along the channel. The adia-
batic theorem asserts that, if the rate of the change of Hamil-
tonian is slow enough, the system will stay at an instantaneous
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FIG. 2: The effective potential and its allowed energy levels for γ =
0.5 at various typical times: (a) t = 0, (b) t = 0.1ns, (c) t = 0.15ns,
(d) t = 0.2ns, (e) 0.3 × 10−9 s, and (f) t = T = 0.34ns. The blue
solid line represent the effective potential and the colored dashed-
lines show the allowed levels: red (ground state), green (the first
exited state), blue (the second excited state), etc..
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FIG. 3: Wave functions of the lowest three levels and their relevant
probabilistic distributions at certain time: (a) Potential and its al-
lowed levels, (b) The eigenfunctions of the allowed levels and (c) the
probabilistic distributions of the electron in the allowed-levels along
the channel. Here, the red, green and blue lines denote the ground,
the first excited and the second excited state, respectively.
eigenstate of the time-Hamiltonian. For the present case the
adiabatic condition is expressed as
β =
∣∣∣∣∣
~〈m|∂H0(t)∂t |n〉
(Em(t)− En(t))2
∣∣∣∣∣≪ 1, (5)
whereEm(t)−En(t) is the energy splitting between the state
|m〉 and |n〉. Our numerical results show that, at certain time:
E0 = −3.57 × 10
−23 J,E1 = 4.80 × 10
−23 J and conse-
quently β = 0.0289. This indicates that the adiabatic condi-
tion could be satisfied. Less value of the β-parameter is also
possible by properly adjusting the relevant parameters. This
means that the levels used above to encode the flying qubit is
adiabatic. Thus, once the flying qubit is prepared at one of its
logic states (|0〉 and |1〉), it always stays at that state until the
specific driving is applied.
III. RABI OSCILLATIONS BETWEEN THE LEVELS OF
FLYING QUBIT
For realizing quantum computation, we need to first imple-
ment arbitrary rotations of the single-qubit. For the present
flying qubit, this can be achieved by using the usual Rabi
oscillations between the adiabatic states |0〉 and |1〉. Basi-
cally, these states should be kept as the pure ones. This
can be realized by cooling the system to a sufficiently low
temperature Ttemp, such that the condition kBTtemp ≪ ~ω
is satisfied. Here, ω = ω1 − ω0 is the electronic transi-
tion frequency of the flying qubit, and kB is Boltzmann con-
stant. Experimentally [18], the system can be worked ap-
proximately at the temperature Ttemp = 0.27 K , yielding
kBTtemp = 3.726 × 10
−24 J ≪ ~ω ∼ 8.3667 × 10−23 J .
Thus, the transitions between the qubit’s levels due to the ther-
mal excitations can be safely neglected.
We now apply a resonant electric driving to the surface
gates for implementing the desirable Rabi oscillations. Un-
der such a driving the previous 1D-potential Vgate, i.e.,
Eq. (2), is now changed as Vgate → V ′gate = Vgate +
Ve cos(ωt)/ cosh
2(z/a). Consequently, the dynamics of the
driven flying qubit is determined by the following time-
dependent Schro¨dinger equation
i~
∂|ψ(t)〉
∂t
= (Hˆ0 + Hˆ
′)|ψ(t)〉. (6)
Here,
Hˆ ′ =
Ve cos(ωt)
cosh2(z/a)
, (7)
describes the driving induced by the applied oscillating
electric-field, which is perpendicular to the Q1DC and linearly
polarized along the x-axis. Above, Ve is a parameter depend-
ing on the power of the applied electric-filed. In our calcula-
tion, we choose it as Ve = 0.1VS for simplicity. Generally,
the wave function of the driven flying qubit can be written as
|ψ(t)〉 = C0|0〉+ C1|1〉, (8)
4with C0 and C1 being the probability-amplitudes of finding
the electron in the states |0〉 and |1〉, respectively.
From Eqs. (6-8), the equations of motion for the amplitudes
C0 and C1 can be derived as
∂C0
∂t
= −iω0C0 − iC0D00 cos (ωt)− iC1D01 cos(ωt), (9)
and
∂C1
∂t
= −iω1C1−iC1D11 cos (ωt)−iC0D10 cos(ωt), (10)
with Dij = Ve/[~〈i| cosh2(z/a)|j〉], i, j = 0, 1. The above
equations can be exactly solved by numerical method. Then,
the time-dependent probabilities of the electron being in the
states |0〉 and |1〉 can be obtained as |C0(t)|2 and |C1(t)|2,
respectively. Certainly, the relation
|C0(t)|
2 + |C1(t)|
2 = 1, (11)
is always satisfied. With the initial condition |ψ(0)〉 = |0〉
we plot the time-dependent |C1(t)|2 in Fig. 4. It is seen re-
ally that the population in one of the logic state of the fly-
ing reveals a obviously oscillating behavior with a period:
τ ∼ 0.32 ns for the parameters selected above. This time-
interval is sufficiently-long for the MQD across the Q1DC
demonstrated in the experiment. The time interval for a quan-
tum dot across the channel is estimated as ∼ 0.34 ns. Thus,
Rabi oscillations can be really utilized to realize the desirable
single-qubit operations.
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FIG. 4: Rabi oscillation of the population in flying qubit’s level |1〉.
The oscillation period shown here is about 0.32 ns.
IV. COUPLING THE SEPARATED MOVING QUANTUM
DOTS FOR TWO-FLYING-QUBIT OPERATIONS
We now discuss how to implement an universal gate, i.e.,
the two-qubit operation, with the MQDs. A simple way
to achieve such a task is by utilizing the Coulomb interac-
tion between the electrons in the nearest-neighbour interaction
FIG. 5: The schematic diagram to implement controllable couplings
between two flying-qubits. Two MQDs passage along the the upper-
and lower Q1DCs, respectively and the coupling between them is
realized by the Coulomb interaction of the inside electrons.
MQDs. To do this, let us consider the situation schematically
shown in Fig. 5, wherein two MQDs driven by two SAWs
pass across two Q1DCs, the upper- and lower ones. Sup-
pose that the tunneling between them is negligible and only
the Coulomb interaction between them is important. First, the
Coulomb force between the electrons in these two MQDs can
be expressed as
Fint(zu, zl) =
e2
4piε0
(zl − zu)
[d2 + (zl − zu)2]3/2
, (12)
with zu and zl being their coordinates along the channels (the
indices u and l refer to the upper and lower channels, respec-
tively) and d the distance between the two Q1DCs. Since the
motions of the electrons are always along the Q1DCs, the ver-
tical force of the Coulomb interaction can be ignored and thus
only the horizontal force along the z-axis is taken account into.
Second, the potential related to above force can be written as
Vint(z) =
1
4piε0
∫ z
0
e2zdz
(d2+z2)3/2
= − 14piε0
e2
d
{
1
[1+(z/d)2]1/2
− 1
}
,
(13)
where z = zl − zu. By using the usual Taylor expansion and
ignoring the high-order terms under the condition d ≫ z, the
above Coulomb potential reduces to
Vint(z) =
e2
8piε0d3
z2 =
e2
8piε0d3
(
z2u + z
2
l − 2zuzl
)
. (14)
Thirdly, the Hamiltonian describing the dynamics of the two-
coupling MQDs reads
Hˆh = Hˆt + Vint(z), (15)
with
Hˆt =
∑
j=u,l
[
− ~
2
2m∗j
d2
dz2j
+
V j
0
cosh2(zj/a)
+ V jS cos(kzj − ωt)
]
=
∑
j=u,l
~ωj
2 σˆ
z
j ,
(16)
and σˆzj =|1j〉〈1j |−|0j〉〈0j |, ωj = (E
j
1 − E
j
0)/~.
5In the qubit representation, the position operators zˆj , zˆ2j and
zˆj zˆk (where j, k = u, l and j 6= k) can be expressed as
zˆj =
1
2 (z
11
j − z
00
j )σˆ
z
j + z
01
j σˆ
x
j ,
zˆ2j =
1
2 (z
11
j + z
00
j )(z
11
j − z
00
j )σˆ
z
j
+(z00j + z
11
j )z
01
j σˆ
x
j ,
(17)
and
zˆj zˆk =
1
4 (z
11
k + z
00
k )(z
11
j − z
00
j )σˆ
z
j + z
01
j z
01
k σˆ
x
j σˆ
x
k
+ 14 (z
11
j + z
00
j )(z
11
k − z
00
k )σˆ
z
k
+ 12 (z
00
k + z
11
k )z
01
j σˆ
x
j +
1
2 (z
00
j + z
11
j )z
01
k σˆ
x
k
+ 14 (z
11
j − z
00
j )(z
11
k − z
00
k )σˆ
z
j σˆ
z
k
+ 12 (z
11
j − z
00
j )z
01
k σˆ
z
j σˆ
x
k +
1
2 (z
11
k − z
00
k )z
01
j σˆ
z
j σˆ
x
k ,
(18)
respectively. Above, σˆxj = σˆ
+
j + σˆ
−
j with σˆ
+
j =|1j〉〈0j |
and σˆ−j =|0j〉〈1j |; z11j , z00j and z01j are the matrix elements
〈1j |zj|1j〉, 〈0j |zj|0j〉, and 〈1j |zj |0j〉, respectively. As a con-
sequence, the above Coulomb potential Vint(z) can be rewrit-
ten as
Vˆint = C
z
uσˆ
z
u + C
z
l σˆ
z
l + C
x
u σˆ
x
u + C
x
l σˆ
x
l + C
zz
ul σˆ
z
uσˆ
z
l
+Cxxul σˆ
x
uσˆ
x
l + C
zx
ul σˆ
z
uσˆ
x
l + C
xz
ul σˆ
x
uσˆ
z
l ,
(19)
with


Czu =
e2
16piε0d3
(z00u + z
11
u − z
00
l − z
11
l )(z
11
u − z
00
u ),
Czl =
e2
16piε0d3
(z00l + z
11
l − z
00
u − z
11
u )(z
11
l − z
00
l ),
Cxu =
e2
8piε0d3
(z00u + z
11
u − z
00
l − z
11
l )z
01
u ,
Cxl =
e2
8piε0d3
(z00l + z
11
l − z
00
u − z
11
u )z
01
l ,
(20)
and


Czzul =
−e2
16piε0d3
(z11u − z
00
u )(z
11
l − z
00
l ),
Cxxul =
−e2
4piε0d3
z01u z
01
l ,
Czxul =
−e2
8piε0d3
(z11u − z
00
u )z
01
l ,
Cxzul =
−e2
8piε0d3
(z11l − z
00
l )z
01
u .
(21)
In the interaction picture defined by the unitary Uˆ0(t) =
exp [(−i/~)t
∑
j=u,l λj σˆ
z
j ] with λj = ~ωj/2 + Czj , the
Hamiltonian of the system reduces to
HˆI = C
zz
ul σˆ
z
uσˆ
z
l +
∑
j=u,l C
x
j
(
e2itλj/~σˆ+j + e
−2itλj/~σˆ−j
)
+Cxxul [e
2it(λu+λl)/~σˆ+u σˆ
+
l + e
2it(λu−λl)/~σˆ+u σˆ
−
l
+e−2it(λu−λl)/~σˆ−u σˆ
+
l + e
−2it(λu+λl)/~σˆ−u σˆ
−
l ]
+Czxul
(
e2itλl/~σˆzuσˆ
+
l + e
−2itλl/~σˆzuσˆ
−
l
)
+Cxzul
(
e2itλu/~σˆ+u σˆ
z
l + e
−2itλu/~σˆ−u σˆ
z
l
)
.
(22)
Consequently, under the usual rotating-wave approximation,
we have
HI = C
xx
ul (σˆ
+
u σˆ
−
l + σˆ
−
u σˆ
+
l ). (23)
During this derivation, the significantly-small quantities
Czzul ≪ C
xx
ul has been omitted, and we have also assumed
that λu = λl. Typically, for the experimental parameters: z =
2.981× 10−2µm, we have z00u = −5.6186× 10−1µm, z11u =
−5.6975×10−1µm, z01u = z
10
u = −5.6431×10
−2µm; z00l =
−5.3594×10−1µm, z11l = −5.4418×10
−1µm, z01l = z
10
l =
−5.6607× 10−2µm, and thus Czzul /Cxxul = 1.3× 10−3 ≪ 1.
Finally, the above Hamiltonian yield the follow-
ing two qubit evolution (in the representation with the
basis{|11〉, |10〉, |01〉, |00〉}
Uˆ = e−iHˆI t/~ =


1 0 0 0
0 cos ξ −i sin ξ 0
0 −i sin ξ cos ξ 0
0 0 0 1

 , ξ = tCxxul /~.
(24)
This is the typical two-qubit i-SWAP gate. With such an uni-
versial gate, assisted by arbitrary rotations of single qubits,
any quantum computing network could be constructed [1].
V. DISCUSSIONS AND CONCLUSIONS
Readout of the qubits is another crucial tasks in quantum
computing. In Barnes et al’s scheme [14], the flying qubit
is encoded by the spin-states of the electrons in the MQDs
and its readout is implemented by using the usually magnetic
Stern-Gerlach effect. In our proposal the flying qubit is en-
coded by the lowest two levels of the electron in the moving
trapped potential. These levels are theoretically steady but still
exist weak tunnelings. Thus, by detecting the tunnelings of the
moving electron from the trapped potential, one can achieve
the qubit readouts. This is because that the tunneling rates of
electron in either the state |0〉 or the state |1〉 should be differ-
ent and thus could be distinguished individually. In fact, these
tunneling-measurements have been realized in the recent ex-
periment [18]. There, another channel is introduced to detect
the tunnelings of the electrons in the MQDs across the com-
putational channels. Physically, the flying electron in the state
|1〉 should yield significantly-high probability of tunneling to
6the detecting channel, and thus decrease the current Itop flow-
ing along the computational channel. While, if the flying elec-
tron in the ground level |0〉, then the probability of tunneling
out should be obviously small and thus Itop should be almost
unchanged. Stronger tunnelings are also possible, if the flying
qubit is excited for leakage. This can be achieved by applying
a resonant pulse to excite the electron staying at the computa-
tional basis |0〉 (or |1〉) to the higher level (e.g., the state |2〉)
with significantly-bigger tunneling-probabilities [25]. By this
way, flying qubit staying at |0〉 or |1〉 could be more robustly
detected.
Another challenge for realizing our proposal is how to hold
only one electron in a MQD across the computational channel.
Initially, many electrons can be captured by the SAWs from
the source region of 2DEG; the number of electrons resid-
ing in the minima of SAWs depend on the size of the formed
quantum dot. Note that the static potential generated by the
split-gate is fixed, but the depth and the curvature of the MQD
vary with the time during the MQD moving along the chan-
nel. When the size of the dot becomes smaller, electrons cap-
tured from the source are ejected from the dot and let a few
ones be still trapped by the potential. By suitably controlling
the relevant parameters, e.g., the power of the SAW and the
split-gate voltage, only one electron could reside in a MQD
for realizing the desirable flying qubit. Finally, as in all the
other solid-state quantum computing candidates, decoherence
in the present flying qubit is also an open problem and would
be discussed in future.
In summary, we have put forward an approach to imple-
menting quantum computation with the energy levels of the
electrons trapped in the MQDs. The idea involves the cap-
ture of electrons from a 2DEG by the SAWs to form the po-
tentials for trapping a single electron. Each SAW may cap-
ture many electrons from the 2DEG source, but we can make
only one electron reside in the minimum of the SAW by tun-
ing the surface split-gate to change the barrier height, that
forces the excessive electrons to tunnel out from the quantum
dot. By numerical method, we have known that few adia-
batic levels of each electron could be formed in a MQD, and
the lowest two ones are utilized to encode a flying qubit. We
have shown how to implement the Rabi oscillations with the
flying qubit for performing single-qubit operation. A two-
qubit gate, i.e., i-SWAP gate, has also be constructed by using
the Coulomb interaction of the electrons in different MQDs
across the nearest-neighbor computational channels. In prin-
ciple, our proposal can be extended to the system includingN
qubits by integrating an array of N Q1DCs.
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