mum distance bounds of the codes. For the Berlekamp-Massey algorithm and the Euclidean algorithm, this restriction comes from the BCH bound as these algorithms can normally decode only up to this bound. Likewise, our generalizations of these algorithms usually cannot decode beyond the Hartmann-Tzeng (HT) bound and the Roos bound [4], [6] [7] [8] . Several authors [9] [10] [11] [12] [13] [14] [15] have attempted to stretch the capability of the Berlekamp-Massey algorithm for decoding beyond the BCH bound and have succeeded in various degrees for particular cases. But, generally speaking, when the actual minimum distance of the codes is greater than that given by such bounds, these algebraic algorithms usually are not able to utilize the full error-correcting capability of the codes. The limitations are seen to be originated in the Peterson procedure for decoding BCH codes [16] adhered to by these algorithms. As such, these algorithms all require the determination of the error-locator polynomial from Newton's identities which in turn require that the syndromes be contiguous in forming a set or multiple sets of linear recurrence relations. This, of course, is a consequence of the contiguity required on the roots of the generator polynomial by these bounds.
In this correspondence, we introduce a more general procedure which breaks away from this restriction imposed by the minimum distance bounds and can determine the error locations from nonrecurrent dependence relations among the syndromes. This procedure employs an algorithm, referred to as the Fundamental Iterative Algorithm, which we have recently introduced as a basis for the derivation of the Berlekamp-Massey algorithm and its generalization [4] . The procedure can decode many cyclic and BCH codes up to their actual minimum distance and is seen to be a generalization of Peterson's procedure.
PRELIMINARIES
In this section, we give a brief review of the Peterson decoding procedure and the Fundamental Iterative Algorithm for ease of later reference.
Let g(x) be the generator polynomial of a cyclic code of length n over GF(q) and let d be the actual minimum distance of this code. The code is then capable of correcting up to [16] is to separate the issues of determining the error locations and the error magnitudes by first defining the error-locator polynomial developed in [4] . A brief review of this algorithm is given in the following.
+ a j , l~ + . . . + u , ,~x~, where co = 1 and = 1, for i = 1,2; . ., M . The problem is now transformed to the determination of a ( z ) from the d o -1 syndromes through (2) . After a ( z ) is determined, the error locations will be given by the roots of a ( z ) . Then the error magnitudes can be determined easily. The procedure thus consists of the following steps: 1) calculate the syndromes S , ,
3 ) determine the error locations X,, 4) determine the error magnitudes Y,.
The second step is now best accomplished by the Berlekamp-Massey algorithm. The third step can be handled efficiently by the Chien search and the last step is completed by using Forney's formula [16] . Alternatively, after the a,'s are determined, the unknown syndromes can be determined through (2) . When So, SI,. . . , S, -all become known, then, as shown by Blahut [19] , an inverse Fourier transform will determine all the error locations and all the error magnitudes.
However, this procedure can only decode up to t = l(do -11/21 errors. Similarly, when the lower bound on the minimum distance of the code is given by the HT bound d,, or the Roos bound dRoos, the generalized algorithms can only decode up to Id,, -1/21 or [dRoos -1/21 errors [4] , [8] . To make it clear, we shall also use d,,, to denote the BCH bound.
In the next section, we shall present a more general procedure for decoding up to the actual minimum distance. The main feature of this procedure is the incorporation of the fundamental iterative algorithm in determining the error locator polynomial from a nonrecurrent syndrome dependence relation.
This algorithm is for finding the smallest initial set of dependent columns in an M X N matrix over any field F with rank less than N. 
+~~~-~, l ) a~,~= O ,
Then we have the following. Fundamental Iterative Algorithm:
Step 1) Empty Tables D and C, 1 =. s, 1 * r , 1 =. C(o*s)(x).
Step
2) Compute d r , , = [Ccr-'~",(x>ucr)(x)],.
Step 3 and return to Step 2).
Step 4 
DECODING PROCEDURE BASED ON NONRECURRENT
We now proceed to derive the procedure that is capable of decoding many cyclic and BCH codes up to their actual minimum distance. The main departure in concept from the Peterson procedure is to examine the whole set of known syndromes and properly select, for full utilization in decoding, a set of syndromes that are not necessarily consecutive.
SYNDROME DEPENDENCE RELATIONS

S =
Let us consider a cyclic or BCH code for which g(pb'Lcl+1c2) = 0 , where ( n , c , ) = l , ( n , c , ) = l , i = O , il,i2;..,il, j = O , j1,j2;..,j, with t s p + l , a n d O < i , < i 2 < . . . < i , , 0 < j l < j 2 < . . ' For the procedure described in this section, we consider codes for which S can be so chosen that X will be of full rank, i.e., rank(X) = v. As a consequence, the column rank of S will be the same as the column rank of Z . Furthermore, the same linear dependence relations will exist among the corresponding columns of S and among those of Z . Since v I t , the column rank of Z will be at most v. Then the column rank of S will also be at most v. Suppose the column rank of S is A I U. Then the first A + 1 columns of S will be linearly dependent and there will exist f,, f2;. .,f, such that . . . .
s)(x)--c ( 4 ) ( x ) x 5 -4 d4s
4s -
Since r = 4 = M , the algorithm stops. Thus, the five columns of S are linearly dependent and f 4 = c4 (7) as well as using the fact that Sqk = Sz. This step then gives not only the error locations but also the corresponding error magnitudes.
Example I (continued):
For the obtained f(z) = a1463 + a27912 + a3246 z 2 + a3'lz7+ z8, using the Chien search we find that X -a105 = p, X -(y3I5 = p3, X -(y4'0 = p4 and X 4 =
-
3 -a630=p6 are all 39th roots of unity of f(z). In this case 6 = 4 < do, we can apply the Forney formula to (8) It should be noted that when the syndromes used are consecutive, namely, when i, = k and j , = 1 for k = 1,2,. . ., t and 1 = 1,2; . . , p , then (7) becomes a set of recursive equations, the generalized Newton identities. In this case, the Fundamental Iterative Algorithm will become the Berlekamp-Massey algorithm as shown in [4] . Thus this procedure is seen as a generalization of the Peterson procedure. Another example to illustrate this procedure follows. In this example, we will introduce some notation, which will be used often later. namely, S is (1,2,6,7 and 0,1,2), where b = 1, c, = c2 = 1, i, = 1, i, = 5, i, = 6, and j , = 1, j , = 2.
If f,, f,, f 3 are nonzero, then from f3S7 + f 2 s 8 + f l S 1 2 + SI, = 0, where only S,, is unknown, we can find S,, (7,8,12 + 13) .
Then S, = S:, (13 -5). Since S I i, = 6, using $,, S,, S,, s4, S5,S6 and the Forney formula we can determine the errors and the magnitudes from (8) (F(1-6) ). 2) The first three columns of 2 are linearly independent and those of S are linearly independent. However, the four columns of Z must be linearly dependent and so are those of S. Suppose that the coefficients for this linear dependence are f,, f,, f l , and 1. From the linear dependence relation we know that XY2, X;' and X y 2 must be roots of f3 + f 2 z 2 + f l z S + z 6 = 0. This equation has at most six 23rd mots of unity in GF(2I1). If the number of roots is 5 or less, then follow the same procedure as in Case cl). If the number of roots is 6, then f, # 0, and we can find Ss using the relation f3S5 + f2,S1 + f,S,, + S,, = 0. Using the Forney formula and s,, s,, s,, s,, s,, and s,, we can find X , , X,, and X,.
Example 5: We consider the (35,7) binary code, where n = 35, g(x) = m,(x)m,(x>m,(x)m,(x), d = 14 and dBCH = 12 and dRooa = 12 [18] . From the received vector we can calculate S, for k = 0; I, 2 Table I .
V. CONCLUSION
In this correspondence, we have derived a procedure that can determine the error locations from nonrecurrent syndrome dependence relations. This procedure employs an algorithm that we have recently introduced as a basis for the derivation of the Berlekamp-Massey algorithm and its generalization. It can decode many cyclic and BCH codes up to their actual minimum distance and is seen to be a generalization of Peterson's procedure. It should be noted that not every cyclic code can be decoded up to its actual minimum distance by this procedure.
However, Table I clearly indicates that a large percentage of cyclic codes can be so decoded. For a code with actual minimum distance d, the computation complexity of this procedure is 0(d3). When matrix S consists of recurrent rows, the complexity reduces to 0 ( d 2 ) as the Fundamental Iterative Algorithm can be refined to become the Berlekamp-Massey algorithm or its generalization.
On Indecomposable Abelian Codes and Their Vertices
Karl-Heinz Zimmermann Abstract -1ndecomposable nonsemisimple Abelian codes are investigated. It is illustrated that the minimal distance of every indecomposable Abelian code depends upon its associated vertex.
Index Terms -1ndecomposable codes, Abelian group codes, minimum distance, relative projectivity, vertex.
I. PRELIMINARIES
In this article, we study linear codes with a given Abelian automorphism group. Codes of this kind were anticipated by Camion [3] in a more general point of view. We shall describe all indecomposable Abelian group codes and show that the minimal distance of such a code M is the product of the minimal distance of a semisimple Abelian group code and the minimal distance of the source module of M.
We first recall some basic facts about linear codes and particularly group codes. For this let F = GF(q) be a finite field with q = p" elements ( p prime). A linear code M of block length n is a subspace of F". A linear code with F-dimension k and block length n is denoted as ( n , k)-code.
We shall show that all indecomposable Abelian group codes are product codes [ l l , pp where k , E F for all g E G. Addition and multiplication with scalars k E F are defined as usual:
Moreover, multiplication in G induces multiplication in FG as follows:
Hence, FG is an associative F-algebra with identity 1 = 1,1, where 1, and 1, are the identity elements of G and F, respectively. It is well known that every cyclic code of length n over a field F may be viewed as an ideal of the group algebra FG of the cyclic group G of order n [ l l , pp. 188-2001 for G, i.e., a finite extension field of F containing the nth roots of unity.
