Abstract-In a 2016 IEEE Conference on Decision and Control paper, our team designed sequential predictors for timevarying linear systems with time-varying delays, to prove global exponential stabilization properties using a feedback control that is computed in terms of the state of the last sequential predictor. This allowed feedback delays of arbitrarily large sup norm in the original system. Here we provide a significant generalization to more challenging cases with arbitrarily large feedback delay bounds, and where, in addition, current values of the plant state are not available to use in the sequential predictors. We illustrate our work in a pendulum example.
I. INTRODUCTION
Sequential predictors [18] (which are also called chain predictors) provide an emerging technique to globally asymptotically stabilize systems under arbitrarily long feedback delays. The dynamic extensions in sequential prediction contain copies of the original system running at different time scales, with each extension also involving additional stabilizing terms. The sequential predictor approach is a recent development in a long history of research on stabilization under long input delays, which has its origins in the Smith predictor for linear systems [23] , and work by Artstein [3] , Krstic [10] , and other important researchers that began during the 1980's and 1990s; see [8] , [19] , and [20] for more recent work on delay systems, and [24] and [25] for a valuable truncated predictor approach. Control design under input delays is motivated by many engineering applications. See, e.g., [4] , [16] , and [21] for overviews of delay compensating control, [22] for constant delays in neuromuscular electrical stimulation (or NMES), and [15] for analogs of NMES under time-varying delays.
Standard prediction involves replacing delayed state values in the feedback by predicted values, to eliminate feedback delays, but typically produces distributed terms that may not always be easy to compute [2] (but see, e.g., [1] , [5] , [6] , and [26] for predictive controls that have no distributed terms for special cases of time invariant systems, and related results [7] on chain observers that do not cover the problems we address here). An advantage of existing sequential predictors is that they have no distributed terms, but previously published sequential predictor methods for time-varying linear systems
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Malisoff and Weston were supported by NSF Grant 1408295. [12] require that the current state x(t) of the original systems be available to use in the predictors when the control is computed. This can be a limitation when the sequential predictor must be computed on a computer that is far from the physical system, which can cause delays in the transmission of the state measurements from the physical system to the dynamic controller. This can occur for small robotic vehicles whose controls are computed remotely (as in our team's work [17] on marine robots) and is modeled by replacing x(t) in the first sequential predictor by x(t − τ (t)) with measurement delays τ . Therefore, this work studies the combined effects of (i) feedback delays h(t) in the original system and (ii) measurement delays τ (t) in the sequential predictors. As in our team's paper [12] , the new method in this work can allow arbitrarily long feedback delays h(t) in the original system, but [12] did not allow delays τ (t) in the state values in the sequential predictors, and in addition, we illustrate below how our new method can lead to a smaller number of required sequential predictors than were required by [12] . Hence, this work can benefit engineering systems that contain measurement delays, and reduce the computational burden relative to [12] .
II. MAIN RESULT
We study systems of the forṁ
whose state x and control u are valued in R n and R , respectively, for any dimensions n and , where h : R → [0, +∞) is a known time-varying delay. The dynamics (1) will be interconnected with a dynamic controller whose right side uses delayed values x(t − τ (t)) of the state, where the delay τ : R → [0, +∞) may differ from h. We make these assumptions, which agree with those of [12] when τ = 0:
Assumption 1: The nonnegative valued functions h and τ are C 1 and bounded from above by constants c h > 0 and c τ ≥ 0 respectively, their first derivativesḣ andτ have finite lower bounds,ḣ andτ are bounded from above by constants l h ∈ (0, 1) and l τ ∈ (0, 1) respectively, andḣ has a global Lipschitz constant n h > 0.
Assumption 2:
The functions A and B in (1) are bounded and continuous on R, and there is a known bounded continuous function K : [0, +∞) → R ×n such thaṫ
is uniformly globally exponentially stable on R n to 0.
We also assume throughout that the initial functions at time 0 are constant, e.g., x( ) is constant on (−∞, 0]. Assumption 1 can model many delays, e.g., using a denseness argument to closely approximate non-C 1 delays, including the approximation of discontinuous delays [12] . In terms of an integer m > 1 that we specify later, we set
for all i ∈ {0, ..., m} and j ∈ {1, . . . , m}, and define
The preceding functions were also used in [12] , and are used to define the coefficients in our predictors, and they exist by our upper bounds c h and l h ∈ (0, 1) from Assumption 1, which imply that the Ω i 's are strictly increasing and that their ranges are all of R, so the θ i 's are also C 1 and strictly increasing. The inverses in (3) can be computed numerically using standard programs, e.g., Mathematica [11] . Setting
we then prove the following, where I n is the n × n identity matrix, |·| is the usual Euclidean norm, and |·| ∞ (resp., |·| I ) will denote the essential supremum over [0, +∞) (resp., any interval I ⊆ [0, +∞)) in the Euclidean norm: 
then we can construct positive constants μ 1 and μ 2 such that for all solutions x(t) of (1) in closed loop with the control
where z m is the last n components of the systeṁ
having the state space R nm , and with the choices
,
we have
for all t ≥ 0, where
Before proving Theorem 1, we provide several remarks on the novelty and value of the theorem.
III. REMARKS ON NOVELTY AND VALUE OF THEOREM 1
Remark 1: The z i dynamics in (8) is called the ith sequential (sub)predictor for i = 1, 2, . . . , m and has state space R n , so (7) only depends on time and on the state of the last sequential predictor. Our system (8) has the advantage that it does not depend on current x(t) values (because of the φ entering the E 1 (θ −1 1 (φ(t))) in the first sequential predictor in (8)), so the current state x(t) is not needed when computing the z i 's at times t. Our system (8) also involves delays τ through the E i (θ −1 i (φ(t)))'s for i ≥ 2, since these delays are also needed for our global exponential stability proof. When τ = 0, we can satisfy (6) by choosing m large enough, so we allow arbitrarily large bounds c h on the delay h.
However, since there are no sequential predictors available to compensate for the delays τ (t) in (8), condition (6) is needed to put a restriction on the allowable c τ 's. By using the definition of e as a limit to obtain
it follows that (6) holds if m is large enough and if
Condition (12) is not too restrictive, since the τ 's from (8) only arise from measurement delays, whereas the delay h(t) in (1) comes from both transmission delays from the mth sequential predictor to the physical plant, and from delays in the control actuation in (1). Hence, in practice, the feedback delay h would be much larger than τ in the sup norm. Remark 2: Theorem 1 is notable even in the special case where τ (t) is the zero function, since it can allow a smaller number m of sequential predictors than were allowed in [12] . The work [12] required the delay τ in the x observations in the dynamic control (8) to be the zero function and that the number m of sequential predictors satisfy
where, in terms of our notation from (5) and Assumption 1,
In Section VI, we illustrate how (6) can lead to a significantly smaller number of required sequential predictors as compared with (13) when τ is the zero function. Our example also illustrates how we can allow nonzero τ 's.
Remark 3: The estimate (10) implies that the (x, E) dynamics are uniformly globally exponentially stable to 0. Key features of Theorem 1 are (a) our allowing arbitrarily large bounds c h on h as well as measurement delays τ , (b) that our control (7) has no distributed terms, and (c) that only the bottom n components of (8) are needed to compute (7).
IV. THREE LEMMAS TO PROVE THEOREM 1
Our proof of Theorem 1 will follow from three lemmas. The first lemma was shown in [12] , and the second follows from simple calculations as were done in Part 1 of the proof of [12, Theorem 1] except with E i (θ −1 i (t)) in the dynamics for the error variable E in [12] replaced by E i (θ
for each i, so we only prove our third lemma in this section.
Lemma 1:
The θ i 's in (3) and the constant (5) satisfy
for all ∈ R and i ∈ {1, 2, . . . , m}.
Lemma 2:
The dynamics for the variable E in Theorem 1 are
Also, the system (1) in closed loop with (7)- (8) can be written asẋ
and
Setting
and f t (s) = f (t + s) for any function f and t ≥ 0 and s ≤ 0 for which the equality holds, our final lemma is: Lemma 3: Let the assumptions of Theorem 1 hold, i ∈ {1, 2, . . . , m} be given, and λ > 1 be a constant such that λH < 1, where H denotes the left side of (6) . Then there is a constant c 0 > 0 such that the time derivative of
along all solutions oḟ 
where
, and where for all t ≥ 0,
by the constantness of the initial functions at time 0.
Then the second inequality in (15) in Lemma 1 (applied with = φ(t)) gives
Also, (15) and (25) and the change of variables u = θ
where the last inequality followed by combining the bound
is strictly increasing and from the boundsτ (t) ≤ l τ < 1.
We next combine the estimates (26)- (27) with (23) to get a suitable decay estimate on Q(t) = |s(t)| 2 /2 along solutions of (23), as follows. We first introduce the functions
We next use the facts that 
Q(t) ≤ −|s(t)| 2 + |s(t)|P i (t) + |s(t)|J
along all solutions of (23), where
and where we also used (15) and (24)- (25) and
and (26) 
Since α i1 ≤ α i2 , and since (20) can be written as Q (
, it follows from combining the two integrals in (30) and then using (33) that the time derivative of Q along all solutions of (23) satisfieṡ
By (6) and our choice of λ > 1 and the fact that (15) gives We first study the dynamics for the transformed error vector E (t) = E 1 (κ 1 (t)), . . . , E m (κ m (t)) on the set {t ≥ 0 : min{κ i (t) : 1 ≤ i ≤ m} ≥ 0}, where κ 1 (t) = t and
. . , m, and where • means composition. Then
Note that Assumption 1 ensures that there are positive constants θ andθ such that θ ≤ κ i (t) ≤θ hold for all i ∈ {1, 2, . . . , m} and t ∈ R (by noting that there are positive constants a andā such that for all t ∈ R, we have a ≤ Ω i (t) ≤ā and a ≤ (Ω 
where the first inequality used (22) , then Young's inequality, and then the fact that θ
by (16) , where E i,t (s) = E i (t + s) for all s ≤ 0. Hence,
for all t ∈ S and so is a Lyapunov-Krasovskii functional for the (E 1 (t), E 2 (t)) dynamics; we used the quantity in curly braces in (39) to cancel the effects of the nonnegative term in (d/dt)Q (E 2,t ) in (38). Arguing inductively (by adding one component of E at a time, and using (37), to cancel the effects of the nonnegative terms) provides positive constants ω i and η 1 such that
along all solutions of the E dynamics for all t ∈ S. Assumption 2 provides a C 1 bounded function P such that V (t, x) = x P (t)x has a quadratic lower bound in |x| of the form p 0 |x| 2 for some constant p 0 > 0 and satisfieṡ V ≤ −|x(t)| 2 along solutions of (2) (using [9, Theorem 4.14]). Then along all solutions of (17), we have
where δ is the quantity in curly braces in (17), by applying the triangle to the terms in curly braces in (43), and using the Cauchy inequality for squaring a sum of m nonnegative terms to produce the 2m factor in (43).
Then the same reasoning we used to find θ andθ provides positive constants M andM such that M ≤ M i (t) ≤M for all t ∈ R and i. Moreover,
for all i ∈ {1, 2, . . . , m − 1} (by (41)), and
. By the preceding upper bounds and (43), the function
holds along all solutions of the dynamics for
for all t ≥ 0 such that
Since the κ i 's and M i 's are strictly increasing and unbounded, we can find a constant a * > 0 such that (48) holds for all t ≥ a * . It follows from (46) that there are positive constants c 1 and c 2 such that
holds along all solutions of the dynamics for (47) for all t ≥ a * . Since the κ i •M i 's are strictly increasing and unbounded, we can then find a constants > a * such that
hold for all t ≥s, e.g., anys > a * such that
, it follows from (49) and the subadditivity of the square root that we can find positive constants ω 1 and ω 2 such that
(50) holds along all solutions of the (x, E) systems for all t ≥s.
Next note that the formula for the E 1 subsystem of (16) and the bounds θ
for all ≥ 0. For all t ≥ 0, this gives
Hence, Gronwall's inequality (applied to the function
) and since max{θ 
for all t ∈ [0, s * ], again using Gronwall's inequality. Combining (52) and (53) provides a constant c n > 0 such that
for all t ∈ [0, s * ]. Similar reasoning gives
for a large enough constant c * * > 0. The final uniform globally exponential stability estimate (10) now follows by using (55) and (53) to upper bound the supremum on the right side of (50) and then adding the estimates (50) and (54). This completes the proof of Theorem 1.
VI. ILLUSTRATIONS
Theorem 1 applies to a broad class of time-varying linear systems for many choices of h, including cases where current values x(t) of the original plant state are not available to use in the sequential predictors at times t. For drift free systems (where A = 0), our conditions allow any constant measurement delay τ ∈ [0, 1/2), but we can also allow systems with drift. For example, we next illustrate Theorem 1 by revisiting a benchmark example from [12] where we show how Theorem 1 allows a smaller number of predictors than [12] when τ = 0. We also explain how Theorem 1 applies in cases where in addition to feedback delays, the measurement delays τ (t) are nonzero, which were beyond the scope of [12] .
The simple pendulum model from [12] is
where h(t) is the time varying delay in the input v, l is the pendulum length in meters,m is the pendulum mass, and g = 9.8 m/s is the gravity constant. The objective in [12] was to track a given C 1 reference trajectory (r 1,s (t), r 2,s (t)) that satisfiesṙ 1,s (t) = r 2,s (t). Using the change of feedback
where σ > 0 is any constant, we obtain the tracking system ⎧ ⎪ ⎨ ⎪ ⎩ṙ
(58) for the error variablesr 1 = r 1 − r 1,s (t) andr 2 = (r 2 − r 2,s (t))/σ.
Our work [14] showed that under the constant delay h = 1 and with the choices σ = 1 and r 1,s (t) = ωt where ω > 0 is a large enough constant, the linearization
of (58) around 0, in closed loop with the distributed control
is globally exponentially stable to 0, and [13] provides a globally asymptotically stabilizing sequential predictor control for the original nonlinear dynamics (58) when h is constant. However, [13] did not apply under time-varying delays.
In [12] , we built sequential predictors for the linearized error dynamics (59) with time-varying delays h when σ = 1 and τ = 0, and the assumptions in [12] were the same as Assumptions 1-2 above in the special case where τ = 0. For any constant ω > 0, the assumptions from [12] hold using
which gives
With the preceding choices, and with h(t) = 1 + α sin(t),
and σ = 1, condition (13) above (from [12] ) requires that 
In the special case where α = 1/7 and σ = 1, and for any ω > 0 and any l > g, the smallest number m of sequential predictors for which (64) holds is m = 47. On the other hand, for the special case where the measurement delay τ is 0 and with the preceding choices of the parameters with σ = 1, our requirement (6) is satisfied with m = 17. Therefore, in the special case of (59) with σ = 1, our new method from Theorem 1 provided a 63% reduction in the number m of required sequential predictors as compared with [12] . To see how we can also cover cases of nonzero measurement delays τ in the sequential predictors for (59), first note that in the special case where τ is constant and with the preceding choices of the parameters with l > g/σ 2 , our requirement (12) on the allowable measurement delays τ is τ ∈ 0, 1 2(1 + e uc σ) 2 ,
since g/(σl) ≤ σ, which gives |A| ∞ = σ. Therefore, since u c is independent of A, we can allow any constant transmission delay τ ∈ [0, 0.5) by choosing the number m of sequential predictors to be large enough and σ > 0 small enough. For instance, with the choices τ = 0.15, h(t) = 1 + α sin(t) with α = 1/7, and σ = 0.1, the smallest integer m ≥ 2 such that our condition (6) on the number m of required sequential predictors is satisfied is m = 7.
VII. CONCLUSIONS We advanced the theory of sequential predictors for linear time-varying systems with time-varying delays by reducing the number of required sequential predictors as compared with the existing literature, which can reduce the computational burden from applying the method. Our result also incorporates measurement delays that model more realistic cases where the current state of the physical system may not be available for use in the sequential predictors. Such measurement delays had not been considered in previous treatments of sequential predictors for time-varying linear systems with time-varying delays. We hope to develop analogous results for PDE systems with feedback and measurement delays.
