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Abstract
Performing multiple experiments is common when learning internal mechanisms of complex systems. These experiments can
include perturbations to parameters or external disturbances. A challenging problem is to efficiently incorporate all collected
data simultaneously to infer the underlying dynamic network. This paper addresses the reconstruction of dynamic networks
from heterogeneous datasets under the assumption that underlying networks share the same Boolean structure across all
experiments. ARMAX models are used as an example to parametrize linear network models, known as “dynamical structure
functions” (DSFs), which describe causal interactions between measured variables. Multiple datasets are integrated in one
regression problem with additional demands of group sparsity to assure network sparsity and structure consistency. To
perform group sparse estimation, we introduce and extend the iterative reweighted l1 method (with ADMM implementation),
sparse Bayesian learning and sampling-based methods. Numerical examples illustrate the performance in random tests, which
benchmark the proposed methods for stable ARX networks and DSF models. In summary, this paper presents an efficient
network reconstruction method that takes advantage of all available data from multiple experiments, rather than processing
datasets separately.
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1 Introduction
Network reconstruction has been widely applied in dif-
ferent fields to learn interaction structures or dynamic
behaviours, including systems biology, computer vision,
econometrics, social networks, etc. With increasingly
easy access to time-series data, it is expected that net-
works can help to explain dynamics, causal interactions
and internal mechanisms of complex systems. For in-
stance, biologists use causal network inference to deter-
mine critical genes that are responsible for diseases in
pathology, e.g. [1].
Boolean networks are introduced in [2,3] to approximate
the dynamics of an underlying processes by Markov
chain models with binary state-transition matrices.
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However, it may fail to capture complex dynamics.
Another popular model is Bayesian networks, e.g. [4].
Although it delivers causality information, Bayesian
networks are defined as a type of directed acyclic graphs
(see [5, p. 127] for domains of probabilistic models).
Feedback loops are particularly important in applica-
tions. Even though dynamic Bayesian network is able to
handle loops in digraphs [6], it requires huge amounts
of data (repetitive measurements of each time point),
which may not be practical in biology. Regarding causal-
ity, Granger causality (GC) is originally proposed in [7]
and defined in general based on conditional indepen-
dence (see e.g. [8]). However, as mentioned in [7], this
approach may be “problematic in deterministic settings,
especially in dynamic systems with weak to moderate
coupling” [9]. With minor conditions on spectral density,
GC can be inferred by estimating vector autoregression
models [10]. A recent work [11] proposes a kernel-based
system identification method with sparsity constraints
to infer GC graphs.
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There have been many applications of network recon-
struction by identifying simplified dynamical models,
e.g. [12], [13] and [14]. However, identifiability remains
untouched in these study, which is essential to guaran-
tee reliability of results. To study network identifiability,
the work in [15] proposed dynamical structure functions
(DSFs) for linear time-invariant (LTI) systems as a gen-
eral network representation. Similar network models ap-
peared in [16,17], and their differences are discussed in
[18]. Theoretical results on network identifiability were
firstly presented in [15]. Successive work in [19,20] stud-
ies network identifiability from intrinsic noise and [21]
presents identifiability results for sparse networks.
Most biological experiments have replica to remove ef-
fects of noise. However, only a handful of or less replica
are typically available in practice, meaning that averages
may not be statistically significant. The work in [22] pro-
poses an idea to integrate replica data as a whole, which
will be adopted in this paper. It considers a particular
reconstruction problem for nonlinear systems, which as-
sumes full-state measurements (no hidden states), ba-
sis functions known a priori and linearity in parame-
ters. Our work will focus on general network reconstruc-
tion problems of LTI systems, with existence of hidden
states. In practice, system parameters in multiple exper-
iments can be fairly different due to high variability of
biological processes [23]. On the other hand, for identi-
cal organisms, the interconnection structure, e.g. genetic
regulation, should be identical over experimental repeti-
tions. Using DSFs as a general network model class, the
method proposed in the paper allows system parameters
to be fairly different, while keeping the network topology
consistent across replica.
The paper is organised in modules, illustrated by Fig. 1:
1) derivation of regression problems for network recon-
struction (Section 3); 2) dealing with heterogeneity data
(Section 4); 3) solvers to the target optimisation prob-
lem (Section 5). The paper is closed by benchmark stud-
ies on random sparse network reconstruction. A sup-
plement to technical details and other illustrative ex-
amples are provided as appendices in [24]. Codes in
MATLAB and benchmark data are available at https:
//github.com/oracleyue/{dynet_dt-mat,datasets}.
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Fig. 1. An overview of the network reconstruction method.
2 Problem Description
Let Y , {y(t), t ∈ Z}, U , {u(t), t ∈ Z} be multivariate
time series of dimension p andm, respectively, where the
elements could be deterministic (y(t) ∈ Rp, u(t) ∈ Rm)
or be real-valued random vectors defined on probability
spaces (Ω,F ,P). We usually assume that u(t) is deter-
ministic in practice, which is interpreted as controlled
input signals.
2.1 Linear dynamic networks
Consider the network model for LTI systems, called dy-
namical structure function (DSF) [15,25],
y(t) = Q(q)y(t) + P (q)u(t) +H(q)e(t), (1)
where y(t) = [y1(t), . . . , yp(t)]T , u(t) = [u1(t), . . . , um(t)]T ,
a p-variate i.i.d. e(t) = [e1(t), . . . , ep(t)]T with zero
mean and identity covariance matrix,
Q(q) = [Qij(q)]p×p, Qii(q) = 0, ∀i,
P (q) = [Pij(q)]p×m, H(q) = [Hij(q)]p×p
Qij(q), Pij(q), Hij(q) are single-input-single-output
(SISO) real-rational transfer functions, and q is
the forward-shift operator, i.e. qy(t) = y(t + 1),
q−1y(t) = y(t − 1). Here Qij(q) (i 6= j) are strictly
proper, and Pij , Hii(q) are proper. See Appendix A in
[24] for more on DSFs.
With regards to networks represented by DSFs, we use
the following definition. Let G = (V,E) be a digraph,
where the vertex set V = {y1, . . . , yp, u1, . . . , um, e1, . . . , ep},
and the directed edge set E is defined by
 (yj , yi) ∈ E ⇔ Qij(q) 6= 0,
 (uk, yi) ∈ E ⇔ Pik(q) 6= 0,
 (el, yi) ∈ E ⇔ Hil(q) 6= 0,
 (yi, uk) /∈ E, (yi, el) /∈ E,
for all i, j, k and l. Let f be a map defined as
f : E → STF
(yj , yi) 7→ Qij(q) or (uk, yi) 7→ Pik(q) or
(el, yi) 7→ Hil(q),
where STF is a subset of single-input-single-output
(SISO) proper rational transfer functions. We call the
tuple N := (G, f) a (linear) dynamic network, f the ca-
pacity function ofN , and G the underlying digraph ofN ,
which is also called (linear) Boolean dynamic network.
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To guarantee network identifiability, i.e. unique deter-
mination of DSFs from input-output transfer functions,
we need to assume eitherH(q) or P (q) being square and
diagonal, e.g. see [15,26]. Here we take the diagonal H
as an example, and we further assume all assumptions
in [26] are satisfied.
Assumption 1 The matrix H is square, diagonal and
full rank.
Alternatively, we could use general H but restrict P to
be square and diagonal, and the forthcomingmethod can
be easily modified correspondingly. A square and diag-
onal P presents a practical way in experiments to guar-
antee network identifiability, i.e. perturbing each mea-
sured variable. Indeed, the DSF with square diagonal
H is fairly special, which can be equivalently rewritten
such that reconstruction can be treated as identification
of input-output transfer functions with sparse input se-
lection. However, this paper uses a flexible framework
that is valid for diagonal P or H, or even other network
identifiability conditions.
2.2 Network reconstruction from multiple experiments
Consider multiple experiments, where {Y [l], U [l]}l=1,...,L
denotemeasurements fromL experiments. LetN ((Q,P,H))
be the dynamic network N determined by (Q,P,H),
and G((Q,P,H)) be the corresponding Boolean dynamic
network. The governing model (1) could be different in
each experiment, denoted by (Q,P,H)[l], l = 1, . . . , L.
In addition, N 0 denotes a fixed dynamic network,
and G0 a fixed Boolean dynamic network. The
datasets {Y [l], U [l]}l=1,...,L are called homogeneous, if
N ((Q,P,H)[l]) ≡ N 0,∀c, i.e. the measurements in mul-
tiple experiments are from the same dynamic network.
And the datasets {Y [l], U [l]}l=1,...,L are said to be hetero-
geneous, if G((Q,P,H)[l]) ≡ G0,∀l but N ((Q,P,H)[l])
are different between certain l ∈ {1, . . . , L}. The con-
straint G((Q,P,H)[l]) ≡ G0 presents the common fea-
ture shared by systems in multiple experiments. For ex-
ample, even though biological individuals are different
in nature, if they are all healthy or subject to the same
gene-level operations, it is fair to assume they have the
same genetic regularisation.
Assumption 2 The underlying systems in multiple ex-
periments, which provide {Y [l], U [l]}l=1,...,L, satisfy that
G((Q,P,H)[l]) ≡ G0 for any l = 1, . . . , L.
The problem is to develop methods to infer the com-
mon Boolean network using the datasets from multiple
experiments satisfying Assumption 2. In particular, we
focus on the heterogeneous case. To help to understand
the problem and the operations in Section 3 and 4, we
construct a specific example in Appendix E of [24].
3 Network model structures
This section shows a standard procedure to parametrize
network models and derive corresponding regression
problems. It can be applied to other types of parametric
models, such FIR, ARARX, ARARMAX, etc. We use
ARMAX as an example in this paper.
3.1 ARMAX model structure
Consider the networkmodel description of (1) for system
identification
y(t) = Q(q, θ)y(t) + P (q, θ)u(t) +H(q, θ)e(t), (2)
where θ is the model parameter. Its element-wise form is
yi(t) =
∑p
j=1Qij(q, θ)yj(t) +
∑m
k=1 Pik(q, θ)uk(t)
+Hii(q, θ)ei(t).
(3)
We introduce the ARMAX model for (3), given as
Ai(q)yi(t) =
∑p
j=1,j 6=iB
y
ij(q)yj(t)+∑m
k=1B
u
ik(q)uk(t) + Cii(q)ei(t)
with
Ai(q) = 1+ai1 q
−1 + · · ·+ aina
i
q−n
a
i ,
Byij(q) = b
y
ij1 q
−1 + · · ·+ by
ijnby
ij
q−n
by
ij ,
Buij(q) = b
u
ij1 q
−1 + · · ·+ bu
ijnbu
ij
q−n
bu
ij ,
Ci(q) = 1+ ci1 q
−1 + · · ·+ cinc
i
q−n
c
i .
Hence the ARMAX model for (2) is
A(q)y(t) = By(q)y(t) +Bu(q)u(t) + C(q)e(t), (4)
where
A ,

A1
. . .
Ap
 , By ,

0 By12 · · · By1p
By21 0 . . . B
y
2p
...
...
. . .
...
Byp1 B
y
p2 · · · 0
 ,
C ,

C1
. . .
Cp
 , Bu ,

Bu11 B
u
12 · · · Bu1m
Bu21 B
u
22 . . . B
u
2m
...
...
. . .
...
Bum1 B
u
m2 · · · Bumm
 .
(5)
It is easy to see the following relations
Q(q, θ) = A−1By, P (q, θ) = A−1Bu, H(q, θ) = A−1C.
(6)
3
Remark 3 The model (4) simplifies to ARX if C(q) ≡
I, and it turns to an FIR model with A(q) ≡ I in ad-
dition. Moreover, the orders nai , n
by
ij , n
bu
ij , n
c
i could be set
to different values. However, in practice, we could start
with the same values over different i and j; and tune them
separately if necessary.
3.2 Network predictor model
Considering network model (1) and noticing that [I −
Q(q)] is invertible, we have y(t) = (I − Q)−1Pu(t) +
(I − Q)−1He(t) , Guu(t) + Gee(t). We refer to [27,
pp. 70] for the one-step-ahead prediction of y, yˆ(t|t−1) =
G−1e Guu(t) + (I −G−1e )y(t), and thus the network pre-
dictor model of (2) is given by yˆ(t|t− 1) = H−1Pu(t) +
H−1(Q + H − I)y(t). The one-step-ahead predictor of
the ARMAX model follows by substituting (6)
yˆ(t|θ) = C−1Buu(t) + (C−1By + I − C−1A)y(t), (7)
where yˆ(t|t − 1) , yˆ(t|θ) to emphasize the dependency
on model parameter θ.
3.3 Regression forms
Rewriting (7) and adding [I−C(q)]yˆ(t|θ) on both sides,
it yields that
yˆ(t|θ) = Bu(q)u(t) + [By(q)− (A(q)− I)]y(t)
+
(
C(q)− I)[y(t)− yˆ(t|θ)]. (8)
To formulate a regression form, let us introduce the pre-
diction error ε(t|θ) := y(t) − yˆ(t|θ), and consider the
prediction of the i-th output yi(t)
yˆi(t|θ) = B¯ui (q)u(t) +
[
B¯yi (q)−
(
A¯i(q)− I¯i
)]
y(t)
+
(
Ci(q)− I¯i
)[
yi(t)− yˆi(t|θ)
]
,
(9)
where A¯i, B¯
y
i , B¯
u
i , I¯i are the corresponding i-th rows of
A,By, Bu and I. Using notations
ϕ(t, θi) ,
[
y1(t− 1) . . . y1(t− nbyi1 ) . . .
−yi(t− 1) . . . −yi(t− nai ) . . .
yp(t− 1) . . . yp(t− nbyip )
u1(t− 1) . . . u1(t− nbui1 ) . . .
ui(t− 1) . . . ui(t− nbuii ) . . .
um(t− 1) . . . um(t− nbuim)
εi(t− 1) . . . εi(t− nci )
]T
,
(10)
θi ,
[
byi11 · · · byi1nby
i1
· · · ai1 · · · aina
i
· · ·
byip1 · · · byipnby
ip
bui11 · · · bui1nbu
i1
· · · buii1 · · · buiinbu
ii
· · ·
buim1 · · · buimnbu
im
ci1 · · · cinc
i
]T
, (M blocks)
(11)
where M = p+m+ 1 (if ARX, M = p+m), we obtain
a pseudo-linear regression form
yˆi(t|θi) = ϕT (t, θi)θi, i = 1, . . . , p. (12)
Remark 4 Note that there is an important relation be-
tween the framed parameter blocks in (11) and the net-
work structure. Each arc in the digraph corresponds to a
transfer function from input uj or yj to output yi. The
parameters of the transfer function are given in the block
with parameters buij· or b
y
ij· together with ai·. This rela-
tion will be used in Section 4 and be illustrated by Fig. 2.
4 Heterogeneous datasets
This section starts dealing with heterogeneous datasets,
which will be integrated with additional constraints to
guarantee Assumption 2.
4.1 Regression forms of multiple datasets
Consider the regression problems (12) in network re-
construction, where the p problems can be treated in-
dependently. Therefore, without loss of generality, it is
assumed in later sections that we are dealing with (12)
for the i-th output variable yi by default. To avoid the
lengthy index notations in (10) and (11), which are un-
necessary in later discussions, we encapsulate them by
introducing the following notations
y[l] ,
[
yi(t1|θi) · · · yi(tNl |θi)
]T
,
A[l](w[l]),
[
ϕ(t1, θi) · · · ϕ(tNl , θi)
]T
,
(13)
where w[l] , θi; yi, ϕ and θi correspond to the l-th ex-
periment; and (12) is evaluated at {t1, . . . , tNl}. We then
have the following expression
y[l] = A[l](w[l])w[l] + ξ [l], l = 1, . . . , L, (14)
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where
A[l] ,
[
A
[l]
:,1 A
[l]
:,2 · · · A[l]:,M
]
,
w[l] ,
[(
w
[l]
1
)T · · · (w[l]i )T · · · (w[l]p )T ,(
w
[l]
p+1
)T · · · (w[l]p+i)T · · · (w[l]p+m)T ,(
w
[l]
M
)T ]T
ξ [l] ,
[
ξ[l](t1) ξ
[l](t2) · · · ξ[l](tNl)
]
,
(15)
w[l] is partitioned into M blocks as illustrated in (11),
A
[l]
:,j (j = 1, . . . ,M) denotes the blocks of A
[l] that is
partitioned correspondingly as w[l], and ξ [l] denotes the
prediction error, which represents the part of the output
y[l] that cannot be predicted from past data using the
chosen model classes.
Letting
wk ,
[ (
w
[1]
k
)T ∣∣ · · · ∣∣ (w[L]k )T ]T ,
w =
[
wT1
∣∣ · · · ∣∣ wTM ]T , (16)
we integrate all datasets by stacking (14) for each dataset
and rearranging blocks of matrices, yielding (17), and,
for simplicity, use y = A(w)w+ξ to denote (17b). One
may see a specific example in Appendix E of [24] to help
to understand how the arrangement is made.
Remark 5 When experiments are perfectly repeated,
i.e. the homogeneous case w[1] = · · · = w[L] ≡ w (see
Section 2.2), we have a simple setup as follows
y[1]
...
y[L]
 =

A[1](w)
...
A[L](w)
w +

ξ [1]
...
ξ [L]
 . (18)
4.2 Simultaneous sparsity regularization
Now we consider the two essential requirements for
network reconstruction from heterogeneous datasets:
1) sparse networks is acquired in the presence of noise;
2) w[l] is required to give the same network topology
for all l, i.e. the inference results (Qˆ, Pˆ , Hˆ)[l] satisfy
G((Qˆ, Pˆ , Hˆ)[l]) ≡ G0 for any l (see Section 2.2).
Let us introduce a term of group sparsity based on w,
wS :=
[‖w1‖2, · · · , ‖wM‖2]T , (19)
where ‖ · ‖2 denotes the l2-norm of vectors and M is
the number of groups/blocks in (15). The dimensions of
each block w[l]k and wk in (16) are saved in two vectors
ρE and ρS , respectively
ρ ,
[
nbyi1 , . . . , n
a
i , . . . , n
by
ip , n
bu
i1 , . . . , n
bu
ip , n
c
i
]T
,
ρE := ρ⊗ 1L, ρS := Lρ,
(20)
where the elements of ρ are defined with respect to (11),
1L is aL-dimensional column vector of 1’s, and the index
i in ρ indicates the regression problem for yi, as assumed
by default.
Group sparsity is demanded to guarantee networks spar-
sity and that the network structure is consistent over
replica (i.e. the interconnection structure determined by
the w[l]’s are identical for all l). The sparsity is imposed
on each large group wk, k = 1, . . . ,M , and the penalty
term is λ‖wS‖0, where λ ∈ R+. The mechanism on how
group sparsity functions is described as follows.
Recall that the setup (17) allows the system parameters
to be different in values for different l’s. Note that each
small block w[l]k corresponds to an arc in the underlying
digraph of the dynamical system in the l-th experiment
(e.g., see Fig. 2). The ‖wk‖2 chosen to be zero yields
that all w[l]k , l = 1, . . . , L are equal to zeros. It implies
that the arc corresponding to w[l]k does not exist in dy-
namic networks for any l. In addition, thanks to the ef-
fect of noise, it is nearly guaranteed thatw[l]k is not iden-
tical to zero for almost all l if ‖wk‖2 6= 0. This is how
the group sparsity (defined via wS) guarantees that the
resultant networks of different datasets share the same
topology. Moreover, when a classical least squares objec-
tive is augmented with a penalty term of λ‖wS‖0, the
optimal solution favors zeros ofwk, k = 1, . . . ,M , which
guarantees the sparsity of network structures.
In summary, to perform network reconstruction from
heterogeneous datasets, we solve the following optimiza-
tion problem
minimize
w
‖y −A(w)w‖22 + λ‖wS‖0. (21)
5 Methods for group sparsity
The section presents three methods to solve the group
sparsity problem (21), i.e. the estimation of w should
be group-wisely sparse with the fixed partition given in
(16). Due to the limitations of these methods (the re-
gression (12) has to be linear), we are only able to han-
dle the ARX case, i.e. (21) is a zero-norm regularized
linear least square problem. Section 5.1 introduces the
classical l1 approach, which uses convex approximation
of the zero norm. Section 5.2 uses sparse Bayesian learn-
ing (SBL), originally proposed in [28], which is further
5

y[1]
...
y[L]
 =

A
[1]
:,1(w
[1]) . . . A
[1]
:,M (w
[1])
. . .
A
[L]
:,1 (w
[L]) . . . A
[L]
:,M (w
[L])

︸ ︷︷ ︸
C Blocks

w[1]
...
w[L]
+

ξ [1]
...
ξ [L]
 (17a)
=

A
[1]
:,1(w
[1]) A
[1]
:,M (w
[1])
. . . · · · . . .
A
[L]
:,1 (w
[L]) A
[L]
:,M (w
[L])

︸ ︷︷ ︸
M Blocks

w1
...
wM
+

ξ [1]
...
ξ [L]
 (17b)
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w
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w
[1]
4
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
w
}
}
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<latexit sha1_ba se64="7BxrE/7o4eq4R7RjS88ciHCQjM w=">AAACJ3icbVDLSgMxFE18W5/VpZtg EVzUMiOCuiu4calgbaGtJZPeqbGZyZjc EcvQf3Crn+DXuBJd+idmahe2eiFwOOde zskJEiUtet4nnZmdm19YXFourKyurW9s FreurU6NgJrQSptGwC0oGUMNJSpoJAZ4 FCioB/2zXK8/gLFSx1c4SKAd8V4sQyk4 Our6/iY78IedzZJX8UbD/gJ/DEpkPBed Il1tdbVII4hRKG5t0/cSbGfcoBQKhoVW aiHhos970HQw5hHYdjaKO2R7jumyUBv3 YmQj9vdFxiNrB1HgNiOOt3Zay8n/tGaK 4Uk7k3GSIsTixyhMFUPN8r+zrjQgUA0c 4MJIl5WJW264QNdQYcJGcYRHF6Ls/PKU tpzbGRvacpr0DEB/RKDWyub9+dNt/QW1 w8ppxbs8KlVPxkUukR2yS/aJT45JlZyT C1IjgtyRJ/JMXugrfaPv9ONndYaOb7bJ xNCvbzNipkY=</latexit><latexit sha1_ba se64="7BxrE/7o4eq4R7RjS88ciHCQjM w=">AAACJ3icbVDLSgMxFE18W5/VpZtg EVzUMiOCuiu4calgbaGtJZPeqbGZyZjc EcvQf3Crn+DXuBJd+idmahe2eiFwOOde zskJEiUtet4nnZmdm19YXFourKyurW9s FreurU6NgJrQSptGwC0oGUMNJSpoJAZ4 FCioB/2zXK8/gLFSx1c4SKAd8V4sQyk4 Our6/iY78IedzZJX8UbD/gJ/DEpkPBed Il1tdbVII4hRKG5t0/cSbGfcoBQKhoVW aiHhos970HQw5hHYdjaKO2R7jumyUBv3 YmQj9vdFxiNrB1HgNiOOt3Zay8n/tGaK 4Uk7k3GSIsTixyhMFUPN8r+zrjQgUA0c 4MJIl5WJW264QNdQYcJGcYRHF6Ls/PKU tpzbGRvacpr0DEB/RKDWyub9+dNt/QW1 w8ppxbs8KlVPxkUukR2yS/aJT45JlZyT C1IjgtyRJ/JMXugrfaPv9ONndYaOb7bJ xNCvbzNipkY=</latexit><latexit sha1_ba se64="7BxrE/7o4eq4R7RjS88ciHCQjM w=">AAACJ3icbVDLSgMxFE18W5/VpZtg EVzUMiOCuiu4calgbaGtJZPeqbGZyZjc EcvQf3Crn+DXuBJd+idmahe2eiFwOOde zskJEiUtet4nnZmdm19YXFourKyurW9s FreurU6NgJrQSptGwC0oGUMNJSpoJAZ4 FCioB/2zXK8/gLFSx1c4SKAd8V4sQyk4 Our6/iY78IedzZJX8UbD/gJ/DEpkPBed Il1tdbVII4hRKG5t0/cSbGfcoBQKhoVW aiHhos970HQw5hHYdjaKO2R7jumyUBv3 YmQj9vdFxiNrB1HgNiOOt3Zay8n/tGaK 4Uk7k3GSIsTixyhMFUPN8r+zrjQgUA0c 4MJIl5WJW264QNdQYcJGcYRHF6Ls/PKU tpzbGRvacpr0DEB/RKDWyub9+dNt/QW1 w8ppxbs8KlVPxkUukR2yS/aJT45JlZyT C1IjgtyRJ/JMXugrfaPv9ONndYaOb7bJ xNCvbzNipkY=</latexit>
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<latexit  sha1_base64="FQ y02cpo2vsGOmgxsH 4nVuSPn6k=">AAAC KHicbVBNT8JAFNz6 iYgKevTSSEw8ICnE RLyRePGIiQgJINku r7Bh2627r0bS8CO8 6k/w13gyXP0lbgsH AV+yyWTmvczsuKHg Gh1nZm1sbm3v7Gb2 svu5g8OjfOH4UctI MWgyKaRqu1SD4AE0 kaOAdqiA+q6Alju+ TfTWCyjNZfCAkxB6 Ph0G3OOMoqFa1een +LI67eeLTtlJx14H lQUoksU0+gUr1x1I FvkQIBNU607FCbEX U4WcCZhmu5GGkLIx HULHwID6oHtxmndq nxtmYHtSmRegnbJ/ L2Lqaz3xXbPpUxzp VS0h/9M6EXq1XsyD MEII2NzIi4SN0k4+ bw+4AoZiYgBlipus NhtRRRmairJLNoIi vJoQJeOXpNSlxE5p T5eicKgAximBUgqd 9FdZbWsdNKvlm7Jz f1Ws1xZFZsgpOSMX pEKuSZ3ckQZpEkbG 5I28kw/r0/qyvq3Z fHXDWtyckKWxfn4B spGmgw==</latexi t><latexit  sha1_base64="FQ y02cpo2vsGOmgxsH 4nVuSPn6k=">AAAC KHicbVBNT8JAFNz6 iYgKevTSSEw8ICnE RLyRePGIiQgJINku r7Bh2627r0bS8CO8 6k/w13gyXP0lbgsH AV+yyWTmvczsuKHg Gh1nZm1sbm3v7Gb2 svu5g8OjfOH4UctI MWgyKaRqu1SD4AE0 kaOAdqiA+q6Alju+ TfTWCyjNZfCAkxB6 Ph0G3OOMoqFa1een +LI67eeLTtlJx14H lQUoksU0+gUr1x1I FvkQIBNU607FCbEX U4WcCZhmu5GGkLIx HULHwID6oHtxmndq nxtmYHtSmRegnbJ/ L2Lqaz3xXbPpUxzp VS0h/9M6EXq1XsyD MEII2NzIi4SN0k4+ bw+4AoZiYgBlipus NhtRRRmairJLNoIi vJoQJeOXpNSlxE5p T5eicKgAximBUgqd 9FdZbWsdNKvlm7Jz f1Ws1xZFZsgpOSMX pEKuSZ3ckQZpEkbG 5I28kw/r0/qyvq3Z fHXDWtyckKWxfn4B spGmgw==</latexi t><latexit  sha1_base64="FQ y02cpo2vsGOmgxsH 4nVuSPn6k=">AAAC KHicbVBNT8JAFNz6 iYgKevTSSEw8ICnE RLyRePGIiQgJINku r7Bh2627r0bS8CO8 6k/w13gyXP0lbgsH AV+yyWTmvczsuKHg Gh1nZm1sbm3v7Gb2 svu5g8OjfOH4UctI MWgyKaRqu1SD4AE0 kaOAdqiA+q6Alju+ TfTWCyjNZfCAkxB6 Ph0G3OOMoqFa1een +LI67eeLTtlJx14H lQUoksU0+gUr1x1I FvkQIBNU607FCbEX U4WcCZhmu5GGkLIx HULHwID6oHtxmndq nxtmYHtSmRegnbJ/ L2Lqaz3xXbPpUxzp VS0h/9M6EXq1XsyD MEII2NzIi4SN0k4+ bw+4AoZiYgBlipus NhtRRRmairJLNoIi vJoQJeOXpNSlxE5p T5eicKgAximBUgqd 9FdZbWsdNKvlm7Jz f1Ws1xZFZsgpOSMX pEKuSZ3ckQZpEkbG 5I28kw/r0/qyvq3Z fHXDWtyckKWxfn4B spGmgw==</latexi t>
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<latexit  sha1_base64="8C 9MGHAoFFf7cbFr4j 4CW4+P7Ss=">AAAC KnicbVBNTwIxFOz6 iYgKevSykZh4QLKg iXgj8eIRExEMIOmW t9DQ3a7tWyPZ8Cu8 6k/w13giXv0hdoGD gC9pMpl5LzMdNxRc o+NMrLX1jc2t7dRO ejezt3+QzR0+aBkp BnUmhVRNl2oQPIA6 chTQDBVQ3xXQcIc3 id54AaW5DO5xFELH p/2Ae5xRNNTjRbH8 /BSfl8fdbN4pOtOx V0FpDvJkPrVuzsq0 e5JFPgTIBNW6VXJC 7MRUIWcCxul2pCGk bEj70DIwoD7oTjxN PLZPDdOzPanMC9Ce sn8vYuprPfJds+lT HOhlLSH/01oRepVO zIMwQgjYzMiLhI3S Tr5v97gChmJkAGWK m6w2G1BFGZqS0gs2 giK8mhAF45ek1IXE TmlPF6KwrwCGUwKl FDrpr7Tc1iqol4vX RefuMl+tzItMkWNy Qs5IiVyRKrklNVIn jPjkjbyTD+vT+rIm 1vdsdc2a3xyRhbF+ fgGozqb4</latexi t><latexit  sha1_base64="8C 9MGHAoFFf7cbFr4j 4CW4+P7Ss=">AAAC KnicbVBNTwIxFOz6 iYgKevSykZh4QLKg iXgj8eIRExEMIOmW t9DQ3a7tWyPZ8Cu8 6k/w13giXv0hdoGD gC9pMpl5LzMdNxRc o+NMrLX1jc2t7dRO ejezt3+QzR0+aBkp BnUmhVRNl2oQPIA6 chTQDBVQ3xXQcIc3 id54AaW5DO5xFELH p/2Ae5xRNNTjRbH8 /BSfl8fdbN4pOtOx V0FpDvJkPrVuzsq0 e5JFPgTIBNW6VXJC 7MRUIWcCxul2pCGk bEj70DIwoD7oTjxN PLZPDdOzPanMC9Ce sn8vYuprPfJds+lT HOhlLSH/01oRepVO zIMwQgjYzMiLhI3S Tr5v97gChmJkAGWK m6w2G1BFGZqS0gs2 giK8mhAF45ek1IXE TmlPF6KwrwCGUwKl FDrpr7Tc1iqol4vX RefuMl+tzItMkWNy Qs5IiVyRKrklNVIn jPjkjbyTD+vT+rIm 1vdsdc2a3xyRhbF+ fgGozqb4</latexi t><latexit  sha1_base64="8C 9MGHAoFFf7cbFr4j 4CW4+P7Ss=">AAAC KnicbVBNTwIxFOz6 iYgKevSykZh4QLKg iXgj8eIRExEMIOmW t9DQ3a7tWyPZ8Cu8 6k/w13giXv0hdoGD gC9pMpl5LzMdNxRc o+NMrLX1jc2t7dRO ejezt3+QzR0+aBkp BnUmhVRNl2oQPIA6 chTQDBVQ3xXQcIc3 id54AaW5DO5xFELH p/2Ae5xRNNTjRbH8 /BSfl8fdbN4pOtOx V0FpDvJkPrVuzsq0 e5JFPgTIBNW6VXJC 7MRUIWcCxul2pCGk bEj70DIwoD7oTjxN PLZPDdOzPanMC9Ce sn8vYuprPfJds+lT HOhlLSH/01oRepVO zIMwQgjYzMiLhI3S Tr5v97gChmJkAGWK m6w2G1BFGZqS0gs2 giK8mhAF45ek1IXE TmlPF6KwrwCGUwKl FDrpr7Tc1iqol4vX RefuMl+tzItMkWNy Qs5IiVyRKrklNVIn jPjkjbyTD+vT+rIm 1vdsdc2a3xyRhbF+ fgGozqb4</latexi t>
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<latexit  sha1_base64="hO ctAXYJKFFbAiJhNy k09kUWGww=">AAAC KnicbVBNT8JAFNzi FyIq6NFLIzHxgKQ1 JuKNxItHTEQ0gGS7 vMKGbbfuvhpJw6/w qj/BX+OJePWHuAUO Ar5kk8nMe5nZ8SLB NTrOxMqsrW9sbmW3 czv53b39QvHgXstY MWgwKaR68KgGwUNo IEcBD5ECGngCmt7w OtWbL6A0l+EdjiLo BLQfcp8zioZ6dCvV 56fkzB13CyWn4kzH XgXuHJTIfOrdopVv 9ySLAwiRCap1y3Ui 7CRUIWcCxrl2rCGi bEj70DIwpAHoTjJN PLZPDNOzfanMC9Ge sn8vEhpoPQo8sxlQ HOhlLSX/01ox+tVO wsMoRgjZzMiPhY3S Tr9v97gChmJkAGWK m6w2G1BFGZqScgs2 giK8mhBl45em1OXU Tmlfl+OorwCGUwKl FDrtz11uaxU0zitX Fef2olSrzovMkiNy TE6JSy5JjdyQOmkQ RgLyRt7Jh/VpfVkT 63u2mrHmN4dkYayf X64bpvs=</latexi t><latexit  sha1_base64="hO ctAXYJKFFbAiJhNy k09kUWGww=">AAAC KnicbVBNT8JAFNzi FyIq6NFLIzHxgKQ1 JuKNxItHTEQ0gGS7 vMKGbbfuvhpJw6/w qj/BX+OJePWHuAUO Ar5kk8nMe5nZ8SLB NTrOxMqsrW9sbmW3 czv53b39QvHgXstY MWgwKaR68KgGwUNo IEcBD5ECGngCmt7w OtWbL6A0l+EdjiLo BLQfcp8zioZ6dCvV 56fkzB13CyWn4kzH XgXuHJTIfOrdopVv 9ySLAwiRCap1y3Ui 7CRUIWcCxrl2rCGi bEj70DIwpAHoTjJN PLZPDNOzfanMC9Ge sn8vEhpoPQo8sxlQ HOhlLSX/01ox+tVO wsMoRgjZzMiPhY3S Tr9v97gChmJkAGWK m6w2G1BFGZqScgs2 giK8mhBl45em1OXU Tmlfl+OorwCGUwKl FDrtz11uaxU0zitX Fef2olSrzovMkiNy TE6JSy5JjdyQOmkQ RgLyRt7Jh/VpfVkT 63u2mrHmN4dkYayf X64bpvs=</latexi t><latexit  sha1_base64="hO ctAXYJKFFbAiJhNy k09kUWGww=">AAAC KnicbVBNT8JAFNzi FyIq6NFLIzHxgKQ1 JuKNxItHTEQ0gGS7 vMKGbbfuvhpJw6/w qj/BX+OJePWHuAUO Ar5kk8nMe5nZ8SLB NTrOxMqsrW9sbmW3 czv53b39QvHgXstY MWgwKaR68KgGwUNo IEcBD5ECGngCmt7w OtWbL6A0l+EdjiLo BLQfcp8zioZ6dCvV 56fkzB13CyWn4kzH XgXuHJTIfOrdopVv 9ySLAwiRCap1y3Ui 7CRUIWcCxrl2rCGi bEj70DIwpAHoTjJN PLZPDNOzfanMC9Ge sn8vEhpoPQo8sxlQ HOhlLSX/01ox+tVO wsMoRgjZzMiPhY3S Tr9v97gChmJkAGWK m6w2G1BFGZqScgs2 giK8mhBl45em1OXU Tmlfl+OorwCGUwKl FDrtz11uaxU0zitX Fef2olSrzovMkiNy TE6JSy5JjdyQOmkQ RgLyRt7Jh/VpfVkT 63u2mrHmN4dkYayf X64bpvs=</latexi t>
y2
<latexit  sha1_base64="b vP0LMgccEA+irp Ogzv/oT2C0JE="> AAACJHicbVBNT8J AFNz6iYgKevTSSE w8EFKIiXgj8eIR owgJNGS7vMKGbbf ZfTUSwk/wqj/BX+ PJePDib3FbehDwJ ZtMZt7LzI4XCa7R cb6tjc2t7Z3d3F 5+v3BweFQsHT9qG SsGbSaFVF2PahA8 hDZyFNCNFNDAE9D xJjeJ3nkCpbkMH 3AagRvQUch9ziga 6n46qA+KZafqpGO vg1oGyiSb1qBkFf pDyeIAQmSCat2r ORG6M6qQMwHzfD/ WEFE2oSPoGRjSAL Q7S7PO7XPDDG1fK vNCtFP278WMBlpP A89sBhTHelVLyP +0Xox+w53xMIoRQ rYw8mNho7STj9tD roChmBpAmeImq83 GVFGGpp78ko2gC M8mRMX4JSl1JbFT 2teVOBopgElKoJR Cz01/tdW21kG7Xr 2uOneX5WYjKzJH TskZuSA1ckWa5Ja 0SJswMiIv5JW8We /Wh/VpfS1WN6zs5 oQsjfXzC9JnpQ0= </latexit><latexit  sha1_base64="b vP0LMgccEA+irp Ogzv/oT2C0JE="> AAACJHicbVBNT8J AFNz6iYgKevTSSE w8EFKIiXgj8eIR owgJNGS7vMKGbbf ZfTUSwk/wqj/BX+ PJePDib3FbehDwJ ZtMZt7LzI4XCa7R cb6tjc2t7Z3d3F 5+v3BweFQsHT9qG SsGbSaFVF2PahA8 hDZyFNCNFNDAE9D xJjeJ3nkCpbkMH 3AagRvQUch9ziga 6n46qA+KZafqpGO vg1oGyiSb1qBkFf pDyeIAQmSCat2r ORG6M6qQMwHzfD/ WEFE2oSPoGRjSAL Q7S7PO7XPDDG1fK vNCtFP278WMBlpP A89sBhTHelVLyP +0Xox+w53xMIoRQ rYw8mNho7STj9tD roChmBpAmeImq83 GVFGGpp78ko2gC M8mRMX4JSl1JbFT 2teVOBopgElKoJR Cz01/tdW21kG7Xr 2uOneX5WYjKzJH TskZuSA1ckWa5Ja 0SJswMiIv5JW8We /Wh/VpfS1WN6zs5 oQsjfXzC9JnpQ0= </latexit><latexit  sha1_base64="b vP0LMgccEA+irp Ogzv/oT2C0JE="> AAACJHicbVBNT8J AFNz6iYgKevTSSE w8EFKIiXgj8eIR owgJNGS7vMKGbbf ZfTUSwk/wqj/BX+ PJePDib3FbehDwJ ZtMZt7LzI4XCa7R cb6tjc2t7Z3d3F 5+v3BweFQsHT9qG SsGbSaFVF2PahA8 hDZyFNCNFNDAE9D xJjeJ3nkCpbkMH 3AagRvQUch9ziga 6n46qA+KZafqpGO vg1oGyiSb1qBkFf pDyeIAQmSCat2r ORG6M6qQMwHzfD/ WEFE2oSPoGRjSAL Q7S7PO7XPDDG1fK vNCtFP278WMBlpP A89sBhTHelVLyP +0Xox+w53xMIoRQ rYw8mNho7STj9tD roChmBpAmeImq83 GVFGGpp78ko2gC M8mRMX4JSl1JbFT 2teVOBopgElKoJR Cz01/tdW21kG7Xr 2uOneX5WYjKzJH TskZuSA1ckWa5Ja 0SJswMiIv5JW8We /Wh/VpfS1WN6zs5 oQsjfXzC9JnpQ0= </latexit>
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<latexit  sha1_base64="b vP0LMgccEA+irp Ogzv/oT2C0JE="> AAACJHicbVBNT8J AFNz6iYgKevTSSE w8EFKIiXgj8eIR owgJNGS7vMKGbbf ZfTUSwk/wqj/BX+ PJePDib3FbehDwJ ZtMZt7LzI4XCa7R cb6tjc2t7Z3d3F 5+v3BweFQsHT9qG SsGbSaFVF2PahA8 hDZyFNCNFNDAE9D xJjeJ3nkCpbkMH 3AagRvQUch9ziga 6n46qA+KZafqpGO vg1oGyiSb1qBkFf pDyeIAQmSCat2r ORG6M6qQMwHzfD/ WEFE2oSPoGRjSAL Q7S7PO7XPDDG1fK vNCtFP278WMBlpP A89sBhTHelVLyP +0Xox+w53xMIoRQ rYw8mNho7STj9tD roChmBpAmeImq83 GVFGGpp78ko2gC M8mRMX4JSl1JbFT 2teVOBopgElKoJR Cz01/tdW21kG7Xr 2uOneX5WYjKzJH TskZuSA1ckWa5Ja 0SJswMiIv5JW8We /Wh/VpfS1WN6zs5 oQsjfXzC9JnpQ0= </latexit><latexit  sha1_base64="b vP0LMgccEA+irp Ogzv/oT2C0JE="> AAACJHicbVBNT8J AFNz6iYgKevTSSE w8EFKIiXgj8eIR owgJNGS7vMKGbbf ZfTUSwk/wqj/BX+ PJePDib3FbehDwJ ZtMZt7LzI4XCa7R cb6tjc2t7Z3d3F 5+v3BweFQsHT9qG SsGbSaFVF2PahA8 hDZyFNCNFNDAE9D xJjeJ3nkCpbkMH 3AagRvQUch9ziga 6n46qA+KZafqpGO vg1oGyiSb1qBkFf pDyeIAQmSCat2r ORG6M6qQMwHzfD/ WEFE2oSPoGRjSAL Q7S7PO7XPDDG1fK vNCtFP278WMBlpP A89sBhTHelVLyP +0Xox+w53xMIoRQ rYw8mNho7STj9tD roChmBpAmeImq83 GVFGGpp78ko2gC M8mRMX4JSl1JbFT 2teVOBopgElKoJR Cz01/tdW21kG7Xr 2uOneX5WYjKzJH TskZuSA1ckWa5Ja 0SJswMiIv5JW8We /Wh/VpfS1WN6zs5 oQsjfXzC9JnpQ0= </latexit><latexit  sha1_base64="b vP0LMgccEA+irp Ogzv/oT2C0JE="> AAACJHicbVBNT8J AFNz6iYgKevTSSE w8EFKIiXgj8eIR owgJNGS7vMKGbbf ZfTUSwk/wqj/BX+ PJePDib3FbehDwJ ZtMZt7LzI4XCa7R cb6tjc2t7Z3d3F 5+v3BweFQsHT9qG SsGbSaFVF2PahA8 hDZyFNCNFNDAE9D xJjeJ3nkCpbkMH 3AagRvQUch9ziga 6n46qA+KZafqpGO vg1oGyiSb1qBkFf pDyeIAQmSCat2r ORG6M6qQMwHzfD/ WEFE2oSPoGRjSAL Q7S7PO7XPDDG1fK vNCtFP278WMBlpP A89sBhTHelVLyP +0Xox+w53xMIoRQ rYw8mNho7STj9tD roChmBpAmeImq83 GVFGGpp78ko2gC M8mRMX4JSl1JbFT 2teVOBopgElKoJR Cz01/tdW21kG7Xr 2uOneX5WYjKzJH TskZuSA1ckWa5Ja 0SJswMiIv5JW8We /Wh/VpfS1WN6zs5 oQsjfXzC9JnpQ0= </latexit>
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<latexit sha1_b ase64="fT9tlfODDbn+KmwXXw082Pn YU8Q=">AAACJHicbVBNT8JAFNziFy Iq6NFLIzHxQEhrTMQbiRePGK2QACHb 5RU2bLvN7quxIfwEr/oT/DWejAcv/ ha3wEHAl2wymXkvMzt+LLhGx/m2chu bW9s7+d3CXnH/4LBUPnrUMlEMPCaF VG2fahA8Ag85CmjHCmjoC2j545tMbz 2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p 4tSc2djrwF2ACllMs1+2it2BZEkIE TJBte64Toy9CVXImYBpoZtoiCkb0yF 0DIxoCLo3mWWd2meGGdiBVOZFaM/Y vxcTGmqdhr7ZDCmO9KqWkf9pnQSDem /CozhBiNjcKEiEjdLOPm4PuAKGIjW AMsVNVpuNqKIMTT2FJRtBEZ5NiKrxy 1LqamandKCrSTxUAOMZgVIKPTX9ua ttrQPvonZdc+4uK436osg8OSGn5Jy4 5Io0yC1pEo8wMiQv5JW8We/Wh/Vpf c1Xc9bi5pgsjfXzC9CppQw=</latex it><latexit sha1_b ase64="fT9tlfODDbn+KmwXXw082Pn YU8Q=">AAACJHicbVBNT8JAFNziFy Iq6NFLIzHxQEhrTMQbiRePGK2QACHb 5RU2bLvN7quxIfwEr/oT/DWejAcv/ ha3wEHAl2wymXkvMzt+LLhGx/m2chu bW9s7+d3CXnH/4LBUPnrUMlEMPCaF VG2fahA8Ag85CmjHCmjoC2j545tMbz 2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p 4tSc2djrwF2ACllMs1+2it2BZEkIE TJBte64Toy9CVXImYBpoZtoiCkb0yF 0DIxoCLo3mWWd2meGGdiBVOZFaM/Y vxcTGmqdhr7ZDCmO9KqWkf9pnQSDem /CozhBiNjcKEiEjdLOPm4PuAKGIjW AMsVNVpuNqKIMTT2FJRtBEZ5NiKrxy 1LqamandKCrSTxUAOMZgVIKPTX9ua ttrQPvonZdc+4uK436osg8OSGn5Jy4 5Io0yC1pEo8wMiQv5JW8We/Wh/Vpf c1Xc9bi5pgsjfXzC9CppQw=</latex it><latexit sha1_b ase64="fT9tlfODDbn+KmwXXw082Pn YU8Q=">AAACJHicbVBNT8JAFNziFy Iq6NFLIzHxQEhrTMQbiRePGK2QACHb 5RU2bLvN7quxIfwEr/oT/DWejAcv/ ha3wEHAl2wymXkvMzt+LLhGx/m2chu bW9s7+d3CXnH/4LBUPnrUMlEMPCaF VG2fahA8Ag85CmjHCmjoC2j545tMbz 2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p 4tSc2djrwF2ACllMs1+2it2BZEkIE TJBte64Toy9CVXImYBpoZtoiCkb0yF 0DIxoCLo3mWWd2meGGdiBVOZFaM/Y vxcTGmqdhr7ZDCmO9KqWkf9pnQSDem /CozhBiNjcKEiEjdLOPm4PuAKGIjW AMsVNVpuNqKIMTT2FJRtBEZ5NiKrxy 1LqamandKCrSTxUAOMZgVIKPTX9ua ttrQPvonZdc+4uK436osg8OSGn5Jy4 5Io0yC1pEo8wMiQv5JW8We/Wh/Vpf c1Xc9bi5pgsjfXzC9CppQw=</latex it>
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<latexit sha1_base64="8OzWwRP7VTQkpao RHkI4XRFxlus=">AAACKXicbVBNT8JAFNz6iYgKevTSSEw8EFLQRLwRvXjERIQEkGyXV9iw7 Ta7r0bS8Ce86k/w13hSr/4Rt4WDgC/ZZDLzXmZ23FBwjY7zZa2tb2xubWd2sru5vf2DfOHwQc tIMWgyKaRqu1SD4AE0kaOAdqiA+q6Alju+SfTWEyjNZXCPkxB6Ph0G3OOMoqHa1/24ej59nP TzRafspGOvgsocFMl8Gv2ClesOJIt8CJAJqnWn4oTYi6lCzgRMs91IQ0jZmA6hY2BAfdC9OA0 8tU8NM7A9qcwL0E7Zvxcx9bWe+K7Z9CmO9LKWkP9pnQi9Wi/mQRghBGxm5EXCRmknv7cHXAF DMTGAMsVNVpuNqKIMTUfZBRtBEZ5NiJLxS1LqUmKntKdLUThUAOOUQCmFnpr+KsttrYJmtXxV du4uivXavMgMOSYn5IxUyCWpk1vSIE3CiCAv5JW8We/Wh/Vpfc9W16z5zRFZGOvnF7Pipwo= </latexit><latexit sha1_base64="8OzWwRP7VTQkpao RHkI4XRFxlus=">AAACKXicbVBNT8JAFNz6iYgKevTSSEw8EFLQRLwRvXjERIQEkGyXV9iw7 Ta7r0bS8Ce86k/w13hSr/4Rt4WDgC/ZZDLzXmZ23FBwjY7zZa2tb2xubWd2sru5vf2DfOHwQc tIMWgyKaRqu1SD4AE0kaOAdqiA+q6Alju+SfTWEyjNZXCPkxB6Ph0G3OOMoqHa1/24ej59nP TzRafspGOvgsocFMl8Gv2ClesOJIt8CJAJqnWn4oTYi6lCzgRMs91IQ0jZmA6hY2BAfdC9OA0 8tU8NM7A9qcwL0E7Zvxcx9bWe+K7Z9CmO9LKWkP9pnQi9Wi/mQRghBGxm5EXCRmknv7cHXAF DMTGAMsVNVpuNqKIMTUfZBRtBEZ5NiJLxS1LqUmKntKdLUThUAOOUQCmFnpr+KsttrYJmtXxV du4uivXavMgMOSYn5IxUyCWpk1vSIE3CiCAv5JW8We/Wh/Vpfc9W16z5zRFZGOvnF7Pipwo= </latexit><latexit sha1_base64="8OzWwRP7VTQkpao RHkI4XRFxlus=">AAACKXicbVBNT8JAFNz6iYgKevTSSEw8EFLQRLwRvXjERIQEkGyXV9iw7 Ta7r0bS8Ce86k/w13hSr/4Rt4WDgC/ZZDLzXmZ23FBwjY7zZa2tb2xubWd2sru5vf2DfOHwQc tIMWgyKaRqu1SD4AE0kaOAdqiA+q6Alju+SfTWEyjNZXCPkxB6Ph0G3OOMoqHa1/24ej59nP TzRafspGOvgsocFMl8Gv2ClesOJIt8CJAJqnWn4oTYi6lCzgRMs91IQ0jZmA6hY2BAfdC9OA0 8tU8NM7A9qcwL0E7Zvxcx9bWe+K7Z9CmO9LKWkP9pnQi9Wi/mQRghBGxm5EXCRmknv7cHXAF DMTGAMsVNVpuNqKIMTUfZBRtBEZ5NiJLxS1LqUmKntKdLUThUAOOUQCmFnpr+KsttrYJmtXxV du4uivXavMgMOSYn5IxUyCWpk1vSIE3CiCAv5JW8We/Wh/Vpfc9W16z5zRFZGOvnF7Pipwo= </latexit>
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<latexit sha1_base64="k/qrNI4dPVcLATd 5vmQeauslySE=">AAACKXicbVBNT8JAFNziFyIq6NFLIzHxQEghJOKN6MUjJiIkgGS7vMKGb bfZfTU2DX/Cq/4Ef40n9eofcQscFHzJJpOZ9zKz44aCa3ScTyuzsbm1vZPdze3l9w8OC8Wjey 0jxaDNpJCq61INggfQRo4CuqEC6rsCOu70OtU7j6A0l8EdxiEMfDoOuMcZRUN1r4ZJrT57iI eFklNx5mOvg+oSlMhyWsOile+PJIt8CJAJqnWv6oQ4SKhCzgTMcv1IQ0jZlI6hZ2BAfdCDZB5 4Zp8ZZmR7UpkXoD1nf18k1Nc69l2z6VOc6FUtJf/TehF6jUHCgzBCCNjCyIuEjdJOf2+PuAK GIjaAMsVNVptNqKIMTUe5PzaCIjyZEGXjl6bU5dROaU+Xo3CsAKZzAqUUemb6q662tQ7atcpl xbmtl5qNZZFZckJOyTmpkgvSJDekRdqEEUGeyQt5td6sd+vD+lqsZqzlzTH5M9b3D7Wjpws= </latexit><latexit sha1_base64="k/qrNI4dPVcLATd 5vmQeauslySE=">AAACKXicbVBNT8JAFNziFyIq6NFLIzHxQEghJOKN6MUjJiIkgGS7vMKGb bfZfTU2DX/Cq/4Ef40n9eofcQscFHzJJpOZ9zKz44aCa3ScTyuzsbm1vZPdze3l9w8OC8Wjey 0jxaDNpJCq61INggfQRo4CuqEC6rsCOu70OtU7j6A0l8EdxiEMfDoOuMcZRUN1r4ZJrT57iI eFklNx5mOvg+oSlMhyWsOile+PJIt8CJAJqnWv6oQ4SKhCzgTMcv1IQ0jZlI6hZ2BAfdCDZB5 4Zp8ZZmR7UpkXoD1nf18k1Nc69l2z6VOc6FUtJf/TehF6jUHCgzBCCNjCyIuEjdJOf2+PuAK GIjaAMsVNVptNqKIMTUe5PzaCIjyZEGXjl6bU5dROaU+Xo3CsAKZzAqUUemb6q662tQ7atcpl xbmtl5qNZZFZckJOyTmpkgvSJDekRdqEEUGeyQt5td6sd+vD+lqsZqzlzTH5M9b3D7Wjpws= </latexit><latexit sha1_base64="k/qrNI4dPVcLATd 5vmQeauslySE=">AAACKXicbVBNT8JAFNziFyIq6NFLIzHxQEghJOKN6MUjJiIkgGS7vMKGb bfZfTU2DX/Cq/4Ef40n9eofcQscFHzJJpOZ9zKz44aCa3ScTyuzsbm1vZPdze3l9w8OC8Wjey 0jxaDNpJCq61INggfQRo4CuqEC6rsCOu70OtU7j6A0l8EdxiEMfDoOuMcZRUN1r4ZJrT57iI eFklNx5mOvg+oSlMhyWsOile+PJIt8CJAJqnWv6oQ4SKhCzgTMcv1IQ0jZlI6hZ2BAfdCDZB5 4Zp8ZZmR7UpkXoD1nf18k1Nc69l2z6VOc6FUtJf/TehF6jUHCgzBCCNjCyIuEjdJOf2+PuAK GIjaAMsVNVptNqKIMTUe5PzaCIjyZEGXjl6bU5dROaU+Xo3CsAKZzAqUUemb6q662tQ7atcpl xbmtl5qNZZFZckJOyTmpkgvSJDekRdqEEUGeyQt5td6sd+vD+lqsZqzlzTH5M9b3D7Wjpws= </latexit>
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<latexit sha1_base64="3eV1XUNLP7vn j6sKin0vmKyp51g=">AAACJHicbVBNT8JAFNziFyIq6NFLIzHxQEghJuIN48UjRhESIG S7vMKGbbfZfTWShp/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4bCq7Rcb6tzMbm1vZOdj e3l98/OCwUjx61jBSDFpNCqo5LNQgeQAs5CuiECqjvCmi7k5tEbz+B0lwGDzgNoe/TU cA9ziga6v56UBsUSk7FmY+9DqopKJF0moOile8NJYt8CJAJqnW36oTYj6lCzgTMcr1IQ 0jZhI6ga2BAfdD9eJ51Zp8ZZmh7UpkXoD1n/17E1Nd66rtm06c41qtaQv6ndSP06v2YB 2GEELCFkRcJG6WdfNwecgUMxdQAyhQ3WW02pooyNPXklmwERXg2IcrGL0mpy4md0p4u R+FIAUzmBEop9Mz0V11tax20apWrinN3UWrU0yKz5IScknNSJZekQW5Jk7QIIyPyQl7J m/VufVif1tdiNWOlN8dkaayfX3BnpNU=</latexit><latexit sha1_base64="3eV1XUNLP7vn j6sKin0vmKyp51g=">AAACJHicbVBNT8JAFNziFyIq6NFLIzHxQEghJuIN48UjRhESIG S7vMKGbbfZfTWShp/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4bCq7Rcb6tzMbm1vZOdj e3l98/OCwUjx61jBSDFpNCqo5LNQgeQAs5CuiECqjvCmi7k5tEbz+B0lwGDzgNoe/TU cA9ziga6v56UBsUSk7FmY+9DqopKJF0moOile8NJYt8CJAJqnW36oTYj6lCzgTMcr1IQ 0jZhI6ga2BAfdD9eJ51Zp8ZZmh7UpkXoD1n/17E1Nd66rtm06c41qtaQv6ndSP06v2YB 2GEELCFkRcJG6WdfNwecgUMxdQAyhQ3WW02pooyNPXklmwERXg2IcrGL0mpy4md0p4u R+FIAUzmBEop9Mz0V11tax20apWrinN3UWrU0yKz5IScknNSJZekQW5Jk7QIIyPyQl7J m/VufVif1tdiNWOlN8dkaayfX3BnpNU=</latexit><latexit sha1_base64="3eV1XUNLP7vn j6sKin0vmKyp51g=">AAACJHicbVBNT8JAFNziFyIq6NFLIzHxQEghJuIN48UjRhESIG S7vMKGbbfZfTWShp/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4bCq7Rcb6tzMbm1vZOdj e3l98/OCwUjx61jBSDFpNCqo5LNQgeQAs5CuiECqjvCmi7k5tEbz+B0lwGDzgNoe/TU cA9ziga6v56UBsUSk7FmY+9DqopKJF0moOile8NJYt8CJAJqnW36oTYj6lCzgTMcr1IQ 0jZhI6ga2BAfdD9eJ51Zp8ZZmh7UpkXoD1n/17E1Nd66rtm06c41qtaQv6ndSP06v2YB 2GEELCFkRcJG6WdfNwecgUMxdQAyhQ3WW02pooyNPXklmwERXg2IcrGL0mpy4md0p4u R+FIAUzmBEop9Mz0V11tax20apWrinN3UWrU0yKz5IScknNSJZekQW5Jk7QIIyPyQl7J m/VufVif1tdiNWOlN8dkaayfX3BnpNU=</latexit>
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<latexit sha1_base64="9zLpk3Yh0WsRWGZ TPb0YsJJeeFQ=">AAACKXicbVBNT8JAFNziFyIq6NFLIzHxQEhLTMQb0YtHTERIAMl2eYUN2 26z+2okDX/Cq/4Ef40n9eofcQscBHzJJpOZ9zKz40WCa3ScLyuzsbm1vZPdze3l9w8OC8WjBy 1jxaDJpJCq7VENgofQRI4C2pECGngCWt74JtVbT6A0l+E9TiLoBXQYcp8zioZqX/eTqjt9nP QLJafizMZeB+4ClMhiGv2ile8OJIsDCJEJqnXHdSLsJVQhZwKmuW6sIaJsTIfQMTCkAeheMgs 8tc8MM7B9qcwL0Z6xfy8SGmg9CTyzGVAc6VUtJf/TOjH6tV7CwyhGCNncyI+FjdJOf28PuAK GYmIAZYqbrDYbUUUZmo5ySzaCIjybEGXjl6bU5dROaV+X42ioAMYzAqUUemr6c1fbWgfNauWq 4txdlOq1RZFZckJOyTlxySWpk1vSIE3CiCAv5JW8We/Wh/Vpfc9XM9bi5pgsjfXzC7Bgpwg= </latexit><latexit sha1_base64="9zLpk3Yh0WsRWGZ TPb0YsJJeeFQ=">AAACKXicbVBNT8JAFNziFyIq6NFLIzHxQEhLTMQb0YtHTERIAMl2eYUN2 26z+2okDX/Cq/4Ef40n9eofcQscBHzJJpOZ9zKz40WCa3ScLyuzsbm1vZPdze3l9w8OC8WjBy 1jxaDJpJCq7VENgofQRI4C2pECGngCWt74JtVbT6A0l+E9TiLoBXQYcp8zioZqX/eTqjt9nP QLJafizMZeB+4ClMhiGv2ile8OJIsDCJEJqnXHdSLsJVQhZwKmuW6sIaJsTIfQMTCkAeheMgs 8tc8MM7B9qcwL0Z6xfy8SGmg9CTyzGVAc6VUtJf/TOjH6tV7CwyhGCNncyI+FjdJOf28PuAK GYmIAZYqbrDYbUUUZmo5ySzaCIjybEGXjl6bU5dROaV+X42ioAMYzAqUUemr6c1fbWgfNauWq 4txdlOq1RZFZckJOyTlxySWpk1vSIE3CiCAv5JW8We/Wh/Vpfc9XM9bi5pgsjfXzC7Bgpwg= </latexit><latexit sha1_base64="9zLpk3Yh0WsRWGZ TPb0YsJJeeFQ=">AAACKXicbVBNT8JAFNziFyIq6NFLIzHxQEhLTMQb0YtHTERIAMl2eYUN2 26z+2okDX/Cq/4Ef40n9eofcQscBHzJJpOZ9zKz40WCa3ScLyuzsbm1vZPdze3l9w8OC8WjBy 1jxaDJpJCq7VENgofQRI4C2pECGngCWt74JtVbT6A0l+E9TiLoBXQYcp8zioZqX/eTqjt9nP QLJafizMZeB+4ClMhiGv2ile8OJIsDCJEJqnXHdSLsJVQhZwKmuW6sIaJsTIfQMTCkAeheMgs 8tc8MM7B9qcwL0Z6xfy8SGmg9CTyzGVAc6VUtJf/TOjH6tV7CwyhGCNncyI+FjdJOf28PuAK GYmIAZYqbrDYbUUUZmo5ySzaCIjybEGXjl6bU5dROaV+X42ioAMYzAqUUemr6c1fbWgfNauWq 4txdlOq1RZFZckJOyTlxySWpk1vSIE3CiCAv5JW8We/Wh/Vpfc9XM9bi5pgsjfXzC7Bgpwg= </latexit>
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<latexit sha1_base64="3eV1XUNLP7vn j6sKin0vmKyp51g=">AAACJHicbVBNT8JAFNziFyIq6NFLIzHxQEghJuIN48UjRhESIG S7vMKGbbfZfTWShp/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4bCq7Rcb6tzMbm1vZOdj e3l98/OCwUjx61jBSDFpNCqo5LNQgeQAs5CuiECqjvCmi7k5tEbz+B0lwGDzgNoe/TU cA9ziga6v56UBsUSk7FmY+9DqopKJF0moOile8NJYt8CJAJqnW36oTYj6lCzgTMcr1IQ 0jZhI6ga2BAfdD9eJ51Zp8ZZmh7UpkXoD1n/17E1Nd66rtm06c41qtaQv6ndSP06v2YB 2GEELCFkRcJG6WdfNwecgUMxdQAyhQ3WW02pooyNPXklmwERXg2IcrGL0mpy4md0p4u R+FIAUzmBEop9Mz0V11tax20apWrinN3UWrU0yKz5IScknNSJZekQW5Jk7QIIyPyQl7J m/VufVif1tdiNWOlN8dkaayfX3BnpNU=</latexit><latexit sha1_base64="3eV1XUNLP7vn j6sKin0vmKyp51g=">AAACJHicbVBNT8JAFNziFyIq6NFLIzHxQEghJuIN48UjRhESIG S7vMKGbbfZfTWShp/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4bCq7Rcb6tzMbm1vZOdj e3l98/OCwUjx61jBSDFpNCqo5LNQgeQAs5CuiECqjvCmi7k5tEbz+B0lwGDzgNoe/TU cA9ziga6v56UBsUSk7FmY+9DqopKJF0moOile8NJYt8CJAJqnW36oTYj6lCzgTMcr1IQ 0jZhI6ga2BAfdD9eJ51Zp8ZZmh7UpkXoD1n/17E1Nd66rtm06c41qtaQv6ndSP06v2YB 2GEELCFkRcJG6WdfNwecgUMxdQAyhQ3WW02pooyNPXklmwERXg2IcrGL0mpy4md0p4u R+FIAUzmBEop9Mz0V11tax20apWrinN3UWrU0yKz5IScknNSJZekQW5Jk7QIIyPyQl7J m/VufVif1tdiNWOlN8dkaayfX3BnpNU=</latexit><latexit sha1_base64="3eV1XUNLP7vn j6sKin0vmKyp51g=">AAACJHicbVBNT8JAFNziFyIq6NFLIzHxQEghJuIN48UjRhESIG S7vMKGbbfZfTWShp/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4bCq7Rcb6tzMbm1vZOdj e3l98/OCwUjx61jBSDFpNCqo5LNQgeQAs5CuiECqjvCmi7k5tEbz+B0lwGDzgNoe/TU cA9ziga6v56UBsUSk7FmY+9DqopKJF0moOile8NJYt8CJAJqnW36oTYj6lCzgTMcr1IQ 0jZhI6ga2BAfdD9eJ51Zp8ZZmh7UpkXoD1n/17E1Nd66rtm06c41qtaQv6ndSP06v2YB 2GEELCFkRcJG6WdfNwecgUMxdQAyhQ3WW02pooyNPXklmwERXg2IcrGL0mpy4md0p4u R+FIAUzmBEop9Mz0V11tax20apWrinN3UWrU0yKz5IScknNSJZekQW5Jk7QIIyPyQl7J m/VufVif1tdiNWOlN8dkaayfX3BnpNU=</latexit>
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<latexit sha1_base64="8OzWwRP7VTQkpao RHkI4XRFxlus=">AAACKXicbVBNT8JAFNz6iYgKevTSSEw8EFLQRLwRvXjERIQEkGyXV9iw7 Ta7r0bS8Ce86k/w13hSr/4Rt4WDgC/ZZDLzXmZ23FBwjY7zZa2tb2xubWd2sru5vf2DfOHwQc tIMWgyKaRqu1SD4AE0kaOAdqiA+q6Alju+SfTWEyjNZXCPkxB6Ph0G3OOMoqHa1/24ej59nP TzRafspGOvgsocFMl8Gv2ClesOJIt8CJAJqnWn4oTYi6lCzgRMs91IQ0jZmA6hY2BAfdC9OA0 8tU8NM7A9qcwL0E7Zvxcx9bWe+K7Z9CmO9LKWkP9pnQi9Wi/mQRghBGxm5EXCRmknv7cHXAF DMTGAMsVNVpuNqKIMTUfZBRtBEZ5NiJLxS1LqUmKntKdLUThUAOOUQCmFnpr+KsttrYJmtXxV du4uivXavMgMOSYn5IxUyCWpk1vSIE3CiCAv5JW8We/Wh/Vpfc9W16z5zRFZGOvnF7Pipwo= </latexit><latexit sha1_base64="8OzWwRP7VTQkpao RHkI4XRFxlus=">AAACKXicbVBNT8JAFNz6iYgKevTSSEw8EFLQRLwRvXjERIQEkGyXV9iw7 Ta7r0bS8Ce86k/w13hSr/4Rt4WDgC/ZZDLzXmZ23FBwjY7zZa2tb2xubWd2sru5vf2DfOHwQc tIMWgyKaRqu1SD4AE0kaOAdqiA+q6Alju+SfTWEyjNZXCPkxB6Ph0G3OOMoqHa1/24ej59nP TzRafspGOvgsocFMl8Gv2ClesOJIt8CJAJqnWn4oTYi6lCzgRMs91IQ0jZmA6hY2BAfdC9OA0 8tU8NM7A9qcwL0E7Zvxcx9bWe+K7Z9CmO9LKWkP9pnQi9Wi/mQRghBGxm5EXCRmknv7cHXAF DMTGAMsVNVpuNqKIMTUfZBRtBEZ5NiJLxS1LqUmKntKdLUThUAOOUQCmFnpr+KsttrYJmtXxV du4uivXavMgMOSYn5IxUyCWpk1vSIE3CiCAv5JW8We/Wh/Vpfc9W16z5zRFZGOvnF7Pipwo= </latexit><latexit sha1_base64="8OzWwRP7VTQkpao RHkI4XRFxlus=">AAACKXicbVBNT8JAFNz6iYgKevTSSEw8EFLQRLwRvXjERIQEkGyXV9iw7 Ta7r0bS8Ce86k/w13hSr/4Rt4WDgC/ZZDLzXmZ23FBwjY7zZa2tb2xubWd2sru5vf2DfOHwQc tIMWgyKaRqu1SD4AE0kaOAdqiA+q6Alju+SfTWEyjNZXCPkxB6Ph0G3OOMoqHa1/24ej59nP TzRafspGOvgsocFMl8Gv2ClesOJIt8CJAJqnWn4oTYi6lCzgRMs91IQ0jZmA6hY2BAfdC9OA0 8tU8NM7A9qcwL0E7Zvxcx9bWe+K7Z9CmO9LKWkP9pnQi9Wi/mQRghBGxm5EXCRmknv7cHXAF DMTGAMsVNVpuNqKIMTUfZBRtBEZ5NiJLxS1LqUmKntKdLUThUAOOUQCmFnpr+KsttrYJmtXxV du4uivXavMgMOSYn5IxUyCWpk1vSIE3CiCAv5JW8We/Wh/Vpfc9W16z5zRFZGOvnF7Pipwo= </latexit>
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<latexit sha1_base64="k/qrNI4dPVcLATd 5vmQeauslySE=">AAACKXicbVBNT8JAFNziFyIq6NFLIzHxQEghJOKN6MUjJiIkgGS7vMKGb bfZfTU2DX/Cq/4Ef40n9eofcQscFHzJJpOZ9zKz44aCa3ScTyuzsbm1vZPdze3l9w8OC8Wjey 0jxaDNpJCq61INggfQRo4CuqEC6rsCOu70OtU7j6A0l8EdxiEMfDoOuMcZRUN1r4ZJrT57iI eFklNx5mOvg+oSlMhyWsOile+PJIt8CJAJqnWv6oQ4SKhCzgTMcv1IQ0jZlI6hZ2BAfdCDZB5 4Zp8ZZmR7UpkXoD1nf18k1Nc69l2z6VOc6FUtJf/TehF6jUHCgzBCCNjCyIuEjdJOf2+PuAK GIjaAMsVNVptNqKIMTUe5PzaCIjyZEGXjl6bU5dROaU+Xo3CsAKZzAqUUemb6q662tQ7atcpl xbmtl5qNZZFZckJOyTmpkgvSJDekRdqEEUGeyQt5td6sd+vD+lqsZqzlzTH5M9b3D7Wjpws= </latexit><latexit sha1_base64="k/qrNI4dPVcLATd 5vmQeauslySE=">AAACKXicbVBNT8JAFNziFyIq6NFLIzHxQEghJOKN6MUjJiIkgGS7vMKGb bfZfTU2DX/Cq/4Ef40n9eofcQscFHzJJpOZ9zKz44aCa3ScTyuzsbm1vZPdze3l9w8OC8Wjey 0jxaDNpJCq61INggfQRo4CuqEC6rsCOu70OtU7j6A0l8EdxiEMfDoOuMcZRUN1r4ZJrT57iI eFklNx5mOvg+oSlMhyWsOile+PJIt8CJAJqnWv6oQ4SKhCzgTMcv1IQ0jZlI6hZ2BAfdCDZB5 4Zp8ZZmR7UpkXoD1nf18k1Nc69l2z6VOc6FUtJf/TehF6jUHCgzBCCNjCyIuEjdJOf2+PuAK GIjaAMsVNVptNqKIMTUe5PzaCIjyZEGXjl6bU5dROaU+Xo3CsAKZzAqUUemb6q662tQ7atcpl xbmtl5qNZZFZckJOyTmpkgvSJDekRdqEEUGeyQt5td6sd+vD+lqsZqzlzTH5M9b3D7Wjpws= </latexit><latexit sha1_base64="k/qrNI4dPVcLATd 5vmQeauslySE=">AAACKXicbVBNT8JAFNziFyIq6NFLIzHxQEghJOKN6MUjJiIkgGS7vMKGb bfZfTU2DX/Cq/4Ef40n9eofcQscFHzJJpOZ9zKz44aCa3ScTyuzsbm1vZPdze3l9w8OC8Wjey 0jxaDNpJCq61INggfQRo4CuqEC6rsCOu70OtU7j6A0l8EdxiEMfDoOuMcZRUN1r4ZJrT57iI eFklNx5mOvg+oSlMhyWsOile+PJIt8CJAJqnWv6oQ4SKhCzgTMcv1IQ0jZlI6hZ2BAfdCDZB5 4Zp8ZZmR7UpkXoD1nf18k1Nc69l2z6VOc6FUtJf/TehF6jUHCgzBCCNjCyIuEjdJOf2+PuAK GIjaAMsVNVptNqKIMTUe5PzaCIjyZEGXjl6bU5dROaU+Xo3CsAKZzAqUUemb6q662tQ7atcpl xbmtl5qNZZFZckJOyTmpkgvSJDekRdqEEUGeyQt5td6sd+vD+lqsZqzlzTH5M9b3D7Wjpws= </latexit>
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Fig. 2. An example ofw in the setup of multiple experiments.
extended to deal with different group sizes and diago-
nal variance matrices of noise. And a sampling method
is used in Section 5.3, which is based on the work of
model selection in [29] and is extended to handle a more
general case. It deserves to present these methods since
they have different strengths in various scenarios, such as
scalability, robustness to modelling uncertainty or noise,
sparsity accuracy, etc.
5.1 Classical l1 methods
5.1.1 Convex approximation
As addressed in Section 3.3, choosingARX to parametrize
network models results in a linear regression, in which
A does not depend on w in (17). The treatment of
classical group LASSO yields
minimize
w
‖y −Aw‖22 + λ‖wS‖1, (22)
where
‖wS‖1 =
M∑
i=1
√
ρSi ‖wi‖2, (23)
and λ ∈ N+. This is a convex optimization and has been
soundly studied (e.g., [30]). To achieve a better approx-
imation of the l0-norm, alternatively one may use itera-
tive reweighted l1/l2 methods (e.g. see [31,32]). Applying
to group sparsity, both methods turn to a similar scheme
(differing in the usage of ‖ · ‖2 or ‖ · ‖22 for blocks of w in
(24) and (25)). Here we present the solution using the l1
method,
w(k+1) = arg min
w
‖y −Aw‖22 + λ
M∑
i=1
ν
(k)
i
√
ρSi ‖wi‖2,
(24)
where
ν
(k)
i =
[
‖w(k)i ‖2 + (k)
]−1
(25)
and k is the index of iterations. In regard to the selec-
tion of , {(k)}k=1,2,... should be a sequence converging
to zero, as addressed in [32] based on the Unique Rep-
resentation Property. It suggests in [32] a fairly simple
update rule of , i.e. (k) ∈ (0, 1) is reduced by a factor
of 10 until reaching a minimum of 10−8 (the factor and
lower bound could be tuned specifically). One may also
adopt an adaptive rule of  given in [31].
5.1.2 ADMM for large-scale problems
To solve the convex optimization in Section 5.1.1, for
example, CVX for MATLAB could be an easy solu-
tion. However, the computation time could be enormous
for large-dimension problems. This section presents al-
gorithms using proximal methods and ADMM ([33]) to
handle large-dimension network reconstruction.
Let us first consider (22), which is rewritten as
minimize
w
f(w) + g(w), (26)
where f(w) , (1/2)‖y − Aw‖22, g(w) , λ‖wS‖1, λ
is twice larger than the value in (23). Given ∇f(w) =
AT (Aw − y), the proximal gradient method is to up-
date w by w(k+1) = proxγg(w(k) − γ∇f(w(k))), γ ∈
R+, where k is the iteration index and proxf (·) de-
notes the standard proximal operator of function f (see
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[33,34]). It is easy to see that g(w) =
∑N
i=1 gi(wi), where
gi(wi) , λ
√
ρSi ‖wi‖2. Firstly we partition the vari-
able v of proxγg(v) in the same way as w in terms of
wi, i = 1, . . . ,M , i.e. v = [vT1 , . . . ,vTM ]
T . Then we cal-
culate the proximal operator proxγgi(vi), which equals
proxγgi(vi) =
(
1− γλ
√
ρSi /‖vi‖2
)
+
vi, (27)
where (·)+ replaces each negative elements with 0. It
follows that
proxγg(v) =
[(
proxγg1(v1)
)T · · · (proxγgM (vM ))T ]T .
(28)
The value of γ needs to be selected appropriately so as to
guarantee the convergence. One simple solution is using
line search methods, e.g., see Section 4.2 in [33].
Provided with the above calculations, it is straightfor-
ward to implement the (accelerated) proximal gradient
method (see [33, chap. 4.3]). To implement ADMM, the
proximal operator of f(w) needs to be calculated,
proxγf (v) = (I + γA
TA)−1(γATy + v). (29)
Given proxγg(v) as (27) and (28), the ADMM method
is presented in Algorithm 1.
Algorithm 1 ADMM method
1: Precompute ATA and ATy
2: given an initial value w0, z0,u0, γ0 = 1, and β =
1/2
3: repeat
4: γ ← γ(k)
5: repeat
6: wˆ← proxγf (z(k) − u(k)) using (29)
7: break if f(wˆ) ≤ f(w(k)) +∇f(w(k))T (wˆ −
w(k)) + (1/2γ)‖wˆ −w(k)‖22
8: γ ← βγ
9: until ;
10: w(k+1) ← wˆ, γ(k+1) ← γ
11: Compute proxγgi(w
(k+1)
i +u
(k)
i ) by (27) for i =
1, ...,M
12: z(k+1) ← proxγg(w(k+1) + u(k)) using (28)
13: u(k+1) ← u(k) +w(k+1) − z(k+1)
14: until any standard stopping criteria
To use this algorithm for the iterative reweighted l1
method (24), we only need to modify (27), which now
should be
proxγgi(vi) =
(
1− γλνi
√
ρSi /‖vi‖2
)
+
vi. (30)
In each “outer” loop indicated by (24), we update νi by
(25) and implement ADMMas Algorithm 1 to solve (24).
5.2 Sparse Bayesian learning
This section uses empirical Bayes to impose group spar-
sity, which is originally proposed in [28]. Consider
y = Aw + ξ, ξ ∼ N (0,Σ), (31)
where Σ = diag(σ21I1, . . . , σ2LIL) with σl ∈ R+; identity
matrix Il is of dimension Nl (that denotes the length of
time series from the l-th experiment); y is of dimension
My; and w is of dimension Mw (it is easy to see My =∑L
l=1Nl and Nw = ‖ρS‖1 from (14) and (19)). Most
SBL papers (e.g., [28,35,36,37]) consider a simple form
of noise variance Σ = σ2I, which may fail to be a fair
approximation in our study if noise variances in different
experiments are significantly different. This section will
extend SBL to handle different group sizes and diagonal
noise variance matrices.
5.2.1 Model prior formulation
Suppose the automatic relevance determination (ARD)
prior [28,37] in SBL is given as
p(w; Γ) =
1
(2pi)Mw/2|Γ|1/2 exp
(
−1
2
wTΓ−1w
)
. (32)
In regard to hyperparameter Γ, we will enforce a specific
structure empirically to impose group sparsity. For each
wj , j = 1, . . . ,M ,
p(wj ; γj) = N (0, γjIj), p(w;γ) =
M∏
j=1
p(wj ; γj), (33)
where γj ∈ R+, Ij is a LMj×LMj identity matrix,
Mj =

nbyij if 1 ≤ j ≤ p and j 6= i,
nai if j = i,
nbuij if p+ 1 ≤ j ≤ p+m = M,
(34)
the index i in (34) indicates that we are dealing with
the i-th output (see (11), (13)), and γ , [γ1, . . . , γM ]T .
Therefore, Γ is constructed as
Γ = diag
(
γ1I1, · · · , γMIM
)
. (35)
For simplicity, we will interchangeably use two notations
for the prior p(w; Γ) , p(w;γ).
5.2.2 Parameter estimation
The likelihood function of (31) is Gaussian,
p(y | w; Σ) = (2pi)−
My
2 |Σ|− 12 exp (‖y −Aw‖2Σ−1) .
(36)
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The hyperparameters γ , along with the error variance Σ
can be estimated from data by evidence maximisation
(or called type-II maximum likelihood), i.e. marginalis-
ing over the weightsw and then perform maximum like-
lihood. The marginalised probabilistic density function
can be analytically calculated
p(y;γ,Σ) =
∫
p(y | w; Σ)p(w;γ)dw
=
1
(2pi)My/2|Σy|1/2
exp
(
−1
2
yTΣ−1y y
)
,
(37)
where Σy , Σ +AΓAT . With fixed values of the hyper-
parameters, the posterior density is Gaussian, i.e.
p(w | y;γ,Σ) = N (µ,Σw) (38)
with µ = ΣwATΣ−1y and Σw =
(
ATΣ−1A+ Γ−1
)−1.
Once we have γ and Σ estimated via type-II maximum
likelihood, we can choose our weights wˆ via
wˆ = µ =
(
ATΣ−1MLA+ Γ
−1
ML
)−1
ATΣ−1MLy. (39)
5.2.3 Algorithms
There are several ways to compute ΓML and ΣML: expec-
tation maximization (EM) in [37], fixed-point methods
in [28], and difference of convex program (DCP) in [22].
Here we introduce the EM approach and the others can
be similarly derived.
The EM method proceeds by treating the weights w as
hidden variables and then maximizing
Ew|y;γ,Σ
[
p(y,w;γ,Σ)
]
,
where p(y,w;γ,Σ) = p(y|w; Σ)p(w;γ) is the likelihood
of the complete data {w,y}. The whole EM algorithm
for the extended SBL is summarized as follows: given
the estimates γ (k) and Σ(k), at the (k+1)-th iterate,
• E-step: Ew|y;γ(k),Σ(k)(w2i ) = (Σw)i,i +µ2i .
• M-step:
γ (k+1) = argmax
γ≥0
Ew|y;γ(k),Σ(k)
[
p(y,w;γ,Σ(k)
]
⇒ γ(k+1)j = 1LMj
∑
i∈Λj
[
µ2i + (Σw)i,i
]
,
Σ(k+1) = arg max
Σ>0
Ew|y;γ(k),Σ(k)
[
p(y,w;γ (k),Σ)
]
⇒ (σ2l )(k+1) = 1Ny
{‖y[l] −A[l]µ‖2+
(σ2l )
(k)
∑Mw
i=1
[
1− (γ (k)i )−1(Σw)i,i]},
for j = 1, . . . ,M ; i = 1, . . . ,Mw; l = 1, . . . , L and
Σ(k+1) = diag((σ21)
(k+1)I1, . . . , (σ
2
L)
(k+1)IL), where µ
and Σw are calculated via (38) provided with γ (k) and
Σ(k), Mj is given in (34) and Λj denotes the row (col-
umn) indexes associated with γj in Γ.
5.3 Sampling methods
The sampling method for sparsity is based on the work
of model selection in [29], which is further extended to
deal with group sparsity with different sizes. Consider
the same model (31) in Section 5.2 and the likelihood is
given by (36). The key to acquire sparsity is to sample
the indicator variable s , [s1, . . . , sM ], defined by
w = diag(s1I1, . . . , sMIM )ϑ , Sϑ, (40)
where si ∈ {0, 1}, Ii (i = 1, . . . ,M) is given as (34), and
ϑ ∈ RMw . We choose the Bernoulli distribution for the
prior of s, denoted by s ∼∏Mi=1 B(1, pi) (pi ∈ (0, 1), e.g.,
pi = 1/2). And the prior for ϑ is chosen to be the same
Gaussian prior (32), where Γ can be assumed to be either
simply Γ = γI or diagonal Γ = diag(γ1I1, . . . , γMIM ).
Letting γ , (γ1, . . . , γM ), for brevity, we will use Γ and
γ interchangeably 1 . Furthermore, we use the inverse
Gamma distribution as the hyperprior independently for
each σ2l (l = 1, . . . , L)
2 or γi (i = 1, . . . ,M) (e.g., see
[38]), denoted by σ2l ∼ G−1(a, b) and γi ∼ G−1(c, d),
where a, b, c, d choose small values (e.g., 10−4).
Different from [29], we will not sample s and ϑ at the
same time, due to the considerable cost on sampling ϑ.
Instead we sample s and determine the sparse structure
first, and then run a linear regression to calculate w.
The onus is to sample s,Σ and γ from p(s, γ,Σ | y). The
posterior p(s,ϑ,γ,Σ | y) is marginalised over ϑ,
p(s, γ,Σ | y)∝ p(s)p(γ)p(Σ)p(y | s,Σ, γ),
∝ p(s)p(γ)p(Σ)
∫
p(y | w,Σ)p(ϑ | γ)dϑ.
(41)
Substituting the priors and completing squares, it yields
p(y | s,Σ, γ) = (2pi)−My2 |Σy|−
1
2 exp
(
−1
2
‖y‖2
Σ−1y
)
,
(42)
where
Σy = Σ +ASΓSA
T . (43)
We use the Metropolis-Hastings algorithm within the
systematic-scan Gibbs sampler (e.g., see [39]) to draw
samples of s, γ and Σ from their joint distribution
p(s, γ,Σ | y). Suppose that the k-th samples s(k), γ (k)
and Σ(k) have been available. At the k + 1 iteration,
1 If using Γ = γI, γ becomes a simple scalar. The difference
from the SBL is that the importance of Γ in sparsity pursuit
has been largely weaken.
2 One may use the scalar σ2 if it is fair to assume the vari-
ances of e(t) in multiple experiments are the same or close.
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• draw s(k+1) from the conditional distribution
p(s | y, γ (k),Σ(k)),
• draw γ (k+1) from p(γ | y, s(k+1),Σ(k)), and
• draw Σ(k+1) from p(Σ | y, s(k+1), γ (k+1)).
In each sampling step, we use the Metropolis-Hastings
algorithm. Consider drawing samples from p(s | y, γ,Σ),
in which the key is to choose a proposal distribution
T (s(k), sˆ), where s(k) is a given sample and sˆ is a new con-
figuration. Here we use a simple scheme that gives a sym-
metric proposal distribution (i.e. T (s(k), sˆ) = T (sˆ, s(k))).
We randomly pick an element of s(k) and flip it, i.e. draw
iˆ from the uniform distribution on {1, . . . ,M} and set
sˆi to be equal to s
(k)
i if i 6= iˆ and 1− s(k)i otherwise. The
Metropolis-Hastings algorithm for p(s | y, γ,Σ) is given
as below: given γ (k),Σ(k) and s(k),
• draw sˆ from the proposal distribution T (s(k), sˆ) us-
ing the above scheme;
• draw U ∼ Uniform[0, 1] and update
s(k+1) =
{
sˆ, if U ≤ r(s(k), sˆ)
s(k), otherwise
, with
r(s(k), sˆ) = min
{
1,
p(sˆ, γ (k),Σ(k) | y)T (sˆ, s(k))
p(s(k), γ (k),Σ(k) | y)T (s(k), sˆ)
}
.
In regard to the Metropolis-Hastings algorithms for γ
and Σ, we use random walk sampling γˆ = γ (k) + u, Σˆ =
Σ(k) +diag(v1I1, . . . , vLIL), where u and vi are normally
distributed with mean zero and fixed variances (which
may need to be tuned to have sound convergence speeds
and acceptance ratios), and the acceptance probabilities
are given as, respectively,
r(γ (k), γˆ) = min
{
1,
p(s(k+1), γˆ ,Σ(k) | y)
p(s(k+1), γ (k),Σ(k) | y)
}
,
r(Σ(k), Σˆ) = min
{
1,
p(s(k+1), γ (k+1), Σˆ | y)
p(s(k+1), γ (k+1),Σ(k) | y)
}
.
6 Numerical examples
6.1 ARX networks
The term “ARX network” refers to such a discrete-time
DSF model (2) that each MISO transfer function (3) can
be exactly written as an ARX model. This section con-
sists of two subjects: 1) model generation and simulation
of “stable” ARX networks with random sparse network
topology, and 2) benchmark studies of the proposed in-
ference methods. Note that random generation of ARX
networks is a challenging task due the requirements of
sparsity and stability. The strategy used in our study is
presented in Appendix C of [24].
In the benchmark, we test the reconstruction method
with iterative reweighted l1 method (labeled as “GIRL1”
in Fig. 3), sparse Bayesian learning (labeled as “GSBL”)
and the samplingmethod (labeled as “GSMC” ) for group
sparsity. There are two test scenarios: 1) models with
p = 10 (i.e. #nodes = 10) and different SNRs (SNR =
0, 10, 20, 40 dB); 2) models with SNR = 10 dB and differ-
ent number of nodes p = 5, 10, 15, 20. In each test (with
given p and SNR), we generate 50 stable ARX networks
with random network structures. All models are set to
the same sparsity density 0.2, i.e. the total number of
nonzero entries in Q is 0.2p2. The input signals are in-
dependently and identically distributed Gaussian noise
with zero mean and unit variance. In the test of GIRL1,
the regularization parameter λ is set to as follows: λ =
0.1, 0.1, 0.01, 0.001 for SNR = 0, 10, 20, 40dB, respec-
tively; and λ = 0.05, 0.1, 0.1, 0.1 for p = 5, 10, 15, 20. The
parameter λ is chosen roughly among values in logarith-
mic scales for one model by reviewing the sparsity den-
sity of the inference results (assuming we roughly know
how sparse the network should be), and then is used for
all 50 models. One certainly can apply cross-validation
or bootstrap methods to choose and tailor λ for every
model for better performance.
Considering performance indexes for benchmark,
we use the precision (Prec) and the true positive
rate (TPR), defined as Prec = TP/(TP + FP) and
TPR = TP/(TP + FN), where TP (true positive), FP
(false positive) and FN (false negative) are the stan-
dard concepts in the Receiver Operating Characteristic
(ROC) curve or the Precision Recall curve (e.g. see [40]).
One may understand Prec as the percentage of correct
arcs in the inferred network, and TPR as the percent-
age of correctly inferred arcs in the ground truth. As
analogous to concepts type-I error and type-II error in
statistics, The value of (1−Prec) is asserting the percent-
age of arcs in the inferred network that is absent (a false
hit), and (1−TPR) is failing to assert the percentage of
arcs in the ground truth that are present (a miss).
The box plots of inference results are shown in Fig. 3,
where more details are summarized in Table 1. Fig. 3
tells that GIRL1 has better performance on Prec (larger
means and smaller variances) that GSBL over different
SNRs or #nodes; while the performance on TPR shows
slighter weaker than GSBL. This could be due to conser-
vative choices of the regularization parameter λ, which
gives us freedom to balance between Prec and TPR. A
larger λ mostly helps to improve Prec at the expense of
TPR. The comparison of Prec or TPR of GIRL1 over
different SNRs or #nodes may not be meaningful due
to the use of different λ’s. This comparison for GSBL
shows a slight increase of Prec or TPR when the SNR in-
creases, which, however, is not as significant as our intu-
ition might tell. The reason is that GSBL in theory can
handle data with a reasonably large range of SNRs by es-
timating noise variances reliably. In theMonte Carlo test
of multiple #nodes, as shown in Fig. 3b, one may observe
9
large variances of performance indexes when #nodes is
small. This is mostly due to the total number of arcs in
the ground truth is so small that even inferring one arc
wrongly leads to significant changes on Prec or TPR.
The strength of the sampling method is its low demand
for the length of time series. However, a large length may
slow down the convergence of sampling iterations.
0 10 20 40
SNR (dB)
70
80
90
100
Pr
ec
 (%
)
GIRL1
GSBL
GSMC
0 10 20 40
SNR (dB)
60
70
80
90
100
TP
R
 (%
)
GIRL1
GSBL
GSMC
(a) multiple SNRs
5 10 15 20
#nodes
70
80
90
100
Pr
ec
 (%
)
GIRL1
GSBL
GSMC
5 10 15 20
#nodes
50
60
70
80
90
100
TP
R
 (%
)
GIRL1
GSBL
GSMC
(b) multiple #nodes
Fig. 3. Performance of network inference using iterative
reweighted l1 method (labeled as “GIRL1”), sparse Bayesian
learning (labeled as “GSBL”) and the sampling method for
group sparsity (labeled as “GSMC”). The data sets are gen-
erated from 50 models with different SNRs or #nodes.
6.2 Dynamical structure functions
This section considers a Monte Carlo study of 50 runs of
inference of random stable sparse networks (DSFs) with
40 nodes. In regard to the adjectives for DSFs, here are
further explanations:
• random: the DSF model in each run is randomly
chosen (both network topology and model param-
eters);
• stable: the DSF model is stable, i.e. all poles ofQ,P
andH have negative real parts, and all transmission
zeros of (I − Q) have negative real parts; (see [41,
chap. 2.3])
• sparse: the number of arcs of the network is much
less than that of a complete digraph.
The numerical example emulates the applications in
practice, where the underlying systems evolves continu-
ously in time and the proposed method uses parametric
approaches to estimate network structures. Hence, we
simulate the continuous-time DSF models and then
sample the simulated signals with a chosen sampling
frequency to acquire measurements for later network re-
construction. More details on the procedure is presented
as below:
1) The DSFmodel will be simulated via its state space
realization (both in continuous time). We randomly
generate highly sparse stable A matrices (of di-
mension 80×80) for state space models, and B =
[0, . . . , 1, . . . , 0]T , C = [I40×40 0], D = 0. The sys-
tems in replica are obtained by perturbing nonzero
entries in the A matrix.
2) The ground truth networks are calculated by the
definition of DSF using (A,B,C,D) (see [15]).
3) A step signal is chosen to be the input 3 , and
each state variable is perturbed by a Gaussian
i.i.d. (i.e. process noises). The replica data is ac-
quired by randomly perturbing non-zero elements
in A and performing simulation. The stochastic
differential equation is numerically solved by us-
ing sim.m (choosing the Euler-Maruyama method)
from system identification toolbox in MATLAB.
The sampling frequency is chosen to be 40 times of
the critical frequency of system aliasing (see [42]).
The setup of DSF models makes network inference par-
ticularly challenging. There may exist many loops due
to feedback, whose sizes are fairly random. Moreover, we
fill nonzero values in the position Ai,i+1 of the A-matrix
to ensure each network will not degenerate into a family
of separate small ones.
We apply the iterative reweighted l1 method for group
sparsity. The SBL and the sampling method fail mostly
in the benchmark of random DSFs due to large mod-
elling uncertainty using ARX parametrization. There is
a “trade-off” between Prec and TPR when selecting reg-
ularization parameters λ. In theory, there could be an
optimal value of λ that gives large values of both Prec
and TPR. However, in practice, the Prec is more critical
in the sense that it has to be large enough to keep results
useful. Otherwise, even if the TPR is large, the result
3 Here we choose to have only one input and use a step
signal to simulate the biological data. In biological experi-
ments, we usually do not have many controlled inputs, and
most of them are simple signals, like fixed temperatures,
adding/removing light, fixed pH values, etc.
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Table 1
Summary of inference results for ARX dynamic networks. Each statistic is computed from inference results of 50 random
models. The label “GIRL1” refers to the iterative reweighted l1 method for group sparsity, “GSBL” refers to Sparse Bayesian
Learning and “GSM” refers to sampling methods. In each test, all methods use the same data set, except that “GSM” only
uses 100 points. In the simulation of multiple SNRs, the number of nodes is set to 10 (i.e. p = 10); and in the case of multiple
#nodes, the SNR is set to 10 dB. The lambdas for “GIRL1” are set to λ = 0.1, 0.1, 0.01, 0.001 for SNR = 0, 10, 20, 40dB,
respectively; and λ = 0.05, 0.1, 0.1, 0.1 for p = 5, 10, 15, 20.
(mean±SD) SNRs (dB)
0 10 20 40
Prec (%)
GIRL1 98.96± 2.77 99.58± 1.73 97.94± 3.25 97.34± 4.25
GSBL 89.92± 8.16 93.05± 6.95 93.31± 7.25 93.35± 6.64
GSMC 99.89± 0.74 99.56± 1.53 99.65± 1.39 97.53± 3.80
TPR (%)
GIRL1 88.05± 9.51 83.06± 10.40 92.95± 7.24 95.52± 5.32
GSBL 89.29± 8.25 89.14± 8.45 89.92± 8.81 88.79± 8.36
GSMC 84.84± 10.37 87.80± 7.50 90.55± 7.49 94.01± 6.35
(mean±SD) #nodes
5 10 15 20
Prec (%)
GIRL1 100.00± 0.00 99.80± 1.41 99.45± 1.23 99.17± 1.74
GSBL 94.47± 9.31 91.55± 6.87 93.66± 3.57 93.86± 4.45
GSMC 100.00± 0.00 99.25± 2.07 99.01± 1.97 98.80± 3.02
TPR (%)
GIRL1 93.60± 10.25 86.23± 8.85 85.22± 9.85 86.82± 5.41
GSBL 92.40± 11.35 89.05± 8.39 90.51± 8.59 90.89± 5.22
GSMC 93.20± 10.39 88.68± 8.17 88.35± 8.78 89.67± 5.05
will predicate too many wrong arcs to be useful in ap-
plications. As a rule implied from Fig. 4, in practice, we
may choose a conservative value of λ to make sure that
we could have most predictions of arcs correctly; then,
if more links need to be explored, we could decrease λ
to get more connections covered.
As known in biological data analysis, time series are usu-
ally of low sampling frequencies and have limited num-
bers of samples. To address the importance of these fac-
tors, we run the proposed method over a range of values,
shown in Fig. 4. The sampling frequency is critical for
applying discrete-time approaches for network inference
(see [43]), which can be shown by Fig. 4. The simula-
tion also tells that the length of time series that is at
least four times larger than the number of unknown pa-
rameters could be a fair choice in practice for network
reconstruction.
7 Conclusions
This paper discusses dynamic network reconstruction
from heterogeneous datasets in the framework of dy-
namical structure function (or P. Van den Hof’s network
model). It has been addressed that dynamic network
reconstruction for linear systems can be formulated as
identification of DSFs with sparse structures. To take ad-
vantage of heterogeneous datasets from multiple exper-
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Fig. 4. Performance of the proposed method on 50 random
networks. The value of λ is chosen by performing cross-val-
idation on one network. The sampling frequency fs is the
base value used in system simulations. The data used in re-
construction are sampled from the simulated signals. Here
we use 2 replica datasets, e.g. “#samples = 800” implies each
dataset has 400 samples.
iments, the proposed method integrates all datasets in
one regression form and resorts to group sparsity to guar-
antee network topology being consistent over replica.
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To solve the optimisation problem, the treatments us-
ing classical convex approximation, SBL and sampling
methods have been introduced and extended. The nu-
merical examples have shown the performance of these
methods and revealed several issues that deserve our at-
tentions in practice.
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(Note: The following appendices will not be included in
the final submission to Automatica, but in the complete
draft on ArXiv, which has been cited as [24]. Here we
append it for convenience in review.)
A Dynamical structure functions
Consider a dynamical system given by the discrete-time
state-space representation in the innovations form
x(tk+1) = Ax(tk) +Bu(tk) +Ke(tk),
y(tk) = Cx(tk) +Du(tk) + e(tk),
(A.1)
where x(tk) and y(tk) are real-valued n and p-
dimensional random variables, respectively; u(tk) ∈ Rm,
A,B,C,D,K are of appropriate dimensions; and
{e(tk)}k∈N is a sequence of i.i.d. p-dimensional random
variables with e(tk) ∼ N (0, R). The initial state x(t0)
is assumed to be a Gaussian random variable with un-
known mean m0 and variance R0. Without loss of gen-
erality, we assume n ≥ p and C is of full row rank. The
procedure to define the DSFs from (A.1) mainly refers to
[15,25]. Without loss of generality, suppose that C is full
row rank (see [25] for a general C). Create the n×n state
transformation T =
[
CT E
]T
, where E ∈ Rn×(n−p) is
any basis of the null space of C with T−1 =
[
E¯ E
]
and
E¯ = CT (CCT )−1. Now we change the basis such that
z = Tx, yielding Aˆ = TAT−1, Bˆ = TB, Cˆ = CT−1,
Dˆ = D, K = TK, and partitioned commensurate with
the block partitioning of T and T−1 to give[
z1(tk+1)
z2(tk+1)
]
=
[
Aˆ11 Aˆ12
Aˆ21 Aˆ22
][
z1(tk)
z2(tk)
]
+
[
Bˆ1
Bˆ2
]
u(tk) +
[
Kˆ1
Kˆ2
]
e(tk),
y(tk) =
[
I 0
] [z1(tk)
z2(tk)
]
+Du(tk) + e(tk).
Introduce the shift operator q and solve for z2, yield-
ing qz1(tk) = W (q)z1(tk) + V (q)u(tk) + L(q)e(tk),
where W (q) = Aˆ11 + Aˆ12(qI − Aˆ22)−1Aˆ21, V (q) =
Bˆ1 + Aˆ12(qI − Aˆ22)−1Bˆ2, and L(q) = Hˆ1 + Aˆ12(qI −
Aˆ22)
−1Hˆ2. Let DW (q) = diag(W (q)) be a diago-
nal matrix function composed of the diagonal entries
of W (q). Define Qˆ(q) = (qI − DW )−1(W − DW ),
Pˆ (q) = (qI − DW )−1V , and Hˆ(q) = (qI − DW )−1L,
yielding z1(tk) = Qˆ(q)z1(tk) + Pˆ (q)u(tk) + Hˆ(q)e(tk).
Noting that z1(tk) = y(tk) − Du(tk) − e(tk), the DSF
of (A.1) with respect to y is then given by
Q(q) = Qˆ(q),
P (q) = Pˆ (q) + (I − Qˆ(q))D,
H(q) = Hˆ(q) + (I − Qˆ(q)).
(A.2)
Noting that the elements of Qˆ, Pˆ , Hˆ (except zeros in the
diagonal of Qˆ) are all strictly proper, it is easy to see
thatQ is strictly proper and P,H are proper. It has been
proven in [25] that the DSF defined by this procedure is
invariant to the class of block diagonal transformations
used above, which implies it is a feasible extension of the
definition of DSFs given in [15] for the particular class
of state-space models with C =
[
I 0
]
, D = 0.
B Additional details on parametrization
To implement the (extended) group LASSO, one may
need to find all elements of w that correspond to the
kE-th small group of w (i.e. the kE-th vector w[l]k in w)
or the kS-th large group of w (i.e. the vector wkS ). Here
are the formulas:
• k = (C∑dkE/Ce−1j=1 ρj)·1+[((kE−1) modC)ρdkE/Ce+
1
]
:1 :
(
(kE − 1) modC + 1)ρdkE/Ce
• k =
(
C
∑kS−1
j=1 ρj
)
· 1+ 1:1:CρkS
where ρ is given in (20), 1 is a row vector of 1’s of the
matched dimension, m : 1 :n (m,n ∈ N+) denotes a row
vector [m,m + 1, . . . , n], and dxe denotes the smallest
natural number that is larger than x.
C Model generation of ARX networks
Model generation of ARX networks is not straightfor-
ward due to the requirements of stability and sparsity.
First we need to clarify these three words that quanti-
fies or specifies the ARX networks our study: “random”,
“sparse” and “stable”. The word “random” demands that
both network structures and model parameters are ran-
domly generated. The sparsity demands the network
structures of ARX models being sparse; meanwhile we
avoid such sparse structures that the network degener-
ates into a family of separate small networks, or the net-
work has oversimplified structures, e.g. a tree with depth
2 (models generated by drmodel.m in MATLAB). Our
simulation ensures that the generated networks are not
acyclic, since the feedback loops are essential in phys-
ical systems but challenging to deal with in network
reconstruction. The stability of ARX networks derives
from the definition of network stability for DSFs (see [41,
chap. 2.3]), which requests that each polynomial in A(q)
(our simulation also includes By(q) and Bu(q)) is stable
(i.e. all roots stay inside of the unit circle on the complex
plane), and the resultant MIMO transfer function (from
u to y) is stable. The difficulty on model generation is
due to the latter requirement, since the DSF model with
random sparse network topology may not be BIBO sta-
ble even if each entry (SISO transfer function) in Q and
P has been chosen to be stable and even minimal-phase.
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The idea to guarantee stable ARX networks is to repeti-
tively apply the small gain theorem (e.g., see [44, p. 137]).
First we generate a random sparse Boolean matrix Qo,
which specifies the network structure (to ease later dis-
cussions, we use the transpose of adjacency matrices),
with zero diagonal and nonzero values of Qok,k−1, e.g.,
Fig. C.1. The lower triangular part ofQo specifies a block
y1
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Qo =
2664
0 0 0 1
1 0 1 0
1 1 0 0
1 0 1 0
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Fig. C.1. An example of the Boolean matrix and its digraph.
diagram (with unknown transfer functions) with only
feedforward paths 4 , and the upper triangular part adds
feedback loops (marked in red in Fig. C.1). The key is
to use the small gain theorem to tune the added feed-
back transfer functions one by one to guarantee BIBO
stability. The transfer matrix Q(q) with structure Qo
is created by generating random stable polynomials for
nonzero entries in A,By and Bu, where nonzero en-
tries of By are specified by Qo, and then using (6). The
last step is to tune the gain of each feedback transfer
function, as specified by QoU , using the small gain the-
orem sequentially. Here we will present an example to
show the whole procedure. Suppose that the random
structure for the 4-node network is specified by Qo and
P o = [1 0 0 0]T (the Boolean matrix of P ), and the
block diagram is shown in Fig. C.2, where SISO trans-
fer functions (G1(q), . . . , G8(q) ∈ RH∞) are generated
as aforementioned,
Q =

0 0 0 βG7(q)
G1(q) 0 αG6(q) 0
G4(q) G2(q) 0 0
G5(q) 0 G3(q) 0
 , P =

G8(q)
0
0
0
 ,
(C.1)
and α, β are positive real numbers that need to be tuned
to guarantee stability, G˜6 , αG6, G˜7 , βG7. We start
with the inner loop (labeled as “loop 1” in Fig. C.2) that
is formed by the feedback item G˜6, and applied the small
gain theorem to the interconnected system shown in
Fig. C.3a, which tells to choose α < 1/(‖G2‖∞‖G6‖∞).
We then redraw Fig. C.2 to remove the feedback path of
G˜6, as shown in Fig. C.3b, and the resultant whole block
diagram turns to be Fig. C.3c, where T1 = G1+G4G61−G2G˜6 .
Next we compute the lump-sum transfer function of all
feedforward paths from y1 to y4 and present the fol-
lowing interconnected system in Fig. C.3d, where T2 =
4 By default, we use the order y1 → y2 → y3 → y4 as the
forward path. It is certainly free to define any order as the
default forward path.
(T1G2 +G4)G3 +G5. By applying the small gain theo-
rem, we choose β < 1/(‖T2‖∞‖G7‖∞). As demonstrated
by this example, the idea is to tune the feedback com-
ponent sequentially, from inner loops (e.g., “loop 1” in
Fig. C.2) to outer loops (e.g., “loop 2”), using the small
gain theorem to guarantee the internal stability.
G1
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G2
<latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5vfz+wWGhePSoZaQYt JgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27VSfEfkwVciZglutFGkLKJnQEXQ MD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa4yWqzMVWUoaknt2QjKMKzCVE2fklKXU7slPZ0 OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL4WqxkrvTkmS2P9/AJ656Tb</latexit><latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5vfz+wWGhePSoZaQYt JgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27VSfEfkwVciZglutFGkLKJnQEXQ MD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa4yWqzMVWUoaknt2QjKMKzCVE2fklKXU7slPZ0 OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL4WqxkrvTkmS2P9/AJ656Tb</latexit><latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5vfz+wWGhePSoZaQYt JgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27VSfEfkwVciZglutFGkLKJnQEXQ MD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa4yWqzMVWUoaknt2QjKMKzCVE2fklKXU7slPZ0 OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL4WqxkrvTkmS2P9/AJ656Tb</latexit>
G3
<latexit sha1_base64="v2xPL3DXwUWo9X9h5TjX3mI/GrI=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEhRE/FG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPHjUMlYMm kwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N77xXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXVjDRFlIzqAjo EhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKzCVE2fklKXU7slPZ1 OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh3F6V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QV8paTc</latexit><latexit sha1_base64="v2xPL3DXwUWo9X9h5TjX3mI/GrI=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEhRE/FG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPHjUMlYMm kwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N77xXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXVjDRFlIzqAjo EhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKzCVE2fklKXU7slPZ1 OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh3F6V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QV8paTc</latexit><latexit sha1_base64="v2xPL3DXwUWo9X9h5TjX3mI/GrI=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEhRE/FG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPHjUMlYMm kwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N77xXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXVjDRFlIzqAjo EhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKzCVE2fklKXU7slPZ1 OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh3F6V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QV8paTc</latexit>
G4
<latexit sha1_base64="77okSV2PkKVQnIrP4Yb1pY4CWDY=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEgxJOKNxIMeMYqQQEO2yyts2Hab3VcjIfwEr/oT/DWejAcv/ha3hYOAL9lkMvNeZna8SHCNjvNtZTY2t7Z3sru5vfz+wWGhePSoZawYt JgUUnU8qkHwEFrIUUAnUkADT0DbG18nevsJlOYyfMBJBG5AhyH3OaNoqPubfq1fKDkVJx17HVQXoEQW0+wXrXxvIFkcQIhMUK27VSdCd0oVciZgluvFGiLKxnQIXQ NDGoB2p2nWmX1mmIHtS2VeiHbK/r2Y0kDrSeCZzYDiSK9qCfmf1o3Rr7tTHkYxQsjmRn4sbJR28nF7wBUwFBMDKFPcZLXZiCrK0NSTW7IRFOHZhCgbvySlLid2Svu6 HEdDBTBOCZRS6Jnpr7ra1jpoXVSuKs5drdSoL4rMkhNySs5JlVySBrklTdIijAzJC3klb9a79WF9Wl/z1Yy1uDkmS2P9/AJ+Y6Td</latexit><latexit sha1_base64="77okSV2PkKVQnIrP4Yb1pY4CWDY=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEgxJOKNxIMeMYqQQEO2yyts2Hab3VcjIfwEr/oT/DWejAcv/ha3hYOAL9lkMvNeZna8SHCNjvNtZTY2t7Z3sru5vfz+wWGhePSoZawYt JgUUnU8qkHwEFrIUUAnUkADT0DbG18nevsJlOYyfMBJBG5AhyH3OaNoqPubfq1fKDkVJx17HVQXoEQW0+wXrXxvIFkcQIhMUK27VSdCd0oVciZgluvFGiLKxnQIXQ NDGoB2p2nWmX1mmIHtS2VeiHbK/r2Y0kDrSeCZzYDiSK9qCfmf1o3Rr7tTHkYxQsjmRn4sbJR28nF7wBUwFBMDKFPcZLXZiCrK0NSTW7IRFOHZhCgbvySlLid2Svu6 HEdDBTBOCZRS6Jnpr7ra1jpoXVSuKs5drdSoL4rMkhNySs5JlVySBrklTdIijAzJC3klb9a79WF9Wl/z1Yy1uDkmS2P9/AJ+Y6Td</latexit><latexit sha1_base64="77okSV2PkKVQnIrP4Yb1pY4CWDY=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEgxJOKNxIMeMYqQQEO2yyts2Hab3VcjIfwEr/oT/DWejAcv/ha3hYOAL9lkMvNeZna8SHCNjvNtZTY2t7Z3sru5vfz+wWGhePSoZawYt JgUUnU8qkHwEFrIUUAnUkADT0DbG18nevsJlOYyfMBJBG5AhyH3OaNoqPubfq1fKDkVJx17HVQXoEQW0+wXrXxvIFkcQIhMUK27VSdCd0oVciZgluvFGiLKxnQIXQ NDGoB2p2nWmX1mmIHtS2VeiHbK/r2Y0kDrSeCZzYDiSK9qCfmf1o3Rr7tTHkYxQsjmRn4sbJR28nF7wBUwFBMDKFPcZLXZiCrK0NSTW7IRFOHZhCgbvySlLid2Svu6 HEdDBTBOCZRS6Jnpr7ra1jpoXVSuKs5drdSoL4rMkhNySs5JlVySBrklTdIijAzJC3klb9a79WF9Wl/z1Yy1uDkmS2P9/AJ+Y6Td</latexit>
G5
<latexit sha1_base64="fzhHuGWZDjX5iWg9YjjfM6xSkns=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEgxGvFG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPHjUMlYMm kwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N76JXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXVjDRFlIzqAjo EhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKzCVE2fklKXU7slPZ1 OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh356V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QWAIaTe</latexit><latexit sha1_base64="fzhHuGWZDjX5iWg9YjjfM6xSkns=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEgxGvFG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPHjUMlYMm kwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N76JXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXVjDRFlIzqAjo EhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKzCVE2fklKXU7slPZ1 OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh356V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QWAIaTe</latexit><latexit sha1_base64="fzhHuGWZDjX5iWg9YjjfM6xSkns=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEgxGvFG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPHjUMlYMm kwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N76JXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXVjDRFlIzqAjo EhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKzCVE2fklKXU7slPZ1 OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh356V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QWAIaTe</latexit>
y1
<latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3CXnH/4LBUPnrUMlEMP CaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte64Toy9CVXImYBpoZtoiCkb0yF0DI xoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMsVNVpuNqKIMTT2FJRtBEZ5NiKrxy1LqamandKCr STxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vpfc1Xc9bi5pgsjfXzC9CppQw=</latexit><latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3CXnH/4LBUPnrUMlEMP CaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte64Toy9CVXImYBpoZtoiCkb0yF0DI xoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMsVNVpuNqKIMTT2FJRtBEZ5NiKrxy1LqamandKCr STxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vpfc1Xc9bi5pgsjfXzC9CppQw=</latexit><latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3CXnH/4LBUPnrUMlEMP CaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte64Toy9CVXImYBpoZtoiCkb0yF0DI xoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMsVNVpuNqKIMTT2FJRtBEZ5NiKrxy1LqamandKCr STxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vpfc1Xc9bi5pgsjfXzC9CppQw=</latexit> y3
<latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp7i7t18qHzxoGSsGb SaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte3YnQTahCzgTMCv1YQ0TZhI6gZ2 BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHGT1WZjqihDU0/hj42gCE8mRNX4pSl1NbVT2tfV OBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9TlfzVmLm0PyZ6zvH9QlpQ4=</latexit><latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp7i7t18qHzxoGSsGb SaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte3YnQTahCzgTMCv1YQ0TZhI6gZ2 BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHGT1WZjqihDU0/hj42gCE8mRNX4pSl1NbVT2tfV OBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9TlfzVmLm0PyZ6zvH9QlpQ4=</latexit><latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJHicbVB NT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp7i7t18qHzxoGSsGb SaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte3YnQTahCzgTMCv1YQ0TZhI6gZ2 BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHGT1WZjqihDU0/hj42gCE8mRNX4pSl1NbVT2tfV OBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9TlfzVmLm0PyZ6zvH9QlpQ4=</latexit>
y4
<latexit sha1_base64="1Q8V4F5uzGyDH9LvJTvfgn2GbUQ=">AAACJHicbVBNT8JAFNz6iYgKevTSSEw8EFIMiXgj8eIRoxUSIGS7vMKGbbfZfTUSwk/wqj/BX+ PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT9qGSsGLpNCqo5HNQgegoscBXQiBTTwBLS9yU2it59AaS7DB5xG0A/oKOQ+ZxQNdT8d1AfFslN10rHXQS0DZZJNa1CyCr2hZHEAITJBte7WnAj7M6qQMwHzfC/WEFE2oSPoGhjSAHR/lmad2+eGGdq+VOaFaKfs34sZDbSeBp7ZDCiO9aqWkP9p3Rj9Rn/GwyhGC NnCyI+FjdJOPm4PuQKGYmoAZYqbrDYbU0UZmnrySzaCIjybEBXjl6TUlcROaV9X4mikACYpgVIKPTf91VbbWgfuZfW66tzVy81GVmSOnJIzckFq5Io0yS1pEZcwMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9XjpQ8=</latexit><latexit sha1_base64="1Q8V4F5uzGyDH9LvJTvfgn2GbUQ=">AAACJHicbVBNT8JAFNz6iYgKevTSSEw8EFIMiXgj8eIRoxUSIGS7vMKGbbfZfTUSwk/wqj/BX+ PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT9qGSsGLpNCqo5HNQgegoscBXQiBTTwBLS9yU2it59AaS7DB5xG0A/oKOQ+ZxQNdT8d1AfFslN10rHXQS0DZZJNa1CyCr2hZHEAITJBte7WnAj7M6qQMwHzfC/WEFE2oSPoGhjSAHR/lmad2+eGGdq+VOaFaKfs34sZDbSeBp7ZDCiO9aqWkP9p3Rj9Rn/GwyhGC NnCyI+FjdJOPm4PuQKGYmoAZYqbrDYbU0UZmnrySzaCIjybEBXjl6TUlcROaV9X4mikACYpgVIKPTf91VbbWgfuZfW66tzVy81GVmSOnJIzckFq5Io0yS1pEZcwMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9XjpQ8=</latexit><latexit sha1_base64="1Q8V4F5uzGyDH9LvJTvfgn2GbUQ=">AAACJHicbVBNT8JAFNz6iYgKevTSSEw8EFIMiXgj8eIRoxUSIGS7vMKGbbfZfTUSwk/wqj/BX+ PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT9qGSsGLpNCqo5HNQgegoscBXQiBTTwBLS9yU2it59AaS7DB5xG0A/oKOQ+ZxQNdT8d1AfFslN10rHXQS0DZZJNa1CyCr2hZHEAITJBte7WnAj7M6qQMwHzfC/WEFE2oSPoGhjSAHR/lmad2+eGGdq+VOaFaKfs34sZDbSeBp7ZDCiO9aqWkP9p3Rj9Rn/GwyhGC NnCyI+FjdJOPm4PuQKGYmoAZYqbrDYbU0UZmnrySzaCIjybEBXjl6TUlcROaV9X4mikACYpgVIKPTf91VbbWgfuZfW66tzVy81GVmSOnJIzckFq5Io0yS1pEZcwMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9XjpQ8=</latexit>
y2
<latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJHicbVB NT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT9qGSsGb SaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2rORG6M6qQMwHzfD/WEFE2oSPoGR jSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeImq83GVFGGpp78ko2gCM8mRMX4JSl1JbFT2teV OBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9JnpQ0=</latexit><latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJHicbVB NT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT9qGSsGb SaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2rORG6M6qQMwHzfD/WEFE2oSPoGR jSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeImq83GVFGGpp78ko2gCM8mRMX4JSl1JbFT2teV OBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9JnpQ0=</latexit><latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJHicbVB NT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT9qGSsGb SaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2rORG6M6qQMwHzfD/WEFE2oSPoGR jSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeImq83GVFGGpp78ko2gCM8mRMX4JSl1JbFT2teV OBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9JnpQ0=</latexit>
+
+
+
+
+
+
+
+
G˜7
<latexit sha1_base64="wJyK2Z8hL3lr8Y3ASejIIzPZzgE=">AAACLHicbVB NSwJRFH3Tp5mV1rLNkAQtRMYItJ3QopYGmYIO8uZ5Rx++mTe8dyeSwZ/Rtn5Cv6ZFRNt+R29GF6lduHA4517O4XiR4Bod59Pa2Nza3tnN7eX3CweHR8XS8aOWsWLQZ lJI1fWoBsFDaCNHAd1IAQ08AR1vcpPqnSdQmsvwAacRuAEdhdznjKKhen3kYgjJ7WxQHxTLTtXJxl4HtQUok8W0BiWr0B9KFgcQIhNU617NidBNqELOBMzy/VhDRN mEjqBnYEgD0G6SZZ7Z54YZ2r5UZkO0M/bvR0IDraeBZy4DimO9qqXkf1ovRr/hJjyMYoSQzY38WNgo7bQAe8gVMBRTAyhT3GS12ZgqytDUlF+yERTh2YSoGL80pa6k dkr7uhJHIwUwyQiUUuiZ6a+22tY6aF9Wr6vO/VW52VgUmSOn5IxckBqpkya5Iy3SJoxI8kJeyZv1bn1YX9b3/HTDWvyckKWxfn4Brmiolg==</latexit><latexit sha1_base64="wJyK2Z8hL3lr8Y3ASejIIzPZzgE=">AAACLHicbVB NSwJRFH3Tp5mV1rLNkAQtRMYItJ3QopYGmYIO8uZ5Rx++mTe8dyeSwZ/Rtn5Cv6ZFRNt+R29GF6lduHA4517O4XiR4Bod59Pa2Nza3tnN7eX3CweHR8XS8aOWsWLQZ lJI1fWoBsFDaCNHAd1IAQ08AR1vcpPqnSdQmsvwAacRuAEdhdznjKKhen3kYgjJ7WxQHxTLTtXJxl4HtQUok8W0BiWr0B9KFgcQIhNU617NidBNqELOBMzy/VhDRN mEjqBnYEgD0G6SZZ7Z54YZ2r5UZkO0M/bvR0IDraeBZy4DimO9qqXkf1ovRr/hJjyMYoSQzY38WNgo7bQAe8gVMBRTAyhT3GS12ZgqytDUlF+yERTh2YSoGL80pa6k dkr7uhJHIwUwyQiUUuiZ6a+22tY6aF9Wr6vO/VW52VgUmSOn5IxckBqpkya5Iy3SJoxI8kJeyZv1bn1YX9b3/HTDWvyckKWxfn4Brmiolg==</latexit><latexit sha1_base64="wJyK2Z8hL3lr8Y3ASejIIzPZzgE=">AAACLHicbVB NSwJRFH3Tp5mV1rLNkAQtRMYItJ3QopYGmYIO8uZ5Rx++mTe8dyeSwZ/Rtn5Cv6ZFRNt+R29GF6lduHA4517O4XiR4Bod59Pa2Nza3tnN7eX3CweHR8XS8aOWsWLQZ lJI1fWoBsFDaCNHAd1IAQ08AR1vcpPqnSdQmsvwAacRuAEdhdznjKKhen3kYgjJ7WxQHxTLTtXJxl4HtQUok8W0BiWr0B9KFgcQIhNU617NidBNqELOBMzy/VhDRN mEjqBnYEgD0G6SZZ7Z54YZ2r5UZkO0M/bvR0IDraeBZy4DimO9qqXkf1ovRr/hJjyMYoSQzY38WNgo7bQAe8gVMBRTAyhT3GS12ZgqytDUlF+yERTh2YSoGL80pa6k dkr7uhJHIwUwyQiUUuiZ6a+22tY6aF9Wr6vO/VW52VgUmSOn5IxckBqpkya5Iy3SJoxI8kJeyZv1bn1YX9b3/HTDWvyckKWxfn4Brmiolg==</latexit>
G˜6
<latexit sha1_base64="Nl095w1SYiU0hoUNhHf7Ln88oNI=">AAACLHicbVB NSwJRFH1jX2ZWWss2QxK0EBkjynZCi1oaNCmoyJvnHX34Zt7w3p1IBn9G2/oJ/ZoWEW37Hb0ZXZR24cLhnHs5h+NFgmt0nA8rt7a+sbmV3y7sFHf39kvlgwctY8XAZ VJI1fGoBsFDcJGjgE6kgAaegLY3uU719iMozWV4j9MI+gEdhdznjKKhuj3kYgjJzWxwMShVnJqTjb0K6gtQIYtpDcpWsTeULA4gRCao1t26E2E/oQo5EzAr9GINEW UTOoKugSENQPeTLPPMPjHM0PalMhuinbG/PxIaaD0NPHMZUBzrZS0l/9O6MfqNfsLDKEYI2dzIj4WN0k4LsIdcAUMxNYAyxU1Wm42pogxNTYU/NoIiPJkQVeOXptTV 1E5pX1fjaKQAJhmBUgo9M/3Vl9taBe5Z7arm3J1Xmo1FkXlyRI7JKamTS9Ikt6RFXMKIJM/khbxab9a79Wl9zU9z1uLnkPwZ6/sHrKqolQ==</latexit><latexit sha1_base64="Nl095w1SYiU0hoUNhHf7Ln88oNI=">AAACLHicbVB NSwJRFH1jX2ZWWss2QxK0EBkjynZCi1oaNCmoyJvnHX34Zt7w3p1IBn9G2/oJ/ZoWEW37Hb0ZXZR24cLhnHs5h+NFgmt0nA8rt7a+sbmV3y7sFHf39kvlgwctY8XAZ VJI1fGoBsFDcJGjgE6kgAaegLY3uU719iMozWV4j9MI+gEdhdznjKKhuj3kYgjJzWxwMShVnJqTjb0K6gtQIYtpDcpWsTeULA4gRCao1t26E2E/oQo5EzAr9GINEW UTOoKugSENQPeTLPPMPjHM0PalMhuinbG/PxIaaD0NPHMZUBzrZS0l/9O6MfqNfsLDKEYI2dzIj4WN0k4LsIdcAUMxNYAyxU1Wm42pogxNTYU/NoIiPJkQVeOXptTV 1E5pX1fjaKQAJhmBUgo9M/3Vl9taBe5Z7arm3J1Xmo1FkXlyRI7JKamTS9Ikt6RFXMKIJM/khbxab9a79Wl9zU9z1uLnkPwZ6/sHrKqolQ==</latexit><latexit sha1_base64="Nl095w1SYiU0hoUNhHf7Ln88oNI=">AAACLHicbVB NSwJRFH1jX2ZWWss2QxK0EBkjynZCi1oaNCmoyJvnHX34Zt7w3p1IBn9G2/oJ/ZoWEW37Hb0ZXZR24cLhnHs5h+NFgmt0nA8rt7a+sbmV3y7sFHf39kvlgwctY8XAZ VJI1fGoBsFDcJGjgE6kgAaegLY3uU719iMozWV4j9MI+gEdhdznjKKhuj3kYgjJzWxwMShVnJqTjb0K6gtQIYtpDcpWsTeULA4gRCao1t26E2E/oQo5EzAr9GINEW UTOoKugSENQPeTLPPMPjHM0PalMhuinbG/PxIaaD0NPHMZUBzrZS0l/9O6MfqNfsLDKEYI2dzIj4WN0k4LsIdcAUMxNYAyxU1Wm42pogxNTYU/NoIiPJkQVeOXptTV 1E5pX1fjaKQAJhmBUgo9M/3Vl9taBe5Z7arm3J1Xmo1FkXlyRI7JKamTS9Ikt6RFXMKIJM/khbxab9a79Wl9zU9z1uLnkPwZ6/sHrKqolQ==</latexit>
loop 1
loop 2
Fig. C.2. Block diagram of example (C.1) (neglecting inputs).
G2
<latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJH icbVBNT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5v fz+wWGhePSoZaQYtJgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27 VSfEfkwVciZglutFGkLKJnQEXQMD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa 4yWqzMVWUoaknt2QjKMKzCVE2fklKXU7slPZ0OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL 4WqxkrvTkmS2P9/AJ656Tb</latexit><latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJH icbVBNT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5v fz+wWGhePSoZaQYtJgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27 VSfEfkwVciZglutFGkLKJnQEXQMD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa 4yWqzMVWUoaknt2QjKMKzCVE2fklKXU7slPZ0OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL 4WqxkrvTkmS2P9/AJ656Tb</latexit><latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJH icbVBNT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5v fz+wWGhePSoZaQYtJgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27 VSfEfkwVciZglutFGkLKJnQEXQMD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa 4yWqzMVWUoaknt2QjKMKzCVE2fklKXU7slPZ0OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL 4WqxkrvTkmS2P9/AJ656Tb</latexit>
y2
<latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJH icbVBNT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v 3BweFQsHT9qGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2r ORG6M6qQMwHzfD/WEFE2oSPoGRjSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeI mq83GVFGGpp78ko2gCM8mRMX4JSl1JbFT2teVOBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS 1WN6zs5oQsjfXzC9JnpQ0=</latexit><latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJH icbVBNT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v 3BweFQsHT9qGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2r ORG6M6qQMwHzfD/WEFE2oSPoGRjSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeI mq83GVFGGpp78ko2gCM8mRMX4JSl1JbFT2teVOBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS 1WN6zs5oQsjfXzC9JnpQ0=</latexit><latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJH icbVBNT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v 3BweFQsHT9qGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2r ORG6M6qQMwHzfD/WEFE2oSPoGRjSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeI mq83GVFGGpp78ko2gCM8mRMX4JSl1JbFT2teVOBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS 1WN6zs5oQsjfXzC9JnpQ0=</latexit>
y3
<latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJH icbVBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp 7i7t18qHzxoGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte 3YnQTahCzgTMCv1YQ0TZhI6gZ2BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHG T1WZjqihDU0/hj42gCE8mRNX4pSl1NbVT2tfVOBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9T lfzVmLm0PyZ6zvH9QlpQ4=</latexit><latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJH icbVBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp 7i7t18qHzxoGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte 3YnQTahCzgTMCv1YQ0TZhI6gZ2BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHG T1WZjqihDU0/hj42gCE8mRNX4pSl1NbVT2tfVOBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9T lfzVmLm0PyZ6zvH9QlpQ4=</latexit><latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJH icbVBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp 7i7t18qHzxoGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte 3YnQTahCzgTMCv1YQ0TZhI6gZ2BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHG T1WZjqihDU0/hj42gCE8mRNX4pSl1NbVT2tfVOBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9T lfzVmLm0PyZ6zvH9QlpQ4=</latexit>
G˜6
<latexit sha1_base64="Nl095w1SYiU0hoUNhHf7Ln88oNI=">AAACLH icbVBNSwJRFH1jX2ZWWss2QxK0EBkjynZCi1oaNCmoyJvnHX34Zt7w3p1IBn9G2/oJ/ZoWEW37Hb0ZXZR24cLhnHs5h+NFgmt0nA8rt7a+sbmV3y7sF Hf39kvlgwctY8XAZVJI1fGoBsFDcJGjgE6kgAaegLY3uU719iMozWV4j9MI+gEdhdznjKKhuj3kYgjJzWxwMShVnJqTjb0K6gtQIYtpDcpWsTeULA4g RCao1t26E2E/oQo5EzAr9GINEWUTOoKugSENQPeTLPPMPjHM0PalMhuinbG/PxIaaD0NPHMZUBzrZS0l/9O6MfqNfsLDKEYI2dzIj4WN0k4LsIdcAUM xNYAyxU1Wm42pogxNTYU/NoIiPJkQVeOXptTV1E5pX1fjaKQAJhmBUgo9M/3Vl9taBe5Z7arm3J1Xmo1FkXlyRI7JKamTS9Ikt6RFXMKIJM/khbxab9 a79Wl9zU9z1uLnkPwZ6/sHrKqolQ==</latexit><latexit sha1_base64="Nl095w1SYiU0hoUNhHf7Ln88oNI=">AAACLH icbVBNSwJRFH1jX2ZWWss2QxK0EBkjynZCi1oaNCmoyJvnHX34Zt7w3p1IBn9G2/oJ/ZoWEW37Hb0ZXZR24cLhnHs5h+NFgmt0nA8rt7a+sbmV3y7sF Hf39kvlgwctY8XAZVJI1fGoBsFDcJGjgE6kgAaegLY3uU719iMozWV4j9MI+gEdhdznjKKhuj3kYgjJzWxwMShVnJqTjb0K6gtQIYtpDcpWsTeULA4g RCao1t26E2E/oQo5EzAr9GINEWUTOoKugSENQPeTLPPMPjHM0PalMhuinbG/PxIaaD0NPHMZUBzrZS0l/9O6MfqNfsLDKEYI2dzIj4WN0k4LsIdcAUM xNYAyxU1Wm42pogxNTYU/NoIiPJkQVeOXptTV1E5pX1fjaKQAJhmBUgo9M/3Vl9taBe5Z7arm3J1Xmo1FkXlyRI7JKamTS9Ikt6RFXMKIJM/khbxab9 a79Wl9zU9z1uLnkPwZ6/sHrKqolQ==</latexit><latexit sha1_base64="Nl095w1SYiU0hoUNhHf7Ln88oNI=">AAACLH icbVBNSwJRFH1jX2ZWWss2QxK0EBkjynZCi1oaNCmoyJvnHX34Zt7w3p1IBn9G2/oJ/ZoWEW37Hb0ZXZR24cLhnHs5h+NFgmt0nA8rt7a+sbmV3y7sF Hf39kvlgwctY8XAZVJI1fGoBsFDcJGjgE6kgAaegLY3uU719iMozWV4j9MI+gEdhdznjKKhuj3kYgjJzWxwMShVnJqTjb0K6gtQIYtpDcpWsTeULA4g RCao1t26E2E/oQo5EzAr9GINEWUTOoKugSENQPeTLPPMPjHM0PalMhuinbG/PxIaaD0NPHMZUBzrZS0l/9O6MfqNfsLDKEYI2dzIj4WN0k4LsIdcAUM xNYAyxU1Wm42pogxNTYU/NoIiPJkQVeOXptTV1E5pX1fjaKQAJhmBUgo9M/3Vl9taBe5Z7arm3J1Xmo1FkXlyRI7JKamTS9Ikt6RFXMKIJM/khbxab9 a79Wl9zU9z1uLnkPwZ6/sHrKqolQ==</latexit>
+
+
+
+
(a) lump-sum system
G2
<latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5vfz+ wWGhePSoZaQYtJgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27VSfEf kwVciZglutFGkLKJnQEXQMD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa4yWqzM VWUoaknt2QjKMKzCVE2fklKXU7slPZ0OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL4WqxkrvT kmS2P9/AJ656Tb</latexit><latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5vfz+ wWGhePSoZaQYtJgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27VSfEf kwVciZglutFGkLKJnQEXQMD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa4yWqzM VWUoaknt2QjKMKzCVE2fklKXU7slPZ0OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL4WqxkrvT kmS2P9/AJ656Tb</latexit><latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5vfz+ wWGhePSoZaQYtJgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27VSfEf kwVciZglutFGkLKJnQEXQMD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa4yWqzM VWUoaknt2QjKMKzCVE2fklKXU7slPZ0OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL4WqxkrvT kmS2P9/AJ656Tb</latexit>
G4
<latexit sha1_base64="77okSV2PkKVQnIrP4Yb1pY4CWDY=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEgxJOKNxIMeMYqQQEO2yyts2Hab3VcjIfwEr/oT/DWejAcv/ha3hYOAL9lkMvNeZna8SHCNjvNtZTY2t7Z3sru5vfz+ wWGhePSoZawYtJgUUnU8qkHwEFrIUUAnUkADT0DbG18nevsJlOYyfMBJBG5AhyH3OaNoqPubfq1fKDkVJx17HVQXoEQW0+wXrXxvIFkcQIhMUK27VSdCd 0oVciZgluvFGiLKxnQIXQNDGoB2p2nWmX1mmIHtS2VeiHbK/r2Y0kDrSeCZzYDiSK9qCfmf1o3Rr7tTHkYxQsjmRn4sbJR28nF7wBUwFBMDKFPcZLXZi CrK0NSTW7IRFOHZhCgbvySlLid2Svu6HEdDBTBOCZRS6Jnpr7ra1jpoXVSuKs5drdSoL4rMkhNySs5JlVySBrklTdIijAzJC3klb9a79WF9Wl/z1Yy1uD kmS2P9/AJ+Y6Td</latexit><latexit sha1_base64="77okSV2PkKVQnIrP4Yb1pY4CWDY=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEgxJOKNxIMeMYqQQEO2yyts2Hab3VcjIfwEr/oT/DWejAcv/ha3hYOAL9lkMvNeZna8SHCNjvNtZTY2t7Z3sru5vfz+ wWGhePSoZawYtJgUUnU8qkHwEFrIUUAnUkADT0DbG18nevsJlOYyfMBJBG5AhyH3OaNoqPubfq1fKDkVJx17HVQXoEQW0+wXrXxvIFkcQIhMUK27VSdCd 0oVciZgluvFGiLKxnQIXQNDGoB2p2nWmX1mmIHtS2VeiHbK/r2Y0kDrSeCZzYDiSK9qCfmf1o3Rr7tTHkYxQsjmRn4sbJR28nF7wBUwFBMDKFPcZLXZi CrK0NSTW7IRFOHZhCgbvySlLid2Svu6HEdDBTBOCZRS6Jnpr7ra1jpoXVSuKs5drdSoL4rMkhNySs5JlVySBrklTdIijAzJC3klb9a79WF9Wl/z1Yy1uD kmS2P9/AJ+Y6Td</latexit><latexit sha1_base64="77okSV2PkKVQnIrP4Yb1pY4CWDY=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEgxJOKNxIMeMYqQQEO2yyts2Hab3VcjIfwEr/oT/DWejAcv/ha3hYOAL9lkMvNeZna8SHCNjvNtZTY2t7Z3sru5vfz+ wWGhePSoZawYtJgUUnU8qkHwEFrIUUAnUkADT0DbG18nevsJlOYyfMBJBG5AhyH3OaNoqPubfq1fKDkVJx17HVQXoEQW0+wXrXxvIFkcQIhMUK27VSdCd 0oVciZgluvFGiLKxnQIXQNDGoB2p2nWmX1mmIHtS2VeiHbK/r2Y0kDrSeCZzYDiSK9qCfmf1o3Rr7tTHkYxQsjmRn4sbJR28nF7wBUwFBMDKFPcZLXZi CrK0NSTW7IRFOHZhCgbvySlLid2Svu6HEdDBTBOCZRS6Jnpr7ra1jpoXVSuKs5drdSoL4rMkhNySs5JlVySBrklTdIijAzJC3klb9a79WF9Wl/z1Yy1uD kmS2P9/AJ+Y6Td</latexit>
y1
<latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3CXnH/ 4LBUPnrUMlEMPCaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte64Toy9C VXImYBpoZtoiCkb0yF0DIxoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMsVNVpuNq KIMTT2FJRtBEZ5NiKrxy1LqamandKCrSTxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vpfc1Xc9bi5p gsjfXzC9CppQw=</latexit><latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3CXnH/ 4LBUPnrUMlEMPCaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte64Toy9C VXImYBpoZtoiCkb0yF0DIxoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMsVNVpuNq KIMTT2FJRtBEZ5NiKrxy1LqamandKCrSTxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vpfc1Xc9bi5p gsjfXzC9CppQw=</latexit><latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3CXnH/ 4LBUPnrUMlEMPCaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte64Toy9C VXImYBpoZtoiCkb0yF0DIxoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMsVNVpuNq KIMTT2FJRtBEZ5NiKrxy1LqamandKCrSTxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vpfc1Xc9bi5p gsjfXzC9CppQw=</latexit>
y3
<latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp7i7 t18qHzxoGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte3YnQT ahCzgTMCv1YQ0TZhI6gZ2BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHGT1WZjq ihDU0/hj42gCE8mRNX4pSl1NbVT2tfVOBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9TlfzVmLm0 PyZ6zvH9QlpQ4=</latexit><latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp7i7 t18qHzxoGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte3YnQT ahCzgTMCv1YQ0TZhI6gZ2BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHGT1WZjq ihDU0/hj42gCE8mRNX4pSl1NbVT2tfVOBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9TlfzVmLm0 PyZ6zvH9QlpQ4=</latexit><latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJHi cbVBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp7i7 t18qHzxoGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte3YnQT ahCzgTMCv1YQ0TZhI6gZ2BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHGT1WZjq ihDU0/hj42gCE8mRNX4pSl1NbVT2tfVOBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9TlfzVmLm0 PyZ6zvH9QlpQ4=</latexit>
y2
<latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJHi cbVBNT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3Bw eFQsHT9qGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2rORG6M 6qQMwHzfD/WEFE2oSPoGRjSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeImq83GV FGGpp78ko2gCM8mRMX4JSl1JbFT2teVOBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS1WN6zs5o QsjfXzC9JnpQ0=</latexit><latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJHi cbVBNT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3Bw eFQsHT9qGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2rORG6M 6qQMwHzfD/WEFE2oSPoGRjSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeImq83GV FGGpp78ko2gCM8mRMX4JSl1JbFT2teVOBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS1WN6zs5o QsjfXzC9JnpQ0=</latexit><latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJHi cbVBNT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3Bw eFQsHT9qGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2rORG6M 6qQMwHzfD/WEFE2oSPoGRjSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeImq83GV FGGpp78ko2gCM8mRMX4JSl1JbFT2teVOBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS1WN6zs5o QsjfXzC9JnpQ0=</latexit>
+
+
T1
<latexit sha1_base64="XJtrp4ojMCg0DnDMs2duuV8Acd8=">AAACJHi cbVBNT8JAFNz6iYgKevTSSEw8ENIaE/FG4sUjRhASaMh2eYUN226z+2okhJ/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4fC67Rcb6tjc2t7Z3d3F5+v3Bw eFQsHT9qmSgGLSaFVB2fahA8ghZyFNCJFdDQF9D2x7ep3n4CpbmMmjiJwQvpMOIBZxQN9dDsu/1i2ak687HXgZuBMsmm0S9Zhd5AsiSECJmgWnddJ0ZvS hVyJmCW7yUaYsrGdAhdAyMagvam86wz+9wwAzuQyrwI7Tn792JKQ60noW82Q4ojvaql5H9aN8Gg5k15FCcIEVsYBYmwUdrpx+0BV8BQTAygTHGT1WYjq ihDU09+yUZQhGcTomL80pS6ktopHehKEg8VwHhOoJRCz0x/7mpb66B1Wb2pOvdX5XotKzJHTskZuSAuuSZ1ckcapEUYGZIX8krerHfrw/q0vharG1Z2c0 KWxvr5BY/ppOc=</latexit><latexit sha1_base64="XJtrp4ojMCg0DnDMs2duuV8Acd8=">AAACJHi cbVBNT8JAFNz6iYgKevTSSEw8ENIaE/FG4sUjRhASaMh2eYUN226z+2okhJ/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4fC67Rcb6tjc2t7Z3d3F5+v3Bw eFQsHT9qmSgGLSaFVB2fahA8ghZyFNCJFdDQF9D2x7ep3n4CpbmMmjiJwQvpMOIBZxQN9dDsu/1i2ak687HXgZuBMsmm0S9Zhd5AsiSECJmgWnddJ0ZvS hVyJmCW7yUaYsrGdAhdAyMagvam86wz+9wwAzuQyrwI7Tn792JKQ60noW82Q4ojvaql5H9aN8Gg5k15FCcIEVsYBYmwUdrpx+0BV8BQTAygTHGT1WYjq ihDU09+yUZQhGcTomL80pS6ktopHehKEg8VwHhOoJRCz0x/7mpb66B1Wb2pOvdX5XotKzJHTskZuSAuuSZ1ckcapEUYGZIX8krerHfrw/q0vharG1Z2c0 KWxvr5BY/ppOc=</latexit><latexit sha1_base64="XJtrp4ojMCg0DnDMs2duuV8Acd8=">AAACJHi cbVBNT8JAFNz6iYgKevTSSEw8ENIaE/FG4sUjRhASaMh2eYUN226z+2okhJ/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4fC67Rcb6tjc2t7Z3d3F5+v3Bw eFQsHT9qmSgGLSaFVB2fahA8ghZyFNCJFdDQF9D2x7ep3n4CpbmMmjiJwQvpMOIBZxQN9dDsu/1i2ak687HXgZuBMsmm0S9Zhd5AsiSECJmgWnddJ0ZvS hVyJmCW7yUaYsrGdAhdAyMagvam86wz+9wwAzuQyrwI7Tn792JKQ60noW82Q4ojvaql5H9aN8Gg5k15FCcIEVsYBYmwUdrpx+0BV8BQTAygTHGT1WYjq ihDU09+yUZQhGcTomL80pS6ktopHehKEg8VwHhOoJRCz0x/7mpb66B1Wb2pOvdX5XotKzJHTskZuSAuuSZ1ckcapEUYGZIX8krerHfrw/q0vharG1Z2c0 KWxvr5BY/ppOc=</latexit>
(b) intermediate subsystem
G2
<latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5vfz+wWGheP SoZaQYtJgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27VSfEfkwVciZglut FGkLKJnQEXQMD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa4yWqzMVWUoaknt2QjKMKz CVE2fklKXU7slPZ0OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL4WqxkrvTkmS2P9/AJ656Tb</late xit><latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5vfz+wWGheP SoZaQYtJgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27VSfEfkwVciZglut FGkLKJnQEXQMD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa4yWqzMVWUoaknt2QjKMKz CVE2fklKXU7slPZ0OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL4WqxkrvTkmS2P9/AJ656Tb</late xit><latexit sha1_base64="uAsj4XHl5/BpI18Otu9lHEAMjgk=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEghJuKNxIMeMYqQACHb5RU2bLvN7quRNPwEr/oT/DWejAcv/ha30IOAL9lkMvNeZnbcUHCNjvNtZTY2t7Z3sru5vfz+wWGheP SoZaQYtJgUUnVcqkHwAFrIUUAnVEB9V0DbnVwnevsJlOYyeMBpCH2fjgLucUbRUPc3g9qgUHIqznzsdVBNQYmk0xwUrXxvKFnkQ4BMUK27VSfEfkwVciZglut FGkLKJnQEXQMD6oPux/OsM/vMMEPbk8q8AO05+/cipr7WU981mz7FsV7VEvI/rRuhV+/HPAgjhIAtjLxI2Cjt5OP2kCtgKKYGUKa4yWqzMVWUoaknt2QjKMKz CVE2fklKXU7slPZ0OQpHCmAyJ1BKoWemv+pqW+ugVatcVZy7i1KjnhaZJSfklJyTKrkkDXJLmqRFGBmRF/JK3qx368P6tL4WqxkrvTkmS2P9/AJ656Tb</late xit>
G3
<latexit sha1_base64="v2xPL3DXwUWo9X9h5TjX3mI/GrI=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPH jUMlYMmkwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N77xXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXV jDRFlIzqAjoEhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKz CVE2fklKXU7slPZ1OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh3F6V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QV8paTc</late xit><latexit sha1_base64="v2xPL3DXwUWo9X9h5TjX3mI/GrI=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPH jUMlYMmkwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N77xXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXV jDRFlIzqAjoEhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKz CVE2fklKXU7slPZ1OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh3F6V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QV8paTc</late xit><latexit sha1_base64="v2xPL3DXwUWo9X9h5TjX3mI/GrI=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPH jUMlYMmkwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N77xXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXV jDRFlIzqAjoEhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKz CVE2fklKXU7slPZ1OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh3F6V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QV8paTc</late xit>
G4
<latexit sha1_base64="77okSV2PkKVQnIrP4Yb1pY4CWDY=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEgxJOKNxIMeMYqQQEO2yyts2Hab3VcjIfwEr/oT/DWejAcv/ha3hYOAL9lkMvNeZna8SHCNjvNtZTY2t7Z3sru5vfz+wWGheP SoZawYtJgUUnU8qkHwEFrIUUAnUkADT0DbG18nevsJlOYyfMBJBG5AhyH3OaNoqPubfq1fKDkVJx17HVQXoEQW0+wXrXxvIFkcQIhMUK27VSdCd0oVciZgluv FGiLKxnQIXQNDGoB2p2nWmX1mmIHtS2VeiHbK/r2Y0kDrSeCZzYDiSK9qCfmf1o3Rr7tTHkYxQsjmRn4sbJR28nF7wBUwFBMDKFPcZLXZiCrK0NSTW7IRFOHZ hCgbvySlLid2Svu6HEdDBTBOCZRS6Jnpr7ra1jpoXVSuKs5drdSoL4rMkhNySs5JlVySBrklTdIijAzJC3klb9a79WF9Wl/z1Yy1uDkmS2P9/AJ+Y6Td</late xit><latexit sha1_base64="77okSV2PkKVQnIrP4Yb1pY4CWDY=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEgxJOKNxIMeMYqQQEO2yyts2Hab3VcjIfwEr/oT/DWejAcv/ha3hYOAL9lkMvNeZna8SHCNjvNtZTY2t7Z3sru5vfz+wWGheP SoZawYtJgUUnU8qkHwEFrIUUAnUkADT0DbG18nevsJlOYyfMBJBG5AhyH3OaNoqPubfq1fKDkVJx17HVQXoEQW0+wXrXxvIFkcQIhMUK27VSdCd0oVciZgluv FGiLKxnQIXQNDGoB2p2nWmX1mmIHtS2VeiHbK/r2Y0kDrSeCZzYDiSK9qCfmf1o3Rr7tTHkYxQsjmRn4sbJR28nF7wBUwFBMDKFPcZLXZiCrK0NSTW7IRFOHZ hCgbvySlLid2Svu6HEdDBTBOCZRS6Jnpr7ra1jpoXVSuKs5drdSoL4rMkhNySs5JlVySBrklTdIijAzJC3klb9a79WF9Wl/z1Yy1uDkmS2P9/AJ+Y6Td</late xit><latexit sha1_base64="77okSV2PkKVQnIrP4Yb1pY4CWDY=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEgxJOKNxIMeMYqQQEO2yyts2Hab3VcjIfwEr/oT/DWejAcv/ha3hYOAL9lkMvNeZna8SHCNjvNtZTY2t7Z3sru5vfz+wWGheP SoZawYtJgUUnU8qkHwEFrIUUAnUkADT0DbG18nevsJlOYyfMBJBG5AhyH3OaNoqPubfq1fKDkVJx17HVQXoEQW0+wXrXxvIFkcQIhMUK27VSdCd0oVciZgluv FGiLKxnQIXQNDGoB2p2nWmX1mmIHtS2VeiHbK/r2Y0kDrSeCZzYDiSK9qCfmf1o3Rr7tTHkYxQsjmRn4sbJR28nF7wBUwFBMDKFPcZLXZiCrK0NSTW7IRFOHZ hCgbvySlLid2Svu6HEdDBTBOCZRS6Jnpr7ra1jpoXVSuKs5drdSoL4rMkhNySs5JlVySBrklTdIijAzJC3klb9a79WF9Wl/z1Yy1uDkmS2P9/AJ+Y6Td</late xit>
G5
<latexit sha1_base64="fzhHuGWZDjX5iWg9YjjfM6xSkns=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEgxGvFG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPH jUMlYMmkwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N76JXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXV jDRFlIzqAjoEhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKz CVE2fklKXU7slPZ1OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh356V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QWAIaTe</late xit><latexit sha1_base64="fzhHuGWZDjX5iWg9YjjfM6xSkns=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEgxGvFG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPH jUMlYMmkwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N76JXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXV jDRFlIzqAjoEhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKz CVE2fklKXU7slPZ1OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh356V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QWAIaTe</late xit><latexit sha1_base64="fzhHuGWZDjX5iWg9YjjfM6xSkns=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEgxGvFG4kGPGEVIoCHb5RU2bLvN7quREH6CV/0J/hpPxoMXf4tb6EHAl2wymXkvMzteJLhGx/m2MmvrG5tb2e3cTn53b79QPH jUMlYMmkwKqdoe1SB4CE3kKKAdKaCBJ6Dlja4TvfUESnMZPuA4Ajegg5D7nFE01P1N76JXKDkVZzb2KqimoETSafSKVr7blywOIEQmqNadqhOhO6EKORMwzXV jDRFlIzqAjoEhDUC7k1nWqX1imL7tS2VeiPaM/XsxoYHW48AzmwHFoV7WEvI/rROjX3MnPIxihJDNjfxY2Cjt5ON2nytgKMYGUKa4yWqzIVWUoaknt2AjKMKz CVE2fklKXU7slPZ1OY4GCmA0I1BKoaemv+pyW6ugeVa5qjh356V6LS0yS47IMTklVXJJ6uSWNEiTMDIgL+SVvFnv1of1aX3NVzNWenNIFsb6+QWAIaTe</late xit>
y1
<latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3CXnH/4LBUPn rUMlEMPCaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte64Toy9CVXImYBpoZt oiCkb0yF0DIxoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMsVNVpuNqKIMTT2FJRtBEZ5N iKrxy1LqamandKCrSTxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vpfc1Xc9bi5pgsjfXzC9CppQw=</late xit><latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3CXnH/4LBUPn rUMlEMPCaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte64Toy9CVXImYBpoZt oiCkb0yF0DIxoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMsVNVpuNqKIMTT2FJRtBEZ5N iKrxy1LqamandKCrSTxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vpfc1Xc9bi5pgsjfXzC9CppQw=</late xit><latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3CXnH/4LBUPn rUMlEMPCaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte64Toy9CVXImYBpoZt oiCkb0yF0DIxoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMsVNVpuNqKIMTT2FJRtBEZ5N iKrxy1LqamandKCrSTxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vpfc1Xc9bi5pgsjfXzC9CppQw=</late xit>
y3
<latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp7i7t18qHz xoGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte3YnQTahCzgTMCv1 YQ0TZhI6gZ2BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHGT1WZjqihDU0/hj42gCE8m RNX4pSl1NbVT2tfVOBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9TlfzVmLm0PyZ6zvH9QlpQ4=</late xit><latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp7i7t18qHz xoGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte3YnQTahCzgTMCv1 YQ0TZhI6gZ2BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHGT1WZjqihDU0/hj42gCE8m RNX4pSl1NbVT2tfVOBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9TlfzVmLm0PyZ6zvH9QlpQ4=</late xit><latexit sha1_base64="UHCJwRNoA1zzIZ/LGegO5OZmgy4=">AAACJHicb VBNT8JAFNziFyIq6NFLIzHxQEhRE/FG4sUjRhESaMh2eYUN226z+2okDT/Bq/4Ef40n48GLv8Vt4aDgSzaZzLyXmR0vElyj43xZubX1jc2t/HZhp7i7t18qHz xoGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJtep3nkEpbkM73EagRvQUch9ziga6m46OB+UKk7NycZeBfUFqJDFtAZlq9gfShYHECITVOte3YnQTahCzgTMCv1 YQ0TZhI6gZ2BIA9BukmWd2SeGGdq+VOaFaGfs74uEBlpPA89sBhTHellLyf+0Xox+w014GMUIIZsb+bGwUdrpx+0hV8BQTA2gTHGT1WZjqihDU0/hj42gCE8m RNX4pSl1NbVT2tfVOBopgElGoJRCz0x/9eW2VkH7rHZVc24vKs3Gosg8OSLH5JTUySVpkhvSIm3CyIg8kxfyar1Z79aH9TlfzVmLm0PyZ6zvH9QlpQ4=</late xit>
y4
<latexit sha1_base64="1Q8V4F5uzGyDH9LvJTvfgn2GbUQ=">AAACJHicbVBNT8JAFNz6iYgKevTSSEw8EFIMiXgj8eIRoxUSIGS7vMKGbbfZfTUSwk/wqj /BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT9qGSsGLpNCqo5HNQgegoscBXQiBTTwBLS9yU2it59AaS7DB5xG0A/oKOQ+ZxQNdT8d1AfFslN10rHXQS0DZZJNa1CyCr2hZHEAITJBte7WnAj7M6qQMwHzfC/WEFE2oSPoGhjSAHR/lmad2+eGGdq+VOaFaKfs34sZDbSeBp7ZDCiO9aqWkP9p 3Rj9Rn/GwyhGCNnCyI+FjdJOPm4PuQKGYmoAZYqbrDYbU0UZmnrySzaCIjybEBXjl6TUlcROaV9X4mikACYpgVIKPTf91VbbWgfuZfW66tzVy81GVmSOnJIzckFq5Io0yS1pEZcwMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9XjpQ8=</latexit><latexit sha1_base64="1Q8V4F5uzGyDH9LvJTvfgn2GbUQ=">AAACJHicbVBNT8JAFNz6iYgKevTSSEw8EFIMiXgj8eIRoxUSIGS7vMKGbbfZfTUSwk/wqj /BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT9qGSsGLpNCqo5HNQgegoscBXQiBTTwBLS9yU2it59AaS7DB5xG0A/oKOQ+ZxQNdT8d1AfFslN10rHXQS0DZZJNa1CyCr2hZHEAITJBte7WnAj7M6qQMwHzfC/WEFE2oSPoGhjSAHR/lmad2+eGGdq+VOaFaKfs34sZDbSeBp7ZDCiO9aqWkP9p 3Rj9Rn/GwyhGCNnCyI+FjdJOPm4PuQKGYmoAZYqbrDYbU0UZmnrySzaCIjybEBXjl6TUlcROaV9X4mikACYpgVIKPTf91VbbWgfuZfW66tzVy81GVmSOnJIzckFq5Io0yS1pEZcwMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9XjpQ8=</latexit><latexit sha1_base64="1Q8V4F5uzGyDH9LvJTvfgn2GbUQ=">AAACJHicbVBNT8JAFNz6iYgKevTSSEw8EFIMiXgj8eIRoxUSIGS7vMKGbbfZfTUSwk/wqj /BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT9qGSsGLpNCqo5HNQgegoscBXQiBTTwBLS9yU2it59AaS7DB5xG0A/oKOQ+ZxQNdT8d1AfFslN10rHXQS0DZZJNa1CyCr2hZHEAITJBte7WnAj7M6qQMwHzfC/WEFE2oSPoGhjSAHR/lmad2+eGGdq+VOaFaKfs34sZDbSeBp7ZDCiO9aqWkP9p 3Rj9Rn/GwyhGCNnCyI+FjdJOPm4PuQKGYmoAZYqbrDYbU0UZmnrySzaCIjybEBXjl6TUlcROaV9X4mikACYpgVIKPTf91VbbWgfuZfW66tzVy81GVmSOnJIzckFq5Io0yS1pEZcwMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9XjpQ8=</latexit>
y2
<latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJHicb VBNT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT 9qGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2rORG6M6qQMwHzfD/ WEFE2oSPoGRjSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeImq83GVFGGpp78ko2gCM8m RMX4JSl1JbFT2teVOBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9JnpQ0=</late xit><latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJHicb VBNT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT 9qGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2rORG6M6qQMwHzfD/ WEFE2oSPoGRjSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeImq83GVFGGpp78ko2gCM8m RMX4JSl1JbFT2teVOBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9JnpQ0=</late xit><latexit sha1_base64="bvP0LMgccEA+irpOgzv/oT2C0JE=">AAACJHicb VBNT8JAFNz6iYgKevTSSEw8EFKIiXgj8eIRowgJNGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+v3BweFQsHT 9qGSsGbSaFVF2PahA8hDZyFNCNFNDAE9DxJjeJ3nkCpbkMH3AagRvQUch9ziga6n46qA+KZafqpGOvg1oGyiSb1qBkFfpDyeIAQmSCat2rORG6M6qQMwHzfD/ WEFE2oSPoGRjSALQ7S7PO7XPDDG1fKvNCtFP278WMBlpPA89sBhTHelVLyP+0Xox+w53xMIoRQrYw8mNho7STj9tDroChmBpAmeImq83GVFGGpp78ko2gCM8m RMX4JSl1JbFT2teVOBopgElKoJRCz01/tdW21kG7Xr2uOneX5WYjKzJHTskZuSA1ckWa5Ja0SJswMiIv5JW8We/Wh/VpfS1WN6zs5oQsjfXzC9JnpQ0=</late xit>
+
+
+
+
T1
<latexit sha1_base64="XJtrp4ojMCg0DnDMs2duuV8Acd8=">AAACJHicb VBNT8JAFNz6iYgKevTSSEw8ENIaE/FG4sUjRhASaMh2eYUN226z+2okhJ/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4fC67Rcb6tjc2t7Z3d3F5+v3BweFQsHT 9qmSgGLSaFVB2fahA8ghZyFNCJFdDQF9D2x7ep3n4CpbmMmjiJwQvpMOIBZxQN9dDsu/1i2ak687HXgZuBMsmm0S9Zhd5AsiSECJmgWnddJ0ZvShVyJmCW7yU aYsrGdAhdAyMagvam86wz+9wwAzuQyrwI7Tn792JKQ60noW82Q4ojvaql5H9aN8Gg5k15FCcIEVsYBYmwUdrpx+0BV8BQTAygTHGT1WYjqihDU09+yUZQhGcT omL80pS6ktopHehKEg8VwHhOoJRCz0x/7mpb66B1Wb2pOvdX5XotKzJHTskZuSAuuSZ1ckcapEUYGZIX8krerHfrw/q0vharG1Z2c0KWxvr5BY/ppOc=</late xit><latexit sha1_base64="XJtrp4ojMCg0DnDMs2duuV8Acd8=">AAACJHicb VBNT8JAFNz6iYgKevTSSEw8ENIaE/FG4sUjRhASaMh2eYUN226z+2okhJ/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4fC67Rcb6tjc2t7Z3d3F5+v3BweFQsHT 9qmSgGLSaFVB2fahA8ghZyFNCJFdDQF9D2x7ep3n4CpbmMmjiJwQvpMOIBZxQN9dDsu/1i2ak687HXgZuBMsmm0S9Zhd5AsiSECJmgWnddJ0ZvShVyJmCW7yU aYsrGdAhdAyMagvam86wz+9wwAzuQyrwI7Tn792JKQ60noW82Q4ojvaql5H9aN8Gg5k15FCcIEVsYBYmwUdrpx+0BV8BQTAygTHGT1WYjqihDU09+yUZQhGcT omL80pS6ktopHehKEg8VwHhOoJRCz0x/7mpb66B1Wb2pOvdX5XotKzJHTskZuSAuuSZ1ckcapEUYGZIX8krerHfrw/q0vharG1Z2c0KWxvr5BY/ppOc=</late xit><latexit sha1_base64="XJtrp4ojMCg0DnDMs2duuV8Acd8=">AAACJHicb VBNT8JAFNz6iYgKevTSSEw8ENIaE/FG4sUjRhASaMh2eYUN226z+2okhJ/gVX+Cv8aT8eDF3+IWehDwJZtMZt7LzI4fC67Rcb6tjc2t7Z3d3F5+v3BweFQsHT 9qmSgGLSaFVB2fahA8ghZyFNCJFdDQF9D2x7ep3n4CpbmMmjiJwQvpMOIBZxQN9dDsu/1i2ak687HXgZuBMsmm0S9Zhd5AsiSECJmgWnddJ0ZvShVyJmCW7yU aYsrGdAhdAyMagvam86wz+9wwAzuQyrwI7Tn792JKQ60noW82Q4ojvaql5H9aN8Gg5k15FCcIEVsYBYmwUdrpx+0BV8BQTAygTHGT1WYjqihDU09+yUZQhGcT omL80pS6ktopHehKEg8VwHhOoJRCz0x/7mpb66B1Wb2pOvdX5XotKzJHTskZuSAuuSZ1ckcapEUYGZIX8krerHfrw/q0vharG1Z2c0KWxvr5BY/ppOc=</late xit>
G˜7
<latexit sha1_base64="wJyK2Z8hL3lr8Y3ASejIIzPZzgE=">AAACLHicb VBNSwJRFH3Tp5mV1rLNkAQtRMYItJ3QopYGmYIO8uZ5Rx++mTe8dyeSwZ/Rtn5Cv6ZFRNt+R29GF6lduHA4517O4XiR4Bod59Pa2Nza3tnN7eX3CweHR8XS8a OWsWLQZlJI1fWoBsFDaCNHAd1IAQ08AR1vcpPqnSdQmsvwAacRuAEdhdznjKKhen3kYgjJ7WxQHxTLTtXJxl4HtQUok8W0BiWr0B9KFgcQIhNU617NidBNqEL OBMzy/VhDRNmEjqBnYEgD0G6SZZ7Z54YZ2r5UZkO0M/bvR0IDraeBZy4DimO9qqXkf1ovRr/hJjyMYoSQzY38WNgo7bQAe8gVMBRTAyhT3GS12ZgqytDUlF+y ERTh2YSoGL80pa6kdkr7uhJHIwUwyQiUUuiZ6a+22tY6aF9Wr6vO/VW52VgUmSOn5IxckBqpkya5Iy3SJoxI8kJeyZv1bn1YX9b3/HTDWvyckKWxfn4Brmiolg ==</latexit><latexit sha1_base64="wJyK2Z8hL3lr8Y3ASejIIzPZzgE=">AAACLHicb VBNSwJRFH3Tp5mV1rLNkAQtRMYItJ3QopYGmYIO8uZ5Rx++mTe8dyeSwZ/Rtn5Cv6ZFRNt+R29GF6lduHA4517O4XiR4Bod59Pa2Nza3tnN7eX3CweHR8XS8a OWsWLQZlJI1fWoBsFDaCNHAd1IAQ08AR1vcpPqnSdQmsvwAacRuAEdhdznjKKhen3kYgjJ7WxQHxTLTtXJxl4HtQUok8W0BiWr0B9KFgcQIhNU617NidBNqEL OBMzy/VhDRNmEjqBnYEgD0G6SZZ7Z54YZ2r5UZkO0M/bvR0IDraeBZy4DimO9qqXkf1ovRr/hJjyMYoSQzY38WNgo7bQAe8gVMBRTAyhT3GS12ZgqytDUlF+y ERTh2YSoGL80pa6kdkr7uhJHIwUwyQiUUuiZ6a+22tY6aF9Wr6vO/VW52VgUmSOn5IxckBqpkya5Iy3SJoxI8kJeyZv1bn1YX9b3/HTDWvyckKWxfn4Brmiolg ==</latexit><latexit sha1_base64="wJyK2Z8hL3lr8Y3ASejIIzPZzgE=">AAACLHicb VBNSwJRFH3Tp5mV1rLNkAQtRMYItJ3QopYGmYIO8uZ5Rx++mTe8dyeSwZ/Rtn5Cv6ZFRNt+R29GF6lduHA4517O4XiR4Bod59Pa2Nza3tnN7eX3CweHR8XS8a OWsWLQZlJI1fWoBsFDaCNHAd1IAQ08AR1vcpPqnSdQmsvwAacRuAEdhdznjKKhen3kYgjJ7WxQHxTLTtXJxl4HtQUok8W0BiWr0B9KFgcQIhNU617NidBNqEL OBMzy/VhDRNmEjqBnYEgD0G6SZZ7Z54YZ2r5UZkO0M/bvR0IDraeBZy4DimO9qqXkf1ovRr/hJjyMYoSQzY38WNgo7bQAe8gVMBRTAyhT3GS12ZgqytDUlF+y ERTh2YSoGL80pa6kdkr7uhJHIwUwyQiUUuiZ6a+22tY6aF9Wr6vO/VW52VgUmSOn5IxckBqpkya5Iy3SJoxI8kJeyZv1bn1YX9b3/HTDWvyckKWxfn4Brmiolg ==</latexit>
(c) intermediate system
y1
<latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJH icbVBNT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3C XnH/4LBUPnrUMlEMPCaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte6 4Toy9CVXImYBpoZtoiCkb0yF0DIxoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMs VNVpuNqKIMTT2FJRtBEZ5NiKrxy1LqamandKCrSTxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vp fc1Xc9bi5pgsjfXzC9CppQw=</latexit><latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJH icbVBNT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3C XnH/4LBUPnrUMlEMPCaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte6 4Toy9CVXImYBpoZtoiCkb0yF0DIxoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMs VNVpuNqKIMTT2FJRtBEZ5NiKrxy1LqamandKCrSTxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vp fc1Xc9bi5pgsjfXzC9CppQw=</latexit><latexit sha1_base64="fT9tlfODDbn+KmwXXw082PnYU8Q=">AAACJH icbVBNT8JAFNziFyIq6NFLIzHxQEhrTMQbiRePGK2QACHb5RU2bLvN7quxIfwEr/oT/DWejAcv/ha3wEHAl2wymXkvMzt+LLhGx/m2chubW9s7+d3C XnH/4LBUPnrUMlEMPCaFVG2fahA8Ag85CmjHCmjoC2j545tMbz2B0lxGD5jG0AvpMOIBZxQNdZ/23X6p4tSc2djrwF2ACllMs1+2it2BZEkIETJBte6 4Toy9CVXImYBpoZtoiCkb0yF0DIxoCLo3mWWd2meGGdiBVOZFaM/YvxcTGmqdhr7ZDCmO9KqWkf9pnQSDem/CozhBiNjcKEiEjdLOPm4PuAKGIjWAMs VNVpuNqKIMTT2FJRtBEZ5NiKrxy1LqamandKCrSTxUAOMZgVIKPTX9uattrQPvonZdc+4uK436osg8OSGn5Jy45Io0yC1pEo8wMiQv5JW8We/Wh/Vp fc1Xc9bi5pgsjfXzC9CppQw=</latexit>
y4
<latexit sha1_base64="1Q8V4F5uzGyDH9LvJTvfgn2GbUQ=">AAACJH icbVBNT8JAFNz6iYgKevTSSEw8EFIMiXgj8eIRoxUSIGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+ v3BweFQsHT9qGSsGLpNCqo5HNQgegoscBXQiBTTwBLS9yU2it59AaS7DB5xG0A/oKOQ+ZxQNdT8d1AfFslN10rHXQS0DZZJNa1CyCr2hZHEAITJBte7 WnAj7M6qQMwHzfC/WEFE2oSPoGhjSAHR/lmad2+eGGdq+VOaFaKfs34sZDbSeBp7ZDCiO9aqWkP9p3Rj9Rn/GwyhGCNnCyI+FjdJOPm4PuQKGYmoAZY qbrDYbU0UZmnrySzaCIjybEBXjl6TUlcROaV9X4mikACYpgVIKPTf91VbbWgfuZfW66tzVy81GVmSOnJIzckFq5Io0yS1pEZcwMiIv5JW8We/Wh/Vp fS1WN6zs5oQsjfXzC9XjpQ8=</latexit><latexit sha1_base64="1Q8V4F5uzGyDH9LvJTvfgn2GbUQ=">AAACJH icbVBNT8JAFNz6iYgKevTSSEw8EFIMiXgj8eIRoxUSIGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+ v3BweFQsHT9qGSsGLpNCqo5HNQgegoscBXQiBTTwBLS9yU2it59AaS7DB5xG0A/oKOQ+ZxQNdT8d1AfFslN10rHXQS0DZZJNa1CyCr2hZHEAITJBte7 WnAj7M6qQMwHzfC/WEFE2oSPoGhjSAHR/lmad2+eGGdq+VOaFaKfs34sZDbSeBp7ZDCiO9aqWkP9p3Rj9Rn/GwyhGCNnCyI+FjdJOPm4PuQKGYmoAZY qbrDYbU0UZmnrySzaCIjybEBXjl6TUlcROaV9X4mikACYpgVIKPTf91VbbWgfuZfW66tzVy81GVmSOnJIzckFq5Io0yS1pEZcwMiIv5JW8We/Wh/Vp fS1WN6zs5oQsjfXzC9XjpQ8=</latexit><latexit sha1_base64="1Q8V4F5uzGyDH9LvJTvfgn2GbUQ=">AAACJH icbVBNT8JAFNz6iYgKevTSSEw8EFIMiXgj8eIRoxUSIGS7vMKGbbfZfTUSwk/wqj/BX+PJePDib3FbehDwJZtMZt7LzI4XCa7Rcb6tjc2t7Z3d3F5+ v3BweFQsHT9qGSsGLpNCqo5HNQgegoscBXQiBTTwBLS9yU2it59AaS7DB5xG0A/oKOQ+ZxQNdT8d1AfFslN10rHXQS0DZZJNa1CyCr2hZHEAITJBte7 WnAj7M6qQMwHzfC/WEFE2oSPoGhjSAHR/lmad2+eGGdq+VOaFaKfs34sZDbSeBp7ZDCiO9aqWkP9p3Rj9Rn/GwyhGCNnCyI+FjdJOPm4PuQKGYmoAZY qbrDYbU0UZmnrySzaCIjybEBXjl6TUlcROaV9X4mikACYpgVIKPTf91VbbWgfuZfW66tzVy81GVmSOnJIzckFq5Io0yS1pEZcwMiIv5JW8We/Wh/Vp fS1WN6zs5oQsjfXzC9XjpQ8=</latexit>
G˜7
<latexit sha1_base64="wJyK2Z8hL3lr8Y3ASejIIzPZzgE=">AAACLH icbVBNSwJRFH3Tp5mV1rLNkAQtRMYItJ3QopYGmYIO8uZ5Rx++mTe8dyeSwZ/Rtn5Cv6ZFRNt+R29GF6lduHA4517O4XiR4Bod59Pa2Nza3tnN7eX3 CweHR8XS8aOWsWLQZlJI1fWoBsFDaCNHAd1IAQ08AR1vcpPqnSdQmsvwAacRuAEdhdznjKKhen3kYgjJ7WxQHxTLTtXJxl4HtQUok8W0BiWr0B9KFgc QIhNU617NidBNqELOBMzy/VhDRNmEjqBnYEgD0G6SZZ7Z54YZ2r5UZkO0M/bvR0IDraeBZy4DimO9qqXkf1ovRr/hJjyMYoSQzY38WNgo7bQAe8gVMB RTAyhT3GS12ZgqytDUlF+yERTh2YSoGL80pa6kdkr7uhJHIwUwyQiUUuiZ6a+22tY6aF9Wr6vO/VW52VgUmSOn5IxckBqpkya5Iy3SJoxI8kJeyZv1 bn1YX9b3/HTDWvyckKWxfn4Brmiolg==</latexit><latexit sha1_base64="wJyK2Z8hL3lr8Y3ASejIIzPZzgE=">AAACLH icbVBNSwJRFH3Tp5mV1rLNkAQtRMYItJ3QopYGmYIO8uZ5Rx++mTe8dyeSwZ/Rtn5Cv6ZFRNt+R29GF6lduHA4517O4XiR4Bod59Pa2Nza3tnN7eX3 CweHR8XS8aOWsWLQZlJI1fWoBsFDaCNHAd1IAQ08AR1vcpPqnSdQmsvwAacRuAEdhdznjKKhen3kYgjJ7WxQHxTLTtXJxl4HtQUok8W0BiWr0B9KFgc QIhNU617NidBNqELOBMzy/VhDRNmEjqBnYEgD0G6SZZ7Z54YZ2r5UZkO0M/bvR0IDraeBZy4DimO9qqXkf1ovRr/hJjyMYoSQzY38WNgo7bQAe8gVMB RTAyhT3GS12ZgqytDUlF+yERTh2YSoGL80pa6kdkr7uhJHIwUwyQiUUuiZ6a+22tY6aF9Wr6vO/VW52VgUmSOn5IxckBqpkya5Iy3SJoxI8kJeyZv1 bn1YX9b3/HTDWvyckKWxfn4Brmiolg==</latexit><latexit sha1_base64="wJyK2Z8hL3lr8Y3ASejIIzPZzgE=">AAACLH icbVBNSwJRFH3Tp5mV1rLNkAQtRMYItJ3QopYGmYIO8uZ5Rx++mTe8dyeSwZ/Rtn5Cv6ZFRNt+R29GF6lduHA4517O4XiR4Bod59Pa2Nza3tnN7eX3 CweHR8XS8aOWsWLQZlJI1fWoBsFDaCNHAd1IAQ08AR1vcpPqnSdQmsvwAacRuAEdhdznjKKhen3kYgjJ7WxQHxTLTtXJxl4HtQUok8W0BiWr0B9KFgc QIhNU617NidBNqELOBMzy/VhDRNmEjqBnYEgD0G6SZZ7Z54YZ2r5UZkO0M/bvR0IDraeBZy4DimO9qqXkf1ovRr/hJjyMYoSQzY38WNgo7bQAe8gVMB RTAyhT3GS12ZgqytDUlF+yERTh2YSoGL80pa6kdkr7uhJHIwUwyQiUUuiZ6a+22tY6aF9Wr6vO/VW52VgUmSOn5IxckBqpkya5Iy3SJoxI8kJeyZv1 bn1YX9b3/HTDWvyckKWxfn4Brmiolg==</latexit>
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(d) lump-sum system
Fig. C.3. List of intermediate systems that assist the descrip-
tion of the whole procedure of stabilizing ARX networks in
model generation.
This example uses the block diagrams to explain the pro-
cedure to apply the small gain theorem. In practice, the
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signal-flow graph is a better choice to represent compli-
cated interconnections and helps to apply Mason’s gain
formula to automate the computation of interconnected
transfer functions. In our simulation, to ease the com-
putation, up to networks of 20 nodes (see experiments
for Fig. 3b), we add at most 3 feedback paths (since the
path/loop finding is an NP problem and cost consider-
able time). Moreover, to simply computation, these feed-
back loops are either non-touching (no common nodes)
or one is “contained” by the other (i.e., all the nodes in
loop 1 appear in loop 2). Due to page limits, the general
algorithms will be present in another paper to handle ar-
bitrary feedback and feasibility of network stabilization.
Before moving to the inference part, there is one imple-
mentation detail in MATLAB deserving to be shared.
When you use control system toolbox in MATLAB and
deal with many (e.g., p >= 10) interconnections (con-
nect in series or parallel, feedback), it may not be a good
idea to compute the lump-sum transfer functions first,
e.g., T2 in Fig. C.3d, and then compute their infinity
norms to apply the small gain theorem. The reason is
that, even if at each step you guarantee the subsystems
are correctly stabilized, the numeric errors in model in-
terconnection using control system toolbox may lead to
the resultant system being unstable (in theory it should
be stable) and you are no longer able to continuing ap-
plying the small gain theorem. The solution used in our
simulation is that, instead of computing the lump-sum
transfer function, we compute the infinity norm of each
transfer function (e.g., T1, G2, G3, G4, G5 for T2) first
and then useMason’s gain formula to compute an upper
bound of ‖T2‖∞.
D Supplement to benchmark results
One practical detail on implementing GSBL deserves
our attention. A threshold in GSBL actually needs to
be tuned to have better performance, which prunes the
elements of γ (labeled as “pGamma” in Fig. D.1) in the
EM iterations. It determines whether the parameters
that specific λ corresponds to should be zero confidently.
When dealing noisy data, a larger value of “pGamma”
works better. The performance of different “pGamma”
shows in Fig. D.1, where the results with ill-selected
“pGamma” comply with our intuition, that is a larger
SNR gives obviously better performance.
E An example
This appendix section presents an example to illustrate
the whole idea/setup from Section 2- 4. In this demo
project, we perform two experiments to collect data to
infer the regulation relations between three variables
y1, y2 and y3. Due to intrinsic difference of individuals or
uncontrolled disturbance in experiments, the underlying
system keeps the same mechanism (i.e. the regulation
relations) but might differs in certain model parameters
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Fig. D.1. Performance of network inference using GSBLwhen
setting different values to prune γ’s during the EM iterations.
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Fig. E.1. Models of the underlying system in two experi-
ments, which share the same network structure but differ
in parameters. Each variable is subject to a Gaussian white
noise, which is omitted in the figure.
in two experiments, as shown in Fig. E.1. The network
models in Fig. E.1 can be expressed by DSFs,
y[1](t) = Q[1](z)y[1](t) +H [1](z)e[1](t),
y[2](t) = Q[2](z)y[2](t) +H [2](z)e[2](t),
(E.1)
where
Q[1] =

0 0 z
−1
1+0.8z−1
z−2
1+0.7z−1+0.12z−2 0 0
0 z
−1
1+0.2z−1 0

Q[2] =

0 0 1.2z
−1
1+0.8z−1
1.2z−2
1+0.8z−1+0.15z−2 0 0
0 z
−1
1+0.3z−1 0

(E.2)
and H will be specified for convenience later on. Now
consider y2 as the example to show parametrization and
the setup of multiple experiment data, where the object
is to infer that y1 regulates y2 but y3 does not. The whole
network can then be reconstructed by independently re-
peating the same procedure on y1 and y3.
For simplicity, let this demoDSF be perfectly parametrized
16
by ARX, and H therefore is specified correspondingly,
0.12y
[1]
2 (t− 2)+ 0.7y[1]2 (t− 1) + y[1]2 (t) =
y
[1]
1 (t− 2) + e[1]2 (t),
0.15y
[2]
2 (t− 2)+ 0.8y[2]2 (t− 1) + y[2]2 (t) =
1.2y
[2]
1 (t− 2) + e[2]2 (t).
(E.3)
Assuming we set all orders of polynomials in ARX to
be 2, the regression model (12) is then be expressed as
following
yˆ
[1]
2 (t) = [ y
[1]
1 (t− 1) y[1]1 (t− 2) y[1]2 (t− 1) y[1]2 (t− 2)
y
[1]
3 (t− 1) y[1]3 (t− 2) ][
0 1 −0.7 −0.12 0 0
]T
,
yˆ
[2]
2 (t) = [ y
[2]
1 (t− 1) y[2]1 (t− 2) y[2]2 (t− 1) y[2]2 (t− 2)
y
[2]
3 (t− 1) y[2]3 (t− 2) ][
0 1.2 −0.8 −0.15 0 0
]T
.
(E.4)
Consider time points t1, t2, t3 and set up the measure-
ments from two experiments as (17b) in Section 4, yield-
ing (E.5). Now we investigate the grouping patterns in
the vector of parameters, which are marked in differ-
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Fig. E.2. Illustration of parameter grouping and correspond-
ing functions.
boxes are ones of the model in Experiment 1 and ones
marked by red boxes are of Experiment 2. Considering
the consistency of network structures over experiments,
we are obliged to guarantee the blue and red subgroups
in one group indicated by orange boxes are both zero or
nonzero. With the rearrangement of regressors as (17),
the first and third groups determine which links exist
in all experiment. To be specific, the arc from y1 to y2
should exist since both Q[1]21 and Q
[2]
21 are nonzero, while
there is no arc from y3 to y2 since both Q
[1]
23 and Q
[2]
23
are identical to zero. Hence, in identification, we per-
form group sparsity with respect to groups indicated by
orange boxes, which meanwhile also guarantees sparsity
of network structures.
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