This paper describes an architecture for realizing the high quality production schedules. Although quality is one of the most important aspects of production scheduling, it is difficult even for a user to specify precisely. However it is also true that the decision whether a schedule is good or ba.d can he taken only by a user.
INTRODUCTION
Production scheduling is a hard problem in general because of the large search space, large number of factors lead to combinatorial explosion, and also its ill-structured (or ill-defined) nature. The primary concern of this paper is realizing high quality schedules, which is one of the major difficulties of production scheduling.
Since the schedule should be evaluated by several often conflicting aspects, it is a common approach to expect the user to specify a single evaluation function, i.e. satisfaction level of each aspect and priority among them.7 '8'14 Flowever, it is difficult even for a user to define an evaluation criterion for a schedule precisely. 1 The methods that a system can use to decide an evaluation criterion, and to produce a schedule which optimizes that criterion, are important issues in this domain.
Although it is difficult for users to define an evaluation criterion, at the same time, it is also true that the decision whether a schedule is good or bad can be taken only by a user. (Please compare other aspects, e.g. the performance ofa system can be evaluated by an absolute measure -i.e. time. ) It follows that the schedule should he evaluated on domain specific information relating to a definition of quality given by the user. Furthermore, tile quality information should he used for search guidance during scheduling, since the primary goal of search is affected by the decision of what a good/bad schedule is.
PROBLEM
2. 1 The quality of a production schedule Q uality is a standard, an evaluation criterion, for measuring the "goodness" of a schedule. It is determined by the combination of the extent to which constraints are satisfied and how well objectives are achieved. These constraints and objectives may be in conflict with each other, e.g. keeping due date may make load balance worse. Furthermore, the criteria may vary from expert to expert and even in the same expert over time. It is therefore extremely unlikely that a stable set of criteria can ever in practice be discovered. This fact is one of the major reasons why production scheduling is difficult to implement on a computer.
Roughly speaking, the evaluation of a schedule depends on hard constraints when the hard constraint is difficult to satisfy, however the importance ofobjectives and soft constraints increases when hard constraints have been satisfied.
Weight of constraints
Although a hard constraint is obviously more important than a soft constraint, it is difficult to define which is more important among soft constraints. It is best to define which constraint is more important than others in general lernis. For instance, it may be specified that the constraint "the reduction of changeover" is generally more important than the constraint "the reduction of overtime" . However, it is quite difficult to decide which is better (or worse) 1 . a szngle change-over and 2. four hours overtime.
without considering it in context. The difficulty of realizing high quality production schedules is that of how to decide which constraints and objectives should be satisfied, as well as how to find a schedule which satisfies constraints and objectives. Since constraints and objectives can be regarded as atomic factors of the quality of a schedule, I call them qnahy faclors in this paper.
ANALYSIS OF QUALITY FACTORS

Structure of quality factors
Before attempting classification, this section will concentrate on the relationships among quality factors in this section.
Since quality factors are defined by a user, they are often interrelated of each other. Some znclude other quality factors, and some cause another factor. For instance, a prohibition against changeover at the same time (due to a limitation on operators) can be divided into two levels below 1 . changeover itself -namely, a condition of changeover (defines this quality factor as QF1), and 2. simultaneous occurrence of QF1 (QF2).
QF2 can he thought of as a meta-level quality factor.
Considering another example, 1. overall utilization of resources (QF3) and 2. total nuniher of changeovers (QF4) may have a strong connection in some applications. That means we may be able to concentrate on QF4 instead of Q F3 in some cases. Furthermore, there are przor2ly relationships among soft quality factors in particular.
This information relating to the relationships among quality factors is quite useFul for scheduling. This relationships are defined as a sriic1ure of quality factors in this paper, although the priority relalion is slightly different from the others.
Classification of quality factors
Q uality factors can be classified from several points of views; for examples the function in a real plant6"3'15, the influence on scheduling.3 In this section I attempt to classify quality factors based on the relationship with the scheduling algorithm. This classification is more detailed than others in order to use it for acquiring additional information about quality factors from the user.
hard -soft The first dimension of classification is based on the strictness of satisfaction/violation . hard factor : one which must be satisfied, i.e. can not be relaxed any more.
. soft factor : one which is preferable to satisfy. As all quality factors are preferable to satisfy, soft factor can be defined as the complement of hard factor more strictly.
Job and Resource The next dimension of classification is based on parameters which a factor contains. The parameters of a factor are either/both of, . Job and . Resource.
They can he broken down further according to the necessity for the reference to other objects (luring an evaluation of the quality factor as follows;
. Jobinter-lot need to refer to operations in other lots, intra-lot need to refer to other operations in the same lot and no-interaction(no-int) no need to refer to other operations, and
. Resourceinter-machine need to refer to other machine, intra-inachine no need to refer to other machines.
For instance, the parameters of a changeover(QF5) are Job and Resource -in some cases, this factor may not relate to Resource -and detailed class of Job part is inter-lot and that of Resource is intra-machin e. Therefore, this quality factor, "a changeover"(QF5), can be classified as (inter-lol Job , inira-machine Resource) type.
Global and local The last dimension is based on the applicability at a local decision point. Intuitively, global factors are those which can be used to evaluate a full schedule, while local factors are those which can he used to evaluate a partial schedule. However, many quality factors can be applied to the evaluation of candidates at a local decision point (even if it looks like globalone) by using an estimation of resulting value. For instance, although QF2 in previous examples can not necessarily always be applied at local decision points as it is, it might be possible if the probability of changeover for each product type could he estimated.
It follows that the revised version of the definition is
A global factor is one for which a user can not define an estimation function at all.
A local factor is the complement of global factor, i.e. those which a user can define so that they can he applied at local decision points.
SCHEDULING VIA QUALITY FACTORS
Iterative user specification processes
In the previous section, the concept of quality factors was introduced. This concept makes it possible to characterize the user's evaluation of a schedule, mentioned in section 2.1, as follows.
Suppose as an example two schedules are compared. If the importance of every QF could be categorized and exact values for a sufficzenl difference could be defined l)eforehand, this process could be done automatically and it might be possible (apart from realistic processing speed) to optimize a schedule. However, specification especially the criterion for sufficiency -is difficult (or close to impossible) to define precisely in advance. Consequently, it will be indispensable to adopt. some sort of trial and error process for deciding a good schedule. From this view, the following procedure should be an acceptable method for acquiring the information from a user.
1. user specifies each quality factor user specifies priority among quality factors in as much detail as possible.
2. system produces a schedule based on quality information acquired so far. (assumes lacking information.)
3. user analyzes the resulting schedule produced in the previous step. user judges whether the schedule is satisfactory or not.
IF satisfactory -# end.
ELSE -specify which QF should be improved. 4 . system re-structures quality information goto 2.
In the next section, the inside of schedule production, i.e. step 2 in above mentioned procedure, is analyzed.
Search guidance by quality factors
Schedule production is accomplished by a repetition of target selection , i.e. operation, and a reservation for it, i.e. resource and start time. This process can be summarized as follows.
< repetition of following cycle while there remain unassigned operations, > control deciding a uniL, which is treated as an individual object -e.g. a lot, a resource, or a conThination of a resource and time etc. , in the next cycle, generation generating. all candidates for this cycle, elimination eliminating candidates generated by the previous step which can not be a winner. The winer is one of candidates finally selected in this cycle.
rating rating candidates -remaining from the previous step, assignment deciding a winner of this cycle, assigning it and propagating its result.
In the rating step, it is desired to make a good decision which results in a good overall schedule. The next section focuses on this rating step.
Rating by quality factors
\Vlien a schedule can be evaluated by a function -defines it as E -two dimensions can be viewed as rating methods.
They can be seen as corresponding to LCV(Least Constraining Value ordering strategy) and G\T(Greedy Value ordering strategy) 716 local optimization(LO) how good will the quality of a partial schedule be -measures candidates by E(Pn) : where Pu is a partial schedule after adopting candidate-N predicted global optimization(PGO) how good is the quality of the final schedule likely to be, in other words fron the opposite perspective, how difficult will expected problems be.
-measures candidates by E'(Prt) : where E' is a probabilistic function which expresses the value likely to be achieved.
( There are two heuristics for realizing this method; i.e. variable ordering and value ordering.5)
To take an example, suppose operation OP1 and 0P2 can be processed by a resource Ri. If only one of these operations, say 0P2, is the same type as the operation which has just been completed at Ri ,0P2 should be assigned to Ri instead of OP1 in order to prevent a changeover -an example of local oplirnizalion. Suppose that OP1 can not l)e processed by resources other than resource Ri, and Ri is very busy. In this situation, OP1 should he assigned to Ri prior to other operations, since the big problem, OP1 can not be assigned to any resources, is expected to occur -predicted global opiimzzalzon.
As described in section 4.1 , E is realized by a series of applications of quality factors and filtering out in each quality factor application. E' is similar in general, since a predicted final schedule should be evaluated in the same manner. However a probability among quality factors should be also taken into account as well as the priority among them. For instance, ifit is is known that QF1 frequently identifies a bad value, it might he better to apply QF1 prior to other QFs, even though the priority of QF1 is not highest.
The sequence of the application of quality factors depends on modes, in which rating is performed. This system is taking into account three modes below.
operation selection for a given resource (and time)
2. operation selection under no restriction of resource and time
resource (and time) selection for a given operation
The sequences for each mode are;
1 . operation selection . resource (and time) is given there are three major steps in this mode (a) PGO by using quality factors which are local, hard and have job related parameters. (b) PGO by using quality factors which are local, soft and have job related parameters. (c) LO by using quality factors which are local, soft and have job related parameters. In each step, the order of application of quality factors is determined by structural information, namely a priority and a causality. . resource (and time) is free there are two steps in this mode.
(a) PGO by using quality factors which are local, hard and have job related parameters.
(b) PGO by using quality factors which are local, soft and have job related parameters. The order is determined same as above.
resource (and time) selection(reservation)
there are three steps in this mode.
(a) PGO by using quality factors which are local, hard and have resource related parameters.
(b) PGO by using quality factors which are local, soft and have resource related parameters. ( c) LO by using quality factors which are local, soft and have resource related parameters. The application of quality factors in this mode is stopped when a sufficient difference among candidates is identified. This difference is described as a Lhreshold in this paper. Although the next quality factor is applied when a difference at the prior quality factor is less than the threshold value, the resulting information regarding the prior quality factor should not be ignored. In this system, the difference at the prior quality factor is added as follows.
Suppose, QF1 and QF2 are quality factors and QF1 is prior to QF2. Each quality factor is normalized so that the values fall in the range from 0 to 1. Cl and C2 are candidates. QF1(C1) > QF1(C2) and QF2(C1) > QF2(C2). T is a threshold value. step 1 apply the first quality factor, and each candidate stores the difference from the best candidate (Cl in this example). i.e. Cl : 0, C2 : QF1(C1) -QF1(C2) step 2 compare the stored value and T and eliminate its candidate if it is more than T. step 3 stop the evaluation process if only one candidate remains, otherwise go to next step. step 4 apply the next quality factor and calculate a new value for each candidate ba.sed on the formula below and store them. FORMULA suppose dl is the difference from the best value at a prior quality factor, i.e. the stored value, and d2 is that of a current quality factor. A new value, which is stored afresh, is given by dl + d2 -dl x d2.
i.e. Cl : 0
step 5 goto step 2.
The formula in step 4 is the method for making the prior quality factor influence the current quality factor in this system. However, needless to say, this method is only one of several possible.
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Feedback from the resulting schedule
Ill this section, we describe how the system re-structures quality factors in reaction to the schedule produced,i.e. step 4 in the procedure defined in Section 4.1. This process can be accomplished both automatically and manually.
Manual feedback
As described earlier, the user should judge whether the resulting schedule is satisfactory or not. Generally speaking, a user can communicate with the system via quality factors and structures among them. That is, if the schedule is not satisfactory for a user, the reason why its schedule is not satisfactory is expressed by indicating which quality factors' values should be improved. This feedback from the user will influence structures of quality factors.
In order to support a user in detecting problems, the system provides information, as follows:
verification of assumption It is unrealistic to expect that a user can specify the structure of quality factors piecisely from the early stages of scheduling generation. Consequently, a system should assume some information about structure. The information assumed by a system should be verified at the end of scheduling generation process by the user. The user is informed of assumed structures at the feedback stage.
evaluation by global factors Resulting schedules can often be evaluated at a gross level by global factors, like overall utilization, although all quality factors should be involved for a precise evaluation. Furthermore, since global factors are considered only via causal factors during the scheduling generation process, verification is indispensable. Statistical information based on global factors is provided by the system automatically.
evaluation by specific factors It is quite usual that a user knows which quality factor is critical in the specific application/domain. Statistical information is also provided in response to the user.
When the quality factor which should be improved has been decided, the system uses this information to influence the structure of quality factors, based on following steps. 1 . ITas the quality factor ever been specified a.s a "should be improved" quality factor?
IF so -+ Did it succeed?
IF so -* simply raise the priority ELSE -+ next step ELSE -+ simply raise the priority . a probability of violation which the system assumed -this can be simply verified by the comparison with a result.
Vhen scheduling has not been completed, i.e. there remain unassigned operations, the system analyzes its reasons and restructures quality information based on some heuristics, which include . If there are quality factors in which unassigned operation got the best value decrease threshold of those quality factors
• If there are quality factors in which unassigned operation was the next candidate increa.se threshold of those quality factors
SYSTEM STRUCTURE
The system consists of mainly four parts, namely; Scheduler, Generator, Analyzer and Data-Base manager and six system files, namely; Quality Data Base(QDB), Evaluation Procedures File(EPF), Scheduling results File(SF), Decision history file(DIIF), Order file(OF) and Knowledge-Base(KB). The system structure is given in Figure 1 .
The general flow of this system is as follows (this can be thought of as a detailed version of the iterative procedure described in Section 4.1.);
1. user specifies initial information . order data (presumably from other system) ----+ OF . domain information, e.g. factory, machine -KB . quality factor -+ KB (The system requires a user to specify function which represents the goodness of the selected candidate for every quality factor. At the same time, the current system also requires a probabilistic function for each quality factor, although this should be eventually supported by the system.)
• attribute of quality factors, e.g. global/local,hard/soft -p QDB • structure of quality factors (in as much detail as possible) ' 
FUTURE WORK
This system uses a traditional algorithm as its scheduling mechanism, since the scheduling algorithm itself is not the major concern. However, it is obvious from the analysis in Section 4.2 that quality information which is acquired from a user and scheduling algorithm have tight connection. It follows that the ideas proposed here are restricted by this algorithm. It is required to analyze validity on other algorithms, e.g. distributed scheduling system4 , a.s well and extend these ideas.
This system is now being implemented and will be evaluated using real problems, although it is based on my experiences in developing practical production scheduling 90 7 
CONCLUSION
Although quality is one of the most important parts of production scheduling, it is difficult even for users to define precisely. The first step in realizing a high quality production schedule is to clarify what "high quality" means. This paper proposed; . The quality of production schedules can ultimately be evaluated/measured only by a user, and his intention can be represented in the form of quality factors and their structures defined by him/her . (global evaluation)
. Quality factors and their structures can be used for decision making at local decision points (luring the scheduling Process. (local evaluation)
. They can be refined via iteration of the user specification process. (iterative process)
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