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ABSTRACT
Transient stability analysis is becoming increasingly important for power
systems engineers and researchers. Accurate dynamic models are required,
but aggregate load models are an area of weakness. Measurement-based
system identification methods based on least-squares minimization have dif-
ficulty uniquely identifying the model parameters because the models exhibit
parameter insensitivity and interdependency: vastly different model param-
eters can produce the same output waveform for a given disturbance. One
could argue that the parameters of a model are unimportant, as long as the
simulation output waveforms are correct. While this is true for the training
set—the disturbance(s) we used to determine the parameters—we show that,
when measurement noise exists, the model fails when we try to use it to pre-
dict the result of other disturbances. We present three methods for reducing
the effect of parameter unidentifiability. First, we try increasing the size of
the training data to include multiple disturbances, but this does not have a
significant impact. Second, we present an algorithm based on a maximum
a-posteriori (MAP) estimator, which can take advantage of prior knowledge
of the parameters of the grid. The MAP estimator is both more accurate
and more robust than least squares. Third, we make use of complex power
measurements in addition to voltage. Complex power was found to be much
more robust to noise, but many more monitoring devices would need to be
deployed to provide the necessary measurements. We also consider the prac-
tical computational aspects of large-scale parameter estimation. We propose
a geographical region of influence method to define zones where lower reso-
lution models could be substituted to reduce the computational burden. We
then investigate alternative metrics for defining the difference between two
time series, because the Euclidean distance was shown to be inadequate.
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CHAPTER 1
INTRODUCTION
The last decade has seen a large effort from the energy industry to move
toward a smarter power grid. A smart grid provides us with intercon-
nected transmission devices such as switches that can be controlled remotely.
Equally important, it provides us with better monitoring such as smart me-
ters and phasor measurement units (PMUs). PMUs in particular have the
potential to change the way electricity grids operate. With approaching
wide-scale deployment, the 30 sample per second resolution of PMUs allows
utilities and researchers to validate dynamic analyses, which was not histori-
cally possible with the low resolution of supervisory control and data acquisi-
tion (SCADA) data. Additionally, advances in computing power have made
it possible to run dynamic simulations of even large systems in reasonable
time.
Dynamic transient stability analyses have many uses and benefits. Firstly,
they provide more accurate results than traditional contingency analysis,
and in the future may replace contingency analysis for many real-time appli-
cations, such as security constrained optimal power flow calculations [1, 2].
Secondly, simulations allow researchers to perform oﬄine analysis of the elec-
tricity grid for planning and operations purposes. Often, simulations are the
only tool available, since running experiments on the real power grid op-
erating at peak efficiency would decrease this efficiency, and may cause in-
terruptions to service or even damage expensive power system components.
Additionally, simulations may be desired over experiments due to the ability
to perform many iterations cheaply, and the repeatability of results. In order
for simulation results to be accurate and meaningful, however, simulations
must be set up with accurate models of all components of the power system.
Power system components can be roughly placed into three groups: gener-
ation, transmission/distribution, and load. Historically, generator and trans-
mission modeling have received the most attention [3, 4]. However, due to
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increasing stresses on the grid from sources such as congestion, aging of
equipment, and renewable penetration, load modeling has now become of
utmost importance [5, 6]. The reason load modeling has been relatively ne-
glected in the past is because, while the modeling of all three seems similar on
the surface, aggregate dynamic load modeling poses three unique challenges.
First, while individual components such as transformers or generators can be
tested in isolation before they are placed into service, aggregate loads cannot.
Thus, load models must be determined while the load is on-line and consum-
ing power. The second challenge of load modeling is that the aggregation
of models produces aggregate loads that are complicated and highly non-
convex [7–10]. This is because an aggregate load may contain many diverse
components, such as transformers built into devices, power electronics, mo-
tors, and constant impedance loads such as a radiator. Even if each of these
loads itself is linear, or linearizable around an operating point, aggregating
them together will most likely not preserve this property. On top of this, the
parameter estimation of the load model can be hindered by the inability to
accurately account for circuit breakers or reclosers [8]. The third challenge
is that we are not sure what type of load model structure to use for an ag-
gregate load model. Individual devices, such as an induction motor, have a
model structure based on the physics inside the device [9]. When we perform
aggregate load modeling, we do not consider such low level information.
As a result of these challenges, our understanding of loads is relatively
weak. For example, the authors in [11] found that in a survey of 97 elec-
tricity utilities globally, 70% of utilities were using static load models for
dynamic studies. Additionally, 60% of utilities had not updated their load
models (static or dynamic) within the last 5 years. This lack of knowledge
has made load models a source of major uncertainty in simulations [12]. For
example, [13] showed that for their proposed power system stabilizer algo-
rithm, the tie-line flow corresponding to a certain level of damping could
vary by approximately 250%. In the absence of an accurate and verified load
model, an operator in such a situation may have to be overly conservative,
thus under-utilizing their resources and increasing costs unnecessarily [14].
Clearly, load modeling is an issue which urgently needs to be tackled.
With the rapid deployment of PMUs in the last decade, as well as the
development of devices such as FNET and PQube [15], there now exists the
opportunity to develop intelligent algorithms that can take the outputs of
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monitoring systems and convert them into models that can be used for power
system analysis and control. This thesis makes contributions to the increas-
ingly popular field of measurement-based load modeling [5, 16–20]. In this
approach, the parameters describing a given model structure are determined
by fitting the model to field measurements during system disturbances. How-
ever, there are many challenges to be overcome, due to the highly complex
nature of the power system. Notably, not all the parameters are identifiable
using only field measurements [17, 18, 21, 22], especially for complex model
structures with large numbers of parameters. In this thesis, we will examine
this challenge in depth, propose solutions and validate them in simulation,
and explore methods to scale measurement-based load modeling to large sys-
tems.
1.1 Outline
We first introduce the fundamentals of load models and parameter estimation
in Chapter 2. Then, in Chapter 3, we use several case studies to illustrate
the major issue of parameter unidentifiability in load models. In Chapter 4,
we present three solutions, and validate them with a synthetic test case. Fi-
nally, in Chapter 5, we consider the practical issues in performing parameter
estimation on large real-world systems.
3
CHAPTER 2
DYNAMIC LOAD MODELING
2.1 Load Model Fundamentals
A load model is one which takes, as input, the bus voltage, and outputs the
real and reactive power consumption of the load. There are many types of
load models of varying complexity. In this thesis, we will focus on aggregate,
dynamic, white-box models. These three concepts are discussed below.
2.1.1 Aggregate versus Device Models
What we wish to represent will determine whether we use a device or ag-
gregate model. A device model is one which represents a single device, such
as an air conditioner, a light, or a hairdryer. The primary concern of a de-
vice model is accuracy. An aggregate model, on the other hand, is meant to
represent all the devices in a large area using considerably fewer equations
and parameters than a simple addition of each device model. By using fewer
equations, some accuracy will definitely be lost, but for a wide-area simu-
lation of a city or country, we need an aggregate load model to allow the
simulations to remain tractable.
2.1.2 Dynamic versus Static Models
The conditions under which a model can be used will determine if it is a
static or a dynamic model. A static model is one which is only accurate
for steady-state operating conditions. However, operators are often more
concerned with transient stability, and wish to know if the system remains
stable under a particular disturbance, such as a fault. Disturbances cause a
system to transition from an initial steady state, through a transient region,
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to a second operating point. Only a dynamic model can capture the response
during the transient region in addition to the initial and final steady states.
This is important because even if a system is stable at two operating points,
A and B, it can go unstable during the transition between them [12].
2.1.3 White-Box versus Black-Box Models
White-box and black-box modeling are two ends of a continuous spectrum
that describes how much we know about the structure of the model [23]. In
a white-box model, the structure of the model is derived from prior knowl-
edge we have about the physical device. For example, a motor model which
contains resistors and inductors is a white-box model, because we know that
the stator and rotor windings in a motor look like inductors with some resis-
tive losses. In a black-box model, the structure of the model does not have
physical meaning, such as assuming a generic N -state state-space model of a
motor. In load modeling, black-box modeling is rare, because, as the authors
in [23] state, “a basic rule in estimation is not to estimate what you already
know.” Since load models seek to represent physical devices, it is natural
that they should be closer to white-box.
2.2 Common Static Load Models
Many load models are found in power system simulation packages. In this
and the next section, we will describe some common ones. The reader should
note that since these load models are meant to be used in power system
simulations, they are in per-unit (pu).
First, we look at static load models. Since they contain only algebraic
equations, they are easy to simulate. However, they have limited potential
in transient stability studies, since they cannot capture any time-dependent
phenomenon, such as mechanical inertia or inductors. Here, we describe
three static models, in order of increasing complexity.
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2.2.1 Constant Power
Constant power (CP) models are the simplest load models. The power con-
sumption is constant regardless of voltage:
P = P0
Q = Q0
(2.1)
Due to its over-simplicity, its use is limited in transient stability studies [24],
since transients often deviate significantly from 1 pu voltage.
2.2.2 ZIP
The ZIP model builds on the CP model by adding a constant impedance and
constant current (the Z and I in ZIP) component:
P = P0(α2V
2 + α1V + α0)
Q = Q0(β2V
2 + β1V + β0)
(2.2)
The ZIP model sees frequent usage in transient stability because it is simple,
yet has the core functionality of being dependent on voltage [25]. Also, it
is frequently used as a component in composite dynamic models, described
later in this chapter.
2.2.3 Frequency Dependent
While ZIP models capture voltage dependency, they still lack frequency de-
pendency. Frequency dependent models remedy this:
P = P0(1 + α1∆f)
α2
Q = Q0(1 + β1∆f)
β2
(2.3)
Often, the ZIP and frequency dependent models are combined by simply
adding the frequency dependent term in (2.3) to the end of (2.2).
6
2.3 Common Dynamic Load Models
Dynamic load models contain at least one differential equation, but they may
also contain algebraic components. They require significantly more computa-
tional effort to simulate, since we must use a numerical differential equation
solver, such as Runge-Kutta. However, because they accurately capture the
time-dependent effects in the power system, dynamic models are required for
transient stability analysis.
All the models below are implemented in simulation software as state space
models, where x is the vector of internal states:
x˙ = f(x,∆V )
0 = g(x,∆V,∆P,∆Q)
P = P0 + ∆P
Q = Q0 + ∆Q
(2.4)
Casting the models in state space form is helpful because there are many
existing techniques to simulate or analyze them.
2.3.1 Three-Phase Induction Motor
The three-phase induction motor (TPIM) load model used in this disserta-
tion is called MOTORW in PSLF, and is commonly used in industry for dy-
namic studies. For instance, in the Western Electricity Coordinating Council
(WECC), this TPIM load model was used in conjunction with static loads
for dynamic studies up until 2014 [26]. This model represents an aggrega-
tion of many motor loads represented at the bulk transmission level [27], and
is not designed for modeling the characteristics of individual motors. This
model typically has six electrical parameters: synchronous reactance (Ls),
transient reactance (L′), stator resistance (Ra), transient time constant (T ′0),
sub-transient reactance (L′′), and sub-transient time constant (T ′′0 ). It can
also represent either a small or a large motor, based on the values assigned to
the parameters, as shown in Table 2.1 derived from [26]. The block diagram
of the TPIM model is shown in Fig. 2.1.
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Table 2.1: Typical electrical data for the TPIM model
Parameter Small Motor Large Motor
Ra 0.03− 0.04 < 0.01
Ls 1.8− 3.0 2.5− 5.5
L′ 0.15− 0.18 0.18− 0.20
L′′ 0.12− 0.15 0.15− 0.18
T ′0 0.12− 0.20 0.8− 1.8
T ′′0 0.0024− 0.003 0.003− 0.005
2.3.2 CLOD
Constant
P + jQ
Tap
R jX+
P
o
----------------
M M
I
V
Large Small Transformer Remaining
Po = Load MW in pu on system base
Discharge
Motors Motors Lighting Saturation
MVA
Loads
P P
RO
V
K
P?=
Q Q
RO
V2?=
I
V
Figure 2.2: PSS/E CLOD composite load model.
The complex load (CLOD) model is a composite model defined in Siemens
PSSE [29], and shown in Fig. 2.2. By composite, we mean that it combines
several simple models, henceforth called submodels. In this case, CLOD
contains two simplified IM models, a simplified ZIP model, and a few other
nonlinear components. The submodels are described in more detail here:
Induction motors Labeled Large Motors and Small Motors, these two sub-
models are each characterized by a d-q reference frame dynamic model.
Discharge lighting For voltages above 0.75 pu, the real power is modeled
as constant current, and the imaginary as exponential with an exponent
of 4.5. As voltage decreases below 0.75 pu, both P and Q drop linearly
until the light is completely extinguished below 0.65 pu voltage.
9
Transformer losses Transformer saturation and hysteresis losses.
Constant MVA Constant real and reactive power consumption.
Remaining loads The real power is modeled typically as constant current
(KP = 1 in Fig. 2.2) and the imaginary power as constant impedance.
This is abbreviated as PI/QZ.
The CLOD model also includes a feeder with a feeder impedance. The pa-
rameters of the CLOD model are the percentage allocations of each submodel,
summing to 100%. Since there are six submodels, we can set five parameters
independently. Additionally, we can also set the feeder impedance, R and X,
for a total of seven parameters. The internal parameters of each submodel
in the CLOD model are not accessible.
2.3.3 CMPLDW
Figure 2.3: A schematic of the CMPLDW load model.
The WECC composite load (CMPLDW) model [5] was developed by GE
and is shown in Fig. 2.3. Like the CLOD model, it is a composite model
where the percentage distribution of each submodel can be changed, but one
of the major differences is that in this model, the internal parameters and
states of each submodel are also accessible. The submodels are described in
more detail here:
10
Feeder Transformer reactance and feeder equivalent impedance.
Motor A–D Motors A to D are three-phase or single-phase induction mo-
tors. Typically, motors A to C are set as three-phase motors, and motor
D is set as a single-phase motor. The three-phase motors are modeled
using transient and subtransient reactances, the swing equation, and
two low-voltage trip levels. The purpose of the single-phase motor is
to capture residential compressors (e.g. in air conditioners or refriger-
ators), and it is thus modeled in terms of stalling, thermal protection,
and one low-voltage trip level.
Static A ZIP model with the addition of a frequency dependence term.
Electronic Load Constant P and Q above a threshold, and linear drop to 0
below that threshold. This represents loads driven by power electronics.
The CMPLDW model also includes a feeder that contains a load tap
changer with a variable tap position, as well as feeder impedances. This
model has a total of 121 parameters and 19 states. Five of those parameters
are the percentage allocations to each of the six submodels. The three-phase
induction motors each have 20 parameters and five states. The single-phase
motor has 23 parameters and four states. The static model has 11 parame-
ters. The discharge lighting model has four parameters. Finally, the feeder
has 18 parameters. The CMPLDW model can have a maximum of 130 pa-
rameters if all four motors are set as single-phase motors, and it can have a
maximum of 20 states if all four motors are three-phase.
2.4 Parameter Estimation
Parameter estimation, also known as system identification, is a branch of
study that seeks to determine the mathematical model of a system based only
on input and output data. The simplest example is a system that is linear
and time-invariant (LTI). An LTI model is fully characterized by its impulse
response. That is, by injecting an input which is a delta function, δ(t), and
observing the output, Y (t), the LTI model is equal to Y (t). However, for
load modeling, we know that the load is non-linear. Also, the model structure
is also a choice we must make. Typically, for load models, we choose from
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one of the white-box models listed in Section 2.3. After we choose a model
structure, we must determine the parameters inside that model. How that is
accomplished is explained in the following section.
2.4.1 Parameter Estimation of Load Models
In order to determine the dynamic load model parameters, we require an
input and the subsequent measurement of the output. Since loads are non-
linear, the impulse response is insufficient. Additionally, since the load is
online, we cannot simply inject an impulse (i.e. a voltage step) into the grid
and observe the effects. We must make use of inputs that already exist on
the grid. One useful type of input is a power system disturbance. These dis-
turbances can include generator outages, load steps, and line faults. These
disturbances provide an input of sufficient magnitude such that a period of
recovery is observed, and the behavior of the loads during that time is used
to determine their parameters. The type of measurements used can include
voltage magnitudes, angles, line flows, and frequencies, but will inevitably
be tied to the type of disturbance considered. For example, it is well known
that the coupling of real power to voltage magnitude is much weaker than
to voltage angle [30], so for a load step, the angle measurements are pre-
ferred for the analysis. For this dissertation, we study the effect of faults
on bus voltage magnitudes. The traditional measurement-based parameter
estimation approach is described in [31]:
1. Guess the load model parameters, p.
2. Simulate a fault using the load model in Step 1 to generate a simulation
results Y ip [t] at each bus i. Concatenate the waveforms from all the
buses, forming Yp.
3. Compare Yp with the actual waveforms measured by sensors on the
grid, Ymeas, using a chosen distance measure (e.g. Euclidean distance).
4. Repeat Steps 1 to 3 with successively better guesses of p to minimize
the distance measure (e.g. least squares).
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Mathematically, this can be restated as the following minimization problem
of the mean squared error (MSE):
p∗ = argmin
p
MSE(Ymeas,Yp)
= argmin
p
{
mean(||Ymeas − Yp||2)
}
= argmin
p
{
1
I
1
T
I∑
i=1
T∑
t=0
(
Y imeas[t]− Y ip[t]
)2}
(2.5)
2.4.2 Measurement Noise
Whenever real measurements are used, we must be concerned about mea-
surement noise and sensor inaccuracies. The IEEE standard for PMUs (STD
C37.118.1) lists an accuracy requirement of 1% during steady state and 5%
for voltage steps of up to 0.1 pu [32]. This is equivalent to 40 dB signal-
to-noise ratio (SNR) and 26 dB SNR, respectively. There are not, however,
requirements for larger voltage steps, which may often be seen during a fault.
However, we may infer that measurement error will be higher than 5% (SNR
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Figure 2.4: Example of noisy data. The area in the red box is shown
zoomed in.
13
lower than 26 dB) for larger disturbances. Figure 2.4 shows an example of
noisy voltage data from a fault. The inset figure shows a zoomed in section
where noise is clearly visible.
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CHAPTER 3
DIFFICULTIES IN PARAMETER
ESTIMATION
It is difficult to perform parameter estimation on the load models described
in Sections 2.2 and 2.3 due not only to their inherent non-linearily, but also
the non-linear nature of the power system. When parameter estimation is
attempted, we quickly find that solutions are not unique due to insensitivity
and interdependency among the parameters [21]. It is difficult to identify
these parameters accurately because different values of insensitive parameters
or various combinations of dependent parameters may result in a similar
output response. In this chapter, we first define these concepts. Then, we
will perform three case studies, first with the CMPLDW model in isolation,
and then with the CLOD and ZIP models as part of a network. Finally,
we will look at how insensitivity and interdependency negatively impacts
parameter estimation.
3.1 Parameter Sensitivity and Interdependency
A perfect parameter estimation algorithm would calculate a p∗ equal to the
real parameters, preal. However, since preal is unknown, the best realistic
algorithm would calculate p∗ such that Yp∗ [t] = Ymeas[t]. Herein lies a crucial
assumption: there must be a one-to-one mapping between the parameters,
p, and the simulation results, Yp[t]. However, many load models violate this
assumption, due to a combination of parameter insensitivity and parameter
interdependency.
The sensitivity of parameter k is defined as:
Jk[t] =
∂Yp[t]
∂pk
(3.1)
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The sensitivity describes how much the simulation results change when the
parameter is changed. For the purposes of parameter estimation, a high
sensitivity is desired. A high sensitivity means that the resulting objective
function is well conditioned (i.e. steep) and easy to find a unique minimum
for. A low sensitivity means that the simulation results stay almost the same
over a wide range of values of pk, which results in a very shallow objective
function. Unfortunately, this is often seen in load models.
Parameter interdependency is related to parameter insensitivity, but de-
scribes the case where the simulation results are insensitive to a pair (or
group) of parameters, even though the simulation may be sensitive to each
parameter in isolation. A simple example is pairwise linear interdependency,
where the simulation results stay the same as long as two parameters are
varied linearly with respect to each other. In this case, the optimization
cannot find a unique solution; only by arbitrarily setting one parameter, can
the other be uniquely solved for. In real load models, the interdependency
can be more complicated, such as non-linear or discontinuous.
3.2 SMIB Case Study Using CMPLDW
In this section, we will analyze the parameter sensitivity and interdependency
of the CMPLDW model, using a single machine infinite bus (SMIB) case.
This way, we can be sure that any insensitivity observed is the result of the
load model itself, and not any network effects.
3.2.1 Formulation and Input Data
First, we look at the sensitivity of the CMPLDW parameters. For compli-
cated load models such as CMPLDW, it is difficult to find the analytical
sensitivity from the state space model. Thus, we find the numerical approx-
imation [16]:
Jk[t] ≈ Yp˜[t]− Yp[t]
p˜k − pk (3.2)
where p˜k − pk is a small change (5%) to parameter k. The values of Jk[t] are
then concatenated into Jk. In order to find the numerical sensitivity, we first
16
Table 3.1: List of CMPLDW parameters with example values. The 18
parameters in italics remain fixed by convention, and the 15 parameters in
bold were found to have the highest sensitivity.
Feeder Static Load Electronic Load
Bss 0 Tmax 1.1 Pfs -0.99 Fel 0.167
Rfdr 0.04 step 0.00625 P1e 2 Pfel 1
Xfdr 0.05 Vmin 1 P1c 0.54546 Vd1 0.75
Fb 0.75 Vmax 1.02 P2e 1 Vd2 0.65
Xxf 0.08 Tdel 30 P2c 0.45454 Frcel 0.25
Tfixhs 1 Tdelstep 5 Pfrq -1
Tfixls 1 Rcmp 0 Q1e 2
LTC 1 Xcmp 0 Q1c -0.5
Tmin 0.9 Mbase 0 Q2e 1 Motor D
Q2c 1.5 FmD 0.167
Qfrq -1 MtypD 1
Motor A Motor B Motor C LFmD 1
FmA 0.167 FmB 0.167 FmC 0.167 CompPFD 0.97
MtypA 3 MtypB 3 MtypC 3 VstallD 0.6
LFmA 0.7 LFmB 0.8 LFmC 0.8 RstallD 0.1
RsA 0.04 RsB 0.03 RsC 0.03 XstallD 0.1
LsA 1.8 LsB 1.8 LsC 1.8 TstallD 0.02
LpA 0.1 LpB 0.16 LpC 0.16 FrstD 0
LppA 0.083 LppB 0.12 LppC 0.12 VrstD 0.9
TpoA 0.092 TpoB 0.1 TpoC 0.1 TrstD 0.4
TppoA 0.002 TppoB 0.0026 TppoC 0.0026 FuvrD 0.17
HA 0.05 HB 1 HC 0.1 Vtr1D 0.65
EtrqA 0 EtrqB 2 EtrqC 2 Ttr1D 0.02
Vtr1A 0.75 Vtr1B 0.5 Vtr1C 0.5 Vtr2D 0.9
Ttr1A ∞ Ttr1B 0.02 Ttr1C 0.02 Ttr2D 5
Ftr1A 0.2 Ftr1B 0.2 Ftr1C 0.2 Vc1offD 0.4
Vrc1A 0.9 Vrc1B 0.65 Vrc1C 0.65 Vc2offD 0.4
Trc1A ∞ Trc1B 0.6 Trc1C 0.6 Vc1onD 0.45
Vtr2A 0.5 Vtr2B 0.7 Vtr2C 0.7 Vc2onD 0.45
Ttr2A 0.02 Ttr2B 0.02 Ttr2C 0.02 TthD 30
Ftr2A 0.47 Ftr2B 0.3 Ftr2C 0.3 Th1tD 0.3
Vrc2A 0.639 Vrc2B 0.85 Vrc2C 0.85 Th2tD 2.05
Trc2A 0.73 Trc2B ∞ Trc2C ∞ TvD 0.025
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require a base case set of parameters from which to make changes. Those
parameters are listed in Table 3.1. A small subset of parameters remain
fixed by convention [33], so we do not perform sensitivity analysis on those
parameters.
The voltage input to the load model is labeled “PQube data set # 1” in
Fig. 3.1. The event measurements are taken from real datasets collected by
a southern US utility company. They are recorded using PQube devices [15]
during three summer months in 2012. Each event includes the voltage profile
and the corresponding real and reactive power consumption, all with cycle-
level sampling rate (around 60 Hz). Two events have been identified from
the data. Both show a lengthy recovery time with depressed voltages, called
a fault-induced delayed voltage recovery (FIDVR) event, which generally
results from the high penetration of single-phase induction motors.
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Figure 3.1: Two voltage profiles recorded by PQube devices during FIDVR
events.
3.2.2 Sensitivity Analysis Results
Figure 3.2 shows the results of the sensitivity analysis, Jk[t]. We can see
two major kinds of deviation: instantaneous peaks around 2 seconds, and
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(a) Real and reactive power consumption base case, given the fault in Fig. 3.1.
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(b) Change in real power consumption based on a 5% change in each of the 130
parameters. The peaks around the 10 s mark reach +2.5 MW and −2.5 MW.
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(c) Change in reactive power consumption based on a 5% change in each of the 130
parameters. The peaks around the 10 s mark reach +1.9 Mvar and −2.2 Mvar.
Figure 3.2: Results from sensitivity analysis. Note that the scales in (b)
and (c) are much smaller than in (a).
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gradual deviations between 10 and 25 seconds. The first kind is because the
original power consumption has discontinuities at 2 and 10 seconds, as we
can see in Fig. 3.2a. Changing a parameter may delay the discontinuity by
a few cycles. Thus, when calculating the difference between it and the base
case, there will be large peaks. These peaks are not very meaningful, even if
they have large amplitude. The second kind of deviation is more meaningful.
What it means is that modifying a parameter causes the voltage to recover
slightly slower or faster.
Figure 3.3 plots ||Jk||2, the norm of the sensitivity of each parameter. The
values are sorted in descending order, and the log(·) of the sensitivities are
also plotted. We can see that, of the 103 non-italicized parameters from
Table 3.1, about one third have a sensitivity of identically zero. Of those
with non-zero sensitivities, we can see that only a few parameters are very
sensitive; most of the parameters are 1 to 2 orders of magnitude less sensitive.
The 15 most sensitive parameters are bolded in Table 3.1.
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Figure 3.3: The 2-norm and its logarithm of the trajectory sensitivity of
each parameter from the test on PQube data set #1, sorted in descending
order.
Some of the absolutely insensitive parameters are related to the tripping
behavior of the load components, which may not be activated under the given
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input voltage profile. For example, parameters Vd1 and Vd2 are used to set
the voltage levels for tripping the electronic load. Slightly varying their values
will not cause any change of the system response if the lowest voltage input
is significantly higher than the initial tripping levels specified in Vd1 and
Vd2. These examples reveal the thresholding nonlinearity of the CMPLDW
model. Therefore, the selection of insensitive parameters depends not only
on the base case parameters (Table 3.1), but also on the input voltage profile,
as we will see in the next section.
3.2.3 Impact of Input Fault Voltage Profile
Building on the previous analysis, we investigate the impact of the input
voltage profile on the parameter sensitivity. We first designate PQube data
set #1 in Fig. 3.1 as our base case. We then modify the base case profile to
emulate faults of varying severity and recovery time. Specifically, we scale
the profile vertically to vary the minimum fault voltage, while maintaining
the pre-fault voltage. We scale the profile horizontally to vary the recovery
time. These are both illustrated in Fig. 3.4.
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Figure 3.4: Illustration of vertical and horizontal stretching of the voltage
profile.
21
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
9
M
in
im
u
m
fa
u
lt
v
ol
ta
ge
[p
u
]
10
-2
10
0
10
2
10
4
10
6
||J
k
||
2
F
ig
u
re
3.
5:
P
ar
am
et
er
se
n
si
ti
v
it
y
u
n
d
er
ve
rt
ic
al
st
re
tc
h
in
g
of
th
e
vo
lt
ag
e
p
ro
fi
le
.
T
h
e
b
as
e
ca
se
m
in
im
u
m
fa
u
lt
vo
lt
ag
e
le
ve
l
is
0.
37
03
p
u
(s
ee
F
ig
u
re
3.
1)
.
22
15
20
25
30
35
40
45
50
55
60
F
au
lt
vo
lt
ag
e
p
ro
fi
le
p
er
io
d
[s
]
10
-2
10
-1
10
0
10
1
10
2
10
3
10
4
10
5
||J
k
||
2
F
ig
u
re
3.
6:
P
ar
am
et
er
se
n
si
ti
v
it
y
u
n
d
er
h
or
iz
on
ta
l
st
re
tc
h
in
g
of
th
e
vo
lt
ag
e
p
ro
fi
le
.
T
h
e
b
as
e
ca
se
p
ro
fi
le
p
er
io
d
is
30
s
(s
ee
F
ig
u
re
3.
1)
.
23
The parameter sensitivities are then calculated for each voltage profile and
plotted in Fig. 3.5 and Fig. 3.6 on a log scale. From Fig. 3.5 we can see that
the parameter sensitivities do not remain constant. For example, there is a
cyan colored line which has a relatively low sensitivity of approximately 100
between 0 and 0.5 pu, peaks at 0.6 pu to a value of 104, then disappears for
profiles with higher minimum voltage. This line corresponds to the parameter
VstallD, the stall voltage for motor D. In the base case, the stall voltage is
set to 0.6 pu. When the minimum fault voltage does not drop below 0.6
pu, motor D will not stall, hence VstallD does not affect the trajectory
at all (||Jk||2 = 0 for VstallD). Since Fig. 3.5 uses a log axis, those zero
sensitivities cannot be plotted. On the other hand, when the minimum fault
voltage is very close to 0.6 pu, the sensitivity of VstallD exceeds the other
parameters by approximately one order of magnitude. This is because a small
change in the value of VstallD will determine whether motor D stalls; this
is known as thresholding nonlinearity. Finally, for faults where the voltage
drops significantly below 0.6 pu, motor D will definitely stall, so the trajectory
again becomes very insensitive to VstallD. The reason the sensitivity is not
exactly zero is merely because a more severe fault causes the voltage to drop
faster, and hence causes motor D to stall a fraction of a cycle earlier.
We can also see that many parameters have a large peak in sensitivity
when the minimum fault voltage is 0.7 pu and a few parameters have a peak
at 0.5 pu. These can also be attributed to thresholding nonlinearity. Voltage
trip levels Vtr1A, Vtr2B, Vtr2C, and Vtr1D, and voltage reconnection levels
Vrc1B, Vrc1C, and Vrc2A are all between 0.639 and 0.75 pu. Voltage trip
levels Vtr1B, Vtr1C, and Vtr2A are all 0.5 pu. When the minimum fault
voltage is near those values, those voltage thresholds and any associated time
delays, such as trip delay times, become very sensitive. For example, motor
B parameters Vtr1B and Ttr1B represent the under-voltage trip level and
the trip delay time. If motor B does not trip for the given voltage input,
varying Ttr1B will not affect the output dynamics either. The parameter
sensitivities in Fig. 3.6 are more uniform than those in Fig. 3.5. This is
because we are not affecting the minimum fault voltage. However, we still
see some peaks when the profile period is reduced to around 20 s, which is
evidence that thresholding nonlinearity is also occurring for time thresholds,
such as a reconnection time delay.
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3.2.4 Parameter Dependency Analysis
In Section 3.2.2, we showed that the output response was insensitive to a large
portion of the parameters, meaning those parameters cannot be observed
with the given measurements. However, even among the parameters with
high sensitivity, it may still be difficult to uniquely identify a parameter.
This is due to parameter dependency: the effect of one parameter on the
output response can be replicated by one or more other parameters.
As an example, consider the stator resistance of motors B and C, RsB
and RsC. Since the parameters of motors B and C are quite similar, we find
that RsB and RsC are essentially indistinguishable from one another. In Fig.
3.7, the default values of RsB and RsC (see Table 3.1) are indicated by the
dashed white lines. The simulation result with RsB and RsC at their default
values is the base case output. With all other parameters fixed, the values of
RsB and RsC are then varied between 10% and 200% of their default value.
The MSEs between the resulting outputs and the base case output are then
calculated and contoured in the figure. From the figure, we can see that as
long as RsB and RsC are varied proportionally, the MSE will stay in the dark
blue region extending from the top-left to bottom-right corners. Thus, from
a single set of output measurements, it is difficult to uniquely identify both
RsB and RsC. Only if we pick one parameter’s value can we then determine
the other parameter.
While the dependence of this particular pair of parameters seems intuitive,
there are other pairs of dependent parameters which have no simple expla-
nation. Consider the following two parameters for the single-phase motor D:
XstallD, the stall reactance in pu, and Th2tD, the thermal protection trip
completion temperature in pu. Both these parameters have quite high sensi-
tivity: XstallD is ranked first, and Th2tD is 13th among all the parameters.
These two parameters are also completely unrelated from a physical stand-
point. However, in Fig. 3.8, we can see that they exhibit interdependent
behavior. We hypothesize that this is because for a larger XstallD, the stall
current and hence the thermal losses would be lower, which would require a
lower Th2tD to cause the same tripping behavior. Due to this interdepen-
dency, it would still be difficult to identify both parameters uniquely within
the dark blue region.
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Figure 3.7: Contour of the MSE between the base case output and test
cases for RsB and RsC, the stator resistances of motors B and C.
Figure 3.8: Contour of the MSE for two relatively sensitive parameters.
XstallD and Th2tD are the stall reactance and the thermal protection trip
completion temperature for motor D, respectively.
26
Figure 3.9: Contour of the MSE which highlights the effect of thresholding
nonlinearity. XstallD, the stall reactance for motor D, is continuous, but
VstallD, the stall voltage of motor D, is discontinuous.
Finally, we illustrate how thresholding nonlinearity impacts the parameter
dependency by contouring VstallD and XstallD. VstallD is the stall voltage
of motor D, which we also highlighted in Fig. 3.5 and Section 3.2.3. This
Fig. 3.9 agrees with our analysis from Section 3.2.3. Note that we change the
voltage trip level here, whereas Fig. 3.5 changed the minimum fault voltage.
When the stall voltage VstallD is set below the minimum fault voltage of
0.3703 pu, neither its own value nor that of the stall reactance matters,
which leads to the dark red area at the bottom of the contour. Above 0.3703
pu, the vertical contour lines mean that VstallD does not matter. However,
since VstallD is higher than the minimum fault voltage, the motor will stall,
so XstallD does impact the simulation result.
3.3 Wide Area Case Studies
In the previous section, we established that the CMPLDW model exhibits
both parameter insensitivity and parameter interdependency. However, that
analysis only looked at the model itself. In this section, we look at how those
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effects manifest themselves in a wide-area parameter estimation study. To
perform this analysis, we will use a synthetic power system with fictional
parameters, described below.
3.3.1 Case Study Description
The power network we will use is the 37 bus case from [30], shown in Fig.
3.10. It contains 57 branches, 9 generators, 25 loads, and bus voltages ranging
from 69 kV to 345 kV. A fictitious synthetic fault has been placed on the
system at bus 36 (highlighted) with fault impedance Z = j1e–12 pu. The
fault occurs at 1 second and self-clears after 0.5 seconds.
In this first case study, we use the CLOD model, since it contains some
dynamics but is also simple enough to understand easily. In order to assess
the performance of the parameter estimation algorithm, we require a set of
measurements for which we know the real load parameters. We can then use
the difference between the estimated parameters and the real parameters to
judge the algorithm’s efficacy. However, such data does not exist. Therefore,
we need to generate a set of fictional voltage data from a set of fictional
synthetic parameters, which we will label Ysyn[t] and psyn, respectively, and
pretend this is the “real” load model on the system. The synthetic load
model parameters arbitrarily assigned are listed in Table 3.2. The five bold
ones are the parameters the algorithm will solve for. We choose to ignore the
transformer losses (R, X, and saturation), since those are relatively insignif-
icant compared to the other five parameters [12], which represent the major
classes of loads.
Table 3.2: Parameters designated as the synthetic load model.
psyn =
[
0.24 0.19 0.3 0.09 0.18
]T
Parameter Value
Large motor 24%
Small motor 19%
Discharge lighting 30%
Transformer saturation Neglected
Constant MVA 9%
PI/QZ 18%
Transformer R and X Neglected
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In order to quantify the performance of the algorithm, we need to define
an error metric. Since the CLOD parameters are represented in a vector, a
natural metric would be the Euclidean distance between the estimate and
the correct solution:
ε = ||psyn − p∗||2 (3.3)
We will refer to this as the estimation error. Table 3.3 shows the results of
performing parameter estimation on the validation case. Theoretically, there
should be no error; the reason the error is not exactly zero is simply due to
the tolerances used in the minimization of the objective function in (2.5), to
allow termination in a reasonable amount of time. The reader can see that
the error is still very low.
Table 3.3: Parameter estimation algorithm solution and error.
Parameter
Parameter
Estimate
Absolute
Error
Large Motor 0.2398 0.00021
Small Motor 0.1900 0.0000089
Discharge Lighting 0.2906 0.0094
Constant MVA 0.0831 0.0069
PI/QZ 0.1960 0.0160
Estimation Error 0.0198
3.3.2 CLOD Model Case Study
To analyze the sensitivity and interdependence of the CLOD model parame-
ters, we can look at how the value of the objective function in (2.5) changes
given variations in the model parameters p. Fig. 3.11 shows a contour of the
objective function on a log scale. Since the parameter space is 5-dimensional,
we resort to showing 2-dimensional cross sections. Since there are four in-
dependent parameters, this results in
(
4
2
)
= 6 contours. In each subfigure
in Fig. 3.11, two parameters are selected, and a contour of the log(·) of the
residual is plotted as those two parameters are varied. Of the remaining three
parameters, two are set to their values in psyn. The remaining parameter is
designated the slack parameter, and its value changes in order to preserve
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∑5
k=1 pk = 1. For example, in the first figure, small motors and large motors
are plotted, along with dotted lines at 0.24 and 0.19, the values of LM and
SM in psyn (see Table 3.2). Discharge lighting and constant power are set
to 0.3 and 0.09, respectively. For all the subfigures in Fig. 3.11, the PI/QZ
load was the slack parameter. When the analysis is performed with other
load types as the slack parameter, the conclusions are similar and are thus
omitted.
The feature of concern in Fig. 3.11 is that we can identify two distinct
contour orientations. In the top row, the contours show a valley elongated
in the top-left to bottom-right direction, while in the bottom row, the val-
ley is in the bottom-left to top-right direction. Also, these contours are
not convex: there are many local minima in the valleys. In the top-left to
bottom-right case, this signifies that the two submodels plotted behave sim-
ilarly. For example, moving load between large motors, small motors, and
constant power has little effect on the value of the objective function, and by
implication, the resulting simulated transient response. On the other hand,
valleys in the other direction signify that the two submodels are disparate.
That is, discharge lighting is very different from large motors, small motors,
or constant power loads. Additionally, because PI/QZ loads are the slack
parameter, we can also conclude from these contours that discharge lighting
and PI/QZ loads behave similarly (a plot of discharge lighting versus PI/QZ
indeed shows a valley in the top-left to bottom-right direction).
We can see this effect in the time domain as well. Fig. 3.12 shows a
plot of the voltage at a bus close to the fault bus for 5 scenarios—each one
representing an aggregate load that is entirely composed of a single submodel.
We can see that discharge lighting and PI/QZ loads reach a minimum voltage
of 0.66 V during the fault, and recover quickly. On the other hand, the large
motor, small motor, and constant power loads reach a minimum voltage of
approximately 0.58 V, and recover much more slowly and overshoot the pre-
fault voltage more. Since we now have two groups of loads that perform
similarly, CLOD exhibits parameter interdependency. The impact of this is
explored in Section 3.4.
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3.3.3 ZIP Model Case Study
The interdependency observed in the CLOD model is not because the sub-
models themselves are complicated, but because of the interaction between
submodels. To better illustrate the reason why composite models often ex-
hibit interdependency, consider that even the ZIP model—a simple, static
model—can exhibit the same behavior that we saw in Fig. 3.11. For ex-
ample, Fig. 3.13 shows the contour when using a ZIP model, with psyn =[
0.25 0.35 0.4
]T
, where psyn is the percentages of constant impedance,
current, and power loads.
Again, we can see a distinct valley with many local minima. The slope
of the valley in this case is approximately 1:2, which means that 2 units of
constant current load can be replaced by 1 unit of constant impedance load
plus 1 unit of constant power load. In the case of the ZIP model, we can see
the reason for this by examining the ZIP equation:[
P
Q
]
=
[
P0(α2V
2 + α1V + α0)
Q0(β2V
2 + β1V + β0)
]
(3.4)
If we first look at the P equation, what we are observing in Fig. 3.13 is that a
model p =
[
α2 α1 α0
]T
produces approximately the same waveforms as
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Figure 3.12: The response of each submodel to the validation disturbance.
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Figure 3.13: Contour of the value of the objective function (on a log scale)
near psyn for the ZIP model. The constant power load serves as the slack
parameter.
a slightly modified model p˜ =
[
α2 − δ α1 + 2δ α0 − δ
]T
. In other words:
P (p) = P0[α2V
2 + α1V + α0] (3.5)
P (p˜) = P0[(α2 − δ)V 2 + (α1 + 2δ)V + (α0 − δ)]
= P0[(α2V
2 + α1V + α0)− (δV 2 − 2δV + δ)]
= P (p)− P0[(δV 2 − 2δV + δ)] (3.6)
From (3.5) and (3.6) we see that the difference between P (p) and P (p˜) lie
in the terms:
δV 2 − 2δV + δ (3.7)
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Now, we rewrite V as 1 + ∆:
δ(1 + ∆)2 − 2δ(1 + ∆) + δ (3.8)
=δ[(1 + ∆)− 1]2 (3.9)
Hence, we can see that the difference between p and p˜ is the term δ · ∆2.
This is a third-order term, meaning that for even modestly small values of
δ and ∆, δ · ∆2 will be a very small number compared to the other terms
in (3.9), meaning indeed p ≈ p˜. We can show the identical result for the Q
equations.
3.4 Consequences of Insensitivity and Interdependency
3.4.1 Sensitivity to Noise
Previously, we found that the CLOD model, being highly non-linear, did
indeed exhibit parameter unidentifiability, due to insensitivity and interde-
pendency among parameters. Out of the five submodels in CLOD, there were
only 2 distinct responses. Specifically, the large motor, small motor, and con-
stant power submodels produced very similar responses to the disturbance.
The discharge lighting and PI/QZ submodels produced a second response.
Thus, the responses have become very insensitive to the parameter values.
Conversely, the parameter estimate becomes very sensitive to the measured
waveforms, and in particular, noise. Another way to understand this is that
the optimization problem outlined in Section 2.4.1 is very ill-conditioned, in
that the cost function is very flat near the optimal solution. In the ideal
case, we could still converge to the correct optimal solution, albeit with more
iterations.
However, when measurement noise is introduced, the ill-conditioning of the
problem means that the correct solution can no longer be attained. In Fig.
3.14, first presented in [10], we show the estimation error as a function of the
signal-to-noise ratio (SNR) of the measurements, by adding white Gaussian
noise to Ysyn, in increments of 5 dB between 0 dB and 90 dB. For each
level of noise, 5 realizations of the random noise are tested, and the median
and maximum of those 5 trials are shown. We can see that as the SNR
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Figure 3.14: The estimation error as a function of the measurement SNR.
drops below 40 dB, the noise causes the error to behave erratically due to
the global minimum jumping unpredictably between multiple local minima
created by the addition of noise. The reader may notice that the error does
not decrease monotonically as SNR increases. This can be attributed to the
fact that we average over only 5 realizations of noise, to keep computation
time reasonable.
3.4.2 Model Prediction Accuracy
In the previous section, we showed that parameter insensitivity and interde-
pendency results in the inability of parameter estimation to find the correct
minimum when the measurements contain noise. One could argue, however,
that another interpretation of the results is that when several parameter
estimates all produce similar simulation results, then there is no need to
differentiate between those results. In other words, as long as the residual,
Yp∗−Ymeas, is small, then p∗ is a good solution. If this is true, then for CLOD
we really only needed a model with two degrees of freedom, and the question
becomes simply identifying and grouping parameters that behave similarly.
However, we will now show that while this will work for the particular fault
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we chose in Section 3.3.1, we will run into problems when we try to reuse this
model in the future to predict responses to other faults. Specifically, we will
look at whether the model is able to produce correct transient simulation
results for faults at other buses. In the language of machine learning, we
wish to see how a model’s performance on the training data set translates
into performance on the test data set.
In Fig. 3.15, we show how the accuracy of a model that is derived from a
disturbance at one bus impacts the accuracy of simulations performed using
the model on the same type of disturbance at other buses. In this figure, there
are 127 data points, each one representing one set of load model parameters,
pm, generated from a uniform sampling of possible model parameters. On
the horizontal axis, the model residual for a point m is defined as:
Model Residual
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Figure 3.15: The accuracy of a model on the training disturbance is on the
X axis. The accuracy of the model on the test disturbances is on the Y
axis. Small errors in the derivation of a model from one disturbance lead to
large errors when that model is applied to other disturbances.
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‖Ypm,36 − Ymeas,36‖
=
√√√√ 37∑
i=1
T∑
t=1
(
Y ipm,36[t]− Y imeas,36[t]
)2
(3.10)
This is the error when the model m is applied to bus 36. Note that when we
perform parameter estimation based on a fault at bus 36, we try to find p to
minimize (3.10). On the vertical axis, mean prediction residual for a point
m is defined as:
1
36
37∑
n=1
n6=36
‖Ypm,n − Ymeas,n‖ (3.11)
This is the average error if the model pm were used to predict the results
of a disturbance at the other buses (n ∈ B, n 6= 36). The red line is the
line of best fit for the 127 data points. Finally, the shaded area repre-
sents the range of the prediction residual, between mini6=36
∥∥Y ipm − Y imeas∥∥
and maxi6=36
∥∥Y ipm − Y imeas∥∥. Fig. 3.16 illustrates (3.10) and (3.11).
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Figure 3.16: Illustration of the model residual (3.10) and mean prediction
residual (3.11).
From the points in Fig. 3.15, we can see that there is a clear correlation
between the accuracy of the model derived from bus 36, and the accuracy
when it is applied to other buses. Models that produced waveforms that
were closest to the measurements Ymeas (i.e. small model residual), could be
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expected to perform better on average than most other models when applied
to other disturbances. However, if we look at the axes, we can see that their
scales are very different: the slope of the red line is 11.31, meaning that every
unit of error when generating the model results in, on average, 11.31 units of
error when predicting future disturbances. Additionally, the shaded region
shows that the maximum error has an even worse behavior. By the time
our model residual is 0.1, our maximum prediction residual has reached 10,
a factor of 100 greater. What this ultimately means is that even if a model
performs very well on the training data, its ability to perform reasonably on
the test data cannot be guaranteed.
We can also see this in the time domain. In Fig. 3.17, we chose a data
point in Fig. 3.15 with the fifth lowest model residual, henceforth known as
p̂, which had a low mean prediction residual, but a relatively high maximum
prediction residual. We then plotted waveforms for faults at three different
buses in B using the parameters p̂. The average case corresponds with the
point for p̂ in Fig. 3.15, the best case with the lower bound in the blue
shaded region directly below p̂, and the worst case with the upper bound.
Here, we can see that even for parameters that perform very well (the best
case and average case are very close), the worst case is still very poor. This
means that if we were to use p̂ to estimate a disturbance at another bus,
most of the time we would be accurate, but sometimes the simulation will
show stability when in fact the system is unstable, or vice-versa. This shows
we want p∗ = psyn and not just Yp∗ = Ysyn.
3.5 Conclusion
Load models, by their non-linear nature, exhibit parameter insensitivity and
interdependency. In the CMPLDW model, the output response is quite in-
sensitive to a majority of the parameters. However, even among the sensitive
ones, we observe interdependency and nonlinear thresholding. This is further
complicated when we move to wide-area parameter estimation, due to the
non-linear nature of the network itself. Even simple models such as CLOD
and ZIP exhibit parameter dependency. The result is that the traditional
parameter estimation objective function is extremely shallow. When mea-
surement noise is considered, that noise will often dominate in the objective
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function, thus resulting in unpredictable convergence to distant local min-
ima. The natural question is, does this matter? One could argue that any
model, even a grossly incorrect one, is a good model if the residual is low.
However, we showed that such a model is not useful, as it provides incorrect
predictions for other faults. In the next chapter, we will look at three im-
provements that attempt to arrive at a model close to the ground truth, even
with the effects of parameter insensitivity and interdependency present.
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CHAPTER 4
SOLUTIONS
Here, we present three solutions for addressing the effects of parameter in-
sensitivity and interdependency from Chapter 3. In the first, we expand the
training data set from a single disturbance to multiple disturbances. In the
second, we employ a Bayesian estimator to try and eliminate outliers. In the
third, we make use of complex power in addition to voltage measurements. In
each solution, we use the synthetic case described in 3.3.1 so we can measure
the improvement of the parameter estimate.
4.1 Multiple Disturbances
In Section 3.4.2, we saw that a single disturbance is not enough information
to determine the correct load model parameters, and an incorrectly chosen
set of parameters can have disastrous consequences during future simula-
tions. The reason that noise had such a large effect is that the cost function
for one disturbance had multiple local minima. When noise exists in the
measurements, the amplitudes of these local minima are affected, meaning
that the global minimum jumps unpredictably between these minima. In
essence, these local minima are all acceptable solutions to the parameter es-
timation problem for that one disturbance, though only one is the correct
model. In this section, we attempt to use multiple disturbances to find the
local minimum that is common among them.
4.1.1 Formulation and Implementation
To implement what was just described, however, is intractable. In order
to do this, we would require a list of all the local minima for disturbance
1, and another list for disturbance 2, which we could then compare to find
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the overlapping minima. For such a non-linear optimization problem, it is
computationally intractable to enumerate all the local minima, and we would
have no way of determining when we had covered all of them. Instead,
we define a list of disturbance buses B, and modify (2.5) to accommodate
multiple disturbances:
p∗ = argmin
p
{
1
|B|
∑
n∈B
MSE(Ymeas,n,Yp,n)
}
= argmin
p
{
1
|B|
1
I
1
T
∑
n∈B
I∑
i=1
T∑
t=1
(
Y imeas,n[t]− Y ip,n[t]
)2}
(4.1)
4.1.2 Results
In Fig. 4.1, we see the result of using two disturbances and three distur-
bances. We can see that multiple disturbances decrease the maximum error
(the dashed line) somewhat, but not significantly. Also, the median error is
also only marginally better. If we enlarge our training data to incorporate
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Figure 4.1: Error versus noise for a single disturbance, for two disturbances,
and for three disturbances.
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many more faults, our error could possibly be reduced. However, we feel that
this is unrealistic because:
1. Faults can only be used for load model parameter estimation in the
immediate vicinity [34].
2. Faults must be fairly recent.
3. Faults must be during the correct operating point (e.g. summer peak
versus winter peak).
Thus, it is unlikely for many faults to be available for the parameter esti-
mation of a specific bus. Therefore, we conclude that this approach will not
allow us to improve parameter sensitivity to any meaningful extent.
4.2 Maximum A-Posteriori Estimator
In this section, we look at how we can use a probabilistic maximum a-
posteriori (MAP) estimator to improve the robustness of the model to mea-
surement noise. A MAP estimator uses prior knowledge of the values that
p is most likely to take, in order to eliminate outliers. The source of this
knowledge would come from the experiences of system operators.
4.2.1 Formulation
The MAP estimator for a continuous random variable is defined in [35] as:
p∗ = argmax
p
{
gP |Y (p|Ymeas)
}
(4.2)
Using Bayes’ theorem, this can be rewritten:
p∗ = argmax
p
{
gY |P (Ymeas|p)gP (p)
gY (Ymeas)
}
p∗ = argmax
p
{
gY |P (Ymeas|p)gP (p)
}
(4.3)
where gY is the likelihood function and gP is the prior. The likelihood func-
tion captures the information provided by the measurements, and the prior
captures the a priori knowledge we have of the parameters.
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The likelihood function is defined as follows:
gY |P (Ymeas|p) =
T∏
t=1
fY (Ymeas[t]− Yp[t]) (4.4)
where fY is a chosen probability density function (PDF). For this definition of
gY to be valid, we must assume that values in Ymeas are mutually independent
of each other. While this assumption is almost certainly not true, we lack
sufficient information to allow us to calculate the joint probability density
function for measurements that are not independent. Thus, we make this
simplifying assumption.
The prior is obtained by using experience to make an educated guess of
what the parameters should be, µp =
[
µp1 · · · µpK
]
, as well as their
confidence, which could be translated into a standard deviation σP . gP could
then be calculated as:
gP (p) =
K∏
k=1
fP (pk − µpk) (4.5)
Again, similar to the case for gY |P (Ymeas|p), (4.5) is only valid if the parame-
ters are mutually independent. In this case, we know for certain that they are
not, because the sum of the parameters must equal 100%. However, there
currently exists very little literature on random variables with a constant
sum. Thus, we again make the simplifying assumption of independence.
4.2.2 Implementation
To implement the MAP estimator, we have to overcome two challenges. The
first is to choose appropriate PDFs for fY and fP . Based on preliminary
testing, we have found that a normal distribution is a good choice for fP and
a Laplace distribution is a good choice for fY :
fP =
1
σP
√
2pi
exp
(
−(pk − µpk)
2
2σ2P
)
(4.6)
fY =
1
σY
√
2
exp
(
−|Ymeas[t]− Yp[t]|
σY /
√
2
)
(4.7)
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The reason why a normal distribution—arguably the most common PDF—
is unsuitable for fY is because of the interaction of gY and gP . In (4.3), we
multiply the two PDFs together. Thus, when we perform the optimization,
what is important is not the values gY and gP at an iteration, but rather
the relative benefit to the objective function of an improvement in Y or
p. In other words, an improvement of gY or gP from 10
−3 to 10−2 has a
greater impact than from 0.1 to 0.2. In Fig. 4.2 we show a standard normal
distribution. If we zoom in on the tail of the distribution, we can see that
it decays increasingly rapidly at higher numbers of standard deviations from
the mean. What this means is that for a unit step at x toward the mean,
the relative increase of f(x) is higher for larger values of |x|.
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Figure 4.2: The tail of a standard normal distribution decays increasingly
rapidly.
When applied to our load model MAP estimator, for fP , it is reasonable
for us to use a normal distribution, because we wish to severely penalize the
objective function when p is far from µp. However, in the case of fY , this is
undesirable. In the case when measurement noise is very high or the mea-
surements are corrupted, we wish to disregard the measurements. However,
in this situation Ymeas − Yp will be large, so we are evaluating fY very far
from the mean, meaning that the objective function is penalized heavily for
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following the prior instead of the measurements. On the other hand, when
we have measurements with low noise, we should trust the measurements
more instead of following the operator’s guess. However, in this situation
we are evaluating fY very close to the mean, where the shallow slope of fY
results in the prior, fP , dominating.
Instead of using the normal distribution for fY , we can instead look at the
class of PDFs called generalized normal distributions (GND) [36]:
fY =
β
2αΓ
(
1
β
) exp(−( |Ymeas[t]− Yp[t]|
α
)β)
(4.8)
where α and β are positive real numbers. The GND has mean Yp[t] and
variance α2Γ(3/β)/Γ(1/β). The normal distribution is obtained from (4.8)
by setting β to 2. Here, we try two other distributions, as shown in Fig.
4.3. In the first, we set β = 1 and α = 1/
√
2 so that the variance is equal
to 1. This results in the Laplace distribution in (4.7). In the second, we set
β = 1/2 and α = 1/(10
√
6) so that the variance is equal to 0.2. This was
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Figure 4.3: Comparison of normal distribution (green), Laplace distribution
(red), and a GND with exponent 0.5 (blue). The peak of the blue curve
attains a maximum value of 6.124.
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chosen to exaggerate the peak of the distribution. We will refer to this one
as GND0.5 for short.
Through testing, we have found that the Laplace distribution is sufficient
to allow fY to dominate over fP for high SNR. The more aggressive GND0.5
distribution does not perform better, but has some instability at very high
SNR where it performs poorly for unknown reasons.
The second implementation challenge is the evaluation of (4.4) using the
Laplace distribution (4.7). In (4.4) we have a product, with the number of
terms equaling the number of time steps. For a PMU that outputs data at 30
samples per second, and a modest simulation length of 30 seconds, this yields
900 samples. Now, consider the values to be multiplied. Even if we make the
extremely conservative estimate that, on average, fY will be evaluated around
one standard deviation, that will yield 0.17900 which produces a number on
the order of 10−693. Since the smallest double precision number is 10−308,
a computer will store it as zero. Thus, the optimization will fail, since the
objective cost will be zero almost everywhere.
To solve this, we first take (4.4) to the 1/T power, thus converting a
product into a geometric mean. This is allowable because (4.4) is substituted
into (4.3), and argmax {f(x)} = argmax {f(x)c}. Thus, this will result in
(0.17900)
1
900 which is reasonable. However, since the product is calculated
before the T th root, we end up calculating 0
1
900 . Thus, we perform the
following rearrangement:
[
gY |P (Ymeas|p)
] 1
T =
[
T∏
t=1
fY (Ymeas[t]− Yp[t])
] 1
T
(4.9)
=
[
T∏
t=1
1
σY
√
2
exp
(
−|Ymeas[t]− Yp[t]|
σY /
√
2
)] 1T
(4.10)
=
1
σY
√
2
[
T∏
t=1
exp
(
−|Ymeas[t]− Yp[t]|
σY /
√
2
)] 1T
(4.11)
=
1
σY
√
2
exp
(
1
T
T∑
t=1
−|Ymeas[t]− Yp[t]|
σY /
√
2
)
(4.12)
By converting a geometric mean of an exponential into an exponential of an
arithmetic mean of its exponent, we replace a product of 900 numbers with
a sum of 900 numbers, which is easily computed and stored.
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The final step to implementation is the assigning of values to σY and σP .
While the selection of the appropriate distributions above now allows fY to
dominate over fP when noise is low, the relative values of σY and σP will
decide how much fY dominates. Through empirical testing, we found that
setting σY = 0.05 and σP = 20 works well.
4.2.3 Results
In Fig. 4.4, we show the estimation error versus SNR for two different sets of
µp. The red lines show the case where µp = psyn; this is a validation scenario
with a perfect guess. The blue lines show the case where we have no prior
knowledge of µp, so we set µp =
[
0.2 0.2 0.2 0.2 0.2
]T
. The horizontal
black line is the error of this prior (the error for the prior µp = psyn is zero).
From Fig. 4.4, we can see that in low noise scenarios, the choice of prior
has little effect on the parameter estimation, and the parameter estimate is
comparably accurate for both. This is thanks to our choice of the Laplace
distribution for fY . In high noise situations, the prior keeps the error from
increasing dramatically as we saw in Fig. 3.14.
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Figure 4.4: Error versus noise for two MAP estimators with different µp.
49
4.3 Adding Complex Power
In Section 3.3, we analyzed the sensitivity and interdependency of CLOD,
and then in Section 3.4, we showed how measurement noise affects the accu-
racy of the parameter estimation of the CLOD parameters. In that analysis,
the parameter estimation was done using voltage measurements, since those
are the most widely available at the transmission level. In this section, we
will determine if parameter estimation can be improved with the use of other
types of measurements, namely complex power. In other words, we are trying
to find the Y that makes (2.5) most accurate and robust to noise.
4.3.1 Formulation and Implementation
First, we define the four scenarios we will study. The four scenarios differ in
the type of measurements we have access to. Table 4.1 lists the measurements
used for each scenario, the input-output relationship of the simulation, and
the objective function of the parameter estimation. It is also illustrated in
Fig. 4.5. Scenarios 1 and 2 are meant to represent the current level of mon-
itoring: wide-area voltage monitoring, but limited power monitoring at only
some feeders. In Scenario 1, we find the load model indirectly, by measuring
the load recovery’s impact on voltage, i.e. FIDVR. As opposed to voltage,
which can be measured by a single PMU at the high voltage side, wide-area
load power consumption is usually harder to monitor, because it requires
PMUs on each distribution feeder. Thus, in Scenario 2, we assume we only
have power measurements at a few buses. As a result, instead of using a
wide-area simulation of the system, we use an SMIB simulation of just the
buses where power measurements exist. The machine in this model is set
to “playback” mode, where the terminal voltage is set to the voltage mea-
surements. Scenario 3 represents a system with improved wide-area complex
power monitoring. In this case, we have power measurements at all loads so
we can return to a full system simulation instead of using a SMIB. Finally,
scenario 4 combines the wide-area measurements of scenarios 1 and 3.
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4.3.2 Results
We now investigate how the four scenarios described in Section 4.3.1 affect
the accuracy of the parameter estimation under noisy conditions. In Fig.
4.6, we show the estimation error as a function of SNR. We expected that
with low noise levels, the correct solution would be obtained. As noise in-
creased (SNR decreased), the minimization of the MSE between Ymeas and
Yp may not converge to the correct solution. Upon first inspection, we can
see that scenarios 1 and 2 matched our expectations, but scenarios 3 and
4 did not. Several of the scenarios also have unpredictable behavior at low
SNR, most likely because computational feasibility would only allow us to
test 5 realizations of noise. Finally, at above 40 dB, the curves flatten out.
This means that the noise has dropped to a low enough level as to not impact
the algorithm’s convergence to the correct global optimum. The following
sections compare and elaborate on the performance of each scenario.
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Figure 4.6: The estimation error as a function of the measurement SNR for
the 4 scenarios.
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4.3.2.1 Scenario 1: Wide-Area Voltage Measurements
In scenario 1, we see the expected increase in estimation error as SNR drops.
Above 25 dB, wide-area voltage measurements provide the best accuracy.
However, as discussed in Section 2.4.2, real measurements may not achieve
the necessary SNR for this to matter.
4.3.2.2 Scenario 2: Local Power Measurements
Scenario 2 suffers from the same problem at low SNR, but even more so
than scenario 1. This is because not only do the measurements of P and
Q include noise, but so does the input to the simulation Vmeas. Thus, when
we perform the SMIB simulation, we obtain simulation results Pp and Qp
that are already degraded by the effects of noise. Then, when we compare
that to the noisy measurements, the effect is exacerbated. At high SNR,
scenario 2 also does not perform as well as scenario 1. This means that even
in ideal conditions, P and Q still have a relatively flat objective cost near
the optimum p∗, resulting in the optimization algorithm converging to an
imperfect solution.
4.3.2.3 Scenario 3: Wide-Area Power Measurements
In scenario 3, the measurement SNR did not have much impact on estimation
error, which was surprising. At low SNR, we find that scenario 3 performs
much better than scenarios 1 or 2. What this points to is that when p is
far away from p∗, complex power is much more sensitive to p than V is to
p. Fig. 4.7 illustrates this. In Fig. 4.7, one set of plots corresponds to the
simulation results at a bus using the parameters in Table 3.2. The other set
corresponds to the results at the same bus, but with the percentages of Large
and Small IMs swapped. We can see that there is a much larger difference
in Q compared to V and P .
To further analyze this sensitivity, we can visualize it by again contouring
the log(·) of the cost function (2.5) by varying each pair of parameters in the
CLOD model. In Chapter 3, Fig. 3.11 showed the contour for scenario 1,
and Fig. 4.8 shows the same contours for scenario 3.
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Figure 4.7: Illustrating the sensitivity of V , P , and Q to different
parameters.
If we compare Figs. 3.11 and 4.8, we can see that, firstly, the colors in
scenario 3 are much more red than in scenario 1. This confirms our hypothesis
that P and Q are more sensitive to parameters than V . As a result, when
using P and Q, even when a high amount of noise exists, the optimization
algorithm is still able to converge to a reasonable solution. Secondly, the
contours for scenario 3 span more orders of magnitude and are much more
circular than those for scenario 1. This means that there is also less parameter
interdependency: there is a single optimal value for both parameters, and not
a range of optimal values for both. Both of these observations cause scenario
3 to perform well at low SNR. At high SNR, scenario 3 performed identically
to scenario 2. Thus, simply widening our power measurements from local to
wide-area does not improve performance under ideal conditions. This means
that, while P and Q are most sensitive to p far away from p∗, V is most
sensitive to p near p∗.
54
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
L
a
rg
e
M
o
to
r
SmallMotor
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
L
a
rg
e
M
o
to
r
DischargeLighting
0
0.
1
0.
2
0.
3
0.
4
0.
5
0
0.
1
0.
2
0.
3
0.
4
0.
5
L
a
rg
e
M
o
to
r
ConstantPower
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
S
m
a
ll
M
o
to
r
DischargeLighting
0
0.
1
0.
2
0.
3
0.
4
0
0.
1
0.
2
0.
3
0.
4
S
m
a
ll
M
o
to
r
ConstantPower
0
0.
1
0.
2
0.
3
0.
4
0.
5
0
0.
1
0.
2
0.
3
0.
4
0.
5
D
is
ch
a
rg
e
L
ig
ht
in
g
ConstantPower
F
ig
u
re
4.
8:
C
on
to
u
rs
of
th
e
ob
je
ct
iv
e
fu
n
ct
io
n
co
st
(o
n
a
lo
g
sc
al
e)
in
sc
en
ar
io
3,
fo
r
ea
ch
p
ai
r
of
p
ar
am
et
er
s.
T
h
e
w
h
it
e
ar
ea
s
in
th
e
lo
w
er
ri
gh
t
co
rn
er
of
so
m
e
p
lo
ts
re
p
re
se
n
t
p
ar
am
et
er
ve
ct
or
s
fo
r
w
h
ic
h
th
e
si
m
u
la
ti
on
co
u
ld
n
ot
b
e
so
lv
ed
.
55
4.3.2.4 Scenario 4: Wide-Area Voltage and Power Measurements
We found in scenario 3 that wide-area power measurements are best for find-
ing a reasonable p, but scenario 1 showed us that wide-area voltage provides
the highest accuracy at low levels of noise. Scenario 4 tries to capture the
advantages of both: the robustness of power to noise, and the accuracy of
voltage at high SNR. While the objective function is the sum of the objective
functions of scenarios 1 and 3, we can see that the estimation error for sce-
nario 4 is slightly better than the average of the plots for scenarios 1 and 3.
This is due to the use of a weighted sum. Through empirical tests, we found
that weighting the MSE of voltage 5 times more than the MSE of power gives
the best results in this case.
4.3.2.5 Computational Cost
In the previous sections, we compared how the use of voltage or power af-
fects the accuracy of parameter estimation. In this section, we look at the
computational cost of each scenario. In scenarios 1, 3, and 4, we perform
a single 37-bus simulation. In scenario 2, we perform 25 separate SMIB
simulations, one for each bus which contains a load. Table 4.2 summarizes
the time required to evaluate each iteration and the number of iterations re-
quired. For each of the four scenarios, we measured the running time of 630
evenly spaced sets of parameters, and the iterations required for convergence
of 95 cases. The average and standard deviation of each scenario was then
calculated. We can see that scenario 2 is by far the slowest. This can be
attributed to the overhead required to initialize 25 simulations, even though
each SMIB simulation is more simple than a 37-bus case. Scenario 4 requires
Table 4.2: Computational cost required for convergence, with standard
deviations.
Scenario Runtime/Iteration Iterations
1 0.456± 0.187 s 78.2± 13.7
2 1.203± 0.045 s 76.9± 35.7
3 0.495± 0.187 s 104.2± 20.5
4 0.611± 0.187 s 88.7± 26.1
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slightly longer to run than scenarios 1 and 3, but we feel that the significant
accuracy improvement justifies the small increase in computational expense.
4.4 Conclusion
In Chapter 3, we established that load models, due to their non-linear na-
ture, exhibit parameter insensitivity and parameter interdependency. As a
result, when measurement noise was considered, parameter estimation often
had unpredictable results, which then compromised the model’s ability to
predict the results of future disturbances. In this chapter, we proposed three
solutions in an attempt to mitigate these effects.
The first solution was to use multiple disturbances to estimate the param-
eters. Since faults on the electricity grid are relatively rare occurrences, we
can not expect an abundance of faults to determine the load parameters at
a particular bus. Thus, we limited ourselves to three faults. However, we
found that more disturbances did not help us significantly.
The second method we proposed was to use a MAP estimator and take
advantage of a priori data. By balancing the contribution of prior data and
measurements, and after resolving some computational issues, we found that
this approach was quite successful in reducing the estimation error. Using
prior data was most beneficial for cases with low SNR, where traditional least
squares behaved extremely poorly. We conclude that using a MAP estimator
instead of least-squares provides a good safety net which can be implemented
relatively easily.
In the third approach, we looked at four possible sets of input-output
relationships that we can use for load modeling. The first requires wide-area
measurement of voltage. The advantage of this first scenario is that voltage
measurements are abundant, and the results of parameter estimation using
voltage measurements are excellent for cases with low measurement noise.
The second uses measurements of voltage and complex power at a local level,
for example, at a single feeder. However, this method is extremely susceptible
to noise since even the simulation results are contaminated by noise. The
third case requires wide-area complex power measurements. The advantage
of using complex power is that parameter estimation using power is much
more robust to large levels of noise than using voltage, though it is not as
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accurate for low noise cases. Finally, by combining both wide-area voltage
and wide-area power measurements, the best performance is achieved across
all SNRs, and is well worth the extra computational time required. While
we do not currently have the wide-area complex power monitoring required
to implement this fourth case, thanks to the rapid expansion of the PMU
network, this could be a reality in the near future.
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CHAPTER 5
PRACTICAL CONSIDERATIONS
In the previous chapters, we looked at how load model parameter estimation
can be improved on small, synthetic test cases. In this chapter, we examine
three obstacles which will need to be overcome before parameter estimation
can be performed on large, real-world cases. First, we look at the compu-
tational demands of a large system and propose a method to reduce the
dimensionality of the load modeling problem. The proposed method requires
geographical coordinates, so second, we propose a method to determine the
geographical coordinates of buses from a separate source. Lastly, we survey
alternatives to Euclidean distance in an attempt to find a better similarity
measure to compare time series data.
5.1 Large Scale Parameter Estimation
Currently, the vast majority of measurement-based parameter estimation re-
search is performed with small systems or at a single bus [31,37–40]. However,
owing to the deployment of wide-area measurement systems there is a wealth
of high-fidelity, reasonably accurate data available now which can be used
for this application. This data forms the cornerstone of system-level valida-
tion [41], which aims to match global system response, rather than that of
individual devices. This is a challenging problem. A dynamic model for a
load can have anywhere from 8 to 135 parameters [20,42]. In [31,37–40], the
authors do not need to address this issue because even with a complicated
load model, the small number of buses means that the computational costs
are insignificant. However, in a typical interconnect-level system of tens of
thousands of buses, this could mean having to deal with an order of 106
parameters for estimation.
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To address this, this section investigates the concept of network reduc-
tion to perform parameter estimation for load models. It divides a large,
interconnect-level system into different regions based on the propagation of
voltage disturbance. These layered regions can be used to define “internal”
and “external” parts of the network, such that load modeling and estimation
is performed only in the internal part. This is aimed at reducing the compu-
tational requirements. The effects of choosing different sizes of the “internal”
region on the validation results are also studied. The network is “reduced”
in terms of the number of dynamic loads and their parameters considered in
the estimation problem.
The methodology and analysis are demonstrated using only transmission
system-level PMU measurements. This poses an additional challenge to load
modeling, which is usually performed at lower voltages. We utilize actual
PMU measurements from the high voltage transmission network of a North
American electric utility. A system-wide disturbance event and its associated
data are used in this dissertation to demonstrate the algorithms and results.
A key goal of this reduction is to enable the automation of the validation
process, yet keep it computationally tractable.
5.1.1 Wide Area System Model
The system considered here consists of around 13,000 buses and 3000 gener-
ators, and is henceforth called the “System”. To recreate the system state
as it was just before the disturbance occurred, a state estimator (SE) snap-
shot of the system was obtained, rather than using an oﬄine (i.e. planning)
case. Dynamic models for generators were mapped to this SE case from the
oﬄine case. Due to the changing nature of loads, the mappings for loads
are currently a work in progress in the industry. Hence a 20%, 15-parameter
induction motor model assumption was made at each load, based on past
industry assumptions [42].
The disturbance started with a single-phase fault at one circuit of a 500 kV
transmission line, hereafter referred to as Line AB, in the system, while the
other circuit was out of service. This is simulated at t = 1 second using
PowerWorld (PW), and shown in Fig. 5.1. This fault was cleared by opening
of the line. This led to the remedial action scheme in the system to operate,
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Figure 5.1: PMU recorded data compared to simulations at a bus.
dropping several generators totaling 2500 MW, followed by the insertion of
a 1400 MW breaking resistor, all within 0.6 seconds of the opening of the
line. Between t = 3 and 6.3 seconds, there were more generator drops and
shunt insertions. Following that, there were no more events until t = 33.9
seconds, when more shunts were inserted and one more generation drop event
occurred at t = 42 seconds. The simulation was run until t = 60 seconds, and
the results were compared to the PMU data with the corresponding event
time stamps.
The said PMU data was received from a particular entity within the Sys-
tem, hereafter referred to as the “Utility”. Bus voltage and frequency mea-
surements at 45 high-voltage locations that lie entirely within the Utility were
received, and no measurements in other parts of the System were available
for this analysis.
5.1.2 Region of Influence
The goal of the region of influence (ROI) is to provide a means to find a
subset of the system where we need to perform load model validation. This
will result in fewer load model parameters, which in general means that fewer
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iterations will be required to converge to a minimum. The ROI is found by
quantifying how various regions in the footprint of the system are “excited”
in different degrees by the disturbance. Coupling this with geographic vi-
sualization, it is possible to divide the large interconnected power system
into several “internal” and “external” regions. This is somewhat similar to
the concept of partitioning the network in creating equivalents. An internal
region in this case indicates an area in which the load buses are assigned
the TPIM model for performing parameter estimation. The loads in the
rest of the system, i.e. the “external” part, are represented using a constant
impedance model. The idea is to show how the sizes of these internal re-
gions, i.e. the load buses considered for estimation in that zone, impact the
validation results. The region also proves to be an effective visualization tool
for disturbance propagation.
5.1.2.1 Approach
The ROI seeks to capture how far the disturbance propagates on the Sys-
tem. Since the 45 PMU measurements are all within the Utility, we cannot
determine the ROI for the interconnect from the measurements. Thus, we
use the simulation to determine the ROI, since simulation results are avail-
able for the entire System. To measure the impact of the disturbance, we
perform the transient stability simulation with an end time of 60 s. This
time span is sufficient to capture all the events during the fault and during
the recovery. Then, for each bus, we find the difference between its transient
stability result and the average transient stability result across all buses at
each time step, and use this to calculate the root mean square error (RMSE).
The reason we use the average of the system instead of simply the pre-fault
values is because the goal is to find those buses which are most important
to retain in the internal system. A bus with an average transient result is
simply swinging with the rest of the system and not contributing significant
dynamics of its own, and thus does not require a unique load model. The
signals studied are the same as the PMU measurements available, i.e. bus
voltage magnitude and frequency. Mathematically, the RMSE for bus i that
we use for ROI is defined as follows:
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RMSE
ROI
(V i) =
√√√√ 1
T
T∑
t=1
(
V i[t]− 1
I
I∑
i=1
V i[t]
)2
(5.1)
RMSE
ROI
(F i) =
√√√√ 1
T
T∑
t=1
(
F i[t]− 1
I
I∑
i=1
F i[t]
)2
(5.2)
where V i and F i are the voltage and frequency simulation results for bus i.
To measure the size of the ROI, a distance measure must be defined. In this
work, we examine two: geographical distance and electrical distance. Ideally,
the geographical distance could be easily calculated from the geographical
coordinates (latitude/longitude) of the buses. However, the geographical
coordinates for many of the buses are not available as this data is not a
standard part of either oﬄine or SE cases in industry. Of the 12853 buses in
service, we do however have the coordinates for approximately half the buses.
Thus, we will have to perform the analysis with approximately a quarter of
the total number of buses. However, 3025 buses spread evenly throughout
the System should still provide more than sufficient resolution for finding the
ROI, and the results confirm this assumption. The electrical distance was
defined as the Zbus [43]:
Zbus = Y
−1
bus (5.3)
5.1.2.2 Results
Figs. 5.2 and 5.3 show contours of the log(·) of the RMSE values, based on
geographical coordinates. The black cross is the location of the faulted line.
We can see that the ROI for voltage is close to the fault, as expected. From
this figure, it would be possible to define an ROI by simply selecting a color
and including the buses within that region. The ROI for frequency, on the
other hand, provides much less insight. Because frequency is a system-wide
phenomenon, all buses are affected regardless of where the fault occurs. Fig.
5.3 shows that the largest deviations of frequency occur at the extremities
of the system, while the center shows relatively little deviation, essentially
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because the extremities are farther away from the sources of inertia on the
system.
When we performed the ROI analysis based on electrical distance, we found
that it produced far poorer results, in terms of forming a smaller partition
of the system. The voltage ROI had a cutoff that would have included the
majority of the buses. As an example, Fig. 5.4 shows the RMSE compared
to the Zbus impedance distance. We can see a clear cutoff at 0.02 Ω, but
unfortunately, this would include 86% of the buses—an insignificant reduc-
tion. The frequency ROI in Fig. 5.5 showed no correlation with the RMSE,
which is consistent with what we observed with geographical distance (see
Fig. 5.3).
Based on these results, we conclude that the geographical distance-based
voltage ROI is the best candidate for defining the internal and external sys-
tems of the equivalent. This is an expected result, given that voltage effects
Figure 5.2: The geographical ROI for voltage. Red indicates higher RMSE.
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Figure 5.3: The geographical ROI for frequency. Red indicates higher
RMSE.
tend to be localized. From a load model validation perspective, this is de-
sirable since the newer models such as the WECC composite load model
CMPLDW that are in need of validation are sensitive to voltage, and were
actually introduced to better represent voltage swings in the system.
This voltage ROI is analogous to voltage control areas (VCAs) [44], in that
they are a group of buses in a geographically compact area having similar
voltage changes for disturbances [45]. VCAs can be found by methods such as
Jacobian sensitivities [44,46] but they are not suitable for topology changes,
and certainly not for large disturbances. [47] proposes a using clustering to
group buses which have similar responses to disturbances. Also, [48] proposes
a method to partition the system based purely on graph theory, without ac-
counting for any sensitivities, to eventually provide secondary voltage control
and prevent disturbance propagation. In [49] dynamic VCAs are found for
transient contingencies. Each VCA is composed of contingency clusters, and
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Figure 5.4: The electrical distance-based ROI for voltage.
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Figure 5.5: The electrical distance-based ROI for frequency.
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the most influential buses for dynamic var injections. The first step in this
process is to find buses that are most impacted by the contingencies, i.e.
choosing a voltage divergence criteria, followed by clustering. Our work does
not aim to find such voltage control areas, but it does start from the same
point of finding the most impacted buses to eventually find these areas, or
what we refer to here as “regions”.
5.1.3 Parameter Estimation Using the Reduced Load Model
In Section 5.1.2.2, we calculated the ROI contour based on the geographical
coordinates of the buses for which we had coordinates. In this section, we look
at how the performance of parameter estimation is affected by the selection
of the contour level for load modeling. In Fig. 5.6, we plot the cumulative
distribution of the RMSE of the buses. This graph can be interpreted as
follows: if we select the brown region, we retain 0.3% of all buses; if we
select the red region, we retain 6.6% of all buses, including those in the
brown region above it; if we select dark blue, we retain all buses in all colors.
We can see that as we choose larger contours, many more buses will be
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Figure 5.6: The sorted RMSE values, overlayed on the contour region
colors.
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included. The question is whether we can achieve relatively good parameter
estimation results with a small subset of the buses. For example: Can we
place load models only on buses in the orange contour and still achieve a good
match between the simulated results and the measurements? If so, this will
reduce the number of unique load models that are required, thus reducing
the computation time required for the optimization.
In this analysis, we focused on using parameter estimation to find the
best fit between measurements and simulation at one specific bus out of the
45 total buses with measurements, and for only the first 3 seconds. The
reason we make this simplification is that, through empirical testing, the 14
parameters in TPIM are only enough to fit this limited set of measurements.
In Section 5.4, we will elaborate on how this section sets the framework to
allow us to fit longer windows, and at multiple buses.
In Fig. 5.7, we compare the measurements and the simulation results for
the default parameters of the TPIM. In Figs. 5.8 and 5.9, we perform load
modeling on the buses in the small orange contour area, and the medium
cyan contour area, respectively. Finally, in Fig. 5.10, the TPIM is placed on
all load buses. Table 5.1 also shows the parameter values before and after
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Figure 5.7: Measurements and simulated results before parameter
estimation.
68
1 1.5 2 2.5 3
Time
1.07
1.08
1.09
1.1
1.11
1.12
1.13
1.14
1.15
V
ol
ta
ge
Orange Contour
PMU Measurements
PW Simulation
Figure 5.8: Measurements and simulated results after parameter estimation
of TPIM models placed on load buses within the orange contour.
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Figure 5.9: Measurements and simulated results after parameter estimation
of TPIM models placed on load buses within the cyan contour.
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Figure 5.10: Measurements and simulated results after parameter
estimation of TPIM models placed on all load buses.
Table 5.1: Model before and after parameter estimation
Parameter Before After
Pul Fraction of total load 0.2 0.8933
Ls Synchronous reactance 3.6 2.1506
L′ Transient reactance 0.17 0.0388
Ra Stator resistance 0.0068 0.0074
T ′0 Transient rotor time constant 0.53 0.9214
H Inertia constant 0.5 0.2027
D Damping factor 2 0.3730
VT Voltage trip threshold 0.6 0.8438
TV Trip pickup time 30 26.168
Tbkr Breaker operation time 0.03333 0.0575
Acc Acceleration factor 0.6 0.2563
L′′ Subtransient ractance 0.17 0.3561
T ′′0 Subtransient rotor time constant 0 0
n∆ Time step subdivision 10 10.546
ω∆ Subdivision speed threshold 0.8 0.7688
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parameter estimation using all buses. As expected, the parameter estimation
results improve as more buses contain load models. From Fig. 5.7 (before
parameter estimation) to Fig. 5.8 (orange contour), we can see that the
peak at t = 2 s is closer to the measurements. However, in general, the
simulation result after parameter estimation is only marginally better than
before parameter estimation. From Fig. 5.8 to Fig. 5.9, the improvement is
much more pronounced. The simulation and measurements are quite close
until t = 2.5 s. However, the last 0.5 s of simulation still swings differently
than the measurements. Finally, from Fig. 5.9 to Fig. 5.10, the match is
even better for t < 2.5 s, and more importantly, the swing after 2.5 s also
matches much better. What we can take away from this analysis is that the
longer the window we wish to match, the more buses we need at which to
perform parameter estimation.
5.1.4 Future Work
The methods discussed in this section set the framework for continued re-
search. Most importantly, we have confirmed our hypothesis that we would
require more load models in order to achieve a match in a longer window.
Eventually, we would like to match all 60 seconds of the disturbance. In
order to do so, we require more degrees of freedom. In this work, we used
the same parameters at all induction motor models simultaneously; in the
future, we will need to relax this constraint. The ROI contour will play a
much larger role here. For the small contours near the disturbance—those
that showed the largest deviation—we will perform load modeling at finer
resolution. For the large contours that encompass much of the entire system,
a coarser resolution can be used. For example, in the dark red region, we
may use a different load model for every bus. In the orange region, we may
partition the buses into several clusters, and use a different model for each
cluster. For the rest of the system, we can use even larger clusters. This
approach will allow us to increase the dimensionality of the optimization in a
controlled fashion, with computational resources allocated first to the most
important buses.
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5.2 Geographical Coordinate Mapping
In determining the ROI in Section 5.1.2 we made use of the geographical
coordinates of the buses. In this section, we explain the process that was
used to determine those coordinates. First, a data file containing the coor-
dinates of the buses was obtained. However, that data file used a different
naming scheme. We implemented a bus name matching algorithm to find the
matching pairs. This was successful in matching approximately half of the
buses with high accuracy. The second step was to estimate the geographical
coordinates of the remaining buses. These two steps are explained in detail
below.
5.2.1 Bus Name Matching
The dynamic case we were simulating in Section 5.1.2 was a state estimator
case, whereas the geographical coordinates were in a planning case. These
two cases use different bus numbering and naming schemes. Notably, the
state estimator cases’s names are limited to 8 letters, and thus often use
contractions. Table 5.2 lists some common situations that we faced.
Table 5.2: The state estimator case and the planning case had different
naming schemes.
State Planning Difference
Estimator
AEC MILL AEC Mill Punctuation replacement
DGBELL D. G. Bell Punctuation removal
MTNCOAL Mountain Coal Contractions
MASSACHU Massachusetts Truncation
FTHILLS Foothills Missing letters
SIGNAL Signal Peak Missing words
If we simply use string equality as the condition for a match, only 19% of
the buses would have a match, because none of the situations in Table 5.2
would result in a match. To improve on this, we make use of the Hungarian
“task-assignment” algorithm [50]. This algorithm seeks to find the least-
cost assignment of a list of tasks to a list of workers. By posing the SE
bus names as the tasks, the planning bus names as the workers, and the
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pairwise string distances as the costs, we adapted the Hungarian algorithm
to find the best pairing of names. The string distance metric we used was
the edit distance [51], which is the minimum number of character deletions
and insertions to transform one string into the other. We modified the edit
distance by normalizing it based on the combined length of the two strings so
that long names would not be disadvantaged. After applying this algorithm,
and setting a cutoff threshold on the maximum string distance acceptable,
49% of the buses could be matched with extremely good accuracy. If we
increase the cutoff threshold, more buses could be matched, but at a cost of
an increasing frequency of false matches. Notably, all the examples given in
Table 5.2 were matched correctly.
5.2.2 Missing Geographical Data Estimation
In the previous section, we were able to find the geographical coordinates
of 49% of the buses. That leaves 51% without coordinates. However, we
can use the known coordinates, and the topology of the grid, to estimate the
coordinates of the remaining buses. To accomplish this, we make use of force-
directed graph drawing techniques. Force-directed graph drawing attempts
to lay out the nodes and edges of a graph in an aesthetically pleasing way. It
typically accomplishes this by modeling the edges of the graph as attractive
springs, and the nodes of the graph as repulsive electric charges [52]. At
equilibrium of the N-body simulation, the forces balance, resulting in a graph
where connected nodes are close together, but all nodes are fairly evenly
spaced. The motivation for using this technique comes from [53], which
essentially found that in the real power system, nodes are typically connected
in a lattice structure as opposed to a radial structure. The technique has also
been used frequently for power system visualization [54,55].
The implementation details are given below. The adaptations required are
also given.
1. Define the spring forces as Ca log(d+1), where d is the distance between
the end points of the edge and Ca = 1 is the scaling coefficient. Typ-
ically, the spring force is defined as Ca log d [52], but this means that
the spring would have a rest length of 1. For traditional graph draw-
ing, where absolute distance has no real meaning, any rest length is
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acceptable. However, since we are using geographic distances, it would
be inappropriate to choose an ideal distance between buses. Thus, we
add 1 to ensure that the spring is always attractive.
2. Define the repulsive force as Cr
1
d2
, where d is the distance between any
pair of points [52]. The scaling coefficient Cr must be carefully chosen
with respect to the value of Ca. If Cr is too large, the repulsive forces
of the many nodes in the system toward a node near the edge of the
system will overwhelm the attractive force of the few lines connected
to that node. In testing, we found that a value of Cr = 1e–6 was nec-
essary. Further testing, however, showed that simply setting Cr to zero
had hardly any effect on the resulting graph, yet sped up computation
significantly. Thus, we chose to ignore the repulsive forces.
3. Since the geographical coordinates of some buses are already known,
classify nodes as fixed and free [56]. Only the forces on the free nodes
need to be calculated.
4. Define the time step, ∆t, for the simulation. ∆t should be maximized
for faster convergence, without causing the node coordinates to become
unstable. 0.2 s was used.
Using this algorithm, we were able to estimate the geographical coordinates
of all the remaining buses.
5.3 Similarity Measures
In this work, and many other works on parameter estimation [17, 31, 39, 57],
we simply assume the Euclidean distance as the default metric to measure
the difference between measurements and simulation results. However, a
more in-depth discussion about the choice of similarity measures is neces-
sary. A similarity measure is a metric for how similar two vectors are to
each other. A closely related concept is a dissimilarity measure, which mea-
sures the “distance” between two vectors. To simplify, we will use the term
similarity measure to refer to measures of both similarity and dissimilarity.
Similarity measures are used in many other fields such as music audio pro-
cessing [58], speech recognition [59], and computational biology [60]. The
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Euclidean distance is only one example of a similarity measure. However, as
we will show in the next section, this may not be the best choice for power
systems applications.
5.3.1 Disadvantages of Euclidean Distance
While Euclidean distance is well known, it is often not the best choice, es-
pecially with time-series data, such as simulation results or measurements.
Since speech recognition involves extensive work with time-series data, much
of the work on similarity measures comes from that field. For example, a
speech recognition program may have a template for the pronunciation of
“hello” stored in its database. When other speakers say that word, they may
emphasize different syllables, or may say it faster or slower. If Euclidean
distance is used, it will almost certainly fail to detect the word. Speech
recognition software uses similarity measures with some degree of “flexibil-
ity,” thus allowing different renditions of the same word to be recognized as
identical. A similar field, image processing, which replaces the time dimen-
sion with two space dimensions, also has extensive literature on similarity
measures.
In power systems, the need for a similarity measure usually arises in model
validation, which is essentially the same problem as parameter estimation.
In general, papers in this area take one of two approaches:
1. Graph the simulated and measured data side by side and allow the
reader to judge their similarity. This is typically used when the author
wishes to show that a proposed model functions correctly. By allowing
the reader to be the judge, the author avoids the use of similarity
measures altogether. Examples of this approach include [16,61–63].
2. Use Euclidean distance with no consideration to other possible mea-
sures. This is the approach used when a similarity measure has to be
used, such as during parameter estimation. Examples of this approach
include [17,31,39].
We believe that both these approaches are deficient. In the first case, by
simply showing us two plots, the authors force us to accept a model that is
simply satisfactory but which is most likely not optimal. In addition, we can
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only be sure that this model is satisfactory for the one particular simulation
that is shown to us. Thus, these papers could be made stronger with the use
of an analytical way to gauge the performance of the model. In the second
case, there may be better similarity measures that can be used. In either
case, we desire a similarity measure which is specifically adapted to power
system signals. It should be able to replicate some of the “common sense”
that readers in the first case would use to gauge a model to be good.
As a simple example to further motivate the need for better similarity
measures, consider Fig. 5.11. Assume the black line is some original data
which we would like to fit a model to. This shape is characteristic of many
FIDVR events. The voltage is depressed during the short fault, then recovers
slowly and usually with some oscillation due to motors on the grid. Now
assume that there exist three models, which produce simulation results green,
red, and blue. Through visual inspection, we can see that green is quite close.
The only difference is that it oscillates with a frequency slightly slower. The
blue data displays no oscillation, and is indicative of a model which does not
contain dynamics. For example, it could be using a static model such as a
ZIP model. Finally, the red data has a significant departure around 5 s. This
could be some discontinuity, like a circuit breaker opening. However, if we
calculate the Euclidean distance between each of the colored curves and the
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Figure 5.11: Original data, with good and bad fits to the data. However,
the Euclidean distance between each fit and the original data would
disagree.
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black curve, we find that the green curve has the largest error, as we can see
in Table 5.3. The reason is that between 10 s and 15 s, the black and green
curves oscillate opposite to each other. When we calculate the Euclidean
distance, since it is a sum of squares, it exaggerates the error of this opposite
oscillation. Clearly, we desire a different similarity measure here—one which
is more adaptive than simple Euclidean distance.
Table 5.3: Euclidean distances for each signal.
Signal Euclidean error
Good fit 1.54
Static model 1.31
Event at 5s 1.26
5.3.2 Similarity Measure Fundamentals
Similarity and distance measures can be considered interchangeable. Given
a distance measure d(·, ·), we can easily convert it to a similarity measure,
s(·, ·).
Generally, similarity and distance measures should satisfy the following
axioms, as given in [64] and [65]:
Equal self-similarity d(x, x) = d(y, y), s(x, x) = s(y, y). The similarity
between identical signals should be consistent. Often, this axiom has
the alternative form d(x, x) = 0, which is usually true.
Minimality d(x, y) > d(x, x), s(x, y) < s(x, x). A signal is most similar to
itself. If we use the alternative definition of equal self similarity, then
the minimality axiom can be written d(x, y) > 0.
Symmetry d(x, y) = d(y, x), s(x, y) = s(y, x). The difference between two
signals is irrespective of the order in which they are compared.
Triangle inequality d(x, y)+d(y, z) ≥ d(x, z). The triangle inequality only
applies to distance measures.
While they have been termed “axioms,” they function more as guidelines.
That is, one or more of the axioms may be broken by a similarity measure.
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As a counterexample to the triangle inequality, [65] gives the example that a
flame is like the moon in that they are both luminous, and the moon is like
a ball in that they are both round. However, a flame is very different from a
ball.
For similarity measures that operate on time series data, we already have
well defined axes: the amplitude axis and the time axis. In general, similar-
ity measures seek to account for two effects: shifting and stretching. Table
5.4 lists some examples of simulation phenomena that cause amplitude shift-
ing/stretching and time shifting/stretching. In the following sections, we will
discuss some common similarity measures, while mentioning which quadrants
in Table 5.4 the measure compensates for, if any. One assumption we make
is that the signals, x and y, are already normalized in amplitude and have
the same sampling rate and duration, as methods to perform normalization
have already been developed [19].
Table 5.4: Examples of amplitude and time shifting/stretching.
Amplitude Time
Shift Initialization differences, Different/unknown
discontinuities initialization time
Stretch Noise Oscillation at different
frequency
5.3.3 Common Similarity Measures
5.3.3.1 Norm-Based Measures
Many distance measures are based on vector norms. Measures based on
norms do not compensate for any of the quadrants in Table 5.4.
The Manhattan distance is based on the L1 norm. It is defined as follows:
d1(x, y) = ||x− y||1 (5.4)
=
T∑
t=1
|x[t]− y[t]| (5.5)
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The Manhattan distance calculates the geometric area between two graphs.
It has range between 0 and ∞.
There are several variations of distance measures based on the L2 norm,
depending on if the mean is taken, and if the final result is square rooted.
They are listed in Table 5.5.
Table 5.5: L2 norm based distance measures.
Mean————
Yes No
Square Root
Yes RMSE Euclidean distance
no MSE Squared Euclidean distance
The Euclidean distance is defined as:
d2(x, y) = ||x− y||2 =
√√√√ T∑
t=1
(x[t]− y[t])2 (5.6)
The squared Euclidean distance is simply (5.6) squared. The MSE is the
squared Euclidean distance normalized by the length of time:
dMSE(x, y) =
1
T
||x− y||22 =
1
T
T∑
t=1
(x[t]− y[t])2 (5.7)
The root mean squared error is the square root of (5.7). All four L2 norm
based distance measures have a range between 0 and ∞.
The Chebyshev distance [66] is defined as:
d∞(x, y) = ||x− y||∞ = max
t=1···T
|x[t]− y[t]| (5.8)
The Chebyshev distance has range between 0 and ∞.
5.3.3.2 Short Time Series
The short time series (STS) distance [67] is analogous to the Euclidean dis-
tance, but performed on the numerical first derivative of the two signals
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instead of the amplitude:
dSTS =
√√√√T−1∑
t=1
(
x[t+ 1]− x[t]
∆t
− y[t+ 1]− y[t]
∆t
)2
(5.9)
The STS distance has a range between 0 and∞, and is invariant to amplitude
shifting.
5.3.3.3 Cosine
The cosine similarity is a similarity measure that takes the cosine of the angle
between the two vectors:
scos(x, y) = cos(θxy) =
x · y
||x||2||y||2 (5.10)
The cosine similarity has range from −1 to 1. Since the cosine similarity only
measures the angle between the two vectors, and does not take into account
the length of vectors, it is invariant to amplitude stretching.
5.3.3.4 Correlation Coefficient
The Pearson correlation coefficient [68] is defined as:
sPCC(x, y) =
T∑
t=1
(x[t]− x¯)(y[t]− y¯)
σxσy
(5.11)
where x¯ = 1
T
∑T
t=1 x[t] and y¯ =
1
T
∑T
t=1 y[t] are the means of x and y, and
σx = ||x − x¯||2 and σy = ||y − y¯||2 are their standard deviations. The
correlation coefficient has range from −1 to 1. The correlation coefficient is
invariant to amplitude shifting and stretching.
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5.3.3.5 Cross-Correlation
A distance measure based on the cross-correlation is given in [68]:
dXC =
√√√√√1− ρ2x,y(0)T∑
t=1
ρ2x,y(t)
(5.12)
where ρ2x,y(t) is the cross-correlation between x and y with lag t. The cross-
correlation based measure has a range of 0 to∞, and is invariant to amplitude
stretching.
5.3.3.6 Correntropy Coefficient
The correntropy coefficient is proposed in [69] as an alternative to the clas-
sical correlation coefficient. In [69], the authors found that the correntropy
coefficient provided a superior measure of similarity in electroencephalogram
(EEG) signals. It is defined as:
dCC =
1
T
T∑
t=1
κ(x[t], y[t])− IP (x, y)√
κ(0)− IP (x, x)√κ(0)− IP (y, y) (5.13)
where κ(x, y) is the Gaussian kernel, and
IP (a, b) =
1
T 2
T∑
t=1
T∑
t˜=1
κ(a[t], b[t˜]) (5.14)
is the information potential function. IP (x, x) and IP (y, y) are the informa-
tion potentials of x and y, and IP (x, y) is the cross-information potential,
analogous to the cross-correlation. The correntropy coefficient has a range
from 0 to ∞ and is not invariant to any shifting or scaling.
5.3.3.7 Similar Deviation Degree
The similar deviation degree is actually an average of two metrics—one that
measures the difference in value, D, and one that measures the difference in
81
shape, S. It is defined in [57] as:
dSDD =
1
2
(D + S) (5.15)
D =
1
T
T∑
t=1
|x[t]− y[t]| (5.16)
S =
1
T
T∑
t=1
∣∣∣∣∣(x[t]− y[t])−
T∑
t=1
(x[t]− y[t])
∣∣∣∣∣ (5.17)
The similar deviation degree has a range from 0 to ∞ and is invariant to
time shifting and stretching.
5.3.3.8 Dynamic Time Warping
Dynamic time warping (DTW) [70] is a technique designed to compensate for
time shifting and time stretching. However, it differs from the other methods
presented so far in that it can compensate for local shifting and stretching,
whereas a measure such as maximum cross-correlation is only invariant to
a constant time shift in the entire data. It is illustrated in Fig. 5.12. Fig.
5.12a shows how DTW matches each point in time from a signal x to a
point in time on another signal, y. However, instead of simply matching
the points vertically, which is what Euclidean distance does, it can match
data points which are time shifted from each other. It does this by finding
the squared difference from each point on x to each point on y. Then, it
finds a path, p, from the beginning of the two signals to the end with the
lowest cumulative distance, as illustrated in Fig. 5.12b. The path contains
the mapping between the time points in the two signals, tx and ty. The
shortest path possible would be a straight diagonal line, which would be the
Euclidean distance. In general, the length of the DTW path will be longer.
The DTW distance is defined as:
dDTW (x, y) = min
p=(tx,ty)
K∑
k=1
(x[tx(k)]− y[ty(k)])2
K
(5.18)
where K is the length of the DTW path.
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(a) The result of DTW.
(b) The optimal DTW path.
Figure 5.12: An illustration of dynamic time warping.
5.3.4 Analysis and Results
In Table 5.6, we compare the similarity measures listed in Section 5.3.3 using
the results from Section 5.1.3. Based on human judgment, we have concluded
that the fit improves as we move from the orange buses, to the cyan buses,
and finally to all buses. We wish to determine which similarity measures
are consistent with this conclusion. For each distance measure, the distance
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Table 5.6: Comparing the similarity measures using the results from
Section 5.1.3.
MEASURE BEFORE ORANGE CYAN ALL
L1 (Manhattan) 1 0.896 0.823 0.302
L2 (RMSE) 1 0.895 0.897 0.373
L∞ 1 0.847 0.929 0.698
Correlation coefficient 1 0.950 1.052 0.127
STS 1 0.943 0.897 0.845
Cross-correlation 1 0.931 0.908 0.374
Correntropy 1 1.003 0.964 0.259
SDD 1 0.050 0.751 0.387
Cosine 1 0.868 0.825 0.140
DTW 1 0.602 0.655 0.124
between the simulated result and the measurements was calculated. For each
similarity measure, the similarity was calculated, and then translated to a
distance using the formula listed in [68]:
d =
1− s
1 + s
(5.19)
The distance of the signals before parameter estimation was then normalized
to 1 to make comparison easier.
In Table 5.6, the L2 norm classified the cyan result as worse than orange,
thus providing a real-world example of its disadvantages that we mentioned in
Section 5.3.1. Of the 10 similarity measures listed, the Manhattan distance,
the STS distance, the cross-correlation, and the cosine distance show the
most promise.
5.3.5 Future Work
Of the four measures, three (STS, cross-correlation, and cosine) are invariant
to either amplitude shifting or stretching. This is unlikely to be coincidental.
Future work in power system similarity measures should focus on measures
which emphasize temporal correlation, rather than on the amplitude of the
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signals. More case studies with known ground truths can help narrow down
the list of candidate measures.
5.4 Conclusion
In this chapter, we first used simulations to investigate how a voltage distur-
bance propagates in a large network. Based on the magnitude of the voltage
swings at each bus, a contour was produced which revealed possible regions
of influence. A few buses near the disturbance had large deviations, while
each larger contour level contained increasingly more buses. We then hypoth-
esized that placing dynamic induction motor models at the buses in a larger
contour would result in a better fit, at the expense of greater computational
cost. This was indeed the case. However, the improvement was not linear.
When we increased the number of load models from a small to a moderate
number, the first 2.5 s matched well, while the last 0.5 s did not improve.
Only by adding load models to the remaining buses were we able to achieve
a close match in the last 0.5 s.
In order to perform this analysis, it was necessary to determine the geo-
graphical coordinates of the buses. By using a fuzzy string matching algo-
rithm, a 49% success rate was achieved, a marked improvement over the 19%
that was attainable using a naive string equality test. The coordinates of the
remaining buses were then estimated using the force-directed graph drawing
technique.
In this chapter, we also explored the use of alternative similarity measures
in quantifying the difference between two time-series data sets. This was
motivated by the fact that, given a very simple case where the ground truth
was known, the Euclidean distance was not able to reflect that. As a re-
sult, we surveyed many other similarity measures, and tested them on real
data. We found that measures which de-emphasize amplitude correlation
show promise: they correctly ranked the similarity of the four test cases.
More studies will need to be performed using similar data to confirm this
conclusion and to narrow the list further.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
Load models have long been an area of weakness in transient stability simu-
lations. With the recent expansion of the PMU network, measurement-based
load model parameter estimation has become possible. However, due to the
nonlinear nature of load models, we often observe parameter insensitivity and
interdependency, which leads to difficulties uniquely identifying the param-
eters. This results in load models which successfully replicate the training
fault, but then have difficulties in predicting the effects of future faults.
To solve this problem, we need to make use of additional information.
We looked at three possible sources. In the first, we simply increased the
number of training faults, but this did not have any significant impact. In the
second, we integrated prior knowledge of the load parameters that would be
provided by utilities. This method provided a good safeguard: the parameter
estimate was guaranteed to not be worse than the prior knowledge. Finally,
in the third, we added complex power measurements to the original voltage
measurements. We found that complex power performs very robustly at low
SNRs, which perfectly complemented voltage, which provides high accuracy
at high SNRs. This approach provided the most benefit, but is contingent
on the installation of many more PMUs by utilities.
The next step is to scale the load modeling approach to large, real-world
systems. This poses two challenges. First, we can no longer assume the same
load model at all buses, since this does not provide us enough degrees of free-
dom to successfully replicate measurements from many PMUs. On the other
hand, computational tractability means we cannot afford to have a different
load model at every bus. We developed the concept of regions of influence,
which characterized the relative importance of the buses. Future work will
look at how to implement high resolution models in the central regions of
highest interest, while allowing us to implement coarse models in outlying
regions. The second challenge is to explore alternative similarity measures,
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as the standard Euclidean distance is not ideal to quantify the difference be-
tween simulation results and measurements. The similarity measures which
were shown to be superior generally emphasize temporal deviations. Future
work will also be needed in this area.
The goal of this work is to improve the accuracy of dynamic load models.
The parameters in load models have historically been difficult to assign,
and attempts to improve them using measurement data have been hindered
by parameter unidenfiability. In this work, we proposed and validated two
methods to overcome this challenge by supplementing the measurements with
additional information which will become available as the network of PMUs
continues to expand. If we then reduce the heavy computational demands
and use more appropriate time-series data processing techniques, we will be
one step closer to realizing accurate wide-area dynamic load models.
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