SUMMARY Chinese is a representative tonal language, and it has been an attractive topic of how to process tone information in the state-of-theart large vocabulary speech recognition system. This paper presents a novel way to derive an efficient phoneme set of tone-dependent units to build a recognition system, by iteratively merging a pair of tone-dependent units according to the principle of minimal loss of the Mutual Information (MI). The mutual information is measured between the word tokens and their phoneme transcriptions in a training text corpus, based on the system lexical and language model. The approach has a capability to keep discriminative tonal (and phoneme) contrasts that are most helpful for disambiguating homophone words due to lack of tones, and merge those tonal (and phoneme) contrasts that are not important for word disambiguation for the recognition task. This enables a flexible selection of phoneme set according to a balance between the MI information amount and the number of phonemes. We applied the method to traditional phoneme set of Initial/Finals, and derived several phoneme sets with different number of units. Speech recognition experiments using the derived sets showed its effectiveness.
Introduction
Chinese is a tonal language, in which each syllable is associated with a kind of pitch tone. There are four basic tones and one neutral tone. The same syllables with different tones have different lexical meaning. It has been an interesting and important topic how to model the tone information to build a Chinese large vocabulary continuous speech recognition (LUCSR) system. Among a number of various kinds of approaches, the one using tone dependent sub-word units has the advantage of frame-synchronous consistency with the decoding strategy of the state-of-art LUCSR system, and has been widely adopted [1] , [2] , [4] . One common problem of these approaches is that the number of phoneme set of the LUCSR system will increase significantly after introducing tone dependencies. For example, in the case of widely used traditional Chinese phoneme set of Initials/Finals (IFs), the number of non-tonal IFs is 59, and that of tone-dependent ones is more than 200. As context dependent tri-phone HMMs are usually used in LUCSR systems, their number will explode from tens of thousands to millions when tonedependency is used, making it very challenging how to train the tri-phone HMMs robustly. Also, the complexity of the phoneme hypotheses lattice will increase significantly, making the decoding much more computationally heavy.
The approaches to deal with the problem in the previous studies [1] , [2] , [4] are to hand-craft a small phoneme set containing tone-dependent phonemes, like tonemes [1] , tonal main vowels [4] , segmental tones [2] and etc.. Although they showed performance improvements in the recognition experiments, they still need to increase the phoneme set by several times due to a full expansion of non-tone units to tone dependent ones. However, we regard a full expansion of tone dependencies as unnecessary. On the one hand, speakers tend to reduce some tones from their lexical forms in daily speech [5] when the reductions do not obstacle speech communication. On the other hand, the lexical and language model (e.g., n-gram) information in an LUCSR system is usually very efficient to disambiguate most of homophone words due to a lack of tone information [6] , as evidenced by the fact that an incorporation of several-times-big tonal phoneme set has led to only slight recognition improvements [1], [4] .
By viewing the full expansion of tone dependencies as unnecessary, we propose that only those tone dependencies be incorporated that are necessary for disambiguating word confusions of an LUCSR system. Different from several previous studies on disambiguating word confusions which are based on the acoustic confusions of phonemes [7]-[10] , our method focuses on the disambiguation power from the lexical and language model. In other words, a tone dependency is not incorporated when the lexical and language model can disambiguate those homophone words resulting from the lack of that tone.
The real approach is realized as compacting the redundancy of an initial full-tone-dependent unit set, according to the principle of minimal loss of the mutual information. The mutual information is measured between the word tokens and their phoneme transcriptions in a training text corpus. A greedy search is adopted to merge two units at a time to minimize the corresponding mutual information loss. The fi nal phoneme set can be flexibly chosen according to a balance between the number of units and the information quantities. Speech recognition experiments have been carried out to testify the effectiveness of the deduced phoneme sets. In the tone-dependent phoneme approach, all the Finals are expanded into tone dependent ones, like a0, a1, a2, a3, a4 and etc.. Although not all the combinations of Finals and tones exist, the number of the tone dependent phoneme set is still more than 200. When isolate monosyllable words are considered, tone contrasts may play an important role in discriminating the words. For ex, the following words: ma1 (mother), ma2 (hemp), m3 (horse) and ma4 (scold), are only differentiated by the tones when in isolations. However, when in sentences, they will have very different context words. In other words, the lexical and language model (n-gram) has the power to disambiguate the four words even the tone information is ignored. Therefore, we regard that there are many redundancies in the original tone dependent IFs set for a recognition system, when given a lexical and language model. 
According to [11] , the Shannon-McMillan-Breiman theorem states that when the language is assumed both stationary and ergodic, the above equation becomes to, (4) Based on Eq. (4), Eq. (2) can be rewritten as, (5) Then Eq. (1) • Initialization condition: the following resources are prepared.
-Initial phoneme set ƒ³0: it contains the full tonedependent sub-word units. 
Speech Recognition Experiments
The training speech data for acoustic models is the Beijing part of ATR Accented Speech (ATRAS 
