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Abstract
We characterize when the norm of the sum of two elements in a pre-Hilbert C∗-module
equals the sum of their norms. We also give the necessary and sufficient conditions for two
orthogonal elements of a pre-Hilbert C∗-module to satisfy Pythagoras’ equality.
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1. Introduction and preliminaries
The triangle inequality ‖x + y‖  ‖x‖ + ‖y‖ in normed linear spaces is well
known and fundamental.
In this paper we give a necessary and sufficient condition for the norm equality
‖x + y‖ = ‖x‖ + ‖y‖ of elements x and y of a pre-Hilbert C∗-module in terms of
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the numerical range. In the case of inner-product space our characterization reduces
to the following well-known one: ‖x + y‖ = ‖x‖ + ‖y‖ if and only if x = λy or
y = λx for some real number λ  0.
As a consequence of our result we get the characterization of Pythagoras’ equality
in a pre-Hilbert C∗-module.
Before stating the results, we establish the notation and recall some results from
the literature.
Let H be a complex Hilbert space with an inner product (·, ·). Denote by B(H)
the algebra of all bounded linear operators on H .
The classical numerical range of an operator T ∈ B(H) is defined as the set
W(T ) = {(T x, x) : x ∈ H, ‖x‖ = 1} .
If A is a C∗-algebra, then the numerical range of an arbitrary element a ∈A is
defined by
V (a) = {ϕ(a) : ϕ is a state onA} .
It is well-known that for a Hilbert space operator T the numerical range V (T ) of
T (considered as an element of the algebra B(H)) is simply the closure of its classical
numerical range W(T ) (see [10]). For more details about numerical ranges the reader
is referred to [2], [3] or [10].
Recall that a right pre-Hilbert C∗-module X over a C∗-algebra A (or a right
pre-Hilbert A-module) is a linear space which is a right A-module equipped with
anA-valued inner product 〈·, ·〉 : X × X →A that is sesquilinear, positive definite
and respects the module action. In other words:
(1) 〈x, αy + βz〉 = α〈x, y〉 + β〈x, z〉 for x, y, z ∈ X, α, β ∈ C,
(2) 〈x, ya〉 = 〈x, y〉a for x, y ∈ X, a ∈A,
(3) 〈x, y〉∗ = 〈y, x〉 for x, y ∈ X,
(4) 〈x, x〉  0 for x ∈ X; if 〈x, x〉 = 0 then x = 0.
It is straightforward that a C∗-algebra valued inner product is conjugate-linear in
the first variable. We can define a norm on X by ‖x‖ = ‖〈x, x〉‖ 12 .
A pre-Hilbert A-module which is complete with respect to its norm is called a
Hilbert C∗-module overA, or a HilbertA-module.
For a pre-HilbertA-module X the Cauchy–Schwartz inequality holds, that is,
‖〈x, y〉‖  ‖x‖‖y‖
for all x, y ∈ X.
Given a positive functional ϕ of a C∗-algebraA, we can construct a quotient of
X that is an inner-product space. Namely, let us define
Nϕ = {x ∈ X : ϕ(〈x, x〉) = 0} .
Then Nϕ is a closed submodule of X and
〈x + Nϕ, y + Nϕ〉 :=ϕ(〈y, x〉)
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defines an ordinary inner product on the quotient X/Nϕ . By using the Cauchy–Sch-
wartz inequality we get
|ϕ(〈x, y〉)|2  ϕ(〈x, x〉)ϕ(〈y, y〉)
for all x, y ∈ X.
Furthermore, let B(X) be the C∗-algebra of all adjointable operators on X (i.e., the
set of all maps A : X → X for which there is a map A∗ : X → X such that 〈Ax, y〉 =
〈x,A∗y〉 for all x, y ∈ X). By K(X) we denote the closed two-sided ideal of B(X)
spanned by {θx,y : x, y ∈ X} where θx,y is a map in B(X) defined by θx,y(z) =
x〈y, z〉. (The basic theory of Hilbert C∗-modules can be found in [5,12].)
2. Triangle equality in pre-Hilbert C∗-modules
Theorem 2.1. Let A be a C∗-algebra, X a pre-Hilbert A-module and x, y ∈ X.
Then the equality ‖x + y‖ = ‖x‖ + ‖y‖ holds if and only if ‖x‖‖y‖ ∈ V (〈x, y〉).
Proof. Suppose that ‖x + y‖ = ‖x‖ + ‖y‖. There is a state ϕ onA such that ϕ(〈x +
y, x + y〉) = ‖〈x + y, x + y〉‖ = ‖x + y‖2 (see [7, Theorem 3.3.6]). Then we have
‖x + y‖2 = ϕ(〈x + y, x + y〉)
= ϕ(〈x, x〉) + ϕ(〈x, y〉) + ϕ(〈y, x〉) + ϕ(〈y, y〉)
 ‖x‖2 + 2‖x‖‖y‖ + ‖y‖2
= (‖x‖ + ‖y‖)2 = ‖x + y‖2,
from which it follows that ϕ(〈x, x〉) = ‖x‖2, ϕ(〈y, y〉) = ‖y‖2 and ϕ(〈x, y〉) =
‖x‖‖y‖. Hence, ‖x‖‖y‖ ∈ V (〈x, y〉).
Conversely, suppose ‖x‖‖y‖ ∈ V (〈x, y〉). Then there is a state ϕ onA such that
ϕ(〈x, y〉) = ‖x‖‖y‖. From the Cauchy–Schwartz inequality we get
‖x‖‖y‖ = |ϕ(〈x, y〉)|  ϕ(〈x, x〉) 12 ϕ(〈y, y〉) 12
 ‖〈x, x〉‖ 12 ‖〈y, y〉‖ 12 = ‖x‖‖y‖
and then ϕ(〈x, x〉) = ‖x‖2 and ϕ(〈y, y〉) = ‖y‖2. Now we have
ϕ(〈x + y, x + y〉) = ϕ(〈x, x〉) + ϕ(〈x, y〉) + ϕ(〈y, x〉) + ϕ(〈y, y〉)
= ‖x‖2 + 2‖x‖‖y‖ + ‖y‖2 = (‖x‖ + ‖y‖)2.
Since ϕ(〈x + y, x + y〉)  ‖〈x + y, x + y〉‖ = ‖x + y‖2, we get ‖x + y‖ = ‖x‖ +
‖y‖. 
Remark 2.2
(1) Every inner-product space H can be regarded as a pre-Hilbert C-module. Then,
by the preceding theorem, the equality ‖x + y‖ = ‖x‖ + ‖y‖ is satisfied if and
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only if (x, y) = ‖x‖‖y‖, as the only state on C is the identity operator. The
second equality holds if and only if x = λy or y = λx for some constant λ  0,
which is a well-known characterization of the equality ‖x + y‖ = ‖x‖ + ‖y‖
in inner-product spaces.
(2) Every C∗-algebra (unital or nonunital) is a Hilbert C∗-module over itself with
the inner product defined by 〈a, b〉 :=a∗b. Therefore, for a, b ∈A we have
‖a + b‖ = ‖a‖ + ‖b‖ ⇐⇒ ‖a‖‖b‖ ∈ V (a∗b).
In particular, B(X) is a C∗-algebra for every Hilbert C∗-module X. Therefore,
for T1, T2 ∈ B(X) we have
‖T1 + T2‖ = ‖T1‖ + ‖T2‖ ⇐⇒ ‖T1‖‖T2‖ ∈ V (T ∗1 T2).
This result was first obtained by Barraa and Boumazgour [1] for Hilbert space
operators and was further generalized by Nakamoto and Takahasi [8] for ele-
ments of a C∗-algebra.
(3) SinceB(H1, H2) can be regarded as a HilbertB(H1)-module, we can generalize
[1, Theorem 2.1] for bounded linear operators between different Hilbert spaces.
For T1, T2 ∈ B(H1, H2) we have
‖T1 + T2‖ = ‖T1‖ + ‖T2‖ ⇐⇒ ‖T1‖‖T2‖ ∈ W(T ∗1 T2)−.
(4) If X is a HilbertA-module then X is a left Hilbert K(X)-module with the inner
product [x, y] = θx,y . Therefore, for x, y ∈ X we also have the equivalence:
‖x + y‖ = ‖x‖ + ‖y‖ ⇐⇒ ‖x‖‖y‖ ∈ V (θx,y).
As a consequence of Theorem 2.1 we have the following results.
Corollary 2.3. Let A be a C∗-algebra, X a pre-Hilbert A-module and x, y ∈ X
such that 〈x, y〉 is a positive element ofA. Then the equality ‖x + y‖ = ‖x‖ + ‖y‖
holds if and only if ‖〈x, y〉‖ = ‖x‖‖y‖.
Proof. If ‖x + y‖ = ‖x‖ + ‖y‖ then, by Theorem 2.1, there is a state ϕ onA such
that ϕ(〈x, y〉) = ‖x‖‖y‖. On the other hand, ϕ(〈x, y〉)  ‖〈x, y〉‖. Hence, ‖x‖‖y‖ 
‖〈x, y〉‖ and the Cauchy–Schwartz inequality implies ‖〈x, y〉‖ = ‖x‖‖y‖.
Conversely, suppose that ‖〈x, y〉‖ = ‖x‖‖y‖. There is a state ϕ on A such that
ϕ(〈x, y〉) = ‖〈x, y〉‖ as 〈x, y〉 is positive. Hence, ‖x‖‖y‖ = ϕ(〈x, y〉) ∈ V (〈x, y〉)
and so ‖x + y‖ = ‖x‖ + ‖y‖ by Theorem 2.1. 
Corollary 2.4. Let A be a C∗-algebra, X a pre-Hilbert A-module and x, y ∈ X
such that 〈x, y〉 is a self-adjoint element of A. Then the following statements are
mutually equivalent:
(a) ‖x + y‖ = ‖x‖ + ‖y‖ or ‖x − y‖ = ‖x‖ + ‖y‖.
(b) ‖〈x, y〉‖ = ‖x‖‖y‖.
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Proof. (a) ⇒ (b). By Theorem 2.1 it follows that ‖x‖‖y‖ ∈ V (〈x, y〉), or ‖x‖‖ −
y‖ ∈ V (〈x,−y〉), that is, −‖x‖‖y‖ ∈ V (〈x, y〉). So, there is a state ϕ onA such that
|ϕ(〈x, y〉)| = ‖x‖‖y‖. Now, we have
‖x‖‖y‖ = |ϕ(〈x, y〉)|  ‖〈x, y〉‖  ‖x‖‖y‖,
so (b) follows.
(b) ⇒ (a). There is a state ϕ onA such that |ϕ(〈x, y〉)| = ‖〈x, y〉‖ since 〈x, y〉 is
self-adjoint [7, Theorem 3.3.6]. Thus, ‖x‖‖y‖ = ‖〈x, y〉‖ = |ϕ(〈x, y〉)| from which
it follows that ‖x‖‖y‖ ∈ V (〈x, y〉) or −‖x‖‖y‖ ∈ V (〈x, y〉), that is, ‖x‖‖ − y‖ ∈
V (〈x,−y〉). It remains to apply Theorem 2.1. 
The numerical range of an idempotent Hilbert space operator was determined in
[11]. We use this result to characterize the equality ‖x + y‖ = ‖x‖ + ‖y‖ in the case
of idempotent 〈x, y〉.
In what follows σ(a) will stand for the spectrum of an arbitrary element a ∈A
and I for the identity operator on H .
Theorem 2.5. Let X be a pre-Hilbert C∗-module over a C∗-algebraA. Let x, y ∈ X
such that 〈x, y〉 is idempotent, 〈x, y〉 /= 0. Then the equality ‖x + y‖ = ‖x‖ + ‖y‖
holds if and only if ‖x‖‖y‖ = 1.
Proof. First, note that ‖x‖‖y‖  ‖〈x, y〉‖  1 since 〈x, y〉 is idempotent, 〈x, y〉 /= 0.
Suppose that ‖x + y‖ = ‖x‖ + ‖y‖. Then it suffices to show ‖x‖‖y‖  1. By
Theorem 2.1 we have ‖x‖‖y‖ ∈ V (〈x, y〉), hence there is a state ϕ on A such
that ϕ(〈x, y〉) = ‖x‖‖y‖. Let π be a representation of A on some Hilbert space
H associated with ϕ (see [9, Theorem 3.3.3]). Then we have ‖x‖‖y‖ = ϕ(〈x, y〉) ∈
W(π(〈x, y〉)). Thereby, σ(π(〈x, y〉)) ⊆ {0, 1}.
If σ(π(〈x, y〉)) = {0}, then π(〈x, y〉) = 0, since π(〈x, y〉) is idempotent. Now,
‖x‖‖y‖ ∈ W(π(〈x, y〉)) = {0} which contradicts the fact 〈x, y〉 /= 0. So,
σ(π(〈x, y〉)) = {1} or σ(π(〈x, y〉)) = {0, 1}. In the case σ(π(〈x, y〉)) = {1} we have
π(〈x, y〉) = I , since π(〈x, y〉) is idempotent. From this it follows that ‖x‖‖y‖ ∈
W(π(〈x, y〉)) = {1}, i.e., ‖x‖‖y‖ = 1.
It remains to consider the case σ(π(〈x, y〉)) = {0, 1}. Then by Theorem 2.1 of
[11] it follows that W(π(〈x, y〉)) is either the closed line segment connecting 0 and 1
or the (open or closed) elliptical disc with foci at 0 and 1, major axis ‖π(〈x, y〉)‖ and
minor axis (‖π(〈x, y〉)‖2 − 1) 12 . In the first case we have ‖x‖‖y‖  1. Let us consider
the second case. Denote d := 12 (‖π(〈x, y〉)‖ − 1)  0. Then ‖x‖‖y‖ ∈ W(π(〈x, y〉))
implies ‖x‖‖y‖  1 + d = 12 + 12‖π(〈x, y〉)‖  12 + 12‖x‖‖y‖, from which it fol-
lows ‖x‖‖y‖  1. Hence, ‖x‖‖y‖ = 1.
Conversely, suppose that ‖x‖‖y‖ = 1. Let π be a faithful representation ofA on
some Hilbert space H . Then W(π(〈x, y〉)) ⊆ V (〈x, y〉) and σ(π(〈x, y〉)) = {1} or
σ(π(〈x, y〉)) = {0, 1}. So, in both cases we have 1 ∈ W(π(〈x, y〉)). Hence,‖x‖‖y‖ =
1 ∈ W(π(〈x, y〉)) ⊆ V (〈x, y〉). By Theorem 2.1 we have‖x + y‖ = ‖x‖ + ‖y‖. 
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Remark 2.6. By Theorem 2.1 of [11] it follows that an idempotent operator of norm
1 is a projection.
Namely, let T ∈ B(H) be idempotent, ‖T ‖ = 1. Then σ(T ) = {1} or σ(T ) =
{0, 1}. In the first case we have T = I since T is idempotent. The second case implies
that W(T ) is the closed line segment connecting 0 and 1, so T must be positive.
Hence, T is a projection.
Thus, we have the following corollaries.
Corollary 2.7. LetX be a pre-HilbertC∗-module over aC∗-algebraA. Let x, y ∈ X
such that 〈x, y〉 is idempotent. Then the equality ‖x + y‖ = ‖x‖ + ‖y‖ implies that
〈x, y〉 is a projection.
Proof. Suppose that 〈x, y〉 /= 0. By Theorem 2.5 we have ‖x‖‖y‖ = 1, which implies
‖〈x, y〉‖  ‖x‖‖y‖ = 1. Therefore, ‖〈x, y〉‖ = 1, as 〈x, y〉 is idempotent. Let us take
a faithful representation π of A on some Hilbert space H . Then π(〈x, y〉) is an
idempotent Hilbert space operator of norm 1. By previous remark π(〈x, y〉) is a
projection, so the same is true for 〈x, y〉. 
Corollary 2.8. Let A be a C∗-algebra with identity e. Let a ∈A be idempotent.
Then ‖a + e‖ = 1 + ‖a‖ if and only if a is a projection.
Proof. IfA is regarded as a HilbertA-module then 〈e, a〉 = a is idempotent. Thus,
‖a + e‖ = 1 + ‖a‖ implies a is a projection by previous corollary. Conversely, if a
is a projection then ‖a‖ ∈ V (a), so ‖a + e‖ = 1 + ‖a‖ by Remark 2.2(2). 
Our next result is the generalization of Theorem 2 from [6] in the case of pre-Hilbert
C∗-modules.
Theorem 2.9. LetA be a C∗-algebra, X a pre-HilbertA-module and x, y ∈ X.
(a) If ‖x + y‖ = ‖x‖ + ‖y‖ then there exists a state ϕ onA such that ϕ(〈‖y‖x −
‖x‖y, ‖y‖x − ‖x‖y〉) = 0.
(b) Suppose that A possesses the identity e. If there exists a state ϕ on A such
that ϕ(〈‖y‖x − ‖x‖y, ‖y‖x − ‖x‖y〉) = 0 and if 〈x, x〉 = e or 〈y, y〉 = e then
‖x + y‖ = ‖x‖ + ‖y‖.
Proof. (a) Suppose that ‖x + y‖ = ‖x‖ + ‖y‖. Let ϕ be a state on A such that
ϕ(〈x + y, x + y〉) = ‖x + y‖2. As in the proof of Theorem 2.1 we get ϕ(〈x, x〉) =
‖x‖2, ϕ(〈y, y〉) = ‖y‖2 and ϕ(〈x, y〉) = ‖x‖‖y‖. The direct calculation shows that
ϕ(〈‖y‖x − ‖x‖y, ‖y‖x − ‖x‖y〉) = 0.
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(b) From ϕ(〈‖y‖x − ‖x‖y, ‖y‖x − ‖x‖y〉) = 0 and the Cauchy–Schwartz
inequality we get
0 = ‖y‖2ϕ(〈x, x〉) − ‖x‖‖y‖ϕ(〈x, y〉) − ‖x‖‖y‖ϕ(〈y, x〉) + ‖x‖2ϕ(〈y, y〉)
= ‖y‖2ϕ(〈x, x〉) − 2‖x‖‖y‖ Re ϕ(〈x, y〉) + ‖x‖2ϕ(〈y, y〉)

(
‖y‖ϕ(〈x, x〉) 12 − ‖x‖ϕ(〈y, y〉) 12
)2
.
Therefore,
‖y‖ϕ(〈x, x〉) 12 = ‖x‖ϕ(〈y, y〉) 12 (1)
and
Reϕ(〈x, y〉) = ϕ(〈x, x〉) 12 ϕ(〈y, y〉) 12 .
This implies that ϕ(〈x, y〉) = ϕ(〈x, x〉) 12 ϕ(〈y, y〉) 12 .
If 〈x, x〉 = e then ϕ(〈x, y〉) = ϕ(〈y, y〉) 12 . From (1) we get ϕ(〈y, y〉) 12 = ‖y‖. We
conclude that ϕ(〈x, y〉) = ‖y‖ = ‖x‖‖y‖, hence ‖x‖‖y‖ ∈ V (〈x, y〉). The statement
now follows from Theorem 2.1. 
Remark 2.10. If A = B(H) is a C∗-algebra of all bounded linear operators on a
Hilbert space H regarded as a HilbertA-module, then the previous theorem reduces
to Theorem 2 of [6] (see also [1, Corollary 2.3]).
Namely, since V (T ) = W(T )− for every T ∈ B(H) (see [10]) it is easy to see that
the following statement holds: There is a state ϕ of B(H) such that ϕ(T ∗T ) = 0 if
and only if there is a sequence of unit vectors ξn of H such that limn→∞ ‖T ξn‖ = 0
(that is, if and only if 0 belongs to the approximate point spectrum of T ). (Indeed,
ϕ(T ∗T ) = 0 if and only if 0 ∈ V (T ∗T ) = W(T ∗T )− if and only if there is a sequence
of unit vectors ξn of H such that limn→∞(T ∗T ξn, ξn) = 0. It remains to note that
limn→∞ ‖T ξn‖2 = limn→∞(T ∗T ξn, ξn).)
Corollary 2.11. Let X be a pre-Hilbert C∗-module over a C∗-algebraA with iden-
tity e. Let x, y ∈ X such that 〈x, x〉 = e. Then ‖x + y‖ = 1 + ‖y‖ if and only if
〈‖y‖x − y, ‖y‖x − y〉 is a noninvertible element ofA.
Proof. Let us denote a :=〈‖y‖x − y, ‖y‖x − y〉.
Suppose that ‖x + y‖ = 1 + ‖y‖. By Theorem 2.9 there is a state ϕ onA such
that ϕ(a) = 0. So, V (a) is the line segment connecting 0 and ‖a‖, as a  0 and
V (a) is convex (see [10, Theorem 1]). On the other hand, V (a) is a convex hull of the
spectrum of a (see [10, Theorem 8]). It follows that 0 ∈ σ(a), hence a is noninvertible.
Conversely, if a is noninvertible, then clearly 0 ∈ σ(a) ⊆ V (a) [10, Theorem 1].
So, there is a state ϕ onA such that ϕ(a) = 0. Thus, ‖x + y‖ = 1 + ‖y‖ by Theorem
2.9. 
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Corollary 2.12. LetA be a commutative C∗-algebra with identity e. Let a, b ∈A
such that a∗a = e. Then ‖a + b‖ = 1 + ‖b‖ if and only if ‖b‖a − b is noninvertible.
Proof. IfA is regarded as a HilbertA-module then 〈‖b‖a − b, ‖b‖a − b〉 = (‖b‖a −
b)∗(‖b‖a − b) is invertible if and only if ‖b‖a − b is invertible. So, the statement
follows from Corollary 2.11. 
3. Pythagoras’ equality in pre-Hilbert C∗-modules
It is well known that Pythagoras’ equality does not hold in pre-HilbertC∗-modules.
For example, letA be the C∗-algebra C([0, 1]) of all continuous functions on the unit
segment with ‖f ‖ = max{|f (t)| : t ∈ [0, 1]}. Let X =A be a Hilbert A-module.
We define functions
f1(t) =
{
0, t ∈ [0, 12 ],
2t − 1, t ∈ [ 12 , 1], and f2(t) =
{
1 − 2t, t ∈ [0, 12 ],
0, t ∈ [ 12 , 1].
Then f1 ⊥ f2 and ‖f1‖ = ‖f2‖ = ‖f1 + f2‖ = 1, hence ‖f1‖2 + ‖f2‖2 /= ‖f1 +
f2‖2.
The following theorem characterizes, in terms of the numerical range, when
Pythagoras’ equality holds in a pre-Hilbert C∗-module.
Theorem 3.1. LetA be a C∗-algebra, X a pre-HilbertA-module and x, y ∈ X such
that 〈x, y〉 = 0. The following statements are mutually equivalent:
(a) ‖x + y‖2 = ‖x‖2 + ‖y‖2.
(b) ‖x‖2‖y‖2 ∈ V (〈x, x〉〈y, y〉).
(c) There is a state ϕ onA such that ϕ(〈x, x〉) = ‖x‖2 and ϕ(〈y, y〉) = ‖y‖2.
Proof. Since 〈x, y〉 = 0 we have
‖x + y‖2 = ‖〈x + y, x + y〉‖ = ‖〈x, x〉 + 〈y, y〉‖.
So, (a) is equivalent to ‖〈x, x〉 + 〈y, y〉‖ = ‖〈x, x〉‖ + ‖〈y, y〉‖. Now, the equiva-
lence of the conditions (a) and (b) follows from Remark 2.2(2), while the equivalence
of (a) and (c) follows from [8, Theorem 3]. 
Corollary 3.2. Let A be a C∗-algebra, X a pre-Hilbert A-module and x, y ∈ X
such that 〈x, y〉 = 0.
(a) If ‖x + y‖2 = ‖x‖2 + ‖y‖2 then ‖〈x, x〉〈y, y〉‖ = ‖x‖2‖y‖2.
(b) If ‖〈x, x〉〈y, y〉‖ = ‖x‖2‖y‖2 and 〈x, x〉〈y, y〉  0 then ‖x + y‖2 = ‖x‖2 +
‖y‖2.
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Proof. (a) It follows from Theorem 3.1 that there is a state ϕ on A such that
ϕ(〈x, x〉〈y, y〉) = ‖x‖2‖y‖2. Since ϕ(〈x, x〉〈y, y〉)  ‖〈x, x〉〈y, y〉‖  ‖x‖2‖y‖2,
we have ‖〈x, x〉〈y, y〉‖ = ‖x‖2‖y‖2.
(b) Since 〈x, x〉〈y, y〉  0 we can choose a stateϕ onA such thatϕ(〈x, x〉〈y, y〉) =
‖〈x, x〉〈y, y〉‖ = ‖x‖2‖y‖2. Then we have ‖x‖2‖y‖2 ∈ V (〈x, x〉〈y, y〉) and by The-
orem 3.1 we get our statement. 
Since a product of positive elements in commutative C∗-algebras is always pos-
itive, the condition 〈x, x〉〈y, y〉  0 is fulfilled for every x, y from a pre-Hilbert
C∗-module over a commutative C∗-algebra. Thus, we have the following corollary.
Corollary 3.3. Let X be a pre-Hilbert C∗-module over a commutative C∗-algebra
A and x, y ∈ X such that 〈x, y〉 = 0. Then we have:
‖x + y‖2 = ‖x‖2 + ‖y‖2 ⇐⇒ ‖〈x, x〉〈y, y〉‖ = ‖x‖2‖y‖2.
4. Concluding remarks
(a) Theorem 2.1 shows essential connection between the equality ‖x + y‖ =
‖x‖ + ‖y‖ for arbitrary elements x and y of a pre-HilbertA-module and the numer-
ical range of 〈x, y〉. It is clear that if V (〈x, y〉) does not intersect the positive real line
we get ‖x + y‖ < ‖x‖ + ‖y‖. However, it is possible that despite the fact that the
set V (〈x, y〉) contains a segment on the positive real line for every element 〈x, y〉 of
a certain class we always have ‖x + y‖ < ‖x‖ + ‖y‖. As an example, we can take
the class of nonzero nilpotent elements 〈x, y〉 ∈A. (This can be shown by using
Theorem 2.1 and the result from [4], in which the numerical range of a nilpotent
Hilbert space operator was described.)
(b) We point out that Theorem 2.1 can be generalized for an arbitrary number of
finitely many summands as follows:
LetA be a C∗-algebra, X a pre-HilbertA-module, n  2 a positive integer and
x1, . . . , xn nonzero elements ofX. Then the equality ‖x1 + · · · + xn‖ = ‖x1‖ + · · · +
‖xn‖ holds if and only if there is a state ϕ onA such that ϕ(〈xi, xn〉) = ‖xi‖‖xn‖ for
i = 1, . . . , n − 1.
Indeed, from ‖x1 + · · · + xn‖ = ‖x1‖ + · · · + ‖xn‖ we obtain that
‖x1‖ + · · · + ‖xn‖ = ‖x1 + · · · + xn‖  ‖x1 + · · · + xn−1‖ + ‖xn‖
from which it follows that ‖x1 + · · · + xn−1‖ = ‖x1‖ + · · · + ‖xn−1‖ and so ‖(x1 +
· · · + xn−1) + xn‖ = ‖x1 + · · · + xn−1‖ + ‖xn‖. By Theorem 2.1 there is a state ϕ
onA such that
ϕ(〈x1 + · · · + xn−1, xn〉) = ‖x1 + · · · + xn−1‖‖xn‖
= (‖x1‖ + · · · + ‖xn−1‖)‖xn‖.
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Thenϕ(〈x1, xn〉) + · · · + ϕ(〈xn−1, xn〉) = ‖x1‖‖xn‖ + · · · + ‖xn−1‖‖xn‖which im-
pliesϕ(〈xi, xn〉) = ‖xi‖‖xn‖ for i = 1, . . . , n − 1. The converse is proved in a similar
way.
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