Abstract. Iterating (composing) a sequence of window operators results in an operator defined over the window determined by the dilation of the component windows. Although a statistically designed iterative operator uses potentially all of the variables in the large dilated window, the design of each component operator requires design only over a much smaller component window, thereby resulting in a reduced estimation error. This means that designed iterative operators can perform better than designed estimates of fully optimal operators over the same effective window. While the optimal iterative and fully optimal operators may differ substantially in their logical structure, they may be probabilistically very close as operators on the random image processes under consideration. Thus, a precisely designed iterative operator can be closer to optimal than a less precisely designed unconstrained operator. We present three measures by which to compare iterative operators, with main interest focusing on the difference in their mean-absolute errors (MAEs), and discuss iterative design procedures and relationships between MAEs occurring from various procedures. A key aspect of design is the dependency on sample size. Increasing the number of iterations may in theory produce a better filter but, like using large windows, increasing the number of iterations increases the amount of data required for precise design. We pay particular attention to this issue. Using both restoration and recognition operators, we consider the best number of iterations and window size. We also consider the manner in which the training data should be split when designing the individual component operators. Iteration number, window size, and training method are all dependent on the filtering task, image characteristics, and amount of training data available.
Introduction
To solve a complex image processing problem, one usually breaks the original problem into a sequence of simpler subproblems. Each subproblem can be associated with a specific goal, such as noise filtering, feature enhancement, or segmentation. A first operator is designed to achieve the first goal from the original image, a second operator is designed to achieve the second goal by transforming the result of the first operator, and so on. The final goal is achieved by composing ͑applying sequentially͒ the operators that achieve each of the intermediary goals. Generally, the design of operators that perform a desired image processing task is not easy. It depends on the knowledge, experience and creativity of the designer. The heuristic design of morphological operators is commonly performed in this manner. Morphological operators are locally defined at each pixel via structuring elements defined over a neighborhood of the pixel. When several operators are composed, the neighborhood ͑relative to the original image͒ over which the composed operator is defined is larger in size than the neighborhoods of the individual component operators, so long as at least two of the operators are defined over more than a single pixel.
A natural way to overcome the difficulties associated with heuristic design of image operators is to use computer procedures that automatically perform the design. In particular, procedures based on supervised learning consider pairs of observed and respective ideal images as training data, and produce image operators from these data.
1,2 These procedures usually work with a direct design process, without intermediary goals. Their basic idea is to find an operator that transforms observed images into corresponding ideal images.
The space of all operators that depend on a window W increases exponentially as the window size increases linearly. A first consequence of this increase is that the number of parameters required to specify an operator also increases, and therefore the amount of training data necessary for a good estimation of these parameters is often very large. A second consequence is that the computational bur-den of any learning algorithm that performs a search in the parameter space also increases rapidly.
Theoretically, a larger window provides better results; however, in practice, for a given amount of data, too large a window can produce a worse performing operator than a smaller window. This is due to the lack of precision in the estimations for large windows. 3 Moreover, an operator with too large a window cannot be designed in an acceptable amount of time, due to the complexity of the design algorithms. 2 Since these difficulties are directly related to the size of the search space, one possible approach is the reduction of the search space. Imposition of constraints can be used to reduce the search space. One can constrain the window size, impose algebraic properties on the operators, or impose structural ͑representational͒ constraints over them. In this case, one could impose a maximum number of elementary operators in the representation of the operators to force operators to have some specific and well controlled representation structure. 4 Historically, the most commonly employed constraint has been increasingness, both with and without additional constraints. [5] [6] [7] [8] [9] [10] [11] Computationally, the design of a 5ϫ5 window operator is much harder than the design of a 3ϫ3 window operator. Potentially, a 5ϫ5 window operator is more desirable since these form a much larger class of operators. We also know that the composition of two 3ϫ3 window operators is a 5ϫ5 window operator. This fact can be exploited for the design of 5ϫ5 window operators. The amounts of data and time spent to design two 3ϫ3 window operators are less than for the design of a 5ϫ5 window operator. However, in pursuing this strategy it is important to recognize that not all large-window operators can be expressed as compositions of small-window operators. Therefore, iterated operators may not always be appropriate. This paper is concerned with the design of iterated operators over relatively small windows as a way to design operators over large windows. Iterative design has previously been applied in the constrained class of increasing operators 12 ͑albeit, without detailed attention to the critical issue of sample size͒, and some preliminary results for the nonincreasing case have been given in Ref. 13 .
We first introduce some basic concepts and notations concerning W operators ͑translation-invariant operators based on a window W͒ and their iteration. Special attention will be given to the comparison of two W-operators. Following a brief theoretical introduction, the main body of the paper deals with practical experiments and analysis of the results. Various issues are investigated: choice of a window, number of iterations, amount of training data relative to window size, and how to split the available data for training.
Notations and Theoretical Concepts
A binary image is a function f :Z 2 →͕0,1͖, defined on the Cartesian grid. It can be represented by a subset SʕZ 2 ͑z S⇔ f (z)ϭ1, ᭙ zZ 2 ͒. For simplification sake, we will denote both the function ͑image͒ and the subset representing it by the same letter. Therefore, we write zS⇔S(z) ϭ1, for any zZ 2 , meaning that the left side S denotes a set and the right side S denotes a function. Also P(Z 2 )
denotes the power set of Z 2 , the collection of all subsets of Z 2 . The translation of a subset S by z is denoted S z and defined as S z ϭ͕xZ 2 :xϭsϩz,sS͖. We consider a special finite and nonempty subset W of Z 2 , called a window. Let n be the cardinality of W. We say that the subset X z ϭSപW z is the pattern observed on S at z through W. If we adopt an ordering of the points in W, say w 1 ,w 2 , . . . w n , then any pattern X z can be represented by a binary vector x z with size n, i.e., x z ϭ͑x 1 ,x 2 , . . . ,x n ͒, where x i ͕0,1͖ and
A binary image operator is any function ⌿ that maps binary images into binary images. If a binary image operator ⌿:P(Z 2 )→P(Z 2 ) is characterized by a Boolean function defined on n variables ͓ϭ(x 1 ,x 2 , . . . ,x n )͔, in such a way that ⌿͑S ͒͑ z ͒ϭ͓S͑ w 1 ϩz ͒,S͑ w 2 ϩz ͒, . . . ,S͑w n ϩz ͔͒ for any pixel z, and any image S, then ⌿ is said to be a W-operator. Any W-operator ⌿ can be uniquely characterized by a set of subsets of W given by K͓⌿͔ϭ͕x ͕0,1͖ n :(x)ϭ1͖, called the kernel of ⌿. Machine-based procedures for the design of image operators consider pairs (S,S 0 ) of observed and respective ideal image processes. The image operators are regarded as statistical estimators, meaning that an image operator ͑esti-mator͒ ⌿ operates on S and ⌿(S) estimates S 0 . The objective is to produce an image operator that best estimates S 0 in terms of S, according to some cost function. Usually, the space of image operators is constrained to a suitable class of operators and some error measure is adopted to measure the performance of an operator as an estimator. Here we consider the class of W operators as the space of estimators and the mean-absolute error ͑MAE͒ as the error measure. We assume that the image processes S and S 0 are jointly stationary binary random sets. The strict-sense stationarity assumption is consistent with the translation invariance of the image operator: the same Boolean function is being applied across the entire image. From a design perspective, it means that window data across the observations is pooled in the estimation of the Boolean function. The stationarity assumption is typical ͑either explicitly or implicitly͒ for statistical design of nonlinear filters. In particular, it has provided excellent results for document image processing.
14 The stationarity assumption in the optimization of nonlinear filters is analogous to the assumption of wide-sense stationarity in the optimization of linear filters, where translation invariance is manifested by the use of a fixed set of weights across the image. Since only secondmoment information is required for optimization of linear filters, the assumption there is wide-sense stationarity, which manifests itself in pooled estimation of the covariance matrix.
Here, Y z ϭS 0 (z) is the value of the ideal process at the pixel z where the center point of the window is placed in the observed image. Owing to stationarity, x z and y z are realizations of a random vector X and a random variable Y , respectively, that do not depend on z ͑and thus we omit the subscript z from the notation͒. The probability of observing pattern x is P(x)ϭ P(Xϭx) and the conditional probability of observing 1 in the ideal image given that pattern x has been observed in the observed image is p x ϭ P(Y ϭ1͉x).
The MAE of a W-operator , which gives a measure of its performance, is defined by
where E denotes the expected value, relative to P(x) and p x . It also can be rewritten as MAE͗⌿͘ϭ ͚
xK[⌿]
P͑x͒͑1Ϫ p x ͒ϩ ͚ 
The right-hand side of Eq. ͑4͒ defines the Boolean function 2 for ⌿ 2 and depends on values of S in the dilation W W. 
͑5͒
Because the MAEs for the iterative operators form a decreasing sequence, they have a limit. The limiting MAE need not be equal to the MAE for the optimal operator over W n . Unless an optimal W n -operator is decomposable, the leftmost inequality is strict. We say that W is the iteration window of the iterated operator.
An n-iterated operator over W is an optimal iterated W n -operator if it possesses the smallest MAE among all n-iterated operators over W.
Comparing Two W Operators
In this section we analyze some closeness measures between two W-operators. The goal of this study is to find a criterion that compares the optimal non-iterated operator ⌿ W n and the optimal iterated operator ⌿ n . We first define the concept of switching set between two W-operators. Given two W-operators, ⌿ 1 and ⌿ 2 , their switching set is given by
The logical difference between two operators ⌿ 1 and ⌿ 2 measures the extent by which ⌿ 1 and ⌿ 2 logically disagree, i.e., the number of elements in their switching set relative to the number of observation vectors,
The probabilistic difference between ⌿ 1 and ⌿ 2 is the probability mass of the switching set,
Relative to this measure, if 1 (x) 2 (x), but the probability of observing x is negligible, then it is ͑statistically͒ inconsequential that 1 (x) 2 (x). If our objective is to compare the performances of two operators as estimators relative to MAE, then neither their logical nor their probabilistic differences correspond directly to the measure of difference between them. To see that, suppose x is an observation such that P(x) is not negligible, and suppose also that P(Y ϭ1͉x)ϭ P(Y ϭ0͉x) ϭ0.5. If 1 (x) 2 (x), then x will contribute to their logical and probabilistic difference, but it will not contribute to the MAE difference, which is given by
͑9͒
We are interested in operators as estimators. Since each term in both of the latter sums is bounded by P(x), it follows that
͑10͒
Hence, the probabilistic difference between two operators provides an upper bound on their difference as estimators. In particular, if ⌿ W is an optimal operator for a window W and ⌿ is any other operator defined on W, then MAE͗⌿͘ уMAE͗⌿ W ͘, and the cost of using ⌿ instead of the optimal operator is
where the sum is over the symmetric difference between the kernels. Clearly,
The logical difference between two W-operators is of no consequence if they differ on elements with small probability. Thus, while two operators may appear very different in their algebraic construction, they may in fact be essentially identical as filters on the image class of interest. As for the probabilistic difference, it provides an upper bound for the MAE difference, and the tightness of this bound decreases with the closeness of the conditional probabilities P(Y ϭ1͉x) to 0.5. Our goal is to design operators that, as estimators, behave probabilistically as close as possible to the optimal operator, which means that we desire a small MAE difference between the designed and optimal operators. In this example, we have shown that two operators having the same logic and probabilistic differences may have different performance as estimators. Similarly, it is possible that two operators with different logic and/or probabilistic differences have the same performance as estimators.
A salient point for this paper is that an iterated operator may have a great logical difference compared to the noniterated optimal operator for the same size window; nonetheless, if the MAE difference between the two operators is very small, then the iterated operator will perform as well as the optimal operator.
Iterative Design Procedure
Although, in theory, MAE͗⌿ W n͘ рMAE͗⌿ n ͘, practical design processes are based on estimations, and therefore, some care is needed when designed operators are compared to each other.
Often, an estimate W of W is defined according to Eq. ͑3͒ by using an estimate p x of p x in place of p x . If we let u x and v x denote the number of times Y ϭ1 and Y ϭ0 in S 0 
͑20͒
This reasoning can be extended to any number of iterations. Iteration can be useful because either, or both, of these inequalities may hold for relatively small sample sizes. We need to recognize that, while Eq. ͑5͒ holds for the optimal iterative filters, it need not hold for the designed estimates ͑except in the limit as N→ϱ͒. Two design approaches are possible ͑see Fig. 1͒ . In the first approach ͓Fig. 1͑a͔͒, the difference between ⌿ n (S)
. . ͖) and S 0 is minimized globally, which means that there is a single optimization relative to the entire class of parameters defining ⌿ n . The implementation for this approach can involve complex searching procedures that render in practically intractable. In the second approach ͓Fig. 1͑b͔͒, the differences between ⌿ 1 (S) and S 0 , ⌿ 2 (S) and S 0 , ⌿ 3 (S) and S 0 , and so on, are successively minimized. This means that S is taken as the observed image for design of ⌿ 1 , ⌿ 1 (S) is taken as the observed image for design of ⌿ 2 , ⌿ 2 (S) is taken as the observed image for design of ⌿ 3 , and so on. This second approach can be more easily implemented because there exists a well defined procedure for designing each of the components in succession, as opposed to the first approach whose optimization requires a global achievement. We note that a global approach for two-stage iterative operators was proposed in Ref. 15 , but the method does not apply to iterations greater than 2. Under the algebraic point of view, one may want to investigate topics such as decomposability, the different ways of decomposition, and the class of operators formed by the composition of two classes. This paper does not investigate the algebraic aspects of the composition/decomposition of operators.
Experimental Analysis-Introduction
For the experimental tests, both simulated and real images have been used. Each group of images has been separated into two subgroups, the set of training images and the set of test images. The training images are used for the design of the operators and the test images for measuring their performance.
Images

Salt and pepper noise images
This class contains images corrupted by salt and pepper noise, both 15% of density ͑Fig. 2͒. Different realizations of the noise have been simulated. The image size is 256 ϫ256.
Boolean model squares and Boolean model noise
This class contains images generated by the following process. First, pixels are chosen according to a binomial model, with intensity Dϭ0.002 giving the probability of a pixel being chosen. Second, there is a primary grain process that generates random sets, which are placed at each chosen pixel. The primary grain is a ZϫZ square, where Z is a discrete approximation to a Gaussian random variable with mean ϭ11 and variance 2 ϭ4. Both additive and subtractive noise processes are discrete random Boolean models independent from the image process. The noise primary grain is a random subset of a 3ϫ3 square, with the number of pixels in each noise grain being uniformly distributed over the interval ͓1, 5͔. The additive and subtractive noise intensities are given, respectively, by D a and D s . Figure 3 shows a realization of the Boolean model, and three realizations of the corrupted image with different noise intensities. The image size is 512ϫ512.
Character recognition
Some pages chosen at random from two books have been scanned at 200 dpi, and then binarized by a simple threshold operation. For each image of the first book, an image containing only occurrences of the lowercase letter ''s'' has been generated. For each image of the second book, an image containing only occurrences of the lowercase letter ''a'' has been generated. After that, all images have been shrunk by eliminating both rows and columns alternatively from the 200 dpi image. Two small pieces of these images Figure 6 shows some of the windows used in the experiments. The dilation of the cross window by itself gives the 13-point window. Hence, a two-iteration operator over the cross window corresponds to an operator over the 13-point window. Therefore, two iterations of the cross window are compared to a single iteration over 13-point window, four iterations to two iterations, and so on. A similar observation holds for 3ϫ3 against 5ϫ5, 5ϫ5 against 9ϫ9 and so on.
Windows
Practical Design Procedure
The design approach adopted involves a sequence of trainings. Each training generates an operator, which is, at the end, composed sequentially to the others to generate a final operator. Each training uses a set of training data comprised of pairs of observed and respective ideal images. There are some possibilities concerning the policy for using the training data available. For instance, the whole data set could be divided into k subsets of the same size, where k denotes the number of operators to be trained. Each subset would then be used for each training stage. Another possibility is the use of the whole data set for each training, repeatedly. One must avoid overfitting in the second case, which can be done if the data set is representative of the true distribution. Since a small number of examples in each training stage may produce operators with poor precision, it is often preferable to use the whole training data set for each of the trainings. The experiments to be presented were performed using the whole training data in each iteration. Some experiments using different ways of distributing the training data among the iterations are presented in the last section.
Experimental Analysis
In this section, we analyze several issues related to the iterative design of operators as we experimentally verify the behavior of the designed operators.
Increasing Number of Iterations
As discussed in Eqs. ͑19͒ and ͑20͒, although for an increasing number of iterations the respective operators have nonincreasing error ͓Eq. ͑5͔͒, in practice, these operators are designed from a finite amount of training data and the best number of iterations depends on the sample size. Here we verify experimentally how these estimated operators behave in terms of error. Figure 7 shows graphs of MAE against the number of iterations from results obtained ex- perimentally. These graphs do not show the error of the observed images, and therefore they do not depict the error decrease of the first operator with relation to the error of the observed images. The error decrease caused by the first operator is, in general, much more significant than the decreases caused by the subsequent operators. One characteristic to be noted in most of these graphs is that there is a visible error decrease for the first three or four iterations, but after that, the error decrease ͑when it exists͒ is negligible. For some cases, we can observe an increase or oscillation of the curves. When iterations are done over large windows, the curves are almost horizontal, meaning there is no error decrease from the first iteration to the subsequent iterations. According to Eq. ͑5͒, MAE͗⌿ k ͘ is a decreasing function of k, the number of iterations. Such is not the case for the MAEs of the designed estimates ⌿ k of ⌿ k . This is reflected in the performance of designed operators on test data, since application of a designed filter on test data gives an estimate of the actual error MAE͗⌿
k ͘ is also bounded below, and when it gets near its infimum, it will tend to oscillate because each succeeding iteration is designed from training data that can cause minor erroneous corrections.
Increasing Amount of Training Data
For a fixed window, as the amount of training data increases, the precision of the designed operator also increases. We experimentally observed that, for each specific problem, there exists some point after which increasing the amount of training data does not increase the precision of the operator. This characteristic for some images and window sizes is illustrated in Figs. 8-13 . The labels of the curves indicate the number of pairs of images used for training. In these figures, convergence is not so obvious for large windows, since these would require an enormous amount of training data.
Iteration Over a Small Window Against Iteration Over a Large Window
In this section, we analyze iterations over a small window against those over a larger window, and compare the performance of the operators iterated over both windows as the number of iterations increases for different amounts of training data.
Case a
Here we consider salt and pepper noise images. Figure 14 illustrates the performance of operators iterated over the cross ͑5-point͒ window against ones iterated over the 13-point window ͑see Fig. 6 for the windows͒, for different amounts of training data. Note that as the amount of training data increases, iteration over both windows converges ͑see Fig. 8͒ . This convergence may be an indicator that the training data is statistically sufficient for both windows, and that additional training data would improve the precision only by a negligible amount. The operator iterated over the small window has a performance similar to that of the operator iterated over the large window, regardless the number of training images used. As the amount of training im- Hirata, Dougherty, and Barrera: Iterative design . . .
Fig. 8
Error curves for increasing amount of training data (salt and pepper noise case).
Fig. 9
Curves for increasing amount of training data (recognition of letter ''s'').
Fig. 10
Curves for increasing amount of training data (recognition of letter ''a''). ages increases, the performance of the operator iterated over the large window improves slightly with relation to the performance of the operator iterated over the small window, but this improvement is almost negligible. Figure 15 shows the results of four iterations over the cross window, while Fig. 16 shows the results of two iterations over the 13-point window. In this case, the operators were designed from three pairs of training images. Note that the result after two iterations of the cross window is similar to the result of single iteration of the 13-point window, and the result after four iterations of the cross window is similar to the result of two iterations of the 13-point window, as we can see in the MAE graph.
Case b
Here we consider a Boolean model of squares with Boolean model noise. Figure 17 shows the performance of operators iterated over a 3ϫ3 window against ones iterated over a 5ϫ5 window, for different training data amounts. For a small amount of data, the operator iterated over the small window outperforms the operator iterated over the large window. As the amount of training data increases, the precision of the operator iterated over the large window also improves. Also, as the number of iterations increases, the performance of the operator iterated over the large window gets better than that over the small window.
Case c
Here we consider character recognition. Figure 18 shows the performance of operators iterated over a 3ϫ3 window against ones iterated over a 5ϫ5 window, for different training data amounts. Iteration over a small window appears to yield an operator with poor performance in relation to the operator iterated over a large window, even for small amounts of data. We conjecture that this performance differential results from the inability to capture enough of the shape characteristics in a small window at any given stage of the iteration.
Implementation Versus Performance
The three cases shown in the previous section indicate that the choice of an iteration window is not trivial. Sometimes a small window is enough; in other cases, if the number of training data or iterations considered is small, then a small window is better than a larger one; or, sometimes, a small window has too poor a performance regardless of other factors, such as the amount of training data or number of iterations.
In practice, good performance is a main criterion for choosing an operator for solving a problem; however, the amount of time spent by the operator and implementation costs may also have decisive impact on the choice. For instance, case a of the previous section shows that in some cases, two iterations over a small window gives similar results ͑in statistical terms͒ as of single iteration over a larger window. It is well known that, for conventional implementations, the application of two W-operators is faster than the application of one W W-operator corresponding to their composition. Here we analyze the differences between operators designed iteratively over W and operators designed directly over W W, in order to draw some conclusions in this context.
The logical, probabilistic, and MAE differences for the salt and pepper noise case between an operator corresponding to two iterations over a 5-point window and one directly designed over a 13-point In both cases, the logical difference is very large ͑above 25%͒. However, in statistical terms they are very similar, the single iteration operators having MAE advantage of 0.0022 and 0.0043, respectively. If these differences are not crucial, one should choose the two iteration representation for the sake of implementation. Another issue we can consider is the number of iterations to be considered. In general, MAE͗⌿ i ͘ Fig. 15 Results of one to four iterations (five-point window).
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) is small, it may be advantageous to implement ⌿ i instead of ⌿ iϩ1 , since ⌿ iϩ1 depends on a larger window.
Use of Different Iteration Windows
In this section, we address the following issue. Suppose the maximum window size of the final iterated operator is fixed. This is a reasonable assumption since, in practice, implementation of the operators may be constrained by bounds such as maximum application time and/or implementation cost, making small windows and few iterations desirable characteristics. As we have seen, however, sometimes a not so small window is required. We would like to shed some light on the following questions: For a given finite amount of training data, which is the best iterated operator that can be designed, with maximum window size not exceeding the fixed maximum size? Is there a specific rule that dictates the choice of the iteration window? What other issues must be taken into consideration to design a good iterated operator? Here we investigate the behaviors of several iterated operators, each one designed over distinct iteration windows, for different amounts of training data and problems. All windows considered are dilations of a 3ϫ3 window, and comparisons are based on equivalences ͑Table 2͒ relative to the window over which the full iterated operator is defined.
For instance, the last row of the table states that 12 iterations over a 3ϫ3 window are equivalent to 6 iterations over a 5ϫ5 window, which are equivalent to 4 iterations of a 7ϫ7 window, 3 iterations over a 9ϫ9 window, and 2 iterations over a 13ϫ13 window. Figure 19 shows performance of the iterated operators over different windows, for different amounts of training data, for the problem of recognizing letter ''s.'' We omit the curve for the 3ϫ3 window because its performance is poor compared to the others. Figure 20 shows a small part of a test image and the results obtained by the one-and two-iteration operators over a 7ϫ7 window.
Similar results have been observed for recognition of the letter ''a'' on book 2. Figure 21 shows a small part of a test image and the results obtained by the one-and twoiteration operators over a 7ϫ7 window. Figures 22-24 show performance of the operators iterated over different windows, for different amounts of training data, for three noise densities of the Boolean model images, respectively. Figure 25 shows a small part of a test image and the results of one-to six-iteration operators, trained with six images over a 5ϫ5 window, for the D a ϭ0.06, D s ϭ0.06 model.
Different Training Methods
For large windows, we observe that errors on the training data are very close to zero. The larger the window considered, the closer the error is to zero ͑see Fig. 26͒ . Since the first iteration generates images that are very close to the respective ideal images, the second and further operators have little to do, relative to the training images. However, when the operators are applied over test images, their behavior may be completely different if the training data is not statistically representative of the entire population. This is a reason why operators iterated over large windows often have error curves that are almost horizontal, or even increasing, as the number of iterations increases.
Splitting the Training Data
The observed effect can be modified by using additional images from the training of one iteration to the training of the subsequent iteration. However, since the amount of available training data is limited, the addition cannot be arbitrary. We consider the following training method. Instead of using all N images for the training in each iteration, we use a subset of M (M рN) images in each iteration. By doing so, images that have not been used in the training of an iteration are used on the subsequent iteration. For instance, if we consider Nϭ10 and M ϭ6, then in the first iteration the images used are ͕1,2,3,4,5,6͖, in the second iteration ͕7,8,9,10,1,2͖, in the third ͕3,4,5,6,7,8͖, and 
Error Analysis for Splitting Training Data
In this section, we analyze why it can be beneficial to split the training data rather than use the full training set at each stage. Specifically, the empirical results seem to indicate that splitting tends to provide better estimated filters for large windows. There are statistical reasons for this observed phenomenon. To avoid an excessive notational burden, we will focus on two-stage filters.
For these, iterative design is based on the following distributional considerations. The second operator, 2 , operates on the random vector Zϭ(Z 1 ,Z 2 , . . . ,Z n ) to estimate Y , where Z i estimates Y via the operator 1 based on a random n-vector X i . Under stationarity, X 1 , X 2 , . . . , X n are identically distributed to a random vector X with probability distribution F X . Consequently, Z 1 ,Z 2 , . . . ,Z n are identically distributed to a random variable Zϭ 1 (X) with probability distribution F Z . With iterative optimization, E͓͉ 1 (X)ϪY ͉͔рE͓͉(X)ϪY ͉͔ for any , and E͓͉ 2 (Z) ϪY ͉͔рE͓͉(Z)ϪY ͉͔ for any . The distribution of Z, F Z , depends on the multivariate distribution F X of the random vector whose components consist of the random variables in the union of the components of X 1 , X 2 , . . . , X n . We know that
where the right inequality holds because we can define 2 (Z)ϭZ 1 ϭ 1 (X 1 ), which is identically distributed to 1 (X). Geometrically this means that we are letting Z 1 be the value at the window center after application of 1 and, relative to the image, the second filter just passes the output of the first filter, meaning ⌿ 2 is the identity. Henceforth, we denote the mapping Z→Z 1 by . Now consider the designed filter based on using all the data, D, at both stages. First we design the estimate 1,D of 1 from the sample
where (X i ,Y i ) is identically distributed to (X,Y ). We use a superscript on X to indicate a sample variable, whereas a subscript on X indicates that X 1 , X 2 , . . . , X n are to be operated on by the first-stage filter to produce the inputs to the second stage. Once designed, 1,D estimates Y based on the distribution F X , as does 1 . Let Uϭ 1,D (X). Applied to X 1 , X 2 , . . . , X n , 1,D yields the random vector U ϭ(U 1 ,U 2 , . . . ,U n ), where U i is identically distributed to U, possessing distribution F U . Also, 2,D operates on U to estimate Y . It is designed on the sample
where
and each vector X ji is composed of n components from among the training vectors X 1 , X 2 , . . . , X m , the exact manner depending on window geometry and sampling protocol. Once trained, 2,D estimates Y based on the distribution F U , which itself depends on F X , but not in the same way as F Z . In fact, not only is F U different from F Z because it results from F X via 1,D , whereas F Z results from 
which is very close to minimal training error simply because ␦ is very close to 0. Hence, from a training perspective, 2,D ϭ is just about optimal, and we can make this choice with negligible cost. This means that, relative to the training data, the first stage is sufficient and the designed filter will use only W, not W W. Of course, it is possible that actual training might not yield exactly 2,D ϭ but from an error perspective this is not consequential. The point is that 2,D ϭ provides small expected training error (Ͻ␦). A different second-stage filter designed from training might be logically quite different, but will be very close to relative to error.
Continuing to assume that E͓( 1,D )͔Ͻ␦, a difficulty arises from a population ͑testing͒ perspective, in which case 2,D ϭ means that Suppose we split the sample into DϭAഫB. Then the analysis for 1,D applies to 1,A , which also estimates Y based on the distribution of F X . If we let Vϭ 1,A (X), then, applied to X 1 , X 2 , . . . , X n , 1,A yields the random vector Vϭ(V 1 ,V 2 , . . . ,V n ), where V i is identically distributed to V. Also, 2,B operates on V to estimate Y . Since AʚD,
This is fine if
Thus, E͓( 1,D )͔Ͻ␦ implies E͓( 1,A )͔Ͻ␦. At first glance, this appears to worsen the problem; however, if we let 2,B ϭ, then generally E͓( 2,B )͔ E͓( 1,A )͔ ͑al-though it is possible͒. Hence, the justification for choosing that applied when using the full training set for both stages does not now apply. The trained filter will most likely differ more than negligibly from ͑the difference depending on the decomposition DϭAഫB͒, and we will have E͓( 2,B )͔ϽE͓( 1,A )͔.
Ultimately, it is the population ͑testing͒ error that matters. For splitting and nonsplitting we can write the MAEs in terms of the MAE of the optimal iterative filter and the estimation errors: If E͓( 1,D )͔Ϸ0 and MAE͗ 1 (X)͘ is significant, then it is very possible for ⌬͓ 1,D (X), 1 (X)͔ to be large. This is because E͓( 1,D )͔Ϸ0 owing to the smallness of ͉D͉ relative to n, not because 1,D is a good estimator of 1 . If F X is highly dispersed, a small sample D means that often 1,D will not be a good estimate of 1 , thereby making ⌬͓ 1,D (X), 1 (X)͔ large, sometimes large enough to significantly exceed ⌬͓ 2,B (V), 2 (Z)͔.
Conclusion
By having reduced estimation error, designed iterative operators can perform better than designed estimates of fully optimal operators over the same effective window. While the optimal iterative and fully optimal operators may differ substantially in their logical structure, they may be very similar as operators on the random image processes under consideration. Thus, a precisely designed iterative operator can be closer to optimal than a less precisely designed unconstrained operator. The best number of iterations, window size, and training method are dependent on the filtering task, image characteristics, and amount of training data available.
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