Abstract. Basing on Stute's weighted least squares method for prognosis studies with right censored response variables, this paper first put forward a semi-parametric regression model include two covariate effects, one is for the low dimensional covariates taken a nonparametric form, the other is for the high dimensional covariates taken a parametric form. Then, the selection of parametric covariate effects was achieved by use of a minimax concave penalty (MCP) approach, it is with great consistency in the semi-parametric regression model. In succession, the nonparametric component was estimated by a sieve approach. Finally, a numerical simulation was made, the result shows that the proposed approach has satisfactory performance.
Introduction
Variable selection is so important for modeling analysis, that has been used for years in several fields of science. It is a research focus to determine the best variables for modeling selection. There were lots of academics had studied many modeling selections. Variable selection for high dimensional censored data has drawn much attention in the past decade. Huang, Ma, and Xie [1] proposed the least absolute shrinkage and selection operator [2] in the linear AFT model. Johnson [3] proposed the smoothly clipped absolute deviation [4] for rank-based estimation in the AFT model and Johnson, Lin, and Zeng [5] proposed SCAD for the Buckley-James estimator. Zhang, Lu, and Wang [6] extended these results to semi-parametric transformation models with an unknown transformation and linear covariate effects. Cai, Huang, and Tian [7] proposed the rank-based adaptive LASSO and Johnson [8] proposed rank-based, 1 l -regularized estimation in the partly linear AFT model. Johnson [9] 
where  is a penalty function and 
Because the profile objective function does not involve b , it is useful for both theoretical investigation and computation. We will use it to established the asymptotic properties of  . Let * * ( )
Define the oracle LSE of  as follows,
Asymptotic Properties
In this section, the selection of MCP estimator for censored data is a discussion. Lemma 1. For any 0 is as in (7) and max ( )
where K  is just the * K defined in Zhang [11] 
Now assume the following conditions. (A9)
, where
It is easy to see that [12] . It explicitly shows the rate at which the nonvanishing parameter can be distinguished from 0. The model is sparse under (A3). This assumption is reasonable in genomic studies, where the number of genes profiled can be large, but only a very small number of genes are associated with the response variables. (A4) is the sparse Riesz condition (SRC) that was proposed by Zhang and Huang [13] . , ,
under the condition that some data are censored, the 
Numerical Simulation
In this section, there is a simulation study done to compare the Lasso, Adaptive Lasso, SCAD and MCP. For the SCAD, let  =2.01 or 3.7, and for the MCP, set  =1.01 or 3, and simulated data from the AFT model such that Denote by ( , ) a b W the Weibull distribution with shape parameter a and scale parameter b , then generated the failure time T from a 4
where ( )
The dimensionality p of covariate X were 12 and 500. The censoring time C had an exponential distribution whose parameter was adjusted to yield a censoring rate about 30%. The variable selections and prediction results are summarized in Tables 1-4. The estimates were  compared by Tables 1-2 , when n =200 and p =12.
From Tables 1-2 , we can know the results are similar when the tuning parameter  is selected cross-validation or BIC, and in every mode, MCP has the best performance in view of model selection consistency. Tables 3-4 compare the estimates coefficients when n =200 and p =500. From Tables 3-4, we can see that, MCP when the tuning parameter  is selected by the BIC has the best performance in view of model selection consistency. Tables 1-4 also show that LASSO tends to shrink the coefficients toward zero and MCP results with adjustment are almost unbiased.
Conclusion
In this paper, basing on Stute's weighted least squares method, the estimate procedures in partly linear regression model for right censored data has been investigated. The application of the AFT model has been achieved with the semi-parameter model. The theoretical study and the simulation show that the MCP approach and the sieve approach are very useful for variable selection, which are with great consistently.
Variable selection for high dimensional censored data is popular in biology, medicine, genetics and so on. There are so many work to be done to improve the accuracy of variable selection and expand the scope of the model application in the future.
