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ABSTRACT 
Permutation equivtdence and permutation congnlence are special cases of matrix 
equivalence and similarity. This paper introduces a new invariant--the Hermite 
invariant--for testing permutation equivalence, along with a method for computing it
and an assessment of its complexity, Under a restricted efinition, the complexity of 
the invariant becomes polynomial in the dimensions of the input matrices. The 
sufficiency of the invariant is discussed, and experimental results are given. These 
results suggest that the Hermite invariant is particularly good at distinguishing 
nonpermutation equivalent matrices with constant row and column sums. © Elsevier 
Science Inc., 1997 
1. INTRODUCTION 
Many equivalence relations on matrices are defined in terms of matrix 
products. Equivalence and similarity employ nonsingular matrices. We say 
matrices A and B are equivalent if B = UAV, and similar if B = UAU -1 
where U and V are nonsingular. Permutation equivalence and permutation 
congruence are special cases of equivalence and similarity. Matrices A and B 
are permutation-equivalent if B = PAQ, and permutation-congruent if B = 
PAP ~, where P and Q are permutation matrices. 
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Many normal or canonical forms have been developed to identify matrices 
belonging to the same equivalence or similarity classes. The Smith normal 
form determines the equivalence of matrices over a principal-ideal ring [3, 
Theorem II.9], while the Jordan canonical form reveals imilarity of matrices 
over any algebraically closed field [2, Theorem 3.1.11]. Invariants uch as 
determinantal divisors [3, Theorem II.10] or the characteristic and minimal 
polynomials [2, Theorem 1.3.3 and Corollary 3.3.3] also provide tests for the 
equivalence or similarity of given matrices. 
The situation is quite different when attempting to determine the permu- 
tation equivalence or permutation congruence of given matrices. Since per- 
mutation equivalence and permutation congruence are finer than equivalence 
and similarity, respectively, the normal forms and invariants for the latter 
eases may be used to disprove the former. However, short of checking all 
possible products of the given matrices with permutation matrices, no method 
is known to prove permutation equivalence or permutation congruence. 
Furthermore, the known tests often fail to distinguish non-permutation- 
equivalent and non-permutation-congruent matrices. 
The Hermite invariant addresses this problem. While not a complete 
invariant, it is a particularly effective test for (0, 1) matrices with fixed row 
and column sums. The computations ecessary are exponential in the dimen- 
sions of the matrices, but polynomial computations suffice in many practical 
applications. 
Experimental results demonstrate the value of the Hermite invariant. 
Section 6 discusses the determination of non-permutation-equivalence of 
seven sets of matrices whose status could not be determined using conven- 
tional techniques. 
2. THE HERMITE INVARIANT 
Matrix permutation equivalence and permutation congruence are pre- 
cisely what is needed to resolve design isomorphism and graph isomorphism. 
These applications of permutation equivalence and permutation congruence 
generally use (0, 1) matrices, or matrices over the integers. While the 
Hermite invariant will likely be used in this context, it is no additional burden 
to define it for matrices over an arbitrary principal-ideal ring, which we 
denote by R. 
The definition of the Hermite invariant is motivated by considering a
relation finer than equivalence, yet not so fine as permutation equivalence. 
Let A and B be the matrices over R whose permutation equivalence is in 
question. Suppose there do not exist unimodular matrices U and V or 
permutation matrices P and Q such that UAQ = B and PAV = B. Then no 
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permutation matrices P and Q may be found for which PAQ = B. That is, if 
B is permutation-equivalent to A, then B must be left-equivalent to a 
permutation of A's columns, and right-equivalent to a permutation of A's 
rows. 
The column Hermite invariant tests whether B is left-equivalent to a 
permutation of A's columns. The key observation is that determinantal 
divisors are invariant under equivalence. 
DEFINITION 1. Let B be an m × n matrix over R, and let k be an 
integer, k ~< min{m, n}. The column Hermite k-invariant of the matrix B is 
the set consisting of the kth determinantal divisors of the /~} collections of k 
\ , -1  
columns of B. The column Hermite invariant of B is the set of all column 
Hermite k-invariants, where 1 ~< k ~< min{m, n}. 
Recall that the k th determinantal divisor of a matrix is the greatest 
common divisor of the determinants of all the k × k submatrices. I f B is 
left-equivalent to a permutation of A's columns, then A and B must have 
the same column Hermite invariant. 
The row Hermite invariant is defined analogously, and tests whether B is 
right-equivalent to a permutation of A's rows. 
DEFINITION 2. Let B be an m x n matrix over R, and let k be an 
integer, k ~< rain{m, n}. The row Hermite k-invariant of the matrix B is the 
set consisting of the kth determinantal divisors of the (~) collections of k 
rows of B. The row Hermite invariant of B is the set of all row Hermite 
k-invariants, where 1 ~< k 4 rain{m, n}. 
Note that the column Hermite invariant of B is simply the row Hermite 
invariant of the transpose of B. I f  Hermite invariants are referred to without 
specifying row or column, the phrase may be taken to mean either row or 
column Hermite invariants, or both. 
THEOREM 3. Let A and B be m × n matrices. I f  A and B are permuta- 
tion-equivalent, hen A and B have identical Hermite invariants. 
Proof. It suffices to show that the column Hermite k-invariants of A 
and B are identical for k = 1,2 . . . . .  min{m, n}, since A T and B r are 
permutation-equivalent whenever A and B are. 
Fix k between 1 and min{m, n}. Since A is permutation-equivalent to B, 
there exist permutation matrices P and Q such that PA = BQ. Note that the 
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rows of PA are a reordering of the rows of A. Since determinantal divisors 
are invariant under equivalence, a selection of k columns of A has the same 
k th determinantal divisor as does the same selection of k columns of PA. 
Thus A and PA possess the same column Hermite k-invariants, for all 
k ~< min{m, n}. 
BQ is a reordering of the columns of B. So for every k-selection or of n 
columns of B, there is exactly one k-selection or' of n columns of BQ such 
that or' consists of exactly the (possibly reordered) columns of B that are in 
or. Again the invariance of the determinantal divisor under equivalence 
ensures that the kth determinantal divisors of o" and or' are equal. Since the 
column Hermite k-invariant consists of the k th determinantal divisors of all 
k-selections of columns, B and BQ possess identical column Hermite 
k-invariants. 
Thus A and B have identical column Hermite k-invariants. As the result 
is valid for any integer k ~< min{m, n}, A and B have identical column 
Hermite invariants. • 
3. COMPLEXITY AND COMPUTATION 
OF THE HERMITE INVARIANT 
Computing the Hermite invariant via its definition is impractical. Finding 
the column Hermite k-invariant of an m × n matrix would entail, for each of 
the (~) collections of k columns, these steps: 
(1) compute and record all /'~') determinantal minors; 
k 
(2) find the greatest common divisor of the determinantal minors gener- 
ated in (1). 
If carried out in a straightforward manner, this would require 
steps, where s is the number of steps required to find the greatest common (m) divisor of a set of k elements. Computing the entire Hermite invariant 
would then take 
min{m, n} 
~=~ k 
steps, which is unreasonable. 
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However, because the Hermite invariant assesses matrix isomorphism 
weaker than permutation equivalence, yet stronger than equivalence, we can 
take advantage of tools developed to determine quivalence. This radically 
reduces the complexity of computing the Hermite invariant. 
To discuss computing the column Hermite k-invariant of the m × n 
matrix A, let A k be an m × k submatrix of A. Then there is a nonsingular 
m × m matrix U for which UA k is the Hermite normal form of A k. That is, 
i 
d 1 * • ... , 
0 d 2 * "" * 
0 0 
0 0 • .. 0 dk 
and d/~> 0 for all i = 1, 2 . . . . .  k. The matrix UA k has did ~ ". d k as its only 
possible nonzero determinantal minor. Therefore, dxd 2 ." d k is the kth 
determinantal divisor of UA k, and hence of A k. 
Use of the Hermite form thus reduces the complexity of computing the 
Hermite invariant of A. Take each m × k submatrix of A, reduce it to its 
Hermite form, and multiply the resulting diagonal entries• If, in the reduction 
to Hermite form, any diagonal entry is found to be zero, there is no need to 
continue, as the resulting determinantal divisor will be zero. 
How long might this procedure require? To take k columns, compute the 
Hermite form, and multiply the resulting diagonal entries requires, in the 
worst case, O(mk 4) steps• Calculating the column Hermite k-invariant there- / \ 
fore requires as many as (~)O(mk 4) steps. Thus the computation of the 
Hermite invariant could take 
min{m, n} ( ) min{m,n}()m 
E n O(mk 4) + E O(nj 4) 
k=~ k j j=l 
steps. The first sum counts the steps necessary to compute all the column 
invariants, the second is for the row invariants. 
Letting R = max{m, n} and r = rain{m, n}, this sum is bounded above 
by 
k=l k ) O( Rk4)" 
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Further simplification and use of the identity ERk=ll, k ] =[  R~ 2 R -- 1 yields 
r R 
k=l  k=l  
The computational complexity of the Hermite invariant of an m × n matrix is 
bounded above by O(R52R), where R = max{m, n}. 
This worst-case time bound is polynomial times exponential--a disheart- 
ening situation. However, a slight modification results in a worst-case polyno- 
mial time bound. The binomial coefficient (~) is the troublesome factor in 
the sum above, yet is small when k either is small or is close to n. If a 
restriction is placed on the sizes of Hermite k-invariants to be examined, the 
number of steps required in the computation is bounded above by a polyno- 
mial in m or n. For example, suppose that k is restricted so that 1 ~ k ~ j or 
n - j  + 1 ~< k ~< n. Then the computation of the column Hermite k- 
invariants now requires no more than 
k=l  k~n j+ l  
steps, where R = max{m, n}. 
By reducing the bound on the number of steps to be calculated to a 
polynomial, this restriction places the Hermite invariant in the category of 
invariants computable in a reasonable amount of time. It is also worth 
repeating that these bounds are worst-case considerations. The frequency of 
zeros in the combinatorial matrices discussed in Section 6 leads to much 
shorter computations. 
4. THE HERMITE INVARIANTS OF THE DIRECT SUM 
The dimensions of the direct sum of two matrices may be much larger 
than the dimensions of the original matrices. If  A and B are m X n and 
r × s, respectively, then A @ B is (m + r) × (n + s). This means that it can 
be much more time-consuming to directly compute the Hermite invariant of 
A @ B. However, the Hermite invariants of A and B may be used to write 
down the Hermite invariant of A • B, thus avoiding direct computations. 
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Essentially, the Hermite invariant of a direct sum consists of all the 
products of the elements of the Hermite invariants of the summands. Use of 
the Hermite form to calculate the Hermite invariant both suggests this result 
and supports its proof. Theorem 4 specifies the elements of the column 
Hermite k-invariant of A • B; the row Hermite k-invariant is analogous. 
The three cases in the statement of the theorem are necessary to cover the 
possible values of k relative to the dimensions of the summands. 
THEOREM 4. The Hermite invariant of A • B is completely determined 
by the Hermite iuvariants of A and B. Specifically, let A be m X n and B be 
r x s, and assume without loss of generality that n <~ s. Let 0 < k ~ n + s. 
Then the column Hervnite k-invariant of A • B is composed of: 
(1) I f  k <~ n: the (nk ) elements of the column Hermite k-invariant of A, 
the [ ~ ] elements of the colunm Hermite k-invariant of B, and the 
/ k 
\k! 
j=]  
products of each of the (;)elements of the column Hermite j-invariant of A 
with each of the ( k s_ J) elements of the column Hermite ( k - j )-invariaut of 
B, for j  = 1,2 . . . . .  k -  1. 
(2) I f  n < k <~ s: the ( k ) elements of the column Hermite k-invariant of 
B, and the 
j=l  
products of each of the |"i J elements of the column Hermite j-invariant of A 
\ J  / 
with each of the ,( k ~- j ) elements of the colunm Hermite ( k - j )-iuvariant of 
/ 
B, fo r j  = 1, 2 . . . . .  n. 
(3) I f  s < k <~ n + s: the 
j = k - , s  
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products of each of the (~j ) elements of the column Hermite j-invariant of A 
with each of the ( k ~ j) elements of the column Hemnite (k - j )-invariant of 
B, for j = k - s . . . . .  n. 
Proof. Let A be m Xn,  B be r×s ,  and 0~<k ~<n +s .  Since the 
Hermite invariants of two permutation equivalent matrices are identical, the 
Hermite invariant of A @ B is the same as that of B @ A. We may assume, 
without loss of generality, that n <~ s, that is, A has no more columns than 
does B. 
If we let 
we may write 
A~B=(A* IB, ). 
(n + s) collections of k columns of A @ B This allows us to categorize the k as  
/ 
sets of various types, depending on the size of k relative to n and s. 
(" + s)collections of k columns of A ~B Case 1: Assume k ~< n. The k 
are a set of one of three types: (1) k of the columns of A*, (2) k of the 
columns of B , ,  or (3) j of the columns of A* and k - j of the columns of 
B , ,  with j being any value from 1 to k - 1. 
The elements of the Hermite invariant hat are obtained from k of the 
columns of A* are the (~) elements of the column Hermite k-invariant of 
while the elements obtained from k of the columns of B,  are the (~) A, 
elements of the column Hermite k-invariant of B. 
Consider the invariants resulting from taking j columns of A* and k - j  
columns of B ,  (again, l~<j  ~<k-  l). Call the (m+r)  xk  submatrix 
made up of these columns D. Then 
I O) 
0 B k_j ' 
where As consists of j columns of A, and Bk_ j consists of k - j  columns 
of B. 
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To find the kth determinantal divisor of this submatrix D, reduce D to 
its Hermite form. In the reduction of any of the first j columns of D to a 
column with all zeros below the diagonal entry, no entry of B k_j is altered, as 
D has all zeros in the lower left r × j block. The reduction of the remaining 
k - j columns, if done sequentially from left to right, never affects the entries 
of those columns already reduced. The Hermite form of D, H(D), is 
H(D) = H(Bk-J) , 
where H(Aj) and H(Bk_ j) are the Hermite forms of Aj and Bk_ j, respec- 
tively. The element of the Hermite invariant obtained from this particular 
collection of k elements of A • B is the product of the diagonal entries of 
H(A,)  and of H(Bk_j). But the product of the diagonal entries of H(Aj) is 
an element of the Hermite j-invariant of A, while the product of the 
diagonal entries of H(Bk_ j) is an element of the Hermite (k - j)- invariant of 
B. Thus the element obtained from D is the product of an element of the 
Hermite j-invariant of A and an element of the Hermite (k - j)- invariant 
of B. 
To account for all choices of k columns of A @ B, some from A* and (;)(s) some from B, ,  we must find the k th determinantal divisor of k - j  
matrices uch as D, where j = 1, 2 . . . . .  k - 1. There are 
j=l J 
products of this type within the column Hermite k-invariant of A ¢ B, when 
k<~n. 
Case 2: Assume n < k ~< s. Again, the manner in which k columns of 
A • B are chosen determines the resulting invariant. There are two ways in 
which the choice of k columns of A @ B may be made: (1) take k of the 
columns of B , ,  or (2) choose j of the columns of A* and k - j  of the 
columns of B , ,  with j taking on all values from 1 to n. 
The first option yields the ~ elements of the Hermite k-invariants of B; 
the second yields products of an element of the Hermite j-invariant of A 
with an element of the Hermite (k - j)- invariant of B. (The reasoning is 
identical to that in ease l . )For  each j between 1 and n there are (~.)(k ~_j) 
such products. 
Case 3: Assume s <k  ~<n +s .  For values of k greater than the 
column dimensions of both summands, k columns of A • B must consist of 
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j columns of A* and k - j  columns of B , ,  where k - s ~ j  ~< n. Such a 
choice of columns results in the product of an element of A's Hermite 
j-invariant with an element of B's Hermite (k - j)- invariant. The Hermite 
k-invariant of A (9 B contains exactly the 
j=k-s 
such products. • 
This theorem may be extended to calculate the Hermite invariants of 
matrices that are direct sums of more than two summands; again, one 
considers all possible products of the Hermite invariants of the summands. 
5. SUFFICIENCY OF THE HERMITE INVARIANT 
Permutation-equivalent matrices have identical Hermite invariants. Are 
matrices with identical Hermite invariants permutation-equivalent? This is 
too much to hope for. And indeed, non-permutation-equivalent matrices with 
identical Hermite invariants exist for all dimensions not less than 2 × 2. For 
instance, consider the matrix pairs in Figure 1. Each A i is an identity matrix, 
with rows or columns of zeros adjoined as necessary. Each B i is simply a copy 
of the corresponding A~, but with an additional 1. No pair is permutation- 
equiwdent. Yet the matrices within each pair have the same Hermite invari- 
ants. 
o) 
A 2 = 1 , B2= 0 1 ; 
0 0 0 
1 0 0 i )  
A 3 = 0 1 0 , B a = 
0 0 1 
A4 = 0 1 t3 4 = 
0 
0 
( 01 
1 0 ; 
0 1 
1 0 1) 
0 1 0 
0 0 1 " 
0 0 0 
FIc. 1. 
HERMITE INVARIANT 135 
One verifies that the pairs of matrices in Figure 1 are not permutation- 
equivalent by observing that they do not have the same entries. Checking the 
entries is an easy test that has little significance in ruling out permutation 
equivalence in practical applications. Of more interest is whether the Her- 
mite invariant might be sufficient o determine the permutation equivalence 
of matrices about which such simple tests yield no information. The most 
diffieult eases of determining permutation equivalence often concern combi- 
natorial matrices with fixed row and column sums. Accordingly, the sound- 
ness of the following open eonjeeture is of interest: 
CONJECTURE 6. Square (0, 1) matrices with fixed row and column sums 
and equal Hermite invariants are permutation-equivalent. 
Any eounterexample must be of dimension 7 × 7 or greater, as a search 
has ruled out all smaller dimensions. Any eounterexample must also have row 
and column sums of at least 3, and not more than n - 3. Matrices with row 
and column sums of 0, 1, n - 1, and n are easily seen to be permutation- 
equivalent o all others with the same row and column sums and the same 
dimensions. Theorem 8 below implies that no eounterexample to the conjec- 
ture exists among the square matrices with row and eolmnn stuns of 2. But if 
an n X n matrix A has row and column sums of 2, then its complement, 
J - A, has row and column sums of n - 2. ( J  is the all-1 mat~x.) Addition- 
ally, A and B are permutation-equivalent if and only if their complements, 
J - A and ] - B, are permutation-equivalent. Theorem 8 ensures that there 
are no counterexamples to the conjecture with row and column sums of 
n - -  2 .  
Theorem 8 shows that the Hermite invariant is sufficient o determine the 
permutation equivalence of square (0, 1) matrices with row and column sums 
of 2. The proof of Theorem 8 requires knowledge of the Hermite invariant of 
a special cyclic matrix that is developed in Lemma 7. 
LEMMA 7. Let A be an n X n cyclic matrix of  the form 
A = 
1 1 
0 1 
: 0 
0 
1 0 
0 "'° O' 
1 
0 
1 1 
0 1 
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Then the Hermite k-invariant of A is 
"{1,1 . . . . .  1} 
{0} 
{2} 
i f  k<n,  
if  k = n is even, 
i f  k = n is odd. 
Proof. Assume first that k = n. The Hermite k-invariant is then the 
one-element set consisting of the determinant of A. Calculating the determi- 
nant of A by expanding about the first column, we see that det A = 1 + 
(_ l )n -x .  Thus det A = 0 if n is even, and det A = 2 if n is odd. 
Now take k < n. Consider any collection of k columns of A, Such a 
collection contains a k × k triangular submatrix with all l's on the diagonal, 
The determinant of this k × k submatrix is 1, so the k th determinantal 
divisor of this collection of k columns is 1. This holds for every set of k 
columns of A, so the column Hermite k-invariant of A is 
(~) tim,s 
. . . . .  i f ,  
fo r l  ~<k ~<n. • 
We now use Lemma 7 to prove Theorem 8. 
THEOREM 8. I f  two square (0, 1) matrices with all row sums and all 
column sums equal to 2 have identical Hermite invariants, then they are 
permutation-equivalent. 
Proof. Let A and B meet the stated conditions. Each is then the sum of 
two disjoint permutation matrices. Write A = Px + P2, where P1 and P2 are 
disjoint permutation matrices. Then A is permutation-equivalent to P~-1A = 
I + P~IP 2. Write P I IP2  = P, so A is permutation-equivalent to I + P, and 
therefore A and I + P have the same Hermite invariant. 
I f  p is the permutation for which column Pi of P is column i of I, then 
the cycle structure of p determines the placement of l's in P. Suppose p has 
k cycles, i.e., p= (P IP2  "'" Pil)(Pq+l "'" Pi,2)(Pik+l "'" Pik). Then P is a 
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k × k block-diagonal matrix whose diagonal blocks are cyclic matrices of the 
form 
rO - . .0 1 0 .-- 0 ~ 
0 0 1 
0 
1 0 
0 " .  
. . ,  
0 
1 
°°• 0 
l 0 . . .  0 
Reordering within the blocks shows that P is permutation-congruent to the 
block matrix P1 ~ P2 ~ "'" ~ Pk, in which 
= 
0 1 --- 0 
0 0 . 0 
0 0 . 1 
1 0 --- 0 
Adding I, we see that I + P is permutation-congruent to I + (P1 ~ P2 
~9 "-" • Pk). Therefore A is permutation-equivalent to A 1 • A 2 • "'" • A k, 
in which A i is of the form 
A i 
1 1 0 "" 0 ~ 
0 1 1 
0 
0 1 1 
1 0 --. 0 1 
Now A and A 1 ~9 A 2 • ... • A k must have the same Hermite invariant, as 
they are permutation-equivalent. Similarly, B is permutation-equivalent to 
B 1 • B 2 • . "  • Bt,  where the Bj are of the same form as the A i. Since A 
and B have identical Hermite invariants, A 1 ~ A 2 ~ -.. ~ A k and B l • B e 
• " • B 1 do also. 
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The summands of A 1 • A 2 • .-- • A k and B 1 • B 2 ~ .-" • B t are cyclic 
matrices of the type discussed in Lemma 7. There we showed that the 
Hermite k-invariant of an n × n matrix of this type is 
(k)ti ..... 
"{1,1 . . . . .  1}" 
{0} 
{2} 
if k <n,  
if k = n is even, 
if k =n isodd .  
This will be used to show that, since A 1 ~A 2~. . .  ~A k and B 1 ~B 2 
• "" ~ B l have the same Hermite invariant, they must be permutation- 
equivalent. 
Let a be the dimension of the smallest block among the A i, and b be the 
dimension of the smallest block among the Bj. I f  a < b, then the Hermite 
a-invariant of A will contain a 0 or a 2, while the Hermite a-invariant of B 
will have all l's. A similar discrepancy occurs if a > b. So a = b, i.e., the 
smallest blocks among the A i and the Bj have the same dimensions. 
Furthermore, there must be the same number of these smallest blocks among 
the A~ as among the Bj, or the Hermite a-invariants will have an unequal 
number of O's or 2's. 
Continue this line of reasoning. Since the Hermite invariants of A and B 
agree, the components of A~ • A z • .." • A k and B~ • B 2 • ... (9 B z have 
the same dimensions. Thus A 1 ~9 A 2 ~ ..- ~ A k is permutation-congruent to 
B 1 • B~ • ."  • B t, and A and B are permutation-equivalent. • 
6. RESULTS DETERMINED THROUGH USE 
OF THE HERMITE  INVARIANT 
In the late 1960s and early 1970s Clatworthy revised and vastly expanded 
Bose, Clatworthy, and Shrikhande's reference monograph Tables of Partially 
Balanced Designs with Two Associate Classes [1]. A new feature of the 
revision was the presentation of multiple designs for some parametric specifi- 
cations. Clatworthy wished to present all the combinatorially distinct designs 
for each parametric specification. It was not always clear whether multiple 
designs fitting certain parameters were distinct. After exhausting the known 
invariants and techniques for disproving permutation equivalence, Clatworthy 
left the isomorphism of seven sets of designs as an open question [4]. The 
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Tables thus became a natural source of designs on which to test the Hermite 
invariant. 
Among the singnlar-group divisible designs are 21 sets of parametric 
specifications for which there are multiple designs. The dimensions of these 
designs range from 14 × 14 to 26 × 39. The Hermite invariant distinguishes 
the nonisomorphic designs for all 21 of these sets. In fact, the entire Hermite 
invariant is never needed. In all cases, calculation of the column Hermite 
k-invariants, with k ~< 4, is sufficient o show that the incidence matrices of 
the designs are not permutation-equivalent. 
The various parametric specifications for semiregnlar-group designs con- 
tain 22 sets with multiple designs. One of these sets is among the seven sets 
whose isomorphism was unresolvable at the time of publication. Once again, 
the Hermite invariant verifies the nonisomorphism of the 21 sets whose 
members were already known to be distinct. This verification may also be 
completed using only values of k ~< 4. Additionally, the Hermite invariant 
also distinguishes the matrices of the set for which the isomorphism was 
open. Both the column Hermite 6-invariants and the row Hermite 13- 
invariants of the two matrices differ, so the designs are not isomorphic. The 
incidence matrices of these two designs are 18 x 15, so calculating the 
column Hermite 6-invariants and the row Hermite 13-invariants does not 
take an unreasonable number of computational steps. 
Resolving the isomorphism question of the semiregular-group divisible 
designs is a strong intimation that the Hermite invariant may be quite 
effective in distinguishing nonpermutation equivalence matrices that other 
tests fail to distinguish. The situation only improves when one considers the 
remaining six sets whose isomorphism was unresolvable at the time 
Clatworthy's Tables went to print. The Hermite invariant shows the designs 
in each of these sets to be nonisomorphic. Table 1 summarizes the contents 
of all seven sets, and the sizes of k for which the Hermite k-invariant showed 
the designs within the sets to be nonisomorphic. 
TABLE 1 
RESULTS FOR DESIGNS OF PREVIOUSLY UNKNOWN ISOMORPHISM 
Number Row Column Column Row Hermite 
Set of designs dimension dimension Hermite k-inv, k-invariant 
SR56 2 18 15 6 13 
B83 2 45 15 - -  6 
R196 2 18 18 16 - -  
B197 2 18 18 15 - -  
T77 3 28 28 25 - -  
M26 2 26 26 4 - -  
M27 2 39 26 4 - -  
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These results indicate the usefulness of the Hermite invariant. Not only 
does it resolve the isomorphism of seven sets of designs for which the 
question was unanswered using other invariants, but it does so in a reasonable 
amount of time. Note that 6 is the largest value of k for which the Hermite 
k- or (n - k)-invariant is needed. This largest value is necessary to show that 
the 45 x 15 R83 matrices are distinct. The row Hermite 6-invariant of a 
45 × 15 matrix requires, in the worst case, 
= 
computations, The only other remaining viable option, that of checking all 
possible permutation matrices, requires more than (45!)(15!) ~ 1.5 x 1068 
computations, 
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