Dynkin's formula and large coupling convergence  by Brasche, J. & Demuth, M.
Journal of Functional Analysis 219 (2005) 34–69
www.elsevier.com/locate/jfa
Dynkin’s formula and large coupling
convergence
J. Braschea,1,∗, M. Demuthb,2
aInstitute of Mathematics, Chalmers University of Technology, 41296 Göteborg, Sweden
bInstitute of Mathematics, Technical University of Clausthal, 38678 Clausthal-Zellerfeld, Germany
Received 3 December 2003; received in revised form 7 June 2004; accepted 10 June 2004
Communicated by L. Gross
Available online 9 September 2004
Abstract
Let H1 be a selfadjoint operator in H, let J be a linear and bounded operator from
(D(H 1/2), ‖ H 1/2· ‖) to Haux and for > 0 let HJ be the nonnegative selfadjoint operator in
H satisfying
‖ (HJ )1/2f ‖2= ‖ H 1/2f ‖2 +  ‖ Jf ‖2aux, f ∈ D((HJ )1/2)=D(H 1/2).
Let DJ∞ be the limit of the operators DJ =H−1− (HJ )−1. For DJ∞ the generalized Dynkin’s
formula
DJ∞ = PH−1
is derived. P is the orthogonal projection in (D(H 1/2), (H 1/2·, H 1/2·)) onto the orthogonal
complement of the kernel of J. Operator and trace class norms of DJ∞– DJ are given explicitly
such that their rate of convergence can be studied exactly.
Let E be an m-symmetric regular Dirichlet form in L2(E,m),  a closed subset of E with
ﬁnite capacity and  the equilibrium measure of . If H − 1 is the selfadjoint operator
associated to E and J : D(E) → L2(E,) is deﬁned by Jf = f˜ —a.e., f ∈ D(E),
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then
‖ DJ∞ −DJ ‖ 
1
1+  , > 0. (1)
Here f˜ denotes any quasi-continuous representative of f. Estimate (1) is sharp.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In semiclassical analysis one studies the behaviour of −+V for large . In what
follows let V 0 a.e. w.r.t. the Lebesgue measure dx and V > 0 on a set with positive
Lebesgue measure. Limits of the form −V∞ = lim→∞− + V , in an appropriate
sense, have also been studied for additional reasons. For instance they generate a
Markov process describing a Brownian motion killed at the support of V [8] and serve
as a Hamiltonian in hard core scattering [7,9,11].
The approximants −+V suffer for a shortcoming. If the Brownian motion is killed
only at a closed set  with Lebesgue measure zero then its corresponding generator
cannot be approximated by operators of the form −+V with a certain ﬁxed function
V. The same problem occurs in hard core scattering if one studies models with the
so-called zero range interaction.
There is a canonical way to overcome these problems. One replaces the regular
(function valued) potential V by a measure valued potential , i.e. one uses the operators
H

 deﬁned by
D
(
(H

 )
1/2
)
= D
(
(−)1/2
)
,
||(H )1/2f ||2 = ||(−+ 1)1/2f ||2 + 
∫
|f˜ |2 d, f ∈ D
(
(−)1/2
)
, (2)
shortly H = −+ 1+ .
Here  is a ﬁnite measure of ﬁnite energy integral and f˜ is any quasi-continuous
representative of f . If d = V (·) dx, then H = −+ 1+ V. On the other hand the
measure  may be singular w.r.t. the Lebesgue measure and the approach (2) makes it
possible to treat both regular and singular perturbations in a uniﬁed way.
Moreover, there is some interest to determine the rate of convergence. In physically
realistic models the potentials are high on certain regions or points, but not inﬁnite. On
the other hand, operators with inﬁnitely high potentials or hard cores can be treated
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mathematically in a more detailed way than the previous ones. The rate of convergence
determines the error between the physically interesting operator H ( large) and the
“artiﬁcial” operator H∞.
Here we will not restrict our consideration to perturbations of the Laplacian. We
shall treat a much more general class of free operators.
Let L be any nonnegative selfadjoint operator in a general Hilbert space H. Let J be
a bounded linear map from
(
D(L1/2), ||(L+ 1)1/2 · ||) into any auxiliary Hilbert space
Haux. For  > 0 let HJ be the nonnegative selfadjoint operator in H given by
D
(
(HJ )
1/2
)
= D(J ),
||(HJ )1/2f ||2 = ||L1/2f ||2 + ||f ||2 + ||Jf ||2aux. (3)
Using a convergence theorem due to Kato (see [9]), we get that the operators DJ =
H−1 − (HJ )−1, H−1 = (L+ 1)−1, converge strongly to an operator DJ∞.
For DJ∞ we derive an analogue of the celebrated Dynkin’s formula. (cf. Theorem 2
and Remark 1). Let P be the orthogonal projection in (D(H 1/2), ||H 1/2 · ||2) onto the
orthogonal complement of the kernel of J . Then
DJ∞ = PH−1.
Our main interest is the rate of convergence of DJ to D
J∞. In general there exists a
constant c > 0 such that
||DJ∞ −DJ || 
c
1+  ,  > 0, (4)
(see Proposition 1). By several examples we show, that this rate of convergence is
sharp (see (10), (11)). For that we derive the following equalities:
DJ∞f −DJf =
∑
k∈I
1
1+ 2k
(H−1/2 ek, f ) H−1/2 ek (5)
for certain positive values k and a certain ﬁnite or countable inﬁnite orthonormal sys-
tem {ek}k∈I in H. Eq. (5) allows to study the operator norm of DJ∞–DJ quantitatively,
see Theorem 1. Furthermore, the trace norm is given by (Theorem 3),
||DJ∞ −DJ ||tr =
∑
k∈N
1
1+ 2k
||H−1/2 ek||2. (6)
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The general results in (4), (5) and (6) allow to study the rate of convergence exactly.
For instance let H = L2(R, dx), L the unique selfadjoint realization of − d2
dx2
on R,
Haux = L2(R, 1[0,1]dx) and Jf = f a.e., w.r.t. the measure 1[0,1]dx. Then HJ =
− d2
dx2
+ 1+ 1[0,1] and it follows,
√
||DJ∞ −DJ || → 12 as →∞ (7)
and √
||DJ∞ −DJ ||tr → 32 as →∞. (8)
(cf. Example 3). Here || · || and || · ||tr denote the operator norm and the trace class
norm, respectively.
This illustrates that the operators DJ may converge more slowly to D
J∞ as mentioned
in (4), because in (7)
||DJ∞ −DJ ||
c
1+√ ,  > 0. (9)
The situation becomes different if we add appropriate singular potentials. In fact, for
the operators
H = − d
2
dx2
+ 1+ 1[0,1] + 00 + 11,  > 0,
we get
||DJ∞ −DJ ||
c
1+  ,  > 0, (10)
for some c > 0. Here a denotes the Dirac measure with mass at {a} and 0, 1 > 0.
(4) and (10) show that a rate of (1+ )−1 is optimal.
Also in the more general setting it turns out that (1+ )−1 is the optimal rate. Let
L be a nonnegative selfadjoint operator associated to an m-symmetric regular Dirichlet
form in L2(E,m). Assume that (L+ 1)−1 = H−1 is an integral operator with a kernel
G(·, ·) such that ∫ G(·, y)f (y)m(dy) is quasi-continuous for every f ∈ L2(E,m) and
that the conservation condition
∫
G(·, y)m(dy) = 1 quasi everywhere (q.e.) is satisﬁed.
Here E can be any locally compact separable metric space. Let  be a closed set in E
with ﬁnite capacity and  its equilibrium measure. Then
||D∞ −D ||
1
1+  ,  > 0 (11)
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(cf. Theorem 4) and we show that this estimate is sharp in the sense there are examples
of  such that
||D∞ −D ||
1− 
1+  ,  > 0 (12)
for small  > 0.
Results on convergence in operator norm or trace class norm are important both in
spectral and scattering theory. A detailed discussion of that is given in [3]. The results
of the present note can, in particular, be used in order to prove equality of essential
spectra or existence and completeness of wave operators for pairs of operators discussed
above, cf. Lemma 4 and Remark 2.
2. Generalized Dynkin’s formula, uniform and trace class convergence
2.1. Generalized Dynkin’s formula
Let H and Haux be Hilbert spaces with scalar product (·, ·) and (·, ·)aux and corre-
sponding norms ‖ · ‖ and ‖ · ‖aux, respectively. L will denote a nonnegative selfadjoint
operator in H. We put H := L+ 1, G := H−1,
H1 := D(L1/2), (f, g)1 := (L1/2f,L1/2g)+ (f, g), f, g ∈ D(L1/2) (13)
and denote by ‖ · ‖1 the norm in H1 corresponding to the scalar product (·, ·)1.
Let J be a closed linear operator from H1 into Haux such that its domain D(J )
contains the domain D(H) of H. Let  > 0. By Brasche [2] (cf. the discussion below
formula (23) in [2]), there exists a unique selfadjoint operator H in H such that H1
and
D(H
1/2
 ) = D(J ),
‖H 1/2 f ‖2=‖ H 1/2f ‖2 + ‖ Jf ‖2aux, f ∈ D(H 1/2 ).
(14)
By Brasche [2, Lemma 3 (ii)],
H−1 = G− (JG)∗
(
1

+ JJ ∗
)−1
JG. (15)
Trivially the set {f ∈ D(J ) : sup>0(‖ H 1/2f ‖2 + ‖ Jf ‖2aux) < ∞} equals the
kernel of J and on this space
sup
>0
(‖ H 1/2f ‖2 + ‖ Jf ‖2aux) =‖ H 1/2f ‖2 .
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By Simon [10, Theorem 4.1] (cf. [1] for a generalization), it follows that there exists
a unique nonnegative invertible selfadjoint operator H∞ in ker J such that
D(H
1/2∞ ) = ker J,
‖H 1/2∞ f ‖2=‖ H 1/2f ‖2, f ∈ D(H 1/2∞ )
(16)
and
H−1 (g + h) −→ H−1∞ g, as  −→∞, g ∈ ker J , h ∈ (ker J )⊥. (17)
Here ker J denotes the closure in H of the kernel of J and (ker J )⊥ the orthogonal
complement in H of the kernel of J, respectively. Note that ker J is a closed subspace
of H1 since J is a closed operator from H1 to Haux but that ker J need not to be
closed in H.
We put
D := H−1 −H−1 and D∞ := H−1 − (H−1∞ ⊕ 0), (18)
such that
D∞ −D = H−1 − (H−1∞ ⊕ 0).
If we want to indicate the dependence on the special choice of J we shall write HJ
and DJ instead of H and D, respectively. As a trivial consequence of (16) and (18)
we get
DJ∞ = DJ0∞ if ker J = ker J0. (19)
We want to estimate the operator norms ‖ D∞ −D ‖. The next proposition provides
a lower bound. We shall see that this lower bound is optimal (cf. Example 1 and
Section 3).
Proposition 1. (i) Let L be a nonnegative selfadjoint operator in the Hilbert space H,
J a closed operator from the Hilbert space H1, deﬁned by (13), into the Hilbert space
Haux such that its domain D(J ) contains the domain of L and for 0 < ∞ let D
be deﬁned by (14), (17) and (18). Then D is a bounded selfadjoint operator in H
and
0DD1G, 0 < 1∞. (20)
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(ii) Denote by {EA()}∈R the spectral family of the nonnegative selfadjoint operator
A := JJ ∗ in Haux . Then
‖ D∞ −D ‖= sup‖f ‖=1
∫
(0,∞)
1
+ 2 d(EA()JGf, JGf )aux,  > 0. (21)
In particular, there exists a constant c > 0 such that
‖ D∞ −D ‖  c1+  ,  > 0, (22)
provided J = 0.
Proof. (i) Put
A := JJ ∗ and B := JG. (23)
By (15) and (18),
D = B∗
(
1

+ A
)−1
B, 0 <  <∞. (24)
Since J is a closed densely deﬁned operator from H1 into Haux, the operator A in Haux
is nonnegative and selfadjoint. Thus (A+ 1/)−1 is a bounded nonnegative selfadjoint
operator in Haux and, by the spectral calculus,
(
A+ 1
1
)−1

(
A+ 1

)−1
, 0 <  < 1 <∞.
B is closed since G is bounded and closed and J is closed. Since D(B) = H it follows
that the operator B from H into Haux is bounded. Thus (24) implies that D is a
bounded selfadjoint operator in H and
0DD1 , 0 < 1 <∞. (25)
Obviously, by (18),
DG, 0 <  <∞. (26)
H−1∞ is selfadjoint since it is the inverse of the selfadjoint operator H∞ in the Hilbert
space ker J . H−1∞ is bounded, since its domain equals ker J . Thus D∞ is a bounded
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selfadjoint operator in H. Since
Df −→ D∞f, as  −→∞, f ∈ H (27)
(25) and (26) yield
0DD∞G, 0 <  <∞.
(ii) By (i), D∞ −D is a bounded nonnegative selfadjoint operator in H. Thus
‖ D∞ −D ‖= sup‖f ‖=1((D∞ −D)f, f ). (28)
Let f ∈ H and ‖ f ‖= 1. By (24), (27), and the spectral calculus,
((D∞ −D)f, f )= lim
1−→∞
((D1 −D)f, f )
= lim
1−→∞
(((
A+ 1
 1
)−1
−
(
A+ 1

)−1)
Bf,Bf
)
aux
= lim
1−→∞
∫
[0,∞)
(
1
1+ 1
− 
1+ 
)
d(EA()Bf, Bf )aux
=
∫
(0,∞)
(
1

− 
1+ 
)
d(EA()Bf, Bf )aux
=
∫
(0,∞)
1
+ 2 d(EA()JGf, JGf )aux.
For any h ∈ Haux let h,A be the measure with the distribution function (EA(·)h, h)aux.
In the last but one step we have used that JGf,A({0}) = 0 for every f ∈ H. In fact,
let h ∈ D(J ∗). For every f ∈ H
(J ∗h, f ) = (J ∗h,Gf )1 = (h, JGf )aux = ((JG)∗h, f ).
Thus
J ∗h = (JG)∗h, h ∈ D(J ∗). (29)
Moreover (JJ ∗h, h) = (J ∗h, J ∗h) = 0 if JJ ∗h = 0. Thus ker JJ ∗ = ker J ∗. It follows
that (h, JGf ) = (J ∗h, f ) = 0 for every h ∈ ker JJ ∗ = kerA. Denote by PkerA the
orthogonal projection onto the kernel of A. By the spectral calculus, h,A({0}) =‖
PkerAh ‖2aux. Since JGf is orthogonal to the kernel of A this implies that JGf,A({0}) =
0. In the last but one step we have also used the monotone convergence theorem.
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Since J is closed, its kernel is closed. Since ranG = D(H) is dense in H1, it follows
that J = 0 implies JG = 0. Thus for J = 0 there exists an f such that Bf = JGf = 0
and (22) follows from (21). 
Our next goal is to derive a Dynkin’s formula for the limit operator D∞, cf. Theorem
1. First note that, by (29), Eq. (15) can be rewritten as
H−1 = G− (JG)∗
(
1
 + J (JG)∗
)−1
JG
= G−G1/2(JG1/2)∗
(
1
 + JG1/2(JG1/2)∗
)−1
JG1/2G1/2.
(30)
Suppose now, in addition, that J is a compact operator from H1 into Haux, the domain
of J equals H1 and the range of J is dense in Haux.
Since J : H1 −→ Haux is compact and G1/2 : H −→ H1 is unitary, the operator
JG1/2 : H −→ Haux is also compact and there exist a family {k}k∈I in C \ {0}, an
orthonormal system {ek}k∈I in H and an orthonormal system {gk}k∈I in Haux with the
following properties:
(i) I has only ﬁnitely many elements or I = N and
k −→ 0 as k −→∞.
(ii) JG1/2f =
∑
k∈I
k(ek, f )gk, f ∈ H. (31)
We may assume that k > 0, by multiplying ek by a suitably chosen number with
absolute value 1. It follows that
(JG1/2)∗h =
∑
k∈I
k(gk, h)auxek, h ∈ Haux (32)
and, in particular,
(JG1/2)∗gk = kek, k ∈ I. (33)
By (31) and (32),
JG1/2(JG1/2)∗h =
∑
k∈I
2k(gk, h)auxgk, h ∈ Haux. (34)
In particular,
JG1/2(JG1/2)∗gk = 2kgk, k ∈ N. (35)
ker((JG1/2)∗) = (ran(JG1/2))⊥ = {0}, since ran(J ) is dense in Haux. Thus the com-
pact operator JG1/2(JG1/2)∗ in Haux is invertible. Therefore (34) implies that {2k}k∈I
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is the family of eigenvalues of JG1/2(JG1/2)∗ counted repeatedly according to their
multiplicity, for every k ∈ I the vector gk is an eigenvector of JG1/2(JG1/2)∗ cor-
responding to the eigenvalue 2k and {gk}k∈I is an orthonormal basis of Haux. (34)
implies now that
{1/+ JG1/2(JG1/2)∗}−1h =
∑
k∈I
1
2k + 1/
(gk, h)auxgk, h ∈ Haux. (36)
By (30), (31), (32) and (36)
Df := (H−1 −H−1 )f = G1/2
∑
k∈I
2k
2k + 1/
(ek,G
1/2f )ek, f ∈ H.
Since G1/2 is selfadjoint and bounded it follows that,
Df =
∑
k∈I
2k
2k+1/
(G1/2ek, f )G1/2ek
= ∑
k∈I
2k
2k+1/
(G1/2ek,Gf )1G1/2ek, f ∈ H.
(37)
{G1/2ek}k∈I is an orthonormal system in H1 since {ek}k∈I is an orthonormal system in
H and the operator G1/2 from H into H1 is unitary. Thus the series
∑
k∈I (G1/2ek,Gf )1
G1/2ek converges in H1 (and therefore also in H),
∑
k∈I
|(G1/2ek,Gf )1|2 ‖ Gf ‖21<∞
and
‖
∑
k∈I
(G1/2ek,Gf )1G
1/2ek −Df ‖21
=
∑
k∈I
∣∣∣∣∣ 11+ 2k
∣∣∣∣∣
2
|(G1/2ek,Gf )1|2 −→ 0 as  −→∞, (38)
for every f ∈ H. Since convergence in H1 implies convergence in H and the operators
D strongly converge in H to D∞, (38) implies that
D∞f =
∑
k∈I
(G1/2ek,Gf )1G
1/2ek =
∑
k∈I
(G1/2ek, f )G
1/2ek, f ∈ H. (39)
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Thus we have proved the following theorem:
Theorem 1. Let L be a nonnegative selfadjoint operator in the Hilbert space H, J a
compact operator with dense range from the Hilbert space H1, deﬁned by (13), into
the Hilbert space Haux and for 0 < ∞ let D be deﬁned by (14), (17) and (18).
Let the k and ek be deﬁned by (31). Then
D∞f =
∑
k∈I
(G1/2ek, f )G
1/2ek, f ∈ H.
Moreover the operators D, 0 <  <∞, deﬁned by (14) and (18), satisfy
Df =
∑
k∈I
2k
2k + 1/
(G1/2ek, f )G
1/2ek, f ∈ H
and
‖ D∞ −D ‖= sup‖f ‖=1
∑
k∈I
1
1+ 2k
|(G1/2ek, f )|2. (40)
We shall show now that this equality provides an interesting characterization of the
operator D∞. In fact, JG1/2f =∑k∈I k(ek, f )gk for every f ∈ H. Thus JG1/2f =
0 if and only if (ek, f ) = 0 for every k ∈ I . (ek, f ) = 0 for every k ∈ I if and
only if (G1/2ek,G1/2f )1 = 0 for every k ∈ I . Thus {G1/2ek}k∈I is an orthonormal
basis of ker(J )⊥; here ⊥ means orthogonal w.r.t. the scalar product (·, ·)1 in H1 and
“orthonormal” means “orthonormal w.r.t. (·, ·)1”. Thus the ﬁrst equality in (39) yields
that
D∞f = PGf, f ∈ H, (41)
where P denotes the orthogonal projection in H1 onto ker(J )⊥.
Formula (41) is even true under weaker assumptions about J. Suppose only that
J : H1 −→ Haux is a bounded operator with dense range and the Hilbert space Haux
has a countable orthonormal basis {hk}k∈N. Put
J0f :=
∑
k∈N
2−k(hk, Jf )auxhk, f ∈ H1.
Then J0 : H1 −→ Haux is a trace class operator with dense range and (41) yields
DJ0∞f = PJ0Gf, f ∈ H,
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where PJ0 denotes the orthogonal projection in H1 onto the orthogonal complement in
H1 of ker J0. Obviously ker J = ker J0. Thus PJ0 = PJ and, by (19), also DJ∞ = DJ0∞.
Thus we have proved the following theorem:
Theorem 2. Let L be a nonnegative selfadjoint operator in the Hilbert space H, J a
bounded operator with dense range from the Hilbert space H1, deﬁned by (13), into
the separable Hilbert space Haux and for 0 < ∞ let D be deﬁned by (14), (17)
and (18). Let P be the orthogonal projection in H1 onto the orthogonal complement
in H1 of ker(J ) and G = (L+ 1)−1. Then
D∞ = PG.
Remark 1. The equality D∞ = PG is indeed a generalized version of the celebrated
Dynkin’s formula. The usual Dynkin’s formula is related to Dirichlet forms. In the
next section, we shall investigate the case when L is associated to a regular Dirichlet
form E in an L2-space H = L2(E,m), Haux = L2(E,) with E a locally compact
separable metric space and with some measure  charging no set with E1-capacity zero
and Jf = J f equals the -equivalence class of any quasi-continuous representative
f˜ of f; we refer to the beginning of the next section for the deﬁnitions used in this
remark.
Let X be the Markov process generated by L and  a closed subset of E. Dynkin
has characterized the generator L of the Markov process one gets if one kills the
process X with probability one if X hits . He has shown that
(L + 1)−1 = (L+ 1)−1 − R(L+ 1)−1 (42)
for a suitably chosen operator R and described R with the aid of the Markov process
generated by L, cf. [8, formula (4.1.6)].
Let FE\ be the space of all f ∈ D(L1/2) such that one (and therefore every) quasi-
continuous representative f˜ of f equals zero quasi everywhere on . It has been shown
that R is the orthogonal projection in the Hilbert space (D(L1/2), ((L+ 1)1/2·, (L+
1)1/2·)) onto the orthogonal complement of FE\, cf. [8, Theorem 4.3.1]. For every
closed subset  of E there exists a measure  such that FE\ = ker J  (cf. Appendix
A). Thus the orthogonal projection P onto ker J  equals R and (41) is a version
of the celebrated Dynkin’s formula (42) in this case. Note, however, that we do not
require that the operator L generates a Markov process such that (41) generalizes (42).
2.2. Trace class convergence
Our next goal is to derive a criterion in order that the operator D∞ is nuclear, i.e.
it belongs to the trace class. We shall even give a formula for the trace norm of D∞.
We shall denote by ‖ A ‖tr and ‖ A ‖HS the trace and the Hilbert–Schmidt norm of
an operator A, respectively, with the convention that the “norm” equals inﬁnity if the
operator A does not belong to the respective Schatten class.
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Theorem 3. (i) Let L be a nonnegative selfadjoint operator in the Hilbert space H, J
a compact operator with dense range from the Hilbert space H1, deﬁned by (13), into
the Hilbert space Haux and for 0 < ∞ let D be deﬁned by (14), (17) and (18).
Let G = (L + 1)−1 and ek , k and gk be deﬁned by (31). Then the following holds:
(i) The operator D∞ belongs to the trace class if and only if∑
k∈I
‖ G1/2ek ‖2<∞.
In this case
‖ D∞ ‖tr=
∑
k∈I
‖ G1/2ek ‖2=
∑
k∈I
1
2k
‖ (JG)∗gk ‖2 . (43)
(ii) The operators D converge to D∞ in the trace norm if and only if D∞ belongs
to the trace class. In this case
‖ D∞ −D ‖tr=
∑
k∈I
1
1+ 2k
‖ G1/2ek ‖2 . (44)
Proof. Let {fj }j∈I ′ be any orthonormal basis of H. By (39), the operator D∞ is
nonnegative and selfadjoint. This implies that
‖D∞ ‖tr= ‖D1/2∞ ‖2HS
=
∑
j∈I ′
(D∞fj , fj )
=
∑
j∈I ′
(∑
k∈I
(G1/2ek, fj )G
1/2ek, fj
)
=
∑
j∈I ′
∑
k∈I
|(G1/2ek, fj )|2.
Thus
‖ D∞ ‖tr=
∑
k∈I
‖ G1/2ek ‖2 .
Since, by (33), G1/2ek = (1/k)(JG1/2)∗gk , it follows that
‖ D∞ ‖tr=
∑
k∈I
1
2k
‖ (JG)∗gk ‖2 .
We can treat the differences D∞ −D in the same way and get (44). 
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2.3. Examples and optimal rates
We may consider the special case when H = L2(Rd , dx), L = (−)s for some
s > 0, Haux = L2(Rd , 1dx) and Jf = f a.e. with respect to the measure 1dx; here
1 denotes the characteristic function of the set  and  the closure of any nonempty
relatively compact open set. We conjecture that in this special case the operators D
convergence to D∞ in the trace class if and only if s > d/2; the conjecture has been
proved for s = 1, by methods very different from the ones used in this note (cf. [3]).
In a wide variety of applications it is essential to establish converge of the operators
D to D∞ in the operator norm, cf. the detailed discussion of this point in [3,5]. Here
the requirement s > d/2 is not needed. We have already shown that
‖ D∞ −D ‖  c1+  ,  > 0, (45)
for some ﬁnite constant c, cf. Proposition 1. One can give trivial examples where
‖ D∞ −D ‖  c11+  ,  > 0, (46)
for some ﬁnite constant c1 such that the lower bound in (45) is sharp. In fact, one
may simply consider a ﬁnite rank perturbation of H. In this subsection we shall present
nontrivial examples.
We shall concentrate on the case when H = L2(R, dx), L = − d2
dx2
, Haux = L2(R,)
and Jf equals the -equivalence class of the unique continuous representative of f. Then
H is a (singular) Schrödinger operator with measure valued potential,
H = − d
2
dx2
+ 1+ .
For a large class of measures  we shall show that inequality (46) holds such that we
get an optimal rate of convergence, cf. Example 2 below.
We shall also discuss the case when H equals the regular Schrödinger operator
− d2
dx2
+ 1+ 1[0,1], cf. Example 3 below. In this case we shall show that
√
 ‖ D∞ −D ‖−→ 12 as  −→∞,
√
 ‖ D∞ −D ‖tr−→ 32 as  −→∞.
Thus our general results from the previous two subsections make it possible to derive
exact information on the rate of operator norm and trace class convergence. Moreover
48 J. Brasche, M. Demuth / Journal of Functional Analysis 219 (2005) 34–69
this example shows that, in general, we get much slower convergence for regular
Schrödinger operators than for suitably chosen singular Schrödinger operators.
Both examples are based on the following one:
Example 1. Let H = L2(R, dx) and L the unique selfadjoint realization of − d2
dx2
on
R. Then D(H 1/2) = D((L + 1)1/2) equals the Sobolev space H 1(R) of order 1 and
G = H−1 is the integral operator with the kernel g(x−y) where g(x) = 12e−|x|, x ∈ R.
Let  be any (nonnegative) measure on the Borel algebra of R satisfying ({y :
|x − y| < 1}) −→ 0, as |x| −→ ∞. By Sobolev’s embedding theorem, every f ∈
H 1(R) has a unique continuous representative f˜ . For every f ∈ H 1(R) let J f be the
 – equivalence class of the unique continuous representative f˜ of f. In this example
we shall consider the special case when J = J . By Brasche [2, Lemma 19], J  is a
compact operator from H 1(R) into L2(R,).
With this choice of L and J we get that H is the unique selfadjoint operator in
L2(R, dx) satisfying H1 and
D(H
1/2
 )=H 1(R),
‖H 1/2 f ‖2=
∫
(|f ′(x)|2 + |f (x)|2) dx + 
∫
|f˜ (x)|2(dx), f ∈ H 1(R).
If we want to indicate the dependence on the measure  we shall write H , 

k , g

k ,
e

k , . . ., instead of H, k , gk , ek , . . ., respectively. In the literature, the operators H


are also denoted by − d2
dx2
+ 1+ .
J G : L2(R, dx) −→ L2(R,) is the integral operator with kernel g(x − y) since
G : L2(R, dx) −→ L2(R, dx) is the integral operator with this kernel and for every
f ∈ L2(R, dx) the function ∫ g(· − y)f (y) dy is continuous. Thus
J Gf (x) =
∫
g(x − y)f (y) dy —a.e., f ∈ L2(R, dx). (47)
It follows that (J G)∗ : L2(R,) −→ L2(R, dx) is the integral operator with kernel
g(y − x) = g(x − y), i.e.
(J G)∗f (x) =
∫
g(x − y)f (y)(dy) dx—a.e., f ∈ L2(R,). (48)
For every f ∈ L2(R,) the function ∫ g(· − y)f (y)(dy) is continuous. Thus (48)
implies that J (J G)∗ : L2(R,) −→ L2(R,) is the integral operator with kernel
g(x − y), i.e.
J (J G)∗f (x) =
∫
g(x − y)f (y)(dy) —a.e., f ∈ L2(R,). (49)
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By (35),
J (J G)∗gk = (k )2gk , k ∈ N.
Thus (49) implies that
g˜

k :=
1
(k )
2
∫
g(· − y)gk(y)(dy) (50)
is a representative of gk .
By (33), (J G)∗gk = kG1/2ek . By (48), this implies that
G˜1/2e

k :=
1
k
∫
g(· − y)gk(y)(dy) (51)
is a representative of G1/2ek . (50) and (51) yield that
G˜1/2e

k (x) = k g˜k (x), x ∈ R. (52)
We shall now demonstrate that estimate (22) in Proposition 1 is optimal, by giving
measures  with support [0, 1] such that
‖ D −D∞ ‖ 
c
1+  ,  > 0, (53)
for some ﬁnite constant c.
Example 2. In this example we use the notation and results from the previous one.
Suppose, in addition, that the support of the measure  equals [0, 1]. Then, by (51),
G˜1/2e

k satisﬁes the differential equation −y′′ + y = 0 on R \ [0, 1]. By (52) and since
G˜1/2e

k is continuous on R, this implies that
G˜1/2e

k (x) = k ·

g˜

k (0)ex, x < 0,
g˜

k (x), 0x1,
g˜

k (1)e
1−x, x > 1.
(54)
By (37), (39) and (54),
((D

∞ −D)f, f ) =
∞∑
k=1
|k (f )|2
+ 1/(k )2
, (55)
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where the numbers k (f ) are deﬁned by
k (f )
:= g˜k (0)
∫ 0
−∞
exf (x) dx + g˜k (1)
∫ ∞
1
e1−xf (x) dx +
∫ 1
0
g˜

k (x)f (x) dx (56)
for every k ∈ N, f ∈ L2(R, dx). By (28) and (55),
‖ D∞ −D ‖= sup‖f ‖=1
∞∑
k=1
|k (f )|2
+ 1/(k )2
. (57)
By Lebesgue’s Decomposition theorem and the Radon Nikodym theorem,  admits a
representation as
d = 	dx + ds ,
where 	 is a nonnegative measurable function and the measure s is singular w.r.t. the
Lebesgue measure dx. Suppose now, in addition, that
({0}) > 0 and ({1}) > 0, (58)
essinf
0x1
	(x) > 0. (59)
Then
g˜

k (0) =
1
({0}) (g

k , 1{0}), k ∈ N,
where (·, ·) denotes the scalar product in L2(R,). Since the gk form an orthonormal
basis of L2(R,) it follows that
∞∑
k=1
|g˜k (0)|2 =
1
({0}) .
In the same way we get that
∞∑
k=1
|g˜k (1)|2 =
1
({1}) .
J. Brasche, M. Demuth / Journal of Functional Analysis 219 (2005) 34–69 51
Moreover
∞∑
k=1
∣∣∣∣∫ 1
0
g˜

k (x)f (x) dx
∣∣∣∣2= ∞∑
k=1
∣∣∣∣∫ 1
0
g˜

k (x)
f (x)
	(x)
	(x) dx
∣∣∣∣2
=
∫ 1
0
∣∣∣∣f (x)	(x)
∣∣∣∣2 	(x) dx
 1
essinf0x1	(x)
∫
R
|f (x)|2 dx.
Thus the k (f ), deﬁned by (56), form a square summable sequence and the l2–norm of
this sequence is less than or equal to some constant (depending on , but not depending
on f) times the norm of f in L2(R, dx). Thus (53) follows from (57).
For the proof of the fast convergence in the last example it was important that the
measure  has mass at both boundary points. For regular Schrödinger operators we
may get much slower convergence as it is demonstrated by the following example.
Example 3. Here we use the notation and results from the previous examples 1 and
2. We consider the special case when d = 1[0,1]dx. For notational brevity we shall
simply write H, k , gk , ek , . . ., instead of H

 , 

k , g

k , e

k , . . ., respectively.
With our special choice of , Eqs. (49) and (50) become,
J (JG)∗gk(x) =
∫∞
−∞ g(x − y)1[0,1](y)gk(y) dy
= 2kgk(x) dx—a.e. on [0, 1].
(60)
Thus
−g˜k ′′(x)+ g˜k(x) = 1
2k
g˜k(x) dx—a.e. on [0, 1]. (61)
By (60), g˜′k(0) = g˜k(0) and g˜′k(1) = −g˜k(1). Thus gk is an eigenvector of the selfadjoint
realization T of − d2
dx2
on [0, 1], characterized via the separated boundary conditions
f ′(0) = f (0), f ′(1) = −f (1) (62)
and −2k − 1 is the corresponding eigenvalue. Here we have identiﬁed the spaces
L2(R, 1[0,1]dx) and L2([0, 1], dx) via the canonical unitary transformation f → f
[0, 1]. Since − d2
dx2
has another selfadjoint realization with eigenvalues 
2k2, k ∈ N,
and separated boundary conditions (namely the Dirichlet Laplacian), this implies, that
2k

2k2 −→ 1, as k −→∞. (63)
52 J. Brasche, M. Demuth / Journal of Functional Analysis 219 (2005) 34–69
In fact, by Weidmann [12, Theorem 13.2], the kth eigenfunction of every selfadjoint
realization of − d2
dx2
on [0, 1] with separated boundary conditions has exactly k−1 zeros
in (0, 1). Thus for  = 
2k2 the differential equation −u′′ = u has a solution with
exactly k − 1 zeros in (0, 1). By Weidmann [12, Theorem 13.6], this implies that any
selfadjoint realization of − d2
dx2
on [0, 1] has at least k− 3 eigenvalues below  = 
2k2
and at most k + 2. It follows that the kth eigenvalue of T is between (k − 3)2
2 and
(k + 3)2
2 and an elementary calculation yields (63).
Since gk is an eigenvector of T corresponding to the eigenvalue −2k − 1 there exist
numbers ak = 0 and k such that
gk(x) = ak cos(kx + k) dx—a.e. on [0, 1], (64)
where k =
√
−2k − 1. k = −arctan(−1k ) since g′k(0) = gk(0). Thus k −→ 0, as
k −→∞. Thus |ak| −→
√
2, as k −→∞, since gk is normalized. Thus
|g˜k(0)|2 −→ 2 as k −→∞. (65)
By treating the other boundary point in an analogous way we get that,
|g˜k(1)|2 −→ 2 as k −→∞. (66)
Since gk is the kth eigenvector of T and T is a selfadjoint realization with sepa-
rated boundary conditions of − d2
dx2
on [0, 1], g˜k has exactly k − 1 zeros in (0, 1), cf.
[12, Theorem 13.2]. Moreover, by the Picard–Lindelöf theorem, all zeros are simple.
Thus
signum(g˜k(1)) = (−1)ksignum(g˜k(0)) (67)
for eventually all k ∈ N.
Let f0(x) :=
√
2 1(−∞,0)(x)ex , x ∈ R. Let  > 0. There exists a k0 such that for all
kk0,
|g˜k(0)
∫ 0
−∞
exf0(x)dx|21− , (68)
(1− ) 1
+ 
2k2 <
1
+ 1/2k
< (1+ ) 1
+ 
2k2 . (69)
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Eqs. (68) and (69) hold for eventually all k by (65) and (63), respectively. For every
k1 ∈ N
lim
−→∞
√

∞∑
k=k1
1
+ 
2k2 =
1
2
, (70)
since
1
2
√

=
∫ ∞
0
1
+ 
2x2 dx
∞∑
k=k1
1
+ 
2k2

∫ ∞
k1
1
+ 
2x2 dx
1√

(
1
2
− k1√

)
.
Eqs. (55), (56), and (68)–(70) imply that
lim inf
−→∞
√
((D∞ −D)f0, f0) ≥ (1− )2 12 .
By (28) and since f0 is normalized it follows that,
lim inf
−→∞
√
 ‖ D∞ −D ‖  12 . (71)
We shall show now that even
lim
−→∞
√
 ‖ D∞ −D ‖= 12 . (72)
We put for f ∈ L2(R, dx)
k(f ):=g˜k(0)
∫ 0
−∞
exf (x) dx + g˜k(1)
∫ ∞
1
e1−xf (x) dx,
k(f ):=
∫ 1
0
g˜k(x)f (x) dx.
Let  > 0. We choose k0 such that (69) holds and
|k(f )|2 + |k+1(f )|2(2+ ) ‖ f ‖2, f ∈ L2(R, dx), (73)
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for all kk0. This is possible by (63) and (65)–(67). By (69) and (73),
∞∑
k=k0
|k(f )|2
+ 1/2k
(1+ )2
 ∞∑
k=k0
1
+ 
2k2 +
∞∑
k=k0
(
1
+ 
2k2 −
1
+ 
2(k + 1)2
) (74)
for every normalized f ∈ L2(R, dx).
Obviously there exists a ﬁnite constant c such that |k(f )|c ‖ f ‖, f ∈ L2(R, dx),
k ∈ N. We choose 0 such that for all 0 and every normalized f ∈ L2(R, dx)
(1+ )√ k0−1∑
k=1
|k(f )|2
+ 1/2k
< , (75)
√

∞∑
k=k0
|k(f )|2
+ 1/2k
< (1+ )3
(
1
2
+ 
)
, (76)
(
1+ 1

)√

∞∑
k=1
|k(f )|2
+ 1/2k
< . (77)
By (70) and (74), (76) holds for all sufﬁciently large . Eq. (77) is true for all
sufﬁciently large  since {gk}k∈N is an orthonormal basis of L2([0, 1], dx) and therefore
∞∑
k=1
|k(f )|2 =
∫ 1
0
|f (x)|2 dx, f ∈ L2(R, dx).
Let 0 and f ∈ L2(R, dx), ‖ f ‖= 1. Since |a + b|2(1 + )|a|2 + (1 + 1 )|b|2,
a, b ∈ C, and |k(f )| = |k(f )+ k(f )|, formulae (75)–(77) imply that
√

∞∑
k=1
|k(f )|2
+ 1/2k
< (1+ )4
(
1
2
+ 
)
+ 2.
By (57), this implies that
lim sup
−→∞
√
 ‖ D∞ −D ‖ 1/2 (78)
and, by (71) and (78), (72) is proven.
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In the special case when d = 1[0,1]dx we also get an explicit formula for the rate
of trace norm convergence. By (44) and (54),
‖ D∞ −D ‖tr=
∞∑
k=1
1
+ 1/2k
(
1
2
|g˜k(0)|2 + 12 |g˜k(1)|
2 + 1
)
.
By (65), (66), (69) and (70), this implies that
lim
−→∞
√
 ‖ D∞ −D ‖tr= 32 . (79)
3. The equilibrium measure
In this section, let H = L2(E,m) where E is a locally compact separable metric
space and m a positive Radon measure on E such that the support of m equals E.
Let L be a nonnegative selfadjoint operator in L2(E,m) which is associated to an
m-symmetric regular Dirichlet form E in the sense that
E1(f, g) := E(f, g)+ (f, g) = (L1/2f,L1/2g)+ (f, g) (80)
for all f, g ∈ D(E) = D(L1/2); we refer to [8] for the deﬁnitions and proofs of
the results from the theory of Dirichlet forms used in this paper. As before we put
H := L + 1 and G := H−1. Since E is a Dirichlet form, the operator G is positivity
preserving, i.e GRe(f ) = Re(Gf )m—a.e., Re(h) being the real part of h, and
Gf 0m—a.e. if f 0m—a.e.
The (E1 –) capacity of the open set U ⊂ E is deﬁned by
cap(U) := inf{E1(f, f ) : f ∈ D(E), f 1 on Um—a.e.}
with the convention that inf ∅ = ∞. For arbitrary subsets B of E one puts
cap(B) := inf cap(U),
where the inﬁmum is taken over all open supersets U of B. The capacity is inner
regular on the Borel algebra B(E) of E, i.e. for every B ∈ B(E)
cap(B) = sup cap(K),
where the supremum is taken over all compact subsets K of B, cf. [8, (2.1.6)].
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A function f˜ : E −→ C is quasi-continuous (w.r.t. E) if and only if for every
 > 0 there exists an open set U ⊂ E such that cap (U) <  and f˜ E \ U is
continuous. Every f ∈ D(E) has a quasi-continuous representative and in what follows
f˜ will denote any quasi-continuous representative of f ∈ D(E). The deﬁnitions and
statements made below will not depend on the special choice of the quasi-continuous
representative of f ∈ D(E) since any two quasi-continuous representative f˜ and f ◦
coincide q.e. (w.r.t. E), i.e. the capacity of the set {x ∈ E : f˜ (x) = f ◦(x)} equals zero;
“q.e.” is an abbreviation for quasi everywhere. We shall frequently use the following
fact: If E1(fn − f, fn − f ) −→ 0 then there exists a subsequence {fnj }j∈N such that
{f˜nj }j∈N converges to f˜ q.e.
 is called a measure of ﬁnite (E1 –) energy integral if there exists a ﬁnite constant
c such that∫
|f ◦|dc√E1(f, f ), (81)
for every continuous function f ◦ with compact support such that the m-equivalence
class f of f ◦ belongs to D(E). If  is a measure of ﬁnite energy integral then it does
not charge a set with capacity zero and there exists a unique U1 ∈ D(E) such that
E1(U1, f ) =
∫
f˜ d, f ∈ D(E).
U1 is called the (1 –) potential of  (w.r.t. E). We are mainly interested in the case
when (L+1)−1 is an integral operator with nonnegative symmetric kernel G(x, y) and
the function
∫
G(·, y)f (y)m(dy) is quasi-continuous for every f ∈ L2(E,m). Then,
by (81) and Fubini’s theorem,
(U1, f )=E1(U1,Gf ) =
∫
G˜f d
=
∫ ∫
G(x, y)f (x)m(dx)(dy) =
∫ ∫
G(x, y)(dy)f (x)m(dx)
for every f ∈ L2(E,m) with f 0m—a.e. Thus
U1 =
∫
G(·, y)(dy)m—a.e., (82)
i.e.
∫
G(·, y)(dy) is a representative of U1.
Let  be any closed subset of E with ﬁnite capacity. Then there exists a unique
v ∈ D(E) such that
v˜ = 1 q.e. on 
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and
E1(v, v)E1(f, f )
for every f ∈ D(E) satisfying f˜ 1 q.e. on . v is called the (E1 –) equilibrium
potential of the set . It satisﬁes, in addition,
0 v˜1 q.e.
There exists a unique measure  of ﬁnite energy integral such that
v = U1. (83)
 is called the (E1 –) equilibrium measure of the set . The equilibrium measure 
satisﬁes () = (E) = cap().
Let  be a measure with ﬁnite energy integral satisfying∫
|f˜ |2d <∞, f ∈ D(L), (84)
L being the selfadjoint operator associated to E in the sense of (80). For 0 <  < ∞
we put
D(E,):=
{
f ∈ D(E) :
∫
|f˜ |2d <∞
}
,
E,(f, g):=E(f, g)+ 
∫
f˜ g˜d, f, g ∈ D(E,).
By Fukushima et al. [8, Theorem 6.1.2], along with E also E, is an m-symmetric
regular Dirichlet form in L2(E,m). We denote by H the unique nonnegative selfadjoint
operator in L2(E,m) satisfying
D((H

 )
1/2) = D(E,),
‖ (H )1/2f ‖2 = E,1 (f, f ), f ∈ D((H )1/2).
(85)
Moreover we put
G

 := (H )−1, D := G−G (86)
and
D

∞f = lim
−→∞
D

f, f ∈ L2(E,m). (87)
58 J. Brasche, M. Demuth / Journal of Functional Analysis 219 (2005) 34–69
G

 is positivity preserving since E, is a Dirichlet form. We shall show now that the
family {G}>0 is nonincreasing in the sense that G − G1 is positivity preserving
for  < 1.
Lemma 1. Let E be an m-symmetric regular Dirichlet form in L2(E,m) and L the
selfadjoint operator associated to E in the sense of (80). Let  be a measure of ﬁnite
energy integral satisfying (84). Let G = (L + 1)−1 and G the operator deﬁned by
(86). Then for 0 <  < 1 < ∞ the operators G − G and G − G1 are positivity
preserving.
Proof. Let 0 <  < 1 < ∞. Let f, g ∈ L2(E,m), f 0m—a.e. and g0m—a.e.
G

1
f 0m—a.e. and Gg0m—a.e., since G

1
and G are positivity preserving. By
Fukushima et al. [8, Lemma 2.1.5], this implies that G˜1f and G˜

g are nonnegative
q.e. and therefore also —a.e.
We have
(f,G

g)=E
1,
1 (G

1
f,G

g)
=E,1 (G1f,G

g)+ (1 − )
∫
G˜

1
f G˜

gd
=(G1f, g)+ (1 − )
∫
G˜

1
f G˜

gd.
Thus ∫
(G

f −G1f )gdm = (1 − )
∫
G˜

1
f G˜

gd.
Since the right-hand side is nonnegative for every g ∈ L2(E,m) satisfying g0m—
a.e., it follows that Gf −G1f 0m—a.e. In this proof we may replace , G

 and
E,1 by 0, G and E1, respectively, and get that also Gf −G1f 0m—a.e. 
Since G = (L + 1)−1 and L is associated to an m-symmetric Dirichlet form in
L2(E,m), there exists a Markovian kernel G : E × B(E) −→ [0, 1] such that
Gf (x) =
∫
f (y)G(x, dy) m—a.e., f ∈ L2(E,m).
In what follows we shall assume that the measures G(x, ·) are absolutely continuous
w.r.t. m. Then G is an integral operator with a nonnegative symmetric kernel G(x, y).
By Lemma 1, it follows that G is an integral operator with symmetric kernel G

(x, y)
and
0G1(x, y)G

(x, y)G(x, y), 0 < 1 <∞. (88)
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Thus the operator D = G−G is also an integral operator with a symmetric kernel
D

(x, y) and
0D(x, y)D

1
(x, y)G(x, y), 0 <  < 1 <∞. (89)
Since D −→ D∞ strongly, as  −→ ∞, it follows that even D∞ is an integral
operator with a symmetric kernel D∞(x, y) and
0D∞(x, y)D(x, y)G(x, y),
D

(x, y) −→ D∞(x, y), as  −→∞.
(90)
By the Schur test, (89) and (90) imply that
‖ D ‖esssup
∫
D

(·, y)m(dy),
‖D∞ ‖esssup
∫
D

∞(·, y)m(dy),
‖D∞ −D ‖esssup
∫
(D

∞(·, y)−D(·, y))m(dy). (91)
In the proof of our main theorem, Theorem 4 below, we shall use the resolvent
formula (30) with H = H and J = J , where J  is deﬁned in the next lemma:
Lemma 2. Let E be an m-symmetric Dirichlet form in L2(E,m) and  a measure
charging no set with capacity zero. Deﬁne the operator J  from (D(E), E1) to L2(E,)
as follows:
D(J ) := {f ∈ D(E) : ∫ |f˜ |2d <∞},
J f := f˜ —a.e., f ∈ D(J ). (92)
Then the operator J  is closed.
Proof. If
fn −→ f, as n −→∞ in (D(E), E1)
and ∫
|f˜n − g|2d −→ 0 as n −→∞,
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then a suitably chosen subsequence of {f˜n} converges pointwise q.e. to f˜ ; in particular,
the subsequence converges —a.e. and it follows that g = f˜ —a.e. Thus the operator
J  is closed. 
Lemma 3. Let E be an m-symmetric regular Dirichlet form in L2(E,m) and L the
selfadjoint operator associated to E in the sense of (80). Suppose that the operator
(L+ 1)−1 has a nonnegative symmetric kernel G(x, y),∫
G(·, y)m(dy) = 1m—a.e. (93)
and
∫
G(·, y)f (y)m(dy) is quasi-continuous for every f ∈ L2(E,m). Let  be a
closed subset of E with ﬁnite capacity and  the equilibrium measure of . Then the
operator J G from L2(E,m) to L2(E,) is bounded and everywhere deﬁned. In
particular, (84) holds (with  = ).
Proof. By the hypothesis, J G is the integral operator from L2(E,m) to L2(E,)
with the kernel G(x, y). We need only to prove that∫
G(·, y)m(dy)1 q.e. (94)
In fact, since  does not charge any set with capacity zero, (94) implies that∫
G(·, y)m(dy)1 —a.e.
Moreover, by (82) and (83),∫
G(x, y)(dx) = v(y) ∈ [0, 1] for m—a.e. y.
By the Schur test, it follows that the integral operator J G is everywhere deﬁned and
bounded.
In order to prove (94) we choose a pointwise nondecreasing sequence of nonnegative
functions 	n, n ∈ N, which are square integrable w.r.t. the measure m and converge
pointwise to 1. We put
fn(x) :=
∫
G(x, y)	n(y)m(dy), x ∈ E, n ∈ N.
By the monotone convergence theorem,∫
G(x, y)m(dy) = lim
n−→∞ fn(x) (∞), x ∈ E. (95)
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Moreover, by the hypothesis, fn is quasi-continuous for every n ∈ N. By Fukushima
et al. [8, Theorem 2.1.2 (i)], this implies that there exists a nondecreasing sequence
{Fk}k∈N of closed subsets of E with the following properties:
cap(E \ Fk) −→ 0, k −→∞. (96)
fnFk is continuous, n, k ∈ N. (97)
If U is an open neighbourhood of x0 and x0 ∈ Fk for some k ∈ N then
m(U ∩ Fk) > 0. (98)
We shall now prove by contradiction that (94) holds. Assume that there exist a k0 ∈ N
and an x0 ∈ Fk0 such that
∫
G(x0, y)m(dy) > 1. Then, by (95), there exists an n0 ∈ N
such that fn0(x0) > 1. Since, by (97), the restriction fn0Fk0 of fn0 to Fk0 is continuous,
this implies that
fn0(x) > 1, x ∈ U ∩ Fk0 ,
for some open neighbourhood U of x0. By (95) and the fact that the sequence {fn}n∈N
is pointwise nondecreasing, it follows that∫
G(x, y)m(dy) > 1, x ∈ U ∩ Fk0 . (99)
By (98), m(U ∩ Fk0) > 0. Thus (99) is a contradiction to our hypothesis (93). Thus∫
G(x, y)m(dy)1 for every x ∈ Fk and every k ∈ N and (94) follows from (96).

Theorem 4. Let E be an m-symmetric regular Dirichlet form in L2(E,m) and L the
selfadjoint operator associated to E in the sense of (80). Suppose that the operator
(L+ 1)−1 has a nonnegative symmetric kernel G(x, y),∫
G(·, y)m(dy) = 1m—a.e.
and
∫
G(·, y)f (y)m(dy) is quasi-continuous for every f ∈ L2(E,m). Let  be a
closed subset of E with ﬁnite capacity,  the equilibrium measure of  and v the
equilibrium potential of . For 0 < ∞ let D be the operator deﬁned by (86)
and (87) and D (x, y) the corresponding nonnegative symmetric kernel. Then the
following holds:
(i)
∫
D

 (·, y)m(dy) =
1
1+ 1/v m—a.e., 0 < ∞.
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(ii) ‖ D ‖ /(1+ ) for 0 <  <∞ and ‖ D
∞ ‖ 1.
(iii) ‖ D∞ −D ‖ 1/(1+ ) for every  > 0.
Proof. We shall abuse notation and denote a constant c, c times the identity operator
in the respective Hilbert space and the respective -equivalence class of the function
which is equal to c everywhere by the same symbol c. In any case it will be clear
from the context what is meant.
Let 0 <  <∞. By (30),
D

 = (J G)∗B

 J
G,
where the operator B in L
2(E,) is given by
B

 =
(
1

+ J (J G)∗
)−1
.
We choose a sequence {	n} in L2(E,m) such that {	n} is pointwise nondecreasing
m—a.e., 	n0 m—a.e. for every n ∈ N, and
	n(x) −→ 1 m—a.e. (100)
Since
∫
G(·, y)	n(y)m(dy) is quasi-continuous and by the monotone convergence the-
orem,
0J G	n =
∫
G(·, y)	n(y)m(dy) −→
∫
G(·, y)m(dy) = 1 —a.e.
By applying the monotone convergence theorem again and using the fact that the
sequence {∫ G(x, y)	n(y)m(dy)}n∈N is nondecreasing for all x ∈ E, we get that
J G	n −→ 1 as n −→∞ in L2(E,). (101)
Thus
B

 J
G	n −→ B 1 as n −→∞ in L2(E,). (102)
Since J G : L2(E,m) −→ L2(E,) is an integral operator with real-valued
symmetric kernel G(x, y), its adjoint (J G)∗ : L2(E,) −→ L2(E,m) is an integral
operator with the same kernel G(x, y). Since  is the equilibrium measure of ,
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it follows, by (82), that
(J G)∗1 =
∫
G(·, y)(dy) = v m—a.e. (103)
Thus
J (J G)∗1 = v˜ = 1 —a.e. (104)
Thus 1/+1 is an eigenvalue of the selfadjoint operator 1/+J (J G)∗ in L2(E,)
and 1 is the corresponding eigenvector. Thus
B

 1 =

1+  —a.e. (105)
Eqs. (102) and (105) imply that,
B

 J
G	n −→

1+  as n −→∞ in L
2(E,). (106)
Thus
D

 	n = (J G)∗B

 J
G	n −→

1+  (J
G)∗1 = 
1+ v (107)
as n −→∞ in L2(E,m), where the last equality follows from (103).
By the monotone convergence theorem, (89), (100), and since the 	n are nonnegative
m—a.e. and the sequence {	n}n∈N is nondecreasing m—a.e., we have
0D 	n =
∫
D

 (·, y)	n(y)m(dy) −→
∫
D(·, y)m(dy) m—a.e.
By (107), this implies assertion (i) in the case when  <∞. Assertion (i) for  = ∞
follows then from (90).
(ii) and (iii) follow from (i), (90), (91) and the fact that the equilibrium potential
satisﬁes 0v1 m—a.e. 
Example 4. It is well know that the hypothesis of Theorem 4 is satisﬁed if L = −
in L2(Rd , dx). If d = 1, −∞ < ab <∞, then the (1 –) equilibrium potential v[a,b]
of the interval [a, b] satisﬁes
v[a,b](x) =

ex−a, xa,
1, axb,
eb−x, xb.
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Thus the (1 –) equilibrium measure [a,b] of [a, b] equals 1[a,b]dx + a + b and
cap([a, b]) = 2+ b − a,
‖ v[a,b] ‖2L2(R,dx) = 1+ b − a.
(108)
Thus the equilibrium measure [a,b] belongs to the class of measures discussed at the
end of the Example 1. By Example 1,
‖ D[a,b]∞ −D[a,b] ‖ 
c
1+  (109)
for some ﬁnite constant c. By Theorem 4, (iii), we can put c = 1 in this special case.
We shall show now that the estimate in Theorem 4, (iii), is sharp.
Put G = (− d2
dx2
+ 1)−1 and as in Example 1 let g be the convolution kernel of G.
Denote by g1 the [a,b]-equivalence class of the function which is identically equal to
1/
√
cap([a, b]) and put e1 := (J [a,b]G1/2)∗g1, and f := G1/2e1/ ‖ G1/2e1 ‖. Then
J [a,b](J [a,b]G)∗g1 =
∫
g(· − y)g1(y)[a,b](dy) = g1 [a,b]—a.e.
Thus (33), (35), (37) and (39) imply that
((D
[a,b]∞ −D[a,b] )f, f )
1
1+  ‖ G
1/2e1 ‖2 .
By (108) and since, by (33) and (82),
G1/2e1=(J [a,b]G)∗g1 = 1√
cap([a, b])
∫
g(· − y)[a,b](dy)
= 1√
cap([a, b])v[a,b] dx—a.e.,
this implies that
‖ D[a,b]∞ −D[a,b] ‖ 
1
1+ 
1+ b − a
2+ b − a . (110)
Thus c = 1 is the optimal universal constant in (109).
By Lemma 4 below, Theorem 4 admits important conclusions about spectra and
existence and completeness of wave operators. Let X be any nonempty set, A any
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-algebra on X and m any -ﬁnite measure on A. Let Hi , i = 1, 2, be selfadjoint
operators in L2(X,m) satisfying
Hi1, i = 1, 2.
Put Gi := H−1i and assume that Gi is an integral operator with real-valued kernel
Gi(x, y), i = 1, 2. For every n ∈ N and i = 1, 2, denote by Gni (x, y) the kernel of the
operator Gni .
We intend to study the properties and behaviour of∫
|G1(x, y)−G2(x, y)|m(dy) =: D(x). (111)
Denote D(x, y) := |G1(x, y)−G2(x, y)|.
D(·) can be called the comparison function, because it determines the different norms
of the operator G1−G2 =: D. For instance, by the Schur test, the operator norm of D
is upper bounded by supD(x), where the supremum is taken over all x ∈ X. Moreover,
we have the following
Lemma 4. Let Hi , Gi , and D be given as described above. Fix p ∈ N and assume
that
sup
x∈X
∫
G
p
i (x, y)m(dy) <∞,
sup
x,y∈X
G
2p
i (x, y) <∞
for i = 1, 2. Then the following holds:
(i) The operator G2p1 −G2p2 is compact and the operators H1 and H2 have the same
essential spectrum provided D(·) ∈ L2(X,m).
(ii) The trace norm of G2p2 DG2p1 is estimated by
‖ G2p2 DG2p1 ‖tr  const
∫
D(x)m(dx).
(iii) The wave operators W±(H2, H1) exist and are complete, provided D(·) ∈
L1(X,m).
Proof. (i) We have∫ ∫ ∣∣∣∣∫ Gp1 (x, u)D(u, y)m(du)∣∣∣∣2m(dy)m(dx)
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=
∫ ∫ ∫
G
2p
1 (u, v)|D(u, y)||D(v, y)|m(dv)m(du)m(dy)
const
∫
D(y)2m(dy).
Since
∫
G
p
1 (x, u)D(u, y)m(du) is an upper bound for the kernel of G
p
1D it follows
that Gp1D is compact (in fact, even Hilbert–Schmidt). In the same way we get that
G
p
2D is compact and therefore also (G
p
2D)
∗ = DGp2 . Thus the operator
G
2p
1 −G2p2 =
2p−1∑
j=0
G
j
1DG
2p−1−j
2
is also compact. By Weyl’s Theorem, it follows that H 2p1 and H
2p
2 have the same
essential spectrum. Thus H1 and H2 have the same essential spectrum.
(ii) We use the CDS2-Theorem, i.e. [6, Theorem 1], for the operator
G
2p
2 DG
2p
1 = Gp2Gp2DGp1Gp1 .
Since Gp1 is bounded we have only to show that the operator G
p
2G
p
2DG
p
1 belongs to
the trace class. By the CDS2-theorem, this is true, provided
∫
‖ Gp2 (x, ·) ‖ ‖ Gp2DGp1 (x, ·) ‖ m(dx) <∞.
Here ‖ · ‖ denotes the norm in L2(X,m).
By the hypothesis,
∫
|Gp2 (x, y)|2m(dy) <∞
and we have only to show that
∫ √∫
|(Gp2DGp1 )(x, y)|2m(dy)m(dx) <∞.
Since the last expression equals∫ (∫ ∫ ∫ ∫ ∫
G
p
2 (x, u1)D(u1, v1)G
p
1 (v1, y)G
p
2 (x, u2)
× D(u2, v2)Gp1 (v2, y)m(dy)m(du1)m(du1)m(dv1)m(dv2)
)1/2
m(dx)
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=
∫ (∫ ∫ ∫ ∫
G
p
2 (x, u1)D(u1, v1)
× Gp2 (x, u2)D(u2, v2)G2p1 (v1, v2)m(du1)m(du2)m(dv1)m(dv2)
)1/2
m(dx)
const
∫ ∫ ∫
G
p
2 (x, u)D(u, v)m(dv)m(du)m(dx)
const
∫ ∫
D(u, v)m(du)m(dv)
= const
∫
D(x)m(dx),
the assertion (ii) is proven.
(iii) follows from (i), (ii) and [4]. 
Remark 2. Under the hypothesis and with the notation of Theorem 4,∫
v(x)m(dx)=
∫ ∫
G(x, y)(dy)m(dx)
=
∫ ∫
G(x, y)m(dx)(dy)
=
∫
(dy) = cap() <∞.
By Theorem 4, this implies that the special hypothesis in Lemma 4 (iii) is satisﬁed if
we put G1 = G and G2 = G. By (88), the general hypothesis of this lemma is then
satisﬁed provided there exists a p ∈ N such that
sup
x∈E
∫
Gp(x, y)m(dy) <∞,
sup
x,y∈E
G2p(x, y) <∞.
This is, in particular, true if G = (−+ 1)−1.
Appendix
Let E be an m-symmetric regular Dirichlet form in L2(E,m). We are interested in
the following assertion (cf. Remark 1 above):
Remark 1. Let  be a closed subset of E. Then there exists a ﬁnite measure with
ﬁnite energy integral such that for every f ∈ D(E) the following two statements are
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equivalent:
(i) f˜ = 0 q.e. on .
(ii) f˜ = 0 —a.e.
In fact, the set {U1K : K ⊂ , K is compact} has a dense (w.r.t. the E1-metric)
countable subset {U1Kn : n ∈ N}, since the space (D(E), E1) is separable. We choose
0 < n <∞ such that
 :=
∞∑
n=1
nKn
is a ﬁnite measure of ﬁnite energy integral. Then f˜ = 0 —a.e. if and only if f˜ = 0
Kn—a.e. for every n ∈ N.
Let f ∈ D(E). Obviously f˜ = 0 —a.e., if f˜ = 0 q.e. on . Conversely let f˜ = 0
—a.e. Suppose that f˜ is different from zero on a subset of  with positive capacity.
Since along with f also the positive part and the negative part of the real part and the
complex part of f belong to D(E), we may assume that f˜ > 0 on a subset of  with
positive capacity. By the inner regularity of the capacity we can choose a compact
subset K of  such that f˜ > 0 on K and cap(K) > 0. Then
E1(U1K, f ) =
∫
f˜ dK > 0.
Since the set {U1Kn : n ∈ N} is dense in {U1K : K ⊂ , K is compact}, we can
choose n0 such that
E1(U1Kn0 , f ) =
∫
f˜ dKn0 > 0.
This contradicts the fact that f˜ = 0 —a.e. Thus f˜ = 0 q.e. on .
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