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Résumé
Les travaux présentés dans ce mémoire constituent une contribution à la conception de méthodes systéma-
tiques pour l’analyse et la commande de systèmes périodiques et incertains. Une partie importante de cette
thèse est également consacrée au contrôle d’attitude de satellites dont la dynamique se prête naturellement à
une représentation sous forme de modèles périodiques soumis à des incertitudes.
La première partie propose une présentation uniﬁée des résultats d’analyse et de synthèse de modèles pério-
diques et incertains à temps-discret via des méthodes basées sur des inégalités linéaires matricielles (LMI) et
en s’appuyant sur la théorie de Lyapunov. Par la suite, l’accent est mis sur une nouvelle classe de correcteurs
périodiques à mémoire pour lesquels l’entrée de commande est construite en utilisant l’historique des états
du système conservés en mémoire. Des exemples numériques démontrent que ces nouveaux degrés de liberté
permettent de repousser les limites des performances robustes.
La seconde partie s’intéresse aux aspects de périodicité et de robutesse du contrôle d’attitude de satellite
rencontrés notamment lors de l’utilisation des magnéto-coupleurs. Ces actionneurs s’appuient sur le champ
géomagnétique variant périodiquement le long de l’orbite du satellite. Diﬀérentes stratégies de commande sont
mises en oeuvre et comparées entre elles avec le souci constant de tenir compte des principales limitations des
actionneurs. Cette démarche conduit à une nouvelle loi de commande périodique régulant le moment cinétique
des roues à réactions sans perturber le contrôle d’attitude dont l’eﬀort de commande est réparti sur l’ensemble
des actionneurs.
Mots-clés : Commande robuste, systèmes périodiques, incertitudes paramétriques, LMI, contrôle d’atti-
tude, magnéto-coupleurs, champ magnétique.
This manuscript reviews contributions to the development of systematic methods for analysis and control of
periodic uncertain systems. An important part of this thesis is also dedicated to the design of attitude control
systems for satellites whose dynamics is naturally represented as a periodic model subject to uncertainties.
The ﬁrst part is devoted to the developpement of a unifying presentation of the analysis and synthesis results
of periodic, uncertain and discrete-time models via methods relying on linear matrix inequalities (LMI) and
based on Lyapunov theory. Subsequently, the focus is on a new class of periodic control laws with memory for
which the control input is constructed using history of the states of the system kept in memory. Numerical
experiments show that these new degrees of freedom can outperformed the existing results.
The second part deals with periodic and robustness aspects of attitude control of a satellite using magnetor-
quers. These actuators use the geomagnetic ﬁeld that varies periodically along the orbital trajectory. Diﬀerent
control strategies are implemented and compared with one another with the constant concern of taking the main
limitations of the actuators into account. This approach leads to a new control law regulating the momentum
of the reaction wheels without disturbing attitude control for which the control eﬀort is shared by all actuators.
Keywords : Robust control, periodic systems, LMI, parametric uncertainties, attitude control, magnetor-
quers, geomagnetic ﬁeld.
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Notations
Matrices et ensembles
1n, 0m×n Matrice identité et matrice nulle de taille n× n et m× n respectivement
S
n, Sn+ Ensemble des matrices symétriques de dimension n × n, et ensemble des matrices
symétriques déﬁnies positives de dimension n× n
R≥0 Ensemble des réels positifs ou nuls
Z<0 Ensemble des entiers relatifs strictement négatifs
Opérateurs
He {·} Opérateur de transposée hermitienne : He {A} = A+ conj{A}T
Sq {·} Opérateur de multiplication à droite de la matrice argument par sa transposée
Sq {A} = AAT
diag{·} Opérateur construisant à partir de ses arguments une matrice diagonale par bloc
co {·} Opérateur construisant à partir de ses arguments le plus petit ensemble convexe po-
lytopique englobant
σ Opérateur d’avance dans le temps, en temps discret : σxk = xk+1
mod(·, ·) Opérateur modulo renvoyant la valeur du premier argument modulo le second
⊗ Produit de Kronecker
| · | Opérateur de norme induite : |M | = max‖v‖=1 ‖Mv‖
M [i] Evaluation de la matrice M(θ) sur le i-ième sommet du polytope Θ auquel appartient
le vecteur θ : M [i] = M(θ = θi).
Nomenclature spéciﬁque à la première partie
Axe des temps
Alors que la valeur du signal x à l’instant courant est fréquemment notée xk, on utilisera ici xNq+k+τ
avec 0 ≤ k ≤ N − 1 et 0 ≤ τ ≤ N − 1. La délimitation temporelle de la période q, commençant à l’instant
Nq+ τ et se terminant à Nq+N − 1+ τ = N(q+1)− 1+ τ , est ainsi facilitée. Toute grandeur à temps-variant
indexée uniquement par k (et éventuellement par τ mais pas par q) est donc implicitement périodique puisqu’elle
reprend sa valeur à chaque nouvelle période, correspondant à une nouvelle séquence où k varie de 0 à N −1. On
précise ﬁnalement que l’indice τ sera généralement considéré nul, sauf indication contraire. La ﬁgure 1 donne
une illustration de cette convention.
Nq + τ Nq + τ + 1 Nq +N − 1 + τ N(q + 1) + τ
période q période q + 1
k
Figure 1 – Découpage de l’axe des temps adopté dans le cadre de cette thèse
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viii NOTATIONS
Matrices, modèles et incertitudes
θ ∈ Θ Vecteur d’incertitudes appartenant au simplex standard
Pk,Wk Matrices de Lyapunov des modèles primal et dual
F ,Fd Matrices contenant les variables additionnelles utilisées dans les LMIs étendues
Kk,Kk,j Matrices des gains du retour d’état sans et avec mémoire (dans le cas d’un indice
unique, on suppose que j = 1 : Kk = (Kk,j)j=1 = Kk,1)
Σ Modèle périodique en boucle ouverte
Σcl Modèle périodique polynomial, correspondant à la boucle fermée de Σ et d’une loi de
commande de retour d’état à mémoire
Σdcl Modèle dual de Σcl
Γm,Γ
d
m Reformulations invariantes dans le temps liftées monodromiques de Σcl et Σ
d
cl
Γe,Γ
d
e Reformulations invariantes dans le temps liftées descripteurs de Σcl et Σ
d
cl
Γp,Γ
d
p Reformulations invariantes dans le temps liftées polynomiales de Σcl et Σ
d
cl
Signaux et matrices associés aux diﬀérents modèles
Référence Signaux Matrices Déﬁnition
Σ {xNq+k, uNq+k, wNq+k, zNq+k} {Aolk , Bk, Buk, Colk , Dk, Duk} (2.6)
Σcl {xNq+k, wNq+k, zNq+k} {Ak,j , Bk, Ck,j , Dk} (2.7)
Σdcl {xdNq−k, wdNq−k, zdNq−k} {Ak,j , Bk, Ck,j , Dk} Théorème 14
(2.11) {x¯Nq+k, wNq+k, zNq+k} {A¯k, B¯k, C¯k, D¯k} Proposition 2
(2.53) {v¯Nq−k, wdNq−k, zdNq−k} {A¯dk, B¯dk , C¯dk , D¯dk} Proposition 9
Γm {ηq, wˆq, zˆq} {Ψ,B,C,D} Proposition 3
Γdm {ρdq , w˘dq , z˘dq} {Ψ˘, B˘, C˘, D˘} Proposition 10
Γe {xˆq, wˆq, zˆq} {E ,A,B, C1, C2,D} Proposition 4
Γde {xˆdq , w˘dq , z˘dq} {E˘ , A˘, B˘, C˘1, C˘2, D˘} Proposition 8
Γp {x˜q, wˆq, zˆq} {Aj ,B,Cj ,D} Proposition 7
Les modèles liftés considèrent implicitement τ = 0. Dans le cas contraire, l’indice τ enrichit les notations.
Ainsi, on rencontrera ητq et Ψ
τ lorsque le cas le plus général est traité alors que ηq et Ψ correspondent à η0 et
Ψ0, respectivement.
Nomenclature spéciﬁque à la seconde partie
Règles de notations
En raison de son objet d’étude, cette partie fait appel à de très nombreuses variables. Plutôt que d’en
dresser une liste exhaustive, on donne ici la philosophie de la nomenclature utilisée. Cette dernière se base
principalement sur [Hugues, 1986], avec quelques légères modiﬁcations empruntées à [Courtois, 1998].
FA Référentiel A
FA Vectrice associée à FA et formée du trièdre orthonormé xA, yA et zA d’origine OA
(le concept de vectrice est abordé succinctement dans la section 3.4.1 et discuté plus
amplement dans l’annexe F)
v[A] Matrice des composantes du vecteur v dans FA
v Amplitude du vecteur v
A Corps en mouvement lié à FA
hA/OB Moment cinétique de A par rapport à l’origine du référentiel FB
qB/A, CB/A, ωB/A Quaternion, matrice de rotation et vitesse angulaire paramétrant la rotation de FB
par rapport à FA
vB/A Vitesse de translation de FB par rapport à FA, c’est-à-dire ˙OAOB
˙( ) Opérateur de dérivation temporelle absolue
(˚ )
[B]
Opérateur de dérivation temporelle relative au référentiel FB
NOTATIONS ix
Notations simpliﬁées
Lorsque les risques d’ambiguïtés disparaissent, certaines notations usuelles sont simpliﬁées. La tableau sui-
vant eﬀectue la correspondance entre la version complète (première ligne) et la version simpliﬁée (seconde ligne)
de ces notations.
qS/R εS/R ηS/R ω
[S]
S/I ω
[S]
S/R ω
[R]
R/I(t) M
[S] J
[S]
S/OS
T
[R]
ext (hs) h
[I]
S/OS
B[I] B[S] CS/R(q)
q ε η ω ωS/R ωR/I(t) M J Text h h
[I]
S B◦ B C(q)
Les termes b(t) et b◦(t) font référence aux versions normalisées de B(t) et B◦(t) :
b(t) =
B(t)
‖B(t)‖ , b◦(t) =
B◦(t)
‖B◦(t)‖
Qualiﬁcatifs de stabilité
Les adjectifs qualiﬁant la stabilité sont abrégés selon la convention suivante : uniforme (U), globale (G),
locale (L), exponentielle (E) et asymptotique (A). On ajoute le préﬁxe « 0- »lorsque l’on considère la stabilité
du modèle autonome (pour lequel l’entrée est nulle). Par convention, le suﬃxe (S) fait référence au mot stabilité.
Ainsi, le terme 0-UGES désigne la stabilité uniforme, globale et exponentielle du modèle autonome.
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Introduction
Discussion sur l’usage de la périodicité en automatique
Modélisation des phénomènes physiques périodiques L’alternance du jour et de la nuit, le déplacement
de la Terre autour du soleil, le mouvement d’un pendule soumis à l’attraction gravitationnelle, la vibration d’une
corde sous tension, tous ces phénomènes naturels partagent une caractéristique commune : la périodicité de leur
évolution temporelle.
Un tel comportement peut être décrit mathématiquement par une fonction x1(t) solution de l’équation
diﬀérentielle non-linéaire suivante
x˙1 = f(x1) (1)
dont les coeﬃcients sont invariants dans le temps. L’association d’une équation de ce type avec des conditions
initiales x1(0) conduit à une grande variété de solutions x1(t), également appelées trajectoires. Parmi elles,
il peut exister une solution constante, pour laquelle x1(t) = x1(0) quel que soit t. Il s’agit en quelque sorte
d’une trajectoire dégénérée se réduisant à un point. Il est également possible qu’il existe une valeur positive
T telle que x1(T ) = x1(0) : la trajectoire revient à son point de départ après un temps T . Sous l’hypothèse
de l’unicité des solutions de (1), ce cycle se reproduit alors indéﬁniment. Les phénomènes périodiques naturels
décrits précédemment correspondent à ce type de solutions. Il existe aussi des solutions telles que la norme de
x1(t) tende vers l’inﬁni. Il s’agit de trajectoires instables, par opposition aux deux cas précédents qualiﬁés de
solutions stables.
En dehors de ces trois types de solutions, les autres trajectoires x1(t) sont classées en fonction de leur
comportement asymptotique, également nommé régime permanent et que l’on note ici x(t). Par déﬁnition,
x(t) correspond à la limite de x1(t) lorsque t tend vers +∞. Si l’on exclut les trajectoires qui tendent vers
l’inﬁni, il est souligné dans [Wiggins, 2003] que l’on ne peut prétendre comprendre complètement (sur tout
l’axe des temps) que les solutions x1(t) pour lesquelles x(t) est un point ou une trajectoire périodique. Les
autres solutions correspondent à des phénomènes chaotiques présentant un caractère aléatoire, malgré le dé-
terminisme de l’équation (1) dont elles sont issues [Khalil, 2002]. En d’autres termes, les seules solutions x1(t)
stables et prévisibles sont (ou convergent vers) des points ou des trajectoires périodiques. C’est la raison pour
laquelle la majorité des ouvrages traitant des systèmes dynamiques régis par des équations diﬀérentielles non-
linéaires dédient une section aux trajectoires périodiques et soulignent par là même leur importance [Haddad
and Chellaboina, 2011, Khalil, 2002, Wiggins, 2003].
Comment et pourquoi imposer un régime permanent périodique ? Un des objectifs classiques de
l’automatique consiste à imposer au système considéré qu’il converge vers un régime permanent particulier pour
des conditions initiales données. Pour ce faire, il est nécessaire d’adjoindre au système physique des actionneurs
permettant d’agir sur sa dynamique. Mathématiquement, on traduit cette nouvelle inﬂuence en ajoutant une
variable u1, correspondant à la variable de commande, à la fonction f , devenant fcl. On suppose que u1 est
fonction de x1, ce qui conduit à la relation
x˙1 = fcl(x1, u1(x1)) = fcl(x1) (2)
Le problème consiste alors à trouver l’expression de u1(x1), appelée loi de commande, de façon à ce que x1(t)
tende vers le régime permanent x(t) désiré quel que soit l’état initial x1(0) appartenant à un ensemble donné.
Parmi les choix possibles, il semble naturel de s’orienter vers un régime permanent x(t) à la fois stable et
prévisible. La discussion précédente indique que x(t) doit alors être un point ou une trajectoire périodique. La
simplicité du premier cas de ﬁgure explique sa popularité. Pourtant, les applications pionnières [Bailey, 1974,
Horn and Lin, 1967] dans le domaine de la biologie ont montré que choisir x(t) périodique pouvait conduire à une
solution x1(t) du système asservi en meilleur adéquation avec les spéciﬁcations. Cette conclusion est pourtant
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connue depuis les temps anciens : la pratique de la jachère, consistant à s’abstenir cycliquement d’exploiter une
terre agricole, en est un exemple probant.
De façon encore plus évidente, le recours à x(t) périodique est motivé par l’existence d’une classe de systèmes
n’admettant que des trajectoires (et non des points) d’équilibre stable. Cette situation est fréquente lorsque le
nombre d’entrées de contrôle est limité par rapport aux nombres de degrés de liberté 1. A titre d’exemple, on peut
citer la régulation de l’énergie de balancement d’un pendule [Chung and Hauser, 1995] ou encore l’asservissement
angulaire d’un bras avec une liaison active et une autre passive [Freidovich et al., 2008].
Imposer un régime permanent périodique peut améliorer la performance de l’asservissement et même stabiliser
certains systèmes n’admettant pas de points d’équilibre stables.
Jusqu’à présent, la périodicité est un qualiﬁcatif qui a été attribué aux solutions du système dynamique et
non au système lui-même. L’origine des modèles dont les coeﬃcients varient périodiquement dans le temps est
maintenant discutée et leur intérêt est justiﬁé.
Loi de commande périodique Le fait que la loi u1 dépende du temps de façon périodique est la première
cause de périodicité du modèle asservi (2) lui-même. Si l’on note T , la valeur de cette période, alors (2) adopte
la formulation suivante :
x˙1 = fcl(x1, u1(t, x1)) = fcl(t, x1) (3)
et devient elle-même périodique puisque fcl(t+ T, x1) = fcl(t, x1), quels que soient t et x1.
Dans quelles situations, un contrôle périodique est-il nécessaire ? La réponse à cette question dépend à
la fois du système et du régime permanent recherché. La discussion précédente a montré qu’une équation
diﬀérentielle invariante dans le temps pouvait admettre une trajectoire périodique comme solution. Choisir un
régime permanent x(t) périodique n’implique donc pas nécessairement que la loi u1 soit elle-même périodique.
Néanmoins, les travaux précédemment cités [Chung and Hauser, 1995, Freidovich et al., 2008] montrent que
dans certaines situations, imposer un régime permanent périodique est largement facilité par l’usage du contrôle
périodique.
D’autre part, il existe des systèmes pour lesquels aucun asservissement invariant dans le temps ne peut
imposer de points d’équilibre stables alors que cette obstruction disparaît dès lors que la loi de commande peut
être considérée comme périodique. Ce cas de ﬁgure est rencontré dans [Morin et al., 1995] : l’asservissement
de l’orientation d’un satellite autour de son centre de gravité avec uniquement deux axes commandables est
impossible via une fonction u1 invariante dans le temps alors qu’une loi périodique apporte une solution à ce
problème. Il a également été démontré que certains systèmes incertains ne peuvent être stabilisés de façon robuste
(c’est-à-dire quelles que soient les incertitudes) qu’en ayant recours à la commande périodique [Khargonekar
et al., 1985].
Une loi de commande périodique peut imposer certains régimes permanents stables (y compris des points
d’équilibre) à des systèmes particuliers, alors qu’aucune loi de commande (statique ou dynamique) invariante
dans le temps n’en est capable.
Intégration partielle de la dynamique Les modèles à coeﬃcients périodiques peuvent également être vus
comme un moyen de modéliser les systèmes complexes mettant en jeu des phénomènes périodiques.
On suppose que x2(t) décrit les caractéristiques physiologiques d’une plante : sa taille, sa teneur en eau,
etc. Dans un environnement naturel, la dynamique de x2(t) dépend des conditions météorologiques journalières
moyennes. Ces grandeurs dépendent elles-mêmes du mécanisme des saisons qui est une conséquence de l’incli-
naison de l’axe de rotation de la Terre et de sa rotation autour du soleil. Si x1(t) caractérise la position de la
Terre sur son orbite, la dynamique de la plante est décrite par (1) et l’équation suivante
x˙2 = g(x1, x2) (4)
Le modèle alors obtenu est de grandes dimensions, ce qui constitue un frein à son analyse. Or, la trajectoire de
la Terre autour du soleil est relativement prévisible. Par conséquent, il est possible d’obtenir la solution x1(t)
de (1) aﬁn de reformuler la dynamique de x2 comme suit :
x˙2 = g(x1(t), x2) = g(t, x2)
Cette relation ne dépend plus de x1 mais uniquement de t. De plus, puisque x1(t) est périodique, g hérite alors
de cette qualité.
1. Cette notion est intimement liée au concept de systèmes nonholonomiques. Sur ce sujet, on pourra consulter [Bloch, 2003,
Bloch et al., 2005].
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Cette discussion peut être généralisée à tous les modèles dont la dynamique peut-être structurée en cas-
cade avec un sous-système supérieur délivrant une réponse périodique. La ﬁgure 2 illustre cette conﬁguration.
L’intégration d’une sous-dynamique périodique permet donc de décrire certains systèmes complexes grâce à un
x1Sous-système supérieur
x˙1 = f(x1) x˙2 = g(x1, x2)
Sous-système inférieur
Figure 2 – Structure en cascade permettant l’intégration partielle de la dynamique
modèle dépendant périodiquement du temps. On précise ﬁnalement que le problème consistant à exprimer la
dynamique d’un modèle invariant dans le temps à proximité d’une trajectoire périodique peut se reformuler
dans ce cadre.
Considérer des modèles périodiques permet de réduire, par intégration partielle, la taille des modèles
impliquant des phénomènes périodiques.
Cet usage est connu de longue date puisque, dès le XIXème siècle, les travaux précurseurs de Mathieu et
Hill s’intéressent à la modélisation de phénomènes physiques présentant naturellement des oscillations grâce
aux équations diﬀérentielles à coeﬃcients périodiques [Mathieu, 1868, Hill, 1886]. Faraday et Rayleigh ont fait
également usage de cette classe d’équations dans leurs travaux [Faraday, 1831, Rayleigh, 1883]. Plus récemment,
la dynamique de pâles d’hélicoptères [Bittanti and Lovera, 1996] ou d’éoliennes [Stol and Balas, 2001] a été
modélisée de la sorte. La discussion à venir montre que ce type de modèle constitue un outil pertinent pour
rendre compte de l’inﬂuence de l’environnement sur la dynamique de rotation d’un satellite autour de son centre
de gravité.
Utilisation de la périodicité pour le contrôle de satellite
La discussion précédente sur le concept de périodicité pour l’automatique est maintenant illustrée sur le
problème d’asservissement du mouvement d’un satellite autour de la Terre, dont un des aspects est central pour
cette thèse.
Le mouvement orbital périodique est le seul régime permanent stabilisable Un satellite est essen-
tiellement une plate-forme capable d’orienter un objet (la charge utile) dans une direction donnée à partir d’une
position éloignée de la Terre. Pour relever ce déﬁ technique, la première diﬃculté consiste à maintenir la distance
qui sépare le satellite de la Terre dans une certaine plage. On précise immédiatement que l’utilisation de rétro-
fusées s’opposant à l’attraction terrestre n’est pas une solution admissible du point de vue pratique en raison
de la dépense énergétique très importante qu’elle requiert. Si l’on fait abstraction des forces gravitationnelles
générées par les autres astres, le satellite ne peut donc être maintenu à une position ﬁxe dans un référentiel
inertiel centré sur la Terre. En d’autres termes, il s’agit d’un problème pour lequel la limitation des actionneurs
ne permet pas de créer de points équilibres stables. La solution bien connue à ce problème consiste à créer un
mouvement périodique particulier du satellite autour de la Terre. L’unique (et faible) eﬀort de commande requis
consiste alors à rejeter les perturbations déviant le satellite d’une trajectoire naturellement stable. Cette dis-
cussion fournit un nouvel exemple de problèmes pour lequel le seul régime permanent stable du modèle asservi
est une trajectoire périodique, correspondant ici à l’orbite du satellite.
Principe et motivation du contrôle d’attitude La seconde diﬃculté technique associée à la commande
de satellite consiste à commander la direction dans laquelle la charge utile est orientée. On considère que ce
problème se résume à asservir l’orientation (également appelée attitude) du satellite lui-même par rapport à
un référentiel externe. Cette thèse se focalise principalement sur la dynamique d’attitude, correspondant au
mouvement du satellite autour de son centre de gravité.
Le système de contrôle d’attitude s’appuie sur des capteurs déterminant l’orientation du satellite et modiﬁe
son orientation via des actionneurs créateurs de couples. Ce problème d’automatique a été intensivement étudié
depuis l’avènement de l’ère spatiale [Hugues, 1986, Sidi, 1997, Wertz, 1978]. Il existe des solutions permettant
d’asservir globalement la dynamique d’attitude du satellite [Wen and Kreutz-Delgado, 1991, Fjellstad and
Fossen, 1994]. Toutefois, ces deux derniers travaux font abstraction de l’inﬂuence qu’exerce l’environnement du
satellite sur la dynamique d’attitude. Si des eﬀorts ont été entrepris en ce sens [Lovera, 2001, Wiśniewski and
4 INTRODUCTION
Stoustrup, 2004], obtenir une loi de commande prenant pleinement en considération cet environnement est une
question largement ouverte à laquelle cette thèse cherche à donner des éléments de réponse.
L’environnement est périodique et incertain La dynamique du satellite est liée à son environnement
par l’intermédiaire des perturbations et via certains actionneurs au mode de fonctionnement particulier. Or
cet environnement évolue en fonction de la position du satellite sur son orbite. On retrouve alors le schéma en
cascade de la ﬁgure 2 si l’on paramètre la position et l’orientation du satellite par x1 et x2 respectivement. La
trajectoire orbitale étant périodique, il est possible de modéliser la dynamique d’attitude à l’aide d’un modèle
périodique, via l’intégration de la dynamique orbitale. Ce type de modélisation permet alors de faire abstraction
des équations régissant le déplacement du satellite sur son orbite pour se focaliser sur le mouvement d’attitude
et réduire ainsi la taille du modèle.
On peut montrer que le champ magnétique terrestre inﬂue sur l’attitude du satellite [Hugues, 1986]. Dans
le cas non-perturbé, il existe des modèles permettant d’accéder à cette variable environnementale avec une
bonne précision. Cependant, les particules chargées émises par le soleil perturbent cette grandeur de façon
imprévisible [Hugues, 1986]. Cet exemple, parmi d’autres, illustre la diﬃculté d’obtenir une information ﬁable
sur l’environnement du satellite. Dans ce contexte, l’objectif de l’asservissement est donc de garantir la stabilité
et un certain niveau de performance du système asservi, pour un ensemble de conditions de fonctionnement. Il
s’agit de la commande robuste.
Cette discussion montre que les modèles périodiques et incertains permettent de rendre compte de l’inﬂuence
qu’exerce l’environnement sur la dynamique d’attitude du satellite.
Analyse et commande robustes de modèles périodiques
D’après la discussion précédente, prendre en compte l’environnement pour le problème du contrôle d’attitude
oriente naturellement vers des modèles périodiques et incertains. Comment analyser ces systèmes ? Comment
leur imposer un régime permanent stable et satisfaisant les performances requises ?
Cas des modèles périodiques sans incertitudes A la ﬁn du XIXème siècle, Floquet entreprend une étude
systématique des équations diﬀérentielles linéaires à coeﬃcients périodiques [Floquet, 1883]. Lyapunov le suivra
dans cette voie quelques années plus tard [Lyapunov, 1896]. Leurs travaux ont permis d’associer à ces équations
un modèle dynamique invariant dans le temps lié au premier par une tranformation linéaire périodique. Un
corollaire de ce résultat conduit à une condition nécessaire et suﬃsante pour que l’ensemble des trajectoires du
système converge vers 0 lorsque t → +∞. L’existence de ce lien met en lumière la nature duale du concept de
périodicité, à la frontière entre la variation temporelle et la stationnarité. Ainsi, ce type de modèle est considéré
comme un pont entre les modèles variants et invariants dans le temps et font souvent l’objet d’un chapitre dans
les ouvrages traitant des systèmes dynamiques ou des équations diﬀérentielles.
Depuis ces travaux pionniers, l’analyse des modèles périodiques linéaires (stabilité, normes H2 et H∞) est
relativement bien maîtrisée, en temps continu [Colaneri, 2005] comme en temps discret [Bittanti and Colaneri,
1996]. Sur ce dernier cas, on notera la parution récente de la monographie [Bittanti and Colaneri, 2008] appelée
à devenir une référence en la matière. Les propriétés structurelles de ces modèles (commandabilité, observabilité,
atteignabilité et reconstructibilité), leurs reformulations invariantes dans le temps, les réalisations sous formes
de modèles d’états sont autant d’aspects (parmi d’autres) traités en détails par cet ouvrage.
L’intérêt pour le contrôle périodique, c’est-à-dire le problème de recherche d’une loi de commande périodique,
est apparu relativement tôt dans l’histoire de l’automatique puisque les premières applications datent des années
60 [Bailey, 1974, Horn and Lin, 1967]. Ces travaux utilisent le contrôle périodique pour imposer un régime
permanent lui-même périodique au système asservi. Le développement de ces techniques dans le monde industriel
a toutefois pâti d’une réputation de complexité superﬂue [Bittanti and Colaneri, 2008]. De nos jours, les nouvelles
technologies numériques ainsi que les dernières avancées théoriques (placement de pôles [Brunovsky, 1970],
synthèse par retour d’état H2 [Wiśniewski and Stoustrup, 2001] et H∞ [Bittanti and Colaneri, 2008], LQG
[Bittanti and P.Colaneri, 1999, Bittanti and Colaneri, 2008], logique ﬂoue [Kerkeni et al., 2009]) ouvrent la voie
à une utilisation beaucoup plus large de ces méthodes. Ainsi, la commande périodique a pû être appliquée aux
domaines de la commande des pâles d’hélicoptères [Bittanti and Lovera, 1996] ou d’éoliennes [Stol and Balas,
2001] ou au problème du contrôle d’attitude utilisant des magnéto-coupleurs [Lovera, 2001, Wiśniewski and
Stoustrup, 2004].
Contrôle périodique robuste Si les bases de l’analyse et de la commande de systèmes périodiques sont
maintenant bien établies, certains aspects de cette théorie sont encore relativement peu explorés. La traitement
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de la robustesse des modèles périodiques en est un exemple ﬂagrant.
Le théorie de la commande robuste est l’un des courants de l’automatique les plus actifs depuis la ﬁn des
années 70 [Dullerud and Paganini, 2000]. Ce développement trouve son origine dans l’observation suivante : pour
donner une représentation ﬁdèle de la réalité, les modèles de systèmes complexes doivent être de grande taille
et fortement non-linéaire. Or ces particularités les rendent diﬃciles à simuler et à caractériser. Par conséquent,
tout modèle est le résultat d’un compromis entre complexité et précision. Partant de ce constat, la commande
robuste se donne pour objectif de concevoir un système de commande tolérant les incertitudes de modélisation
et les perturbations environnementales non prises en compte par le modèle [Dullerud and Paganini, 2000]. On
précise immédiatement que la robustesse est un concept relatif : elle ne peut être envisagée que pour un certain
type d’incertitudes et pour une certaine classe de perturbations, et non dans l’absolu. La déﬁnition du périmètre
pour lequel les spéciﬁcations de l’asservissement devront être vériﬁées fait partie de la tâche de traduction des
spéciﬁcations.
Les méthodes basées sur des inégalités matricielles linéaires (Linear Matrix Inequalities en anglais) ont
fait preuve d’une remarquable adéquation avec ce type de problème [Boyd et al., 1997]. Elles s’appuient sur la
programmation semi-déﬁnie (SemiDeﬁnite Programming selon la terminologie anglo-saxonne) s’intéressant à des
problèmes d’optimisation d’un critère linéaire sous contraintes LMI. L’usage de ces méthodes en automatique a
connu un essort très important à partir des années 90 pour les raisons suivantes :
– eﬃcacité de la résolution numérique : la méthode des points intérieurs, développée à cette période
[Nesterov et al., 1994], permet de trouver l’optimum global d’un problème SDP en temps polynomial ;
– adéquation avec les problèmes de robustesse : il existe des approches systématiques permettant de
reformuler les problèmes de robustesse sous une forme SDP [El Ghaoui and Niculescu, 2000] ;
– prise en compte de problèmes multi-critères : il est possible de combiner plusieurs critères évaluant
la qualité d’une solution sous la forme d’un unique problème SDP.
Parmi les nombreuses stratégies existantes pour utiliser ces outils, l’approche des variables de relaxation [de Oli-
veira et al., 1999, Peaucelle et al., 2000] (slack variables, selon le terme anglo-saxon consacré dans la littérature)
a fait la preuve de sa pertinence dans de nombreux contextes [Ebihara et al., 2009b, Ebihara and Peaucelle,
2005, Ebihara et al., 2011].
Contrôle périodique robuste à mémoire Poursuivant dans cette voie, cette thèse s’intéresse aux techniques
LMI conduisant à des correcteurs périodiques assurant la stabilité et la performance robuste du modèle asservi.
Il existe relativement peu de travaux sur le sujet. Pour les problèmes de stabilisation robuste, on peut citer
[Bittanti and Colaneri, 1999, de Souza and Troﬁno, 2000]. La synthèse H2 pour des modèles périodiques soumis
à des incertitudes polytopiques a été traitée dans [Farges et al., 2007].
Récemment, le problème de synthèse H∞ périodique a été abordé de façon atypique et prometteuse [Ebihara
et al., 2011] : les lois de commande obtenues construisent l’entrée de commande à partir non seulement de
l’état instantané du système mais également de l’historique des états conservés en mémoire. Ces correcteurs
« à mémoire »ont permis de repousser les limites des performances robustes des modèles asservis, obtenues
jusqu’alors.
En poursuivant dans cette direction, cette thèse vise à contribuer à l’enrichissement de la théorie à destination
des modèles périodiques à temps discret.
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Objectifs et contributions
But de la thèse
La prise en compte plus aﬃrmée des problématiques liées à l’environnement des satellites est un axe de
développement majeur pour le contrôle d’attitude. Elle permettra notamment une meilleure utilisation des
magnéto-coupleurs, ces actionneurs s’appuyant sur le champ géomagnétique pour créer un couple de commande.
Les discussions précédentes ont mis en évidence les aspects périodiques et incertains de cet environnement.
Cette observation oriente vers les modèles à coeﬃcients périodiques, capables de rendre compte de ce type de
phénomènes tout en conservant une taille réduite.
En présence d’un tel modèle, il semble naturel d’utiliser une loi de commande robuste et périodique. En la
matière, l’introduction récente des correcteurs à mémoire a mis en place un cadre stimulant et prometteur dans
lequel les méthodes LMI jouent un rôle de premier plan. Toutefois, ce domaine de recherche manque encore
d’outils d’analyse et de commande suﬃsamment ﬂexibles.
Cette thèse poursuit donc deux objectifs :
1. développer de nouveaux outils LMI pour les correcteurs périodiques robustes à mémoire ;
2. prendre en compte les aspects périodiques et incertains du contrôle d’attitude de satellite.
Plan et contributions
Le plan de la thèse découle de ses objectifs et s’articule en deux parties :
Partie 1 : Analyse et commande de systèmes périodiques par des méthodes LMI
Chapitre 1 : Stabilité robuste des modèles linéaires périodiques : analyse et synthèse
Résumé : Cette thèse se focalise sur les modèles polytopiques périodiques à temps-discret équipés de canaux
de performances. Le premier chapitre propose d’évaluer et de mettre en relation les diﬀérentes techniques LMI
utilisables dans ce cadre à travers une approche didactique. Conformément aux dernières avancées en la matière,
l’accent est mis sur la technique des variables de relaxation conduisant à des conditions LMI dites « étendues ».
Contributions principales :
Approche uniﬁante et didactique pour l’analyse et la synthèse de modèles périodiques à temps-discret via des
méthodes LMI.
Contributions complémentaires :
– première utilisation des méthodes de relaxation à convergence asymptotique (Pólya et Putinar) pour
l’analyse robuste de stabilité de modèles périodiques polytopiques (section 1.2.4) ;
– première interprétation des variables additionnelles des LMI étendues dans ce contexte (section 1.4) ;
– paramétrisation inédite des théorèmes de synthèse de correcteurs périodiques (section 1.5.4) ;
– pour le théorème de synthèse conduisant à un correcteur 2-périodique avec mémoire, démonstration de
l’existence d’une paramétrisation n’induisant aucun conversatisme additionnel par rapport à la condition
d’analyse associée (section 1.5.4).
Chapitre 2 : Analyse et synthèse pour les lois de commande périodiques à mémoire
Résumé : Dans ce second chapitre, les travaux de [Ebihara et al., 2011] sur les correcteurs à mémoire
sont étendus pour pouvoir prendre en considération une forme plus générique de ces lois de commande. Cette
généralisation intègre les contributions des travaux [Ebihara, 2012, Ebihara et al., 2009a, 2011, 2008a]. Elle
requiert une méthodologie inédite, totalement diﬀérente de la démarche employée dans [Ebihara et al., 2011].
Les problèmes de stabilité et de performances H2 et H∞ sont traités.
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Contributions principales :
Nouveaux outils de synthèse et d’analyse pour les lois de commande à mémoire périodiques à temps-discret
considérant la stabilisation et la performance H2 et H∞ [Trégouët et al., 2011a, 2012a,b,c]
Contributions complémentaires :
– nouveaux outils d’analyse robuste pour les modèles périodiques, polynomiaux et polytopiques (section 2.6) ;
– nouveau regard sur la dualité des systèmes périodiques polynomiaux (section 2.5).
Partie 2 : Contrôle d’attitude périodique et robuste de satellites
Chapitre 3 : Modélisation du mouvement d’attitude de satellites équipés de roues à réaction et de
magnéto-coupleurs
Résumé : Les modèles utilisés dans la littérature pour traiter les aspects périodiques du contrôle d’attitude
forment un ensemble très hétérogène. Diﬀérents types de pointage, d’actionneurs, de modèle de champs magné-
tique et de perturbations sont considérés. Face à ce constat, le chapitre 3 s’eﬀorce de contribuer à l’eﬀort de
modélisation en proposant un cadre uniﬁé pour ce type de problème. L’accent est mis en particulier sur la mo-
délisation du champ magnétique terrestre sur lequel s’appuient les magnéto-coupleurs pour créer un couple de
commande. Ce chapitre met également à jour les diﬃcultés liées à la déﬁnition d’une trajectoire de linéarisation
dans ce contexte.
Contributions principales :
Modélisation générique du problème de contrôle d’attitude avec magnéto-coupleurs et roues à réaction pour
diﬀérents cas de pointage.
Contributions complémentaires :
– redéﬁnition des conditions de validité des modèles linéarisés (section 3.5.3).
Chapitre 4 : Contrôle d’attitude robuste et périodique en utilisant des roues à réactions et des
magnéto-coupleurs
Résumé : Les résultats précédents sont utilisés pour mettre en œuvre plusieurs stratégies de contrôle
visant à asservir l’attitude du satellite dans son environnement périodique, tout en tenant compte de certaines
limitations des actionneurs. La gestion du moment cinétique des roues bénéﬁcie notamment d’un traitement
particulier. L’approche classique de la littérature est d’abord revisitée pour lui donner un cadre rigoureux.
Les fondements de cette démarche, consistant à attribuer à chacun des actionneurs une tâche prédéﬁnie, sont
ensuite questionnés. Aﬁn de traiter l’eﬀort de commande de façon globale, une loi de commande linéaire et
périodique est obtenue par des méthodes LMI. Pour accroître la robustesse vis-à-vis des conditions initiales et
s’aﬀranchir des diﬃcultés liées à la linéarisation, le problème est redéﬁnie dans un nouveau cadre utilisant une
structure de commande non-linéaire. Les théorèmes de synthèse LMI conduisant à des correcteurs périodiques
sont ré-employés dans ce nouveau contexte.
Contributions principales :
Conception d’une loi de commande périodique et robuste garantissant l’asservissement conjoint de l’attitude et
de la vitesse des roues dans un environnement périodique.
Contributions complémentaires :
– nouveau cadre rigoureux pour le problème de régulation du moment cinétique des roues par les magnéto-
coupleurs (section 4.4) ;
– première mise en œuvre d’une approche linéaire périodique utilisant conjointement les roues à réaction et
les magnéto-coupleurs (section 4.5) [Trégouët et al., 2011b,c] ;
– nouvelle structure de commande non-linéaire considérant l’eﬀort de commande global (section 4.6).
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Première partie
Analyse et commande robuste et
périodique par des méthodes LMI
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Chapitre 1
Stabilité robuste des modèles linéaires
périodiques : analyse et synthèse
1.1 Introduction
Les deux premiers chapitres de cette thèse s’intéressent aux modèles linéaires (en l’état et les entrées/sorties)
dont les coeﬃcients varient dans le temps de façon périodique. Cette étude se concentre sur les modèles à
temps discret et incertains. Cette dernière caractéristique peut être traduite en faisant dépendre le modèle d’un
signal d’incertitude noté θ, composé de termes réels ou complexes. Le premier cas correspond aux incertitudes
paramétriques, liées principalement à la méconnaissance de la valeur exacte des paramètres du modèle, tandis
que le second correspond à une perturbation issue d’un modèle invariant dans le temps, générateur d’un signal
dont la plage de fréquence est connue (ou peut-être approchée).
Dans le cas des incertitudes paramétriques, il existe des techniques permettant de traiter les problèmes
d’analyse et de synthèse robuste directement à partir de modèle aﬃnes en θ [Barmish, 1994, Bernussou et al.,
1989, de Oliveira et al., 1999, Peaucelle et al., 2000]. En l’absence de cette caractéristique, il est possible d’utiliser
la transformé linéaire fractionnaire (ou LFT pour Linear Fractional Transformation selon le terme anglo-saxon)
pour obtenir une formulation accessible à l’analyse et la synthèse. Les incertitudes θ sont alors extraites du
modèle grâce à une boucle externe [Doyle et al., 1991, Duc and Font, 1999, Zhou and Doyle, 1998]. Dans les
deux cas, le domaine auquel appartient les incertitudes est, en général, parallélotopique ou polytopique ou borné
réel ou H-dissipatif ou une combinaison de ces quatres types d’ensembles [Peaucelle, 2000].
Au regard de cette typologie, les deux premiers chapitres de cette thèse se focalisent sur le cas suivant :
– les incertitudes sont paramétriques (θ est réelle) et invariantes dans le temps ;
– le modèle est aﬃne en les paramètres incertains ;
– les incertitudes appartiennent à un ensemble polytopique.
La pertinence de l’utilisation des LMI pour l’analyse et la synthèse de modèles soumis à ce type d’incertitude
a été démontrée à de multiples reprises [Bernussou et al., 1989, de Oliveira et al., 1999, Peaucelle et al., 2000,
Chesi et al., 2004]. Cette thèse poursuit dans cette direction en faisant usage de ces techniques.
En résumé, les coeﬃcients des modèles linéaires considérés sont variants dans le temps de façon périodique
mais soumis, de façon linéaire, à des incertitudes réelles invariantes dans le temps et appartenant à un domaine
polytopique.
Ce premier chapitre vise à donner une vision d’ensemble des techniques LMI disponibles pour l’analyse et
la synthèse de correcteurs pour ce type de modèle. Pour rendre l’exposé à la fois accessible et précis, on se
restreint à l’étude du problème de stabilité dans le cas des modèles périodiques de période 2, appelés « modèles
2-périodiques ». Ce cadre permet en eﬀet de rendre compte de toute la diﬃculté du problème sans alourdir les
développements inutilement. La forme générale de ces résultats est donnée dans l’annexe B pour les modèles
N -périodiques.
La première section de ce chapitre discute de résultats préliminaires, tant pour l’analyse que la commande
robuste. L’objectif est de construire le socle sur lequel s’appuie les sections suivantes. Ces dernières font un
usage intensif de l’approche des variables de relaxation [de Oliveira et al., 1999, Peaucelle et al., 2000] (slack
variables dans la teminologie anglo-saxonne) conduisant à des LMIs qualiﬁées d’étendues. Cette technique
est d’abord abordée dans le cadre du modèle nominal (sans incertitudes) par la section 3. L’interprétation
des variables additionnelles est l’objet de la section 4. Les conclusions obtenues permettent alors de proposer
plusieurs conditions d’analyse et de synthèse robuste étendues dans la section 5, dont la qualité est ensuite
évaluée grâce à des exemples numériques.
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1.2 Résultats préliminaires d’analyse et de synthèse robuste
1.2.1 Déﬁnition des problèmes
On considère le système dynamique Σ donné par la représentation d’état linéaire, à temps-discret et 2-
périodique suivante :
Σ : x2q+k+1 = A
ol
k x2q+k +Buku2q+k, ∀q ∈ N, ∀k ∈ {0, 1} (1.1)
où 1 x2q+k ∈ Rn est le vecteur d’état et u2q+k ∈ Rmu est l’entrée de commande.
Lorsque le modèle Σ est issu de la modélisation du processus à commander, il est fréquent que ses matrices se
réfèrent à des paramètres physiques dont les valeurs numériques appartiennent à une certaine plage d’incertitude.
Classiquement, une telle situation est modélisée en considérant que les matrices Ak et Buk appartiennent à un
ensemble paramétré par un vecteur d’incertitude invariant dans le temps noté θ ∈ Θ. On fait ici deux hypothèses :
premièrement, l’ensemble Θ correspond au L-simplex standard déﬁni par
Θ =
{
θ ∈ RL : θi ≥ 0,
L∑
i=1
θi = 1
}
où θi désigne le i-ième élément de θ, et, deuxièmement, les matrices Ak et Buk sont linéaires par rapport à θ.
L’égalité suivante est donc satisfaite :[
Aol0 (θ) Bu0(θ)
Aol1 (θ) Bu1(θ)
]
=
L∑
i=1
θi
[
A
ol[i]
0 B
[i]
u0
A
ol[i]
1 B
[i]
u1
]
, ∀θ ∈ Θ
où les matrices Aol[i]k et B
[i]
uk, avec k = {0, 1}, caractérisent les sommets du polytope déﬁnissant Σ(θ). L’ensemble
auquel appartient les matrices de Σcl(θ) hérite donc des propriétés de Θ et est polytopique et convexe.
Σ(θ) : x2q+k+1 = A
ol
k (θ)x2q+k +Buk(θ)u2q+k, ∀q ∈ N, ∀k ∈ {0, 1} (1.2a)
avec [
Aol0 (θ) Bu0(θ)
Aol1 (θ) Bu1(θ)
]
= co
{[
A
ol[1]
0 B
[1]
u0
A
ol[1]
1 B
[1]
u1
]
, · · · ,
[
A
ol[L]
0 B
[L]
u0
A
ol[L]
1 B
[L]
u1
]}
, ∀θ ∈ Θ (1.2b)
Ces incertitudes peuvent avoir une inﬂuence sur la stabilité du modèle. C’est la raison pour laquelle, on
déﬁnit à présent la notion de stabilité robuste et asymptotique.
Déﬁnition 1. [Stabilité robuste] Le modèle Σcl(θ), déﬁnit par (1.2), est stable robustement si et seulement s’il
est asymptotiquement stable quel que soit θ ∈ Θ. ◦
En premier lieu, on s’intéresse au problème de synthèse de correcteur stabilisant Σ(θ) en boucle fermée, quel
que soit θ ∈ Θ. On suppose que la mesure de l’état est disponible de sorte qu’il est possible de déﬁnir la loi de
commande par retour d’état périodique suivante :
u2q+k = Kkx2q+k (1.3)
Problème 1. [Synthèse robuste] A partir du modèle en boucle ouverte Σ(θ), calculer les gains d’une loi de
commande (1.3) assurant la stabilité robuste et asymptotique de la boucle fermée constituée de (1.2) et (1.3).
◦
La dynamique de la boucle fermée Σcl ainsi obtenue est décrite par l’équation suivante :
Σcl(θ) : x2q+k+1 = Ak(θ)x2q+k, ∀q ∈ N, ∀k ∈ {0, 1} (1.4a)
avec [
A0(θ)
A1(θ)
]
= co
{[
A
[1]
0
A
[1]
1
]
, · · · ,
[
A
[L]
0
A
[L]
1
]}
, ∀θ ∈ Θ (1.4b)
où
Ak(θ) = A
ol
k (θ) +Buk(θ)Kk, ∀k ∈ {0, 1} (1.5)
L’analyse de la stabilité de Σcl(θ) constitue le second problème retenant notre attention.
1. Bien que la dimension de ces signaux est supposée constante, tous les résultats présentés dans cette thèse peuvent être
facilement étendus au cas où n et mu varient au cours de la période.
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Problème 2. [Analyse robuste] Montrer que le modèle autonome Σcl(θ) est stable asymptotiquement et ro-
bustement. ◦
Remarque. D’après [Hinrichsen and Pritchard, 2005], pour les modèles linéaires périodiques et à temps discret,
la stabilité asymptotique est équivalente à la stabilité exponentielle, uniforme et globale. C’est la raison pour
laquelle ces qualiﬁcatifs sont éludés pour ne parler que de stabilité asymptotique. ◦
Tel qu’il est présenté ici, le problème d’analyse permet d’étudier le comportement dynamique de la boucle
fermée, une fois le correcteur obtenu. Toutefois, dans une démarche visant à établir des conditions de synthèse,
on aborde d’abord le problème d’analyse aﬁn de déterminer les conditions que doit remplir le correcteur pour
assurer la stabilité en boucle fermée. Cette thèse s’appuie sur cette seconde approche.
1.2.2 Analyse de stabilité des modèles périodiques linéaires
On considère le modèle périodique autonome linéaire suivant :
Σcl : x2q+k+1 = Akx2q+k, ∀q ∈ N, ∀k ∈ {0, 1} (1.6)
Cette formulation est adoptée par tout système issu de Σcl(θ) pour une valeur particulière du vecteur d’incer-
titude θ.
L’opérateur de transition d’état, noté Φ, établit le lien entre les états de ce système considérés à deux instants
diﬀérents. En notant t0 = 2q0 + k0 et t = 2q + k ces deux instants, on a donc
xt = Φ(t, t0)xt0 , ∀t ≥ t0 (1.7)
Dans le cas du modèle (1.6), on en déduit l’expression de Φ :
∀t ≥ t0, Φ(t, t0) =
{
1n, (t = t0)
At−1At−2 · · ·At0 , (t > t0) (1.8)
Stabilité et matrice de monodromie Comme tout modèle linéaire variant dans le temps, l’analyse de la
stabilité de Σcl au sens de Lyapunov correspond à l’étude de sa réponse libre. Celle-ci dépend des conditions
initiales. Le système est dit stable (asymptotiquement stable) si tout état initial donne lieu à une réponse libre
bornée (convergeant vers zéro). En s’appuyant sur l’opérateur Φ déﬁni par (1.7), ces déﬁnitions peuvent être
traduites de la façon suivante :
Déﬁnition 2. [[Hinrichsen and Pritchard, 2005]] On considère les deux instants t0 = 2q0 + k0 et t = 2q + k.
Pour le modèle Σcl, les notions de stabilité et de stabilité asymptotique sont déﬁnies comme suit :
Stabilité : ∀‖x(t0)‖ ∈ R, ∃M : ‖Φ(t, t0)‖ ≤ M, ∀t ≥ t0 (1.9a)
Stabilité asymptotique : ∀‖x(t0)‖ ∈ R, lim
t→+∞
‖Φ(t, t0)‖ = 0 (1.9b)
◦
Cette déﬁnition suggère que pour statuer sur la stabilité du Σcl il est nécessaire d’analyser la matrice Φ sous
sa forme générale. Or, de façon tout à fait remarquable, dans le cas particulier des modèles périodiques, il est
possible de conclure en n’examinant qu’un cas particulier de Φ, nommé matrice de monodromie. Cette matrice
particulière est préalablement déﬁnie et ses propriétés les plus remarquables sont rappelées.
Déﬁnition 3. La matrice de monodromie, notée Ψτ , correspond à la matrice de transition d’état sur une
période à partir d’un instant τ ∈ {0, 1} :
Ψτ = Φ(τ + 2, τ) (1.10)
◦
On vériﬁera aisément que la périodicité de Ak implique la bipériodicité de Φ(k, τ), c’est-à-dire Φ(k+2, τ+2) =
Φ(k, τ). De cette propriété, on déduit que Ψτ est périodique : Ψτ+2 = Ψτ . Ceci explique pourquoi τ ∈ {0, 1}
dans la déﬁnition précédente. L’indépendance des valeurs propres non nulles de Ψτ par rapport à τ est une
autre propriété remarquable de Ψτ .
On énonce maintenant le théorème central de l’étude de la stabilité des modèles linéaires et périodiques.
Théorème 1 ([Hinrichsen and Pritchard, 2005]). Σcl est asymptotiquement stable si et seulement si les valeurs
propres de Ψτ sont situées dans le cercle unité ouvert.
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Ce théorème met en lumière le lien très fort qu’entretiennent les modèles périodiques avec le cas, plus simple,
des systèmes à temps-invariant. Ainsi, le corollaire suivant peut être établit par application directe des propriétés
bien connues des modèles LTI.
Corollaire 1. On considère le modèle temps-invariant Γτm, associé à un instant arbitraire τ ∈ {0, 1}.
Γτm : η
τ
q+1 = Ψτη
τ
q (1.11)
Les trois propositions suivantes sont alors équivalentes :
(i) le modèle Σcl est asymptotiquement stable,
(ii) Γτm est asymptotiquement stable, quel que soit τ ∈ {0, 1},
(iii) il existe τ ∈ {0, 1}, tel que Γτm est asymptotiquement stable.
D’après (1.7) et (1.10), le vecteur ητq peut être identiﬁé à x2q+τ . Par conséquent, Σcl est stable si et seulement
si la réponse libre du système à une condition initiale quelconque est telle que
∃τ ∈ {0, 1} : lim
q→+∞
‖x2q+τ‖ = 0
En d’autres termes, il est possible de conclure sur la stabilité de Σcl en n’examinant l’évolution de la norme
de x2q+k qu’une fois toutes les périodes. Cette remarque est au cœur de l’étude de la stabilité de Σcl via la
méthode directe de Lyapunov.
Remarque. Il est notable que la condition de stabilité énoncée pour le théorème 1 est également valable pour
les modèles périodiques à temps continu, bien que la déﬁnition de la matrice de monodromie soit diﬀérente
[Colaneri, 2005]. ◦
Méthode directe de Lyapunov Dans le cas où le modèle est soumis à des incertitudes, la matrice de
monodromie dépend de θ. L’utilisation du théorème 1 est alors compromise puisqu’il requiert l’expression des
valeurs propres de cette matrice. Dans le cas général, il est très diﬃcile (voir impossible) d’obtenir ces expressions
en fonctions des incertitudes.
La seconde méthode de Lyapunov, également appelée méthode directe, oﬀre un moyen de garantir la stabilité
du modèle sans avoir recours à cette expression. Cette méthode repose sur la construction d’une fonction scalaire
V (k, xk), renvoyant une valeur pouvant être assimilée à l’énergie du système. Si cette fonction est déﬁnie positive
et strictement décroissante sur les trajectoires du système alors ce dernier est stable. Dans ce cas, une telle
fonction constitue ce que l’on nomme communément un certiﬁcat de stabilité. On notera toutefois que cette
condition d’existence d’une fonction de Lyapunov n’est que suﬃsante dans le cas général [Khalil, 2002].
La diﬃculté est évidemment de construire une fonction V (k, xk) répondant à ces exigences. Dans le cas
linéaire et temps-invariant, on peut cependant garantir que le système est stable si et seulement s’il existe une
fonction V (xk) temps-invariant, linéaire et quadratique certiﬁant sa stabilité. Ce résultat se prête particulière-
ment bien à la traduction du théorème 1 sous forme d’inégalités linéaires matricielles (LMI). Comme expliqué
en introduction, l’existence de programmes de résolution numérique très eﬃcaces conduisant à une solution de
ces inégalités plaide en faveur de ce type de formulation.
Corollaire 2. La condition suivante est nécessaire et suﬃsante pour prouver la stabilité asymptotique de Σcl :
∃P0 ∈ Sn+ : ΨT0 P0Ψ0 − P0 ≺ 0 (1.12)
avec Ψ0 = A1A0, selon la déﬁnition (1.10).
Démonstration. Selon le corollaire 1, la stabilité de Σcl et de Γ0m sont équivalentes. Or ce dernier est stable
si et seulement s’il existe une fonction V˜ (η0q ) = (η
0
q )
TP0η
0
q déﬁnie positive et strictement décroissante sur les
trajectoires du système caractérisées par η0q+1 = Ψ0η
0
q . La première exigence se traduit par P0  0 tandis que
la seconde s’écrit
∃V˜ (η0q ) = (η0q )TP0η0q : V˜ (η0q+1) < V˜ (η0q ), ∀
[
η0q
η0q+1
]
∈ R2n, [Ψ0 −1] [ η0qη0q+1
]
= 0
En utilisant la déﬁnition de V˜ (η0q ), on obtient la condition nécessaire et suﬃsante de stabilité suivante :
∃P0 ∈ Sn+ :
[
η0q
η0q+1
]T [−P0 0
0 P0
] [
η0q
η0q+1
]
< 0 telle que ∀
[
η0q
η0q+1
]
∈ R2n, [Ψ0 −1] [ η0qη0q+1
]
= 0 (1.13)
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En remarquant que [
Ψ0 −1
]T⊥T
=
[
1
Ψ0
]
le lemme d’élimination, donné dans [Skelton et al., 1997] et rappelé dans l’annexe A, permet d’aﬃrmer que cette
condition est équivalente à (1.12).
Remarque. La même procédure utilisant Γ1m au lieu de Γ
0
m donne naissance à la condition suivante, qui est
équivalente à (1.12) :
∃P1 ∈ Sn+ : ΨT1 P1Ψ1 − P1 ≺ 0 avec Ψ1 = A0A1 (1.14)
◦
En plus de (1.12) ou (1.14), la littérature fait fréquemment référence aux conditions LMI énoncées par le
corollaire suivant.
Corollaire 3 ([Bittanti and Colaneri, 2008]). Le modèle Σcl est asymptotiquement stable si et seulement si la
condition suivante est satisfaite
∃P0 ∈ Sn+, ∃P1 ∈ Sn+ :
{
AT0 P1A0 − P0 ≺ 0
AT1 P0A1 − P1 ≺ 0 (1.15)
Démonstration. Suﬃsance ( (1.15) ⇒ stabilité). La pré/postmultiplication des inégalités de (1.15) par x2q et
x2q+1 respectivement, conduit à
∃P0 ∈ Sn+, ∃P1 ∈ Sn+ :
{
xT2qA
T
0 P1A0x2q − xT2qP0x2q < 0, ∀x2q ∈ R2n
xT2q+1A
T
1 P0A1x2q+1 − xT2q+1P1x2q+1 < 0, ∀x2q+1 ∈ R2n
On déﬁnit la fonction scalaire V (k, x2q+k) = xT2q+kPkx2q+k pour k = {0, 1} et quel que soit q ∈ N. Cette
dernière est déﬁnie positive et périodique puisque V (k, x2q+k) ne dépend que de k (et pas de q). En utilisant
cette fonction et en considérant que les signaux x2q+k sont des solutions de (1.6), les conditions précédentes
peuvent être réécrites sous la forme suivante :
∀q ∈ N,
{
V (1, x2q+1)− V (0, x2q) < 0
V (0, x2q+2)− V (1, x2q+1) < 0 (1.16)
On peut alors en déduire que V (0, x2q+2) < V (0, x2q). En ré-introduisant l’expression de V (k, x2q+k) dans cette
dernière inégalité, on obtient (1.12). Par conséquent, d’après le corollaire 2, si (1.15) est vériﬁée alors Σcl est
stable.
Nécessité ( (1.15) ⇐ stabilité). La preuve de l’implication inverse est donnée dans [Bittanti and Colaneri,
2008].
Comparaison des conditions d’analyse LMI Chacun des corollaires 2 et 3 expriment des conditions
nécessaires et suﬃsantes de stabilité. Ces dernières sont donc équivalentes bien qu’elles n’adoptent pas la même
formulation. La suite de cette sous-section compare ces conditions.
Au sujet de la forme même de ces inégalités, deux remarques peuvent être faites. En premier lieu, on note
que la condition (1.15) est un problème LMI comportant deux fois plus de lignes et de variables que (1.12).
L’eﬀort de calcul requis pour la recherche de solutions est donc plus important. En second lieu, on remarque que
les matrices Ak apparaissent linéairement dans l’inégalité (1.15), alors qu’elles sont multipliées l’une à l’autre
dans (1.12).
Ces deux conditions peuvent également être comparées en faisant référence à la fonction quadratique et
périodique introduite dans la preuve du corollaire 3. On rappelle l’expression de cette dernière en allègeant la
notation de sorte que V (k, x2q+k) est notée désormais V2q+k.
V2q+k = x
T
2q+kPkx2q+k avec Pk ∈ Sn+ (1.17)
Le corollaire 3 démontre que Σcl est stable si et seulement s’il existe V2q+k donnée par (1.17) telle que
(1.15) : V2q+2 < V2q+1 < V2q, ∀q ∈ N
De plus, la correspondance entre ητq et x2q+τ établie précédemment montre que la fonction de Lyapunov V˜ (η
0
q )
utilisée dans la démonstration du corollaire 2 correspond à V2q. Σcl est donc stable si et seulement s’il existe
V2q+k donnée par (1.17) telle que
(1.12) : V2q+2 < V2q, ∀q ∈ N
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Par conséquent, (1.12) s’intéresse à la décroissance de la fonction de Lyapunov d’une période à l’autre, contraire-
ment à (1.15) qui examine continûment l’évolution de V2q+k. De façon évidente, (1.15) implique (1.12). Puisque
ces conditions sont équivalentes, la réciproque est également vraie. Pour comprendre ce résultat pouvant paraître
contre-intuitif au premier abord, on réécrit (1.12) et (1.15) comme suit :
(1.12) ⇔ ∃P0 ∈ Sn+ : xT2q+2P0x2q+2 < xT2qP0x2q
(1.15) ⇔ ∃P0 ∈ Sn+, ∃P1 ∈ Sn+ : xT2q+2P0x2q+2 < xT2q+1P1x2q+1 < xT2qP0x2q
Il est ici très important de noter que dans le cas général P0 = P1. Par conséquent, si (1.15) s’intéresse à la
décroissance continue de V2q+k, cette condition n’exige pas que la norme de x2q+k diminue à tout instant.
Autrement dit, (1.15) n’est pas équivalente à :
∃P0 ∈ Sn+ : xT2q+2P0x2q+2 < xT2q+1P0x2q+1 < xT2qP0x2q ⇒ ‖x2q+2‖ < ‖x2q+1‖ < ‖x2q‖ (1.18)
Cette remarque est représentée graphiquement par les ﬁgures 1.1 et 1.2, librement inspirées de [Böhm, 2011].
x0
x1
x2
x3
V 0(x)
V 1(x)
Figure 1.1 – Trajectoire des états d’un modèle 2-périodique stable
La ﬁgure 1.1 superpose les équipotentielles des fonctions V 0(x) = xTP0x et V 1(x) = xTP1x et la trajectoire
des états d’un modèle Σcl stable. La ﬁgure 1.2 montre l’évolution temporelle des fonctions V 0(x2q+k), V 1(x2q+k)
et V2q+k sur les trajectoires de ce même système. Ces représentations montrent que ‖x2q+k‖ peut augmenter
d’un instant à l’autre sans remettre en cause la stabilité du système caractérisée par la décroissance continue
de V2q+k ou par la diminution de V 0q (x2q+k) et V
1
q (x2q+k) d’une période à l’autre.
Cette discussion est résumée de la façon suivante : si ces deux conditions sont équivalentes, l’essence de la
notion de stabilité pour les modèles périodiques est plus facilement saisie par le corollaire 2. Le corollaire 3
quant à lui, peut être vu comme une reformulation de ce résultat destiné à :
– conditionner la stabilité de Σcl à l’existence d’une fonction scalaire continûment décroissante (non pas
d’une période à l’autre), comme dans le cas LTI ;
– découpler les matrices Ak au prix d’une augmentation des dimensions du problème LMI, à la fois en termes
du nombre de lignes et du nombre de variables.
Si le premier point peut paraître cosmétique, la suite de ce chapitre montre que le second constitue un atout
fondamental vers l’obtention de résultats de synthèse nominale et d’analyse et de synthèse quadratiques. Les
sous-sections suivantes en font l’illustration.
Remarque. Similairement, les conditions (1.14) et (1.15) peuvent être traduites de la façon suivante :
(1.14) ⇔ ∃V2q+k = (1.17) : V2q+1 < V2q−1, ∀q ∈ N
(1.15) ⇔ ∃V2q+k = (1.17) : V2q+1 < V2q < V2q−1, ∀q ∈ N
Cette reformulation renvoie aux mêmes interprétations que précédemment dans le cas où le point de départ des
périodes considérées correspond à 2q + 1 au lieu de 2q. ◦
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Figure 1.2 – Décroissance des fonctions de Lyapunov associées à un modèle 2-périodique stable
1.2.3 Synthèse par retour d’état périodique
Les expressions du modèle périodique en boucle ouverte Σ et du correcteur recherché sont données par (1.1)
et (1.3) respectivement. Elles sont rappellées ici :{
x2q+k+1 = A
ol
k x2q+k +Buku2q+k
u2q+k = Kkx2q+k
, ∀q ∈ N, ∀k ∈ {0, 1}
En boucle fermée, on obtient le modèle autonome (1.6) avec la relation suivante, correspondant à (1.5) en
l’absence d’incertitude :
Ak = A
ol
k +BukKk, ∀k ∈ {0, 1} (1.19)
Dans ce contexte, il est possible de dériver des conditions de synthèse stabilisante à partir des résultats
d’analyse de la sous-section précédente.
Théorème 2 (Synthèse nominale). [[de Souza and Troﬁno, 2000] et [Bittanti and Colaneri, 1999]] Le modèle
Σ donné par (1.1) est stabilisable asymptotiquement par la loi de commande (1.3) si et seulement si la condition
suivante est satisfaite :
∃W0 ∈ Sn+, ∃W1 ∈ Sn+,
∃Y0 ∈ Rmu×n, ∃Y1 ∈ Rmu×n :
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[−W1 Aol0 W0 +Bu0Y0
 −W0
]
≺ 0
[−W0 Aol1 W1 +Bu1Y1
 −W1
]
≺ 0
(1.20)
Les gains Kk du correcteur sont alors obtenus via la relation suivante :
Kk = YkW
−1
k (1.21)
Démonstration. La démonstration de ce résultat s’appuie sur une démarche semblable à celle existant pour le
cas à temps-invariant [Bernussou et al., 1989]. Grâce au complément de Schur, on obtient l’inégalité duale de
(1.15) :
∃W0 = P−10 ∈ Sn+, ∃W1 = P−11 ∈ Sn+ :
{
A0W0A
T
0 −W1 ≺ 0
A1W1A
T
1 −W0 ≺ 0
Après un nouveau complément de Schur, la ré-introduction des matrices de la boucle ouverte d’après la relation
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(1.19) conduit aux inéquations suivantes :
∃W0 ∈ Sn+, ∃W1 ∈ Sn+ :
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[−W1 (Aol0 +Bu0K0)W0
 −W0
]
≺ 0
[−W0 (Aol1 +Bu1K1)W1
 −W1
]
≺ 0
Ces manipulations préservent l’équivalence ce qui permet d’aﬃrmer que cette condition est toujours nécessaire
et suﬃsante pour montrer la stabilité de Σcl. La preuve se conclut par le changement de variables Yk = KkWk.
Il est important de préciser que la reconstruction de Kk à partir de Wk et Yk est garantie par le fait que les Wk
sont inversibles si (1.20) est vériﬁée.
Remarque. L’énoncé exact des inégalités de synthèse établies dans [de Souza and Troﬁno, 2000] est le suivant[ −W0 
Aol0 W0 +Bu0Y0 −W1
]
≺ 0,
[ −W1 
Aol1 W1 +Bu1Y1 −W0
]
≺ 0
La pré/post-multiplication de ces inéquations par
[
0 1
1 0
]
montre cependant qu’elles sont équivalentes à (1.20).
◦
L’obtention de ce résultat de synthèse s’appuie sur la condition d’analyse établie par le corollaire 3. On
montre que la même méthodologie mise en œuvre à partir de la condition (1.12) du corollaire 2 ne permet pas
d’aboutir :
– obtention de la condition d’analyse duale puis utilisation du complément de Schur
∃W0 = P−10 ∈ Sn+ :
[−W0 ΨW0
 −W0
]
≺ 0
– ré-introduction de l’expression des matrices du modèle en boucle ouverte Σ[−W0 ((Aol1 +B1K1)(Aol0 +B0K0))W0
 −W0
]
≺ 0
Cette dernière inégalité n’est pas linéaire en les variables K0, K1 et W0 et le changement de variables linéarisant
utilisé précédemment ne permet pas de surmonter ce problème. La comparaison de (1.12) et (1.15) révèle que la
linéarité de la condition d’analyse à l’égard des matrices Ak est une exigence centrale pour dériver des conditions
de synthèse selon la démarche employée ici. Cette remarque justiﬁe l’eﬀort qui a été consacré à l’établissement
du corollaire 3.
1.2.4 Robustesse face aux incertitudes polytopiques
Conditions nécessaires et suﬃsantes de stabilité robuste
On traite maintenant le cas où le modèle périodique est polytopique selon la déﬁnition (1.2). A nouveau, le
problème d’analyse est abordé préalablement à l’étude de la synthèse par retour d’état.
Stabilité robuste de la matrice de monodromie Dans le cas d’incertitudes invariantes dans le temps,
prouver la stabilité robuste est équivalent à démontrer que chacun des modèles issus d’un choix particulier de
θ ∈ Θ est stable [Henrion et al., 2004]. L’adaptation du théorème 1 à ce contexte est la suivante :
Théorème 3 (Stabilité robuste). Le modèle Σcl(θ), déﬁni par (1.4), est stable robustement si et seulement si
les valeurs propres de Ψ(θ) sont dans le cercle unité ouvert, quel que soit θ ∈ Θ.
Il existe dans la littérature des travaux proposant des conditions de stabilité robuste s’appuyant directement
sur ce théorème. Grâce à l’utilisation de la matrice de Hermite, il est possible de garantir que les valeurs propres
de Ψ(θ) sont toujours dans le cercle unité en assurant la positivité d’un polynôme scalaire en θ sur l’ensemble Θ
[Henrion et al., 2004]. On notera toutefois que ce dernier est d’ordre élevé, ce qui rend en général cette méthode
prohibitive quand la taille du modèle croit.
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Conditions LMI de stabilité robuste En s’appuyant sur les résultats précédents, il est possible de carac-
tériser cette propriété de la matrice Ψ(θ) via des conditions LMI. En eﬀet, la stabilité robuste est équivalente
à l’existence d’une solution aux conditions LMI (1.12) et (1.15) pour toute valeur ﬁgée de θ ∈ Θ. L’ensemble
de ces solutions peut alors être paramétré par θ [Bliman, 2004b]. Ceci conduit aux conditions LMI robustes
suivantes.
Corollaire 4. Chacune des conditions suivantes est nécessaire et suﬃsante pour prouver la stabilité robuste
de Σcl(θ) :
∃P0(θ) ∈ Sn+ : ΨT0 (θ)P0(θ)Ψ0(θ)− P0(θ) ≺ 0, ∀θ ∈ Θ (1.22)
∃P0(θ) ∈ Sn+, ∃P1(θ) ∈ Sn+ :
{
AT0 (θ)P1(θ)A0(θ)− P0(θ) ≺ 0
AT1 (θ)P0(θ)A1(θ)− P1(θ) ≺ 0 , ∀θ ∈ Θ (1.23)
Selon la déﬁnition de Σcl donnée par (1.4), les matrices Ak(θ) dépendent linéairement de θ alors que Ψ0(θ) =
A1(θ)A0(θ) est polynomiale de degré 2 en les variables d’incertitudes. Dans le cas N-périodique, la matrice de
monodromie est de degré N .
On notera que ces conditions ne précisent pas la nature de la dépendance des matrices P à l’égard de θ. Par
conséquent, s’il existe une solution (quelle que soit sa forme) à ces conditions, alors le modèle est robustement
stable. En d’autres termes, la suﬃsance est toujours assurée. En revanche, conclure sur l’absence de stabilité
robuste via ce corollaire est beaucoup plus diﬃcile puisqu’il faut pouvoir assurer que (1.22) et (1.23) n’admettent
aucune solution. En l’état, la nécessité de ces conditions est donc inexploitable.
Première hiérarchie de relaxations Les résultats publiés dans [Bliman, 2004b] permettent d’orienter la
recherche de certiﬁcats de stabilité. En eﬀet, ils assurent que (1.22) est vériﬁée si et seulement si P0(θ) est
polynomiale en θ. Autrement dit, la restriction de P0(θ) à la classe des matrices dont les éléments sont des
polynômes en θ n’entraîne pas de conservatisme. Il s’agit d’un résultat très général applicable à toute LMI
dépendant continuement de paramètres appartenant à un ensemble compact. Il permet donc également d’aﬃrmer
que P0(θ) et P1(θ) de la condition (1.23) peuvent être considérées comme des fonctions polynomiales en θ.
En s’appuyant indiﬀéremment sur (1.22) ou (1.23), cette remarque permet de bâtir une hiérarchie de condi-
tions suﬃsantes pour lesquelles chaque étape considère les LMI précédentes avec des matrices P (θ) polynomiales
de degré ﬁxé. S’il existe une solution, on peut alors aﬃrmer que le modèle est robustement stable. Dans le cas
contraire, on poursuit la recherche pour un degré plus élevé. Le résultat précédent assure qu’il existe une étape
à partir de laquelle l’absence de réalisabilité des LMI provient du défaut de stabilité robuste du modèle. Cette
hiérarchie converge et le nombre d’étape qu’elle contient est ﬁni. Toutefois, en l’absence de borne connue a
priori de ce degré, il est impossible de savoir si la nonfaisabilité des conditions est due à l’instabilité ou à un
avancement trop faible dans la hiérarchie. Cette approche ne permet toujours pas d’exploiter la nécessité des
conditions.
Les résultats obtenus dans le cadre de l’analyse des modèles LTI peuvent toutefois être exploités pour
obtenir une borne sur le degré de P0(θ) pour la condition de stabilité (1.22) des modèles N-périodiques. En
eﬀet, l’extension directe des résultats de [Chesi et al., 2009, p.125] d’une part, et de [Henrion et al., 2004]
d’autre part 2, démontre que les éléments de P0(θ) peuvent être choisis parmi une des catégories suivantes sans
perte de généralité :
– les polynômes homogènes 3 de degré inférieur ou égal à d = n(n+ 1)N − 1 ;
– les polynômes de degré inférieur ou égal à d = 2nN .
Par conséquent, la démonstration qu’il n’existe pas de solutions à (1.22) dans une de ces classes de matrices
prouvent que le modèle n’est pas stable robustement. A notre connaissance, il n’existe pas de résultats semblables
pour la condition (1.23). C’est la raison pour laquelle, la suite de la discussion sur les relaxations hiérarchiques
se focalise sur (1.22).
LMI paramétrée A chaque étape de la hiérarchie, il s’agit de montrer qu’il existe ou non une solution à
(1.22) pour un degré de P0(θ) ﬁxé. On remarque que l’inégalité de la condition (1.22) est linéaire en P0(θ). En
rassemblant les coeﬃcients des polynômes formant cette matrice dans le vecteur x ∈ Ra, la forme générale de
cette inégalité est alors la suivante :
F (x, θ) = F0(θ) + x1F1(θ) + · · ·+ xaFa(θ)  0, ∀θ ∈ Θ (1.24)
2. Il est aﬃrmé dans cet article que la borne supérieure du degré des polynômes formant la matrice de Hermite est égale à 2nL,
où L est la dimension de θ. Cette borne est en réalité égale à 2n et ne dépend pas de L.
3. Un polynôme est dit homogène si et seulement si les monômes de coeﬃcients non-nuls qui le composent sont de même degré.
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où les variables de décision sont les éléments de x. Le problème peut être formulé comme suit.
Problème 3. On considère la LMI (1.24), paramétrée par θ, pour laquelle les variables de décision sont les
éléments du vecteur x. On suppose que la dépendance des matrices Fi(θ) à l’égard de θ est polynomiale de degré
connu et que θ correspond au L-simplex standard décrit précédemment.
Le problème consiste alors à montrer que l’ensemble X des solutions de (1.24) est non-vide. ◦
Sous sa forme la plus générale, ce sous-problème est lui-même délicat puisqu’il rassemble les deux diﬃcultés
suivantes :
– montrer la positivité d’une matrice polynomiale multivariée de degré ﬁxé ;
– restreindre à Θ l’ensemble dans lequel cette positivité est requise.
Pour un panorama des techniques utilisables pour aborder ces questions, on peut citer [Scherer, 2006] et [Las-
serre, 2010]. La section suivant en propose un résumé.
Remarque. La condition (1.22) s’intéresse à l’existence de P0(θ) ∈ Sn telle que pour tout θ ∈ Θ
ΨT0 (θ)P0(θ)Ψ0(θ)− P0(θ) ≺ 0 (1.25a)
P0(θ)  0 (1.25b)
Pour évaluer cette condition, il est donc théoriquement nécessaire de vériﬁer la validité de (1.25a) et (1.25b). En
s’inspirant de la remarque proposée dans [Dettori and Scherer, 2000], on montre cependant que s’il existe une
valeur θ0 particulière pour laquelle le modèle est stable, alors (1.25a) implique (1.25b). Typiquement, l’analyse
robuste se situe dans ce cadre puisqu’elle s’intéresse à des modèle nominalement stables.
Pour prouver cette aﬃrmation, on suppose que (1.25a) est vériﬁée quel que soit θ ∈ Θ et que P0(θ0)  0.
On considère également un sous ensemble Θ ⊆ Θ tel que θ0 ∈ Θ. Par hypothèse, si Θ = {θ0} alors (1.25b) est
satisfaite quel que soit θ ∈ Θ. On utilise un raisonnement par l’absurde en supposant d’abord que (1.25b) n’est
pas satisfaite. Dans ce cas, en augmentant progressivement Θ à partir de {θ0}, il existe alors un ensemble Θ
particulier pour lequel l’inégalité (1.25b) n’est plus vériﬁée strictement 4. On a alors uniquement P0(θ)  0. Il
existe donc v et θ ∈ Θ ⊆ Θ tel que P0(θ)v = 0. En pré/postmultipliant (1.25a) par v, on a
wTP0(θ)w ≺ 0 avec w = Ψ0(θ)v
ce qui contredit l’hypothèse selon laquelle P0(θ)  0. L’inéquation (1.25b) est donc vériﬁée quel que soit θ ∈
Θ ⊆ Θ et donc en particulier pour θ ∈ Θ = Θ.
En conclusion, dans ce contexte l’inégalité (1.25b) est redondante et la condition (1.22) se résume à vériﬁer
que (1.25a) est satisfaite quel que soit θ ∈ Θ. ◦
Outils numériques pour la résolution de LMI paramétrées
Cas particulier de la dépendance linéaire en θ On considère dans un premier temps le cas simple où
F (x, θ) est linéaire en θ. Chacune des matrices Fi(θ) vériﬁe alors
Fi(θ) = Fi,0 +
L∑
j=1
θjFi,j =
L∑
j=1
θjF
[j]
i avec F
[j]
i = Fi,0 + Fi,j (1.26)
Cette formulation peut être obtenue sur le simplex où la somme des θi est égale à 1. Le lemme suivant reformule
alors (1.24) sous forme SDP.
Lemme 1. Si F (x, θ) est linéaire en θ, l’inégalité (1.24) est équivalente au problème SDP suivant :
F
[i]
0 + x1F
[i]
1 + · · ·+ xaF [i]a  0, ∀i = {1, · · · , L} (1.27)
Démonstration. (1.27) ⇒ (1.24). Si les inéquations (1.27) sont vériﬁées pour tout i alors la somme de ces L
inégalités, préalablement multipliées par θi ≥ 0, est également positive :
L∑
i=1
θi
(
F
[i]
0 + x1F
[i]
1 + · · ·+ xaF [i]a
)
 0
En utilisant la relation (1.26), on montre aisément que cette inégalité n’est autre que (1.24).
(1.27) ⇐ (1.24). Si F (x, θ) est déﬁnie positive quel que soit θ ∈ Θ, elle possède cette propriété en particulier
sur les sommets du polytope où tous les éléments de θ sont nuls sauf un. On a alors Fi(θ) = F
[j]
i . Ceci conduit
naturellement aux équations (1.27).
4. On utilise ici l’argument la continuité des valeurs propres de P0(θ) par rapport à θ.
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L’idée principale de cette démonstration peut être résumée ainsi : si F (x, θ) est linéaire en θ ∈ Θ, cette
matrice hérite des propriétés de l’ensemble Θ. La géométrie de F (x, θ) est donc polytopique et convexe. Dans ce
cas, la positivité de F (x, θ) sur la frontière de son ensemble est une condition suﬃsante (et bien sûr nécessaire)
pour montrer sa validité dans tout l’ensemble auquel elle appartient. Cette condition peut alors être traduite en
un nombre ﬁni de LMI puisque cette frontière est décrite par un polytope. Selon la terminologie anglo-saxonne
utilisée dans [Barmish, 1994], l’usage de cette propriété est appelée « vertexisation ». Dans cette thèse, on
utilisera la dénomination « argument de convexité »ou encore « combinaison convexe ».
Le lemme 1 montre que l’ensemble X des solutions de (1.24) peut être caractérisé par une LMI dans le cas
où F (x, θ) est linéaire en θ. Dans le cas général où cette matrice est polynomiale en cette même variable, ce
type de problème reste soluble mais est plus diﬃcile. Sa complexité numérique est NP [Bliman, 2004a]. Il est
possible d’aborder ce problème par le biais de relaxations conduisant à des conditions plus simples du point de
vue de la résolution numérique, mais uniquement suﬃsantes : si la condition relaxée est vériﬁée alors sa solution
appartient à X. Il peut néanmoins exister des élements de X ne satisfaisant pas cette condition relaxée. En ce
sens, il s’agit de construire l’ensemble X par l’intérieur. Le paragraphe suivant présente une approche de ce type.
Approximation polytopique de la géométrie de F (x, θ) Si F (x, θ) est polynomiale en θ, une première
approche constitue à inclure le problème dans le cadre précédent en déﬁnissant un ensemble Δ convexe et
polytopique avec β sommets englobant l’ensemble formé par la concaténation des matrices Fi(θ) lorsque θ
décrit Θ : {[
F0(θ) · · · FL(θ)
]
: θ ∈ Θ} ⊆ Δ = co{F[1] · · ·F[β]} (1.28)
S’il existe un vecteur x solution de (1.24) sur chacun des sommets de Δ alors x est également solution de (1.24)
quel que soit θ ∈ Θ. En se basant sur le même raisonnement que précédemment, cette première condition peut
être traduite sous forme SDP :
F[i](
⎡⎢⎢⎢⎣
1
x1
...
xa
⎤⎥⎥⎥⎦⊗ 1n)  0, ∀i = {1, · · · , L} ⇒ (1.24) (1.29)
Toutefois, cette approche doit être considérée comme très conservative puisqu’elle impose la recherche d’une
solution assurant la positivé de F (x, θ) sur un ensemble Δ plus grand que celui décrit par les matrices Fi(θ).
Selon la dépendance des matrices Fi(θ), ce conservatisme peut être prohibitif. C’est la raison pour laquelle, on
s’oriente vers les approches présentées dans les paragraphes suivants.
Remarque. La théorie des polynômes positifs et celle des moments sont duales l’une de l’autre [Lasserre, 2010].
Le problème considéré dans cette sous-section peut donc être abordé par le biais de sa formulation duale mettant
en jeux des moments. On se restreint dans cette présentation à traiter le problème 3 sous sa formulation primale
originelle. ◦
Approche par variables de relaxation La démarche présentée maintenant est issue des travaux de [de Oli-
veira et al., 1999] et [Peaucelle et al., 2000] et appliquée dans le cadre général utilisé ici dans [Peaucelle and
Sato, 2009]. Elle s’appuit essentiellement sur la décomposition (non unique) suivante (1.24) :
F (x, θ) = RT⊥(θ)Q(x, θ)RT⊥T (θ) (1.30)
où Q(x, θ) est linéaire en x et R(θ) est linéaire en θ. Toute matrice F (x, θ) satisfaisant (1.24) admet cette
reformulation [Coutinho et al., 2002]. L’application du lemme d’élimination à l’inégalité (1.30) conduit alors
directement au théorème suivant.
Lemme 2. L’inégalité (1.24) est équivalente à la condition suivante :
∃y : Q(x, θ) + He{F(y, θ)R(θ)}  0, ∀θ ∈ Θ (1.31)
où F(y, θ) dépend linéairement de y et θ.
Démonstration. Le lemme de Finsler (voir annexe A) permet de réécrire (1.30) sous la forme suivante
∃y < 0 : Q(x, θ) + yRT (θ)R(θ)  0, ∀θ ∈ Θ
On remarque que cette condition peut prendre la forme (1.31) avec F(y, θ) = y/2R(θ). Ceci prouve que F(θ)
peut-être choisie parmi les matrices linéaires en θ sans conservatisme additionnel.
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Ce théorème fait usage du lemme d’élimination dans un sens non traditionnel puisqu’il créé les variables du
vecteur y. On notera néanmoins que cette manipulation permet de décroitre le degré de dépendance de la LMI
vis-à-vis de θ : (1.31) est uniquement quadratique en θ.
D’autre part, quel que soit F(y, θ) si (1.31) est satisfaite alors (1.24) admet une solution. Cette remarque
est essentielle puisqu’elle permet de considérer le cas particulier où il existe une matrice F(y) indépendante de
θ et solution de (1.31). Dans ce cas, (1.31) devient alors linéaire en θ, ce qui permet de faire appel au résultat
du théorème 1 en réécrivant (1.31) sous forme SDP de façon équivalente.
Théorème 4. Soit le problème SDP suivant
∃x, ∃y : Q[i](x) + He
{
F(y)R[i]
}
 0, ∀i = {1, · · · , L} (1.32)
où les matrices Q[i](x) et R[i] sont construites à partir de Q(x, θ) et R(θ) selon la convention proposée par
(1.26). Si (1.32) est réalisable alors x est solution de (1.24).
Démonstration. Par combinaison convexe, (1.32) implique (1.31) et par conséquent (1.24) est vériﬁée.
Remarque. Comme expliqué précédemment, le coeur de cet outil méthodologique réside dans la reformulation
(1.30). On remarquera que cette dernière dimensionne le nombre de variables et de lignes du problème SDP
(1.32) par le biais de la taille de la matrice Q. Une telle reformulation peut toujours être obtenue en décomposant
de façon générique les polynômes de F (x, θ) selon leurs monômes [Peaucelle and Sato, 2009]. Cette approche
conduit cependant à une matrice Q de grandes dimensions. La décomposition (1.30) n’étant pas unique, tout
l’enjeu consiste à obtenir la matrice Q la plus petite possible pour réduire l’eﬀort de calcul. Cette remarque justiﬁe
naturellement l’intérêt porté aux décompositions tirant proﬁt de la connaissance de la nature de la dépendance
de F (x, θ) vis-à-vis de θ. ◦
Bien que souvent moins conservative que l’approche précédente, la proposition établie par le théorème 4 n’est
toujours que suﬃsante en raison de la restriction de F aux matrices indépendantes de θ. En d’autres termes,
(1.32) ne paramètre qu’une partie de l’ensemble X des solutions de (1.24).
Remarque. La dénomination de cette méthode, « approche par variable de relaxation », est inapropriée. En
eﬀet, la pluspart des techniques appliquable à (1.24) relaxe le problème en ajoutant des variables de décision
pour obtenir une forme SDP standard. Dans cette thèse, on se conformera toutefois à cette terminologie pour
être en accord avec la littérature utilisant la dénomination anglo-saxonne « slack-variables ». ◦
Dans la suite de cette sous-section, on s’intéresse aux méthodes construisant X de façon itérative et asymp-
totiquement exacte. Ces techniques peuvent être classées en deux catégories : la première traite spéciﬁquement
du cas où Θ correspond au simplex standard tandis que la seconde considère le cas plus général des ensembles
semi-algébriques simples. Cette sous-section présente la méthode de Pólya puis de Putinar, appartenant respec-
tivement à la première et à la seconde catégorie.
Relaxations de Pólya En exploitant les propriétés du simplex Θ, il est possible d’apporter une réponse au
problème 3 dans le cas où les éléments des matrices Fi(x, θ) sont des polynômes homogènes en θ. On notera que
la restriction à cette classe de matrice n’entraîne pas de perte de généralité dans le mesure où il est toujours
possible de construire une matrice polynomiale homogène G(x, θ) égale à F (x, θ) sur Θ (voir [Chesi et al., 2004]).
Le résultat obtenu par Pólya dans le cas des polynômes scalaires [Pólya, 1974] et généralisé par [Scherer,
2005] pour les matrices polynomiales permet d’apporter une solution au problème 3.
Théorème 5 ([Scherer, 2005]). L’inégalité (1.24) admet une solution x si seulement s’il existe k ∈ N tel que
les matrices coeﬃcients non nulles du polynôme suivant en θ sont déﬁnies positives.
G(x, θ)
(
L∑
i=1
θi
)k
(1.33)
où G(x, θ) est une matrice polynomiale homogène telle que
G(x, θ) = F (x, θ), ∀θ ∈ Θ, ∀x ∈ Ra (1.34)
Ces matrices coeﬃcients dépendent linéairement de x. Prouver leur positivité est donc un problème SDP.
On remarquera que la suﬃsance de cette condition est directe : si les matrices coeﬃcients de (1.33) sont déﬁnies
positives, alors (1.33) est elle-même positive sur l’orthant positif (auquel appartient le simplex). En remarquant
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que
(∑L
i=1 θi
)k
= 1 quel que soit k ∈ N, on a alors (1.33) = G(x, θ) = F (x, θ)  0. Ce raisonnement est valable
quel que soit k ∈ N. Par conséquent, en augmentant progressivement k, on obtient une suite convergente de
relaxations. On notera toutefois, que, à notre connaissance, il n’existe pas de borne exploitable sur la valeur
de k.
Les deux remarques suivantes tempèrent l’intérêt de cette méthode : premièrement, le degré des matrices
Hi(x, θ¯) est typiquement plus élevé que celui de F (x, θ) et deuxièmement, il n’existe pas de borne facilement
exploitable sur ce degré.
Cette méthode a été utilisée dans [Oliveira and Peres, 2007] pour l’analyse robuste de modèle LTI aﬀecté
linéairement par des incertitudes polytopiques.
Relaxations de Putinar La méthode présentée maintenant diﬀère de la hiérarchie de relaxations de Pólya
par deux aspects. Premièrement, l’ensemble sur lequel la positivité de F doit être prouvée peut être un compact
semi-algébrique simple quelconque et deuxièmement, la condition de positivité de F ne porte plus sur la positivité
des coeﬃcients de polynômes mais sur des décompositions de ce même type de fonctions en sommes de carrés,
ou sum-of-squares (sos) en anglais. Sous sa forme matricielle, cette dernière technique cherche une solution x
à l’inégalité F (x, θ)  0 quel que soit θ ∈ RL. Contrairement au problème 3, l’inégalité est large et x n’est
pas contrainte dans un sous-ensemble de RL. La démarche se base sur l’idée suivante : s’il existe une valeur de
x0 telle que F (x0, θ) peut être écrite sous le forme T (θ)TT (θ), alors x0 est une solution au problème puisque
F (x0, θ) est évidemment semi-déﬁnie positive quel que soit θ [Scherer, 2006]. La matrice T (θ) est une matrice
polynomiale comportant typiquement plus de lignes que de colonnes.
La recherche d’un tel vecteur x0 peut être reformulée comme un problème de faisabilité SDP. Il s’agit de
l’intérêt majeur de cette méthode. On notera toutefois que toutes les matrices F (x, θ)  0 n’admettent pas
forcément de décomposition sous la forme T (θ)TT (θ). Dans le cas scalaire (n = 1), le polynôme de Motzkin
est un exemple classique [Lasserre, 2010]. Dans le cas matriciel, [Choi, 1975] donne une matrice semi-deﬁnie
positive et quadratique θ ne pouvant être décomposée sous la forme précédente.
Remarque. L’utilisation directe de cette technique dans le cadre du problème 3 donne lieu à une condition
suﬃsante. S’il existe un vecteur x0 et un scalaire positif  tel que F (x0, θ) − 1 s’écrit comme une somme
de carré alors F (x0, θ) est évidemment positive quel que soit θ ∈ RL et donc en particulier sur le simplex Θ.
Néanmoins, cette approche doit être vue comme très conservative puisque F (x, θ) peut être positive sur Θ tout en
étant négative ou indéﬁnie ailleurs. Dans une telle situation, elle ne peut admettre de décomposition en somme
de carrés. et sa positivité ne peut être prouvée par cette approche. ◦
Après ce préambule, on montre maintenant que le problème 3 peut également être abordé dans le cadre
plus générale des techniques visant à prouver la positivité d’une matrice polynomiale sur un ensemble compact
semi-algébrique simple K ⊂ Rβ décrit de la façon suivante :
K =
{
θ¯ ∈ Rβ : gi(θ¯) ≥ 0, i = {1, · · · ,m}
}
(1.35)
où les fonctions {gi(θ¯)}mi=1 sont des polynômes scalaires dépendant des éléments de θ¯. Il est possible de décrire
le L-simplexe Θ selon cette formulation grâce au changement de variables
θ =
⎡⎢⎢⎢⎣
0
...
0
1
⎤⎥⎥⎥⎦+
⎡⎢⎢⎢⎣
1 0
. . .
0 1
−1 · · · −1
⎤⎥⎥⎥⎦ θ¯ avec θ¯ ∈ RL−1 (1.36)
conduisant à la déﬁnition suivante des fonctions gi(θ¯).
gi(θ¯) =
⎧⎪⎨⎪⎩
θ¯i, (i = {1, · · · , L− 1})
1−
L−1∑
i=1
θ¯i, (i = L)
(1.37)
Ces manipulations peuvent être interprétées comme une caractérisation dans RL−1 de Θ ⊂ RL correspondant
à la partie de l’hyperplan d’équation
∑L
i=1 θi = 1 située dans l’orthant positif. L’inégalité (1.24) est donc
équivalente à F (x, θ¯)  0 quel que soit θ¯ ∈ K. Dans ce contexte, il est possible d’utiliser l’extention matricielle,
introduite par [Scherer and Hol, 2006], d’un résultat proposé par Putinar dans [Putinar, 1993].
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Théorème 6 ([Scherer and Hol, 2006]). Le vecteur x ∈ Ra est solution de (1.24) si et seulement s’il existe
L+ 1 matrices polynomiales {Hi(θ¯) ∈ Sn}Li=0 s’écrivant comme des sommes de carrés et un scalaire  > 0 tels
que
F (x, θ¯) = H0(θ¯) +
L∑
i=1
Hi(θ¯)gi(θ¯) + 1 (1.38)
Remarque. La validité de ce théorème repose sur une hypothèse portant sur les fonctions gi [Lasserre, 2010,
Hyp. 2.1 p.29]. Toutefois, [Scherer, 2006] démontre que cette dernière est satisfaite si l’ensemble auquel ap-
partient θ est compact et que ses frontières gi sont aﬃnes en θ. Par déﬁnition, le polytope Θ satisfait à ces
exigences. ◦
A nouveau, la suﬃsance de cette condition est directe : si les matrices Hi(θ¯) sont des sommes de carrés
elles sont évidemment semi-déﬁnies positives et donc, d’après (1.38), F (x, θ¯)  0 lorsque les fonctions gi(θ¯) sont
supérieures ou égales à zéro. La validité de cette implication ne dépend pas du degré des matrices Hi(θ¯). Par
conséquent, il est possible de bâtir une série de relaxations suﬃsantes en ﬁxant le degré des matrices Hi(θ¯) dans
le théorème 6. De plus, il est démontré dans [Scherer and Hol, 2006] que le conservatisme ne peut augmenter
si le degré de ces matrices augmente. Ceci démontre que cette série est en réalité une hiérarchie convergente et
ﬁnie de relaxations.
Les deux remarques suivantes tempèrent l’attrait pour cette méthode : premièrement, le degré des matrices
Hi(x, θ¯) est typiquement plus élevé que celui de F (x, θ) et, deuxièmement, il n’existe pas de bornes facilement
exploitable sur ce degré.
Stabilité quadratique
Après ce tour d’horizon des méthodes applicables aux LMI paramétrées, on revient au problème initial posé
par le corollaire 4.
Comme expliqué précédemment, toute matrice périodique Pk(θ) solution de (1.23) est un certiﬁcat de stabi-
lité robuste. Parmi elles, il est possible qu’il existe une matrice Pk indépendante de θ. Cette propriété caractérise
la stabilité quadratique [Bittanti and Colaneri, 2008].
Déﬁnition 4. [Stabilité quadratique - [Bittanti and Colaneri, 2008]] Le modèle incertain Σcl(θ), déﬁni par (1.4),
est stable quadratiquement si et seulement s’il existe une fonction scalaire V2q+k donnée par (1.17) certiﬁant la
stabilité robuste de Σcl(θ). Cette fonction est quadratique et indépendante de θ. ◦
Clairement, la stabilité quadratique implique la stabilité robuste. Dans le cas général 5, la réciproque est
fausse : le modèle peut être stable robustement sans admettre de certiﬁcat de stabilité unique (indépendant de
θ). En d’autres termes, la recherche de certiﬁcat de stabilité quadratique s’eﬀectue dans un sous-ensemble des
fonctions de Lyapunov candidates pour prouver la stabilité robuste de Σcl(θ).
Bien que conservative, la notion de stabilité quadratique a l’avantage d’admettre une caractérisation sous
forme SDP. En eﬀet, grâce au complément de Schur, (1.23) peut être réécrite comme suit :
∃P0(θ) ∈ Sn+, ∃P1(θ) ∈ Sn+ :
⎧⎪⎪⎨⎪⎪⎩
[ −P0(θ) 
P1(θ)A0(θ) −P1(θ)
]
≺ 0[ −P1(θ) 
P0(θ)A1(θ) −P0(θ)
]
≺ 0
, ∀θ ∈ Θ (1.39)
Si les matrices P0(θ) et P1(θ) sont indépendantes de θ alors ces inégalités sont linéaires en la variable d’incer-
titude. D’après la discussion précédente, cette propriété permet de réécrire ces conditions en un nombre ﬁni de
LMI de façon équivalente.
Théorème 7 (Stabilité quadratique - [Bittanti and Colaneri, 2008]). La condition suivante est nécessaire et
suﬃsante pour prouver la stabilité quadratique de Σcl(θ) déﬁni par (1.4) :
∃P0 ∈ Sn+, ∃P1 ∈ Sn+ :
{
(A
[i]
0 )
TP1A
[i]
0 − P0 ≺ 0
(A
[i]
1 )
TP0A
[i]
1 − P1 ≺ 0
, ∀i ∈ {1 · · ·L} (1.40)
5. Pour les modèles à temps continu, on notera que dans le cas particulier où les incertitudes varient dans le temps et que leur
dérivée temporelle est non bornée, les stabilités quadratique et robuste sont équivalentes [Packard and Doyle, 1990]. Il est démontré
dans [Daafouz and Bernussou, 2001] que cette propriété n’est plus vraie pour les modèles à temps discret, même pour ce type
d’incertitude. En eﬀet, l’échantillonage des perturbations interdit à ces dernières de varier inﬁniment rapidement.
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Démonstration. L’argument de convexité permet d’aﬃrmer que (1.39) est équivalente à la condition suivante :
∃P0 ∈ Sn+, ∃P1 ∈ Sn+ :
⎧⎪⎪⎨⎪⎪⎩
[ −P0 
P1A
[i]
0 −P1
]
≺ 0[ −P1 
P0A
[i]
1 −P0
]
≺ 0
, ∀i ∈ {1 · · ·L}
que le complément de Schur permet de réécrire sous la forme (1.40).
La mise en œuvre de la même démarche à partir de la condition (1.22), au lieu de (1.23), ne permet pas
d’aboutir. En eﬀet, s’il existe une matrice P0 constante satisfaisant (1.22), alors un complément de Schur montre
que cette condition est équivalente à
∃P0 ∈ Sn+ :
[ −P0 
P0Ψ0(θ) −P0
]
≺ 0, ∀θ ∈ Θ
qui n’est pas convexe par rapport à θ puisque Ψ0(θ) dépend polynomialement de cette variable. En d’autres
termes, la multiplication des Ak(θ) apparaissant dans la déﬁnition de Ψ0(θ) détruit la géométrie polytopique
du problème. Ceci n’est pas sans rappeler la discussion menée après la démonstration du théorème 2. Cette
fois encore, l’origine de la diﬃculté provient de la non-linéarité de la condition d’analyse (1.12) à l’égard des
matrices Ak.
Remarque. Selon [Bittanti and Colaneri, 2008], la traduction sous forme de conditions LMI de la stabilité
quadratique est donnée par la condition (1.23) dans le cas où Pk(θ) est indépendante de θ. Cette notion aurait
également pu être traduite par la condition (1.22) avec P0(θ) constante. A notre connaissance, il n’existe pas
de preuve que ces deux conditions sont équivalentes. On formule même la conjecture que (1.22) avec P0(θ)
constante est plus conservative que (1.40). ◦
Synthèse robuste par retour d’état
En suivant la voie tracée dans le cas sans incertitude, on aborde la problématique de la synthèse robuste
en ré-introduisant les matrices de la boucle ouverte dans la condition d’analyse duale de (1.23), préalablement
reformulée grâce au complément de Schur :
∃W0(θ) ∈ Sn+, ∃W1(θ) ∈ Sn+ :
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[−W1(θ) (Aol0 (θ) +Bu0(θ)K0)W0(θ)
 −W0(θ)
]
≺ 0
[−W0(θ) (Aol1 (θ) +Bu1(θ)K1)W1(θ)
 −W1(θ)
]
≺ 0
Dans ce contexte, l’usage du changement de variable linéarisant Yk(θ) = KkWk(θ) est compromis puisqu’il
conduit à un gain Kk = Yk(θ)W
−1
k (θ) dépendant des incertitudes. Sans cet outil technique, le problème doit
donc être traité sous son expression originelle dont la forme générale est la suivante :
F0(θ) +
L∑
i=1
xiFi(θ) +
L∑
i=1
L∑
j=1
xixjFi,j(θ)  0, ∀θ ∈ Θ (1.41)
Les variables de décisions xi correspondent ici aux élements de Kk et aux paramètres de W1(θ) et de W0(θ). Il
s’agit d’une inéquation matricielle bilinéaire et paramétrée. Sa non-convexité vis-à-vis des paramètres θ et des
variables de décision rend sa résolution très diﬃcile dans le cas général. Théoriquement, cette classe de problèmes
peut néanmoins être traitée numériquement, notamment grâce à la théorie des moments via une hiérarchie de
relaxations convergeant asymptotiquement vers la solution [Lasserre, 2010]. En pratique, ces approches ne sont
cependant appropriées que pour des problèmes de faibles dimensions.
Des conditions suﬃsantes sous forme SDP peuvent cependant être obtenues. L’approche de la stabilité
quadratique en donne un exemple. En combinant la démarche des théorèmes 2 et 7, on obtient le résultat
suivant.
Théorème 8 (Synthèse quadratique - [de Souza and Troﬁno, 2000]). Le modèle incertain Σ(θ) déﬁni par (1.2)
est stabilisable quadratiquement par la loi de commande (1.3) si et seulement si la condition suivante est vériﬁée
∃W0 ∈ Sn+, ∃W1 ∈ Sn+,
∃Y0 ∈ Rmu×n, ∃Y1 ∈ Rmu×n :
⎧⎪⎪⎨⎪⎪⎩
[
−W1 Aol[i]0 W0 +B[i]u0Y0
 −W0
]
≺ 0[
−W0 Aol[i]1 W1 +B[i]u1Y1
 −W1
]
≺ 0
, ∀i ∈ {1 · · ·L} (1.42)
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Les gains Kk du correcteur sont alors obtenus via la relation (1.21), rappelée ici :
Kk = YkW
−1
k
1.2.5 Conclusions
Analyse et synthèse des modèles périodiques linéaires On rappelle maintenant les principales conclu-
sions de cette section. Il a été démontré tout d’abord que le modèle périodique Σcl est stable (globalement,
asymptotiquement et uniformément) si et seulement si les valeurs propres de ses matrices de monodromie sont
situées dans le cercle unité ouvert. Ce théorème est renforcé par le fait que toutes les matrices de monodromie
d’un même modèle possèdent les même valeurs propres non nulles, ce qui permet de n’examiner qu’une matrice
particulière.
Le corollaire 2 traduit directement cette proposition sous forme LMI. La formulation obtenue met en lumière
le lien très fort qu’entretiennent les modèles périodiques avec le cas, plus simple, des systèmes à temps-invariant.
Cette observation pourrait même laisser penser que le corpus théorique développé pour les modèles à temps-
invariant s’applique trivialement dans le cas des modèles périodiques, au prix d’éventuelles reformulations.
Pourtant, ce chapitre démontre à deux reprises que la stricte mise en œuvre d’une telle démarche est vouée à
l’échec : d’abord dans le cas de la synthèse nominale puis lors de la discussion autour de la stabilité quadratique.
Dans ces deux cas, l’origine de la diﬃculté provient de la non-linéarité des conditions d’analyse vis-à-vis des
matrices Ak.
Cet obstacle peut être contourné en faisant appel au corollaire 3 qui reformule le résultat précédent aﬁn de
découpler les matrices Ak. Si cette manipulation préserve l’équivalence, elle augmente les dimensions du problème
SDP. On montre que la nouvelle condition d’analyse peut-être interprétée comme la preuve de l’existence d’une
fonction de Lyapunov continûment décroissante. Cette dernière caractérisation de la stabilité permet d’obtenir,
d’une part, des conditions de synthèse nominale et, d’autre part, une formulation LMI accessible aux outils
numériques pour l’analyse et la synthèse quadratiques.
En l’absence d’incertitudes, les problèmes d’analyse de stabilité et la synthèse stabilisante sont donc résolus,
puisque des conditions LMI nécessaires et suﬃsantes ont été établies par le corollaire 2 et le théorème 2. C’est
la raison pour laquelle, tous les développements à venir autour des conditions nominales doivent être perçus
comme une étude préliminaire servant à éclairer les discussions ultérieures prenant en compte les incertitudes
du modèle.
Robutesse face aux incertitudes polytopiques Lorsque le modèle périodique Σcl(θ) est soumis à des
incertitudes polytopiques invariantes dans le temps, la stabilité robuste peut être interprétée comme la garantie
de stabilité de chacun des modèles issus d’un choix particulier de θ ∈ Θ. Le corollaire 4 exploite ce résultat
et aﬃrme que Σcl(θ) est stable robustement si et seulement s’il existe une solution aux LMI obtenues dans le
cas nominal pour toute valeur de θ ∈ Θ. Ces solutions peuvent être paramétrées par θ, conduisant alors à aux
LMI « fonctionnelles »(1.22) et (1.23) dont les solutions sont des fonctions matricielles en θ. On montre que
ces fonctions peuvent toujours être choisies polynomiales. En imposant le degré de ces polynômes, on obtient
alors une hiérarchie convergente de conditions suﬃsantes de stabilité. On identiﬁe par les lettres A et B, les
hiérarchies dérivant de (1.22) et (1.23), respectivement. Contrairement à la hiérarchie B, on montre qu’il existe
une borne connue sur ce degré dans le cas de A.
Hiérarchie A Hiérarchie B
(1.22) LMI fonctionnelle (1.23)
↓ · · · ↓ P (θ) polynomial de degré ﬁxé ↓ · · · ↓
P (θ) de P (θ) de SDP (1.24) paramétré P (θ) de P (θ) de
degré 0 degré ﬁni polynomialement en θ degré 0 degré ﬁni
et connu ↓ mais inconnu
condition
quadratique
Chaque étape de la hiérarchie consiste à résoudre un problème SDP paramétré (1.24). Le cas de la stabilité
quadratique, traité par le théorème 7, correspond à la première étape de la hiérarchie B puisque Pk(θ) est
indépendante de θ.
L’analyse de stabilité quadratique conduit à un problème SDP linéaire en θ. Par convexité, cette propriété
autorise une traduction équivalente sous forme SDP standard. Dans le cas général, résoudre de façon exacte un
problème SDP paramétré polynomialement nécessite le recours à une hiérarchie de relaxations. Sur le simplexe,
on utilisera indiﬀéremment les théorèmes de Pólya ou de Putinar convergeant asymptotiquement mais n’admet-
tant pas de bornes facilement exploitables. Il existe donc deux niveaux de relaxations : le premier ﬁxe le degré
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de la matrice de Lyapunov et le second impose k (Pólya) ou ﬁxe le degré des matrices Hi(θ¯) (Putinar). Cette
stratégie conduit donc rapidement à des problèmes SDP de grandes dimensions.
Pour le problème de synthèse, le changement de variable linéarisant employé dans le cas nominal ne peut
être utilisé puisqu’il conduit à une matrice de gains dépendant des incertitudes. La synthèse quadratique est une
exception à cette règle puisque, dans ce cas, la matrice de Lyapunov périodique est indépendante de θ. Dans
le cas général, les inégalités doivent alors être traitées sous leur forme bilinéaire. Cette classe de problèmes est
exclue de cette étude en raison de la diﬃculté numérique inhérente à leur résolution.
Choix de la méthode des variables de relaxation Ces deux derniers paragraphes justiﬁent l’intérêt
portée à la méthode des variables de relaxation. En eﬀet, depuis son introduction dans [de Oliveira et al.,
1999] et [Peaucelle et al., 2000], cette approche a démontré, dans des contextes variés, sa capacité à réduire le
conservatisme des conditions quadratiques, via la résolution de problèmes SDP de dimensions raisonnables. La
suite de ce chapitre montre que son usage dans le contexte des modèles périodiques ne fait pas exception à cette
règle.
Comme expliqué auparavant, le coeur de cette méthode consiste à réécrire les LMIs fonctionnelles (1.22)
et (1.23) polynomiales en θ sous la forme (1.31) caractérisée par une dépendance quadratique en θ. L’ajout de
nouvelles variables accompagne cette manipulation. En contraignant ces dernières à ne pas dépendre de θ, on
obtient alors une condition (suﬃsante) sous forme SDP. Contrairement aux approches hiérarchiques précédentes,
cette technique tire proﬁt de la structure de la matrice F (x, θ). L’objectif est d’obtenir un problème SDP
nécessitant pour sa résolution un eﬀort de calcul plus faible pour un conservatisme équivalent.
1.3 Conditions LMI étendues pour le modèle nominal
La réduction du conservatisme lié à la stabilité quadratique a été l’objet d’intenses recherches ces dernières
années, [Peaucelle et al., 2000, Scherer, 2006, Scherer and Hol, 2006, Scherer, 2005]. Dans le domaine des
systèmes périodiques à temps-discret, il est notable qu’une grande partie des eﬀorts entrepris dans cette direction
s’articulent autour de l’inégalité matricielle suivante, linéaire en les variables P0 et F :
∃P0 ∈ Sn+, ∃F ∈ R3n×2n :
⎡⎣−P0 0 00 0 0
0 0 P0
⎤⎦+He{
⎡⎣F0,0 F0,1F1,0 F1,1
F2,0 F2,1
⎤⎦
︸ ︷︷ ︸
F
[
A0 −1 0
0 A1 −1
]}
≺ 0 (1.43)
Comme le montre la suite de ce chapitre, deux ingrédients essentiels ont permis la construction de cette inéqua-
tion qui fût présentée pour la première fois dans [Ebihara et al., 2008b] : premièrement, la formulation utilisant
un vecteur étendu de la dynamique de Σcl et, deuxièmement, l’utilisation des variables de relaxation [Peaucelle
et al., 2000, de Oliveira et al., 1999].
Avant d’aborder le problème de robustesse, cette section oﬀre une discussion aussi exhaustive que possible
autour de cette inégalité dans le cas nominal, c’est-à-dire pour le modèle (1.6). De nouvelles conditions d’analyse
et de synthèse sont établies et les liens qu’elles entretiennent avec celles précédemment énoncées sont présentés.
1.3.1 Analyse de stabilité utilisant une condition LMI étendue
On montre maintenant que la condition (1.43) est équivalente à la stabilité de Σcl.
Théorème 9. Le modèle sans incertitudes Σcl est asymptotiquement stable si et seulement si (1.43) est satis-
faite.
Démonstration. On rappelle la condition (1.13), équivalente à la stabilité de Σcl, après avoir substitué η0q par
x2q :
∃P0 ∈ Sn+ :
[
x2q
x2q+2
]T [−P0 0
0 P0
] [
x2q
x2q+2
]
< 0 telle que ∀
[
x2q
x2q+2
]
∈ R2n, [A1A0 −1] [ x2qx2q+2
]
= 0 (1.44)
La contrainte algébrique de (1.44) caractérise la trajectoire des signaux x2q et x2q+2, tout comme l’équation
suivante : [
A0 −1 0
0 A1 −1
]
xˆq = 0 avec xˆTq =
[
xT2q x
T
2q+1 x
T
2q+2
]
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En s’appuyant sur cette nouvelle égalité, (1.44) peut être reformulée de façon équivalente comme suit :
∃P0 ∈ Sn+ : xˆTq
⎡⎣−P0 0 00 0 0
0 0 P0
⎤⎦ xˆq < 0 telle que ∀xˆq ∈ R3n, [A0 −1 00 A1 −1
]
xˆq = 0 (1.45)
D’après le lemme d’élimination, cette condition est équivalente à (1.43).
D’après la section précédente, prouver la stabilité d’un modèle périodique revient à montrer la décroissance
de la suite {‖x2q‖}+∞q=q0 . Par déﬁnition, le lien entre ces signaux fait intervenir la matrice de monodromie
Ψ0 = A1A0. Or, il a été montré que la multiplication directe des matrices Ak intervenant dans sa déﬁnition
était problématique. Comme le corollaire 3, le théorème 9 oﬀre un moyen de briser ce couplage :
– Corollaire 3 : construire une fonction de Lyapunov décroissante tout au long de la période,
– Théorème 9 : caractériser les trajectoires du système Σcl grâce à (1.3.1) en utilisant un vecteur d’état
étendu.
On remarquera que chacune de ces solutions ré-introduit x2k+1, l’état intermédiaire à la période, bien que la
valeur de ce vecteur ne soit pas nécessaire pour statuer sur la stabilité.
Remarque. La preuve du théorème 9 peut être menée de façon purement algébrique. En reformulant (1.12)
comme suit
∃P0 ∈ Sn+ :
[
1
A1A0
]T [−P0 0
0 P0
] [
1
A1A0
]
≺ 0 ⇔ ∃P0 ∈ Sn+ :
⎡⎣ 1A0
A1A0
⎤⎦T ⎡⎣−P0 0 00 0 0
0 0 P0
⎤⎦⎡⎣ 1A0
A1A0
⎤⎦ ≺ 0
En remarquant que [
A0 −1 0
0 A1 −1
]T⊥T
=
⎡⎣ 1A0
A1A0
⎤⎦
le lemme d’élimination prouve que la condition de stabilité (1.12) est équivalente à (1.43). ◦
1.3.2 Condition duale d’analyse de stabilité
De façon similaire au cas LTI, il est possible de construire une condition duale de (1.43) pouvant indiﬀérem-
ment être invoquée pour prouver la stabilité de Σcl.
Lemme 3. La condition suivante, duale de (1.43), est nécessaire et suﬃsante pour montrer la stabilité asymp-
totique du modèle sans incertitudes Σcl.
∃W0 ∈ Sn+, ∃Fd ∈ R2n×3n :
⎡⎣−W0 0 00 0 0
0 0 W0
⎤⎦+He
⎧⎨⎩
⎡⎣A1 0−1 A0
0 −1
⎤⎦Fd
⎫⎬⎭ ≺ 0 (1.46)
Démonstration. Il a été démontré que l’inégalité (1.43) est équivalente à (1.12). En utilisant le complément de
Schur à deux reprises, cette dernière inéquation est d’abord reformulée comme suit[−P0 ΨT0
 −P−10
]
≺ 0
puis selon l’inégalité suivante
−P−10 +Ψ0P−10 ΨT0 ≺ 0
En utilisant la déﬁnition de Ψ0 et avec W0 = P
−1
0  0, cette dernière inégalité peut s’écrire également sous la
forme suivante, ⎡⎣ 1AT1
AT0 A
T
1
⎤⎦T ⎡⎣−W0 0 00 0 0
0 0 W0
⎤⎦⎡⎣ 1AT1
AT0 A
T
1
⎤⎦ ≺ 0
Finalement, en remarquant que ⎡⎣ 1AT1
AT0 A
T
1
⎤⎦⊥ = [AT1 −1 0
0 AT0 −1
]
on obtient (1.46) grâce au lemme d’élimination.
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Comme dans le cas temps-invariant, cette démonstration peut également être menée en faisant appel aux
signaux du système dual de Σcl, noté Σdcl, évoluant en temps inversé et dont l’expression est donnée par le lemme
suivant. L’annexe C discute plus amplement du concept de dualité des systèmes dynamiques en s’appuyant
principalement sur [Nieuwenhuis and Willems, 1988].
Lemme 4. Le modèle dual de Σcl donné par (1.6) est le suivant :
Σdcl : x
d
2q−k−1 = A
T
k x
d
2q−k, ∀q ∈ Z−, ∀k ∈ {0, 1} (1.47)
Démonstration. La dualité des systèmes étant mieux maîtrisée pour les modèles invariant dans le temps, Σcl
est préalablement reformulé sous la représentation étendue suivante :⎡⎣ A0 −1 00 A1 −1
σ1 0 −1
⎤⎦⎡⎣ x2qx2q+1
x2q+2
⎤⎦ = 0
où σ désigne l’opérateur unitaire d’avance dans le temps, c’est-à-dire σyq = yq+1. En incorporant l’état x2q−1
dans cette déﬁnition, il est possible d’obtenir la forme suivante de façon équivalente⎡⎢⎢⎣
0 A0 −1 0
0 0 A1 −1
σ1 0 −1 0
0 σ1 0 −1
⎤⎥⎥⎦
⎡⎢⎢⎣
x2q−1
x2q
x2q+1
x2q+2
⎤⎥⎥⎦ = 0 ⇔ ([0 A00 0
]
+
[−1 0
A1 −1
]
σ
)
x˜q = 0 avec x˜q =
[
x2q−1
x2q
]
Sous cette présentation, la théorie de la dualité établie dans [Nieuwenhuis and Willems, 1988] pour les modèles
à temps-invariant polynomiaux en σ s’applique directement et conduit au modèle à temps inversé suivant([
0 0
AT0 0
]
+
[−1 AT1
0 −1
]
σ−1
)
x˜dq = 0
En posant x˜dq =
[
xd2q
xd2q+1
]
, il est possible de considérer ce modèle comme la reformulation invariante dans le
temps d’un modèle dépendant du temps. On obtient alors⎡⎢⎢⎣
−1 AT1 0 0
0 −1 AT0 0
σ−11 0 −1 0
0 σ−11 0 −1
⎤⎥⎥⎦
⎡⎢⎢⎣
xd2q−2
xd2q−1
xd2q
xd2q+1
⎤⎥⎥⎦ = 0
ce qui conduit à (1.47).
En procédant comme pour la preuve du théorème 9, (1.46) peut être interprétée comme une condition
équivalente de stabilité de Σdcl. En eﬀet, le lemme d’élimination permet de réécrire (1.46) comme suit :
(x˘dq)
T
⎡⎣−W0 0 00 0 0
0 0 W0
⎤⎦ x˘dq < 0 telle que ∀x˘dq ∈ R3n, [AT1 −1 00 AT0 −1
]
x˘dq = 0 (1.48)
En déﬁnissant la correspondance suivante entre x˘dq et les états de Σ
d
cl
x˘dq =
⎡⎣xd2q+1xd2q
xd2q−1
⎤⎦ (1.49)
il apparaît clairement que la contrainte algébrique de (1.48) sur x˘dq caractérise le modèle Σ
d
cl et que l’inégalité
de (1.48) est équivalente à V d2q−1 < V
d
2q+1 avec V
d
2q−1 = (x
d
2q−1)
TW0x
d
2q−1. Ceci prouve la croissance de V
d
2q−1
le long des trajectoires du système, équivalente à une décroissance à temps inversé. En adaptant le corollaire 3
à ce contexte, on montre que (1.46) est équivalente à la stabilité de Σdcl.
Remarque. La comparaison entre xˆq et x˘dq , déﬁnis par (1.3.1) et (1.49), met en lumière la dissymétrie existant
dans la déﬁnition de ces signaux. Une correspondance directe aurait en eﬀet conduit à
x˘dq =
⎡⎣ xd2qxd2q−1
xd2q−2
⎤⎦
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La même démarche avec un tel choix conduit à une autre condition de stabilité. On peut montrer cependant que
dans le cas nominal, la condition obtenue est équivalente à (1.46) bien que sa formulation ne soit pas identique.
Il s’agit en réalité d’exploiter le degré de liberté oﬀert par le choix de τ , caractérisant le point de départ de la
période. Ce sujet sera abordé plus en détails dans la suite de ce chapitre. ◦
1.3.3 Réduction du nombre de variables de la condition LMI étendue
Aﬁn de clariﬁer la discussion sur les relations d’implications existant entre les diﬀérentes conditions proposées
et sur la structuration des variables additionnelles, on s’appuie par la suite à des interprétations ensemblistes.
A cette ﬁn, on introduit l’ensemble PF déﬁni comme suit :
PF =
{
(P0,F) : P0 ∈ Sn+, F ∈ R3n×2n
}
Les résultats du théorème 9 peuvent alors être reformulés ainsi : toute solution à l’inégalité (1.43) appartenant
à PF prouve la stabilité de Σcl. Inversement, si le modèle Σcl est stable alors il existe une solution à (1.43) dans
l’ensemble PF .
Sans autre indications, PF doit être considéré dans sa totalité, mettant ainsi en jeu un grand nombre de
variables. En eﬀet, dans le cas général, toute recherche de solutions à (1.43) restreinte à un sous-ensemble de
PF ne donne lieu qu’à une condition suﬃsante : l’absence de solutions dans ce sous-ensemble ne permet pas de
conclure sur la stabilité ou non du modèle. Il est toutefois possible de montrer l’existence d’un sous-ensemble
de PF contenant nécessairement une solution à (1.43) si Σcl est stable. Le lemme suivant établit ce résultat.
Lemme 5. Le modèle sans incertitudes Σcl est asymptotiquement stable si et seulement s’il existe P0 ∈ Sn+ et
P1 ∈ Sn+ telles que l’inégalité (1.43) est satisfaite avec F déﬁnie comme suit
F =
⎡⎣ 0 0P1 0
0 P0
⎤⎦ (1.50)
Démonstration. Le corollaire 3 propose deux inégalités dont la satisfaction est nécessaire et suﬃsante pour
prouver la stabilité de Σcl. On vériﬁera aisément par le complément de Schur que ces inéquations peuvent être
reformulées comme suit ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[−P0 0
0 P1
]
+He
{[
0
P1
] [
A0 −1
]} ≺ 0
[−P1 0
0 P0
]
+He
{[
0
P0
] [
A1 −1
]} ≺ 0 (1.51)
En vertu du corollaire 7 donné dans l’annexe A, on peut alors aﬃrmer que ce jeu d’inéquations est équivalent
à (1.43) avec F donnée par (1.50).
En s’appuyant sur un raisonnement analogue, on peut facilement prouver que la condition duale (1.46)
possède une propriété similaire.
Lemme 6. Le modèle sans incertitudes Σcl est asymptotiquement stable si et seulement s’il existe W0 ∈ Sn+ et
W1 ∈ Sn+ telles que l’inégalité (1.46) est satisfaite avec Fd déﬁnie comme suit
Fd =
[
0 W1 0
0 0 W0
]
(1.52)
L’utilisation du lemme 5 au lieu du théorème 9 diminue sensiblement le nombre de variables. Le tableau 1.1,
présenté dans la suite de cette section, quantiﬁe cette aﬃrmation dans le cas primal. Au-delà de la réduction
évidente de l’eﬀort de calcul lié à la résolution des LMI, cette démarche est justiﬁée par la nécessaire structuration
de F lors de la dérivation de conditions de synthèse à partir de celles d’analyse. La sous-section suivante illustre
cette remarque.
Remarque. La condition (1.51) s’inscrit dans la forme plus générale suivante :
∃P0 ∈ Sn+, ∃P1 ∈ Sn+,
∃F0,0 ∈ Rn×n, ∃F1,0 ∈ Rn×n,
∃F1,1 ∈ Rn×n, ∃F2,1 ∈ Rn×n
:
⎧⎪⎪⎨⎪⎪⎩
[−P0 0
0 P1
]
+He
{[
F0,0
F1,0
] [
A0 −1
]} ≺ 0[−P1 0
0 P0
]
+He
{[
F1,1
F2,1
] [
A1 −1
]} ≺ 0 (1.53)
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Les travaux présentés dans [Farges, 2006] s’articulent autour de cette condition. Il a notamment été prouvé que
cette dernière est nécessaire et suﬃsante pour prouver la stabilité de Σcl. En eﬀet, sa reformulation grâce au
lemme d’élimination s’écrit ainsi :
∃P0 ∈ Sn+, ∃P1 ∈ Sn+,
⎧⎪⎪⎨⎪⎪⎩
[
x2q
x2q+1
]T [−P0 0
0 P1
] [
x2q
x2q+1
]
≺ 0 telle que [A0 −1] [ x2qx2q+1
]
= 0[
x2q+1
x2q+2
]T [−P1 0
0 P0
] [
x2q+1
x2q+2
]
≺ 0 telle que [A1 −1] [x2q+1x2q+2
]
= 0
ce qui n’est autre que (1.16), la traduction directe du corollaire 3.
De plus, l’application directe du corollaire 6, donné par l’annexe A, montre que si (1.53) est vériﬁée alors
(1.43) est satisfaite avec F0,1 = F2,0 = 0. En d’autres termes, le conservatisme de (1.53) ne peut pas être
plus faible que celui de (1.43). Les travaux de [Farges, 2006] doivent donc être considérés comme une étape
intermédiaire vers l’obtention de (1.43) puisqu’ils introduisent pour la première fois les variables de relaxation
pour l’analyse des modèles périodiques. ◦
1.3.4 Synthèse de correcteurs périodiques par retour d’état
Comme dans la première section de ce chapitre, il est possible de dériver des conditions de synthèse à partir
du théorème d’analyse duale. Comme pour le théorème 2, la ré-introduction des matrices en boucle ouverte dans
la condition d’analyse duale (1.46) donne naissance à l’inéquation suivante qui est bilinéaire en les variables W1,
K1, K0 et Fd.⎡⎣−W0 0 00 0 0
0 0 W0
⎤⎦+He
⎧⎨⎩
⎡⎣Aol1 0−1 Aol0
0 −1
⎤⎦Fd +
⎡⎣Bu1 00 Bu0
0 0
⎤⎦KFd
⎫⎬⎭ ≺ 0 avec K =
[
K1 0
0 K0
]
(1.54)
Cette fois encore, la linéarité des conditions peut être rétablie en considérant le terme bilinéaire lui-même comme
une matrice de variables de décision, via un changement de variables du type KFd = T . Toutefois, ce type de
démarche nécessite des précautions supplémentaires lors de sa mise en œuvre sur des conditions étendues. Dans
le cas contraire, la reconstruction de la matrice structurée K à partir de T et Fd n’est pas garantie. Deux
raisons interdisent d’utiliser la solution apparemment simple consistant à faire correspondre K à T multipliée
par l’inverse de Fd : premièrement Fd n’est pas inversible car rectangulaire et, deuxièmement, même pour des
dimensions satisfaisantes, dans le cas général, la structure de T (Fd)−1 ne coïncide pas avec celle de K. Comme
le montre le lemme suivant, la structuration de Fd proposée par le lemme 6 oﬀre une réponse à ce problème.
Lemme 7. Le modèle Σ donné par (1.6) est stabilisable asymptotiquement par la loi de commande (1.3) si et
seulement si la condition suivante est satisfaite :
∃W0 ∈ Sn+, ∃W1 ∈ Sn+, ∃Y0 ∈ Rmu×n, ∃Y1 ∈ Rmu×n :⎡⎣−W0 0 00 0 0
0 0 W0
⎤⎦+He
⎧⎨⎩
⎛⎝⎡⎣Aol1 0−1 Aol0
0 −1
⎤⎦G +
⎡⎣Bu1 00 Bu0
0 0
⎤⎦Y
⎞⎠[0 1 0
0 0 1
]⎫⎬⎭ ≺ 0 (1.55)
avec
G =
[
W1 0
0 W0
]
, Y =
[
Y1 0
0 Y0
]
(1.56)
Les gains Kk du correcteur sont alors obtenus via la relation (1.21), rappelée ici :
Kk = YkW
−1
k
Démonstration. En ré-introduisant KG à la place de Y, (1.55) devient équivalente à (1.54) avec Fd donnée par
(1.52), ce qui prouve la stabilité de Σcl en vertu du lemme 6.
1.3.5 Conclusions
Les résultats principaux de la discussion menée dans cette section autour de la condition (1.43) sont main-
tenant résumés.
– Théorème 9 : le modèle Σcl est stable si et seulement si (1.43) est vériﬁée.
– Lemme 3 et lemme 4 : la condition (1.46) est duale de (1.43). De plus, (1.46) peut être interprétée
comme la condition de stabilité d’un modèle périodique à temps inversé noté Σdcl.
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Table 1.1 – Comparaisons des dimensions et du nombre de variables des conditions LMI dans le cas nominal
Analyse Synthèse
Cor. 2 Th. 9 Lem. 5 Th. 2 Lem. 7
Nb. variables
P0 : P0, F : P0, P1 : W0, W1, Y0, Y1 : W0, W1, Y0, Y1 :
n(n+ 1)/2 n(n+ 1)/2 + 6n2 n(n+ 1) n(n+ 1) + 2mun n(n+ 1) + 2mun
Nb. lignes n 3n 3n 2 × 2n 3n
– Lemme 5 et lemme 6 : la condition de stabilité reste nécessaire et suﬃsante si F est considérée sous la
forme plus creuse donnée par (1.50). Un résultat analogue existe pour la condition duale (1.46).
– Lemme 7 : à partir de la condition duale, il est possible d’obtenir des conditions de synthèse convexes
nécessaires et suﬃsantes pour la loi de commande (1.3).
A l’instar des inéquations (1.12) et (1.15) considérées dans la première section, l’inégalité matricielle étendue
(1.43) conduit donc à des conditions résolvant les problèmes d’analyse et de synthèse de stabilité nominale.
Néanmoins, si ces nouvelles conditions, données par le théorème 9, le lemme 5 et le lemme 7, sont équivalentes
aux anciennes, énoncées par le corollaire 2 et le théorème 2, elles diﬀèrent par le nombres de lignes et de
variables des LMI correspondantes. Le tableau 1.1 eﬀectue cette comparaison. Il montre que les nouvelles
conditions d’analyse mettent en jeux des LMI plus grandes avec plus de variables, même pour le lemme 5 où F
est structurée. En revanche les conditions de synthèse nécessitent le même nombre de variables. Leur taille est
plus délicate à comparer puisque le théorème 2 requiert deux inégalités de plus petite dimension que l’unique
inéquation du théorème 7. Si les deux LMI du théorème 2 sont rassemblées en une seule, diagonale par bloc, cette
dernière devient alors plus grande que l’inégalité du théorème 7. Néanmoins, du point de vue de la résolution
numérique, à nombre de variables égal, il s’avère parfois moins coûteux de déﬁnir deux LMI de dimensions
réduites, qu’une seule de grande taille, ce qui redonnerait l’avantage au théorème 2.
Toutefois, lorsque le modèle est soumis à des incertitudes, le résultat de cette comparaison est tout autre.
La section 1.5 montre que les variables additionnelles des LMI étendues permettent de réduire signiﬁcativement
le conservatisme des conditions d’analyse et de synthèse robuste. Pour exploiter au mieux ces degrés de liberté,
la discussion autour de l’inégalité (1.43) se poursuit dans la section suivante en proposant une interprétation
des variables de relaxation.
1.4 Interprétation des variables de relaxation
Au-delà de l’outil mathématique qu’elles constituent, les variables de relaxation peuvent être l’objet d’inter-
prétations variées selon le contexte dans lequel elles sont employées. Dans le cas de l’analyse robuste, il s’agit là
d’une diﬀérence majeure par rapport aux outils outils purement mathématique présentés dans la section 1.2.4.
Le problème dont traite ce chapitre n’échappe pas à cette règle puisque cette section montre que toute
matrice Fd satisfaisant la condition duale de stabilité (1.46) caractérise un modèle périodique dont la stabilité
est prouvée par W0. Si cette interprétation peut paraître anecdotique au premier abord, son corollaire est d’un
grand intérêt : toute matrice Fd conduisant à un modèle n’admettant pas W0 comme matrice de Lyapunov ne
peut être solution de (1.46).
Parallèlement à PF , on déﬁnit WF comme suit :
WF =
{
(W0,Fd) : W0 ∈ Sn+, Fd ∈ R2n×3n
}
Munie de cette notation, la constatation précédente permet de garantir l’absence de solution à (1.46) dans
un sous-ensemble WF . La démarche doit être comprise comme un eﬀort visant à caractériser le plus petit
sous-ensemble de WF englobant toutes les solutions de (1.46). Ces résultats s’avéreront très utile lors de l’éta-
blissement de conditions de synthèse robuste 6.
1.4.1 Condition nécessaire pour que la LMI étendue soit satisfaite
Comme énoncé précédemment, toute matrice Fd satisfaisant (1.46) peut être interprétée comme la carac-
térisation d’un modèle périodique stable. Aﬁn de démontrer cette aﬃrmation, le lemme suivant est introduit
comme résultat intermédiaire.
6. C’est la raison pour laquelle, l’interprétation des variables de relaxation se concentre sur la condition duale, bien que le même
raisonnement puisse être mené dans le cas primal.
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Lemme 8. Si (1.46) est satisfaite alors Fd admet la décomposition suivante :
Fd =
[
G1 G2
0 G3
] [
M3 −1 0
M2 M1 −1
]
(1.57)
où Gi et Mi, pour i = {1, 2, 3}, sont des matrices réelles de dimensions n× n et G1 et G3 sont inversibles.
Démonstration. Soit la décomposition suivante de la matrice Fd.
Fd =
[
F d0,0 F
d
1,0 F
d
2,0
F d1,0 F
d
1,1 F
d
1,2
]
=
[ Fd0 Fd1 ] avec Fd0 ∈ R2n×n, Fd1 ∈ R2n×2n (1.58)
Dans un premier temps, on démontre que (1.46) implique les deux résultats intermédiaires suivants :
det
(
F d1,2
) = 0 (1.59a)
det
(
F d1,0 − F d2,0(F d1,2)−1F d1,1
) = 0 (1.59b)
Si (1.46) est vériﬁée alors le bloc diagonal de dimension 2n × 2n en bas à droite de cette inégalité est déﬁni
négatif : [
0 0
0 W0
]
+He
{[−1 A0
0 −1
]
Fd1
}
≺ 0
Etant donné que W0  0, cette inégalité montre que
He
{[−1 A0
0 −1
]
Fd1
}
≺ 0 (1.60)
De cette inéquation, on déduit que :
– le noyau de Fd1 est vide et donc que det(Fd1 ) = 0 ;
– He{−F d1,2} ≺ 0, ce qui implique (1.59a).
Par conséquent, d’après ([Hogben, 2007] - p.4.4 Facts 11), on peut alors aﬃrmer que :
det(Fd1 ) = det(F d1,2)det
(
F d1,0 − F d2,0(F d1,2)−1F d1,1
) = 0
De cette inéquation et de (1.59a), on en déduit (1.59b).
Grâce à (1.59a) et (1.59b), il est possible de réécrire Fd1 comme suit :
Fd1 =
[
F d1,0 F
d
2,0
F d1,1 F
d
1,2
]
=
[−F d1,0 + F d2,0(F d1,2)−1F d1,1 −F d2,0
0 −F d1,2
] [ −1 0
−(F d1,2)−1F d1,1 −1
]
(1.61)
tout en assurant que la matrice triangulaire supérieure par blocs issue de cette décomposition est inversible. Si
(1.46) est vériﬁée, la matrice Fd1 admet alors toujours la formulation suivante
Fd1 =
[
G1 G2
0 G3
] [−1 0
M1 −1
]
(1.62)
avec G1 et G3 inversibles. En déﬁnissant M2 et M3 comme suit[
M3
M2
]
=
[
G1 G2
0 G3
]−1
Fd0
on obtient alors (1.57).
L’inégalité (1.46) peut alors être réécrite comme suit :⎡⎣−W0 0 00 0 0
0 0 W0
⎤⎦+He
⎧⎨⎩
⎡⎣A1 0−1 A0
0 −1
⎤⎦[G1 G2
0 G3
] [
M3 −1 0
M2 M1 −1
]⎫⎬⎭ ≺ 0 (1.63)
S’il a été démontré par le lemme 3, que (1.46) permet de prouver la stabilité de Σcl, cette nouvelle formulation
autorise une autre interprétation de cette inéquation. En eﬀet, si F est déﬁnie comme suit
F =
⎡⎣A1 0−1 A0
0 −1
⎤⎦[G1 G2
0 G3
]
alors (1.63) adopte une formulation très proche de (1.43), l’inégalité d’analyse primale. En s’appuyant sur un
raisonnement très similaire à celui employé dans la preuve du théorème 9, le lemme suivant démontre que (1.63)
prouve la stabilité d’un modèle 2-périodique construit à partir des matrices M1, M2 et M3.
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Lemme 9. S’il existe W0 ∈ Sn+ et Fd ∈ R2n×3n telles que (1.46) est satisfaite alors W0 ∈ Sn+ est une matrice
de Lyapunov prouvant la stabilité asymptotique du modèle suivant :{
ξ2q+1 = M3ξ2q
ξ2q+2 = M1ξ2q+1 + M2ξ2q
(1.64)
Les matrices M1, M2 et M3 sont calculées à partir de Fd selon (1.57).
Démonstration. Le lemme d’élimination montre que (1.63), équivalent à (1.46), implique
(ξˆq)
T
⎡⎣−W0 0 00 0 0
0 0 W0
⎤⎦ ξˆq < 0 telle que ∀ξˆq ∈ R3n, [M3 −1 0M2 M1 −1
]
ξˆq = 0 (1.65)
En associant à ξˆq la déﬁnition suivante
ξˆq =
⎡⎣ ξ2qξ2q+1
ξ2q+2
⎤⎦
il apparaît que la contrainte algébrique de (1.65) sur ce vecteur caractérise le modèle (1.64) alors que l’inéga-
lité de (1.65) traduit la stricte décroissante de la fonction déﬁnie positive V ′q = ξ
T
2qW0ξ2q. Ceci implique la
convergence vers zéro des variables ξ2q mais également des variables ξ2q+1 = M3ξ2q. Le modèle (1.64) est donc
asymptotiquement stable.
Remarque. Comme dans le cas du théorème 9, cette démonstration peut être menée de façon purement algé-
brique en remarquant que ⎡⎣ 1M3
M1M3 +M2
⎤⎦⊥ = [M3 −1 0
M2 M1 −1
]
Ainsi, l’utilisation du lemme d’élimination montre que (1.46) implique
(M1M3 +M2)
TW0(M1M3 +M2)−W0 ≺ 0 (1.66)
Cela prouve la stabilité asymptotique de (1.64), dont M1M3 +M2 est la matrice de monodromie. ◦
Pour que l’inégalité (1.46) soit satisfaite, il est donc nécessaire que W0 soit une matrice de Lyapunov prouvant
la stabilité asymptotique du modèle (1.64), dont les matrices sont obtenues à partir de Fd selon (1.57). Ce
résultat a d’importantes conséquences lors de la construction des conditions de synthèse.
Il est notable que la dynamique de (1.64) ne présente pas les caractéristiques traditionnelles des modèles
autonomes 2-périodiques, tels que Σcl. En eﬀet, ξ2q+2 dépend de ξ2q. De façon plus générale, ce modèle s’inscrit
dans la classe des modèles périodiques, polynomiaux et à ordre variant qui feront l’objet d’une étude approfondie
dans le chapitre suivant.
1.4.2 Exploitation de la condition nécessaire de la LMI étendue
Le lemme 9 permet de discriminer les sous-ensembles de WF admissibles à la recherche de solutions de
(1.46). Toutefois, la caractéristique requise pour ces sous-ensembles porte sur le couple {W0,Fd}. Comme le
montrera la suite de ce chapitre, il serait préférable d’avoir des conditions ne s’intéressant qu’à Fd. C’est la
raison pour laquelle le lemme suivant introduit un sous-ensemble de celui décrit par le lemme 9 dans lequel
toutes les matrices W0  0 sont admissibles au sens du lemme 9.
Lemme 10. Pour toute matrice W0 ∈ S+n , il existe ε > 0 tel que quels que soient les réels ε1,0, ε1,1 et ε0,0
satisfaisant 0 ≤ (ε1,0ε0,0 + ε1,1)2 < ε, W0 est une matrice de Lyapunov prouvant la stabilité asymptotique du
modèle suivant, cas particulier de (1.64) :{
ξ2q+1 = ε0,01 ξ2q
ξ2q+2 = ε1,01 ξ2q+1 + ε1,11 ξ2q
(1.67)
Démonstration. La matrice W0 est déﬁnie positive si et seulement s’il existe ε tel que quel que soit ε vériﬁant
0 ≤ ε2 < ε, l’inégalité suivante est satisfaite
−W0 + ε2W0 ≺ 0
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En réécrivant cette inéquation sous la forme suivante
−W0 + (ε1)TW0(ε1) ≺ 0 (1.68)
elle peut être interprétée comme la condition de stabilité du modèle LTI dont la matrice d’état est ε1, ou du
modèle périodique pour lequel ε1 est la matrice de monodromie. En décomposant ε sous la forme ε1,0ε0,0+ ε1,1,
l’identiﬁcation de (1.68) avec (1.66) montre que (1.68) est une condition équivalente de stabilité de (1.64) avec
M1 = ε1,01, M2 = ε1,11 et M3 = ε0,01. Un tel modèle est décrit par (1.67).
On peut vériﬁer que ce résultat est conforme aux conclusions du lemme 6 assurant l’existence d’une solution
à (1.46) dans un sous-ensemble de WF , si Σcl est stable. Ce sous-ensemble est caractérisé par une forme de Fd,
donnée par (1.52) et reformulée comme suit
Fd =
[
W1 0
0 W0
] [
0 −1 0
0 0 −1
]
L’identiﬁcation de cette formulation avec (1.57) montre qu’un tel choix de Fd conduit au cas particulier du
modèle (1.67), pour lequel ε1,0 = ε1,1 = ε0,0 = 0. D’après le lemme 10, quelle que soit W0, cette matrice Fd
conduit donc à un sous-ensemble de WF admissibles au sens du lemme 9.
1.4.3 Résumé et interprétation ensembliste
Les conclusions principales de cette section sont maintenant résumées en adoptant une perspective ensem-
bliste. Pour cette raison, on déﬁnit les quatre ensembles suivants associés aux lemmes et corollaires autour
desquels s’articulent cette section :
– Lemme 3 : WF =
{
(W0,Fd) : W0 ∈ Sn+, Fd ∈ R2n×3n
}
– Lemme 9 : W1 =
{
(W0,Fd) : W0 ∈ Sn+, Fd = (1.57), (M1M3 +M2)TW0(M1M3 +M2)−W0 ≺ 0
}
– Lemme 10 : W2(ε) =
{
(W0,Fd) : W0 ∈ Sn+, Fd = (1.57), M1 = ε1,01, M2 = ε1,11, M3 = ε0,01,
0 ≤ (ε1,0ε0,0 + ε1,1)2 < ε
}
– Lemme 6 :W3 =
{
(W0,Fd) : W0 ∈ Sn+, Fd = (1.57), M1 = M2 = M3 = 0, G1 = W1, G2 = 0, G3 = W0
}
Clairement, il existe ε > 0 tel que la hiérarchie suivante est vériﬁée :
W3 ⊂ W2(ε) ⊂ W1 ⊂ WF
En s’appuyant sur cette nomenclature, le résultat du lemme 9 peut s’énoncer ainsi : toutes les solutions à
la condition duale de stabilité (1.46) sont incluses dans W1. Cet ensemble est cependant diﬃcile à décrire en
raison de l’interdépendance existant dans sa déﬁnition entre W0 et Fd. C’est la raison pour laquelle W2(ε) a été
proposé par le lemme 10. Il faut cependant garder à l’esprit qu’il existe d’autres ensembles deW1, potentiellement
disjoints de W2(ε), contenant des solutions de (1.46).
L’objectif ultime de cette démarche est de caractériser le plus petit sous-ensemble de WF englobant toutes
les solutions de (1.46). Si le lemme 9 contribue à cet eﬀort en proposant W1, le but ﬁnal est encore hors de
portée.
1.5 Extension des conditions étendues au cas robuste
Pour le modèle nominal, la recherche d’une solution à (1.43) dans l’ensemble PF est un problème accessible
aux outils d’optimisation convexe. Ce n’est malheureusement plus le cas lorsque le modèle est incertain puisque
les matrices P et F sont alors paramétrées par θ. Classiquement, dans une telle situation le problème est relaxé
en examinant des sous-ensembles de PF (θ) pour lesquels il est possible de donner une formulation LMI au
problème. La première section a donné une illustration de ce procédé via le théorème 8 d’analyse quadratique :
la recherche des certiﬁcats de stabilité robuste a été restreinte aux matrices de Lyapunov constantes alors que
dans le cas général P peut dépendre de θ.
Cette section montre que la version robuste de (1.43) peut également être relaxée aﬁn d’obtenir une formula-
tion LMI. De plus, il est démontré que le conservatisme induit par cette relaxation ne peut être plus important
(et est souvent moindre) que dans le cas de l’analyse quadratique. Les variables additionnelles des LMI étendues
sont à la source de ce résultat.
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1.5.1 Réduction du conservatisme grâce aux variables de relaxation
Comme expliqué dans la première section, les conditions d’analyse établies pour le modèle nominal restent
nécessaires et suﬃsantes si les variables de décision sont autorisées à dépendre des incertitudes. Ainsi, l’équivalent
robuste de la condition de stabilité (1.43) est donné par le théorème suivant
Théorème 10. Le modèle incertain Σcl(θ), déﬁni par (1.4), est stable robustement si et seulement si la condition
suivante est satisfaite
∃P (θ) ∈ Sn+, ∃F(θ) ∈ R3n×2n :
⎡⎣−P0(θ) 0 00 0 0
0 0 P0(θ)
⎤⎦+He{F(θ) [A0(θ) −1 0
0 A1(θ) −1
]}
≺ 0, ∀θ (1.69)
Contrairement à la version robuste des deux conditions de stabilité (1.22) et (1.23), on remarque que (1.69)
découple les matrices Ak(θ) et P0(θ). Cette constatation permet de relaxer le problème de la dépendance
continue de (1.69) à l’égard de θ de la façon suivante : on considère que F est une matrice constante, c’est-à-dire
indépendante de θ, et que P0(θ) présente une dépendance polytopique en θ :
P (θ) =
L∑
i=1
θiP
[i] (1.70)
Ces deux relaxations transforment (1.69) en une inégalité linéaire en la variable θ qui évolue dans un ensemble
polytopique convexe. Comme pour le théorème 7, ceci autorise à évaluer (1.69) uniquement sur les sommets du
polytope. Le théorème suivant met en œuvre ce raisonnement.
Théorème 11. S’il existe F ∈ R3n×2n telle que pour i ∈ {1 · · ·L} la condition suivante est satisfaite :
∃P [i]0 ∈ Sn+ :
⎡⎢⎣−P [i]0 0 00 0 0
0 0 P
[i]
0
⎤⎥⎦+He{F [A[i]0 −1 0
0 A
[i]
1 −1
]}
≺ 0 (1.71)
alors le modèle incertain Σcl(θ), déﬁni par (1.4), est stable robustement.
Démonstration. Similairement à la preuve du théorème 7, l’argument de convexité montre que si (1.71) est
vériﬁée pour tout i alors (1.69) est vériﬁée avec F(θ) constant et P (θ) donnée par (1.70). Ceci permet donc
d’aﬃrmer que Σ(θ) est stable robustement.
Comparaison avec la condition de stabilité quadratique En suivant la même démarche que dans la
preuve du lemme 5, la condition de stabilité quadratique du théorème 7 peut être reformulée de façon équivalente
sous la forme suivante :
∃P0 ∈ Sn+, ∃P1 ∈ Sn+ :
⎡⎣−P0 0 00 0 0
0 0 P0
⎤⎦+He
⎧⎨⎩
⎡⎣ 0 0P1 0
0 P0
⎤⎦[A[i]0 −1 0
0 A[i]1 −1
]⎫⎬⎭ ≺ 0, ∀i ∈ {1 · · ·L} (1.72)
Clairement, il s’agit d’un cas particulier de (1.71).
Pour faciliter la discussion à venir, on introduit les ensembles suivants, en lien avec les théorèmes qui leur
sont associés.
– Théorème 10 : PF (θ) =
{
(P0(θ),F(θ)) : P0(θ) ∈ Sn+, F(θ) ∈ R3n×2n
}
– Théorème 11 : P1(θ) =
{
(P0(θ),F(θ)) : P0(θ) = (1.70) ∈ Sn+, F constante ∈ R3n×2n
}
– Théorème 7 : P2(θ) =
{
(P0(θ),F(θ)) : P0 constant ∈ Sn+, F = (1.50) avec P1 ∈ Sn+
}
Le hiérarchie suivante peut être établie.
P2(θ) ⊂ P1(θ) ⊂ PF (θ)
La stabilité quadratique peut donc être interprétée comme la recherche d’une solution à (1.69) dans l’ensemble
P2(θ). Le théorème 11 élargit ce domaine de recherche puisqu’il considère P1(θ). La condition obtenue n’est
toujours que suﬃsante puisque l’existence d’une solution ne peut être garantie que dans PF (θ). On notera que
de P2(θ) à P1(θ), l’élargissement de l’ensemble s’eﬀectue dans deux directions : d’une part la matrice F est
enrichie et considérée indépendante de P0, ce qui permet, d’autre part, de considérer P0 comme une fonction
polytopique de θ.
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Discussion sur l’usage des variables de relaxation Dans le cas nominal, la condition d’analyse est
nécessaire et suﬃsante. Dans une telle situation, l’enjeu consiste à réduire autant que possible l’ensemble de
recherche, tout en guarantissant qu’il contient toujours un certiﬁcat de stabilité si le modèle est stable. De cette
façon, on réduit le nombre de variables de décision ce qui diminue l’eﬀort de calcul.
Dans le cas robuste où la condition n’est que suﬃsante, la démarche est opposée puisqu’on élargit le domaine
de recherche en augmentant le nombre de variables. On notera que cet accroissement n’est justiﬁé que par
l’existance de modèles n’admettant un certiﬁcat de stabilité que dans l’ensemble élargi. La suite de ce chapitre
prouve que ces modèles existent. En ce sens, cette technique s’inscrit dans la lignée des diﬀérentes méthodes
de relaxation pour les problèmes de robustesses (voir la section 1.2.4) proposant des solutions pour réduire le
conservatisme, au prix d’un accroissement de l’eﬀort de calcul.
Le choix de la dépendance polytopique de P (θ) Le théorème 11 considère une matrice P (θ) polytopique
alors que la condition nécessaire et suﬃsante ne précise pas la dépendance de P (θ) par rapport à θ. A première
vue, ce choix peut sembler conservatif dans la mesure où il pourrait exister une matrice P dont la dépendance
vis-à-vis de θ est plus complexe sans que l’algorithme ne soit capable de la trouver. Le lemme suivant montre
cependant qu’il n’en est rien.
Lemme 11. La condition (1.71), où P (θ) est polytopique, est équivalente à (1.73), où la dépendance de P par
rapport à θ est quelconque.
∃P (θ) ∈ Sn+, ∃F ∈ R3n×2n :
⎡⎣−P (θ) 0 00 0 0
0 0 P (θ)
⎤⎦+He{F [A0(θ) −1 0
0 A1(θ) −1
]}
≺ 0, ∀θ (1.73)
Démonstration. Si (1.73) est vériﬁée quel que soit θ, alors elle l’est également sur les sommets du polytope et
donc (1.71) est satisfaite. A l’inverse, la preuve du théorème 11 établit que si le jeu de LMI (1.71) est vériﬁé
alors (1.73) est satisfaite avec P (θ) polytopique.
Ce résultat démontre que parmi l’ensemble des matrices P (θ) non-linéaires en θ et satisfaisant (1.73), il
existe toujours une matrice polytopique. La restriction de F à une matrice constante est donc la seule source
de conservatisme du théorème 11.
Il est également nécessaire de préciser que le théorème 11 ne cherche un certiﬁcat de stabilité que dans
un sous-ensemble des matrices polytopiques P (θ). En eﬀet, dans le cas général, il existe une matrice P (θ)
polytopique prouvant la stabilité robuste de Σcl(θ) si et seulement si (1.69) est vériﬁée avec P (θ) donnée par
(1.70). Or, ceci n’implique pas (1.73) où F est constante. Implicitement, relaxer le problème en imposant à F
de ne pas dépendre de θ, exclut de la recherche de certiﬁcats de stabilité tout un ensemble de matrices P (θ)
polytopiques.
1.5.2 Conditions alternatives d’analyse robuste
Cette sous-section cherche à établir des méthodes alternatives conduisant à d’autres certiﬁcats de stabilité.
L’absence de nécessité de la condition d’analyse (1.71) justiﬁe cette eﬀort.
Condition duale
L’équivalent robuste de la condition de stabilité duale (1.46) s’énonce comme suit :
∃W0(θ) ∈ Sn+, ∃Fd ∈ R2n×3n :
⎡⎣−W0(θ) 0 00 0 0
0 0 W0(θ)
⎤⎦+He
⎧⎨⎩
⎡⎣A1(θ) 0−1 A0(θ)
0 −1
⎤⎦Fd(θ)
⎫⎬⎭ ≺ 0, ∀θ ∈ Θ (1.74)
Comme pour le théorème 11, il est possible de relaxer le problème pour obtenir la condition suivante, formulée
comme un problème SDP.
Lemme 12. S’il existe Fd ∈ R2n×3n tel que pour i ∈ {1 · · ·L} la condition suivante est satisfaite :
∃W [i]0 ∈ Sn+ :
⎡⎢⎣−W [i]0 0 00 0 0
0 0 W
[i]
0
⎤⎥⎦+He
⎧⎪⎨⎪⎩
⎡⎢⎣A[i]1 0−1 A[i]0
0 −1
⎤⎥⎦Fd
⎫⎪⎬⎪⎭ ≺ 0 (1.75)
alors le modèle incertain Σcl(θ), déﬁnit par (1.4), est robustement stable.
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Dans le cas général, les conditions (1.71) et (1.75) ne sont pas équivalentes. L’existence d’un contre-exemple
suﬃt à démontrer cette aﬃrmation. Pour en donner une compréhension intuitive, on fait le raisonnement suivant.
La combinaison convexe de (1.75) conduit à (1.74) avec Fd constante. Grâce au lemme d’élimination, on montre
que cette inégalité implique la suivante :
Ψ0(θ)W0(θ)Ψ
T
0 (θ)−W0(θ) ≺ 0 (1.76)
En s’appuyant sur un raisonnement similaire à celui de la preuve du lemme 3, on montre que cette inéquation
est équivalente à :
ΨT0 (θ)W
−1
0 (θ)Ψ0(θ)−W−10 (θ) ≺ 0
qui n’est autre que la version robuste de la condition primale de stabilité (1.22) avec P0(θ) = W
−1
0 (θ). Il s’agit
d’un résultat bien connu pour les modèles LTI. De fait, la recherche d’une matrice W0(θ) polytopique pour la
condition duale (1.76) correspond à la recherche de P0(θ) = (
∑
i θiW
[i]
0 )
−1 qui est non linéaire en θ pour la
condition primale (1.22). Par conséquent, l’ensemble de recherche de la condition duale est donc inaccessible à
la condition primale dès lors que P0(θ) est considérée polytopique, ce qui montre que (1.71) et (1.75) ne peuvent
donc être équivalentes.
Interprétation des variables de relaxation Dans le contexte de l’analyse robuste, l’interprétation des
variables de relaxation proposée par la section 1.4 est maintenant actualisée. Comme pour les développements
précédents, l’étude se concentre ici sur la condition duale, bien que des conclusions similaires puissent être
établies à partir de la condition primale.
Comme énoncé précédemment, (1.75) est équivalente à (1.74) avec Fd constante. En ré-introduisant l’ex-
pression de Fd, donnée par (1.57), dans cette condition puis en utilisant le lemme d’élimination, on montre que
(1.75) implique l’inégalité suivante, version robuste de (1.66) :
(M1M3 +M2)
TW0(θ)(M1M3 +M2)−W0(θ) ≺ 0 (1.77)
Selon cette dernière, W0(θ) prouve la stabilité du modèle périodique sans incertitude (1.64) quel que soit θ ∈ Θ.
Il s’agit d’une condition nécessaire pour que Fd soit solution de (1.75). Dans ce contexte, le lemme 10 permet
à nouveau de construire, sans la connaissance de W0(θ), une sous-famille de modèles (1.64) satisfaisant cette
exigence.
Changement du point de départ de la période
La condition de stabilité du corollaire 3 est équivalente à l’existence d’une fonction de Lyapunov quadratique
décroissante sur une période : Vτ+2 < Vτ . D’après le corollaire 2, le choix de τ , instant de référence de cette
comparaison pouvant être interprété comme le point de départ de la période, donne lieu à des conditions LMI
diﬀérentes mais équivalentes dans le cas nominal. C’est la raison pour laquelle, le théorème 9 s’est focalisé sur
le cas où τ = 0. En suivant le même raisonnement pour τ = 1, on obtient une condition alternative dont la
version robuste peut être relaxée aﬁn d’obtenir le lemme suivant.
Lemme 13. S’il existe F1 ∈ R3n×2n telle que pour i ∈ {1 · · ·L} la condition suivante est satisfaite :
∃P [i]1 ∈ Sn+ :
⎡⎢⎣−P [i]1 0 00 0 0
0 0 P
[i]
1
⎤⎥⎦+He{F1
[
A
[i]
1 −1 0
0 A
[i]
0 −1
]}
≺ 0 (1.78)
alors le modèle incertain Σcl(θ), déﬁni par (1.4), est robustement stable.
Cette fois encore, un exemple numérique suﬃt à montrer que (1.71) et (1.78) ne sont pas équivalentes dans le
cas général. La discussion suivante se donne pour objectif d’oﬀrir une compréhension intuitive de ce phénomène
dont l’existence a déjà été relevé lors de l’utilisation de technique d’analyse alternative [Hosoe and Hagiwara,
2011]. On montre aisément que (1.71) et (1.78) impliquent respectivement (1.22) et la version robuste de (1.14)
suivante :
(A0(θ)A1(θ))
T
P1(θ) (A0(θ)A1(θ))− P1(θ) ≺ 0 (1.79)
Dans le cas où A0(θ) est de rang plein en colonne, AT0 (θ) · (1.79) · A0(θ) est équivalente à (1.22) avec P0(θ) =
AT0 (θ)P1(θ)A0(θ)  0 qui est une fonction polynomiale d’ordre 2 en θ. Par conséquent, dans le cas général, (1.78)
recherche des certiﬁcats de stabilité dans un ensemble inaccessible à (1.71) qui ne s’intéresse qu’aux matrices
P0(θ) polytopiques.
De façon tout à fait remarquable, par application directe du corollaire 7 donné dans l’annexe A à la page 169,
il est possible de rétablir l’équivalence entre (1.71) et (1.78) en imposant la structure suivante à F et F1 :
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Lemme 14. Si (1.71) est vériﬁée avec la matrice F suivante alors (1.78) est satisfaite pour la matrice F1
déﬁnie comme suit
F =
⎡⎣ 0 0F1,0 0
0 F2,1
⎤⎦ , F1 =
⎡⎣ 0 0F2,1 0
0 F1,0
⎤⎦ avec F1,0 ∈ Rn×n, F2,1 ∈ Rn×n (1.80)
La proposition inverse est également vraie.
Le sous-ensemble des matrices P1(θ) polytopiques exploré par le lemme 12 lorsque Fd est donnée par (1.80)
contient un certiﬁcat de stabilité si et seulement si un autre certiﬁcat de stabilité existe dans le sous-ensemble
des matrices P0(θ) polytopiques analysé par le théorème 11 lorsque F est donnée par (1.80). De plus, à la lumière
de la remarque précédente, si A0(θ) (respectivement A1(θ)) est de rang plein en colonne alors il est possible
d’aﬃrmer que AT0 (θ)P1(θ)A0(θ) (respectivement A
T
1 (θ)P0(θ)A1(θ)) garantit également la stabilité robuste de
Σcl.
Avant de refermer cette sous-section, on présente la condition d’analyse duale pour τ = 1. La preuve de cette
nouvelle variation de (1.71) est semblable aux précédentes.
Lemme 15. S’il existe Fd ∈ R2n×3n tel que pour i ∈ {1 · · ·L} la condition suivante est satisfaite :
∃W [i]1 ∈ Sn+ :
⎡⎢⎣−W [i]1 0 00 0 0
0 0 W
[i]
1
⎤⎥⎦+He
⎧⎪⎨⎪⎩
⎡⎢⎣A[i]0 0−1 A[i]1
0 −1
⎤⎥⎦Fd
⎫⎪⎬⎪⎭ ≺ 0 (1.81)
alors le modèle incertain Σcl(θ), déﬁnit par (1.4), est robustement stable.
1.5.3 Hiérarchie de conditions d’analyse par multiplication de la période
Le corollaire 2 s’intéresse à la décroissance de la fonction Lyapunov (1.17) d’une période à l’autre. Il est
possible de relaxer cette contrainte en n’exigeant la décroissance de cette fonction que toutes les deux périodes,
c’est à dire V2(q+2) = V4(q+1) < V2q pour τ = 0. Une telle démarche conduit au théorème suivant dans le cas
robuste :
Lemme 16. S’il existe F2 ∈ R5n×4n telle que pour i ∈ {1 · · ·L} la condition suivante est satisfaite :
∃P [i]0,2 ∈ Sn+ :
⎡⎢⎢⎢⎢⎣
−P [i]0,2 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 P
[i]
0,2
⎤⎥⎥⎥⎥⎦+He
⎧⎪⎪⎪⎨⎪⎪⎪⎩F2
⎡⎢⎢⎢⎣
A
[i]
0 −1 0 0 0
0 A
[i]
1 −1 0 0
0 0 A
[i]
0 −1 0
0 0 0 A
[i]
1 −1
⎤⎥⎥⎥⎦
⎫⎪⎪⎪⎬⎪⎪⎪⎭ ≺ 0 (1.82)
alors le modèle incertain Σcl(θ), déﬁnit par (1.4), est asymptotiquement et robustement stable.
Démonstration. A l’issue de la combinaison convexe de (1.82), on procède comme dans la preuve du théorème 9
où le lemme d’élimination permet de transformer l’inégalité en une contrainte algébrique sur un vecteur de
signaux, lui-même soumis à une inégalité quadratique. En nommant ce vecteur comme suit :[
xT4q x
T
4q+1 x
T
4q+2 x
T
4q+3 x
T
4q+4
]T
(1.83)
l’égalité caractérise la dynamique de Σcl sur deux périodes tandis que l’inéquation correspond à −xT4qP0,2(θ)x4q+
xT4q+4P0,2(θ)x4q+4 < 0, ce qui traduit la décroissance de la fonction de Lyapunov quadratique x
T
4qP0,2(θ)x4q.
Finalement, on montre aisément que la convergence vers zéro des x4q implique celle de tous les autres états
intermédiaires, à savoir x4q+k pour k = {1, 2, 3}.
Si cette nouvelle approche n’apporte rien dans le cas nominal, elle permet d’ajouter des degrés de liberté
dans la recherche du certiﬁcat de stabilité robuste. On peut en eﬀet montrer que la condition (1.82) ne peut
qu’être moins conservative que (1.71) en prouvant que, pour chaque valeur de i, si (1.71) est satisfaite alors
(1.82) est vériﬁée. Ce résultat est obtenu en répétant deux fois (1.71) pour obtenir une LMI diagonale par blocs.
Multipliée par RT2 à gauche et R2 à droite, cette dernière implique (1.82) avec F2 = RT2 diag{F ,F}.
RT2 =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎦
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En utilisant les techniques présentées dans la sous-section précédente, cette approche peut être déclinée dans
le cas dual et pour diﬀérents points de départ, conduisant ainsi à autant de nouvelles conditions suﬃsantes qui
ne sont pas équivalentes entre elles dans le cas général.
L’augmentation du nombre de variables, due à la diﬀérence de taille entre F2 et F , est évidemment la
contrepartie d’une telle approche. Le lemme suivant propose une explication intuitive de la raison pour laquelle
cette augmentation peut contribuer à réduire le conservatisme de la condition d’analyse robuste.
Lemme 17. Si (1.82) est satisfaite alors il existe une matrice F4 ∈ R5n×n telle que (1.69) est vériﬁée pour les
matrices P0(θ) et F(θ) suivantes polynomiales en θ :
P0(θ) = P0,2(θ) + (A1(θ)A0(θ))
T
P0,2(θ) (A1(θ)A0(θ)) (1.84)
F(θ) = QT (θ) [F3 F4]
⎡⎢⎢⎢⎢⎣
1 0
−A1(θ) 0
0 0
0 0
−A1(θ) −1
⎤⎥⎥⎥⎥⎦ où F3 =
⎡⎣[13n 03n×2n]0n×5n[
02n×3n 12n
]
⎤⎦F2, Q(θ) =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
A1(θ)A0(θ) 0 0
0 0 1
0 0 A0(θ)
0 0 A1(θ)A0(θ)
⎤⎥⎥⎥⎥⎥⎥⎦
(1.85)
Démonstration. La matrice F2 de (1.82) peut toujours être réécrite sous la forme RT2 F3. Un exemple simple
est proposé par (1.85). Le résultat de la combinaison convexe de (1.82) peut alors être factorisé sous la forme
suivante :
RT2
⎛⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎣
−P0,2(θ) 0 0 0 0 0
0 0 0 0 0 0
0 0 −P0,2(θ) 0 0 0
0 0 0 P0,2(θ) 0 0
0 0 0 0 0 0
0 0 0 0 0 P0,2(θ)
⎤⎥⎥⎥⎥⎥⎥⎦+He
⎧⎪⎪⎨⎪⎪⎩F3
⎡⎢⎢⎣
A0(θ) −1 0 0 0 0
0 A1(θ) −1 0 0 0
0 0 0 A0(θ) −1 0
0 0 0 0 A1(θ) −1
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭
⎞⎟⎟⎟⎟⎟⎟⎠R2 ≺ 0
En remarquant que
R2 =
[
0 0 −1 1 0 0]T⊥T
on peut aﬃrmer qu’il existe une matrice F4 telle que⎡⎢⎢⎢⎢⎢⎢⎣
−P0,2(θ) 0 0 0 0 0
0 0 0 0 0 0
0 0 −P0,2(θ) 0 0 0
0 0 0 P0,2(θ) 0 0
0 0 0 0 0 0
0 0 0 0 0 P0,2(θ)
⎤⎥⎥⎥⎥⎥⎥⎦+He
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[F3 F4]
⎡⎢⎢⎢⎢⎣
A0(θ) −1 0 0 0 0
0 A1(θ) −1 0 0 0
0 0 0 A0(θ) −1 0
0 0 0 0 A1(θ) −1
0 0 −1 1 0 0
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ ≺ 0
La pré/post-multiplication de cette inéquation par Q(θ), de rang plein en colonne et déﬁnie par (1.85), implique
(1.69) pour les matrices P0(θ) et F(θ) telles que celles déﬁnies par (1.84) et (1.85).
Soit P3(θ) le sous-ensemble de PF (θ) pour lequel les matrices P0(θ) et F(θ) sont polynomiales en θ de degré
5 et 3 respectivement. La matrice P0,2(θ) étant polytopique en θ, on peut aﬃrmer grâce au lemme 17 que le
lemme 16 recherche une solution à la condition de stabilité robuste (1.69) dans l’ensemble P3(θ), inaccessible
au théorème 11. Il est cependant important de préciser que cet ensemble n’est pas exploré dans son intégralité
puisque les équations (1.84) et (1.85) montrent clairement que les expressions de P0(θ) et F(θ) ne sont pas
quelconques. En revanche, on peut garantir que si le théorème 11 obtient un certiﬁcat de stabilité dans P1(θ)
alors un autre certiﬁcat existe dans P3(θ) et la résolution des conditions LMI du lemme 16 le trouvera. L’inverse
n’est pas vrai.
En généralisant cette idée, il est possible de considérer la décroissance de la fonction de Lyapunov sur un
nombre plus grand de périodes. Une telle approche permet de construire une hiérarchie de conditions suﬃsantes
de stabilité au conservatisme décroissant. On notera toutefois, qu’il n’existe pas, à notre connaissance, de preuves
formelles que cette suite converge vers une condition nécessaire (et toujours suﬃsante).
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1.5.4 Synthèse robuste
Comme dans le cas nominal, cette sous-section aborde le problème de synthèse à partir des conditions
suﬃsantes d’analyse. Par nature, cette démarche ne peut donc donner lieu qu’à des conditions non-nécessaire.
Les techniques de multiplication de la période et de changement du point de départ, employées pour obtenir
des conditions d’analyse alternatives, peuvent être utilisées ici de la même façon 7. Toutefois, pour éviter la
redondance, la discussion de cette sous-section est circonscrite au cas où τ = 0 et au modèle 2-périodique
originel.
Correcteurs classiques
Comme expliqué précédemment, il est possible d’obtenir des conditions de synthèse en structurant la matrice
Fd dans la condition d’analyse duale. Dans le cas nominal, cette manipulation peut être eﬀectuée sans perdre la
nécessité, ce qui donne lieu à une condition de synthèse nécessaire et suﬃsante. En revanche, toute structuration
de Fd dans les conditions d’analyse robuste induit un conservatisme additionnel, que cette section s’eﬀorcera
de réduire.
L’expression des matrices du modèle en boucle ouverte est ré-introduite dans la condition d’analyse duale
(1.75) et Fd est remplacée par son expression donnée par (1.57) :⎡⎢⎣−W [i]0 0 00 0 0
0 0 W [i]0
⎤⎥⎦+He{
⎛⎜⎝
⎡⎢⎣Aol[i]1 0−1 Aol[i]0
0 −1
⎤⎥⎦+
⎡⎢⎣B[i]u1 00 B[i]u0
0 0
⎤⎥⎦K
⎞⎟⎠[G1 G20 G3
]
︸ ︷︷ ︸
G
[
M3 −1 0
M2 M1 −1
]
︸ ︷︷ ︸
M
}
≺ 0
En l’état, les variables de décision sont W [i]0 , la matrice structurée K donnée par (1.54) et Fd = GM ce qui
rend cette condition non convexe. On propose de soustraire M à la liste des variables de décision (en imposant
arbitrairement leur valeur) et d’eﬀectuer le changement de variable Y = KG, comme dans le lemme 7, aﬁn de
rétablir la convexité. Il reste à assurer que les gains du contrôleur puissent être reconstruits à partir de Y et
G. Ceci est garanti en choisissant G diagonale par bloc (G2 = 0) et en se souvenant que G est une matrice
inversible, si bien que K peut toujours être obtenu via, le calcul YG−1 si Y est également diagonale par blocs.
Théorème 12. Soit un jeu de matrices Mj ∈ Rn×n pour j = {1, 2, 3}. S’il existe Gj ∈ Rn×n et Yj ∈ Rmu×n
pour j = {0, 1} telles que pour i ∈ {1 · · ·L} la condition suivante est satisfaite :
∃W [i]0 ∈ Sn+ :
⎡⎢⎣−W [i]0 0 00 0 0
0 0 W
[i]
0
⎤⎥⎦+He
⎧⎪⎨⎪⎩
⎛⎜⎝
⎡⎢⎣Aol[i]1 0−1 Aol[i]0
0 −1
⎤⎥⎦G +
⎡⎢⎣B[i]u1 00 B[i]u0
0 0
⎤⎥⎦Y
⎞⎟⎠[M3 −1 0
M2 M1 −1
]⎫⎪⎬⎪⎭ ≺ 0
(1.86)
avec
G =
[
G1 0
0 G0
]
, Y =
[
Y1 0
0 Y0
]
(1.87)
alors le modèle incertain Σ(θ), déﬁni par (1.2), est stabilisable robustement par la loi de commande (1.3). Les
gains Kk du correcteur sont alors obtenus via la relation (1.21), rappelée ici :
Kk = YkW
−1
k
Démonstration. En réécrivant Y = KG, (1.86) devient équivalente à (1.75) avec Fd = GM, ce qui prouve la
stabilité robuste de Σcl(θ) selon le lemme 12.
Ce théorème présente la particularité d’oﬀrir des degrés de liberté dans le choix des matrices Mj . L’in-
terprétation des variables de relaxation prend ici tout son sens : d’après le lemme 9, il est nécessaire que le
modèle (1.64), construit à partir des Mj , admette W0(θ) comme matrice de Lyapunov quel que soit θ ∈ Θ. Or,
l’expression de cette matrice polytopique est le résultat de la résolution LMI et n’est donc pas connu à l’avance.
C’est la raison pour laquelle, le lemme 10 propose une famille de choix Mj admissibles quelle que soit W0(θ), en
s’appuyant sur le cas particulier des modèles dont les valeurs propres de la matrices de monodromie sont toutes
nulles.
7. L’usage de la dualité n’est cependant pas approprié puisque l’analyse primale ne permet pas d’obtenir de conditions de
synthèse.
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Comme lors de la comparaison des conditions d’analyse robuste, il est possible de montrer que la condition
de synthèse quadratique, proposée par le lemme 7, correspond au cas particulier de (1.86) pour lequel M1 =
M2 = M3 = 0, G1 = W1  0 et W [i]0 = W0. Par conséquent, le théorème 12 ne peut que réduire le conservatisme
du lemme 7.
Correcteurs à mémoire
Même pour le choix le plus approprié de matrices Mj , imposer G2 = 0 est source de conservatisme. Si la
contrainte sur G2 est relaxée, la diﬃculté est d’assurer la concordance entre les structures de K et YG−1 alors
que G−1 est triangulaire supérieure.
C’est ce constat qui a motivé l’introduction de l’idée des correcteurs à mémoire et à ordre variant, proposée
pour la première fois dans [Ebihara et al., 2009a] puis développée dans [Ebihara et al., 2011]. L’idée principale
peut s’énonce ainsi : si Y et G sont choisies triangulaires supérieures, alors YG−1 hérite de cette structure que
K peut adopter si sa formulation est enrichie. En reconstruisant a posteriori la loi de commande conduisant à
une telle forme de K, on obtient la loi périodique à mémoire déﬁnie par (1.89). Le théorème suivant adapte le
théorème 12 selon cette discussion.
Théorème 13. Si la condition (1.86) du théorème 12 est faisable avec G et Y déﬁnis de la façon suivante
G =
[
G1,0 G1,1
0 G0,0
]
, Y =
[
Y1,0 Y1,1
0 Y0,0
]
(1.88)
où Gk,j ∈ Rn×n et Yk,j ∈ Rmu×n pour (k = {0, 1}, j = {0, k}) alors le modèle incertain Σ(θ), déﬁnie par
(1.2), est stabilisable robustement par la loi de commande à mémoire suivante :{
u2q = K0,0x2q
u2q+1 = K1,0x2q+1 + K1,1x2q
(1.89)
Les gains Kk,j du correcteur sont obtenus via le calcul suivant :[
K1,0 K1,1
0 K0,0
]
= YG−1 (1.90)
Démonstration. En ré-introduisant KG à la place de Y, la somme convexe de (1.86) conduit à l’inégalité suivante
avec Fd = GM : ⎡⎣−W0(θ) 0 00 0 0
0 0 W0(θ)
⎤⎦+He
⎧⎨⎩
⎡⎣A1,0(θ) A1,1(θ)−1 A0,0(θ)
0 −1
⎤⎦Fd
⎫⎬⎭ ≺ 0
où A1,0(θ) = A1(θ) +Bu1(θ)K1,0, A1,1(θ) = Bu1(θ)K1,1 et A0,0(θ) = A0(θ) +Bu0(θ)K0,0. En remarquant que⎡⎣A1,0(θ) A1,1(θ)−1 A0,0(θ)
0 −1
⎤⎦⊥ = [1 A1,0(θ) A1,0(θ)A0,0(θ) +A1,1(θ)]
l’utilisation du lemme d’élimination conduit à l’inégalité suivante
(A1,0(θ)A0,0(θ) +A1,1(θ))W0(θ)(A1,0(θ)A0,0(θ) +A1,1(θ))
T −W0(θ) ≺ 0
qui prouve la stabilité robuste au sens de Schur de la matrice A1,0(θ)A0,0(θ) + A1,1(θ). Il s’agit précisément
de la matrice de monodromie de la boucle fermée Σ(θ) avec (1.89), ce qui prouve la stabilité robuste de ce
système. En eﬀet, les équations du modèle en boucle fermée s’expriment comme (1.64) avec M1 = A1,0(θ),
M2 = A1,1(θ) et M3 = A0,0(θ) et il été démontré auparavant que la matrice de monodromie de ce modèle
correspond à M1M3 +M2.
On notera que la preuve de ce théorème indique que le modèle périodique, polynomial et à ordre variant
(1.64) rencontré auparavant peut être interprété comme la boucle fermée d’un modèle périodique classique
commandé par une loi de commande à mémoire de type (1.89).
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Cette stratégie d’enrichissement de Y et G ne peut toutefois pas être poursuivie. En eﬀet, l’étape suivante
consisterait à considérer ces matrices pleines conduisant alors à une matrice K du même type. Dans ce cas, cette
structure correspond alors à une loi de commande non causale :
K =
[
K1,0 K1,1
K0,−1 K0,0
]
→
{
u2q = K0,−1x2q+1 + K0,0x2q
u2q+1 = K1,0x2q+1 + K1,1x2q
Éléments de comparaison entre les deux structures de commande
Aﬁn de clariﬁer la discussion, on introduit les notations suivantes :
– S (Sm) : condition de synthèse du théorème 12 (théorème 13) conduisant à un correcteur sans mémoire
(avec mémoire),
– Ad (Adm) : condition d’analyse duale du lemme 12, appliquée à la boucle fermée utilisant le correcteur issu
de S (Sm).
Pour un modèle incertain Σ(θ) et pour un même choix de Mj , il apparaît de façon évidente que S n’est
jamais plus conservative que Sm puisque les matrices G et Y sont triangulaires supérieures dans le premier cas
et diagonales par blocs dans le second. Toutefois, il est important que préciser que cette hiérarchie peut ne pas
être préservée lors de l’analyse de stabilité des boucles fermées résultantes. Dans le cas général, il est impossible
de déﬁnir a priori de relations d’implication entre Ad et Adm. Les exemples numériques présentés dans [Trégouët
et al., 2012b] atteste de l’existence de ce phénomène.
Le lemme suivant compare maintenant le conservatisme des conditions de synthèse avec celui des conditions
d’analyse de la boucle fermée résultante.
Lemme 18. Pour un modèle Σ(θ) décrit par (1.2), et en faisant référence aux notations précédemment déﬁnies :
1. Correcteur à mémoire : il existe toujours un triplet Mj tel que Sm est équivalente à Adm,
2. Correcteur sans mémoire : il existe des systèmes Σ(θ) pour lesquels, quel que soit le triplet Mj, S
est toujours plus conservative que Ad.
Démonstration. Selon le lemme 8, si la matrice Fd vériﬁe (1.75) alors elle peut toujours être reformulée selon
(1.57). Dans ce cas, Sm et Adm sont équivalentes, ce qui prouve la première aﬃrmation.
La condition S correspond à A où Fd s’écrit sous la forme (1.57) avec G2 = 0, c’est-à-dire :
Fd =
[
F d0,0 F
d
1,0 F
d
2,0
F d1,0 F
d
1,1 F
d
1,2
]
=
[
G1 0
0 G3
] [
M3 −1 0
M2 M1 −1
]
Cette relation implique F d0,2 = 0. Par conséquent, pour démontrer la seconde proposition, il suﬃt de construire
un modèle numérique Σ(θ) pour lequel les matrices Ak sont telles que Ad
1. possède au moins une solution pour laquelle F d2,0 = 0 ;
2. n’en admet aucune lorsque F d2,0 = 0.
L’existence d’un tel cas de ﬁgure est démontré dans la section suivante. Ceci prouve la seconde aﬃrmation.
En d’autres termes, pour les correcteurs à mémoire, il existe toujours un jeu de matrices Mj tel que les
conditions de synthèse et d’analyse duales présentent le même conservatisme. En revanche, lorsque le contrôleur
est sans mémoire, il existe des exemples pour lesquels le conservatisme de la condition de synthèse est toujours
plus important que celui de la condition d’analyse duale.
1.5.5 Résultats numériques
Les discussions de ce chapitre sont maintenant illustrées grâce à un exemple numérique. Il s’agit de mettre
en lumière les relations d’implication existant entre les diﬀérentes conditions d’analyse et de synthèse robustes.
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Table 1.2 – Inﬂuence de la dualité et de τ sur les conditions d’analyse robuste
Stab. quad. Conditions primales Conditions duales
Th. 7 Th. 11 (τ = 0) Lem. 13 (τ = 1) Lem. 12 (τ = 0) Lem. 15 (τ = 1)
Marge de stab. (α¯) 1.56 3.39 3.17 2.99 3.40
Nb. variables 12 72 72 72 72
Nb. lignes 18 27 27 27 27
On considère le modèle 2-périodique polytopique décrit par (1.2) avec
A
[1]
0 = α
⎡⎣0.4 0.5 −0.10 0.5 0.3
0.2 0.5 0
⎤⎦ A[2]0 =
⎡⎣−0.1 0 0.30.4 1 −0.5
0.4 0 0.2
⎤⎦ A[3]0 =
⎡⎣ 0.4 0.1 0.5−0.4 −0.3 0.3
−0.4 −0.5 −0.1
⎤⎦
A
[1]
1 =
⎡⎣−0.4 −0.5 00.2 0 0.3
−0.5 −0.2 0.2
⎤⎦ A[2]1 = α
⎡⎣−0.4 −0.2 0−0.2 0.4 −0.2
0.5 0.5 0.4
⎤⎦ A[3]1 =
⎡⎣ 0 0 0.10 −0.5 0.3
−0.2 0.2 −0.5
⎤⎦
B
[1]
0 =
⎡⎣0.3 0.90.2 0
0.5 0.7
⎤⎦ B[2]0 =
⎡⎣−0.6 −0.40.9 0.7
−0.4 0.4
⎤⎦ B[3]0 =
⎡⎣−0.7 −0.6−0.9 −0.4
0.7 0.3
⎤⎦
B
[1]
1 =
⎡⎣−0.4 0.90 0.1
−0.8 −0.1
⎤⎦ B[2]1 =
⎡⎣ 0 −0.5−0.3 0.1
−0.1 0.5
⎤⎦ B[3]1 =
⎡⎣ 0 −0.20.2 0.5
−0.5 0.3
⎤⎦
(1.91)
On paramètre le domaine d’incertitude par la variable scalaire α ≥ 0 dont dépendent les matrices A[1]0 et A[2]1 .
Analyse en boucle ouverte On s’intéresse dans un premier temps à l’analyse de stabilité en boucle ouverte.
L’objectif est d’évaluer la marge de stabilité du système, c’est-à-dire la valeur maximale de α, notée α¯, en
dessous de laquelle la stabilité robuste est garantie. On notera que α multiplie les variables de décisions des
inégalités d’analyse et, par conséquent, détruit la convexité du problème. Dans ce cas très particulier, il est
toutefois possible de contourner cette diﬃculté grâce à un algorithme de dichotomie évaluant à chaque itération
la réalisabilité des conditions d’analyse pour une valeur ﬁgée de α. Dans ce contexte, l’usage de conditions suﬃ-
santes (et non nécessaires) conduit à une borne inférieure de α¯. Cette borne donne la mesure du conservatisme
des conditions d’analyse puisqu’elle renseigne sur leur capacité à obtenir des certiﬁcats de stabilité. Plus cette
borne est élevée moins la condition est conservative.
Dans un premier temps, la stabilité est évaluée grâce à la condition d’analyse centrale de ce chapitre, donnée
par le théorème 11. On utilise également ses variantes, obtenues par changement de la valeur de τ et exploitation
de la dualité des systèmes. Le calcul de α¯ grâce à la condition d’analyse quadratique sert de référence. Les
résultats de ces comparaisons sont donnés par le tableau 1.2 où l’eﬀort de calcul requis pour une évaluation des
conditions d’analyse est donné en termes de nombres de lignes et de variables des LMI correspondantes. On
peut faire les observations suivantes :
– la borne inférieure de α¯ donnée par le theorème 11 est plus élevée que celle obtenue grâce à la condition
d’analyse quadratique du théorème 7. On notera toutefois que cette amélioration se fait au prix d’une
augmentation de l’eﬀort de calcul. Cette observation conﬁrme que les variables additionnelles introduites
par le theorème 11 peuvent contribuer à réduire le conservatisme des conditions d’analyse.
– on observe également que les lemmes 12, 13 et 15 conduisent à des bornes diﬀérentes de α¯. Ceci démontre
que l’exploitation de la dualité des systèmes et de la valeur de τ donne lieu à des conditions aux conserva-
tismes diﬀérents (et donc non-équivalentes) sans pour autant augmenter l’eﬀort de résolution numérique
des LMIs. Ces conditions alternatives permettent donc de raﬁner le calcul de α¯ en ne retenant que la
valeur maximale de ces bornes.
Dans un second temps, on met en œuvre la hiérarchie proposée par le lemme 16 et reposant sur la multiplica-
tion de la période du modèle. Les résultats sont donnés par le tableau 1.3. En considérant le modèle 2-périodique
originel comme un modèle de période N = 4, on obtient une borne inférieure de α¯ plus élevée que les tests du
tableau 1.2, au prix d’une augmentation du coût de calcul. Ceci prouve que cette approche peut contribuer à
diminuer le conservatisme. Si N = 6, aucune amélioration n’est observée. Ceci suggère que la vraie valeur de α¯
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Table 1.3 – Hiérarchie de conditions d’analyse robuste basée sur le lemme 16
Lem. 16 (N = 4) (N = 6)
Marge de stab. (α¯) 3.55 3.55
Nb. variables 198 396
Nb. lignes 45 63
Table 1.4 – Résultats d’analyse obtenus grâce au théorème 5 pour diﬀérentes relaxations
Degré de P0(θ) 1 2 5
k 1 2 5 10 1 2 5 10 1 2 5 10
Marge de stab. (α¯) 2.92 3.04 3.14 3.28 3.13 3.22 3.36 3.48 3.52 3.54 3.55 3.55
Nb. variables 19 19 19 19 37 37 37 37 127 127 127 127
Nb. lignes 84 108 198 408 108 135 234 459 198 234 360 567
est très proche de 3.55. Cette hypothèse est conﬁrmée par des tests numériques montrant qu’il existe des cas
d’instabilité pour α = 3.57.
Ces résultats sont comparés à ceux obtenus grâce au théorème 5. La tableau 1.4 fournit les résultats d’analyse
pour diﬀérentes relaxations, consistant dans ce contexte à ﬁxer le degré de P0(θ) ainsi que la valeur de k. On
vériﬁe que la progression dans la hiérarchie augmente la borne α¯ mais accroît également l’eﬀort de calcul. Cette
fois encore, ces résultats semblent indiquer que la valeur exacte de la marge de stabilité est égale à 3.55.
Remarque. On rappelle que le théorème 5 s’intéresse à la positivité de G(x, θ), homogène en θ. Pour satisfaire
à cette exigence, cette matrice est déﬁnie de la façon suivante :
G(x, θ) =
(
3∑
i=1
θi
)4
P0(θ)−ΨT (θ)P0(θ)Ψ(θ) (1.92)
On vériﬁera que G(x, θ) est homogène et que, sur le simplexe, G(x, θ) = P0(θ) − ΨT (θ)P0(θ)Ψ(θ). D’après la
condition (1.22), la positivité de G(x, θ) prouve la stabilité robuste.
On précise qu’il est possible d’obtenir une matrice G(x, θ) homogène même si P0(θ) ne l’est pas [Chesi
et al., 2009]. La démarche est analogue à celle conduisant à (1.92) mais nécessite une expression de (1.92) plus
compliquée. ◦
La ﬁgure 1.3 vient corroborer ses résultats en aﬃchant les valeurs de 1000 matrices de monodromies choisies
aléatoirement dans le polytope du système pour diﬀérentes valeurs de α. Ces graphiques montrent que certaines
valeurs propres sortent du cercle unité pour α = 3.7 alors qu’elles semblent y être toutes contenues lorsque
α ≤ 3.5.
La lecture conjointe des tableaux 1.3 et 1.4 permet de comparer l’eﬀort de calcul requis par les deux méthodes.
Ainsi, la marge de stabilité α¯ = 3.55 est obtenue par le lemme 16 pour N = 4 et par le théorème 5 pour k = 5
et un degré de P0(θ) égal à 5. On constate que, pour cet exemple numérique, les eﬀorts de calcul dans les deux
cas sont comparables.
On termine cette sous-section en fournissant l’exemple numérique validant le lemme 18. On rappelle que
l’usage de la condition d’analyse duale du lemme 12 conduit à une borne inférieure de α¯ égale à 2.99. Or,
lorsque la matrice Fd est structurée de sorte que le bloc F d0,2 est nul, cette même borne prend la valeur 2.69.
Par conséquent, pour tous les modèles où 2.69 < α ≤ 2.99, la condition d’analyse duale produit un certiﬁcat de
stabilité robuste uniquement lorsque F d0,2 = 0.
Synthèse de correcteurs stabilisants On cherche maintenant à évaluer le conservatisme des conditions
de synthèse. Il s’agit de maximiser la marge de stabilité garantie lors de l’étape de conception de la loi de
commande. Pour ce faire, on utilise à nouveau un algorithme de dichotomie conduisant à une borne inférieure
de α¯.
Cette fois encore, on utilise la borne obtenue grâce à la condition de synthèse quadratique comme valeur
de référence. Cette dernière est comparée aux résultats obtenus à l’aide des théorèmes 12 et 13, conduisant à
des correcteurs respectivement sans et avec mémoire. On utilise également une version modiﬁée du théorème 13
pour laquelle la matrice G est diagonale comme dans (1.87). Pour chacune de ces conditions, on choisit dans un
premier temps M1 = M2 = M3 = 0. La marge de stabilité de la boucle fermée résultante est approximée grâce
aux conditions d’analyse primale et duale du theorème 11 et du lemme 12. Ces résultats sont rassemblés dans
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Figure 1.3 – Positions des valeurs propres de Ψ(θ) dans C en fonctions de α
Table 1.5 – Comparaison des conditions de synthèse avec et sans mémoire et analyse en boucle-fermée
Stab. quad. Sans mém. Avec mémoire
Th. 8 Th. 12 (G diag.) Th. 13 (G diag.) Th. 13 (G tri.)
Marge en synthèse (α¯) 2.57 3.75 3.90 4.01
Nb. variables 24 48 54 63
Nb. lignes 36 27 27 27
Marge en analyse : Th. 11 (α¯) 2.60 3.85 3.96 4.07
Marge en analyse : Lem. 12 (α¯) 2.60 3.85 3.96 4.08
le tableau 1.5 et sont accompagnés d’indications sur l’eﬀort de calcul requis pour une évaluation des conditions
de synthèse. La lecture de ces résultats conduit aux commentaires suivants :
– le théorème 8 conduit à une borne inférieure de α¯ plus faible que celle calculée par le théorème 12. Ceci
conﬁrme la pertinence de l’ajout de variables accompagnant la condition de synthèse étendue par rapport
à la condition quadratique. On remarque également que, du théorème 8 au théorème 12, si le nombre de
variables augmente, le nombre de lignes du problème LMI diminue ;
– si les théorèmes 12 et 13 mettent en jeu un eﬀort de calcul sensiblement identique, les résultats auxquels ils
conduisent sont diﬀérents. En particulier, cet exemple montre que l’usage de la mémoire peut contribuer
à faire décroître le conservatisme des conditions de synthèse puisque la borne inférieure de α¯ obtenue avec
le théorème 12 est plus faible que celle calculée grâce au théorème 13 ;
– dans le cadre des correcteurs à mémoire, utiliser une matrice G triangulaire contribue à faire décroître le
conservatisme des conditions pour cette exemple. D’autres exemples numériques montrent de façon plus
signiﬁcative que la structure de G peut avoir une grande importance ;
– si les conditions d’analyse primales et duales conduisent parfois aux mêmes résultats, la discussion précé-
dente a montré que cette remarque ne se vériﬁe pas dans le cas général.
Les théorèmes 12 et 13 peuvent être aisément étendus au cas où τ = 1. Le point de départ de la période
est un paramètre des conditions de synthèse, au même titre que les matrices Mj . On cherche maintenant à
estimer l’inﬂuence de ces deux types de paramètres sur le conservatisme des conditions de synthèse. A cette ﬁn,
le tableau 1.6 rassemble les bornes de α¯ calculées pour diﬀérents jeux de matrices Mj et diﬀérentes valeurs de
τ à l’aide du théorème 13 avec G triangulaire. Le lemme 10 oriente le choix des matrices Mj en proposant une
approche satisfaisant la condition nécessaire énoncée par le lemme 9 : on impose donc M1 = ε1,01, M2 = ε1,11
et M3 = ε0,01 de telle sorte que (ε1,0ε0,0 + ε1,1)2 soit suﬃsamment petit. Comme précédemment, les résultats
de l’analyse de la boucle fermée résultant de chacun des correcteurs sont donnés. A l’examen du tableau 1.6, on
fait les remarques suivantes :
– les matrices Mj ont une inﬂuence sur le conservatisme des conditions de synthèse. Parmi les choix proposés,
le cas où ces matrices sont nulles (proposé par le tableau 1.5) conduit à la condition la moins conservative.
Toutefois, rien n’indique que ce choix soit le meilleur, y compris pour cet exemple ;
– la borne inférieure de α¯ dépend de la valeur de τ . Le conservatisme des conditions de synthèse est donc
dépendant du point de départ de la période ;
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Table 1.6 – Inﬂuence des matrices Mj et de τ sur les conditions de synthèse à mémoire du théorème 13
{ε0,0, ε1,0, ε1,1} {1, 0.1, 0.1} {1, 0.3, 0.1} {1, 0.3,−0.2}
(ε1,0ε0,0 + ε1,1)
2 0.04 0.16 0.01
τ 0 1 0 1 0 1
Marge en synthèse 3.67 3.52 3.45 3.35 3.55 3.58
Marge en analyse : Th. 11 (primale) 4.13 - 4.09 - 4.02 -
Marge en analyse : Lem. 12 (duale) 4.13 - 4.09 - 4.00 -
Marge en analyse : Lem. 13 (primale) - 3.59 - 3.55 - 3.65
Marge en analyse : Lem. 15 (duale) - 3.59 - 3.55 - 3.65
– la hiérarchie entre les lois de commande établie sur la base des résultats de synthèse peut être remise en
cause à l’étape d’analyse : les contrôleurs 2 et 3 donnent une illustration de ce cas de ﬁgure.
1.5.6 Conclusions
Cette section a démontré que prouver la stabilité robuste d’un modèle périodique à temps discret soumis
à des incertitudes polytopiques constantes est équivalent à montrer que les valeurs propres de sa matrice de
monodromie sont situées dans le cercle unité. La théorie de Lyapunov permet de traduire cette condition sous
forme LMI. Après un tour d’horizon des méthodes applicables pour la résolution de ces inégalités matricielles,
le choix s’est porté sur les techniques dîtes de « variables de relaxation », conduisant à des conditions étendues.
La possibilité d’obtenir des conditions de synthèse robuste convexes ainsi que le compromis existant entre
conservatisme et complexité numérique constituent les arguments essentiels en faveur de ce choix.
Le conservatisme des conditions LMI étendues ne peut être plus important (et s’avère le plus souvent
moindre) que celui des conditions de stabilité et de synthèse quadratiques. Malgré tout, ces conditions étendues
ne sont que suﬃsantes. Dans le cas de la condition d’analyse, on peut montrer que la seule (mais non négligeable)
source de conservatisme vient de la contrainte imposant à F d’être constante. C’est la raison pour laquelle
d’autres conditions suﬃsantes ont été proposées, en s’appuyant sur la dualité et le choix de τ . Dans le cas
général, ces conditions ne sont pas équivalentes.
Considérer le modèle 2-périodique comme un système dont la période est multiple de 2 permet également de
dériver d’autres conditions suﬃsantes. Contrairement aux précédentes, cette approche a l’avantage de mettre
en évidence une hiérarchie claire entre les diﬀérentes conditions.
Finalement, des conditions de synthèse conduisant à des correcteurs périodiques classiques ont été obtenues.
Si elles ne peuvent qu’être meilleures que les conditions fondées sur la stabilité quadratique, il a été démontré que
dans certains cas l’augmentation du conservatisme entre la synthèse et l’analyse est inévitable. C’est la raison
principale qui a motivé l’introduction d’un nouveau type de lois de commande périodiques utilisant la mémoire
des états du système. Il a ainsi été démontré qu’il existe une paramétrisation du théorème de synthèse annulant
le conservatisme additionnel par rapport à la condition d’analyse duale. Bien que le jeu de paramètres le plus
approprié soit diﬃcile à trouver, l’interprétation des variables de relaxation de la section 1.4 permet d’orienter
ce choix. Finalement, il faut noter que pour une paramétrisation donnée, il a été démontré que la condition de
synthèse conduisant à un correcteur à mémoire ne peut qu’être moins conservative que son équivalent conduisant
à un contrôleur classique.
Contributions principales :
Approche uniﬁante et didactique pour l’analyse et la synthèse de modèles périodiques à temps-discret via des
méthodes LMI.
Contributions complémentaires :
– première utilisation des méthodes de relaxation à convergence asymptotique (Pólya et Putinar) pour
l’analyse robuste de stabilité de modèles périodiques polytopiques (section 1.2.4) ;
– première interprétation des variables additionnelles des LMI étendues dans ce contexte (section 1.4) ;
– paramétrisation inédite des théorèmes de synthèse de correcteurs périodiques (section 1.5.4) ;
– pour le théorème de synthèse conduisant à un correcteur 2-périodique avec mémoire, démonstration de
l’existence d’une paramétrisation n’induisant aucun conversatisme additionnel par rapport à la condition
d’analyse associée (section 1.5.4).
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Chapitre 2
Analyse et synthèse pour les lois de
commande périodiques à mémoire
2.1 Introduction
En l’absence d’incertitudes, le premier chapitre a donné une paramétrisation sous forme LMI de l’ensemble
des lois de commande stabilisantes par retour d’état, statiques et périodiques, décrites par uNq+k = KkxNq+k.
Il a également été démontré qu’un tel résultat n’existe que dans le cas nominal. Cette constatation a motivé
l’introduction d’une nouvelle classe de correcteurs périodiques utilisant l’historique des états du système. Il
s’agit donc de lois de commande à mémoire.
Aﬁn de résumer les résultats portant sur le cas robuste, on considère les ensembles suivants :
– Cs (Cm) : ensemble des lois de commande robuste stabilisante sans mémoire (avec mémoire),
– Cls (Clm) : sous-ensemble de Cs (Cm) paramétré par le théorème 12 (théorème 13).
Lorsque le système est soumis à des incertitudes polytopiques, les conditions de synthèse ne sont que suﬃsantes
et conduisent donc uniquement à la paramétrisation de Cls, sous-ensemble de Cs. C’est la raison pour laquelle
les conditions de synthèse ont été étendues aux lois de commande à mémoire dont les lois statiques sont un
cas particulier. L’ensemble Clm, exploré par les nouvelles conditions, englobe Cls. Cet eﬀort est justiﬁé par
l’existence d’exemples numériques n’admettant pas de correcteurs stabilisant dans Cls alors que la recherche
dans Clm conduit à une solution. Autrement dit, les conditions de synthèse peuvent n’être faisables que si le
contrôleur est à mémoire. Toutefois, si le conservatisme des conditions de synthèse a été réduit, ces dernières
restent toujours suﬃsantes : il peut exister des lois de commande stabilisantes appartenant à Cm (et même à
Cs) mais hors de Clm, l’espace accessible à la recherche. La Fig 2.1 donne une représentation graphique à cette
discussion.
Cs
Cm
Cls =
Cs ∩ Clm
Clm
Figure 2.1 – Représentation des ensembles de contrôleurs stabilisants
Depuis la première utilisation des contrôleurs à mémoire périodiques dans [Ebihara et al., 2009a], plusieurs
structures de contrôle ont été proposées [Ebihara et al., 2008a, Trégouët et al., 2011a]. Elles se caractérisent par
une gestion de la mémoire spéciﬁquement conçue pour faciliter l’obtention de conditions de synthèse convexe.
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Dans la lignée de ces travaux, ce chapitre se donne pour objectif d’établir des conditions d’analyse et de
synthèse robustes pour la formulation la plus générale des contrôleurs à mémoire. Cette généralisation requiert
une méthodologie inédite, ce qui explique qu’une version uniﬁée de ce cadre de travail n’ait été envisagée que
tardivement.
Contrairement au chapitre 1, les problèmes des performances H2 et H∞ sont traités conjointement au cas,
plus simple, de la stabilité. Puisqu’il s’agit de développements nouveaux obtenus dans le cadre de cette thèse,
les résultats de ce chapitre sont établis pour les modèles N-périodiques. Toutefois, pour que la généralité de ce
propos n’entrave pas sa clarté, la démarche est illustrée par deux exemples didactiques simples.
Ce chapitre s’ouvre sur une discussion portant sur le choix de la formulation générique des correcteurs à
mémoire considérée. La section suivante énonce alors formellement les problèmes auxquelles ce chapitre s’eﬀorce
de donner des réponses. Constatant que le modèle en boucle fermée présente la forme d’un modèle polynomiale
en σ à ordre variant, les sections 4 et 5 étudient les reformulations invariantes dans le temps et la dualité des
systèmes pour ce type de modèle. Ces eﬀorts se justiﬁent par la stratégie retenue dans ce chapitre et consistant à
privilégier la manipulation des modèles plutôt que des LMI pour obtenir des conditions d’analyse et de synthèse
convexes. A partir de ces résultats, la section 6 et 7 proposent des conditions d’analyse et de synthèse robuste
sous forme SDP. Les exemples numériques donnés par la section 8 clôture ce chapitre.
2.2 Généralisation des lois de commande périodique à mémoire
2.2.1 Formulation retenue
Ce chapitre s’intéresse aux lois de commande décrites par l’équation suivante :
uNq+k = Kk,0xNq+k +Kk,1xNq+k−1 + · · ·+Kk,αkxNq+k−αk , ∀q ∈ N, ∀k ∈ {0 · · ·N − 1} (2.1)
La séquence {αk}N−1k=0 représente le nombre d’états passés nécessaire à l’évaluation de l’entrée uNq+k pour chacun
des instants de la période, c’est à dire pour 0 ≤ k ≤ N − 1. Elle caractérise la structure de commande. A titre
d’exemple, on considère deux lois de commande 2-périodique. La première est déﬁnie par {α0, α1} = {0, 1} :
Ex.1 :
{
u2q = K0,0x2q
u2q+1 = K1,0x2q+1+ K1,1x2q
(2.2a)
tandis que la seconde correspond à {α0, α1} = {2, 3} :
Ex.2 :
{
u2q = K0,0x2q +K0,1x2q−1 +K0,2x2q−2
u2q+1 = K1,0x2q+1+ K1,1x2q +K1,2x2q−1 +K1,3x2q−2
(2.2b)
La majorité des développements à venir seront illustrés à l’aide de ces correcteurs.
Parmi tous les choix possibles dans le cadre de cette formulation, on retiendra trois cas, décrits au moyen
de κ ∈ N et baptisés comme suit :
– αk = 0 : PSFC (Periodic State-Feedback Controller),
– αk = k + κ : PFMC d’ordre κ (Periodic Full Memory Controller),
– αk = κ : PFIRC d’ordre κ (Periodic FIR Controller).
Selon cette terminologie, chacun des exemples précédents correspond à un PFMC 2-périodique. Le premier est
d’ordre 0 et le second d’ordre 2. De plus, [de Souza and Troﬁno, 2000], [Ebihara et al., 2008a] et [Trégouët
et al., 2011a] traitent des cas suivant : PSFC (ou PFIRC d’ordre 0), PFMC d’ordre 0 et PFIRC d’ordre N − 1,
respectivement. Par conséquent, le correcteur (2.1) englobe les diﬀérentes approches proposées dans la littérature
et conduisant à des lois de commande périodiques à mémoire et à retour d’état.
Remarque. Comme expliqué dans le premier chapitre, l’usage de la notation Nq + k pour déﬁnir l’instant
courant situe implicitement la discussion dans le cas particulier où τ = 0. Pour plus de généralité, la formulation
suivante devrait donc être préférée à (2.1) :
uNq+k+τ = Kk,0xNq+k+τ + · · ·+Kk,αkxNq+k+τ−αk
La caractérisation complète du contrôleur requiert alors non seulement la séquence {αk} mais aussi la valeur de
τ correspondante. Il s’avère cependant que toute séquence conçue pour τ = 0 correspond à un choix particulier de
{αk} pour τ = 0. A titre d’exemple, on vériﬁera aisément que la loi 3-périodique correspondant à {α0, α1, α2} =
{1, 2, 3} pour τ = 1 possède une structure identique au contrôleur pour lequel {α0, α1, α2} = {3, 1, 2} avec τ = 0.
Cette remarque indique donc que le choix τ = 0 accompagnant l’énoncé de (2.1) n’entraîne pas de perte de
généralité dans la caractérisation de la structure la loi de commande à mémoire. On notera que ceci ne contredit
pas les résultats de la section précédente au sujet de l’inﬂuence de τ sur le conservatisme des conditions d’analyse
et de synthèse. ◦
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2.2.2 Discussion sur le statut particulier des lois de commande de type PFMC
Le nombre d’états nécessaire à l’évaluation de uNq+k, c’est-à-dire αk, est constant pour les lois de type
PSFC et PFIRC. Si cette simplicité justiﬁe le recours à de telles structures, la pertinence de l’utilisation des
contrôleurs PFMC peut sembler plus discutable. Aﬁn d’illustrer au mieux ce propos, on considère temporaire-
ment un troisième exemple correspondant à un PFMC 3-périodique d’ordre κ = 1 caractérisé par la séquence
{α0, α1, α2} = {1, 2, 3}. Les entrées de commande pour la période q sont formulées de la façon suivante, confor-
mément à (2.1) : ⎧⎨⎩
u3q =
[
K0,0 K0,1
]
ηq
u3q+1 =
[
K1,0
]
β3q+1+
[
K1,1 K1,2
]
ηq
u3q+2 =
[
K2,0 K2,1
]
β3q+2+
[
K2,2 K2,3
]
ηq
(2.3)
avec
β3q+1 =
[
x3q+1
]
, β3q+2 =
[
x3q+2
x3q+1
]
, ηq =
[
x3q
x3q−1
]
Ainsi, à chaque instant, u3q+k est calculé à partir du vecteur ηq, de taille constante et composé de κ+ 1 états,
et du vecteur β3q+k dont la dimension varie au cours de la période. Plus précisément, β3q+k grandit à mesure
que l’on progresse dans la période, en incorporant x3q+k, l’état courant du modèle. Au contraire, ηq représente
les états précédant l’instant 3q + 1 nécessaires à l’évaluation de la loi de commande.
On peut remarquer que d’autres séquences αk conduisent à la même déﬁnition de β3q+k et ηq. A titre
d’exemple, les entrées de commande du contrôleur 3-périodique caractérisée par la séquence {α0, α1, α2} =
{0, 2, 0} s’expriment de la façon suivante :⎧⎨⎩
u3q =
[
K0,0 0
]
ηq
u3q+1 =
[
K1,0
]
β3q+1+
[
K1,1 K1,2
]
ηq
u3q+2 =
[
K2,0 0
]
β3q+2+
[
0 0
]
ηq
Cette nouvelle formulation correspond à (2.3) avec K0,1 = K2,1 = K2,2 = K2,3 = 0. La généralisation de cette
constatation montre que la structure de type PFMC oﬀre le plus grand nombre de degrés de liberté pour une
connaissance donnée des états passés du système. Cette remarque est à l’origine de la dénomination PFMC.
Par conséquent, toute structure de commande (2.1) (même les PSFC et PFIRC) peut être vue comme un
PFMC structuré d’ordre κ = l − 1 où l est déﬁni comme suit :
l = max
k∈[0,··· ,N−1]
αk − k + 1 ≥ 1 (2.4)
C’est la raison pour laquelle, plutôt que de retenir (2.1), ce chapitre s’intéresse plus particulièrement aux PFMCs
d’ordre κ (éventuellement structuré) formulé de façon compacte comme suit :
uNq+k =
κ+k∑
j=0
Kk,jxNq+k−j =
l−1+k∑
j=0
Kk,jxNq+k−j (2.5)
Le dernier élément de sommes précédentes fait intervenir le signal xNq−l+1 quel que soit k. La variable l
paramètre donc l’instant de l’état du système le plus ancien utilisé par la loi (2.5). Il s’agit de la « profon-
deur »maximale de la mémoire de (2.5).
2.3 Enoncé des problèmes d’analyse et de synthèse
2.3.1 Modèle en boucle fermée avec les canaux de performances
La stabilité asymptotique est l’exigence élémentaire d’un système asservi puisqu’elle assure que ce dernier
converge asymptotiquement vers un état d’équilibre. Toutefois, cette spéciﬁcation minimale ne suﬃt pas pour
rendre compte de la performance du système puisqu’elle ne donne aucune indication sur la manière dont le
système rejoint son état d’équilibre : à quelle vitesse ? selon quel eﬀort de commande ?
Classiquement, la performance d’un système est mesurée par sa capacité à minimiser l’inﬂuence du signal de
perturbation wNq+k ∈ Rm sur la sortie contrôlée zNq+k ∈ Rp. Le modèle périodique Σ(θ), considéré au chapitre
1, est donc enrichi par ces vecteurs d’entrée/sortie dits « de performance » :
Σ(θ) :
[
xNq+k+1
zNq+k
]
=
[
Aolk (θ) Bk(θ) Buk(θ)
Colk (θ) Dk(θ) Duk(θ)
]
︸ ︷︷ ︸
Mol
k
(θ)
⎡⎣xNq+kwNq+k
uNq+k
⎤⎦ (2.6a)
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Les matrices du modèle dépendent du vecteur d’incertitude invariant dans le temps θ ∈ Θ de sorte que la
concaténation des matrices Molk sur une période appartient au polytope convexe suivant :⎡⎢⎣ M
ol
0 (θ)
...
MolN−1(θ)
⎤⎥⎦ ∈ co
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
M
ol[1]
0
...
M
ol[1]
N−1
⎤⎥⎥⎦ , · · · ,
⎡⎢⎢⎣
M
ol[L]
0
...
M
ol[L]
N−1
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭ , ∀θ ∈ Θ (2.6b)
Le modèle autonome Σcl(θ) provenant de (2.6) commandé par (2.5) est décrit par l’équation suivante :
Σcl(θ) :
[
xNq+k+1
zNq+k
]
=
l+k−1∑
j=0
[
Ak,j(θ)
Ck,j(θ)
]
xNq+k−j +
[
Bk(θ)
Dk(θ)
]
wNq+k (2.7a)
avec ⎡⎢⎣ M0(θ)...
MN−1(θ)
⎤⎥⎦ ∈ co
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
M
[1]
0
...
M
[1]
N−1
⎤⎥⎥⎦ , · · · ,
⎡⎢⎢⎣
M
[L]
0
...
M
[L]
N−1
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭ , ∀θ ∈ Θ (2.7b)
où Mk(θ) est déﬁnie comme suit :
Mk(θ) =
[
Ak,0(θ) · · · Ak,l+k−1(θ) Bk(θ)
Ck,0(θ) · · · Ck,l+k−1(θ) Dk(θ)
]
(2.7c)
Les matrices Ak,j et Ck,j sont données par la relation suivante :
[
Ak,j(θ)
Ck,j(θ)
]
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[
Aolk (θ) +Buk(θ)Kk,0
Colk (θ) +Duk(θ)Kk,0
]
, (j = 0)
[
Buk(θ)Kk,j
Duk(θ)Kk,j
]
, (1 ≤ j ≤ l + k − 1)
(2.8)
On nomme Σcl{1} et Σcl{2}, les boucles fermées obtenues dans le cas des deux correcteurs illustratifs donnés
par (2.2). Pour ces derniers, la valeur de l vaut 1 et 3 respectivement. En omettant la dépendance des matrices
à l’égard de θ, la forme développée de l’équation précédente se décline donc de la façon suivante, :
Σcl{1} :
⎧⎪⎪⎨⎪⎪⎩
[
x2q+1
z2q
]
=
[
A0,0
C0,0
]
x2q +
[
B0
D0
]
w2q[
x2q+2
z2q+1
]
=
[
A1,0
C1,0
]
x2q+1 +
[
A1,1
C1,1
]
x2q +
[
B1
D1
]
w2q+1
Σcl{2} :
⎧⎪⎪⎨⎪⎪⎩
[
x2q+1
z2q
]
=
[
A0,0
C0,0
]
x2q +
[
A0,1
C0,1
]
x2q−1 +
[
A0,2
C0,2
]
x2q−2 +
[
B0
D0
]
w2q[
x2q+2
z2q+1
]
=
[
A1,0
C1,0
]
x2q+1 +
[
A1,1
C1,1
]
x2q +
[
A1,2
C1,2
]
x2q−1 +
[
A1,3
C1,3
]
x2q−2 +
[
B1
D1
]
w2q+1
Dans le cas général, cette formulation développée est la suivante :[
xNq+k+1
zNq+k
]
=
([
Ak,0
Ck,0
]
+
[
Ak,1
Ck,1
]
σ−1 + · · ·+
[
Ak,l+k−1
Ck,l+k−1
]
σ−(l+k−1)
)
xNq+k +
[
Bk
Dk
]
wNq+k
Le modèle Σcl(θ) est donc caractérisé par des matrices d’états polynomiales en σ−1 dont les coeﬃcients et
l’ordre varient périodiquement. Pour cette raison, les résultats d’analyse de ce chapitre sont établis pour cette
classe particulière de modèles périodiques. Ce type de systèmes, et plus précisément ses propriétés stucturelles,
ont été étudiées dans [Mrabet and Bourlès, 1998].
Remarque. Comme pour les trois équations précédentes, dans le reste de ce chapitre, on allègera fréquemment
les notations en omettant la dépendance des matrices à l’égard de θ. ◦
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2.3.2 Normes du modèle en boucle fermée
Normes des systèmes périodiques On considère dans un premier temps, le modèle Σcl correspondant à
une réalisation de (2.7) pour une valeur particulière du vecteur d’incertitude θ. On suppose que Σcl est stable.
La capacité de Σcl à rejeter les perturbations wNq+k est évaluée grâce à la norme de G(σ, k), la fonction de
transfert matricielle périodique de wNq+k vers la sortie contrôlée zNq+k :
zk = G(σ, k)wk
Les expressions de Bk, Colk , Dk et Duk, dont dépend G(σ, k), sont choisies de façon à traduire le critère de
performance retenu par la minimisation de ‖G(σ, k)‖. On notera que, par abus de langage, cette norme est
assimilée à celles du modèle Σcl lui-même, c’est-à-dire ‖G(σ, k)‖ = ‖Σcl‖.
Dans le cadre de cette thèse, on a recours aux normes H2 et H∞ puisqu’elles permettent de prendre en
compte une très grande variété de cas pratiques [Arzelier, 2004]. L’annexe D donne les éléments nécessaires
à la compréhension de ces mesures dans le contexte des systèmes périodiques. On en rappelle ici les aspects
essentiels.
Les normes H2 et H∞ de Σcl, notées ‖Σcl‖2 et ‖Σcl‖∞, sont déﬁnies comme les normes H2 et H∞ de la
représentation temps-invariant liftée de Σcl, présentée dans la section suivante. A partir de ces déﬁnitions, il
est possible de ré-interpréter ces normes en faisant référence aux signaux du modèle périodique originel. Pour
chacune des deux mesures, on rappelle ici une des nombreuses interprétations existantes.
– ‖Σcl‖22 représente la somme du carré des normes L2 des réponses impulsionnelles pour chacune des entrées
et pour N instants consécutifs :
‖Σcl‖2 =
√√√√ m∑
j=1
N−1∑
i=0
‖hi,jk ‖22
où hi,jNq+k est la réponse de Σcl à une impulsion appliquée sur l’entrée j à l’instant τ + i, pour un instant
τ arbitraire (avec la condition initiale xNq+k = 0, ∀Nq + k ≤ τ) ;
– ‖Σcl‖∞ correspond au gain maximal de G(σ, k) selon toutes les directions de wk.
‖Σ‖∞ = sup
wk∈l2−{0}
‖zk‖2
‖wk‖2
On remarquera que l’interprétation de la norme H∞ est similaire à celle rencontrée pour les modèles à temps-
invariant alors que le cas de la norme H2 met en évidence le fait que la réponse impulsionnelle de Σcl dépend
de l’instant d’application de l’impulsion.
Déﬁnition des problèmes de performances robustes En présence d’incertitudes, il est clair que la norme
de Σcl(θ) dépend de la réalisation du paramètre θ. De la même façon que le chapitre 1 cherchait à prouver la
stabilité du modèle pour tout θ ∈ Θ, il s’agit ici de calculer la norme maximale de Σcl(θ) sur tout le domaine
de variation de θ. Cette analyse correspond à la recherche du « pire-cas ».
Déﬁnition 5. Les carrés des plus grandes normes H∞ et H2 de Σcl(θ), pour θ ∈ Θ, sont notés νwc et γwc :
νwc = max
θ∈Θ
‖Σcl(θ)‖2∞ , γwc = max
θ∈Θ
‖Σcl(θ)‖22
◦
Le problème d’analyse consiste à prouver la stabilité robuste de Σcl(θ) et à déterminer la valeur de νwc et
γwc, fréquemment appelés « coût garanti ».
Problème 4. [Analyse robuste] Obtenir un certiﬁcat de stabilité robuste pour Σcl(θ) et, s’il existe, trouver
νwc et γwc tel que
νwc = max
θ∈Θ
‖Σcl(θ)‖2∞ , γwc = max
θ∈Θ
‖Σcl(θ)‖22
◦
Comme dans le cas du premier chapitre, lorsque Σcl est soumis à des incertitudes, ce problème est connu
pour être diﬃcilement soluble de façon exacte [Farges et al., 2007]. C’est la raison pour laquelle, on se réfère
à des sous-problèmes issus de relaxations et plus facilement accessibles aux outils numériques. Ils conduisent à
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des conditions uniquement suﬃsantes. Dans ce contexte, ceci correspond à la recherche de bornes supérieures
aux coûts garantis νwc et γwc.
Le problème de synthèse associé à cette analyse est déﬁni comme suit.
Problème 5. [Synthèse robuste] Trouver une loi de commande (2.1) (ou (2.5) structurée), caractérisée par
une séquence {αk}N−1k=0 donnée, qui stabilise de façon robuste Σ(θ) tout en minimisant νwc ou γwc, selon la
norme considérée. ◦
Ce problème correspond à une adaptation du problème standard (voir [Zhou and Doyle, 1998]) au cas des
modèles périodiques incertains et des correcteurs par retour d’état périodique à mémoire. La ﬁgure 2.2 illustre
ce problème.
Σ(θ)
Σcl(θ)
wk zk
xkuk
Kk,j
Figure 2.2 – Schéma du problème standard
Panorama des réponses proposées au problème de synthèse Dans le cas nominal, des conditions LMI
résolvant le problème de synthèse H2 ont été établies dans [Wiśniewski and Stoustrup, 2001] tandis que le cas
de la norme H∞ a été traité dans [Dullerud and Lall, 1999].
Dans le cas où le modèle Σ(θ) est soumis à des incertitudes, il existe assez peu de travaux traitant du
problème de synthèse de correcteurs périodiques robustes et performants. Sur ce sujet, on peut citer [Kapila and
Haddad, 1998] proposant des conditions suﬃsantes basées sur la solution de l’équation de Riccati périodique
et conduisant à une loi de commande assurant un coût garanti pour un modèle périodique à temps discret
soumis à des incertitudes bornées en normes. On remarquera également les travaux présentés dans [Dullerud
and Glover, 1996] et [Kao et al., 2001] qui généralisent des résultats issus du cadre LTI pour les modèles
incertains périodiques. Ils traitent d’approches basées sur la valeur singulière structurée et sur les contraintes
intégrales quadratiques (IQC).
Pour le problème spéciﬁque dont traite ce chapitre, à savoir la synthèse H2 et H∞ pour des modèles pé-
riodiques soumis à des incertitudes polytopiques, on peut citer [Farges et al., 2007] proposant une solution au
problème H2 en s’inspirant de [Daafouz and Bernussou, 2001]. Ces travaux peuvent être vus comme l’extension
à la performance H2 de la condition de stabilité (1.53) présentée dans le premier chapitre (p. 32). Enﬁn, le pro-
blème de synthèse H∞ conduisant à un cas particulier de correcteurs à mémoire est l’objet d’étude de [Ebihara
et al., 2011]. La suite de ce chapitre généralise les résultats de [Farges et al., 2007] et [Ebihara et al., 2011].
2.4 Reformulations invariante dans le temps des modèles polyno-
miaux périodiques d’ordre variant
La reformulation temps-invariant des modèles périodiques permet d’exploiter les correspondances naturelles
existant entre ces deux classes de modèles. Un état de l’art de ces techniques de reformulations est proposé dans
[Bittanti and Colaneri, 2000]. Parmi celles-ci, le lifting temporel est probablement la plus classique, principale-
ment en raison de sa simplicité. Le cœur de cette procédure consiste à rassembler les entrées et les sorties sur
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une période en deux vecteurs uniques, notés wˆq et zˆq respectivement, et tels que 1 :
wˆq =
[
wTqN+N−1 · · · wTqN
]T ∈ RmN (2.9)
zˆq =
[
zTqN+N−1 · · · zTqN
]T ∈ RpN (2.10)
Il s’agit ensuite de déﬁnir une réalisation du modèle LTI dont l’entrée et la sortie correspondent à ces vecteurs
étendus. Dans le cadre de la représentation d’état, la procédure classique est rappelée par la proposition suivante.
On notera que cette technique est applicable même si la dimension de l’état varie périodiquement.
Proposition 1 ([Bittanti and Colaneri, 2000]). La représentation d’état périodique[
xNq+k+1
zNq+k
]
=
[
Ak Bk
Ck Dk
] [
xNq+k
wNq+k
]
peut être réécrite sous la forme temps-invariant suivante :[
ηq+1
zˆq
]
=
[
Ψ B
C D
] [
ηq
wˆq
]
avec
Ψ = ΦN,0 , B =
[
BN−1 ΦN,N−1BN−2 · · · ΦN,1B0
]
C =
⎡⎢⎢⎢⎣
CN−1ΦN−1,0
...
C1Φ1,0
C0
⎤⎥⎥⎥⎦ , D =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
DN−1 CN−1BN−2 · · · CN−1ΦN−1,2B1 CN−1ΦN−1,1B0
0
. . .
. . .
...
...
...
. . .
. . . C2B1 C2Φ2,1B0
...
. . . D1 C1B0
0 · · · · · · 0 D0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
où la matrice de transition d’état Φk,τ de A est telle que
Φk,τ =
{
1, (k = τ)
Ak−1Ak−2 · · ·Aτ , (k > τ)
Remarque. Ce chapitre fait le choix de se restreindre au cas où τ = 0, comme le suggère la déﬁnition (2.9)
et (2.10). Une ré-indexation cyclique permet de traiter les autres cas. L’inﬂuence de ce paramètre est plus
amplement discutée lors de la présentation des résultats numériques, dans la section 2.8. ◦
Muni d’un tel outil, on pourrait être tenter de croire que l’utilisation de la théorie des modèles à temps-
invariant suﬃt à répondre aux problèmes concernant les modèles périodiques [Bittanti and Colaneri, 2008].
Comme l’a souligné le premier chapitre, dans la majorité des cas, une telle démarche est vouée à l’échec puisque
cette reformulation conduit à une classe particulière de modèles LTI 2. Les caractéristiques de ce type de système
(leur structure, leur dimension, etc) ne peuvent être négligées sous peine de devoir faire face à des problèmes
de non-causalité et de non-faisabilité. A titre d’exemple, supposons qu’un contrôleur LTI ait été construit de
manière générique à partir de la reformulation à temps-invariant du modèle périodique ; reconstruire une loi
de commande périodique à partir de ce résultat, s’avère impossible dans le cas général. En d’autres termes,
cette correspondance entre les classes de modèles linéaires périodiques et LTI n’est bijective que lorsqu’elle
met en jeux un sous-ensemble des modèles à temps-invariant. Le cas de l’analyse robuste fait écho à cette
discussion. En eﬀet, lorsque les matrices du modèle périodique présentent une dépendance polytopique à l’égard
du vecteur d’incertitude θ, il apparaît clairement que la reformulation de la proposition 1 détruit cette géométrie
polytopique.
Pour toute ces raisons, la suite de ce chapitre introduit la technique de « lifting descripteur », conceptualisé
dans le cadre de cette thèse. Pour éviter les confusions, on fera donc référence à la reformulation de la pro-
position 1 en utilisant la dénomination « lifting monodromique »puisqu’elle fait apparaître explicitement Ψ, la
matrice du même nom.
En premier lieu, cette section met en œuvre la procédure de lifting monodromique dans le contexte des
modèles polynomiaux périodiques. Puis, elle déﬁnit le lifting descripteur pour cette même classe de modèle. Les
correspondances existant entre les représentations obtenues sont ﬁnalement mises en évidence.
1. La convention retenue est telle que wˆq est formé des w2q+ks du bas vers le haut lorsque k augmente, bien que le sens opposé
soit parfois utilisé dans la littérature.
2. La reformulation cyclique, alternative classique au lifting monodromique et décrite dans [Bittanti and Colaneri, 2008], fait
l’objet des mêmes limitations .
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Remarque. Comme le suggèrent les notations employées, en l’absence des vecteurs d’entrée/sortie, cette refor-
mulation correspond au modèle à temps-invariant introduit dans le corollaire 1 du chapitre 1. De même, le lifting
descripteur à venir doit être relié au modèle décrit par la contrainte algébrique de (1.45). Ces reformulations
ont sous-tendu de nombreux développements présentés dans le premier chapitre. ◦
Pour guider les discussions à venir, le schéma suivant propose dès maintenant une vue d’ensemble des modèles
obtenus dans ce chapitre, tant dans le contexte primal que dual. Les modèles constituant une étape importante
vers l’obtention des conditions d’analyses sont encadrés, aﬁn de les distinguer des modèles instrumentaux servant
d’intermédiaires entre deux reformulations. Les ﬂèches renseignent sur l’ordre dans lequel ces modèles sont
construits.
Primal Γm ← (2.11) ← Σcl → Γe → Γp
↓
Dual Γdm ← (2.53) ← Σdcl ← Γde ← Γdp
Pour les modèles primaux, la nomenclature retenue est la suivante :
– Σcl : modèle périodique polynomial, correspondant à la boucle fermée d’un modèle périodique standard
et d’une loi de commande de retour d’état à mémoire ;
– (2.11) : reformulation de Σcl sous l’aspect d’un modèle d’état périodique ;
– Γm : reformulation invariante dans le temps liftée monodromique de Σcl ;
– Γe : reformulation invariante dans le temps liftée descripteur de Σcl ;
– Γp : reformulation invariante dans le temps liftée polynomiale de Σcl.
Dans le cas dual, l’exposant d est ajouté, le modèle (2.53) étant l’homologue de (2.11) dans ce contexte.
2.4.1 Représentation liftée monodromique
Dans le contexte des modèles polynomiaux périodiques d’ordre variant, la procédure classique du lifting
monodromique peut être appliquée à condition de reformuler le modèle (2.7) comme un système périodique
classique. Autoriser les dimensions de ce dernier à varier au cours de la période permet d’atteindre cet objectif,
comme le montre la reformulation suivante des modèles Σcl{1} et Σcl{2}.
Σcl{1} :
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
⎡⎣ x2q+1x2q
z2q
⎤⎦ =
⎡⎣ A0,0 B01 0
C0,0 D0
⎤⎦[ x2q
w2q
]
[
x2q+2
z2q+1
]
=
[
A1,0 A1,1 B1
C1,0 C1,1 D1
]⎡⎣ x2q+1x2q
w2q+1
⎤⎦
Σcl{2} :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎣
x2q+1
x2q
x2q−1
x2q−2
z2q
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
A0,0 A0,1 A0,2 B0
1 0 0 0
0 1 0 0
0 0 1 0
C0,0 C0,1 C0,2 D0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎣
x2q
x2q−1
x2q−2
w2q
⎤⎥⎥⎦
⎡⎢⎢⎣
x2q+2
x2q+1
x2q
z2q+1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
A1,0 A1,1 A1,2 A1,3 B1
1 0 0 0 0
0 1 0 0 0
C1,0 C1,1 C1,2 C1,3 D1
⎤⎥⎥⎦
⎡⎢⎢⎢⎢⎣
x2q+1
x2q
x2q−1
x2q−2
w2q
⎤⎥⎥⎥⎥⎦
Ainsi, l’état de ces modèles incorpore les signaux x2q+k nécessaires à l’instant suivant. La proposition suivante
traduit cette idée dans le cas général.
Proposition 2 (Représentation sans mémoire). Le modèle suivant est équivalent à Σcl(θ) :[
x¯qN+k+1
zqN+k
]
=
[
A¯k(θ) B¯k(θ)
C¯k(θ) D¯k(θ)
] [
x¯qN+k
wqN+k
]
(2.11)
avec
A¯k =
⎧⎪⎪⎨⎪⎪⎩
[
A`k
1n(l+k)
]
, (0 ≤ k ≤ N − 2)[
A`N−1[
1n(l−1) 0
]] , (k = N − 1) avec A`k =
[
Ak,0 · · · Ak,l+k−1
]
(2.12)
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B¯k =
[
Bk
0
]
, C¯k =
[
Ck,0 · · · Ck,l+k−1
]
, D¯k = Dk (2.13)
Démonstration. L’expression du modèle périodique (2.7) peut être réécrite sous la forme suivante
[
xNq+k+1
zNq+k
]
=
[
A`k
C¯k
]
x¯Nq+k +
[
Bk
Dk
]
wNq+k avec x¯Nq+k =
⎡⎢⎣ xNq+k...
xNq−l+1
⎤⎥⎦ ∈ Rn(k+l) (2.14)
où A`k et C¯k sont déﬁnies par (2.12) et (2.13). Le vecteur x¯Nq+k concatène l’historique des états nécessaires
à l’évaluation de xNq+k+1 et zNq+k. Au cours de la période, l’état courant est ajouté à x¯Nq+k si bien que sa
dimension croît à chaque instant :
x¯Nq+k+1 =
[
xNq+k+1
x¯Nq+k
]
, (0 ≤ k ≤ N − 2) (2.15)
La variation de la taille de x¯Nq+k subit néanmoins une discontinuité au changement de période. En eﬀet,
x¯Nq+N−1, nécessaire au calcul de xN(q+1), mémorise les N + l − 1 derniers états alors que x¯N(q+1) permettant
l’évaluation de xN(q+1)+1 est composé uniquement de l états. L’équation suivante traduit cette remarque :
x¯N(q+1) =
[
xN(q+1)[
1n(l−1) 0
]
x¯N(q+1)−1
]
(2.16)
De (2.14), (2.15) et (2.16), le modèle sans mémoire (2.11) peut être obtenu en autorisant la variation de ses
dimensions au cours de la période.
Cette reformulation autorise l’emploi des conditions d’analyse classiques à destination des modèles pério-
diques. Les conclusions obtenues à partir de (2.11) peuvent alors être extrapolées au modèle Σcl(θ). Toutefois,
la très grande dimension de (2.11), dû à la répétition des signaux xNq+k, rend inadéquate cette démarche.
Pour cette raison, on applique la procédure classique du lifting monodromique donnée par la proposition 1,
transformant ainsi Σcl(θ) en un modèle temps-invariant noté Γm(θ). Appliquée aux deux exemples Σcl{1} et
Σcl{2}, elle conduit aux formulations génériques suivantes :
Γm{1} :
⎡⎣ x2q+2z2q+1
z2q
⎤⎦ =
⎡⎣ A¯1A¯0 B¯1 A¯1B¯0C¯1A¯0 D¯1 C¯1B¯0
C¯0 0 D¯0
⎤⎦⎡⎣ x2qw2q+1
w2q
⎤⎦
Γm{2} :
⎡⎢⎢⎢⎢⎣
x2q+2
x2q+1
x2q
z2q+1
z2q
⎤⎥⎥⎥⎥⎦ =
⎡⎣ A¯1A¯0 B¯1 A¯1B¯0C¯1A¯0 D¯1 C¯1B¯0
C¯0 0 D¯0
⎤⎦
⎡⎢⎢⎢⎢⎣
x2q
x2q−1
x2q−2
w2q+1
w2q
⎤⎥⎥⎥⎥⎦
pour lesquelles l’expression des matrices {A¯k, B¯k, C¯k, D¯k} est choisie conformément à l’exemple considéré. Pour
ces exemples, il est aisé de vériﬁer que cette procédure se résume à substituer x¯2q+1 par son expression dépendant
de x¯2q et wˆq dans l’équation donnant x¯2q+2. On vériﬁera que les modèles Γm{1, 2} sont de dimensions plus faibles
que les reformulations invariantes dans le temps de Σcl{1, 2} précédentes.
La proposition suivante suit la même démarche dans le cas général.
Proposition 3 (Lifting monodromique). Le modèle périodique Σcl(θ), donné par (2.7), peut être réécrit sous
la forme temps-invariant suivante, notée Γm(θ) :
Γm(θ) :
[
ηq+1
zˆq
]
=
[
Ψ(θ) B(θ)
C(θ) D(θ)
] [
ηq
wˆq
]
avec ηq ∈ Rnl (2.17)
où les matrices {Ψ,B,C,D} sont fonctions des matrices {A¯k, B¯k, C¯k, D¯k}, données par la proposition 2 à partir
du modèle Σcl(θ), selon les relations données par la proposition 1.
60 CHAPITRE 2. CORRECTEURS PÉRIODIQUES À MÉMOIRE
2.4.2 Représentation liftée descripteur
Comme expliqué auparavant, le lifting monodromique ne préserve pas la géométrie polytopique de Σcl(θ).
C’est la raison pour laquelle, un lifting alternatif est proposé sous une forme descripteur. Appliquée à Σcl{1} et
Σcl{2}, une telle procédure donne les reformulations suivantes, notées Γe{1} et Γe{2} :
Γe{1} :
⎡⎢⎢⎢⎢⎣
−1 A1,0 A1,1 B1 0 0 0
0 −1 A0,0 0 B0 0 0
1 0 −σ1 0 0 0 0
0 C1,0 C1,1 D1 0 −1 0
0 0 C0,0 0 D0 0 −1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
x2q+2
x2q+1
x2q
w2q+1
w2q
z2q+1
z2q
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (2.18)
Γe{2} :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 A1,0 A1,1 A1,2 A1,3 B1 0 0 0
0 −1 A0,0 A0,1 A0,2 0 B0 0 0
1 0 −σ1 0 0 0 0 0 0
0 1 0 −σ1 0 0 0 0 0
0 0 1 0 −σ1 0 0 0 0
0 C1,0 C1,1 C1,2 C1,3 D1 0 −1 0
0 0 C0,0 C0,1 C0,2 0 D0 0 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x2q+2
x2q+1
x2q
x2q−1
x2q−2
w2q+1
w2q
z2q+1
z2q
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (2.19)
Dans le cas général, une telle démarche est mise en œuvre en constatant que (2.14) peut être réécrite sous
la forme suivante : [ −1 A`k Bk 0
0 C¯k Dk −1
]⎡⎢⎢⎣
xNq+k+1
x¯Nq+k
wNq+k
zNq+k
⎤⎥⎥⎦ = 0
Répéter cette équation et déﬁnir xˆq comme la concaténation de xN(q+1) et x¯Nq+N−1
xˆq =
[
xN(q+1)
x¯N(q+1)−1
]
=
⎡⎢⎣ xNq+N...
xNq−l+1
⎤⎥⎦
conduit au modèle temps-invariant (2.20).
Proposition 4 (Lifting descripteur). Le modèle périodique Σcl(θ), donné par (2.7), peut être réécrit sous la
forme temps-invariant suivante, notée Γe(θ) :
Γe(θ) :
⎡⎣ [E(θ) A(θ)] B(θ) 0[1nl 0]− σ [0 1nl] 0 0[C1(θ) C2(θ)] D(θ) −1pN
⎤⎦⎡⎣xˆqwˆq
zˆq
⎤⎦ = 0 (2.20)
où E ∈ RnN×nN , A ∈ RnN×nl, B ∈ RnN×mN , C1 ∈ RpN×nN , C2 ∈ RpN×nl et D ∈ RpN×mN sont données par
E =
⎡⎢⎢⎢⎢⎢⎢⎣
−1n AN−1,0 AN−1,1 · · · AN−1,N−2
0n −1n AN−2,0 · · · AN−2,N−3
...
. . .
. . .
. . .
...
...
. . . −1n A1,0
0n · · · · · · 0n −1n
⎤⎥⎥⎥⎥⎥⎥⎦ , A =
⎡⎢⎢⎢⎢⎢⎣
AN−1,N−1 AN−1,N · · · AN−1,l+N−2
AN−2,N−2 AN−2,N−1 · · · AN−2,l+N−3
...
...
A1,1 A1,2 · · · A1,l
A0,0 A0,1 · · · A0,l−1
⎤⎥⎥⎥⎥⎥⎦ (2.21)
C1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0p×n CN−1,0 · · · · · · CN−1,N−2
...
. . . CN−2,0 · · · CN−2,N−3
...
. . .
. . .
...
...
. . . C1,0
0p×n · · · · · · · · · 0p×n
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, C2 =
⎡⎢⎢⎢⎢⎢⎣
CN−1,N−1 CN−1,N · · · CN−1,l+N−2
CN−2,N−2 CN−2,N−1 · · · CN−2,l+N−3
...
...
C1,1 C1,2 · · · C1,l
C0,0 C0,1 · · · C0,l−1
⎤⎥⎥⎥⎥⎥⎦ (2.22)
B = diag{BN−1, · · · , B0}, D = diag{DN−1, · · · , D0} (2.23)
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Remarque. La structure triangulaire de la matrice E est caractéristique de la causalité du système périodique.
En eﬀet, par construction le vecteur xˆq rassemble les états de xNq+N à xNq−l+1, classés dans cet ordre du haut
vers le bas. Tout élément xNq+k de xˆq dépend alors uniquement des lignes inférieures de xˆq (le passé). ◦
2.4.3 Relations entre les deux modèles
Correspondance entre les vecteurs d’états La reformulation monodromique élimine par des manipu-
lations algébriques les états intermédiaires de la période pour n’en conserver que la première occurrence. Le
vecteur ηq correspond donc à x¯Nq. Par conséquent, ηq et xˆq sont formés à partir de x2q+k, la variable interne
du modèle périodique Σcl. Cette remarque met en évidence le lien existant entre ces deux vecteurs d’états. Les
équations suivantes illustrent ces correspondances pour les deux exemples.[
ηq+1
ηq
]
= T xˆq
Ex.1 :
[
x2q+2
x2q
]
=
[
1 0 0
0 0 1
] ⎡⎣x2q+2x2q+1
x2q
⎤⎦
Ex.2 :
⎡⎢⎢⎢⎢⎢⎢⎣
x2q+2
x2q+1
x2q
x2q
x2q−1
x2q−2
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
x2q+2
x2q+1
x2q
x2q−1
x2q−2
⎤⎥⎥⎥⎥⎦
Dans le cas général, on a ainsi
ηTq =
[
xTNq · · · xTNq−l+1
]
, xˆTq =
[
xTNq+N · · · xTNq−l+1
]
(2.24)
ce qui donne lieu à la proposition suivante.
Proposition 5. Le vecteur d’état de Γm est lié à celui de Γe par la relation suivante :[
ηq+1
ηq
]
= T xˆq avec T =
[[
1nl 0nl×nN
][
0nl×nN 1nl
]] ∈ R2nl×n(N+l) (2.25)
La déﬁnition de T , liant ηq et ηq+1 à xˆq, diﬀère selon la valeur de l. Le tableau 2.1 rend compte de cette
dépendance. Dans le cas où l, la profondeur maximale de la mémoire, est supérieure à N , la dimension de la
période, les vecteurs ηq et ηq+1 correspondent aux extrémités du vecteur xˆq. Lorsque l = N , ils partitionnent
exactement xˆq puisque T = 1 alors que si l > N , ces deux vecteurs partagent certains éléments. La Fig. 2.3
illustre ce phénomène. Cette constatation permet d’aﬃrmer que Γm dérive de Γe par contraction lorsque l < N
et par expansion lorsque l > N .
Table 2.1 – Structure de T en fonction de l
l < N l = N l > N
T
[
1nl 0nl×n(N−l) 0
0 0nl×n(N−l) 1nl
] [
1nN 0
0 1nN
] ⎡⎢⎢⎣
1nN 0 0
0 1n(l−N) 0
0 1n(l−N) 0
0 0 1nN
⎤⎥⎥⎦
Bijection entre les signaux Conséquence directe de la Prop. 5, la relation suivante permet d’obtenir les
signaux de Γm à partir de ceux de Γe.
Γm ← Γe :
⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ =
⎡⎣ T 0 00 1mN 0
0 0 1pN
⎤⎦⎡⎣ xˆqwˆq
zˆq
⎤⎦ , ∀l (2.26)
Comme le montrera la suite de ce chapitre, cette égalité est à la base de la technique mise en œuvre pour obtenir
de nouvelles conditions d’analyse robuste.
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xˆqxˆqxˆq
ηq+1
ηq+1
ηq+1
ηq
ηq
ηq
l < N l = N l > N
Figure 2.3 – Lien entre ηq, ηq+1 et xˆq en fonction de l
L’obtention de la relation opposée est moins directe puisque lorsque l < N , la Fig. 2.3 montre qu’une partie
de xˆq, notée ζq, ne se retrouve ni dans ηq ni dans ηq+1. Il est néanmoins possible de reconstruire ce vecteur à
partir des matrices de Γe en s’appuyant sur la relation suivante, extraite de (2.20) pour l < N :
⎡⎣E1,0 E1,1 A1 B1 00 E0,0 A0 B0 0
C1,0 C1,1 C2 D −1
⎤⎦
⎡⎢⎢⎢⎢⎣
ηq+1
ζq
ηq
wˆq
zˆq
⎤⎥⎥⎥⎥⎦ = 0 (2.27)
où E1,0 ∈ Rnl×nl et E0,0 ∈ Rn(N−l)×n(N−l) sont deux matrices inversibles. On en déduit que ζq = −E−10,0A0ηq −
E−10,0B0wˆq. La réciproque de (2.26) s’énonce donc comme suit :
Γe ← Γm :
⎡⎣ xˆqwˆq
zˆq
⎤⎦ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎣
1nl 0 0 0
0 −E−10,0A0 −E−10,0B0 0
0 1nl 0 0
0 0 1mN 0
0 0 0 1pN
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ , (l < N)
⎡⎢⎢⎣
[
1nN 0nN×nl
]
0 0 0
0 1nl 0 0
0 0 1mN 0
0 0 0 1pN
⎤⎥⎥⎦
⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ , (l ≥ N)
Ainsi, il existe une bijection linéaire entre les signaux des deux représentations liftées. On peut également
aﬃrmer que les matrices de passage dans ces relations sont toujours indépendantes des incertitudes, sauf dans
le cas où l < N et dans le sens Γm → Γe puisque la matrice de passage met alors en jeu E0,0, A0 et B0 qui
dépendent de θ.
Correspondances entre les matrices Un lien entre leurs matrices de Γm et Γe peut également être mis en
lumière. La démonstration d’une telle proposition repose essentiellement sur l’absence structurelle de singularité
de la matrice E dans le lifting monodromique (2.17).
Proposition 6. Les matrices de Γm peuvent être obtenues à partir de celles de Γe via les relations données par
le tableau 2.2 où, lorsque l ≤ N , les matrices de Γe sont décomposées selon (2.27).
Démonstration. Selon la valeur de l, deux cas doivent être distingués :
– l < N : Comme expliqué précédemment, les signaux de Γe vériﬁent alors (2.27) dont on déduit que
ζq = −E−10,0A0ηq − E−10,0B0wˆq. Par conséquent, la norme du vecteur ζq tend vers zéro si la suite des ηq
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Table 2.2 – Relations entre les matrices des deux représentations liftées
l < N l ≥ N
Ψ A˜ = E−11,0
(E1,1E−10,0A0 −A1) [ −E−1A1n(l−N) 0n(l−N)×nN
]
B B˜ = E−11,0
(E1,1E−10,0B0 − B1) [−E−1B0
]
C C1,0A˜ − C1,1E−10,0A0 + C2 −C1E−1A+ C2
D C1,0B˜ − C1,1E−10,0B0 +D −C1E−1B +D
converge vers le vecteur nul. Le modèle peut donc être réduit en abandonnant ζq, ce qui conduit à :
[E1,0 −E1,1E−10,0A0 +A1 −E1,1E−10,0B0 + B1 0
C1,0 −C1,1E−10,0A0 + C2 −C1,1E−10,0B0 +D −1
]⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ = 0
L’expression donnée par le tableau 2.2 est ensuite facilement obtenue en inversant E1,0 et en réécrivant zˆq
comme une fonction de ηq et wˆq uniquement.
– l ≥ N : Dans cette situation, la proposition 5 permet d’aﬃrmer que les n(l −N) derniers termes de ηq+1
coïncident avec les n(l −N) premiers éléments de ηq. En tenant en compte de cette remarque, le modèle
Γe, donné par (2.20), est reformulé de la façon suivante :
⎡⎣ E 0 A B 00 −1n(l−N) [1n(l−N) 0] 0 0
C1 0 C2 D −1
⎤⎦
⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ = 0
dont il est aisé de dériver les résultats du tableau 2.2.
On notera que la proposition 6 oﬀre un moyen d’obtenir les matrices de (2.17) moins fastidieux que la
procédure donnée par la Prop. 3.
2.5 Dualité des modèles polynomiaux périodiques d’ordre variant
Le chapitre 1 a montré l’importance des conditions d’analyse duales. Ces dernières ont permis en eﬀet
d’établir des théorèmes d’analyse robuste alternatifs et ont autorisé la dérivation de conditions de synthèse. Il a
également été démontré qu’un tel résultat pouvait être obtenu par des méthodes purement algébriques ou par
l’analyse du système dual. La complexité du modèle polynomial considéré dans ce chapitre oriente naturellement
vers la seconde approche.
La dualité des systèmes est un concept bien maîtrisé pour les modèles invariants dans le temps. L’annexe C
donne quelques résultats importants sur ce sujet. Il est notamment rappelé que ce concept permet de mettre en
relation deux modèles LTI pour lesquelles les matrices d’état de l’un correspondent aux transposés de l’autre.
Dans le cadre de cette thèse, ce concept présente un attrait tout particulier du fait de la correpondance existant
entre les résultats d’analyse de ces modèles : la dualité préserve la stabilité ainsi que les normes H2 et H∞. Pour
ces deux raisons, la théorie de la dualité des systèmes est fréquemment réduite à un outil technique permettant
de transposer les matrices du système considéré, bien que ce concept soit en réalité beaucoup plus riche [van der
Schaft, 1991].
Pour bénéﬁcier les résultats existants pour les modèles invariants dans le temps, cette section s’attache
en premier lieu à obtenir le modèle dual de la représentation liftée descripteur LTI Γe, comme une étape
intermédiaire à l’étude de la dualité des modèles polynomiaux périodiques à ordre variant tels que Σcl. Ainsi,
contrairement aux développements de la section précédente, dans laquelle les deux liftings Γm et Γe ont été
obtenus à partir de Σcl, les modèles duaux Γdm et Σ
d
cl dériveront l’un et l’autre de Γ
d
e . Cette démarche a été
illustrée par le schéma introduisant la section 2.4.
Les conditions duales ne sont intéressantes que dans le mesure où elles sont aﬃnes en les matrices du
modèle périodique. Il s’agit d’un résultat important du chapitre 1. Comme le montrera la section suivante,
une telle dépendance des conditions d’analyse peut être obtenue en exploitant les correspondances entre les
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diﬀérentes reformulations temps-invariant. Cette remarque est à l’origine de la démarche adoptée puisqu’elle
justiﬁe l’attention particulière accordée à la préservation de ces liens.
On précise enﬁn que ce chapitre peut être vu comme une généralisation au cas N-périodique avec mémoire
et entrées/sorties de performance de l’approche mise en œuvre dans la preuve du lemme 4 du chapitre 1.
2.5.1 Modèle dual du lifting descripteur
Pour obtenir le modèle dual de Γe, une première idée consiste à appliquer directement la théorie de la dualité
des systèmes pour les systèmes à temps-invariant et à temps-discret, proposée dans [Nieuwenhuis and Willems,
1988] et rappelée dans l’annexe C. Une telle démarche conduit au modèle suivant :⎡⎣ [ETAT
] [
1nl
0
]
− σ−1
[
0
1nl
] [CT1
CT2
]
0
−BT 0 −DT 1
⎤⎦⎡⎣ x˜dqwˆdq
zˆdq
⎤⎦ (2.28)
Or, la formulation de ce modèle est inadaptée à l’étude de sa dynamique puisqu’il semble délicat de mettre en
évidence une relation similaire à
(
[
1nl 0
]− σ [0 1nl])xˆq = 0 (2.29)
extraite de la déﬁnition (2.20) de Γe. Or, cette relation est au cœur de la mise en évidence des correspondances
existant entre Γe et Γm.
Pour contourner cette diﬃculté, on s’appuie sur une reformulation polynomiale invariante dans le temps
de Γe, noté Γp. Après avoir obtenu le dual Γdp de ce modèle, cette sous-section montre qu’il est possible de
reconstruire un modèle semblable à Γe présentant une relation similaire à (2.29). Ce dernier peut être considéré
comme Γde , son dual. On rappelle que cette procédure a été schématisée dans l’introduction de la section 2.4.
On notera que ces développements correspondent à la généralisation de la preuve du lemme 4 du chapitre 1.
Formulation polynomiale invariante dans le temps (Γe → Γp) Le vecteur d’état xˆq de Γe est segmenté
pour donner à ce système l’apparence plus classique d’un modèle polynomial en la variable σ. Pour ce faire, la
correspondance entre xˆq et xNq+k, vecteur d’état de Σcl, est utilisée aﬁn de regrouper les occurrences de xNq+k
(implicitement contenues dans xˆq) sur une période. La taille de xˆq ∈ Rn(l+N) n’étant pas un multiple de N dans
le cas général, on adjoint N − r vecteurs xNq+k à xˆq, où r provient de la division euclidienne de l par N :
l = bN + r ≥ 1 avec 1 ≤ r ≤ N et b ∈ N (2.30)
Pour chacun des deux exemples illustratifs, r est égal à 1 et on choisit de prendre en compte x2q+3, ce qui
conduit aux équations suivantes provenant de (2.18) et (2.19) :
Ex.1 :
⎡⎢⎢⎢⎢⎢⎢⎣
0 −1 A1,0 A1,1 B1 0 0 0
0 0 −1 A0,0 0 B0 0 0
1 0 −σ1 0 0 0 0 0
0 1 0 −σ1 0 0 0 0
0 0 C1,0 C1,1 D1 0 −1 0
0 0 0 C0,0 0 D0 0 −1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
x2q+3
x2q+2
x2q+1
x2q
wˆq
zˆq
⎤⎥⎥⎥⎥⎥⎥⎦ = 0 (2.31)
Ex.2 :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −1 A1,0 A1,1 A1,2 A1,3 B1 0 0 0
0 0 −1 A0,0 A0,1 A0,2 0 B0 0 0
1 0 −σ1 0 0 0 0 0 0 0
0 1 0 −σ1 0 0 0 0 0 0
0 0 1 0 −σ1 0 0 0 0 0
0 0 0 1 0 −σ1 0 0 0 0
0 0 C1,0 C1,1 C1,2 C1,3 D1 0 −1 0
0 0 0 C0,0 C0,1 C0,2 0 D0 0 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x2q+3
x2q+2
x2q+1
x2q
x2q−1
x2q−2
wˆq
zˆq
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (2.32)
La forme polynomiale suivante découle de ces expressions en posant x˜q =
[
x2q+3
x2q+2
]
,
Ex.1 :
⎡⎢⎢⎣
[
0 −1
0 0
]
+
[
A1,0 A1,1
−1 A0,0
]
σ−1
[
B1 0
0 B0
]
0[
0 0
0 0
]
+
[
C1,0 C1,1
0 C0,0
]
σ−1
[
D1 0
0 D0
]
−1
⎤⎥⎥⎦
⎡⎣ x˜qwˆq
zˆq
⎤⎦ = 0
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Ex.2 :
⎡⎢⎢⎣
[
0 −1
0 0
]
+
[
A1,0 A1,1
−1 A0,0
]
σ−1 +
[
A1,2 A1,3
A0,1 A0,2
]
σ−2
[
B1 0
0 B0
]
0[
0 0
0 0
]
+
[
C1,0 C1,1
0 C0,0
]
σ−1 +
[
C1,2 C1,3
C0,1 C0,2
]
σ−2
[
D1 0
0 D0
]
−1
⎤⎥⎥⎦
⎡⎣ x˜qwˆq
zˆq
⎤⎦ = 0
L’application de cette idée dans le cas général conduit à la proposition suivante.
Proposition 7. Le modèle suivant est une reformulation équivalente de Γe
Γp :
⎡⎢⎢⎢⎢⎢⎣
b+1∑
j=0
Ajσ
−j B 0
b+1∑
j=0
Cjσ
−j D −1pN
⎤⎥⎥⎥⎥⎥⎦
⎡⎣x˜qwˆq
zˆq
⎤⎦ = 0 (2.33)
pour lequel les matrices Aj ∈ RnN×nN et Cj ∈ RpN×nN sont issues d’un partitionnement de E, A, C1 et C2
déﬁni par
[
A0 · · · Ab+1
C0 · · · Cb+1
]
=
[
0nN×n(N−r) E A
0pN×n(N−r) C1 C2
]
avec
[
A0
C0
]
=
⎡⎢⎢⎣
0 A0,0
0n(N−r) 0
0 C0,0
0p(N−r+1)×n(N−r+1) 0
⎤⎥⎥⎦ (2.34)
Démonstration. L’équation suivante, extraite de (2.20), est reformulée conformément à la décomposition de l
donnée par (2.30)
([
1nl 0
]− σ [0 1nl]) xˆq = 0 ⇔
⎡⎢⎢⎢⎣
1nr −σ1nr
1nN −σ1nN
. . .
. . .
1nN −σ1nN
⎤⎥⎥⎥⎦ xˆq = 0
pour autoriser la segmentation de xˆq en termes d’égales dimensions reliés les uns aux autres par l’opérateur σ :
xˆq =
⎡⎢⎢⎢⎣
[
0 1nr
]
x˜q
x˜q−1
...
x˜q−b−1
⎤⎥⎥⎥⎦ (2.35)
On remarque que le premier de ces termes, à savoir x˜q, n’est impliqué que partiellement. Prendre en compte la
partie manquante correspondant à
[
1n(N−r) 0
]
x˜q, permet de réécrire (2.20) de la façon suivante :⎡⎢⎢⎢⎢⎢⎣
A0 · · · · · · Ab+1 B 0
1nN −σ1nN 0 0
. . .
. . .
...
...
1nN −σ1nN 0 0
C0 · · · · · · Cb+1 D −1
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
x˜q
...
x˜q−b−1
wˆq
zˆq
⎤⎥⎥⎥⎥⎥⎦ = 0
où
[
0 E A] et [0 C1 C2] ont été découpées en b+ 2 sous-matrices, notées Aj et Cj et déﬁnies par (2.34).
Cette dernière équation n’est autre que la forme développée de (2.33).
Duale de la formulation polynomiale (Γp → Γdp → Γde) Cette nouvelle reformulation permet d’appliquer
aisément la théorie de la dualité qui conduit, pour les exemples illustratifs, aux modèles suivants :
Ex.1 :
⎡⎢⎢⎣
[
AT1,0 −1
AT1,1 A
T
0,0
]
σ +
[
0 0
−1 0
] [
CT1,0 0
CT1,1 C
T
0,0
]
σ 0[
BT1 0
0 BT0
] [
DT1 0
0 DT0
]
1
⎤⎥⎥⎦
⎡⎣ x˜dqwˆdq
zˆdq
⎤⎦ = 0 (2.36)
Ex.2 :
⎡⎢⎢⎣
[
AT1,2 A
T
0,1
AT1,3 A
T
0,2
]
σ2 +
[
AT1,0 −1
AT1,1 A
T
0,0
]
σ +
[
0 0
−1 0
] [
CT1,2 C
T
0,1
CT1,3 C
T
0,2
]
σ2 +
[
CT1,0 0
CT1,1 C
T
0,0
]
σ 0[
BT1 0
0 BT0
] [
DT1 0
0 DT0
]
1
⎤⎥⎥⎦
⎡⎣ x˜dqwˆdq
zˆdq
⎤⎦ = 0 (2.37)
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A partir de ces expressions, il s’agit maintenant de reconstruire un modèle semblable à Γe dans le domaine
dual, c’est-à-dire inverser la procédure ayant conduit de Γe vers Γp aﬁn d’obtenir, à partir de Γdp, un modèle
pouvant être considéré comme Γde . On applique donc la procédure inverse à celle ayant donné naissance à
l’expression polynomiale (2.33) à partir de Γe. Pour illustrer au mieux le propos, on anticipe sur l’étape suivante
en introduisant dès maintenant une correspondance entre les signaux de Γde et ceux d’un modèle périodique qui
sera considéré comme le dual de Σdcl. On pose donc
x˜dq =
[
xd2q−3
xd2q−4
]
, wˆdq =
[
wd2q−3
wd2q−4
]
, zˆdq =
[
zd2q−3
zd2q−4
]
Munis de ces correspondances, les expressions développées de Γde{1} et Γde{2} sont obtenues :
Ex.1 :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
AT1,0 −1 0 0 CT1,0 0 0 0 0 0
AT1,1 A
T
0,0 −1 0 CT1,1 CT0,0 0 0 0 0
1 0 −σ1 0 0 0 0 0 0 0
0 1 0 −σ1 0 0 0 0 0 0
0 0 0 0 1 0 −σ1 0 0 0
0 0 0 0 0 1 0 −σ1 0 0
0 0 BT1 0 0 0 D
T
1 0 1 0
0 0 0 BT0 0 0 0 D
T
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd2q−1
xd2q−2
xd2q−3
xd2q−4
wd2q−1
wd2q−2
wd2q−3
wd2q−4
zd2q−3
zd2q−4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (2.38)
Ex.2 :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
AT1,2 A
T
0,1 A
T
1,0 −1 0 0 CT1,2 CT0,1 CT1,0 0 0 0 0 0
AT1,3 A
T
0,2 A
T
1,1 A
T
0,0 −1 0 CT1,3 CT0,2 CT1,1 CT0,0 0 0 0 0
1 0 −σ1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 −σ1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 −σ1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 −σ1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 −σ1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 −σ1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 −σ1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 −σ1 0 0
0 0 0 0 BT1 0 0 0 0 0 D
T
1 0 1 0
0 0 0 0 0 BT0 0 0 0 0 0 D
T
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd2q+1
xd2q
xd2q−1
xd2q−2
xd2q−3
xd2q−4
wd2q+1
wd2q
wd2q−1
wd2q−2
wd2q−3
wd2q−4
zd2q−3
zd2q−4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0
Pour permettre un partitionnement uniforme du vecteur d’état xˆq, la taille de Γe a été artiﬁciellement
augmentée en incorporant ξq, correspondant à x2q+3 pour les deux modèles périodiques considérés. De façon
réciproque, on s’attend donc à pouvoir réduire le modèle dual de (2.33) pour obtenir Γde . Cette remarque est
à l’origine de la constatation suivante : pour chacun des deux modèles, l’état xd2q−4 d’une part et les entrées
wd2q−3 et w
d
2q−4 d’autre part n’interviennent pas dans les équations dynamiques. En s’appuyant sur les deux
arguments suivants, les modèles sont donc réduits. Premièrement, xd2q−4 représente le futur de x
d
2q−3 en temps
inversé. Ce vecteur ne peut donc diverger si le modèle réduit converge. Deuxièmement, en considérant les sorties
aux instants 2q − 1 et 2q − 2, l’équation de sortie peut être réécrite de la façon suivante aﬁn de ne plus faire
intervenir les signaux à éliminer.
[
BT1 0 D
T
1 0 1 0
0 BT0 0 D
T
0 0 1
]
⎡⎢⎢⎢⎢⎢⎢⎣
xd2q−1
xd2q−2
wd2q−1
wd2q−2
zd2q−1
zd2q−2
⎤⎥⎥⎥⎥⎥⎥⎦ = 0
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Ceci conduit à la reformulation suivante :
Γde{1} :
⎡⎢⎢⎢⎢⎣
AT1,0 −1 0 CT1,0 0 0 0
AT1,1 A
T
0,0 −1 CT1,1 CT0,0 0 0
1 0 −σ1 0 0 0 0
BT1 0 0 D
T
1 0 1 0
0 BT0 0 0 D
T
0 0 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd2q−1
xd2q−2
xd2q−3
wd2q−1
wd2q−2
zd2q−1
zd2q−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (2.39)
Γde{2} :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
AT1,2 A
T
0,1 A
T
1,0 −1 0 CT1,2 CT0,1 CT1,0 0 0 0
AT1,3 A
T
0,2 A
T
1,1 A
T
0,0 −1 CT1,3 CT0,2 CT1,1 CT0,0 0 0
1 0 −σ1 0 0 0 0 0 0 0 0
0 1 0 −σ1 0 0 0 0 0 0 0
0 0 1 0 −σ1 0 0 0 0 0 0
0 0 0 0 0 1 0 −σ1 0 0 0
0 0 0 0 0 0 1 0 −σ1 0 0
0 0 BT1 0 0 0 0 D
T
1 0 1 0
0 0 0 BT0 0 0 0 0 D
T
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd2q+1
xd2q
xd2q−1
xd2q−2
xd2q−3
wd2q+1
wd2q
wd2q−1
wd2q−2
zd2q−1
zd2q−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (2.40)
Choix du point de départ de la période Si le choix du partitionnement de xˆq établi par (2.35) a pu
paraître arbitraire, les derniers développements permettent maintenant de le justiﬁer plus aisément. On rappelle
que l’objectif est de regrouper par période les occurrences de xNq+k, composant xˆq, aﬁn de former les vecteurs
x˜q. L’instant de départ de ces périodes, paramétré par la variable τ˜ , constitue le degré de liberté de cette
procédure. Ainsi, dans le cas général, x˜q est donné par la relation suivante :
x˜q =
⎡⎢⎣xNq+N+τ˜...
xNq+τ˜
⎤⎥⎦ (2.41)
En utilisant (2.35) et (2.24), on peut écrire
xˆq =
⎡⎢⎢⎢⎣
[
0 1nr
]
x˜q
x˜q−1
...
x˜q−b−1
⎤⎥⎥⎥⎦ =
⎡⎢⎣ xNq+N...
xNq−l+1
⎤⎥⎦
En rappelant que l = bN + r, ceci montre que (2.35) correspond au cas particulier où τ˜ = N − r + 1.
Dans le cas du premier exemple, on a donc considéré jusqu’à présent la relation suivante x˜Tq =
[
xT2q+3 x
T
2q+2
]
renvoyant à l’égalité τ˜ = 2, équivalente à τ˜ = 0 puisque la période du modèle est 2. On montre maintenant
sur cet exemple que la valeur de τ˜ peut avoir une inﬂuence sur la dimension du modèle dual. Ainsi, le choix
alternatif τ˜ = 1 conduit à x˜Tq =
[
xT2q+2 x
T
2q+1
]
. Au lieu de (2.31), on a alors
⎡⎢⎢⎢⎢⎢⎢⎣
−1 A1,0 A1,1 0 B1 0 0 0
0 −1 A0,0 0 0 B0 0 0
1 0 −σ1 0 0 0 0 0
0 1 0 −σ1 0 0 0 0
0 C1,0 C1,1 0 D1 0 −1 0
0 0 C0,0 0 0 D0 0 −1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
x2q+2
x2q+1
x2q
x2q−1
wˆq
zˆq
⎤⎥⎥⎥⎥⎥⎥⎦ = 0
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ce qui conduit au modèle dual suivant
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
AT1,1 A
T
0,0 −1 0 CT1,1 CT0,0 0 0 0 0
0 0 AT1,0 −1 0 0 CT1,0 0 0 0
1 0 −σ1 0 0 0 0 0 0 0
0 1 0 −σ1 0 0 0 0 0 0
0 0 0 0 1 0 −σ1 0 0 0
0 0 0 0 0 1 0 −σ1 0 0
0 0 BT1 0 0 0 D
T
1 0 1 0
0 0 0 BT0 0 0 0 D
T
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd2q−1
xd2q−2
xd2q−3
xd2q−4
wd2q−1
wd2q−2
wd2q−3
wd2q−4
zd2q−3
zd2q−4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0
Cette formulation ne peut être réduite de la même façon que (2.38) a pu l’être pour donner (2.39). La diﬃculté
tient au fait que, parmi l’historique des entrées et des états, seul wd2q−4 n’est pas impliqué dans l’équation
dynamique alors que les trois vecteurs wd2q−3, w
d
2q−4 et x
d
2q−4 étaient dans cette situation dans (2.38). Le choix
τ˜ = 1 conduit donc à un modèle dual de plus grande taille que dans le cas où cette variable est nulle.
La proposition 8, présentée par la suite, démontre dans le cas général que le choix τ˜ = N − r + 1 conduit à
un modèle Γde de même dimension que son correspond primal Γe. Cette valeur du paramètre τ˜ est donc optimale
puisqu’elle n’accroît pas la dimension du modèle dual.
Dépendance de la dynamique à l’égard de l’historique des entrées (Γdp → Γde) Contrairement à
Γde{1}, la dynamique de Γde{2} met en jeu un historique des entrées sur un intervalle de temps supérieur à
une période. Ceci complique l’évaluation de la norme de Γde{2}. Cette diﬃculté peut néanmoins être surmontée
en incorporant dans le vecteur d’état de Γde{2}, noté xˆdq , les entrées surnuméraires ne correspondant pas aux
instants du vecteur de sortie z˘dq . Il s’agit donc, pour Γ
d
e{2}, de mémoriser wd2q+2 et wd2q+1 correspondant à des
entrées antérieures à celles formant l’entrée courante, w˘dq . Ainsi, les signaux de l’expression ﬁnale de Γ
d
e sont
donnés par l’équation suivante :
xˆdq w˘
d
q z˘
d
q
Ex.1 :
⎡⎣ xd2q−1xd2q−2
xd2q−3
⎤⎦ [wd2q−1
wd2q−2
] [
zd2q−1
zd2q−2
]
Ex.2 :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd2q+1
xd2q
xd2q−1
xd2q−2
xd2q−3
wd2q+1
wd2q
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
[
wd2q−1
wd2q−2
] [
zd2q−1
zd2q−2
] (2.42)
Cette dépendance qu’entretient la dynamique de Γde{2} à l’égard de l’historique des entrées peut paraître
surprenante dans la mesure où elle n’apparaissait pas dans l’expression du modèle primal Γe{2}. Il s’agit de la
conséquence directe de la stratégie de contournement de la diﬃculté soulevée par (2.28) au début de la section.
Cette démarche a essentiellement consisté à donner à Γe la reformulation polynomiale factorisée (2.33) dont
le dual a ensuite été redéveloppé. Ce faisant, la structure de Γe{2} a pu être préservée puisqu’il est possible
d’obtenir de la déﬁnition de Γde{2} une équation similaire à (2.29). Néanmoins, cette manipulation a réparti la
dynamique sur l’état et l’entrée de Γde{2} alors qu’elle était auparavant circonscrite sur l’état de Γe{2}.
Proposition 8 (Dual du lifting descripteur). Une version duale du modèle lifté descripteur (2.20) est donnée
par :
Γde :
⎡⎢⎢⎣
[A˘T (θ) E˘T (θ)] [C˘T2 (θ) C˘T1 (θ)] 0
σ−1
[
1nl 0
]− [0 1nl] 0 0
0 σ−1
[
1p(l−1) 0
]− [0 1p(l−1)] 0[
0 B˘T (θ)] [0 D˘T (θ)] 1mN
⎤⎥⎥⎦
⎡⎣[ xˆdqw˘dq
]
z˘dq
⎤⎦ = 0 (2.43)
avec xˆdq ∈ Rn(N+l)+p(l−1). Les matrices A˘ ∈ Rnl×nN , E˘ ∈ RnN×nN , C˘2 ∈ Rp(l−1)×nN et C˘1 ∈ RpN×nN sont tels
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que
[A˘T E˘T ] = [A Tb+1 · · · A T1 [ 0A T0,0
]]
(2.44)
[C˘T2 C˘T1 ] = [C Tb+1 · · · C T1 [ 0C T0,0
]]
(2.45)
avec A0,0 et C0,0 telles que
A0,0 =
⎡⎢⎢⎢⎢⎣
−1n AN−1,0 · · · AN−1,r−2
0n −1n . . .
...
...
. . .
. . . AN−r+1,0
0n · · · 0n −1n
⎤⎥⎥⎥⎥⎦ ∈ Rnr×nr, C0,0 =
⎡⎢⎢⎢⎢⎣
CN−1,0 · · · · · · CN−1,r−2
0p×n
. . .
...
...
. . .
. . .
...
0p×n · · · 0p×n CN−r+1,0
⎤⎥⎥⎥⎥⎦ ∈ Rp(r−1)×n(r−1) (2.46)
les matrices A1 ∈ RnN×nN et C1 ∈ RpN×nN décrites par
A1 = C1 =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
AN−1,r−1 · · · AN−1,N−2AN−1,N−1 · · · AN−1,N+r−2
...
...
...
...
AN−r,0
...
...
...
−1n . . .
...
...
...
. . . A1,0
...
...
0 −1n A0,0 · · · A0,r−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
CN−1,r−1 · · · CN−1,N−2CN−1,N−1 · · · CN−1,N+r−2
...
...
...
...
CN−r,0
...
...
...
0p×n
. . .
...
...
...
...
. . . C1,0
...
...
0p×n · · · 0p×n C0,0 · · · C0,r−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.47)
et, pour j = {2, · · · , b+ 1}, Aj ∈ RnN×nN et Cj ∈ RpN×nN , données par
Aj =
⎡⎢⎣AN−1,(j−1)N+r−1 · · · AN−1,jN+r−2... ...
A0,(j−2)N+r · · · A0,(j−1)N+r−1
⎤⎥⎦ , Cj =
⎡⎢⎣CN−1,(j−1)N+r−1 · · · CN−1,jN+r−2... ...
C0,(j−2)N+r · · · C0,(j−1)N+r−1
⎤⎥⎦ (2.48)
Les matrices B˘ ∈ Rn(N+1)×mN et D˘ ∈ RpN×mN sont déﬁnies par
B˘T =
{ [BT 0mN×n] (r = 1)[
diag{BTN−r, · · · , BT0 , BTN−1, · · · , BTN−r+1} 0mN×n
]
(r > 1)
(2.49)
D˘T =
{ DT (r = 1)
diag{DTN−r, · · · , DT0 , DTN−1, · · · , DTN−r+1} (r > 1) (2.50)
Démonstration. D’après l’annexe C, le modèle suivant représente une version duale de (2.33), réécriture de Γe :⎡⎢⎣
b+1∑
j=0
A
T
j σ
j
b+1∑
j=0
C
T
j σ
j 0
BT DT 1
⎤⎥⎦
⎡⎣ x˜dqwˆdq
zˆdq
⎤⎦ = 0
Sous une forme plus développée, on obtient :⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A Tb+1 · · · · · · A T0 C Tb+1 · · · · · · C T0 0
1nN −σ1nN
...
. . .
. . .
...
1nN −σ1nN
...
1pN −σ1pN
...
. . .
. . .
...
1pN −σ1pN 0
0 · · · 0 BT 0 · · · 0 DT 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x˜q+b+1
...
x˜q
wˆq+b+1
...
wˆq
zˆq
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (2.51)
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L’exploitation de la structure très creuse des matrices A0 et C0 permet de réduire le modèle ainsi obtenu.
Pour ce faire, on considère le changement de variables suivant :
⎡⎢⎣x˜
d
q+b+1
...
x˜dq
⎤⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
[
0 1nr
]
x˘dq+b+1
x˘dq+b
...
x˘dq[
1n(N−r) 0
]
x˘dq−1
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎣wˆ
d
q+b+1
...
wˆdq
⎤⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
[
0 1p(r−1)
]
w˘dq+b+1
w˘dq+b
...
w˘dq[
1p(N−r+1) 0
]
w˘dq−1
⎤⎥⎥⎥⎥⎥⎦
où x˘dq ∈ RnN et w˘dq ∈ RpN partagent respectivement la même taille que x˜dq et wˆdq . De ces déﬁnitions, il apparaît
clairement que x˘dq−1 et w˘
d
q−1 n’interviennent pas dans les équations de (2.51). Ces éléments peuvent donc être
éliminés puisque la convergence de x˘dq−1 est liée à celle de x˘
d
q .
En suivant la même règle, on déﬁnit z˘dq . Ceci permet de réécrire l’équation de sortie évaluée aux périodes q
et q + 1 [BT
BT
] [
x˜dq+1
x˜dq
]
+
[DT
DT
] [
wˆdq+1
wˆdq
]
+
[
zˆdq+1
zˆdq
]
= 0
sous la forme[BT
BT
]⎡⎣ [0 1nr] x˘dq+1x˘dq[
1n(N−r) 0
]
x˘dq−1
⎤⎦+ [DT DT
]⎡⎣ [0 1p(r−1)] w˘dq+1w˘dq[
1p(N−r+1) 0
]
w˘dq−1
⎤⎦+
⎡⎣ [0 1p(r−1)] z˘dq+1z˘dq[
1p(N−r+1) 0
]
z˘dq−1
⎤⎦ = 0
qui est ensuite réduite à
B˘T
[[
0 1n
]
x˘dq+1
x˘dq
]
+ D˘T w˘dq + z˘dq = 0
où B˘ et D˘ sont déﬁnies par (2.49) et (2.50).
Finalement, l’expression recherchée (2.43) est obtenue en incorporant dans le vecteur d’état xˆdq ∈ Rn(N+l)+p(l−1)
les états et les entrées passées selon l’équation suivante :
xˆdq =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
0 1nr
]
x˘dq+b+1
x˘dq+b
...
x˘dq[
0 1p(r−1)
]
w˘dq+b+1
w˘dq+b
...
w˘dq+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
2.5.2 Dual des modèles périodiques polynomiaux
En attribuant aux signaux de Γde une décomposition judicieuse, ce modèle peut être vu comme la repré-
sentation liftée d’un modèle périodique polynomial à ordre variant qui sera considéré comme le dual de Σcl et
donc noté par la suite Σdcl. Pour les exemples illustratifs, cette correspondance a été établie par (2.42), issue de
(2.39) et (2.40). La lecture directe de ces deux dernières équations conduit aux modèles périodiques suivants,
considérés respectivement duaux de Σcl{1} et Σcl{2}.
Σdcl{1} :
⎧⎪⎪⎨⎪⎪⎩
[
xd2q−2
zd2q−1
]
=
[
AT1,0
−BT1
]
xd2q−1 +
[
CT1,0
−DT1
]
wd2q−1[
xd2q−3
zd2q−2
]
=
[
AT0,0
−BT0
]
xd2q−2 +
[
AT1,1
0
]
xd2q−1 +
[
CT0,0
−DT0
]
wd2q−2 +
[
CT1,1
0
]
wd2q−1
Σdcl{2} :
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
[
xd2q−2
zd2q−1
]
=
[
AT1,0
−BT1
]
xd2q−1 +
[
AT0,1
0
]
xd2q +
[
AT1,2
0
]
xd2q+1 +
[
CT1,0
−DT1
]
wd2q−1 +
[
CT0,1
0
]
wd2q +
[
CT1,2
0
]
wd2q+1[
xd2q−3
zd2q−2
]
=
[
AT0,0
−BT0
]
xd2q−2 +
[
AT1,1
0
]
xd2q−1 +
[
AT0,2
0
]
xd2q +
[
AT1,3
0
]
xd2q+1
+
[
CT0,0
−DT0
]
wd2q−2 +
[
CT1,1
0
]
wd2q−1 +
[
CT0,2
0
]
wd2q +
[
CT1,3
0
]
wd2q+1
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Dans le cas général, la structure de E˘ et C˘1 rend possible une telle dérivation puisque ces deux matrices sont
triangulaires supérieures. De plus, la diagonale de E˘ est formée de N blocs −1n. Ceci n’est pas sans rappeler
les structures de E et C1 dans le modèle primal. Ainsi, en déﬁnissant la correspondance suivante, pouvant être
considérée comme la généralisation de (2.42) :
xˆq w˘
d
q z˘
d
q
Cas général :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xdNq+l−r−1
...
xdN(q−1)−r
wdNq+l−r−1
...
wdNq−r+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎣ w
d
Nq−r
...
wdN(q−1)−r+1
⎤⎥⎦
⎡⎢⎣ z
d
Nq−r
...
zdN(q−1)−r+1
⎤⎥⎦
la proposition suivante donne la déﬁnition de Σdcl.
Théorème 14 ([Trégouët et al., 2012a,c]). Une version duale du modèle périodique Σcl, décrit par (2.7), est
donnée par :
Σdcl :
{
xdNq−k−r−1 =
∑l+k−1
j=0
(
ATϑ(j,k+r),j(θ)x
d
Nq−k−r+j + C
T
ϑ(j,k+r),j(θ)w
d
Nq−k−r+j
)
zdNq−k−r = −BTϑ(0,k+r)(θ)xdNq−k−r −DTϑ(0,k+r)(θ)wdNq−k−r
(2.52)
pour 0 ≤ k ≤ N − 1 et avec ϑ(j, k) = j − k (mod N).
On vériﬁera aisément que l’ordre maximal du modèle périodique polynomial Σdcl est identique à celui du Σcl.
Ce résultat trouve son origine dans le choix de la valeur de τ˜ discuté précédemment.
2.5.3 Modèle dual du lifting monodromique
Contrairement au lifting Γe, le lifting monodromique Γm s’exprime sous la forme classique d’un modèle d’état
à temps-invariant. Dans un tel contexte, la théorie existante de la dualité peut donc être appliquée directement.
Néanmoins, cette démarche complique la mise en évidence d’une relation linéaire entre les signaux des modèles
duaux, comme cela a été fait pour les modèles primaux. Une démarche similaire à celle mise en œuvre pour les
modèles primaux sera donc préférée. A nouveau, il s’agit de reformuler Σdcl en un modèle d’état périodique sans
mémoire aﬁn de pouvoir appliquer le lifting monodromique.
La procédure est illustrée sur les exemples 2-périodiques, dont les modèles duaux respectifs sont reformulés
de la façon suivante :
Ex.1 :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎣
xd2q−1
xd2q−2
wd2q−1
zd2q−1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
1
AT1,0
0
−BT1
⎤⎥⎥⎦ [ xd2q−1 ]+
⎡⎢⎢⎣
0
CT1,0
1
−DT1
⎤⎥⎥⎦wd2q−1
[
xd2q−3
zd2q−2
]
=
[
AT1,1 A
T
0,0 C
T
1,1
0 −BT0 0
]⎡⎣ xd2q−1xd2q−2
wd2q−1
⎤⎦+ [ CT0,0−DT0
]
wd2q−2
Ex.2 :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd2q+1
xd2q
xd2q−1
xd2q−2
wd2q+1
wd2q
wd2q−1
zd2q−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
AT1,2 A
T
0,1 A
T
1,0 C
T
1,2 C
T
0,1
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
0 0 −BT1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
xd2q+1
xd2q
xd2q−1
wd2q+1
wd2q
⎤⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
CT1,0
0
0
1
−DT1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
wd2q−1
⎡⎢⎢⎢⎢⎢⎢⎣
xd2q−1
xd2q−2
xd2q−3
wd2q−1
wd2q−2
zd2q−2
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0 0 0
0 0 0 1 0 0 0
AT1,3 A
T
0,2 A
T
1,1 A
T
0,0 C
T
1,3 C
T
0,2 C
T
1,1
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 −BT0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd2q+1
xd2q
xd2q−1
xd2q−2
wd2q+1
wd2q
wd2q−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
CT0,0
0
1
−DT0
⎤⎥⎥⎥⎥⎥⎥⎦w
d
2q−2
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La proposition suivante applique cette procédure dans le cas général.
Proposition 9 (Représentation dual sans mémoire). Le modèle suivant est équivalent à Σdcl :[
v¯dqN−k−r−1
zdqN−k−r
]
=
[
A¯dk(θ) C¯
d
k(θ)
B¯dk(θ) D¯
d
k(θ)
] [
v¯dqN−k−r
wdqN−k−r
]
(2.53)
avec
A¯dk =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎣
1n(l+k) 0
A`dk C`
d
k
0 1p(l+k−1)
0 0
⎤⎥⎥⎦ , (0 ≤ k ≤ N − 2)
⎡⎢⎢⎣
[
0 1n(l−1)
]
0
A`dN−1 C`
d
N−1
0
[
0 1p(l−2)
]
0 0
⎤⎥⎥⎦ , (k = N − 1)
, C¯dk =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎣
0n(l+k)×p
CTϑ(0,k),0
0p(l+k−1)×p
1p
⎤⎥⎥⎦ , (0 ≤ k ≤ N − 2)
⎡⎢⎢⎣
0n(l−1)×p
CTϑ(0,k),0
0p(l−2)×p
1p
⎤⎥⎥⎦ , (k = N − 1)
(2.54)
A`dk =
[
ATϑ(l+k−1,k+r),l+k−1 · · · ATϑ(1,k+r),1 ATϑ(0,k+r),0
]
, C`dk =
[
CTϑ(l+k−1,k+r),l+k−1 · · · CTϑ(1,k+r),1
]
(2.55)
B¯dk =
[[
0m×n(l+k−1) −BTϑ(0,k)
]
0m×p(l+k−1)
]
, D¯dk = −DTϑ(0,k+r) (2.56)
Démonstration. Le modèle périodique Σdcl peut être réécrit sous la forme suivante[
xdNq−k−r−1
zdNq−k−r
]
=
[
A`dk[
0 −BTϑ(0,k+r)
]] x¯dNq−k−r +
[
C`dk C
T
ϑ(0,k+r),0
0 −DTϑ(0,k+r)
] [
w¯dNq−k−r+1
wdNq−k−r
]
(2.57)
où A`dk et C`
d
k sont déﬁnies par (2.55). Les vecteurs de dimensions variables x¯Nq−k−r ∈ Rn(l+k) et w¯dNq−k−r+1 ∈
R
p(l+k−1) rassemblent respectivement l’historique des états et des entrées nécessaires à l’évalution de xdNq−k−r−1 :
x¯dNq−k−r =
⎡⎢⎣x
d
Nq+l−r−1
...
xdNq−k−r
⎤⎥⎦ , w¯dNq−k−r+1 =
⎡⎢⎣w
d
Nq+l−r−1
...
wdNq−k−r+1
⎤⎥⎦ (2.58)
Au cours de la période, les dimensions de x¯dNq−k−r et w¯
d
Nq−k−r+1 croissent à chaque instant pour mémoriser
les nouvelles occurrences de l’état et de l’entrée de sorte que
x¯dNq−k−r−1 =
[
x¯dNq−k−r
xdNq−k−r−1
]
, w¯dNq−k−r =
[
w¯dNq−k−r+1
wdNq−k−r
]
, (0 ≤ k ≤ N − 2) (2.59)
En revanche, le calcul de xdN(q−1)−r−1, le premier état de la nouvelle période, requiert un historique des états
et des entrées plus court, si bien que x¯dN(q−1)−r et w¯
d
N(q−1)−r+1 sont donnés par l’équation suivante :
x¯dN(q−1)−r =
[[
0 1n(l−1)
]
x¯N(q−1)−r+1
xdN(q−1)−r
]
, w¯dN(q−1)−r+1 =
[[
0 1p(l−2)
]
w¯dN(q−1)−r+2
wdN(q−1)−r+1
]
, (k = N − 1)
(2.60)
En s’appuyant sur (2.57), (2.59) et (2.60), on obtient le modèle d’état périodique (2.53) dont le vecteur d’état
rassemble l’historique des états et des entrées :
v¯dNq−k−r =
[
x¯dNq−k−r
w¯dNq−k−r+1
]
Cette reformulation permet d’établir l’expression de Γdm grâce à la procédure de lifting monodromique qui
s’applique ici à temps inversé.
Proposition 10 (Lifting monodromique dual). Le modèle temps-invariant suivant, noté Γdm, est une reformu-
lation équivalente de (2.52) :
Γdm :
[
ρdq−1
z˘dq
]
=
[
Ψ˘T (θ) C˘T (θ)
B˘T (θ) D˘T (θ)
] [
ρdq
w˘dq
]
avec ρdq ∈ Rnl+p(l−1) (2.61)
L’expression des matrices Γdm n’est pas donnée explicitement. On retiendra simplement qu’il s’agit de fonc-
tions polynomiales des matrices du modèle périodique sans mémoire (2.53).
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2.5.4 Correspondances entre les représentations liftées
Cette fois encore, les deux représentations liftées Γde et Γ
d
m partagent les mêmes entrées/sorties mais diﬀèrent
par la représentation interne qu’elles adoptent. Cette remarque met en évidence la relation linéaire existant
entre les signaux de ces modèles. On notera cependant que la construction du vecteur d’état de Γdm requiert
non seulement l’état de Γde mais aussi le vecteur d’entrée étendue w˘
d
q . Ceci fait écho à la discussion autour de la
dépendance de la dynamique de Γde à l’égard de l’historique des entrées.
Pour établir cette relation, les signaux du modèle périodique servent à nouveau d’intermédiaire. Par construc-
tion, le vecteur d’état ρdq correspond à v¯
d
Nq−r, lui-même composé des signaux de Σ
d
cl :
ρdq = v¯
d
Nq−r =
[
x¯dNq−r
w¯dNq−r+1
]
=
[
ηdq
φdq
]
(2.62)
où la décomposition de ρdq par η
d
q et φ
d
q est introduite en prévision d’une utilisation future. En s’appuyant sur
ce résultat, les équations suivantes illustrent le lien entre Γde et Γ
d
m pour les deux exemples.⎡⎢⎣ ρ
d
q
ρdq−1
w˘dq
⎤⎥⎦ = T d [ xˆdq
w˘dq
]
Ex.1 :
⎡⎢⎢⎢⎣
xd2q−1
xd2q−3
wd2q−1
wd2q−2
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎣
1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
⎤⎥⎥⎦
⎡⎢⎢⎢⎢⎣
xd2q−1
xd2q−2
xd2q−3
wd2q−1
wd2q−2
⎤⎥⎥⎥⎥⎦
Ex.2 :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd2q+1
xd2q
xd2q−1
wd2q+1
wd2q
xd2q−1
xd2q−2
xd2q−3
wd2q−1
wd2q−2
wd2q−1
wd2q−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd2q+1
xd2q
xd2q−1
xd2q−1
xd2q−2
xd2q−3
wd2q+1
wd2q
wd2q−1
wd2q−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
La proposition suivante généralise ce résultat en s’appuyant sur (2.5.2), (2.58) et (2.62).
Proposition 11. Les signaux de Γdm sont liés à ceux de Γ
d
e par la relation suivante :
⎡⎣ ρdqρdq−1
w˘dq
⎤⎦ = T d [ xˆdq
w˘dq
]
avec T d =
⎡⎢⎢⎢⎢⎣
[
1nl 0nl×nN
]
0
0
[
1p(l−1) 0p(l−1)×pN
][
0nl×nN 1nl
]
0
0
[
0p(l−1)×pN 1p(l−1)
]
0
[
0pN×p(l−1) 1pN
]
⎤⎥⎥⎥⎥⎦ (2.63)
La matrice T d est telle que T d ∈ R2((n+p)l−p)×((n+p)(l+N)−p).
Comme dans le cas primal, il est possible de mettre en évidence une relation réciproque à (2.63) conduisant
aux signaux de Γde à partir de ceux de Γ
d
m. Ce lien n’est cependant pas essentiel pour la suite de la démarche et ne
sera donc pas explicité. D’autre part, en exploitant l’inversibilité de E˘ , il est possible d’établir une correspondance
entre les matrices de Γde et Γ
d
m comme cela été fait entre leurs correspondants primaux. Pour éviter la redondance,
ce développement n’est cependant pas présenté.
2.6 Analyse robuste des modèles polynomiaux périodiques à ordre
variant
Les opérations de lifting et de dualité préservent la stabilité ainsi que les performances robustes H2 et H∞.
Par conséquent, les modèles Σcl(θ), Γm(θ), Γe(θ), Σdcl(θ), Γ
d
m(θ) et Γ
d
e(θ) partagent tous les mêmes résultats
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d’analyses.
En ce basant sur ce résultat et en exploitant les liens existant entre les liftings, il est possible d’obtenir des
conditions d’analyse accessibles au type de relaxation mise en œuvre dans le premier chapitre. Ceci conduit à
des bornes supérieures des coût garantis. Or, le chapitre 1 a montré que les conditions d’analyse de stabilité
robuste primales et duales ne sont pas équivalentes dans le cas général. Des exemples numériques démontrent
que cette constatation se vériﬁe aussi pour l’analyse de performance puisque les bornes des conditions primales
et duales ne sont pas identiques. Par conséquent, l’exploitation de la dualité permet d’aﬃner l’analyse robuste
en ne retenant que le minimum des deux bornes.
2.6.1 Stratégie conduisant à des conditions LMI
Le système Γm(θ) s’exprime comme un modèle d’état à temps-invariant classique, ce qui permet de faire
appel à une gamme très vaste d’outils d’analyse. Les développements précédents ont toutefois montré que les
matrices de Σcl(θ) n’apparaissent pas linéairement dans l’expression de celles de Γm(θ), alors qu’il s’agit d’une
exigence forte pour la dérivation de conditions d’analyse robuste testables (voir le chapitre 1). La représentation
descripteur Γe(θ) a été conçue comme une réponse à ce défaut, mais n’a pu être obtenue qu’en adoptant une
formulation plus diﬃcilement accessible à l’analyse. La stratégie retenue s’eﬀorce donc de tirer parti de chacune
de ces deux formulations en exploitant les correspondances existant entre elles. Les grandes lignes de cette
démarche sont maintenant présentées et illustrées pour l’analyse de stabilité de Σcl{1}. On remarquera que
cette approche est très similaire à celle menée dans les preuves des théorèmes 9 et 11 du chapitre 1.
1. Obtenir des conditions d’analyse pour Γm(θ) via les outils classiques pour les modèles à temps-invariant.
Le modèle Γm(θ) est stable si et seulement si sa matrice d’état Ψ(θ) est stable au sens de Schur :
∃P (θ) ∈ Sn+ : ΨT (θ)P (θ)Ψ(θ)− P (θ) ≺ 0 avec Ψ(θ) = A1,0(θ)A0,0(θ) +A1,1(θ) (2.64)
2. En exploitant les correspondances entres les deux liftings, reformuler les conditions précédentes en faisant
apparaître les matrices de Γe(θ).
La condition (2.64) est réécrite de manière équivalente
∃P (θ) ∈ Sn+ :
[
x2q+2
x2q
]T [
P (θ) 0
0 −P (θ)
] [
x2q+2
x2q
]
≺ 0 telle que [−1 Ψ(θ)] [x2q+2
x2q
]
= 0
aﬁn d’utiliser la correspondance
[
x2q+2
x2q
]
= T
⎡⎣x2q+2x2q+1
x2q
⎤⎦ avec T = [1 0 0
0 0 1
]
conduisant à la condition
∃P (θ) ∈ Sn+ :⎡⎣x2q+2x2q+1
x2q
⎤⎦T TT [P (θ) 0
0 −P (θ)
]
T
⎡⎣x2q+2x2q+1
x2q
⎤⎦ ≺ 0 telle que [−1 A1,0(θ) A1,1(θ)
0 −1 A0,0(θ)
]⎡⎣x2q+2x2q+1
x2q
⎤⎦ = 0
que le lemme d’élimination permet de réécrire sous la forme
∃P (θ) ∈ Sn+, ∃F(θ) ∈ R3n×2n :
⎡⎣P (θ) 0 00 0 0
0 0 −P (θ)
⎤⎦+He{F(θ) [−1 A1,0(θ) A1,1(θ)
0 −1 A0,0(θ)
]}
≺ 0
(2.65)
3. Relaxer les conditions obtenues aﬁn d’obtenir un problème SDP.
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Contraindre F à être indépendant de θ et P (θ) à être polytopique rend (2.65) linéaire en θ. Une
condition suﬃsante de stabilité robuste peut alors être dérivée en évaluant (2.65) uniquement sur les
sommets du polytope auquel appartient θ.
∃F ∈ R3n×2n telle que
∃P [i] ∈ Sn+ :
⎡⎣P [i] 0 00 0 0
0 0 −P [i]
⎤⎦+He{F [−1 A[i]1,0 A[i]1,1
0 −1 A[i]0,0
]}
≺ 0, ∀i ∈ {1 · · ·L}
Cette dernière condition n’est autre que le résultat d’analyse principal du chapitre 1. Comme il a été expliqué
précédemment, cette dernière n’est que suﬃsante en raison de la restriction pour F de ne pas dépendre de θ.
Remarque. Cette démarche peut indiﬀéremment s’appuyer sur les correspondances entre les signaux ou entre
les matrices. Dans cette sous-section, on fait le choix d’utiliser les liens sur les signaux. L’annexe E témoigne
que ces résultats peuvent être retrouvés de façon entièrement algébrique en s’appuyant sur les relations entre les
matrices, donnant ainsi lieu à une preuve alternative. ◦
2.6.2 Analyse par le modèle monodromique
Comme expliqué précédemment, les conclusions sur l’analyse de Γm s’appliquent également au modèle pé-
riodique Σcl. Les théorèmes suivants reposent sur cette propriété.
Théorème 15 (Stabilité robuste : conditions monodromiques). Chacune des deux conditions suivantes est
nécessaire et suﬃsante pour prouver la stabilité robuste du modèle périodique Σcl :
Primale : ∃P (θ) ∈ Snl+ : ΨT (θ)P (θ)Ψ(θ)− P (θ) ≺ 0 (2.66)
Duale : ∃W (θ) ∈ Snl+ : Ψ˘00(θ)W (θ)Ψ˘T00(θ)−W (θ) ≺ 0 (2.67)
avec
Ψ˘T00 =
[
1nl
0p(l−1)×nl
]T
Ψ˘T
[
1nl
0p(l−1)×nl
]
(2.68)
Démonstration. Si la condition primale est évidente, son équivalent duale nécessite les quelques développements
suivants. D’après (2.62), ρdq est composé en partie de φ
d
q = w¯
d
Nq−r+1 représentant l’historique des entrées
nécessaires à l’évaluation de xdNq−r−1. Ainsi, lors de la période q − 1, φdq−1 puisera parmi φdq et w˘dq pour
actualiser cet historique. Selon (2.5.2) et (2.58), la correspondance entre ces signaux et les entrées de Σdcl est la
suivante :
φdq−1 =
⎡⎢⎣w
d
Nq−N+l−r−1
...
wdNq−N−r+1
⎤⎥⎦ ∈ Rp(l−1), [φdq
w˘dq
]
=
⎡⎢⎣ w
d
Nq+l−r−1
...
wdNq−N−r+1
⎤⎥⎦ ∈ Rp(N+l−1)
d’où l’on obtient :
φdq−1 =
[
0p(l−1)×pN 1p(l−1)
] [φdq
w˘dq
]
(2.69)
Or, l’équation dynamique du modèle Γdm déﬁnie par (2.61) s’écrit de la façon suivante si l’on emploie les notations
(2.62) : [
ηdq−1
φdq−1
]
= Ψ˘T
[
ηdq
φdq
]
+ C˘T w˘dq
On en déduit alors la structure de Ψ˘T :
Ψ˘T =
[
Ψ˘T00 Ψ˘
T
01
0p(l−1)×nl Ψ˘T11
]
où
Ψ˘T11 =
[
0p(l−1)×pN 1p(l−1)
] [ 1p(l−1)
0pN×p(l−1)
]
=
⎧⎨⎩
0p(l−1) (l ≤ N + 1)[
0 1p(l−1−N)
0pN 0
]
(l > N + 1)
Les valeurs propres de Ψ˘T11 sont donc toujours nulles ce qui démontre sa stabilité au sens de Schur. La stabilité
de Ψ˘T est donc équivalente à celle de Ψ˘T00, elle-même équivalente à la condition (2.67).
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Par construction, le vecteur φdq , constituant une partie de ρ
d
q selon (2.62), correspond à la mémorisation des
entrées de Σdcl sur un horizon ﬁni. La dynamique associée à φ
d
q est donc toujours stable puisqu’elle correspond
à un simple décalage temporel. C’est la raison pour laquelle une partie seulement de Ψ˘T , la matrice d’état de
Γdm, doit être examinée pour statuer sur la stabilité du modèle complet.
Théorème 16 (H∞ : conditions monodromiques). La solution νwc du problème d’analyse H∞ est solution du
problème d’optimisation suivant, pour lequel P (θ) ∈ Snl+ :
Primale : νwc = max
θ∈Θ
min
P (θ)
ν
sous [
ΨT (θ)P (θ)Ψ(θ)− P (θ) + CT (θ)C(θ) ΨT (θ)P (θ)B(θ) + CT (θ)D(θ)
BT (θ)P (θ)Ψ(θ) +DT (θ)C(θ) BT (θ)P (θ)B(θ) +DT (θ)D(θ)− ν1mN
]
≺ 0 (2.70)
Le problème d’optimisation suivant, pour lequel W (θ) ∈ Snl+p(l−1)+ , conduit également à νwc :
Duale : νwc = max
θ∈Θ
min
W (θ)
ν
sous [
Ψ˘(θ)W (θ)Ψ˘T (θ)−W (θ) + B˘(θ)B˘T (θ) Ψ˘(θ)W (θ)C˘T (θ) + B˘(θ)D˘T (θ)
C˘(θ)W (θ)Ψ˘T (θ) +D(θ)B˘T (θ) C˘(θ)W (θ)C˘T (θ) + D˘(θ)D˘T (θ)− ν1pN
]
≺ 0 (2.71)
Théorème 17 (H2 : conditions monodromiques via le grammien d’observabilité). La solution γwc du problème
d’analyse H2 est solution du problème d’optimisation suivant, pour lequel P (θ) ∈ Snl+ et Z(θ) ∈ SmN :
Primale : γwc = max
θ∈Θ
min
P (θ),Z(θ)
γ
sous
ΨT (θ)P (θ)Ψ(θ)− P (θ) + CT (θ)C(θ) ≺ 0 (2.72a)
BT (θ)P (θ)B(θ) +DT (θ)D(θ)− Z(θ) ≺ 0 (2.72b)
trace(Z(θ)) < γ (2.72c)
Le problème d’optimisation suivant, pour lequel W (θ) ∈ Snl+p(l−1)+ et Z(θ) ∈ SpN , conduit également à γwc :
Duale : γwc = max
θ∈Θ
min
W (θ),Z(θ)
γ
sous
Ψ˘(θ)W (θ)Ψ˘T (θ)−W (θ) + B˘(θ)B˘T (θ) ≺ 0 (2.73a)
C˘(θ)W (θ)C˘T (θ) + D˘(θ)D˘T (θ)− Z(θ) ≺ 0 (2.73b)
trace(Z(θ)) < γ (2.73c)
Remarque. Dans le cas temps-invariant, il est bien connu que les conditions d’analyse H2 du modèle primal
obtenues via le grammien d’observabilité partagent la même formulation que les conditions d’analyse du mo-
dèle dual s’appuyant sur le grammien de commandabilité. Stricto sensu, cette correspondance n’existe pas ici
puisque les modèles Γm et Γ
d
m n’entretiennent pas entre-eux la relation classique des modèles d’état duaux à
temps-invariant. Les deux conditions d’analyse H2 du théorème 17 sont cependant équivalentes, même si elles
n’adoptent pas la même formulation.
Dans le même esprit, la ressemblance de (2.66) et (2.67) avec les conditions d’analyse classiques des modèles
temps-invariant pourrait laisser croire que Ψ est la matrice transposée de Ψ˘00. Cette fois encore, cette corres-
pondance directe n’existe pas puisque Γdm n’a pas été directement dérivé de Γm mais de Γ
d
e par l’intermédiaire
de Σdcl. ◦
2.6.3 Analyse par le modèle descripteur
Suivant le ﬁl conducteur annoncé au début de cette section, il s’agit maintenant d’adapter ces conditions à
l’analyse du lifting descripteur. A cette ﬁn, les conditions primales précédentes sont préalablement reformulées
en utilisant les signaux de Γm. Pour éviter la redondance, l’équivalent de ce résultat pour le modèle duale est
relégué dans l’annexe E.
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Lemme 19 (Conditions primales utilisant les signaux). Les conditions primales de stabilité robuste et des
problèmes H2 et H∞ peuvent être réécrites de la façon suivante :
– (2.66) est équivalente à[
ηq+1
ηq
]T [
P 0
0 −P
] [
ηq+1
ηq
]
< 0 telle que
[−1 Ψ] [ηq+1
ηq
]
= 0 (2.74)
– (2.70) est équivalente à⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦
T ⎡⎢⎢⎣
P
−P
−ν1mN
1pN
⎤⎥⎥⎦
⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ < 0 telle que [−1 Ψ B 00 C D −1
]⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ = 0 (2.75)
– (2.72a) et (2.72b) sont équivalentes à⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦
T ⎡⎢⎢⎣
P
−P
0mN
1pN
⎤⎥⎥⎦
⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ < 0 telle que
⎡⎣−1 Ψ B 00 C D −1
0 0 1 0
⎤⎦
⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ = 0 (2.76a)
⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦
T ⎡⎢⎢⎣
P
0nl
−Z
1pN
⎤⎥⎥⎦
⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ < 0 telle que
⎡⎣−1 Ψ B 00 C D −1
0 1 0 0
⎤⎦
⎡⎢⎢⎣
ηq+1
ηq
wˆq
zˆq
⎤⎥⎥⎦ = 0 (2.76b)
Démonstration. L’application du lemme d’élimination suﬃt à prouver que les conditions (2.74), (2.75), (2.76a)
et (2.76b) sont équivalentes à (2.66), (2.70), (2.72a) et (2.72b) respectivement en remarquant que
[−1 Ψ] [Ψ
1
]
= 0,
[−1 Ψ B 0
0 C D −1
]⎡⎢⎢⎣
Ψ B
1 0
0 1
C D
⎤⎥⎥⎦ = 0
⎡⎣−1 Ψ B 00 C D −1
0 0 1 0
⎤⎦
⎡⎢⎢⎣
Ψ
1
0
C
⎤⎥⎥⎦ = 0,
⎡⎣−1 Ψ B 00 C D −1
0 1 0 0
⎤⎦
⎡⎢⎢⎣
B
0
1
D
⎤⎥⎥⎦ = 0
En s’appuyant sur la correspondance entre les signaux des liftings donnée par les propositions 5 et 11, ces
nouveaux énoncés autorisent la reformulation des conditions d’analyse faisant apparaître les matrices des liftings
descripteurs Γe et Γde . Seules les preuves pour les conditions primales sont données dans cette section. Le lecteur
intéressé par les démonstrations des conditions duales pourra se référer à l’annexe E.
Théorème 18 (Stabilité robuste : conditions descripteur). Chacune des deux conditions suivantes est nécessaire
et suﬃsante pour prouver la stabilité robuste du modèle périodique Σcl :
Primale : ∃P (θ) ∈ Snl+ , ∃F(θ) ∈ Rn(N+l)×nN : −X (P (θ)) + He{F(θ)
[E(θ) A(θ)]} ≺ 0 (2.77)
Duale : ∃W (θ) ∈ Snl+ , ∃F(θ) ∈ RnN×n(N+l) : X (W (θ)) + He
{[A˘(θ)
E˘(θ)
]
F(θ)
}
≺ 0 (2.78)
où l’opérateur X (P ) ∈ Rn(l+N) est déﬁni comme suit
X (P ) = TT
[−P 0
0 P
]
T =
[−P 0
0 0nN
]
+
[
0nN 0
0 P
]
(2.79)
Démonstration. La matrice T étant de rang plein en colonne, la condition (2.74) peut être réécrite sous la forme
suivante :
xˆTq T
T
[
P 0
0 −P
]
T xˆq < 0 telle que
[E A] xˆq = 0
Puis, X (P ) est introduite et le lemme d’élimination est utilisé pour obtenir (2.77). La preuve de la condition
duale, très similaire, est disponible dans l’annexe E.
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Théorème 19 (H∞ : conditions descripteur). La solution νwc du problème d’analyse H∞ est solution du
problème d’optimisation suivant, pour lequel P (θ) ∈ Snl+ et F(θ) ∈ R(n(N+l)+mN)×nN :
Primale : νwc = max
θ∈Θ
min
P (θ),F(θ)
ν
sous [−X (P (θ)) 0
0 −ν1mN
]
+ Sq
⎧⎨⎩
⎡⎣CT1 (θ)CT2 (θ)
DT (θ)
⎤⎦⎫⎬⎭+He{F(θ) [E(θ) A(θ) B(θ)]} ≺ 0 (2.80)
Le problème d’optimisation suivant, pour lequel W (θ) ∈ Snl+p(l−1)+ et F(θ) ∈ RnN×(n(N+l)+p(N+l−1)), conduit
également à νwc :
Duale : νwc = max
θ∈Θ
min
W (θ),F(θ)
ν
sous
X d(W (θ),−ν1pN ) + Sq
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
0n(l−1)×mN
B˘(θ)
0p(l−1)×mN
D˘(θ)
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭+He
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
A˘(θ)
E˘(θ)
C˘2(θ)
C˘1(θ)
⎤⎥⎥⎦F(θ)
⎫⎪⎪⎬⎪⎪⎭ ≺ 0 (2.81)
où l’opérateur X d(W,Z) est déﬁni pour W ∈ Snl+p(l−1) et Z ∈ SpN par
X d(W,Z) = (T d)T
⎡⎣−W 0 00 W 0
0 0 −ν1
⎤⎦T d =
⎡⎢⎢⎣
−W1 0 −W2 0
0 0nN 0 0
−WT2 0 −W3 0
0 0 0 Z
⎤⎥⎥⎦+
⎡⎢⎢⎣
0nN 0 0 0
0 W1 0 W2
0 0 0pN 0
0 WT2 0 W3
⎤⎥⎥⎦ (2.82)
avec W =
[
W1 W2
WT2 W3
]
, W1 ∈ Snl et W3 ∈ Sp(l−1).
Démonstration. Comme pour le problème de stabilité robuste, (2.75) est d’abord reformulée en s’appuyant sur
(2.25)
[
xˆq
wˆq
]T ⎡⎣TT [P 00 −P
]
T
−ν1
⎤⎦[xˆq
wˆq
]
+ zˆTq zˆq < 0 telle que
[ [E A] B 0[C1 C2] D −1
]⎡⎣xˆqwˆq
zˆq
⎤⎦ = 0
avant d’introduire X (P ), déﬁnie par (2.79). La substitution de l’expression de zˆq donne ensuite[
xˆq
wˆq
]T ([−X (P )
−ν1
]
+ Sq
{[CT
DT
]})[
xˆq
wˆq
]
< 0 telle que
[[E A] B] [xˆq
wˆq
]
= 0
qui conduit à (2.80) en appliquant le lemme d’élimination. Une preuve alternative de ce résultat est disponible
dans l’annexe E. La preuve de la condition duale est disponible dans l’annexe E.
Théorème 20 (H2 : conditions descripteur). La solution γwc du problème d’analyse H2 est solution du problème
d’optimisation suivant, pour lequel P (θ) ∈ Snl+ et F1(θ) ∈ Rn(N+l)×nN , F2(θ) ∈ R(n+m)N×nN et Z(θ) ∈ SmN :
Primale : γwc = max
θ∈Θ
min
P (θ),F1(θ),F2(θ),Z(θ)
γ
sous
−X (P (θ)) + Sq
{[CT1 (θ)
CT2 (θ)
]}
+He
{F1(θ) [E(θ) A(θ)]} ≺ 0 (2.83a)
Z(P (θ), Z(θ)) + Sq
{[CT1 (θ)
DT (θ)
]}
+He
{F2(θ) [E(θ) B(θ)]} ≺ 0 (2.83b)
trace(Z(θ)) < γ (2.83c)
Le problème d’optimisation suivant, pour lequel W (θ) ∈ Snl+p(l−1)+ , F1(θ) ∈ RnN×(n(N+l)+p(l−1)), F2(θ) ∈
R
nN×(n+p)N et Z(θ) ∈ SpN , conduit également à γwc :
Duale : γwc = max
θ∈Θ
min
W (θ),F1(θ),F2(θ),Z(θ)
γ
2.6. ANALYSE ROBUSTE DES MODÈLES POLYNOMIAUX PÉRIODIQUES À ORDRE VARIANT 79
sous[
1n(N+l)+p(l−1)
0
]T
X d(W (θ),0)
[
1n(N+l)+p(l−1)
0
]
+ Sq
⎧⎨⎩
⎡⎣0n(l−1)×mNB˘(θ)
0p(l−1)×mN
⎤⎦⎫⎬⎭+He
⎧⎨⎩
⎡⎣A˘(θ)E˘(θ)
C˘2(θ)
⎤⎦F1(θ)
⎫⎬⎭ ≺ 0(2.84a)
Zd(W (θ), Z(θ)) + Sq
{[[
0nN×n 1nN
] B˘(θ)
D˘(θ)
]}
+He
{[ E˘(θ)
C˘1(θ)
]
F2(θ)
}
≺ 0(2.84b)
trace(Z) < γ (2.84c)
où les opérateurs Z(P,Z) et Zd(W,Z) sont déﬁnis par
Z(P,Z) =
⎡⎣[ 1nN0nl×nN
]T [
P 0
0 0nN
] [
1nN
0nl×nN
]
−Z
⎤⎦ ∈ S(n+m)N (2.85)
Zd(W,Z) =
⎡⎢⎢⎣
0nl×nN 0
1nN 0
0p(l−1)×nN 0
0 1pN
⎤⎥⎥⎦
T
(T d)T
⎡⎣0nl+p(l−1) 0 00 W 0
0 0 −Z
⎤⎦T d
⎡⎢⎢⎣
0nl×nN 0
1nN 0
0p(l−1)×nN 0
0 1pN
⎤⎥⎥⎦ ∈ S(n+p)N (2.86)
Démonstration. La condition H2 est obtenue en suivant la même démarche : l’utilisation de (2.25) permet de
réécrire (2.76a) :
xˆTq T
T
[
P 0
0 −P
]
T xˆq + zˆ
T
q zˆq < 0 telle que
⎡⎣ [E A] B 0[C1 C2] D −1
0 1 0
⎤⎦⎡⎣xˆqwˆq
zˆq
⎤⎦ = 0
qui peut être simpliﬁée de la façon suivante :
xˆTq T
T
[
P 0
0 −P
]
T xˆq + zˆ
T
q zˆq < 0 telle que
[ [E A] 0[C1 C2] −1
] [
xˆq
zˆq
]
= 0
Ceci conduit à (2.83a), après substitution de zˆq par son expression et utilisation du lemme d’élimination.
De même, en s’appuyant sur (2.25), (2.76b) est reformulée comme suit :[
xˆq
wˆq
]T ⎡⎣TT [P 00 0
]
T 0
0 −Z
⎤⎦[xˆq
wˆq
]
+ zˆTq zˆq < 0 telle que
⎡⎣ [E A] B 0[C1 C2] D −1[
0 1nl
]
0 0
⎤⎦⎡⎣xˆqwˆq
zˆq
⎤⎦ = 0 (2.87)
On remarque que les derniers nl éléments de xˆq sont nuls si bien que l’on peut écrire :
xˆq =
[
1nN
0
] [
1nN 0
]
xˆq
ce qui permet de simpliﬁer (2.87) :[[
1nN 0
]
xˆq
wˆq
]T ⎡⎣[1nN0
]T
TT
[
P 0
0 0
]
T
[
1nN
0
]
0
0 −Z
⎤⎦[[1nN 0] xˆq
wˆq
]
+ zˆTq zˆq < 0
telle que
[ E B 0
C1 D −1
]⎡⎣[1nN 0] xˆqwˆq
zˆq
⎤⎦ = 0
A nouveau, le remplacement de zˆq par son expression ainsi que l’emploi du lemme d’élimination conduit à
(2.83b). La preuve de la condition duale est disponible dans l’annexe E.
2.6.4 Conditions d’analyse robuste sous forme LMI
Les matrices du modèle Σcl apparaissant linéairement dans les dernières conditions présentées, la relaxation
utilisée dans le chapitre 1 peut à nouveau être mise en oeuvre : P (θ), W (θ) et Z(θ) sont choisies comme des
fonctions polytopiques de θ et les matrices des variables de relaxation, à savoir F , F1 et F2, sont contraintes à
ne pas dépendre de θ. L’invocation de l’argument de convexité traditionnel (voir la preuve du théorème 7 du
chapitre 1) permet alors de n’évaluer les conditions obtenues que sur les sommets du polytope auquel appartient
θ.
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Théorème 21 (Stabilité robuste [Trégouët et al., 2012b]). Chacun des deux jeux suivants de conditions
constitue une condition suﬃsante de stabilité du modèle périodique Σcl :
Primale : ∃F ∈ Rn(N+l)×nN telle que ∀i ∈ {1 · · ·L}, ∃P [i] ∈ Snl+ : −X (P [i]) + He{F
[E [i] A[i]]} ≺ 0 (2.88)
Duale : ∃F ∈ RnN×n(N+l) telle que ∀i ∈ {1 · · ·L}, ∃W [i] ∈ Snl+ : X (W [i]) + He
{[A˘[i]
E˘ [i]
]
F
}
≺ 0 (2.89)
où l’opérateur X (P ) est déﬁni par (2.79).
Théorème 22 (H∞ - [Trégouët et al., 2012a]). La solution νg du problème SDP suivant, pour lequel P [i] ∈ Snl
et F ∈ R(n(N+l)+mN)×nN , est un coût garanti du problème d’analyse H∞, c’est-à-dire νwc ≤ νg :
Primale : νg = min
P [i],F
ν
sous les contraintes suivantes, pour i ∈ {1 · · ·L},
[−X (P [i]) 0
0 −ν1mN
]
+ Sq
⎧⎪⎨⎪⎩
⎡⎢⎣(C[i]1 )T(C[i]2 )T
(D[i])T
⎤⎥⎦
⎫⎪⎬⎪⎭+He{F [E [i] A[i] B[i]]} ≺ 0 (2.90)
La solution νdg du problème SDP suivant, pour lequel W
[i] ∈ Snl+p(l−1)+ et F ∈ RnN×(n(N+l)+p(N+l−1)), est un
autre coût garanti du problème d’analyse H∞ :
Duale : νdg = min
W [i],F
ν
sous les contraintes suivantes, pour tout i ∈ {1 · · ·L},
X d(W [i],−ν1pN ) + Sq
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
0n(l−1)×mN
B˘[i]
0p(l−1)×mN
D˘[i]
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭+He
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎡⎢⎢⎢⎣
A˘[i]
E˘ [i]
C˘[i]2
C˘[i]1
⎤⎥⎥⎥⎦F
⎫⎪⎪⎪⎬⎪⎪⎪⎭ ≺ 0 (2.91)
Les opérateurs X (P ) et X d(P,Z) sont respectivement déﬁnis par (2.79) et (2.82).
Théorème 23 (H2 - [Trégouët et al., 2012c]). La solution γg du problème SDP suivant, pour lequel P [i] ∈ Snl+ ,
F1 ∈ Rn(N+l)×nN , F2 ∈ R(n+m)N×nN et Z [i] ∈ SmN , est un coût garanti du problème d’analyse H2, c’est-à-dire
γwc ≤ γg :
Primale : γg = min
P [i],F1,F2,Z[i]
γ
sous les contraintes suivantes, pour tout i ∈ {1 · · ·L},
−X (P [i]) + Sq
{[
(C[i]1 )T
(C[i]2 )T
]}
+He
{F1 [E [i] A[i]]} ≺ 0 (2.92a)
Z(P [i], Z [i]) + Sq
{[
(C[i]1 )T
(D[i])T
]}
+He
{F2 [E [i] B[i]]} ≺ 0 (2.92b)
trace(Z [i]) < γ (2.92c)
La solution γdg du problème SDP suivant, pour lequel W
[i] ∈ Snl+p(l−1)+ , F1 ∈ RnN×(n(N+l)+p(l−1)), F2 ∈
R
nN×(n+p)N et Z [i] ∈ SpN est un autre coût garanti du problème d’analyse H2 :
Duale : γdg = min
W [i],F1,F2,Z[i]
γ
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sous les contraintes suivantes, pour tout i ∈ {1 · · ·L},
[
1n(N+l)+p(l−1)
0
]T
X d(W [i],0)
[
1n(N+l)+p(l−1)
0
]
+ Sq
⎧⎨⎩
⎡⎣0n(l−1)×mNB˘[i]
0p(l−1)×mN
⎤⎦⎫⎬⎭+He
⎧⎪⎨⎪⎩
⎡⎢⎣A˘[i]E˘ [i]
C˘[i]2
⎤⎥⎦F1
⎫⎪⎬⎪⎭ ≺ 0 (2.93a)
Zd(W [i], Z [i]) + Sq
{[[
0nN×n 1nN
] B˘[i]
D˘[i]
]}
+He
{[
E˘ [i]
C˘[i]1
]
F2
}
≺ 0 (2.93b)
trace(Z [i]) < γ (2.93c)
Les opérateurs Zd(P,Z) et X d(P,Z) sont respectivement déﬁnis par (2.85) et (2.86).
Démonstration. Le complément de Schur permet de transformer les inégalités du théorème 22 et du théorème 23
de façon à faire apparaître linéairement les matrices C[i] et D[i] pour les versions primales et B˘[i] et D˘[i] dans le
cas dual. La combinaison convexe des conditions ainsi obtenues conduit aux conditions d’analyse du théorème 19
et du théorème 20.
Finalement, les inégalités νwc ≤ νg, νwc ≤ νdg , γwc ≤ γg et γwc ≤ γdg proviennent de la sous-optimalité des
problèmes, dont l’origine provient de la contrainte pour F , F1 et F2 d’être indépendantes de θ.
Les résultats existant dans la littérature sont retrouvés comme des cas particuliers puisque ce chapitre
généralise les approches considérées ultérieurement. Ainsi, lorsque l = 1, on vériﬁera que les conditions d’analyse
de stabilité et de performance H∞ correspondent littéralement aux résultats proposés dans [Ebihara et al., 2011].
De même, si l = N − 1, on retrouve exactement la condition d’analyse de stabilité donnée dans [Trégouët et al.,
2011a]. On notera ﬁnalement que la condition d’analyse H2 pour l = 1 est formulée diﬀéremment dans [Ebihara,
2012]. Il semble cependant qu’il ne s’agisse que d’une reformulation.
2.7 Synthèse de lois de commande périodiques à mémoire
Les théorèmes 21, 22 et 23 peuvent être considérés comme l’aboutissement de l’étude des systèmes périodiques
polynomiaux à ordre variant menée dans les sections précédentes. Comme énoncé auparavant, l’usage de lois
de commande périodiques à mémoire conduit à des équations en boucle fermée appartenant à cette classe de
modèle.
On rappelle également que toute loi de commande périodique à mémoire (2.1) peut être assimilée à un
PFMC structuré. La sous-section suivante traite donc de la synthèse des correcteurs (2.1) dans le cas général.
Le cas particulier du PFMC non structuré est abordé par la suite.
2.7.1 Cas général correspondant aux PFMC structurés
Comme dans le chapitre 1, les théorèmes de synthèse sont établis en ré-introduisant les matrices du modèle
en boucle ouverte Σ dans les conditions d’analyse duales. Dans cet esprit, on décompose A˘, E˘ , C˘2 et C˘1 pour
chacun des deux exemples :
Ex.1 :
⎡⎢⎢⎢⎣
A˘
E˘
C˘2
C˘1
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
A1,0 A1,1
−1 A0,0
0 −1
C1,0 C1,1
0 C0,0
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
Aol1 0
−1 Aol0
0 −1
Col1 0
0 Col0
⎤⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎣
Bu1 0
0 Bu0
0 0
Du1 0
0 Du0
⎤⎥⎥⎥⎥⎥⎥⎦
[
K1,0 K1,1
0 K0,0
]
Ex.2 :
⎡⎢⎢⎢⎣
A˘
E˘
C˘2
C˘1
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1,2 A1,3
A0,1 A0,2
A1,0 A1,1
−1 A0,0
0 −1
C1,2 C1,3
C0,1 C0,2
C1,0 C1,1
0 C0,0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0
0 0
Aol1 0
−1 Aol0
0 −1
0 0
0 0
Col1 0
0 Col0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Bu1 0 0 0
0 Bu0 0 0
0 0 Bu1 0
0 0 0 Bu0
0 0 0 0
Du1 0 0 0
0 Du0 0 0
0 0 Du1 0
0 0 0 Du0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎣
K1,2 K1,3
K0,1 K0,2
K1,0 K1,1
0 K0,0
⎤⎥⎥⎦
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puis dans le cas général ⎡⎢⎢⎣
A˘
E˘
C˘2
C˘1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
A˘ol
E˘ol
0p(l−1)×nN
C˘ol1
⎤⎥⎥⎦+
⎡⎢⎢⎣
B˘olu2
B˘olu1
D˘olu2
D˘olu1
⎤⎥⎥⎦ K˘ (2.94)
Les matrices A˘ol ∈ Rnl×nN , E˘ol ∈ RnN×nN , C˘ol1 ∈ RpN×nN , B˘olu2 ∈ Rnl×mu(N+l−1), B˘olu1 ∈ RnN×mu(N+l−1),
D˘olu2 ∈ Rp(l−1)×mu(N+l−1) et D˘olu1 ∈ RpN×mu(N+l−1) sont telles que[A˘ol
E˘ol
]
=
[
0nl×nN
−1nN
]
+
⎡⎣0n(l−1)×nNR(Aolk )
0n×nN
⎤⎦ , [B˘olu2B˘olu1
]
=
[ V(Buk)
0n×mu(N+l−1)
]
, C˘ol1 = R(Colk ),
[D˘olu2
D˘olu1
]
= V(Duk)
où les opérateurs R et V sont déﬁnis comme suit
R(Xk) = diag{XN−r, · · · , X0, XN−1, · · ·XN−r+1} (2.95)
V(Xk) = diag{1b+1 ⊗ diag{XN−1, · · · , X0}, XN−1, · · · , XN−r+1} (2.96)
Selon cette déﬁnition, la matrice K˘ est donc composée des gains Kk,j du correcteur périodique (2.5) :
K˘ =
⎡⎢⎢⎢⎣
Kb+1
...
K1
0mur×n(N−r+1) K0,0
⎤⎥⎥⎥⎦ (2.97)
avec K0,0 ∈ Rmu(r−1)×n(r−1) et, pour j = {1, · · · , b+ 1}, Kj ∈ RmuN×nN décries par
K0,0 =
⎡⎢⎢⎢⎢⎣
KN−1,0 · · · · · · KN−1,r−2
0mu×n
. . .
...
...
. . .
. . .
...
0mu×n · · · 0mu×n KN−r+1,0
⎤⎥⎥⎥⎥⎦ , K1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
KN−1,r−1 · · · KN−1,N−2 KN−1,N−1 · · · KN−1,N+r−2
...
...
...
...
KN−r,0
...
...
...
0mu×n
. . .
...
...
...
. . . K1,0
...
...
0mu×n 0mu×n K0,0 · · · K0,r−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.98)
Kj =
⎡⎢⎣KN−1,(j−1)N+r−1 · · · KN−1,jN+r−2... ...
K0,(j−2)N+r · · · K0,(j−1)N+r−1
⎤⎥⎦ , (2 ≤ j ≤ b+ 1) (2.99)
Comme il a été expliqué dans le premier chapitre, la substitution de ces nouvelles expressions dans les
conditions d’analyse duales donne naissance à des termes bilinéaires détruisant la convexité du problème d’op-
timisation associé. Cette fois encore, la diﬃculté peut être contournée en mettant en œuvre un changement de
variables pour lequel la structuration des matrices contenant les variables de relaxation est une étape préalable.
A cette ﬁn, on introduit le lemme suivant.
Lemme 20. Si une (au moins) des propositions suivantes est vériﬁée alors la matrice G ∈ RnN×nN est inver-
sible.
1. il existe une matrice F = [0nN×nl G] satisfaisant la condition (2.78),
2. il existe une matrice F = [0nN×nl G 0nN×p(N+l−1)] satisfaisant la condition (2.81),
3. il existe une matrice F1 =
[
0nN×nl G 0nN×p(l−1)
]
satisfaisant la condition (2.84a) et une matrice
F2 =
[G 0nN×pN ] satisfaisant la condition (2.84b).
Démonstration. Soit la matrice H de rang plein en colonne déﬁnie par
HT =
[
0nN×nl 1nN
]
En remplaçant F donnée par la première proposition dans (2.78), la multiplication de l’inégalité ainsi obtenue
par HT à gauche et par H à droite donne
HT
[
0nN 0
0 P
]
H +He
{
E˘G
}
≺ 0
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On remarque que HTdiag{0nN , P}H  0, ce qui prouve que He{E˘G} ≺ 0 et permet d’aﬃrmer que G est
inversible.
Similairement, après avoir remplacé F dans (2.81) par son expression issue de la seconde proposition, la
multiplication de l’inégalité résultante à gauche par
[
HT 0nN×p(N+l−1)
]
et à droite par la transposée de cette
même matrice conduit à l’expression suivante :
HT
[
0nN 0
0 P1
]
H + Sq
{[
0nN×n 1nN
] B˘}+He{E˘G} ≺ 0 (2.100)
A nouveau, en remarquant que HTdiag{0nN , P1}H + Sq{
[
0 1nN
] B˘}  0, le même raisonnement que précé-
demment permet d’aﬃrmer que la matrice G est une matrice non singulière.
En traitant la troisième proposition de manière identique, chacune des conditions (2.84b) et (2.84b) conduisent
à l’inégalité (2.100), ce qui prouve donc que dans ce cas G est également inversible.
Dans le cas de la condition duale de stabilité, cette nouvelle expression de F réécrit le terme bilinéaire K˘F
sous la forme
[
0 Y˘] avec Y˘ = K˘G. Si le lemme précédent assure l’absence de singularité dans le calcul de YG−1,
il n’est cependant que la première étape vers la garantie de reconstruction des gains du contrôleur. En eﬀet,
pour que le résultat ainsi obtenu puisse être considéré comme la matrice K˘, il est nécessaire que les structures
de YG−1 et de K˘ coïncident. Or, comme indiqué dans la sous-section 2.2.2, la loi de commande (2.1), déﬁnie par
une séquence αk arbitraire, correspond à un PFMC structuré. Par conséquent, dans le cas général, la déﬁnition
de K˘, donnée par (2.97) pour le cas particulier des PFMC non structurés, doit être adaptée, ce qui conduit à
une matrice très structurée. C’est la raison pour laquelle G est choisie diagonale par blocs
G = diag{GN−1, · · · , G0} avec Gj ∈ Rn×n (2.101)
de sorte que Y˘ = K˘G hérite de la structure de K˘. Dans le cas des deux exemples traités dans ce chapitre, la
matrice Y˘ est donnée par les équations suivantes.
Ex.1 : Y˘ =
[
Y1,0 Y1,1
0 Y0,0
]
, Ex.2 : Y˘ =
⎡⎢⎢⎣
Y1,2 Y1,3
Y0,1 Y0,2
Y1,0 Y1,1
0 Y0,0
⎤⎥⎥⎦
Les autres conditions d’analyse sont traitées de la même façon, donnant ainsi lieu aux théorèmes suivants.
Théorème 24 (Stabilisation robuste - [Trégouët et al., 2012b]). S’il existe G ∈ RnN×nN , donnée par (2.101),
et Y˘ ∈ Rmu(N+l−1)×nN , déﬁnie conformément à la structure de K˘ choisie, telles que la condition suivante soit
satisfaite quel que soit i ∈ {1 · · ·L},
∃W [i] ∈ Snl+ : X (W [i]) + He
{([A˘op[i]
E˘op[i]
]
G +
[
B˘op[i]u2
B˘op[i]u1
]
Y˘
)[
0nN×nl 1nN
]} ≺ 0 (2.102)
alors le correcteur, dont les gains sont calculés via (2.103), est une solution au problème de stabilisation robuste.
K˘ = Y˘G−1 (2.103)
Théorème 25 (H∞ - Synthèse [Trégouët et al., 2012a]). Le problème SDP suivant, pour lequel G ∈ RnN×nN
est donnée par (2.101), Y˘ ∈ Rmu(N+l−1)×nN est déﬁnie conformément à la structure de K˘ choisie et W [i] ∈
S
nl+p(l−1)
+ :
νsg = min
W [i],G,Y˘
ν
sous les contraintes suivantes, pour tout i ∈ {1 · · ·L},
X d(W [i],−ν1pN ) + Sq
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
0n(l−1)×mN
B˘[i]
0p(l−1)×mN
D˘[i]
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭+He
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎜⎜⎝
⎡⎢⎢⎣
A˘op[i]
E˘op[i]
0p(l−1)×nN
C˘op[i]1
⎤⎥⎥⎦G +
⎡⎢⎢⎢⎣
B˘op[i]u2
B˘op[i]u1
D˘op[i]u2
D˘op[i]u1
⎤⎥⎥⎥⎦ Y˘
⎞⎟⎟⎟⎠
[
0nN×nl 1nN 0nN×p(N+l−1)
]} ≺ 0
(2.104)
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conduit à un coût garanti du problème de synthèse H∞. Les gains du correcteur sont reconstruits via (2.103)
et le critère d’optimisation νsg est un coût garanti en boucle fermée tel que ν
s
g ≥ νdg ≥ νwc.
Théorème 26 (H2 - Synthèse [Trégouët et al., 2012c]). Le problème SDP suivant, pour lequel G ∈ RnN×nN
est donnée par (2.101), Y˘ ∈ Rmu(N+l−1)×nN est déﬁnie conformément à la structure de K˘ choisie, W [i] ∈
S
nl+p(l−1)
+ et Z
[i] ∈ SpN :
γsg = min
W [i],G,Y˘,Z[i]
γ
sous les contraintes suivantes, pour tout i ∈ {1 · · ·L},
[
1n(N+l)+p(l−1)
0
]T
X d(W [i],0)
[
1n(N+l)+p(l−1)
0
]
+ Sq
⎧⎨⎩
⎡⎣0n(l−1)×mNB˘[i]
0p(l−1)×mN
⎤⎦⎫⎬⎭
+He
⎧⎪⎨⎪⎩
⎛⎜⎝
⎡⎣ A˘op[i]E˘op[i]
0p(l−1)×nN
⎤⎦G +
⎡⎢⎣B˘
op[i]
u2
B˘op[i]u1
D˘op[i]u2
⎤⎥⎦ Y˘
⎞⎟⎠[0nN×nl 1nN 0nN×p(l−1)]
⎫⎪⎬⎪⎭ ≺ 0
(2.105a)
Zd(W [i], Z [i]) + Sq
{[[
0nN×n 1nN
] B˘[i]
D˘[i]
]}
+He
{([
E˘op[i]
C˘op[i]1
]
G +
[
B˘op[i]u1
D˘op[i]u1
]
Y˘) [1nN 0nN×pN ])} ≺ 0 (2.105b)
trace(Z [i]) < γ (2.105c)
conduit à un coût garanti du problème de synthèse H2. Les gains du correcteur sont reconstruits via (2.103) et
le critère d’optimisation γsg est un coût garanti en boucle fermée tel que γ
s
g ≥ γdg ≥ γwc.
Naturellement, de telles manipulations s’accompagnent d’un accroissement du conservatisme par rapport à
la condition d’analyse : il peut en eﬀet exister des matrices F , F1 et F2 n’ayant pas la structure requise mais
satisfaisant les inégalités d’analyse. C’est la raison pour laquelle νsg ≥ νdg et γsg ≥ γdg .
Remarque. La conception du correcteur (2.1) pour un choix αk quelconque correspond donc à un problème
particulier de synthèse de correcteur structuré pour lequel il n’existe pas de conditions convexes nécessaires et
suﬃsantes dans le cas général. Si le choix consistant à structurer les matrices de relaxation ajoute du conser-
vatisme, on notera toutefois qu’il ne remet pas en cause la nécessité puisque les conditions d’analyse duales
n’étaient déjà que suﬃsantes. ◦
2.7.2 Cas des PFMC non structurés
Considérons l’ensemble des lois de commande (2.1) pouvant être vues comme des PFMC structurés d’ordre
κ = l−1, où l donné par (2.4) est fonction de la séquence αk. Dans cet ensemble, moins le PFMC sera structuré,
moins la matrice K˘ est creuse et donc plus Y˘ contient de variables. Le correcteur PFMC (plein) d’ordre κ conduit
donc à des conditions de synthèse dont le conservatisme ne peut être plus faible que celui obtenu pour les autres
contrôleurs de cet ensemble. On retrouve ici la remarque faite en introduction selon laquelle la structure de
type PFMC oﬀre le plus grand nombre de degrés de liberté pour une connaissance donnée des états passés du
système.
D’autre part, tout PFMC (plein) conduit à une matrice K˘ trapézoïdale supérieure. Dans ce cas (et dans ce
cas uniquement), G peut être choisie triangulaire supérieure tout en préservant la garantie de reconstruction de
K˘. En eﬀet, dans ce cas, Y˘ = K˘G reste trapézoïdale si bien que K˘ et Y˘G−1 partage toujours la même structure.
De cette remarque découle le théorème suivant.
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Théorème 27 (Synthèse robuste - PFMC). Dans le cas des contrôleurs de type PFMC
(plein), les théorèmes de synthèse 24, 25 et 26 s’appliquent avec G triangulaire supérieure :
G =
⎡⎢⎢⎢⎢⎣
GN−1,0 · · · · · · GN−1,N−1
0n
. . .
...
...
. . .
. . .
...
0n · · · 0n G0,0
⎤⎥⎥⎥⎥⎦ où Gk,j ∈ Rn×n (2.106)
De plus, les critères optimisés, notés νsmg pour le problème H∞ et γsmg pour le problème H2, sont tels que
νsg ≥ νsmg ≥ νdg ≥ νwc et γsg ≥ γsmg ≥ γdg ≥ γwc
On vériﬁera que pour le PFMC 2-périodique d’ordre 0, (2.102) avec G triangulaire correspond à la condition
de synthèse robuste du théorème 13 du chapitre 1, pour laquelle M1 = M2 = M3 = 0. En ce sens, la condition
de stabilité (2.102) généralise le résultat du chapitre 1 puisqu’il s’intéresse au cas N-périodique et à tous les
contrôleurs de la forme (2.1) mais n’aborde pas la question du choix du modèle auxiliaire que les matrices Mj
caractérisent. Il serait donc intéressant de paramétrer les théorèmes de synthèse de ce chapitre par les matrices
d’un modèle auxiliaire. Cet aspect n’a pas été abordé dans le cadre de cette thèse mais il sera l’objet de travaux
futurs.
2.8 Résultats numériques
Cette section met les conditions d’analyse et de synthèse développées dans ce chapitre à l’épreuve d’un
exemple numérique. Elle s’organise en deux sous sections. La première présente le calcul des gains de quatre lois
de commande puis analyse des boucles fermées résultantes. La seconde discute de l’inﬂuence du choix de τ , le
point de départ de la période, sur les conditions d’analyse relatives à une des quatre boucles fermées précédentes.
2.8.1 Diminution du conservatisme grâce au correcteurs à mémoire
Soit le modèle 3-périodique suivant, provenant de [Farges et al., 2007] avec quelques légères modiﬁcations.
Aol0 =
[−3− θ1 2
−3 3
]
, Aol1 =
[−1− θ1 2
0.5 0
]
, Aol2 =
[
1− θ1 2
2.5 3
]
B0 = Bu0 =
[
1
θ2
]
, B1 = Bu1 =
[
1
−0.3θ2 − 0.2
]
, B2 = Bu2 =
[
0.5(θ2 + 1)
1
]
Col0 =
[−0.5− θ1 0
0 −1
]
, Col1 =
[−θ1 0
0 2
]
, Col2 =
[
1.5− θ1 0
0 −2
]
D0 = D1 = D2 =
[
0
0
]
, Du0 = Du1 = Du2 =
[−θ2
0.2
]
Les deux incertitudes réelles θ1 et θ2 sont constantes (indépendante du temps) et satisfont |θ1| ≤ 0.6 et 0 ≤
θ2 ≤ 1. De cette déﬁnition, il apparaît clairement que ce système peut être modélisé par le modèle incertain
polytopique (2.6) avec L, le nombre de sommets du polytope, égal à 4. L’objectif ici est de concevoir des lois
de retour d’état minimisant
√
νg ou
√
γg, les bornes supérieures des coûts garantis des normes H∞ et H2
respectivement du modèle en boucle fermée. On précise dès maintenant que l’utilisation des théorèmes 25 et 26
conduit à des conditions LMI non faisable si le correcteur considéré est sans mémoire. Ce modèle est donc
soumis à des incertitudes importantes et son asservissement est un problème diﬃcile. Les commentaires à venir
sont donnés pour le cas H2 mais s’appliquent de la même façon pour le coût H∞.
Plusieurs correcteurs correspondant à des choix diﬀérents de la séquence αk sont conçus, en s’appuyant sur
le théorème 26 et, lorsque la structure de l’asservissement le permet, sur le théorème 27. On notera que pour
tous les correcteurs retenus, la valeur de r, déﬁni par (2.30), est égale à 1. Pour chacune des boucles fermées
résultantes, les bornes sont calculées grâce aux conditions primales et duales. Les résultats sont rassemblés dans
le Tab. 2.3 et Tab. 2.4 où chaque loi de commande est identiﬁée par un numéro. L’eﬀort de calcul associé à
chacune des étapes de synthèse est évalué en termes de nombre de lignes et de nombre de variables de décisions
des LMI.
Ces résultats montrent que, pour un théorème de synthèse donné et pour une même valeur de r, l’augmen-
tation des degrés de liberté des lois de commande peut réduire le conservatisme des conditions de synthèse bien
qu’il induise un eﬀort de calcul plus important :
86 CHAPITRE 2. CORRECTEURS PÉRIODIQUES À MÉMOIRE
Table 2.3 – Résultats d’analyse et de synthèse H2 pour diﬀérents choix de la séquence αk
Correcteurs Synthèse Analyse (Th. 23)
id. {α0, α1, α2} Théorème √γsg Nb. lignes Nb. var. √γg √γdg
1 {1, 2, 3} Th. 27 26.8481 92 133 13.6868 12.5817
2 {3, 3, 3} Th. 26 63.1261 156 335 14.9883 13.9183
3 {3, 4, 5} Th. 26 57.4131 156 341 14.8726 13.6674
4 {3, 4, 5} Th. 27 17.7953 156 353 13.4219 11.8480
Table 2.4 – Résultats d’analyse et de synthèse H∞ pour diﬀérents choix de la séquence αk
Correcteurs Synthèse Analyse (Th. 22)
id. {α0, α1, α2} Théorème √νsg Nb. lignes Nb. var. √νg √νdg
5 {1, 2, 3} Th. 27 54.5911 64 49 15.9835 15.7897
6 {3, 3, 3} Th. 25 104.4296 128 251 18.9917 18.5349
7 {3, 4, 5} Th. 25 87.8195 128 257 21.5516 20.5909
8 {3, 4, 5} Th. 27 19.0963 128 269 14.7321 14.7321
– En considérant leur capacité à réduire
√
γsg , les contrôleurs conçus grâce au théorème 27 peuvent être
hiérarchisés par 1 < 4 tandis que ceux obtenus au moyen du théorème 26 vériﬁent 2 < 3.
– Toutefois, cette remarque n’est plus vraie lorsque diﬀérents théorèmes de synthèse sont utilisés. La valeur√
γsg obtenue avec le contrôleur 2 est plus grande que celle avec la loi 1 bien que sa structure soit plus
riche. De plus, de 3 au 4,
√
γsg diminue de 69 pourcents alors que la structure de contrôle reste la même
et que l’eﬀort de calcul est sensiblement identique.
– Enﬁn, on constate que l’écart entre les coûts garantis de synthèse et d’analyse
√
γsg et
√
γdg est beaucoup
plus important avec le théorème 26 qu’avec le théorème 27.
Ces deux dernières observations mettent en lumière le rôle crucial que joue la structure de G dans la réduction
du conservatisme des conditions de synthèse.
Concernant l’analyse robuste, deux coût garantis sont fournis, à savoir
√
γg et
√
γdg , et sont diﬀérents dans le
cas général. On remarque que
√
γdg ≤
√
γsg . Il s’agit d’un résultat attendu puisque les conditions de synthèse ont
été dérivées de celles d’analyse duale en structurant la matrice F . Ces résultats sont conﬁrmés par la ﬁgure 2.4
qui propose une visualisation de la norme H2 de la boucle fermée de Σ(θ) avec le correcteur 1, grâce à un
maillage de l’espace paramétrique 3. On constate que
√
γg et
√
γdg sont bien des bornes du coût garanti
√
γwc.
Dans le cas de l’analyse robuste des lois de commande issues de la synthèseH∞, il est intéressant de remarquer
que la hiérarchie entre les correcteurs peut ne pas être préservée de l’étape de synthèse à celle d’analyse : de 6
à 7,
√
νsg diminue alors que
√
νg et
√
νdg augmentent. Si
√
νwc augmente également 4, alors cet exemple montre
que la diminution de la borne
√
νsg ne s’acccompagne pas nécessairement de la réduction du vrai coût
√
νwc.
Des exemples numériques eﬀectués par ailleurs semble indiquer cependant que ce cas de ﬁgure est marginal.
Dans la majorité des cas, la stratégie mise en oeuvre dans ce chapitre (et classique dans la littérature, voir par
exemple [El Ghaoui and Niculescu, 2000]) consistant à réduire la borne
√
νsg sert donc bien l’objectif ultime de
diminuer
√
νwc.
2.8.2 Inﬂuence du choix de τ
Les résultats d’analyse et de synthèse ont été obtenus grâce à une utilisation intensive des représentations
liftées. L’usage d’un tel outil requiert implicitement le choix de la valeur de τ , point de de départ des périodes
considérées lors de la construction des vecteurs étendus d’entrée/sortie. Dans le cas général, le vecteur wˆq est
paramétré par τ de tel sorte que wˆτq =
[
wTqN+N−1+τ · · · wTqN+τ
]T
. Jusqu’à présent, ce chapitre ne s’est
intéressé qu’au cas particulier où τ = 0 puisqu’une ré-indexation cyclique permet de prendre en compte les
3. On note que, pour chacun des points du maillage, le calcul de ‖Σcl(θ)‖2 est indépendant de τ .
4. On précise que, formellement, rien ne permet de l’aﬃrmer puisque, dans le cas général,
√
νg et
√
νdg diﬀèrent du vrai coût√
νwc.
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Figure 2.4 – Norme H2 de la boucle fermée de Σ(θ) avec le correcteur 1
autres cas. En eﬀet, si l’on nomme Στcl le modèle périodique dérivé de Σcl via un décalage positif des indices de
ces matrices de τ , c’est-à-dire Aτk,j = Ak+τ(mod N),j , B
τ
k = Bk+τ(mod N), etc, alors l’application des théorèmes
précédents à Στcl est équivalent à considérer Σcl avec τ = 0. L’inﬂuence de cette manipulation sur le conservatisme
des conditions d’analyse robuste est maintenant analysée sur la boucle fermée impliquant le contrôleur 1 dont
les gains ont été obtenus précédemment.
Table 2.5 – Inﬂuence de τ sur les résultats d’analyse H∞ (Th. 22) et H2 (Th. 23)
τ
√
νg
√
νdg
√
γg
√
γdg
0 18.1120 17.7016 13.6868 12.5817
1 18.1120 17.6746 13.9512 12.5177
2 18.1120 17.6746 14.2759 12.5310
Les résultats sont rassemblés dans le Tab. 2.5.
– Ils conﬁrment que dans le cas général τ peut avoir une inﬂuence sur le conservatisme des conditions
d’analyse puisque les bornes supérieures ne sont pas toujours les mêmes.
– On remarque également que ce paramètre n’aﬀecte pas les coûts primaux et duaux et de la même façon
puisque, dans le cas H2, τ = 1 est meilleur que τ = 0 pour
√
γdg mais pas pour
√
γg.
Les mêmes conclusions s’appliquent dans le cas de l’analyse H∞ même si, pour cet exemple particulier, τ semble
ne pas avoir d’inﬂuence sur
√
νg et ne modiﬁe
√
νdg que dans certain cas.
Ainsi, le choix de τ peut être vu comme un moyen d’aﬃner les résultats d’analyse en ne retenant que
le minimum des coûts primaux et duaux obtenus par variation de ce paramètre. Évidemment, une approche
procédure donnant a priori la valeur de τ conduisant au coût le plus faible est souhaitable, bien qu’elle semble
diﬃcile à concevoir.
2.9 Conclusions
Ce chapitre a permis d’obtenir des conditions de synthèse robuste sous forme SDP pour les correcteurs
périodiques à mémoire possédant une structure arbitraire. Les problèmes de stabilité et de performance H2 et
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H∞ ont été traités.
Il a été démontré qu’une telle loi de commande conduit à un modèle en boucle fermée sous forme polynomiale
en σ d’ordre variant. Pour cette raison, ce type de modèle a fait l’objet d’une attention particulière. Ce chapitre a
montré qu’il admet plusieurs reformulations invariantes dans le temps pouvant être liées les unes aux autres par
des relations sur les signaux ou sur les matrices. Ces liens ont permis d’obtenir des conditions d’analyses SDP
applicable à n’importe quel modèle polynomial périodique d’ordre variant, et donc en particulier à la boucle
fermée résultant de l’utilisation d’un correcteur périodique à mémoire. Le modèle dual de ce type a également
été établi en s’eﬀorçant de préserver la dimension originelle. Ce résultat a permis de dériver des conditions
d’analyse duales à partir desquelles des théorèmes de synthèse ont pû être obtenus.
Les résultats numériques ont montré l’existence de modèles pour lesquels les théorèmes de synthèse échouent
si les correcteurs considérés sont sans mémoire. De plus, il a été prouvé que l’augmentation de la taille de la
mémoire des correcteurs pouvait diminuer le conservatisme des conditions de synthèse sans augmenter de façon
signiﬁcative l’eﬀort de calcul nécessaire à la synthèse. Des phénomènes plus surprenant ont également été mis
en évidence : certains correcteurs à la structure particulière, les PFMC, peuvent réduire le conservatisme de
synthèse correspondant à d’autres lois de commande à mémoire possédant pourtant plus de degrés de liberté.
Cette apparente contradiction provient du fait que la structure de ces correcteurs a permis de les doter de
conditions de synthèse particulièrement eﬃcaces. L’origine de cette particularité est une question ouverte : le
statut des PFMC provient-il des qualités intrinsèques à la structure même de ces correcteurs ou est-il lié à la
méthode employée dans ce chapitre (techniques LMI s’appuyant sur des modèles liftés) ? En d’autres termes,
l’utilisation d’une autre méthode d’analyse robuste conduirait-elle vers des conditions de synthèse robuste pour
lesquelles les PFMC jouent un rôle particulier ?
La sous-section 2.2.2 a montré que cette classe de contrôleurs oﬀre le maximum de degrés de liberté (sous la
contrainte de causalité) pour une connaissance donnée des états du système précédant le début de la période.
Cette constatation souligne les qualités des PFMC dans le cadre d’une analyse traitant la dynamique de Σcl
période par période. Une telle remarque suggère que toute condition de synthèse basée sur une technique d’ana-
lyse s’appuyant sur des représentations liftées devraient accorder aux PFMC un rôle particulier. En revanche,
si d’autres techniques sont employées, rien n’indique que ces contrôleurs conserveront un intérêt particulier.
D’ailleurs, les exemples numériques présentés dans la suite de ce chapitre montre qu’il existe des systèmes pour
lesquelles un PFMC d’ordre κ est meilleur qu’un PFIRC d’ordre κ.
Les exemples numériques de ce chapitre accentuent cette impression en montrant qu’il existe certains modèles
pour lesquels le PFMC suivant⎧⎨⎩
u2q = K0,0x2q
u2q+1 = K1,0x2q+1+ K1,1x2q
u2q+2 = K2,0x2q+2+ K2,1x2q+1+ K2,2x2q
conduit à des conditions de synthèse moins conservatives que le PFIRC déﬁni comme suit :⎧⎨⎩
u2q = K0,0x2q+ K0,1x2q−1 +K0,2x2q−2
u2q+1 = K1,0x2q+1+ K1,1x2q+ K1,2x2q−1
u2q+2 = K2,0x2q+2+ K2,1x2q+1+ K2,2x2q
Ce résultat est inexplicable si l’on s’en tient à la structure des contrôleurs puisque ce PFIRC englobe
évidemment le PFMC. Il semble indiquer au contraire que la qualité des contrôleurs obtenus est parfois plus
liée à la méthode de synthèse qu’à leur structure.
Ce chapitre conﬁrme les potentialités des correcteurs périodiques à mémoire. Pour aller plus loin dans le
développement des outils leur étant destinés, il serait intéressant d’étudier le problème de synthèse multi-
objectif H2/H∞ dans ce cadre. Le traitement des incertitudes bornées en norme est également une piste de
travail intéressante du point de vue des applications industrielles. La seconde partie de cette thèse en donne
une illustration en mettant en œuvre des techniques de commande périodique pour le contrôle d’attitude de
satellites.
Contributions principales :
Nouveaux outils de synthèse et d’analyse pour les lois de commande à mémoire périodiques à temps-discret
considérant la stabilisation et la performance H2 et H∞ [Trégouët et al., 2011a, 2012a,b,c]
Contributions complémentaires :
– nouveaux outils d’analyse robuste pour les modèles périodiques, polynomiaux et polytopiques (sec-
tion 2.6) ;
– nouveau regard sur la dualité des systèmes périodiques polynomiaux (section 2.5).
Deuxième partie
Contrôle d’attitude périodique et robuste
de satellites
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Chapitre 3
Modélisation du mouvement d’attitude de
satellites équipés de roues à réaction et de
magnéto-coupleurs
3.1 Introduction
Ce chapitre amorce la seconde partie de cette thèse consacrée au contrôle d’orientation de satellite. La
section 3 montre en eﬀet que ce problème fait intervenir des phénomènes intrinsèquement périodiques, du fait
de la rotation du satellite autour de la Terre. Ce chapitre est plus particulièrement dédié à la modélisation
du mouvement du satellite autour de son centre de gravité et de son environnement le long de son orbite. Les
résultats disponibles dans la littérature sur cet aspect du problème sont en eﬀet très disparates : diﬀérents types
de pointage, d’actionneurs, de modèles de champ magnétique et de perturbations sont considérés. Ce chapitre
vise à établir un cadre uniﬁé pour ces diﬀérentes approches.
La section 2 entame ce chapitre par un aperçu des concepts de base pour le contrôle d’attitude de satellite
dont le chapitre 3 détaille les aspects périodiques. La section 4 propose ensuite une étude des équations de
la dynamique et de la cinématique du satellite dans un cadre générique visant à englober les diﬀérents cas de
pointages considérés dans la littérature. L’accent est mis en particulier sur la modélisation du champ magnétique
terrestre sur lequel s’appuient les magnéto-coupleurs pour créer un couple de commande. La section 5 donne
ensuite un modèle approché par linéarisation et met au jour les diﬃcultés particulières liées à la déﬁnition
d’une trajectoire de linéarisation dans ce contexte. Finalement la section 6 extrait de ce cadre général, deux cas
d’études couramment traité dans la littérature et les présente plus en détail.
3.2 Le contrôle d’attitude
En s’appuyant principalement sur la référence [Courtois, 1998], cette première section présente les principes
généraux déﬁnissant le fonctionnement d’un système de contrôle d’attitude.
3.2.1 Problématique
L’attitude est déﬁnie comme l’orientation du satellite par rapport à un référentiel externe. En l’absence
de contrôle, elle évolue sous l’eﬀet des couples perturbateurs qui agissent sur le satellite, tout au long de sa
trajectoire orbitale. Ces couples peuvent provenir, soit de l’environnement externe au véhicule, soit de sources
de perturbations internes au satellite.
Le système de contrôle d’attitude se donne pour objectif d’asservir l’attitude du satellite en orientant ses axes
vers les directions requises pour assurer sa mission, malgré les perturbations. Pour cela, le satellite détermine
son attitude grâce à des capteurs et fournit un contrôle via des actionneurs (actifs ou passifs), créateurs de
couples.
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3.2.2 Exigences du pointage
Le terme pointage fait référence à l’écart angulaire entre les axes du référentiel lié au satellite et ceux du
référentiel de consigne 1. Les spéciﬁcations du contrôle d’attitude peuvent être paramétrées de la façon suivante :
– direction de pointage (par rapport à la Terre, aux étoiles ou autre) ;
– précision de pointage mesuré ;
– stabilité du pointage, caractérisée par la variation maximale de l’attitude au cours d’un intervalle temporel
donné ;
– connaissance requise de l’attitude, soit en temps réel et à bord (estimation d’attitude), soit en temps
diﬀéré et au sol (restitution d’attitude).
Ces exigences sont imposées par la mission. A titre d’exemple, l’observation des astres nécessite des visées stables
et précises du ciel, comme dans le cas du satellite Corot, alors que les satellites européens météorologiques de
la famille Meteosat s’accommodent d’un pointage plus grossier en direction de la terre [Courtois, 1998].
De plus, dans le cadre d’une même mission, on distingue diﬀérents modes de contrôle d’attitude, caractérisés
par un ensemble d’actionneurs et de capteurs, pour lesquels les exigences de pointage peuvent varier consi-
dérablement. Typiquement, les modes que le système de contrôle d’attitude doit prendre en compte sont les
suivants :
– mode mission : maintien de l’attitude opérationnelle requise pour la mission ;
– mode manœuvre : utilisé lors d’une correction nécessaire de l’orbite du satellite ;
– mode de survie : repli autonome du satellite utilisé en cas d’anomalie grave pour satisfaire des besoins
énergétiques et thermiques en attente d’une intervention au sol. Le satellite est alors orienté vers le soleil.
Ce mode peut être utilisé pour l’acquisition de l’attitude opérationnelle à l’issue de la séparation avec le
lanceur.
3.2.3 Principes du système de contrôle d’attitude
La génération de couples de commande utilisables pour le contrôle d’attitude s’appuie sur un (ou deux) des
principes suivants [Courtois, 1998, p.37-41,123] :
– stabilisation passive qui exploite l’action des couples perturbateurs au travers d’une structure du satellite
spéciﬁquement conçu dans ce but (gouverne aérodynamique, voiles solaires, utilisation du gradient de
gravité, stabilisation par gyration) ;
– stabilisation active nécessitant l’utilisation d’actionneurs consommateurs d’énergie.
Pour faire face à des exigences de pointage de plus en plus fortes, on a recours à la stabilisation active de façon
plus systématique de façon à assurer aux satellites la capacité de s’orienter selon plusieurs axes (typiquement
trois). En règle générale, on distingue deux catégories de contrôle d’attitude actif :
– contrôle via un moment cinétique embarqué, réalisé avec une roue cinétique ;
– contrôle 3-axes (roues à réaction, actionneurs gyroscopiques, magnéto-coupleurs et tuyères).
3.2.4 Cadre de cette étude
Cette étude s’intéresse au contrôle 3-axes en mode mission de satellites évoluant en orbite basse et inclinée.
Les considérations suivantes précisent le cadre de travail :
– on supposera que le satellite est rigide ;
– les problématiques d’estimation seront éludées pour se focaliser sur la fonction de contrôle. A tout instant,
on suppose donc que l’attitude du satellite ainsi que sa vitesse angulaire sont parfaitement connues ;
– la référence de la direction du pointage restera générique autant que possible.
Remarque. On précise que les actionneurs de moment cinétique embarqué n’appartiennent pas au cadre de
cette étude. Comme les roues à réaction, il s’agit de faire tourner un objet cylindrique autour d’un axe ﬁxe par
rapport au satellite. Pourtant, malgré cette similitude, l’usage diﬀérencie ces deux types d’actionneurs puisque
les roues à réaction font varier leur vitesse de rotation de manière à créer un couple sur le satellite alors que
les actionneurs de moment cinétique embarqué tournent à vitesse constante (ou quasi-constante) dans l’objectif
de conférer au satellite une raideur gyroscopique sur deux axes. ◦
Choix des actionneurs Pour ce type de mission, la conﬁguration d’actionneurs la plus répandue est formée
de roues à réaction et de magnéto-coupleurs. A titre d’exemple, on pourra citer Spot, Jason, Demeter, pour les
missions d’observations de la Terre et de son environnement et Corot et Hubble, pour les missions d’observations
astronomiques.
1. Tous les référentiels utilisés dans le cadre de cette thèse sont déﬁnis précisément dans l’annexe G.
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Chaque axe du satellite est ainsi équipé d’une ou plusieurs roues dont les vitesses de rotation sont commandées
par des moteurs. L’accélération et la décélération de ces dernières créent un couple de réactions sur le satellite.
Ce fonctionnement peut être interprété comme un échange de moment cinétique entre le satellite et les roues
à réaction. La variation de la vitesse de rotation des roues est donc le principe de fonctionnement de ce type
d’actionneurs. Evidemment, il existe une vitesse de saturation au-delà de laquelle les roues ne peuvent tourner
plus rapidement. De plus, certaines vitesses particulières doivent être évitées car elles créent des perturbations
préjudiciables aux pointages : autour de la vitesse nulle les couples de stictions bloquent la roue et il existe
certaines fréquences pour lesquelles la rotation des roues peut entrer en résonance avec la structure mécanique
du satellite. Pour toutes ces raisons, un système de commande de la vitesse de rotation des roues doit être mis
en œuvre. Les deux objectifs d’asservissement sont donc les suivants :
1. contrôle 3-axes ;
2. asservissement du moment cinétique des roues.
La qualité de la loi de commande sera donc évaluée grâce à la précision, la stabilité du pointage et l’excursion
en vitesse des roues autour de leur vitesse nominale.
Les magnéto-coupleurs génèrent un moment magnétique dont l’interaction avec le champ magnétique ter-
restre crée un couple. Par nature, ce couple est contraint d’appartenir au plan orthogonal au champ géomagné-
tique tel qu’il est perçu par le satellite. Ces contraintes rendent l’utilisation de ces actionneurs inappropriée pour
le contrôle 3-axes précis s’ils sont utilisés seuls. En revanche, ils constituent des équipements intéressants pour
l’asservissement du moment cinétique des roues. Des considérations de coût, de poids et de ﬁabilité justiﬁent
l’usage de ce type d’actionneurs. On remarquera cependant que l’utilisation des magnéto-coupleurs est souvent
restreinte aux satellites en orbites basses, pour lesquelles l’amplitude du champ géomagnétique est suﬃsante 2.
La suite de ce chapitre montre en eﬀet que l’amplitude du champ décroît en 1/r3, où r est la distance entre le
centre de la Terre et le satellite. Ainsi, d’après [Sidi, 1997], un magnéto-coupleur créant un moment magnétique
de 100 A.m2 perpendiculairement au champ magnétique et à une altitude de 400 km génère un couple maximal
de 2,56.10−3 N.m. La même conﬁguration à une orbite géostationnaire donne un couple de 10,46.10−6 N.m.
3.3 Aspects de périodicité dans le contrôle d’attitude
Du fait de leur rotation autour de la terre, la perception qu’ont les satellites de leur environnement est
intrinsèquement périodique. Cet environnement exerce une inﬂuence sur le contrôle d’attitude par le biais :
– des actionneurs dont le principe de fonctionnement est très lié à l’environnement ;
– des perturbations environnementales.
Cette section discute de chacun de ces deux cas.
3.3.1 Actionneurs dépendant de l’environnement : exemple des magnéto-coupleurs
Certains actionneurs s’appuient sur l’environnement spatial pour créer un couple de commande. L’exemple
des magnéto-coupleurs est emblématique de ce cas de ﬁgure puisque le moment magnétique qu’ils génèrent se
traduit sous la forme de couple par l’intermédiaire du champ magnétique terrestre. Or, tout au long de son
orbite, le satellite perçoit ce champ diﬀéremment, même dans le cas où son attitude est invariante dans le
référentiel inertiel.
Après un tour d’orbite, le champ magnétique dans lequel le satellite est immergé est très similaire à celui
qu’il avait rencontré, une orbite auparavant. On notera toutefois que cette périodicité n’est pas exacte (même
dans le cas d’une orbite non perturbée) puisque le satellite ne survolent pas exactement le même point de la
terre à chaque orbite, en raison de la rotation de la terre sur elle-même. En orbite basse, le satellite tourne
cependant autour de la terre plus rapidement que cette planète tourne autour de son axe. De ces remarques,
on conclut que le comportement des actionneurs magnétiques est quasi-périodique à la fréquence orbitale 3. La
suite de ce chapitre donnera des arguments plus formels pour étayer cette aﬃrmation.
3.3.2 Perturbations environnementales
Comme expliqué précédemment, le satellite est soumis tout au long de sa trajectoire orbitale à des forces
ayant une inﬂuence directe sur son attitude. On dresse la liste des perturbations les plus signiﬁcatives en orbite
basse :
2. Certains travaux récents cherche néanmoins à dépasser cette limite (voir [Desiderio et al., 2009] par exemple).
3. La suite de ce chapitre montre que, selon la direction de pointage, cette fréquence peut être égale au double de la fréquence
orbitale.
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– couple aérodynamique : l’atmosphère résiduelle que rencontre le satellite sur son orbite est à l’origine
de forces aérodynamiques se traduisant sous la forme de couples, selon la géométrie du satellite et son
orientation ;
– couple de gradient de gravité : tous les points du satellite n’étant pas situés à la même distance de la terre,
ils subissent des forces d’attraction gravitationnelle diﬀérentes. Le centre de gravité (barycentre des forces
de gravité) du satellite ne coïncide donc pas avec la centre de masse (barycentre des masses élémentaires).
Cette conﬁguration est à l’origine d’un couple s’exerçant sur le satellite ;
– pression de radiation solaire : l’impact des photons sur la surface éclairée du satellite se traduit par une
force de pression perturbant l’attitude du satellite ;
– couples résiduels magnétiques : l’interaction du moment magnétique, provenant des matériaux et des
boucles de courants du satellite, avec le champ géomagnétique crée une force génératrice d’un couple. Le
principe physique à l’origine de cette force est le même que celui utilisé par les magnéto-coupleurs, mais
le moment magnétique conduisant aux couples résiduels est créé involontairement.
En raison du mouvement orbital du satellite, les perturbations extérieures sont modélisées comme une fonc-
tion périodique à la fréquence orbitale du satellite. Dans le cadre de cette thèse, on utilise la formulation suivante
des perturbations dans le référentiel inertiel, retenant les deux premières harmoniques d’une décomposition si-
nusoïdale :
T
[I]
ext(t) =
⎡⎣T0x + T1x sin(ω0(t)t+ ϕT1x) + T2x sin(2ωn(t)t+ ϕT2x)T0y + T1y sin(ω0(t)t+ ϕT1y) + T2y sin(2ωn(t)t+ ϕT2y)
T0z + T1z sin(ω0(t)t+ ϕT1z) + T2z sin(2ωn(t)t+ ϕT2z)
⎤⎦ (3.1)
où ω0(t) fait référence à la composante orthogonale au plan d’orbite du vecteur de vitesse angulaire orbitale.
L’amplitude des composantes continues T0x = T0y = T0z est de l’ordre de 1, 0.10−7 N.m, tandis que ‖T [I]ext(t)‖
vaut d’environ 4, 0.10−5 N.m. Les valeurs numériques utilisées dans le cadre de cette étude sont fournie par
l’annexe I.
3.4 Modèle non-linéaire
La démarche de modélisation du mouvement d’un corps est classiquement divisée en deux étapes. La pre-
mière s’intéresse à la relation entre le mouvement et sa cause en s’appuyant sur la relation fondamentale de la
dynamique et sur le théorème du moment cinétique. La seconde se concentre sur la description de la position
et de l’orientation du corps à partir de l’expression de sa vitesse obtenue à l’étape précédente. Les équations
obtenues à l’issue de ces étapes sont nommées respectivement, équations de la dynamique et de la cinématique.
Dans la cadre de cette étude, la dynamique fait référence au lien entre les couples extérieurs et intérieurs
exercés sur le satellite et sa vitesse angulaire. La connaissance exclusive de cette dernière grandeur permet de
connaître l’orientation instantanée du satellite grâce à la cinématique. On note que, dans le cas le plus général,
les équations dynamiques peuvent dépendre de l’attitude. Le satellite considéré étant équipé de trois roues
à réaction et d’un jeu de magnéto-coupleurs, le modèle recherché peut être représenté graphiquement par le
schéma proposé par la ﬁgure 3.1.
Satellite
consignes
roues a`
re´action
consignes
magne´to-
coupleurs
couples de perturbation
vitesse
angulaire
attitudedynamique des
actionneurs et
du satellite
cine´matique
Figure 3.1 – Schéma du modèle du mouvement d’attitude du satellite
Cette section donne successivement les équations internes à chacun des deux blocs nommés « dynamique
des actionneurs et du satellite »et « cinématique ». Obtenir l’expression du champ géomagnétique perçu par le
satellite fait également l’objet d’une sous-section puisque cette grandeur est requise pour la modélisation des
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magnéto-coupleurs. Cette démarche se conclut en résumant l’ensemble des équations sous la forme d’un modèle
d’état.
3.4.1 Préliminaires
Vectrices
Cette section fait appel à de multiples référentiels en mouvement les uns par rapport aux autres. Dans ce
contexte, la dérivation des équations dynamiques scalaires nécessite un soin particulier. C’est la raison pour
laquelle, cette étude s’appuie sur un outil mathématique nommée « vectrice »et correspondant à une matrice
formée par les trois vecteurs d’un trièdre orthonormé direct. A titre d’exemple, la vectrice FA associée au
référentiel FA est déﬁnie comme suit :
FA =
⎡⎣xAyA
zA
⎤⎦
L’avantage majeur de cette variable instrumentale est de rétablir, de façon non-ambiguë, la distinction entre un
vecteur v et la matrice v[A] de ses composantes scalaires {v[A]x , v[A]y , v[A]z } dans le référentiel FA :
v[A] =
⎡⎢⎣v
[A]
x
v
[A]
y
v
[A]
z
⎤⎥⎦
On a en eﬀet
v = v[A]x xA + v
[A]
y yA + v
[A]
z zA =
(
v[A]
)T
FA = F
T
A v
[A]
Bien que la matrice de composantes v[A] soit fréquemment assimilée au vecteur v lui-même, dans ce chapitre le
terme vecteur est exclusivement dédié à l’objet noté v.
On considère maintenant le cas où FB tourne par rapport à FA. Le vecteur de vitesse angulaire de FB par
rapport à FA est noté ωB/A. La cinématique de la vectrice associée au référentiel en mouvement est alors régie
par l’équation
˙FB = ωB/A × FB
grâce à laquelle on déduit la relation suivante, applicable à un vecteur v quelconque
˙v = ωB/A × v + ˚v[B] avec ˚v[B] = FTB v˙[B] (3.2)
Le vecteur ˚v[B] correspond donc à la forme vectorielle de la dérivée des composantes de v dans FB . Il s’agit
du concept bien connu de la dérivée relative qui n’est équivalente à la dérivée classique (ou absolue) que si le
référentiel de référence est inertiel. Autrement dit, dans le cas général, ˙v = ˚v[A] si et seulement si FA est inertiel.
Cette discussion met en évidence un autre avantage des vectrices : l’usage de (3.2) permet l’étude d’équations
de la dynamique sous une forme exclusivement vectorielle, et donc indépendante du (ou des) référentiel dans
lequel les relations obtenues seront exprimées.
De plus amples détails sur cette notion sont donnés par l’annexe F extraite essentiellement de [Hugues, 1986].
Nous croyons que l’inévitable eﬀort nécessaire à l’adoption de cet instrument mathématique est pleinement
justiﬁé par la rigueur et l’absence d’ambiguïté du cadre qu’il permet de mettre en place.
Notations
En raison de son objet d’étude, cette section fait appel à de très nombreuses variables. Plutôt que d’en
dresser une liste exhaustive, on donne ici la philosophie de la nomenclature utilisée. Cette dernière se base
principalement sur [Hugues, 1986], avec quelques légères modiﬁcations empruntées à [Courtois, 1998]. Cette
sous-section reprend les explications données au commencement de cette thèse.
Selon la discussion précédente, on note FA la vectrice associée à FA et formée des vecteurs unitaires xA,
yA et zA. La notation OA correspond à l’origine de ce trièdre. Le terme v[A] fait référence à la matrice des
composantes du vecteur v dans FA et la lettre v (sans ﬂèche) correspond à l’amplitude de ce vecteur.
Lorsque ces référentiels sont associés à des corps en mouvement, on utilise le style calligraphique pour
nommer ces derniers. Ainsi, A est lié à FA. On note hA/OB le moment cinétique de cet objet par rapport à
l’origine du référentiel FB .
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La rotation du référentiel FB par rapport à FA est paramétrée par le quaternion qB/A. La matrice de rotation
et le vecteur vitesse angulaire associés sont notés CB/A et ωB/A respectivement. De façon similaire, le vecteur
vB/A fait référence à la vitesse de translation de FB par rapport à FA, c’est-à-dire ˙OAOB .
Finalement, conformément aux développements précédents, on a recours à la notation ˙( ) pour désigner la
dérivation temporelle absolue. La dérivation temporelle relative au référentiel FB est notée (˚ )
[B]
.
Référentiels
L’annexe G fait la liste des référentiels utilisés dans ce chapitre et rappelle leurs déﬁnitions. Néanmoins,
pour faciliter la lecture, on présente dès à présent les plus essentiels d’entre eux.
– FI : l’origine de ce référentiel est situé au centre de la Terre et ses axes sont tels que : zI est aligné avec
l’axe de rotation de la Terre et dirigé vers le pôle Nord géographique, xI est dirigé vers le soleil pendant
l’équinoxe vernal et yI complète le trièdre orthogonal direct ;
– FS : l’origine et les axes de ce référentiel correspondent au centre de masse et aux axes principaux du
satellite complet (corps central plus actionneurs). Ce référentiel est donc ﬁxe par rapport au satellite.
On précise également le cadre de l’étude grâce à l’hypothèse suivante.
Hypothèse 1. Le référentiel FI est inertiel.
Implicitement, on suppose donc que la nutation et la précession de la Terre peuvent être négligées. Il s’agit
d’une hypothèse communément admise pour la commande d’attitude utilisant des magnéto-coupleurs [McElvain,
1964].
Le référentiel FS étant ﬁxe par rapport au satellite, l’attitude de ce dernier peut être caractérisée par
l’orientation des axes de FS par rapport à un autre référentiel connu, servant de référence. Dans le cas où le
satellite doit s’orienter par rapport aux étoiles (pointage inertiel), le référentiel inertiel FI joue traditionnellement
ce rôle. En revanche, si la mission exige une orientation du satellite vers la Terre (pointage géocentrique), on
déﬁnira plus volontiers l’attitude par rapport à un référentiel orbital local dont un des axes est toujours orienté
vers la Terre. Pour ne pas perdre en généralité, cette étude se base sur la déﬁnition minimale suivante de ce
référentiel de référence noté FR :
– FR : l’origine de ce référentiel est confondue avec le centre de masse du satellite mais ses axes sont
indépendants de l’orientation de ce dernier.
Hypothèse 2. Le mouvement de FR par rapport à FI est tel que ω
[R]
R/I(t) ainsi que qR/I(t) sont périodiques à
la période orbitale T0.
Ainsi, dans le cas du pointage inertiel, on choisit ωR/I = 0 alors que le pointage géocentrique conduit plus
naturellement à faire correspondre ωR/I avec la vitesse angulaire orbitale. On remarquera que ces deux cas
particuliers vériﬁent l’hypothèse 2. Ils feront l’objet d’une attention particulière dans la suite de ce chapitre.
3.4.2 Equations de la dynamique du satellite
On obtient les équations régissant la dynamique du satellite complet identiﬁé à l’aide de la lettre S, en
décomposant ce dernier en plusieurs éléments distincts. On note ainsi Wk la k-ième roue à réactions et B le
satellite privé des trois roues.
Dynamique du satellite sans les roues à réaction
Bien que classiques, les résultats présentés dans cette sous-section permettent de se familiariser avec les
notations et les outils utilisés par la suite.
On associe à B, le référentiel FB dont l’origine et les axes correspondent au centre de masse et aux axes
principaux de cet objet. Ce référentiel est ﬁxe par rapport au satellite et donc par rapport à FS .
Pour obtenir l’équation de la dynamique de B, on considère tout d’abord un point de masse dm appartenant
à ce corps (rigide) et repéré par U selon la relation
U = OIOB + u (3.3)
dont la ﬁgure 3.2 fournit une représentation graphique. Le lemme suivant donne l’expression de la vitesse de ce
point.
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OI
OB
u
U
dm
FB
FI
B
Figure 3.2 – Corps central du satellite B
Lemme 21. La dérivée temporelle du point reperé par le vecteur U vériﬁe la relation suivante :
˙U = vB/I + ωB/I × u (3.4)
où vB/I et ωB/I correspondent respectivement à la vitesse de translation et de rotation de FB par rapport à FI .
Démonstration. D’après (3.3), on a
˙U = vB/I + ˙u
Le terme ˙u peut être décomposé en une partie correspondant à la vitesse du point par rapport à FB et une
partie liée à la vitesse angulaire de FB par rapport à FI . On obtient donc
˙U = vB/I + ˚u
[B] + ωB/I × u
Finalement, la rigidité de B impose que le point repéré par U soit ﬁxe par rapport à FB , ce qui se traduit par
˚u[B] = 0. On obtient alors la relation (3.4).
Grâce à ce résultat, on obtient l’expression du moment angulaire de B faisant intervenir le dyadic du moment
d’inertie d’ordre deux, noté JB/OB . Cet objet mathématique peut être vu comme la traduction vectorielle de
la matrice d’inertie plus communément utilisée. Pour plus d’informations sur ce sujet, on pourra consulter
l’annexe F.
Lemme 22. L’expression vectorielle du moment angulaire de B par rapport à OB est la suivante :
hB/OB =
JB/OB · ωB/I avec JB/OB =
∫
B
(
u21− uu
)
dm (3.5)
Démonstration. Par déﬁnition, on a
hB/OB =
∫
B
(
u× ˙U
)
dm
La substitution de ˙U par son expression établie dans (3.4) donne
hB/OB =
∫
B
(
u× (vB/I + ωB/I × u)) dm = ∫
B
udm× vB/I +
∫
B
(
u× ωB/I × u
)
dm
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Le point OB , origine du référentiel FB , est situé au centre de masse de B. Par conséquent, on a
∫
B
udm = 0. Le
développement suivant du terme restant permet de factoriser ωB/I :
hB/OB =
∫
B
(u · u) ωB/I −
(
u · ωB/I
)
udm
=
∫
B
u2ωB/I − u
(
u · ωB/I
)
dm
=
∫
B
(
u21− uu
)
· ωB/Idm
=
∫
B
u21− uudm · ωB/I
Cette dernière relation n’est autre que l’expression recherchée (3.5).
A l’aide de ce résultat, l’application de la relation fondamentale de la dynamique conduit au théorème
suivant.
Théorème 28. L’équation régissant la dynamique d’attitude du satellite privé des roues à réaction est donnée,
sous sa forme vectorielle, par l’équation suivante :
JB/OB · ˚ω[B]B/I + ωB/I ×
(
JB/OB · ωB/I
)
= Text (3.6)
où Text représente le vecteur des forces extérieures s’exerçant sur le satellite. L’expression de cette relation dans
le référentiel FB correspond à la relation suivante :
J
[B]
B/OB
· ω˙[B]B/I +
(
ω
[B]
B/I
)×
· J [B]B/OB · ω
[B]
B/I = T
[B]
ext (3.7)
Démonstration. D’après la relation fondamentale de la dynamique, la dérivée du moment angulaire est égale à
la somme des couples extérieurs :
˙hB/OB =
Text
En séparant cette dérivation temporelle en deux parties, on obtient :
˚h
[B]
B/OB
+ ωB/I × hB/OB = Text
L’utilisation de (3.5) conduit alors à (3.6) en remarquant que JB/OB est constant par rapport à FB .
L’usage des vectrices permet de réécrire cette équation sous la forme suivante(
FTBJ
[B]
B/OB
FB
)
·
(
FTB ω˙
[B]
B/I
)
+
(
FTBω
[B]
B/I
)
×
((
FTBJ
[B]
B/OB
FB
)
·
(
FTBω
[B]
B/I
))
= FTBT
[B]
ext
FTBJ
[B]
B/OB
ω˙
[B]
B/I +
FTB
(
ω
[B]
B/I
)×
J
[B]
B/OB
ω
[B]
B/I =
FTBT
[B]
ext
Par déﬁnition, ceci correspond à l’expression (3.7).
Les équations données par le théorème 28 sont caractéristiques du mouvement non-amorti d’un corps dans
un espace à trois dimensions. Pour intégrer la dynamique des roues à cette description, on considère au préalable
les résultats intermédiaires de la section suivante, établies comme une factorisation des développements à venir.
Dynamique d’un objet dont le centre de masse est ﬁxe par rapport à S
Soit un objet rigide A auquel on associe le référentiel FA de telle sorte que le centre de masse de A est
superposé à OA et que A est ﬁxe par rapport à FA. On suppose également que OA est ﬁxe par rapport au
référentiel FS lié au satellite. Par la suite, on assimilera cet objet A au corps central B puis à chacune des roues
à réaction Wk.
Le lemme suivant donne la quantité de mouvement et le moment cinétique de A en fonction du mouvement
du satellite. Pour ce faire, on considère le point de masse dm appartenant à A et repéré par le vecteur Ua selon
la ﬁgure 3.3.
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A
Figure 3.3 – Représentation de l’objet A appartenant au satellite S
Lemme 23. La quantité de mouvement de A, de masse ma, s’écrit
pA = ma
(
vS/I + ωS/I × OSOA
)
(3.8)
et son moment cinétique par rapport à OA est donné par la relation suivante :
hA/OA =
JA/OA · ωA/I avec JA/OA =
∫
A
(
u2a
1− uaua
)
dm (3.9)
Ces deux grandeurs permettent d’obtenir le moment cinétique de A par rapport à OS :
hA/OS =
OSOA × pA + hA/OA (3.10)
Démonstration. Le vecteur Ua est réécrit comme suit :
Ua = OIOS + OSOA + ua (3.11)
En décomposant ˙OSOA et ˙ua, la dérivée par rapport au temps de cette expression est la suivante :
˙Ua = vS/I +
(
˚OSO
[S]
A + ωS/I × OSOA
)
+
(
˚u[A]a + ωA/I × ua
)
Le vecteur OSOA est ﬁxe par rapport à FS , de même que le point repéré par ua est solidaire du référentiel FA.
La relation précédente se simpliﬁe donc ainsi :
˙Ua = vS/I + ωS/I × OSOA + ωA/I × ua (3.12)
Par déﬁnition, la quantité de mouvement de A est donnée par la relation suivante :
pA =
∫
A
˙Uadm
La substitution de l’expression de ˙Ua dans cette équation permet le développement suivant :
pA =
∫
A
(
vS/I + ωS/I × OSOA + ωA/I × ua
)
dm =
(
vS/I + ωS/I × OSOA
)∫
A
dm+ ωA/I ×
∫
A
uadm
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Le centre de masse de A étant localisé à l’origine du référentiel FA, on a
∫
A
uadm = 0. En nommant ma la
masse de A, on obtient alors (3.8).
En utilisant à nouveau la relation (3.12), le moment cinétique de A par rapport à OA s’exprime de la façon
suivante :
hA/OA =
∫
A
(
ua × ˙Ua
)
dm
=
∫
A
(
ua ×
(
vS/I + ωS/I × OSOA + ωA/I × ua
))
dm
=
∫
A
uadm×
(
vS/I + ωS/I × OSOA
)
+
∫
A
(
ua × ωA/I × ua
)
dm
La quantité
∫
A
uadm étant nulle, on obtient (3.9) via un développement similaire à celui ayant conduit à (3.5).
Enﬁn, le moment angulaire de A par rapport à OS s’écrit
hA/OS =
∫
A
((
OSOA + ua
)
× ˙Ua
)
dm = OSOA ×
∫
A
˙Uadm+
∫
A
(
ua × ˙Ua
)
dm
En reconnaissant la déﬁnition de pA et hA/OA dans cette relation, on obtient directement (3.10).
Dynamique des roues à réaction selon leur axe de rotation
On présente maintenant le référentiel FWk lié à la roue Wk. Son origine est située au centre de masse de
l’actionneur et l’axe de rotation de la roue est dirigé par xWk .
L’application directe du lemme 23 permet alors d’obtenir le moment cinétique de la roue par rapport à OWk :
hWk/OWk =
JWk/OWk · ωWk/I avec
JWk/OWk =
∫
Wk
(
u2kw
1− ukwukw
)
dm (3.13)
où ukw relie OWk au point de masse dm appartenant à Wk.
Le principe de fonctionnement d’une roue à réaction consiste à accélérer ou décélérer sa vitesse de rotation
aﬁn d’agir sur le mouvement du satellite par transfert de moment cinétique. Chacune des roues Wk est donc
équipée d’un moteur permettant de modiﬁer son moment cinétique selon son axe de rotation xWk . La composante
de hWk/OWk selon cet axe présente donc un intérêt particulier. Les expressions de cette grandeur scalaire, notée
hkw, et de sa dérivée temporelle sont données par le lemme suivant.
Lemme 24. L’expression de la grandeur scalaire hkw = hWk/OWk · xWk s’écrit :
hkw = Js
(
ωkw + xWk · ωS/I
)
(3.14)
où ωkw est la vitesse de rotation de la roue selon son axe. La dérivée temporelle de hkw vériﬁe l’équation suivante
h˙kw = Tkw (3.15)
avec Tkw correspondant au couple de commande exercé par le moteur sur la roue Wk.
Démonstration. Le dyadic du moment d’inertie de la roue Wk s’écrit comme suit :
JWk/OWk = JsxWkxWk + JtyWkyWk + JtzWkzWk
où Js et Jt sont deux valeurs scalaires représentant les inerties de la roue selon l’axe de rotation et les axes
transverses, respectivement. En s’appuyant sur la déﬁnition du dyadic unitaire, disponible dans l’annexe F, on
reformule cette expression :
JWk/OWk = JsxWkxWk + Jt
(
1− xWkxWk
)
On décompose également le vecteur de rotation ωWk/I sous la forme :
ωWk/I = ωWk/S + ωS/I = ωkwxWk + ωS/I
Ces deux relations permettent de réécrire hWk/OWk , donnée par (3.13) :
hWk/OWk =
(
JsxWkxWk + Jt
(
1− xWkxWk
))
· (ωkwxWk + ωS/I)
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En remarquant que
(1− xWkxWk) · xWk = 0 (3.16)
on développe cette expression :
hWk/OWk = JsωkwxWk + Jtωkw
(
1− xWkxWk
)
· xWk + JsxWk
(
xWk · ωS/I
)
+ Jt
(
1− xWkxWk
)
· ωS/I
= Js
(
ωkw + xWk · ωS/I
)
xWk + Jt
(
1− xWkxWk
)
· ωS/I
(3.17)
La relation (3.14) se déduit aisément de cette équation en utilisant à nouveau (3.16).
La relation fondamentale de la dynamique permet d’aﬃrmer que la dérivée de hWk/OWk est égale au couple
TWk s’exercant sur les roues :
˙hWk/OWk =
TWk
Après décomposition de la dérivée du moment angulaire, la projection de cette relation sur l’axe xWk donne
˚h
[B]
Wk/OWk
· xWk︸ ︷︷ ︸
a
+
(
ωS/I × hWk/OWk
)
· xWk︸ ︷︷ ︸
b
= TWk · xWk = Tkw (3.18)
En remarquant que ˚x[B]Wk =
0, le premier terme s’écrit
a : ˚h
[B]
Wk/OWk
· xWk =
o︷ ︸︸ ︷
hWk/OWk · xWk
[B]
= h˙kw
On montre maintenant que le second terme est nul. Pour cela, (3.17) est réécrite de façon équivalente sous la
forme
hWk/OWk =
(
Jsωkw + (Js − Jt)
(
xWk · ωB/I
))︸ ︷︷ ︸
c∈R
xWk + JtωS/I
Cela prouve que hWk/OWk possède une composante selon xWk et une autre dans la direction du vecteur ωB/I .
En remplaçant cette expression dans la formulation du terme b, on obtient
b :
(
ωS/I × hWk/OWk
)
· xWk =
(
ωS/I ×
(
cxWk + JtωS/I
)) · xWk
= c
(
ωS/I × xWk
) · xWk + Jt (ωS/I × ωS/I) · xWk
= 0
L’équation (3.18) est donc équivalente à (3.15).
La relation (3.15) montre que la variation du moment cinétique des roues selon leur axe de rotation est
directement égale au couple transmis par le moteur aux roues à réaction. Cette caractéristique facilite l’utilisation
de ces actionneurs. Par la suite, on utilise les relations du lemme 24 pour faire apparaître les couples Tkw dans
les équations de la dynamique de S.
Dynamique du corps central et de trois roues à réaction
Pour obtenir la description du mouvement du satellite complet S, on fait appel à la relation fondamentale
de la dynamique. Cette fois encore, la dérivation de l’expression du moment cinétique de S par rapport à son
centre de masse, c’est-à-dire hS/OS , est un préalable à ce développement. En présence de roues à réaction, cette
grandeur trouve son origine dans le mouvement du corps central B mais également dans celui des trois roues à
réaction {Wk}k=1,2,3. On a en eﬀet
hS/OS =
hB/OS +
3∑
k=1
hWk/OS (3.19)
On réécrit maintenant cette expression en utilisant les résultats des lemmes 23 et 24.
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Lemme 25. Le moment cinétique de S par rapport à son centre de masse s’exprime comme suit :
hS/OS =
JS/OS · ωS/I +
3∑
k=1
hkwxWk (3.20)
avec
JS/OS =
J1 +
J2 (3.21)
J1 =
JB/OB +mb
(
‖ OSOB‖21− OSOB OSOB
)
J2 =
3∑
k=1
{
mw
(
‖ OSOWk‖21− OSOWk OSOWk
)
+ Jt
(
1− xWkxWk
)}
Démonstration. L’application du lemme 23 au corps central B puis aux roues à réactionWk conduit aux résultats
suivants :
hB/OS =
OSOB × pB + hB/OB avec pB = mb
(
vS/I + ωS/I × OSOB
)
(3.22)
hWk/OS =
OSOWk × pWk + hWk/OWk avec pWk = mw
(
vS/I + ωS/I × OSOWk
)
(3.23)
Grâce à ces relations, on réécrit l’expression de hS/OB donnée par (3.19) comme suit :
hS/OB =
OSOB × pB + hB/OB +
3∑
k=1
{
OSOWk × pWk
}
+
3∑
k=1
hWk/OWk (3.24)
En utilisant la formulation de pWk donnée par (3.23), le terme OSOWk × pWk est développé :
OSOWk × pWk = OSOWk ×
(
mw
(
vS/I + ωS/I × OSOWk
))
= mw OSOWk × vS/I +mw OSOWk × ωS/I × OSOWk
= mw OSOWk × vS/I +mw
(
‖ OSOWk‖21− OSOWk OSOWk
)
· ωS/I
(3.25)
En utilisant un raisonnement similaire, (3.22) donne
OSOB × pB = mb OSOB × vS/I +mb
(
‖ OSOB‖21− OSOB OSOB
)
· ωS/I (3.26)
Puis, en reconnaissant l’expression de hkw donnée par (3.14) dans l’équation (3.17), le moment cinétique de
Wk peut être exprimé sous la forme suivante :
hWk/OWk = hkwxWk + Jt
(
1− xWkxWk
)
· ωS/I (3.27)
En remarquant également que ωB/I = ωS/I , puisque ωB/S = 0 est nul, (3.5) devient :
hB/OB =
JB/OB · ωS/I (3.28)
L’utilisation de (3.25), (3.26), (3.27) et (3.28) permet de reformuler (3.24) :
hS/OB =
(
JB/OB +mb
(
‖ OSOB‖21− OSOB OSOB
)
+
3∑
k=1
{
mw
(
‖ OSOWk‖21− OSOWk OSOWk
)
+Jt
(
1− xWkxWk
)})
· ωB/I +
(
mb OSOB +mw
3∑
k=1
OSOWk
)
× vS/I +
3∑
k=1
hkwxWk
(3.29)
Cette équation n’est autre que (3.20) puisqu’on a mb OSOB + mw
∑3
k=1
OSOWk = 0, OS étant le centre de
masse du satellite.
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Le moment d’inertie total exprimé par (3.21) est décomposé en deux termes, J1 et
J2. Le premier est la
contribution du corps central tandis que le second est dû à la présence des roues à réaction. Les termes multipliés
par mb et mw sont dus à la distance séparant le centre de masse du satellite de celui de ses composants : les
roues et le corps central. Les autres éléments du moment d’inertie peuvent être interprété comme la somme de
l’inertie de B et de celle des axes transverses de chacune des roues à réaction, ou encore comme l’inertie du
système complet (B +W1,2,3) privée de l’inertie des roues selon leur axe de rotation.
A partir du lemme précédent, on établit l’équation de la dynamique du système complet en s’appuyant sur
les notations matricielles suivantes :
X
[S]
W =
[
x
[S]
W1
x
[S]
W2
x
[S]
W3
]
, hw =
⎡⎣h1wh2w
h3w
⎤⎦ , Tw =
⎡⎣T1wT2w
T3w
⎤⎦ (3.30)
Théorème 29. L’équation régissant la dynamique d’attitude du satellite avec roues à réaction est donnée sous
sa forme vectorielle par l’équation suivante :
JS/OS · ˚ω[S]S/I + ωS/I ×
(
JS/OS · ωS/I +
3∑
k=1
(hkwxWk)
)
= Text −
3∑
k=1
(TkwxWk) (3.31)
L’expression de cette relation dans le référentiel FS correspond à la relation
J
[S]
S/OS
ω˙
[S]
S/I +
(
ω
[S]
S/I
)× (
J
[S]
S/OS
ω
[S]
S/I +X
[S]
W hw
)
= T
[S]
ext −X [S]W Tw (3.32)
à laquelle s’ajoute les trois relations scalaires (3.15).
Démonstration. A nouveau, l’utilisation de la relation fondamentale de la dynamique et la décomposition de la
dérivée de hS/OB conduit à
˚h
[S]
S/OB
+ ωS/I × hS/OB = Text (3.33)
En utilisant (3.20), on obtient l’expression vectorielle (3.31) en remarquant que JS/OS est constant par rapport à
FS . L’expression de cette relation dans le référentiel FS est ensuite obtenue en suivant une démarche maintenant
classique et en utilisant les notations données par (3.30) .
La comparaison de (3.31) avec sa relation analogue (3.6), pour laquelle les roues n’étaient pas prises en
compte, montre que ces actionneurs donnent naissance aux termes gyroscopiques ωS/I × (hkwxWk) et modiﬁent
le moment cinétique total en prenant en compte le poids des roues et leur inertie selon les axes transverses.
Finalement, on remarquera également que les couples de commande créés par les roues peuvent être considérés
(au signe près) comme des couples extérieurs s’appliquant selon l’axe de rotation des roues à réaction.
Couple créé par les magnéto-coupleurs
La circulation d’un courant dans une bobine génère un moment magnétique, noté M , d’amplitude pro-
portionnelle au courant. Ce moment interagit avec le champ magnétique environnant pour créer un couple
magnétique Tm selon la loi suivante :
Tm = M × B = − B × M (3.34)
Il est possible d’utiliser ce principe pour générer un couple destiné au contrôle d’attitude de satellites en orbite
autour de la Terre, puisque ces derniers sont immergés dans le champ géomagnétique. Dans le cadre de cette
étude, on considère le cas de satellites équipés d’un jeu de trois bobines dont les axes ne sont pas colinéaires
deux à deux, chacunes d’elles contribuant à une partie du moment magnétique total M .
On précise que ce couple est perçu par le satellite comme un couple extérieur. Les équations du théorème 29
sont donc adaptées pour tenir compte de cet actionneur.
Théorème 30. La forme vectorielle de l’équation de la dynamique du satellite équipé de roues à réaction et de
magnéto-coupleurs est la suivante :
JS/OS · ˚ω[S]S/I + ωS/I ×
(
JS/OS · ωS/I +
3∑
k=1
(hkwxWk)
)
= Text −
3∑
k=1
(TkwxWk)− B × M (3.35)
Dans le référentiel FS, cette relation s’exprime comme suit :
J
[S]
S/OS
ω˙
[S]
S/I +
(
ω
[S]
S/I
)× (
J
[S]
S/OS
ω
[S]
S/I +X
[S]
W hw
)
= T
[S]
ext −X [S]W Tw −
(
B[S]
)×
M [S] (3.36)
On ajoute les trois relations scalaires (3.15) qui complètent ces équations.
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3.4.3 Equations décrivant la cinématique du satellite
Comme expliqué précédemment, dans le cadre de cette étude la cinématique a pour objectif de décrire
l’orientation du satellite en intégrant sa vitesse de rotation. Cette description est caractérisée par l’angle que
forment les vecteurs de FS avec ceux de FR. Elle peut donc être paramétrée grâce au quaternion qB/R. On
précise que ce quaternion est déﬁni selon la convention suivante :
qS/R =
[
εS/R
ηS/R
]
avec εS/R ∈ R3 et ηS/R ∈ R (3.37)
Finalement, on rappelle que ω[R]R/I(t), la vitesse de rotation de FR par rapport au référentiel inertiel, est donnée
puisqu’elle dépend de la mission du satellite.
Dans ce contexte, les équations régissant la dérivée qS/R sont données par le théorème suivant.
Théorème 31. L’équation suivante décrit la cinématique du satellite
q˙S/R =
[
ε˙S/R
η˙S/R
]
=
1
2
⎡⎢⎣ −
(
ω
[S]
S/I
)×
+ CS/R
(
ω
[R]
R/I(t)
)×
CTS/R ω
[S]
S/I − CS/Rω[R]R/I(t)
−
(
ω
[S]
S/I
)T
+
(
ω
[R]
R/I(t)
)T
CTS/R 0
⎤⎥⎦ qS/R (3.38)
La matrice de rotation CS/R dépend de qS/R selon la relation suivante, extraite de [Hugues, 1986] :
CS/R
(
qS/R
)
=
(
η2S/R − εTS/RεS/R
)
13 + 2εS/Rε
T
S/R − 2ηS/Rε×S/R (3.39)
Démonstration. D’après [Hugues, 1986], la dérivée du quaternion vériﬁe la relation suivante
q˙S/R =
[
ε˙S/R
η˙S/R
]
=
[
1
2
(
ηS/R13 + ε
×
S/R
)
− 12εTS/R
]
· ω[S]S/R
pouvant être réécrite comme suit grâce aux propriétés des matrices de produits croisés
q˙S/R =
1
2
⎡⎢⎣ −
(
ω
[S]
S/R
)×
ω
[S]
S/R
−
(
ω
[S]
S/R
)T
0
⎤⎥⎦ · qS/R (3.40)
La loi de composition des vitesses permet de décomposer ωS/I sous la forme suivante :
ωS/I = ωS/R + ωR/I
L’expression de cette relation dans le référentiel FS est obtenue grâce au développement suivant :
FS ·
(
FTS · ω[S]S/I
)
= FS ·
(
FTS · ω[S]S/R + FTR · ω[R]R/I(t)
)
conduisant à
ω
[S]
S/I = ω
[S]
S/R + CS/R · ω[R]R/I(t) (3.41)
La substition de ω[S]S/R dans (3.40) par son expression issue de (3.41) donne (3.38).
3.4.4 Modélisation du champ magnétique
L’usage des magnéto-coupleurs nécessite l’expression du champ géomagnétique dans le référentiel lié au
satellite FS . Cette grandeur dépend non seulement de l’orientation du satellite mais aussi de sa localisation
par rapport à la Terre. Aﬁn de mieux appréhender ce couplage entre la dynamique d’attitude et le mouvement
orbital, on a recours au référentiel de référence par le biais de la relation suivante :
B[S] = CS/RB
[R] (3.42)
On rappelle que les axes de FR sont indépendants de l’orientation du satellite et que son origine est confondue
avec le centre de masse du satellite. Par conséquent, B[R] n’est fonction que de la position du satellite sur l’orbite
alors que CS/R dépend uniquement de son attitude. L’expression de cette matrice de rotation étant donnée par
(3.39), on se concentre dans cette sous-section sur l’évaluation de B[R].
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Modèle du champ magnétique terrestre
Il existe des modèles analytiques donnant accès à l’expression du champ magnétique terrestre. Ces derniers
fournissent l’amplitude et la direction du champ magnétique local en tout point du référentiel FE , lié à la Terre,
sous l’hypothèse d’un champ géomagnétique non perturbé et en régime permanent [Makovec, 2001]. Comme
illustré par la ﬁgure 3.8, FE est obtenu à partir du référentiel inertiel par la rotation élémentaire 4 3 d’angle
β⊕ + ω⊕t. La constante ω⊕ désigne la vitesse moyenne de rotation de la Terre sur elle-même tandis que β⊕
correspond à la longitude Est du méridien de Greenwich au temps initial par rapport à FI .
Le modèle standard du champ B est l’IGRF (International Geomagnetic Reference Field) [Wertz, 1978]. Il
fournit l’expression de B dans le référentiel sphérique local, noté FP , dont l’origine est repérée par le vecteur r et
dérivant de FE grâce à la séquence de rotations élémentaires 3-2-1 d’angles λ, θ−π/2 et −π/2, respectivement.
CP/E = C1(−π/2) · C2(θ − π/2) · C3(λ) =
⎡⎣ sin θ cosλ sin θ sinλ cos θcos θ cosλ cos θ sinλ − sin θ
− sinλ cosλ 0
⎤⎦ (3.43)
La ﬁgure 3.4 illustre cette relation. Les variables λ et θ font référence aux coordonnées sphériques du point reperé
par r, c’est-à-dire à la longitude Est par rapport au méridien de Greenwich et à la co-élevation respectivement.
Les relations suivantes permettent d’obtenir ces valeurs à partir des coordonnées cartésiennes de r :
λ = tan−1
(
r
[E]
y
r
[E]
x
)
, θ = cos−1
(
r
[E]
z
r
)
(3.44)
Muni de ces notations, on donne l’expression de B fournie par l’IGRF et extraite de [Wertz, 1978] :
B[P ] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
k∑
n=1
(
R⊕
r
)n+2
(n+ 1)
n∑
m=0
(gn,m cos(mλ) + hn,m sin(mλ))Pn,m (θ)
−
k∑
n=1
(
R⊕
r
)n+2 n∑
m=0
(gn,m cos(mλ) + hn,m sin(mλ))
∂Pn,m (θ)
∂θ
−1
sin θ
k∑
n=1
(
R⊕
r
)n+2 n∑
m=0
m (−gn,m sin(mλ) + hn,m cos(mλ))Pn,m (θ)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.45)
où le rayon équatorial de la Terre est noté R⊕. Les termes gn,m et hn,m correspondent aux coeﬃcients gaussiens,
dont les valeurs numériques sont librement mises à disposition de la communauté scientiﬁque par l’IAGA
(International Association of Geomagnetism and Aeronomy). Les fonctions Pn,m sont les fonctions de Legendre
normalisées au sens de Schmidt. On trouvera dans [Wertz, 1978] des méthodes eﬃcaces de calcul pour traiter
ces fonctions.
La formulation (3.45) retenue pour l’IGRF se base sur une série d’harmoniques sphériques. Cette convention
donne lieu à un modèle mathématique précis ne nécessitant qu’un faible nombre de coeﬃcients gn,m et hn,m.
On précise que ces derniers varient lentement au cours du temps : pour un point ﬁxe par rapport à la Terre, le
champ évolue avec le temps. Des observations ont mis en évidence l’existence d’inversion de polarité du champ
géomagnétique. Toutefois, ces phénomènes ont lieu à des échelles de temps de l’ordre de la centaine de milliers
d’années [Wertz, 1978]. Cette remarque justiﬁe l’hypothèse suivante :
Hypothèse 3. En l’absence de perturbations magnétiques, l’expression du champ magnétique B est constante
dans le référentiel FE.
Dans le cadre de cette hypothèse, les seuls éléments de B[P ] variants dans le temps sont donc les coordonnées
sphériques de r, c’est-à-dire r, λ et θ. Comme le montre la sous-section suivante, leurs expressions sont des
fonctions du mouvement orbital du satellite puisque dans le cas général, le satellite n’est pas ﬁxe par rapport à
la Terre.
Trajectoire orbitale du satellite dans FE
Pour décrire l’orbite de satellites autour de la Terre, on utilise les paramètres orbitaux suivants : la longitude
du noeud ascendant Ω, l’inclinaison i, l’anomalie vraie ν, l’argument du périgée ω, le demi grand axe a et enﬁn
l’excentricité e. La distance r du satellite par rapport au centre de la Terre complète ce jeu de variables. Ces
grandeurs sont représentées graphiquement par la ﬁgure 3.5.
4. L’axe de la rotation élémentaire i correspond au i-ième vecteur du trièdre. Ainsi, le vecteur directeur de la rotation 3 est z.
L’annexe G décrit plus en détails ces rotations.
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Figure 3.4 – Repère sphérique utilisé par le modèle IGRF
Hypothèse 4. Les perturbations orbitales peuvent être négligées.
En l’absence de perturbations orbitales, seules r et ν varient au cours du temps [Schaub and Junkins, 2003].
Le mouvement du satellite sur son orbite suit alors les lois de Kepler liées aux équations décrites par le lemme
suivant.
Lemme 26 ([Vallado and McClain, 2001]). Sous l’hypothèse 4, la dynamique orbitale est décrite par les deux
équations suivantes :
ν˙ =
√
μ
a3
(1 + e cos ν)
2
(1− e2)3/2
(3.46)
r =
a
(
1− e2)
1 + e cos ν
(3.47)
où μ est la constante de gravitation de la Terre.
Soit le référentiel orbital, noté FO, dont l’origine est située au centre de la Terre et tel que xO est toujours
orienté vers le satellite et que zO est colinéaire au vecteur de rotation ωO/I . Par déﬁnition, FO dérive de FI par
la séquence de rotations élémentaires 3-1-3 d’angles Ω, i et ν + ω comme le montre la ﬁgure 3.5.
Le lemme suivant s’appuie sur cette déﬁnition pour obtenir les coordonnées du satellite dans le référentiel
FE .
Lemme 27. Les coordonnées cartésiennes du vecteur r, localisant le satellite, dans le référentiel FE sont les
suivantes :
r[E](t) = r(t)
⎡⎣ cos(β⊕ + ω⊕t− Ω) cos(−ν(t)− ω)− sin(β⊕ + ω⊕t− Ω) sin(−ν(t)− ω) cos i− sin(β⊕ + ω⊕t− Ω) cos(−ν(t)− ω)− cos(β⊕ + ω⊕t− Ω) sin(−ν(t)− ω) cos i
− sin(−ν(t)− ω) sin i
⎤⎦ (3.48)
Démonstration. Les trois équations suivantes sont des conséquences directes de la déﬁnition des référentiels FE
et FO :
r[O] = r
⎡⎣10
0
⎤⎦ , CE/I = C3 (β⊕ + ω⊕t) , CO/I = C3(ν + ω) · C1(i) · C3(Ω) (3.49)
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Figure 3.5 – Lien entre les repères inertiel et orbital
L’utilisation de ces relations permet d’obtenir l’expression de r[E] via le développement suivant
r[E] = CE/Or
[O]
= CE/ICI/Or
[O]
= C3(β⊕ + ω⊕t) (C3(ν + ω)C1(i)C3(Ω))
T
r[O]
= rC3 (β⊕ + ω⊕t− Ω)C1(−i)C3(−ν − ω)
⎡⎣10
0
⎤⎦
(3.50)
conduisant à (3.48).
Remarque. On retrouve ici le cas particulier de l’orbite géostationnaire pour laquelle r[E] est constante. On
vériﬁera aisément que si e = 0, i = 0 et
√
μ
a3 = ω⊕, alors la matrice de rotation CE/O ne dépend pas du temps.
Dans ce cas, l’orbite est circulaire et r = a = 42, 164 km. Ceci correspond à une altitude de 35, 786 km, ce
qui exclut ce cas de ﬁgure du cadre de cette étude consacrée aux missions en orbite basse. Pour cette thèse, le
vecteur r[E] est donc toujours fonction du temps. ◦
Expression du champ magnétique dans le référentiel de référence
Les développements des deux sous-sections précédentes permettent de calculer l’expression du champ B dans
le référentiel FP . Pour en déduire B[R], il suﬃt d’utiliser la matrice de rotation CR/P pouvant être décomposée
sous la forme CR/P = CR/ICI/ECE/P . En faisant appel aux équations (3.43) et (3.49), on obtient aisément
CR/P = CR/I(t)C3(−β⊕ − ω⊕t− λ)C2(π/2− θ)C1(π/2) (3.51)
On précise que la matrice CR/I(t) peut être calculée directement à partir de ω
[R]
R/I(t) en s’appuyant sur les
équations suivantes, semblables à (3.39) et (3.40) :
q˙R/I =
1
2
⎡⎢⎣ −
(
ω
[R]
R/I(t)
)×
ω
[R]
R/I(t)
−
(
ω
[R]
R/I(t)
)T
0
⎤⎥⎦ · qR/I (3.52a)
CR/I
(
qR/I
)
=
(
η2R/I − εTR/IεR/I
)
13 + 2εR/Iε
T
R/I − 2ηR/Iε×R/I (3.52b)
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Etant donnée la complexité des expressions mises en jeu, plutôt que d’obtenir une équation unique donnant
B[R], on résume la démarche conduisant à cette matrice par la procédure suivante :
1. intégrer (3.47) pour obtenir l’expression de ν et en déduire la valeur de r grâce à (3.46) ;
2. calculer les coordonnées cartésiennes puis sphériques de r dans FE en utilisant (3.48) puis (3.44) ;
3. évaluer l’expression du champ magnétique dans le référentiel sphérique via (3.45) ;
4. en déduire B[R] en utilisant la relation entre les matrices de rotation donnée par (3.51).
3.4.5 Représentation sous forme de modèle d’état
Intégration de la dynamique orbitale
Deux termes de (3.36) dépendent à la fois de l’orientation du satellite et de sa position sur son orbite : B[S]
et T [S]ext. Dans le cas du champ magnétique, (3.42) a montré que l’inﬂuence de chacune de ces deux dynamiques
pouvait être séparée grâce au référentiel FR et à la matrice CS/R. Similairement, on réécrit le terme correspondant
aux perturbations extérieures de la façon suivante
T
[S]
ext = CS/RT
[R]
ext
où T [R]ext ne dépend que de la localisation du satellite par rapport à la Terre et CS/R est uniquement fonction de
son attitude. La relation suivante lie T [R]ext à T
[I]
ext dont l’expression est donnée par (3.1), par l’intermédiaire de
CR/I fournie par (3.52).
T
[R]
ext = CR/IT
[I]
ext
Sous l’hypothèse 4, selon laquelle les perturbations orbitales peuvent être négligées, et dans un environnement
non bruité, T [R]ext et B
[R] sont totalement déﬁnis par les paramètres initiaux de l’orbite et ω[R]R/I(t). La résolution
de (3.52) et des équations de la section 3.4.4 conduit alors à l’expression de B[R](t) et T [R]ext(t) le long de l’orbite
du satellite. L’usage de ce précalcul permet de s’aﬀranchir de la dynamique orbitale pour se focaliser sur la
problématique de la commande d’attitude.
Remarque. Cette stratégie suppose une connaissance parfaite de la trajectoire du satellite par rapport à la
Terre. Ce cadre est acquis sous l’hypothèse 4 d’une orbite non perturbée. Dans le cas contraire, cette approche
n’est pas sans fondement dans la mesure où l’orbite du satellite fait également l’objet d’un asservissement, ce
qui la rend relativement prévisible. ◦
Choix des variables d’état et de commande
On fait l’hypothèse suivante.
Hypothèse 5. Le temps de réponse des actionneurs est négligeable.
Selon la technologie utilisée, les roues à réaction sont commandées par des moteurs électriques en réponse
à une tension ou un courant [Wertz, 1978]. Sous l’hypothèse 5, ωkw, la vitesse de rotation de Wk, et Tkw =
h˙kw = Jsω˙ks sont directement et respectivement proportionnels à cette commande et à sa dérivée. C’est la
raison pour laquelle la matrice de couple Tw, regroupant les termes Tkw, est directement considérée comme
l’entrée de commande générée par les roues à réaction. Par ailleurs, comme expliqué précédemment, le moment
magnétique M des magnéto-coupleurs est dû à l’action conjointe de plusieurs bobines traversées par des courants
électriques. L’hypothèse 5 permet de négliger le régime transitoire lié à l’utilisation de ces actionneurs. On peut
alors considérer l’expression de M dans FS comme l’entrée de commande relative à ces instruments. L’action de
ces deux actionneurs inﬂuence donc les équations de la dynamique par le biais du vecteur u déﬁni comme suit :
u =
[
Tw
M [S]
]
∈ R6 (3.53)
Les variables d’état considérées sont données par la liste suivante : ω[S]S/I ∈ R3, q[S]S/R ∈ R4 et hw ∈ R3. Elles
forment le vecteur d’état x :
x =
⎡⎢⎣ω
[S]
S/I
q
[S]
S/R
hw
⎤⎥⎦ ∈ R10 (3.54)
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Modèle d’état quasi-périodique
Le théorème suivant synthétise les résultats de modélisation obtenus jusqu’à présent.
Théorème 32. L’équation d’état du modèle décrivant la dynamique et la cinématique du satellite équipé des
roues à réaction et des magnéto-coupleurs est la suivante :
x˙ =
⎡⎣fω(t, x, u)fq(t, x)
fh(u)
⎤⎦ (3.55a)
avec
fω(t, x, u) =
(
J
[S]
S/OS
)−1(
−
(
ω
[S]
S/I
)× (
J
[S]
S/OS
ω
[S]
S/I +X
[S]
W hw
)
+CS/RT
[R]
ext(t)−X [S]W Tw −
(
CS/RB
[R](t)
)×
M [S]
) (3.55b)
fq(t, x) =
1
2
⎡⎢⎣−
(
ω
[S]
S/I
)×
+ CS/R
(
ω
[R]
R/I(t)
)×
CTS/R ω
[S]
S/I − CS/Rω[R]R/I(t)
−
(
ω
[S]
S/I
)T
+
(
ω
[R]
R/I(t)
)T
CTS/R 0
⎤⎥⎦ qS/R (3.55c)
fh(u) = Tw (3.55d)
On rappelle également (3.39) établissant le lien entre CS/R et qS/R :
CS/R
(
qS/R
)
=
(
η2S/R − εTS/RεS/R
)
13 + 2εS/Rε
T
S/R − 2ηS/Rε×S/R
Les résultats de ce théorème permettent de préciser le schéma de la ﬁgure 3.1 sous la forme proposée par la
ﬁgure 3.6. Cette représentation graphique met en lumière la dépendance que les fonctions fω(t, x, u) et fq(t, x)
entretiennent vis-à-vis du temps par l’intermédiaire des termes T [R]ext(t) = CR/I(t)T
[I]
ext(t), ω
[R]
R/I(t) et B
[R](t).
Par hypothèse, qR/I(t), ω
[R]
R/I(t) et T
[I]
ext(t) sont périodiques à la période orbitale. La relation (3.52b) prouve
que cette propriété se transmet à CR/I(t) et donc à T
[R]
ext(t). De plus, comme expliqué précédemment, l’expression
de B[R](t) est quasi-périodique à la même période. La suite de ce chapitre en fera la démonstration. L’ensemble
du modèle décrit par (3.55) est donc quasi-périodique à la fréquence orbitale.
Pour faire face à la complexité du modèle décrit par le théorème 32, la section suivante en propose une
version approchée.
3.5 Approximation du modèle au voisinage d’une trajectoire prédéﬁ-
nie
Les équations de la dynamique d’attitude de S établies dans la section précédente sont non-linéaires et
variantes dans le temps. Ces aspects complexiﬁent la mise en œuvre d’une stratégie d’analyse (et à plus forte
raison de synthèse) de stabilité et de performance. Pour surmonter ces obstacles, on propose une version appro-
chée du modèle autour d’une trajectoire particulière, identiﬁée par le symbole . La notation ( ) correspond à
l’évaluation du contenu de la parenthèse sur cette trajectoire. On notera que, par nature, cette approche conduit
à un modèle dont la validité n’est que locale.
Dans un premier temps, cette section présente la trajectoire retenue avant d’établir une version linéarisée
des équations du théorème 32 au voisinage de cette trajectoire. L’approximation du calcul du champ sur cette
trajectoire conclut cette section.
Avant toute chose, on procède à une simpliﬁcation des notations puisque, pour la majorité des variables, la
suite des développements ne présente plus de risques de confusion. La tableau suivant fait la correspondance
entre les anciennes notations et leur nouvelle version simpliﬁées :
Anciennes notations qS/R εS/R ηS/R ω
[S]
S/I ω
[S]
S/R ω
[R]
R/I(t) M
[S] J
[S]
S/OS
T
[R]
ext (hs)
Notations simpliﬁées q ε η ω ωS/R ωR/I(t) M J Text h
Pour poursuivre cette simpliﬁcation, on fait l’hypothèse suivante
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S
Tw
M [S]
T
[R]
ext (t) B
[R](t)
ω
[S]
S/I qS/R
CS/R
ω
[R]
R/I
(t)
fq(t, x)
C(q)
fω(t, x, u)
fh(u)
Figure 3.6 – Représentation graphique du modèle non-linéaire décrit par le théorème 32
Hypothèse 6. La matrice X [S]W est égale à l’identité.
Dans ce cas, les relations du théorème 32 s’écrivent alors comme suit :
⎡⎣fω(t, x, u)fq(t, x)
fh(u)
⎤⎦ =
⎡⎢⎢⎢⎣
J−1
(−ω× (Jω + hw) + CS/RText(t)− Tw − (CS/RB[R](t))×M)
1
2
[
−ω× + CS/Rω×R/I(t)CTS/R ω − CS/RωR/I(t)
−ωT + ωTR/I(t)CTS/R 0
]
qS/R
Tw
⎤⎥⎥⎥⎦
3.5.1 Trajectoire de l’approximation
Comme expliqué précédemment, le modèle approché n’est valide que localement. Toute démarche d’analyse
et de synthèse s’appuyant sur le modèle approché ne peut donc être valable que si le modèle complet évolue
au voisinage de la trajectoire . C’est la raison pour laquelle on déﬁnit  par rapport à l’objectif de commande.
Le système d’asservissement conçu à partir du modèle approché devra alors remplir le double rôle consistant à
satisfaire les critères de stabilité et de performance et à maintenir le modèle à proximité de .
On rappelle que l’asservissement de l’attitude du satellite et la régulation de la vitesse des roues constituent
les deux objectifs d’asservissement retenus dans le cadre de cette thèse. Comme expliqué auparavant, le premier
peut être interprété comme la régulation de q autour du quaternion unitaire. On traduit le second comme
la régulation des termes hkw autour d’un moment cinétique nominal hk. Ces spéciﬁcations conduisent à la
déﬁnition suivante de .
Déﬁnition 6. La trajectoire  est caractérisée par les équations suivantes :
 :
⎧⎪⎨⎪⎩
(
ωS/R
)

= 0
(q) = 1
(hs) =
[
h1 h2 h3
]T
= h
(3.56)
On complète cette déﬁnition par la relation
(M) = 0 (3.57)
◦
Remarque. Le terme trajectoire que l’on associe à  peut sembler inapproprié, étant donné que (3.56) et (3.57)
décrivent un point. Il faut pourtant se souvenir que B(t), ωR/I(t) et Text(t) conservent leur dépendance à l’égard
du temps sur . Ceci justiﬁe la terminologie adoptée. ◦
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Grâce à (3.55), (3.41) et (3.39), on obtient les relations suivantes, directement déduites de la déﬁnition de
 : (
CS/R
)

= 13, ω =
(
ωS/R + CS/RωR/I(t)
)

= ωR/I(t), (Ts) = (h˙s) = 0
On obtient alors aisément les expressions de x et u sur cette trajectoire :
x =
⎡⎣ ωq
hw
⎤⎦

=
⎡⎣ωR/I(t)1
h
⎤⎦ , u = [TwM
]

=
[
0
0
]
(3.58)
3.5.2 Linéarisation du modèle d’état
Pour obtenir une approximation du modèle (32) autour de la trajectoire , on procède à sa linéarisation.
A cette ﬁn, on déﬁnit classiquement le résultat de l’opérateur Δ par l’équation suivante, satisfaite pour une
matrice y quelconque.
Δy = y − (y) (3.59)
Théorème 33. Les équations suivantes correspondent à la linéarisation du modèle décrit par le théorème 32
au voisinage de la trajectoire  : ⎡⎣Δω˙Δε˙
Δh˙s
⎤⎦ = A(t)
⎡⎣ ΔωΔε
Δhw
⎤⎦+Bu(t) [ΔTwΔM
]
(3.60)
où
A(t) =
⎡⎣J−1K(t) 2J−1T×ext(t) −J−1ω×R/I(t)1
2 · 13 −ω×R/I(t) 0
0 0 0
⎤⎦ , Bu(t) =
⎡⎣−J−1 −J−1(B[R](t))×0 0
13 0
⎤⎦ (3.61)
avec
K(t) =
(
JωR/I(t) + h
)× − ω×R/I(t)J (3.62)
Démonstration. Voir l’annexe H.
On vériﬁera que l’on retrouve l’expression de modèles existants dans la littérature (voir [Lovera et al., 2002,
Pulecchi et al., 2010, Wiśniewski and Blanke, 1999] traitant du pointage géocentrique et prenant en compte le
couple de gradient de gravité).
On remarquera que η, le dernier élément du quaternion est absent de cette expression. En eﬀet, à proximité de
la trajectoire , ε suﬃt à paramétrer sans ambiguïté l’orientation du satellite. Il n’y a pas de risque de singularités
et le terme η peut être reconstruit en s’appuyant sur la contrainte de norme unitaire des quaternions. C’est la
raison pour laquelle, on ne prend pas en compte la dynamique de Δη, suivant en ce sens l’approche mise en
œuvre dans [Corno and Lovera, 2009] par exemple.
3.5.3 Condition de validité de l’approximation du modèle
On montre dans cette section que la trajectoire  n’est pas admissible 5 en boucle fermée, quelle que soit la
loi de commande choisie. L’origine de ce constat est discutée et des pistes visant à contourner cette diﬃculté
sont proposées. A notre connaissance, cette question n’a pas été traitée dans la littérature.
Au préalable, on déﬁnit deux trajectoires supplémentaires, notées  et , grâce au tableau suivant (le carac-
tère − indique que la grandeur considérée n’est pas contrainte) :
  
ω 0 0 0
q 1 1 1
hw h h −
M 0 − −
5. On qualiﬁe une trajectoire ♦ d’admissible pour le système Σ si les équations décrivant Σ sont vériﬁées sur ♦. Ce concept est
moins fort que l’atteignabilité qui, selon [Bittanti and Colaneri, 2008], requiert non seulement que ♦ soit admissible mais également
qu’il existe une seconde trajectoire admissible partant de l’origine et rejoignant ♦.
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Ces nouvelles trajectoires doivent être vues comme des relaxations de , obtenues en retirant les contraintes sur
M puis sur hw.
Admissibilité de la trajectoire
Présentation de la problématique Quelle que soit la loi de commande considérée, on montre que la
trajectoire  n’est pas admissible pour le système asservi. Plus précisément, dans le cas général, l’équation de
la dynamique (3.55b) n’est pas vériﬁée sur la trajectoire . Pour justiﬁer cette aﬃrmation, cette équation est
réécrite sous la forme suivante, où le terme −Jω˙R/I(t) a été introduit :
J(ω˙ − ω˙R/I(t)) = Ta + CS/R(q)Text(t)− Tw −
(
CS/R(q)B
[R](t)
)×
M (3.63)
avec
Ta(t) = −Jω˙R/I(t)− ω×(Jω + hw) (3.64)
Sur la trajectoire , le coté gauche de l’égalité (3.63) est nul contrairement au coté droit valant (Ta) + Text(t)
où
Ta(t) = −Jω˙R/I(t)− ω×R/I(t)(JωR/I(t) + h) (3.65)
qui n’est pas nul dans le cas général.
Remarque. Le couple Ta(t) naît du mouvement de FR par rapport à FI . Si ωR/I(t) = 0, alors Ta(t) est
également nul. Il peut être vu comme un couple extérieur auquel les actionneurs doivent s’opposer pour maintenir
le satellite sur la trajectoire . Typiquement, dans le cas des missions de pointage géocentrique, l’amplitude de
Ta(t) est de l’ordre de 10
−4 pour un petit satellite en orbite basse. ◦
Relaxation de la contrainte sur M Face à ce constat, il semble naturel de chercher à relaxer les contraintes
de la déﬁnition 6 de . Cette trajectoire est caractérisée d’une part par la traduction directe des objectifs de
commande, correspondant à ω = ωR/I(t), q = 1 et h constant, et, d’autre part, par la contrainte M = 0.
Sans remettre en cause les spéciﬁcations, il est donc possible de relaxer la contrainte portant sur M , ce qui
conduit à la trajectoire . Le lemme suivant établit une condition nécessaire et suﬃsante pour que  soit une
trajectoire admissible pour le système asservi.
Lemme 28. Il existe une loi de commande à retour d’état {Tw(x),M(t, x)} assurant que la trajectoire  est un
équilibre stable asymptotiquement et globalement pour le système décrit par (3.55) si et seulement si la relation
suivante est vériﬁée :
(B[R])T (t)(Ta(t) + Text(t)) = 0 (3.66)
L’expression de M sur la trajectoire  est alors donnée par
M(t) = − (B
[R])×(t)
‖B[R](t)‖2 (Ta(t) + Text(t)) (3.67)
L’équation (3.65) fournit le terme Ta(t).
Démonstration. En s’appuyant sur (3.55), on vériﬁe aisément que q˙ = fq(x) = 0 et que (h˙s) = fh(u) = 0 si
et seulement si (Tw) = 0.
On montre maintenant que (3.66) est une condition nécessaire pour que l’équation de la dynamique soit
vériﬁée sur . Sur cette trajectoire, le coté gauche de l’égalité (3.63) est nul tandis que le coté droit correspond
à Ta(t) + Text(t)− (B[R](t))×M. On obtient donc la condition nécessaire suivante :
Ta(t) + Text(t)− (B[R](t))×M = 0 (3.68)
La multiplication à gauche par (B[R](t))T de cette expression conduit à (3.66) puisque vT v× = 0 quel que soit
v ∈ R3.
D’autre part, en utilisant l’identité vvT /‖v‖2 − v×v×/‖v‖2 = 13 valable quel que soit v ∈ R3, il est possible
de réécrire (3.68) sous la forme suivante(
B[R](B[R])T
‖B[R]‖2 −
(B[R])×(B[R])×
‖B[R]‖2
)
(Ta + Text)− (B[R])×M = 0
se réduisant à
− (B
[R])×(B[R])×
‖B[R]‖2 (Ta + Text)− (B
[R])×M = 0
si l’équation (3.66) est satisfaite. L’expression de M donnée par (3.67) se déduit de cette équation.
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L’invariance de hw sur la trajectoire  est à l’origine de ce résultat. En eﬀet, si la vitesse des roues ne varie
pas, ces actionneurs ne sont plus en mesure de délivrer des couples de commande. On a alors (Tw) = 0. Le
satellite ne peut alors se maintenir sur  que si les magnéto-coupleurs génèrent à chaque instant un couple
opposé à Ta(t) et Text(t). Or, ces actionneurs ne peuvent s’acquitter de cette tâche que si la composante de
−Ta(t)− Text(t) selon B[R](t) est nulle. La condition (3.66) est la traduction directe de cette condition. La loi
(3.67) génère un couple correspondant à la projection de −Ta − Text(t) sur le plan orthogonal à B[R](t).
Dans le cas général, la condition (3.66) n’est pas satisfaite. Comme dans le cas de , aucune loi de commande
ne rend donc la trajectoire  admissible par le système asservi. Le relaxation de la contrainte sur M ne permet
donc pas de répondre au problème.
Suggestion pour obtenir une trajectoire admissible
Deux ébauches de solution sont maintenant proposées pour faire face au problème soulevé précédemment.
La première poursuit la démarche de relaxation des contraintes déﬁnissant  tandis que la seconde s’appuie sur
la robustesse de l’asservissement.
Redéﬁnition de la trajectoire de linéarisation Pour faire face à l’impossibilité d’asservir à la fois l’attitude
et le moment cinétique des roues, on choisit de relaxer la contrainte imposant à hw d’être constant. Ceci donne
lieu à la trajectoire notée . Comme dans les méthodes de régulation du moment cinétique des roues, ce choix
est motivé par la taille de la plage de variation admissible de hw. L’objectif de cette approche est de déﬁnir un
proﬁl de hw(t), noté h(t), tel que la trajectoire  puissent être admissible pour le système asservi. Sous cette
contrainte, on cherchera à minimiser la distance entre h(t) et h.
Cette fois encore, on évalue (3.63) sur la trajectoire  :
Ta(t) + Text(t)− (Tw) − (B[R])×(t)M = 0
avec
Ta(t) = −Jω˙R/I(t)− ω×R/I(t)(JωR/I(t) + h(t))
Contrairement aux approches précédentes, le couple (Tw) = h˙(t) n’est pas nul.
En s’appuyant sur ces relations et en déﬁnissant la distance entre h(t) et h grâce à la norme L2, on obtient
le problème d’optimisation suivant.
Problème 6. Trouver la fonction h (t) solution du problème d’optimisation suivant :
h (t) = min
h(t)
∫ +∞
0
(h(τ)− h)2dτ
tel que
∃M(t, h) : h˙(t) = −ω×R/I(t)h(t)− (B[R])×(t)M(t, h) + Tb(t)
où la fonction périodique Tb(t) est déﬁnie par l’équation suivante et est une donnée du problème
Tb(t) = −ω×R/I(t)JωR/I(t)− Jω˙R/I(t) + Text(t)
◦
Sous cette forme, ce problème semble diﬃcile à résoudre et doit probablement être relaxé. Sa résolution
(exacte ou approchée) sera l’objet de travaux futurs.
Rejet de perturbation La démarche proposée maintenant cherche à contourner le problème en se basant
sur des propriétés de robustesse de l’asservissement. Elle repose sur l’idée suivante : dans l’hypothèse où il existe
un couple extérieur additionnel égal à −Ta − Text, l’équation de la dynamique (3.63) est vériﬁée sur  pour
toute loi de commande satisfaisant (Tw) = 0 et M = 0. Il est possible de considérer que ce couple ﬁctif existe
à condition d’admettre également l’existence de son opposé Ta + Text.
Cette approche ne résout pas le problème mais permet de l’envisager dans le cadre plus classique d’un rejet
de perturbations. Toute loi de commande conçue à partir du modèle linéarisé (3.60) est donc valide à condition :
1. de maintenir le système asservi au voisinage de  ;
2. de rejeter une perturbation persistante d’expression Ta + Text.
Remarque. On notera que les couples ﬁctifs à éliminer, à savoir Ta + Text, ne dépendent pas des variables
d’état. Ils ne modiﬁent donc pas l’expression du modèle linéarisé. ◦
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3.5.4 Approximation de B dans le référerentiel de référence
La complexité de la procédure conduisant à l’expression du champ magnétique dans le référentiel de référence
FR risque d’être un frein à l’analyse du modèle ainsi qu’à la compréhension du phénomène physique qu’il repré-
sente. C’est la raison pour laquelle cette sous-section cherche à dériver des expressions de B[R](t) plus simples
mais toujours pertinentes. Pour atteindre cet objectif, deux stratégies sont mises en œuvre. La première peut
être interprétée comme l’identiﬁcation paramétrique d’une fonction prédéﬁnie à partir de résultats de simulation
tandis que la seconde cherche à obtenir une fonction approchée de B[R] de façon entièrement analytique en ne
retenant que le premier harmonique de l’IGRF.
On rappelle que cette étude se situe dans le cadre général où ωR/I(t) est un paramètre du modèle. Pour
cette raison, les approches présentées dans cette section ne peuvent être conduites jusqu’à leur terme. La section
suivante propose toutefois des résultats correspondant à deux choix particuliers du référentiel FR.
Identiﬁcation paramétrique
La procédure présentée dans la section 3.4.4 conduit à l’expression de B[R](t) via l’intégration des équations
de la dynamique orbitale. Si la formulation obtenue est relativement complexe, il est possible d’en obtenir une
approximation en choisissant de façon adéquate les paramètres d’une fonction matricielle B[R]p (t) préalablement
déﬁnie. La qualité de l’approximation dépend alors de l’adéquation entre l’allure de B[R](t) et la classe de
fonctions à laquelle appartient B[R]p (t) mais aussi de la qualité de l’estimation des paramètres de B
[R]
p (t).
D’après la discussion menée en début de ce chapitre, l’évolution temporelle de B[R](t) est quasi-périodique à la
période orbitale. On considère donc naturellement que B[R]p (t) est formée à partir de fonctions trigonométriques
dont les périodiques sont liées aux multiples de la fréquence orbitale :
B[R]p (t) =
⎡⎣B0xB0y
B0z
⎤⎦+ Nh∑
i=1
⎛⎝⎡⎣BsixBsiy
Bsiz
⎤⎦ sin(iω0(t)t) +
⎡⎣BcixBciy
Bciz
⎤⎦ cos(iω0(t)t)
⎞⎠ avec ω0(t) = ν˙(t)t (3.69)
où Nh représente le nombre d’harmoniques. Les paramètres Bsix et B
c
ix de B
[R]
p (t) apparaissent linéairement.
La méthode des moindres carrés conduit donc à la solution optimale minimisant la somme des carrés de la
diﬀérence entre B[R](t) et B[R]p (t). La mise en œuvre de cette approche en temps continu, bien que théoriquement
envisageable, est relativement fastidieuse puisqu’elle requiert l’expression analytique de l’intégrale du produit
d’éléments de B[R](t) et de B[R]p (t). On lui préférera une approche en temps discret consistant à minimiser
l’écart entre les deux fonctions sur un nombre ﬁni de valeur de t.
Modèle dipolaire du champ magnétique
Comme expliqué précédemment, le modèle IGRF s’écrit sous la forme d’une série ﬁnie d’harmoniques sphé-
riques. Toute troncature de cette série conduit à un modèle approché, plus simple que l’original. En choisissant
de ne retenir que le premier harmonique, c’est-à-dire en choisissant k = 1, (3.45) donne
B[P ] =
(
R⊕
r
)3 ⎡⎣ 2 (g1,0 cos θ + (g1,1 cosλ+ h1,1 sinλ) sin θ)g1,0 sin θ − (g1,1 cosλ+ h1,1 sinλ) cos θ
g1,1 sinλ− h1,1 cosλ
⎤⎦ (3.70)
Il est démontré dans [Wertz, 1978] que cette équation admet une traduction vectorielle.
Lemme 29 ([Wertz, 1978]). Soient les constantes H0 et μm liées aux coeﬃcients du modèle (3.45) par les
relations suivantes :
H0 =
√
(g1,0)
2
+ (g1,1)
2
+ (h1,1)
2
, μm = R
3
⊕H0 (3.71)
On déﬁnit également le vecteur m de norme unitaire et dont les coordonnées sphériques dans FE, notées λm et
θm, sont données par les relations suivantes :
λm = tan
−1
(
h1,1
g1,1
)
, θm = cos
−1
(
g1,0
H0
)
(3.72)
La forme vectorielle suivante est alors équivalente à (3.70), la troncature à l’ordre 1 du modèle (3.45) :
B (r) =
μm
r3
N · m (3.73)
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avec
N [O] =
⎡⎣2 0 00 −1 0
0 0 −1
⎤⎦ (3.74)
Démonstration. D’après [Wertz, 1978], on a
B (r) =
μm
r3
(
3
(
r
r
· m
)
r
r
− m
)
(3.75)
L’utilisation des dyadics permet de réécrire cette relation sous la forme (3.73) avec
N = 3
r
r
r
r
−1
En remarquant que r/r = xO et en écrivant le dyadic unitaire sous le forme
1 = xOxO + yOyO + zOzO, on
obtient :
N = 2xOxO − yOyO − zOzO (3.76)
dont la traduction est donnée par (3.74).
Remarque. On rappelle que λm et θm correspondent à la longitude Est par rapport au méridien de Greenwich
et à la co-élevation du vecteur m selon la convention illustrée par la ﬁgure 3.4. ◦
L’équation (3.73) est caractéristique du champ magnétique généré par un dipôle dont l’axe est orienté par le
vecteur m. En 2010, la valeur de θm était de 170◦ ce qui traduit l’absence d’alignement entre l’axe magnétique
et l’axe de rotation de la Terre et justiﬁe la dénomination « dipôle penché »de ce modèle.
A partir de (3.73) (ou sa version équivalente (3.75)), on fait les observations suivantes :
– si r est orthogonal à m alors B(r) est dirigé par m. Ce cas de ﬁgure est rencontré lorsque le satellite se
trouve sur l’équateur géomagnétique. Le champ B est alors normal au plan équatorial magnétique ;
– si r et m sont colinéaires, alors B(r) est également dirigé par m. Le satellite rencontre cette situation
lorsqu’il se situe sur l’axe Nord-Sud magnétique, où B est alors dirigé par cet axe.
Ces deux observations permettent de mettre en évidence la topologie du champ magnétique dont la ﬁgure 3.7
donne une illustration. Sur ce schéma, l’axe (Nm,Sm) et (Ng,Sg) correspondent aux axes magnétiques et de
rotation de la Terre. Les losanges symbolisent un boussole dont la direction s’oriente de façon à suivre les lignes
de champs.
3.6 Cas d’études
Jusqu’à présent, cette étude s’est positionnée dans le cadre général où la vitesse angulaire de FR par rapport
à FI est un paramètre de modélisation. Comme expliqué dans la sous-section 3.4.1, l’objectif est de factoriser
ainsi les développements correspondant à diﬀérents types de missions.
Pour aller plus loin, il est nécessaire de préciser l’expression de ωR/I(t). Cette section particularise les
résultats obtenus jusque là pour le cas des pointages géocentriques et inertiels, puisqu’il s’agit des deux cas de
ﬁgure les plus courants.
3.6.1 Description et justiﬁcation du choix
Comme expliqué précédemment, la référence d’attitude du satellite est déﬁnie en accord avec le type de la
mission. Typiquement, lorsque la charge utile doit être orientée vers un objet céleste lointain, on choisira le
référentiel inertiel comme référence puisque le mouvement de la cible est très faible dans ce référentiel. Pour se
mettre en conformité avec la déﬁnition de FR, on déﬁnit le référentiel inertiel local noté FN , dont les axes sont
alignés avec ceux de FI mais dont l’origine est située au centre de masse du satellite.
En suivant la même logique, si la cible est ﬁxe par rapport à la Terre, on choisira plus volontiers un référentiel
dont les axes sont toujours orientés vers cette planète. Le référentiel orbital local LVLH (Local-Vertical-Local-
Horizontal), noté FL, remplit ce rôle puisque son vecteur zL est toujours dirigé vers le centre de la Terre.
On précise également que OL est confondu avec le centre de masse du satellite. La ﬁgure 3.8 illustre cette
conﬁguration. Par déﬁnition, on a zL = x0 et xL = yO, ce qui conduit à la matrice CL/O constante suivante
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Figure 3.7 – Modèle dipolaire géomagnétique
xI
yI
zI = zE
xL
yL
zL
xS
yS
zS
xE
yE
β⊕ + ω⊕t
Figure 3.8 – Représentation des référentiels inertiels, satellite et orbital local
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CL/O =
⎡⎣ 0 1 00 0 −1
−1 0 0
⎤⎦ (3.77)
Les référentiels FL et FO étant ﬁxes l’un par rapport à l’autre, on a ωL/I = ωO/I . La déﬁnition de FO permet
d’écrire ωL/I = ν˙(t)zO = −ν˙(t)yL dont la traduction dans FL est donnée par
ω
[L]
L/I(t) =
[
0 −ω0(t) 0
]T
avec ω0(t) = ν˙(t)t
La suite de cette section considère alternativement les cas suivants :
– pointage inertiel : FR = FN ;
– pointage géocentrique : FR = FL.
On vériﬁe maintenant que dans chacun des cas, l’hypothèse 2 est vériﬁée. On rappelle que cette dernière
suppose que ω[R]R/I(t) et qR/I(t) sont périodiques à la période orbitale T0. Dans le cas du pointage inertiel, la
réponse est évidemment aﬃrmative. Concernant le pointage géocentrique, le satellite évoluant sur une orbite
périodique, à chacun circonvolution il retrouve les mêmes conditions orbitales. Par conséquent, les conditions
d’orbite ω0(t) (et donc ω
[L]
L/I(t)) et qR/I(t) sont périodiques à la période orbitale.
3.6.2 Particularisation des équations du modèle d’état
Les équations décrivant le modèle d’état peuvent être particularisées selon le pointage considéré. On fait ici
l’inventaire de ces spéciﬁcités :
– Dans le cas du pointage inertiel, l’équation de la cinématique donnée par (3.55) se simpliﬁe :
FR = FN : fq(t, x, u) =
1
2
[−ω× ω
−ωT 0
]
q
– Sur la trajectoire , contrairement au cas du pointage inertiel où le satellite est immobile par rapport à
FI , en pointage géocentrique, le satellite tourne sur lui-même à la vitesse orbitale pour pouvoir préserver
l’orientation de ses axes vers la Terre. Il est donc immobile par rapport à FL mais en mouvement par
rapport au référentiel inertiel ;
– on note As(t) les 6 premières lignes de la matrice du modèle d’état linéaire Ac(t). Le théorème 33 donne
la forme générale de cette matrice :
As(t) =
[
J−1K 2J−1T×ext(t) −J−1ω×R/I
1
2 · 13 −ω×R/I 0
]
On particularise maintenant cette expression dans chacun des cas retenus, en considérant que la matrice
d’inertie est diagonale (J = diag{Jx, Jy, Jz}) :
– FR = FN :
As(t) =
⎡⎢⎢⎢⎢⎢⎢⎣
0 −h3/Jx h2/Jx 0 −2Tz(t)/Jx 2Ty(t)/Jx 0 0 0
h3/Jy 0 −h1/Jy 2Tz(t)/Jy 0 −2Tx(t)/Jy 0 0 0
−h2/Jz h1/Jz 0 −2Ty(t)/Jz 2Tx(t)/Jz 0 0 0 0
1/2 0 0 0 0 0 0 0 0
0 1/2 0 0 0 0 0 0 0
0 0 1/2 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
– FR = FL :
A
s
(t) =
⎡
⎢⎢⎢⎢⎢⎣
0 −h3/Jx −σxω0(t) + h2/Jx 0 −2Tz(t)/Jx 2Ty(t)/Jx 0 0 ω0(t)/Jx
h3/Jy 0 −h1/Jy 2Tz(t)/Jy 0 −2Tx(t)/Jy 0 0 0
−σzω0(t)− h2/Jz h1/Jz 0 −2Ty(t)/Jz 2Tx(t)/Jz 0 −ω0(t)/Jz 0 0
1/2 0 0 0 0 ω0(t) 0 0 0
0 1/2 0 0 0 0 0 0 0
0 0 1/2 −ω0(t) 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎦
avec
σx =
Jy − Jz
Jx
, σz =
Jx − Jy
Jz
, Text(t) =
⎡⎣Tx(t)Ty(t)
Tz(t)
⎤⎦
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Figure 3.9 – Localisation du référentiel magnétique FM par rapport au référentiel terrestre FE
3.6.3 Approximation du champ magnétique
Equation analytique utilisant le modèle dipolaire
Cette sous-section s’intéresse au modèle dipolaire du champ géomagnétique proposé par le lemme 29. Elle
dérive analytiquement l’expression de ses composantes dans FN puis dans FR. Au préalable, le référentiel
magnétique FM est présenté et la trajectoire du satellite dans ce référentiel est calculée. L’objectif est de
simpliﬁer la formulation des résultats recherchés.
Référentiel magnétique Soit αm et γm déﬁnis par
αm = λm − π/2, γm = π − θm (3.78)
On nomme FM , le référentiel magnétique dérivant de FE par la séquence de rotations 3-1 d’angles αm et γm
conformément à la ﬁgure 3.9. Par déﬁnition, on a donc :
CM/E = C1(γm)C3(αm) (3.79)
Lemme 30. Le moment m du modèle magnétique dipolaire peut être caractérisé par rapport au référentiel
magnétique FM grâce à la relation suivante :
m = −zM (3.80)
Démonstration. Le vecteur m est repéré dans FE par ses coordonnées sphériques {1, θm, λm}. On a donc m = xP ,
ce qui permet d’obtenir les coordonnées cartésiennes de ce vecteur :
m[E] = CE/Px
[P ]
P =
(
C1(−π/2)C2(θm − π/2)C3(λm)
)T ⎡⎣10
0
⎤⎦ =
⎡⎣cosλm cos(θm − π/2)sinλm cos(θm − π/2)
− sin(θm − π/2)
⎤⎦
On remarque que cette expression peut-être réécrite sous la forme suivante⎡⎣− sin(θm) sin(λm − π/2)cos(λm − π/2) sin(θm)
cos(θm)
⎤⎦ = (C1(π − θm)C3(λm − π/2))T
⎡⎣ 00
−1
⎤⎦
La matrice
(
C1(π− θm)C3(λm − π/2)
)T
correspond à CTM/E = CE/M . Ceci permet d’écrire la relation suivante
m[E] = CE/M (−z[M ]M )
équivalente à (3.80).
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Figure 3.10 – Représentation du plan orbital par rapport au référentiel magnétique FM
Paramètres orbitaux par rapport à l’équateur magnétique Pour simpliﬁer les expressions à venir, on
introduit de nouvelles variables permettant de localiser le plan d’orbite directement par rapport à l’équateur
géomagnétique, sans l’intermédiaire de l’équateur géographique. Dans cet objectif, on nomme Ωm et im les
valeurs instantanées de l’ascension droite et de l’inclinaison du plan orbital par rapport à l’équateur géoma-
gnétique. On complète cette déﬁnition par la constante ηm correspondant à l’angle entre le nœud ascendant de
l’orbite par rapport à l’équateur géographique et son homologue par rapport à l’équateur géomagnétique. La
ﬁgure 3.10 donne une représentation graphique de ces déﬁnitions.
En prévision des développements à venir, on identiﬁe chacun des éléments de CO/M via l’équation suivante
CO/M =
⎡⎣a11 a12 a13a21 a22 a23
a31 a32 a33
⎤⎦ (3.81)
Lemme 31 ([McElvain, 1964]). Les relations suivantes lient les variables im et λm aux paramètres orbitaux
précédemment considérés : ⎧⎨⎩
im(t) = cos
−1 (a33)
ηm(t) = sin
−1
(
− (a13)ν=−ω
sin im
)
(3.82)
avec {
(a13)ν=−ω = − sin (Ω− δ(t)) sin γm
a33 = sin i cos (Ω− δ(t)) sin γm + cos i cos γm (3.83)
et
δ(t) = β⊕ + ω⊕t+ αm (3.84)
Démonstration. La matrice de rotation CO/M joue le rôle d’intermédiaire entre les paramètres orbitaux consi-
dérés jusqu’à présent et les nouvelles variables Ωm, im et ηm. En eﬀet, les deux décompositions suivantes sont
possibles :
CO/M = C3(ν + ω − ηm)C1(im)C3(Ωm) (3.85)
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et
CO/M = CO/ICI/ECE/M
=
(
C3(ν + ω)C1(i)C3(Ω)
)(
C3 (β⊕ + ω⊕t)
)T (
C1(γm)C3(αm)
)T
= C3(ν + ω)C1(i)C3(Ω− δ(t))C1(−γm)
(3.86)
avec δ(t) donné par (3.84). En s’appuyant sur (3.85) la dernière colonne de CO/M s’écrit⎡⎣a13a23
a33
⎤⎦ =
⎡⎣sin(ν + ω − ηm) sin imcos(ν + ω − ηm) sin im
cos im
⎤⎦ (3.87)
tandis que l’utilisation de (3.86) conduit à⎡⎣a13a23
a33
⎤⎦ =
⎡⎣− (cos(ν + ω) sin(Ω− δ(t)) + sin(ν + ω) cos i cos(Ω− δ(t))) sin γm + sin(ν + ω) sin i cos γm(sin(ν + ω) sin(Ω− δ(t))− cos(ν + ω) cos i cos(Ω− δ(t))) sin γm + cos(ν + ω) sin i cos γm
sin i cos(Ω− δ(t)) sin γm + cos i cos γm
⎤⎦ (3.88)
En identiﬁant (3.88) avec (3.87), on obtient (3.82) et (3.83).
Expression analytique de B Le lemme suivant fait usage de ces notations pour obtenir l’expression de B
dans le référentiel FN .
Théorème 34. L’expression du champ magnétique donnée par le modèle dipolaire dans le référentiel inertiel
est la suivante :
B[N ](t) = − μm
r3(t)
⎛⎝3 sin(ν(t) + ω − ηm(t)) sin im(t)
⎡⎣cosΩ cos(ν(t) + ω)− sinΩ cos i sin(ν(t) + ω)sinΩ cos(ν(t) + ω) + cosΩ cos i sin(ν(t) + ω)
sin i sin(ν(t) + ω)
⎤⎦
+
⎡⎣− sin δ(t) sin γmcos δ(t) sin γm
− cos γm
⎤⎦⎞⎠ (3.89)
où les expressions de im(t) et ηm(t) sont données par le lemme 31 tandis que r(t) et ν(t) sont les solutions
des équations de la dynamique orbitale établies par le lemme 26. On rappelle également que δ(t) est fournie par
(3.84).
Démonstration. Exprimée dans FI , la forme vectorielle développée de (3.73), donnée par (3.75), s’écrit ainsi :
B[N ] =
μm
r3
⎛⎝3(r
r
· m
)
CN/O
⎡⎣10
0
⎤⎦− CN/M
⎡⎣ 00
−1
⎤⎦⎞⎠
Les axes de FN et FI étant confondus, on a CN/O = CI/O et CN/M = CI/M . De plus, on a
r
r
· m = 1
r
(r[O])T FO F
T
Mm
[M ] =
[
1 0 0
]
CO/M
⎡⎣ 00
−1
⎤⎦ = −a13 (3.90)
En utilisant la déﬁnition de FO et FM , ainsi que l’expression de a13 donnée par (3.87), on obtient (3.89).
Un raisonnement similaire permet d’établir l’expression de B dans le cas du pointage géocentrique.
Théorème 35 ([McElvain, 1964]). Dans le référentiel orbital local, les composantes du champ magnétique
données par le modèle dipolaire s’écrivent comme suit :
B[L](t) =
μm
r3(t)
⎡⎣ cos(ν(t) + ω − ηm(t)) sin im(t)− cos im(t)
2 sin(ν(t) + ω − ηm(t)) sin im(t)
⎤⎦ (3.91)
Le lemme 31 donne les expressions de im(t) et ηm(t) alors que ν(t) et r(t) sont fournies pas le lemme 26. On
rappelle que ω est constant.
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Démonstration. L’expression de (3.73) dans FL est :
B[L] =
μm
r3
CL/ON
[O]CO/M
⎡⎣ 00
−1
⎤⎦
Grâce aux expressions de (3.81) et (3.77), on obtient la forme suivante dépendant des éléments de CO/M selon
(3.81)
B[L] =
μm
r3
⎡⎣ a23−a33
2a13
⎤⎦ (3.92)
La substitution des termes ai3 par leurs expressions données par (3.87), conduit à (3.91).
Périodicité du champ perçu par le satellite On suppose dans un premier temps que les termes ν(t) et r(t)
sont les seuls éléments variant dans le temps de B[N ](t) et B[L](t). On rappelle que ν(t) et r(t) sont périodiques
dans le cas des orbites non perturbées. Dans ce cas, il est clair que B[L](t) est périodique. Concernant le pointage
inertiel, la période de B[N ](t) correspond à T0/2. La réécriture suivante de B[N ](t) justiﬁe cette aﬃrmation :
B[N ](t) =
μm
r3(t)
(sin (2ν(t)− ηm)B1 + cos (2ν(t)− ηm)B2 +B3 +B4) (3.93)
où les matrices Bi ne dépendent ni de ν(t), ni de r(t).
La dépendance temporelle de B[N ](t) et B[L](t) est en réalité plus complexe puisque im(t) et ηm(t) sont
également des fonctions du temps. Toutefois, la dynamique de ces deux derniers termes est liée uniquement à
la rotation de la Terre sur elle-même à la période T⊕. Pour des orbites basses, la période orbitale T0 est plus
faible que T⊕. Par conséquent, ν(t) et r(t) varient plus rapidement que im(t) et ηm(t) et peuvent être perçues
comme constantes à l’échelle de temps associée à B[N ](t) et B[L](t). Cette discussion justiﬁe l’attribution du
qualiﬁcatif « quasi-périodique »à B[N ](t) et B[L](t).
Remarque. L’expression de B[L](t) permet de retrouver aisément les conclusions portant sur la topologie du
champ magnétique. Si im(t) = 0, le plan d’orbite et l’équateur géomagnétique instantané sont confondus. Le
vecteur B(t) est alors normal à ce plan puisqu’il est dirigé selon yL. L’orbite polaire magnétique correspond au
cas où im(t) = π/2. Dans ce cas, la composante de B(t) selon yL est nulle, ce qui traduit l’appartenance du
champ au plan d’orbite. ◦
Simulation dans le cas de l’orbite circulaire
Pour donner des représentations graphiques des derniers résultats, il est nécessaire de déﬁnir l’orbite. On
choisit une orbite circulaire d’inclinaison i = 98.23◦ et d’altitude a = r = 660km. La période orbitale est alors
T0 = 5867 sec. On précise que pour ce type d’orbite ω est indéﬁni et la fréquence orbitale ν˙ = ω0 est constante et
égale à
√
μ/r3, [Schaub and Junkins, 2003]. Les valeurs numériques utilisées pour ces simulations sont fournies
par l’annexe I.
La ﬁgure 3.11 montre B[L](t) et B[N ](t) sur 60 orbites (environ 4 fois 24h), tels que donnés par l’IGRF.
L’axe des abscisses donne la position du satellite sur son orbite en pourcentage, 0% et 50% correspondant au
début et au milieu de l’orbite respectivement. L’absence de superposition de ces courbes conﬁrme que le champ
perçu par le satellite n’est pas exactement périodique. La rotation de la Terre sur elle-même est responsable de
ce phénomène. Toutefois, la tendance de ces tracés est clairement périodique avec une période correspondant
à T0 pour B[L](t) et à T0/2 pour B[N ](t). On constate également que la dispersion de ces courbes n’est pas
constante : à 25% de l’orbite, le champ est quasiment périodique alors que son expression est beaucoup plus
variable à 70%. L’inclinaison choisie étant proche de π/2, on peut également conﬁrmer que dans ce cas B[L]y (t)
est proche de zéro.
La ﬁgure 3.12 est construite de la même façon mais en s’appuyant cette fois sur les modèles analytiques
proposés par les théorèmes 34 et 35 et issus du modèle dipolaire du champ. Issu de la la troncature à l’ordre
1 de l’IGRF, ce modèle est moins riche, d’où la plus grande régularité de ces courbes. Pour les mêmes raisons,
les courbes ne se superposent pas. L’inﬂuence de la rotation de la Terre est ici isolée dans les termes im(t) et
ηm(t). La ﬁgure 3.13 conﬁrme que ces grandeurs évoluent de façon périodique mais à la fréquence de rotation
de la Terre : on observe 4 périodes puisqu’en 60 orbites la Terre a tourné 4 fois sur elle-même.
Finalement, la ﬁgure 3.14 compare les modèles B[N ]p (t) et B
[L]
p (t) (traits continus), donnés par (3.69), avec
l’enveloppe (traits discontinus) des courbes issues de l’IGRF aﬃchées par la ﬁgure 3.11. Dans les deux cas, on
constate que le modèle approché est voisin du centre du tube malgré un nombre d’harmoniques relativement
faible, Nh = 3. Ceci valide l’approche.
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Figure 3.11 – Modèle IGRF : superposition de B(t) sur 60 orbites pour les pointages inertiel et géocentrique
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Figure 3.12 – Modèle dipolaire : superposition de B(t) sur 60 orbites pour les pointages inertiel et géocentrique :
3.6. CAS D’ÉTUDES 123
0 10 20 30 40 50 60
−0.5
0
0.5
1
1.5
2
ra
d
.
Orbites
 
 
im
ηm
Figure 3.13 – Chronogrammes de im(t) et ηm(t) sur 60 orbites
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Figure 3.14 – Modèle identiﬁé (traits continus) : comparaison avec l’enveloppe issue de l’IGRF (traits pointillés)
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3.7 Conclusion
Ce chapitre a permis d’obtenir, dans un cadre générique, les équations non-linéaires décrivant le mouvement
d’attitude d’un satellite muni de roues à réaction et de magnéto-coupleurs. Une partie importante des eﬀorts a
été consacré à la modélisation de l’évolution du champ magnétique terrestre sur la trajectoire du satellite, ainsi
qu’aux diﬀérentes approximations de cette expression. La linéarisation de ce modèle en a donné une version
approché. Ce chapitre a également montré l’impossibilité, dans le cas général, de respecter parfaitement les
objectifs de commande consistant à asservir à la fois l’attitude du satellite et la vitesse des roues à réaction.
Entre autres conséquences, cet obstacle empêche de déﬁnir une trajectoire de linéarisation (a) satisfaisant les
objectifs de commande et (b) sur laquelle le satellite peut être stabilisé. Finalement, la dernière section rappelle
l’expression analytique du champ magnétique sur la trajectoire du satellite dans le cas où seul le premier
harmonique du modèle IGRF est retenu.
En s’appuyant sur ces résultats, le chapitre suivant s’eﬀorce de proposer une loi de commande utilisant
les roues à réaction et les magnéto-coupleurs pour remplir les objectifs de commande dans un environnement
perturbé par un signal périodique.
Contributions principales :
Modélisation générique du problème de contrôle d’attitude avec magnéto-coupleurs et roues à réaction pour
diﬀérents cas de pointage.
Contributions complémentaires :
– redéﬁnition des conditions de validité des modèles linéarisés (section 3.5.3).
Chapitre 4
Contrôle d’attitude robuste et périodique
en utilisant des roues à réaction et des
magnéto-coupleurs
4.1 Introduction
En s’appuyant sur les modèles établis précédemment, ce chapitre a pour vocation de concevoir une loi de
commande satisfaisant les deux objectifs de commande suivants :
1. contrôle d’attitude sur les trois axes, assimilé à l’asservissement de q autour de 1 ;
2. régulation du moment cinétique des roues,
dans un environnement soumis à une perturbation extérieur périodique et grâce aux roues à réaction et aux
magnéto-coupleurs. La qualité de la loi de commande sera évaluée grâce à la stabilité du pointage et l’excursion
en vitesse des roues autour de leur vitesse nominale. Ces critères correspondent à la proximité que q et hw
entretiennent avec leur valeur de consigne 1 et h, respectivement.
L’étude proposée dans ce chapitre se situe dans le cadre du pointage inertiel (ωR/I(t) = 0). Elle se focalise
également sur la périodicité provenant de l’utilisation des magnéto-coupleurs plutôt que sur celle issue des
perturbations. Pour cette première approche, les perturbations ne sont pas prises en compte lors de la synthèse,
bien que les simulations montrent leur inﬂuence sur le modèle en boucle fermée.
La section 2 ouvre ce chapitre par une discussion sur le problème du contrôle d’attitude, dans un cadre
faisant abstraction de la diﬃculté liée à la réalisation physique du couple de commande par les actionneurs.
Puis, les limitations associées aux roues à réaction et aux magnéto-coupleurs sont explicitées aﬁn de justiﬁer
leur utilisation conjointe. Une présentation critique de la façon dont ce problème a été abordé dans la littérature
est menée dans la section 3. A partir des conclusions de cette discussion, le chapitre 4 bâtit une nouveau
schéma de commande permettant une preuve rigoureuse de la stabilité en boucle fermée. La manière d’aborder
le problème est ensuite questionnée, ce qui conduit à deux nouvelles approches présentées dans les sections 5 et
6. La première se base sur le modèle linéaire développé au chapitre 3 tandis que la seconde traite directement
le modèle non-linéaire pour reformuler la problématique dans un cadre linéaire. Des simulations numériques
illustrent ce chapitre en comparant les diﬀérentes approches.
Avant toute chose, le paragraphe suivant présente les notations auxquelles ce chapitre a recours.
Notations Le processus de simpliﬁcation des notations, amorcé par le tableau 3.5 du chapitre précédent, est
poursuivi puisque les risques d’ambiguïtés disparaissent dans le contexte de ce chapitre. Le tableau suivant fait
la correspondance entre les anciennes notations et leur nouvelle version :
Anciennes notations h[I]S/OS B
[I] B[S] CS/R(q)
Notations simpliﬁées h[I]S B◦ B C(q)
Les termes b(t) et b◦(t) sont également introduits. Ils font référence aux versions normalisées de B(t) et B◦(t)
de telle sorte que
b(t) =
B(t)
‖B(t)‖ , b◦(t) =
B◦(t)
‖B◦(t)‖
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On donne ﬁnalement la relation suivante à laquelle ce chapitre a fréquemment recours :
∀v ∈ R3, −v
×v×
‖v‖2 = 13 −
vvT
‖v‖2 (4.1)
Chaque coté de cette égalité correspond à la matrice de projection sur l’espace orthogonal à v.
Par la suite, les adjectifs qualiﬁant la stabilité sont abrégés selon la convention suivante : uniforme (U),
globale (G), locale (L), exponentielle (E) et asymptotique (A). On ajoute le préﬁxe « 0- »lorsque l’on considère
la stabilité du modèle autonome (pour lequel l’entrée est nulle). Par convention, le suﬃxe (S) fait référence au
mot stabilité. Ainsi, le terme 0-UGES désigne la stabilité uniforme, globale et exponentielle du modèle autonome.
4.2 Choix des actionneurs pour la commande d’attitude
4.2.1 Cas d’un couple de commande idéal
Présentation du problème
On suppose dans un premier temps que l’on dispose d’actionneurs capables de créer un couple de commande
arbitraire noté uT sur le satellite. Dans un environnement non perturbé, le théorème 28 indique que l’équation
de la dynamique s’écrit alors
Jω˙ + ω×Jω = uT (4.2a)
Dans le cas du pointage inertiel, la cinématique du satellite est régie par l’équation (3.38) avec ωR/I(t) = 0,
c’est-à-dire
q˙ =
1
2
[ −ω× ω
−ωT 0
]
q (4.2b)
Remarque. Rigoureusement, la matrice d’inertie considérée par (3.7) correspond à J [B]B/OB alors que J est la
notation simpliﬁée de J
[S]
S/OS
. Le premier terme correspond au satellite sans les roues contrairement au second
qui prend en considération la nouvelle répartition de masse du système due à la présence de ces actionneurs.
Toutefois, si les moteurs des roues n’exercent aucun couple alors (4.2a) peut être obtenue en suivant le même
raisonnement que celui ayant conduit à (3.7). ◦
La trajectoire , caractérisée par la déﬁnition 6, constitue l’objectif d’asservissement, c’est-à-dire l’équilibre
à atteindre en boucle fermée. On rappelle que dans le cas du pointage inertiel, (3.58) donne
(ω, q) = (0,1) (4.3)
Problème 7. [Commande idéale] Pour le satellite décrit par (4.2), concevoir une loi de commande uT (t, ω, q)
telle que (ω, q) constitue un point d’équilibre GAS en boucle fermée avec uT = uT . ◦
Dans ce problème et pour la suite de ce chapitre, la notation uT fait donc référence à une solution du
problème 7 alors que uT désigne le couple de commande physique (et idéal) s’exerçant sur le satellite.
Discussion sur l’existence d’une solution globale
Le problème 7 a été très largement traité dans la littérature. On trouvera dans [Chaturvedi et al., 2011] une
présentation très pédagogique de ce problème.
Sous son apparente simplicité, ce problème comporte des aspects délicats qui n’ont été mis en lumière que
tardivement dans [Bhat and Bernstein, 2000]. Ainsi, [Chaturvedi et al., 2011] souligne qu’il est impossible de
résoudre complètement le problème 7 grâce à une loi de commande continue et invariante dans le temps (statique
ou dynamique). En eﬀet, tout système continu et invariant dans le temps ne peut admettre un unique équilibre
dans l’espace de rotations des corps rigides nommé SO(3) [Bhat and Bernstein, 2000]. Par conséquent, le
qualiﬁcatif « global »associé à la stabilité en boucle fermée des solutions proposées dans la littérature [Fjellstad
and Fossen, 1994, Wen and Kreutz-Delgado, 1991, Joshi et al., 1995] est en réalité abusif. Cette diﬃculté
constitue un obstacle topologique inhérent au problème de stabilisation du mouvement rotationnel d’un corps
rigide et est donc indépendant de la paramétrisation de l’attitude retenue.
A cette problématique s’ajoute une diﬃculté supplémentaire liée à la non-unicité du quaternion pour la
représentation de l’attitude. En eﬀet, l’orientation d’un corps peut être indiﬀéremment représentée par ±q.
Cette duplication de l’espace physique d’attitude est propice à l’apparition du phénomène de déroulement [Bhat
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Figure 4.1 – Illustration du phénomène de déroulement
and Bernstein, 2000] (unwinding en anglais). Ce dernier se manifeste lorsque le correcteur génère un premier
équilibre +q0 stable et un second −q0 instable, alors qu’il correspondent physiquement à la même orientation.
La ﬁgure 4.1 en donne une illustration en utilisant la loi de commande du lemme 32 présenté par la suite.
L’état initial correspond à (ω, q) ≈ (0,−1), le caractère répulsif de −1 engendre un mouvement du satellite
vers l’équilibre stable (ω, q) = (0,1). Or, les points de départ et d’arrivée de cette trajectoire correspondent
approximativement à la même orientation physique, représentée ici par les angles de Cardan 1. Bien que l’équi-
libre désiré (ω, q) = (0,1) soit attractif, il n’est pas stable au sens de Lyapunov dans SO(3). Motivé par cette
observation, il est suggéré dans [Chaturvedi et al., 2011] de paramétrer l’attitude grâce aux 9 éléments de la
matrice de rotation C capable de représenter toute orientation de façon unique. En se basant sur cet outil, les
auteurs de cet article proposent une loi de commande continue et invariante dans le temps capable de faire de
 un point d’équilibre presque global 2.
En dehors du cadre des lois de commande continues et invariantes dans le temps, il est toutefois possible de
résoudre complètement le problème 7. Récemment, les travaux publiés dans [Mayhew et al., 2009] ont donné
une solution s’appuyant sur une loi de commande uT hybride.
Dans la suite de ce chapitre, on distingue donc les solutions locales (ou partielles) du problème 7, conduisant
à un équilibre LAS en boucle fermée, des solutions globales (ou complètes) de ce même problème, pour lesquelles
il existe une preuve que le système asservi est GAS.
Abstractions associées à ce problème et objectif de ce chapitre
Cadre de l’étude Le problème 7 se situe dans un cadre idéal dans la mesure où il suppose qu’il est possible
de réaliser physiquement uT . Il fait donc abstraction des limitations des actionneurs. En tenant compte (par-
tiellement) de ces diﬃcultés, ce chapitre constitue un eﬀort pour obtenir une solution plus proche de la réalité
physique du problème. La problématique considérée peut donc être énoncée comme suit.
Problème 8. Concevoir une loi de commande pilotant les actionneurs de manière à assurer que la trajectoire 
soit un équilibre GAS du satellite asservi. ◦
1. Les angles de Cardan correspondent aux angles de la séquence de rotation 3-2-1, caractérisant de façon alternative l’attitude
du satellite [Courtois, 1998].
2. Si l’on nomme respectivement q0 et Q l’équilibre stable et l’ensemble (discret) des équilibres instables en boucle fermée,
l’attribut « presque »provient du fait que (a) il n’existe pas d’ensemble M dense pour lequel toute condition initiale choisie dans
M conduit à des trajectoires convergeant vers Q et que (b) toutes les trajectoires ne convergeant pas vers Q tendent vers q0.
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Ce chapitre s’intéresse à ce dernier problème exclusivement. Il n’a donc pas à vocation de résoudre le pro-
blème 7. Toutefois, il est possible, dans certain cas, de ré-utiliser les solutions du problème 8 pour résoudre le
problème 7. Dans ce cas, les solutions du problème 7 de la littérature sont utilisées directement.
Discussion sur le caractère global ou local des solutions du problème 8 On rappelle que les solutions
uT du problème 7 peuvent être locales ou globales. Dans ce chapitre, on distingue de la même façon les solutions
du problème 8 en fonction du type d’équilibre qu’elles permettent d’atteindre : local ou global.
Cette section propose des solutions globales au problème 8 en s’appuyant sur uT , une solution elle-même
globale du problème 8. La préservation de cette qualité constitue un des résultats majeurs de ce chapitre.
Toutefois, il est possible d’utiliser dans ce même contexte une loi uT uniquement locale. L’asservissement ne
garantit alors que la stabilité locale. Cette démarche a un sens lorsque seule une loi uT locale permet de remplir
certains critères (de performance, de formes, etc). Selon la discussion précédente, imposer à uT d’être continue
et invariante dans le temps conduit à ce type d’approche, puisque uT peut alors uniquement être locale. La
solution suivante, extraite de la littérature correspond à ce cas précis, et sera utilisée pour les simulations de ce
chapitre.
Lemme 32 ([Joshi et al., 1995]). Soit la loi de commande suivante :
uT (ω, q) = −
1
2
(
(13η + ε
×)Gp + I3γ(1− η)
)
ε−Grω (4.4)
où Gp  0, Gr  0 et la valeur propre maximale de la matrice Gp est inférieure ou égale à 2γ. Le modèle décrit
par (4.2) avec uT = uT donnée par (4.4) admet (ω, q) = (0,1) comme point d’équilibre LAS.
La suite de cette section discute des limitations associées aux roues à réaction et aux magnéto-coupleurs,
qui sont les actionneurs retenus pour cette étude.
4.2.2 Utilisation des roues à réaction seules
D’après le théorème 29 et sous l’hypothèse 6, la dynamique du satellite équipé des trois roues à réaction est
gouvernée par les équations suivantes :
Jω˙ + h˙w + ω
×(Jω + hw) = 0 (4.5a)
h˙w = Tw (4.5b)
En identiﬁant (4.5a) avec (4.2a), il est possible de décrire cette dynamique dans le cadre des actionneurs idéaux
en utilisant (4.5b) et (4.2a) avec uT déﬁnie comme suit :
uT = h˙w − ω×hw = −Tw − ω×hw (4.6)
Comme dans le chapitre précédent, on considère le vecteur d’état x dont on rappelle l’expression sur la
trajectoire  :
x =
⎡⎣ ωq
hw
⎤⎦

=
⎡⎣ 01
h
⎤⎦ ∈ R10 (4.7)
où h ∈ R3 correspond à une consigne constante arbitraire du moment angulaire des roues à réaction.
Le problème 7 est modiﬁé conformément à ce contexte.
Problème 9. [Roues à réaction seules] Pour le satellite décrit par (4.2) et (4.5b) avec uT donnée par (4.6),
concevoir une loi de commande Tw(t, x) telle que x soit un point d’équilibre GAS en boucle fermée. ◦
En l’absence de couples extérieurs, le moment cinétique h[I]S du satellite complet S (corps central et roues
à réaction) exprimé dans le référentiel inertiel est invariant (voir (3.33)). En s’appuyant sur ce principe, les
roues à réaction accélèrent et décélèrent leur vitesse de rotation pour mettre en mouvement le satellite via un
transfert de moment cinétique. De cette façon, les actionneurs peuvent modiﬁer l’orientation du satellite à partir
de valeurs initiales de ω et q quelconques.
Pour ce type d’asservissement et en l’absence de couples perturbateurs, la valeur ﬁnale de h[I]S est fonction
exclusivement des conditions initiales puisque les roues à réaction sont inaptes à modiﬁer cette grandeur dont
on rappelle l’expression obtenue à partir de l’équation (3.20) :
h
[I]
S = C
T (q)h
[B]
S = C
T (q)(Jω + hw) (4.8)
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En d’autres termes, l’usage exclusif de ces actionneurs ne permet pas d’asservir à la fois q et hw. En s’appuyant
sur cette constatation, le lemme 33 caractérise la région de l’espace d’état admissible pour rejoindre la trajectoire
 grâce à la matrice de rotation C(q), dont on rappelle l’expression donnée par (3.39) :
C (q) =
(
η2 − εT ε)13 + 2εεT − 2ηε× (4.9)
Lemme 33. La condition suivante est nécessaire pour que le problème 9 admette une solution
h
[I]
S (t0) = h (4.10)
où h
[I]
S est fonction des états selon la relation (4.8). De plus, si (4.10) est satisfaite pour un instant t0, alors
elle est également vériﬁée quel que soit t.
Pour compléter cette discussion, on montre maintenant qu’il est possible de résoudre le problème 9 grâce
aux solutions du problème 7.
Théorème 36. Si la condition (4.10) est vériﬁée, alors toute loi de commande Tw(x) déﬁnie par
Tw(x) = −uT (t, ω, q)− ω×hw (4.11)
où uT est une solution quelconque du problème 7, résout le problème 9.
Démonstration. La substitution de Tw(x), donné par (4.11), dans (4.6) donne uT = uT . On retrouve alors le
cadre du problème 7, pour lequel uT est, par hypothèse, une solution. Les signaux ω et q sont donc bornés et
convergent vers ω et q.
D’après le lemme 33, si la condition (4.10) est vériﬁée, elle est également satisfaite quel que soit t. On a alors
∀t : hw(t) = C(q(t))h − Jω(t)
Lorsque t tend vers l’inﬁni, (ω, q) converge vers (ω, q) = (0,1) et cette relation montre que hw(t) tend vers h
puisque C(q) = 13.
Ces résultats montrent clairement les limites de commandabilité associées à un satellite équipé uniquement
de roues à réaction. La sous-section suivante se penche sur la même problématique en utilisant uniquement les
magnéto-coupleurs.
Remarque. On notera que la stratégie utilisée par le théorème 36 s’apparente à un retour linéarisant (voir
[Wen and Kreutz-Delgado, 1991]) annulant le terme non-linéaire gyroscopique ω×hw. ◦
4.2.3 Problèmes spéciﬁques associés aux actionneurs magnétiques
Diﬃculté d’utilisation des magnéto-coupleurs Comme expliqué dans le chapitre précédent, l’interaction
du moment magnétique M , créé par les magnéto-coupleurs, avec le champ géomagnétique B génère un couple
Tm selon la relation suivante :
Tm = −B×M (4.12)
et conduit à l’équation de la dynamique suivante :
Jω˙ + ω×Jω = Tm
On rappelle que B est fonction de l’orientation du satellite et de sa position sur l’orbite. Cette double
dépendance est mise en lumière grâce à la décomposition B = C(q)B◦ conduisant à
Tm = − (C(q)B◦(t))×M (4.13)
Sous l’hypothèse que la trajectoire orbitale est parfaitement prévisible, le terme B◦(t) est connu et dépend
uniquement du temps. Le problème 7 est adapté en conséquence au cas des magnéto-coupleurs.
Problème 10. [Magnéto-coupleurs seuls] Dans le cas où uT = Tm, avec Tm déﬁni par (4.13), concevoir une loi
de commande à retour d’état M(t, ω, q) conduisant à une solution du problème 7. ◦
La résolution du problème 10 se heurte aux diﬃcultés suivantes, caractéristiques de l’utilisation des magnéto-
coupleurs pour le contrôle d’attitude :
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– couplage dynamique/cinématique : le couple Tm dépend de la matrice de rotation C(q), elle-même
fonction du quaternion q. La dynamique du satellite dépend donc de son orientation. Cette constatation
provient du fait que le satellite perçoit le champ magnétique diﬀéremment selon son attitude ;
– dépendance temporelle quasi-périodique : Tm est fonction du temps par l’intermédiaire du terme
B◦(t). La section précédente a montré que cet élément est quasi-périodique au double de la fréquence
orbitale. Ainsi, pour un moment M invariant et une orientation constante, le couple magnétique varie en
fonction du temps, ou, plus précisément, en fonction de la position du satellite sur l’orbite ;
– couplage entrées/états : l’entrée de commande M est multipliée par C(q), une fonction polynomiale
de degré 2 en les éléments de q d’après (4.9). A nouveau, cette observation trouve son origine dans la
dépendance qu’entretient l’action des magnéto-coupleurs à l’égard de l’attitude du satellite.
Si chacune de ces remarques complique l’obtention d’une solution au problème 10, elles ne posent, a priori,
aucune limitation à sa résolution. Il en va autrement de l’observation suivante qui est un facteur limitant
intrinsèque à l’utilisation des magnéto-coupleurs : à un instant donné, seuls deux axes du satellite sont
commandables par ces actionneurs. En eﬀet, le vecteur Tm est issu du produit vectoriel M × B et est donc
toujours orthogonal à B. On retrouve cette observation en examinant la relation (4.12) pour laquelle la matrice
B× est structurellement singulière puisque les propriétés des matrices de produit croisé indiquent que B×B = 0,
quel que soit B ∈ R3. En d’autres termes, l’image de B× est le plan orthogonal à B. Le couple Tm est donc
contraint dans cet ensemble, quel que soit le moment M des magnéto-coupleurs.
Remarque. On notera que l’utilisation des roues à réaction n’implique aucune de ces diﬃcultés. Elles requièrent
toutefois la prise en compte de leur dynamique, en ajoutant hw aux états du modèle. Au contraire, la dynamique
des magnéto-coupleurs peut être négligée puisque le transitoire électrique de ces actionneurs est très court par
rapport à la dynamique du satellite [Lovera, 2001]. ◦
Commandabilité restreinte La restriction de la commandabilité instantanée à deux axes est la plus contrai-
gnante des diﬃcultés soulevées précédemment. Elle interdit en eﬀet de générer un couple Tm arbitraire, et rend
donc les solutions du problème 7 inutilisable dans ce contexte. Aﬁn de prendre en compte ces contraintes, les
travaux présentés dans la littérature ont fréquemment recours à la précommande suivante (voir par exemple
[Lovera and Astolﬁ, 2004, Sidi, 1997, Hablani, 1997]) :
M =
b×(t)
‖B(t)‖M
 (4.14)
où M est la nouvelle variable de commande. Avec (4.12), cette relation conduit à l’équation suivante :
Tm = −b×(t)b×(t)M
Comme le montre la relation (4.1), la matrice −b×(t)b×(t) projette M sur le plan orthogonal à Tm. La pré-
commande (4.14) permet ainsi :
1. de normaliser les variations d’amplitude de B(t) puisque ‖b(t)‖ = 1, ∀t ;
2. de minimiser l’énergie de commande en annulant la composante de M selon B(t) puisque cette direction
correspond au noyau de B×(t) et sera donc annulée.
Remarque. La mise en oeuvre de la précommande (4.14) requiert la connaissance de l’expression instantanée
du champ magnétique. Ce dernier peut être calculé à bord via un modèle ou mesuré grâce à un magnétomètre. La
première approche est soumise aux incertitudes de modélisation tandis que la seconde utilise un type de capteur
peu précis. Cette diﬃculté d’accéder à la mesure du champ peut être vue comme une diﬃculté supplémentaire
devant être surmontée par la loi de commande utilisant ces actionneurs. ◦
En raison de la singularité de b×(t), il est possible que Tm(t) soit nul alors que ‖M(t)‖ = 0. En revanche,
si M(t) reste constant (et non nul) sur un intervalle de temps suﬃsamment long, la variation temporelle de
b(t) garantit qu’il existe t pour lequel ‖Tm(t)‖ = 0. En d’autres termes, l’image de −b×(t)b×(t) est restreinte
au plan orthogonal à b(t) alors que la valeur moyenne Γ de cette même matrice est non nulle.
Γ(t, b) = −1
t
∫ t
0
b×(τ)b×(τ)dτ (4.15)
En utilisant l’identité −b×(t)b×(t) = (b×(t))T b×(t), le développement suivant montre que Γ est structurel-
lement semi-déﬁnie positive :
vTΓ(b(t))v =
1
t
∫ t
0
vT (b×(τ))T b×(τ)vdτ =
1
t
∫ t
0
wT (τ)w(τ)dτ avec w(τ) = b×(τ)v
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On remarque également que s’il existe un instant 0 < τ < t tel que w(τ) = 0 alors Γ est déﬁnie positive. Les
trajectoires pathologiques sont caractérisées par w(t) = b×(t)v = 0 et correspondent au cas où b(t) est constant
et orthogonal à v, comme indiqué précédemment. L’examen de (4.13) montre que deux cas de ﬁgure peuvent
conduire à l’invariance temporelle de b(t) :
1. l’attitude du satellite est constante et b◦(t) est invariant ;
2. b◦(t) et q(t) varient de telle sorte que b(t) = C(q(t))b◦(t) est constant.
Le premier cas peut être écarté grâce à des considérations portant sur l’orbite du satellite. Le chapitre précédent
a montré en eﬀet que la direction du champ magnétique dans le référentiel lié au satellite n’est constante que
si (a) le plan orbital et l’équateur géomagnétique sont confondus 3 ou (b) le satellite est géostationnaire. L’une
et l’autre de ces situations sont exclues de cette étude considérant des orbites basses et inclinées. Le second cas
est plus insidieux puisqu’il correspond à une situation où le mouvement de l’attitude du satellite correspond
très exactement aux variations du champ magnétique dues au mouvement orbital. On notera cependant que la
probabilité qu’une telle conﬁguration persiste pendant une durée d’une demie orbite est quasi-nulle.
Dans le cadre cette thèse, on fait l’hypothèse suivante.
Hypothèse 7. Le champ B◦(t) dans le repère inertiel est périodique de période T0/2, où T0 fait référence à la
période orbitale, et sa direction est telle que
Γ◦  γ13
avec
Γ◦ = Γ(T0/2, b◦) = − 2
T0
∫ T0/2
0
b×◦ (τ)b
×
◦ (τ)dτ =
2
T0
∫ T0/2
0
(
13 − b◦(τ)bT◦ (τ)
)
dτ (4.16)
Cette hypothèse permet de se focaliser sur les aspects périodiques de la commande d’attitude en excluant
les orbites problématiques et en assimilant les variations de b◦(t) à un signal périodique.
Remarque. Une valeur de γ très proche de zéro (mais positive) valide mathématiquement l’hypothèse 7 mais
reste en pratique aussi problématique le cas où γ = 0. ◦
Contrôle d’attitude par magnéto-coupleurs La discussion précédente montre qu’il est possible de garantir
la commandabilité du satellite par les seuls magnéto-coupleurs sur un horizon temporel suﬃsamment grand. Si
cette observation permet d’envisager le contrôle d’attitude 3-axe dans ce contexte, les performances obtenues
ne peuvent être comparables à celles d’un système de commande utilisant des actionneurs permettant un couple
quelconque. Cette solution est toutefois intéressante dans le cas de faibles exigences de pointage et d’un choix
d’actionneurs restreint (typiquement pour le mode survie [Courtois, 1998]).
Dans ce contexte, [Lovera and Astolﬁ, 2004] propose une solution locale au problème 10.
Théorème 37 ([Lovera and Astolﬁ, 2004]). Soit la loi de commande suivante, paramétrée par δ et conduisant
à M(t, x) via la précommande décrite par (4.14) et
M(x) = −(δ2kpε+ δkvJω) (4.17)
où kp et kv sont deux scalaires positifs satisfaisant la relation donnée par [Lovera and Astolﬁ, 2004, eq. (16)].
Si la condition suivante est vériﬁée
lim
t→+∞
Γ(t, b◦)  0 (4.18)
où Γ est donnée par (4.15), alors il existe δ, tel que pour tout δ satisfaisant 0 < δ < δ, la loi de commande
(4.17) assure que (ω, q) = (0,1) est un point d’équilibre LES pour le système asservi décrit par (4.12) et (4.2)
avec uT = Tm.
On remarquera que l’hypothèse utilisée par ce théorème sur b◦(t) (par l’intermédiaire de Γ) est plus faible que
l’hypothèse 7. Premièrement, b◦(t) ne doit pas nécessairement être périodique et, deuxièmement, la positivité
de Γ n’est requise que de façon asymptotique alors que l’hypothèse 7 exige cette propriété sur une demi-période
orbitale.
3. On précise que cette aﬃrmation se base sur les analyses issues du modèle dipolaire, qui correspond à une version approchée de
l’IGRF. De plus, la rotation de la Terre sur elle-même interdit la superposition exacte du plan orbital et de l’équateur géomagnétique
de façon continue.
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Remarque. Comme le remarque [Lovera and Astolﬁ, 2004], il est intéressant de mettre en relation le problème
de commandabilité dont souﬀrent les magnéto-coupleurs avec le cas des satellites ne disposant que de deux axes
commandables et ﬁxes par rapport au référentiel lié au satellite. Il a en eﬀet été démontré dans [Byrnes and
Isidori, 1991] que ce dernier problème est insoluble par des lois de commande continues à temps invariant
(statique ou dynamique). En revanche, un correcteur à temps-variant peut conduire à la stabilité asymptotique
(et non exponentielle) comme l’a montré [Morin et al., 1995]. Ce résultat ne peut cependant pas être appliqué
au problème 10 puisque la direction dans FS de l’axe non commandable (c’est-à-dire B) varie dans le temps. ◦
Pour ce même problème, certaines solutions proposées dans le littérature se basent sur une version linéaire
approchée des équations du mouvement du satellite. En ce sens, elles diﬀèrent de la démarche mise en oeuvre
dans [Lovera and Astolﬁ, 2004] utilisant directement le modèle non-linéaire. Parmi celles-ci, on peut citer
les travaux pionniers de [Hablani, 1995, Stickler and Alfriend, 1974] s’aﬀranchissant des diﬃcultés liées aux
paramètres variant dans le temps de la dynamique en considérant le modèle moyen. Plus récemment, des outils
de commande robuste et optimale ont été mis en oeuvre sur une approximation périodique et linéaire du modèle
[Lovera, 2001, Psiaki, 2001, Wiśniewski and Stoustrup, 2004, Zanchettin and Lovera, 2011]. Finalement, on
trouvera dans [Corti and Lovera, 2012] le compte-rendu des premières tentatives visant à exploiter la mesure
du champ eﬀectuée à bord en s’appuyant sur les techniques de synthèse à destination des modèles linéaires à
paramètres variants (LPV).
4.2.4 Principe et justiﬁcation de l’approche
Comme il a été dit précédemment, les roues à réaction ne peuvent assumer seules un objectif de commande
portant à la fois sur leur vitesse de rotation et sur l’attitude du satellite : l’action des roues à réaction repose
précisément sur la variation de leur vitesse de rotation. En l’absence de couple extérieur, elles ne peuvent
donc être ralenties ou accélérées sans modiﬁer l’attitude du satellite. Par ailleurs, l’usage exclusif des magnéto-
coupleurs induit des contraintes sévères de commandabilité. La combinaison de ces deux types d’actionneurs
s’impose donc naturellement comme une solution permettant d’asservir l’attitude du satellite (via les roues à
réaction) et de réguler la vitesse de rotation de roues (via les magnéto-coupleurs).
Remarque. L’utilisation conjointe de ces actionneurs peut également être interprétée comme une conﬁguration
visant à surmonter les diﬃcultés de commandabilité associées aux magnéto-coupleurs. Toutefois, les exigences
de performances orientent plutôt une approche dans laquelle les actionneurs principaux sont les roues à réaction
et non les magnéto-coupleurs, ces derniers pâtissant de la diﬃcile estimation de B◦(t). ◦
A nouveau, l’énoncé du problème 7 est adapté à ce contexte pour lequel l’équation de la dynamique devient
Jω˙ + h˙w + ω
×(Jω + hw) = − (C(q)B◦(t))×M
En rassemblant les contributions des deux types d’actionneurs, on reformule cette relation dans le cadre précé-
dent avec :
uT = −Tw − ω×hw − (C(q)B◦(t))×M (4.19)
Problème 11. [Roues à réaction et magnéto-coupleurs] Concevoir une loi de commande à retour d’état
{Tw(x),M(t, x)} assurant que la trajectoire  soit un équilibre GAS pour le système décrit par (4.2), (4.5b),
(4.9) et (4.19). ◦
La complexité de ce problème est essentiellement due aux deux facteurs suivants :
– interactions potentiellement néfastes entre les objectifs de commande : lorsqu’ils sont traités en
même temps, l’asservissement d’attitude et la régulation de la vitesse des roues peuvent être des objectifs
conﬂictuels ;
– diﬃcultés liés à l’usage des magnéto-coupleurs : les discussions précédentes ont montré que l’utili-
sation de ces actionneurs met en jeux des phénomènes complexes, en particulier en raison de limitations
sur la direction du couple de commande.
La section suivante discute du traitement dont a fait l’objet ce problème dans la littérature.
4.3 Position du problème vis-à-vis de la littérature
Le problème 11 est classiquement abordé via une des deux stratégies suivantes :
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– dissymétrie des gains : pour éviter les possibles interactions entre les objectifs d’asservissement, le gain
du signal de commande Tw commandant l’attitude est beaucoup plus important que celui de la loi associée
à M , responsable de la régulation de vitesse des roues ;
– allocation du couple total : le couple de commande total uT est réparti selon les actionneurs en fonction
des limitations propres de chacun d’eux.
La suite de cette section propose un tour d’horizon des résultats de la littérature concernant chacune de ces
approches.
4.3.1 Régulation du moment cinétique des roues
Simpliﬁcation sous l’hypothèse de dissymétrie des gains La discussion précédente suggère une répar-
tition des objectifs de commande en fonction des actionneurs : les roues à réaction asservissent l’attitude tandis
que les magnéto-coupleurs jouent le rôle d’actionneurs secondaires assurant l’amortissement du moment ciné-
tique des roues. En s’inspirant du théorème 36, la loi de commande Tw(x) est choisie conformément à la relation
(4.11). Dans ce contexte, l’équation de la dynamique (4.2a) s’écrit
Jω˙ + ω×Jω = uT (ω, q)− (C(q)B◦(t))×M(t, hw) (4.20)
Cette relation met en évidence la possibilité d’interaction entre les lois de commandes uT et M . Pour s’en
prémunir, l’approche décrite ici considère la commande d’attitude comme prioritaire par rapport à la régulation
de hw. Cette hiérarchie entre les objectifs de commande peut être traduite sous la forme d’une dissymétrie
entre les gains de uT et de M , de telle sorte que ‖uT ‖ est très supérieure à ‖M‖. Sous cette hypothèse, la loi
uT rejette (C(q)B(t))
×
M comme une perturbation extérieure et fait converger (ω, q) vers (ω, q). L’expression
asymptotique des équations (4.11) et (4.20) est alors
(4.11) → Tw(x) = −uT (ω, q), (4.20) → uT (ω, q) = B×◦ (t)M(t, hw)
ou, plus simplement et en utilisant (4.5b),
h˙w = −B×◦ (t)M(t, hw) (4.21)
La tâche secondaire de régulation de hw s’appuie sur cette équation. Cet objectif peut être envisagé sur un
horizon temporel plus grand que celui associé à l’asservissement d’attitude étant donnée l’ampleur de la plage
de variation admissible de hw. Cette liberté s’accorde avec la lente variation de B×◦ (t) et oﬀre ainsi une issue
aux contraintes de commandabilité associées aux magnéto-coupleurs. Cette stratégie permet ainsi de surmonter
les deux obstacles du problème 11 mentionnés précédemment. On détaille par la suite les solutions proposées
pour concevoir M(t, hw) à partir de (4.21).
Remarque. Dans la littérature, la simpliﬁcation de (4.20) à (4.21) est justiﬁée en supposant l’existence d’une
séparation entre les bandes de fréquences de uT et M . L’usage de cette hypothèse semble toutefois inappropriée.
Il repose en eﬀet sur le principe de superposition qui n’est valide que si le modèle est linéaire. Or, seule (4.21),
la version asymptotique de (4.20), est linéaire. Il semble donc que l’argument utilisé pour justiﬁer (4.21) repose
précisément sur la validité de cette même expression. Au contraire, l’hypothèse de dissymétrie des gains suﬃt
pour valider l’expression asymptotique (4.20). La séparation fréquentielle en est alors la conséquence mais non
la cause. La suite de ce chapitre propose de refonder cette stratégie de commande en s’appuyant sur le moment
cinétique total du satellite.
◦
Méthodes de projection On rassemble sous la dénomination «méthodes de projection », tous les correcteurs
utilisant la précommande (4.14) pour obtenir une loi M stabilisant (4.21). Les considérations géométriques à
l’origine de (4.14) justiﬁent ce terme. Dans cette situation, la loi de commande globale est alors⎧⎨⎩
Tw(x) = −uT (ω, q)− ω×hw
M(t, hw) =
b×◦ (t)
‖B◦(t)‖M
(hw)
(4.22)
où uT et M
(hw) stabilisent les dynamiques associées aux équations (4.2) et (4.21) respectivement.
Plusieurs stratégies ont été proposées dans la littérature pour calculer M(hw). Dans [Camillo and Markley,
1980, Sidi, 1997], la loi utilisée se résume à un simple gain kp tel que M(hw) = −kp(hw − h). Comme précisé
dans [Lovera, 2001], le calcul de kp est cependant mal maîtrisé et repose principalement sur une démarche du
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type essai/erreur à partir de résultats de simulations. On trouve dans [Hablani, 1997] une démarche alternative
considérant une matrice diagonale au lieu d’un gain unique. Les éléments de cette matrice sont obtenus par
placement des pôles de l’expression moyenne du modèle sur une orbite.
Bien que classique, cette démarche reste heuristique et il n’existe pas, à notre connaissance, de preuve
formelle que cette stratégie répond au problème 11.
Techniques alternatives Pour commander la dynamique de (4.21), les travaux de [Giulietti et al., 2006]
proposent une méthode semi-analytique conduisant à une solution M(t) optimale, en boucle ouverte, pour
un axe unique. Il s’agit d’une optimalité à l’égard du temps ou de l’énergie pour faire converger hw vers h.
Dans [Lovera, 2001, Chen et al., 1999], la démarche se base sur des méthodes de synthèse LQ. Une équation
de Riccati périodique est obtenue dans [Lovera, 2001]. Des méthodes d’intégration d’équation diﬀérentielles
ordinaires (Runge Kutta) permettent sa résolution numérique et donnent lieu à un correcteur M(t, hw) dont les
coeﬃcients varient dans le temps périodiquement.
4.3.2 Allocation du couple total
La méthode précédente de régulation du moment cinétique des roues s’appuie d’une part, sur une réparti-
tion prédéterminée des tâches d’asservissement entre les actionneurs et d’autre part, sur un découplage de leurs
actions via une dissymétrie entre les gains des lois de commande. Si les principes d’ingénierie qui fondent cette
relaxation sont cohérents avec l’objectif global de l’asservissement, cette approche est intrinsèquement conser-
vative. Il est en eﬀet envisageable de faire participer les magnéto-coupleurs au contrôle d’attitude et d’utiliser
les roues à réaction de manière à éviter l’éloignement de leur moment cinétique de h. Cette remarque fait na-
turellement appel à la stratégie d’allocation de l’eﬀort de commande rencontrée dans le contexte d’actionneurs
redondants [Zaccarian, 2009].
Approche géométrique Le principe général de la stratégie d’allocation consiste à concevoir (a) un correcteur
délivrant l’eﬀort de commande globale puis, (b) une fonction d’allocation assurant la répartition entre les
actionneurs. Les résultats de [Forbes and Damaren, 2010] se conforment à cette démarche et s’appuient sur
la loi uT solution du problème 7 considérant des actionneurs idéaux. Pour tenir compte des limitations des
magnéto-coupleurs, il est suggéré d’assigner à M la composante orthogonale à B(t) de uT et de laisser à la
charge des autres actionneurs la partie colinéaire à B(t). On obtient alors la loi suivante, en tenant compte du
terme gyroscopique ω×hw : ⎧⎨⎩
Tw(x) = −b(t)bT (t) (uT (ω, q) + ω×hw)
M(t, hw) = − b
×(t)
‖B×(t)‖
(
uT (ω, q) + ω
×hw
) (4.23)
En substituant ces expressions dans (4.19) et en faisant appel à l’identité (4.1), il peut être vériﬁé que uT , la
contribution totale des actionneurs, correspond à uT à chaque instant. On retrouve le même type de décom-
position dans [Chen et al., 1999]. On notera cependant que ces études ne tiennent pas compte de la possible
divergence de hw.
Approche par programmation quadratique Pour tenir compte d’objectifs d’allocation plus complexes,
les travaux de [Pulecchi, 2008, Chap.10] proposent d’utiliser une fonction de répartition résolvant un problème
de programmation quadratique à chacun instant d’échantillonnage. La technique utilisée vise à minimiser l’ef-
fort de commande, ainsi que l’écart entre la commande globale et la commande eﬀectivement produite par
les actionneurs, tout en tenant compte des contraintes de saturation des actionneurs. Dans cette étude, les
satellites considérés sont équipés de magnéto-coupleurs et de tuyères. Toutefois, si l’usage de la programmation
quadratique permet de prendre en compte des spéciﬁcations complexes, elle requiert la résolution d’un problème
d’optimisation à bord et en temps réel. Aﬁn de limiter l’eﬀort de calcul, cette thèse se focalise exclusivement
sur les correcteurs existant sous une forme explicite (sans optimisation à bord).
4.4 Formalisation de la méthode de dissymétrie des gains
La discussion entamée dans la section précédente sur la dissymétrie des gains est maintenant poursuivie.
L’objectif est de refonder cette technique pour lui donner un cadre plus formel. A cette ﬁn, cette section propose
une structure de commande basée sur le moment cinétique total. Le découplage physique existant entre cette
grandeur et l’inﬂuence des roues à réaction permet en eﬀet de se prémunir contre les interactions néfastes entre
les objectifs de commande.
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4.4.1 Asservissement d’un intégrateur simple grâce aux magnéto-coupleurs
Avant d’aborder le cœur de cette section, on considère le problème préliminaire suivant dont la suite de ce
chapitre fera usage à plusieurs reprises.
Problème 12. Soit le modèle à temps variant décrit comme suit :
α˙ = −B×◦ (t)M (4.24)
Trouver une loi de commande M(t, α), telle que l’origine α = 0 soit un équilibre UGES du modèle (4.24) en
boucle fermée. ◦
Le problème de régulation du moment cinétique des roues s’inscrit dans le cadre de cette problématique
puisque (4.21) correspond à (4.24) avec α = hw. Plus généralement, ce problème englobe toutes les situations
dans lesquelles les magnéto-coupleurs doivent commander, sur une trajectoire d’attitude ﬁxée, une grandeur
proportionnelle à une vitesse.
Utilisation d’un gain proportionnel constant
En s’inspirant de la démarche entreprise dans [Lovera and Astolﬁ, 2004, Prop.1], le lemme suivant montre
qu’un simple gain −km combiné à la précommande (4.14) résout le problème 12.
Lemme 34. Soit la loi de commande M(α) = −kmα, associée à la précommande (4.14) avec B(t) = B◦(t) :
M(t, α) = −km b
×
◦ (t)
‖B◦(t)‖α avec km ∈ R>0 (4.25)
Si l’hypothèse 7 est satisfaite, alors le correcteur (4.25) est une solution au problème 12 et conduit au modèle
en boucle fermée suivant
α˙ = kmb
×
◦ (t)b
×
◦ (t)α (4.26)
Démonstration. Résultats préliminaires. Soit N = 13 − Γ◦, où Γ◦ est donnée par (4.16) et vériﬁe Γ◦  γ13 par
l’hypothèse 7 et Γ◦  13 par construction. Par conséquent, la matrice N satisfait
0  N  (1− γ)13 (4.27)
On déﬁnit également la matrice symétrique G(t) par l’équation suivante :
G(t) =
∫ t
0
(
b◦(τ)b
T
◦ (τ)−N
)
dτ (4.28)
On vériﬁe queG(kT0/2) = 0 quel que soit k ∈ Z≥0 puisque b◦(t) est périodique et queG(T0/2) =
∫ T0/2
0
(b◦(τ)b
T
◦ (τ)−
13)dτ + T0Γ◦/2 = 0. Il est alors possible de borner G(t) en assurant qu’il existe σ > 0 tel que
−σI ≤ G(t) ≤ σI, ∀t ≥ 0 (4.29)
Pour démontrer cette propriété, on décompose G(t) sous la forme suivante
G(t) = G(nT0/2)︸ ︷︷ ︸
=0
+
∫ t
nT0/2
(
b◦(τ)b
T
◦ (τ)−N
)
dτ
pour laquelle n = max{k ∈ Z≥0 : kT0/2 ≤ t}. En ayant recours à l’inégalité de Jensen [McShane, 1937] et une
inégalité triangulaire, on peut alors aﬃrmer que
|G(t)| ≤
∫ t
nT0/2
(|b◦(τ)bT◦ (τ)|+ |N |) dτ ≤ (1 + |N |)(t− nT0/2) ≤ (1 + |N |)T0/2
puisque, par déﬁnition, on a
|b◦(τ)bT◦ (τ)| = max
v∈R3
‖b◦(τ)bT◦ (τ)v‖/‖v‖ = ‖b◦(τ)‖‖bT◦ (τ)‖‖v‖/‖v‖ = 1
Ceci prouve (4.29).
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Fonction de Lyapunov. Après ces résultats préliminaires, on introduit la fonction de Lyapunov suivante :
V (t, α) = αT
(
λ
2
13 −G(t)
)
α (4.30)
qui, d’après (4.29) et pour une valeur de λ > 0 suﬃsamment grande, vériﬁe la propriété suivante pour deux
scalaires positifs c1 et c2
c1‖α‖2 ≤ V (α, t) ≤ c2‖α‖2, ∀t ≥ 0, ∀α ∈ R3 (4.31)
Décroissance de V . La dérivée de V par rapport au temps le long des trajectoires du système (4.26) correspond
à
V˙ (t, α) = −αTQ(t)α avec Q(t) = (−λ13 + 2G(t)) kmb×◦ (t)b×◦ (t) + b◦(t)bT◦ (t)−N (4.32)
Les vecteurs b1(t) et b2(t), de norme unitaire, sont maintenant introduits. Ils déﬁnissent avec b◦(t) un trièdre
orthonormé de telle sorte que
TT (t)T (t) = 13 avec T (t) =
[
b◦(t) b1(t) b2(t)
]
De cette proposition et de (4.1), on déduit les relations
TT (t)b◦(t)b
T
◦ (t)T (t) =
⎡⎣1 0 00 0 0
0 0 0
⎤⎦
b×◦ (t)b
×
◦ (t)T (t) =
(
b◦(t)b
T
◦ (t)− 1
)
T (t) =
[
0 −b1(t) −b2(t)
]
permettant de simpliﬁer l’expression suivante
W (t, β) = −βTTT (t)Q(t)T (t)β
= −βTTT (t) (−λkmb×◦ (t)b×◦ (t) + 2G(t)kmb×◦ (t)b×◦ (t) + b◦(t)bT◦ (t)−N)T (t)β
= −βT
⎛⎝⎡⎣1 0 00 λkm 0
0 0 λkm
⎤⎦− 2kmG(t) [0 b1(t) b2(t)]− TT (t)N(t)T (t)
⎞⎠β
= −βT
⎛⎝⎡⎣1 0 00 λkm 0
0 0 λkm
⎤⎦− km(
⎡⎣ 00 Ξ(t)
0
⎤⎦+
⎡⎣ 0 0 0
ΞT (t)
⎤⎦)− TT (t)N(t)T (t)
⎞⎠β
avec Ξ(t) = G(t)
[
b1(t) b2(t)
]
. On montre que pour λ > 0 suﬃsamment grand, il existe un scalaire positif c3
tel que W (t, β) ≤ −c3‖β‖2 quels que soient β et t. En eﬀet, grâce à (4.29), on a |Ξ(t)| ≤ σ puisque
|Ξ(t)| = |G(t) [b1(t) b2(t)] | ≤ |G(t)|| [b1(t) b2(t)] | ≤ σ
et (4.27) permet d’aﬃrmer que TT (t)N(t)T (t)  (1− γ)TT (t)T (t) = (1− γ)13. Via le changement de variables
α = T (t)β, la négativité de W (t, β) prouve la décroissance de la fonction de Lyapunov puisque V˙ (t, T (t)β) =
W (t, β) ≤ −c3‖β‖2 = −c3‖α‖2. L’association de ce résultat et de (4.31) prouve la stabilité UGES en s’appuyant
sur [Khalil, 2002, Th. 4.10].
On insiste sur le fait que la loi (4.25) est une solution du problème 12 quel que soit km > 0. Ce résultat
contraste avec la loi proposée dans [Lovera and Astolﬁ, 2004] et rappelée par (4.17), qui n’est valide que pour
δ suﬃsamment petit. Cette diﬀérence tient au fait que le problème de commande d’attitude, traité par [Lovera
and Astolﬁ, 2004], considère implicitement deux intégrateurs au lieu d’un seul comme dans le problème 12.
On remarquera également que le lemme 34 reste valable quel que soit b◦(t) satisfaisant l’hypothèse 7. Cette
caractéristique est un argument en faveur de la robustesse de cette approche. On émet même la conjecture que
ce résultat reste une solution pratique si l’on substitue à l’hypothèse 7 celle (plus faible) donnée par (4.18)
et considérée dans [Lovera and Astolﬁ, 2004], à condition d’éviter les orbites problématiques. L’emploi du
qualiﬁcatif « pratique »se justiﬁe en considérant que le cas pathologique discuté précédemment, où b(t) est
constant alors que b◦(t) varie, n’a pas d’existence physique si l’on considère un interval temporel suﬃsamment
grand.
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Asservissement via un gain matriciel périodique
Le lemme 34 démontre qu’un simple gain scalaire positif km suﬃt à stabiliser le système décrit par (4.24)
avec certaines propriétés de robustesse vis-à-vis du champ magnétique. Cependant, ce résultat ne donne aucune
indication sur la manière de choisir km pour favoriser la performance de l’asservissement, c’est-à-dire la façon
dont le système asservi converge vers l’origine α = 0 en terme de durée du régime transitoire et d’intensité de
l’eﬀort de commande. Intuitivement, on devine que ce choix dépend de l’expression de B◦(t). Or le chapitre
précédent montre qu’il est possible de connaître ce terme avec une certaine précision. On se propose donc
maintenant de concevoir une loi de commande périodique en tirant proﬁt de l’information disponible sur B◦(t).
L’objectif est d’améliorer la performance obtenue avec le gain scalaire constant km.
Construction du modèle de synthèse à temps continu Le modèle (4.24) est linéaire et variant dans
le temps. De plus, il est possible de considérer que cette dépendance temporelle est périodique en assimilant
l’expression de B◦(t) à celle de B
[N ]
P (t) issue de la régression linéaire à partir des données de l’IGRF (voir le
chapitre 3). Les méthodes de synthèse développées dans le chapitre 2 peuvent alors être appliquées au modèle
(4.24). Elles tiennent compte de l’expression du modèle de synthèse et donc, dans le cas présent, de B◦(t).
Le terme utilisé B[N ]P (t) n’est cependant qu’une approximation de l’IGRF, qui n’est lui-même qu’un modèle
et donc une représentation partielle de la réalité. La diﬀérence entre B[N ]P (t) et le champ réellement rencontré
par le satellite se modélise naturellement en additionnant à b◦(t) le terme borné en norme Δb◦(t). Dans ce
contexte, le modèle (4.24) associé à la précommande (4.14) avec B(t) = B◦(t) s’écrit
α˙ = (b◦(t) + Δb◦(t))
×(b◦(t) + Δb◦(t))
×M
Grâce à la linéarité de l’opérateur ( )× et en négligeant le terme du second ordre, on réécrit cette équation sous
la forme suivante : ⎧⎨⎩
α˙ = w1 + b
×
◦ (t)b
×
◦ (t)M

z1 = M

w1 = (b
×
◦ (t)(Δb◦(t))
× + (Δb◦(t))
×b×◦ (t) + (Δb◦(t))
×(Δb◦(t))
×) z1
Remarque. Le terme b◦(t) apparaît dans les expressions de la précommande (4.14) et du modèle (4.24). Ri-
goureusement, l’incertitude associée à b◦(t) n’est pas la même dans les deux situations. Dans le premier cas, elle
reﬂète la connaissance que l’on a du champ à bord du satellite tandis que dans le second, il s’agit de l’incertitude
associée au modèle. Pour simpliﬁer la démarche, on utilise ici le terme Δb◦(t) dans les deux cas. ◦
Finalement, on complète la description du modèle de synthèse en ajoutant une sortie de performance z2 = α.
En ajoutant les pondérations k1 = 10−2 et k2 = 10−3, on obtient un modèle standard décrit par[
α˙
z
]
=
[
0 B Bu(t)
C 0 Du
]⎡⎣ αw
M
⎤⎦ avec w = w1 et z = [z1z2
]
(4.33)
où
B = k113, Bu(t) = b×◦ (t)b
×
◦ (t), C = k2
[
03
13
]
, Du =
[
13
03
]
Le but de l’asservissement est assimilé à la minimisation de la norme H∞ du modèle (4.33) en boucle fermée.
Cette grandeur peut être interprétée 4 comme le rapport maximal entre les normes L2 de la sortie z(t) et de
l’entrée w(t). Physiquement, ceci correspond à minimiser l’inﬂuence qu’exercent les incertitudes aﬀectant le
modèle du champ sur α et M.
Discrétisation et conception du correcteur Les techniques de synthèse développées dans le chapitre 2
s’appliquant aux modèles à temps discret, la discrétisation de (4.33) est une étape préalable à leur utilisation.
L’ajout d’un bloqueur d’ordre 0 de période Ts = T0/(2N) à l’entrée du modèle (4.33) conduit au modèle suivant
à temps-discret : [
αNq+k+1
zNq+k
]
=
[
Ak Bk Buk
Ck Dk Duk
]⎡⎣αNq+k+1wNq+k
MNq+k
⎤⎦ (4.34)
4. Pour une déﬁnition formelle des normes H2 et H∞ d’un modèle périodique à temps continu, on pourra consulter [Colaneri,
2005].
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En considérant que Δu(t) est constant pendant un temps Ts, l’intégration analytique des équations (4.43)
conduit aux relations suivantes :
Ak = 13, Bk = TsB, Buk =
∫ (k+1)Ts
kTs
Bu(τ)dτ
Ck = C, Dk = 0, Duk = D
Par souci de simplicité, on considère ici que B◦(t) (et donc Bu(τ)) est constante pendant une période d’échan-
tillonnage. Cette approximation est justiﬁée si Ts est suﬃsamment petite pour que B◦(t) varie peu au cours de
cet intervalle.
Contrairement au cas LTI, il n’existe pas de résultats similaires à ceux de Nyquist-Shannon pour les modèles
variant dans le temps. Cette lacune complique le choix de la période d’échantillonnage Ts. On précise également
que la valeur de N , liée à Ts, inﬂue directement sur l’eﬀort de calcul mis en jeu par les techniques d’analyse et
de synthèse applicable à (4.34). Le second chapitre a montré que plus N est grand, plus la taille et le nombre de
variables des LMIs de synthèse sont importants. D’autre part, le correcteur synthétisé est également de période
N . Pour faciliter la mise en œuvre de la loi de commande, il est donc conseillé de diminuer la valeur de ce
paramètre. Ces remarques mettent en lumière la diﬃculté du choix de Ts, compromis délicat entre des exigences
contradictoires.
On utilise le théorème 26 du chapitre 2 pour obtenir un correcteur du type MNq+k = KkαNq+k. La loi de
commande s’écrit alors :
M(t, αk) = − b
×
◦ (t)
‖B◦(t)‖Kkαk avec k ∈ N satisfaisant kTs ≤ t < (k + 1)Ts (4.35)
On notera que ce correcteur est sans mémoire. La justiﬁcation de ce choix fait l’objet d’une discussion approfondie
dans la sous-section 4.5.4.
On considère Ts = 48, 9 secondes, ce qui correspond à N = T0/(2Ts) = 60 échantillons par demi-orbite. Le
problème d’optimisation LMI comporte alors 18N +7 = 1087 variables et 9N +6 = 546 lignes. La comparaison
de ces dimensions avec celles des problèmes LMI traités à la ﬁn du chapitre 2 montre que le calcul des matrices
Kk est numériquement diﬃcile puisque les LMIs sont de grandes tailles. Les valeurs numériques de ces matrices
ne sont pas données ici pour des raisons évidentes de concision. En revanche, la ﬁgure 4.2 représente l’évolution
de la norme inﬁnie de Kk au cours d’une période. Elle permet de vériﬁer que les coeﬃcients de Kk dépendent
de k.
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Figure 4.2 – Evolution de la norme de la matrice de gain périodique Kk au cours de la période
Résultats des simulations
On procède maintenant à des simulations du modèle (4.24), asservi par les lois conçues précédemment.
En premier lieu, on considère le correcteur (4.25) correspondant au gain scalaire km = 0, 01 associé à la pré-
commande. La ﬁgure 4.3 fournit la réponse temporelle du système asservi, à la condition initiale
α(0) =
⎡⎣0, 580, 58
0, 58
⎤⎦⇒ ‖α(0)‖ = 1 (4.36)
pour deux expressions diﬀérentes de B◦(t). Les tracés en pointillés ont été obtenus avec l’approximation pé-
riodique du champ B[N ]P (t) tandis que les courbes en traits pleins proviennent de l’utilisation de l’IGRF, dont
4.4. FORMALISATION DE LA MÉTHODE DE DISSYMÉTRIE DES GAINS 139
l’évolution temporelle mais pas exactement périodique. Formellement, le théorème 34 ne permet de conclure
sur la stabilité du modèle que dans le premier cas. Toutefois, cette ﬁgure montre que ce contrôleur présente une
certaine robustesse puisque le modèle conserve sa stabilité avec l’IGRF même si les dépassement de α(t) lors
du régime transitoire sont légèrement plus importants.
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Figure 4.3 – Asservissement de l’intégrateur simple avec km = 0, 01 : robustesse vis-à-vis du champ
La ﬁgure 4.4 met en évidence l’inﬂuence de la valeur de km. Les conditions initiales sont identiques et B◦(t)
est donné directement par l’IGRF. L’analyse de cette ﬁgure conduit aux remarques suivantes :
– les propriétés de robustesse du correcteur vis-à-vis des incertitudes du champ sont toujours valides pour
d’autres valeurs de km puisque les simulations montrent que le modèle converge dans tout les cas malgré
l’utilisation de l’IGRF ;
– la vitesse de convergence de la norme de α(t) n’est une fonction croissante de km que dans les premiers
instants de simulation. Par la suite, km = 0, 001 conduit à une décroissance plus rapide que km = 0, 1. Selon
ce critère, km = 0, 01 est la meilleure des trois valeurs utilisées. Cette observation contraste avec le cas
invariant dans le temps où α˙ = kmα, pour lequel la décroissance de la norme de l’état est α(0) exp(−kmt) ;
– l’eﬀort de commande représenté par la norme de M augmente avec km. La ﬁgure 4.4 représente les
chronogrammes de M(t) et M(t) liés l’un à l’autre par (4.14). On constate que la pré-commande modiﬁe
sensiblement la régularité de la décroissance de M(t) = −kmα. Le choix km = 0, 01 (utilisé pour la
ﬁgure 4.3) semble être un bon compromis entre performance et énergie de commande puisque ‖M(t)‖
varie peu entre km = 0, 01 et km = 0, 001.
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Figure 4.4 – Asservissement de l’intégrateur simple avec km : inﬂuence de la valeur de km
Dans le cas du gain matriciel périodique Kk donné par (4.35), les ﬁgures 4.5 et 4.6 présentent les chrono-
grammes obtenus en réponse à l’état initial non nul (4.36). A nouveau, le champ B◦(t) est donné par B
[N ]
P (t),
utilisé pour la synthèse, puis par l’IGRF. La comparaison des résultats obtenus dans les deux cas montrent
que ce correcteur conserve de bonnes performances en présence d’incertitudes sur le champ (on notera que les
ﬁgures 4.3 et 4.4 n’adoptent pas la même échelle pour l’axe des abscisses que les ﬁgures 4.5 et 4.6).
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Figure 4.5 – Asservissement de l’intégrateur simple avec Kk : robustesse vis-à-vis du champ
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Figure 4.6 – Asservissement de l’intégrateur simple avec Kk : robustesse via-à-vis du champ
Les deux correcteurs sont maintenant comparés dans le même contexte (état initial non nul (4.36) et utilisa-
tion de l’IGRF). La ﬁgure 4.7 donne les chronogrammes de α(t) etM(t) sur une échelle normale et logarithmique.
On fait les commentaires suivants :
– dans les deux cas, la décroissance de ‖α‖ est comparable jusqu’à environ 10% de sa valeur ﬁnale ;
– au delà de cette limite, le gain scalaire ralentit la convergence de ‖α‖ contrairement au correcteur matriciel
périodique ;
– l’eﬀort de commande, correspondant à ‖M(t)‖, induit par km est très supérieur à celui correspondant
à Kk et en particulier dans les premiers instants de la simulation. Le ralentissement de la convergence
observé avec km accentue ce phénomène dans le reste de la simulation. Cette amélioration de l’eﬃcacité
du correcteur par l’utilisation d’un gain périodique a déjà été soulignée dans [Lovera, 2001] dans le cadre
de l’approche par dissymétrie des gains.
En résumé, la périodicité du gain Kk permet une diminution très nette de l’eﬀort de commande et une amélio-
ration sensible de la phase ﬁnale de la convergence de l’état.
4.4.2 Structure de commande en cascade
On revient maintenant au problème du contrôle d’attitude. On rappelle que le couple fourni par les magnéto-
coupleurs est perçu par le satellite comme un couple extérieur. Contrairement aux roues à réaction, ces action-
neurs peuvent donc agir sur le moment cinétique total h[I]S exprimé dans le référentiel inertiel. L’équation
suivante, à l’origine de (3.33), décrit cette relation :
h˙
[I]
S = −B×◦ (t)M [I] (4.37)
Le moment M [I] peut être considéré comme la variable de commande des magnéto-coupleurs puisqu’il est
toujours possible de déduire l’expression de M = C(q)M [I] conduisant à la valeur désirée de M [I]. L’équation
(4.37) est alors indépendante des variables de la dynamique d’attitude (ω, q). De plus, cette relation montre
que l’asservissement de h[I]S par M
[I] s’inscrit dans le cadre du problème 12 pour lequel le lemme 34 fournit une
solution. En s’appuyant sur ce résultat, il est possible d’assurer à h[I]S une convergence exponentielle vers une
valeur arbitraire constante. Cette remarque doit être mise en relation avec le résultat du lemme 33 soulignant
l’impossibilité pour les roues à réaction de faire converger x vers x, si la valeur initiale de h
[I]
S n’est pas égale
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Figure 4.7 – Asservissement de l’intégrateur simple : comparaison entre km = 0, 01 et Kk
à (h[I]S ). En ce sens, l’adjonction des magnéto-coupleurs au système de commande utilisant les roues peut être
vue comme un moyen de s’aﬀranchir de la condition du lemme 33.
Si la dynamique de h[I]S peut être commandée indépendamment de x, la dynamique de l’état est en revanche
inﬂuencée par h[I]S via l’équation suivante obtenue en substituant (4.19) dans (4.2a)
Jω˙ + ω×Jω = −Tw − ω×hw + C(q)h˙[I]S (4.38)
après avoir identiﬁée (4.37) dans (4.19) grâce à l’identité suivante :
(Cv)× = Cv×CT , ∀v ∈ R3 (4.39)
Cette remarque met à jour la structure en cascade représentée par la ﬁgure 4.8. On précise que la dynamique
du sous-système inférieur est contrainte par la relation (4.8).
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Figure 4.8 – Schéma de la stratégie de commande utilisant le moment cinétique total
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Cette représentation montre que h˙[I]S joue le rôle d’une perturbation vis-à-vis de la dynamique d’attitude.
Cependant, dans l’hypothèse où h[I]S est asservi par les magnéto-coupleurs, sa dérivée converge vers 0. Cette
caractéristique permet de certiﬁer la stabilité globale du système et conduit ainsi à une solution au problème 11.
Propriété 1. La fonction uT (t, ω, q) assure que la dynamique de la boucle fermée du système décrit par (4.2)
avec uT = u

T :
– est ISS (Input-to-State Stable), (voir [Khalil, 2002, Def. 4.7]) ;
– localement Lispchitz en (ω, q) ;
– continue par morceaux en t.
Théorème 38. La loi de commande suivante résout le problème 11 si l’hypothèse 7 est satisfaite :
M(t, x) = −km b
×(t)
‖B(t)‖2 (Jω + hw − C(q)h) (4.40a)
Tw(x) = −uT (ω, q)− ω×hw (4.40b)
où km est un scalaire strictement positif quelconque. Le correcteur u

T (ω, q) peut être choisi arbitrairement
parmi l’ensemble des lois satisfaisant la propriété 1.
Démonstration. GAS de l’interconnexion. Pour établir ce résultat, on s’appuie sur [Khalil, 2002, Lem. 4.7]
indiquant que si le sous-système supérieur admet x comme équilibre UGAS et que le sous-système inférieur
vériﬁe la propriété 1, alors x est un équilibre UGAS pour le système complet.
UGAS du sous-système supérieur. En utilisant l’identité (4.39) avec la relation b(t) = C(q)b◦(t) et en
reconnaissant l’expression de h[I]S donnée par (4.8) dans (4.40a), on réécrit tout d’abord (4.40a) comme suit :
M(t, x) = −kmC(q) b
×
◦ (t)
‖B(t)‖
(
h
[I]
S − h
)
Le changement de référentiel M [I] = CT (q)M permet ensuite de substituer cette formulation dans (4.37) pour
obtenir
h˙
[I]
S = kmb
×
◦ (t)b
×
◦ (t)
(
h
[I]
S − h
)
en remarquant que ‖B(t)‖ = ‖B◦(t)‖. Cette relation correspond à (4.26) avec α = h[I]S − h. Le lemme 34
garantit alors que la variable d’état h[I]S du sous-système supérieur admet h comme équilibre UGES (et donc
UGAS), étant donné que km > 0 et que l’hypothèse 7 est vériﬁée.
Ce théorème peut être vu comme la généralisation de l’approche par dissymétrie des gains. En eﬀet, si uT
est très aggressive par rapport à M , alors (ω, q) reste très proche de (ω, q). Dans ce cas, on remarque que (4.40)
correspond à l’équation (4.22). L’hypothèse de dissymétrie des gains est formalisée ici par la propriété ISS du
sous-système inférieur assurant la commande d’attitude.
La stabilité 0-UGAS est une conséquence de la propriété ISS [Khalil, 2002]. Par conséquent, la loi de com-
mande uT , donnée par (4.4), ne peut satisfaire la propriété 38 puisque la stabilité qu’elle induit n’est que locale
(voir la section 4.2.1). Le théorème 38 n’est donc pas applicable pour ce correcteur. Cependant, la stabilité
locale de la structure représentée par la ﬁgure 4.8 peut être garantie pour cette loi. Les travaux publiés dans
[Vidyasagar, 1980] sur les cascades de systèmes ULAS prouve le résultat suivant, pouvant être conçu comme un
corollaire du théorème 38.
Corollaire 5. La loi (4.4) et (4.40) est une solution locale au problème 11, c’est-à-dire que  est un équilibre
ULAS en boucle fermée.
4.4.3 Résultats de simulation
Dans cette sous-section, la loi de commande uT considérée est donnée par (4.4) avec les paramètres suivants :
Gp =
⎡⎣0, 75 0 00 0, 80 0
0 0 0, 40
⎤⎦ .10−3, Gr =
⎡⎣0, 180 0 00 0, 165 0
0 0 0, 075
⎤⎦ , γ = 7, 0.10−4 (4.41)
et vériﬁant la condition donnée par le lemme 32. On précise immédiatement que ces paramètres sont choisis de
manière à rendre les performances de cette loi volontairement médiocre aﬁn de mieux visualiser les phénomènes
de convergence.
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Stabilité du système asservi En premier lieu, on montre que cette structure de commande est capable de
stabiliser le système malgré les approximations du champ. Pour ce faire, on soumet le modèle du satellite aux
conditions initiales suivantes :
ω(0) =
⎡⎣00
0
⎤⎦ , q(0) =
⎡⎢⎢⎣
0, 10
0, 05
0, 02
0, 99
⎤⎥⎥⎦ , hw(0) =
⎡⎣9072
78
⎤⎦ .10−3 (4.42)
dans un environnement non-perturbé, Text(t) = 0. On précise que les angles de Cardan du dépointage initial
sont : φ = 11, 6◦, θ = 5, 5◦ et ψ = 2, 7◦. Les simulations sont eﬀectuées avec le champ périodique B[N ]P (t) puis
l’IGRF.
En premier lieu, on utilise le gain scalaire constant km = 0, 01 pour asservir le moment cinétique total. Les
ﬁgures 4.9 et 4.10 donnent les chronogrammes des signaux appartenant au premier et au second sous-système,
respectivement. La ﬁgure 4.9 fournit également l’expression de ‖C(q)h˙[I]S ‖ en valeur normale et logarithmique.
Selon (4.38), ce terme agit comme un gain perturbateur vis-à-vis de la dynamique du sous-système inférieur. Ces
résultats doivent être comparés avec ceux présentés par les ﬁgures 4.11 et 4.12 établis dans le même contexte
mais avec le gain matriciel périodique Kk. On fait les remarques suivantes :
– pour les deux correcteurs, chacun des sous-systèmes convergent vers , quelle que soit l’expression du
champ considérée. Dans le cas de Kk, la convergence est même plus rapide au début de la simulation avec
B
[N ]
P (t) qu’avec l’IGRF. Cette observation est un argument en faveur de la robustesse de la structure de
contrôle ;
– conformément aux remarques faîtes précédemment, l’eﬀort de commande lié à Kk est très inférieur à celui
induit par km ;
– par rapport à km, le correcteur Kk fait converger le moment cinétique total h
[I]
S en un temps similaire
mais de façon beaucoup plus régulière puisqu’il n’y a pas de dépassements de la valeur de consigne. Cette
caractéristique est très importante puisque la dérivée de h[I]S agit directement comme une perturbation sur
la dynamique d’attitude. On peut ainsi vériﬁer que ‖C(q)h˙[I]S ‖ est beaucoup plus faible avec Kk qu’avec
km. Cette observation explique que ω, les angles de Cardan et hw convergent vers  de façon beaucoup
plus régulière lors de l’utilisation du gain périodique.
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Figure 4.9 – Structure de contrôle utilisant h[I]S et km = 0, 01 : signaux du sous-système supérieur
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Figure 4.10 – Structure de contrôle utilisant h[I]S et km = 0, 01 : signaux du sous-système inférieur
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Figure 4.11 – Structure de contrôle utilisant h[I]S et Kk : signaux du sous-système supérieur
Rejet de perturbations Dans un second temps, on évalue la robustesse de la structure de commande
vis-à-vis de la perturbation persistante Text(t). La loi uT est identique et les simulations sont eﬀectuées en
utilisant l’IGRF. En revanche, on « positionne »initialement le système sur la trajectoire désirée, c’est-à-dire
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Figure 4.12 – Structure de contrôle utilisant h[I]S et Kk : signaux du sous-système inférieur
que x(0) = x.
Les ﬁgures 4.13 et 4.14 sont obtenues avec km = 0, 01 tandis que l’utilisation de Kk conduit aux ﬁgures 4.15
et 4.16. Ces résultats montrent qu’en présence de perturbations, le système conserve sa stabilité et oscille autour
de . On rappelle qu’il est possible de choisir une loi uT aussi agressive que désirée et diminuer ainsi d’autant
les variations de l’attitude autour de  en régime permanent. La comparaison des deux jeux de ﬁgures est à
l’avantage de Kk concernant la norme de M(t). Pour les autres grandeurs, les résultats sont comparables.
4.4.4 Critique de l’approche et objectifs des nouvelles structures de contrôle
Malgré les résultats encourageants obtenus dans cette section, le principe à l’origine de cette loi de commande
est maintenant questionné. Deux critiques peuvent en eﬀet lui être opposées :
– dépendance de l’attitude à l’égard de la régulation de hw : par construction, la loi de commande
proposée dans cette section est telle que l’attitude du satellite est inﬂuencée par la dynamique de régulation
du moment cinétique total, utilisée comme grandeur intermédiaire pour la commande de hw. La section
précédente a montré que l’évolution temporelle de h[I]S est fonction (a) du gain de sa loi d’asservissement
et (b) de l’expression du champ magnétique. Ces deux éléments modiﬁent donc la dynamique d’attitude
du satellite, dont l’asservissement est pourtant l’objectif principal ;
– cloisonnement du rôle des actionneurs vis-à-vis des objectifs de commande : la structure de
commande assigne à chacun des deux actionneurs une tâche très précise. Les magnéto-coupleurs sont
responsables de la régulation de h[I]S tandis que les roues à réaction ont en charge la gestion de l’attitude
du satellite. Si cette approche a le mérite de la simplicité, elle peut paraître conservative dans la mesure
où les magnéto-coupleurs pourraient également contribuer au contrôle d’attitude et la vitesse des roues
pourrait être modiﬁée de façon à éviter l’éloignement par rapport à .
Les objectifs pour les nouvelles lois de commande sont donc les suivants :
1. rendre l’asservissement d’attitude indépendant de la régulation de hw ;
2. faire participer chacun des actionneurs à la régulation de hw ainsi qu’au contrôle d’attitude du satellite.
Idéalement, on cherchera à remplir conjointement l’un et l’autre de ces objectifs.
Malgré un intérêt évident, cette problématique n’a reçu que peu (ou pas) d’attention [Pulecchi, 2008]. La
loi de commande (4.23), basée sur les travaux de [Forbes and Damaren, 2010], constitue un premier eﬀort dans
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Figure 4.13 – Robustesse de la structure de contrôle utilisant h[I]S et km = 0, 01 vis-à-vis de Text(t) : signaux
du sous-système supérieur
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Figure 4.14 – Robustesse de la structure de contrôle utilisant h[I]S et km = 0, 01 vis-à-vis de Text(t) : signaux
du sous-système inférieur
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Figure 4.15 – Robustesse de la structure de contrôle utilisant h[I]S et Kk vis-à-vis de Text(t) : signaux du
sous-système supérieur
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Figure 4.16 – Robustesse de la structure de contrôle utilisant h[I]S et Kk vis-à-vis de Text(t) : signaux du
sous-système inférieur
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cette direction, mais elle ne garantit aucunement la convergence de moment cinétique des roues.
Partant de ce constat, les sections suivantes proposent plusieurs nouveaux schémas de commande :
– la section 4.5 utilise le modèle linéaire périodique conçu dans le chapitre 3 et issu de l’approximation
du modèle complet au voisinage de . Un correcteur commandant conjointement les roues et les magnéto-
coupleurs est obtenu par résolution d’un problème H2 périodique à partir du modèle linéaire discrétisé.
Cette démarche s’eﬀorce de remplir le second objectif de la liste précédente ;
– la section 4.6 met en œuvre une stratégie d’allocation du couple total requis pour le contrôle d’atti-
tude. Cette démarche peut être vue comme une adaptation de (4.23) apportant la garantie de la conver-
gence de hw. La dernière version de cette solution répond simultanément à chacun des deux objectifs.
4.5 Approche par linéarisation
Le système asservi doit s’eﬀorcer de rejoindre la trajectoire  selon certains critères (de consommation, de
vitesse...). Ces spéciﬁcations font appel au concept de performance d’asservissement qui est mieux maîtrisé dans
le cadre des modèles linéaires.
C’est la raison pour laquelle on met en œuvre dans cette section une approche s’appuyant sur l’approxi-
mation linéaire périodique du modèle au voisinage de  et proposée dans le chapitre précédent. Les méthodes
de synthèse H2 ou H∞ permettent alors de concevoir un correcteur minimisant un critère de performance et
utilisant conjointement les deux actionneurs.
4.5.1 Construction du modèle de synthèse
Rappel de l’expression du modèle Dans le cas du pointage inertiel (ωR/I(t) = 0) et en l’absence de
perturbations (Text(t) = 0), le modèle linéaire proposé par le théorème 33 au chapitre précédent s’exprime
comme suit : ⎡⎣Δω˙Δε˙
Δh˙s
⎤⎦ = A
⎡⎣ΔωΔε
Δhs
⎤⎦+Bu(t) [ΔTsΔM
]
(4.43a)
avec
A =
⎡⎣J−1h× 0 01
2 · 13 0 0
0 0 0
⎤⎦ , Bu(t) =
⎡⎣−J−1 −J−1B×◦ (t)0 0
13 0
⎤⎦ (4.43b)
L’expression de B◦(t) retenue correspond à l’approximation périodique B
[N ]
p (t) du champ géomagnétique dans
le référentiel inertiel local (voir le chapitre 3).
Dans ce contexte très particulier, la trajectoire  peut être un équilibre stable en boucle fermée puisque
Ta(t), donné par (3.65), est nul. D’après la discussion du chapitre précédent, cette situation contraste avec le
cas général.
Addition de canaux de performance Aﬁn de traduire les objectifs de commande, le modèle est enrichi de
canaux de performance :
Σ(t) :
[
Δx˙(t)
z(t)
]
=
[
A B Bu(t)
C D Du
]⎡⎣Δx(t)w(t)
Δu(t)
⎤⎦ (4.44)
avec
B =
⎡⎣0313
03
⎤⎦ , C = [13 k13 kh13] , Du = [03 03]
où k = 5.10−3 et kh = 1.10−4. Le but de l’asservissement est assimilé à la minimisation de la norme H2
du modèle Σ(t) en boucle fermée. Cette grandeur peut être interprétée 5 comme la norme L2 de la sortie
z(t) = Δω(t)+kΔε(t)+khΔhw(t) dans le cas d’une impulsion sur chacune des entrées de w(t). Physiquement,
ceci correspond à minimiser la distance (au sens de la norme L2 et pondérée diﬀéremment selon les états) entre
x(t) et x dans le cas d’une condition initiale non nulle sur la vitesse du satellite (puisque ε˙(0) ≈ ω/2 correspond
à l’impulsion w(t)). Cet objectif traduit bien l’asservissement de l’attitude et du moment cinétique des roues.
5. Pour une déﬁnition formelle de la norme H2 d’un modèle périodique à temps continu, on pourra consulter [Colaneri, 2005].
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Discrétisation et inﬂuence de la période d’échantillonage Comme lors de la discrétisation de l’intégra-
teur, l’ajout d’un bloqueur d’ordre 0 de période Ts = T0/(2N) à l’entrée du système (4.43) conduit au modèle
suivant à temps-discret :
Σk :
[
ΔxNq+k+1
zNq+k
]
=
[
Ak Bk Buk
Ck Dk Duk
]⎡⎣ΔxNq+k+1wNq+k
ΔuNq+k
⎤⎦ (4.45)
avec
Ak = exp(ATs), Bk =
∫ (k+1)Ts
kTs
exp(A((k + 1)Ts − τ))dτB, Buk =
∫ (k+1)Ts
kTs
exp(A((k + 1)Ts − τ))Bu(τ)dτ
Ck = C, Dk = D, Duk = D
Comme précédemment, on considère que B◦(t) est constant pendant une période d’échantillonnage.
La diﬃculté du choix de la période d’échantillonage Ts a été abordée dans la section 4.4.1. Dans le contexte
présent, l’instabilité de  en boucle fermée rencontrée dans cas général, représente un obstacle supplémentaire.
En eﬀet, en raison de ce phénomène, la loi de commande doit corriger en permanence la trajectoire du système
pour rester au voisinage de  mais sans jamais pouvoir l’atteindre. La fréquence 1/Ts d’actualisation de l’entrée
de commande doit donc être suﬃsamment importante pour éviter l’éloignement du système de  et assurer
la validité de (4.43). La ﬁgure 4.17 illustre ce phénomène. Une trajectoire assimilable à  y est représentée en
pointillés et son voisinage est délimité par un tube. Deux trajectoires du système en boucle fermée se superposent
à cette représentation. La première, en trait continu, est issue d’un asservissement continu tandis que la seconde,
linéaire par morceaux, montre une trajectoire provenant d’un correcteur à temps discret. On voit ici que la nature
de la seconde l’empêche de se maintenir dans le tube.
Figure 4.17 – Eloignement de la trajectoire de linéarisation due à la discrétisation
Ces remarques mettent en lumière la diﬃculté du choix de Ts résultant d’un compromis délicat entre des
exigences contradictoires. La suite de cette section illustre cette discussion par des résultats de simulation.
4.5.2 Synthèse du correcteur périodique à temps-discret
En l’absence d’incertitudes, on considère le théorème de synthèse suivant. On peut montrer que ce dernier
est équivalent au théorème 26 du chapitre 2, dans le cas où le modèle est parfaitement connu et lorsque le
correcteur est sans mémoire.
Théorème 39 ([Farges, 2006]). Soit le problème SDP suivant, pour lequel Wk ∈ S9+, Yk ∈ R6×9 et Zk ∈ S3 :
γ = min
Wk,Yk,Zk
trace
N∑
k=1
Zk
sous les contraintes suivantes, pour tout k ∈ {1 · · ·N},[−Wk +BkBTk AkWk−1 +BukYk
 −Wk−1
]
≺ 0,
[−Zk +DkDTk CkWk−1 +DukYk
 −Wk−1
]
≺ 0 (4.46)
Le correcteur N-périodique uNq+k = KkxNq+k, avec Kk = YkW
−1
k , stabilise le modèle (4.45) tout en minimisant√
γ, le coût H2 de la boucle fermée résultante.
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Ce problème SDP comporte 105N variables et 39N lignes. On remarquera que le théorème 39 propose un
grand nombre de LMIs de petite taille, contrairement aux théorèmes du chapitre 2 qui utilisent un petit nombre
de grandes LMIs. Numériquement, il semble que le premier type de problème soit plus facile à résoudre que le
second.
On fait donc usage du théorème 39 pour obtenir deux correcteurs correspondant à deux périodes d’échan-
tillonnage diﬀérentes caractérisées par N = 20 et N = 30. Les dimensions des conditions (4.46) sont alors de
2100 variables et 780 lignes dans le premier cas et de 3150 variables et 1170 lignes dans le second. En raison de
la taille des matrices, les valeurs numériques du correcteurs ne sont pas données ici.
4.5.3 Résultats de simulations
Tous les résultats présentés sont issus de la boucle fermée du contrôleur périodique à temps discret et du
modèle non-linéaire donné par le théorème 32. Le quaternion est converti sous la forme d’angles de Cardan. On
analyse successivement l’inﬂuence de la période d’échantillonnage du correcteur, du modèle du champ utilisé en
simulation et des perturbations extérieures Text(t). Les états initiaux des simulations sont déﬁnis de la façon
suivante :
ω(0) =
⎡⎣ 2−1
1
⎤⎦ .10−5, ε(0) =
⎡⎣ 0, 5−1, 0
2, 0
⎤⎦ .10−3, hw(0) =
⎡⎣00
0
⎤⎦
On précise ﬁnalement que tous les éléments de h sont égaux à 60, 3 · 10−3 N.m.s.
La ﬁgure 4.18 présente les résultats obtenus pour N = 20 et N = 30, correspondant à des périodes d’échan-
tillonnages Ts de 147 sec. et 98 sec., respectivement. L’approximation périodique B
[N ]
p (t) du champ est utilisée
pour cette simulation et la perturbation est nulle. Dans ce contexte, on constate que si les deux lois de com-
mande stabilisent le modèle non-linéaire, la diminution de Ts (équivalente à l’augmentation de N) améliore les
résultats en terme de rapidité de convergence du système vers .
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Figure 4.18 – Résultats de l’approche locale avec B[N ]p (t) et Text(t) = 0
Le champ B[N ]p (t) utilisé à l’étape de synthèse n’est qu’une approximation périodique des résultats fournis
par l’IGRF. En utilisant directement ce dernier modèle du champ, les chronogrammes donnés par la ﬁgure 4.19
poursuivent donc la démarche de validation du correcteur. Le temps de convergence est plus long que précédem-
ment mais les propriétés naturelles de robustesse du correcteur correspondant à N = 30 lui permettent toujours
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de stabiliser le modèle. Seuls les chronogrammes obtenus avec cette loi de commande sont présentés puisque le
correcteur correspondant à N = 20 fait diverger le modèle. Finalement, la ﬁgure 4.20 permet de vériﬁer que la
stabilité est préservée en présence de la perturbations Text(t). On remarquera toutefois que le modèle s’éloigne
très fortement de la trajectoire  pendant le transitoire.
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Figure 4.19 – Résultats de l’approche locale avec le modèle de l’IGRF et Text(t) = 0
4.5.4 Discussion sur la démarche
Les ﬁgures précédentes montrent que l’approche menée dans cette section peut conduire à un correcteur
stabilisant le modèle continu non-linéaire. Même si ce dernier est encore largement perfectible, la technique
employée paraît problématique. Elle semble en eﬀet conduire à des correcteurs très sensibles à l’égard des condi-
tions initiales et des incertitudes du modèle. Des simulations complémentaires montrent ainsi qu’un éloignement
minime de x0 par rapport à x peut conduire à la divergence du modèle. De plus, le modèle de synthèse est
construit à partir de B◦(t), l’expression de B(t) sur . Or, les résultats de la ﬁgure 4.20 montrent que si le modèle
du champ en simulation n’est pas exactement B◦(t), le système se rapproche dangereusement de l’instabilité.
Ces remarques indiquent que le correcteur requiert une très grande proximité entre le système en boucle fermée
et . La bassin d’attraction du système asservi est donc très réduit. Il est donc peu robuste de ce point de vue.
Pour accroître la robustesse du contrôleur, on propose deux directions :
– diminuer la période d’échantillonage : les résultats de la ﬁgure 4.18 ont montré que la diminution
de Ts (équivalent à l’augmentation de N) améliore la rapidité de convergence du système vers . On peut
légitimement penser que cette diminution peut aussi avoir des eﬀets bénéﬁques du point de vue de la
robustesse ;
– utilisation de techniques de synthèse robuste : l’éloignement du modèle non-linéaire continu avec la
trajectoire  rend le modèle linéaire à temps discret imprécis. Cette remarque motive la conception d’un
correcteur robuste, tolérant aux incertitudes du modèle.
Chacune de ces propositions induits inévitablement un accroissement du volume de calcul nécessaire pour la
synthèse du correcteur. Or, cette section a montré que, dans l’état actuel des programmes d’optimisation LMI,
ce paramètre était déjà critique pour le modèle nominal et N = 30.
Les remarques faites au cours du chapitre 2 peuvent laisser penser que l’usage de correcteurs à mémoire
pourrait permettre de surmonter cet obstacle. En eﬀet, ces lois de commande sont capables d’accroître la
robustesse de la boucle fermée sans augmenter signiﬁcativement l’eﬀort de calcul nécessaire à leur synthèse.
4.6. STRATÉGIE D’ALLOCATION DU COUPLE TOTAL 153
0 20 40 60 80 100 120 140 160 180 200
−4
−2
0
2
4
x 10−3
ω
(r
ad
/s
)
0 20 40 60 80 100 120 140 160 180 200
−100
−50
0
50
A
n
gl
es
d
e
C
ar
d
an
(◦
)
0 20 40 60 80 100 120 140 160 180 200
−0.1
0
0.1
0.2
0.3
h
w
(k
g
.m
2
/s
)
Position sur l’orbite (pourcentage)
Figure 4.20 – Résultats de l’approche locale avec le modèle de l’IGRF et avec perturbations
Toutefois, du point de vue du modèle de synthèse, l’éloignement du modèle  se traduit principalement par une
imprécision dans la valeur de b◦(t). La section 4.4.1 a montré que les incertitudes sur ce terme se modélisent
naturellement en ajoutant un terme Δb◦(t) dont la norme est bornée 6. A contrario, les résultats des chapitres
1 et 2 portent sur les modèles soumis à des incertitudes polytopiques invariantes dans le temps. C’est la raison
pour laquelle la section 4.4.1 s’est eﬀorcée de tenir compte de Δb◦(t) par le biais des canaux de performance.
Dans ce contexte, la mémoire du correcteur n’est d’aucune utilité puisque les incertitudes sont retirées du
modèle. Ceci explique la structure du correcteur périodique Kk. Les outils développés dans la première partie
de cette thèse sont donc inappropriés à ce problème particulier. On précise ﬁnalement que la solution utilisant
les canaux de performance est prohibée ici puisqu’elle augmente signiﬁcativement l’eﬀort de calcul.
Cette discussion suggère d’appliquer à ce problème des théorèmes de synthèse capable de tenir compte
d’incertitudes bornées en norme dans le modèle. Les recherches futures s’orienteront dans cette direction. La
section suivante montre cependant qu’il est possible de contourner cette diﬃculté en employant une stratégie
diﬀérente.
Remarque. Les méthodes des chapitres 1 et 2 s’appliquent à des modèles à temps discret. Du point de vue du
correcteur, les incertitudes sont donc invariantes pendant une période d’échantillonnage. Dans ce contexte, il
est alors possible de traiter les incertitudes variantes dans le temps et bornées en norme grâce à des techniques
conçues pour des modèles soumis à des incertitudes polytopiques invariantes dans le temps. Cependant, le nombre
de sommets du polytope à prendre en compte est exponentiel en N , la période du modèle à temps discret. Pour
le problème traité ici, cette approche est donc inapplicable. ◦
4.6 Stratégie d’allocation du couple total
Cette proximité du système avec  est une contrainte liée à l’utilisation d’un modèle de synthèse issu de la
linéarisation autour de cette trajectoire. Pour contourner cette diﬃculté, la section à venir propose une nouvelle
structure de commande, basée directement sur le modèle non-linéaire. On montre que cette approche met en
6. Dans ce contexte, la synthèse robuste doit être comprise comme le processus conduisant à un correcteur garantissant que le
système asservi résultant satisfait certaines propriétés (dont la stabilité) quel que soit Δb◦(t) satisfaisant |Δb◦(t)| ≤ γ.
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place un nouveau cadre dans lequel les méthodes de synthèse LMI sont également applicables mais cette fois
sans requérir de linéarisation préalable.
4.6.1 Nouvelle structure de contrôle et preuve de stabilité
Le schéma d’asservissement présenté dans cette section trouve sa justiﬁcation dans les défauts de la méthode
présentée dans la section 4.4 et basée sur l’utilisation de h[I]S . On rappelle que dans le cadre de cette stratégie,
C(q)h˙
[I]
S joue le rôle d’un couple perturbateur vis-à-vis de la dynamique d’attitude. Bien que la décroissance de ce
terme permette de conclure à la stabilité, le régime transitoire du sous-système supérieur ralentit la convergence
de la dynamique d’attitude correspondant au sous-système inférieur (voir la ﬁgure 4.8).
Pour donner la priorité à l’asservissement d’attitude par rapport à la régulation du moment cinétique total,
on propose dans cette section une stratégie d’allocation du couple total. Comme expliqué précédemment, ce
type d’approche garantit qu’à chaque instant, la somme des couples délivrés par les actionneurs est égale à la
valeur instantanée d’une loi de commande uT stabilisant l’attitude du satellite. L’asservissement d’attitude est
donc totalement indépendant de l’autre objectif de commande consistant à réguler hw.
Par déﬁnition, on a uT = uT conduisant, grâce à (4.19), à
uT (t, ω, q) = −Tw − ω×hw − (C(q)B◦(t))×M
En remplaçant Tw par h˙w, on obtient alors l’équation régissant la dynamique de hw :
h˙w = −ω×hw − (C(q)B◦(t))×M − uT (t, ω, q) (4.47)
Cette équation décrit le sous-système inférieur d’une nouvelle structure en cascade représentée par la ﬁgure 4.21.
Le sous-système supérieur est formé par la dynamique d’attitude donnée par (4.2) commandé par un choix
judicieux de la loi uT = uT (t, ω, q). En inversant l’ordre des sous-systèmes dans la structure en cascade, cette
démarche permet de mettre en conformité la vitesse de convergence des sous-systèmes avec la hiérarchie des
objectifs de commande.
(ω, q)
(ω, q)
M
b(t)
hw
hw
uT
Dynamique de Dynamique de
Sous-systeme
superieur
Sous-systeme inferieur
Figure 4.21 – Schéma de la stratégie de commande par allocation du couple total
En s’appuyant à nouveau sur le résultat du lemme 34, le théorème suivant donne une autre solution au
problème 11.
Théorème 40. Si l’hypothèse 7 est satisfaite, la loi de commande suivante résout le problème 11 :
M(t, x) = −km b
×(t)
‖B(t)‖ (hw − h) (4.48a)
Tw(t, x) = −uT (ω, q)− ω×hw −B×(t)M(t, x) (4.48b)
où km est un scalaire strictement positif quelconque. Cette propriété est vériﬁée pour toute loi u

T solution du
problème 7.
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Démonstration. Stabilité de l’interconnexion. La preuve de ce théorème s’appuie sur le résultat standard des
interconnexions non-linéaires suivant : le système complet est UGAS si (a) le sous-système supérieur est UGAS et
ULES, (b) le sous-système inférieur est 0-UGAS et 0-ULES et (c) les trajectoires du système sont uniformément
et globalement bornées (UGB) [Sontag, 1989].
Sous-système supérieur. La substitution de (4.48b) dans (4.19) conduit à uT = uT . Par hypothèse, la loi de
commande uT (ω, q) assure donc que (ω, q) est un équilibre UGAS et ULES de la dynamique de (ω, q).
Sous-système inférieur. En remplaçant dans (4.47) M(t, x) par son expression donnée par (4.48a), on obtient
h˙w = −uT (ω, q)− ω×hw + km(C(q)b◦(t))×(C(q)b◦(t))×(hw − h) (4.49)
La substitution dans cette expression des signaux (ω, q) entrant dans le sous-système inférieur par leur valeur
asymptotique (0,1) conduit à
h˙w = kmb
×
◦ (t)b
×
◦ (t)(hw − h)
puisque uT (ω, q) = 0, d’après (4.2a). Cette relation correspond à (4.26) avec α = hw − h. Le lemme 34
garantit donc que h est un équilibre 0-UGES de la dynamique de hw pour tout km > 0 puisque l’hypothèse 7
est satisfaite.
Trajectoires du système complet. On prouve ﬁnalement que les trajectoires du systèmes sont UGB, en re-
marquant tout d’abord que les trajectoires (ω, q) sont UGB puisque le sous-système supérieur est GAS. Pour
montrer que hw possède également cette propriété, (4.49) est d’abord réécrite sous la forme suivante
˙˜
hw = −uT (ω, q)− ω×(h˜w + h) + kmb×◦ (t)b×◦ (t)h˜w avec h˜w = hw − h
On introduit maintenant la fonction de Lyapunov H = h˜Twh˜w/2 dont la dérivé temporelle est donnée par
H˙ = −h˜Tw
(
uT (ω, q) + ω
×h
)
+ kmh˜
T
wb
×
◦ (t)b
×
◦ (t)h˜w (4.50)
puisque h˜Twω
×h˜w = −h˜Twh˜×wω = 0. En remarquant que −b×◦ (t)b×◦ (t) = (b×◦ (t))T b×◦ (t)  0 quel que soit t, on
obtient alors la borne supérieure suivante de H˙ :
H˙ ≤ |h˜w| ρ(t) avec ρ(t) = |uT (ω, q)|+ |ω×h| ≥ 0
Grâce à l’inégalité y < 1 + y2 valable pour tout y ∈ R≥0, on ré-introduit H dans cette expression
H˙ ≤ 2ρ(t)H + ρ(t)
de façon à faire apparaître l’inégalité suivante :
H(t) ≤ H(0) +
∫ t
0
(2ρ(s)H(s) + ρ(s)) ds
Des qualités de GAS et LES du sous-système supérieur, on déduit que, pour tout r > 0, il existe Kr et λr
positifs tels que ρ(t) ≤ Kr exp(−λrt). Cette remarque prouve que l’intégrale de ρ(t) est bornée :∫ t
0
ρ(s)ds ≤ Kr
λr
(1− exp(−λrt)) ≤ Kr
λr
L’inégalité de Gronwall-Bellman [Khalil, 2002, Lem. A.1] permet alors d’aﬃrmer que
H(t) ≤ H(0) + Kr
λr
+
∫ t
0
2ρ(s)ds ≤ H(0) + 3Kr
λr
Cette relation donne une borne supérieure constante de H(t) prouvant ainsi que cette fonction, et donc hw, est
UGB puisque H(t) ≥ 0.
Dans l’hypothèse où B◦(t) est mesuré (et non pas calculé à bord à partir d’un modèle), la loi du théorème 40
est totalement indépendante des paramètres du modèle de synthèse. Il s’agit d’une diﬀérence signiﬁcative par
rapport au correcteur donné par le théorème 38 pour lequel l’expression de J est requise. Les conséquences de
cette remarque sont très importantes puisqu’elle permet d’aﬃrmer que la même loi (4.48) associée au contrôleur
uT indépendant de J (le correcteur (4.4) en est un exemple) stabilise n’importe quel satellite sur n’importe quelle
orbite vériﬁant l’hypothèse 7. Il s’agit d’un argument majeur en faveur de la robustesse de cette approche.
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4.6.2 Utilisation d’un gain périodique
La preuve du théorème 40 montre que la conception du correcteur associé au sous-système inférieur s’appuie
sur la version asymptotique de l’équation (4.47). Cette dernière décrit alors la dynamique d’un intégrateur
simple soumis à l’action des magnéto-coupleurs sur la trajectoire . Il s’agit précisément du problème auquel la
section 4.4.1 s’est intéressée. La solution du gain scalaire km a été retenue par le théorème 40 aﬁn de bénéﬁcier
d’une preuve de convergence rigoureuse en temps continu. Toutefois, les simulations précédentes ont montré
que le correcteur périodique à temps discret Kk pouvait améliorer les performances de l’asservissement de
l’intégrateur simple. Dans ce contexte, il semble donc légitime d’espérer accroître la qualité de la régulation de
hw via ce même correcteur périodique. La loi de commande (4.48) est donc modiﬁée en conséquence :
M(t, x) = − b
×(t)
‖B(t)‖Kk (hw − h)k avec k ∈ N satisfaisant kTs ≤ t < (k + 1)Ts (4.51a)
Tw(t, x) = −uT (ω, q)− ω×hw −B×(t)M(t, x) (4.51b)
4.6.3 Participation active des magnéto-coupleurs au contrôle d’attitude
On montre maintenant que cette structure de commande par allocation permet de remettre en cause la
dissociation entre les tâches d’amortissement de la vitesse des roues et de commande 3-axes, tout en préservant
le cadre de la stabilité globale.
La philosophie de la loi (4.48) peut être interprétée de la façon suivante : M génère un couple assurant
la régulation de hw tandis que Tw complète l’eﬀort de commande de manière à ce que ce dernier soit égal à
uT + ω
×hw à tout instant. Le théorème 40 assure que cette répartition garantit la convergence de x vers . Or
les magnéto-coupleurs pourraient également prendre en charge une partie de uT + ω
×hw de façon à décharger
partiellement les roues de cette tâche. Il semble raisonnable d’espérer que hw =
∫
Tw s’éloignera alors moins
facilement de h. La loi suivante découle de cette remarque, en tenant compte des limitations de commandabilité
des magnéto-coupleurs.
M(t, x) = − b
×(t)
‖B(t)‖
(
km(hw − h)− uT (ω, q)− ω×hw
)
(4.52a)
Tw(t, x) = −b(t)bT (t)(uT (ω, q) + ω×hw) + kmb×(t)b×(t)(hw − h) (4.52b)
En complément de sa tâche originelle, la loi M prend maintenant en charge la partie de uT +ω
×hw orthogonale
à B(t). En utilisant l’identité (4.1), on vériﬁe que (4.52) peut être réécrite de façon équivalente sous la forme
(4.48). La démonstration du théorème 40 peut alors être employée de nouveau dans ce contexte.
Lemme 35. Si (4.48) est remplacée par (4.52), le théorème 40 reste valide.
L’utilisation du correcteur périodique Kk dans ce contexte conduit à la loi suivante :
M(t, x) = − b
×(t)
‖B(t)‖
(
Kk(hw − h)k − uT (ω, q)− ω×hw
)
avec k ∈ N : kTs ≤ t < (k + 1)Ts (4.53a)
Tw(t, x) = −b(t)bT (t)(uT (ω, q) + ω×hw) + b×(t)b×(t)Kk(hw − h) (4.53b)
4.6.4 Résultats de simulations
Validation de la structure de commande La structure de contrôle proposée dans cette section est mise à
l’épreuve de simulations en utilisant le même cadre que précédemment : la loi de commande uT considérée est
donnée par (4.4) et (4.41) et les états initiaux des simulations correspondent à (4.42). Les ﬁgures 4.22 et 4.23
donnent les chronogrammes des états du système en boucle fermée avec (4.48) dans le cas non-perturbé et avec
B
[N ]
P (t) puis le modèle de l’IGRF. La valeur de km retenue est 0,01 aﬁn de pouvoir comparer ces résultats avec
ceux des ﬁgures 4.9 et 4.10. On fait les remarques suivants :
– la dynamique d’attitude est beaucoup plus régulière que lors de l’utilisation de h[I]S . Elle ne dépend en
eﬀet que de uT et non plus de h˙
[I]
S ou de B(t). C’est la raison pour laquelle la ﬁgure 4.22 ne possède pas
de légende ;
– dans ce contexte, la convergence du système montre les qualités de robustesse de l’asservissement ;
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Figure 4.22 – Inﬂuence du champ pour l’approche par allocation : signaux du sous-système supérieur
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Figure 4.23 – Inﬂuence du champ pour l’approche par allocation : signaux du sous-système inférieur
– par rapport au schéma de contrôle utilisant le moment cinétique total, on constate que l’éloignement de
hw par rapport à h ainsi que l’eﬀort de commande restent similaires.
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Dans un second temps, on mesure la robustesse de la structure de commande vis-à-vis de la perturbation
persistante Text(t). En suivant la même procédure qu’auparavant, les simulations sont eﬀectuées en utilisant
l’IGRF et x(0) = x. Les ﬁgures 4.24 et 4.25 sont alors obtenues et peuvent être comparées aux ﬁgures 4.14
et 4.13. Comme pour la structure de contrôle utilisant le moment cinétique total, ces résultats montrent qu’en
présence de perturbations, le système conserve sa stabilité et oscille autour de . L’amplitude de ces oscillations
est comparable à l’approche utilisant h[I]S .
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Figure 4.24 – Inﬂuence des perturbations Text(t) pour l’approche par allocation : signaux du sous-système
supérieur
Amélioration des performances Tout en préservant la qualité des résultats obtenus avec h[I]S , l’approche
mise en œuvre dans cette section soustrait la dynamique d’attitude à l’inﬂuence du processus de régulation des
roues à réaction. Dans ce nouveau cadre, le problème consiste maintenant à déﬁnir la loi d’allocation du couple
global entre les actionneurs. Cette action n’a alors aucune incidence sur les signaux d’attitude. Les simulations
à venir permettent de vériﬁer cette aﬃrmation. Toutefois, pour ne pas alourdir la présentation, on représente
par la suite uniquement M(t) et hw(t), directement liés à la loi de répartition.
On soumet chacune des lois d’allocation au contexte de simulation précédent : perturbation persistante
Text(t), loi uT déﬁnie par (4.4) et (4.41), km = 0, 01, utilisation de l’IGRF et x(0) = x. Les ﬁgures 4.26 et 4.27
représentent les résultats de simulation.
La qualité des lois de commande est évaluée grâce aux normes L2 de hw(t) − h et de M(t), notées γh et
γM , et aux amplitude maximales des oscillations de hw(t)− h et M(t) tout axe confondu, notées Δ¯h et Δ¯M .
Ces critères sont formellement déﬁnis comme suit :
γh =
∫ 4T0
2T0
(hw(t)− h)T (hw(t)− h)dt, γM =
∫ 4T0
2T0
MT (t)M(t)dt
Δ¯h = max
i∈{1,2,3}
{
max
t∈[2T0,4T0]
{hiw(t)− h}
}
−
{
min
i∈{1,2,3}
{
min
t∈[2T0,4T0]
{hiw(t)− h}
}}
Δ¯M = max
i∈{1,2,3}
{
max
t∈[2T0,4T0]
M(t)
}
− min
i∈{1,2,3}
{
min
t∈[2T0,4T0]
M(t)
}
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Figure 4.25 – Inﬂuence des perturbations Text(t) pour l’approche par allocation : signaux du sous-système
inférieur
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Figure 4.26 – Amélioration de la loi d’allocation des couples de commande : représentation de hw
On précise que ces mesures sont eﬀectuées sur les deux dernières orbites, parmi les 4 que dure la simulation,
pour éviter les régimes transitoires. L’objectif de l’asservissement est de rendre ces critères aussi proche de 0
que possible.
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Figure 4.27 – Amélioration de la loi d’allocation des couples de commande : représentation de M(t)
Table 4.1 – Comparaison de la performance des lois d’allocations
Description Identiﬁant Equation γh γM Δ¯h Δ¯M
Utilisation de km A (4.48) 563, 7.10−6 7,15 65, 4.10−3 9,41
Utilisation de Kk B (4.51) 541, 2.10−6 2,72 58, 9.10−3 6,81
Utilisation de Kk + contrôle
d’attitude avec magnéto-coupleurs
C (4.53) 270, 5.10−6 2,98 48, 9.10−3 6,72
La tableau 4.1 synthétise ces résultats. On notera que les courbes liées à la loi A correspondent à celles données
par les ﬁgures 4.24 et 4.25 mais sont rappelés ici pour faciliter la comparaison. L’analyse de ces résultats conduit
aux remarques suivantes :
– conformément aux observations précédentes, par rapport à la loi A, le correcteur B permet de diminuer
de 62% le critère γM représentatif de l’eﬀort de commande. Le critère Δ¯M , quantiﬁant l’amplitude des
oscillations de M(t), décroit également de 28%. On notera que la proximité de hw(t) avec h, caractérisée
par γh et Δ¯h, est également légèrement améliorée dans ce contexte.
– sans remettre en cause ce bénéﬁce, la loi 3 permet de diminuer les critères γh et Δ¯h de façon signiﬁcative.
Ceci justiﬁe l’heuristique consistant à amoindrir la tâche des roues à réaction pour réduire l’éloignement
de hw(t) par rapport à h.
En conclusion, la loi C permet de réduire l’eﬀort de commande (grâce à Kk) et d’accroître la proximité de
hw(t) par rapport à h (en utilisant les magnéto-coupleurs pour le contrôle d’attitude). Par rapport à A, cette
approche diminue γh de 52%, γM de 58%, Δ¯h de 25% et Δ¯M de 29%.
Pour mesurer la valeur de la loi C dans un contexte plus réaliste du point de vue de l’asservissement
d’attitude, on adopte les nouveaux paramètres suivant pour la loi de commande uT :
Gp =
⎡⎣7, 5 0 00 8, 0 0
0 0 4, 0
⎤⎦ , Gr =
⎡⎣18, 0 0 00 16, 5 0
0 0 7, 5
⎤⎦ , γ = 7, 0
Le même contexte de simulation conduit alors aux résultats représentés par la ﬁgure 4.28. L’amplitude des oscil-
lations d’attitude est alors beaucoup plus faible. Cette modiﬁcation s’accompagne également d’une amélioration
des critères puisque γh = 130, 6.10−6, γM = 2, 02, Δ¯h = 35, 4.10−3 et Δ¯M = 4, 92.10−3. On précise que les
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vibrations de M(t) observées sont dues au bloqueur d’ordre 0 accompagnant la mise en œuvre de cette loi.
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Figure 4.28 – Rejet de Text avec une loi de contrôle d’attitude plus agressive
4.7 Conclusions
Ce chapitre s’est focalisé sur la problématique d’allocation du couple de commande d’une loi de contrôle
d’attitude dans le cas des satellites équipés de roues à réaction et de magnéto-coupleurs, et donc fortement lié
aux variations environnementales périodiques. Dans un premier temps, cette problématique a été rigoureusement
formalisée en s’appuyant sur le moment cinétique total. Des simulations numériques ont montré que l’utilisation
de correcteurs périodiques pouvaient diminuer sensiblement l’eﬀort de commande des magnéto-coupleurs sans
remettre en cause la performance obtenue avec des lois de commande invariantes dans le temps.
Par la suite, ce chapitre a mis en évidence les deux critiques suivantes de cette stratégie :
1. la dépendance de la dynamique d’attitude à l’égard du processus de régulation de la vitesse des roues est
problématique ;
2. le cloisonnement du rôle des actionneurs vis-à-vis des objectifs de commande est conservatif.
L’approche linéaire mise en œuvre dans la section 5 pour remettre en cause la critique 2 a conduit un correcteur
à la validité « hyper locale »et donc faiblement robuste. Or, l’amélioration de la loi de commande sur cet aspect
nécessite d’accroître l’eﬀort de calcul lors de la synthèse (en diminuant la périodique d’échantillonnage) ou de
modiﬁer la façon dont les incertitudes sont modélisées dans les théorèmes de synthèse du chapitre 2. Etant
donné le volume de calcul mis en jeu, il semble plus raisonnable de s’orienter dans la seconde direction. Il s’agit
d’une des perspectives concernant les travaux entrepris dans cette thèse.
La section 6 propose de sortir de cette problématique en construisant un cadre non-linéaire pouvant être
interprété comme une précommande. Le cadre du nouveau problème à résoudre est alors naturellement linéaire
et donne une réponse aux deux critiques précédentes. Les lois de commande LMI peuvent donc être appliquées
sans pâtir des défauts liés à la linéarisation et conduire à un correcteur périodique, soustrayant la dynamique
d’attitude à la gestion du moment cinétique des roues et assurant une participation de chacun des actionneurs
à tous les objectifs de commande.
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Contributions principales :
Conception d’une loi de commande périodique et robuste garantissant l’asservissement conjoint de l’attitude
et de la vitesse des roues dans un environnement périodique.
Contributions complémentaires :
– nouveau cadre rigoureux pour le problème de régulation du moment cinétique des roues par les magnéto-
coupleurs (section 4.4) ;
– première mise en œuvre d’une approche linéaire périodique utilisant conjointement les roues à réaction
et les magnéto-coupleurs (section 4.5) [Trégouët et al., 2011b,c] ;
– nouvelle structure de commande non-linéaire considérant l’eﬀort de commande global (section 4.6).
Conclusions
Résumé
La première partie de cette thèse s’est intéressée aux modèles linéaires à temps discret dont les coeﬃcients
sont variants dans le temps de façon périodique mais soumis à des incertitudes réelles invariantes dans le
temps. Plus précisément, les modèles considérés sont aﬃnes en les incertitudes qui appartiennent à un domaine
polytopique.
Le premier chapitre a donné une vision d’ensemble des techniques LMI disponibles pour l’analyse et la syn-
thèse de correcteurs pour ce type de modèle. Le cadre de la stabilité des modèles 2-périodiques a été retenu
puisqu’il permet de rendre compte de toute la diﬃculté du problème sans alourdir inutilement les développe-
ments. Ce chapitre a mis en évidence que le problème d’analyse robuste se réduit à démontrer que les valeurs
propres de la matrice de monodromie, dépendant des incertitudes, se situent dans le cercle unité ouvert. Dans
ce contexte, plusieurs stratégies ont été utilisées : les théorèmes de Pólya, de Putinar ainsi que la méthode des
variables de relaxation, conduisant à des LMI étendues. Par la suite, l’accent a été mis sur cette dernière tech-
nique en raison de son adéquation avec le problème de synthèse. Il a été démontré que la contrainte consistant à
imposer à ces variables de ne pas dépendre des incertitudes est la seule (mais non négligeable) source de conser-
vatisme. Dans ce cadre, l’utilisation de la dualité ainsi que du degré de liberté relatif au choix du point de départ
τ de la période a permis de dériver des conditions d’analyses alternatives pour un eﬀort de calcul équivalent. Au
contraire, la multiplication artiﬁcielle de la période, en répétant les matrices d’état, augmente la charge de calcul
mais donne une hiérarchie claire entre les conditions obtenues, contrairement aux cas précédents. Concernant la
conception de lois de commande, il a été démontré que les conditions de synthèse de correcteurs classiques (sans
mémoire) obtenues par cette méthode ne peuvent qu’être meilleures que les conditions quadratiques. On note
pourtant que pour certains exemples numériques, l’augmentation du conservatisme entre la synthèse et l’analyse
est inévitable. Ceci n’est pas vrai pour les lois de commande 2-périodiques à mémoire. On fait la conjecture que
ce résultat est également valable dans le cas N-périodique même si cette aﬃrmation n’a pas été formellement
établie. Finalement, il faut noter que pour une paramétrisation donnée, la condition de synthèse conduisant
à un correcteur à mémoire ne peut qu’être moins conservative que son équivalent conduisant à un contrôleur
classique.
Le chapitre 2 a donné suite aux dernières avancées en matière de synthèses de correcteurs périodiques
dans ce cadre. Il est donc orienté vers les correcteurs à mémoire. Une nouvelle formulation générique pour
ce type de loi de commande a été retenue de façon à englober les diﬀérentes approches proposées dans la
littérature. Cette généralisation a requis une méthodologie inédite basée sur l’étude des modèles périodiques
polynomiaux en σ et d’ordre variant. Plusieurs reformulations invariantes dans le temps de ces types de modèles
ont été proposées et les liens qu’elles entretiennent entre elles ont été mis en évidence. Une formulation duale
des modèles polynomiaux a également été dérivée. Grâce à ces développements, des conditions d’analyse de
stabilité et de performance H2 et H∞ ont été obtenues pour ces modèles sous forme SDP. Elles ont servi de
base pour la dérivation de théorèmes d’analyse et de synthèse pour les correcteurs périodiques à mémoire. Les
résultats numériques ont montré que l’augmentation de la taille de la mémoire des correcteurs pouvait diminuer
le conservatisme des conditions de synthèse sans augmenter de façon signiﬁcative l’eﬀort de calcul nécessaire
à la synthèse. Des phénomènes plus surprenants ont également été mis en avant : certains correcteurs à la
structure particulière, les PFMC, permettent de réduire le conservatisme des conditions de synthèses au-delà de
ce dont sont capables d’autres lois de commande à mémoire possédant pourtant plus de degrés de liberté. Cette
apparente contradiction provient du fait que la structure de ces correcteurs a permis de les doter de conditions
de synthèse particulièrement eﬃcaces. Il semble que l’origine de cette particularité provienne de la méthode
d’analyse utilisée pour obtenir les conditions de synthèse (le lifting temporelle sur une période) plutôt que des
qualités intrinsèques de ces correcteurs.
L’étude des aspects périodiques du contrôle d’attitude a été l’objet de la seconde partie de cette thèse.
L’évolution de l’environnement du satellite le long de son orbite est à l’origine de la dépendance temporelle
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périodique des équations décrivant le mouvement du satellite autour de son centre de gravité. Cette inﬂuence
s’exerce par le biais des perturbations et des actionneurs fortement dépendant de l’environnement comme les
magnéto-coupleurs. Dans ce contexte, le chapitre 3 a cherché à contribuer à l’eﬀort de modélisation en proposant
un cadre uniﬁé permettant de prendre en compte diﬀérents types de pointage. Une partie importante des eﬀorts
a été consacré à la modélisation de l’évolution du champ magnétique terrestre sur la trajectoire du satellite,
pour diﬀérents niveaux de précision. De plus, les diﬃcultés liées à la déﬁnition d’une trajectoire stabilisable
et respectant les objectifs de l’asservissement ont été mises en évidence. En s’appuyant sur ces résultats, le
chapitre 4 s’est intéressé à l’allocation du couple de commande d’une loi de contrôle d’attitude dans le cas des
satellites équipés de roues à réaction et de magnéto-coupleurs. Ce type de problème met en jeu des phénomènes
périodiques du fait de la variation cyclique du champ géomagnétique le long de l’orbite du satellite. Cette
étude a permis d’adapter l’approche classiquement retenue dans la littérature pour lui donner un cadre formel
bénéﬁciant d’une preuve de convergence rigoureuse. Ce résultat a été obtenu en s’appuyant sur le moment
cinétique total. Dans un second temps, ce chapitre s’est eﬀorcé d’apporter des réponses aux critiques formulées
à l’encontre de cette approche. Premièrement, la dynamique d’attitude dépend du processus de régulation de la
vitesse des roues alors que cette dernière n’est qu’une tâche secondaire. Deuxièmement, le cloisonnement du rôle
de chacun des actionneurs vis-à-vis des objectifs de commande est conservatif. Pour pallier ce second défaut, une
approche par linéarisation a été entreprise. Toutefois, les résultats obtenus n’ont pas donné pleine satisfaction en
raison de l’étroitesse du bassin d’attraction de la boucle fermée résultante. L’utilisation de correcteur à mémoire
a été identiﬁé comme une piste de résolution de ce problème. Toutefois, la modélisation des incertitudes utilisées
dans le chapitre 2 n’est pas appropriée pour ce type de problème. On précise cependant que pour obtenir les
résultats désirés, une grande partie des développements eﬀectués sont ré-utilisables en l’état. Une pré-commande
non-linéaire a alors été proposée aﬁn de s’aﬀranchir de l’étape de linéarisation du modèle. Le cadre du nouveau
problème à résoudre est en eﬀet naturellement linéaire. De plus, l’une et l’autre des critiques précédentes trouvent
une réponse dans cette nouvelle structure. L’aboutissement de ce chapitre est une loi de commande périodique,
soustrayant la dynamique d’attitude à la gestion du moment cinétique des roues et assurant une participation
de chacun des actionneurs à tous les objectifs de commande.
Prospectives
Les résultats obtenus dans le cadre de cette thèse ont conduit à de nouvelles directions de recherches. La
discussion suivante en identiﬁe quelques unes.
Partie 1 (chapitres 1 et 2) :
– Dépendance des conditions vis-à-vis du point de départ :
Les chapitres 1 et 2 ont montré que τ , le point de départ de la période considéré pour le lifting, inﬂue
sur le conservatisme des conditions de synthèse. Ce phénomène a déjà été mis en évidence dans [Hosoe
and Hagiwara, 2011] mais reste mal compris. Une étude plus approfondie pourrait peut-être permettre
d’obtenir une procédure indiquant la valeur de τ conduisant à la condition la moins conservative.
– Convergence de la hiérarchie de conditions LMI :
Le fait de considérer le modèle 2-périodique comme un système dont la période est multiple de 2, via
la répétition de ses matrices, permet de dériver un ensemble d’autres conditions de moins en moins
conservatives. Il existe pour certaines structures de correcteurs et dans le cas H∞ des preuves que cette
hiérarchie converge [Ebihara et al., 2011], c’est-à-dire que la condition est nécessaire et suﬃsante à partir
d’une certaine étape. Obtenir un tel résultat dans le cas général renforcerait l’attrait de cette démarche.
– Modèles auxiliaires pour les conditions de synthèse :
Les conditions de synthèse données par le chapitre 1 sont paramétrées par les matrices M1,2,3 déﬁnissant
un modèle périodique auxiliaire. Des exemples numériques ont montré que le choix de ces paramètres
inﬂue sur le conservatisme des conditions. Le bon usage de ce degré de liberté est une question largement
ouverte même si certaines pistes ont été proposées dans ce chapitre. Cette approche pourrait également
être étendue au cas général des correcteurs à mémoire considérés dans le chapitre 2.
– Application aux modèles invariants dans le temps :
Il a été démontré dans [Ebihara et al., 2011, Trégouët et al., 2011a] que l’utilisation de correcteurs pé-
riodiques à mémoire pouvait contribuer à décroître le conservatisme des conditions de synthèse LMI à
destination des modèles invariants dans le temps. Le bénéﬁce de l’usage de correcteurs périodiques pour
les modèles LTI fait l’objet d’une littérature très vaste [Khargonekar et al., 1985, Bittanti and Colaneri,
2008]. Il serait intéressant de clariﬁer les avantages de l’utilisation de la mémoire du correcteur dans ce
contexte.
CONCLUSIONS 165
– Lois de commande à mémoire et modèles polynomiaux :
Le chapitre 2 a mis en évidence les liens très forts qu’entretiennent les lois de commande périodiques à
mémoire avec les polynômes en σ à coeﬃcients périodiques. Il existe des travaux sur ce sujet [Bittanti and
Colaneri, 2008, Mrabet and Bourlès, 1998]. La mise en œuvre d’un cadre uniﬁé décloisonnant ces deux
domaines de recherche pourrait conduire à des avancées signiﬁcatives de part et d’autre.
– Utilisation des entrées de commande passées :
Les correcteurs à mémoire proposés utilisent l’historique des états passés du système pour construire
l’entrée de commande courante. Cette même entrée pourrait également dépendre des entrées de commande
passées et conservées en mémoire. La loi serait alors de la forme suivante :
uNq+k =
(
Kk,0 +Kk,1σ
−1 + · · ·+Kk,αkσ−αk
)
xNq+k +
(
KIk,0 +K
I
k,1σ
−1 + · · ·+KIk,αI
k
σ−α
I
k
)
uNq+k−1
Il serait intéressant d’évaluer le bénéﬁce des nouveaux degrés de liberté oﬀerts par le choix des matrices
KIk,j par rapport à l’eﬀort de calcul supplémentaire qu’ils induisent.
Partie 2 (chapitres 3 et 4) :
– Modélisation sous forme bilinéaire :
Le couple Tm généré par les magnéto-coupleurs est donné par la relation Tm = −(C(q)B◦(t))×M . En
première approximation, la matrice de rotation correspond à C(q) ≈ 13 − 2ε× [Hugues, 1986, p.22].
L’opérateur ( )× étant linéaire, on obtient alors un produit entre l’état ε et l’entrée M . Cette relation
est alors bilinéaire. Il pourrait être intéressant d’appliquer dans ce contexte les techniques spécialement
conçues pour ce type de modèle.
– Trajectoire stabilisable et optimale :
Le chapitre 3 a montré que dans le cas général aucun correcteur ne pouvait conduire à un régime permanent
satisfaisant parfaitement les objectifs de commande. En eﬀet, l’équation dynamique du système ne peut
être vériﬁée (même en boucle fermée) sur la trajectoire . Dans la pratique, le correcteur tente donc de
stabiliser le système autour d’une trajectoire inatteignable. Le comportement du système asservi en régime
permanent est alors diﬃcilement prévisible. Partant de ce constat, la trajectoire  pourrait être redéﬁnie
de façon à pouvoir être stabilisable en boucle fermée tout en étant le plus proche possible de . Cette
perspective se rapproche d’une stratégie du type guidage/contrôle.
– Choix du gain km :
Selon le chapitre 4, tout gain scalaire km positif, associé à la pré-commande eﬀectuant la projection sur
l’espace orthogonale au champ, stabilise le modèle de l’intégrateur simple (4.25). Cependant les résultats
de simulation ont montré que le choix de cette valeur conduit à des diﬀérences très importantes en termes
d’eﬀort de commande et de durée du régime transitoire. On suggère de poursuivre l’analyse du phénomène
pour déterminer la valeur optimale de km pour un critère donné.
– Preuves de stabilité du correcteur échantillonné :
Dans le chapitre 4, les preuves de stabilité des structures de contrôle ont été établies dans le cas du gain
scalaire km. Il semble raisonnable de penser que cette propriété s’applique également pour le correcteur
Kk à temps discret, à condition que sa période d’échantillonnage soit suﬃsamment faible. Formellement,
il n’existe toutefois pas de preuves que cette conclusion soit valable dans ce nouveau contexte. Cette
démonstration renforcerait ce résultat et pourrait donner des informations pertinentes pour guider le
choix de la période d’échantillonnage.
– Correcteurs périodiques pour les incertitudes bornées en norme :
Une des conclusions importantes du chapitre 4 concerne la nature des incertitudes à prendre en compte
pour le problème de contrôle d’attitude tel qu’il a été posé. Les discussions à ce sujet ont montré que
les signaux incertains bornés en norme semblent être les plus adéquats. Cependant, il n’existe pas, à
notre connaissance, de théorèmes de synthèse spéciﬁquement conçus pour traiter ce type d’incertitudes
et conduisant à des correcteurs périodiques à mémoire. Combler cette lacune apparaît donc comme une
piste de travail pertinente.
– Répartition des tâches entre les actionneurs :
La structure d’allocation mise en place à la ﬁn du chapitre 4 permet à chacun des actionneurs de participer
à tous les objectifs de commande. Jusqu’à présent, cette répartition se base sur une approche heuristique.
Malgré les résultats encourageants de cette démarche, il serait intéressant de rationaliser cette allocation.
166 CONCLUSIONS
Annexes
167

Annexe A
Outils algébriques
Cette annexe rappelle un certain nombre d’outils algébriques auquels cette thèse a fréquemment recours.
Conformément à [Skelton et al., 1997], on déﬁnit l’orthogonale matricielle à gauche de sorte que V ⊥V = 0.
L’orthogonale à droite est alors donnée par la relation V V T⊥T = 0.
Le premier résultat est une variation autour du lemme de Finsler [Skelton et al., 1997] et est nommé lemme
d’élimination dans cette thèse. Le théorème suivant en donne deux versions : la première fait intervenir un
unique vecteur v tandis que la seconde s’applique à v et w.
Théorème 41 (Lemme d’élimination - [Skelton et al., 1997]). Les propositions suivantes sont équivalentes :
(i) vTQv ≺ 0 telle que ∀v, Rv = 0 (A.1)
(ii) RT⊥QRT⊥T ≺ 0 (A.2)
(iii) ∃F : Q+He{FR} ≺ 0 (A.3)
Les propositions suivantes sont équivalentes :
(i)
{
vTQv ≺ 0 telle que ∀v, Rv = 0
wTQw ≺ 0 telle que ∀w, Sw = 0 (A.4)
(ii)
{
(RT )⊥Q(RT )⊥T ≺ 0
S⊥TQST⊥T ≺ 0 (A.5)
(iii) ∃X : Q+He{RTXS} ≺ 0 (A.6)
On donne également plusieurs versions du complément de Schur.
Théorème 42 (Complément de Schur - [Skelton et al., 1997]).{
Q− SR−1ST ≺ 0
R ≺ 0 ⇔
[
Q S
 R
]
≺ 0 ⇔
{
R− STQ−1S ≺ 0
Q ≺ 0 (A.7){ −Q+ SRST ≺ 0
R  0 ⇔
[−Q S
 −R−1
]
≺ 0 ⇔
[−Q SR
 −R
]
≺ 0 ⇔
{ −R−1 + STQ−1S ≺ 0
Q  0 (A.8)
Le théorème suivant, extrait de la littérature, constitue un résultat important, en particulier pour le cha-
pitre 1.
Théorème 43 ([Ebihara et al., 2008a]). Les deux conditions suivantes sont équivalentes :
∃T ∈ Sn :
[
P V
 Q+ T
]
≺ 0,
[
S − T W
 R
]
≺ 0 (A.9)
⎡⎣P V 0 Q+ S W
  R
⎤⎦ ≺ 0 (A.10)
où P ∈ Sn, Q ∈ Sm, R ∈ Sl, S ∈ Sm et V ∈ Rn×m et W ∈ Rm×l. De plus, si S = 0 alors T  0.
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Démonstration. (A.9) ⇒ (A.10).
Si (A.9) est vériﬁée alors la matrice diagonale par bloc formée à partir des matrices (A.9) est également
déﬁnie négative. La multiplication de cette inégalité à droite par une matrice de rang plein en colonne et par sa
transposée à gauche implique (A.10) :⎡⎢⎢⎣
1n 0 0
0 1m 0
0 1m 0
0 0 1l
⎤⎥⎥⎦
T ⎡⎢⎢⎣
[
P V
 Q+ T
]
0
0
[
S − T W
 R
]
⎤⎥⎥⎦
⎡⎢⎢⎣
1n 0 0
0 1m 0
0 1m 0
0 0 1l
⎤⎥⎥⎦ ≺ 0 ⇔ (A.10)
(A.9) ⇐ (A.10).
En appliquant un complément de Schur sur (A.10), on obtient l’inéquation suivante :[
P V
 Q+ S
]
−
[
0
W
]
R−1
[
0
W
]T
≺ 0 (A.11)
Par conséquent, il existe un réel positif ε tel que[
P V
 Q+ S −WR−1WT + ε1
]
≺ 0 (A.12)
En nommant T = S−WR−1WT + ε1m, on obtient alors la première inégalité de (A.9). La seconde est obtenue
via l’application d’un complément de Schur sur l’inéquation S − T −WR−1WT = −ε1m ≺ 0, réécriture directe
de la déﬁnition de T .
Les deux corollaires suivants sont extraits de ce résultat.
Corollaire 6. S’il existe quatres matrice réelles F0,0, F1,0, F1,1 et F2,1 de dimension n × n ainsi que deux
matrices déﬁnies positives P0 ∈ Sn+ et P1 ∈ Sn+ telles que⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[−P0 0
0 P1
]
+He
{[
F0,0
F1,0
] [
A0 −1
]} ≺ 0
[−P1 0
0 P0
]
+He
{[
F1,1
F2,1
] [
A1 −1
]} ≺ 0 (A.13)
alors les deux inégalités suivantes sont vérifées⎡⎣−P0 0 00 0 0
0 0 P0
⎤⎦+He
⎧⎨⎩
⎡⎣F0,0 0F1,0 F1,1
0 F2,1
⎤⎦[A0 −1 0
0 A1 −1
]⎫⎬⎭ ≺ 0 (A.14)
⎡⎣−P1 0 00 0 0
0 0 P1
⎤⎦+He
⎧⎨⎩
⎡⎣F1,1 0F2,1 F0,0
0 F1,0
⎤⎦[A1 −1 0
0 A0 −1
]⎫⎬⎭ ≺ 0 (A.15)
Corollaire 7. Les trois conditions suivantes sont équivalentes :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[−P0 0
0 P1
]
+He
{[
0
F1,0
] [
A0 −1
]} ≺ 0
[−P1 0
0 P0
]
+He
{[
0
F2,1
] [
A1 −1
]} ≺ 0 (A.16)⎡⎣−P0 0 00 0 0
0 0 P0
⎤⎦+He
⎧⎨⎩
⎡⎣ 0 0F1,0 0
0 F2,1
⎤⎦[A0 −1 0
0 A1 −1
]⎫⎬⎭ ≺ 0 (A.17)⎡⎣−P1 0 00 0 0
0 0 P1
⎤⎦+He
⎧⎨⎩
⎡⎣ 0 0F2,1 0
0 F1,0
⎤⎦[A1 −1 0
0 A0 −1
]⎫⎬⎭ ≺ 0 (A.18)
où P0 ∈ Sn+, P1 ∈ Sn+, F1,0 ∈ Rn×n et F2,1 ∈ Rn×n.
Annexe B
Généralisation aux modèles N-périodiques
des résultats du chapitre 1
Cette annexe étend au cas N-périodique les principaux théorèmes du chapitre 1.
B.1 Analyse et synthèse nominale
Le système dynamique Σ considéré est le suivant :
Σ : xNq+k+1 = A
ol
k xNq+k +BukuNq+k, ∀q ∈ N, ∀k ∈ {0, N − 1}
où xNq+k ∈ Rn est le vecteur d’état et uNq+k ∈ Rmu est l’entrée de commande. On suppose que la mesure
de l’état est disponible de sorte qu’il est possible de déﬁnir la loi de commande par retour d’état périodique
suivante :
uNq+k = KkxNq+k
La dynamique de la boucle fermée Σcl ainsi obtenue est décrite par l’équation suivante :
Σcl : xNq+k+1 = AkxNq+k, ∀q ∈ N, ∀k ∈ {0, N − 1}
avec
Ak = A
ol
k +BukKk, ∀k ∈ {0, N − 1}
Le modèle Σcl est asymptotiquement stable si et seulement si les valeurs propres de la matrice de monodromie
sont situées dans le cercle unité ouvert. Cette condition nécessaire et suﬃsante est traduite sous forme LMI par
la théorème suivant.
Théorème 44 (Analyse nominale). [[de Souza and Troﬁno, 2000] et [Bittanti and Colaneri, 1999]] Le modèle
Σcl est stable asymptotiquement si et seulement si la condition suivante est satisfaite :
∃P ∈ Sn+ : ΨTPΨ− P ≺ 0
où Ψ fait référence à la matrice de monodromie Ψ du système déﬁnie par l’équation suivante :
Ψ =
0∏
k=N−1
Ak
Comme dans le cas 2-périodique, l’utilisation de la fonction de Lyapunov périodique et du modèle dual à
Σcl conduit à la condition de synthèse fournie par le théorème suivant.
Théorème 45 (Synthèse nominale). [[de Souza and Troﬁno, 2000] et [Bittanti and Colaneri, 1999]] Le modèle
Σ est stabilisable asymptotiquement par la loi de commande uk = Kkxk si et seulement si la condition suivante
est satisfaite :
∃Wk ∈ Sn+, ∃Yk ∈ Rmu×n :
[−Wk+1 Aolk Wk +BukYk
 −Wk
]
≺ 0, ∀k = {0, N − 1}
avec W0 = WN . Les gains Kk du correcteur sont alors obtenus via la relation Kk = YkW
−1
k .
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B.2 Analyse et synthèse robuste grâce aux LMI étendues
On considère maintenant le vecteur d’incertitudes θ appartenant au L-simplex standard
Θ =
{
θ ∈ RL : θi ≥ 0,
L∑
i=1
θi = 1
}
où θi désigne le i-ième élément de θ. On suppose que le modèle Σ est soumis de façon aﬃne à θ de sorte que
Σ(θ) : xNq+k+1 = A
ol
k (θ)xNq+k +Buk(θ)uNq+k, ∀q ∈ N, ∀k ∈ {0, N − 1}
avec ⎡⎢⎣ A
ol
0 (θ) Bu0(θ)
...
...
AolN−1(θ) BuN−1(θ)
⎤⎥⎦ = co
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
A
ol[1]
0 B
[1]
u0
...
...
A
ol[1]
N−1 B
[1]
uN−1
⎤⎥⎥⎦ , · · · ,
⎡⎢⎢⎣
A
ol[L]
0 B
[L]
u0
...
...
A
ol[L]
N−1 B
[L]
uN−1
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭ , ∀θ ∈ Θ
Similairement au cas nominal, la loi uNq+k = KkxNq+k conduit au modèle incertain en boucle fermée suivant :
Σcl(θ) : xNq+k+1 = Ak(θ)xNq+k, ∀q ∈ N, ∀k ∈ {0, N − 1}
avec
Ak(θ) = A
ol
k (θ) +Buk(θ)Kk, ∀k ∈ {0, N − 1}
Dans ce contexte, les deux conditions d’analyse suﬃsantes suivantes 1 peuvent être établies :
Théorème 46 (Stabilité robuste - condition primale). [Ebihara et al., 2010]. S’il existe F ∈ R(N+1)n×Nn telle
que pour i ∈ {1 · · ·L} la condition suivante est satisfaite :
∃P [i] ∈ Sn+ :
⎡⎣−P [i] 0 00 0n(N−1) 0
0 0 P [i]
⎤⎦+He
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
F
⎡⎢⎢⎢⎢⎢⎣
A
[i]
0 −1n 0 · · · 0
0 A
[i]
1 −1n
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 A[i]N−1 −1n
⎤⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
≺ 0
alors le modèle incertain Σcl(θ) est robustement stable.
Théorème 47 (Stabilité robuste - condition duale). [Ebihara et al., 2010]. S’il existe Fd ∈ RNn×(N+1)n tel
que pour i ∈ {1 · · ·L} la condition suivante est satisfaite :
∃W [i] ∈ Sn+ :
⎡⎣−W [i] 0 00 0n(N−1) 0
0 0 W [i]
⎤⎦+He
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎢⎣
A
[i]
N−1 0 · · · 0
−1n A[i]N−2
. . .
...
0 −1n . . . 0
...
. . .
. . . A
[i]
0
0 · · · 0 −1n
⎤⎥⎥⎥⎥⎥⎥⎥⎦
Fd
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
≺ 0
alors le modèle incertain Σcl(θ) est robustement stable.
Comme dans le chapitre 2, ces conditions peuvent être déclinées en faisant varier le point de départ τ de la
période où en multipliant la période N par un entier positif.
A partir des conditions d’analyse robuste duale, on obtient le théorème de synthèse robuste suivant :
Théorème 48 (Synthèse robuste). [Ebihara et al., 2010]. S’il existe Gj ∈ Rn×n et Yj ∈ Rmu×n pour j =
{0, N − 1} telles que pour i ∈ {1 · · ·L} la condition suivante est satisfaite :
∃W [i] ∈ Sn+ :
⎡⎣−W [i] 0 00 0n(N−1) 0
0 0 W [i]
⎤⎦+He
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
A
ol[i]
N−1 0 · · · 0
−1n Aol[i]N−2
. . .
...
0 −1n . . . 0
...
. . .
. . . A
ol[i]
0
0 · · · 0 −1n
⎤⎥⎥⎥⎥⎥⎥⎥⎦
G +
⎡⎢⎢⎢⎢⎢⎢⎢⎣
B
[i]
N−1 0 · · · 0
0 B
[i]
N−2
. . .
...
... 0
. . . 0
...
. . .
. . . B
[i]
0
0 · · · · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
Y
⎞⎟⎟⎟⎟⎟⎟⎟⎠
[
0nN×n 1nN
]
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
≺ 0
1. On précise que ces conditions ne sont pas équivalentes dans le cas général.
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avec
G = diag{GN−1, · · · , G0}, Y = diag{YN−1, · · · , Y0}
alors le modèle incertain Σ(θ) est stabilisable robustement par la loi de commande uk = Kkxk. Les gains Kk du
correcteur sont alors obtenus via la relation Kk = YkW
−1
k .
Le théorème de synthèse nominal utilisant la fonction de Lyapunov périodique donné précédemment admet
aussi une version robuste. On trouvera son expression dans [Bittanti and Colaneri, 2008].
174 ANNEXE B. STABILITÉ DES MODÈLES N-PÉRIODIQUES
Annexe C
Dualité des systèmes invariant dans le
temps et à temps discret
Soit h(t, τ) la réponse d’un système linéaire à temps continu (potentiellement variant dans le temps) à une
impulsion au temps t = τ et soit tf un instant arbitraire tel que tf > t. On considère le problème suivant :
comment construire la fonction conduisant, à partir de h(tf , τ), à l’instant τ de l’impulsion ? Pour répondre à
cette question, il est possible de bâtir un modèle à temps inversé particulier, nommé modèle adjoint modiﬁé,
dont la réponse temporelle conduit à la fonction recherchée [Kailath, 1980]. Historiquement, ce problème de
réponse impulsionnelle inversée est une des causes importantes du développement de la théorie de la dualité des
systèmes. On notera que dans la littérature la terminologie « modèle adjoint »est parfois employée pour désigner
le modèle dual.
Les travaux présentés dans [Sarachik and Kreindler, 1965] s’appuie sur cette caractérisation pour étendre le
concept aux modèles à temps discret. Dans ce cadre, les auteurs de [Nieuwenhuis and Willems, 1988] proposent
une déﬁnition plus moderne (et plus mathématique) en se restreignant aux modèles invariants dans le temps.
La dualité y est caractérisée d’un point de vue purement externe, grâce à une propriété d’orthogonalité. Dans
[van der Schaft, 1991], ces résultats sont étendus au cas des modèles d’état. On citera également les travaux
publiés dans [Rudolph, 1996], abordant ce concept par le biais de la théorie du module.
Dans le cas des modèles LTI sous forme de modèle d’état, on montre que les matrices du modèle dual sont
construites à partir de la transposée de leurs homologues du modèle primal. Cette propriété permet d’établir
des liens entre les propriétés structurelles des deux modèles. En particulier, un modèle LTI est commandable
(observable) si et seulement si son dual est observable (commandable). On notera également la correspondance
existant entre les résultats d’analyse : la dualité préserve la stabilité ainsi que les normes H2 et H∞. Pour
cette raison, la théorie de la dualité des systèmes est fréquemment réduite à un outil technique permettant de
transposer les matrices du système considéré dans les conditions d’analyses, bien que ce concept soit en réalité
beaucoup plus riche.
Après cette présentation générale, on introduit le théorème suivant déﬁnissant la dualité pour les modèles
auto-régressifs à moyenne mobile (AutoRegressive-Moving Average, ARMA) et à temps-discret.
Théorème 49 ([Nieuwenhuis and Willems, 1988]). Soit Σp = (Z,Rq,Bp) et Σd = (Z,Rq,Bd) deux systèmes à
temps-invariant, respectivement complet et compact. L’ensemble Bp est déﬁni par
Bp :=
{
ω ∈ Rq|∃x ∈ Rn, R(σ, σ−1)ω = M(σ, σ−1)x} (C.1)
où R(σ, σ−1) et M(σ, σ−1) sont des matrices de polynômes en σ−1 et σ. Les modèles Σp et Σd sont duaux si et
seulement si
Bd :=
{
ωd ∈ Rq|∃xd ∈ Rn, ωd = RT (σ−1, σ)xd et −MT (σ−1, σ)xd = 0} (C.2)
La restriction de ce théorème à un cas particulier conduit au corollaire suivant, dont on fait usage dans le
cadre de cette thèse.
Corollaire 8. Les modèles descripteurs polynomiaux suivants sont duaux l’un de l’autre :⎡⎢⎢⎢⎢⎢⎣
b+1∑
j=0
Ajσ
−j B 0
b+1∑
j=0
Cjσ
−j D −1
⎤⎥⎥⎥⎥⎥⎦
⎡⎣x˜qwˆq
zˆq
⎤⎦ = 0 (C.3)
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⎡⎢⎣
b+1∑
j=0
A
T
j σ
j ∑b+1
j=0 C
T
j σ
j 0
BT DT 1
⎤⎥⎦
⎡⎣ x˜dqwˆdq
zˆdq
⎤⎦ = 0 (C.4)
Démonstration. Les deux équations suivantes sont des reformulations des modèles polynomiaux faisant le lien
avec la déﬁnition des modèles telle que présentée dans le Th. 49.
[−B 0
−D 1
] [
wˆq
zˆq
]
=
⎡⎢⎢⎢⎢⎢⎣
b+1∑
j=0
Ajσ
−j
b+1∑
j=0
Cjσ
−j
⎤⎥⎥⎥⎥⎥⎦ x˜q
[
zˆdq
wˆdq
]
=
[−BT −DT
0 1
] [
x˜dq
wˆdq
]
,
[
b+1∑
j=0
A
T
j σ
j
b+1∑
j=0
C
T
j σ
j
] [
x˜dq
wˆdq
]
= 0
Annexe D
Normes H2 et H∞ des modèles
périodiques à temps-discret
Le contenu de cette annexe est principalement extrait de [Bittanti and Colaneri, 2008]. Aﬁn de clariﬁer la
présentation, on adopte dans cette annexe la convention habituelle selon laquelle la valeur du signal x à l’instant
courant est notée xk.
Soit Σ le modèle linéaire périodique et à temps discret suivant :
Σ :
[
xk+1
zk
]
=
[
Ak Bk
Ck Dk
] [
xk
wk
]
avec
[
Ak+N Bk+N
Ck+N Dk+N
]
=
[
Ak Bk
Ck Dk
]
pour lequel wk et zk correspondent respectivement à l’entrée de perturbation et à la sortie de performance. A ce
modèle, on associe la fonction de transfert matricielle périodique entre wk et zk déﬁnie par la relation suivante :
zk = G(σ, k)wk avec G(σ, k) = Ck(σ1n −Ak)−1Bk +Dk
On évalue la performance de Σ par sa capacité à minimiser l’inﬂuence de la perturbation wk sur la sortie
contrôlée zk. C’est la raison pour laquelle cette performance est évaluée grâce à la norme de la fonction de
transfert multivariable G(σ, k), que l’on assimile à la norme du modèle Σ lui-même. Cette annexe traite des
normes H2 et H∞.
D.1 Liens avec la norme du modèle temps-invariant lifté
La technique de la représentation liftée consiste à regrouper les vecteurs d’entrée/sortie sur une période
complète à partir de l’instant k = τ :⎡⎢⎣zqN+τ+N−1...
zqN+τ
⎤⎥⎦
︸ ︷︷ ︸
zˆq
= Gˆτ (σ)
⎡⎢⎣wqN+τ+N−1...
wqN+τ
⎤⎥⎦
︸ ︷︷ ︸
wˆq
avec q ∈ Z
La fonction de transfert Gˆτ (σ) est invariante dans le temps puisqu’elle ne dépend pas de q. De plus, si son
expression est paramétrée par τ , il est possible de montrer que ses normes H2 et H∞ sont indépendantes de
cette valeur. Le modèle temps-invariant obtenu par la technique de lifting est donc indépendant du paramètre
de cette transformation. C’est la raison pour laquelle les normes de Σ (ou de G(σ, k)) sont identiﬁées à celles
de Gˆτ (σ).
Déﬁnition 7. Les normes H2 et H∞ du modèle périodique Σ correspondent aux normes du modèle lifté associé
Gˆτ (σ) qui sont indépendantes de τ :
∀τ, ‖Σ‖2 = ‖Gˆτ‖2, ‖Σ‖∞ = ‖Gˆτ‖∞ (D.1)
◦
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D.2 Interprétations pour les modèles périodiques
La théorie des modèles à temps-invariant oﬀre une interprétation des normes de Gˆτ . Grâce à la déﬁnition
de wˆq et zˆq, ces interprétations peuvent être étendues au modèle périodique Σ.
D.2.1 Norme H2
Equations de Lyapunov périodiques Soit les équations de Lyapunov périodiques suivantes
Pk+1 = AkPkA
T
k +BkB
T
k
Qk = A
T
kQk+1Ak + C
T
k Ck
d’inconnues Pk et Qk. Si ces dernières admettent des solutions périodiques et semi-déﬁnies positives, notées
Pk = W
c
k et Qk = W
o
k , alors la norme H2 de Σ est donnée par les équations suivantes :
‖Σ‖2 =
√√√√trace{N−1∑
k=0
CkW ckC
T
k +DkD
T
k
}
=
√√√√trace{N−1∑
k=0
BTk W
o
k+1Bk +D
T
k Dk
}
(D.2)
Similairement au cas à temps-invariant, les solutions W ok et W
c
k correspondent aux grammiens d’observabilité
et de commanbilité dont l’expression est liée aux matrices de Σ via les relations suivantes :
W ck =
+∞∑
i=1
Φi,k+1BkB
T
k Φ
T
i,k+1, W
o
k =
+∞∑
i=1
ΦTi,k+1C
T
k CkΦi,k+1 (D.3)
où la matrice de transition d’état Φk,τ de A est telle que
Φk,τ =
⎧⎨⎩
0 , (k < τ)
1 , (k = τ)
Ak−1Ak−2 · · ·Aτ , (k > τ)
Equations de Lyapunov à temps-invariant De façon analogue, les solutions semi-déﬁnies positives P˜k =
W˜ ck et Q˜k = W˜
o
k des N équations de Lyapunov à temps-invariant suivantes :
P˜k = AkP˜kA
T
k +BkB
T
k
Q˜k = A
T
k Q˜kAk + C
T
k Ck
conduisent à la norme H2 de Σ via (D.2) avec W ck = W˜ ck et W ok+1 = W˜ ok .
En s’appuyant sur la théorie des modèles à temps-invariant, cette dernière interprétation peut être reformulée
de la façon suivante :
‖Σ‖2 =
√√√√N−1∑
k=0
‖G(σ, k)‖22
La fonction de transfert G(σ, k) est un polynôme en σ dont les matrices coeﬃcients varient périodiquement en
fonction de k. Il existe donc un nombre ﬁnie, à savoir N , de fonctions de transfert LTI issues de G(σ, k) en
ﬁxant la valeur de k. La valeur ‖Σ‖22/N peut être interprétée comme la moyenne du carré des normes H2 de ces
fonctions.
Réponse impulsionnelle Pour un instant τ arbitraire, on déﬁnit hi,jk comme la réponse de Σ à une impulsion
appliquée sur l’entrée j à l’instant τ + i (avec la condition initiale x(τ) = 0). Si Σ est un modèle périodique
stable, on a alors :
‖Σ‖2 =
√√√√ m∑
j=1
N−1∑
i=0
‖hi,jk ‖22
Par conséquent, ‖Σ‖22 représente le carré des normes L2 des réponses impulsionnelles pour chacune des entrées
et pour N instants consécutifs.
Cette interprétation peut être vue comme l’adaptation directe (mais nécessaire) de la déﬁnition de la norme
H2 pour les modèles LTI dans la mesure où, pour les systèmes à temps-variant la réponse impulsionnelle dépend
de l’instant d’application de l’impulsion. Pour une même impulsion appliquée à des instants diﬀérents, il n’existe
cependant que N cas diﬀérents en raison de la périodicité du système.
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Remarque. Ces deux dernières interprétations expliquent pourquoi un facteur
√
N est parfois ajouté à la
déﬁnition de la norme H2, donnée par (D.1) (voir par exemple [Bamieh et al., 1991], [Bittanti and Cuzzola,
2001] ou [Farges et al., 2007]) : ‖Σ‖22 correspond alors exactement aux moyennes citées précédemment (sans
le facteur 1/N). Dans [Bittanti and Colaneri, 2008], les auteurs ont abandonné l’ancienne formulation pour
adopter la convention retenue dans cette thèse. ◦
Réponse à un signal aléatoire Si l’entrée wk du modèle périodique stable Σ est un bruit blanc dont la
covariance est égale à la matrice identité alors
‖Σ‖2 =
√√√√ lim
q→+∞
N−1∑
k=0
E[zTqN+kzqN+k]
où E[·] est l’opérateur espérance.
D.2.2 Norme H∞
Gain maximal La norme H∞ de Σ peut être formulée comme suit
‖Σ‖∞ = sup
wk∈l2−{0}
‖zk‖2
‖wk‖2 = sup‖wk‖=1
‖G(σ, k)wk‖2
Comme dans le cas des modèles temps-invariant, cette norme correspond donc au gain maximal de G(σ, k) selon
toutes les directions de wk.
Stabilité robuste Supposons qu’il existe un bouclage externe au modèle tel que wk = Δ(k)zk où Δ(k) est une
matrice non-structurée (à temps-variant, pleine et dont les coeﬃcients sont dans C) telle que ‖Δ(k)‖∞ < 1/ν.
Une telle boucle fermée est stable si et seulement si ‖Σ‖∞ < ν (voir [Rotea et al., 1993] et [Packard and Doyle,
1990]).
D.3 Normes et dualité des systèmes
Similairement au cas LTI, il est possible de déﬁnir un modèle dual de Σ, noté Σd, dont la dynamique évolue
à temps inversé. Classiquement, l’expression de ce système est donnée par la relation suivante, dans laquelle
apparaissent les matrices périodiques de Σ :
Σd :
[
xdk−1
zdk
]
=
[
ATk C
T
k
BTk D
T
k
] [
xdk
wdk
]
Comme pour les modèles à temps-invariant, Σd est stable si et seulement si Σ l’est. De plus, ces deux systèmes
partagent les même normes.
Théorème 50. Les normes H2 et H∞ du modèle périodique Σ et de son dual Σd sont identiques :
‖Σ‖2 = ‖Σd‖2, ‖Σd‖∞ = ‖Σd‖∞
Enﬁn, on peut montrer que les grammiens d’observabilité et de commandabilité des deux modèles sont
intervertis. Si l’on nomme respectivement W odk et W
cd
k , les grammiens d’observabilité et de commandabilité de
Σd alors W odk = W
c
k et W
cd
k = W
o
k .
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Annexe E
Développements complémentaires au
chapitre 2
E.1 Preuves des conditions duales d’analyse du modèle descripteur
Cette annexe démontre la validité des conditions duales d’analyse établies dans la sous-section 2.6.3. En
premier lieu, les conditions d’analyse basées sur le modèle monodromique dual sont reformulées par le lemme
suivant.
Lemme 36 (Conditions duales utilisant les signaux). Les conditions duales de stabilité et des problèmes H2 et
H∞ peuvent être réécrites de la façon suivante :
– (2.67) est équivalent à[
ηdq
ηdq−1
]T [−W 0
0 W
] [
ηdq
ηdq−1
]
< 0 telle que
[
Ψ˘T0,0 −1
] [ ηdq
ηdq−1
]
= 0 (E.1)
– (2.71) est équivalent à⎡⎢⎢⎣
ρdq
ρdq−1
w˘dq
z˘dq
⎤⎥⎥⎦
T ⎡⎢⎢⎣
−W
W
−ν1pN
1mN
⎤⎥⎥⎦
⎡⎢⎢⎣
ρdq
ρdq−1
w˘dq
z˘dq
⎤⎥⎥⎦ < 0 telle que [Ψ˘T −1 C˘T 0B˘T 0 D˘T −1
]⎡⎢⎢⎣
ρdq
ρdq−1
w˘dq
z˘dq
⎤⎥⎥⎦ = 0
(E.2)
– (2.73a) et (2.73b) est équivalent à⎡⎢⎢⎣
ρdq
ρdq−1
w˘dq
z˘dq
⎤⎥⎥⎦
T ⎡⎢⎢⎣
−W
W
0pN
1mN
⎤⎥⎥⎦
⎡⎢⎢⎣
ρdq
ρdq−1
w˘dq
z˘dq
⎤⎥⎥⎦ < 0 telle que
⎡⎣Ψ˘T −1 C˘T 0B˘T 0 D˘T −1
0 0 1 0
⎤⎦
⎡⎢⎢⎣
ρdq
ρdq−1
w˘dq
z˘dq
⎤⎥⎥⎦ = 0(E.3)
⎡⎢⎢⎣
ρdq
ρdq−1
w˘dq
z˘dq
⎤⎥⎥⎦
T ⎡⎢⎢⎣
0nl+p(l−1)
W
−Z
1mN
⎤⎥⎥⎦
⎡⎢⎢⎣
ρdq
ρdq−1
w˘dq
z˘dq
⎤⎥⎥⎦ < 0 telle que
⎡⎣Ψ˘T −1 C˘T 0B˘T 0 D˘T −1
1 0 0 0
⎤⎦
⎡⎢⎢⎣
ρdq
ρdq−1
w˘dq
z˘dq
⎤⎥⎥⎦ = 0(E.4)
Démonstration. L’application du lemme d’élimination suﬃt à prouver que les conditions (E.1), (E.2), (E.3) et
(E.4) sont équivalentes à (2.67), (2.71), (2.73a) et (2.73b) respectivement en remarquant que
[
Ψ˘T0,0 −1
] [ 1
Ψ˘T0,0
]
= 0
[
Ψ˘T −1 C˘T 0
B˘T 0 D˘T −1
]⎡⎢⎢⎣
1 0
Ψ˘T C˘T
0 1
B˘T D˘T
⎤⎥⎥⎦ = 0
⎡⎣Ψ˘T −1 C˘T 0B˘T 0 D˘T −1
0 0 1 0
⎤⎦
⎡⎢⎢⎣
1
Ψ˘T
0
B˘T
⎤⎥⎥⎦ = 0,
⎡⎣Ψ˘T −1 C˘T 0B˘T 0 D˘T −1
1 0 0 0
⎤⎦
⎡⎢⎢⎣
0
C˘T
1
D˘T
⎤⎥⎥⎦ = 0
181
182 ANNEXE E. DÉVELOPPEMENTS COMPLÉMENTAIRES AU CHAPITRE 2
On précise que dans le cas autonome, φdq = 0 quel que soit q ∈ Z d’après (2.69). Par conséquent, on a
ηdq−1 = Ψ˘
T
0,0η
d
q .
En s’appuyant sur la correspondance entre les signaux des liftings donnés par la proposition 11, ces nouveaux
énoncés sont reformulés.
Preuve de (2.78) : condition duale de stabilité du Th. 18
Démonstration. Dans le cas autonome, la relation suivante, extraite de (2.63), établit le lien entre les vecteurs
d’état de Γdm et Γ
d
e . [
ηdq
ηdq−1
]
= T xˆdq
Cette équation est équivalente à (2.25) dans le contexte dual. La matrice T étant de rang plein, la condition
(E.1) peut être réécrite sous la forme suivante :
(xˆdq)
TTT
[−W 0
0 W
]
T xˆdq < 0 telle que
[A˘T E˘T ] xˆdq = 0
Puis, X (W ) = TTdiag{−W,W}T est introduit et le lemme d’élimination est utilisé pour obtenir (2.78).
Preuve de (2.81) : condition duale H∞ du Th. 19
Démonstration. L’équation (E.2) est d’abord reformulée en s’appuyant sur (2.63)
[
xˆdq
w˘dq
]T
(T d)T
⎡⎣−W 0 00 W 0
0 0 −ν1
⎤⎦T d [ xˆdq
w˘dq
]
+ (z˘dq )
T z˘dq < 0 telle que
[ [A˘T E˘T ] [C˘T2 C˘T1 ] 0[
0 B˘T ] [0 D˘T ] 1
]⎡⎣[ xˆdqw˘dq
]
z˘dq
⎤⎦ = 0 (E.5)
avant d’introduire X d(W,−ν1). La substitution de l’expression de zˆdq donne ensuite
[
xˆdq
w˘dq
]T ⎛⎜⎜⎝X d(W,−ν1) + Sq
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
0
B˘
0
D˘
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭
⎞⎟⎟⎠[ xˆdqw˘dq
]
< 0 telle que
[[A˘T E˘T ] [C˘T2 C˘T1 ]] [ xˆdqw˘dq
]
= 0 (E.6)
qui conduit à la condition (2.81) en application le lemme d’élimination.
Preuve de (2.84a) et (2.84b) : conditions duales H2 du Th. 20
Démonstration. L’utilisation de (2.63) permet de réécrire (E.3) :
[
xˆdq
w˘dq
]T
(T d)T
⎡⎣−W 0 00 W 0
0 0 0
⎤⎦T d [ xˆdq
w˘dq
]
+
(
z˘dq
)T
z˘dq < 0 telle que
⎡⎣
[A˘T E˘T ] [C˘T2 C˘T1 ] 0[
0 B˘T ] [0 D˘T ] 1
0
[
0 1pN
]
0
⎤⎦⎡⎣[ xˆdqw˘dq
]
z˘dq
⎤⎦ = 0 (E.7)
Cette condition peut être simpliﬁée de la façon suivante :
(xˆdq)
T
[
1n(N+l)+p(l−1)
0
]T
X d(W,0)
[
1n(N+l)+p(l−1)
0
]
xˆdq +
(
z˘dq
)T
z˘dq < 0 telle que
[ [A˘T E˘T ] C˘T2 0[
0 B˘T ] 0 1
] [
xˆdq
z˘dq
]
= 0
(E.8)
Cela conduit, après substitution de zˆdq par son expression et utilisation du lemme d’élimination, à (2.84a).
De même, en s’appuyant sur (2.63), l’équation (E.4) est reformulée :
[
xˆdq
w˘dq
]T
(T d)T
⎡⎣0 0 00 W 0
0 0 −Z
⎤⎦T d [ xˆdq
w˘dq
]
+
(
z˘dq
)T
z˘dq < 0 telle que
⎡⎢⎢⎣
[A˘T E˘T ] [C˘T2 C˘T1 ] 0[
0 B˘T ] [0 D˘T ] 1[
1nl 0
]
0 0
0
[
1p(l−1) 0
]
0
⎤⎥⎥⎦
⎡⎣[ xˆdqw˘dq
]
z˘dq
⎤⎦ = 0 (E.9)
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On remarque que certains éléments des signaux mis en jeu dans cette équation sont nuls ce qui permet de
simpliﬁer (E.9) :[[
0nN×nl 1nN 0nN×p(l−1)
]
xˆdq
w˘dq
]T
Zd(W,Z)
[[
0nN×nl 1nN 0nN×p(l−1)
]
xˆdq
w˘dq
]
+
(
z˘dq
)T
z˘dq < 0
telle que
⎡⎣ E˘T C˘T1 0B˘T [0n×nN
1nN
]
D˘T 1
⎤⎦⎡⎣
[
0nN×nl 1nN 0nN×p(l−1)
]
xˆdq
w˘dq
z˘dq
⎤⎦ = 0 (E.10)
A nouveau, le remplacement de z˘dq par son expression ainsi que l’emploi du lemme d’élimination donne naissance
la condition (2.84b).
E.2 Preuve algébrique de la condition primale H∞ descripteur
Cette annexe présente une preuve alternative, purement algébrique, à la condition d’analyse H∞ primale,
établie dans sa version descripteur par le Th. 19. Il s’agit de montrer que (2.70) est équivalente à (2.80). On
aﬃrme que toutes les autres conditions d’analyse descripteur admettent une démonstration de cette forme.
Contrairement à la démonstration donnée dans le corps du texte, les développements de cette annexe s’ap-
puient sur la correspondance entre les matrices des deux représentations liftée Γe et Γm, données par le Tab. 2.2
et rappelées ici.
l ≤ N l > N
Ψ A˜ = E−11,0
(E1,1E−10,0A0 −A1) [ −E−1A1n(l−N) 0n(l−N)×nN
]
B B˜ = E−11,0
(E1,1E−10,0B0 − B1) [−E−1B0
]
C C1,0A˜ − C1,1E−10,0A0 + C2 −C1E−1A+ C2
D C1,0B˜ − C1,1E−10,0B0 +D −C1E−1B +D
On rappelle également la déﬁnition du partitionnement des matrices de Γm lorsque l ≤ N :[ E A B
C1 C2 D
]
=
⎡⎣ E1,0 E1,1 A1 B10 E0,0 A0 B0
C1,0 C1,1 C2 D
⎤⎦
En premier lieu, on reformule la condition H∞ monodromique (2.70) de la façon suivante :[
Ψ B
]T
P
[
Ψ B
]
+ Sq
{[
CT
DT
]}
+
[−P 0
0 −ν1mN
]
≺ 0 (E.11)
La démarche consiste à remplacer les expressions de Ψ, B, C et D, données par le tableau précédent, dans (E.11)
puis à reconstruire N , B, C et D pour faire apparaître (2.80), reformulée de la façon suivante :
RT
⎛⎝[−X (P ) 0
0 −ν1mN
]
+ Sq
⎧⎨⎩
⎡⎣CT1CT2
DT
⎤⎦⎫⎬⎭
⎞⎠R ≺ 0 telle que [E A B]R = 0 (E.12)
E.2.1 Cas où l ≤ N
La substitution dans (E.11) de Ψ, B, C et D par leur expression conduit à
[A˜ B˜]T P [A˜ B˜]+ Sq
⎧⎪⎨⎪⎩
⎡⎢⎣
(
C1,0A˜ − C1,1E−10,0A0 + C2
)T(
C1,0B˜ − C1,1E−10,0B0 +D
)T
⎤⎥⎦
⎫⎪⎬⎪⎭+
[−P 0
0 −ν1mN
]
≺ 0
On remarque que
⎡⎢⎣
(
C1,0A˜ − C1,1E−10,0A0 + C2
)T(
C1,0B˜ − C1,1E−10,0B0 +D
)T
⎤⎥⎦ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
[C1,0 C1,1 C2 D]︸ ︷︷ ︸[C1 C2 D]
⎡⎢⎢⎣
A˜ B˜
−E−10,0A0 −E−10,0B0
1nl 0
0 1mN
⎤⎥⎥⎦
︸ ︷︷ ︸
Ξ
⎞⎟⎟⎟⎟⎟⎟⎟⎠
T
= ΞT
⎡⎣CT1CT2
DT
⎤⎦
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La déﬁnition de Ξ permet d’écrire
[A˜ B˜] = [1nl 0nl×n(N−l) 0nl 0nl×mN ]Ξ et [−P 00 −ν1mN
]
= ΞT
⎡⎢⎢⎣
0nl 0 0 0
0 0n(N−l) 0 0
0 0 −P 0
0 0 0 −ν1mN
⎤⎥⎥⎦Ξ
Par conséquent, l’inéquation (E.11) est équivalente à
ΞT
⎛⎝[1nl 0nl×n(N−l) 0nl 0nl×mN ]T P [1nl 0nl×n(N−l) 0nl 0nl×mN ]+ Sq
⎧⎨⎩
⎡⎣CT1CT2
DT
⎤⎦⎫⎬⎭+⎡⎢⎢⎣
0nl 0 0 0
0 0n(N−l) 0 0
0 0 −P 0
0 0 0 −ν1mN
⎤⎥⎥⎦
⎞⎟⎟⎠Ξ ≺ 0
correspondant elle-même à (E.12) avec Ξ = R puisqu’on peut vériﬁer que
[E A B]Ξ = 0.
E.2.2 Cas où l > N
A nouveau, la substitution dans (E.11) de Ψ, B, C et D par leur expression conduit à[[ −E−1A
1n(l−N) 0n(l−N)×nN
] [−E−1B
0
]]T
P
[[ −E−1A
1n(l−N) 0n(l−N)×nN
] [−E−1B
0
]]
+
Sq
{[(−C1E−1A+ C2)T(−C1E−1B +D)T
]}
+
[−P 0
0 −ν1mN
]
≺ 0
On remarque que
[(−C1E−1A+ C2)T(−C1E−1B +D)T
]
=
⎛⎜⎜⎜⎜⎜⎝
[C1 C2 D]
⎡⎣−E−1A −E−1B1nl 0
0 1mwN
⎤⎦
︸ ︷︷ ︸
Ξ
⎞⎟⎟⎟⎟⎟⎠
T
La déﬁnition de Ξ permet d’écrire d’une part
[[ −E−1A
1n(l−N) 0n(l−N)×nN
] [−E−1B
0
]]
=
[
1nl 0nl×nN 0nl×mN
] ⎡⎢⎢⎣
[ −E−1A
1n(l−N) 0n(l−N)×nN
] [−E−1B
0
]
[
0nN×n(l−N) 1nN
]
0
0 1mN
⎤⎥⎥⎦
︸ ︷︷ ︸
Ξ
et d’autre part [−P 0
0 −ν1Nmw
]
= ΞT
⎡⎣0nN 0 00 −P 0
0 0 −ν1Nmw
⎤⎦Ξ
Par conséquent, l’inéquation (E.11) est équivalente à
ΞT
⎛⎝[1nl 0nl×nN 0nl×mN ]T P [1nl 0nl×nN 0nl×mN ]+ Sq
⎧⎨⎩
⎡⎣CT1CT2
DT
⎤⎦⎫⎬⎭+
⎡⎣0nN 0 00 −P 0
0 0 −ν1Nmw
⎤⎦⎞⎠Ξ ≺ 0
correspondant elle-même à (E.12) avec Ξ = R puisqu’on peut vériﬁer que
[E A B]Ξ = 0.
Annexe F
Algèbre vectorielle et vectrices
Bien que l’étude des systèmes dynamiques consiste généralement à obtenir des équations scalaires, nombre
d’équations diﬀérentielles sont exprimées dans un premier temps sous une forme vectorielle, indépendante du
référentiel considéré. De plus, lors de l’usage de multiples référentiels, le respect de la règle stipulant que tous les
termes d’une équation vectorielle doivent être exprimés dans le même référentiel, requiert une attention toute
particulière. Il est notoire que l’une et l’autre de ces diﬃcultés sont typiques de l’étude de la dynamique des
satellites.
Les vectrices (traduction française du terme anglo-saxon vectrix) ont été conçues comme une réponse à ces
diﬃcultés. Cet outil permet en eﬀet de découpler l’analyse de la dynamique en deux étapes : la première vise à
obtenir des équations vectorielles et donc indépendantes de tout référentiel, tandis que la seconde exprime ces
relations dans le référentiel choisi. Dans certain cas, cette approche favorise la factorisation d’étapes de calcul
redondantes en retardant l’introduction de quantités scalaires.
L’ouvrage [Hugues, 1986], et en particuler son annexe B, fournit une description détaillée de ce concept,
dont on donne ici les éléments essentiels.
F.1 Déﬁnitions
On clariﬁe tout d’abord le sens accordé dans le chapitre 3 au terme « vecteur ». Ce mot désigne un objet
mathématique possédant une direction, un sens et une amplitude dans un espace à trois dimensions. Il ne dépend
donc pas d’un référentiel particulier bien qu’il puisse, si besoin, être exprimé dans un référentiel d’intérêt.
Une vectrice, noté F , est une matrice de trois vecteurs formant une base orthonormée directe. A titre
d’exemple, la vectrice associée au référentiel FA est la suivante :
FA =
⎡⎣xAyA
zA
⎤⎦
Soit le vecteur v. Ses trois composantes scalaires dans le référentiel FA sont notées {v[A]x , v[A]y , v[A]z }. Pour bé-
néﬁcier des avantages des notations matricielles, on regroupe ces termes dans une matrice colonne de dimensions
3× 1, notée v[A] :
v[A] =
⎡⎢⎣v
[A]
x
v
[A]
y
v
[A]
z
⎤⎥⎦ ∈ R3
Bien que cette matrice soit fréquemment assimilée au vecteur v lui-même, cette thèse ne suit pas cette direction
et réserve le terme vecteur à l’objet noté v.
Par déﬁnition, on a la relation suivante
v = v[A]x xA + v
[A]
y yA + v
[A]
z zA (F.1)
admettant deux représentations matricielles équivalentes
v =
(
v[A]
)T
FA = F
T
A v
[A] (F.2)
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F.2 Expression d’une relation vectorielle dans un référentiel particu-
lier
L’usage des vectrices rend directe l’extraction des composantes d’équations vectorielles dans un référentiel
quelconque. Ceci constitue l’avantage majeur de cet outil. Sans surprise, la relation suivante montre que cette
transformation se réduit à une série de produits scalaires :
v[A] =
⎡⎣v · xAv · yA
v · zA
⎤⎦ = v · FA = FA · v (F.3)
Dans un contexte où il existe de nombreux référentiels diﬀérents, l’usage de cette notation est particulièrement
probant. On considère le cas où les composantes de v sont disponibles dans FA alors que v doit être exprimé
dans FB . Premièrement, en utilisant (F.2), v est écrit dans FB :
v[B] = FB · v
Puis, les composantes de v dans le référentiel dans lequel elles sont disponibles, sont introduites en s’appuyant
sur (F.2) :
v[B] = FB ·
(
FTA v
[A]
)
=
(
FB · FTA
)
v[A]
Le lien entre v[B] et v[A] est FB · FTA et correspond à la matrice de rotation CB/A, comme le montre l’équation
suivante :
FB · FTA =
⎡⎣ xB · xA xB · yA xB · zAyB · xA yB · yA yB · zA
zB · xA zB · yA zB · zA
⎤⎦ = CB/A (F.4)
Par la même occasion, on introduit la relation suivante, valable pour toute vectrice FA :
FA · FTA = CA/A = 13 (F.5)
F.3 Produit scalaire
Le produit scalaire de u par v peut être écrit comme suit en faisant apparaître les composantes de ces
vecteurs dans FA :
u · v =
((
u[A]
)T
FA
)
·
(
FTA v
[A]
)
=
(
u[A]
)T (
FA · FTA
)
v[A]
Grâce à (F.5), le produit scalaire correspond à la relation bien connue suivante :
u · v =
(
u[A]
)T
v[A]
F.4 Produit vectoriel
Soit le vecteur w, résultat du produit vectoriel suivant :
w = u× v
Sous l’hypothèse que les composantes de tous ces vecteurs sont disponibles dans un référentiel unique, alors les
composantes de w dans ce même référentiel sont données par l’équation matricielle suivante :
w[A] =
(
u[A]
)×
· v[A]
Par conséquent, en utilisant (F.2), il peut être démontré que
w = FTA ·
(
u[A]
)×
· v[A]
Les deux dernières équations font référence à l’opérateur ( )× construisant, à partir de la matrice colonne p,
la matrice antisymétrique suivante :
p× =
⎡⎣ 0 −pz pypz 0 −px
−py px 0
⎤⎦ pour p =
⎡⎣pxpy
pz
⎤⎦ ∈ R3
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F.5 Tenseur dyadique
Aﬁn de conserver les équations sous leur forme vectorielle (indépendante de tout référentiel) le plus longtemps
possible, on introduit un outil nommé tenseur dyadique ou, plus simplement, dyadique. Pour rendre explicite
la pertinence d’un tel instrument mathématique, on considère le double produit vectoriel suivant
z = u× (v × w)
pour lequel on souhaite factoriser le terme w.
Les composantes de z dans le référentiel FA peuvent être obtenues par deux approches diﬀérentes. La
première consiste à exprimer ces vecteurs dans FA puis à développer les matrices de composantes ainsi obtenues.
La seconde stratégie cherche, au contraire, à développer cette expression en conservant sa forme vectorielle pour
n’obtenir les composantes de cette relation qu’à la ﬁn. Pour mettre en lumière les diﬀérences existant entre ces
deux approches, elles sont mises en œuvre parallèlement. On allège temporairement les notations en omettant
le nom du référentiel auquel se rapporte les matrices de composantes : z, u et v font référence à z[A], u[A] et
v[A].
Approche 1 Approche 2
z =
(
uTw
)
v − (uT v)w z = (u · w)v − (u · v) w
Les termes u · w et uTw étant des grandeurs scalaires, v et v commutent.
z = v
(
uTw
)− (uT v)w z = v (u · w)− (u · v) w
Puisque w et w apparaissent du coté droit de ces équations, il est possible de factoriser ces éléments :
z =
(
vuT
)
w − (uT v)w z = (vu) · w − (u · v) w
z =
(
vuT − uT v13
)
w z =
(
vu− u · v1
)
· w
Pour la première approche, l’associativité du produit matriciel permet la factorisation. Le terme restant, vuT −
uT v13 est alors une matrice de dimension 3× 3. En revanche, dans le cas de la seconde approche, cette même
factorisation fait apparaître les deux termes suivants : vu et 1. Ces derniers sont nommés dyadiques, 1 étant
l’élément neutre de cet objet. Il s’agit de deux vecteurs placés côte à côte, de sorte qu’aucun point ni aucune
croix ne les sépare. Ceci explique l’origine du terme dyadique, signiﬁant « une paire ». Le dyadique possède la
propriété majeure de produire un vecteur lorsqu’il est lui-même multiplié (au sens du produit scalaire) par un
autre vecteur. Ainsi, si D est un dyadique, v · D et D · v sont deux vecteurs, qui sont d’ailleurs diﬀérents dans
le cas général.
Parallèlement à (F.1), établie pour les vecteurs, la relation suivante s’applique pour les dyadiques quel que
soit le référentiel FA :
D = d
[A]
1,1xAxA + d
[A]
1,2xAyA + d
[A]
1,3xAzA
+ d
[A]
2,1yAxA + d
[A]
2,2yAyA + d
[A]
2,3yAzA
+ d
[A]
3,1zAxA + d
[A]
3,2zAyA + d
[A]
3,3zAzA
Ainsi, un dyadique peut être exprimé dans le référentiel désiré par une combinaison linéaire des dyadiques
élémentaires correspondant à ce référentiel. L’usage des vectrices permet de donner une formulation matricielle
plus compacte de cette équation :
D = FTAD
[A] FA (F.6)
où la matrice D[A] est formée des éléments d[A]i,j . Cette relation joue pour les dyadiques le même rôle que (F.2)
tient pour les vecteurs. La réciproque de (F.6), à savoir
D[A] = FA · D · FTA
doit donc être vue comme l’homologue de (F.3) qui a été établie pour les vecteurs.
On complète cette description par la présentation de l’élément neutre des dyadiques. Comme expliqué pré-
cédemment, ce dernier est noté 1 et se nomme dyadique unitaire. De la même manière que D est associé à la
matrice D[A] pour le référentiel FA,
1 est associé à à la matrice identité 13 quel que soit le référentiel considéré.
Par conséquent, dans le cas de FA, (F.6) conduit à
1 = FTA
FA = xAxA + yAyA + zAzA (F.7)
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F.6 Cinématique des vectrices
On considère deux référentiels FA et FB tournant l’un par rapport à l’autre, le vecteur de vitesse angulaire
de FB par rapport à FA étant noté ωB/A. La dérivée temporelle des vecteurs unitaires associés à FB est liée au
vecteur vitesse selon les relations
˙xB = ωB/A × xB , ˙yB = ωB/A × yB , ˙zB = ωB/A × zB (F.8)
dont la traduction matricielle, permise par l’utilisation des vectrices, est la suivante :
˙FB = ωB/A × FB (F.9)
En utilisant (F.2) puis (F.9), la dérivation temporelle d’un vecteur v quelconque s’exprime ainsi
˙v = ˙FTB v
[B] + FTB v˙
[B]
= ωB/A × FTB v[B] + FTB v˙[B]
En se référant à nouveau à (F.2), on donne une représentation vectorielle à cette dernière relation :
˙v = ωB/A × v + ˚v[B] (F.10)
Pour parvenir à ce résultat, on a eu recours à la nouvelle notation suivante :
˚v[B] = FTB v˙
[B]
La présence du terme v˙[B] dans cette relation, indique que l’opérateur (˚ )
[B]
correspond à la dérivée temporelle
« vue »dans le référentiel FB . Ce concept n’est équivalent à la dérivée temporelle classique (ou absolue), notée
˙( ) que si le référentiel de référence est ﬁxe. Autrement dit, ˙v = ˚v[A] si et seulement si FA est ﬁxe (ou inertiel).
Ces notations traduisent l’idée bien connue selon laquelle la perception du mouvement n’est pas le même selon
le référentiel auquel est lié l’observateur.
On remarquera que la relation (F.10) ne remet pas en cause la validité de (F.8) puisque les vecteurs unitaires
de FB sont ﬁxes par rapport à ce même référentiel :
˚x
[B]
B =
0, ˚y
[B]
B =
0, ˚z
[B]
B =
0
F.7 Relations importantes d’algèbre vectorielle
Les relations essentielles données dans cette section sont maintenant résumées grâce au formulaire proposé
par le tableau F.1. Quelques relations complémentaires, extraites de [Hugues, 1986], sont également adjointes à
cette liste.
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Table F.1 – Relations importantes d’algèbre vectorielle
Vectrices
– v =
(
v[A]
)T FA = FTA v[A] ;
– v[A] = v · FA = FA · v ;
– v[B] = CB/Av[A] ;
– u · v = (u[A])T v[A] ;
– u× v = FTA
(
u[A]
)×
v[A].
Dyadique
– 1 = FTA FA = xAxA + yAyA + zAzA ;
– D = FTAD
[A] FA ;
– D[A] = FA · D · FTA .
Matrices de rotations
– FB · FTA = CB/A ;
– FA · FTA = 13 ;
– CB/A = CTA/B ;
– CTj (ϕ) = Cj(−ϕ) , ∀j ∈ {1, 2, 3} ;
–
(
CB/Au
[A]
)×
= CB/A ·
(
u[A]
)× · CTB/A.
Produit vectoriel
– u×v = −v×u ;
– (u×)T = −u× ;
– (u+ v)× = u× + v×.
Dérivation temporelle
– ˙u = ˚u[B] + ωB/A × u ;
– C˙A/B = CA/Bω
×
B/A.
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Annexe G
Liste des référentiels utilisés et rotations
élémentaires
G.1 Rotations élémentaires
Toute rotation d’un référentiel par rapport à un autre peut être caractérisée à l’aide de rotations élémentaires
numérotées de 1 à 3. Ce chiﬀre fait référence au vecteur du trièdre correspondant à l’axe de rotation : l’axe de
la rotation 1 est x tandis que y et z caractérisent les rotations 2 et 3. Les matrices de rotations associées sont
notées C1, C2 et C3. Selon cette déﬁnition, on a
C1 =
⎡⎣1 0 00 cosφ sinφ
0 − sinφ cosφ
⎤⎦ , C2 =
⎡⎣cosφ 0 − sinφ0 1 0
sinφ 0 cosφ
⎤⎦ , C3 =
⎡⎣ cosφ sinφ 0− sinφ cosφ 0
0 0 1
⎤⎦ (G.1)
où φ est l’angle de la rotation.
La ﬁgure G.1 donne une représentation graphique des deux vectrices, en supposant que FB est obtenue à
partir de FA selon une de ces rotations élémentaires.
xA = xB
yA
zA
yB
zB
φ
xA
yA = yB
zA
xB
zB
φ
xA
yA
zA = zB
xB
yB
φ
Rotation 1 Rotation 2 Rotation 3
Figure G.1 – Représentation graphique des rotations élémentaires
G.2 Liste des référentiels utilisés
Les tableaux G.1 et G.2 fournissent un résumé du descriptif des diﬀérents référentiels utilisés dans cette
thèse.
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Table G.1 – Vectrices des référentiels utilisés pour décrire le champ magnétique perçu par le satellite
Notation Nom du référentiel Origine Description Figure
FI Inertiel terrestre
(Earth-Centered
Inertial)
Centre de la Terre zI est aligné avec l’axe de rotation de
la Terre et dirigé vers le Nord, xI est
dirigé vers le soleil pendant l’équinoxe
vernal et yI complète le trièdre ortho-
gonal direct.
3.8
FE Terrestre ﬁxe
(Earth-Centered
Earth-Fixed)
Centre de masse de
la Terre
Dérive de FI par une rotation 3 d’angle
β⊕ + ω⊕t de telle sorte que xE appar-
tient au plan équatorial et est aligné
avec le méridien de Greenwich.
3.8
FM Géomagnétique Centre de masse de
la Terre
Dérive de FE par une séquence de ro-
tation 3-1 d’angles αm et γm. L’opposé
de zM correspond au vecteur unitaire
dirigeant le moment m du dipôle géo-
magnétique.
3.9
FS Sphérique local Centre de masse du
satellite
Obtenu à partir de FE via une séquence
de rotations 3-2-1 d’angle λ, −φ = θ −
π/2 et −π/2.
3.4
FO Orbital Centre de masse de
la Terre
Obtenu de FI par une séquence de ro-
tations 3-1-3 d’angles Ω, i et ν + ω de
telle sorte que xO est dirigé vers le sa-
tellite et zO est normal au plan orbital.
3.5
FR Référence d’atti-
tude
Centre de masse du
satellite
Selon l’hypothèse 2, ω[R]R/I(t) est pério-
dique à la période orbitale T0 et donnée
par la mission.
-
FN Inertiel local Centre de masse du
satellite
On a FN = FI 3.8
FL LVLH (Local Verti-
cal Local Horizon-
tal)
Centre de masse du
satellite
FL est ﬁxe par rapport à FO. On a
xL = yO, yL = −zO et zL = −xO.
3.8
Table G.2 – Vectrices des référentiels utilisés pour établir les équations dynamiques du satellite
Notation Objet associé Origine Description Figure
FS S : satellite complet Centre de masse
de S
Les vecteurs de FS sont dirigés par les
axes principaux de S. Ce référentiel est
donc ﬁxe par rapport au satellite.
3.3
FB B : satellite privé
des roues à réaction
Centre de masse
de B
Les vecteurs de FB sont dirigés par les
axes principaux de B.
3.2
FWk Wk : k-ième roue à
réaction
Centre de masse
de Wk
L’axe de rotation de la roue est xWk . -
Annexe H
Linéarisation des équations de la
dynamique et de la cinématique
L’utilisation des propriétés de la matrice de produits croisés permet d’aﬃrmer que (CS/RB)× = CS/RB×CTS/R.
Les équations non-linéaires décrites par (3.55) s’écrivent alors
⎡⎣ ω˙q˙
h˙s
⎤⎦ =
⎡⎢⎢⎢⎢⎣
J−1
(
−ω× (Jω + hs) + CS/RText − Ts − CS/R(B[R](t))×CTS/RM
)
1
2
[
−ω× + CS/Rω×R/I(t)CTS/R ω − CS/RωR/I(t)
−ωT + ωTR/I(t)CTS/R 0
]
qS/R
Ts
⎤⎥⎥⎥⎥⎦
On rappelle également l’expression des signaux d’état sur la trajectoire  :
ω = ωR/I(t), ε = 0, η = 1, (hs) = h
Equation de la cinématique La dérivée de q peut être approximée par la relation suivante à proximité de  :
Δq˙ ≈
(
∂q˙
∂ω
)

Δω +
(
∂q˙
∂q
)

Δq
Le premier terme est donné par(
∂q˙
∂ω
)

Δω =
1
2
([−Δω× Δω
−ΔωT 0
]
q
)

=
1
2
[
13
0
]
Δω
puisque q = 1. Le calcul du second terme est décomposé en deux étapes via la relation(
∂q˙
∂q
)

Δq =
(
∂q˙
∂CS/R
)

(
∂CS/R
∂q
)

Δq
Le premier terme s’exprime ainsi(
∂CS/R
∂q
)

Δq = ΔCS/R
=
(
2ηΔη −ΔεT ε − εT Δε
)
13 + 2
(
ΔεεT + εΔε
T
)− 2Δηε× − 2ηΔε×
= 2Δη13 − 2Δε×
(H.1)
tandis que la formulation du second peut s’écrire comme suit :(
∂q˙
∂CS/R
)

ΔCS/R =
1
2
([
ΔCS/R
(
ω×R/I(t)C
T
S/R
)

+
(
CS/Rω
×
R/I(t)
)

ΔCTS/R −ΔCS/RωR/I(t)
ωTR/I(t)ΔC
T
S/R 0
]
q
)

= −1
2
[
ΔCS/RωR/I(t)
0
]
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En substituant dans cette équation ΔCS/R par son expression donnée précédemment, on obtient :(
∂q˙
∂q
)

Δq = −1
2
[
(2Δη13 − 2Δε×)ωR/I(t)
0
]
= −
[
ω×R/I(t)
0
]
Δ−
[
ωR/I(t)
0
]
Δη
En rassemblant les résultats intermédiaires, on a
Δq˙ ≈ 1
2
[
13
0
]
Δω −
[
ω×R/I(t)
0
]
Δ−
[
ωR/I(t)
0
]
Δη
Equation de la dynamique La linéarisation de ω˙ autour de la trajectoire  est donnée par la relation
suivante :
Δω˙ ≈
(
∂ω˙
∂ω
)

Δω +
(
∂ω˙
∂q
)

Δq +
(
∂ω˙
∂hs
)

Δhs +
(
∂ω˙
∂Ts
)

ΔTs +
(
∂ω˙
∂M
)

ΔM
Le premier terme s’écrit ainsi :(
∂ω˙
∂ω
)

Δω = J−1
(
− (Δω)× (Jω + hs) −
(
ω×J
)

Δω
)
= J−1KΔω
avec
K =
(
(Jω + hs)
× − (ω×J))

=
(
JωR/I(t) + h
)× − ω×R/I(t)J
Concernant le second terme, q est lié à ω˙ par le biais de la matrice de rotation CS/R :(
∂ω˙
∂q
)

Δq =
(
∂ω˙
∂CB/R
)

(
∂CB/R
∂q
)

Δq
La dérivée partielle de ω˙ par rapport à CS/R correspond à(
∂ω˙
∂CS/R
)

ΔCS/R = J
−1
(
ΔCS/RText −
(
ΔCS/R
(
B×(t)CTS/R
)

+
(
CS/RB
×(t)
)

ΔCTS/R
)
M
)
= J−1ΔCS/RText
puisque M = 0. En utilisant l’expression de ΔCS/R donnée par (H.1), on obtient(
∂ω˙
∂q
)

Δq = 2J−1TextΔη + 2J
−1T×extΔε
Le calcul des autres termes est direct et l’on obtient :
Δω˙ ≈ J−1 (KΔω + 2J−1TextΔη + 2J−1T×extΔε− ωR/I(t)×Δhs −ΔTs −B×(t)ΔM)
Abandon de Δη Selon la discussion succédant au théorème 33, la dynamique de Δη peut être négligée à
proximité de la trajectoire . Ceci permet d’écrire :
Δq˙ ≈ 1
2
[
13
0
]
Δω −
[
ω×R/I(t)
0
]
Δ
Δω˙ ≈ J−1
(
KΔω + 2J−1T×extΔε− ωR/I(t)×Δhs −ΔTs − (B[R](t))×ΔM
)
La forme matricielle de ces expressions est donnée par le théorème 33.
Annexe I
Valeurs numériques des constantes des
modèles du satellite
Le tableau I.1 fournit les valeurs numériques des paramètres utilisés pour les simulations des modèles du
satellite. Ces valeurs correspondent au satellite Demeter du CNES.
Table I.1 – Valeurs numériques des constantes des modèles
Nom Valeur Déﬁnition
μ 398 600 km3.s−2 Constante gravitationnelle terrestre
ω⊕ 7, 29.10
−5 rad.s−1 Vitesse moyenne de rotation de la Terre sur elle-même
β⊕ 0
◦ Longitude Est du méridien de Greenwich à t = 0
R⊕ 6 371, 2 km Rayon équatorial terrestre
Js 4, 11.10
−4 kg.m2 Moment d’inertie des roues à réaction selon leurs axes de
rotation
J
[S]
S/OS
⎡⎣39.30 −3.65 −0.37−3.65 27.15 −1.45
−0.37 −1.45 46.54
⎤⎦ kg.m2 Composant du dyadique du moment d’inertie d’ordre 2 par
rapport à OS , de S privé de l’inertie des roues selon leurs
axes de rotation et exprimé dans FS
X
[S]
W 13 Direction des axes de rotation des roues dans le référentiel
satellite
μm 7, 943.10
15 Wb.m Intensité du moment du dipolaire géomagnétique
λm −72, 22◦ Longitude Est de m par rapport à FE
θm 170, 01
◦ Co-élévation de m par rapport à FE
Ω 22, 25◦ Longitude du nœud ascendant
i 98, 23◦ Inclinaison
a 660 km Longueur du demi-grand axe
e 0 Excentricité
ν0 0
◦ Valeur de l’anomalie vraie à t = 0
ω0 1, 07.10
−3 rad.s−1 Vitesse angulaire du satellite autour de la Terre
T0 5868 sec. Période orbitale
Les valeurs numériques des paramètres de la perturbation T [I]ext(t) sont données par le tableau I.2.
Table I.2 – Valeurs numériques de T [I]ext(t)
T0x = T0y = T0z T1x = T1y = T1z T2x = T2y = T2z {ϕT1x, ϕT2x} {ϕT1y, ϕT2y} {ϕT1z, ϕT2z}
1.0 · 10−7 N.m 2.1 · 10−5 N.m 2.1 · 10−5 N.m {π/4,−π/4} { −π/4, π/4} {0, π/2}
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