This paper demonstrates the use of polynomial chaos expansions (PCEs) for the nonlinear, non-Gaussian propagation of orbit state uncertainty. Using linear expansions in tensor-products of univariate orthogonal polynomial bases, PCEs approximate the stochastic solution of the ordinary differential equation describing the propagated orbit, and include information on covariance, higher moments, and the spatial density of possible solutions. Results presented in this paper use non-intrusive, i.e., sampling-based, methods in combination with either least-squares regression or pseudo-spectral collocation to estimate the PCE coefficients at any future point in time. Such methods allow for the utilization of existing orbit propagators. Samples based on Sun-synchronous and Molniya orbit scenarios are propagated for up to ten days using two-body and higher-fidelity force models. Tests demonstrate that the presented methods require the propagation of orders of magnitude fewer samples than Monte Carlo techniques, and provide an approximation of the a posteriori probability density function that achieves the desired accuracy. Results also show that Poincaré-based PCEs require fewer samples to achieve a given accuracy than Cartesian-based solutions. In terms of pdf accuracy, the PCE-based solutions represent an improvement over the linear propagation and unscented transformation techniques. 
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Preprint, Accepted for publication, Journal of Guidance, Control, and Dynamics, April, 2012. Space situational awareness (SSA) requires the accurate estimation of a space object's state and uncertainty. This knowledge allows for making informed decisions on collision risks, reacquiring objects from tracking stations in order to update this information, and identification of previously untracked objects in the space object catalog. With the rising number of tracked objects in Earth orbit, and no considerable increase in the number of ground stations, observations of any single space object become increasingly sparse. To meet demands for catalog maintenance with sparse data, the SSA community requires improved state and uncertainty knowledge over increasingly longer propagation times. Additionally, accurate representations of the propagated uncertainty, including information on the higher moments of the distribution of possible solutions, lead to more accurate conjunction assessment and track correlation capabilities.
As demonstrated in [1] , propagation of the state uncertainty fails to remain Gaussian for long integration times or when dynamics become highly nonlinear. Hence, the common uncertainty mapping using linearization and the state transition matrix (STM) (see, e.g., [2] ) no longer meets uncertainty propagation requirements. Examples of research attempting to nonlinearly propagate the state uncertainty include Monte Carlo methods [3, 4] , Gaussian mixtures [5] [6] [7] , and state transition tensors (STT) [8] [9] [10] . The mixture methods use a weighted sum of Gaussian distributions, and may require the propagation of many terms to achieve adequate accuracy. The STT methods require the derivation of increasingly complex partial derivatives or numerical methods for their approximation.
The difficulty in propagating the state uncertainty lies in the stochastic, nonlinear equations governing satellite motion. This uncertainty results from both errors in the estimated position, velocity, satellite-dependent constants, and force models such as the gravity field and atmospheric density. Additionally, demonstrations of the previously mentioned methods do not include uncertainty in the force models. A solution to a stochastic differential equation yields a probability density function (pdf) that describes the space of possible solutions. Such a process is not a trivial task, resulting in various areas of research that seek to develop methods for generating an approximate solution that achieves a given accuracy.
Polynomial chaos expansions allow for the approximation of the solution to a stochastic differential equation that is square-measurable, possibly non-Gaussian, with respect to the input uncertainties. PC uses a projection of the stochastic solution onto a basis of orthogonal polynomials in stochastic variables that is dense in the space of finite-variance random variables. These PC methods also provide a simple method to incorporate force model uncertainty in the propagation when such information is not provided in the estimated state vector.
Although not yet applied in astrodynamics, previous research using PC includes uncertainty quantification in engineering fields such as: fluid dynamics [11] [12] [13] [14] [15] [16] [17] [18] , solid mechanics [19] [20] [21] [22] , multibody dynamics [23, 24] , high-order state estimation [25, 26] , and many other applications. A more comprehensive list may be found in [18, 27] .
The tests and results presented in this paper consider the use of PC methods for nonlinear propagation of the orbit state pdf, which provides knowledge of higher moments. First, Section II provides a general overview of PC with the details necessary for this study. Section III describes the test orbits considered in future sections. Section IV presents results when using PC for uncertainty propagation in the two-body problem with uncertainty in the gravity field, and then with a higherfidelity of the force model incorporating several common special perturbations. This latter case includes a comparison of the propagated uncertainty with the most common methods used for variance-covariance matrix propagation, with results demonstrating the ability of the PC expansions to provide a more realistic approximation. Finally, Section V provides conclusions and suggestions for follow-up studies.
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II. Polynomial Chaos Expansions
This section introduces the elements of PC expansions (PCEs) used to represent the orbit state distribution at a future point in time. Specifically, PC methods based on non-intrusive,
i.e., sampling-based propagation of the a priori state uncertainty, are presented. This allows for the use of already existing orbit propagation tools as a black-box. PCE methods systematically combine these points to generate an approximate solution of the stochastic ordinary differential equations. This approximation, first proposed by Wiener [28] expresses the solution as a weighted sum of multivariate spectral polynomials, where the polynomials are functions of the input random variables. Generation of a PCE means computing an estimate of the coefficients, or weights, of the expansion. The multivariate polynomial is generated by evaluating the product of univariate polynomials, each of which is a function of a single random input. The degree of the univariate polynomial is designated by an index α i , and the multivariate polynomial is designated by an ordered set of these indices α. The remainder of this section provides a more mathematical treatment of PCEs, but does not provide a comprehensive treatment of the subject. More information may be found in the literature [13, 18, 20, 27, [29] [30] [31] [32] [33] [34] .
Let (S, F, P) be a suitable probability space with the sample space S, and the probability
, be a collection of d independent, identically distributed (iid) random variables characterizing input uncertainties. The corresponding set of governing stochastic ordinary differential equations (ODEs) are then denoted by,
where A is a stochastic ordinary differential operator and t ∈ [0, t f ] is the temporal variable. This paper includes tests that consider appropriate (possibly uncertain) initial conditions and/or forcing functions. Of particular interest are situations where the solution of interest u(t, ξ) is non-Gaussian and the integration period t f is potentially large.
This work examines the application of PCEs [13, 18, 20, [27] [28] [29] [30] [31] [32] [33] [34] [35] to the solution of Eq. (1) representing the governing ODE for satellite orbit propagation given uncertainties in the initial state or forces affecting motion. In these approaches, the solution u(t, ξ) is assumed to be an element in the vector space
, the space of finite-variance functions defined over
The PC approximation of u(t, ξ) is then the 'best' linear approximation of u(t, ξ) in a finite dimensional space spanned by certain multi-dimensional polynomials in ξ (referred to as the Polynomial Chaos). Therefore PC expansions may be considered as multi-dimensional polynomial surrogates to u(t, ξ). The key advantages of such a technique are (a) fast, up to exponential, meansquares convergence of the expansion with respect to the order of the polynomial basis even when u(t, ξ) is non-Gaussian, and (b) construction of an explicit functional representation (i.e., response surface) of u(t, ξ) with respect to the random inputs ξ, which may be exploited in sensitivity analysis and the design of measurement strategies. This latter property implies applications to non-linear, non-Gaussian consider analysis.
In the context of PCEs, the solution u(t, ξ) of Eq. (1) is represented by an infinite series of the
where
is the set of multi-indices of size d defined on non-negative integers. Eq. (2) is easily extended to a solution vector u given a vector of coefficients c α . The basis functions {ψ α (ξ)} are multi-dimensional spectral polynomials that are orthonormal with respect to the joint probability measure ρ(ξ) of the random vector ξ, i.e.,
where δ αβ is the Kronecker delta function. Each basis function ψ α (ξ) is a tensor product of
As implied by Eq. 3, ρ(ξ) determines the polynomials {ψ α (ξ)}. For instance, when ξ i 's are standard Gaussian or uniform random variables, the basis {ψ α (ξ)} are tensor-products of Hermite or Legendre polynomials, respectively.
Due to the orthonormality condition, Eq. (3), the exact generalized Fourier coefficients c α (t) in Eq. (2), referred to as the PC coefficients, are computed by the projection of u(t, ξ) onto each basis
Here, E[] denotes the expectation operator. In practice, the expansion Eq. (2) is finite; that is, only a finite number of spectral modes is needed to approximate u(t, ξ) within a given target accuracy. This is naturally achieved by a finite-order truncation of the basis {ψ α (ξ)}, i.e.,
where the set of multi-indices Λ p,d is
and the total number of expansion terms in Eq. (6), hence in {ψ α (ξ)}, is
Here, α 1 = d i=1 α i and α 0 = #{i : α i > 0} are the total order (degree) and dimensionality of the basis function ψ α (ξ), respectively. In other words, u p (t, ξ) in Eq. (6) may be considered as the orthogonal projection of u(t, ξ) (with respect to the probability measure ρ(ξ)) onto the subspace spanned by the PC basis {ψ α (ξ)} of total order p. The approximation is then refined by increasing p to achieve a given target accuracy. It can be shown, e.g., see [27] , that for any
which implies the mean-squares convergence of u p (t, ξ) to u(t, ξ). The decay rate of the mean-square error in Eq. (9), however, depends on the smoothness of u(t, ξ) and may be up to exponential when u(t, ξ) is analytic with respect to ξ, e.g., see [27] . As implied by Eq. (8), the number P of PC basis functions grows exponentially fast as a function of the number d of random inputs, which leads to the issue of curse-of-dimensionality for large d. While this growth imposes computational difficulties for the direct application of PCE methods when d is large, a growing body of research exists to reduce this complexity using model reduction approaches, e.g. see [22, [36] [37] [38] .
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The tests presented in the current paper use Gaussian inputs for the PCEs, i.e., Eq. (6) employs Hermite polynomials for ψ α (ξ) with random inputs ξ based on the iid Gaussian distribution ∼ N (0, 1). As defined in Eq. (4), the multidimensional Hermite polynomials are generated by computing the product of the one-dimensional Hermite polynomial of degree α i with input ξ i for i = 0, . . . , d. A full description of the Hermite polynomials may be found in [39] , with a description of their application to PC in [27] . Additionally, if the Hermite PCE represents a Gaussian random variable, then the p = 0 term corresponds to the mean, the p = 1 terms provide information on the standard deviation σ, and p > 1 terms are zero. The resulting PCE via Hermite polynomials has similarities to the Gauss-Hermite expression of uncertainty presented in [40, 41] . In those papers, the authors use the Gauss-Hermite representation for initial orbit determination with propagation over short periods, whereas this paper focuses on the propagation of orbit uncertainty over longer periods of time using PC methods and both Cartesian coordinates and Poincaré elements.
In contrast to the solution in Eq. (6), uncertainty propagation based on the state transition matrix uses a first-order Taylor expansion to approximate the flow about a reference trajectory. This allows for the mapping of properties of the a priori pdf, i.e. the covariance matrix, forward in time.
Park and Scheeres [8] further extended this method to employ a higher-order Taylor expansion about the reference solution, which can yield a non-Gaussian approximation. Such methods approximate the propagation of uncertainty by representing the flow of deviations about the reference trajectory, and, by construction, are limited by a radius of convergence. The PCE of Eq. 6 approximates the flow of the full system, and provides an estimated solution to the stochastic ODE that is provably convergent in the mean squares sense when u(t, ξ) has a finite variance.
A. Computation Algorithms of PC Coefficients
The computation of PC coefficients c α (t) in Eq. (2) typically falls into one of two categories:
(1) intrusive, and (2) non-intrusive. Intrusive methods solve for c α (t) by performing a Galerkin projection of the governing stochastic ODE onto the subspace spanned by {ψ α (ξ)}, i.e.,
This results in a coupled system of ODEs to solve for the coefficients c α (t) which typically requires modification of the existing deterministic ODE solvers. Thus, they are referred to as intrusive methods. Non-intrusive methods, on the other hand, rely on current models and solvers as a black box to compute c α (t) via (a) regression or (b) pseudo-spectral integration on tensor/sparse grids.
The algorithm behind the non-intrusive methods may be summarized by:
1. Generate M realizations ξ i of the random inputs ξ. Depending on the solution strategy, these realizations are either independent, random draws from ρ(ξ), as in the regression approach, or deterministic according to some grid points in Γ d , as in the pseudo-spectral method.
2. For each of the M vectors, use the initial orbit state uncertainty (e.g., standard deviations or a variance-covariance matrix) and the input random vector ξ i to yield the sample states
3. Numerically integrate the states u(t 0 , ξ i ) to time t using a given propagator as a black box.
4. Solve for the PC coefficients c α (t) based on u(t, ξ i ) and the method of choice.
The following sections discuss the above two non-intrusive methods for estimating c α (t). These methods also dictate the approach employed for generating the samples ξ i in step 1 above. In order to better focus the discussion, intrusive methods are not considered in this study and will be examined in a future work.
B. Least Squares Regression Approach
The method of regression via least squares uses, for instance, a random sampling of state uncertainty ξ and the corresponding propagated samples to solve for c α (t). Given the M propagated random samples u(t, ξ i ), i = 1, . . . , M, the coefficients c α (t) are computed such that the sum of squares of differences between u p (t, ξ) in Eq. (6) and u(t, ξ), at the sample points {ξ i }, is minimized.
That is,
which leads to the solution of the normal equation
where Ψ T Ψ is assumed to be non-singular. In Eq. (12), c(t) ∈ R P is the least-squares approximation of the vector of PC coefficients c α (t) to be computed, u(t) ∈ R M is the vector of realizations of u(t, ξ), and each column of the measurement matrix Ψ ∈ R M ×P contains samples of the jth element of the PC basis, i.e.,
The optimal number M of samples required for the solution of the linear system described by Eq. (12) depends on u(t, ξ), the polynomial bases, and the required accuracy. Previous numerical studies in fluid mechanics use an integer multiple of the number of coefficients P [16, 42] . The applications of this regression method in the following sections instead consider multiple values in the range [P, 2P ]. While the analyses in this paper samples {ξ i } independently from ρ(ξ), one may choose them according to other deterministic or random strategies. In fact, the optimal selection of samples {ξ i } is studied in the context of design of experiments. The interested reader is referred to [43] [44] [45] for more information on that subject. Assuming the PCE yields a sparse representation, approaches based on compressive sampling with M P samples may instead be used to solve for the coefficients [35] . As demonstrated in Section IV A, such a technique may be employed to further reduce the number of required samples for some cases. However, such an implementation is not considered in this proof of concept.
C. Pseudo-spectral Collocation Approach
One major class of techniques for the estimation of PC coefficients c α (t) is based on numerical integration of Eq. (5) by "collocating" u(t, ξ) on certain quadrature grids/nodes defined on Γ d , the image of random variables (or parameters) ξ, i.e.,
done by evaluating the solution corresponding to random realizations of parameters, the choice of grid points in Eq. (14) is based on some quadrature rules along each input variable ξ i . Hence, Eq. (14) only requires evaluation of the solution u(t, ξ q ) at given quadrature nodes ξ q without the need to modify the deterministic orbit propagation solvers.
While several choices of such quadrature rules are available, this study focuses on Gaussian quadrature rules where the nodes are distributed based on the probability density functionρ(ξ i ) of each random input ξ i . Specifically, let {ξ qi i } and {w qi }, q i = 1, . . . , m i , denote, respectively, the set of Gaussian quadrature nodes and weights associated withρ(ξ i ). Then the univariate m i -node quadrature integration
is exact, i.e.,
For other arbitrary smooth functions f (ξ i ), the accuracy of the quadrature integration in Eq. (15) is enhanced by increasing m i , the number of nodes.
To compute the PC coefficients c α (t) in Eq. (5), full or sparse tensor products of the univariate Gaussian quadrature integration Eq. (15) are considered [27, 46] . The following two sections provide a brief overview of these approaches.
Full Tensor Product Grids
The natural extension of the univariate Gaussian quadrature integration Eq. (15) to multivariate cases is through a direct tensor product of the univariate nodal sets, i.e.,
which requires the evaluation of f (ξ) : grows exponentially fast with respect to the number of random inputs d, which is referred to as the curse-of-dimensionality [47] . Therefore, depending on the computational complexity of evaluating f (ξ), full tensor product rules are intractable beyond certain values of d.
Sparse Grids
To reduce the rapid increase of full tensor product quadrature nodes in high dimensions d 1, sparse grids can be applied [27, 46, [48] [49] [50] . The basic idea behind classical sparse grids, such as the Smolyak's algorithm [48] , is to preserve one-dimensional interpolation/integration properties of quadrature integration rules in the multi-dimensional setting, but with a significantly smaller number of grid points compared to a full tensor product quadrature rule, particularly when d is large. For an example, see the sample quadrature nodes in Table 1 . Such a reduction is achieved by choosing a sparse linear combination of one-dimensional tensor product rules in which higher-order interactions among dimensions are neglected. Specifically, the Smolyak's quadrature integration formula is given by
where m is the level of the sparse grid, m : Table 1 . Additionally, a grid based on the Gauss-Patterson rule may be employed to reduce the number of grid points.
Such a nested method allows for the development of adaptive algorithms, but may sacrifice some accuracy for a given level. 
D. Solution Statistics From PCE
Given the estimates of the PC coefficients c α (t), the statistics of u(t, ξ) may be approximated by those of u p (t, ξ) by sampling u p (t, ξ) in a Monte Carlo fashion, or directly from the PC coefficients c α (t). When compared to evaluations of a given orbit propagator, Monte Carlo sampling of the PC expansion u p (t, ξ) is computationally inexpensive as it does not requite the time integration of the governing ODE. Such sampling methods may be applied to reduce the computation time of the non-Gaussian conjunction assessment method presented in [4] .
Generation of the analytically determined mean and covariance from a PCE requires integration over the domain Γ d . The mean solution is
since ψ 0 = 1 and E[ψ α ] = 0 for α = 0. In other words, the estimate of the mean of u(t, ξ) is simply the PC coefficient associated with the basis function ψ 0 = 1. The full variance-covariance matrix for a given vector-valued solution u(t, ξ) can also be computed explicitly based on the PC coefficients.
In the case of the covariance matrix for a given vector u(t, ξ)
where the final two equalities result from the orthonormality of {ψ α }. A similar procedure may be employed for computing the skewness, etc.
Monte Carlo estimates of higher order moments and the pdf of u(t, ξ) may also be generated from realizations of u p (t, ξ) in Eq. (6) corresponding to sufficiently large samples of ξ drawn independently from ρ(ξ).
III. Test Orbit Description
Tests presented in the remainder of this paper consider uncertainty propagation based on PC methods for two scenarios: a Sun-synchronous and a Molniya orbit. The Sun-synchronous satellite orbits at an initial altitude of approximately 794 km, and allows for profiling the PCE propagation method in the region of largest space object density [51] . The Molniya case demonstrates the capabilities when propagating the state uncertainty in a highly-eccentric orbit with large variations in acceleration. Table 2 provides the initial orbit elements for these scenarios. It is noted that the Molniya orbit begins at periapsis with the position vector in the X-Z plane. but employ the cubed-sphere gravity model representation [53] to reduce computation time without a loss in propagation accuracy [54] . An exponential drag model (see, e.g., [55] ) and solar radiation pressure (see, e.g., [56] ) with a constant area-to-mass-ratio of 0.01 m 2 /kg are used. Third-body perturbations include the Moon and Sun, with Earth-centered positions computed via the procedure in [57] . The TurboProp orbit propagation software [58] provides the deterministic solution to the ODE via a Runge-Kutta-Fehlberg 7(8) initial value solver with a relative tolerance of 10 −12 .
In addition to the common Cartesian coordinates, these tests use the prograde Poincaré orbit elements (POE) [55] 1 , which are canonical and non-singular when e<1 and i = 180
• . In terms of the Keplerian elements, the Poincaré elements may be written as
where M is the mean anomaly and µ is the gravitation parameter. The Cartesian state uncertainty is linearly transformed to Poincaré element space using
where P and X refer to the vector of Poincaré and Cartesian elements, respectively. In order to calculate the partials without introducing additional singularities, the chain rule and the equinoctial elements are used, thus
where E is the vector of equinoctial elements. See [59] for more information on the equinoctial elements, which also includes their partial derivatives with respect to the Cartesian coordinates.
Upon expressing the Poincaré elements in terms of the equinoctial elements (see, e.g., [60] ), ∂P /∂X may be easily derived. The resulting equations are not included here in the interest of brevity. For the purpose of the current research, it is assumed that the truncation error of the linear operation of Eq. (28) is sufficiently small. It is noted that the samples generated and propagated in the Cartesian frame may not be used to create the Poincaré-based PCEs and still assume Gaussian inputs to Eq. (6). An arbitrary polynomial basis may be defined to reuse the Cartesian coordinate samples [61] , but this yields a set of orthogonal polynomials unique to the initial conditions and their uncertainty. Such a method is not considered in the current research. It is also noted that results based on the Poincaré elements may likely be extended to similar element sets, e.g., the equinoctial elements.
IV. Generation of Polynomial Chaos Expansions
This section presents results for the tests applying the PC generation methods to the propagation of orbit uncertainty. The generation of the PCEs when using the simpler two-body dynamics are first profiled, followed by expansions generated when using the higher-fidelity force models previously described. Both of these force model cases use a high-degree expansion, generated via a sufficiently large number of samples, as a baseline to profile convergence of the PCE. These baseline expansions are only required for the convergence tests included in this paper. Operational use of PCEs for uncertainty propagation would use more adaptive methods to determine convergence. The methods for generating the expansions using a minimum number of samples are compared, and, finally, the presented results demonstrate the faster convergence when compared to Monte Carlo methods.
A. Two-Body Uncertainty Propagation
The initial tests consider propagation using two-body dynamics with uncertainty in position, velocity, and the gravitation parameter. This results in a PCE with d = 7. These tests use a position and velocity σ of 10 m and 1 m/s, respectively. Standard deviation in the gravitation parameter µ is 0.001 km 3 /s 2 . In the case of two-body propagation with the Poincaré elements, all elements remain constant except λ p , which varies linearly with a rate of changed defined by the orbit mean motion n. The uncertainty in the gravitation parameter creates variations in the mean motion, i.e., the propagated Poincaré samples use different values of n.
Baseline Results
This section discusses the generation of PCEs that form a basis of comparison for future expansions. In the case of the two-body propagation, generation of these baseline results use level m = 10 sparse grid quadratures based on the Gauss-Hermite nodes. This requires the propagation of 487,175 samples. Upon the generation of the samples at 1, 4, 7, and 10 days past the epoch, a PCE where p = 10 is created. Fig. 2 Absolute value of normalized coefficients (|cα i /c0|) for a p=10 Cartesian PCE for the ten-day Sun-synchronous test generated via the two-body equation. Figure 2 illustrates the c α coefficients of the baseline PCE for the Sun-synchronous orbit represented in Cartesian coordinates. The PCE demonstrates a relatively slow decay of the terms, implying a high-degree expansion may be required. Additionally, this is a sparse representation, i.e., most of the coefficients are relatively small. As previously mentioned, such a representation may be generated using compressive sensing techniques [35] , which greatly reduces the number of required samples. As previously mentioned, such an analysis is left for a future study. Figure 3 presents the PCE coefficients for the Molniya orbit in Cartesian coordinates. In this case, using a degree 10 expansion fails to achieve convergence. As illustrated in Fig. 4 , theẊ coordinate exhibits a bimodal distribution, which the current PC approach cannot easily approximate.
The other five components also exhibit a bimodal pdf. The top plot of Fig. 4 describes the distribution ofẊ based on the random inputs ξ 4 and ξ 5 , which correspond toẊ andẎ , respectively.
The random input ξ 5 clearly determines the resulting distribution. As noted before, the Molniya case starts at the periapsis in the X-Z plane. Thus, a change inẎ results in a velocity vector more tangential to the orbit. Hence, the velocity deviation yields a greater change in orbit period.
Since the orbit is propagated for twenty periods of the mean initial condition, accumulated phase differences result in a larger distribution in true anomaly. Solutions tend to gather at apoapsis due to the relatively slow velocities. Thus, the solution pdf includes a second, smaller peak. One possible way to account for this in the PCE is to apply a multi-element approach [33] , which will be addressed in future work.
Since five of the Poincaré elements remain constant in two-body dynamics, the pdf describing their distribution after ten days remains Gaussian. Thus, the representation of their distributions using Hermite polynomials converges rapidly; that is, only order p = 1 basis functions are needed.
Coefficients for these elements are not included in the interest of brevity. Figure 5 provides the PCE coefficients for the λ p element at ten days for both scenarios. The solution converges quickly, and will also require a low-degree expansion.
As seen in Figs. 2, 3 , and 5, expansions using the Poincaré elements converge faster than those based on the Cartesian elements. This is consistent with previous results in the literature, e.g., [1] .
To illustrate the rate of convergence as a function of PCE degree, the relative difference between the 20 PCE-determined σ for various expansion degrees and the baseline expansion is computed. These values are averaged over all six components of the satellite state vector, and present the results in Fig. 6 . This procedure is used for all plots presenting average relative differences compared to a baseline result. For these two-body cases, a degree 3 expansion yields full convergence for the Poincaré elements. For the ten-day propagation, the Cartesian case converges to approximately 11 digits with an eighth degree expansion. However, depending on accuracy requirements, a lowerdegree expansion may be used. The following sections present results for a p = 4 expansion that yields five digits of precision in standard deviation. Additionally, as seen in the figure, the standard deviation in the Cartesian elements after one day converges to within machine precision for a fifth degree expansion or higher.
Polynomial Chaos Solutions
This section presents results when using a reduced number of samples. With the degree of the expansions determined in the previous section, the sampling method to compute the PC coefficients c α is now varied and compared to the baseline expansions. Table 1 , this means increasing the number of samples by at least a factor of 21.5 when using quadratures.
22 However, in the case of the Cartesian-based expansions for the Sun-synchronous orbit, almost half of the samples are required to achieve the same or better precision when compared to expansions generated via level four quadratures.
Comparisons to Monte Carlo
This section presents a comparison between the rate of convergence and the solutions generated via PC expansions and Monte Carlo. For the Cartesian Sun-Synchronous case, this profile considers the fourth degree PCE generated using the regression approach described in Section II B and using a M/P ratio of 1.4 (462 random samples). This PCE is selected since: (a) it requires fewer samples than the collocation results to achieve approximately four digits of precision, and (b) it minimizes the mean and standard deviation relative differences in Fig. 8 . For the Poincaré-based PCEs, the degree two solutions produced using level two quadratures are used. provided for reference. Figure 9 illustrates the standard deviation of the Poincaré elements for the Sun-synchronous and Molniya orbits after propagating for ten days. The figure illustrates the variations in the Monte-Carlo-based solution with the number of samples, and includes the PCE-determined values as a reference. Except for the h p element, the Monte Carlo solutions fail to converge to more than three or four digits after 500,000 samples, and slowly approaches the PCE-determined standard deviation.
As demonstrated in the previous sections, the PCE only requires 113 samples to achieve convergence to approximately ten digits. In the case of the Y and Z coordinates, the Monte-Carlo-based solution fails to converge to subkilometer levels after 500,000 samples.
B. Full Force Model Uncertainty Propagation
The examinations in this section instead use the higher-fidelity models described in Section III for orbit propagation. These tests consider uncertainty in the position, velocity, the coefficient of drag C D , and the coefficient of reflectivity C R , i.e. d = 8. Like the two-body results, a baseline PCE is generated to determine convergence. The characteristics of the more optimal PCEs are presented and compared to the Monte Carlo solution. Finally, the resulting pdfs are compared to the Gaussian distributions generated via the common linear propagation and the unscented transformation.
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Unlike the previous two-body tests, these full force model cases consider a full covariance matrix that includes correlations. Random samples are generated using
where L is the Cholesky decomposition of the full covariance matrix (LL T ). To generate this covariance matrix, the position, velocity, and coefficients for each satellite are estimated using For these tests, the velocity uncertainty is almost two orders of magnitude less than the previous two-body case. The Gaussian uncertainty employed here is not necessarily typical for SSA tracking, and, the uncertainty volume is not as large as those used in [7, 9] . This a priori distribution allows for proving that uncertainty may be propagated using polynomial chaos and a higher fidelity force model in a relatively benign scenario. Larger uncertainty volumes (on the order of kilometers) will be considered in future studies.
To generate Poincaré-based PCEs using TurboProp, propagation is performed in the Cartesian coordinates. In this process, samples in the Poincaré elements are converted to Cartesian coordinates, propagate to a future time, and converted back to Poincaré elements. These results then serve as inputs to the PCE generation process. Figure 11 (a) illustrates the expansion generated for the Poincaré-based p = 9 PCE after a tenday propagation of the Sun-synchronous satellite and using level nine quadratures. These results imply that the PC coefficients c α (t) remain large for high-degree components. Figure 11 (b) provides the solution for a sixth-degree PCE, but instead uses random samples and least squares regression.
Baseline Results
For this method, the PCE converges to at least 7-8 digits (depending on the component). The terms provided in Fig. 11(b) for the same scenario indicate that, for this test case, using quadratures of level nine fail to converge on the solution. As mentioned in Section II C 2, the sparse grid approach to collocation ignores higher-order interactions among dimensions to reduce the number of samples. For these cases, it appears that such interactions should not be ignored, i.e. there is a larger dependence on the interactions between random inputs in the solution to the stochastic ODE.
This is not surprising given the increased spatial variations in the dynamics, especially due to the gravity field, which likely increases the solution sensitivity on the random inputs over the relatively long integration time. Although not provided, this also occurs for the Molniya case. Therefore, the following higher-fidelity-force-model cases only consider results generated via regression. Poincaré solution of the Molniya orbit or the Cartesian solution for the Sun-synchronous orbit are not provided in the interest of brevity. Figure 13 presents the convergence of the various PCEs for all cases when using random samples and regression. For these cases, the PCEs using random samples and a M/P ratio of 2 yields approximately 5 digits of precision in the standard deviation. Future sections present results generated via a ratio of 1.1, which requires 181 samples for the third-degree expansions and 544 for the degree four expansion.
Solutions via Least Squares Regression
Comparisons to Monte Carlo
The standard deviation of the Monte Carlo solutions, as a function of the number of random samples, is illustrated for each of the cases in Fig. 14 . Here, only 100,000 realizations via Monte Carlo are computed since large tests become computationally prohibitive. However, these plots demonstrate that the Monte Carlo solutions fail to converge in all components after 100,000 evaluations of the ODE.
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Comparisons with Common Uncertainty Propagation Methods
This section briefly compares the full-force-model-based PCE distributions to methods using:
(a) Monte Carlo, (b) linear mapping of the covariance using the STM, and (c) the unscented transformation. The following figures only display 10,000 of the samples generated via Monte Carlo, and plot their distribution in the mean radial, in-track, and cross-track (RIC) frame after ten days. The initial state covariance matrix is propagated using the state transition matrix and the unscented transformation (UT), and then rotated into the same RIC frame. Finally, 10,000 random samples of Eq. (6) are generated and plotted in the same, Monte-Carlo-determined RIC frame. In the case of the Poincaré-based PCEs, the resulting samples are converted into Cartesian coordinates for comparison purposes.
For these tests, the standard unscented transformation of [62] is used. For this method, sigma points are generated by adding the estimated mean state and the 2d + 1 deviation vectors computed via a scalar multiple of the columns of the covariance matrix's Cholesky decomposition L. The propagated points are then combined using a weighted sum with coefficients defined by the initial scalar multiple of L. The current implementation uses sigma points defined by 3L, and a covariance matrix time update weights optimal for a Gaussian distribution. Figure 15 illustrates the distribution of solutions for the Sun-synchronous orbit. Some variations in the distributions occur due to random sampling, especially along the boundaries of the distributions. The PCE solution yields a relatively accurate approximation of the stochastic solution, at least to this scale. As expected, the linear and unscented transformation methods fail to account for the skewness of the solution in the radial-in-track frame. The PCEs also provide accurate information on the density of solutions, which could assist in reducing false-positives in conjunction assessment. allow for the computation of the PCE-determined pdf statistics, while the UT yields a mean solu- tion and a covariance matrix. These statistics are compared to those generated using the 100,000
realizations from the Monte Carlo tests. The resulting absolute differences are then normalized by the estimated uncertainty in the Monte-Carlo-determined values. Bootstrap methods, i.e., resampling of the already generated realizations, allow for estimating the uncertainty in the Monte Carlo statistics. The normalized error is then averaged over all six components in the state vector to yield the results presented in the table. Except for the standard deviation determined by the UT for the Poincaré-based, Molniya scenario, all of the differences are within 3σ of the Monte Carlo statistics.
For this case, the error in σ gp is 9.5, which increases the mean error. These results demonstrate that the PCE-based propagation provides accuracies similar to those of this implementation of the UT for the first two moments, and provides an estimate of the third moment within the error of the Monte-Carlo-determined value.
The UT provides an excellent, and computationally efficient, method for calculating the first two moments of the propagated pdf, but provides no information on the higher moments. The PCE methods are not limited to these moments and provide information on the entire pdf. The UT may be implemented in a Gaussian mixture method to produce the higher moments, but such a method requires the propagation of multiple individual Gaussian distributions via the UT [5] [6] [7] .
For example, although a larger initial uncertainty volume was considered over a shorter timespan, Horwood, et al. [7] required the propagation of over 100 distributions. Even though mixtures may be used to represent a non-Gaussian a posteriori distribution using a sum of Gaussians, such methods also exhibit an increased computation cost.
C. Discussion: Collocation Versus Regression
The results of the previous two sections considered both the pseudo-spectral integration via sparse grids and least-squares regression approaches to generating the PCE. For the two-body propagation with Poincaré elements, collocation requires the propagation of significantly fewer samples to generate a PCE. However, both methods will eventually converge on a solution. The increased variations in the force field resulted in a larger solution sensitivity on the random inputs, making collocation methods less efficient than least-squares regression. For the more typical propagation using a higher-fidelity force model, the preferred method for generating the PCE solution was regression.
However, more analysis is required to make any conclusions definitive.
V. Conclusions
This paper demonstrated the use of Polynomial Chaos (PC) to approximate the the solution of the stochastic ordinary differential equations governing satellite dynamics. The tests considered a ten-day propagation of both a Sun-synchronous and Molniya orbit, with PC expansions (PCEs) generated in both the Cartesian and Poincaré elements. The use of PC in the two-body problem was tested, and then gravity perturbations, atmospheric drag, solar radiation pressure, and thirdbody effects were added to the force models. The two-body problem scenarios also demonstrate the capability of PCE methods to account for uncertainty in force model terms independent of the estimated state vector. Results demonstrated a faster convergence than Monte Carlo methods, and yielded information on the higher moments, e.g., skewness, unlike the common linear and unscented methods of uncertainty propagation. Generation of the PCEs required between 15 and 544 propagated samples, with the number required varying with the coordinate system, the fidelity of the force model, and the volume of the a priori orbit uncertainty. For the cases considered, the PCE-based methods demonstrate an improvement in orbit state uncertainty propagation when compared to the linear and unscented transformation methods.
With the method for propagation of the probability density function of the possible estimation solutions demonstrated, other research and PC methods may be employed. This includes the implementation of procedures for reducing the number of samples required for non-intrusive PC,
proper handling of bimodal distributions, derivation of the equations required for intrusive methods, development of orbit determination strategies to estimate and update the PCE directly from measurements, PCE-based methods of track association, and the creation of sensitivity analysis methods for the design of estimation strategies.
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