An optimal control theory for open quantum systems is constructed containing non-Markovian dissipation manipulated by an external control field. The control theory is developed based on a novel quantum dissipation formulation that treats both the initial canonical ensemble and the subsequent reduced control dynamics. An associated scheme of backward propagation is presented, allowing the efficient evaluation of general optimal control problems. As an illustration, the control theory is applied to the vibration of the hydrogen fluoride molecule embedded in a non-Markovian dissipative medium. The importance of control-dissipation correlation is evident in the results.
I. INTRODUCTION
Using the coherent nature of light to actively control molecular dynamics has been the focus of intense theoretical and experimental research in the past 20 years. There are various control schemes, including optimal control, coherent control, 28 -31 stimulated Raman adiabatic passage, 32 and feedback control. [33] [34] [35] [36] Optimal control is a powerful and flexible method, which experimentally utilizes tailored light fields to drive dynamic processes or reactions to the desired targets. Mathematically, optimal control is a problem of functional optimization under constraints. It generally results in nonlinear equations for the control fields. Although the theory has been successfully applied to gas phase or pure state systems, there have been only limited attempts in simulating condensed phase control. [37] [38] [39] [40] The bottleneck here is not the control theory itself, but the treatment of the dissipative dynamics of open quantum systems.
Despite the fact that a formally exact quantum dissipation theory ͑QDT͒ exists ͑e.g., the path-integral 41 and projection-operator [42] [43] [44] [45] formulations͒, in most practical applications one has to adopt certain approximations and/or models. 46 -75 One of the commonly used approximations is the weak-coupling limit in which the system-bath interaction is usually considered up to second order. In addition, traditional quantum dissipation theories often involve further approximations. These include the initial factorization, the Markovian and/or high-temperature limit, and the neglect of driving-dissipation correlation ͑see, for example, the review, Ref. 68͒. These approximations may not always be valid for open systems under control.
A complete second-order quantum dissipation theory ͑CS-QDT͒ can be constructed, [69] [70] [71] [72] [73] [74] in which all approximations, except for the assumption of weak system-bath interaction, are removed. The system-field coupling can be of arbitrary strength. The system-bath correlation in the initial canonical state is included, i.e., no initial factorization approximation involved. With different partial-sum schemes to account for high-order system-bath interaction, three nonequivalent formulations can be obtained. 73, 74 Two of them ͑the COP-CS-QDT and the POP-CS-QDT͒ resemble, respectively, the conventional memory-kernel ͑or chronological ordering prescription͒ 70, 73, 74 and the time-local ͑or partial ordering prescription͒ 69, 73, 74 reduced Liouville equations. One unconventional outcome results as a variation of POP-CS-QDT and is termed as the correlated driving-dissipation equations ͑CODDE͒. 73, 74 We have found that CODDE and POP-CS-QDT are usually superior to COP-CS-QDT in terms of the range of applicability to system-bath interactions, nonMarkovian behavior, and temperature variation for all the systems studied, either harmonic or anharmonic. 74 We have also found that, while the CODDE and POP-CS-QDT are always well behaved ͑in comparison with the exact solutions to driven Brownian oscillator systems͒, the COP-CS-QDT often leads to unphysical behavior, especially for its longtime dynamics. 74 The physically well-behaved POP-CS-QDT is, however, composed of semicoupled nonlinear equations of motion, 67, 73, 74 which makes it complicated to use, for example, in calculating the optical response and optimal control problems.
In this work, we shall apply the novel CODDE formulation to dissipative control problems. While it retains the merits of time-local formulation, the CODDE is composed of coupled linear equations of motion. 73, 74 Therefore it is ver-satile and convenient for applications. The remainder of the paper is organized as follows: In Sec. II we outline the CODDE theory and place it in the context of optimal control theory. Given also is a scheme of spectral density parameterization ͑Appendix A͒, a method of evaluating the reduced canonical equilibrium density operator ͑Appendix B͒, and the derivation of backward CODDE propagation ͑Appendix C͒. The generalized optimal control formulation for open quantum systems is then developed in Sec. III, and illustrated in Sec. IV with the control of molecular vibration for hydrogen fluoride ͑HF͒ embedded in a model non-Markovian bath.
In Sec. V, we summarize the findings in this work.
II. REDUCED DYNAMICS OF CORRELATED CONTROL AND DISSIPATION

A. Quantum dissipation theory
This section outlines the CODDE formulation 73, 74 for the later study in Secs. III and IV of optimal control in a general non-Markovian dissipative medium. Let us denote the deterministic Hamiltonian for the reduced system in the presence of an external classical control field as
and the stochastic system-bath coupling as
Here, Q and F(t) are Hermitian operators defined in the reduced system subspace and the stochastic bath subspace, respectively. The generalized Langevin force has zero mean, ͗F(t)͘ϭ0, in the stochastic bath ensemble average, and its effect on the reduced system dynamics is assumed to be weak and completely described by C (t)ϵ͗F(t)F(0)͘. Its spectrum is defined as
For later use, let us define the superoperators L(t) and R s via their actions on an arbitrary operator A, respectively, as
or equivalently as AL͑t ͒ϭ͓A,H͑ t ͔͒, AR s ϭ͓A,Q͔Q ϪQ † ͓A,Q͔. ͑4b͒
with Ĉ (ϪL s ) being defined via the bath spectrum Ĉ () ͓Eq. ͑3͔͒ and the reduced field-free system Liouvillian L s . Note that Q can be evaluated without invoking tensor algebra ͓cf. Eq. ͑B4͔͒. For simplicity, we set បϵ1 throughout this paper. The main feature of the CODDE formulation is the separation of total dissipation into field-free and field-dressed contributions. The field-free dissipation is described by R s ͓cf. Eq. ͑4͔͒, which is time independent as a result of the total composite system being initially in thermal equilibrium before excitation. 53, 73 Neither the Markovian approximation nor the initial factorization is involved here. 73 The fielddressed dissipation is described via a set of auxiliary operators ͕K m (t)͖ that couple with the primary reduced density operator (t). To construct a set of coupled equations, a parametrization method 25, 70, 73, 74 is adopted, leading to the correlation function having the following form ͑see Appendix A for details͒:
The final CODDE formulation is summarized as follows:
with (
The initial conditions to the above equations are ͑t 0 ͒ϭ eq ͑ T ͒ and K m ͑ t 0 ͒ϭ0, ͑9͒
with t 0 being any time before the external field excitation. The nondynamical approach to evaluate eq is given in Appendix B. While the field-free part R s is time local in nature, the field-dressed dissipation, described by the set of auxiliary operators ͕K m (t)͖, leads effectively to the dependence of (t) on (рt).
B. Comments
In the following we make some comments on the CODDE in Eq. ͑7͒ and its applications relevant to the optimal control theory to be developed later in this paper.
First, the CODDE in Eq. ͑7͒ defines an extended Liouville space, called the CODDE space hereafter, for the dynamics of correlated driving ͑control͒ and dissipation in terms of
͑10͒
Thus Eq. ͑7͒ can be recast as
Here, ⌳ (t) is the CODDE generator defined in Eq. ͑7͒. The formal solution to Eq. ͑11͒ ͓or Eq. ͑7͔͒ is ͑t ͒ϭĜ ͑ t, ͒͑ ͒. ͑12͒
The associated propagator can be shown to satisfy
and ( 2 у 1 у 0 )
Second, the CODDE generator has the form
Here, ⌳ s is the field-free counterpart of ⌳ (t). The action of the CODDE's dipole D is therefore defined as
͑15͒
Thus one can readily establish the reduced Liouville-space response 76 and optimal control theories ͑cf. Sec. III͒ with the CODDE formulation. Here, the correlated driving and dissipation effects are taken into account via ͕ m ͖ ͓Eq. ͑8͔͒ through which (t) and ͕K m (t),K m † (t)͖ are coupled. Without this coupling, K m (t) will remain zero ͓cf. Eq. ͑9͔͒.
Third, we will utilize the CODDE-space scalar product. Denote Aϵ͕A,A m ,A m † ͖ and Bϵ͕B,B m ,B m † ͖ with m ϭ0,...,m , as two arbitrary CODDE-space elements associated with the Hermitian operators AϭA † and BϭB † at the local time. The tetradic notation 77 for the CODDE-space scalar product is then defined as
Finally, in making contact with optimal control theory, one would like to consider the expectation value, Ā (t f ) ϭTr͓A(t f )͔, for a chosen target Hermitian operator A at a specified target time t f . To that end, we also need to extend the operator A into the CODDE space as ͑cf. Appendix C͒
with A͑t f ;t f ͒ϵAϵ͕A,0,0͖. ͑18͒
By using the identity Ĝ (t f ,t 0 )ϭĜ (t f ,t)Ĝ (t,t 0 ) ͓Eq. ͑13b͔͒, we may then recast Ā (t f ) in terms of a scalar product in the CODDE space as ͓cf. Eq. ͑16͔͒
Note that A(t;t f )ϭA † (t;t f ) should remain Hermitian while its auxiliary variables A m (t;t f ) are non-Hermitian in general. From ‫ץ‬Ā (t f )/‫ץ‬tϭ0, we obtain that the backward propagation of A(t;t f ) ͓Eq. ͑17͔͒ satisfies
Note that Eqs. ͑11͒ and ͑12͒ lead to Eq. ͑13a͒, while Eqs. ͑20͒ and ͑17͒ lead to
In Appendix C, we will further show that Eq. ͑20͒ for the backward propagation can be recast as
Here, the left actions of L(t) and R s are specified in Eq. ͑4b͒. The above equations are equivalent to Eqs. ͑7͒, as far as the expectation value Ā (t f ) is concerned, but they are used for the backward propagation of A(t;t f ) and A m (t;t f ). The boundary conditions are A(t f ;t f )ϵA and A m (t f ;t f )ϭ0.
III. THEORY OF OPTIMAL CONTROL WITH DISSIPATION
In this section, we shall develop a reduced Liouvillespace optimal control theory for dissipative system dynamics based on the CODDE space evolution described in the last section. Denote the control discrepancy operator via
where tar stands for the reduced system control target state and t f is the target time. The control objective is to minimize the discrepancy,
under a certain constraint that will be specified. Note that in pure-state control where Tr 2 (t f )ϭ1 is a dynamical invariance, only the last term in Eq. ͑24͒, Tr͓ tar (t f )͔, needs to be used as the control objective. However, this could be inappropriate in mixed-state cases. Consider, for example, a twolevel system in which the target is set to be a state of equal occupation, tar ϭdiag͕ 2 ϵTrA 2 should rather be used. In optimal control, one may usually impose certain penalties or constraints. 9, 12 In this paper, we consider the simplest penalty that the control energy be minimal in balance with meeting the control objective. In this case the control functional to be optimized assumes
where Ͼ0 is a weight factor. The control field is obtained by setting ␦J ctr (t f )ϭ0; i.e.,
with respect to ␦⑀(t). The above equation highlights that the correlated driven dissipation controlled dynamics be treated in the CODDE space. As ␦⌳ (t)ϭϪD ␦⑀(t) ͓cf. Eq. ͑14͔͒, the variation in the control field will cause a variation in the reduced dynamics,
By using Eqs. ͑17͒, ͑26͒, and ͑27͒, we can obtain the following equation for optimal control with dissipation:
͑28͒
It is easy to show that in either the pure-state control or the field-free dissipation approximation case, Eq. ͑28͒ reduces to the previous control formulations. 12, 15 In general, Eq. ͑28͒ should be solved iteratively for the optimal control field starting with an initial guess ⑀ 0 (t). The direct solution to Eq. ͑28͒ is often unstable and alternatives have been proposed in order to carry out the solution efficiently. 18, 78 For example, consider
and search for the optimal field via the following iterative scheme ͑with jϭ1, 3, 5,...͒, 18 ,78
Here, ( j, jϮ1) specifies that Eq. ͑29͒ is evaluated with the forward propagation of under the ( jϮ1)th step field ⑀ jϮ1 and the backward propagation of A under ⑀ j , and the last term of Eq. ͑29͒ is replaced by ⑀ min(j,jϮ1) . The ͑positive͒ parameters and ␣ are adjustable and chosen empirically. Generally, a small favors minimizing the target discrepancy but at the price of the total incident field intensity perhaps being large ͓cf. the two terms in Eq. ͑25͔͒; ␣ is chosen as large as possible, in keeping with the control functional J ctr decreasing step by step. In practice, the value of ␣ can be quite large when the iterative field is far from convergence but rather small when it is close to the optimal field. 
IV. NUMERICAL DEMONSTRATION AND DISCUSSION
The first three terms in Eq. ͑31͒ constitute H s in Eq. ͑1͒. The fluctuating system mode Q has the following dimensionless form:
with ⍀ 0 being the harmonic frequency of the system. The bath spectral density assumes a cutoff Ohmic-type form, characterized by the coupling strength B and cutoff fre- The wave packet's mean energy is between the fifth and sixth Morse excitation energy. The control system described above, together with the initial thermal equilibrium state evaluated via Eq. ͑B5͒, are schematically presented in Fig. 1 . Note that for the dissipation parameters used here, the resulting relaxation time of the dipole-dipole correlation function is found to be about 2 ps. The target time is chosen as t f ϭ800 fs.
For the initial trial field we choose a linearly chirped Gaussian pulse ⑀ 0 (t)ϭ⑀ 0 max e Ϫ(tϪt) 2 /(2⌫ 2 ) e
i⍀(tϪt)ϩi(c/2)(tϪ t) 2
ϩc.c., where ⑀ 0 max ϭ0.31 V/Å, tϭ400 fs, ⌫ϭ80 fs, ⍀ ϭ3715 cm Ϫ1 , and cϭ2.16 cm Ϫ1 /fs are determined via simple parameter optimization for the dissipation-free gas phase system. The subsequent dissipative controlled dynamics was propagated numerically using the short-iterativeArnoldi method, 48, 74, 81 with the associated Krylov space being of dimension 10. The computational basis set consists of the lowest 20 vibrational states of the bare system ͓the first two terms of Eq. ͑31͔͒ and the CODDE's truncation number is found to be m ϭ2 from checking the numerical convergence. Note that in order to obtain a high quality control result, the value of in Eq. ͑25͒ should be selected very small. We adopted ϭ0 for the forward-backward iteration method described in Eqs. ͑29͒ and ͑30͒ ͑cf. the comments there͒. FIG. 1 . Schematic of the simulated control system. The initial state is at thermal equilibrium, while the target state is a minimum-uncertainty Gaussian wave packet in the reduced phase space. The bare-system parameters and dipole function are chosen to model the HF molecule ͑see text for details͒. The system-bath coupling is assumed to be of the cutoff Ohmictype form ͓Eq. ͑34͔͒ with the coupling strength B ϭ0.1 and cutoff frequency c ϭ200 cm Ϫ1 . The temperature is Tϭ300 K. The resulting relaxation time, in terms of the half time of the dipole-dipole correlation, is about 2 ps. The target time is set as t f ϭ800 fs.
The optimized field ⑀ opt (t) together with its frequency domain amplitude ͉⑀ opt ()͉ are shown in Fig. 2 , which achieves TrA 2 ϭ0.068 ͓Eq. ͑24͔͒ for the control target discrepancy. Further refinement is possible but very slow in the present iteration scheme. The main spectral structure of ⑀ opt () in the bottom panel of Fig. 2 consists of the 1-3 quanta transition frequencies of the HF molecule. Figure 3 depicts the ⑀ opt -controlled density (t) in the Wigner phasespace contour plots, evolving from the initial thermal equilibrium state at tϭ0 to the final achieved state at the target time t f ϭ800 fs. Shown for comparison is also the desired target state tar . The mean energy Tr͓H s (t)͔ under the optimal control field ⑀ opt is plotted in Fig. 4 . The system acquires a mean energy about that of the first excited state around 350 fs, and then between the fourth and fifth excited states around 425 fs. The wave packet oscillates during 450-750 fs, in which the control field is relatively weak. The molecule is then further driven toward the pre-chosen minimum-uncertainty Gaussian target, which has a mean energy between the fifth and sixth excited states, at the target time t f ϭ800 fs ͑cf. Figs. 3 and 4͒ . Therefore the control proceeds through one and few quanta transitions and the interference among them ͑cf. To analyze the effects of correlated driving and dissipation in optimal control, we make a comparison study to the field-free dissipation approximation which involves only R s -dissipation ͓i.e., Eq. ͑7a͒ with ͕K m (t)ϭ0͖; the neglect of contribution from the field-dressed dissipation͔. Note that the field-free dissipation resembles the Redfield theory, which is conventionally considered as a Markovian formulation despite the fact that it has been widely used in colored-noise cases. [47] [48] [49] 68 We therefore refer here the field-free-only dissipation counterpart of CODDE as the Markovian approximation and denote the resulting control field as ⑀ M ͑cf. 5͒. The correlation between driving and dissipation can also play important roles even for white-noise Markovian cases in the presence of either strong or continuing-wave driving fields. [82] [83] [84] [85] [86] [87] In the following, we shall elaborate that not only is ⑀ M pseudo-optimal, but also, more importantly, the neglect of control-dissipation correlation here leads to unphysical dynamics. In comparison to ⑀ opt in Fig. 2 , ⑀ M in Fig. 5 has a relatively intense dc ͑zero-frequency͒ component. However, the neglect of field-dressed dissipation results in an unphysical equilibrium dc-Stark state ͑not shown͒ that exhibits complicated phase-space interference. On the other hand, the CODDE, which contains the field-dressed dissipation, has a physically well-behaved stationary state in the presence of dc field. The phase-space interference in the false equilibrium state is found to resemble those in the Markovian wave packets ͑not shown͒ during 500-700 fs when the dc field is dominant. We can therefore infer that the search for ⑀ M in the Markovian approximation makes use of the false stationary state to largely counteract dissipation. The neglect of controldissipation correlation here exhibits not only the unphysical dc-Stark stationary state but also the unphysical evolution in which the reduced density operator becomes negative. Figures 6͑A͒ and 6͑B͒ depict in dashed curves the ⑀ Minduced Markovian evolutions of Tr 2 (t) and entropy s(t)ϭϪTr͓(t)ln (t)͔, respectively. The divergence of Tr 2 (tϾ732 fs)Ͼ1 or s(tϾ530 fs) demonstrates the violation of positivity in the Markovian evolution neglecting the field-dressed dissipation. The ⑀ M -induced CODDE counterparts are depicted as the solid curves in Fig. 6 , showing that the CODDE preserves the positivity in this case. The ⑀ M -controlled target discrepancy, TrA 2 in Eq. ͑24͒, evaluated via CODDE evolution is 0.088, rather than the false value of 0.002 as in the Markovian approximation. The true optimal field ⑀ opt obtained from the CODDE control theory shows a much smaller dc component in comparison with ⑀ M , and thus illustrates the importance of control-dissipation correlation. The neglect of field-dressed dissipation completely fails in the present control case.
V. SUMMARY
We have constructed a general theory of controlled quantum dissipation, based on the CODDE dynamics that treats the correlated effects of non-Markovian dissipation and tailored light field driving. The CODDE-space dynamics is formulated for both the forward propagation of the reduced density operator and the backward propagation of the reduced target operator; both are required for evaluation of the control kernel. We have demonstrated numerically the importance of including the control-dissipation correlation in Fig. 5͒ . The dash curves denoted as Markovian are actually the results of neglecting the direct control-dissipation correlation rather than white noise ͑see text for details͒. The dash curve in ͑B͒ is broken after around 530 fs as notifiable negativity in appears so that the entropy diverges. In contrast, the CODDE dynamics here ͑solid curves͒ preserves the positivity. the fundamental theory. The correlation between driving and dissipation had also been considered before with different QDT formulations, 66, 70, [87] [88] [89] and its effects had been demonstrated on, for example, two-level system dynamics, 70, 88, 89 intramolecular hydrogen transfer reaction, 87 and vibrational relaxation. 66 The inclusion of field-dressed dissipation is expected to play a crucial role under various conditions including stochastic resonance that may show dramatic cooperation between driving and dissipation. [82] [83] [84] The CODDE is the formulation of choice among the three nonequivalent forms of CS-QDT. [69] [70] [71] [72] [73] [74] The COP-CS-QDT ͑the conventional memory-kernel formulation͒ should in general be used with caution as we had found that its long-time dynamics or equilibrium states are often unphysical. 74 The POP-CS-QDT ͑the conventional timelocal formulation͒ shares the same field-free dissipation R s as in the CODDE, both are physically well behaviored, but treats the field-dressed dissipation through semicorrelated nonlinear equations of motion form. 73, 74 The CODDE is the most versatile CS-QDT formulation for applications such as optical response 76 and optimal control problems. Recently, there has been increasing interest in stochastic Hilbert-or/and Liouville-space dynamics, [90] [91] [92] [93] [94] [95] [96] [97] not only serving as an efficient tool in numerical propagation of reduced density matrix, 92, 93 but also aiming at the construction of exact QDT formulations. 94, 95 Physically, it is also closely related to quantum continuous measurement. 96, 97 The development of quantum dissipation control theory based on the stochastic Hilbert-Liouville-space dynamics should be feasible to construct. 
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APPENDIX A: BATH SPECTRUM PARAMETRIZATION
This appendix provides a modified version of the previous work ͑Appendix B of Ref. 73 , where an extended Meier-Tannor method 70 was presented͒ on the bath spectrum parametrization scheme where we considered the general decomposition form of the system-bath interaction,
The generalized Langevin forces F a (t) satisfy ͗F a (t)͘ ϭ͗F a (0)͘ϭ0, where ͗¯͘ denotes the stochastic bath ensemble average. The bath correlation ͑spectrum͒ functions are defined as
The bath spectral density functions can then be generally defined as
Here, we have made use of the detailed-balance relation, and the resulting second identity above is also called the fluctuation-dissipation theorem. Here ␤ϵ(k B T) Ϫ1 , where T is the temperature and k B the Boltzmann constant. The spectral density satisfies J ab ͑ ͒ϭϪJ ba ͑ Ϫ ͒ϭJ ba * ͑ ͒; with J ab ͑ 0 ͒ϭ0, ͑A4͒ and the matrix ͕J ab ()͖ in the Ͼ0 domain is a positive Hermitian matrix.
By taking into consideration the above properties, the spectral density can be modeled with the following form:
Here, the parameters are all real ( k 0 ab and ␥ k ab positive͒ and satisfy the symmetry relations 
Here, z k ab ϵ k ab ϩi␥ k ab , n ϵ2n/␤, J ab ()ϵiJ ab (Ϫi), and
Equation ͑6͒ has the same form as Eq. ͑A6͒, assuming there is only a single dissipative mode. The truncation number m is found by numerical convergence for a given temperature and bath spectral width.
APPENDIX B: EVALUATION OF THE REDUCED EQUILIBRIUM DENSITY OPERATOR
The reduced canonical equilibrium density operator applies for both the initial and the asymptotic states before and after the external field excitation. It can be evaluated via the field-free propagation for long time as eq ϭ(t→Ϯϱ). The nondynamical approach is efficient considering the stationary condition, 73 Here ͓cf. Eq. ͑4a͔͒
It is easy to show that
Therefore the NϫN equations in Eq. ͑B1͒ are not independent; they are subject to ͚ u uu eq ϭ1. By using this normalization condition to replace for a diagonal one in Eq. ͑B1͒ ͑for example, 00 eq ϭ0), we obtain a set of NϫN independent linear equations ͓cf. Eq. ͑B5͔͒ that uniquely determine eq in the specified Hilbert-space representation. 74 For systems involving degenerate states, Eq. ͑B1͒ can further incorporate relevant conditions for evaluating eq unambiguously.
Note that Q uv in Eq. ͑B2b͒ can be evaluated as follows ͓cf. Eq. ͑5͔͒. Let H s ͉ū ͘ϵ ū ͉ū ͘ and ū v ϵ( ū Ϫ v ). We have
Eq. ͑B2a͔͒. Therefore ͑de-noting S ū u ϵ͗ū ͉u͘)
͑B4͒
To conclude this appendix, we shall recast the aforementioned Eq. ͑B1͒-plus-normalization approach to evaluate eq by rearranging the tensor ⌳ uv,u Ј v Ј 
ϭ1. ͑B5b͒
This completes the nondynamical approach to evaluate eq .
APPENDIX C: DERIVATION OF EQ. "22…
To simplify the formulation, we shall use the notation ͑local-time dependence is implied͒ ͉BЈ͘͘ϵ⌳ ͉B͘͘, ͗͗AЈ͉ϵ͗͗A͉⌳ .
͑C1͒
Therefore, we have ͗͗A͉BЈ͘͘ϭ͗͗AЈ͉B͘͘.
͑C2͒
The action of ⌳ to the right, BЈϭ⌳ B, according to Eqs. ͑10͒ and ͑7͒ is given by 
