Wandering domains in non-archimedean polynomial dynamics by Benedetto, Robert L.
ar
X
iv
:m
at
h/
03
12
02
9v
2 
 [m
ath
.N
T]
  1
5 F
eb
 20
06
WANDERING DOMAINS IN NON-ARCHIMEDEAN POLYNOMIAL
DYNAMICS
ROBERT L. BENEDETTO
Abstract. We extend a recent result on the existence of wandering domains of poly-
nomial functions defined over the p-adic field Cp to any algebraically closed complete
non-archimedean field CK with residue characteristic p > 0. We also prove that polyno-
mials with wandering domains form a dense subset of a certain one-dimensional family of
degree p+ 1 polynomials in CK [z].
Given a rational function φ ∈ K(z) with coefficients in a field K, one may consider the
dynamical system given by the action of the iterates φn on P1(K) = K ∪ {∞}, for n ≥ 0.
Here, φn denotes the n-fold composition φ ◦ · · · ◦ φ, so that φ0 is the identity function,
φ1 = φ, φ2 = φ ◦ φ, and so on. The case of complex dynamics, when K = C, has been
studied intensively for several decades; see [1, 9, 15] for expositions. In particular, one
may study the action of {φn} on the Fatou set F = Fφ, to be defined below. It is well
known that the connected components of F are mapped onto one another by φ and that,
according to Sullivan’s deep No Wandering Domains Theorem [20], every complex Fatou
component is preperiodic under application of φ.
It is also possible to define Fatou sets for other metric fields. The study of the resulting
dynamics has seen growing interest in the past decade or two; see, for example, [2, 8, 11,
12, 14, 17]. In this paper we will study wandering domains over certain non-archimedean
fields, and we fix the following notation.
CK a complete and algebraically closed non-archimedean field
| · | the absolute value on CK
kˆ the residue field of CK
p the residue characteristic char kˆ
P1(CK) the projective line CK ∪ {∞}
We will assume throughout that p > 0; that is, that CK has positive residue characteristic.
Note that 0 ≤ |p| < 1, when p is viewed as an element of CK under the unique nontrivial
homomorphism of Z into CK . It is possible that charCK = 0 with char kˆ = p > 0; but if
charCK > 0, then char kˆ = charCK .
Recall that “non-archimedean” means CK satisfies the ultrametric triangle inequality
|x+ y| ≤ max{|x|, |y|} for all x, y ∈ CK .
If |x| 6= |y|, it is immediate that |x + y| = max{|x|, |y|}. Note that |n| ≤ 1 for all
n ∈ Z. Recall also that the residue field kˆ is defined to be OK/MK , where OK is the ring
{x ∈ CK : |x| ≤ 1} of integers in CK , and MK is the maximal ideal of {x ∈ K : |x| < 1}
of OK . It is easy to check that kˆ is algebraically closed because CK is.
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The best known example of such a field is Cp, constructed as follows. Given a prime
integer p ≥ 2, the (complete non-archimedean) field Qp of p-adic rational numbers is the
completion of the usual rational numbers Q with respect to the p-adic absolute value given
by |per| = p−e, where r is a rational number with numerator and denominator both prime
to p. Its algebraic closure is Qp, and the completion of Qp is Cp; the absolute value extends
uniquely to Qp and hence to Cp. The residue field is kˆ = Fp, the algebraic closure of the
field Fp of p elements. Note that charCp = charQp = 0, while char kˆ = p > 0.
As another example, if L is any abstract field, then K = L((T )), the field of formal
Laurent series with coefficients in L, is a complete non-archimedean field. (We may define
an absolute value | · | on K by |f | = 2−n, where n ∈ Z is the smallest integer for which the
T n term of the formal Laurent series f has a nonzero coefficient.) Once again, the absolute
value extends uniquely to an algebraic closure of K. If we denote by CK the completion
of an algebraic closure of K, then CK is algebraically closed and complete; its residue field
kˆ is an algebraic closure of L. In this case, charCK = char kˆ = charK = charL. We refer
the reader to [13, 18, 19] for surveys of non-archimedean fields.
In complex dynamics, given a rational function φ ∈ C(z) with complex coefficients, one
considers the action of the iterates {φn} on the Riemann sphere P1(C). The Fatou set F
of φ is defined to be the the set of all points x ∈ P1(C) such that the family {φn : n ≥ 0} is
equicontinuous at x, with respect to the spherical metric on P1(C); the Julia set J is the
complement P1(C) \ F . (Recall that a family F of functions from a metric space X to a
metric space Y is called equicontinuous at x0 ∈ X if for every ε > 0 there is a δ > 0 such
that dY (f(x), f(x0)) < ε for all f ∈ F and for all x ∈ X satisfying dX(x, x0) < δ. The
key point is that ε is chosen independent of f .) Intuitively, the Fatou set is the region of
order, where the iterates {φn} are well behaved; the Julia set is the region of chaos, where
a small error becomes huge after many iterations of φ.
Alternately, by the Arzela`-Ascoli Theorem, one may define the Fatou set of a complex
function to be the set of points where {φn} forms a normal family. However, because CK
is not locally compact, and therefore the Arzela`-Ascoli Theorem fails, non-archimedean
Fatou sets are usually defined in terms of equicontinuity.
It is easy to verify that the Fatou set is open and that φ(F) = F ; similarly, the Julia
set is closed, and φ(J ) = J . One may partition the (complex) Fatou set of φ ∈ C(z)
into connected components; the function φ then maps each component into (and in fact
onto) a component. Thus, we may speak of fixed, periodic, and preperiodic components.
A component which is not preperiodic (that is, a component with infinite forward orbit)
is called a wandering domain of φ. In 1985, Sullivan [20] proved, using quasiconformal
conjugations, that a complex rational function φ ∈ C(z) cannot have wandering domains.
A similar theory of components of the Fatou set exists for non-archimedean rational
functions φ ∈ CK(z); see Section 1 below, where we give a precise characterization of such
components for our setting. However, in spite of the existence of certain non-archimedean
versions of Teichmu¨ller spaces [16], there is no apparent analogue of actual quasiconformal
maps suitable for use as conjugating functions in CK(z). In particular, the author’s con-
structions of wandering domains over any algebraically closed complete non-archimedean
field (see [7] for residue characteristic zero, [5] for Cp, and this paper for general fields of
positive residue characteristic) suggest that Sullivan’s proof has no analogue for CK , and
that no appropriate versions of quasiconformal maps exist in that context.
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Nevertheless, the author showed in [3] that given some weak hypotheses on φ ∈ Cp(z)
(including the assumption that the coefficients of φ are algebraic over Qp), the Fatou set
has no wandering domains. For more general fields, the arguments in [2] imply that if
φ ∈ CK(z) is defined over a locally compact subfield of CK , and if the Julia set of φ
contains no critical points, then φ has no wandering domains.
We suspect that the condition concerning critical points is unnecessary. However, the
condition that φ be defined over a locally compact field is crucial. Indeed, the main result
of this paper is the following theorem. It shows that if the residue field kˆ has positive
characteristic, then there are many polynomials defined over the (not locally compact)
field CK which have wandering domains in CK [z].
Theorem. Let CK be an algebraically closed complete non-archimedean field with residue
field kˆ and residue characteristic char kˆ = p > 0. Let a0 ∈ CK with |a0| > 1, and let ε > 0.
There is some a ∈ CK with |a− a0| ≤ ε such that the Fatou set F of the function
φa(z) = (1− a)z
p+1 + azp
has a wandering component.
A weaker version of the above result appeared in [5], with some details of the proof
omitted. There, it was assumed that CK = Cp, and it was only shown that there is at least
one a ∈ Cp giving a wandering domain. Indeed, an examination of that proof reveals that
the point a constructed has |a| = |p|−(p−1). Moreover, the proof of the main theorem of [5]
fails for fields CK of positive characteristic.
Although the statement and proof of the above Theorem is similar in structure to its
predecessor in [5], it is much stronger. First, the Lemmas in Section 4 of the current paper
are more complicated than their analogues in [5], in order to apply to the more general class
of fields CK (including fields of characteristic p, not just residue characteristic p). Second, a
slight modification of the main proof allows the broader statement that the set of parameters
a giving wandering domains is dense in the large open subset {a ∈ CK : |a| > 1} of the
parameter space. That large subset cannot be extended; there can be no wandering domains
for φa with |a| ≤ 1, because such φa are conjugate to maps of the form ψ(z) = z
p+1 + czp
with |c| ≤ 1, which have good reduction and therefore empty Julia set.
Our proof uses some computations specific to this family, but the general method should
apply to a larger class of functions. In particular, the main properties of φa required in
the proof are that it maps a disk U0 (in this case, about 0) onto itself with degree divisible
by p, and another disk U1 (in this case, about 1) onto U0 with degree prime to p. In
the case that CK = Cp has characteristic zero, Ferna´ndez [10] has extended the argument
in [5] to show that there is an open set in the higher-dimensional parameter space of all
degree (p+1) polynomials in Cp[z] for which a dense subset of parameters exhibit wandering
domains. (She adds our map φa to an arbitrary polynomial Q with coefficients of sufficiently
small absolute value and shows, by essentially the same argument as in [5], that a can be
adjusted by an arbitrarily small amount to guarantee that Q+φa has a wandering domain.)
It should be straightforward to reproduce Ferna´ndez’ argument for the more general case
of CK [z] using the methods of this paper, where we do not assume, as Ferna´ndez and [5]
do, that one may divide by p. However, the proof of our Theorem is already so heavy
with notation that we prefer to avoid the further tedium of proving the higher-dimensional
density statement. Still, we hope that the interested reader will be able to glean enough
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from our proof and from that of Ferna´ndez to deduce how the statement can be extended
to the higher-dimensional parameter space.
Some comments are in order regarding the field of definition of the parameters a in the
Theorem. As previously mentioned, the results of [2] imply that if a were defined over a
locally compact subfield K ⊆ CK , and if φa had no critical points in its Julia set (that is,
if φa were hyperbolic), then φa would have no wandering domains. However, the parameter
a chosen in our proof cannot lie in a discretely valued field. Indeed, the resulting map
φa will, after many iterations, map all points z in the wandering disk U0 to points φ
n
a(z)
for which the ratio log |z|/ log |φna(z)| of valuations is a rational number of arbitrarily large
denominator. Such a situation could not occur if the map φa were defined over a discretely
valued field; in particular, a cannot lie in any locally compact subfield of CK . In other
words, the truth of the Theorem above requires the freedom to choose a ∈ CK ; a condition
like a ∈ Qp would be too restrictive.
1. Non-archimedean disks, mapping lemmas, and dynamics
We will denote the closed disk of radius r > 0 about a point a ∈ CK by Dr(a), and the
open disk by Dr(a). We recall some basic properties of non-archimedean disks. Every disk
is both open and closed as a topological set. Any point in a disk U is a center, but the
radius of U is a well-defined real number rad(U), which is the same as the diameter of U .
If two disks in CK intersect, then one contains the other.
The following lemma describes the action of polynomials on disks. It is easy to prove
using basic non-archimedean analysis results, such as Hensel’s Lemma and the Weierstrass
Preparation Theorem. (See Lemmas 2.2 and 2.6 of [6, Section 2]; see also [18, Chapter 6]
for a broad introduction to such techniques over p-adic fields.)
Lemma 1.1. Let U ⊆ CK be a disk with rad(U) = r, and let f ∈ CK [z] be a non-constant
polynomial. Then:
a. f(U) is a disk.
b. For any x, y ∈ U ,
|f(x)− f(y)| ≤
s
r
· |x− y|, (1)
where s = rad(f(U)).
c. f : U → f(U) is bijective if and only if inequality (1) attains equality for every
x, y ∈ U .
The projective line P1(CK) is equipped with a natural spherical metric
∆(x, y) =
|x− y|
(max{|x|, 1})(max{|y|, 1})
analogous to the spherical metric on P1(C). It is easy to verify that ∆(x, y) = |x − y| if
|x|, |y| ≤ 1; that ∆(x, y) = |x−1 − y−1| if |x|, |y| ≥ 1; and that ∆(x, y) = 1 otherwise.
Let φ ∈ CK(z) be a rational function, and consider the dynamical system of the iterates
{φn} acting on P1(CK). As in complex dynamics, we define the Fatou set F of φ to the
the set of all points x ∈ P1(CK) such that {φ
n : n ≥ 0} is equicontinuous at x with respect
to ∆; we define the Julia set J to be the complement P1(CK) \ F .
Following any of [4, 7, 17], it is possible to partition the Fatou set of φ into “components”
using a different definition than the usual topological connected components. (The various
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definitions differ slightly, but they agree on the question of whether or not wandering
domains exist for a given map.) Rather than repeating the theoretical definitions, we refer
to Theorem 5.4 of [4], which provides the following characterization of Fatou components
in our situation.
Specifically, suppose that φ is a polynomial of degree at least two and the Julia set of φ
is nonempty; let F denote the Fatou set of φ. If x ∈ F has bounded forward orbit (that
is, there exists R > 0 such that |φn(x)| < R for all n ≥ 0), then the component V of F
containing x is the largest closed disk Dr(x) containing x and contained in F . (At least,
that is the case for any of the definitions appearing in [4]. For the definition in [17] and
the remaining definitions in [7], the component is the open disk Dr(x) of the same radius.)
Moreover, for such x, the component of φn(x) is precisely φn(V ).
We recall Hsia’s criterion [12] for equicontinuity, which is a non-archimedean analogue
of the Montel-Carathe´odory Theorem.
Lemma 1.2. (Hsia) Let F ⊆ CK [z] be a family of polynomials, and let U ⊆ CK be a disk.
Suppose that there is a point y ∈ CK such that for all f ∈ F and x ∈ U , we have f(x) 6= y.
Then F is an equicontinuous family.
Hsia stated his result for arbitrary non-archimedean meromorphic functions; in that
setting, the criterion is that there are two points in P1(CK) which are omitted by every
f ∈ F . In our simpler rephrasing above, the first point is y, and the second is∞. Lemma 1.2
follows easily from Lemma 1.1 by first making a change of coordinates to move y to 0. Any
f(U) is a disk not containing 0 (by Lemma 1.1.a and the hypotheses); therefore it either
does not intersect D1(0) or is contained in D1(0). If the former, then f(U) has radius at
most 1. If the latter, then the image of f(U) under 1/z is a disk of radius at most 1.
Because z 7→ 1/z preserves the spherical metric, equicontinuity follows from Lemma 1.1.b.
2. The family
Recall that p = char kˆ > 0. For any a ∈ CK , we define
φa(z) = (1− a)z
p+1 + azp
as in the Theorem. Note that 0 and 1 are fixed points of φa. The point at 0 is superattracting
(meaning that φ′a(0) = 0, and therefore nearby points are strongly attracted to 0 under
iteration), and if |a| > 1, then the point at 1 is repelling (meaning that |φ′a(1)| > 1, and
therefore nearby points are pushed away from 1 under iteration).
The following lemma gives a fairly accurate estimate for the expansion or contraction of
distances under a single application of φa.
Lemma 2.1. Let a ∈ CK with |a| > 1, and let y1, y2 ∈ CK with |y1| ≥ |y2|. Then
|φa(y1)− φa(y2)| ≤ |y1 − y2| · |a| · |y1|
p−1 ·max
{
|p|, |y1|,
(
|y1 − y2|
|y1|
)p−1}
.
Furthermore, if y1, y2 ∈ D1(1), then |φa(y1)− φa(y2)| = |a| · |y1 − y2|.
Proof of Lemma 2.1. We have
φa(y1)− φa(y2) = (1− a)(y
p+1
1 − y
p+1
2 ) + a(y
p
1 − y
p
2)
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= a(y1 − y2) ·
[(
1
a
− 1
)( p∑
j=0
yj1y
p−j
2
)
+ (y1 − y2)
p−1 + p
(
p−1∑
j=0
Ajy
j
1y
p−1−j
2
)]
, (2)
with Aj ∈ Z. Thus,
|φa(y1)− φa(y2)| ≤ |y1 − y2| · |a| ·max
{
|y1|
p, |y1 − y2|
p−1, |p| · |y1|
p−1
}
,
as claimed. Finally, if y1, y2 ∈ D1(1), then
p∑
j=0
yj1y
p−j
2 ∈ D1(1) and |y1 − y2| < 1.
In that case, then, (2) has absolute value |a| · |y1 − y2|. 
3. Mapping Properties of the Iterates
In this section, we will apply Lemma 2.1 to describe the behavior of iterates φia near the
fixed points at z = 0, 1, for i relatively small.
Fix a0 ∈ CK with |a0| > 1 (as chosen in the hypotheses of the Theorem), and to simplify
future notation, define
R = |a0|
−1/(p−1), µ = max{|p|, R}, and S = µR3. (3)
Note that 0 < S < R−2S < R ≤ µ < 1. The quantity R represents the radius of a
particular disk about 0. Specifically, for a ∈ CK with |a| = |a0| > 1,
φa(DR(0)) = DR(0);
the mapping is p-to-1. The smaller quantity S is important because φia acts in a predictable
manner on disks of radius at most S just outside DR(0), as shown in the following lemma.
Lemma 3.1. Let a ∈ CK with |a| = |a0|, and let m ≥ 1. Let x ∈ CK with R < |x| ≤
R1−p
−m
. Then for all 0 ≤ i ≤ m, we have
|φia(x)| = R
1−pi|x|p
i
≤ 1, and φia(DS(x)) ⊆ DS′i(φ
i
a(x)),
where
S ′i = µ
iR−eiS < µiR−2S, and ei = p
1−m + p2−m + · · ·+ pi−m.
Proof of Lemma 3.1. Observe that ei is a partial sum of a geometric series, so that
ei < p/(p− 1) ≤ 2. In particular, the inequality S
′
i < µ
iR−2S is valid. Meanwhile, for any
y ∈ D1(0), |φa(y)| = |a| · |y|
p, and so the first statement follows from a simple induction.
We now prove the second statement of the lemma by induction on i. If i = 0, in which
case ei = 0, the statement is clear. Given that the statement holds for some 0 ≤ i ≤ m−1,
write y = φia(x) to simplify notation. Note that S
′
i = µ
i+1R3−ei < µR, and that
(µR)p−1
|y|p
<
µ
|y|
≤ max
{
|p|
|y|
, 1
}
.
Therefore, by Lemma 2.1,
φa
(
DS′
i
(y)
)
⊆ Dλ(y)·S′
i
(φa(y)), where λ(y) = |a| · |y|
pmax
{
1,
|p|
|y|
}
. (4)
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We compute
λ(y) = λ
(
φia(x)
)
= |a| ·
∣∣φia(x)∣∣p ·max
{
1,
∣∣∣∣ pφia(x)
∣∣∣∣
}
≤ |a|
(
R1−p
i
|x|p
i
)p
·max
{
1,
|p|
R
}
= |a|Rp−1−p
i+1
|x|p
i+1
µ = µR−p
i+1
|x|p
i+1
≤ µR−p
i+1−m
.
Thus, λ(y) · S ′i ≤ S
′
i+1. By the inductive hypothesis, φ
i
a(DS(x)) ⊆ DS′i(y); hence, by (4),
φi+1a (DS(x)) ⊆ DS′i+1(φa(y)),
and the Lemma follows. 
Remark 3.2. a. The upper bound of S ′i for the image radius in Lemma 3.1 is far from
sharp. The sharp bound is not difficult to compute, but our Theorem will require only a
bound which decreases to 0 as i increases; the simpler bound given above will suffice.
b. Intuitively, Lemma 3.1 says the following. A point x just outside of DR(0) is pushed
further away from 0 by φa. However, |φ
′
a(x)| < 1, so that locally (i.e., on DS(x)), φa is
contracting. The situation is illustrated in Figure 1, where the small disk Dr1(x1) maps
to the smaller disk Dr2(x2) and then to the even smaller disk Dr3(x3). However, at the
same time, with si = |xi|, the disk Ds1(0) maps to the larger disk Ds2(0) and then to the
even larger disk Ds3(0). In broad terms, φa is locally contracting on the whole annulus
∧
∧
∧
∧
∧
DR(0)
Ds1(0)
Ds2(0)
Ds3(0)
Dr1(x1)
Dr2(x2)
Dr3(x3)
φa
φa
φa
φa
φa
Figure 1. Global expansion and local contraction under φa.
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R < |x| < 1, even as every point in the annulus is pushed away from 0. Thus, if |x| is only
slightly bigger than R, the iterates of x will stay inside the larger disk D1(0) for some time;
and the corresponding iterates of DS(x) will become very small in radius.
c. Ultimately, our main interest in Lemma 3.1 lies in the case that i = m. However, the
cases i < m are important both for the inductive proof and because we need to have some
idea of the orbit traversed by x during those m iterations. An analogous remark applies to
the quantity M in Lemma 3.3 below.
Lemma 3.3. Let a ∈ CK with |a| = |a0|, and let M ≥ 1. Let x ∈ CK with |x−1| ≤ |a|
−M .
Then for all 0 ≤ i ≤M , we have
|φia(x)− 1| = |a|
i · |x− 1|,
and for any 0 < r ≤ |a|−M ,
φia(Dr(x)) = D|a|ir(φ
i
a(x)).
Proof of Lemma 3.3. The result follows easily by induction on i using the first
statement of Lemma 2.1 and the fact that φa(1) = 1. 
4. Varying the parameter
We wish to study the effects of perturbations of a on the dynamics of φa, and so we
introduce the following notation. For any z ∈ P1(CK), a ∈ CK , and n ≥ 0, define
Φn(a, z) = φ
n
a(z). (5)
For any fixed x ∈ CK , Φn(a, x) is a polynomial in the variable a. In particular, for any disk
D ∈ CK , the set Φn(D, x) is also a disk, by Lemma 1.1.a.
Lemma 4.1. Let a ∈ CK with |a| = |a0|, let M ≥ 0, let n ≥ 1, and let x ∈ CK with
|φna(x)− 1| ≤ |a|
−M . Let ε ∈ (0, |a|1−M ]. Suppose that Φn(·, x) maps Dε(a) bijectively onto
Dε/|a|(φ
n
a(x)). Then Φn+M(·, x) maps Dε(a) bijectively onto Dε·|a|(M−1)(φ
n+M
a (x)).
Proof. We proceed by induction on M ; the case M = 0 is vacuously true. For M ≥ 1,
let b1, b2 ∈ Dε(a), let y1 = Φn+M−1(b1, x), and let y2 = Φn+M−1(b2, x). Note that
|y1 − 1| = |a|
M−1 · |Φn(b1, x)− 1|
≤ |a|M−1 ·max {|Φn(b1, x)− φ
n
a(x)| , |φ
n
a(x)− 1|}
≤ |a|M−1 ·max
{
|a|−1 · |b1 − a|, |a|
−M
}
= |a|−1,
where the first equality is by Lemma 3.3, and the rest is by the hypotheses, ultrametricity,
and Lemma 1.1.b. Therefore,
|φb1(y1)− φb2(y1)| =
∣∣(1− b1)yp+11 + b1yp1 − (1− b2)yp+11 − b2yp1∣∣
= |y1|
p · |y1 − 1| · |b1 − b2| ≤ |a|
−1 · |b1 − b2|,
by the above bound and because |y1| = 1. On the other hand, by Lemma 2.1,
|φb2(y1)− φb2(y2)| = |a| · |y1 − y2| = |a|
M−1 · |b1 − b2|,
where the final equality is by induction and Lemma 1.1.c. In particular, if b1 6= b2,
|φb1(y1)− φb2(y1)| < |φb2(y1)− φb2(y2)| ,
and therefore
|φb1(y1)− φb2(y2)| = |φb2(y1)− φb2(y2)|
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by ultrametricity. It follows that
|Φn+M(b1, x)− Φn+M (b2, x)| = |a|
M−1 · |b1 − b2|. (6)
The same equality is clear if b1 = b2; thus, (6) holds for all b1, b2 ∈ Dε(a).
By Lemma 1.1.a, Φn+M(Dε(a), x) is a disk about φ
n+M
a (x) of some radius s. By (6) and
Lemma 1.1.c, s = ε · |a|(M−1), and the mapping is bijective, as claimed. 
Lemma 4.2. Let a ∈ CK with |a| = |a0|, let m ≥ 1, let n ≥ 0, and let x ∈ CK with
|φna(x)| = R
1−p−m. Let A > |a|−1 be a real number, let ε ∈ (0, A−1S], and suppose that
Φn(Dε(a), x) ⊆ DAε(φ
n
a(x)) and µ
m < A−1Rp+1.
Then Φn+m(·, x) maps Dε(a) bijectively onto Dε/|a|(φ
n+m
a (x)).
Proof. For any 0 ≤ i ≤ m, let ei = p
1−m + p2−m + · · ·+ pi−m as in Lemma 3.1, and let
ri = max
{
µiR−eiA,Rp−p
−(m−i)
}
.
Note that ri ≤ A, and therefore riε ≤ Aε ≤ S. We claim that for any such i,
Φn+i
(
Dε(a), x
)
⊆ Driε
(
φn+ia (x)
)
, (7)
with Φn+i(·, x) mapping Dε(a) bijectively onto Driε(φ
n+i
a (x)) if
i ≥ 1 and µiR−eiA < Rp−p
−(m−i)
. (8)
Condition (8) holds for i = m because µm < A−1Rp+1 by hypothesis and because em < 2;
moreover, rm = R
p−1 = |a|−1. Thus, to prove the lemma, it suffices to prove the claim.
We proceed by induction on i. Since r0 = A, the i = 0 case is true by hypothesis. For
1 ≤ i ≤ m, pick any two distinct points b1, b2 ∈ Dε(a), and let y1 = Φn+i−1(b1, x) and
y2 = Φn+i−1(b2, x). By Lemma 1.1.b, the inductive hypothesis implies that |y1 − y2| ≤
ri−1 · |b1 − b2|. Note that |y1| = |y2| = R
1−p−(m−i+1) , by Lemma 3.1. Therefore,
|φb1(y1)− φb2(y1)| =
∣∣(1− b1)yp+11 + b1yp1 − (1− b2)yp+11 − b2yp1∣∣
= |b1 − b2| · |y1 − 1| · |y1|
p = |b1 − b2| · |y1|
p
= |b1 − b2| · R
p−p−(m−i) ≤ ri|b1 − b2|,
with equality if condition (8) holds. Meanwhile, |y1−y2| ≤ ri−1ε ≤ S < µR; by Lemma 2.1,
|φb2(y1)− φb2(y2)| ≤ λ(y1) · |y1 − y2| ≤ ri−1 · λ(y1) · |b1 − b2|,
where λ(y1) = |a| · |y1|
pmax{1, |p|/|y1|} as in the proof of Lemma 3.1. Adding, we have
|Φn+i(b1, x)− Φn+i(b2, x)| = |φb1(y1)− φb2(y2)| ≤ max{ri, ri−1 · λ(y1)} · |b1 − b2|,
with equality if the maximum is uniquely attained. Thus, to prove (7), it suffices to show
λ(y1) · ri−1 ≤ ri.
By Lemma 1.1, the full claim would follow if in fact λ(y1) · ri−1 < ri whenever condition (8)
holds.
Note that
λ(y1) = R
−p−(m−i) ·max
{
R, |p| · Rp
−(m−i+1)
}
≤ µR−p
−(m−i)
.
Thus, if ri−1 = µ
i−1R−ei−1A, then
λ(y1) · ri−1 ≤ µ
iR−eiA ≤ ri,
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with strict inequality if condition (8) holds. Similarly, if ri−1 = R
p−p−(m−i+1), then
λ(y1) · ri−1 = R
p−p−(m−i) ·max
{
R1−p
−(m−i+1)
, |p|
}
< Rp−p
−(m−i)
≤ ri.
The claim is proved, and the lemma follows. 
Remark 4.3. a. The two conditions displayed in the hypotheses of Lemma 4.2 say, first,
that A is large enough to measure the size of a certain image disk, and second, that m is
large enough that µm is smaller than the already small A−1Rp+1.
b. Lemmas 4.1 and 4.2 both describe the behavior of iterates φn+ia (x) as a varies; the
former is for φna(x) close to 1, and the latter is for φ
n
a(x) just outside DR(0). The conclusion
of Lemma 4.2 exactly matches the key hypothesis of Lemma 4.1, and the conclusion of
Lemma 4.1 implies the key hypothesis of Lemma 4.2. (We shall need the full strength of
Lemma 4.1 elsewhere in the main proof.) Thus, we will be able to alternate applications
of each Lemma in order to describe the behavior of φna for larger and larger values of n.
5. Proof of the Theorem
To prove the Theorem, we will first choose several auxiliary sequences {mi}, {Mi}, {ni}
and {Ni} of positive integers, and {εi} and {ri} of positive real numbers. The carefully
chosen integer sequences will be used to describe the orbit of a certain point x under various
maps φa; the real values εi will be radii of disks in which the parameters a lie; and the ri
will be radii of disks in which certain images φna(x) lie.
After those choices, we will argue inductively using Lemmas 4.1 and 4.2 to produce a
sequence {ai} of parameters with limit a such that φa has a wandering domain.
5.1. Auxiliary sequences. We are given ε > 0 and a0 ∈ CK with |a0| > 1. Define R, S,
and µ as in (3). We assume without loss that ε ≤ S.
Choose a strictly increasing sequence of positive integers {Mi}i≥1 so that
|a0|
1−M1 ≤ ε, and for all i ≥ 2, |a0|
Mi−1−Mi ≤ S.
Let ε0 = ε, and for all i ≥ 1, let
εi = |a0|
1−MiS.
Then {εi} is a strictly decreasing sequence of positive real numbers with limit 0, and
|a0|
1−Mi ≤ εi−1 for all i ≥ 1.
Choose another strictly increasing sequence of positive integers {mi}i≥0 so that
µmi ≤ |a0|
−Mi+1 · R2 for all i ≥ 0.
For all i ≥ 0, define
ri = R
1−p−mi .
Then {ri} is a strictly decreasing sequence of positive real numbers with limit R. Note that
the starting index for {mi}, {εi}, and {ri} is i = 0, while that for {Mi} is i = 1.
We will find x ∈ D1(0) and a ∈ Dε(a0) so that the orbit {φ
j
a(x)}j≥0 is described by
0, . . . , 0︸ ︷︷ ︸
m0
, 1, . . . , 1︸ ︷︷ ︸
M1
, 0, . . . , 0︸ ︷︷ ︸
m1
, 1, . . . , 1︸ ︷︷ ︸
M2
, 0, . . . , 0︸ ︷︷ ︸
m2
, . . . (9)
where a 0 in the j-th position in the sequence indicates that φj−1a (x) ∈ D1(0), and a 1
indicates that φj−1a (x) ∈ D1(1).
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To simplify future notation, define
ni =
i∑
j=1
(mj−1 +Mj), and Ni = ni +mi
for all i ≥ 0. That is, ni is the number of terms in (9) up to but not including the block of
mi 0’s, and Ni is the number of terms up to but not including the block of Mi+1 1’s.
5.2. Choosing the parameter. Recall that r0 = R
1−p−m0 . Pick y ∈ CK with |y| = r0;
by Lemma 3.1, |φm0a0 (y)| = 1. (Such a y exists because r0 ∈ CK .) In addition, φ
m0
a0 (0) = 0.
Therefore, by Lemma 1.1.a, φm0a0
(
Dr0(0)
)
is a disk containing both 0 and φm0a0 (y), and hence
D1(0) ⊆ φ
m0
a0
(
Dr0(0)
)
.
Thus, there is some x ∈ Dr0(0) with φ
m0
a0 (x) = 1. Again by Lemma 3.1, we have |x| = r0.
For every i ≥ 0, we will find ai ∈ Dεi−1(ai−1) (or just the original a0, for i = 0) so that for
every a ∈ Dεi(ai), the orbit {φ
j
a(x)} follows (9) up to the j = Ni iterate, with φ
Ni
ai
(x) = 1
and such that
ΦNi(·, x) : Dεi(ai)→ Dεi/|ai|(1) is bijective. (10)
Because {εi} is decreasing, each ai will lie in Dε0(a0), and therefore |ai| = |a0|.
We construct the sequence {ai} inductively. For i = 0, we already have φ
N0
a0 (x) = 1, and
by Lemma 3.1, the orbit {φja0(x)} follows (9) up to the N0 = m0 iterate. By Lemma 4.2
(with n = n0 = 0, m = m0, a = a0, A = 1, and ε = ε0), condition (10) holds. Also, by
Lemma 3.1, the orbit {φja(x)} is correct up to j = N0 for every a ∈ Dε0(a0). Hence, the
i = 0 case is already done.
For i ≥ 1, given ai−1 with the desired properties, set ρ = |a0|
1−Mi ≤ εi−1. By the
inductive hyphothesis, for each a ∈ Dρ(ai−1), the orbit {φ
j
a(x)} agrees with (9) up to j =
Ni−1. Moreover, because ΦNi−1(·, x) maps Dεi−1(ai−1) bijectively onto Dεi−1/|ai−1|(1) with
ΦNi−1(ai−1, x) = 1, we see that ΦNi−1(·, x) also maps Dρ(ai−1) bijectively onto Dρ/|ai−1|(1),
by Lemma 1.1.c. By Lemma 4.1 (with a = ai−1, M = Mi, n = Ni−1, and ε = ρ), Φni(·, x)
maps Dρ(ai−1) bijectively onto D1(1). Hence, there exists b ∈ CK such that Φni(b, x) = 0.
By Lemma 1.1.c, we must have |b− ai−1| = ρ; and because ri = R
1−p−mi < 1,
Φni (·, x) : Dσ(b)→ Dri(0) is bijective, (11)
where σ = ri · |a0|
1−Mi = ri · ρ ∈ (0, ρ). Moreover, for all a ∈ Dσ(b),
|ΦNi−1(a, x)− 1| = |a0|
−1|a− ai−1| = |a0|
−1|b− ai−1| = |a0|
−Mi.
By Lemma 3.3, then, the orbit {φja(x)} is correct up to j = ni for every a ∈ Dσ(b).
Choose c ∈ Dσ(b) so that |Φni(c, x)| = ri. (Such c exists because of (11) and the
fact that ri ∈ |CK |.) By Lemma 3.1, |ΦNi(c, x)| = 1. Furthermore, it is clear that
ΦNi(b, x) = 0. Because the polynomial image of a disk is a disk (Lemma 1.1.a), it follows
that ΦNi(Dσ(b, x)) ⊇ D1(0). We may therefore choose ai ∈ Dσ(b) so that ΦNi(ai, x) = 1.
By Lemma 3.1, we must have |Φni(ai, x)| = ri. Observe also that εi ≤ σ. By (11) and
Lemma 1.1.c, Φni(Dεi(ai), x) must be a disk of radius εi · |a0|
Mi−1 = S. Therefore, by
Lemma 4.2 (with n = ni, m = mi, a = ai, A = |ai|
Mi−1, and ε = εi), condition (10) holds
on Dεi(ai). By Lemma 3.1, the orbit {φ
j
a(x)} is correct up to j = Ni for every a ∈ Dεi(ai).
Our construction of ai is complete.
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The sequence {ai}i≥0 is a Cauchy sequence, because for any 0 ≤ i ≤ j, we have |ai−aj | ≤
εi, and εi → 0. Therefore, the sequence has a limit a ∈ CK , with |a− a0| ≤ ε0. We claim
that φa has a wandering domain.
5.3. The end of the proof. By construction, a ∈ Dεi(ai) for every i ≥ 0; hence, the orbit
{φja(x)} follows (9) exactly. In light of Lemmas 3.1 and 3.3, we must have
|φnia (x)| = ri = R
1−p−mi , and |φNia (x)− 1| = |a|
−Mi+1
for any i ≥ 0. Let U = DS(x); we will show that U is contained in a wandering domain of
the Fatou set F of φa.
Every iterate Un = φ
n
a(U) is a disk; we claim that for any i ≥ 0, the radius of Uni is at
most S, and the radius of UNi is at most |a|
−Mi+1S. The claim is easily proven by induction,
as follows. For i = 0, Un0 = U0 = U , which has radius S; and by Lemma 3.1, UN0 has
radius at most µm0R−2S ≤ |a|−M1S. For i ≥ 1, we assume the radius of UNi−1 is at most
|a|−MiS. By Lemma 3.3, the radius of Uni is at most S; and by Lemma 3.1, the radius of
UNi is at most µ
miR−2S ≤ |a|−Mi+1S.
If some Uni contained the point 1, then by Lemma 3.3, some Uni+j would contain D1(0)
and therefore would have radius greater than S. Thus, no Uni contains the point 1; and
because 1 is fixed, it follows that no Un contains 1. By Hsia’s criterion (Lemma 1.2), then,
the family {φna} is equicontinuous on U , and therefore U ⊆ F .
The iterates of U are bounded away from∞ ∈ P1(CK), and φa is a polynomial. Therefore,
by any of the definitions of components in [4, 7, 17], the component V of F containing U
must be a disk [4, Theorem 5.4.d], as must all of its iterates. As before, no iterate φn(V ) of
V can contain the point 1. In addition, each φn(V ) is contained either in D1(0) or D1(1),
since it is a disk intersecting one of those two disks but not containing 1. The symbolic
dynamics of V are therefore described by equation (9). Because those dynamics are not
preperiodic, it follows that V must be wandering. 
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