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1CHAPTER 1. Robust Small Area Estimation for the Fay-Herriot Model
Small area estimation has long been a popular and important research topic in survey
statistics. The research is predominantly based on normality assumptions of the associated
stochastic variables. We consider here the basic area level model, popularly known as Fay-
Herriot model, and make inference without any distributional assumptions with the exception
of a few moment assumptions. In the process, we propose a new method of model parame-
ter estimation, study its statistical properties and use the resulting parameter estimators as
components in small area estimators. The second order approximation of the mean squared
error of the proposed small area estimators is derived, and we also describe a second order
correct estimator of the mean squared error. While our asymptotic expansions do not follow
the standard approach, the existing results under specific distributional assumptions can be
derived as special cases of our general result. A numerical study shows the usefulness of this
new theory, particularly for non-normal situations.
1.1 Introduction
The purpose of this chapter is to develop nonparametric inference for small area means
when only area level summary statistics are available. Small-area estimation is important in
survey applications, particularly in those fields of official statistics where legislative mandates
require socioeconomic estimates within jurisdictions narrower than can accurately be described
by direct estimates from national surveys. Prediction based on the Fay-Herriot model (FH)
(Fay and Herriot, 1979) is one of the most popular techniques in small area estimation. Model
estimates and predictions are simple, well studied and easy to implement via standard software
like SAS. Another important advantage of the FH model is that it only requires summary data,
2not elemental-level data that might be unavailable to the analyst because of confidentiality
concerns.
The Fay-Herriot model has two stochastic variables, one for the sampling error and the other
one representing small area specific random effects. These two random variables and a fixed
effect linear regression are additively related to the design based estimators of small area means.
The best linear unbiased predictor (BLUP) is commonly used as the small area estimator, and
construction of the BLUP does not require any distributional assumption. However, the BLUP
is a function of model parameters, and thus their estimated values are plugged-in before the
BLUP can be used. The resulting plug-in estimators are known as empirical or estimated best
linear unbiased predictor (EBLUP).
A number of estimation procedures exist for the model parameters of the FH model. For
example, the method of moments used by Prasad and Rao (1990), maximum-likelihood (ML)
and restricted maximum likelihood (REML) used by Datta et al. (2000), and the Fay-Herriot
method used by Fay and Herriot (1979) and then studied by Datta et al. (2005). The variance
parameter estimates by the method of moments (Prasad and Rao, 1990), and that in the
Fay-Herriot method used by Fay and Herriot (1979) do not requires normality, and both
lead to consistent estimators as sample size increases to infinity. Jiang (1996) established
the consistency and asymptotic normality for REML parameter estimators without normality
assumption, and also provide the necessary and sufficient conditions for the similar MLE
asymptotic properties.
The mean square prediction error estimation (MSPE) is an integral part of small area
estimation research. See Rao (2003) for details. MSPE estimation depends on the method of
model parameter estimation, but also on the assumptions made about the distributions of the
random model components. Under normal distribution assumptions, Prasad and Rao showed
the result for the method of moments (Prasad and Rao, 1990), restricted maximum likelihood
(REML) result is showed by Datta et al. (2000), and Fay-Herriot method result is showed
by Datta et al. (2005). Lahiri and Rao (1995) showed that the MSPE estimators of Prasad
and Rao (1990) are valid under nonnormality of random effects distribution. The method of
3moments and Fay-Herriot method robustness with nonnormality assumptions for two variables
distribution are shown in Chen et al. (2007).
In some applications, it has been noted that the sampling error distribution may not be
normal and this might have significant impact on MSPE estimation. For example, see Wang
and Fuller (2003), Hall and Maiti (2007) and the simulation study of Prasad and Rao (1990).
Also, different model parameter estimation methods may perform differently even under nor-
mality depending on the ratio of small area specific model variance to the sampling variance.
See the simulation study of Datta et al. (2000) and Datta et al. (2005). These motivate us
to develop a robust small area estimation method where we do not require any distributional
assumption on the random components, but instead only require the existence of a number of
finite moments. In the process, we also develop a new method of model parameter estimation
which is approximately as efficient as existing methods of estimation under normality and more
efficient under departures from normality.
In the next section, we describe the model and small area parameter estimation along
with their asymptotic properties. The approximation of the prediction mean squared error is
provided in Section 1.3, and Section 1.4 provides the estimators of the MSPE. Technical details
are deferred to the Appendix.
1.2 The FH Model and Small Area Estimation
Let y1, y2, . . . , yn be observations, and x1,x2, . . . ,xn be fixed predictors. Then the FH
model is defined as
yi = xTi β + ui + εi, i = 1, . . . , n, (1.1)
where β = (β1, . . . , βp)T is a p × 1 vector of regression coefficients. The area specific random
effects ui are assumed to be independent and identically distributed (iid) with E(ui) = 0 and
Var(ui) = σ2u(≥ 0). The sampling errors i are also independently distributed with mean zero
and variance Di, and are independent of ui’s.
4Small area estimates (SAE’s) based on such FH models are statistics designed to estimate
the parameters
θi = xTi β + ui, i = 1, . . . , n. (1.2)
In a typical survey application, the values yi are direct survey estimators of the target small-
area parameters θi in the sampled area’s but may be unacceptably variable because of small
sample size in some or all the small areas. The Di represent the sampling variance of the yi
and are required to be known (or at least estimated with very high accuracy) from an outside
source, for instance the statistical agency responsible for collecting the survey data. If the
remaining parameters were also known, the SAE’s would be the BLUP’s and are given by
θ˜i = xTi β + γi(yi − xTi β), i = 1, · · · , n, (1.3)
where γi =
σ2u
σ2u+Di
. Since σ2u,β are unknown, BLUP’s are not usable until we estimate these
model parameters.
1.2.1 Model Parameter Estimation
We propose an iterative method of parameter estimation based on the method of moments.
It does not require the normality assumption and enjoys similar asymptotic properties as
existing methods mentioned in Section 1. Under the following transformation,
y∗i =
yi√
Di
x∗i =
xi√
Di
Y ∗ = (y∗1, . . . , y
∗
n)
T
X∗ = (x∗T1 , . . . ,x
∗T
n )
T .
The estimators of β and σ2u are defined as the solution to the following system of equations:
β = (X∗TX∗)−1
(
X∗TY ∗ −∑ni=1 x∗i σ2uσ2u+Di (y∗i − x∗Ti β))
σ2u =
1
n
∑n
i=1
σ2u
σ2u+Di
(yi − xTi β)2
. (1.4)
To solve the system of equations in (1.4), we propose the following algorithm:
51. Compute β̂
(0)
and σ̂2(0)u :
β̂
(0)
= (
n∑
i=1
xix
T
i )
−1(
n∑
i=1
xiyi)
= (XTX)−1(XTY )
σ̂2(0)u = max(
1
n− p [
n∑
i=1
(yi − xTi β̂
(0)
)2 −
n∑
i=1
Di(1− h˜ii)], 0),
where
h˜ii = xTi (
n∑
i=1
xix
T
i )
−1xi.
2. Compute β̂
(j)
for j ≥ 1:
β̂
(j)
= (
n∑
i=1
x∗ix
∗T
i )
−1(
n∑
i=1
x∗i ŷ
∗(j−1)
i )
= (X∗TX∗)−1(X∗T Ŷ
∗(j−1)
),
with
û
(j−1)
i =
σ̂
2(j−1)
u
σ̂
2(j−1)
u +Di
(yi − xTi β̂
(j−1)
)
ŷ
∗(j−1)
i =
yi − û(j−1)i√
Di
.
3. Compute σ̂2(j−1)u for j ≥ 1:
σ̂2(j)u =
1
n
∑ σ̂2(j−1)u
σ̂
2(j−1)
u +Di
(yi − xTi β̂
(j)
)2.
4. If the current value of the estimators β̂
(j)
and σ̂2(j)u are sufficiently close to the previ-
ous value β̂
(j−1)
and σ̂2(j−1)u , stop iterations and use the current estimates as the final
estimates β̂ and σ̂2u, otherwise let j = j + 1, and repeat steps 2 and 3 until convergence.
6As initial values in step (1) of the algorithm, we have used the OLS estimator for β and
the PR moment estimator for σ2u, but other consistent estimators would work here as well. We
will show that the proposed parameter estimators β̂ and σ̂2u enjoy some desirable theoretical
properties including
√
n-consistency. We make the following assumptions:
A1 The matrix ( 1nX
TX)−1 is O(1) element-wise, and
sup
i
h˜ii = xTi (
n∑
i=1
xix
T
i )
−1xi = O(n−1).
A2 The quantities xi, σ2u, Di are bounded, and Di > γ1 ≥ 0, σ2u > γ2 ≥ 0.
A3 For s ≤ 8, E(ui + εi)2s exists and is bounded.
Theorem 1.2.1 Under Assumptions A1, A2 and A3, the estimators β̂ and σ̂2u are consistent
for the parameters β and σ2u in model (1.1), in the sense that:
β̂ = β + 1p ×Op(n−1/2)
σ̂2u = σ
2
u +Op(n
−1/2), (1.5)
where 1p is the p× 1 vector (1, . . . , 1)T .
The proof of Theorem 1.2.1 is provided in Appendix A.
Theorem 1.2.2 Under Assumption A1, A2 and A3, the asymptotic distribution of β̂ and σ̂2
is
V −
1
2

β̂ − β
σ̂2u − σ2u

L→ N (0, Ip+1) ,
where
V =

V ββT V βσ2u
V Tβσ2u
V σ2uσ2u
 ,
7V ββT = (
n∑
i=1
xix
T
i
σ2u +Di
)−1
V σ2uσ2u = (
n∑
i=1
σ2u
σ2u +Di
)−2
n∑
i=1
σ4u
(σ2u +Di)2
Var((ui + εi)2)
V βσ2u
=
1
n
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xiσ
2
u
(σ2u +Di)2
×Cov
(
ui + εi, (ui + εi)2
)( 1
n
n∑
i=1
σ2u
(σ2u +Di)2
)−1
,
and Ip+1 is the (p+ 1)× (p+ 1) identity matrix.
The Proof of Theorem 1.2.2 uses the Linderberg Central Limit Theorem and is given in
Appendix A.
In order to use Theorem 1.2.2 for inference for the parameters, we need to estimate the
elements of V . We propose to use the following simply plug-in estimators for V ββ,V σ2uσ2u
and V βσ2u , respectively:
V̂ ββ = (
n∑
i=1
xix
T
i
σ̂2u +Di
)−1
V̂ σ2uσ2u =
n
(
∑n
i=1
1
σ̂2u+Di
)2
[
1
n
(
n∑
i=1
(yi − xTi β̂)4
(σ̂2u +Di)2
)− 1
]
V̂ βσ2u
=
(
n∑
i=1
xix
T
i
σ̂2u +Di
)−1 n∑
i=1
xi(yi − xTi β̂)3
(σ̂2u +Di)2
(
n∑
i=1
1
σ̂2u +Di
)−1
.
Theorem 1.2.3 Under Assumption A1, A2 and A3, V̂ ββ, V̂ σ2uσ2u and V̂ βσ2u are consistent
for V ββ, V βσ2u and V σ2uσ2u, in the sense that
nV̂ ββ = nV ββT + 1p × 1
T
p ×Op(n−
1
2 )
nV̂ σ2uσ2u = nV σ2uσ2u +Op(n
− 1
2 )
nV̂ βσ2u
= nV βσ2u + 1p ×Op(n
− 1
2 ).
The Proof of Theorem 1.2.3 is given in Appendix A.
The previous results make no assumptions about the form of the distributions of the random
components. Even in that general case, the estimator for β is asymptotically equivalent to the
8GLS estimator with correctly specified variance-covariance matrix, the same result as for the
ML and REML estimators under normality. Rao (2003) provides the asymptotic covariance
matrix under normality assumption in page 100 and page 120. It is also easy to see that, if
both errors are normally distributed, the components of the asymptotic variance matrix in
Theorem 1.2.2 reduce to:
V ββT = (
n∑
i=1
xix
T
i
σ2u +Di
)−1
V σ2uσ2u = 2n(
n∑
i=1
1
σ2u +Di
)−2
V βσ2u
= 1× 0,
where 1 is the p×1 vector (1, . . . , 1)T . Hence, the estimators β̂ and σ̂2u become asymptotically
independent, as found for the ML and REML estimators ((Rao, 2003), p100). Furthermore,
the asymptotic variance for σ̂2u is the same as that obtained for the FH estimator by Datta et
al. (2005).
1.2.2 Finite Sample Performance
We conducted an extensive simulation study evaluating the proposed parameter estimators
and associated inference measures, with complete results available in Appendix B.
We simulated data using the FH model (1.1). The xi are taken to be univariate and
are generated from the standard normal distribution N (0, 1), and then held fixed across the
simulations. The β0 and β1 have true parameter values set at (0.5, 1). The ui, εi are generated
under several distributions and with σ2u = 1 and several scenarios for the Di. Following Datta
et al. (2005), we split the sample into five equal-sized groups with equal sampling variance Di
in each group, and consider three different patterns of Di’s: (a) 0.7, 0.6, 0.5, 0.4, 0.3; (b) 2.0,
0.6, 0.5, 0.4, 0.2; (c) 4.0, 0.6, 0.5, 0.4, 0.1. We investigated the following distributions for the
random components, suitably standardized to achieve the desired variances:
1. Both ui and εi from normal distributions,
2. The εi from normal distribution, ui from centered chi-square distribution with 0 and
degrees of freedom = variance / 2,
93. Both ui and εi from centered chi-square distributions with 0 and degrees of freedom =
variance / 2,
4. The εi from normal distribution, ui from t distribution with df=3,
5. Both ui and εi from t distribution with df=3.
We simulated sample sizes n = 15, 30, 60, 240, 1000, and for each scenario, the number of
replicates was 1000. The following estimators were investigated:
1. Estimation by the Robust Estimator (RE) algorithm in Section 1.2.1: σ̂2u, β̂,
2. Fay-Herriot estimation (Fay and Herriot, 1979) for σ2u, and GLS estimation for β: σ̂
2
uFH , β̂FH ,
3. MME estimation (Prasad and Rao, 1990) for σ2u, and GLS estimation for β: σ̂
2
uMME , β̂MME ,
4. REML estimation (Datta et al., 2000) for σ2u, and GLS estimation for β: σ̂
2
uREML, β̂REML.
In the latter three cases, the GLS estimators were computed with estimated variance compo-
nents.
Tables B.1 to B.60 display the bias, root mean square error for β and σ2u, estimated standard
deviation, coverage probabilities and coverage length of nominal 95% confidence intervals for
σ2u for Robust Estimation (RE), Fay-Herriot estimation, MME estimation, REML estimation
across different distribution scenarios. We investigated the coverage properties of the confidence
intervals for σ2u obtained using the asymptotic normal distribution of the estimators and their
asymptotic variance estimators. For all other methods, we plugged in the estimates for the σ2u
in the asymptotic variance formula under normality assumptions.
We first investigated the bias, variance and mean squared error properties of these esti-
mators of the parameters β̂. Interestingly, all the methods considered lead to estimators with
similar properties, with no estimator consistently dominating the others in any of the scenarios.
Specifically, the bias and root mean squared error for estimators of β0 and β1 displayed no
substantial differences under normal or nonnormal distribution assumptions. As the sample
size increases, the bias and root mean squared error for estimators of β0 and β1 decreases for
all estimators with different pattern Di.
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For the estimators of σ2u, some difference in bias, root mean square error were seen, but
no estimator was consistently better than other estimators across the different scenarios. As
the sample size increases, the bias and root mean squared error for estimators of σ2u decreases
for all estimators with different pattern Di that show no significant difference for different
methods. The most significant difference appears in two things: one is the difference between
root mean square error and estimated standard deviation of σ2u, the other one is the cov-
erage probabilities of nominal 95% confidence intervals for σ2u for different sample sizes and
the distribution scenarios. The results show the difference between root mean square error
and estimated standard deviation and the undercoverage of the proposed method decreases
steadily and eventually disappears for n = 1000 for non-normal distributions for the random
components and different patterns of the Di, while for all other methods, the difference and
the undercoverage still remain as the sample size increases.
Normal distribution Chi-square distribution
RE FH MME REML RE FH MME REML
n = 15 0.739 0.866 0.869 0.822 0.515 0.508 0.513 0.471
n = 30 0.846 0.914 0.912 0.896 0.647 0.482 0.492 0.457
n = 60 0.896 0.928 0.929 0.919 0.748 0.485 0.476 0.479
n = 240 0.943 0.947 0.949 0.947 0.865 0.486 0.503 0.472
n = 1000 0.957 0.961 0.962 0.957 0.93 0.508 0.506 0.506
Table 1.1 Coverage probabilities for nominal 95% confidence intervals us-
ing asymptotic normality and estimated variances for four dif-
ferent estimators: Robust Estimation (RE), Fay-Herriot estima-
tion, MME estimation, REML estimation, when both ui and
εi are normal or centered chi-square distribution for Di in pat-
tern(a).
Table 1.1 displays the coverage probabilities of nominal 95% confidence intervals for σ2u
for different sample sizes and two distribution scenarios, for the case with the Di following
pattern (a). The left-hand side shows the coverage probabilities when both ui and εi are
normally distributed, while the right-hand size displays the results when both components
follow centered χ2 distributions. The results show that the proposed method results in modest
undercoverage compared to the three other methods when the errors are normally distributed,
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with most of the undercoverage disappearing when n = 60 or higher. In contrast, all methods
result in severe undercoverage when the errors follow χ2 and the sample size is small. While
the undercoverage of the other three method remains large and stable with increasing sample
size, the undercoverage of the proposed method decreases steadily and eventually disappears
for n = 1000. Similar results were obtained for other non-normal distributions for the random
components and patterns of the Di.
Overall, the bias, variance and mean squared error properties of these estimators of the
parameters β̂ and σ2u perform similarly for different estimators under different scenarios. How-
ever, in the case of σ2u, the behavior of the different estimators depended significantly on the
distributions of the random components. The coverage probabilities of nominal 95% confidence
intervals for σ2u for different sample sizes and nonnormal distribution scenarios perform signifi-
cant different as sample size increases, which shows that the proposed estimator is robust to a
wide range of random component distributions, and only results in a modest loss of efficiency
when the normality assumption is correct.
1.3 Mean Squared Prediction Error of EBLUP
We now turn to the problem of estimating the small area parameters θi in (1.2). When
we replace the unknown parameters in the BLUP θ˜i in (1.3) by the estimators defined in the
previous section, we obtain the Empirical BLUP (EBLUP)
θ̂i = xTi β̂ +
σ̂2u
σ̂2u +Di
(yi − xTi β̂), i = 1, · · · , n.
The uncertainty of the EBLUP is usually measured by its mean squared prediction error
(MSPE) and is defined as E(θ̂i − θi)2, i = 1, · · · , n. When regularity conditions and normality
of the errors hold, it reduces to
MSPE(θ̂i) ≈ g1 + g2 + g3,
where we define
g1 = Diγi (1.6)
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g2 = (1− γi)2xTi V ββTxi (1.7)
g3 = (1− γi)2 1(σ2u +Di)
V σ2uσ2u , (1.8)
which are same as the g1, g2, g3 in Rao (2003) when both distributions are normal, and
γi = σ2u/(σ
2
u +Di). (1.9)
For convenience, we also define ξu1 and ξu2 as skewness and kurtosis of ui, ξe1i and ξe2i as
skewness and kurtosis of εi. It is well known that there is no exact expression for the MSPE
even when all the random components are normal, and a second order approximation is a
standard practice for small area research. A second order approximation is required in order
to fully account for the estimation of the model parameters, in addition to the uncertainty of
the prediction itself (i.e. the difference between θi and θ˜i). To achieve this goal, we first define
the approximating random variable θ∗i as
θ∗i = x
T
i β +
σ2u
σ2u +Di
(ui + εi) +
Di
σ2u +Di
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
+
Di
(σ2u +Di)2
(ui + εi)(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
= θ˜i + (1− γi)xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
+(1− γi) 1
σ2u +Di
(ui + εi)(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
.
In the following two theorems, we first obtain an approximation to the MSPE of θ∗i , and
then show that the MSPE of θ̂i is second order equivalent to E(θ∗i − θi)2.
Theorem 1.3.1 Under Assumption A1,A2 and A3, the following approximation holds:
E(θ∗i − θi)2 = g1 + g2 + g3
+2(1− γi)2γ2i (
n∑
i=1
γi)−1
{
ξe2i ×Di − ξu2 × σ2u
}
+O(n−2).
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Theorem 1.3.2 Under Assumption A1,A2 and A3, an approximation for MSPE(θ̂i) is given
by
E(θ̂i − θi)2 = E(θ∗i − θi)2 +O(n−2).
The Proofs of Theorems 1.3.1 and 1.3.2 are given in Appendix A.
In the approximation of Theorem 1.3.1, the first three terms match the form of the leading
terms usually denoted as g1, g2, g3 from other methods as in Rao (2003). Only the asymptotic
variance for σ̂2u differs from that obtained under other estimation methods.
The fourth term in the approximation of Theorem 1.3.1 is due to the fourth moments
of the random components. That term is not present when ui, εi are both normal, since
Eu4i = 3σ
4
u,Eε
4
i = 3D
2
i . In that case, the approximation reduces to
E(θ̂i − θi)2 = g1 + g2 + 2n(1− γi)
2
(σ2u +Di)
(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2)
= g1 + g2 + g3 +O(n−2),
which is same result as for the FH estimator when ui, εi are both normal (Datta et al., 2005).
1.4 Estimation of Mean Squared Prediction Error
1.4.1 Mean Squared Prediction Error Estimation
The MSPE approximation of Theorem 1.3.1 is not directly usable for inference because it
involves the unknown model parameters. The seminal work of Prasad and Rao (1990) shows
that replacing the parameters by their estimates is not enough because it leaves a bias of order
O(n−1). As before, there is no exact expression for this bias and thus further approximation
needed.
The estimator we propose is defined as follows:
mspe(θ̂i) =
Diσ̂
2
u
σ̂2u +Di
+ (
Di
σ̂2u +Di
)2xTi V̂ ββTxi + 2(
Di
σ̂2u +Di
)2
1
(σ̂2u +Di)
V̂ σ2uσ2u
+(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−1
n∑
i=1
xTi
(σ̂2u +Di)
(
n∑
i=1
xix
T
i
σ̂2u +Di
)−1xi
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+(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−2
n∑
i=1
1
(σ̂2u +Di)
(
(yi − xTi β̂)4
(σ̂2u +Di)2
− 1)
−( Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−3
n∑
i=1
1
(σ̂2u +Di)2
n∑
i=1
(
(yi − xTi β̂)4
(σ̂2u +Di)2
− 1)
+2
D2i σ̂
2
u
(σ̂2u +Di)4
(
n∑
i=1
1
σ̂2u +Di
)−1
{
3σ̂2u − 3Di
}
+ 2
Diσ̂
2
u
(σ̂2u +Di)4
(
n∑
i=1
1
σ̂2u +Di
)−1Fi
−2 D
2
i
(σ̂2u +Di)4
(
n∑
i=1
1
σ̂2u +Di
)−1
{
(yi − xTi β̂)4 − Fi − 6σ̂2uDi
}
,
where Fi = E(ε4i ) is assumed known. The following theorem shows that mspe(θ̂i) is second
order correct for the MSPE of θ̂i.
Theorem 1.4.1 Under Assumption A1,A2 and A3,
E(mspe(θ̂i)) = MSPE(θ̂i) +O(n−2).
The Proof of Theorem 1.4.1. is given in Appendix A. And it will be in the form that
g1 = E
Diσ̂
2
u
σ̂2u +Di
+ E[
Di
σ̂2u +Di
]2
1
(σ̂2u +Di)
Â.Var(σ̂2u − σ2u)
+E(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−1
n∑
i=1
xTi
(σ̂2u +Di)
(
n∑
i=1
xix
T
i
σ̂2u +Di
)−1xi
+E(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−2
n∑
i=1
1
(σ̂2u +Di)
(
(yi − xTi β̂)4
(σ̂2u +Di)2
− 1)
−E( Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−3
n∑
i=1
1
(σ̂2u +Di)2
n∑
i=1
(
(yi − xTi β̂)4
(σ̂2u +Di)2
− 1) +O(n−2),
g2 = E(
Di
σ̂2u +Di
)2xTi V̂ ββTxi +O(n
−2),
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g3 = E2(
Di
σ̂2u +Di
)2
1
(σ̂2u +Di)
V̂ σ2uσ2u +O(n
−2),
(1− γi)2γ2i (
n∑
i=1
γi)−1
{
ξe2i ×Di − ξu2 × σ2u
}
= E
D2i σ̂
2
u
(σ̂2u +Di)4
(
n∑
i=1
1
σ̂2u +Di
)−1
{
3σ̂2u − 3Di
}
+
Diσ̂
2
u
(σ̂2u +Di)4
(
n∑
i=1
1
σ̂2u +Di
)−1Eε4i
−E D
2
i
(σ̂2u +Di)4
(
n∑
i=1
1
σ̂2u +Di
)−1
{
(yi − xTi β̂)4 − Eε4i − 6σ̂2uDi
}
+O(n−2).
When both ui and εi are normally distributed, we can simplify mspe(θ̂i) as
mspe(θ̂i) =
Diσ̂
2
u
σ̂2u +Di
+ (
Di
σ̂2u +Di
)2xTi (
n∑
i=1
xix
T
i
σ̂2u +Di
)−1xi +
4nD2i
(σ̂2u +Di)3
(
n∑
i=1
1
σ̂2u +Di
)−2
+(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−1
n∑
i=1
xTi
(σ̂2u +Di)
(
n∑
i=1
xix
T
i
σ̂2u +Di
)−1xi
+2(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−1 − 2n( Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−3
n∑
i=1
1
(σ̂2u +Di)2
.
One notable difference between our estimator for the MSPE and that of other authors is
the requirement for the fourth moment Fi of the sampling errors to be known. Under the
assumption of normally distributed sampling errors, this is not explicitly required because the
fourth moment is related to Di. But just like knowledge of Di is required in order to construct
an EBLUP for θi under the FH model, knowledge of the fourth moment is needed order to
estimate the MSPE of the EBLUP. The fourth moment of ui also appears in the approximation
of Theorem 1.3.1, but once Fi is known, it can be estimated based on the sample residuals
(yi − xTi β̂). In principle, the survey organization providing the Di could also be requested to
provide the Fi, since for many designs these can be estimated consistently. In practice however,
it will often be necessary to obtain the Fi through other means.
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1.4.2 Finite Sample Performance
We have performed an extensive simulation study to evaluate the finite sample performance
of the proposed EBLUP and its associated MSPE estimator under a variety of situations, with
the results described in Appendix B. We discuss some of the results here.
The small areas are divided into three equal-sized groups, and we consider four different
patterns of sampling variances across the groups, namely (a) 0.5, 1, 1.5; (b) 0.9, 0.5, 0.3; (c) 1,
1.5, 2; (d) 0.1, 0.5, 4. We consider the following distributions: (i) both ui and εi from normal
distributions; (ii) both ui and εi from centered chi-square distributions with 0 and degrees of
freedom as variance / 2 and (iii) both ui and εi from centered exponential distributions. The
variance of ui is set at 1. The sample sizes (in each replicate, the number of observations) used
in the simulation are n = 15, 30 and the number of replicates for each scenario is 1000.
The model is totally same as the previous one, the only difference is that we change the
patterns of sampling variances across the groups as (a), (b), (c), (d).
We restrict our comparison to the FH estimator because FH found to be the smallest
relative bias among all available methods of MSPE estimators (Datta et al., 2005).
In table 1.2, along with the overall mean the group means are also provided. When the
sampling variance is less than the model variance, the FH method perform better (with smaller
relative bias and relative variability of mspe(θ̂i)). But the proposed method performs much
better compare to FH when the sampling variance is higher than the model variance. In Datta
et al. (2005) the FH method was particularly good when the sampling variance was much
higher than the model variance. Thus our proposed method working in the same direction of
FH method under non-normal situation.
In the Appendix B, detailed performance comparing Bias and MSPE of θ̂i, Relative Bias
and Relative Variability of mspe(θ̂i) among four different estimators across distribution sce-
narios are provided in Tables B.61 to B.84. Under the normal situation, the proposed method
doesn’t perform better (with smaller relative bias and relative variability of mspe(θ̂i)) com-
paring with other methods. Under the non-normal situations, the proposed method performs
much better comparing to other methods under some pattern of D. When D is in pattern (a)
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n=15 n=30
D RE FH RE FH
Bias of θ̂i
0.5 -0.0100 -0.0109 -0.0035 -0.0032
1 -0.0087 -0.0076 -0.0047 -0.0050
1.5 -0.0235 -0.0226 0.0067 0.0061
All -0.0141 -0.0137 -0.0005 -0.0007
MSPE of θ̂i
0.5 0.3869 0.3693 0.4431 0.4300
1 0.7665 0.7595 0.6579 0.6537
1.5 0.8883 0.8939 0.8358 0.8350
All 0.6806 0.6742 0.6456 0.6395
Relative Bias of mspe(θ̂i)
0.5 0.7094 0.1983 0.2796 -0.1940
1 0.0123 -0.2715 0.0679 -0.2491
1.5 0.0115 -0.2372 -0.0489 -0.2891
All 0.2444 -0.1035 0.0995 -0.2441
Relative Variability of mspe (θ̂i)
0.5 0.2088 0.0295 0.0440 0.0269
1 0.0113 0.0681 0.0143 0.0509
1.5 0.0324 0.0797 0.0201 0.0856
All 0.0842 0.0591 0.0262 0.0545
Table 1.2 Bias and MSPE of θ̂i, Relative Bias and Relative Variability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation
when both ui and εi are Chi-squared distribution and D is pat-
tern (a).
and the sampling variance is less than the model variance, our proposed method doesn’t per-
form advantage in nonnormality situations. But the proposed method performs much better
when the sampling variance increases. Similar situation appears when D is in pattern (b) that
the proposed method performs much better when the sampling variance increases to close to
the model variance. When D is in pattern (c) and random components are centered expo-
nential distributions, the proposed method performs much better when the sampling variance
increases to bigger than the model variance when n is 15. The proposed method performs much
better when the sampling variance increases to bigger than the model variance when D is in
pattern (c) and random components are centered Chi-Squared or Exponential distributions
and n is 30. When D is in pattern (d), the sampling variances distribute very unbalanced. The
proposed method doesn’t perform better comparing with other methods.
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1.5 Conclusion
The primary objective of this chapter was to make small area inference when the investiga-
tor is not sure about the distributions of random components - which often is the case. In the
process we developed new moment-based estimators of the model parameters and studied their
theoretical and numerical properties extensively. Although previous moment-based parameter
estimators do not require any distributional assumption and the ML and REML are consistent
without normality (Jiang, 1996), their finite sample performance appear to be worrisome un-
der some non-normal distributions. In contrast, the proposed estimators exhibited satisfactory
performance for moderate sample sizes even for severe departures from normality.
We have used the classical concept of BLUP for the small area estimators since this does
not require the distributional assumptions. After deriving their approximate MSPE expression,
a second order corrected estimator of the MSPE was proposed. The estimators require the
investigator to supply the 4th moment of the direct (design-based) small area estimators.
We are aware of the fact that the difficulty of having those 4-th moment in regular surveys,
however they are not impossible to compute or approximate. Moreover, we have indicated
some guidelines how to approximate them. The numerical study shows the usefulness of our
proposed method.
Our recommendation would be to use existing normal theory based inference if someone is
comfortable with the normality assumptions, otherwise use the newly proposed method. The
application of the proposed method is fairly easy and computation time is negligible compared
to the methods such as those based on resampling. Everything is packaged into a R code and
is available from the authors on request.
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CHAPTER 2. Accurate Confidence Interval Estimation of Small Area
Parameters under the Fay-Herriot Model
This is a paper submitted to The Journal of Scandinavian Journal of Statistics. Small area
estimation has long been a popular and important research topic due to its growing demand
in public and private sectors. We consider here the basic area level model, popularly known
as Fay-Herriot model. While much of current research is predominantly focused on finding
second order correct mean squared prediction errors and their estimators, we concentrate on
developing confidence intervals for the small area parameters that are second order correct.
The findings are illustrated with a simulation study.
2.1 Introduction
The purpose of this note is to develop confidence intervals for small area means when
only area level summary statistics are available. Small-area estimation is important in survey
applications, particularly in those fields of official statistics where legislative mandates require
socioeconomic estimates within jurisdictions narrower than can accurately be described by
direct estimates from national surveys. Prediction based on the Fay and Herriot (1979) model
(FH) is one of the most popular techniques in small area estimation. Model estimates and
predictions are simple, well studied and easy to implement via standard software like SAS.
Another important advantage of the FH model is that it only requires summary data, not
element-level data that might be unavailable to the analyst because of confidentiality concerns.
The Fay-Herriot model has two stochastic variables, one for the sampling error and the other
one representing small area specific random effects. These two random variables and a fixed
effect linear regression are additively related to the design based estimators of small area means.
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The best linear unbiased predictor (BLUP) is commonly used as the small area estimator, and
construction of the BLUP does not require any distributional assumption. However, the BLUP
is a function of model parameters, and thus their estimated values are plugged-in before the
BLUP can be used. The resulting plug-in estimators are known as empirical or estimated best
linear unbiased predictor (EBLUP).
There are several methods of model parameter estimation available and the inference is
sensitive to the method of estimation. Datta et al. (2005) found that the parameter estimation
method proposed in Fay and Herriot (1979) performed best in terms of mean squared prediction
error for a wide range of parametric model specifications. However, they did not study the
construction of accurate confidence intervals for the small area parameters. In this article, we
concentrate on finding accurate confidence intervals for small area parameters using the point
estimators and their mean squared prediction error (MSPE) estimators under the Fay-Herriot
method. While MSPE is a useful measure for the uncertainty of the predictions, confidence
intervals (CI) are often much more informative and useful from the practitioners’ perspective.
However, the literature on CI for small area estimation is limited.
Naive confidence intervals for the small area parameters are easy to construct, but their
coverage accuracy is questionable. Recently, Hall and Maiti (2007) and Chatterjee et al. (2007)
proposed methods based on parametric bootstrap. Although the Hall and Maiti (2007) results
are applicable in a general setting and second order correct, they are based on double bootstrap
calibrated sample and are not centered around the EBLUP, which is often a desirable property
in practice. Chatterjee et al. (2007) proposed a method based on a single bootstrap and
normality assumptions, and the resulting confidence intervals are centered around the EBLUP
and O(d5n−3/2) order correct, where d is the number of model parameters and n is the total
sample size. Their bootstrap based intervals can be calibrated one or more times, resulting in
a coverage accuracy of O(d5n−5/2) or higher if needed. The computational issue of bootstrap
methods has been discussed by DiCiccio et al. (1992), Hall et al. (2000), Nankervis (2005) and
others. In addition to the computational difficulties especially in the case of calibration, these
methods have other issues, for example, choosing between equal tail or shortest interval quantile
21
points, etc. Thus, a simple closed-form plug-in formula with equivalent theoretically accurate
confidence interval and which could be implemented with the existing software without any
further programming would be very useful, at least for standard models.
Another drawback of the bootstrap inference approach is that it is not clear how to con-
struct the confidence intervals for a difference of two small area parameters or a linear combi-
nation of small area parameters using the above resampling methods. To this end, Datta et al.
(2002) constructed empirical Bayes (EB) confidence intervals with coverage accuracy O(n−3/2)
for the special case of equal sampling variances across small areas, a situation which is not
common in practical applications. In this article, we develop closed form confidence intervals
for small area parameters without the equal sampling error variance assumption, and cover-
age probability is correct to O(n−2). We follow the previous authors in assuming normality
of the random components, but will investigate the robustness of the method in simulations.
We extend our results to finding accurate confidence intervals for the difference of two small
area parameters. This can be easily further generalized to a linear combination of small area
parameters. We note that, since the small area estimators are not independent, this extension
from a single prediction confidence interval to one for differences (or more generally, linear
combinations) of predictions is not immediate.
The remainder of the article is organized as follows. We review the FH model and the
Fay-Herriot method of model parameter estimation in Section 2.2. The main results on con-
structing improved confidence intervals are given in Section 2.3, where a simulation study is
also discussed. Section 2.4 describes the extension to the interval for the difference between
two small area estimators.
2.2 The FH Model and Small Area Estimation
Let y1, y2, . . . , yn be observations (the direct survey estimates) for the n small areas, and
x1,x2, . . . ,xn be fixed predictors. Then the FH model is defined as
yi = xTi β + ui + εi, i = 1, . . . , n, (2.1)
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where β = (β1, . . . , βp)T is a p×1 vector of regression coefficients. The area specific random
effects ui are assumed to be independent and identically distributed (iid) with E(ui) = 0 and
Var(ui) = σ2u(≥ 0). The sampling errors i are also independently distributed with mean zero
and variance Di, and are independent of the ui.
Small area estimates (SAE) for the FH model are statistics designed to estimate the pa-
rameters
θi = xTi β + ui, i = 1, . . . , n. (2.2)
In a typical survey application, the values yi are direct survey estimators of the target small-
area parameters θi in the sampled areas but may be unacceptably variable because of small
sample size in some or all the small areas. The Di represent the sampling variance of the
yi and are required to be known from an outside source, for instance the statistical agency
responsible for collecting the survey data. If the remaining parameters σ2u and β were also
known, the SAE would be the BLUP given by
θ˜i = xTi β + γi(yi − xTi β), i = 1, · · · , n. (2.3)
where γi =
σ2u
σ2u+Di
. Since σ2u,β are unknown, the BLUP are not usable until we estimate these
model parameters.
A number of estimation procedures exist for the model parameters of the FH model. For
example, the method of moments used by Prasad and Rao (1990), maximum-likelihood (ML)
and restricted maximum likelihood (REML) used by Datta et al. (2000), and the Fay-Herriot
method used by Fay and Herriot (1979) and then studied by Datta et al. (2005). We focus on
the Fay-Herriot method in this paper. The estimator σ̂2u is obtained by solving
1
n− p
n∑
i=1
(yi − xTi β˜)2
σ2u +Di
− 1 = 0 (2.4)
where β˜ = (
∑n
i=1
xixTi
σ2u+Di
)−1
∑n
i=1
xiyi
σ2u+Di
. The estimator β̂ is the same as β˜ with σ̂2u replacing
σ2u. Then the SAE considered in this paper are defined as
θ̂i = xTi β̂ +
σ̂2u
σ̂2u +Di
(yi − xTi β̂), i = 1, · · · , n.
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The mean square prediction error (MSPE) for small area estimation is defined as
MSPE(θ̂i) = E(θ̂i − θi)2
and is the most commonly used measure of the uncertainty of the SAE θ̂i. The estimation
of the MSPE is an integral part of small area estimation research. We refer to Rao (2003)
for an extensive overview and list of references. MSPE estimation depends on the method of
model parameter estimation, but also on the assumptions made about the distributions of the
random model components. The results for the Fay-Herriot method were shown by Datta et
al. (2005) under the assumption of normal errors and small area effects. They obtained
MSPE(θ̂i) =
σ2uDi
σ2u +Di
+
D2i
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
+
2nD2i
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2)
for the MSPE, and proposed
mspe(θ̂i) =
Diσ̂
2
u
σ̂2u +Di
+ (
Di
σ̂2u +Di
)2xTi (
n∑
i=1
xix
T
i
σ̂2u +Di
)−1xi
+
4nD2i
(σ̂2u +Di)3
(
n∑
i=1
1
σ̂2u +Di
)−2 + 2(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−1
−2n( Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−3
n∑
i=1
1
(σ̂2u +Di)2
.
as an estimator for MSPE(θ̂i).
As mentioned in the introduction, while results on MSPE approximation and estimation
has been widely developed for a range of modeling scenarios, the construction of accurate
confidence intervals is still relatively uncommon. Hall and Maiti (2007) and Chatterjee et al.
(2007) proposed bootstrap approximation intervals which can be callibrated one or more times
with the coverage accuracy of O(d5n−5/2) or higher if needed. But there is still no traditional
closed form interval estimates with the coverage probability corrected to O(n−2). The closest
work is done by Datta et al. (2002), but they only considered the case with equal Di (sampling
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error variance) and when the two stochastic variables are both normally distributed (i.e. the
sampling error and the small area specific random effect). They considered the unconditional
and conditional coverage probabilities which are both corrected to achieve O(n−3/2) accuracy.
In the next section, we provide closed form confidence intervals for the small area parameters
with unequal sampling variances and with coverage probabilities that are correct up to O(n−2).
2.3 Confidence Interval with Corrected Coverage Probability
2.3.1 Confidence Interval with Corrected Coverage Probability
The traditional closed form confidence interval is of the form EBLUP ±zα/2√mspe, with
zα/2 denoting the upper 100(1 − α/2)% percentile of the standard normal distribution. It
is well known that this interval has coverage error O(n−1). Thus, it is not appropriate for
small to moderate sample size small area estimation problems. Datta et al. (2002) improved
the accuracy of the confidence interval to O(n−3/2) under the special case of equal sampling
variances and normality of the errors. We have expanded their correction to O(n−2) under
normality of random component distributions and unequal sampling variances. The second
order correction is the generally accepted standard for the precision of small area estimation.
Let φ() and Φ() denote the pdf and df, respectively, of the N(0, 1) distribution. In order
to derive our results, we make the following standard assumptions:
A4 The matrix ( 1nX
TX)−1 is O(1) element-wise, and
sup
i
h˜ii = xTi (
n∑
i=1
xix
T
i )
−1xi = O(n−1).
A5 The quantities xi, σ2u, Di are bounded, and Di > γ1 ≥ 0, σ2u > γ2 ≥ 0.
A6 The small area random effects ui are independent and identically normally distributed with
mean 0 and variance σ2u. The errors εi are independent and normally distributed with mean 0
and variance Di, and are independent of the ui.
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Theorem 2.3.1 Under Assumption A4, A5 and A6, for any real t,
P
[
θi ∈ θ̂i ± t×
√
mspe(θ̂i)
]
= 2Φ(t)− 1− tφ(t)
2
(t2 + 1)nD2i
σ4u(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2).
Corollary 2.3.1 Setting tα = zα/2
[
(z2α/2 + 1)
nD2i
4σ4u(σ
2
u+Di)
2 (
∑n
i=1
1
σ2u+Di
)−2 + 1
]
, a corrected
(1− α) confidence interval for θi defined as
P
[
θi ∈ θ̂i ± tα ×
√
mspe(θ̂i)
]
achieves a confidence level equal to 1−α+O(n−2). When σ2u is unknown and estimated by the
σ̂2u which solves (2.4), t̂α = zα/2
[
(z2α/2 + 1)
nD2i
4σ̂4u(σ̂
2
u+Di)
2 (
∑n
i=1
1
σ̂2u+Di
)−2 + 1
]
is used instead of
tα and the confidence level still equals 1− α+O(n−2).
Corollary 2.3.1 follows from Theorem 2.3.1 by Taylor expansion.
Proof of Theorem 2.3.1. The proof will follow the approach of proof used in Chatterjee et
al. (2007). Note first that
P
 θi − θ̂i√
mspe(θ̂i)
≤ t
 = P
 θi − θ˜i√
E(θi − θ˜i)2
≤ θ̂i − θ˜i + t×
√
mspe(θ̂i)√
E(θi − θ˜i)2
 ,
and since ui and εi are independent normally distributed with variances σ2u andDi, respectively,
P
 θi − θ̂i√
mspe(θ̂i)
≤ t
 = P
 Diuiσ2u+Di −
σ2uεi
σ2u+Di√
σ2uDi
σ2u+Di
≤ θ̂i − θ˜i + t×
√
mspe(θ̂i)√
σ2uDi
σ2u+Di

= E
Φ( θ̂i − θ˜i + t×
√
mspe(θ̂i)√
σ2uDi
σ2u+Di
)

= E
Φ(t+ t× (
√
mspe(θ̂i)−
√
σ2uDi
σ2u+Di
) + θ̂i − θ˜i√
σ2uDi
σ2u+Di
)

= E(Φ(t+ Z(t))) ,
where Z(t) =
t×(
√
mspe(θ̂i)−
√
σ2uDi
σ2u+Di
)+θ̂i−θ˜i√
σ2uDi
σ2u+Di
. With a Taylor expansion, we get
Φ(t+ Z(t))− Φ(t) = Z(t)φ(t) + 1
2
Z2(t)φ′(t) +
1
6
φ′′(t)Z3(t) +
1
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φ′′′(t∗)Z4(t) (2.5)
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where t∗ is between t and t + Z(t). We compute the expectation for the right side term by
term.
For the first term in (2.5),
EZ(t) = t
1
2
(
σ2uDi
σ2u +Di
)−1
E
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)
−t1
8
(
σ2uDi
σ2u +Di
)−2
E
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)2
+t
3
16
(
σ2uDi
σ2u +Di
)−3
E
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)3
+t
3
16
× 5
48
(
σ2uDi
σ2u +Di
)−1/2
E
∫ mspe(θ̂i)
σ2uDi
σ2u+Di
x−7/2
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)3
,
where we have used the fact that Eθi − θ̂i = 0 by the properties mentioned in Datta et
al. (2005) that the FH variance estimator is even and translation invariant, and hence that
E(θi− θ̂i−θi+ θ˜i) = 0, which means E(θ̂i− θ˜i) = 0. The 3rd and 4th terms in EZ(t) are shown
to be negligible (see Appendix), and by Taylor expansion we obtain
EZ(t) =
1
2
t
(
σ2uDi
σ2u +Di
)−1(
D2i
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
+
2nD2i
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2
)
−1
8
t
(
σ2uDi
σ2u +Di
)−2
2nD4i
(σ2u +Di)4
(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2).
For the second term in (2.5),
Z(t)2 =
(t(
√
mspe(θ̂i)−
√
σ2uDi
σ2u+Di
))2 + (θ̂i − θ˜i)2
σ2uDi
σ2u+Di
+
2(t(
√
mspe(θ̂i)−
√
σ2uDi
σ2u+Di
))(θ̂i − θ˜i)
σ2uDi
σ2u+Di
by simple expansions, we get
EZ(t)2 =
Di
σ2u(σ2u +Di)
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi +
2nDi
σ2u(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−2
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+
t2nD2i
2σ4u(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2).
Combining this with the fact that φ′(t) = −tφ(t), we get
EZ(t)2φ′(t)/2 = −tφ(t)
{
Di
2σ2u(σ2u +Di)
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
+
nDi
σ2u(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−2
+
t2nD2i
4σ4u(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−2
}
+O(n−2).
For the third term in (2.5),
Z(t)3 =
(t(
√
mspe(θ̂i)−
√
σ2uDi
σ2u+Di
))3 + (θ̂i − θ˜i)3
( σ
2
uDi
σ2u+Di
)3/2
+
3(t(
√
mspe(θ̂i)−
√
σ2uDi
σ2u+Di
))2(θ̂i − θ˜i)
( σ
2
uDi
σ2u+Di
)3/2
+
3(t(
√
mspe(θ̂i)−
√
σ2uDi
σ2u+Di
))(θ̂i − θ˜i)2
( σ
2
uDi
σ2u+Di
)3/2
.
After simple Taylor expansion and by Assumption A4, A5, A6 and Lemma C.0.2, we can get
EZ3(t) = O(n−2).
Finally, for the remainder in (2.5), φ′′′(t∗) = 3t∗φ(t∗)−(t∗)3φ(t∗) and |3t∗φ(t∗)−(t∗)3φ(t∗)| <
6φ(
√
2), and by Assumption A4, A5 A6, Taylor expansion and Lemma C.0.2 we get
E
1
24
φ′′′(t∗)Z4(t) ≤ E| 1
24
φ′′′(t∗)Z4(t)|
≤ E| 1
24
φ′′′(t∗)|Z4(t)
≤ Eφ(
√
2)
4
Z4(t) = O(n−2).
Then observe that
P
 θi − θ̂i√
mspe(θ̂i)
≤ t
 = E(Φ(t+ Z(t)))
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P
 θi − θ̂i√
mspe(θ̂i)
≤ −t
 = E(Φ(−t+ Z(−t))) .
Combining all above, we conclude
P
[
θi ∈ θ̂i ± t×
√
mspe(θ̂i)
]
= E(Φ(t+ Z(t)))− E (Φ(−t+ Z(−t)))
= 2Φ(t)− 1− tφ(t)
2
nD2i
σ4u(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−2
+O(n−2).
2.3.2 Finite Sample Performance
Now we describe a simulation study investigating the finite sample performance of the pro-
posed confidence intervals. We adopt the simulation setup of Datta et al. (2005). We consider
the FH model (1) under two distributional scenarios: (i) both u and  are normally distributed
and (ii) both u and  are distributed as chi-square variates. The Chi-square distribution is
considered to assess the robustness of the procedure to misspecification of the random compo-
nent distributions. The sample sizes considered are 15 and 60. The covariate xi is generated
from a normal distribution with mean 0 and variance 1, and the FH model mean is taken
to be xiβ = (1, xi)(0, 0)T = 0 for each small area. This means that we generate data using
yi = ui + εi, but we will continue to estimate the full FH model that includes a linear mean
component.
The small areas are divided into 5 equal sized groups and the Di remain the same within
each group. The sampling errors εi are generated from N(0, Di) for case (i), and from a
centered Chi-square distribution with mean 0 and variance Di for case (ii), where the (possibly
fractional) degrees of freedom are set to achieve the desired variances. We consider three
different pattern for the Di, namely (a) (0.7, 0.6, 0.5, 0.4, 0.3) (b) (2.0, 0.6, 0.5, 0.4, 0.2) (c)
(4.0, 0.6, 0.5, 0.4, 0.1). The ui are generated from N(0, σ2u) for case (i) and from a centered Chi-
square distribution with variance σ2u = 1 for case (ii). Note that for pattern (a) the sampling
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variances are all smaller than the model variance and evenly distributed; for patterns (b) and
(c) the sampling variances are not evenly distributed over the areas and some are larger than
the model variance. All reported results are based on 10,000 replicates.
Both Normal Distribution
0.7 0.6 0.5 0.4 0.3
n=15
CP 0.967 0.964 0.965 0.964 0.963
(0.941) (0.941) (0.946) (0.949) (0.952)
CL 3.016 2.833 2.764 2.503 2.246
(2.675) (2.526) (2.450) (2.232) (2.002)
n=60
CP 0.951 0.950 0.950 0.951 0.951
(0.948) (0.948) (0.949) (0.950) (0.950)
CL 2.582 2.464 2.314 2.134 1.915
(2.559) (2.446) (2.299) (2.125) (1.909)
Both Centered Chi-squared Distribution
0.7 0.6 0.5 0.4 0.3
n=15
CP 0.957 0.959 0.963 0.967 0.971
(0.912) (0.918) (0.930) (0.940) (0.952)
CL 4.218 4.039 4.448 4.182 4.195
(2.314) (2.200) (2.248) (2.083) (1.971)
n=60
CP 0.936 0.937 0.941 0.943 0.950
(0.922) (0.924) (0.929) (0.933) (0.942)
CL 2.843 2.781 2.659 2.526 2.399
(2.356) (2.263) (2.137) (1.989) (1.809)
Table 2.1 Coverage probabilities (CP) and coverage length (CL) for nom-
inal 95% confidence intervals for pattern (a). The first number
in each cell is the result for our proposed method and the second
one (in parentheses) is the naive FH method.
Tables 2.1, 2.2 and 2.3 report coverage probabilities and average interval length of confi-
dence intervals for θi, for different patterns of Di. In each table, the first line corresponds to
our proposed method, and the second line (within parentheses) corresponds to the “naive” FH
method where the CI is θ̂i ± zα/2 ×
√
mspe(θ̂i). For all three patterns, our method results in
coverage probabilities that are higher than those for the naive method. When n equals 15, our
method achieves results that are closer to the nominal level of 0.95, especially for patterns (b)
and (c). As n increases to 60, the coverage probabilities are close to 0.95 for both the naive and
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Both Normal Distribution
2.0 0.6 0.5 0.4 0.2
n=15
CP 0.969 0.966 0.966 0.965 0.961
(0.917) (0.937) (0.944) (0.945) (0.955)
CL 3.989 2.855 2.813 2.525 1.953
(3.402) (2.523) (2.462) (2.231) (1.708)
n=60
CP 0.951 0.950 0.950 0.951 0.951
(0.945) (0.948) (0.949) (0.950) (0.951)
CL 3.346 2.470 2.318 2.138 1.622
(3.267) (2.449) (2.302) (2.127) (1.619)
Both Centered Chi-squared Distribution
2.0 0.6 0.5 0.4 0.2
n=15
CP 0.949 0.960 0.968 0.966 0.977
(0.874) (0.911) (0.932) (0.932) (0.966)
CL 4.221 3.662 4.143 3.761 3.878
(2.745) (2.148) (2.227) (2.027) (1.801)
n=60
CP 0.937 0.938 0.941 0.944 0.959
(0.909) (0.922) (0.927) (0.933) (0.952)
CL 3.355 2.716 2.598 2.464 2.159
(2.953) (2.251) (2.126) (1.979) (1.554)
Table 2.2 Coverage probabilities (CP) and coverage length (CL) for nom-
inal 95% confidence intervals for pattern (b). The first number
in each cell is the result for our proposed method and the second
one (in parentheses) is the naive FH method.
the proposed method, although the proposed method continues to be closer and hence shows
its consistency. It appears that for pattern (a) and under normality of the random components,
there is not much need of the improved method. However, the proposed method improves the
coverage probabilities when the random components are not normal. For patterns (b) and (c)
and particularly for large sampling variances, the improved method clearly shows its utility
for both normal and non-normal situations.
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Both Normal Distribution
4.0 0.6 0.5 0.4 0.1
n=15
CP 0.934 0.949 0.960 0.957 0.958
(0.878) (0.910) (0.926) (0.921) (0.951)
CL 4.275 2.689 2.688 2.378 1.4541
(3.639) (2.453) (2.416) (2.171) (1.268)
n=60
CP 0.950 0.950 0.950 0.951 0.951
(0.940) (0.946) (0.947) (0.948) (0.949)
CL 3.695 2.472 2.321 2.141 1.203
(3.570) (2.446) (2.300) (2.124) (1.190)
Both Centered Chi-squared Distribution
4.0 0.6 0.5 0.4 0.1
n=15
CP 0.768 0.930 0.959 0.955 0.984
(0.723) (0.848) (0.903) (0.894) (0.978)
CL 3.580 2.519 2.955 2.496 2.471
(2.831) (1.928) (2.064) (1.808) (1.446)
n=60
CP 0.911 0.936 0.938 0.943 0.974
(0.893) (0.903) (0.908) (0.915) (0.966)
CL 3.410 2.419 2.299 2.153 1.498
(3.204) (2.218) (2.096) (1.949) (1.163)
Table 2.3 Coverage probabilities (CP) and coverage length (CL) for nom-
inal 95% confidence intervals for pattern (c). The first number
in each cell is the result for our proposed method and the second
one (in parentheses) is the naive FH method.
Pattern a Pattern b
4.0 0.6 0.5 0.4 0.2 8.0 1.2 1.0 0.8 0.4
n=15
CP 0.965 0.968 0.968 0.967 0.964 0.974 0.967 0.967 0.966 0.963
CL 4.522 2.977 3.008 2.699 2.222 6.911 4.870 5.109 4.596 4.105
n=60
CP 0.951 0.950 0.951 0.951 0.951 0.951 0.950 0.951 0.951 0.951
CL 3.715 2.492 2.341 2.162 1.655 5.261 3.531 3.317 3.063 2.345
Table 2.4 Coverage probabilities (CP) and coverage length (CL) for nom-
inal 95% confidence intervals for the proposed method for the
scenarios considered in Chatterjee et al. (2007).
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In order to compare our method with existing bootstrap-based corrections to confidence
intervals, we adopt the simulation setup of Chatterjee et al. (2007). We consider the FH model
with errors distributed normally. The sample size is taken as 15, and xiβ = 0 as before. Two
different patterns of Di’s are considered, namely (a) (4.0, 0.6, 0.5, 0.4, 0.2) with σ2u = 1 (b)
(8.0, 1.2, 1.0, 0.8, 0.4) with σ2u = 2. Table 2.4 shows the coverage probabilities and average
interval length of confidence intervals for θi. For both patterns, the coverage probabilities
under the proposed method are comparable to the results reported in Chatterjee et al. (2007).
However, our proposed method is computationally much simpler, because it does not require
resampling.
2.4 Confidence Interval for the Difference of Two Small Areas
2.4.1 Confidence Interval for the Difference of Two Small Areas
We extend the results of the previous section to build a confidence interval for θi − θj
where i 6= j, to allow comparison between two different small areas. While the interval for an
individual small area can be obtained using either our method or one of the resampling-based
approaches, this is not the case here, as finding this type of interval using existing resampling
methods is not obvious because of the correlation between the estimators.
The following theorem provides the asymptotic confidence intervals. The proof is given in
the Appendix.
Theorem 2.4.1 Under Assumption A4, A5 and A6,
P
[
θi − θj ∈ θ̂i − θ̂j ± t×
√
mspe(θ̂i − θ̂j)
]
= 2Φ(t)− 1− tφ(t)n
2
(t2 + 1)(
Diσ
2
u
σ2u +Di
+
Djσ
2
u
σ2u +Dj
)−2
×( D
2
i
(σ2u +Di)2
+
D2j
(σ2u +Dj)2
)2(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2)
where
mspe(θ̂i − θ̂j) = mspe(θ̂i) +mspe(θ̂j)− 2DiDj(σ̂2u +Di)(σ̂2u +Dj)
xTi (
n∑
i=1
xix
T
i
σ̂2u +Di
)−1xj .
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Corollary 2.4.1 Setting
tα = zα/2
[
(z2α/2 + 1)
n
4
(
Diσ
2
u
σ2u +Di
+
Djσ
2
u
σ2u +Dj
)−2(
D2i
(σ2u +Di)2
+
D2j
(σ2u +Dj)2
)2
(
n∑
i=1
1
σ2u +Di
)−2 + 1
]
,
a corrected (1− α) level confidence interval for θi − θj defined as
P
[
θi − θj ∈ θ̂i − θ̂j ± tα ×
√
mspe(θ̂i − θ̂j)
]
achieves a confidence level equal to 1−α+O(n−2). If σ2u is unknown and estimated by the σ̂2u
which solves (2.4),
t̂α = zα/2
[
(z2α/2 + 1)
n
4
(
Diσ̂
2
u
σ̂2u +Di
+
Dj σ̂
2
u
σ̂2u +Dj
)−2(
D2i
(σ̂2u +Di)2
+
D2j
(σ̂2u +Dj)2
)2
(
n∑
i=1
1
σ̂2u +Di
)−2 + 1
]
is used instead of tα and the confidence level still equals 1− α+O(n−2).
Proof of Corollary 2.4.1 can be easily proven by Taylor expansion.
2.4.2 Finite Sample Performance
We adopt the simulation setup of Datta et al. (2005) with xiβ = 0 as in the previous
section, and we examine the difference for θ1− θ2 for each pattern of Di. In each area, there is
n/5 elements in each pattern, and we calculated the difference between the first two 2 elements
in each. Table 2.5, 2.6, 2.7 show the coverage probabilities and confidence interval lengths for
θ1 − θ2 for the three different patterns of Di.
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Both Normal Distribution
0.7 0.6 0.5 0.4 0.3
n=15
CP 0.964 0.965 0.963 0.963 0.964
(0.934) (0.941) (0.941) (0.947) (0.953)
CL 4.062 3.936 3.706 3.497 3.136
(3.639) (3.522) (3.323) (3.126) (2.803)
n=60
CP 0.952 0.948 0.951 0.953 0.952
(0.950) (0.945) (0.949) (0.951) (0.951)
CL 3.618 3.463 3.254 3.030 2.699
(3.586) (3.437) (3.233) (3.016) (2.690)
Both Centered Chi-squared Distribution
0.7 0.6 0.5 0.4 0.3
n=15
CP 0.953 0.956 0.955 0.960 0.967
(0.874) (0.892) (0.895) (0.927) (0.949)
CL 5.154 5.424 5.418 5.749 5.751
(3.032) (3.027) (2.924) (2.895) (2.734)
n=60
CP 0.924 0.927 0.933 0.935 0.943
(0.900) (0.907) (0.915) (0.919) (0.929)
CL 3.843 3.817 3.640 3.645 3.327
(3.284) (3.168) (2.992) (2.831) (2.542)
Table 2.5 Coverage probabilities (CP) and coverage length (CL) for nom-
inal 95% confidence intervals the difference between two small
area means for pattern (a). The first number in each cell is the
result for our proposed method and the second one (in paren-
theses) is the naive FH method.
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Both Normal Distribution
2.0 0.6 0.5 0.4 0.2
n=15
CP 0.956 0.965 0.964 0.963 0.964
(0.903) (0.935) (0.936) (0.944) (0.957)
CL 5.192 3.959 3.729 3.532 2.734
(4.514) (3.516) (3.318) (3.128) (2.397)
n=60
CP 0.951 0.947 0.950 0.953 0.953
(0.945) (0.945) (0.949) (0.952) (0.952)
CL 4.661 3.470 3.258 3.035 2.288
(4.551) (3.440) (3.235) (3.019) (2.284)
Both Centered Chi-squared Distribution
2.0 0.6 0.5 0.4 0.2
n=15
CP 0.867 0.957 0.960 0.960 0.969
(0.752) (0.879) (0.889) (0.921) (0.963)
CL 4.372 4.893 4.879 5.208 5.376
(3.388) (2.948) (2.846) (2.828) (2.512)
n=60
CP 0.922 0.927 0.935 0.939 0.951
(0.887) (0.903) (0.913) (0.921) (0.940)
CL 4.391 3.719 3.541 3.555 3.001
(4.086) (3.149) (2.974) (2.817) (2.186)
Table 2.6 Coverage probabilities (CP) and coverage length (CL) for nom-
inal 95% confidence intervals the difference between two small
area means for pattern (b). The first number in each cell is the
result for our proposed method and the second one (in paren-
theses) is the naive FH method.
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Both Normal Distribution
4.0 0.6 0.5 0.4 0.1
n=15
CP 0.916 0.941 0.945 0.956 0.960
(0.865) (0.904) (0.909) (0.920) (0.954)
CL 5.517 3.710 3.496 3.336 2.045
(4.758) (3.408) (3.219) (3.048) (1.748)
n=60
CP 0.948 0.947 0.950 0.953 0.953
(0.941) (0.943) (0.947) (0.950) (0.952)
CL 5.130 3.470 3.258 3.041 1.698
(4.958) (3.435) (3.231) (3.016) (1.680)
Both Centered Chi-squared Distribution
4.0 0.6 0.5 0.4 0.1
n=15
CP 0.662 0.896 0.918 0.951 0.973
(0.629) (0.788) (0.821) (0.869) (0.968)
CL 4.212 3.284 3.237 3.496 3.462
(3.573) (2.607) (2.515) (2.537) (2.030)
n=60
CP 0.881 0.925 0.922 0.940 0.967
(0.870) (0.894) (0.891) (0.910) (0.954)
CL 4.666 3.312 3.126 3.098 2.095
(4.435) (3.100) (2.925) (2.774) (1.638)
Table 2.7 Coverage probabilities (CP) and coverage length (CL) for nom-
inal 95% confidence intervals the difference between two small
area means for pattern (c). The first number in each cell is the
result for our proposed method and the second one (in paren-
theses) is the naive FH method.
37
Like in the previous section, the naive confidence intervals are reasonable when the sam-
pling variances are really small compared to the model variance. However, when the sampling
variance is high or the sampling errors are not normally distributed, the naive method under-
estimates the coverage probability severely. The proposed method works well under normality
and improves upon the naive method significantly under non-normality.
2.5 Conclusion
In this article, we developed accurate confidence intervals for small area parameters and
provided a closed form expression that can be readily computed. The intervals remain centered
around the EBLUP. Substantial improvements in coverage relative to naive intervals which use
unadjusted critical values are illustrated in the simulation study. A major advantage of the
proposed method is computational. Similarly to the MSPE estimation using Taylor expansion,
the model parameters need to be estimated only once using standard software, and can then
be used in the construction of plug-in type confidence intervals. The procedure is implemented
in R and is available upon request.
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CHAPTER 3. Model Assisted Design Consistent Small Area Estimator
for the Nested-Error Regression Model
In this chapter, we introduce a model-based design consistent estimator for a population
domain mean. We consider here the unit level model, popularly known as nested-error regres-
sion model. We develop a fully model-based method for estimating the model parameters as
well as a model-based EBLUP small area estimator, and derive their statistical properties.
3.1 Introduction
The purpose of this chapter is to develop design-based model consistent estimator for small
area means when unit and area level statistics are available. Small-area estimation is important
in survey applications, particularly in those fields of official statistics where legislative mandates
require socioeconomic estimates within jurisdictions narrower than can accurately be described
by direct estimates from national surveys. The nested-error regression model (Battese et al.,
1988) is one of the most popular models used to obtain model-based domain mean estimators
when unit-level data are available. In the original article, it is used in predicting crop areas
for small areas (counties) in Iowa using data obtained from LANDSAT.
The nested-error regression model has two stochastic variables, one for the unit level specific
random effect and the other one representing small area specific random effects. The best linear
unbiased predictor (BLUP) is commonly used as the small area estimator, and construction of
the BLUP does not require any distributional assumption. However, the BLUP is a function
of model parameters, and thus their estimated values are plugged-in before the BLUP can be
used. The resulting plug-in estimators are known as empirical or estimated best linear unbiased
predictor (EBLUP). Battese et al. (1988) also propose an alternative estimator constructed
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starting from the BLUP approach.
Such model based estimators do not make use of the sampling design information. Hence,
in situations in which the design is informative, the unweighted estimators for the model
parameters and the resulting EBLUP can introduce bias in the small area estimators. This
has been recognized by other authors and in recent years, some methods have been proposed
to make use of the survey weights to construct model-based design consistent domain mean
estimators for unit level random effect models. For example, Prasad and Rao (1999) proposed
a design consistent model based pseudo EBLUP estimator for small area means under a simple
random effect model. You and Rao (2002) proposed a pseudo-EBLUP estimator for small
area means under a nested-error linear regression model. Jiang and Lahiri (2006) introduced
a general model assisted model and design consistent empirical best predictor methodology
for a finite population domain mean. They showed the utility of the model assisted EBP in
the case of continuous and binary response variable. They didn’t assume any explicit model
for the unobserved units of the finite population. They provided theorems with the design
consistency and model consistency of the proposed model assisted EBP. They also showed the
mean squared prediction error estimation of their proposed predictor for a general situation
and is second order unbiased. But their variance parameter estimates still use the methods
under the mixed model without the sampling design information.
In this chapter, we proposed a design based estimator which is model consistent under the
nested-error regression model. Our estimator is different as other existing methods because it
makes explicit use of design-based estimation of the model parameters and the EBLUP, and
targets the population-level EBLUP. In the next section, we describe the model and parameter
estimation. The consistency property of the small area mean estimators is provided in Section
3.3.
3.2 The Nested-Error Regression Model
Consider a finite set of elements U = {1, 2, . . . , N}. There are G subpopulations (small
areas) with each one containing a subset of U , denoted as Ug with g = 1, . . . , G and U =
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U1 ∪ . . . ∪ UG. Their corresponding sizes are N1, . . . , NG with N = N1 + . . . + NG. Each i
with i = 1, . . . , N belongs to one Ug. Let y1, y2, . . . , yN be the corresponding observations, and
x1,x2, . . . ,xN be auxiliary variables with each xi = (xi1, . . . ,xip)T . Denote Y = (y1, . . . , yN )T
and X = (xT1 , . . . ,x
T
N )
T . The entire set of N observations is denoted by F . It can be viewed
as a realization from an infinite superpopulation ξ, in which the nested-error regression model
is defined by Battese et al. (1988) as
yi = xTi β + ug + ei, i ∈ Ug, (3.1)
where β = (β1, . . . , βp)T is a p×1 vector of regression coefficients and i ∈ Ug. The area specific
random effects ug are assumed to be independent and identically distributed (iid) N(0, σ2u)
with σ2u(> 0). The random errors ei are also iid N(0, σ
2
e) with σ
2
e(> 0), and are independent
of ug’s.
A probability sample S is drawn from U according to some sampling design pN (.), where
pN (S) is the probability of drawing the sample S. Let n be the size of S. Each area sample
is denoted as Sg with g = 1, . . . , G and S = S1 ∪ . . . ∪ SG. Their corresponding sizes are
n1, . . . , nG with n = n1 + . . .+ nG.
Assume pii = P{i ∈ S} > 0 and piij = P{i, j ∈ S} > 0 for all i, j ∈ U . Let Ii = 1 if i ∈ S
and Ii = 0 otherwise, Iij = 1 if i, j ∈ S and Iij = 0 otherwise.
3.2.1 Model Parameter Estimation
We propose an method of parameter estimation based on the method proposed by Battese et
al. (1988) used for the superpopulation. First we define the population estimators (estimators
make use of all elements in the finite population U) based on the method proposed by Battese
et al. (1988). For all i = 1, . . . , N define the following deviations from their respective small
area means:
y∗i = yi − y¯g for i ∈ Ug,
x∗i = xi − x¯g for i ∈ Ug,
Y ∗ = (y∗1, . . . , y
∗
n)
T ,
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X∗ = (x∗T1 , . . . ,x
∗T
n )
T ,
where
y¯g =
1
Ng
Ng∑
i=1
yi,
x¯g =
1
Ng
Ng∑
i=1
xi.
Also define p1 is the number of nonzero x-deviations. For all i = 1, . . . , N and g = 1, . . . , G,
define the following transformations:
bg = 1− 2Ngx¯Tg (XTX)−1x¯g +Ngx¯Tg (XTX)−1(
G∑
g=1
N2g x¯gx¯
T
g )(X
TX)−1x¯g,
dg = N−1g
[
1−Ngx¯Tg (XTX)−1x¯g
]
,
c =
 G∑
g=1
Ngbg
−1 G∑
g=1
Ngdg
 .
Then the population estimators are defined as
σ2epop =
∑
i∈U
y2i −
G∑
g=1
∑
i∈Ug
∑
j∈Ug
yiyj/Ng
N −G− p1
−
G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug2
x∗Ti yi(X
∗TX∗)−1x∗jyj
N −G− p1 , (3.2)
σ2upop = max(mpop − cσ2epop, 0), (3.3)
where
mpop =
 G∑
g=1
Ngbg
−1 G∑
g=1
∑
i∈Ug
∑
j∈Ug
yiyj
Ng

−
 G∑
g=1
Ngbg
−1
2
G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
l∈Ug2
yi

∑
j∈Ug1
xTj
Ng1
 (XTX)−1xlyl

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+
 G∑
g=1
Ngbg
−1

G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug2
yix
T
i (X
TX)−1(
G∑
g=1
∑
i∈Ug
xi
∑
i∈Ug
xTi
Ng
)(XTX)−1xjyj
 (3.4)
and
βpop =
 G∑
g=1
∑
i∈Ug
xix
T
i −
G∑
g=1
∑
i∈Ug
σ2upopxi
σ2upopNg + σ2epop
(
∑
j∈Ug
xTj )
−1
 G∑
g=1
∑
i∈Ug
xiyi −
G∑
g=1
∑
i∈Ug
σ2upopyi
σ2upopNg + σ2epop
(
∑
j∈Ug
xj)
 . (3.5)
To derive the estimator, we make the following assumptions:
A7 The sample sizes ng ≥ 2 for all g = 1, . . . , G.
A8 The Ng for all g = 1, . . . , G and xi for all i = 1, . . . , N are known.
Then we plug in the inclusion probability and derive the estimators as
σ̂2e =
∑
i∈S
y2i
pii
−
G∑
g=1
∑
i∈Sg
∑
j∈Sg
yiyj
piijNg
N −G− p1
−
G∑
g1=1
G∑
g2=1
∑
i∈Sg1
∑
j∈Sg2
x∗Ti yi
piij
(X∗TX∗)−1x∗jyj
N −G− p1 , (3.6)
σ̂2u = max(m̂− cσ̂2e , 0), (3.7)
where
m̂ =
 G∑
g=1
Ngbg
−1 G∑
g=1
∑
i∈Sg
∑
j∈Sg
yiyj
piijNg

−
 G∑
g=1
Ngbg
−1
2
G∑
g1=1
G∑
g2=1
∑
i∈Sg1
∑
l∈Sg2
yi
piil

∑
j∈Ug1
xTj
Ng1
 (XTX)−1xlyl

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+
 G∑
g=1
Ngbg
−1

G∑
g1=1
G∑
g2=1
∑
i∈Sg1
∑
j∈Sg2
yix
T
i
piij
(XTX)−1(
G∑
g=1
∑
i∈Ug
xi
∑
i∈Ug
xTi
Ng
)(XTX)−1xjyj
 (3.8)
and
β̂ =
 G∑
g=1
∑
i∈Ug
xix
T
i −
G∑
g=1
∑
i∈Ug
σ̂2uxi
σ̂2uNg + σ̂2e
(
∑
j∈Ug
xTj )
−1
 G∑
g=1
∑
i∈Sg
xiyi
pii
−
G∑
g=1
∑
i∈Sg
σ̂2uyi
(σ̂2uNg + σ̂2e)pii
(
∑
j∈Ug
xj)
 . (3.9)
We will show that the proposed parameter estimators β̂, σ̂2u and σ̂
2
e enjoy some desirable
theoretical properties including
√
n-consistency conditional on the particular finite population
F . We make the following assumptions:
A9 The matrices ( 1NX
TX)−1 and ( 1NX
∗TX∗)−1 are O(1) element-wise, and
sup
i
h˜ii = xTi (
N∑
i=1
xix
T
i )
−1xi = O(N−1),
sup
i
h˜∗ii = x
∗T
i (
N∑
i=1
x∗ix
∗T
i )
−1x∗i = O(N
−1).
A10 The quantities xi, yi for all i = 1, . . . , N are bounded, and max
i∈U
|xi| = O(1), max
i∈U
|yi| =
O(1).
A11 The quantities σ2u, σ
2
e , pii, piij , piijl for all i, j, l = 1, . . . , N are bounded, and σ
2
e ≥ γ1 > 0,
σ2u ≥ γ2 > 0, min
i∈U
pii ≥ λ1 > 0, min
i,j∈U,i 6=j
piij ≥ λ2 > 0 and min
i,j,l∈U,i 6=j 6=l
piijl ≥ λ3 > 0.
A12 N,Ng → ∞ and Ng1/Ng2 = O(1) for all g1, g2 = 1, . . . , G. Also, ng/n = O(Ng/N) for
all g = 1, . . . , G.
A13 For all distinct i, j, k, l,m, q from U ,
lim
n→∞nmaxi,j∈U
|Ep(Ii − pii)(Ij − pij)| F| <∞,
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lim
n→∞n maxi,j,k∈U
|Ep(IiIj − piij)(Ik − pik)| F| <∞,
lim
n→∞n maxi,j,k,l∈U
|Ep(IiIj − piij)(IkIl − pikl)| F| <∞,
lim
n→∞
n
N
max
i∈U
∣∣∣∣∣Ep (Ii − pii)2pi2i
∣∣∣∣∣F
∣∣∣∣∣ <∞,
max
i,j,k∈U
|Ep(IiIj − piij)(IiIk − piik)| F| <∞,
max
i∈U
∣∣∣Ep(Ii − pii)2∣∣∣F ∣∣∣ <∞,
max
i,j∈U
∣∣∣Ep(IiIj − piij)2∣∣∣F ∣∣∣ <∞.
REMARKS.
1. The assumption A7 guards against the possibility of estimators with each area containing
samples not less than 2. It is reasonable to observe the property when the area sample
size goes to infinity. If that assumption is violated, it is possible to obtain an estimator
that only uses the areas where at least two elements are observed in the estimation of
the parameters, by adjusting the (conditional) inclusion probabilities. For simplicity, we
are working here under assumption A7.
2. The assumption A8 ensure that X, N and Ng are kept fixed with respect to the model
and maintain the chapter’s emphasis on the sampling design. The assumptions A9, A10
and A11 simplify the bounding arguments used extensively in the proofs.
3. The assumption A12 supports the bounding for size of area population and area sample.
It is possible to derive the results under assumptions of equal area population size or sam-
ple size, which would be a further simplified version of the model. The assumption A13
involves first through fourth order inclusion probabilities of the design. The assumptions
hold for simple random sampling without replacement.
Theorem 3.2.1 Under Assumptions A7 to A13, the estimators σ̂2e , σ̂
2
u and β̂ are design
consistent for the population estimators σ2epop, σ
2
upop and βpop as equations (3.2), (3.3) and
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(3.5) for parameters σ2e , σ
2
u and β in model (3.1) conditional on the finite population F , in
the sense that:
β̂ − βpop
∣∣∣F = 1p ×Op(n−1/2),
σ̂2u − σ2upop
∣∣∣F = Op(n−1/2),
σ̂2e − σ2epop
∣∣∣F = Op(n−1/2),
where 1p is the p× 1 vector (1, . . . , 1)T .
The proof of Theorem 3.2.1 is given in Appendix D.
The σ2epop is model unbiased for σ
2
e (Battese et al., 1988). The σ
2
upop is model consistent for
σ2u as g increases (Rao, 2003).
3.2.2 Finite Sample Performance
We conducted an extensive simulation study evaluating the proposed parameter estimators.
We simulated data using the nested-error regression model (3.1). The xi are taken to be
univariate and are generated from the standard normal distribution N (0, 1). The β0 and β1
have true parameter values set at (1, 2). The ui, ei are generated under normal distributions
and with σ2u = 1 and σ
2
e = 1. For the finite population, there are G = 30 areas, and each area
has Ng=200. These are then held fixed across the simulation.
We used stratified simple random sampling method to sample data from the finite pop-
ulation F . We fix the strata number as 3 with each stratum contains 2000 elements and
the strategy dividing the population elements to strata is based on a random variable zi and
ratio R. We generated vi from the standard normal distribution N (0, σ2v) with σ2v satisfying
R = σ
2
u+σ
2
e
σ2u+σ
2
e+σ
2
v
. Then zi are derived by zi = ug+ei+vi for i ∈ Ug, when 0 < R < 1, zi = ug+ei
when R = 1 and zi = vi with σ2v = 1 when R = 0.
Then zi (i = 1, . . . , N) are sorted and elements in the finite population are separated in 3
equal-sized strata by the sorting sequence of zi (stratum one has elements with 2000 lowest zi,
stratum three has elements with 2000 highest zi). We investigated the R as 0, 0.25, 0.5, 0.75, 1.
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For each scenario, zi is then held fixed across the sample selections. Simple random sam-
pling is conducted from each stratum and the sample sizes from the three strata are fixed as
(50, 100, 150) to achieve unequal probability with the sample membership indicators correlated
with the model errors, and for each scenario, the number of replicates was 1000. If during one
replicate, for any area g, the sample size for the area ng is less than 2 (violating assumption
A7), we will resample from strata until the sample size for each area is not less than 2.
The following estimators were investigated:
1. Estimation by the Robust Estimator (RE) algorithm in Section 3.2.1: σ̂2u, σ̂
2
e , β̂,
2. Fuller’s estimation (Battese et al., 1988) for σ2u, σ
2
e and GLS estimation for β: σ̂
2
uF , σ̂
2
eF , β̂F .
R 1 0.75 0.5 0.25 0
Bias(β̂0) -0.0958 -0.0979 -0.1051 -0.1068 -0.1121
Bias(β̂1) -0.1731 -0.1311 -0.0777 -0.0146 0.0168
Bias(σ̂2u) 0.0941 0.0905 0.0760 0.0763 0.0787
Bias(σ̂2e) -7e-04 0.0227 0.0137 0.0172 0.0120
RMSE(β̂0) 0.2794 0.2699 0.2914 0.2966 0.3047
RMSE(β̂1) 0.6635 0.5781 0.5083 0.3769 0.2594
RMSE(σ̂2u) 0.3965 0.4109 0.4052 0.4334 0.4351
RMSE(σ̂2e) 0.5118 0.5126 0.5256 0.5155 0.5441
Table 3.1 Bias, root mean square error for β, σ2u and σ
2
e for Robust Estima-
tion (RE) across different scenarios determined by the variance
ratio R.
Tables 3.1 and 3.2 display the bias, root mean square error for β, σ2u and σ
2
e for Robust
Estimation (RE) and Fuller’s estimation across different scenarios. If for one sampling, some
area has sample size less than 2, we will resample from the population. So the actual sampling
number is more than the replication number which is 1000 in the simulation and they are 1112,
1080, 1055, 1026 and 1006 according to scenarios with R = 1, 0.75, 0.5, 0.25, 0 respectively.
From the actual sampling numbers, we can find as the R decreases which means the relation
between the inclusion probability correlated with the random components become weaker, the
samples are more possible randomly selected from the finite population.
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R 1 0.75 0.5 0.25 0
Bias(β̂0) 0.2605 0.2209 0.1706 0.1060 -0.0474
Bias(β̂1) -0.1771 -0.1279 -0.0817 -0.0180 0.0186
Bias(σ̂2u) -0.1248 -0.0913 -0.0465 0.0113 0.1163
Bias(σ̂2e) 0.3486 0.2679 0.1950 0.0949 0.0219
RMSE(β̂0) 0.2683 0.2295 0.1811 0.1232 0.0756
RMSE(β̂1) 0.6394 0.5531 0.4694 0.3289 0.1653
RMSE(σ̂2u) 0.1860 0.1738 0.1496 0.1433 0.1883
RMSE(σ̂2e) 1.3507 1.1995 1.0083 0.6978 0.3812
Table 3.2 Bias, root mean square error for β, σ2u and σ
2
e for Fuller’s estima-
tion across different scenarios determined by the variance ratio
R.
For β, our robust estimation displays smaller bias comparing to Fuller’s estimation. It sup-
ports our estimator’s consistency under unequal selection probability conditional on the finite
population. As the design relation grows weaker (R decreasing), the bias difference decreases
between the two estimators, and Fuller’s estimation becomes less biased. In particular, the
bias for β0 is less than our robust estimation for R = 0.25, 0 and the bias for β1 is less than
our robust estimation for all R = 0. But the RMSE for β is less than our robust estimation
for R.
For σ2u, our robust estimation displays smaller bias comparing to Fuller’s estimation when
R = 1, 0.75. As the design relation grows weaker (R decreasing), the bias difference decreases
between the two estimators, and Fuller’s estimation becomes less biased. In particular, when
R = 0.5, 0.25 the bias is less than our robust estimation. But the bias is bigger than that of
our robust estimation for R = 0. But the RMSE is less than our robust estimation for all R.
For σ2e , our robust estimation displays smaller bias comparing to Fuller’s estimation for all
R. As the design relation grows weaker (R decreasing), the bias difference decreases between
the two estimators, and Fuller’s estimation becomes less biased. Our robust estimation displays
less RMSE when R > 0, and as the R decreases, the difference between the two estimators
become less. The RMSE for Fuller’s estimation is less than our robust estimation for R = 0.
Overall, the less bias properties for our robust estimator shows that the proposed estima-
tor is robust to unequal selection probabilities when the selection probabilities are strongly
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correlated to the random error components of observations.
3.3 Small Area Estimation
3.3.1 Small Area Mean Estimator
If the full population were observed, the area mean estimators based on such nested-error
regression models are statistics designed to estimate the parameters
θg =
1
Ng
∑
i∈Ug
xTi β + ug, g = 1, . . . , G. (3.10)
If the model parameters were known, the population-level area mean estimators would be the
BLUP and are given by
θ˜g =
1
Ng
∑
i∈Ug
xTi β +
γg
Ng
∑
i∈Ug
(yi − xTi β), g = 1, · · · , G, (3.11)
where γg =
σ2u
σ2u+σ
2
e/Ng
. Since σ2u, σ
2
e and β are unknown, BLUP are not usable until we estimate
these model parameters. When we observe all the elements in the finite population, we derive
the population-level EBLUP estimator for the area mean as
θgpop =
1
Ng
∑
i∈Ug
xTi βpop +
γgpop
Ng
∑
i∈Ug
(yi − xTi βpop), g = 1, · · · , G, (3.12)
where γgpop =
σ2upop
σ2upop+σ
2
epop/Ng
. This population estimator has been popularly investigated for
the nested-error regression model. Its uncertainty is measured by its mean square error (MSE).
Prasad and Rao (1990) showed the explicit approximate expression for its MSE which is of
order O(N−1g ). Under the assumption that Ng increases to infinity, θ˜gpop is a model consistent
population level estimator.
Suppose now that the full population is unobserved and instead we observed a sample
obtained according to a random sampling design. When we replace the unknown parameters
in the estimator θgpop in (3.12) by the estimators defined in the previous section, and also
make use of inclusion probability to adjust the unequal sample selection probability, we obtain
a sample-based estimator for the area mean as
θ̂g =
1
Ng
∑
i∈Ug
xTi β̂ +
γ̂g
Ng
∑
i∈Sg
(yi − xTi β̂)
pii
, g = 1, · · · , G, (3.13)
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where γ̂g =
σ̂2u
σ̂2u+σ̂
2
e/Ng
.
Theorem 3.3.1 Under Assumptions A7 to A13, the estimator θ̂g for all g = 1, . . . , G is design
consistent with the population estimators θgpop defined in (3.12) for parameters θg in model
(3.1), conditional on the finite population F , in the sense that
θ̂g − θgpop
∣∣∣F = Op(n−1/2g ).
The proof of Theorem 3.3.1 is given in Appendix D.
In the sampling context, the target quantity we are interested in is the true mean of area
θgT defined as
θgT =
1
Ng
∑
i∈Ug
yi. (3.14)
We can decompose the difference between θ̂g and θgT as (θ̂g− θgpop)+ (θgpop− θg)+ (θg− θgT ).
We showed that θ̂g− θgpop vanishes in probability with respect to the design in Theorem 3.3.1.
The model based uncertainty for θgpop − θg has been measured by an explicitly approximate
expression for its MSE (Prasad and Rao, 1990). The approximate expression for MSE can
be written as gg1(σ2u) + gg2(σ
2
u) + gg3(σ
2
u) which is similar to the MSE decomposition for Fay-
Herriot model. Although the order for the Fay-Herriot model is O(1) because of its gg1(σ2u) =
σ2uDg/(σ
2
u + Dg) = O(1) (Prasad and Rao, 1990), the nested-error regression model is of
order O(N−1g ) because gg1(σ2u) = (1 − γg)σ2u where γg = σ
2
u
σ2u+σ
2
e/Ng
which indicates 1 − γg =
σ2e/Ng
σ2u+σ
2
e/Ng
= O(N−1g ) (Prasad and Rao, 1990). The difference for θg − θgT equals to 1Ng
∑
i∈Ug
ei
which goes to 0 and MSE as O(N−1g ) as the finite population is a realization of superpopulation
for the nested-error regression model (3.1) and area population size Ng increases to infinity.
Overall, the order in probability under the model for MSE of (θgpop − θg) and (θg − θgT ) are
O(N−1g ).
Combining these results, we obtain that θ̂g is jointly design and model consistent for θgT .
We also obtain that the difference between θ̂g and θgpop is θ̂g − θgpop = Op(n−1/2g ) with respect
to the design, and the difference between θgpop and θgT under the model is θgpop − θgT =
Op(N
−1/2
g ). Hence, assuming both random processes can be combined, the convergence in
joint design-model probability is θ̂g − θgT = Op(n−1/2g +N−1/2g ).
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3.3.2 Finite Sample Performance
We have performed an extensive simulation study to evaluate the finite sample performance
of the proposed θ̂g under a variety of scenarios varying the strength of the informativeness of
the design as in Section 2.2, with the detailed results for all small areas described in Appendix
E. We summarize some of the results aggregated over the small areas here.
The model set up and simulation scenarios are same as the previous simulation section.
Three estimators were investigated:
1. Estimator with parameter estimation by the Robust Estimator (RE) algorithm plugged
in (3.13), denoted as θ̂gR,
2. Fuller’s estimator as defined in (Battese et al., 1988), denoted as θ̂gF ,
3. Estimator with parameter estimation plugged in by Fuller’s estimation, denoted as θ̂gFp =
1
Ng
∑
i∈Ug
xTi β̂ +
γ̂g
ng
∑
i∈Sg
(yi − xTi β̂).
We compared these three estimators in relation to three different population level targets:
1. the θgpop in (3.12),
2. the θgT in (3.14),
3. the θg in (3.10).
The quantity θgT is the true mean of area observations by the assumption that the finite
population is the realization of the superpopulation, and represents the true target of the
estimation procedure in the design-based context. The quantity θg is the model-based quantity
most commonly targeted by small area estimator. Finally, the θgpop is the quantity directly
estimated by the design-based estimator θ̂gR.
We investigated the bias, variance and root mean square error for θ̂gR, θ̂gF and θ̂gFp com-
paring to population estimator θgpop, true mean θgT and θg in across the different scenarios.
Tables 3.3, 3.4, 3.5 and 3.6 show the comparisons over all areas across different scenarios
defined by the ratio R comparing with population estimator θgpop, true mean of area θgT and
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R 1 0.75 0.5 0.25 0
V ar(θ̂gR) 0.3020 0.2873 0.2754 0.2632 0.2540
V ar(θ̂gF ) 0.1169 0.1078 0.1021 0.0948 0.0905
V ar(θ̂gFp) 0.1123 0.1041 0.0989 0.0923 0.0884
Table 3.3 Variance for θ̂gR, θ̂gF and θ̂gFp over all areas comparing to pop-
ulation estimator θgpop across different scenarios determined by
the variance ratio R.
R 1 0.75 0.5 0.25 0
Bias(θ̂gR) -0.0056 -0.0033 -0.0031 -1e-04 -0.0045
Bias(θ̂gF ) 0.2951 0.2570 0.2080 0.1448 -0.0064
Bias(θ̂gFp) 0.3012 0.2617 0.2114 0.1469 -0.0064
RMSE(θ̂gR) 0.5499 0.5362 0.5251 0.5135 0.5044
RMSE(θ̂gF ) 0.4824 0.4445 0.4053 0.3593 0.3135
RMSE(θ̂gFp) 0.4914 0.4524 0.4110 0.3629 0.3139
Table 3.4 Bias, variance and root mean square error for θ̂gR, θ̂gF and θ̂gFp
over all areas comparing to population estimator θgpop across
different scenarios determined by the variance ratio R.
area mean θg respectively. Comparing to all three population level estimators, our proposed
estimator perform less bias than θ̂gF with Fuller’s estimation and θ̂gFp through all different
R scenarios. The bias difference decreases as R decreases, and when R = 0, our proposed
estimator performs slightly less bias. But one drawback of our proposed estimator is it performs
bigger variance which causes the bigger RMSE. Although as R decreases, the variance difference
slightly decreased comparing to those of θ̂gF with Fuller’s estimation and θ̂gFp, the other two
estimators still dominate with less variance and RMSE.
Tables E.1 to E.42 in Appendix E show the bias, variance and root mean square error for
θ̂gR, θ̂gF and θ̂gFp across different scenarios determined by the variance ratio R with respect to
population estimator θgpop, true mean of area θgT and area mean θg by areas. The performance
in each area is similar to over all areas. Our proposed estimator perform less bias but more
variance comparing to the other estimators. The bias difference decreases as R decreases, and
when R = 0, our proposed estimator performs slightly less bias. But our proposed estimator
still performs bigger variance and RMSE when R decreases.
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R 1 0.75 0.5 0.25 0
Bias(θ̂gR) -0.0056 -0.0033 -0.0031 -1e-04 -0.0045
Bias(θ̂gF ) 0.2951 0.2570 0.2080 0.1448 -0.0064
Bias(θ̂gFp) 0.3012 0.2617 0.2114 0.1469 -0.0064
RMSE(θ̂gR) 0.5499 0.5363 0.5252 0.5135 0.5044
RMSE(θ̂gF ) 0.4837 0.4459 0.4066 0.3605 0.3145
RMSE(θ̂gFp) 0.4929 0.4539 0.4125 0.3643 0.3151
Table 3.5 Bias, variance and root mean square error for θ̂gR, θ̂gF and θ̂gFp
over all areas comparing to true mean of area θgT across different
scenarios determined by the variance ratio R.
R 1 0.75 0.5 0.25 0
Bias(θ̂gR) -0.0234 -0.0211 -0.0209 -0.0179 -0.0223
Bias(θ̂gF ) 0.2772 0.2392 0.1902 0.1270 -0.0242
Bias(θ̂gFp) 0.2834 0.2439 0.1936 0.1291 -0.0242
RMSE(θ̂gR) 0.5551 0.5410 0.5303 0.5182 0.5095
RMSE(θ̂gF ) 0.4748 0.4375 0.3993 0.3558 0.3193
RMSE(θ̂gFp) 0.4832 0.4448 0.4045 0.3588 0.3194
Table 3.6 Bias and root mean square error for θ̂gR, θ̂gF and θ̂gFp over
all areas comparing to area mean θg across different scenarios
determined by the variance ratio R.
3.4 Conclusion
The primary objective of this chapter is to estimate area mean when the sample is selected
from the population with unequal probabilities, especially when the probabilities are correlated
to the random model components. In the process we developed new estimators of the model
parameters and studied their theoretical and numerical properties extensively. The proposed
estimators exhibited significantly less bias than unweighted estimators for moderate sample
sizes even for weak correlation between the selection probabilities and the random components.
We have used the classical concept of BLUP for the estimators. We derive the estimator
by incorporating the inclusion probabilities. After deriving their expression, we studied their
consistency properties. The numerical study shows the usefulness of our proposed method
especially with less bias performance.
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But there is still some concerns about the proposed estimators. In particular, the numerical
study shows that both the parameter estimators and area mean estimators exhibit larger RMSE
than unweighted estimators, which is caused by large variance. To improve the estimators, we
intend to investigate ratio versions of the model parameter estimates in 3.2.1, which should
reduce their variance compared to the Horwitz-Thompson version used in the current chapter.
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APPENDIX A. Theorems Proof for Chapter 1
The proof of Theorem 1.2.1 comes directly from the following lemma:
Lemma A.0.1 Under Assumption A1, A2 and A3, s ≥ 1:
E(σ̂2u − σ2u)2s = O(n−s)
E(β̂ − β)2s = 1×O(n−s).
Proof of Lemma A.0.1.
We will prove it by recursion after showing that the initial estimates σ̂2(0)u , β̂
(0)
.
First, we prove the initial estimates σ̂2(0)u , β̂
(0)
:
E(σ̂2(0)u − σ2u)2s = O(n−s)
E(β̂
(0) − β)2s = 1×O(n−s).
The proof for the estimate σ̂2(0)u is similar to the proof of Lemma A.6 in Prasad and Rao
(1990).
We know that
σ̂2(0)u = max(
1
n− p [
n∑
i=1
(yi − xTi β̂
(0)
)2 −
n∑
i=1
Di(1− h˜ii)], 0),
so we define
σ˜2u =
1
n− p [
n∑
i=1
(yi − xTi β̂
(0)
)2 −
n∑
i=1
Di(1− h˜ii)].
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Then we get
E(σ̂2(0)u − σ2u)2s = E
[
(σ̂2(0)u − σ2u)2s|σ˜2u < 0
]
Pr(σ˜2u < 0)
+E
[
(σ̂2(0)u − σ2u)2s|σ˜2u ≥ 0
]
Pr(σ˜2u ≥ 0)
≤ E(σ˜2(0)u − σ2u)2s + (σ2u)2s Pr(σ˜2u < 0)
= A1 + (σ2u)
2sA2.
We will prove A1 = O(n−s) and A2 = O(n−s) separately.
For A1,
σ˜2(0)u − σ2u =
1
n− p
[
n∑
i=1
(yi − xTi β̂
(0)
)2 −
n∑
i=1
Di(1− h˜ii)
]
− σ2u
=
1
n− p
[
n∑
i=1
(yi − xTi β + xTi β − xTi β̂
(0)
)2 −
n∑
i=1
Di(1− h˜ii)
]
− σ2u
=
1
n− p
[
n∑
i=1
(yi − xTi β)2 − (β̂
(0) − β)T (XTX)(β̂(0) − β)−
n∑
i=1
(Di + σ2u)(1− h˜ii)
]
=
1
n− p
[
n∑
i=1
((yi − xTi β)2 − σ2u −Di)(1− h˜ii))
]
− 1
n− p
∑∑
i6=j
xTi (ui + εi)(uj + εj)(X
TX)xj
 .
So we get
E(σ˜2(0)u − σ2u)2s ≤ 22s−1
1
(n− p)2sE
[
n∑
i=1
((yi − xTi β)2 − σ2u −Di)(1− h˜ii))
]2s
+22s−1
1
(n− p)2sE
∑∑
i6=j
xTi (ui + εi)(uj + εj)(X
TX)xj
2s
= O(n−s)
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by assumption A2 and A3.
For A2,
Pr(σ˜2(0)u < 0) = Pr(σ˜
2(0)
u − σ2u < −σ2u)
≤ Pr(|σ˜2(0)u − σ2u| ≥ σ2u)
≤ (σ2u)−2sE(σ˜2(0)u − σ2u)2s
by Markov’s inequality. Now we can use A1 = O(n−s) to get A2 = O(n−s). The result then
follows directly.
For the estimate β̂
(0)
. We compute that
E(β̂
(0) − β)2s = E[(XTX)−1XTY − β]2s
= E[(XTX)−1
n∑
i=1
xi(ui + εi)]2s
= 1×O(n−s)
by assumption A1, A2 and A3.
For the recursive portion of the proof, we suppose that the expectation for the kth estimates
are consistent, and we will prove that if this is true, then the expectation of the k+1th estimates
are consistent.
We consider β̂
(k+1)
first, given the consistency of expectation of β̂
(k)
and σ̂2(k)u . We compute
E(β̂
(k+1) − β)2s = E[(X∗TX∗)−1(X∗T Ŷ ∗(k))− β]2s
= E
[
(X∗TX∗)−1
n∑
i=1
x∗i
Di
σ2u +Di
(u∗i + ε
∗
i )
+
{
−(X∗TX∗)−1
n∑
i=1
x∗i
Di
(σ˜2(k)u +Di)2
(u∗i + ε
∗
i )
−(X∗TX∗)−1
n∑
i=1
x∗i
Di
(σ˜2(k)u +Di)2
x∗Ti (β − β˜
(k)
)
}
(σ̂2(k)u − σ2u)
+(X∗TX∗)−1
n∑
i=1
x∗i
σ˜
2(k)
u
σ˜
2(k)
u +Di
x∗Ti (β̂
(k) − β)
]2s
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by Taylor expansion, where σ˜2(k)u is between σ̂
2(k)
u and σ2u, β˜
(k)
is between β̂
(k)
and β.
Then we compute that
E(β̂
(k+1) − β)2s ≤ 32s−1E
[
(X∗TX∗)−1
n∑
i=1
x∗i
Di
σ2u +Di
(u∗i + ε
∗
i )
]2s
+32s−1E
[{
−(X∗TX∗)−1
n∑
i=1
x∗i
Di
(σ˜2(k)u +Di)2
(u∗i + ε
∗
i )
−(X∗TX∗)−1
n∑
i=1
x∗i
Di
(σ˜2(k)u +Di)2
x∗Ti (β − β˜
(k)
)
}
(σ̂2(k)u − σ2u)
]2s
+32s−1E
[
(X∗TX∗)−1
n∑
i=1
x∗i
σ˜
2(k)
u
σ˜
2(k)
u +Di
x∗Ti (β̂
(k) − β)
]2s
= O(n−s)
by assumption A1, A2 and A3, and the expectation for the kth estimates are consistent. This
proves that the expectation of β̂
(k+1)
is consistent if the expectations of the kth estimates are
consistent.
Next, we prove the consistency of the expectation of σ̂2(k+1)u . We compute that
E(σ̂2(k+1)u − σ2u)2s = E
 1
n
σ̂2(k)u
n∑
i=1
(yi − xTi β̂
(k+1)
)2
σ̂
2(k)
u +Di
− σ2u
2s
= E
 1
n
σ2u
n∑
i=1
(yi − xTi β)2
σ2u +Di
− σ2u +
1
n
n∑
i=1
Di(yi − xTi β˜
(k+1)
)2
(σ˜2(k)u +Di)2
(σ̂2u − σ2(k)u )
+
1
n
n∑
i=1
2σ˜2(k)u (yi − xTi β˜
(k+1)
)xTi
σ˜
2(k)
u +Di
(β̂
(k+1) − β)
2s
≤ 32s−1E
[
1
n
σ2u
n∑
i=1
(yi − xTi β)2
σ2u +Di
− σ2u
]2s
+ 32s−1E
 1
n
n∑
i=1
Di(yi − xTi β˜
(k+1)
)2
(σ˜2(k)u +Di)2
(σ̂2u − σ2(k)u )
2s
+32s−1E
 1
n
n∑
i=1
2σ˜2(k)u (yi − xTi β˜
(k+1)
)xTi
σ˜
2(k)
u +Di
(β̂
(k+1) − β)
2s
= O(n−s)
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by Taylor expansion, where σ˜2(k)u is between σ̂
2(k)
u and σ2u, β˜
(k+1)
is between β̂
(k+1)
and β,
assumption A1, A2 and A3, and the expectation for the kth estimates and β̂
(k+1)
are consistent.
This proves that the expectation of σ̂2(k+1)u is consistent if the expectations of the kth estimates
are consistent.
Proof of Theorem 1.2.2.
We will prove the asymptotic distribution of β̂ and σ̂2 by Linderberg CLT after showing
the expansion to the estimates β̂ and σ̂2.
First we consider the estimate β̂. Because the estimates converge finally, kth and k − 1th
estimates are nearly same, that is β̂
(k)
= β̂
(k−1)
. Then we we can compute
β̂
(k)
= (X∗TX∗)−1(X∗T Ŷ
∗(k−1)
)
= (X∗TX∗)−1
n∑
i=1
x∗i
Di
σ̂
2(k)
u +Di
y∗i + (X
∗TX∗)−1
n∑
i=1
x∗i
σ̂
2(k)
u
σ̂
2(k)
u +Di
x∗Ti β̂
(k)
.
After moving (X∗TX∗)−1
∑n
i=1 x
∗
i
σ̂
2(k)
u
σ̂
2(k)
u +Di
x∗Ti β̂
(k)
to the other side, we get that
β̂ − (X∗TX∗)−1
n∑
i=1
x∗i
σ̂2u
σ̂2u +Di
x∗Ti β̂ = (X
∗TX∗)−1
n∑
i=1
x∗i
√
Di
σ̂2u +Di
(x∗iβ + ui + εi)
β̂ = β + (
n∑
i=1
xix
T
i
σ̂2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ̂2u +Di
.
We use Taylor expansion to the expression above, and by Theorem 1.2.1, assumptions A1,
A2 we get
β̂ = β + (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
+
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
]
(σ̂2u − σ2u)
−
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
(σ2u +Di)2
]
(σ̂2u − σ2u) + 1× op(n−
1
2 )
= β + (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
+B1 +B2 + 1× op(n− 12 ).
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We will prove (
∑n
i=1
xixTi
σ2u+Di
)−1
∑n
i=1
xi(ui+εi)
σ2u+Di
= 1 × Op(n− 12 ), B1 = 1 × op(n− 12 ) and B2 =
1× op(n− 12 ) separately.
For B1,
B1 =
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
]
(σ̂2u − σ2u)
= B11(σ̂2u − σ2u).
The term B11 is 1×Op(n− 12 ) because it has expectation 0 and
Var
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
]
=
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
]
= 11T ×O(n−1)
by assumptions A1, A2. Therefore by Theorem 1.2.1, the result for B1 follows directly.
We prove B2 in a similar way. Note that
B2 = −
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
(σ2u +Di)2
]
(σ̂2u − σ2u)
= B21(σ̂2u − σ2u).
The term B21 is 1×Op(n− 12 ) because it has expectation 0 and
Var
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
(σ2u +Di)2
]
=
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)3
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
]
= 11T ×O(n−1)
by assumptions A1, A2. Therefore by Theorem 1.2.1, the result for B2 follows directly.
This gives the approximation for β̂ as
β̂ − β = (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
+ 1× op(n− 12 ).
Note that
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
= 1×Op(n− 12 )
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because it has expectation 0 and variance 11T ×O(n−1), which is consistent to the result for
Theorem 1.2.1.
Next we consider σ̂2u. We use the Taylor expansion again and get that
σ̂2u =
1
n
σ̂2(k)u
n∑
i=1
(yi − xTi β̂)2
σ̂
2(k)
u +Di
=
1
n
σ2u
n∑
i=1
(yi − xTi β)2
σ2u +Di
− 1
n
σ2u
n∑
i=1
2(yi − xTi β)xTi (β̂ − β)
σ2u +Di
+
1
n
n∑
i=1
Di(yi − xTi β)2(σ̂2u − σ2u)
(σ2u +Di)2
+ op(n−
1
2 )
by assumptions A1, A2 and Theorem 1.2.1.
After simplification, we get that
(σ̂2u − σ2u) =
[
1
n
n∑
i=1
σ2u
σ2u +Di
]−1 [
1
n
σ2u
n∑
i=1
(ui + εi)2
σ2u +Di
− σ2u
]
−
[
1
n
n∑
i=1
σ2u
σ2u +Di
]−1
1
n
σ2u
n∑
i=1
2(yi − xTi β)xTi (β̂ − β)
σ2u +Di
+
[
1
n
n∑
i=1
σ2u
σ2u +Di
]−1
1
n
n∑
i=1
Di
{
(yi − xTi β)2 − (σ2u +Di)
}
(σ̂2u − σ2u)
(σ2u +Di)2
+ op(n−
1
2 )
=
[
1
n
n∑
i=1
σ2u
σ2u +Di
]−1 [
1
n
σ2u
n∑
i=1
(ui + εi)2
σ2u +Di
− σ2u
]
+ S1 + S2 + op(n−
1
2 ).
We prove that
[
1
n
∑n
i=1
σ2u
σ2u+Di
]−1 [
1
nσ
2
u
∑n
i=1
(ui+εi)
2
σ2u+Di
− σ2u
]
= Op(n−
1
2 ), S1 = op(n−
1
2 ) and
S2 = op(n−
1
2 ) separately.
First, note that
[
1
n
∑n
i=1
σ2u
σ2u+Di
]−1 [
1
nσ
2
u
∑n
i=1
(ui+εi)
2
σ2u+Di
− σ2u
]
= Op(n−
1
2 ) because it has ex-
pectation 0 and
Var
[ 1
n
n∑
i=1
σ2u
σ2u +Di
]−1 [
1
n
σ2u
n∑
i=1
(ui + εi)2
σ2u +Di
− σ2u
] = O(n−1)
by assumption A 2 and A 3.
For S1,
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S1 = −
[
1
n
n∑
i=1
σ2u
σ2u +Di
]−1
1
n
σ2u
n∑
i=1
2(yi − xTi β)xTi (β̂ − β)
σ2u +Di
= S11(β̂ − β).
The term S11 is Op(n−
1
2 ) because it has expectation 0 and
Var
− [ 1
n
n∑
i=1
σ2u
σ2u +Di
]−1
1
n
σ2u
n∑
i=1
2(yi − xTi β)xTi
σ2u +Di
 = O(n−1)
by assumption A 1, A 2 and A 3. β̂ − β = Op(n− 12 ) by Theorem 1.2.1. Therefore, the result
for S1 follows. Similarly, we get the result for S2. So we can write σ̂2u as
(σ̂2u − σ2u) =
[
1
n
n∑
i=1
σ2u
σ2u +Di
]−1 [
1
n
σ2u
n∑
i=1
(ui + εi)2
σ2u +Di
− σ2u
]
+ op(n−
1
2 ).
Combining the simplifications for β̂ and σ̂2u, we get that

β̂ − β
σ̂2u − σ2u
 =

(
∑n
i=1
xixTi
σ2u+Di
)−1
∑n
i=1
xi(ui+εi)
σ2u+Di
( 1n
∑n
i=1
σ2u
σ2u+Di
)−1
{
1
nσ
2
u
∑n
i=1
(ui+εi)
2
σ2u+Di
− σ2u
}
+ op(n−
1
2 ).
The asymptotic distribution for β̂ and σ̂2u then follows directly from the assumption A1,
A2 and A3 and the Linderberg CLT.
Proof of Theorem 1.2.3.
We will prove them separately.
Result for V̂ ββT comes directly from the Talyor expansion.
For V̂ σ2uσ2u , we use Talyor expansion and get
nV̂ σ2uσ2u =
n2
(
∑n
i=1
1
σ̂2u+Di
)2
[
1
n
(
n∑
i=1
(yi − xTi β̂)4
(σ̂2u +Di)2
)− 1
]
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=
n2
(
∑n
i=1
1
σ2u+Di
)2
[
1
n
(
n∑
i=1
(yi − xTi β)4
(σ2u +Di)2
)− 1
]
+
n2
(
∑n
i=1
1
σ2u+Di
)2
[
− 1
n
(
n∑
i=1
4xTi (yi − xTi β)3
(σ2u +Di)2
)
]
(β̂ − β)
+
{
2((
n∑
i=1
1
σ2u +Di
))−3(
n∑
i=1
n2
(σ2u +Di)2
)[
1
n
(
n∑
i=1
(yi − xTi β)4
(σ2u +Di)2
)− 1]
+
n2
(
∑n
i=1
1
σ2u+Di
)2
[
−2
n
(
n∑
i=1
(ui + εi)4
(σ2u +Di)3
)]
 (σ̂2u − σ2u) + op(n− 12 )
= V S1 + V S2 + V S3 + op(n−
1
2 ).
We will prove V S1 = nV σ2uσ2u +Op(n
− 1
2 ), V S2 = Op(n−
1
2 ) and V S3 = Op(n−
1
2 ) separately.
For term V S1, it has mean
E
 n2
(
∑n
i=1
1
σ2u+Di
)2
[
1
n
(
n∑
i=1
(yi − xTi β)4
(σ2u +Di)2
)− 1
]
=
n2
(
∑n
i=1
1
σ2u+Di
)2
[
1
n
(
n∑
i=1
E(yi − xTi β)4
(σ2u +Di)2
)− 1
n
(
n∑
i=1
(E(yi − xTi β)2)2
(σ2u +Di)2
)
]
= nV σ2uσ2u
and Variance
Var
 n2
(
∑n
i=1
1
σ2u+Di
)2
[
1
n
(
n∑
i=1
(yi − xTi β)4
(σ2u +Di)2
)− 1
]
=
n4
(
∑n
i=1
1
σ2u+Di
)4
[
1
n2
(
n∑
i=1
Var[(ui + εi)4]
(σ2u +Di)4
)]
= O(n−1)
by assumption A 1, A 2 and A 3. Therefore, the result for V S1 follows.
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For V S2,
V S2 =
n2
(
∑n
i=1
1
σ2u+Di
)2
[
1
n
(
n∑
i=1
xTi (yi − xTi β)3
(σ2u +Di)2
)
]
(β̂ − β)
= V S21 × (β̂ − β).
The term V S21 is Op(1) because it has mean O(1) and Variance O(n−1) by assumption A
1, A 2 and A 3. Therefore, the result for V S2 follows directly by Theorem 1.2.1.
For term V S3,
V S3 =
{
2((
n∑
i=1
1
σ2u +Di
))−3(
n∑
i=1
n2
(σ2u +Di)2
)[
1
n
(
n∑
i=1
(yi − xTi β)4
(σ2u +Di)2
)− 1]
+
n2
(
∑n
i=1
1
σ2u+Di
)2
[
−2
n
(
n∑
i=1
(ui + εi)4
(σ2u +Di)3
)]
 (σ̂2u − σ2u)
= (V S31 + V S32)(σ̂2u − σ2u).
The term V S31 and V S32 are both Op(1) because they have mean O(1) and variance O(n−1)
by assumption A1, A2 and A3. Therefore, the result for V S3 follows directly by Theorem 1.2.1.
Combining the results for V S1, V S2 and V S3, this proves the consistency for V̂ σ2uσ2u .
We prove the consistency for V̂ βσ2u next. We use Taylor expansion and get
V̂ βσ2u
=
(
n∑
i=1
xix
T
i
σ̂2u +Di
)−1 n∑
i=1
xi(yi − xTi β̂)3
(σ̂2u +Di)2
(
n∑
i=1
1
σ̂2u +Di
)−1
= n(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)3
(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−1
−n(
n∑
i=1
xix
T
i
σ2u +Di
)−13
n∑
i=1
xi(ui + εi)2xTi
(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−1(β̂ − β)
+
{
n(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)3
(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−1
64
−2n(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)3
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−1
+n(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)3
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2 (
n∑
i=1
1
(σ2u +Di)2
)
}
(σ̂2u − σ2u)
+1× op(n− 12 )
= V B1 + V B2 + V B3 + 1× op(n− 12 ).
We will prove V B1 = nV βσ2u+1×Op(n
− 1
2 ), V B2 = 1×Op(n− 12 ) and V B3 = 1×Op(n− 12 )
separately.
For term V B1, it has mean
E
(
n(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)3
(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−1
)
= n(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xiE(ui + εi)3
(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−1
= nV βσ2u
and variance
Var
(
n(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)3
(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−1
)
= n2(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xix
T
i Var[(ui + εi)
3]
(σ2u +Di)4
(
n∑
i=1
1
σ2u +Di
)−2(
n∑
i=1
xix
T
i
σ2u +Di
)−1
= 1×O(n−1)
by assumption A1, A2 and A3. Therefore, the result for V B1 follows.
For V B2,
V B2 = −n(
n∑
i=1
xix
T
i
σ2u +Di
)−13
n∑
i=1
xi(ui + εi)2xTi
(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−1(β̂ − β)
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= V B21 × (β̂ − β).
The term V B21 is Op(1) because it has mean O(1) and Variance O(n−1) by assumption
A1, A2 and A3. Therefore, the result for V B2 follows directly by Theorem 1.2.1.
For term V B3,
V B3 =
{
n(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)3
(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−1
−2n(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)3
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−1
+n(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)3
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2 (
n∑
i=1
1
(σ2u +Di)2
)
}
(σ̂2u − σ2u)
= (V B31 + V B32 ++V B33)(σ̂2u − σ2u).
The term V B31, V B32 and V B33 are all Op(1) because they have mean O(1) and variance
O(n−1) by assumption A1, A2 and A3. Therefore, the result for V B3 follows directly from
Theorem 1.2.1. Combining the results for V B1, V B2 and V B3, this proves the consistency for
V̂ βσ2u
.
Proof of Theorem 1.3.1.
We compute that
E(θ∗i − θi)2 = E(θ∗i − θ˜i)2 + E(θ˜i − θi)2 + 2E(θ∗i − θ˜i)(θ˜i − θi).
We will prove that
E(θ˜i − θi)2 = Diσ
2
u
σ2u +Di
E(θ∗i − θ˜i)2 = [
Di
σ2u +Di
]2xTi V ββTxi + [
Di
σ2u +Di
]2
1
(σ2u +Di)
V σ2uσ2u +O(n
−2)
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2E(θ∗i − θ˜i)(θ˜i − θi) = 2
D2i σ
2
u
(σ2u +Di)4
(
n∑
i=1
1
σ2u +Di
)−1
{
−Eu
4
i
σ2u
− 3Di + 3σ2u +
Eε4i
Di
}
+O(n−2)
separately.
For the term E(θ˜i − θi)2, note that
E(θ˜i − θi)2 = E
{
σ2u
σ2u +Di
(ui + εi)− ui
}2
=
Diσ
2
u
σ2u +Di
.
For the term E(θ∗i − θ˜i)2, we compute
E(θ∗i − θ˜i)2 = E
{
Di
σ2u +Di
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
+
Di
(σ2u +Di)2
(ui + εi)(
n∑
i=1
1
σ2u +Di
)−1[
n∑
i=1
(ui + εi)2
σ2u +Di
− n]
}2
.
After simplification, we derive that
E(θ∗i − θ˜i)2 =
D2i
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
+
D2i
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2
n∑
i=1
E(ui + εi)4
(σ2u +Di)2
− nD
2
i
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2)
by assumption A1, A2 and A3.
From Theorem 1.2.2, we get
E(θ∗i − θ˜i)2 = (
Di
σ2u +Di
)2xTi V ββTxi + (
Di
σ2u +Di
)2
1
(σ2u +Di)
V σ2uσ2u +O(n
−2).
For the term E(θ∗i − θ˜i)(θ˜i − θi), we compute
E(θ∗i − θ˜i)(θ˜i − θi) =
{
Di
σ2u +Di
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
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+
Di
(σ2u +Di)2
(ui + εi)(
n∑
i=1
1
σ2u +Di
)−1[
n∑
i=1
(ui + εi)2
σ2u +Di
− n]
}
×
{
− Di
σ2u +Di
ui +
σ2u
σ2u +Di
εi
}
,
E(θ∗i − θ˜i)(θ˜i − θi) =
Diσ
2
u
(σ2u +Di)4
(
n∑
i=1
1
σ2u +Di
)−1E[(ui + εi)3εi]
− D
2
i
(σ2u +Di)4
(
n∑
i=1
1
σ2u +Di
)−1E[(ui + εi)3ui]
=
D2i σ
2
u
(σ2u +Di)4
(
n∑
i=1
1
σ2u +Di
)−1[−Eu
4
i
σ2u
− 3Di + 3σ2u +
Eε4i
Di
].
Combining these three terms, the result follows directly.
Proof of Theorem 1.3.2.
We use Taylor expansion to θ̂i where σ˜2 is between σ2and σ̂2u, β˜ is between βand β̂ and
get
θ̂i = xTi β̂ +
σ̂2u
σ̂2u +Di
(yi − xTi β̂)
= xTi β +
σ2u
σ2u +Di
(ui + εi)
+
Di
σ2u +Di
xTi (β̂ − β) +
Di
(σ2u +Di)2
(ui + εi)(σ̂2u − σ2u)
− Di
(σ2u +Di)3
(ui + εi)(σ̂2u − σ2u)2 −
Di
(σ2u +Di)2
xTi (β̂ − β)(σ̂2u − σ2u)
+
Di
(σ˜2u +Di)4
(yi − xTi β˜)(σ̂2u − σ2u)3 +
2Di
(σ˜2u +Di)3
xTi (β̂ − β)(σ̂2u − σ2u)2.
We will use Taylor expression to expand for β̂ − β and σ̂2u − σ2u separately.
For the term β̂ − β,
β̂ − β = (
n∑
i=1
xix
T
i
σ̂2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ̂2u +Di
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= (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
+
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
]
(σ̂2u − σ2u)
−
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
(σ2u +Di)2
]
(σ̂2u − σ2u) + g20(σ˜2u)(σ̂2u − σ2u)2
= (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
+ g21,
where
g21 =
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
]
(σ̂2u − σ2u)
−
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
(σ2u +Di)2
]
(σ̂2u − σ2u) + g22
g22 = g20(σ˜2u)(σ̂
2
u − σ2u)2.
For the term σ̂2u − σ2u, we use the Taylor expansion and after simplification, we get
σ̂2u − σ2u = (
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
+ (
1
n
n∑
i=1
σ2u
σ2u +Di
)−1(g43 + g42 + g41 + g40),
where
g43 =
1
n
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
(σ̂2u − σ2u)
=
1
n
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
×
{
(
n∑
i=1
1
σ2u +Di
)−1(
n∑
i=1
(ui + εi)2
σ2u +Di
− n)
+ (
1
n
n∑
i=1
σ2u
σ2u +Di
)−1(g43 + g42 + g41 + g40)
}
,
g42 = − 1
n
σ2u
n∑
i=1
2(ui + εi)xTi (β̂ − β)
σ2u +Di
= − 1
n
σ2u
n∑
i=1
2(ui + εi)xTi [(
∑n
i=1
xixTi
σ2u+Di
)−1
∑n
i=1
xi(ui+εi)
σ2u+Di
+ g21]
σ2u +Di
,
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g41 = − 1
n
n∑
i=1
Di(yi − xTi β)2(σ̂2u − σ2u)2
(σ2u +Di)3
+
1
n
σ2u
n∑
i=1
(β̂ − β)TxixTi (β̂ − β)
σ2u +Di
,
g40 = − 1
n
n∑
i=1
Di(yi − xTi β)(σ̂2u − σ2u)xTi (β̂ − β)
(σ2u +Di)2
1
n
n∑
i=1
Di(yi − xTi β˜)2(σ̂2u − σ2u)3
(σ˜2u +Di)4
+
1
3n
n∑
i=1
Di(β̂ − β)TxixTi (β̂ − β)(σ̂2u − σ2u)
(σ˜2u +Di)2
+
2
3n
n∑
i=1
Di(yi − xTi β˜)2(σ̂2u − σ2u)2xTi (β̂ − β)
(σ˜2u +Di)3
.
Then we plug in g40, g41, g42 and g43, and get
σ̂2u − σ2u = (
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
+
1
σ2u
(
n∑
i=1
1
σ2u +Di
)−2
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
(
n∑
i=1
(ui + εi)2
σ2u +Di
− n)
−(
n∑
i=1
1
σ2u +Di
)−1
n∑
i=1
(ui + εi)xTi (
∑n
i=1
xixTi
σ2u+Di
)−1
∑n
i=1
xi(ui+εi)
σ2u+Di
σ2u +Di
− 1
σ2u
(
n∑
i=1
1
σ2u +Di
)−3
{
n∑
i=1
Di(yi − xTi β)2
(σ2u +Di)3
}{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}2
+g5
= (
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
+ g50,
where
g5 = g44 + g45 + g46
g44 = +(
1
n
n∑
i=1
σ2u
σ2u +Di
)−2
1
n
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
(g43 + g42 + g41 + g40)
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g45 = −2(
n∑
i=1
1
σ2u +Di
)−1
n∑
i=1
(ui + εi)xTi g21
σ2u +Di
g46 = −( 1
n
n∑
i=1
σ2u
σ2u +Di
)−3
{
1
n
n∑
i=1
Di(yi − xTi β)2
(σ2u +Di)3
}
(g43 + g42 + g41 + g40)2
−2( 1
n
n∑
i=1
σ2u
σ2u +Di
)−2
{
1
n
n∑
i=1
Di(yi − xTi β)2
(σ2u +Di)3
}
(g43 + g42 + g41 + g40)
×(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
+ (
n∑
i=1
1
σ2u +Di
)−1gT21(
n∑
i=1
xix
T
i
σ2u +Di
)−1g21
+2(
n∑
i=1
1
σ2u +Di
)−1
n∑
i=1
(ui + εi)xTi (
∑n
i=1
xixTi
σ2u+Di
)−1g21
σ2u +Di
+ (
1
n
n∑
i=1
σ2u
σ2u +Di
)−1g40.
Then we plug it into β̂ − β and get
β̂ − β = (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
+
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
]
×(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
−
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
(σ2u +Di)2
]
(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
+g2,
where
g2 = (g21 − g22)g50 + g22.
Next we plug all these into equation (A.1) and after simplification, we get:
θ̂i = xTi β +
σ2u
σ2u +Di
(ui + εi) +
Di
σ2u +Di
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
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+
Di(ui + εi)
(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
+H1 +H2,
which equals
θ̂i = θ∗i +H1 +H2,
where
H1 =
Di
σ2u +Di
xTi
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
]
×(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
− Di
σ2u +Di
xTi
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
(σ2u +Di)2
]
(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
+
Di(ui + εi)
(σ2u +Di)2
1
σ2u
(
n∑
i=1
1
σ2u +Di
)−2
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
(
n∑
i=1
(ui + εi)2
σ2u +Di
− n)
−Di(ui + εi)
(σ2u +Di)2
(
1
n
n∑
i=1
σ2u
σ2u +Di
)−1
1
n
σ2u
n∑
i=1
(ui + εi)xTi (
∑n
i=1
xixTi
σ2u+Di
)−1
∑n
i=1
xi(ui+εi)
σ2u+Di
σ2u +Di
−Di(ui + εi)
(σ2u +Di)2
1
σ2u
(
n∑
i=1
1
σ2u +Di
)−3
{
n∑
i=1
Di(yi − xTi β)2
(σ2u +Di)3
}{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}2
−Di(ui + εi)
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}2
− Di
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
and
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H2 =
Di
σ2u +Di
xTi g2 +
Di(ui + εi)
(σ2u +Di)2
g5
−Di(ui + εi)
(σ2u +Di)3
g250 − 2
Di(ui + εi)
(σ2u +Di)3
g50(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
− Di
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
g50
− Di
(σ2u +Di)2
xTi g21(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
− Di
(σ2u +Di)2
xTi g21g50
+
Di
(σ˜2u +Di)4
(yi − xTi β˜)(σ̂2u − σ2u)3 +
2Di
(σ˜2u +Di)3
xTi (β̂ − β)(σ̂2u − σ2u)2.
We compute
E(θ̂i − θi)2 = E(θ∗i +H1 +H2 − θi)2
= E(θ∗i − θi)2 + E(H1 +H2)2 + 2E(H1 +H2)(θ∗i − θi)
= E(θ∗i − θi)2 + E(H1 +H2)2 + 2E(H1 +H2)(θ∗i − θ˜i) + 2E(H1 +H2)(θ˜i − θi).
We will prove
E(H1 +H2)(θ˜i − θi) = O(n−2)
E(H1 +H2)2 = O(n−2)
E(H1 +H2)(θ∗i − θ˜i) = O(n−2)
separately.
For the term EH1(θ˜i − θi),
EH1(θ˜i − θi) = E
{
(
σ2u
σ2u +Di
(ui + εi)− ui)H1
}
= E
{
(
σ2u
σ2u +Di
εi − Di
σ2u +Di
ui)H1
}
=
16∑
i=1
ti.
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We will prove each ti separately. And by assumption A1, A2 and A3, we get
16∑
i=1
ti = O(n−2).
Then the result for EH1(θ˜i − θi) follows directly.
Similarly we can get the result EH1(θ∗i − θ˜i) = O(n−2) and EH2(θ˜i − θi) = O(n−2).
Next we prove that EH21 = O(n
−2). We compute
H1 =
7∑
i=1
H1i.
We use the inequality property and get
H21 = (
7∑
i=1
H1i)2
≤ 16
7∑
i=1
H21i.
We prove each H21i = O(n
−2) separately by assumption A1, A2 and A3. Combining all the
H1i, we prove that EH21 = O(n
−2).
Next we prove EH22 = O(n
−3). We compute
H2 =
Di
σ2u +Di
xTi g2 +
Di(ui + εi)
(σ2u +Di)2
g5 − Di(ui + εi)(σ2u +Di)3
g250
−2Di(ui + εi)
(σ2u +Di)3
g50(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
− Di
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
g50
− Di
(σ2u +Di)2
xTi g21(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
− Di
(σ2u +Di)2
xTi g21g50
+
Di
(σ˜2u +Di)4
(yi − xTi β˜)(σ̂2u − σ2u)3 +
2Di
(σ˜2u +Di)3
xTi (β̂ − β)(σ̂2u − σ2u)2.
We use the inequality property and get
EH22 ≤ 16
9∑
i=1
EH22i.
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We will prove each EH22i = O(n
−3) separately.
For the term H221,
H221 =
D2i
(σ2u +Di)2
(xTi g2)
2.
We will prove E(xTi g2)
2 = O(n−3) where
g2 = (g21 − g22)g50 + g22.
We compute
E(xTi g2)
2 ≤ 2E
[
xTi (g21 − g22)g50
]2
+ 2E(xTi g22)
2
≤ 2
√
E
[
xTi (g21 − g22)
]4 E(g450) + 2E(xTi g22)2.
We will prove E(g450) = O(n
−4), E
[
xTi (g21 − g22)
]4
= O(n−4) and E(xTi g22)2 = O(n−4)
separately. For the term E(g450), by the inequality property, we get
Eg450 ≤ 64
1
σ8u
(
n∑
i=1
1
σ2u +Di
)−8E
[
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
(
n∑
i=1
(ui + εi)2
σ2u +Di
− n)
]4
+64(
1
n
n∑
i=1
σ2u
σ2u +Di
)−4
1
n4
σ8uE
 n∑
i=1
2(ui + εi)xTi (
∑n
i=1
xixTi
σ2u+Di
)−1
∑n
i=1
xi(ui+εi)
σ2u+Di
σ2u +Di

4
+64E
 1σ2u (
n∑
i=1
1
σ2u +Di
)−3
{
n∑
i=1
Di(yi − xTi β)2
(σ2u +Di)3
}{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}2
4
+64E(g5)4
= g501 + g502 + g503 + g504.
For the term g504 = 64E(g5)4,
g5 = g44 + g45 + g46.
By the inequality property and the assumption A1, A2 and A3, we get
Eg45 ≤ O(1)
√√√√E( 1
n
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
)8(Eg843 + Eg
8
42 + Eg
8
41)
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+ O(1)
√√√√E( 1
n
n∑
i=1
(ui + εi)xTi
σ2u +Di
)8(Eg821) +O(1)Eg
4
40.
We will prove Eg440 = O(n
−6), Eg843 = O(n−8), Eg842 = O(n−8), Eg841 = O(n−8) and
Eg821 = 1×O(n−8) separately.
For the term g40,
g40 = − 1
n
n∑
i=1
Di(yi − xTi β)(σ̂2u − σ2u)xTi (β̂ − β)
(σ2u +Di)2
1
n
n∑
i=1
Di(yi − xTi β˜)2(σ̂2u − σ2u)3
(σ˜2u +Di)4
+
1
3n
n∑
i=1
Di(β̂ − β)TxixTi (β̂ − β)(σ̂2u − σ2u)
(σ˜2u +Di)2
+
2
3n
n∑
i=1
Di(yi − xTi β˜)2(σ̂2u − σ2u)2xTi (β̂ − β)
(σ˜2u +Di)3
,
where σ˜2 is between σ2 and σ̂2u, β˜ is between β and β̂. For s ≥ 1 we get:
E(yi − xTi β˜)2s ≤ 22s−1E(yi − xTi β)2s + E(xTi β˜ − xTi β)2s
= O(1)
by assumption A3 and Lemma A.0.1. Then the expectation Eg440 = O(n
−6) comes directly.
For the term g41,
g41 =
1
n
σ2u
n∑
i=1
(β̂ − β)TxixTi (β̂ − β)
σ2u +Di
− 1
n
n∑
i=1
Di(yi − xTi β)2(σ̂2u − σ2u)2
(σ2u +Di)3
.
Therefore,
Eg841 ≤ O(1)E(β̂ − β)T (β̂ − β)8 +O(1)E(σ̂2u − σ2u)16
= O(n−8)
Eg441 = O(n
−4)
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by assumption A1, A2, A3 and Lemma A.0.1.
For the term g42,
g42 = − 1
n
σ2u
n∑
i=1
2(ui + εi)xTi (β̂ − β)
σ2u +Di
.
Therefore,
Eg842 = E
[
1
n
σ2u
n∑
i=1
2(ui + εi)xTi (β̂ − β)
σ2u +Di
]8
≤
√√√√E [ 1
n
σ2u
n∑
i=1
2(ui + εi)xTi
σ2u +Di
]16
E((β̂ − β))16
= O(n−8)
by assumption A1, A2, A3, Lemma A.0.1.
For the term g43,
g43 =
1
n
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
(σ̂2u − σ2u).
Therefore,
Eg843 = E
[
1
n
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
(σ̂2u − σ2u)
]8
≤
√√√√E [ 1
n
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
]16
E(σ̂2u − σ2u)16
= O(n−8)
by assumption A1, A2, A3, Lemma A.0.1.
For the term Eg821,
E(g21)8 = E(g22 − g22 + g21)8
≤ 27E(g22)8 + 27E(g21 − g22)8,
77
where
g21 − g22 =
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
]
(σ̂2u − σ2u)
−
[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
(σ2u +Di)2
]
(σ̂2u − σ2u).
We prove E(g22)8 = 1×O(n−8) and (g21 − g22)8 = 1×O(n−8) separately.
For the term E(g21 − g22)8,
E(g21 − g22)8 ≤ 27E
{[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1(
n∑
i=1
xix
T
i
(σ2u +Di)2
)
× (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
]
(σ̂2u − σ2u)
}8
+27E
{[
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
(σ2u +Di)2
]
(σ̂2u − σ2u)
}8
≤ 1×O(1)×
√√√√E( n∑
i=1
xi(ui + εi)
(σ2u +Di)
)16
E(σ̂2u − σ2u)16
+1×O(1)×
√√√√E( n∑
i=1
xi(ui + εi)
(σ2u +Di)2
)16
E(σ̂2u − σ2u)16
= 1×O(n−8).
For the term E(g22)8 where σ˜2u is between σ̂
2
u and σ
2
u,
E(g22)8 = E
{
d
dσ̂2u
[
(
n∑
i=1
xix
T
i
σ̂2u +Di
)−1(
n∑
i=1
xix
T
i
(σ̂2u +Di)2
)(
n∑
i=1
xix
T
i
σ̂2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ̂2u +Di
− (
n∑
i=1
xix
T
i
σ̂2u +Di
)−1
n∑
i=1
xi(ui + εi)
(σ̂2u +Di)2
]
|σ̂2u=σ˜2u(σ̂
2
u − σ2u)
}8
= E
{[
1×O(1)× 1
n
n∑
i=1
xi(ui + εi)
σ˜2u +Di
− 1×O(1)× 1
n
n∑
i=1
xi(ui + εi)
(σ˜2u +Di)2
]
(σ̂2u − σ2u)
}8
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≤ 1×O(1)× E
[
1
n
n∑
i=1
xi(ui + εi)
σ˜2u +Di
(σ̂2u − σ2u)
]8
+1×O(1)× E
[
1
n
n∑
i=1
xi(ui + εi)
(σ˜2u +Di)2
(σ̂2u − σ2u)
]8
≤ 1×O(1)×
√√√√E [ 1
n
n∑
i=1
xi(ui + εi)
σ˜2u +Di
]16
E(σ̂2u − σ2u)16
+1×O(1)×
√√√√E [ 1
n
n∑
i=1
xi(ui + εi)
(σ˜2u +Di)2
]16
E(σ̂2u − σ2u)16
≤ 1×
√
O(n−8)O(n−8) + 1×
√
O(n−8)O(n−8)
= 1×O(n−8)
by assumption A1, A2, A3 and Lemma A.0.1.
This proves Eg821 = 1×O(n−8).
Then by assumption A1, A2, A3, the result for Eg45 comes directly that
Eg45 ≤ O(1)×
√√√√E( 1
n
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
)8(Eg843 + Eg
8
42 + Eg
8
41)
+ O(1)×
√√√√E( 1
n
n∑
i=1
(ui + εi)xTi
σ2u +Di
)8(Eg821) +O(1)Eg
4
40
= O(n−6).
For the term g501,
g501 = 64
1
σ8u
(
n∑
i=1
1
σ2u +Di
)−8E
[
n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
(
n∑
i=1
(ui + εi)2
σ2u +Di
− n)
]4
≤ 64 1
σ8u
(
n∑
i=1
1
σ2u +Di
)−8
√√√√E [ n∑
i=1
Di(ui + εi)2 −DiE(ui + εi)2
(σ2u +Di)2
]8
E
[
(
n∑
i=1
(ui + εi)2
σ2u +Di
− n)
]8
= O(n−4)
by assumption A1, A2, A3.
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For the term g502,
g502 = 64(
1
n
n∑
i=1
σ2u
σ2u +Di
)−4
1
n4
σ8uE
 n∑
i=1
2(ui + εi)xTi (
∑n
i=1
xixTi
σ2u+Di
)−1
∑n
i=1
xi(ui+εi)
σ2u+Di
σ2u +Di

4
= O(n−4)
by assumption A1, A2, A3.
For the term g503,
g503 = 64E
 1σ2u (
n∑
i=1
1
σ2u +Di
)−3
{
n∑
i=1
Di(yi − xTi β)2
(σ2u +Di)3
}{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}2
4
= O(n−4)
by assumption A1, A2, A3.
This proves the expectation for Eg450 = O(n
−4).
Combining all the parts,EH221 = E
D2i
(σ2u+Di)
2 (xTi g2)
2 = O(n−4) comes directly from
E(xTi g2)
2 ≤ 2
√
E
[
xTi (g21 − g22)
]4 E(g450) + 2E(xTi g22)2
≤
√
O(n−4)O(n−4) +O(n−4)
= O(n−4).
For the term H22,
EH222 = E(
Di(ui + εi)
(σ2u +Di)2
g5)2
≤
√
E(
Di(ui + εi)
(σ2u +Di)2
)4Eg45
≤ O(n−3)
by assumption A3 and Eg45 = O(n
−6) which has been prove.
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For the term H23,
EH223 = E(
Di(ui + εi)
(σ2u +Di)3
g250)
2
≤
√
E(
Di(ui + εi)
(σ2u +Di)3
)4Eg850
≤ O(n−4)
by assumption A3 and similar proof for Eg450 during the steps for proving EH
2
21.
For the term H24,
EH224 = E(
Di(ui + εi)
(σ2u +Di)3
g50(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
}
)2
≤
√√√√E( Di
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−1
{
n∑
i=1
(ui + εi)2
σ2u +Di
− n
})4
E(g50(ui + εi))4
≤ O(n−3)
by assumption A1, A2, A3.
For the term H25,
EH225 = E(
Di
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
g50)2
≤
√√√√E( Di
(σ2u +Di)2
xTi (
n∑
i=1
xixTi
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
)4
E(g50)4
≤
√
O(n−2)O(n−4)
≤ O(n−3)
by assumption A1, A2, A3 and Eg450 = O(n
−4) which has been proven.
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For the term H26,
EH226 = E(
Di
(σ2u +Di)2
xTi g21(
n∑
i=1
1
σ2u +Di
)−1{
n∑
i=1
(ui + εi)2
σ2u +Di
− n})2
≤
√√√√( Di
(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−1{
n∑
i=1
(ui + εi)2
σ2u +Di
− n}
)4
E(xTi g21)4
≤
√
O(n−2)O(n−4)
≤ O(n−3)
by assumption A1, A2, A3 and Eg421 = O(n
−4) which has been proven.
For the term H27,
EH227 = E(
Di
(σ2u +Di)2
xTi g21g50)
2
≤
√(
Di
(σ2u +Di)2
xTi g21
)4
E(g50)4
≤
√
O(n−4)O(n−4)
≤ O(n−4)
by assumption A3 and Eg421 = O(n
−4),Eg450 = O(n−4) which have been proven.
For the term H28,
EH228 = E(
Di
(σ˜2u +Di)4
(yi − xTi β˜)(σ̂2u − σ2u)3)2
≤ E( 1
D3i
(yi − xTi β˜)(σ̂2u − σ2u)3)2
≤
√√√√E( 1
D3i
(yi − xTi β˜)
)4
E(σ̂2u − σ2u)12
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≤
√
O(1)O(n−6)
≤ O(n−3)
by assumption A3, Lemma A.0.1 and E(yi − xTi β˜)4 = O(1) which has been proven,
For the term H29,
EH229 = E(
2Di
(σ˜2u +Di)3
xTi (β̂ − β)(σ̂2u − σ2u)2)2
≤ E( 2
D2i
(xTi (β̂ − β)(σ̂2u − σ2u)2)2
≤
√√√√E( 2
D2i
(xTi (β̂ − β))
)4
E(σ̂2u − σ2u)8
≤
√
O(n−2)O(n−4)
≤ O(n−3)
by assumption A3 and Lemma A.0.1.
Combining all these parts, we get the order for
EH22 ≤ 16
9∑
i=1
EH22i
≤ O(n−3).
We compute
E(H1 +H2)2 + E(H1 +H2)(θ∗i − θ˜i) + E(H1 +H2)(θ˜i − θi)
≤ 2E(H1)2 + 2E(H2)2 + EH1(θ∗i − θ˜i) + 2
√
EH22E(θ
∗
i − θ˜i)2 + EH1(θ˜i − θi) + EH2(θ˜i − θi)
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≤ O(n−2) +O(n−3) +
√
O(n−3)O(n−1) +O(n−2)
= O(n−2).
The MSE(θ̂i) comes directly from
E(θ̂i − θi)2 = E(θ∗i − θi)2 + E(H1 +H2)2 + 2E(H1 +H2)(θ∗i − θ˜i) + 2E(H1 +H2)(θ˜i − θi)
= E(θ∗i − θi)2 +O(n−2).
Proof of Theorem 1.4.1.
We will prove that
(
Di
σ2u +Di
)2xTi V ββTxi = E(
Di
σ̂2u +Di
)2xTi V̂ ββTxi +O(n
−2)
(
Di
σ2u +Di
)2
1
(σ2u +Di)
V σ2uσ2u = E(
Di
σ̂2u +Di
)2
1
(σ̂2u +Di)
V̂ σ2uσ2u +O(n
−2),
Diσ
2
u
σ2u +Di
= E
Diσ̂
2
u
σ̂2u +Di
+ E[
Di
σ̂2u +Di
]2
1
(σ̂2u +Di)
Â.Var(σ̂2u − σ2u)
+E(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−1
n∑
i=1
xTi
(σ̂2u +Di)
(
n∑
i=1
xix
T
i
σ̂2u +Di
)−1xi
+E(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−2
n∑
i=1
1
(σ̂2u +Di)
(
(yi − xTi β̂)4
(σ̂2u +Di)2
− 1)
−E( Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−3
n∑
i=1
1
(σ̂2u +Di)2
n∑
i=1
(
(yi − xTi β̂)4
(σ̂2u +Di)2
− 1) +O(n−2),
and
D2i σ
2
u
(σ2u +Di)4
(
n∑
i=1
1
σ2u +Di
)−1[−Eu
4
i
σ2u
− 3Di + 3σ2u +
Eε4i
Di
]
= E
D2i σ̂
2
u
(σ̂2u +Di)4
(
n∑
i=1
1
σ̂2u +Di
)−1
{
3σ̂2u − 3Di
}
+
Diσ̂
2
u
(σ̂2u +Di)4
(
n∑
i=1
1
σ̂2u +Di
)−1Eε4i
−E D
2
i
(σ̂2u +Di)4
(
n∑
i=1
1
σ̂2u +Di
)−1
{
(yi − xTi β̂)4 − Eε4i − 6σ̂2uDi
}
+O(n−2)
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separately.
For the terms ( Di
σ2u+Di
)2xTi V ββTxi and (
Di
σ2u+Di
)2 1
(σ2u+Di)
V σ2uσ2u , note that
(
Di
σ2u +Di
)2xTi V ββTxi =
D2i
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
= O(n−1)
(
Di
σ2u +Di
)2
1
(σ2u +Di)
V σ2uσ2u =
D2i
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2
n∑
i=1
{
E(ui + εi)4
(σ2u +Di)2
− 1
}
= O(n−1).
The results come directly from Taylor’s expansion, assumption A1, A2, A3, Lemma A.0.1 and
by the proof of Theorem 1.3.2.
For the term Diσ
2
u
σ2u+Di
, we prove it similarly as the steps in the proof of Theorem 1.3.2. First,
we will use Taylor expansion to the formula Diσ̂
2
u
σ̂2u+Di
and get
E
Diσ̂
2
u
σ̂2u +Di
=
Diσ
2
u
σ2u +Di
+
D2i
(σ2u +Di)2
E(σ̂2u − σ2u)−
D2i
(σ2u +Di)3
E(σ̂2u − σ2u)2 +O(n−2)
=
Diσ
2
u
σ2u +Di
+
D2i
(σ2u +Di)2
E(σ̂2u − σ2u)
−E D
2
i
(σ̂2u +Di)3
(
n∑
i=1
1
σ̂2u +Di
)−2
n∑
i=1
{
(yi − xTi β̂)4
(σ̂2u +Di)2
− 1
}
+O(n−2)
=
Diσ
2
u
σ2u +Di
+
D2i
(σ2u +Di)2
E(σ̂2u − σ2u)− E
D2i
σ̂2u +D3i
V̂ σ2uσ2u +O(n
−2).
The formulas we used to solve the solution for σ2u need to satisfy
σ̂2u =
1
n
σ̂2u
n∑
i=1
(yi − xTi β̂)2
σ̂2u +Di
.
We let each σ̂2u ≥ 1×10−20 which will not affect all the result shown before. We use Taylor
expansion and get
1 =
1
n
n∑
i=1
(yi − xTi β̂)2
σ̂2u +Di
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=
1
n
n∑
i=1
(yi − xTi β)2
σ2u +Di
− 1
n
n∑
i=1
2(yi − xTi β)xTi (β̂ − β)
σ2u +Di
− 1
n
n∑
i=1
(yi − xTi β)2(σ̂2u − σ2u)
(σ2u +Di)2
+
1
n
n∑
i=1
(yi − xTi β)2(σ̂2u − σ2u)2
(σ2u +Di)3
+
1
n
n∑
i=1
(β̂ − β)TxixTi (β̂ − β)
σ2u +Di
+
1
n
n∑
i=1
(yi − xTi β)(σ̂2u − σ2u)xTi (β̂ − β)
(σ2u +Di)2
− 1
n
n∑
i=1
(yi − xTi β˜)2(σ̂2u − σ2u)3
(σ˜2u +Di)4
− 1
3n
n∑
i=1
(β̂ − β)TxixTi (β̂ − β)(σ̂2u − σ2u)
(σ˜2u +Di)2
− 2
3n
n∑
i=1
(yi − xTi β˜)2(σ̂2u − σ2u)2xTi (β̂ − β)
(σ˜2u +Di)3
.
We compute
1 = E
{
1
n
n∑
i=1
(yi − xTi β)2
σ2u +Di
− 1
n
n∑
i=1
2(yi − xTi β)xTi (β̂ − β)
σ2u +Di
− 1
n
n∑
i=1
(yi − xTi β)2(σ̂2u − σ2u)
(σ2u +Di)2
+
1
n
n∑
i=1
(yi − xTi β)2(σ̂2u − σ2u)2
(σ2u +Di)3
+
1
n
n∑
i=1
(β̂ − β)TxixTi (β̂ − β)
σ2u +Di
}
+O(n−2)
by the proof of Theorem 1.3.2. And we can get
E
1
n
n∑
i=1
(σ̂2u − σ2u)
(σ2u +Di)
= E
{
1
n
n∑
i=1
(ui + εi)2 − (σ2u +Di)
σ2u +Di
− 1
n
n∑
i=1
2(ui + εi)xTi (β̂ − β)
σ2u +Di
− 1
n
n∑
i=1
[(ui + εi)2 − (σ2u +Di)](σ̂2u − σ2u)
(σ2u +Di)2
+
1
n
n∑
i=1
(ui + εi)2(σ̂2u − σ2u)2
(σ2u +Di)3
+
1
n
n∑
i=1
(β̂ − β)TxixTi (β̂ − β)
σ2u +Di
}
+O(n−2).
That is
E(σ̂2u − σ2u) = −(
1
n
n∑
i=1
1
(σ2u +Di)
)−1
1
n
E
n∑
i=1
2(ui + εi)xTi (β̂ − β)
σ2u +Di
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−( 1
n
n∑
i=1
1
(σ2u +Di)
)−1
1
n
E
n∑
i=1
[(ui + εi)2 − (σ2u +Di)](σ̂2u − σ2u)
(σ2u +Di)2
+(
1
n
n∑
i=1
1
(σ2u +Di)
)−1
1
n
E
n∑
i=1
(ui + εi)2(σ̂2u − σ2u)2
(σ2u +Di)3
+(
1
n
n∑
i=1
1
(σ2u +Di)
)−1
1
n
E
n∑
i=1
(β̂ − β)TxixTi (β̂ − β)
σ2u +Di
+O(n−2).
We plug in the leading order of β̂ − β σ̂2u − σ2u and get
E(σ̂2u − σ2u) = −(
n∑
i=1
1
(σ2u +Di)
)−1E
n∑
i=1
2(ui + εi)xTi
σ2u +Di
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
−(
n∑
i=1
1
(σ2u +Di)
)−2E
n∑
i=1
(ui + εi)2 − (σ2u +Di)
(σ2u +Di)2
n∑
i=1
(ui + εi)2 − (σ2u +Di)
(σ2u +Di)
+(
n∑
i=1
1
(σ2u +Di)
)−3E
n∑
i=1
(ui + εi)2
(σ2u +Di)3
(
n∑
i=1
(ui + εi)2 − (σ2u +Di)
(σ2u +Di)
)2
+(
n∑
i=1
1
(σ2u +Di)
)−1E
n∑
i=1
xTi (ui + εi)
σ2u +Di
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
×
n∑
i=1
xix
T
i
σ2u +Di
(
n∑
i=1
xix
T
i
σ2u +Di
)−1
n∑
i=1
xi(ui + εi)
σ2u +Di
+O(n−2),
where the smaller order for the expectation is proved same as above
After simplification, we can get
E(σ̂2u − σ2u) = −(
n∑
i=1
1
(σ2u +Di)
)−1
n∑
i=1
xTi
σ2u +Di
(
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
−(
n∑
i=1
1
(σ2u +Di)
)−2
n∑
i=1
1
(σ2u +Di)
(
E(ui + εi)4
(σ2u +Di)2
− 1
)
+(
n∑
i=1
1
(σ2u +Di)
)−3
n∑
i=1
1
(σ2u +Di)2
n∑
i=1
(
E(ui + εi)4
(σ2u +Di)2
− 1
)
+O(n−2).
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Plug in the formula of
E
Diσ̂
2
u
σ̂2u +Di
=
Diσ
2
u
σ2u +Di
+
D2i
(σ2u +Di)2
E(σ̂2u − σ2u)− E
D2i
σ̂2u +D3i
V̂ σ2uσ2u +O(n
−2).
We can get
Diσ
2
u
σ2u +Di
= E
Diσ̂
2
u
σ̂2u +Di
+ E[
Di
σ̂2u +Di
]2
1
(σ̂2u +Di)
V̂ σ2uσ2u
+(
Di
σ2u +Di
)2(
n∑
i=1
1
σ2u +Di
)−1
n∑
i=1
xTi
(σ2u +Di)
(
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
+(
Di
σ2u +Di
)2(
n∑
i=1
1
σ2u +Di
)−2
n∑
i=1
1
(σ2u +Di)
(
E(yi − xTi β)4
(σ2u +Di)2
− 1)
−( Di
σ2u +Di
)2(
n∑
i=1
1
σ2u +Di
)−3
n∑
i=1
1
(σ2u +Di)2
n∑
i=1
(
E(yi − xTi β)4
(σ2u +Di)2
− 1) +O(n−2)
= E
Diσ̂
2
u
σ̂2u +Di
+ E[
Di
σ̂2u +Di
]2
1
(σ̂2u +Di)
V̂ σ2uσ2u
+E(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−1
n∑
i=1
xTi
(σ̂2u +Di)
(
n∑
i=1
xix
T
i
σ̂2u +Di
)−1xi
+E(
Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−2
n∑
i=1
1
(σ̂2u +Di)
(
(yi − xTi β̂)4
(σ̂2u +Di)2
− 1)
−E( Di
σ̂2u +Di
)2(
n∑
i=1
1
σ̂2u +Di
)−3
n∑
i=1
1
(σ̂2u +Di)2
n∑
i=1
(
(yi − xTi β̂)4
(σ̂2u +Di)2
− 1) +O(n−2)
by Taylor’s expansion, assumption A1, A2, A3 and Lemma A.0.1. The result for Diσ
2
u
σ2u+Di
follows
directly.
For the term D
2
i σ
2
u
(σ2u+Di)
4 (
∑n
i=1
1
σ2u+Di
)−1[−Eu4i
σ2u
− 3Di + 3σ2u + Eε
4
i
Di
], the consistency comes
directly from Taylor series and the consistency of β̂ and σ̂2u. For the consistency part, the
result comes directly from Taylor series and the above computation steps.
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APPENDIX B. Finite Sample Performance for Chapter 1
The finite sample performance of the proposed parameter estimators are shown in the
following tables.
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0122 -0.0205 -0.0088 -0.0037 0.0003
Bias(β̂1) -0.0027 -0.0102 -0.0035 -0.0012 0.0011
Bias(σ̂2u) -0.1770 -0.0857 -0.0400 -0.0030 0.0012
RMSE(β̂0) 0.3091 0.2474 0.1576 0.0796 0.0384
RMSE(β̂1) 0.3786 0.2695 0.1721 0.0819 0.0394
RMSE(σ̂2u) 0.5515 0.3940 0.2805 0.1367 0.0656
ŝd(σ̂2u) 0.4203 0.3385 0.2557 0.1343 0.0664
CP(σ̂2u) 0.739 0.846 0.896 0.943 0.957
CIL(σ̂2u) 1.6474 1.3269 1.0024 0.5266 0.2604
Table B.1 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when both ui
and εi are normal distribution and D in pattern (a).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0121 -0.0205 -0.0088 -0.0037 0.0003
Bias(β̂1) -0.0025 -0.0101 -0.0035 -0.0012 0.0011
Bias(σ̂2u) 0.0229 0.0143 0.0098 0.0094 0.0042
RMSE(β̂0) 0.3091 0.2473 0.1576 0.0796 0.0384
RMSE(β̂1) 0.3785 0.2694 0.1721 0.0819 0.0394
RMSE(σ̂2u) 0.6067 0.4129 0.2876 0.1382 0.0658
ŝd(σ̂2u) 0.5503 0.3873 0.2731 0.1366 0.0667
CP(σ̂2u) 0.866 0.914 0.928 0.947 0.961
CIL(σ̂2u) 2.1573 1.5182 1.0707 0.5353 0.2613
Table B.2 Bias, mean square error for β and σ2u, estimated standard devia-
tion, coverage probabilities and coverage length of nominal 95%
confidence intervals for σ2u using asymptotic normality and es-
timated variances for Fay-Herriot estimation when both ui and
εi are normal distribution and D in pattern (a).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0121 -0.0205 -0.0088 -0.0037 0.0003
Bias(β̂1) -0.0025 -0.0101 -0.0035 -0.0012 0.0011
Bias(σ̂2u) 0.0207 0.0138 0.0088 0.0088 0.0041
RMSE(β̂0) 0.3091 0.2474 0.1576 0.0796 0.0384
RMSE(β̂1) 0.3785 0.2694 0.1721 0.0819 0.0394
RMSE(σ̂2u) 0.6145 0.4194 0.2911 0.1400 0.0668
ŝd(σ̂2u) 0.5581 0.3927 0.2767 0.1383 0.0676
CP(σ̂2u) 0.869 0.912 0.929 0.949 0.962
CIL(σ̂2u) 2.1879 1.5394 1.0847 0.5423 0.2648
Table B.3 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when both ui and εi
are normal distribution and D in pattern (a).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0122 -0.0205 -0.0088 -0.0037 0.0003
Bias(β̂1) -0.0026 -0.0101 -0.0035 -0.0012 0.0011
Bias(σ̂2u) -0.0855 -0.0391 -0.0154 0.0036 0.0027
RMSE(β̂0) 0.3091 0.2473 0.1576 0.0796 0.0384
RMSE(β̂1) 0.3786 0.2695 0.1721 0.0819 0.0394
RMSE(σ̂2u) 0.5648 0.3972 0.2816 0.1366 0.0653
ŝd(σ̂2u) 0.5073 0.3714 0.2672 0.1354 0.0663
CP(σ̂2u) 0.822 0.896 0.919 0.947 0.957
CIL(σ̂2u) 1.9885 1.4561 1.0474 0.5308 0.2599
Table B.4 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when both ui and εi
are normal distribution and D in pattern (a).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0049 -0.0035 -0.0054 0.0009 0.0005
Bias(β̂1) -0.0044 -0.0078 0.0012 0.0015 0.0013
Bias(σ̂2u) -0.1902 -0.0567 -0.0140 -0.0095 0.0022
RMSE(β̂0) 0.3098 0.2373 0.1655 0.0813 0.0385
RMSE(β̂1) 0.3865 0.2630 0.1802 0.0821 0.0385
RMSE(σ̂2u) 1.1760 0.9766 0.7193 0.3368 0.1666
ŝd(σ̂2u) 0.5948 0.6077 0.5156 0.3014 0.1625
CP(σ̂2u) 0.533 0.644 0.743 0.843 0.919
CIL(σ̂2u) 2.3315 2.3822 2.0211 1.1815 0.637
Table B.5 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui is cen-
tered chi-square distribution and εi is normal distribution and
D in pattern (a).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0047 -0.0035 -0.0054 0.0009 0.0005
Bias(β̂1) -0.0043 -0.0079 0.0011 0.0015 0.0013
Bias(σ̂2u) 0.0007 0.0442 0.0367 0.0029 0.0052
RMSE(β̂0) 0.3098 0.2373 0.1655 0.0813 0.0385
RMSE(β̂1) 0.3867 0.2631 0.1801 0.0821 0.038
RMSE(σ̂2u) 1.3464 1.0467 0.7449 0.3396 0.1670
ŝd(σ̂2u) 0.5397 0.3941 0.2777 0.1359 0.0667
CP(σ̂2u) 0.592 0.589 0.577 0.576 0.579
CIL(σ̂2u) 2.1158 1.545 1.0885 0.5328 0.2615
Table B.6 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui is cen-
tered chi-square distribution and εi is normal distribution and
D in pattern (a).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0040 -0.0030 -0.0051 0.0010 0.0006
Bias(β̂1) -0.0040 -0.0078 0.0012 0.0015 0.0013
Bias(σ̂2u) 0.0002 0.0407 0.0367 0.0028 0.0042
RMSE(β̂0) 0.3099 0.2372 0.1654 0.0813 0.0385
RMSE(β̂1) 0.3870 0.2632 0.1802 0.0821 0.0385
RMSE(σ̂2u) 1.3442 1.0463 0.7418 0.3390 0.1666
ŝd(σ̂2u) 0.5515 0.4 0.282 0.1378 0.0676
CP(σ̂2u) 0.607 0.599 0.586 0.585 0.584
CIL(σ̂2u) 2.162 1.5682 1.1053 0.5403 0.2649
Table B.7 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui is centered
chi-square distribution and εi is normal distribution and D in
pattern (a).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0056 -0.0040 -0.0057 0.0008 0.0005
Bias(β̂1) -0.0047 -0.0080 0.0011 0.0015 0.0013
Bias(σ̂2u) -0.1083 -0.0090 0.0078 -0.0041 0.0042
RMSE(β̂0) 0.3097 0.2374 0.1656 0.0814 0.0385
RMSE(β̂1) 0.3864 0.2629 0.1801 0.0821 0.0384
RMSE(σ̂2u) 1.2566 1.0125 0.7376 0.3411 0.1686
ŝd(σ̂2u) 0.4959 0.3778 0.2709 0.1346 0.0664
CP(σ̂2u) 0.544 0.557 0.557 0.566 0.56
CIL(σ̂2u) 1.9439 1.4812 1.0619 0.5277 0.2601
Table B.8 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui is centered
chi-square distribution and εi is normal distribution and D in
pattern (a).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.0029 -0.0088 -0.0068 -0.0008 0.0000
Bias(β̂1) 0.0110 -0.0067 -0.0102 0.0029 -0.0017
Bias(σ̂2u) -0.0932 -0.0241 -0.0163 -0.0150 0.0004
RMSE(β̂0) 0.3202 0.2414 0.1613 0.0769 0.0371
RMSE(β̂1) 0.3725 0.246 0.1782 0.0866 0.0398
RMSE(σ̂2u) 1.4292 1.1245 0.8001 0.3854 0.1921
ŝd(σ̂2u) 0.7172 0.7316 0.6138 0.3592 0.1941
CP(σ̂2u) 0.515 0.647 0.748 0.865 0.93
CIL(σ̂2u) 2.8115 2.8678 2.4059 1.4082 0.7607
Table B.9 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when both ui
and εi are centered chi-square distribution and D in pattern (a).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.0033 -0.0087 -0.0068 -0.0008 0.0000
Bias(β̂1) 0.0110 -0.0067 -0.0102 0.0029 -0.0017
Bias(σ̂2u) 0.1015 0.0768 0.0338 -0.0027 0.0003
RMSE(β̂0) 0.3202 0.2414 0.1613 0.0769 0.0371
RMSE(β̂1) 0.3727 0.2462 0.1782 0.0866 0.0398
RMSE(σ̂2u) 1.6633 1.2108 0.8292 0.3884 0.1925
ŝd(σ̂2u) 0.5762 0.402 0.2769 0.1354 0.0666
CP(σ̂2u) 0.508 0.482 0.485 0.486 0.508
CIL(σ̂2u) 2.2588 1.5758 1.0854 0.5307 0.2612
Table B.10 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when both ui
and εi are centered chi-square distribution and D in pattern
(a).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.0047 -0.0075 -0.0062 -0.0006 0.0000
Bias(β̂1) 0.0116 -0.0064 -0.0102 0.0029 -0.0017
Bias(σ̂2u) 0.1054 0.0767 0.0345 -0.0034 0.0024
RMSE(β̂0) 0.3198 0.2411 0.1611 0.0769 0.0371
RMSE(β̂1) 0.3732 0.2467 0.1785 0.0866 0.0398
RMSE(σ̂2u) 1.6689 1.2169 0.8331 0.3913 0.1940
ŝd(σ̂2u) 0.5903 0.4096 0.2817 0.1373 0.0675
CP(σ̂2u) 0.513 0.492 0.476 0.503 0.506
CIL(σ̂2u) 2.3138 1.6056 1.1043 0.5381 0.2646
Table B.11 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when both ui and εi
are centered chi-square distribution and D in pattern (a).
94
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.0015 -0.0100 -0.0074 -0.0009 -0.0001
Bias(β̂1) 0.0106 -0.0071 -0.0102 0.0029 -0.0017
Bias(σ̂2u) 0.1871 0.0193 0.0035 -0.0098 0.0025
RMSE(β̂0) 0.3206 0.2418 0.1617 0.0770 0.0371
RMSE(β̂1) 0.3720 0.2457 0.1780 0.0866 0.0398
RMSE(σ̂2u) 3.9017 1.1622 0.8142 0.3871 0.1927
ŝd(σ̂2u) 0.6027 0.4239 0.2697 0.1341 0.0663
CP(σ̂2u) 0.471 0.457 0.479 0.472 0.506
CIL(σ̂2u) 2.3628 1.6617 1.0572 0.5255 0.2598
Table B.12 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when both ui and εi
are centered chi-square distribution and D in pattern (a).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0252 -0.0137 -0.0002 -0.0006 0.0014
Bias(β̂1) -0.0186 -0.0012 0.0006 -0.0033 -0.0003
Bias(σ̂2u) -0.1634 -0.1122 -0.0081 -0.0165 0.0072
RMSE(β̂0) 0.3220 0.2394 0.1715 0.0804 0.0388
RMSE(β̂1) 0.3776 0.2738 0.1764 0.0808 0.0381
RMSE(σ̂2u) 1.4032 1.2380 3.2484 0.5413 0.6140
ŝd(σ̂2u) 0.5546 0.4935 0.4893 0.2982 0.2089
CP(σ̂2u) 0.583 0.661 0.721 0.778 0.775
CIL(σ̂2u) 2.1739 1.9346 1.918 1.1688 0.8187
Table B.13 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui is t
distribution and εi is normal distribution and D in pattern (a).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0253 -0.0136 -0.0002 -0.0006 0.0014
Bias(β̂1) -0.0185 -0.0012 0.0006 -0.0033 -0.0003
Bias(σ̂2u) 0.0359 -0.0142 0.0428 -0.0042 0.0102
RMSE(β̂0) 0.3219 0.2394 0.1715 0.0804 0.0388
RMSE(β̂1) 0.3777 0.2738 0.1764 0.0808 0.0381
RMSE(σ̂2u) 1.6107 1.3217 3.3609 0.5456 0.6174
ŝd(σ̂2u) 0.554 0.3793 0.2788 0.1352 0.0669
CP(σ̂2u) 0.7 0.692 0.677 0.57 0.456
CIL(σ̂2u) 2.1716 1.4867 1.0929 0.5301 0.2623
Table B.14 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui is t dis-
tribution and εi is normal distribution and D in pattern (a).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0253 -0.0137 -0.0002 -0.0006 0.0014
Bias(β̂1) -0.0186 -0.0012 0.0006 -0.0033 -0.0003
Bias(σ̂2u) 0.0352 -0.0126 0.0413 -0.0036 0.0096
RMSE(β̂0) 0.3220 0.2395 0.1716 0.0804 0.0388
RMSE(β̂1) 0.3778 0.2738 0.1764 0.0809 0.0381
RMSE(σ̂2u) 1.6058 1.3277 3.3662 0.5446 0.6174
ŝd(σ̂2u) 0.5639 0.3862 0.2828 0.1372 0.0678
CP(σ̂2u) 0.71 0.696 0.679 0.577 0.469
CIL(σ̂2u) 2.2106 1.5139 1.1087 0.538 0.2659
Table B.15 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui is t distribu-
tion and εi is normal distribution and D in pattern (a).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0252 -0.0136 -0.0002 -0.0006 0.0014
Bias(β̂1) -0.0185 -0.0012 0.0006 -0.0033 -0.0003
Bias(σ̂2u) -0.0750 -0.0698 0.0165 -0.0118 0.0088
RMSE(β̂0) 0.3218 0.2393 0.1715 0.0804 0.0388
RMSE(β̂1) 0.3776 0.2737 0.1764 0.0808 0.0381
RMSE(σ̂2u) 1.5034 1.2733 3.2988 0.5454 0.6128
ŝd(σ̂2u) 0.5093 0.3625 0.2725 0.1339 0.0665
CP(σ̂2u) 0.646 0.656 0.646 0.555 0.454
CIL(σ̂2u) 1.9965 1.4209 1.0681 0.5248 0.2608
Table B.16 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui is t distri-
bution and εi is normal distribution and D in pattern (a).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.4877 0.4954 0.4964 0.5020 0.5013
Bias(β̂1) 0.0130 -0.0134 -0.0072 -0.0025 0.0007
Bias(σ̂2u) 0.1742 0.0103 -0.0043 0.0004 -0.0195
RMSE(β̂0) 0.3735 0.2432 0.1640 0.0793 0.0370
RMSE(β̂1) 0.4880 0.2559 0.1815 0.0811 0.0379
RMSE(σ̂2u) 10.8868 6.4543 2.0561 0.7979 0.4186
ŝd(σ̂2u) 0.8666 0.6967 0.5581 0.3698 0.2224
CP(σ̂2u) 0.514 0.589 0.669 0.746 0.768
CIL(σ̂2u) 3.3969 2.731 2.1877 1.4496 0.8719
Table B.17 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui and
εi are t distribution and D in pattern (a).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0119 -0.0045 -0.0037 0.0020 0.0013
Bias(β̂1) 0.0133 -0.0133 -0.0073 -0.0025 0.0007
Bias(σ̂2u) 0.4196 0.1159 0.0467 0.0129 -0.0165
RMSE(β̂0) 0.3733 0.2431 0.1640 0.0793 0.0370
RMSE(β̂1) 0.4880 0.2559 0.1815 0.0811 0.0379
RMSE(σ̂2u) 12.5690 6.9170 2.1277 0.8048 0.4193
ŝd(σ̂2u) 0.6932 0.4123 0.2793 0.1368 0.0657
CP(σ̂2u) 0.588 0.567 0.554 0.472 0.418
CIL(σ̂2u) 2.7172 1.6163 1.095 0.5361 0.2576
Table B.18 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui and εi
are t distribution and D in pattern (a).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0120 -0.0045 -0.0037 0.0020 0.0013
Bias(β̂1) 0.0132 -0.0134 -0.0073 -0.0025 0.0007
Bias(σ̂2u) 0.4165 0.1108 0.0439 0.0116 -0.0160
RMSE(β̂0) 0.3736 0.2433 0.1641 0.0793 0.0370
RMSE(β̂1) 0.4881 0.2561 0.1816 0.0811 0.0379
RMSE(σ̂2u) 12.5736 6.9238 2.1319 0.8044 0.4202
ŝd(σ̂2u) 0.7036 0.4183 0.2834 0.1387 0.0667
CP(σ̂2u) 0.592 0.569 0.555 0.484 0.411
CIL(σ̂2u) 2.758 1.6398 1.1108 0.5435 0.2614
Table B.19 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui and εi are t
distribution and D in pattern (a).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0121 -0.0046 -0.0036 0.0020 0.0013
Bias(β̂1) 0.0132 -0.0134 -0.0073 -0.0025 0.0007
Bias(σ̂2u) 0.2866 0.0621 0.0212 0.0067 -0.0191
RMSE(β̂0) 0.3731 0.2429 0.1638 0.0792 0.0370
RMSE(β̂1) 0.4879 0.2557 0.1814 0.0811 0.0379
RMSE(σ̂2u) 11.6630 6.6711 2.0878 0.8025 0.4188
ŝd(σ̂2u) 0.6401 0.3958 0.2731 0.1355 0.0653
CP(σ̂2u) 0.542 0.545 0.525 0.473 0.412
CIL(σ̂2u) 2.5092 1.5516 1.0706 0.5313 0.2559
Table B.20 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui and εi are
t distribution and D in pattern (a).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0139 -0.0212 -0.0087 -0.0034 0.0005
Bias(β̂1) -0.0044 -0.0106 -0.0045 -0.0019 0.0009
Bias(σ̂2u) -0.1760 -0.0858 -0.0406 -0.0033 0.0011
RMSE(β̂0) 0.3222 0.2577 0.1642 0.0827 0.0399
RMSE(β̂1) 0.3934 0.2757 0.1794 0.0853 0.0406
RMSE(σ̂2u) 0.5929 0.4179 0.2976 0.1448 0.0697
ŝd(σ̂2u) 0.4462 0.3598 0.2701 0.1425 0.0704
CP(σ̂2u) 0.731 0.839 0.895 0.945 0.957
CIL(σ̂2u) 1.7491 1.4105 1.059 0.5585 0.2761
Table B.21 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui and
εi are normal distribution and D in pattern (b).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0133 -0.0215 -0.0088 -0.0034 0.0005
Bias(β̂1) -0.0034 -0.0107 -0.0045 -0.0019 0.0009
Bias(σ̂2u) 0.0397 0.0213 0.0123 0.0099 0.0043
RMSE(β̂0) 0.3218 0.2575 0.1641 0.0827 0.0399
RMSE(β̂1) 0.3933 0.2755 0.1793 0.0853 0.0406
RMSE(σ̂2u) 0.6673 0.4424 0.3066 0.1465 0.0699
ŝd(σ̂2u) 0.5859 0.4113 0.2896 0.1448 0.0707
CP(σ̂2u) 0.856 0.919 0.921 0.949 0.955
CIL(σ̂2u) 2.2967 1.6122 1.1353 0.5675 0.2771
Table B.22 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui and εi
are normal distribution and D in pattern (b).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0134 -0.0214 -0.0088 -0.0034 0.0005
Bias(β̂1) -0.0037 -0.0109 -0.0045 -0.0019 0.0009
Bias(σ̂2u) 0.0308 0.0162 0.0078 0.0064 0.0033
RMSE(β̂0) 0.3226 0.2579 0.1643 0.0827 0.0399
RMSE(β̂1) 0.3939 0.2757 0.1793 0.0853 0.0406
RMSE(σ̂2u) 0.7515 0.5151 0.3541 0.1695 0.0828
ŝd(σ̂2u) 0.6942 0.4851 0.3408 0.17 0.0831
CP(σ̂2u) 0.895 0.928 0.934 0.952 0.952
CIL(σ̂2u) 2.7213 1.9017 1.336 0.6664 0.3258
Table B.23 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui and εi are
normal distribution and D in pattern (b).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0141 -0.0213 -0.0087 -0.0034 0.0005
Bias(β̂1) -0.0041 -0.0105 -0.0045 -0.0019 0.0009
Bias(σ̂2u) 0.0308 0.0162 0.0078 0.0064 0.0029
RMSE(β̂0) 0.3219 0.2574 0.1641 0.0827 0.0399
RMSE(β̂1) 0.3933 0.2757 0.1793 0.0853 0.0406
RMSE(σ̂2u) 0.5880 0.4096 0.2915 0.1410 0.0672
ŝd(σ̂2u) 0.517 0.3798 0.2744 0.1395 0.0683
CP(σ̂2u) 0.805 0.883 0.911 0.948 0.956
CIL(σ̂2u) 2.0268 1.4887 1.0758 0.547 0.2678
Table B.24 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui and εi are
normal distribution and D in pattern (b).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0107 -0.0046 -0.0060 0.0010 0.0007
Bias(β̂1) -0.0093 -0.0088 0.0016 0.0023 0.0011
Bias(σ̂2u) -0.2025 -0.0597 -0.0158 -0.0109 0.0029
RMSE(β̂0) 0.3181 0.2459 0.1712 0.0844 0.0397
RMSE(β̂1) 0.3938 0.2690 0.1860 0.0850 0.0393
RMSE(σ̂2u) 1.2082 1.0018 0.7387 0.3449 0.1715
ŝd(σ̂2u) 0.5981 0.6196 0.5226 0.3074 0.1677
CP(σ̂2u) 0.523 0.642 0.733 0.853 0.92
CIL(σ̂2u) 2.3446 2.4287 2.0488 1.2048 0.6574
Table B.25 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui is
centered chi-squared distribution and εi is normal distribution
and D in pattern (b).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0104 -0.0044 -0.0061 0.0010 0.0007
Bias(β̂1) -0.0090 -0.0088 0.0015 0.0023 0.0011
Bias(σ̂2u) 0.0011 0.0489 0.0381 0.0022 0.0061
RMSE(β̂0) 0.3178 0.2458 0.1713 0.0844 0.0397
RMSE(β̂1) 0.3942 0.2690 0.1860 0.0850 0.0393
RMSE(σ̂2u) 1.3865 1.0741 0.7659 .3478 0.1719
ŝd(σ̂2u) 0.5618 0.414 0.2926 0.1438 0.0707
CP(σ̂2u) 0.594 0.599 0.584 0.577 0.581
CIL(σ̂2u) 2.2023 1.623 1.1468 0.5635 0.2773
Table B.26 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui is cen-
tered chi-squared distribution and εi is normal distribution and
D in pattern (b).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0067 -0.0016 -0.0045 0.0015 0.0008
Bias(β̂1) -0.0069 -0.0075 0.0019 0.0022 0.0011
Bias(σ̂2u) 0.0181 0.0329 0.0391 0.0042 0.0033
RMSE(β̂0) 0.3191 0.2454 0.1718 0.0844 0.0397
RMSE(β̂1) 0.3960 0.2697 0.1866 0.0851 0.0393
RMSE(σ̂2u) 1.3960 1.0803 0.7755 0.3525 0.1725
ŝd(σ̂2u) 0.6973 0.4936 0.3482 0.1701 0.0832
CP(σ̂2u) 0.683 0.662 0.655 0.657 0.655
CIL(σ̂2u) 2.7335 1.9349 1.3648 0.6667 0.326
Table B.27 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui is centered
chi-squared distribution and εi is normal distribution and D in
pattern (b).
103
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0153 -0.0074 -0.0075 0.0006 0.0006
Bias(β̂1) -0.0121 -0.0100 0.0014 0.0023 0.0011
Bias(σ̂2u) -0.1373 -0.0136 -0.0030 -0.0081 0.0055
RMSE(β̂0) 0.3173 0.2463 0.1716 0.0845 0.0397
RMSE(β̂1) 0.3916 0.2686 0.1854 0.0849 0.0393
RMSE(σ̂2u) 1.3031 1.0529 0.7683 0.3581 0.1794
ŝd(σ̂2u) 0.487 0.3828 0.2748 0.138 0.0684
CP(σ̂2u) 0.505 0.539 0.539 0.549 0.555
CIL(σ̂2u) 1.9091 1.5006 1.0774 0.5410 0.2682
Table B.28 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui is centered
chi-squared distribution and εi is normal distribution and D in
pattern (b).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.0046 -0.0019 -0.0011 4.3e-06 -0.0002
Bias(β̂1) -0.0129 0.0065 0.0070 0.0029 -0.0021
Bias(σ̂2u) -0.0739 -0.0440 -0.0046 -0.0128 0.0037
RMSE(β̂0) 0.3303 0.2529 0.1693 0.0823 0.0384
RMSE(β̂1) 0.4046 0.2661 0.1787 0.0834 0.0398
RMSE(σ̂2u) 1.4591 1.1107 0.8406 0.4180 0.2067
ŝd(σ̂2u) 0.7596 0.7314 0.6411 0.3689 0.2002
CP(σ̂2u) 0.544 0.636 0.735 0.863 0.921
CIL(σ̂2u) 2.9776 2.8671 2.513 1.4462 0.7847
Table B.29 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui and
εi are centered chi-squared distribution and D in pattern (b).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.0047 -0.0024 -0.0015 8.2e-06 -0.0002
Bias(β̂1) -0.0130 0.0063 0.0068 0.0029 -0.0021
Bias(σ̂2u) 0.1403 0.0657 0.0520 0.0003 0.0068
RMSE(β̂0) 0.3301 0.2530 0.1696 0.0823 0.0384
RMSE(β̂1) 0.4051 0.2662 0.1786 0.0834 0.0398
RMSE(σ̂2u) 1.7103 1.1960 0.8699 0.4216 0.2072
ŝd(σ̂2u) 0.6108 0.4161 0.2941 0.1434 0.0707
CP(σ̂2u) 0.525 0.502 0.494 0.498 0.497
CIL(σ̂2u) 2.3943 1.6313 1.153 0.5622 0.2773
Table B.30 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui and εi
are centered chi-squared distribution and D in pattern (b).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.0145 0.0047 0.0029 0.0012 0.0001
Bias(β̂1) -0.0063 0.0094 0.0072 0.0029 -0.0021
Bias(σ̂2u) 0.1406 0.0594 0.0388 -0.0032 0.0065
RMSE(β̂0) 0.3301 0.2526 0.1686 0.0819 0.0384
RMSE(β̂1) 0.4083 0.2680 0.1804 0.0837 0.0398
RMSE(σ̂2u) 1.7495 1.2398 0.9012 0.4473 0.2238
ŝd(σ̂2u) 0.744 0.5024 0.3494 0.1697 0.0833
CP(σ̂2u) 0.577 0.554 0.552 0.545 0.531
CIL(σ̂2u) 2.9166 1.9692 1.3696 0.6651 0.3266
Table B.31 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui and εi are
centered chi-squared distribution and D in pattern (b).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0054 -0.0091 -0.0048 -0.0008 -0.0004
Bias(β̂1) -0.0196 0.0033 0.0064 0.0029 -0.0021
Bias(σ̂2u) 0.0013 -0.0114 0.0151 -0.0109 0.0034
RMSE(β̂0) 0.3307 0.2537 0.1705 0.0826 0.0385
RMSE(β̂1) 0.4007 0.2640 0.1774 0.0832 0.0398
RMSE(σ̂2u) 1.5531 1.1398 0.8600 0.4247 0.2078
ŝd(σ̂2u) 0.5369 0.3809 0.2773 0.1376 0.0683
CP(σ̂2u) 0.475 0.469 0.47 0.475 0.487
CIL(σ̂2u) 2.1048 1.4933 1.0869 0.5393 0.2677
Table B.32 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui and εi are
centered chi-squared distribution and D in pattern (b).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0260 -0.0145 0.0013 -0.0007 0.0014
Bias(β̂1) -0.0185 -0.0016 0.0019 -0.0037 -0.0001
Bias(σ̂2u) -0.1638 -0.1174 -0.0092 -0.0189 0.0084
RMSE(β̂0) 0.3334 0.2476 0.1761 0.0827 0.0400
RMSE(β̂1) 0.3892 0.2790 0.1809 0.0832 0.0396
RMSE(σ̂2u) 1.4213 1.2411 3.2016 0.5463 0.6231
ŝd(σ̂2u) 0.5701 0.5053 0.501 0.3032 0.2131
CP(σ̂2u) 0.591 0.667 0.727 0.776 0.783
CIL(σ̂2u) 2.2349 1.9807 1.9639 1.1887 0.8355
Table B.33 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui is t
distribution and εi is normal distribution and D in pattern (b).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0261 -0.0143 0.0013 -0.0007 0.0014
Bias(β̂1) -0.0183 -0.0017 0.0019 -0.0037 -0.0001
Bias(σ̂2u) 0.0515 -0.0110 0.0443 -0.0058 0.0115
RMSE(β̂0) 0.3332 0.2477 0.1761 0.0827 0.0400
RMSE(β̂1) 0.3895 0.2790 0.1808 0.0832 0.0396
RMSE(σ̂2u) 1.6351 1.3257 3.3139 0.5507 0.6244
ŝd(σ̂2u) 0.5845 0.3991 0.2932 0.1428 0.0709
CP(σ̂2u) 0.708 0.694 0.686 0.583 0.471
CIL(σ̂2u) 2.2913 1.5644 1.1495 0.5599 0.2778
Table B.34 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui is t dis-
tribution and εi is normal distribution and D in pattern (b).
107
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0265 -0.0145 0.0013 -0.0007 0.0014
Bias(β̂1) -0.0190 -0.0016 0.0080 -0.0037 -0.0001
Bias(σ̂2u) 0.0532 -0.0038 0.0369 -0.0022 0.0088
RMSE(β̂0) 0.3349 0.2486 0.1763 0.0828 0.0400
RMSE(β̂1) 0.3902 0.2795 0.1809 0.0834 0.0396
RMSE(σ̂2u) 1.6417 1.3579 3.3498 0.5511 0.6199
ŝd(σ̂2u) 0.7071 0.4834 0.3482 0.1697 0.0835
CP(σ̂2u) 0.774 0.76 0.753 0.669 0.548
CIL(σ̂2u) 2.7717 1.8949 1.3651 0.6651 0.3273
Table B.35 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui is t distribu-
tion and εi is normal distribution and D in pattern (b).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0257 -0.0143 0.0012 -0.0007 0.0014
Bias(β̂1) -0.0183 -0.0019 0.0019 -0.0037 -0.0001
Bias(σ̂2u) -0.0850 -0.0860 0.0139 -0.0182 0.0101
RMSE(β̂0) 0.3323 0.2469 0.1760 0.0826 0.0400
RMSE(β̂1) 0.3884 0.2785 0.1808 0.0831 0.0396
RMSE(σ̂2u) 1.5337 1.2694 3.2243 0.5576 0.6306
ŝd(σ̂2u) 0.5109 0.3645 0.2776 0.1369 0.0685
CP(σ̂2u) 0.628 0.634 0.646 0.524 0.453
CIL(σ̂2u) 2.0026 1.4289 1.0883 0.5366 0.2685
Table B.36 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui is t distri-
bution and εi is normal distribution and D in pattern (b).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0165 -0.0038 -0.0036 0.0026 0.0013
Bias(β̂1) 0.0091 -0.0135 -0.0070 -0.0025 0.0009
Bias(σ̂2u) 0.1835 0.0420 0.0292 0.0133 -0.0168
RMSE(β̂0) 0.3900 0.2555 0.1715 0.0828 0.0381
RMSE(β̂1) 0.5030 0.2617 0.1879 0.0841 0.0393
RMSE(σ̂2u) 10.8042 6.4091 2.2384 0.8663 0.4448
ŝd(σ̂2u) 0.9036 0.7622 0.6211 0.4026 0.2398
CP(σ̂2u) 0.504 0.591 0.659 0.755 0.773
CIL(σ̂2u) 3.5421 2.9877 2.4347 1.5783 0.94
Table B.37 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui and
εi are t distribution and D in pattern (b).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0163 -0.0037 -0.0036 0.0026 0.0013
Bias(β̂1) 0.0097 -0.0134 -0.0071 -0.0025 0.0009
Bias(σ̂2u) 0.4487 0.1620 0.0862 0.0266 -0.0136
RMSE(β̂0) 0.3894 0.2549 0.1715 0.0828 0.0381
RMSE(β̂1) 0.5026 0.2616 0.1878 0.0841 0.0393
RMSE(σ̂2u) 12.4806 6.8725 2.3178 0.8742 0.4457
ŝd(σ̂2u) 0.7245 0.4409 0.3001 0.1456 0.0697
CP(σ̂2u) 0.575 0.56 0.538 0.471 0.407
CIL(σ̂2u) 2.8402 1.7284 1.1762 0.5709 0.2731
Table B.38 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui and εi
are t distribution and D in pattern (b).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0166 -0.0035 -0.0035 0.0025 0.0013
Bias(β̂1) 0.0093 -0.0136 -0.0070 -0.0025 0.0009
Bias(σ̂2u) 0.4331 0.1332 0.0574 0.0119 0.3236
RMSE(β̂0) 0.3917 0.2576 0.1725 0.0831 0.0382
RMSE(β̂1) 0.5042 0.2636 0.1884 0.0844 0.0394
RMSE(σ̂2u) 12.5198 6.9296 2.3573 0.9054 0.4903
ŝd(σ̂2u) 0.8516 0.5227 0.3536 0.1713 0.0697
CP(σ̂2u) 0.632 0.598 0.573 0.506 0.423
CIL(σ̂2u) 3.3383 2.049 1.3861 0.6716 0.3236
Table B.39 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui and εi are t
distribution and D in pattern (b).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0163 -0.0040 -0.0036 0.0026 0.0013
Bias(β̂1) 0.0095 -0.0136 -0.0070 -0.0025 0.0009
Bias(σ̂2u) 0.2902 0.0959 0.0581 0.0190 -0.0212
RMSE(β̂0) 0.3876 0.2534 0.1708 0.0825 0.0381
RMSE(β̂1) 0.5013 0.2602 0.1873 0.0838 0.0393
RMSE(σ̂2u) 11.5464 6.5807 2.2495 0.8557 0.4230
ŝd(σ̂2u) 0.6438 0.4092 0.2852 0.1402 0.067
CP(σ̂2u) 0.524 0.532 0.516 0.46 0.398
CIL(σ̂2u) 2.5238 1.6041 1.118 0.5496 0.2627
Table B.40 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui and εi are
t distribution and D in pattern (b).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0148 -0.0201 -0.0084 -0.0032 0.0007
Bias(β̂1) -0.0077 -0.0101 -0.0056 -0.0024 0.0009
Bias(σ̂2u) -0.1820 -0.0933 -0.0406 -0.0026 0.0012
RMSE(β̂0) 0.3316 0.2627 0.1672 0.0840 0.0404
RMSE(β̂1) 0.4027 0.2793 0.1830 0.0868 0.0410
RMSE(σ̂2u) 0.6462 0.4494 0.3104 0.1480 0.0710
ŝd(σ̂2u) 0.461 0.3693 0.2755 0.1453 0.0718
CP(σ̂2u) 0.716 0.832 0.889 0.942 0.955
CIL(σ̂2u) 1.807 1.4478 1.0799 0.5694 0.2813
Table B.41 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui and
εi are normal distribution and D in pattern (c).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0146 -0.0210 -0.0082 -0.0032 0.0007
Bias(β̂1) -0.0056 -0.0104 -0.0054 -0.0024 0.0009
Bias(σ̂2u) 0.0507 0.0173 0.0144 0.0109 0.0045
RMSE(β̂0) 0.3286 0.2635 0.1671 0.0840 0.0404
RMSE(β̂1) 0.4018 0.2777 0.1829 0.0868 0.0410
RMSE(σ̂2u) 0.7372 0.4753 0.3186 0.1499 0.0713
ŝd(σ̂2u) 0.5967 0.4163 0.2951 0.1476 0.072
CP(σ̂2u) 0.831 0.892 0.918 0.944 0.955
CIL(σ̂2u) 2.3389 1.632 1.1568 0.5784 0.2822
Table B.42 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui and εi
are normal distribution and D in pattern (c).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0128 -0.0197 -0.0082 -0.0032 0.0007
Bias(β̂1) -0.0064 -0.0109 -0.0054 -0.0024 0.0009
Bias(σ̂2u) 0.0624 0.0211 0.0066 0.0036 0.0022
RMSE(β̂0) 0.3350 0.2654 0.1683 0.0840 0.0404
RMSE(β̂1) 0.4060 0.2800 0.1831 0.0868 0.0410
RMSE(σ̂2u) 1.0074 0.6927 0.4815 0.2330 0.1153
ŝd(σ̂2u) 0.9743 0.6747 0.4724 0.235 0.115
CP(σ̂2u) 0.999 0.942 0.942 0.953 0.951
CIL(σ̂2u) 3.8193 2.6448 1.8519 0.9213 0.4507
Table B.43 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui and εi are
normal distribution and D in pattern (c).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0153 -0.0202 -0.0083 -0.0032 0.0007
Bias(β̂1) -0.0054 -0.0093 -0.0051 -0.0024 0.0009
Bias(σ̂2u) -0.0891 -0.0480 -0.0181 0.0047 0.0028
RMSE(β̂0) 0.3280 0.2611 0.1669 0.0840 0.0404
RMSE(β̂1) 0.4004 0.2774 0.1829 0.0868 0.0410
RMSE(σ̂2u) 0.5806 0.4036 0.2875 0.1389 0.0662
ŝd(σ̂2u) 0.5046 0.3721 0.2701 0.1377 0.0674
CP(σ̂2u) 0.797 0.883 0.908 0.945 0.959
CIL(σ̂2u) 1.9779 1.4585 1.0587 0.5396 0.2641
Table B.44 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui and εi are
normal distribution and D in pattern (c).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0145 -0.0052 -0.0053 0.0011 0.0008
Bias(β̂1) -0.0113 -0.0092 0.0028 0.0028 0.0008
Bias(σ̂2u) 0-0.2181 -0.0739 -0.0225 -0.0114 0.0038
RMSE(β̂0) 0.3248 0.25012 0.1732 0.0857 0.0400
RMSE(β̂1) 0.3994 0.2720 0.1882 0.0861 0.0396
RMSE(σ̂2u) 1.2560 1.0406 0.7660 0.3532 0.1765
ŝd(σ̂2u) 0.5922 0.6246 0.5263 0.3129 0.1723
CP(σ̂2u) 0.5 0.634 0.73 0.848 0.916
CIL(σ̂2u) 2.3215 2.4486 2.0632 1.2265 0.6755
Table B.45 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui is cen-
tered chi-square distribution and εi is normal distribution and
D in pattern (c).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0162 -0.0066 0.0063 0.0011 0.0008
Bias(β̂1) -0.0134 -0.0101 0.0022 0.0028 0.0008
Bias(σ̂2u) -0.007 0.0485 0.0359 0.0020 0.0070
RMSE(β̂0) 0.3245 0.2503 0.1739 0.0857 0.0400
RMSE(β̂1) 0.3977 0.2707 0.1881 0.0861 0.0396
RMSE(σ̂2u) 1.4476 1.1089 0.7912 0.3563 0.1770
ŝd(σ̂2u) 0.5545 0.4166 0.2957 0.1462 0.0721
CP(σ̂2u) 0.563 0.589 0.576 0.575 0.584
CIL(σ̂2u) 2.1738 1.6329 1.1591 0.5731 0.2825
Table B.46 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui is cen-
tered chi-square distribution and εi is normal distribution and
D in pattern (c).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0082 0.0001 -0.0037 0.0018 0.0010
Bias(β̂1) -0.0077 -0.0072 0.0031 0.0027 0.0008
Bias(σ̂2u) 0.0719 0.0365 0.0483 0.0054 0.0021
RMSE(β̂0) 0.3277 0.2499 0.1737 0.0857 0.0400
RMSE(β̂1) 0.4047 0.2736 0.1899 0.0863 0.0396
RMSE(σ̂2u) 1.5150 1.1516 0.8442 0.3861 0.1885
ŝd(σ̂2u) 0.989 0.6854 0.4825 0.2357 0.115
CP(σ̂2u) 0.989 0.79 0.791 0.778 0.78
CIL(σ̂2u) 3.8767 2.6867 1.8913 0.9238 0.4509
Table B.47 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui is centered
chi-square distribution and εi is normal distribution and D in
pattern (c).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0235 -0.0105 -0.0083 0.0006 0.0007
Bias(β̂1) -0.0171 -0.0118 0.0022 0.0028 0.0008
Bias(σ̂2u) -0.1457 -0.0132 -0.0087 -0.0093 0.0063
RMSE(β̂0) 0.3223 0.2515 0.1742 0.0858 0.0400
RMSE(β̂1) 0.3931 0.2697 0.1866 0.0860 0.0397
RMSE(σ̂2u) 1.3474 1.0897 0.7982 0.3712 0.1873
ŝd(σ̂2u) 0.4611 0.3724 0.268 0.1357 0.0675
CP(σ̂2u) 0.465 0.51 0.522 0.525 0.526
CIL(σ̂2u) 1.8075 1.4598 1.0505 0.5321 0.2646
Table B.48 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui is centered
chi-square distribution and εi is normal distribution and D in
pattern (c).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.0173 0.0042 -0.0023 0.0006 -0.0004
Bias(β̂1) 0.0416 0.0139 -0.0102 0.0015 0.0005
Bias(σ̂2u) -0.0874 -0.0444 -0.0607 -0.0150 0.0009
RMSE(β̂0) 0.3432 0.2612 0.1729 0.0823 0.0400
RMSE(β̂1) 0.4089 0.2831 0.1865 0.0867 0.0416
RMSE(σ̂2u) 1.5740 1.2523 0.8551 0.3974 0.2133
ŝd(σ̂2u) 0.744 0.7429 0.5996 0.3692 0.2012
CP(σ̂2u) 0.515 0.647 0.748 0.865 0.93
CIL(σ̂2u) 2.9167 2.9122 2.3504 1.4472 0.7886
Table B.49 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui and
εi are centered chi-square distribution and D in pattern (c).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.0128 0.0011 -0.0040 0.0005 -0.0004
Bias(β̂1) 0.0372 0.0142 -0.0105 0.0015 0.0005
Bias(σ̂2u) 0.1516 0.0882 0.0130 -0.0002 0.0041
RMSE(β̂0) 0.3424 0.2600 0.1727 0.0824 0.0400
RMSE(β̂1) 0.4038 0.2776 0.1839 0.0867 0.0416
RMSE(σ̂2u) 1.8647 1.3430 0.8679 0.3980 0.2138
ŝd(σ̂2u) 0.6103 0.4226 0.2892 0.1458 0.0719
CP(σ̂2u) 0.491 0.494 0.491 0.512 0.503
CIL(σ̂2u) 2.3923 1.6565 1.1335 0.5715 0.2818
Table B.50 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui and εi
are centered chi-square distribution and D in pattern (c).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) 0.0346 0.0184 0.0044 0.0026 0.0001
Bias(β̂1) 0.0528 0.0216 -0.0086 0.0015 0.0005
Bias(σ̂2u) 0.2195 0.0010 0.0274 -0.0101 0.0019
RMSE(β̂0) 0.3483 0.266 0.1741 0.0824 0.0401
RMSE(β̂1) 0.4166 0.2889 0.1894 0.0873 0.0416
RMSE(σ̂2u) 2.0845 1.4911 1.0125 0.4945 0.2592
ŝd(σ̂2u) 1.0465 0.7059 0.4821 0.235 0.1151
CP(σ̂2u) 0.973 0.635 0.644 0.647 0.622
CIL(σ̂2u) 4.1022 2.7669 1.8899 0.9213 0.4512
Table B.51 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui and εi are
centered chi-square distribution and D in pattern (c).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0064 -0.0109 -0.0094 -0.0005 -0.0007
Bias(β̂1) 0.0260 0.0086 -0.0106 0.0015 0.0005
Bias(σ̂2u) -0.0464 -0.0029 -0.0412 -0.0133 0.00003
RMSE(β̂0) 0.3399 0.2598 0.1743 0.0826 0.0400
RMSE(β̂1) 0.3945 0.2725 0.1815 0.0864 0.0415
RMSE(σ̂2u) 1.5544 1.2563 0.8350 0.3960 0.2166
ŝd(σ̂2u) 0.4951 0.3709 0.2598 0.1352 0.0672
CP(σ̂2u) 0.44 0.443 0.444 0.495 0.465
CIL(σ̂2u) 1.9407 1.4538 1.0183 0.53 0.2632
Table B.52 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui and εi are
centered chi-square distribution and D in pattern (c).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0255 -0.0157 0.0020 -0.0008 0.0013
Bias(β̂1) -0.0191 -0.0035 0.0027 -0.0035 -0.0001
Bias(σ̂2u) -0.1779 -0.1359 -0.0154 -0.0202 0.0093
RMSE(β̂0) 0.3415 0.2508 0.1772 0.0834 0.0405
RMSE(β̂1) 0.3970 0.2819 0.1825 0.0839 0.0401
RMSE(σ̂2u) 1.4522 1.2505 3.1419 0.5526 0.6350
ŝd(σ̂2u) 0.5745 0.5064 0.5056 0.3059 0.2164
CP(σ̂2u) 0.567 0.664 0.713 0.767 0.775
CIL(σ̂2u) 2.2522 1.985 1.982 1.199 0.8482
Table B.53 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui is t
distribution and εi is normal distribution and D in pattern (c).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0239 -0.0149 0.0026 -0.0007 0.0013
Bias(β̂1) -0.0172 -0.0022 0.0034 -0.0036 -0.0001
Bias(σ̂2u) 0.0572 -0.0183 0.0427 -0.0076 0.0126
RMSE(β̂0) 0.3379 0.2503 0.1772 0.0834 0.0405
RMSE(β̂1) 0.3949 0.2801 0.1825 0.0840 0.0401
RMSE(σ̂2u) 1.6712 1.3318 3.2532 0.5581 0.6364
ŝd(σ̂2u) 0.5878 0.3999 0.296 0.1449 0.0722
CP(σ̂2u) 0.685 0.692 0.674 0.568 0.472
CIL(σ̂2u) 2.3043 1.5678 1.1603 0.5681 0.2828
Table B.54 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui is t dis-
tribution and εi is normal distribution and D in pattern (c).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0274 -0.0151 0.0024 -0.0006 0.0013
Bias(β̂1) -0.0201 -0.0021 0.0032 -0.0035 -0.0001
Bias(σ̂2u) 0.1052 0.0184 0.0338 -0.0006 0.0076
RMSE(β̂0) 0.3452 0.2538 0.1781 0.0837 0.0406
RMSE(β̂1) 0.4023 0.2837 0.1832 0.0842 0.0402
RMSE(σ̂2u) 1.7393 1.4251 3.3432 0.5706 0.6258
ŝd(σ̂2u) 0.9969 0.6801 0.4824 0.2356 0.1155
CP(σ̂2u) 0.989 0.852 0.828 0.782 0.683
CIL(σ̂2u) 3.9079 2.6662 1.891 0.9235 0.4528
Table B.55 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui is t distribu-
tion and εi is normal distribution and D in pattern (c).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0239 -0.0156 0.0023 -0.0008 0.0013
Bias(β̂1) -0.0167 -0.0028 0.0030 -0.0035 -0.0001
Bias(σ̂2u) -0.0946 -0.0989 0.0122 -0.0205 0.0114
RMSE(β̂0) 0.3363 0.2479 0.1770 0.0833 0.0405
RMSE(β̂1) 0.3918 0.2785 0.1822 0.0838 0.0400
RMSE(σ̂2u) 1.5646 1.2637 3.1170 0.5761 0.6524
ŝd(σ̂2u) 0.4892 0.3512 0.2716 0.1344 0.0676
CP(σ̂2u) 0.597 0.603 0.62 0.502 0.443
CIL(σ̂2u) 1.9176 1.3769 1.0647 0.5268 0.2649
Table B.56 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when ui is t distri-
bution and εi is normal distribution and D in pattern (c).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0207 -0.0021 -0.0029 0.0029 0.0012
Bias(β̂1) 0.0042 -0.0141 -0.0062 -0.0024 0.0011
Bias(σ̂2u) 0.2032 0.0881 0.0728 0.0389 -0.0082
RMSE(β̂0) 0.4106 0.2696 0.1790 0.0848 0.0387
RMSE(β̂1) 0.5238 0.2712 0.1935 0.0859 0.0398
RMSE(σ̂2u) 10.7841 6.5579 2.7201 1.0249 0.5249
ŝd(σ̂2u) 0.9556 0.85 0.7039 0.4368 0.2554
CP(σ̂2u) 0.48 0.573 0.651 0.737 0.773
CIL(σ̂2u) 3.7461 3.332 2.7593 1.7121 1.0013
Table B.57 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Robust Estimation (RE) when ui and
εi are t distribution and D in pattern (c).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0200 -0.0027 -0.0031 0.0029 0.0012
Bias(β̂1) 0.0065 -0.0134 -0.0063 -0.0024 0.0011
Bias(σ̂2u) 0.5091 0.2502 0.1598 0.0537 -0.0050
RMSE(β̂0) 0.4056 0.2650 0.1770 0.0848 0.0387
RMSE(β̂1) 0.5188 0.2662 0.1924 0.0860 0.0398
RMSE(σ̂2u) 12.4694 7.0379 2.8139 1.0347 0.5262
ŝd(σ̂2u) 0.7437 0.4648 0.3163 0.1504 0.0712
CP(σ̂2u) 0.533 0.554 0.52 0.46 0.385
CIL(σ̂2u) 2.9155 1.8221 1.2398 0.5897 0.2792
Table B.58 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for Fay-Herriot estimation when ui and εi
are t distribution and D in pattern (c).
n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0210 -0.0011 -0.0023 0.0026 0.0013
Bias(β̂1) 0.0057 -0.0140 -0.0059 -0.0022 0.0011
Bias(σ̂2u) 0.5057 0.2049 0.0912 0.0121 -0.0109
RMSE(β̂0) 0.4164 0.2770 0.1823 0.0858 0.0390
RMSE(β̂1) 0.5271 0.2765 0.1961 0.0872 0.0400
RMSE(σ̂2u) 12.5813 7.2120 2.9822 1.1997 0.7045
ŝd(σ̂2u) 1.1592 0.7402 0.4989 0.2386 0.1152
CP(σ̂2u) 0.969 0.673 0.621 0.536 0.405
CIL(σ̂2u) 4.5442 2.9016 1.9557 0.9354 0.4514
Table B.59 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for MME estimation when ui and εi are t
distribution and D in pattern (c).
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n=15 n=30 n=60 n=240 n=1000
Bias(β̂0) -0.0186 -0.0031 -0.0032 0.0031 0.0011
Bias(β̂1) 0.0071 -0.0138 -0.0062 -0.0022 0.0011
Bias(σ̂2u) 0.3173 0.1554 0.1140 0.0338 -0.0220
RMSE(β̂0) 0.3987 0.2611 0.1750 0.0839 0.0386
RMSE(β̂1) 0.5133 0.2628 0.1907 0.0856 0.0397
RMSE(σ̂2u) 11.4662 6.6334 2.6336 0.9390 0.4328
ŝd(σ̂2u) 0.6343 0.4142 0.2901 0.1395 0.0659
CP(σ̂2u) 0.506 0.514 0.509 0.458 0.385
CIL(σ̂2u) 2.4865 1.6238 1.1371 0.5466 0.2584
Table B.60 Bias, mean square error for β and σ2u, estimated standard de-
viation, coverage probabilities and coverage length of nominal
95% confidence intervals for σ2u using asymptotic normality and
estimated variances for REML estimation when both ui and εi
are t distribution and D in in pattern (c).
The finite sample performance of the proposed EBLUP and its associated MSPE estimator
are shown in the following tables.
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.5 0.7094 0.1983 0.4813 0.1348
1 0.0123 -0.2715 -0.1779 -0.3173
1.5 0.0115 -0.2372 -0.1799 -0.2811
All 0.2444 -0.1035 0.0412 -0.1545
Relative
Variability of
mspe(θ̂i)
0.5 0.2088 0.0295 0.1021 0.0222
1 0.0113 0.0681 0.0373 0.0879
1.5 0.0324 0.0797 0.0595 0.1003
All 0.0842 0.0591 0.0663 0.0701
Table B.61 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Chi-squared distribution, n=15 and D is pattern (a).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.9 -0.0191 -0.3270 -0.2886 -0.3757
0.5 0.1806 -0.2574 -0.1874 -0.2949
0.3 0.5506 -0.0766 -0.0558 -0.0995
All 0.2373 -0.2203 -0.1401 -0.2567
Relative
Variability of
mspe(θ̂i)
0.9 0.0054 0.0740 0.0583 0.0974
0.5 0.0307 0.0435 0.0293 0.0533
0.3 0.1004 0.0133 0.0112 0.0150
All 0.0455 0.0436 0.0329 0.0552
Table B.62 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Chi-squared distribution, n=15 and D is pattern (b).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
1 0.1173 -0.1163 -0.0263 -0.1404
1.5 0.1236 -0.1204 -0.0644 -0.1483
2 0.0969 -0.1332 -0.0928 -0.1700
All 0.1126 -0.1233 -0.0611 -0.1529
Relative
Variability of
mspe(θ̂i)
1 0.0394 0.0349 0.0244 0.0407
1.5 0.0208 0.0198 0.0104 0.0261
2 0.0204 0.0294 0.0205 0.0384
All 0.0269 0.0164 0.0185 0.0351
Table B.63 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Chi-squared distribution, n=15 and D is pattern (c).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.1 2.7588 0.1778 35.5278 0.1518
0.5 -0.1555 -0.4814 1.7221 -0.5099
4 -0.2599 -0.2985 -0.1661 -0.3521
All 0.7811 -0.2007 12.3613 -0.2368
Relative
Variability of
mspe(θ̂i)
0.1 1.2972 0.0117 217.1485 0.0115
0.5 0.0213 0.1312 1.7961 0.1490
4 0.1089 0.1333 0.0545 0.1710
All 0.4758 0.0921 72.9997 0.1105
Table B.64 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Chi-squared distribution, n=15 and D is pattern (d).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.5 0.0952 0.0605 0.2187 0.0283
1 -0.0666 -0.1489 -0.0913 -0.1897
1.5 -0.0598 -0.1540 -0.1208 -0.1960
All -0.0104 -0.0808 0.0022 -0.1192
Relative
Variability of
mspe(θ̂i)
0.5 0.0068 0.0038 0.0218 0.0029
1 0.0100 0.0221 0.0123 0.0319
1.5 0.0103 0.0286 0.0211 0.0398
All 0.0090 0.0182 0.0184 0.0248
Table B.65 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Exponential distribution, n=15 and D is pattern (a).
123
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.9 -0.0678 -0.1412 -0.1243 -0.1953
0.5 -0.0355 -0.1039 -0.0749 -0.1397
0.3 0.0404 -0.0028 0.0450 -0.0186
All -0.0210 -0.0826 -0.0514 -0.1179
Relative
Variability of
mspe(θ̂i)
0.9 0.0043 0.0138 0.0117 0.0238
0.5 0.0052 0.0081 0.0062 0.0117
0.3 0.0029 0.0024 0.0027 0.0026
All 0.0041 0.0081 0.0069 0.0127
Table B.66 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Exponential distribution, n=15 and D is pattern (b).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
1 0.1196 0.0854 0.1581 0.0491
1.5 -0.0096 -0.0917 -0.0524 -0.1313
2 -0.0012 -0.1032 -0.0782 -0.1439
All -0.0363 -0.0365 0.0091 -0.0737
Relative
Variability of
mspe(θ̂i)
1 0.0146 0.0092 0.0203 0.0065
1.5 0.0105 0.0172 0.0116 0.0253
2 0.0101 0.0222 0.0178 0.0310
All 0.0117 0.0162 0.0166 0.0209
Table B.67 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Exponential distribution, n=15 and D is pattern (c).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.1 1.4492 0.0116 26.1430 0.0051
0.5 -0.2615 -0.2103 1.5038 -0.2180
4 -0.3191 -0.2884 -0.2698 -0.2712
All 0.2895 -0.1624 9.1257 -0.1613
Relative
Variability of
mspe(θ̂i)
0.1 0.4074 0.0007 126.679 0.0007
0.5 0.0433 0.0226 1.3180 0.0240
4 0.1518 0.1297 0.1269 0.0995
All 0.2008 0.0510 42.7079 0.0414
Table B.68 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Exponential distribution, n=15 and D is pattern (d).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.5 0.1448 0.0866 0.1804 0.0563
1 0.0089 -0.0089 0.0334 -0.0619
1.5 -0.0168 -0.0305 -0.0017 -0.0849
All 0.0457 0.0157 0.0707 -0.0302
Relative
Variability of
mspe(θ̂i)
0.5 0.0090 0.0031 0.0135 0.0015
1 0.0010 0.0008 0.0014 0.0034
1.5 0.0016 0.0021 0.0015 0.0071
All 0.0039 0.0020 0.0055 0.0240
Table B.69 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Normal distribution, n=15 and D is pattern (a).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.9 -0.0229 -0.0165 -0.0055 -0.0736
0.5 -0.0101 -0.0168 -0.00002 -0.0547
0.3 -0.0026 -0.0208 -0.0014 -0.0358
All -0.0119 -0.0180 -0.0023 -0.0547
Relative
Variability of
mspe(θ̂i)
0.9 0.0007 0.0005 0.0003 0.0033
0.5 0.0011 0.0009 0.0009 0.0021
0.3 0.0005 0.0006 0.0005 0.0009
All 0.0008 0.0007 0.0006 0.0021
Table B.70 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Normal distribution, n=15 and D is pattern (b).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
1 0.2744 0.1660 0.2223 0.1297
1.5 0.1303 0.0644 0.1038 0.0086
2 0.0847 0.0319 0.0589 -0.0267
All 0.1631 0.0873 0.1283 -0.0372
Relative
Variability of
mspe(θ̂i)
1 0.0499 0.0179 0.0324 0.0112
1.5 0.0164 0.0050 0.0105 0.0020
2 0.0099 0.0030 0.0055 0.0028
All 0.0251 0.0087 0.0162 0.0053
Table B.71 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Normal distribution, n=15 and D is pattern (c).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.1 -0.3131 0.0090 16.3865 0.0120
0.5 -0.3086 -0.0715 1.2074 -0.0894
4 -0.2036 -0.0899 -0.0272 -0.1436
All -0.2751 -0.0508 5.8556 -0.0736
Relative
Variability of
mspe(θ̂i)
0.1 0.0200 0.0001 49.9238 0.0002
0.5 0.0477 0.0021 0.7727 0.0037
4 0.0512 0.0108 0.0032 0.0246
All 0.0395 0.0044 16.8999 0.0095
Table B.72 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Normal distribution, n=15 and D is pattern (d).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.5 0.2796 -0.1940 -0.1326 -0.2160
1 0.0679 -0.2491 -0.2145 -0.2822
1.5 -0.0489 -0.2891 -0.2669 -0.3268
All 0.0995 -0.2441 -0.2047 -0.2750
Relative
Variability of
mspe(θ̂i)
0.5 0.0440 0.0269 0.0170 0.0305
1 0.0143 0.0509 0.0406 0.0628
1.5 0.0201 0.0856 0.0755 0.1058
All 0.0262 0.0545 0.0444 0.0663
Table B.73 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Chi-squared distribution, n=30 and D is pattern (a).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.9 -0.0024 -0.2828 -0.2750 -0.3093
0.5 0.1766 -0.2323 -0.2176 -0.2585
0.3 0.2259 -0.2717 -0.2490 -0.2812
All 0.1333 -0.2623 -0.1401 -0.2830
Relative
Variability of
mspe(θ̂i)
0.9 0.0311 0.0758 0.0727 0.0873
0.5 0.0204 0.0286 0.0263 0.0342
0.3 0.0304 0.0375 0.0344 0.0393
All 0.0273 0.0473 0.0445 0.0536
Table B.74 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Chi-squared distribution, n=30 and D is pattern (b).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
1 0.1305 -0.2205 -0.1825 -0.2411
1.5 0.1277 -0.1868 -0.1607 -0.2115
2 0.0708 -0.1981 -0.1782 -0.2303
All 0.1097 -0.2018 -0.1738 -0.2277
Relative
Variability of
mspe(θ̂i)
1 0.0330 0.0545 0.0441 0.0608
1.5 0.0260 0.0394 0.0320 0.0480
2 0.0338 0.0624 0.0555 0.0743
All 0.0309 0.0521 0.0438 0.0610
Table B.75 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Chi-squared distribution, n=30 and D is pattern (c).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.1 3.2204 -0.1035 11.6129 -0.0244
0.5 0.1238 -0.3033 0.6494 -0.3488
4 -0.2149 -0.2905 -0.2501 -0.3176
All 1.0431 -0.2324 4.0041 -0.2303
Relative
Variability of
mspe(θ̂i)
0.1 1.7075 0.0083 23.6255 0.0101
0.5 0.0131 0.0441 0.2100 0.0581
4 0.0845 0.1308 0.1107 0.1441
All 0.6017 0.0610 7.9821 0.0708
Table B.76 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Chi-squared distribution, n=30 and D is pattern (d).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.5 0.0496 -0.0335 -0.0159 -0.0483
1 0.0216 -0.0641 -0.0583 -0.0948
1.5 -0.0522 -0.1326 -0.1306 -0.1630
All 0.0063 -0.0767 -0.0683 -0.1020
Relative
Variability of
mspe(θ̂i)
0.5 0.0038 0.0032 0.0026 0.0037
1 0.0018 0.0037 0.0034 0.0065
1.5 0.0091 0.0200 0.0203 0.0259
All 0.0049 0.0090 0.0088 0.0120
Table B.77 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Exponential distribution, n=30 and D is pattern (a).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.9 -0.0126 -0.0765 -0.0735 -0.1074
0.5 0.0495 -0.0085 -0.0038 -0.0343
0.3 0.0209 -0.0252 -0.0256 -0.0380
All 0.0193 -0.0367 -0.0343 -0.0599
Relative
Variability of
mspe(θ̂i)
0.9 0.0051 0.0078 0.0077 0.0106
0.5 0.0015 0.0007 0.0007 0.0011
0.3 0.0023 0.0023 0.0021 0.0025
All 0.0030 0.0036 0.0035 0.0047
Table B.78 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Exponential distribution, n=30 and D is pattern (b).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
1 0.0601 -0.0571 -0.0377 -0.0855
1.5 0.0312 -0.0804 -0.0695 -0.1143
2 -0.0437 -0.1464 -0.1415 -0.1780
All 0.0159 -0.0946 -0.0829 -0.1260
Relative
Variability of
mspe(θ̂i)
1 0.0080 0.0071 0.0058 0.0096
1.5 0.0033 0.0070 0.0059 0.0121
2 0.0108 0.0280 0.0274 0.0362
All 0.0074 0.0140 0.0130 0.0193
Table B.79 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Exponential distribution, n=30 and D is pattern (c).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.1 1.4951 -0.0237 7.2306 0.0077
0.5 -0.0257 -0.0511 0.4825 -0.0541
4 -0.1806 -0.1777 -0.2386 -0.1609
All 0.4296 -0.0842 2.4915 -0.0691
Relative
Variability of
mspe(θ̂i)
0.1 0.3960 0.0010 10.016 0.0009
0.5 0.0015 0.0018 0.1131 0.0020
4 0.0511 0.0499 0.0897 0.0375
All 0.1496 0.0176 3.4063 0.0134
Table B.80 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Exponential distribution, n=30 and D is pattern (d).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.5 0.0283 0.0202 0.0354 -0.0028
1 0.0059 0.0062 0.0163 -0.0320
1.5 -0.0279 -0.0237 -0.0147 -0.0653
All 0.0021 0.0008 0.0123 -0.0333
Relative
Variability of
mspe(θ̂i)
0.5 0.0010 0.0010 0.0014 0.0009
1 0.0026 0.0024 0.0025 0.0032
1.5 0.0017 0.0012 0.0010 0.0038
All 0.0018 0.0016 0.0016 0.0027
Table B.81 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Normal distribution, n=30 and D is pattern (a).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.9 0.0145 0.0141 0.0130 -0.0079
0.5 0.0190 0.0171 0.0162 0.0013
0.3 0.0025 0.0022 -0.0003 -0.0080
All 0.0120 0.0111 0.0096 -0.0049
Relative
Variability of
mspe(θ̂i)
0.9 0.0010 0.0010 0.0010 0.00093
0.5 0.0015 0.0014 0.0014 0.0013
0.3 0.0003 0.0003 0.0003 0.0003
All 0.0010 0.0009 0.0009 0.0009
Table B.82 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Normal distribution, n=30 and D is pattern (b).
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D RE FH MME REML
Relative Bias
of mspe(θ̂i)
1 0.0675 0.0466 0.0633 0.0122
1.5 0.0312 0.0214 0.0352 -0.0236
2 -0.0067 -0.0108 0.0008 -0.0601
All 0.0307 0.0191 0.0331 -0.0238
Relative
Variability of
mspe(θ̂i)
1 0.0042 0.0028 0.0039 0.0016
1.5 0.0041 0.0034 0.0116 0.0038
2 0.0013 0.0012 0.0040 0.0041
All 0.0032 0.0025 0.0030 0.0032
Table B.83 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Normal distribution, n=30 and D is pattern (c).
D RE FH MME REML
Relative Bias
of mspe(θ̂i)
0.1 -0.3219 -0.0050 4.3816 -0.0083
0.5 -0.1625 -0.0044 0.3575 -0.0235
4 -0.0951 -0.0383 -0.0174 -0.0730
All -0.1932 -0.0159 1.5739 -0.0349
Relative
Variability of
mspe(θ̂i)
0.1 0.0152 0.0001 2.9326 0.0001
0.5 0.0128 0.0015 0.0581 0.0018
4 0.0096 0.0024 0.0014 0.0062
All 0.0125 0.0013 0.9974 0.0027
Table B.84 Relative Bias,Relative Variability and Coverage Probability of
mspe(θ̂i) for Robust Estimation (RE), Fay-Herriot estimation,
MME estimation, REML estimation when both ui and εi are
Normal distribution, n=30 and D is pattern (d).
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APPENDIX C. Theorem Proof for Chapter 2
Lemma C.0.2 Under Assumption A4, A5 and A6 ,
E
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)
=
D2i
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
+
2nD2i
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2)
E
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)2
=
2nD4i
(σ2u +Di)4
(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2)
E
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)3
= O(n−2)
E
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)4
= O(n−2).
Proof of Lemma C.0.2.
The leading term of σ̂2u − σ2u is (
∑n
i=1
1
σ2u+Di
)−1
{∑n
i=1
(ui+εi)
2
σ2u+Di
− n
}
+ pn(
1
n
∑n
i=1
1
σ2u+Di
)−1,
and E(σ̂2u − σ2u)2s = O(n−s) for all s = 1, 2, · · ·, by Assumption A4, A5, A6, Taylor expansion
and similar steps as in Chapter 1, where p is the rank for the X = (xT1 , . . . ,x
T
n )
T . Then the
proof follows easily by Taylor expansion.
Additional steps for the proof of Theorem chapter2th:CI
We also need to compute
E
∫ mspe(θ̂i)
σ2uDi
σ2u+Di
x−7/2
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)3
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= E
∫ mspe(θ̂i)
σ2uDi
σ2u+Di
x−7/2
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)3
I{mspe(θ̂i)≥ σ
2
uDi
σ2u+Di
}
+E
∫ σ2uDi
σ2u+Di
mspe(θ̂i)
x−7/2
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)3
I{mspe(θ̂i)≤ σ
2
uDi
σ2u+Di
}
= EI1 + EI2.
We compute EI1 = O(n−2) and EI2 = O(n−2) separately. For EI1, we get
EI1 ≤ E
∫ mspe(θ̂i)
σ2uDi
σ2u+Di
(
σ2uDi
σ2u +Di
)−7/2
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)3
dxI{mspe(θ̂i)≥ σ
2
uDi
σ2u+Di
}
=
1
4
(
σ2uDi
σ2u +Di
)−7/2E
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)4
I{mspe(θ̂i)≥ σ
2
uDi
σ2u+Di
}
≤ 1
4
(
σ2uDi
σ2u +Di
)−7/2E
(
mspe(θ̂i)− σ
2
uDi
σ2u +Di
)4
= O(n−2)
by assumption A4, A5, A6 and Taylor expansion.
For the second part EI2, choose a sequence of constants η = n−1/8 and write
I{mspe(θ̂i)≤ σ
2
uDi
σ2u+Di
} = I{mspe(θ̂i)≤ σ
2
uDi
σ2u+Di
−η} + I{ σ2uDi
σ2u+Di
−η≤mspe(θ̂i)≤ σ
2
uDi
σ2u+Di
}.
Then we get I2 = I21 + I22 respectively. For EI21
|EI21| = E
∫ σ2uDi
σ2u+Di
−mspe(θ̂i)
0
x3
(
mspe(θ̂i) + x
)−7/2
dxI{mspe(θ̂i)≤ σ
2
uDi
σ2u+Di
−η}
≤ E
∫ σ2uDi
σ2u+Di
−mspe(θ̂i)
0
x−1/2dxI{mspe(θ̂i)≤ σ
2
uDi
σ2u+Di
−η}
= 2E
(
σ2uDi
σ2u +Di
−mspe(θ̂i)
)1/2
I{mspe(θ̂i)≤ σ
2
uDi
σ2u+Di
−η}
≤ 2
√
E
∣∣∣∣ σ2uDiσ2u +Di −mspe(θ̂i)
∣∣∣∣
√
P(
σ2uDi
σ2u +Di
−mspe(θ̂i) ≥ η)
135
≤ O(n−1/2)
√√√√E( σ2uDiσ2u+Di −mspe(θ̂i))4
η4
= O(n−2)
by assumption A4, A5, A6 and Taylor expansion. For EI22, we compute
|EI22| = E
∫ σ2uDi
σ2u+Di
mspe(θ̂i)
x−7/2
(
x−mspe(θ̂i)
)3
dxI{ σ2uDi
σ2u+Di
−η≤mspe(θ̂i)≤ σ
2
uDi
σ2u+Di
}
≤ ( σ
2
uDi
σ2u +Di
− η)−7/2E
∫ σ2uDi
σ2u+Di
mspe(θ̂i)
(
x−mspe(θ̂i)
)3
dxI{ σ2uDi
σ2u+Di
−η≤mspe(θ̂i)≤ σ
2
uDi
σ2u+Di
}
≤ ( σ
2
uDi
σ2u +Di
− η)−7/2 1
4
E
(
σ2uDi
σ2u +Di
−mspe(θ̂i)
)4
I{ σ2uDi
σ2u+Di
−η≤mspe(θ̂i)≤ σ
2
uDi
σ2u+Di
}
≤ ( σ
2
uDi
σ2u +Di
− η)−7/2 1
4
E
(
σ2uDi
σ2u +Di
−mspe(θ̂i)
)4
= O(n−2)
by assumption A4, A5, A6 and Taylor expansion. Combining above, we get EI1 + EI2 =
O(n−2).
Next, we need the following quantities for EZ(t)2.
E(θ̂i − θ˜i)2 = D
2
i
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi +
2nD2i
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2
+O(n−2)
by assumption A4, A5, A6 and Taylor expansion. Finally, we obtain the approximations
E
(t(
√
mspe(θ̂i)−
√
σ2uDi
σ2u+Di
))2
σ2uDi
σ2u+Di
=
t2nD2i
2σ4u(σ2u +Di)2
(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2)
E
2(t(
√
mspe(θ̂i)−
√
σ2uDi
σ2u+Di
))(θ̂i − θ˜i)
σ2uDi
σ2u+Di
= O(n−2)
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by assumption A4, A5, A6 and Taylor expansion.
Lemma C.0.3 Under Assumption A4, A5 and A6 ,
E
(
mspe(θ̂i − θ̂j)− ( σ
2
uDi
σ2u +Di
+
σ2uDj
σ2u +Dj
)
)
=
D2i
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi +
2nD2i
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2
+
D2j
(σ2u +Dj)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi +
2nD2j
(σ2u +Dj)3
(
n∑
i=1
1
σ2u +Di
)−2
− 2DiDj
(σ2u +Di)(σ2u +Dj)
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xj +O(n−2)
E
(
mspe(θ̂i − θ̂j)− ( σ
2
uDi
σ2u +Di
+
σ2uDj
σ2u +Dj
)
)2
= 2n
(
D2i
(σ2u +Di)2
+
D2j
(σ2u +Dj)2
)2
(
n∑
i=1
1
σ2u +Di
)−2 +O(n−2)
E
(
mspe(θ̂i − θ̂j)− ( σ
2
uDi
σ2u +Di
+
σ2uDj
σ2u +Dj
)
)3
= O(n−2)
E
(
mspe(θ̂i − θ̂j)− ( σ
2
uDi
σ2u +Di
+
σ2uDj
σ2u +Dj
)
)4
= O(n−2).
The proof of Lemma C.0.3 can be derived from A4, A5, A6 and Taylor expansion and is
similar to the proof of Lemma C.0.2.
Proof of Theorem 2.4.1. As in the proof of Theorem 2.4.1,
P
θi − θj − (θ̂i − θ̂i)√
mspe(θ̂i − θ̂j)
≤ t

= E
Φ(t+ t× (
√
mspe(θ̂i − θ̂j)−
√
σ2uDi
σ2u+Di
+ σ
2
uDj
σ2u+Dj
) + θ̂i − θ˜i − (θ̂j − θ˜j)√
σ2uDi
σ2u+Di
+ σ
2
uDj
σ2u+Dj
)

= E(Φ(t+ Z(t)))
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where Z(t) =
t×(
√
mspe(θ̂i−θ̂j)−
√
σ2uDi
σ2u+Di
+
σ2uDj
σ2u+Dj
)+θ̂i−θ˜i−(θ̂j−θ˜j)√
σ2uDi
σ2u+Di
+
σ2uDj
σ2u+Dj
. As before, we again write
Φ(t+ Z(t)) = Φ(t) + Z(t)φ(t) +
1
2
Z2(t)φ′(t) +
1
6
φ′′(t)Z3(t) +
1
24
φ′′′(t∗)Z4(t)
where t∗ is between t and t+ Z(t). Similarly to the proof of Theorem 2.3.1, we compute
EZ(t) = t
1
2
(
σ2uDi
σ2u +Di
+
σ2uDj
σ2u +Dj
)−1
E
(
mspe(θ̂i − θ̂j)− σ
2
uDi
σ2u +Di
− σ
2
uDj
σ2u +Dj
)
−t1
8
(
σ2uDi
σ2u +Di
+
σ2uDj
σ2u +Dj
)−2
E
(
mspe(θ̂i − θ̂j)− σ
2
uDi
σ2u +Di
− σ
2
uDj
σ2u +Dj
)2
+O(n−2)
=
1
2
t
(
σ2uDi
σ2u +Di
+
σ2uDj
σ2u +Dj
)−1(
D2i
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
+
2nD2i
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2 +
D2j
(σ2u +Dj)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
+
2nD2j
(σ2u +Dj)3
(
n∑
i=1
1
σ2u +Di
)−2 − 2DiDj
(σ2u +Di)(σ2u +Dj)
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xj
)
−1
8
t
(
σ2uDi
σ2u +Di
+
σ2uDj
σ2u +Dj
)−2
2n
(
D2i
(σ2u +Di)2
+
D2j
(σ2u +Dj)2
)2
×(
n∑
i=1
1
σ2u +Di
)−2
+O(n−2).
Next we consider EZ(t)2. Write
Z(t)2 =
(t(
√
mspe(θ̂i − θ̂j)−
√
σ2uDi
σ2u+Di
σ2uDj
σ2u+Dj
))2 + (θ̂i − θ˜i − (θ̂j − θ˜j))2
σ2uDi
σ2u+Di
+ σ
2
uDj
σ2u+Dj
+
2(t(
√
mspe(θ̂i − θ̂j)−
√
σ2uDi
σ2u+Di
σ2uDj
σ2u+Dj
))(θ̂i − θ˜i − (θ̂j − θ˜j))
σ2uDi
σ2u+Di
+ σ
2
uDj
σ2u+Dj
.
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and hence
EZ(t)2 =
(
σ2uDi
σ2u +Di
+
σ2uDj
σ2u +Dj
)−1(
D2i
(σ2u +Di)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
+
2nD2i
(σ2u +Di)3
(
n∑
i=1
1
σ2u +Di
)−2 +
D2j
(σ2u +Dj)2
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xi
+
2nD2j
(σ2u +Dj)3
(
n∑
i=1
1
σ2u +Di
)−2 − 2DiDj
(σ2u +Di)(σ2u +Dj)
xTi (
n∑
i=1
xix
T
i
σ2u +Di
)−1xj
)
+
1
4
t2
(
σ2uDi
σ2u +Di
+
σ2uDj
σ2u +Dj
)−2
2n
(
D2i
(σ2u +Di)2
+
D2j
(σ2u +Dj)2
)2
×(
n∑
i=1
1
σ2u +Di
)−2
+O(n−2).
Combining the above results and the fact the φ′(t) = −tφ(t), the theorem is proven.
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APPENDIX D. Theorem Proof for Chapter 3
Proof of Theorem 3.2.1.
We will prove them separately. First, we prove the consistency for σ̂2e :
σ̂2e − σ2epop
∣∣∣F = Op(n−1/2).
We know that
σ2epop =
∑
i∈U
y2i −
G∑
g=1
∑
i∈Ug
∑
j∈Ug
yiyj/Ng
N −G− p1
−
G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug2
x∗Ti yi(X
∗TX∗)−1x∗jyj
N −G− p1
= σ2epop1 + σ
2
epop2 + σ
2
epop3,
σ̂2e =
∑
i∈S
y2i
pii
−
G∑
g=1
∑
i∈Sg
∑
j∈Sg
yiyj
piijNg
N −G− p1
−
G∑
g1=1
G∑
g2=1
∑
i∈Sg1
∑
j∈Sg2
x∗Ti yi
piij
(X∗TX∗)−1x∗jyj
N −G− p1
= σ̂2e1 + σ̂
2
e2 + σ̂
2
e3,
so we prove
σ̂2e1 − σ2epop1
∣∣∣F = Op(n−1/2)
σ̂2e2 − σ2epop2
∣∣∣F = Op(n−1/2)
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σ̂2e3 − σ2epop3
∣∣∣F = Op(n−1/2)
separately.
For σ̂2e1 − σ2epop1,
σ̂2e1 − Epσ̂2e1
∣∣∣F = Op(√Var(σ̂2e1)∣∣F),
where Epσ̂2e1
∣∣F = σ2epop1 and
√
Var(σ̂2e1)
∣∣F = 1
N −G− p1
√√√√√∑
i∈U
∑
j∈U
Ep(Ii − pii)(Ij − pij)y2i y2j
∣∣∣F
piipij
≤ 1
N −G− p1
√√√√√∑
i∈U
∑
j∈U
|Ep(Ii − pii)(Ij − pij)| F|max
k∈U
y4k
λ21
≤ 1
N −G− p1
√√√√
N max
i∈U
∣∣∣Ep(Ii − pii)2∣∣∣F ∣∣∣ maxk∈U y
4
k
λ21
+
1
N −G− p1
√√√√
N2 max
i,j∈U,i 6=j
|Ep(Ii − pii)(Ij − pij)| F|
max
k∈U
y4k
λ21
= Op(n−1/2)
by assumptions A10, A11 and A13.
For σ̂2e2 − σ2epop2,
σ̂2e2 − Epσ̂2e2
∣∣∣F = Op(√Var(σ̂2e2)∣∣F),
where Epσ̂2e2
∣∣F = σ2epop2 and
√
Var(σ̂2e2)
∣∣F =
√√√√√ G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug1
∑
k∈Ug2
∑
l∈Ug2
Ep(IiIj − piij)(IkIl − pikl)yiyjykyl| F
Ng1Ng2piijpikl
N −G− p1
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≤ 1
N −G− p1
√√√√√ G∑
g1=1
∑
i∈Ug1
∣∣∣Ep(Ii − pii)2∣∣∣F ∣∣∣ maxk∈U y
4
k
N2g1λ
2
1
+
1
N −G− p1
√√√√√ G∑
g1=1
∑
i,j∈Ug1 ,i6=j
∣∣∣Ep(IiIj − piij)2∣∣∣F ∣∣∣ maxk∈U y
4
k
N2g1λ
2
2
+
1
N −G− p1
√√√√√ G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug2
|Ep(Ii − pii)(Ij − pij)| F|
max
k∈U
y4k
Ng1Ng2λ
2
1
+
√√√√√√√
G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug1
∑
k∈Ug2
i6=j 6=k
|Ep(IiIj − piij)(Ik − pik)| F|
max
k∈U
y4k
Ng1Ng2λ1λ2
N −G− p1
+
√√√√√√√
G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug1
∑
k∈Ug2
∑
l∈Ug2
i6=j 6=k 6=l
|Ep(IiIj − piij)(IkIl − pikl)| F|
max
k∈U
y4k
Ng1Ng2λ
2
2
N −G− p1
= Op(n−1/2)
by assumptions A10, A11, A12 and A13.
For σ̂2e3 − σ2epop3,
σ̂2e3 − Epσ̂2e3
∣∣∣F = Op(√Var(σ̂2e3)∣∣F),
where Epσ̂2e3
∣∣F = σ2epop3 and
√
Var(σ̂2e3)
∣∣F =
√√√√√ G∑
g1=1
G∑
g2=1
G∑
g3=1
G∑
g4=1
∑
i∈Ug1
∑
j∈Ug2
∑
k∈Ug3
∑
l∈Ug4
Var(σ̂2e3)ijkl
N −G− p1 ,
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where
Var(σ̂2e3)ijkl = Ep(IiIj − piij)(IkIl − pikl)| F
x∗Ti yi(X
∗TX∗)−1x∗jyjx∗Tk yk(X
∗TX∗)−1x∗l yl
piijpikl
,
which derives
√
Var(σ̂2e3)
∣∣F ≤ 1
N −G− p1
√√√√√ G∑
g1=1
∑
i∈Ug1
∣∣∣Ep(Ii − pii)2∣∣∣F ∣∣∣×O(N−1)
+
1
N −G− p1
√√√√√√
G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug2
i6=j
∣∣∣Ep(IiIj − piij)2∣∣∣F ∣∣∣×O(N−1)
+
1
N −G− p1
√√√√√√
G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug2
i6=j
|Ep(Ii − pii)(Ij − pij)| F| ×O(N−1)
+
√√√√√√
G∑
g1=1
G∑
g2=1
G∑
g3=1
∑
i∈Ug1
∑
j∈Ug2
∑
k∈Ug3
i6=j 6=k
|Ep((IiIj − piij)(Ik − pik)| F|
N −G− p1 ×O(N
−1)
+
√√√√√√
G∑
g1=1
G∑
g2=1
G∑
g3=1
G∑
g4=1
∑
i∈Ug1
∑
j∈Ug2
∑
k∈Ug3
∑
l∈Ug4
i6=j 6=k 6=l
|Ep((IiIj − piij)(IkIl − pikl)| F|
N −G− p1 ×O(N
−1)
= Op(n−1/2)
by assumptions A9, A10, A11, A12 and A13.
Combining all these three parts, we proved σ̂2e − σ2epop
∣∣∣F = Op(n−1/2).
Next, we prove the consistency for σ̂2u. Because we know that
σ2upop = max(mpop − cσ2epop, 0),
we will only prove m̂−mpop| F = Op(n−1/2) and cσ̂2e − cσ2epop
∣∣∣F = Op(n−1/2) separately.
143
First, consider cσ̂2e . We know that
bg = 1− 2Ngx¯Tg (XTX)−1x¯g +Ngx¯Tg (XTX)−1(
G∑
g=1
N2g x¯gx¯
T
g )(X
TX)−1x¯g,
dg = N−1g
[
1−Ngx¯Tg (XTX)−1x¯g
]
,
c =
 G∑
g=1
Ngbg
−1 G∑
g=1
Ngdg
 ,
where
x¯g =
∑
i∈Ug
N−1g xi,
so we get bg = O(1), dg = O(N−1g ),
(∑G
g=1Ngbg
)−1
= O(N−1) and c = o(1) by assumption
A8, A9 and A12. We also proved that σ̂2e − σ2epop
∣∣∣F = Op(n−1/2), so we get cσ̂2e − cσ2epop∣∣∣F =
Op(n−1/2).
Next, we begin to prove m̂−mpop| F = Op(n−1/2). We know that
mpop =
 G∑
g=1
Ngbg
−1 G∑
g=1
∑
i∈Ug
∑
j∈Ug
yiyj
Ng

−
 G∑
g=1
Ngbg
−1
2
G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
l∈Ug2
yi

∑
j∈Ug1
xTj
Ng1
 (XTX)−1xlyl

+
 G∑
g=1
Ngbg
−1

G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug2
yix
T
i (X
TX)−1(
G∑
g=1
∑
i∈Ug
xi
∑
i∈Ug
xTi
Ng
)(XTX)−1xjyj

= mpop1 +mpop2 +mpop3
and
m̂ =
 G∑
g=1
Ngbg
−1 G∑
g=1
∑
i∈Sg
∑
j∈Sg
yiyj
piijNg

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−
 G∑
g=1
Ngbg
−1
2
G∑
g1=1
G∑
g2=1
∑
i∈Sg1
∑
l∈Sg2
yi
piil

∑
j∈Ug1
xTj
Ng1
 (XTX)−1xlyl

+
 G∑
g=1
Ngbg
−1

G∑
g1=1
G∑
g2=1
∑
i∈Sg1
∑
j∈Sg2
yix
T
i
piij
(XTX)−1(
G∑
g=1
∑
i∈Ug
xi
∑
i∈Ug
xTi
Ng
)(XTX)−1xjyj

= m̂1 + m̂2 + m̂3,
so we will prove
m̂1 −mpop1| F = Op(n−1/2)
m̂2 −mpop2| F = Op(n−1/2)
m̂3 −mpop3| F = Op(n−1/2)
separately.
First, for m̂1, we get
E
 G∑
g=1
Ngbg
−1 G∑
g=1
∑
i∈Sg
∑
j∈Sg
yiyj
piijNg

∣∣∣∣∣∣∣F =
 G∑
g=1
Ngbg
−1 G∑
g=1
∑
i∈Ug
∑
j∈Ug
yiyj
Ng

+Op

√√√√√ G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
j∈Ug1
∑
k∈Ug2
∑
l∈Ug2
Ep(IiIj − piij)(IkIl − pikl)yiyjykyl| F
Ng1Ng2piijpikl(∑G
g=1Ngbg
)

=
 G∑
g=1
Ngbg
−1 G∑
g=1
∑
i∈Ug
∑
j∈Ug
yiyj
Ng
+Op(n−1/2)
by
(∑G
g=1Ngbg
)−1
= O(N−1) that we have proved and similar proof we used for σ̂2e2 − σ2epop2
∣∣∣F =
Op(n−1/2).
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For m̂2, we get
E
 G∑
g=1
Ngbg
−1
2
G∑
g1=1
G∑
g2=1
∑
i∈Sg1
∑
l∈Sg2
yi
piil

∑
j∈Ug1
xTj
Ng1
 (XTX)−1xlyl

∣∣∣∣∣∣∣∣∣F
=
 G∑
g=1
Ngbg
−1
2
G∑
g1=1
G∑
g2=1
∑
i∈Ug1
∑
l∈Ug2
yi

∑
j∈Ug1
xTj
Ng1
 (XTX)−1xlyl

+Op(
√
Var(m̂2)| F),
where
√
Var(m̂2)| F =
2
√√√√√ G∑
g1=1
G∑
g2=1
G∑
g3=1
G∑
g4=1
∑
i∈Ug1
∑
j∈Ug1
∑
k∈Ug2
∑
l∈Ug2
Var(m̂2)ijkl
 G∑
g=1
Ngbg
 ,
where
Var(m̂2)ijkl =
Ep(IiIj − piij)(IkIl − pikl)| F
piijpikl
×yi

∑
j∈Ug1
xTj
Ng1
 (XTX)−1xjyjyk

∑
j∈Ug1
xTj
Ng1
 (XTX)−1xlyl
≤
∣∣∣∣∣ Ep(IiIj − piij)(IkIl − pikl)| Fpiijpikl
∣∣∣∣∣×O(N−2)
by assumption A9, A10. So we get
√
Var(m̂2)| F = Op(n−1/2) by
(∑G
g=1Ngbg
)−1
= O(N−1)
that we have proved and similar proof we used for σ̂2e2 − σ2epop2
∣∣∣F = Op(n−1/2).
Next, we consider m̂3. We prove that m̂3 −mpop3| F = Op(n−1/2) by similar proof as we
used for σ̂2e3 − σ2epop3
∣∣∣F = Op(n−1/2)
Combining all these three parts, we prove that m̂−mpop| F = Op(n−1/2).
Finally, we prove that
β̂ − βpop
∣∣∣F = 1p ×Op(n−1/2).
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We know that
βpop =
 1
N
G∑
g=1
∑
i∈Ug
xix
T
i −
1
N
G∑
g=1
∑
i∈Ug
xi
Ng +
σ2epop
σ2upop
(
∑
j∈Ug
xTj )


−1
 1
N
G∑
g=1
∑
i∈Ug
xiyi − 1
N
G∑
g=1
∑
i∈Ug
yi
Ng +
σ2epop
σ2upop
(
∑
j∈Ug
xj)


= A−1B
and
β̂ =
 1
N
G∑
g=1
∑
i∈Ug
xix
T
i −
1
N
G∑
g=1
∑
i∈Ug
xi
Ng +
σ̂2e
σ̂2u
(
∑
j∈Ug
xTj )


−1
 1
N
G∑
g=1
∑
i∈Sg
xiyi
pii
− 1
N
G∑
g=1
∑
i∈Sg
yi
(Ng +
σ̂2e
σ̂2u
)pii
(
∑
j∈Ug
xj)


= Â
−1
B̂.
We will prove Â−A
∣∣∣F = 1p1Tp ×Op(n−1/2) and B̂ −B∣∣∣F = 1p ×Op(n−1/2) separately,
then by Taylor expansion, β̂ − βpop
∣∣∣F = 1p ×Op(n−1/2) can be derived directly. Before that,
we want to prove σ̂
2
e
σ̂2u
− σ2epop
σ2upop
∣∣∣∣F = Op(n−1/2), which will be used later. We have proved that
σ̂2u − σ2upop
∣∣∣F = Op(n−1/2),
σ̂2e − σ2epop
∣∣∣F = Op(n−1/2).
So σ̂
2
e
σ̂2u
− σ2epop
σ2upop
∣∣∣∣F = Op(n−1/2) derives directly from Taylor expansion.
First, we prove Â−A
∣∣∣F = 1p1Tp ×Op(n−1/2). We know that
Â−A = 1
N
G∑
g=1

∑
i∈Ug
xi
Ng +
σ̂2e
σ̂2u
−
∑
i∈Ug
xi
Ng +
σ2epop
σ2upop
 (∑
j∈Ug
xTj )

=
1
N
G∑
g=1

∑
i∈Ug
xi
(Ng +
σ̂2e
σ̂2u
)(Ng +
σ2epop
σ2upop
)
 (∑
j∈Ug
xTj )
 (σ2epop
σ2upop
− σ̂
2
e
σ̂2u
).
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We know that
1
N
G∑
g=1

∑
i∈Ug
xi
(Ng +
σ̂2e
σ̂2u
)(Ng +
σ2epop
σ2upop
)
 (∑
j∈Ug
xTj )

≤ 1
N
G∑
g=1
∑
i∈Ug
max
i∈U
|xi|
N2g
 (∑
j∈Ug
max
i∈U
∣∣∣xTj ∣∣∣)

= 1p1Tp × o(1)
by assumption A10 and A12. And we have proved that σ̂
2
e
σ̂2u
− σ2epop
σ2upop
∣∣∣∣F = Op(n−1/2). Combining
these two, we get Â−A
∣∣∣F = 1p1Tp ×Op(n−1/2).
Next, we prove that B̂ −B
∣∣∣F = 1p ×Op(n−1/2). We know that
B̂ −B = 1
N
G∑
g=1
∑
i∈Sg
xiyi
pii
− 1
N
G∑
g=1
∑
i∈Ug
xiyi
+
1
N
G∑
g=1
∑
i∈Ug
yi
Ng +
σ2epop
σ2upop
(
∑
j∈Ug
xj)
− 1
N
G∑
g=1
∑
i∈Sg
yi
(Ng +
σ̂2e
σ̂2u
)pii
(
∑
j∈Ug
xj)
 .
So we derive that
B̂ −B = 1
N
G∑
g=1
∑
i∈Ug
xiyi
pii
− 1
N
G∑
g=1
∑
i∈Ug
xiyi
+
1
N
G∑
g=1
∑
i∈Ug
yi
Ng +
σ2epop
σ2upop
(
∑
j∈Ug
xj)
− 1
N
G∑
g=1
∑
i∈Sg
yi
(Ng +
σ2epop
σ2upop
)pii
(
∑
j∈Ug
xj)

+
1
N
G∑
g=1
∑
i∈Sg
yi
(Ng +
σ2epop
σ2upop
)pii
(
∑
j∈Ug
xj)
− 1
N
G∑
g=1
∑
i∈Sg
yi
(Ng +
σ̂2e
σ̂2u
)pii
(
∑
j∈Ug
xj)

= B1 +B2 +B3,
where
B1 =
1
N
G∑
g=1
∑
i∈Ug
xiyi
pii
− 1
N
G∑
g=1
∑
i∈Ug
xiyi,
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B2 =
1
N
G∑
g=1
∑
i∈Ug
yi
Ng +
σ2epop
σ2upop
(
∑
j∈Ug
xj)
− 1
N
G∑
g=1
∑
i∈Sg
yi
(Ng +
σ2epop
σ2upop
)pii
(
∑
j∈Ug
xj)
 ,
B3 =
1
N
G∑
g=1
∑
i∈Sg
yi
(Ng +
σ2epop
σ2upop
)pii
(
∑
j∈Ug
xj)
− 1
N
G∑
g=1
∑
i∈Sg
yi
(Ng +
σ̂2e
σ̂2u
)pii
(
∑
j∈Ug
xj)
 .
We will prove B1| F = 1p×Op(n−1/2), B2| F = 1p×Op(n−1/2) and B3| F = 1p×Op(n−1/2)
separately.
For B1 and B2, the results follow directly from similar proof of σ̂2e1.
For B3, we calculate that
B3 =
1
N
G∑
g=1
∑
i∈Sg
yi
(Ng +
σ̂2e
σ̂2u
)(Ng +
σ2epop
σ2upop
)pii
(
∑
j∈Ug
xj)
( σ̂2e
σ̂2u
− σ
2
epop
σ2upop
)
.
We know that
1
N
G∑
g=1
∑
i∈Sg
yi
(Ng +
σ̂2e
σ̂2u
)(Ng +
σ2epop
σ2upop
)pii
(
∑
j∈Ug
xj)

≤ 1
N
G∑
g=1
∑
i∈Sg
max
i∈U
|yi|
N2gλ1
(
∑
j∈Ug
max
i∈U
|xj |)

= 1p × o(1)
by assumption A10 and A12. And we have proved that σ̂
2
e
σ̂2u
− σ2epop
σ2upop
∣∣∣∣F = Op(n−1/2). Combining
these three, the result for B̂ −B
∣∣∣F = 1p × Op(n−1/2) follows directly. Combining the result
for A and B, β̂ − βpop
∣∣∣F = 1p ×Op(n−1/2) follows from Taylor expansion.
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Proof of Theorem 3.3.1.
We know that
θ̂g − θ˜gpop = 1
Ng
∑
i∈Ug
xTi β̂ −
1
Ng
∑
i∈Ug
xTi βpop +
1
Ng
(
σ̂2u
σ̂2u + σ̂2e/Ng
)
∑
i∈Sg
(yi − xTi β̂)
pii
− 1
Ng
(
σ2upop
σ2upop + σ2epop/Ng
)
∑
i∈Ug
(yi − xTi βpop).
We derive that
θ̂g − θ˜gpop = 1
Ng
∑
i∈Ug
xTi β̂ −
1
Ng
∑
i∈Ug
xTi βpop
+
1
Ng
(
σ̂2u
σ̂2u + σ̂2e/Ng
)
∑
i∈Sg
(yi − xTi β̂)
pii
− 1
Ng
(
σ2upop
σ2upop + σ2epop/Ng
)
∑
i∈Sg
(yi − xTi β̂)
pii
+
1
Ng
(
σ2upop
σ2upop + σ2epop/Ng
)
∑
i∈Sg
(yi − xTi β̂)
pii
− 1
Ng
(
σ2upop
σ2upop + σ2epop/Ng
)
∑
i∈Ug
(yi − xTi βpop)
= A1 +A2 +A3,
where
A1 =
1
Ng
∑
i∈Ug
xTi β̂ −
1
Ng
∑
i∈Ug
xTi βpop,
A2 =
1
Ng
(
σ̂2u
σ̂2u + σ̂2e/Ng
)
∑
i∈Sg
(yi − xTi β̂)
pii
− 1
Ng
(
σ2upop
σ2upop + σ2epop/Ng
)
∑
i∈Sg
(yi − xTi β̂)
pii
and
A3 =
1
Ng
(
σ2upop
σ2upop + σ2epop/Ng
)
∑
i∈Sg
(yi − xTi β̂)
pii
− 1
Ng
(
σ2upop
σ2upop + σ2epop/Ng
)
∑
i∈Ug
(yi − xTi βpop).
We will prove A1| F = Op(n−1/2), A2| F = Op(n−1/2) and A3| F = Op(n−1/2g ) separately.
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For A1, the result derives directly from Theorem 3.2.1 and assumption A10. For A2, we
compute that
A2 =
1
Ng
(
σ̂2u
σ̂2u + σ̂2e/Ng
− σ
2
upop
σ2upop + σ2epop/Ng
)
∑
i∈Sg
(yi)
pii
− 1
Ng
∑
i∈Sg
(xTi )
pii
(
σ̂2u
σ̂2u + σ̂2e/Ng
β̂ − σ
2
upop
σ2upop + σ2epop/Ng
βpop)
= A21 −A22.
The result for A21| F = Op(n−1/2) and A22| F = Op(n−1/2) follows from Theorem 3.2.1 and
similar proof of B̂ −B
∣∣∣F = 1p×Op(n−1/2) for β̂ − βpop∣∣∣F = 1p×Op(n−1/2) in Theorem 3.2.1.
For A3, we compute that
A3 =
1
Ng
(
σ2upop
σ2upop + σ2epop/Ng
)
∑
i∈Ug
(
Ii
pii
− 1)(yi − xTi βpop),
which has mean equals to 0, and variance as
√
Var(A3) = (
σ2upop
σ2upopNg + σ2epop
)
√√√√∑
i∈Ug
∑
j∈Ug
E(
Ii
pii
− 1)( Ij
pij
− 1)(yi − xTi βpop)(yj − xTj βpop)
∣∣∣∣∣F
≤ 1
Ng
√√√√∑
i∈Ug
E
(Ii − pii)2
pi2i
∣∣∣∣∣F ×O(1) + 1Ng
√√√√√
∑
i∈Ug
∑
j∈Ug
i6=j
|E(Ii − pii)(Ii − pii)| F| ×O(1)
= Op(n−1/2g )
by assumption A10, A11, A12, A13. Then the result for A3 follows directly. Combining these
three parts, we prove that θ̂g − θgpop
∣∣∣F = Op(n−1/2g ).
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APPENDIX E. Finite Sample Performance for Chapter 3
The finite sample performance of the proposed parameter estimators are shown in the
following tables.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.0108 -0.0141 -0.0013 -0.0139 -0.004
2 -0.0150 -0.0161 -0.0101 0.0045 -0.0068
3 0.0017 -0.0052 -0.0067 -0.0083 -0.0163
4 -0.0032 0.0029 0.0014 0.0095 -0.0125
5 0.0363 0.0058 -0.0084 -0.0077 -0.0016
6 -0.0119 0.0101 -0.0013 -0.0098 0.0042
7 -0.0060 -0.0105 0.0310 0.0186 -0.0113
8 -0.0265 -0.0160 -0.0168 -0.0165 -0.0119
9 -0.0124 -0.0124 -0.0052 -0.0013 -0.0178
10 0.0000 -0.0036 0.0110 0.0202 -0.0124
11 0.0191 0.0140 -0.0195 0.0084 -0.0003
12 0.0209 -0.0194 -0.0093 0.0034 -0.0141
13 -0.0107 0.0076 0.0077 -0.0080 0.0102
14 -0.0369 -0.0089 -0.0171 0.0517 0.0212
15 -0.0156 -0.0207 0.0115 -0.0101 -0.0171
Table E.1 Bias for θ̂gR within areas 1-15 comparing to population estima-
tor θgpop across different scenarios determined by the variance
ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 -0.0475 -0.0220 -0.0014 -0.0127 0.0134
17 -0.0158 0.0042 0.0154 0.0109 -0.0232
18 0.0032 -0.0152 -0.0239 -0.0153 -0.0016
19 0.0175 0.0178 -0.0065 -0.0178 -0.0368
20 -0.0209 -0.0070 0.0009 -0.0089 -0.0155
21 0.0000 -0.0030 -0.0109 -0.0146 -0.0253
22 -0.0129 -0.0118 0.0009 0.0231 -0.0013
23 -0.0111 0.0298 0.0052 -0.0215 0.0149
24 0.0041 -0.0033 -0.0247 -0.0153 0.0061
25 -0.0154 -0.0072 -0.0102 0.0030 0.0023
26 -0.0011 0.0169 -0.0069 -0.0145 -0.0096
27 -0.0041 0.0059 0.0079 -0.0102 -0.0117
28 0.0269 0.0152 0.0483 0.0713 0.0747
29 -0.0327 -0.0263 -0.0467 -0.0175 -0.0142
30 -0.0079 -0.0072 -0.0071 -0.0046 -0.016
Table E.2 Bias for θ̂gR within areas 16-30 comparing to population estima-
tor θgpop across different scenarios determined by the variance
ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.2051 0.1923 0.1392 0.1369 0.1175
2 0.6649 0.5802 0.5788 0.4937 0.3564
3 0.1548 0.1256 0.1209 0.1169 0.1034
4 0.1639 0.1740 0.1834 0.1791 0.2452
5 0.4004 0.3906 0.3582 0.3307 0.2562
6 0.1942 0.1721 0.1510 0.1092 0.1117
7 0.2566 0.2646 0.2461 0.2118 0.1716
8 0.8390 0.8451 0.7553 0.7418 0.4765
9 0.1334 0.1196 0.1282 0.1176 0.1502
10 0.2749 0.2277 0.1963 0.1584 0.1426
11 0.2753 0.2773 0.2965 0.3540 0.5517
12 0.1349 0.1468 0.1247 0.1224 0.1288
13 0.2703 0.2147 0.1926 0.1899 0.1432
14 0.5992 0.5927 0.6106 0.4697 0.3535
15 0.1776 0.1658 0.1441 0.1510 0.1357
Table E.3 Variance for θ̂gR within areas 1-15 across different scenarios de-
termined by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.2031 0.2310 0.2524 0.2632 0.3976
17 0.1561 0.1527 0.1679 0.1967 0.2226
18 0.1618 0.1602 0.1597 0.1822 0.2539
19 0.5622 0.5081 0.4786 0.4393 0.3087
20 0.1412 0.1470 0.1357 0.1297 0.1346
21 0.1860 0.1739 0.1771 0.1839 0.2371
22 0.2754 0.2821 0.3116 0.3953 0.5648
23 0.3245 0.2577 0.2360 0.2259 0.1537
24 0.2325 0.2081 0.1909 0.1776 0.1544
25 0.2124 0.1947 0.1977 0.1522 0.1538
26 0.1886 0.1863 0.1811 0.2033 0.2561
27 0.2017 0.1772 0.1640 0.1336 0.1314
28 1.1332 1.1224 1.0669 1.0089 0.7713
29 0.1710 0.1487 0.1406 0.1444 0.1752
30 0.1656 0.1815 0.1769 0.1771 0.2606
Table E.4 Variance for θ̂gR within areas 16-30 across different scenarios
determined by the variance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.4530 0.4388 0.3731 0.3703 0.3428
2 0.8156 0.7618 0.7609 0.7026 0.5970
3 0.3935 0.3544 0.3478 0.3421 0.3219
4 0.4049 0.4171 0.4282 0.4233 0.4953
5 0.6338 0.6250 0.5985 0.5751 0.5062
6 0.4408 0.4149 0.3886 0.3307 0.3342
7 0.5066 0.5145 0.4971 0.4606 0.4144
8 0.9163 0.9194 0.8693 0.8614 0.6904
9 0.3654 0.3460 0.3581 0.3429 0.3879
10 0.5243 0.4772 0.4432 0.3986 0.3778
11 0.5250 0.5268 0.5448 0.5950 0.7428
12 0.3678 0.3836 0.3533 0.3498 0.3592
13 0.5200 0.4634 0.4389 0.4359 0.3786
14 0.7750 0.7699 0.7816 0.6873 0.5949
15 0.4217 0.4077 0.3797 0.3887 0.3688
Table E.5 Root mean square error within areas 1-15 comparing to popula-
tion estimator θgpop across different scenarios determined by the
variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.4532 0.4811 0.5024 0.5132 0.6307
17 0.3955 0.3907 0.4100 0.4436 0.4723
18 0.4023 0.4006 0.4004 0.4272 0.5039
19 0.7500 0.7130 0.6919 0.6630 0.5568
20 0.3763 0.3835 0.3683 0.3602 0.3672
21 0.4313 0.4170 0.4210 0.4291 0.4876
22 0.5249 0.5313 0.5582 0.6291 0.7516
23 0.5698 0.5085 0.4859 0.4758 0.3923
24 0.4822 0.4562 0.4376 0.4218 0.3930
25 0.4611 0.4413 0.4448 0.3901 0.3921
26 0.4343 0.4320 0.4257 0.4511 0.5061
27 0.4491 0.4210 0.4051 0.3657 0.3627
28 1.0648 1.0595 1.0340 1.0070 0.8814
29 0.4149 0.3865 0.3779 0.3804 0.4188
30 0.4070 0.4261 0.4207 0.4208 0.5107
Table E.6 Root mean square error for θ̂gR within areas 16-30 comparing to
population estimator θgpop across different scenarios determined
by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.0112 -0.0137 -0.0008 -0.0135 -0.0036
2 -0.0095 -0.0105 -0.0046 0.0100 -0.0013
3 0.0019 -0.0050 -0.0065 -0.0081 -0.0161
4 -0.0069 -0.0008 -0.0022 0.0059 -0.0161
5 0.0405 0.0099 -0.0042 -0.0036 0.0025
6 -0.0118 0.0102 -0.0012 -0.0097 0.0043
7 -0.0040 -0.0085 0.0330 0.0206 -0.0093
8 -0.0192 -0.0087 -0.0095 -0.0093 -0.0047
9 -0.0138 -0.0139 -0.0067 -0.0027 -0.0192
10 0.0013 -0.0022 0.0123 0.0215 -0.0110
11 0.0125 0.0074 -0.0260 0.0019 -0.0068
12 0.0200 -0.0204 -0.0102 0.0025 -0.0150
13 -0.0092 0.0092 0.0093 -0.0064 0.0118
14 -0.0314 -0.0034 -0.0116 0.0572 0.0266
15 -0.0161 -0.0212 0.0110 -0.0106 -0.0176
Table E.7 Bias for θ̂gR within areas 1-15 comparing to true mean of area
θgT across different scenarios determined by the variance ratio
R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 -0.0520 -0.0265 -0.0059 -0.0171 0.0089
17 -0.0190 0.0010 0.0122 0.0077 -0.0263
18 -0.0005 -0.0188 -0.0276 -0.0189 -0.0053
19 0.0230 0.0233 -0.0010 -0.0123 -0.0312
20 -0.0221 -0.0082 -0.0004 -0.0102 -0.0168
21 -0.0034 -0.0064 -0.0143 -0.0179 -0.0286
22 -0.0196 -0.0185 -0.0057 0.0165 -0.0079
23 -0.0087 0.0321 0.0075 -0.0192 0.0172
24 0.0045 -0.0029 -0.0243 -0.0149 0.0065
25 -0.0152 -0.0070 -0.0100 0.0032 0.0025
26 -0.0051 0.0128 -0.0110 -0.0185 -0.0136
27 -0.0039 0.0060 0.0080 -0.0101 -0.0115
28 0.0362 0.0244 0.0575 0.0805 0.0839
29 -0.0354 -0.0290 -0.0494 -0.0201 -0.0169
30 -0.0114 -0.0107 -0.0106 -0.0081 -0.0195
Table E.8 Bias for θ̂gR within areas 16-30 comparing to true mean of area
θgT across different scenarios determined by the variance ratio
R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.4530 0.4388 0.3731 0.3703 0.3428
2 0.8155 0.7618 0.7608 0.7027 0.5970
3 0.3935 0.3544 0.3478 0.3420 0.3219
4 0.4049 0.4171 0.4282 0.4232 0.4954
5 0.6341 0.6250 0.5985 0.5751 0.5062
6 0.4408 0.4149 0.3886 0.3307 0.3342
7 0.5066 0.5144 0.4972 0.4606 0.4143
8 0.9161 0.9193 0.8692 0.8613 0.6903
9 0.3655 0.3461 0.3581 0.3429 0.3880
10 0.5243 0.4772 0.4432 0.3986 0.3778
11 0.5248 0.5266 0.5451 0.5950 0.7428
12 0.3678 0.3837 0.3533 0.3498 0.3592
13 0.5199 0.4634 0.4390 0.4358 0.3786
14 0.7747 0.7699 0.7815 0.6877 0.5952
15 0.4218 0.4077 0.3797 0.3887 0.3688
Table E.9 Root mean square error for θ̂gR within areas 1-15 comparing to
true mean of area θgT across different scenarios determined by
the variance ratio R.
157
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.4537 0.4813 0.5025 0.5133 0.6306
17 0.3956 0.3907 0.4099 0.4436 0.4725
18 0.4023 0.4007 0.4006 0.4273 0.5039
19 0.7501 0.7132 0.6918 0.6629 0.5564
20 0.3764 0.3835 0.3683 0.3603 0.3672
21 0.4313 0.4171 0.4211 0.4293 0.4878
22 0.5251 0.5314 0.5582 0.6289 0.7516
23 0.5697 0.5087 0.4859 0.4757 0.3924
24 0.4822 0.4561 0.4376 0.4217 0.3930
25 0.4611 0.4413 0.4448 0.3901 0.3921
26 0.4343 0.4318 0.4258 0.4513 0.5062
27 0.4491 0.4210 0.4051 0.3657 0.3627
28 1.0651 1.0597 1.0345 1.0077 0.8822
29 0.4151 0.3867 0.3783 0.3805 0.4189
30 0.4071 0.4262 0.4207 0.4209 0.5108
Table E.10 Root mean square error for θ̂gR within areas 16-30 comparing
to true mean of area θgT across different scenarios determined
by the variance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.1146 0.0897 0.1025 0.0899 0.0998
2 -0.1265 -0.1275 -0.1216 -0.1070 -0.1183
3 -0.0874 -0.0942 -0.0958 -0.0974 -0.1054
4 -0.0409 -0.0348 -0.0363 -0.0282 -0.0502
5 0.0121 -0.0185 -0.0326 -0.0320 -0.0259
6 0.0723 0.0943 0.0828 0.0744 0.0883
7 -0.1068 -0.1113 -0.0698 -0.0823 -0.1122
8 -0.0208 -0.0103 -0.0111 -0.0109 -0.0063
9 0.0680 0.0679 0.0752 0.0791 0.0626
10 0.0293 0.0257 0.0403 0.0495 0.0169
11 0.0080 0.0029 -0.0306 -0.0027 -0.0114
12 0.0572 0.0168 0.0270 0.0397 0.0222
13 -0.0671 -0.0487 -0.0486 -0.0643 -0.0461
14 -0.1143 -0.0862 -0.0945 -0.0256 -0.0562
15 -0.0619 -0.0670 -0.0347 -0.0563 -0.0634
Table E.11 Bias for θ̂gR within areas 1-15 comparing to area mean θg across
different scenarios determined by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 -0.0050 0.0206 0.0411 0.0299 0.0560
17 -0.0001 0.0199 0.0312 0.0267 -0.0074
18 0.1147 0.0963 0.0876 0.0963 0.1099
19 0.0299 0.0302 0.0059 -0.0054 -0.0244
20 0.0377 0.0516 0.0595 0.0497 0.0431
21 -0.0106 -0.0136 -0.0215 -0.0251 -0.0359
22 -0.0908 -0.0897 -0.0769 -0.0547 -0.0791
23 -0.1074 -0.0666 -0.0912 -0.1179 -0.0815
24 -0.0754 -0.0828 -0.1042 -0.0948 -0.0734
25 -0.0358 -0.0276 -0.0306 -0.0175 -0.0181
26 -0.1893 -0.1714 -0.1952 -0.2027 -0.1978
27 0.0831 0.0931 0.0951 0.0770 0.0755
28 -0.0323 -0.0441 -0.0110 0.0120 0.0154
29 -0.0649 -0.0586 -0.0790 -0.0497 -0.0465
30 -0.0909 -0.0902 -0.0902 -0.0876 -0.0990
Table E.12 Bias for θ̂gR within areas 16-30 comparing to area mean θg
across different scenarios determined by the variance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.4672 0.4476 0.3869 0.3808 0.3570
2 0.8252 0.7723 0.7705 0.7107 0.6086
3 0.4030 0.3667 0.3607 0.3555 0.3384
4 0.4069 0.4186 0.4298 0.4241 0.4977
5 0.6329 0.6252 0.5994 0.5760 0.5068
6 0.4466 0.4254 0.3973 0.3388 0.3457
7 0.5177 0.5263 0.5010 0.4675 0.4292
8 0.9162 0.9193 0.8692 0.8613 0.6903
9 0.3715 0.3524 0.3659 0.3519 0.3925
10 0.5251 0.4779 0.4449 0.4011 0.3780
11 0.5248 0.5266 0.5454 0.5950 0.7429
12 0.3717 0.3835 0.3542 0.3520 0.3596
13 0.5242 0.4659 0.4415 0.4405 0.3813
14 0.7825 0.7747 0.7871 0.6858 0.5972
15 0.4260 0.4126 0.3811 0.3926 0.3738
Table E.13 Root mean square error for θ̂gR within areas 1-15 comparing
to area mean θg across different scenarios determined by the
variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.4507 0.4810 0.5041 0.5139 0.6330
17 0.3951 0.3912 0.4109 0.4443 0.4718
18 0.4183 0.4117 0.4091 0.4376 0.5157
19 0.7504 0.7134 0.6919 0.6628 0.5561
20 0.3777 0.3869 0.3731 0.3635 0.3694
21 0.4314 0.4173 0.4214 0.4296 0.4883
22 0.5326 0.5386 0.5634 0.6311 0.7557
23 0.5797 0.5120 0.4943 0.4897 0.4004
24 0.4881 0.4636 0.4492 0.4320 0.3998
25 0.4622 0.4421 0.4457 0.3905 0.3925
26 0.4738 0.4644 0.4682 0.4944 0.5433
27 0.4567 0.4311 0.4160 0.3736 0.3703
28 1.0650 1.0603 1.0330 1.0045 0.8784
29 0.4186 0.3900 0.3832 0.3833 0.4211
30 0.4170 0.4355 0.4302 0.4298 0.5200
Table E.14 Root mean square error for θ̂gR within areas 16-30 comparing
to area mean θg across different scenarios determined by the
variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.3715 0.2924 0.2379 0.1426 0.0336
2 0.4780 0.4325 0.4076 0.3284 0.1345
3 0.2785 0.1986 0.1559 0.0732 -0.0401
4 0.1205 0.0951 0.0774 0.0338 -0.0758
5 0.4662 0.3868 0.2825 0.2207 0.0790
6 0.3427 0.3016 0.2375 0.1584 0.0352
7 0.4589 0.3668 0.3264 0.1943 -0.0136
8 0.5339 0.5406 0.4615 0.3733 0.1388
9 0.2300 0.1816 0.1506 0.0916 -0.0701
10 0.4353 0.3629 0.2891 0.2048 -0.0028
11 -0.0385 -0.0135 -0.0138 -0.0270 -0.1427
12 0.2846 0.2143 0.1617 0.0989 -0.0592
13 0.4120 0.3684 0.2945 0.2057 0.0493
14 0.5072 0.4723 0.4104 0.3378 0.1219
15 0.3129 0.2442 0.2087 0.1697 0.0205
Table E.15 Bias for θ̂gF within areas 1-15 comparing to population estima-
tor θgpop across different scenarios determined by the variance
ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.0743 0.0892 0.0573 0.0245 -0.1341
17 0.1243 0.1095 0.0808 0.0317 -0.0780
18 0.1090 0.0746 0.0418 0.0207 -0.1019
19 0.4691 0.4287 0.3580 0.2619 0.0940
20 0.2296 0.2159 0.1618 0.1272 -0.0105
21 0.1546 0.1350 0.0935 0.0575 -0.0787
22 -0.0451 -0.0297 -0.0101 -0.0204 -0.1467
23 0.4547 0.4093 0.2984 0.2073 0.0499
24 0.4094 0.3346 0.2411 0.1670 0.0364
25 0.3651 0.3196 0.2868 0.1983 0.0421
26 0.1099 0.1021 0.0684 0.0284 -0.0773
27 0.3341 0.2624 0.1852 0.0786 -0.0527
28 0.5693 0.5554 0.5156 0.4261 0.1887
29 0.1765 0.1444 0.0963 0.0664 -0.0295
30 0.1233 0.1135 0.0774 0.0627 -0.1010
Table E.16 Bias for θ̂gF within areas 16-30 comparing to population esti-
mator θgpop across different scenarios determined by the vari-
ance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.1051 0.1143 0.0966 0.0988 0.0881
2 0.2148 0.1578 0.1398 0.1096 0.0914
3 0.0960 0.0814 0.0791 0.0731 0.0733
4 0.0742 0.0804 0.0792 0.0762 0.0846
5 0.1472 0.1282 0.1037 0.0984 0.0855
6 0.1047 0.0947 0.0967 0.0804 0.0811
7 0.1316 0.1364 0.1350 0.1239 0.1005
8 0.2444 0.2074 0.1715 0.1326 0.0908
9 0.0772 0.0717 0.0745 0.0695 0.0791
10 0.1226 0.1182 0.1089 0.1047 0.1002
11 0.0643 0.0698 0.0647 0.0627 0.0806
12 0.0769 0.0810 0.0896 0.0810 0.0831
13 0.1212 0.1040 0.1094 0.1045 0.0955
14 0.1919 0.1654 0.1561 0.1173 0.1052
15 0.0907 0.0942 0.0891 0.0902 0.0899
Table E.17 Variance for θ̂gF within areas 1-15 across different scenarios
determined by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.0872 0.0827 0.0866 0.0900 0.0938
17 0.0694 0.0716 0.0767 0.0885 0.0965
18 0.0687 0.0701 0.0730 0.0748 0.0736
19 0.1775 0.1427 0.1257 0.0967 0.0737
20 0.0780 0.0782 0.0802 0.0750 0.0833
21 0.0900 0.0889 0.0897 0.0984 0.1146
22 0.0720 0.0663 0.0639 0.0706 0.0861
23 0.1275 0.1190 0.1115 0.1026 0.0930
24 0.1255 0.1167 0.1160 0.1113 0.1139
25 0.1126 0.1088 0.1173 0.1179 0.1179
26 0.0806 0.0865 0.0814 0.0895 0.0922
27 0.1074 0.0982 0.1109 0.1006 0.0866
28 0.2902 0.2452 0.1839 0.1579 0.0982
29 0.0857 0.0776 0.0784 0.0740 0.0827
30 0.0731 0.0753 0.0749 0.0725 0.0806
Table E.18 Variance θ̂gF within areas 16-30 across different scenarios de-
termined by the variance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.4930 0.4470 0.3914 0.3451 0.2987
2 0.6658 0.5873 0.5531 0.4663 0.3309
3 0.4166 0.3477 0.3216 0.2801 0.2737
4 0.2978 0.2990 0.2918 0.2780 0.3005
5 0.6037 0.5271 0.4283 0.3835 0.3029
6 0.4713 0.4308 0.3913 0.3248 0.2870
7 0.5849 0.5205 0.4914 0.4021 0.3173
8 0.7276 0.7069 0.6201 0.5215 0.3317
9 0.3607 0.3236 0.3118 0.2791 0.2898
10 0.5587 0.4999 0.4387 0.3829 0.3166
11 0.2566 0.2646 0.2547 0.2518 0.3178
12 0.3974 0.3562 0.3402 0.3013 0.2943
13 0.5394 0.4896 0.4429 0.3831 0.3130
14 0.6702 0.6232 0.5697 0.4810 0.3465
15 0.4342 0.3923 0.3641 0.3450 0.3005
Table E.19 Root mean square error for θ̂gF within areas 1-15 comparing
to population estimator θgpop across different scenarios deter-
mined by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.3045 0.3010 0.2998 0.3010 0.3343
17 0.2913 0.2890 0.2884 0.2992 0.3203
18 0.2838 0.2751 0.2733 0.2742 0.2898
19 0.6305 0.5714 0.5038 0.4065 0.2873
20 0.3616 0.3533 0.3261 0.3019 0.2888
21 0.3374 0.3273 0.3138 0.3190 0.3475
22 0.2721 0.2591 0.2530 0.2664 0.3281
23 0.5781 0.5353 0.4478 0.3815 0.3091
24 0.5414 0.4782 0.4173 0.3731 0.3395
25 0.4960 0.4593 0.4467 0.3966 0.3460
26 0.3045 0.3113 0.2935 0.3006 0.3133
27 0.4680 0.4088 0.3811 0.3268 0.2990
28 0.7838 0.7441 0.6706 0.5827 0.3659
29 0.3418 0.3138 0.2961 0.2800 0.2890
30 0.2972 0.2969 0.2843 0.2765 0.3014
Table E.20 Root mean square error for θ̂gF with within areas 16-30 com-
paring to population estimator θgpop across different scenarios
determined by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.3719 0.2928 0.2384 0.1430 0.0341
2 0.4836 0.4381 0.4132 0.3339 0.1400
3 0.2787 0.1988 0.1561 0.0734 -0.0400
4 0.1168 0.0914 0.0737 0.0302 -0.0794
5 0.4703 0.3910 0.2867 0.2248 0.0832
6 0.3428 0.3017 0.2376 0.1586 0.0353
7 0.4609 0.3687 0.3283 0.1962 -0.0116
8 0.5411 0.5478 0.4687 0.3805 0.1460
9 0.2286 0.1801 0.1491 0.0902 -0.0715
10 0.4366 0.3642 0.2904 0.2061 -0.0015
11 -0.0450 -0.0201 -0.0203 -0.0336 -0.1492
12 0.2836 0.2133 0.1607 0.0979 -0.0602
13 0.4136 0.3700 0.2961 0.2072 0.0509
14 0.5127 0.4778 0.4159 0.3433 0.1274
15 0.3123 0.2436 0.2081 0.1692 0.0199
Table E.21 Bias for θ̂gF within areas 1-15 comparing to true mean of area
θgT across different scenarios determined by the variance ratio
R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.0698 0.0847 0.0529 0.0201 -0.1385
17 0.1211 0.1063 0.0776 0.0285 -0.0812
18 0.1053 0.0709 0.0381 0.0170 -0.1056
19 0.4747 0.4343 0.3636 0.2675 0.0996
20 0.2284 0.2147 0.1606 0.1259 -0.0117
21 0.1512 0.1316 0.0902 0.0541 -0.0820
22 -0.0517 -0.0363 -0.0168 -0.0270 -0.1533
23 0.4570 0.4117 0.3007 0.2096 0.0523
24 0.4098 0.3350 0.2415 0.1674 0.0368
25 0.3653 0.3198 0.2870 0.1985 0.0423
26 0.1058 0.0980 0.0644 0.0243 -0.0813
27 0.3343 0.2625 0.1854 0.0787 -0.0526
28 0.5785 0.5647 0.5248 0.4353 0.1979
29 0.1738 0.1417 0.0936 0.0638 -0.0322
30 0.1198 0.1100 0.0739 0.0592 -0.1045
Table E.22 Bias for θ̂gF within areas 16-30 comparing to true mean of area
θgT across different scenarios determined by the variance ratio
R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.4934 0.4473 0.3917 0.3453 0.2988
2 0.6698 0.5914 0.5572 0.4702 0.3332
3 0.4167 0.3478 0.3217 0.2802 0.2736
4 0.2963 0.2979 0.2909 0.2776 0.3015
5 0.6070 0.5302 0.4311 0.3859 0.3040
6 0.4714 0.4309 0.3914 0.3248 0.2870
7 0.5865 0.5219 0.4927 0.4030 0.3172
8 0.7330 0.7124 0.6255 0.5267 0.3348
9 0.3597 0.3227 0.3111 0.2786 0.2901
10 0.5597 0.5009 0.4396 0.3836 0.3166
11 0.2576 0.2650 0.2552 0.2526 0.3208
12 0.3967 0.3557 0.3398 0.3010 0.2945
13 0.5406 0.4908 0.4440 0.3840 0.3132
14 0.6743 0.6274 0.5737 0.4849 0.3484
15 0.4338 0.3919 0.3638 0.3447 0.3004
Table E.23 Root mean square error for θ̂gF within areas 1-15 comparing
to true mean of area θgT across different scenarios determined
by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.3034 0.2997 0.2990 0.3006 0.3361
17 0.2899 0.2878 0.2875 0.2988 0.3211
18 0.2824 0.2741 0.2728 0.2739 0.2911
19 0.6347 0.5756 0.5078 0.4101 0.2892
20 0.3608 0.3526 0.3255 0.3014 0.2889
21 0.3359 0.3260 0.3128 0.3184 0.3483
22 0.2733 0.2600 0.2533 0.2670 0.3311
23 0.5800 0.5371 0.4493 0.3827 0.3095
24 0.5417 0.4785 0.4175 0.3733 0.3396
25 0.4961 0.4595 0.4469 0.3967 0.3460
26 0.3031 0.3099 0.2925 0.3002 0.3143
27 0.4681 0.4089 0.3811 0.3268 0.2989
28 0.7905 0.7510 0.6778 0.5894 0.3707
29 0.3404 0.3126 0.2952 0.2794 0.2893
30 0.2957 0.2956 0.2834 0.2757 0.3026
Table E.24 Root mean square error for θ̂gF within areas 16-30 comparing
to true mean of area θgT across different scenarios determined
by the variance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.4753 0.3962 0.3417 0.2464 0.1374
2 0.3666 0.3211 0.2962 0.2169 0.0230
3 0.1895 0.1096 0.0668 -0.0158 -0.1292
4 0.0828 0.0574 0.0397 -0.0039 -0.1135
5 0.4419 0.3626 0.2583 0.1964 0.0548
6 0.4269 0.3857 0.3217 0.2426 0.1194
7 0.3580 0.2659 0.2255 0.0934 -0.1145
8 0.5395 0.5462 0.4671 0.3789 0.1444
9 0.3104 0.2619 0.2309 0.1720 0.0103
10 0.4646 0.3922 0.3184 0.2341 0.0265
11 -0.0496 -0.0247 -0.0248 -0.0381 -0.1538
12 0.3208 0.2505 0.1979 0.1351 -0.0230
13 0.3557 0.3121 0.2382 0.1493 -0.0070
14 0.4299 0.3949 0.3331 0.2604 0.0445
15 0.2666 0.1979 0.1624 0.1235 -0.0258
Table E.25 Bias for θ̂gF within areas 1-15 comparing to area mean θg across
different scenarios determined by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.1168 0.1317 0.0999 0.0671 -0.0915
17 0.1400 0.1252 0.0966 0.0475 -0.0622
18 0.2205 0.1861 0.1533 0.1322 0.0096
19 0.4815 0.4411 0.3704 0.2743 0.1064
20 0.2882 0.2745 0.2204 0.1858 0.0481
21 0.1439 0.1244 0.0829 0.0469 -0.0893
22 -0.1229 -0.1075 -0.0879 -0.0982 -0.2245
23 0.3583 0.3130 0.2021 0.1109 -0.0464
24 0.3300 0.2551 0.1617 0.0875 -0.0430
25 0.3447 0.2992 0.2664 0.1779 0.0217
26 -0.0784 -0.0862 -0.1199 -0.1599 -0.2655
27 0.4213 0.3496 0.2724 0.1658 0.0345
28 0.5100 0.4962 0.4563 0.3668 0.1294
29 0.1442 0.1121 0.0640 0.0342 -0.0618
30 0.0402 0.0305 -0.0056 -0.0203 -0.1840
Table E.26 Bias for θ̂gF within areas 16-30 comparing to area mean θg
across different scenarios determined by the variance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.5753 0.5209 0.4620 0.3993 0.3271
2 0.5909 0.5108 0.4769 0.3958 0.3033
3 0.3631 0.3057 0.2891 0.2709 0.3000
4 0.2846 0.2892 0.2842 0.2760 0.3122
5 0.5852 0.5096 0.4128 0.3701 0.2975
6 0.5357 0.4934 0.4474 0.3731 0.3088
7 0.5097 0.4551 0.4310 0.3642 0.3370
8 0.7318 0.7112 0.6243 0.5255 0.3341
9 0.4165 0.3746 0.3576 0.3148 0.2813
10 0.5818 0.5216 0.4585 0.3993 0.3177
11 0.2585 0.2654 0.2556 0.2532 0.3229
12 0.4241 0.3791 0.3589 0.3151 0.2892
13 0.4977 0.4488 0.4076 0.3561 0.3091
14 0.6137 0.5669 0.5168 0.4302 0.3274
15 0.4021 0.3652 0.3398 0.3247 0.3009
Table E.27 Root mean square error for θ̂gF within areas 1-15 comparing
to area mean θg across different scenarios determined by the
variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.3176 0.3162 0.3108 0.3074 0.3196
17 0.2984 0.2954 0.2932 0.3012 0.3168
18 0.3425 0.3237 0.3106 0.3037 0.2714
19 0.6398 0.5808 0.5127 0.4146 0.2916
20 0.4014 0.3919 0.3588 0.3309 0.2926
21 0.3327 0.3231 0.3108 0.3172 0.3501
22 0.2952 0.2790 0.2676 0.2832 0.3695
23 0.5059 0.4658 0.3903 0.3389 0.3085
24 0.4841 0.4264 0.3770 0.3449 0.3403
25 0.4811 0.4454 0.4339 0.3868 0.3441
26 0.2946 0.3064 0.3095 0.3393 0.4033
27 0.5337 0.4696 0.4303 0.3579 0.2963
28 0.7418 0.7010 0.6262 0.5408 0.3391
29 0.3263 0.3003 0.2872 0.2742 0.2941
30 0.2734 0.2761 0.2737 0.2700 0.3384
Table E.28 Root mean square error for θ̂gF within areas 16-30 comparing
to area mean θg across different scenarios determined by the
variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.3778 0.2999 0.2426 0.1460 0.0348
2 0.5282 0.4756 0.4412 0.3552 0.1528
3 0.2816 0.2031 0.1584 0.0752 -0.0389
4 0.1037 0.0802 0.0626 0.0203 -0.0881
5 0.4993 0.4157 0.3094 0.2419 0.0934
6 0.3451 0.3031 0.2383 0.1598 0.0353
7 0.4712 0.3781 0.3363 0.2031 -0.0058
8 0.6045 0.5996 0.5106 0.4110 0.1629
9 0.2219 0.1734 0.1444 0.0864 -0.0749
10 0.4434 0.3711 0.2962 0.2101 0.0023
11 -0.0706 -0.0444 -0.0420 -0.0517 -0.1659
12 0.2828 0.2137 0.1593 0.0961 -0.0620
13 0.4227 0.3772 0.3028 0.2125 0.0542
14 0.5565 0.5120 0.4441 0.3651 0.1408
15 0.3100 0.2419 0.2055 0.1669 0.0184
Table E.29 Bias for θ̂gFp within areas 1-15 comparing to population estima-
tor θgpop across different scenarios determined by the variance
ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.0522 0.0665 0.0376 0.0069 -0.1494
17 0.1068 0.0932 0.0664 0.0194 -0.0897
18 0.0907 0.0574 0.0264 0.0069 -0.1139
19 0.5250 0.4773 0.3967 0.2911 0.1126
20 0.2255 0.2113 0.1563 0.1224 -0.0147
21 0.1382 0.1188 0.0783 0.0440 -0.0902
22 -0.0776 -0.0607 -0.0394 -0.0454 -0.1708
23 0.4738 0.4232 0.3111 0.2197 0.0577
24 0.4070 0.3353 0.2425 0.1685 0.0374
25 0.3634 0.3186 0.2867 0.1977 0.0421
26 0.0872 0.0823 0.0510 0.0138 -0.0908
27 0.3331 0.2614 0.1868 0.0801 -0.0518
28 0.6647 0.6376 0.5863 0.4806 0.2226
29 0.1623 0.1319 0.0854 0.0559 -0.0391
30 0.1059 0.0959 0.0610 0.0485 -0.1127
Table E.30 Bias for θ̂gFp within areas 16-30 comparing to population esti-
mator θgpop across different scenarios determined by the vari-
ance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.0965 0.1042 0.0914 0.0945 0.0857
2 0.2068 0.1548 0.1363 0.1080 0.0901
3 0.0844 0.0743 0.0732 0.0689 0.0709
4 0.0684 0.0754 0.0749 0.0742 0.0828
5 0.1396 0.1218 0.1001 0.0960 0.0837
6 0.0911 0.0846 0.0896 0.0768 0.0787
7 0.1210 0.1266 0.1270 0.1186 0.0976
8 0.2543 0.2111 0.1751 0.1339 0.0904
9 0.0702 0.0667 0.0697 0.0658 0.0763
10 0.1119 0.1092 0.1021 0.1012 0.0969
11 0.0679 0.0712 0.0666 0.0638 0.0799
12 0.0700 0.0746 0.0829 0.0764 0.0808
13 0.1094 0.0963 0.1020 0.0996 0.0925
14 0.1915 0.1654 0.1546 0.1156 0.1032
15 0.0817 0.0862 0.0814 0.0856 0.0874
Table E.31 Variance for θ̂gFp within areas 1-15 across different scenarios
determined by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.0835 0.0805 0.0840 0.0880 0.0917
17 0.0654 0.0685 0.0741 0.0856 0.0935
18 0.0646 0.0684 0.0710 0.0725 0.0721
19 0.1837 0.1459 0.1280 0.0970 0.0720
20 0.0702 0.0699 0.0739 0.0716 0.0810
21 0.0823 0.0843 0.0856 0.0946 0.1115
22 0.0752 0.0709 0.0664 0.0724 0.0852
23 0.1171 0.1117 0.1060 0.0982 0.0904
24 0.1094 0.1069 0.1074 0.1070 0.1094
25 0.1011 0.0985 0.1089 0.1112 0.1146
26 0.0788 0.0850 0.0808 0.0887 0.0906
27 0.0961 0.0892 0.1030 0.0962 0.0840
28 0.3315 0.2753 0.2045 0.1685 0.0992
29 0.0770 0.0734 0.0751 0.0710 0.0802
30 0.0671 0.0716 0.0702 0.0688 0.0787
Table E.32 Variance for θ̂gFp within areas 16-30 across different scenarios
determined by the variance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.4891 0.4406 0.3877 0.3403 0.2948
2 0.6970 0.6172 0.5753 0.4839 0.3368
3 0.4046 0.3399 0.3135 0.2730 0.2692
4 0.2814 0.2861 0.2808 0.2732 0.3010
5 0.6236 0.5428 0.4426 0.3931 0.3040
6 0.4585 0.4201 0.3826 0.3199 0.2827
7 0.5857 0.5192 0.4900 0.3998 0.3124
8 0.7872 0.7554 0.6602 0.5503 0.3420
9 0.3455 0.3110 0.3010 0.2706 0.2863
10 0.5554 0.4969 0.4357 0.3812 0.3112
11 0.2699 0.2706 0.2614 0.2578 0.3278
12 0.3873 0.3468 0.3290 0.2926 0.2909
13 0.5367 0.4885 0.4401 0.3805 0.3090
14 0.7079 0.6539 0.5931 0.4989 0.3507
15 0.4217 0.3804 0.3516 0.3369 0.2962
Table E.33 Root mean square error for θ̂gFp within areas 1-15 comparing
to population estimator θgpop across different scenarios deter-
mined by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.2937 0.2915 0.2923 0.2968 0.3376
17 0.2772 0.2778 0.2801 0.2932 0.3186
18 0.2699 0.2678 0.2677 0.2694 0.2917
19 0.6777 0.6114 0.5342 0.4264 0.2910
20 0.3479 0.3385 0.3136 0.2942 0.2851
21 0.3184 0.3136 0.3029 0.3107 0.3459
22 0.2851 0.2730 0.2607 0.2728 0.3381
23 0.5845 0.5392 0.4503 0.3827 0.3061
24 0.5244 0.4683 0.4077 0.3679 0.3328
25 0.4829 0.4472 0.4372 0.3877 0.3411
26 0.2939 0.3030 0.2888 0.2982 0.3144
27 0.4550 0.3968 0.3713 0.3204 0.2944
28 0.8793 0.8258 0.7404 0.6320 0.3856
29 0.3214 0.3014 0.2870 0.2723 0.2859
30 0.2799 0.2843 0.2719 0.2668 0.3023
Table E.34 Root mean square error for θ̂gFp within areas 16-30 comparing
to population estimator θgpop across different scenarios deter-
mined by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.3782 0.3003 0.2431 0.1464 0.0353
2 0.5337 0.4812 0.4467 0.3607 0.1583
3 0.2818 0.2033 0.1586 0.0753 -0.0388
4 0.1000 0.0765 0.0590 0.0167 -0.0917
5 0.5034 0.4199 0.3136 0.2460 0.0976
6 0.3452 0.3033 0.2385 0.1599 0.0354
7 0.4732 0.3801 0.3382 0.2050 -0.0038
8 0.6118 0.6069 0.5178 0.4182 0.1701
9 0.2204 0.1720 0.1429 0.0849 -0.0763
10 0.4447 0.3724 0.2975 0.2114 0.0036
11 -0.0772 -0.0509 -0.0486 -0.0582 -0.1725
12 0.2818 0.2128 0.1583 0.0951 -0.0629
13 0.4242 0.3788 0.3043 0.2141 0.0557
14 0.5620 0.5175 0.4496 0.3706 0.1463
15 0.3095 0.2414 0.2050 0.1664 0.0178
Table E.35 Bias for θ̂gFp within areas 1-15 comparing to true mean of area
θgT across different scenarios determined by the variance ratio
R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.0477 0.0620 0.0331 0.0025 -0.1538
17 0.1036 0.0900 0.0633 0.0162 -0.0929
18 0.0871 0.0537 0.0227 0.0032 -0.1176
19 0.5306 0.4829 0.4022 0.2967 0.1182
20 0.2242 0.2100 0.1551 0.1212 -0.0159
21 0.1348 0.1154 0.0750 0.0406 -0.0936
22 -0.0843 -0.0674 -0.0460 -0.0520 -0.1774
23 0.4761 0.4256 0.3134 0.2220 0.0600
24 0.4074 0.3357 0.2429 0.1689 0.0378
25 0.3636 0.3188 0.2869 0.1979 0.0423
26 0.0831 0.0783 0.0469 0.0098 -0.0948
27 0.3332 0.2615 0.1869 0.0802 -0.0516
28 0.6739 0.6469 0.5956 0.4898 0.2318
29 0.1596 0.1292 0.0827 0.0532 -0.0418
30 0.1024 0.0924 0.0576 0.0451 -0.1161
Table E.36 Bias for θ̂gFp within areas 16-30 comparing to true mean of
area θgT across different scenarios determined by the variance
ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.4895 0.4409 0.3880 0.3405 0.2948
2 0.7012 0.6215 0.5795 0.4880 0.3393
3 0.4048 0.3400 0.3136 0.2731 0.2691
4 0.2800 0.2851 0.2800 0.2729 0.3020
5 0.6270 0.5460 0.4455 0.3956 0.3053
6 0.4586 0.4202 0.3827 0.3199 0.2827
7 0.5873 0.5207 0.4913 0.4008 0.3124
8 0.7928 0.7612 0.6658 0.5557 0.3454
9 0.3446 0.3102 0.3003 0.2701 0.2866
10 0.5565 0.4979 0.4366 0.3820 0.3112
11 0.2717 0.2717 0.2625 0.2592 0.3311
12 0.3866 0.3462 0.3286 0.2923 0.2911
13 0.5379 0.4897 0.4412 0.3814 0.3092
14 0.7123 0.6582 0.5972 0.5029 0.3529
15 0.4213 0.3800 0.3513 0.3366 0.2961
Table E.37 Root mean square error for θ̂gFp within areas 1-15 comparing
to true mean of area θgT across different scenarios determined
by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.2929 0.2905 0.2918 0.2967 0.3396
17 0.2760 0.2767 0.2794 0.2930 0.3195
18 0.2687 0.2671 0.2674 0.2693 0.2932
19 0.6821 0.6158 0.5383 0.4302 0.2932
20 0.3471 0.3377 0.3130 0.2937 0.2851
21 0.3169 0.3124 0.3021 0.3102 0.3467
22 0.2870 0.2746 0.2618 0.2740 0.3415
23 0.5864 0.5411 0.4519 0.3840 0.3066
24 0.5247 0.4686 0.4080 0.3681 0.3329
25 0.4831 0.4473 0.4373 0.3878 0.3411
26 0.2927 0.3019 0.2881 0.2981 0.3156
27 0.4551 0.3969 0.3714 0.3204 0.2944
28 0.8864 0.8329 0.7478 0.6391 0.3910
29 0.3201 0.3002 0.2862 0.2718 0.2862
30 0.2786 0.2831 0.2712 0.2662 0.3036
Table E.38 Root mean square error for θ̂gFp within areas 16-30 comparing
to true mean of area θgT across different scenarios determined
by the variance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
1 0.4816 0.4037 0.3465 0.2498 0.1387
2 0.4167 0.3642 0.3297 0.2437 0.0413
3 0.1925 0.1140 0.0694 -0.0139 -0.1280
4 0.0660 0.0425 0.0249 -0.0174 -0.1258
5 0.4750 0.3915 0.2852 0.2176 0.0692
6 0.4293 0.3873 0.3225 0.2440 0.1195
7 0.3704 0.2773 0.2354 0.1022 -0.1067
8 0.6101 0.6053 0.5162 0.4166 0.1685
9 0.3022 0.2538 0.2247 0.1667 0.0055
10 0.4727 0.4004 0.3255 0.2394 0.0316
11 -0.0817 -0.0555 -0.0531 -0.0628 -0.1770
12 0.3190 0.2500 0.1955 0.1324 -0.0257
13 0.3664 0.3209 0.2465 0.1562 -0.0022
14 0.4792 0.4347 0.3667 0.2877 0.0635
15 0.2638 0.1956 0.1592 0.1206 -0.0279
Table E.39 Bias for θ̂gFp within areas 1-15 comparing to area mean θg
across different scenarios determined by the variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.0947 0.1090 0.0801 0.0495 -0.1068
17 0.1226 0.1089 0.0822 0.0352 -0.0739
18 0.2022 0.1689 0.1379 0.1184 -0.0024
19 0.5375 0.4898 0.4091 0.3035 0.1250
20 0.2841 0.2699 0.2149 0.1810 0.0439
21 0.1276 0.1082 0.0677 0.0334 -0.1008
22 -0.1554 -0.1386 -0.1172 -0.1232 -0.2486
23 0.3775 0.3269 0.2148 0.1233 -0.0386
24 0.3275 0.2558 0.1631 0.0890 -0.0421
25 0.3430 0.2982 0.2663 0.1773 0.0217
26 -0.1011 -0.1060 -0.1373 -0.1744 -0.2791
27 0.4203 0.3486 0.2740 0.1673 0.0354
28 0.6054 0.5784 0.5270 0.4213 0.1632
29 0.1300 0.0996 0.0532 0.0236 -0.0714
30 0.0229 0.0129 -0.0220 -0.0345 -0.1957
Table E.40 Bias for θ̂gFp within areas 16-30 comparing to area mean θg
across different scenarios determined by the variance ratio R.
Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.3042 0.3040 0.3008 0.3008 0.3211
17 0.2837 0.2834 0.2843 0.2946 0.3145
18 0.3249 0.3114 0.3000 0.2942 0.2686
19 0.6874 0.6212 0.5434 0.4349 0.2961
20 0.3884 0.3779 0.3465 0.3230 0.2881
21 0.3139 0.3098 0.3004 0.3094 0.3488
22 0.3153 0.3001 0.2831 0.2958 0.3834
23 0.5095 0.4675 0.3900 0.3367 0.3031
24 0.4655 0.4151 0.3661 0.3389 0.3334
25 0.4677 0.4329 0.4241 0.3777 0.3392
26 0.2983 0.3103 0.3156 0.3452 0.4104
27 0.5222 0.4590 0.4220 0.3524 0.2920
28 0.8355 0.7809 0.6944 0.5882 0.3547
29 0.3064 0.2887 0.2791 0.2676 0.2920
30 0.2601 0.2679 0.2659 0.2646 0.3421
Table E.41 Root mean square error for θ̂gFp within areas 1-15 comparing
to area mean θg across different scenarios determined by the
variance ratio R.
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Area R = 1 R = 0.75 R = 0.5 R = 0.25 R = 0
16 0.3042 0.3040 0.3008 0.3008 0.3211
17 0.2837 0.2834 0.2843 0.2946 0.3145
18 0.3249 0.3114 0.3000 0.2942 0.2686
19 0.6874 0.6212 0.5434 0.4349 0.2961
20 0.3884 0.3779 0.3465 0.3230 0.2881
21 0.3139 0.3098 0.3004 0.3094 0.3488
22 0.3153 0.3001 0.2831 0.2958 0.3834
23 0.5095 0.4675 0.3900 0.3367 0.3031
24 0.4655 0.4151 0.3661 0.3389 0.3334
25 0.4677 0.4329 0.4241 0.3777 0.3392
26 0.2983 0.3103 0.3156 0.3452 0.4104
27 0.5222 0.4590 0.4220 0.3524 0.2920
28 0.8355 0.7809 0.6944 0.5882 0.3547
29 0.3064 0.2887 0.2791 0.2676 0.2920
30 0.2601 0.2679 0.2659 0.2646 0.3421
Table E.42 Root mean square error for θ̂gFp within areas 16-30 comparing
to area mean θg across different scenarios determined by the
variance ratio R.
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