ABSTRACT Despite the widespread use of multi-physiological parameters for deception detection, they have been severely restricted due to the high degree of cooperation in contacting-detection. Therefore, a noncontacting method is proposed for deception detection using acoustic features as an input and convolutional bidirectional long short-term memory (LSTM) as a classifier. The algorithm extracts frame-level acoustic features whose dimension dynamically varies with the length of speech, in order to preserve the temporal information in the original speech. Bidirectional LSTM was applied to match temporal features with variable dimension in order to learn the context dependences in speech. Furthermore, the convolution operation replaces multiplication in the traditional LSTM, which is used to excavate time-frequency mixed data. The average accuracy of the experiment on Columbia-SRI-Colorado corpus reaches 70.3%, which is better than the previous works with non-contacting modes.
I. INTRODUCTION
Research on deception detection has a long history, and is helpful for psychological analysis, criminal interrogation and the commercial field [1] - [3] . Early techniques have been focused on analyzing physiological parameters, such as blood pressure [4] , [5] , electroencephalography (EEG) [6] , [7] , and skin conductance [8] , [9] , which is impossible without the cooperation of subjects. In the present study, a non-contact method based on speech is proposed to detect deception. Compared with the normal states, people who are lying usually exhibit a slight change in sound pressure, tone, speed, pause time and vocal organs [10] - [12] , leading to changes in certain characteristic parameters of speech. Therefore, deception can be analyzed and detected by monitoring these changes. In fact, few researchers have made breakthroughs in deception detection based on speech features in the past, to the best of our knowledge. In addition, the devices are cheap and easy to operate for speech-based deception detection, which can be also used for non-present subjects. Thus, it has great potential of being used in real-world applications.
Existing speech-based deception detection algorithms focused on phonetic features related to deception. Ekman et al. [13] collected the linguistic data of truths and lies by interviewing people about their comments on some video clips, and found that the fundamental frequency of lie segments was significantly higher than that of truth segments. Hansen and Womack [14] constructed a set of features associated with Mel-Frequency cepstrum coefficients (MFCCs), and used the neural network as a classifier to study the 11 pressure levels of the voice of a particular person. The results revealed that vocal organs quivers slightly under pressure, which would cause the above features to change. DePaulo et al. [15] analyzed 158 features proposed in previous deception detection researches, and found that 23 features of them had obvious changes. For example, the speech becomes shorter, less detailed and more repetitious, and has higher fundamental frequency during lying. Benus et al. [16] suggested that the use of pauses correlates more with truthful than with deceptive speech. Hirschberg et al. [17] collected the Columbia-SRI-Colorado (CSC) corpus and reduced the error on the test set to 37.2% using a combination of lexical and acoustic features.
The above work promoted the progress in the research of deception detection. However, the above features all have a fixed length to satisfy the input of traditional machine learning that only accepts the data with fixed dimension, ignoring the speech waveforms with variable lengths. Moreover, these features loss the temporal information of speech waveform in extraction.
In order to solve these challenges, a method combining Bidirectional Long Short-term memory (BiLSTM) with frame-level acoustic features is proposed for deception detection, in which the dimension of frame-level acoustic feature varies with speech length and ensures that speeches with different length have the same degree of detail in the feature spaces to solve the contradiction between fixed-dimensional speech features and the speech waveform with variable lengths. Moreover, the proposed frame-level features retain the temporal information of the speech waveform through sequence relationship between frames, which enhance the ability of the feature expression. In order to accept the new features with variable dimension as the input, the convolutional bidirectional long short-term memory (CovBiLSTM) model was applied to work as a classification algorithm, which allows the classifier to learn deep information related to tasks from the input, improving recognition performance. Furthermore, similar to bidirectional long short-term memory (BiLSTM), CovBiLSTM can learn both historical and future information, which solves the context-dependent problem in deception detection task. What is different from the works [18] and [19] that combine convolutional neural network with recurrent network is that the multiplication in traditional LSTM is replaced with convolution operation in this study to extract the mixed time-frequency information in new features [20] . The previous works focused on improving model structure with convolutional neural network, while formula is modified for updating gates of LSTM in this paper. In addition, in terms of network structure, skip connection is applied to avoid gradient diffusion and information loss caused by excessive abstraction in the top feature. Experiments show that the algorithm can achieve the best recognition performance in speech-based deception detection on CSC corpus. A local corpus is also recorded for deception detection task to validate this algorithm.
In summary, the main contributions of this work to speechbased deception detection are three-fold:
(1) Frame-level features are extracted to prevent the temporal information loss, of which the dimension varies with length of speech waveform.
(2) Multiplication in traditional LSTM is replaced with convolution operation to extract the mixed time-frequency information in new features.
(3) Local corpus is recorded for deception detection task.
II. FRAME-LEVEL ACOUSTIC FEATURES
It is noteworthy to mention that the speech signals used in the present study have long silent segments. In order to improve the performance of deception detection, the silent segments were first removed from each speech utterance. In order to obtain the same time and frequency resolution of acoustic features, the speech signal was processed by a 1,024 long hanning window with a 25% overlap. As shown in Table 1 , 60 acoustic low-level descriptors (LLDs) were extracted from each frame. In detail, LLDs have a zero-crossing-rate (ZCR) from the time signal, a root mean square (RMS) of the frame energy, a fundamental frequency, a center of gravity of the spectrum, the second central moment of the spectrum, entropy of the normalized spectral energies for a set of subframes, a squared difference between the normalized magnitudes of the spectra of two successive frames, and a frequency below 90% of the magnitude distribution of the spectrum, the MFCCs, and its first-order and second-order delta and linear prediction coefficients. All features were combined by a frame representing the temporal information in the speech waveform. Each frame contains 60 dimensional data. Hence, the dimension of each speech sample is 60 times of the number of frames. A unique characteristic of these frame-level features is that its dimensions dynamically change with the length of speech, which solves the contradiction between the fixed dimension and the variable length of speech. The difference between spectrogram of honesty and that of deception is shown in figure 1 . The speech waveforms come from local corpus with the same words (means nothing in English), but deception waveform lasts longer because it contains modal particles which expresses uncertainly. The spectral line of deception is flatter than the one of honesty, which indicates the liars suppress their fear of being exposed to convince others. Furthermore, the deception's energy above 1KHz is less than that of honesty, which reflects the properties of spectral spread.
III. CONVOLUTIONAL BIDIRECTIONAL LONG SHORT-TERM MEMORY
The speech-based deception detection algorithm relies heavily on the dynamic process of speech parameters. For example, Ekman demonstrated that there was a significant increase in the fundamental frequency of speech when a person is lying [13] . Thus, features should have contextual dependency relationships, and the model should have the ability to learn this dependency relationship. In the present study, contextual dependency relationships among these features are established by the order of frames, and could be learned through the BiLSTM model.
A. BI-DIRECTIONAL LONG SHORT-TERM MEMORY
The core of the BiLSTM network architecture is to split an ordinary unidirectional LSTM into two directions [21] . The input at each time node is passed to the LSTM in the forward and backward directions, respectively, which produces outputs based on the respective conditions. These two outputs are connected together to the same output node. Through this structure, the output layer can simultaneously obtain both historical and future information. Therefore, BiLSTM does not need to wait until a later time node to obtain future information, when compared to that in normal LSTM. Furthermore, there is no shared state between LSTMs in these two different directions [22] . In other words, the forward output state is only transmitted to the forward LSTM, while the reverse state is only transmitted to the reverse LSTM. There is no direct connection between these two.
B. CONVOLUTION OPERATION
The extracted feature set includes both time domain feature, such as ZCR, and frequency feature, such as F0. In order to learn this cross-domain feature set, the multiplication operation in input-to-state and state-to-state in the original LSTM model was modified to convolution, through which the inherent relationship of the time-frequency data can be excavated [23] , [24] . Due to the convolution, the formulas of the forget gate, information update and output state in the original LSTM should also be revised. The forget gate f t decides to abandon part of the output at the last moment and the input at the present moment. When the forget gate is fully activated, all information would be abandoned [25] .
where * indicates the convolution that replaces the multiplication in the original LSTM, W and b indicates the weight and bias of the gate, respectively, and C t−1 indicates the cell state at the previous moment. The update gate uses the current input x t and hidden output h t−1 to update the old state C t−1 .
where i t is used to determine the updated value, andC t is a candidate for the cell state. These two parts are correlated to the current input. Hence, the multiplication of the corresponding parts should also be modified to convolution. The final output o t of the hidden layer is shown in Equation (5) and (6) .
where • stands for the Hadamard product and σ stands for the sigmoid function, and the expression are as follows:
C. VARIABLE LENGTH OF THE FEATURES Different speech utterances have different lengths. As a result, the dimensions of these extracted features change with the lengths of the speech. Therefore, these features should be zero-padded into the same dimension to meet the requirements of the network's input. However, in the process of parameter updating, the zero-padding part does not participate in the calculation, and the cell state will stop updating when the time steps are outside the range of the actual data length, which was obtained by judging whether the sum of the absolute value of each frame is zero. The detailed algorithm is as follows: where audio represents the speech features after padding with zeros into the same dimension, and the sequence_length function calculates the actual length of these features. Furthermore, t represents the time step in the LSTM network, which corresponds to the temporal information in new features.
D. STRUCTURE OF MODEL
The network structure designed in the present study is presented in Figure 2 . In order to improve the convergence speed of training, the input data was first normalized. The bottom two layers of the model was the CovBiLSTM, which was conducive for learning knowledge related with deception from the time-frequency mixed feature set through convolution. VOLUME 6, 2018 FIGURE 2. Model structure.
On top of that, traditional BiLSTM was used for further learning, which reduces the model complexity. Finally, the output of BiLSTM was aggregated into the full connection layers. In order to avoid gradient diffusion, the output of CovBiLSTM and BiLSTM were normalized [26] . In addition, through the skip connection, the underlying output of CovBiLSTM was directly connected to the full connection layer, which makes full use of the learned features, and avoids the vanishing gradient problem [27] . It is noteworthy that the inputs of the first BiLSTM and skip connection were both from the normalized output of CovBiLSTM. However the skip connection accepts the output of the CovBiLSTM at the last time step, which is determined by the actual length of the data, and the input of BiLSTM remains as a matrix that contains all time steps. In order to avoid overfitting, the dropout algorithm was also added between layers [28] .
At the top of the model, two fully connected layers were present, through which the final output was obtained.
IV. EXPERIMENTS A. CORPUS 1) COLUMBIA-SRI-COLORADO CORPUS
The main obstacle to speech-based deception detection is the lack of high-quality speech data on deception and honesty, which can be used for training and testing purposes. The CSC database is a specialized database designed by phonetists for research on speech-based deception detection [29] . 16 men and 16 women (English native speakers) from Columbia University were chosen as subjects in this corpus. The CSC corpus was designed to elicit within-speaker deceptive and non-deceptive speech. The speakers were offered the prospect of an additional financial incentive to successfully deceive, and the instructions were designed to link successful deception to ''self-presentational'' perspective. That is, speakers were told that the ability to succeed in deception represented certain desirable personal qualities. These speeches were sampled at a rate of 16 KHz, and divided into 5,412 valid speech segments according the label, including 2,209 lies. 542 speech segments are randomly selected as the test set, accounting for approximately 1/10 of the total samples.
2) LOCAL CORPUS
In order to verify the universality and effectiveness of the algorithm, the research team made a complete set of Chinese lie database for senior graduates. The experiment process was as follows:
First, the research team designed the test paper (called the graduate vocational ability test), according to the standards of the national civil service examination. A total of 150 graduates were selected as subjects, and these subjects attended the ''graduate vocational ability test'' without knowing anything about the experiment. After the test, the research team collected the test papers and randomly divided the subjects into two groups, namely, the ''suspected group'' and ''innocent group.'' Two days after the test, teacher A from the university notified the subjects one by one in the suspected group (roughly half of the subjects) to immediately come to his office to talk about recruitment. The teacher told each of the subjects in this group that ''you did not do well in the last vocational ability test for graduates'', asked about the reasons, and expressed regret that this performance would affect their job hunting. Then, the teacher said that this test result should be recorded in file, but that out of care for the student, he decided to help the student by covering this result and giving the student another chance to take a makeup test. Afterwards, the teacher asked the student to keep this a secret and not to tell anyone about this meeting. Otherwise, the student would lose this opportunity, and more importantly, he/she would be suspected of cheating, and might be severely punished by the university. One week after the meeting, teachers outside the university interviewed the subjects one by one in the suspect group, and this was performed in the same manner for the innocent group. The opening remarks of the interview were: ''we are from Judicial Expertise Centre. Some time ago, you attended an occupational ability test. Some people reported cheating in this test. Entrusted by the university, we are here to investigate this matter. Please cooperate with us and truthfully answer our questions.'' The questions asked were according to standardized procedures, such as ''at what time'' and ''on what day'' (against the recorded time of the meeting called by teacher A), ''where did you go'', ''what did you do'', etc. The entire interview was recorded, and known lies were extracted and tagged from the answers made during these interviews.
The database was tagged as STUDENTS, and finally, 7,864 valid speeches were obtained, including 3,272 lies. Hence, 1/10 of the total samples are selected as the test set.
Since it is difficult to obtain samples of lies, the total number of lie samples in the database and honesty samples was not equal. Therefore, the model could be comprehensively evaluated by the average identification rate, deception accuracy and honesty accuracy.
where TP is the number of honesty correctly identified, TN is the number of deception correctly identified, FN is the number of honesty identified as deception, and FP is the number of deception identified as honesty
B. EXPERIMENTAL PARAMETERS
The first two layers of the network were CovBiLSTM, and convolution kernel size was 60×2×4, where 60 is the length of the data entered at each time step from a single sample. Parameter 2 corresponds to the input involved in the convolution and the output of the hidden layer at the last moment. Parameter 4 corresponds to the four different weights involved in the convolution, such as the weight parameters in Formulas (1-3) and (5) . As presented in Table 3 , other network parameters were set according to the results on validation set which is randomly selected from training set. The gradient clipping parameter was set to prevent gradient explosion in the BPTT algorithm. In other words, when the norm g of the truncation gradient g exceeds the upper bound of the norm v, the original gradient g will be replaced by gv/ g to update the parameter [30] . Since the first full connection layer accepts the output of the fourth layer BiLSTM and second layer CovBiLSTM through the skip connection, the first dimension of the weight matrix of the layer should be the sum of these two outputs. All experiments are carried out under the development environment with Tensorflow 1.4 version and GTX 1080Ti. 
C. MODEL COMPARISON
In order to illustrate the effect of convolution on system performance, the experiment compared the 4-layer BiLSTM model with the model presented in Figure 1 . The CovBiLSTM in the proposed model was replaced with a common BiLSTM structure, with other parameters remaining unchanged. Through 60,000 steps iterative training, the convergences of the average identification rate, deception identification rate, and honesty identification rate in the training set were captured. Figures 3 and 4 present the results of the training on the STUDENTS database and CSC databases, respectively. As shown in the Figures, CovBiLSTM+Skip exhibited the best performance (+Skip means that the structure adopts skip connection). For the STUDENTS database, the average identification rates of CovBiLSTM+Skip, BiLSTM+Skip and CovBiLSTM converged to 88%, 79% and 81%, respectively, while the identification rates of lies converged to 83%, 72% and 74%, respectively. However, the convergence curve slope of average accuracy of BiLSTM was slightly higher than the ones of other models, especially on the STUDENTS corpus, since no skip connection is applied. This means that its full connection layer is simpler and the gradient computational complexity was reduced. Therefore, the initial convergence speed was faster. However, the convergence recognition rate is lower than CovBiLSTM+Skip. Regarding the convergences in these two databases, the convergence curves in the CSC database were very volatile, especially the curves of the lie identification rate and truth identification rate. The reasons for this are as follows:
(1) The model trains for average identification rate, rather than the identification rate of a single category, so that the fluctuation rate of the single-category identification rate is higher than the average identification rate.
(2) The number of samples in each category was not equal. As shown in the figures, the initial identification rate of honesty was obviously higher than 50%, while the rate for deception was obviously lower than the accuracy of inexperienced random judgment, indicating that the sample size of lies was significantly smaller than that of honesty in the training set, making the honesty accuracy maintain at a relatively high level.
(3) Another reason is that there are many bad samples in the CSC corpus. Judging from the original speeches of the subjects who often forgot to correctly label the data, and due to these bad samples, the identification accuracy of the CSC database is difficult to converge, and greatly fluctuates. On the other hand, the local corpus was obtained under the condition of psychological pressure, because the subjects thought that this test had an effect on their job hunting. Therefore, changes of the vocal cords can be better reflected in speech feature parameters. Therefore, the identification accuracy for this database was relatively stable and higher.
The statistical significance test is also calculated on the testing set which is divided into 131 and 90 minimum batches on STUDENTS and CSC respectively. The results of one-tailed Z-test is shown in model, the performance of CovBiLSTM+Skip has a significant improvement. However, the Z-values are different between STUDENTS and CSC corpus with the same models, which indicates that the quality of database has an important influence on the performance. The results of the model in the testing set are shown in Table 5 . The test results are presented in the form of a confusion matrix, where the row represents the actual label, while the column represents the results identified by the model. Compared with the other models, CovBiLSTM+Skip obtained the highest deception recognition accuracy on both STUDENTS and CSC, which reaches 74.84% and 59.62% respectively. On the STUDENTS database, the lie recognition rate of CovBiLSTM+Skip model is 7% higher than that of the BiLSTM+Skip model, and is approximately 4.5% higher than that of the CovBiLSTM model. It indicates that convolution operation has a greater impact on recognition performance than skip connection. Similar results are found in CSC databases. Obviously, the accuracy on the testing set is lower than that on the training set, because overfitting is ubiquitous in deep learning. Although the dropout algorithm was adopted, overfitting would unlikely be completely avoided. Furthermore, there is a certain fluctuation in the convergence curve of training. The greater the fluctuations, the less stable the test result becomes.
D. FEATURES COMPARISON
Feature selection and fusion also play an important role in the high accuracy of the proposed method. The validity of the frame-level acoustic features was proven by comparing these with the fixed length speech features presented in Table 6 . These functions refer to the INTERSPEECH 2009 Emotion Challenge [31] , and the LDDs are the same with the ones mentioned in Section 2. The final feature was a fixed length of 720 (60×12) dimensions. These features form a one-dimensional vector with 720 elements, which is not consistent with the input form required by the CovBiLSTM model. The worst case scenario is that the time step of LSTM is set to 1, which corresponds to the onedimensional vector, making the model severely degraded. As it is known, the matching degree of the data and model has a significant impact on final system performance. Therefore, the SVM classification was used for such features in the experiment. The results of the testing are presented in Table 7 . As shown in Table 7 , for the same database, the deception identification accuracy of the method that combines the fixed length features and SVM algorithm was significantly lower than that of the method proposed in the present study. On the STUDENTS database, the accuracy of deception differed by 11%. From the information point of view, there was a serious loss of information (such as temporal information) in the mapping process from the original speech, which contains tens of thousands of sampling points to the one-dimensional vector with 720 elements. However, the frame-level acoustic features contain much more information than the fixed-length features, and the model can also extract information that is helpful for deception detection through the deep learning structure, with self-learning ability. Therefore, the proposed method has a higher identification rate.
In comparing with the literature [29] that combined lexical features with speech features and used the C4.5 algorithm as a classifier to obtain 61.9% recognition accuracy and 71.47% with speaker-dependent information on the CSC corpus, the proposed method, only used acoustic features, and could reach up to 70.3% recognition accuracy. However, the proposed method has nothing with the speaker. In the actual deception detection task, it is difficult to get speaker information before detecting task. Therefore, this model can be considered to have a better generalization performance.
V. CONCLUSION
Different from previous researches on deception detection based on fixed-length acoustic features, this paper extracts variable length frame-level speech features from speech samples with different lengths and learns the depth features associated with lies through the CovBiLSTM deep neural network model. These variable length frame-level speech features can not only represents the acoustical characteristics of the original speech, but also preserves the temporal information of the speeches, and thus the information is more complete. In addition, the CovBiLSTM model with memory ability is used to learn the historical and future effective features from the features containing the timing relationships to complete deception detection. The experiment shows that CovBiLSTM network can effectively mine the time-frequency information from these frame-level acoustic features, thereby effectively improving the system performance. YUE ZHU is currently pursuing the master's degree with the School of Information and Communication Engineering, Southeast University, China. Her research interests include deception detection and machine learning.
LI ZHAO received the B.E. degree from the Nanjing University of Aeronautics and Astronautics, China, in 1982, the M.S. degree from Suzhou University, China, in 1988, and the Ph.D. degree from the Kyoto Institute of Technology, Japan, in 1998. He is currently a Professor with Southeast University, China. His research interests include speech signal processing and pattern recognition.
