The goal of this paper is to establish a benchmark for transaction cost analysis in bond trading for retail investors. Investors can use this benchmark to improve decisions when requesting quotes from dealers on electronic platforms. This benchmark is constructed in two steps. The first step is to identify abnormal trades by approximating the market liquidity using different statistical regression methods: OLS, two-step LASSO and Elastic Net. The second step is to estimate the amplitude and the decay pattern of price impact using non-parametric methods. A key discovery is the price impact asymmetry between customer-buy orders and costumer sell orders: customer buy orders have a larger price impact than customer sell orders. We show that this asymmetry is statistically significant.
Introduction
Corporate bonds are critical to firms financings, thus an important part of the asset management [Nagel, 2016] . In spite of the recent evolutions of regulations (e.g., the TRACE reporting system established in US since June 2002, and MiFID 2 for electronic bond tradings in Europe since January 2018), trading of bonds is far less transparent than that of equity shares [Bessembinder et al., 2008] . The macroprudencial regulatory responses to the 2008 financial crisis demands more transparency on trading of corporate bonds to reduce information asymmetry between intermediaries (banks) and their clients [Hendershott and Madhavan, 2015] . Regulation also leads to increase in capital requirement, which in turn prevents banks from taking large inventories as before [Wilson et al., 2014] . This lower inventories, combined with the requirement of more transparency, push banks and dealers towards flow driven business via electronification [Harris, 2015] .
In this fragmented trading environment, asset managers, without the pricing tools and the private databases that maker-dealers have, have to assess the quality of the execution of corporate bonds with Transaction Costs Analysis (TCA) to prove the best execution of their tradings. Meanwhile, average investors, while benefiting from the decreases in average transaction cost (Section 2), face the daunting task of estimating transaction costs from all the possible execution channels in fragmented markets: order books, requests-for-quotes (RFQ), voice, dark pools, block discovery mechanisms, to name a few.
Our work. In this paper we take the viewpoint of an individual investor who would like to have a better understanding of her execution performances. This is different from existing studies of average transaction costs (Section 2). The goal is to establish a benchmark for TCA in bond tradings for retail investors, and to provide an efficient methodology for such an investor to improve her TCA and to facilitate her decision makings when she has to send an order to an electronic platform or to request quotes from dealers.
Our analysis on transaction costs uses the Enhanced TRACE database from 2015 to 2016, and consists of two steps, corresponding to two different time scales. The first step (Section 4) explores several regularized regression models to establish the "expected average cost" benchmark for a given corporate bond, even in the absence of pre-trade transparency. This step is in the spirit of what [Engle et al., 2012] and [Almgren et al., 2005] have done for equity markets. It allows to measure the difference between the trades from the elapsed week and this expected-average-cost benchmark; it also allows an investor to identify "abnormal trades". It opens the door to forensic analysis on such anomalies. In statistical terms, it is about identifying previous transactions with the least likely costs.
This construction of several models for the "expected cost of a trade" uses cross-validation to select the most appropriate versions of the regression models via the choice of a penalization term (Section 4). In addition to estimating bid-ask spread of corporate bonds, these regularized regression models allow for identifying the most important features needed to compute efficiently the expected trading costs. The selected features for corporate bonds are consistent with existing works: the volatility of the price of the bond, the number of year since the issue of the bond, and the activities on the bond characterized by both the number of trades and the traded amount (in dollars) per week. In addition, these two last features are found to play two opposite roles: the larger the amount traded in dollars, the smaller the bid-ask spread; and the more trades (for the same amount in dollars), the larger the the bid-ask spread. It is worth mentioning that the R 2 obtained in this paper ranges from 0.50 to 0.60, whereas the R 2 in existing works via regressions are very diverse: from 0.05 to 0.20 in [Hendershott and Madhavan, 2015] , 0.30 to 0.50 in [Edwards et al., 2007] or 0.50 to 0.80 in [Dick-Nielsen et al., 2012] .
After the first step in identifying abnormally and bad transactions, the second step exposed in this paper focuses on liquid corporate bonds is to investigate each trade and the amplitude of its price impact and the price decay after the transaction. To conduct such a forensic analysis of bad transactions, we rely on non-parametric statistics, and compare price changes around the trade to the "usual price changes around a trade".
1 Since the trading frequency is much lower on corporate bonds than on equities, it is necessary to use hours for bonds instead of minutes adopted for equities. As a consequence, the averaged price impact curves (Section 5) are noisier than the ones computed on equities. Nevertheless, a few important phases of such curves are clear:
• a price jump when the trade occurs,
• a price decay after the initial jump,
• and the stabilization at a "permanent level ", higher than the initial price. This permanent impact can be read as the informational content of the trade.
Another important finding in the second step analysis is the asymmetry of the amplitude of the initial price jump: buy initiated transactions have more instantaneous impact that sell initiated transactions on corporate bonds. This feature was also reported in the regression of Table IV of [Hendershott and Madhavan, 2015] since the coefficients of the buy and sell orders are not of the same amplitude for over-the-counter (OTC) trades (but not for electronic trades). They remarked that "Buy and sell orders need not to be symmetric, especially in fixed income markets where many bonds are bought and held to maturity, limiting their float and making short sales especially difficult". Such an asymmetry was also reported in Figure 15 of [Mizrach, 2015] and Table 1 of [Ruzza, 2016] . The former plots the yearly average price change after five trades from 2003 to 2015, the impact of buys seems to be around 25% more than the impact of sells; the latter exhibits that the average price deviation between the price of a transaction and the average price of the day is of 56bp to 33bp for institutional buyers and of -25bp to -21bp for institutional sellers on TRACE data from 2004 to 2012.
Background
Corporate bonds vs equities. Corporate bonds and equity shares are the two standard way for firms to raise capital on public markets. However, they are fundamentally different. First, the differences between those two instruments for investment purposes are clear from the classical Merton's model of the firm [Hull et al., 2005] : shareholders can see their investment value dropping to zero in case of credit event, but they may be rewarded (via dividends or the rise of share price) by the outstanding performance the firm; whereas bond owners, though having priority and less risk exposure in case of credit events, will not be awarded according to the performance of the underlying firm except for a flow of coupons.
Secondly, bonds and equity shares are different in terms of liquidity. Bonds have a fixed duration and after the maturity the investor gets the initial capital and his relation to the firm ends. As a consequence, corporate bonds are made to be bought and hold. In contrast, equity shares are made to be bought and sold, hence are more liquid with faster capital reallocation and more transactions activities. Table 1 shows the difference between bonds and shares in terms of liquidity, even with the same underlying firm.
Thirdly, equity shares and corporate bonds are different in terms of trading practice. Indeed, since the Reg NMS in the US and MiFID 1 and 2 in Europe, the standard way to trade equity shares is via order books available in multilateral trading facilities. In contrast, bonds are traded via bilateral mechanisms. That is, when the dealing desk of an asset manager needs to trade bonds, she first requests quotes from a small number, say one to five, of dealers. Afterwards, she chooses the "best price" according to various criteria such as the price and the quantity [Fermanian et al., 2015] . In countries such as Italy where active electronic platforms are available [Linciano et al., 2014] , the dealing desk uses the order book on these venues too. However, it is well documented that the bid-ask spread is larger on electronic markets than on RFQ, especially for large sizes [Hendershott and Madhavan, 2015, Ruzza, 2016] .
Finally, the difference in trading practice for bonds and equity shares leads to the major difficulty in TCA for bonds: contrary to the equity tradings where bid-ask spread is an obvious and easy choice for the benchmark, there is a dire lack of benchmark for bond tradings [Collins and Fabozzi, 1991] .
The TCA. MiFID, introduced in January 2018 in Europe, imposes best execution obligation on any investment firm executing orders on behalf of clients and in the US this best execution is explicitly demanded to brokers only. Nevertheless, the dealing desks of large asset managers implement TCA everywhere in the world, at least on a monthly basis, close to the generic recommendation of [Collins and Fabozzi, 1991, Kissell et al., 2004] . The goal of such a TCA is to breakdown the costs according to brokers and execution means (orderbooks, RFQ, voice, etc) to challenge their efficiency and to identify ways to improve the practices of the execution desk. The details of the TCA are then shared with the portfolio managers of the investment firm for review of the state of market liquidity and to be used in the allocation process.
Existing works on TCA of corporate bonds. Empirical studies dealing with transaction costs of corporate bonds can be categorized in two groups: the pre-TRACE ones and the post-TRACE ones. In the pre-TRACE era, it was difficult to obtain data and this period ended in 2002. Pre-TRACE studies therefor used a large spectrum of datasets including the National Association of Insurance Commissioners (NAIC) data [Bessembinder et al., 2006, Chakravarty and Sarkar, 2003 ], the Capital Asset International (CAI) dataset [Schultz, 2001] , and the Nyse archives [Chordia et al., 2005, Biais and Green, 2007] . The post-TRACE trade reporting obligation entered in force in the US in July 2002, raising questions about the impact of transparency on transaction costs. Because of the exogenous shock provided by the entry of TRACE, a number of papers, [Goldstein et al., 2007 , Ruzza, 2016 , Bessembinder et al., 2008 , focused on the early years of its introduction, seeking to identify the effect of this transparency on costs. Another family of post-TRACE papers addressed more recent topics, such as the influence of the use of electronic and multilateral trading [Hendershott and Madhavan, 2015] , or the decrease of borrowing costs from 2004 to 2007 [Asquith et al., 2013] . All these papers came to the similar conclusion that the trading costs of corporate bonds decreased on average over the last twenty years. The main proxy for transaction cost in these paper was the (expected) bid-ask spread, either from the theoretical conclusions in [Glosten and Milgrom, 1985] or simply viewing the bid-ask spread as the best proxy for a "roundtrip transaction cost" [Edwards et al., 2007] . Their main statistical approach was the Ordinary least square (OLS) regressions to account for bondspecific or context-driven variations. The explanatory variables in these papers [Dick-Nielsen et al., 2012 , Edwards et al., 2007 , Goldstein et al., 2007 , Eom et al., 2004 , were the coupon, the maturity, the number of years to maturity, the volatility, the risk free rate, the expected recovery rate of the company, the probability of default (proxied by the rating of the bond, typically "high yield" or "investment grade"). For instance, [Goldstein et al., 2007] took the logarithm of the size of the trade as an explanatory variable, and [Edwards et al., 2007] took one over the size of the trade, the squared size of the trade, and the square root of the time to maturity in their linear regressions.
2
Regularized regressions with cross-validation. The main statistical tools in this paper to obtain an estimated benchmark for trading costs are regularized regressions. The main advantages of this approach versus the standard linear regression are on stability and sparsity. Stability is necessary because statistical models used as benchmarks for transaction costs need to perform well for historical data, and to exhibit good out-of-sample performance. Moreover, sparsity lends more explainability to a regression model: the Reference Dataset(s) Name(s) Period covered [Schultz, 2001 ] CAI 1995 -1997 [Chakravarty and Sarkar, 2003 ] NAIC 1995 -1997 [Chordia et al., 2005 TAQ, ISSM (Nyse), GovPX 1991 -1998 [Bessembinder et al., 2006 NAIC + TRACE 2001 ; 2002 [Goldstein et al., 2007 ] TRACE 2002 [Biais and Green, 2007 Nyse Archives 1926 -1930 1943 -1948 [Dick-Nielsen et al., 2012 [Vapnik and Chervonenkis, 1971] . It addressed the use of statistics to model relationships between variables when the underlying model is unknown. Up to this seminal paper, most of mathematical statistics focused on estimating parameters of a model under the assumptions that the data have been generated by a noisy version of this model [Borovkov, 1998 ]. This evolution to machine learning enables approximation of any function at a chosen level of accuracy. Yet its progress has met with various obstacles, one of which being potentially large out-of-sample errors. Different techniques have been proposed for this out-of sample-error issue. The most popular one, the cross-validation, is a sophistication of the bootstrap, relying on the Efron theorem [Giné, 1997] .
3
Penalization started in statistics with the Akaike approach [Akaike, 1997] , adding a penalty for each variable in a model in the spirit of Occam's razor: favoriting models with as fewest parameters as possible for the same level of accuracy. Bayesians provided an alternative to regularized models, popularized by the celebrated Bayesian Information Criterion [Kass and Wasserman, 1995] .
More recently this mix of penalization and cross-validation gave birth to a series of regularized regression models: the Ridge regression based on smooth regularization [Hoerl and Kennard, 1970] , the Lasso regression leveraging on the sparcity provided by the L1 metric [Tibshirani, 1996a] , and the EN regression that is a mix of both [Zou and Hastie, 2005] .
3 The dataset: TRACE and data processing As mentioned earlier, the main obstacle for econometric studies on corporate bonds is the lack of transparency. In all available databases, some basic yet critical information, such as the best executed price for bond tradings, is unavailable. Nevertheless, some information, though limited, are recorded in the TRACE database, and have been used for empirical studies by [Dick-Nielsen, 2014] and [Harris, 2015] . TRACE, an acronym for the Trade Reporting and Compliance Engine, is the FINRA-developed mechanism that facilitates the mandatory reporting of OTC secondary market transactions in eligible fixed income securities. In this paper, we will use the data from the Enhanced TRACE to understand the price formation of bonds.
The main difficulty to work with TRACE comes from the lack of information on the liquidity offer. For example, there are neither quotes, nor bids price, nor asks price. In TRACE, only transactions are recorded, together with the type of the transaction: dealer-to-dealer, dealer-to-customer, or customer-to-customer. But volumes of the trade in TRACE are truncated: if the transaction volume is above one million dollars for individual investor (or five million dollar for institutional trades), only the minimum between the real size of the transaction and one million (or five million for institutional trades) is recorded.
To avoid the truncation issue, we will use instead the Enhanced TRACE database where datas are available with an 18 months delay [Harris, 2015] . We will use the untruncated transactions on Enhanced TRACE along with other information to construct the estimation of bid-ask spread (Section 3.4). The data we use is from January 1st 2015 to December 31st 2016, and obtained from Wharton WRDS. In this period, there are 34,809,405 original trade reports, 390,193 reports of trade cancellations (approximately 1.1 percent of all original trade reports), 497,249 corrected trade reports (about 1.4 percent), and 28,005 reports of trade reversals. Trade reversals are transactions that have been changed after more than 20 days since they were initially recorded. Occasionally there are multiple correction records for the same original trade and cancel records that cancel previously corrected trades. We will address the data cleaning procedure below. There are 54,885 CUSIP 4 -days spread over 656 calendar days, many of which are weekends and holidays. The CUSIP-days are computed by counting all the trade days over all the CUSIP bonds.
In particular, for each transaction of a bond, one can recover from Enhanced TRACE the following information:
• t • the side of the dealer-to-customer transaction: customer buy order or customer sell order.
Data filtering
The data cleaning procedure combines the approaches in [Dick-Nielsen, 2014] and [Harris, 2015] , with the following steps:
1. Remove canceled trades and apply corrections to ensure that only trades that are actually settled are accounted for. After the removal of canceled trades and canceled corrections records, there are 32,931,539 trades. 2. Since both principal and agent in the dealer-to-dealer transactions will report their transaction to FINRA (see [Dick-Nielsen, 2014] Step 2 Keep trades reported by dealers 2,095,934 6.36% 30,835,605
Step 3 Keep business days 5,735 0.02% 30,829,853
Step 4 Keep opened hours 745,619 2.4% 30,084,233
Step 5 Keep regular trades 583,157 1.9% 29,501,076
Step 6 Keep compatible prices 217,321 0.074% 29,182,755
Step The rating levels of all these 30 bonds have been adjusted since issuance. Hence there are total of 1,993 bonds in the regression analysis. After data cleaning, there are 14,071,375 trading reports between dealers and customers. Even though only 1,993 bonds are selected, these selected bonds consist of 31.05 % of the total filtered customer-to-dealer reports. Table 3 reports this selection as "Selection LR", and Table 4 reports the statistics of these selected bonds. See also Table 14a and Table 14b for the statistics of RPTs and non-RPTs.
RPT stands for the Riskless principle trade. Detailed discussion on RPT is in Section 3.4. Our percentage of RPTs is lower than that reported in [Harris, 2015] , partly because of different dataset with a different time period. [Harris, 2015] used TRACE data from April 1, 2014 to March 31, 2015. In addition, in the TRACE data, the markers ("1MM+" and "5MM+") for larger trades assign the same value to many large trades. Finally, we only count the RPTs for a subset of bonds whereas [Harris, 2015] 
Bond selection for price impact analysis
Among all the 1,993 bonds for regression analysis, the top-1000 traded bonds are selected to calculate the price impact curves since the calculation requires higher trading frequency. Table 3 report this selection as "Selection PI", and Table 5 summarizes statistics of these 1,000 bonds. Note that among the 30 bonds with rating level adjustment, 27 of them belong to the top-100 traded bonds. Table 15a and Table 15b report the potential RPTs and non-RPT dealer-customer trades of the top-1000 traded bonds. 
Preliminary data analysis
To analyze price impact, there are several important quantities to estimate, the first one being to identify the initiator of a transaction.
Identifying the initiator of a transaction and RPTs. For equity shares, the initiator of a trade, say in a limit order book, is clearly the liquidity consumer. This is not the case for bond trading where a trade is characterized by both the type of transaction (buy or sell) and who has initiated the trade. [Harris, 2015] identified a significant fraction of transactions between dealers and customer as RPT (riskless principal trade). This corresponds to the situation where the dealer has found two clients, and put herself in between the transactions. As a consequence, it is not possible to recover the initiator of the RPT as it is difficult to determine which of the two clients called first and hence who initiated the trades.
To identify the initiator of a bond trade, we rely on the Enhanced TRACE data to identify each trade as either a buy or a sell type, assuming the client is always the liquidity consumer, and the dealer is always the liquidity provider. We target to further assign to each trade a sign of +1 when it has been initiated by a buyer, and -1 when it has been initiated by a seller. Our methodology is described in Appendix A.
After identifying all the potential RPTs, we consider the transaction initiated by the client. We define the sign of the transaction b k as +1 (i.e., "buy") if a client buys from a dealer, and b k as −1 (i.e., "sell") if a client sells to a dealer. When it is not possible to determine the sign of a trade as in the above RPT case, we will assign b k to be zero.
Bid-ask spread estimation. After identifying the trade, it is possible to estimate the bid-ask spread 
The mid-price at t k is then estimated by
2 .
In this paper, we choose ∆t = 5-minute because of the low trading frequency of the corporate bond market. As a consequence, only 15.6% of the transactions are used to calculate the bid-ask spread among bonds that are selected from Section 3.2.
To check the reliability of these estimates as only 15.6% of the trades are used to compute them, we compare the estimated bid-ask spread with the one computed using bid and ask quotes provided by Composite Bloomberg Bond Trader (CBBT) for those bonds that are available in both CBBT and Enhanced TRACE data set. CBBT is a composite price based on the most relevant executable quotations on FIT, Bloomberg's Fixed Income Trading platform. CBBT pricing source provides average bid-ask prices based on executable quotes that are listed on Bloomberg's trading platform. Its aim is to indicate where clients can reasonably expect to execute on the platform during trading hours, and prices are updated as dealer levels change. [Fermanian et al., 2016] used the CBBT data as a measure of bond liquidity. We only have access to quote price data from Bloomberg CBBT from June 1st, 2015 to May 31, 2016 (12 months) for 2,361 investment grade bonds that belong to the iboxxIG universe. The iboxxIG universe is the standard universe for U.S. investment grade corporate bond. Among these 2,361 bonds, we identified 1,401 bonds which have records in both Bloomberg CBBT database and Enhanced TRACE subset.
Figure 1 below shows the plot for the empirical distribution of the spread from CBBT and the estimated spread from Enhanced TRACE for two arbitrarily chosen bonds, whose statistics are reported in Table 6 . It is noticeable (and expected) that the CBBT spreads are larger than the estimated ones from real trades available in Enhanced TRACE. [Fermanian et al., 2016] pointed out, CBBT bid-ask spread estimates are based on quotes, and not on real transactions, as a consequence they include quotes that are not attractive enough (i.e. not small enough) to trigger a transaction. Since the bid-ask spread is the first component of implicit transaction costs, trades occur when they are smaller than the average bid-ask spread.
Bid-ask spread stationarity. We next check the consistency of the two approaches via a stationarity test on the ratio of the two estimates: the CBBT bid-ask spread and our trades-based estimates. That is, we split the year 2016 by two consecutive months and check if this ratio is stationary from one period of two months to the other.
Denote ψ CBBT b,w as the average spread for bond b over the period w taken from Bloomberg CBBT, and ψ TRACE b,w as the average of the estimated bid-ask spread for bond b in period w from Enhanced TRACE. First of all, note that the empirical estimate of the bid-ask spread using Enhanced TRACE transactions are smaller than the CBBT ones, the average ratio is between 0.9 and 1 and its median is between 0.7 and 1. The statistics of the ratios are summarized in We will thus use our estimation of the bid-ask spread in all the following, because it can be operated over years of data using Enhanced TRACE, where CBBT is costly to obtain and linked to a private procedure owned by Bloomberg. Nevertheless, these stationarity tests imply that a large investor using CBBT estimates could rely on the methodology presented thereafter and apply a ratio to read our results in terms of "units" of CBBT.
Background: regularized regression
In general, regression models involve the following parameters and variables: the unknown parameters, denoted as θ θ θ, which may represent a scalar or a vector; the independent predictor variables, X X X (in this paper it will be a list of characteristics of the bonds and some market context variables); and the dependent variable, Y Y Y (in this paper it will be the bid-ask spread) . Regression analysis focuses on the relationship between the dependent variable Y Y Y and the independent variables (or 'predictors') X X X, i.e., the regression function f such that Y Y Y = f θ θ θ (X X X).
OLS. OLS is the most well known linear regression approach. It assumes that the regression function is of a linear form and is defined in terms of a finite number of unknown parameters. The parameters are to be estimated from data and to be determined by the smallest residual sum of square (RSS) or the mean square error (MSE). That is, given Y Y Y := (y1, y2, · · · , yn) ∈ R n the vector of n observations of independent variables, and X X X := (1 1 1, x x x1, · · · , x x xw−1) the covariates with 1 1 1 ∈ R n and x x xi ∈ R n (i = 1, 2, · · · , w − 1), the least square estimator is to find arg min
where the parameters/coefficients θ θ θ = (θ0, θ1, · · · , θw−1) are also referred to as features. OLS provides unbiased estimates of the coefficients.
Performance criteria for OLS: R 2 , T-statistics and p-value. In an OLS, R 2 measures the goodness of fit for the model and the p-value indicates the level of the significance of the feature. Here
where yi is the true value of the i th response value,ȳ = n i=1 y i n , andŷi is the prediction from the model given the i th observation x x xi (i = 1, 2, · · · , n).
Letθ θ θ be an estimator of parameter θ θ θ in some statistical model. Then a t-statistic for this parameter is any quantity of the form
where θ0 θ0 θ0 = 0 0 0 in our case and s.e.(θ θ θ) is the standard error of the estimatorθ θ θ for θ0 θ0 θ0. The p-value for each covariate tests the null hypothesis that the coefficient is equal to zero (no effect), it quantifies the idea of statistical significance of evidence. A low p-value (< 5%) indicates that one can reject the null hypothesis. In other words, a predictor that has a low p-value is likely to be a meaningful addition to the model because changes in the predictor's value are related to changes in the response variable.
In general, the higher the R 2 value, the better fit the model; and the higher the p-value, the more relevant the feature. Although R 2 is useful for measuring good statistical fit, high R 2 does not necessarily mean a good model and does not address the issues overfitting or variance control. For example, overfitted models, though with excellent R 2 values, may capture noises or random errors instead of essential relations between Y Y Y and X X X, Similarly, p-value is not sufficient for selecting variables, as selected variables with similar p-values could be dependent.
Shrinkage of regression analysis. With the limitation of R 2 and p-value, variable or feature selection is crucial for improving model accuracy and for avoiding overfitting. Variable selection is to choose appropriate numbers of predictors from the total of w variables. This is a complicated problem in regression models and there are many conflicting views on which type of variable selection procedure is best. One of the most popular approach for variable selection is the shrinkage method. By introducing different forms of penalty functions to the OLS regression, shrinkage methods aim to reduce the values of the coefficients thus leading to a smaller variance of the model. The most widely used shrinkage methods are Ridge regression [Horel, 1962] , the Least Absolute Shrinkage Selection Operator (Lasso) regression [Tibshirani, 1996b] , and EN regression. All these three methods add penalty functions to the linear regression, with L 2 for Ridge or L 1 for Lasso, and a combination of both for EN. The introduction of penalty functions increases the flexibility of the model and reduces the variance.
Lasso. Lasso places a particular form of constraint on the parameters θ θ θ in regression models. In the linear regression model, the Lassoθ θ θ [Efron et al., 2004] .
As in all regression models, the value of the hyperparameter in Lasso controls both the size and the number of coefficients: higher value of λ leads to a smaller number of covariates in the linear model. In particular, the constraint in Lasso is of an L1 form, which has "corners". Thus, when the hyperparameter λ is large, some of the coefficients are driven to zero, leading to a "sparse" model from Lasso. Since Lasso tends to drive coefficients towards zero, it is a biased estimator.
To reduce this bias of Lasso, one may adopt the two-step Lasso estimation procedure.
Two-step Lasso. The first step in the two-step Lasso is to use the Lasso regression to select the covariates. In the second step, the OLS with only the selected covariates is applied. This second step is called post-Lasso OLS [Belloni and Chernozhukov, 2013] , where given the Lasso estimatorθ θ θ λ l in (5), the subsequent OLS refitting is to findθ θ θ λ l such that
We callθ θ θ λ l the estimator for the LSLasso (least-squares Lasso), also known as post-Lasso. This two-step procedure is very popular as it has smaller bias than the Lasso for a range of models [Belloni and Chernozhukov, 2013] , [Lederer, 2013] and [Chételat et al., 2017] .
Ridge regression. Similar to Lasso, Ridge regression is a shrinkage approach for linear regression.
In contrast to Lasso, the penalty term in the Ridge regression is of an L2 norm. That is, for a fixed hyperparameter λ, Ridge regression is to solve for
As such, it shrinks the coefficients towards zero. This introduces some bias, but can greatly reduce the variance, resulting in a better MSE. Ridge regression can be viewed as a linear regression for which the coefficients follow a normal prior distribution. It improves predication accuracy by shrinking the size of regression coefficients in order to reduce overfitting. However, unlike Lasso, Ridge regression does not set the coefficients to zero, therefore it neither preforms covariate selection nor improves interpretability of the model. EN regression. EN regression, introduced in [Zou and Hastie, 2005] , is a hybrid of Lasso and Ridge.
That is, for a fixed hyperparameter (λ, α), EN is to solve for θ θ θ Cross-validation. In regression models such as Lasso, Ridge, and EN, in order to select the hyperparameters, one usually adopts the K-fold cross-validation to improve the predictive power of the model. In a K-fold cross-validation, the data set is randomly divided into K subsets. Each time, one of the K subsets is used as the test set and the remaing K − 1 subsets form a training set. In this approach, every data point gets to be in a test set exactly once and in a training set K − 1 times. The variance of the resulting estimate is reduced as K increases. The disadvantage of this method is that the training algorithm has to be rerun from the scratch K times, meaning it takes K times as much computation for one evaluation.
Data analysis via regularized regressions
We will now apply the OLS, the two-step Lasso, the Ridge, and the EN regressions for the data analysis, along with a K-fold cross-validation method to pick the optimal parameters for each model. The regression analysis is performed on a weekly frequency. For each week, we calculate the averaged estimated spread ψ by method in Eqn. (1) for every bond as the response variable. There are total 152, 408 data in this regression analysis.
The features in the regression come from two categories. One category concerns bond information, including time to maturity date, time since issued date, coupon rate, amount outstanding, and duration. The other category focuses on time sensitivity, including average transaction price, volatility, proportion of costumer-buys (sells), LIBOR-OIS rate, and 5-year treasury rate during the given week. More specifically, for each bond b in week w:
• Bid-ask spread: the spread at t is defined as s
, and P m b (t) are the bid, ask and mid price of bond b at time t, respectively. Since we have no information of bid/ask prices on corporate bond market, an approximation method is introduced to estimate the spread in Section 3.1. We calculate the weekly average spread for each bond b in week w.
• Volatility: volatility is calculated by using the trade price. For bond b, assume there are n trades in week w. Recall P 
Notice that n may vary from bond to bond and from week to week.
• Number of trading days: the number of days that bond b is traded during the week.
• Log(zero trade days): the log of the number of days that bond b is not traded during the week.
• Proportion of buy/sell number: counting the number of customer-buy orders and number of customer-sell orders in week w and calculating the proportion of buys and sells for each bond b.
• Proportion of buy/sell volume: taking the total volumes (in dollars) for customer-buy orders and customer-sell orders in week w and calculate the the proportion of buys and sells for eaPropch bond b.
• Trading activity: the log of the number of trades in the week.
• Total volume: the total volume is the weekly total trading volume in dollars of both customer-dealer trades and dealer-dealer trades.
• Average price: the weekly average trade price in dollars.
• Coupon: annual coupon payments paid by the issuer relative to the bond's face or par value. The coupon rate is the yield the bond paid on its issue date. This yield changes as the value of the bond changes, thus giving the bond's yield to maturity.
• Duration: an approximate measure of a bond's price sensitivity to changes in interest rates which is defined as
for bond b, where C b t is the cash flow on date t, P V (C b t ) is its present value (evaluated at the bond's yield), and t PV(C b t ) is the total present value of the cash flows, which is equal to the bond's current price.
• Years to maturity: the time to maturity date calculated in years.
• Years since issuance: the time since issued date counted in years.
• Amount outstanding: the principal amount outstanding of a bond and is sometimes referred to as the notional amount.
• Turnover: the volume of bonds available for trade relative to the total volume of outstanding bonds.
• LIBOR-OIS rate: the term London inter-bank offer rate (LIBOR) is the rate at which banks indicate they are willing to lend to other banks for a specified term of the loan. The term overnight indexed swap (OIS) rate is the rate on a derivative contract on the overnight rate. The term LIBOR-OIS spread is assumed to be a measure of the health of banks because it reflects what banks believe is the risk of default associated with lending to other banks. In this analysis, we use the 1-month LIBOR-OIS rate to indicate the bank health condition over time.
• Indicator of high yield (HY) or investment grade (IG) bond: indicator of whether the bond is HY or IG.
• Indicator of different sectors: indicators of nine different sectors: basic materials sector (S1), communications sector (S2), consumer & cyclical sector (S3), consumer & non-cyclical sector (S4), energy sector (S5), financial sector (S6), industrial sector (S7), technology sector (S8), and utilities sector (S9). Table 9 : Statistics of the response variable and the features.
Hyperparameter selection. Specific to the regression models aforementioned, denote µ µ µ as the parameter for one of the regression models (for example, µ µ µ = (λe, α) for EN). We use partition in log-scale for m different hyperparameter values for µ µ µ, and divide the data into K folds and run K-folds cross-validation. For each leave-out fold i (the test set), we calculate the out of sample R 2 i (µ µ µ). Hence for each λ, we have an empirical distribution ofR 2 (µ µ µ) = {R 2 i (µ µ µ), i = 1, 2, · · · , K}. Denote R 2 (µ µ µ) and σ R 2 (µ µ µ) as the mean and standard deviation of the empirical distribution with parameter µ µ µ. Define the confidence interval by
We will pick the µ µ µ such that the number ofR 2 (µ µ µ) in I1(µ µ µ) is maximized. Moreover, define
Note that I2(µ µ µ) in (10) is a relaxation of I1(µ µ µ) in (9). When the number of {R 2 i (µ µ µ)} is not sensitive to µ µ µ in I1(µ µ µ), one can compare I2(µ µ µ) instead.
Results from least square regression
The estimation result is reported in Table 10 . All but two of the estimated coefficients are statistically significant at any reasonable level of significance, which is not surprising because the sample size is large and we have strong prior information on related features. The two exceptions are year to maturity and turnover.
• The coefficients of Prop number of buys and Prop number of sells have the same sign but different values. The coefficient of Prop number of buys is roughly one third of the coefficient of Prop number of sells. Similarly, both of the coefficients of Prop buy volume and Prop sell volume are positive. The coefficient of Prop buy volume is roughly half of the coefficient of Prop sell volume. This shows the asymmetric between customer buy orders and customer sell orders. It has been documented in numerous studies [Fermanian et al., 2016] that dealers offer tighter quotes to larger trades than to smaller ones.
• The Avg price has a small effect on the bid-ask spread.
• The indicators of different sectors have different coefficients but the overall values are small.
• The Log(Total volume) coefficient is negative as expected. At round -21, the estimated coefficient implies that a 10000-bond increase in trade size in contracts, which would make a retail-size trade into a large institutional-size trade, and would reduce the bid-ask spread by 100 bps.
• The Indicator of investment grade bonds coefficient is negative and the Indicator of high yield bonds coefficient is positive. This is consistent with the well documented empirical findings: larger spreads for high yield bonds and smaller spreads for investment grade bonds.
Clearly, many of the bond features are potentially correlated. Hence we will continue the regression analysis using Lasso. In fact in order to remove the bias from Lasso, we will use the two-step Lasso model.
Results from two-step Lasso regression
In this analysis, we pick 20 different values of µ µ µ = λ l with partition in the range of [10 −1 , 10 3 ] in the log scale. Note that the ranges of hyperparameters are different for two-step Lasso, Ridge and EN. This is because different models are sensitive to different ranges. The choice of interval [10 −1 , 10 3 ] can bee seen from Figure 4 . We select the range in which the model is sensitive by searching with a larger partition grid in advance, this is partially revealed in the figures of cross-validation scores for different regressions. See Figures 4, 5, and 6. Figure 4 shows the 25%, 50% and 75% percentiles of out-of-sampleR 2 with different λ l values. One can see that all three 25%, 50% and 75% curves decrease fast before λ * l = 2.98 and tend to be flat after λ * l . Also, both I1(λ l ) and I2(λ l ) are large when λ l = λ * l . Hence λ * l is a good choice of regularization level. Table 16 shows λ l 's along with I1(λ l ) and I2(λ l ), in which the number ofR 2 are the largest, respectively. Table 11 shows the features selected from the first step of the two-step the Lasso, with corresponding parameters λ * l = 1.13, 2.98, and 7.85, respectively. It also shows the models from the OLS regression in the second step of the two-step Lasso. For instance, in Model L2 of Table 11 In addition, we see from Table 11, 1. The coefficient of Volatility is positive with value 5.28. This is consistent with the literature. Market microstructure theories predicted that higher return volatility increases illiquidity (e.g., [Stoll, 1978] ). This relationship between asset liquidity and return volatility has been studied extensively both theoretically and empirically.
2. The coefficient of Issued years is positive with value 0.23, which means a newly issued bond will have a small bid-ask spread. This is consistent with the literature. [Konstantinovsky et al., 2016] argued that recent and large issues are cheaper to trade than seasoned and small ones, so bond age and issue size matter. High-risk securities (i.e., bonds with wide spreads to Treasuries) tend to be more expensive to trade than low-risk ones.
3. The number of trades per day N and the trade volume V (in dollars) are suggesting a relationship N/ √ V as a combined impact on the bid-ask spread in bp. For more detailed analysis of this relationship, see Section 4.7.
[ Chacko et al., 2005] found that credit quality, the age of a bond, the size of a bond issue, the original maturity value of a bond at issuance date, and provisions such as a call, put, or convertible options all have strong impact on liquidity, which supports our findings.
Finally, λ l = 7.85 leads to the features: Volatility and Issued year in model L3. Compared to model L2 with four features and R 2 = 51.5%, the R 2 in EN3 drops to 43.22%. We prefer a model of four features, which is already a decent reduction from 26 features, with higher power of explaining than EN3.
Results from Ridge regression
In this analysis, we pick 20 different values of λr using partition in the log scale in the range of [10 2 , 10 8 ]. Figure 5 shows the 25%, 50% and 75% percentiles of out-of-sampleR 2 with different λr values. One can see that all three 25%, 50% and 75% curves start to decrease at λ * r = 1.27 · 10 6 . Hence 1.27 · 10 6 is a good choice of regularization level. Table 17 shows λr's along with CI(λr) and CI2(λr), in which the number ofR 2 are the largest, respectively. Table 12 shows the results of Ridge regressions with parameters λ * r = 1.62 · 10 4 , 6.95 · 10 4 and 1.27 · 10 6 . The analysis by the Ridge regression is consistent with the findings from the two-step Lasso. In particular,
• The table shows that, when λr goes up, the coefficients of the following features go to 0 very fast:
Indicator functions of different sectors, Proportion of volume (or number) buys (or sells), Turnover , and Number of trading days). Note that from Table 12 these features are also excluded from Model L3 and L4 of Table 11 , which means that results from these two approaches are consistent.
• When λr takes a large value 6.95 · 10 4 , the Volatility, the Issued years, the Trading activity and the Log(Total volume) are still significant. This is also consistent with the findings from Lasso in Table 11 .
• Both two-step Lasso and Ridge regressions point to the significance of time value and special structure of bonds. The variable years since issuance is significant in two of the two-step Lasso models: L1 and L3, and all three Ridge regression models.
The difference between Lasso and Ridge regression is that: Avg price is not significant in all three two-step Lasso models whereas it is significant in all three Ridge models. This inconsistency is expected because of the collinearity among features. When features are correlated, Lasso tends to select one feature from a group of correlated features. On the contrary, Ridge encourages grouping effect. That is, ridge tends to penalize the group of correlated features towards the same coefficients [Zou and Hastie, 2005] . This can be seen in Model R1, R2 and R3: the coefficients of Prop number of buys and Prop number of sells have the same value but with different signs; the coefficients of Prop buy volume and Prop sell volume also have the same value but with different signs. Additionally, the reappearance of Avg price in Model EN3 is due to this group effect too. Figure 6 shows the 25%, 50% and 75% percentiles of out-of-sampleR 2 with different λe values given different α = 0.2, 0.5 and 0.8. When (α, λe) = (0.5, 10
Results from Two-step EN regression
3 ) and (α, λe) = (0.8, 10 3 ), more than 170 empiricalR 2 falls into I2. This is because the hyperparameter penalizes the model too much such that all the coefficients are close to zeros and the empiricalR 2 are close to zeros. Hence these sets of hyperparameters should be excluded.
Instead, we will select (α, λe) = (0.5, 0.774), (α, λe) = (0.8, 2.15), and (α, λe) = (0.5, 129) for the analysis. Parameter (α, λe) = (0.8, 2.15) leads to the set of features: Volatility, Number of trades, Log(Total volume) and Issued year. This is consistent with the feature selection in two-step Lasso model L2. (α, λe) = (0.5, 129) leads to the features: Volatility and Average price in model EN3. Compared with model EN2 with four features and R 2 = 51.5%, the R 2 in EN3 drops to 42.62%. Similar to the argument for L3, we prefer model EN2 with four features instead of EN3.
From all three different methods, we can see the consistency that Volatility and Issued years are important in every model.
Conclusion: main features of the bid-ask spread of corporate bonds
We have performed different linear regressions explaining the bid-ask spread using two kinds of variables: one describing the bond and the other characterizing the market context. We use different penalization methods (Lasso, Ridge, EN) to select variables that are more meaningful, going beyond standard OLS. Tables 10 to 13 give the results and compare them with an OLS. Since these results have penalization parameters, we provide results for three meaningful levels of penalization, each time we recommend to keep the "version 2" of the models: L2 for Lasso, R2 for Ridge and EN2 for EN regression.
These regressions allow to compute an "expected bid-ask spread" for a given week, to be used as a benchmark cost for TCA. Main results are:
• The volatility is an important feature, as expected by empirical observations and the theory: the larger the volatility, the larger the bid-ask spread. Practically we observe that an increase of 5% of the volatility (that is 1/2 of its standard deviation on our dataset) corresponds to an increase of the bid-ask spread by 25bps (which is around one third of its standard deviation).
• The number of trades per day N and the traded volume V (in dollars) are both important variables (in log units), with coefficient suggesting that N/ √ V is the feature impacting the bid-ask spread in bp.
5 This implies that:
-for a given trading activity N , the larger the traded volume, the smaller the bid-ask spread (in bp);
-for a given traded volume in dollars, the lower the average trade size (i.e. the more trades), the large the bid-ask spread.
It is compatible with the documented stylized fact that for corporate bonds, small trade size obtain a worse bid-ask spread than large trades [Fermanian et al., 2016] .
• The value of the coupon and the duration of the corporate bond play a small role in the formation of the bid-ask spread (both with a positive coefficient).
• Last but not least, the Number of years to maturity and the Years since issuance are selected by our robust regressions. Keep in mind these two variables are linked, via the maturity of the bond, thanks to the relation: Year to maturity = Maturity -Years since issuance. Hence naturally, the coefficient of year to maturity is negative while the one of years since issuance is positive: the further away from the maturity, the smaller the bid-ask spread (in bp). This could support the claim of some market participants that there is only a short period after the issuance during which it is not too expensive to trade them on secondary markets.
5 The ridge regression suggests that the feature being in N V (i.e. with no square root in front of the trading volume in dollars), wit ha compensation by the avg price. This can be due to the penalization used by the Ridge regression that avoids large coefficients in the regression.
Other variables appearing in the OLS are not robust enough to be selected by penalized regressions. Removing these 17 variables from the regression only reduces the R 2 from around 0.55 to around 0.50. It is a cheap cost to pay for the increased robustness.
Note that the R 2 of these regressions are around 50%, that is in line with the best results obtained in the academic literature: [Dick-Nielsen et al., 2012] obtained R 2 between 0.50 and 0.80, while the R 2 of other papers were way below 0.50 (see Section 2).
5 Short time scale: price formation around transactions 5.1 Methodology: computating the price impact curve Now we introduce the method to analyze the short term price impact on corporate bond market.
The key idea is to model different types of interactions between market participants so that price changes consists of three parts: price changes due to RPT, price changes around clusters of transactions, and price changes due to isolated trades. More specifically, following [Besson and Lehalle, 2014 ], we will differentiate three types of transactions, (R) potential"RPT " pair, which is a pair of orders with opposite signs and same volumes that are traded within one minute, and of which at least one of the pair is dealer-costumer trade [Harris, 2015] ; (C) "clustered " trade, if it is not a RPT and if the time between this trade and the adjacent ones is less than one hour, i.e., |t k − t k−1 | ≤ ∆T or |t k+1 − t k | ≤ ∆T . We choose ∆T as one hour because the result is stable around such a duration; (I) "isolated " trade, if the trade is isolated from all other trades in the database.
The intuition for the distinction of three parts is clear: price changes during RPTs tend to be of a small amplitude, i.e., comparable to the bid-ask spread. Price changes during "clusters" of trades are likely endogenous: these trades either come from the split of a large order, or are simply sequence of trades reacting to each other; in fact some of them occur simply because the trading activity has attracted traders' attention. When two consecutive trades have very different prices and are separated by hours or days, the price changes are likely endogenous: the difference in prices probably come from information on the corporate, or via some intermediary trades on correlated instruments.
For a trading desk, it is presumably important to measure the performance of a series of trades or of one trade belonging to a series with respect to their (or its) types. For example, different benchmarks should be applied when the trades are inside a cluster versus when they are as riskless principal. Now we are ready to calculate the price impact curves for clustered trades C with information from {C, R}.
Data description. We use the same 1993 bonds and the same Enhanced TRACE data over 24 months from January 2015 to December 2016 as in Section 3.2 to calculate the price impact curves. Recall Table  15b for a statistical summary of the non-RPT Dealer-costumer trades in this dataset. Denote δ = 5 (minutes) as the time interval between consecutive estimations in our analysis and
as the estimated mid-price at time t b,k + nδ using transactions with labels from T ∈ {C, R, I}.
Price impact curve. We now estimate the price changes one hour before and one hour after for each transaction marked as C. That is, for each transaction time t b k (k is the number of the trade recorded for bond b), we take the mid-price M b k as a reference and compare it to the price n × 5 minute before or after (i.e. n goes from -12 to +12). These averages are weighted by the value in dollars of the transaction number k on the bond, and we take m b (t This allows to build a "price impact curve": this average price change as a function of the time shift n. We build one for buy orders:
, and one for sell orders:
We will propose an alternative method to average the price change in Appendix D where the result is consistent with the method proposed above.
Note that the multiple factor 10, 000 in the first approach is to ensure that C + (n) and C − (n) are roughly the same scale as the basis point, and in the second approach the factor 100 is to ensure that 100 · φ b,k is roughly the same scale of M
Figure 2: Price impact curves (confidence interval in dashline). Figure 2 shows the price-impact asymmetry between customer-initiated buys and customer-initiated sells. Recall that this asymmetry is first partially revealed in Table 10 for the OLS analysis: the coefficients of Prop number of buys and Prop number of sells are different. The coefficients of Prop volume buy and Prop volume sell are also different. Moreover, Figure 2 shows that on average customer buys have a larger price impact than customer sells. This is not surprising: for several years after the financial crisis in 2011, there is a shortage in corporate bond products [Bessembinder et al., 2018] . Dealers cannot maintain easily a desirable inventory level: the conjunction of quantitative easing, demand in collateralization [Assefa et al., 2009] , requirement for more transparency on transactions, and the increase in required capital for inventory, lead to the reduced inventory levels of dealers.
Analysis of price impact curves: the buy/sell asymmetry
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Price impact asymmetry verification. Given the asymmetry revealed in the price impact curves, we now apply rigorous statistical tests to verify this finding.
For i ∈ {−12, · · · − 1, 1, · · · , 12}, define the populationsP buy (i) andP sell (i),
We will apply the Kolmogorov-Smirnov (KS) test, discussed below, to test ifP sell (i) andP buy (i) have the same distribution.
KS test for price impact asymmetry. KS test is a nonparametric test of the equality of continuous, one-dimensional probability distributions that can be used to compare a sample with a reference probability distribution (one-sample KS test), or to compare two samples (two-sample KS test).
In this analysis, we use the two-sample KS test. The mathematical formula for KS test is introduced in Appendix E. In this case, the KS statistic quantifies a distance between the empirical distribution functions of two samples. The null distribution of this statistic is calculated under the null hypothesis that the samples are drawn from the same distribution. The two-sample KS test is one of the most useful and general nonparametric methods for comparing two samples, as it is sensitive to differences in both the location and the shape of the empirical cumulative distribution functions of the two samples. We first calculate the empirical mean of populationP buy (i) for each i,
where |P buy (i)| is the cardinality of setP buy (i). For any i ∈ {−12, · · · , −1, 1, · · · , 12}, we run Kolmogorov test on the following two populations with mean adjusted,R
. Table 19 in Appendix E shows the statistics of each population and p-values and Figure 3 shows the p-values for each KS test. Table 19 and Figure 3 reject the hypothesis that the distributions of the two samples are the same when i = 1, 2, 3 with 95% confidence. That is, the amplitudes of costumer-buy and costumer-sell orders are different. 
Conclusion: using price impact curves for TCA
We have shown how to zoom at the level of each trade for corporate bonds that are liquid enough. It allows to measure the price impact of a trade: the mid-price move due to the transaction. The implicit costs are made of the conjunction of the bid-ask spread with the mid-price move, thus this analysis, in conjunction with the one of Section 4, allows to conduct a full TCA on corporate bonds. In term of methodology, the natural way to conduct a TCA is then:
1. For all corporate bonds, the asset manager or its dealing desk is to compute an expected bid-ask spread given the characteristics of the bond and market conditions using one of the linear regression proposed in Section 4.
2. This reference bid-ask spread can be used to benchmark the bid-ask spread obtained while requesting a counterparty (typically a dealer) for quotes.
3. It can also be used to score all the obtained trades during the week. 4. Worst trades can then be qualitatively "valued" using the average price impact curves obtained in the current section.
Moreover, our analysis sheds light on two main features of the price impact on corporate bonds:
• The asymmetry between buying and selling trades. We have identified that the mid price moves triggered by a trade on corporate bond is larger for buying transactions than for selling ones. In terms of TCA, it means that the asset manager has to expect such an asymmetry and take it into consideration during the evaluation of its dealers.
• Price impact curves exhibit decay, similar to the one identified on equity markets [Taranto et al., 2018] . The price impact curve is made of a jump corresponding to the adverse selection suffered by the dealer, followed by a decay stabilizing the price at the level of the permanent market impact.
Disclaimer. It is important to keep in mind that corporate bonds have been traded electronically in the past [Biais and Green, 2007] , and that regulators have been pushing for more transparency both on the post-trade and pre-trade sides. As a consequence, more tradings will probably be conducted on electronic platforms. However, this paper is not meant to discuss if and/or when electronic trading will become prominent for trading corporate bonds. Nor it is to discuss the advantage of upstairs RFQ tradings versus centralized order books. 
Appendices
A Assigning a sign to a trade and idenifying RPT
To estimate the sign of transactions, we will first reproduce the essentials of preprocessing to identify such RPTs in [Harris, 2015] . We identify potential RPTs as pairs of sequentially adjacent trades of the same size for which one trade is a customer trade. To find these trades in the Enhanced TRACE data, we first identify all size runs (sequences) of two or more trades of equal size. Next, for each size run, we consider which trades, if any, consist of a pair of trades in a potential RPT. We identify potential RPTs if one trade of two adjacent trades within a size run is a dealer trade with a customer, or if both trades in an adjacent pair are customer trades and the dealer both buys and sells. We identify the first such pair as a potential RPT, and then continue searching the size run for any additional pairs that do not involve trades already identified as being part of a potential RPT. [Harris, 2015] found that the RPT rate is above 42%; and 41% of customer trade throughs appear to be RPTs. The RPT rate for our whole Enhanced TRACE data set is 23.9%. Moreover, 
B ANOVA test and Kruskal-Wallis H-test
Suppose there are W groups of observations. (In our example, W = 6.) There are nw numbers of observations in group w and the total number among all groups is n. Within each group w = 1, 2, · · · , W , the observations are denoted as yw,1, · · · , yw,n w with sample size nw. Denoteȳw = One-way ANOVA test. One-way ANOVA test is applied to samples from two or more groups, possibly with differing sizes. In one-way ANOVA test, the formula for F-ratio is F = where Tj is the sum of ranks in the j th group.
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C Cross-validation results Lasso. 
D Price impact curve
E KS test
Mathematically, denote by F (x) = P(X1 ≤ x) a cumulative density function of a true underlying distribution of the data, and define an empirical cumulative density function by
which counts the proportion of the samples points below level x. For any fixed point x ∈ R the law of large numbers implies that
That is, the proportion of the sample in the set (−∞, x] approximates the probability of this set. In fact this approximation holds uniformly over all x ∈ R. That is, 
