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Abstract 
Wound-rotor induction generator has numerous advantages in wind power 
generation over other generators. One scheme for wound-rotor induction generator is 
realized when a converter cascade is used between the slip-ring terminals and the utility 
grid to control the rotor power. This configuration is called the doubly-fed induction 
generator (DFIG). In mis work, a novel induction machine model is developed. This 
model includes the saturation in the main and leakage flux paths. It shows that the model 
which considers the saturation effects gives more realistic results. A new technique, 
which was developed for synchronous machines, was applied to experimentally measure 
the stator and rotor leakage inductance saturation characteristics on the induction 
machine. 
A vector control scheme is developed to control the rotor side voltage-source 
converter. Vector control allows decoupled or independent control of both active and 
reactive power of DFIG. These techniques are based on the theory of controlling the d-
and q- axes components of voltage or current in different reference frames. In this work, 
the stator flux oriented rotor current control, with decoupled control of active and reactive 
power, is adopted. This scheme allows the independent control of the generated active 
and reactive power as well as the rotor speed to track the maximum wind power point. 
Conventionally, the controller type used in vector controllers is of the PI type with a fixed 
proportional and integral gain. In this work, different intelligent schemes by which the 
controller can change its behavior are proposed. The first scheme is an adaptive gain 
scheduler which utilizes different characteristics to generate the variation in the 
proportional and the integral gains. The second scheme is a fuzzy logic gain scheduler 
and the third is a neuro-fuzzy controller. The transient responses using the above 
mentioned schemes are compared analytically and experimentally. It has been found that 
although the fuzzy logic and neuro-fuzzy schemes are more complicated and have many 
parameters; this complication provides a higher degree of freedom in tuning the 
controller which is evident in giving much better system performance. Finally, the 
simulation results were experimentally verified by building the experimental setup and 
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Nomenclature 
Generally symbols are defined locally. The list of principal symbols is given 
Vds, vqs d- and q- axis stator voltages respectively. 
Vdr, vqr d- and q- axis rotor voltages respectively. 
ids, iqs d- and q- axis stator currents respectively. 
Ur, iqr d- and q- axis rotor currents respectively. 
Ads, AqS d- and q- axis stator flux linkages respectively. 
Adr, Aqr d- and q- axis rotor flux linkages respectively. 
R s , Rr Stator and rotor resistances respectively. 
L s , Lr Stator and rotor inductances respectively. 
Lsi, Lri Stator and rotor leakage inductances respectively. 
Lm, Lms Unsaturated and saturated magnetizing inductances respectively. 
Xs, Xr Stator and rotor reactances respectively. 
Xsi, Xri Stator and rotor leakage reactances respectively. 
Xm, Xm Unsaturated and saturated magnetizing reactances respectively. 
(Ho, (Om Synchronous and rotor speeds respectively. 
i„ Magnetizing current. 
imd, imq d- and q-axis magnetizing currents respectively. 
Te, Tm Air-gap torque and mechanical torque respectively. 
H Combined inertia of rotor and mechanical load. 
B Friction coefficient in pu. 
1 Introduction 
1.1 Background 
Wind power is the fastest growing source of electrical energy in the world today 
due to the increasing awareness of the environmental problems together with the rapid 
increase in the fuel cost and the power demand. Increasing by approximately 32% a year 
globally over the last five years, wind energy has proven to be a clean, abundant and 
completely renewable source of energy. With a total installed capacity of wind generation 
worldwide now is almost 95 GW; this figure is expected to reach 160 GW by 2012 [1]. 
The use of wind turbines to generate electricity can be traced back to the late nineteenth 
century with the 12 kW DC windmill generator constructed by Brush in the USA and the 
research undertaken by LaCour in Denmark. However, for much of the twentieth century 
there was little interest in using wind energy other than for battery charging for remote 
dwellings and these low-power systems were quickly replaced once access to the 
electricity grid became available. One notable exception was the 1250 kW Smith-Putnam 
wind turbine constructed in the USA in 1941. This remarkable machine had a steel rotor 
53 m in diameter, full-span pitch control and flapping blades to reduce loads. Although a 
blade spar failed catastrophically in 1945, it remained the largest wind turbine 
constructed for some 40 years. 
The sudden increase in the price of oil stimulated a number of substantial 
government-funded programs of research, development and demonstration. In the USA 
this led to the construction of a series of prototype turbines starting with the 38 m 
diameter 100 kW Mod-0 in 1975 and culminating in the 97.5 m diameter 2.5 MW Mod-
SB in 1987. Similar programs were pursued in the UK, Germany and Sweden. There was 
considerable uncertainty as to which architecture might prove most cost-effective and 
several innovative concepts were investigated at full scale. In Canada, a 4 MW vertical-
axis Darrieus wind turbine was constructed and this concept was also investigated in the 
34 m diameter Sandia Vertical Axis Test Facility in the USA. In the UK, an alternative 
vertical-axis design using straight blades to give an 'H' type rotor was proposed by Dr 
1 
Peter Musgrove and a 500 kW prototype was constructed. In 1981 an innovative 
horizontal-axis 3 MW wind turbine was built and tested in the USA. This used hydraulic 
transmission and, as an alternative to a yaw drive, the entire structure was orientated into 
the wind. The best choice for the number of blades remained unclear for some time and 
large turbines were constructed with one, two or three blades. 
The so-called 'Danish' wind turbine concept emerged from a three-bladed, stall-
regulated rotor and a fixed-speed, induction machine drive train. This deceptively simple 
architecture has proved to be remarkably successful and has now been implemented on 
turbines as large as 60 m in diameter and at ratings of 1.5 MW. However, as the sizes of 
commercially available turbines now approach that of the large prototypes of the 1980s it 
is interesting to see that the concepts investigated then of variable-speed operation, full-
span control of the blades, and advanced materials are being used increasingly by 
designers. 
1.2 Generators used in wind energy 
1.2.1 DC Generators 
The classical DC generator consists of a spinning armature and a surrounding 
stationary and constant field winding, which induces an output or load current in the 
armature winding. (This is the reverse of AC generators used today and described above, 
in which the load current is induced in the stator. However, the same physics applies.) 
Depending on the number of poles, one or more cycles of alternating voltage are induced 
per armature revolution. The output of this turning armature must be continuously 
mechanically switched so that the output current will always be flowing in the same 
direction. The switch used is of course the well-known commutator with its copper 
segments insulated from each other and carbon brushes pressing against them. When 
these rotating machines are used as generators, they may provide their own field current. 
These types of generators were used in factories, machine shops and vehicles from 
the early part of the 20th century on. The addition of commutators and brushes makes DC 
designs more expensive and less reliable than comparable AC generators. A classical 
example of an early variable-speed DC turbine is the machine mentioned above [2]. 
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1.2.2 Synchronous Generators 
Essentially, all primary generators employed by electric utilities belong to the 
synchronous class. They are sometimes called alternators. The fundamental characteristic 
of synchronous motors and generators is that their rotor speed is always locked in with 
and is exactly proportional to the frequency of the interconnected power grid. If a 
synchronous machine is the only generator on the grid, the grid frequency is determined 
by its speed. If the grid includes other generators, that grid will probably be much more 
powerful (stiff) and will therefore force any added synchronous generator to turn at 
exactly the grid synchronous speed. If the torques or currents necessary to accomplish 
this exceed the added machine's rating, either circuit breakers will open or the generator 
and its prime mover will be damaged. Changes in load will cause the synchronous 
machine rotor to advance or drop back a few degrees from the spinning magnetic field of 
the stator supplied by the utility. Thus we see that, if a wind turbine using a synchronous 
generator is directly connected to a stiff grid, this turbine will necessarily become a 
constant-speed machine. On the other hand, if this turbine stands alone, its voltage and 
frequency will be determined by the wind, assuming that there is no control system. 
However, if a wind turbine is connected to a power grid through appropriate electronic 
power-processing modules, not only will the grid be supplied with power at constant 
voltage and frequency, but also the power (and therefore speed) demanded of the turbine 
can be determined from an algorithm programmed into the turbine control system. 
The source of the magnetic field in such a generator determines to which of several 
subclasses a synchronous machine belongs. Nearly all the largest machines belong to the 
conventional class in which slip rings or other means on the rotor feed direct current 
(DC) into wire-wound magnetic pole pieces. Not only do these magnets provide the 
essential magnetic field for generator action, but the amount of reactive power (kilovars 
or kVAs) supplied by the machine to a stiff grid is controlled by the magnitude of this 
field current. As this field current is increased, the generator passes from consuming to 
producing volt-amperes reactive (VARs). 
In a similar but rapidly developing subclass the electromagnets of the conventional 
synchronous machine are replaced by permanent magnets (PMs). Advantages of the PM 
subclass of machines are simplicity and no need to waste DC power to create the 
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magnetic field. The disadvantages are expense of permanent magnets, and no means to 
control the strength of the magnetic field and therefore reactive power. With the 
introduction of power electronics between a synchronous machine stator and the 
electrical grid, a synchronous machine can run at variable speed [2]. 
1.2.3 Induction Generators 
The simplest form of AC generator (after the PM type) and the type that has most 
often been used in wind turbines is the induction generator. It depends on an external 
voltage source (e.g. the electric utility) to produce a magnetic field in the stator, which is 
to say that this device consumes VARs in order that it may produce watts. In this case the 
current in the rotor is induced by the differential speed of the spinning rotor coils with 
respect to the spinning stator magnetic field. The simplest form of induction generator is 
the squirrel cage, in which the rotor is formed from welded copper bars, rods or copper 
castings embedded in a soft iron cylindrical rotor. Induction generators are also 
constructed using wound rotors, in which rotor currents are induced in windings of 
copper or aluminum wire. When wound rotors are externally accessible through slip 
rings, a variable resistance can be inserted. This can control the electrical torque and will 
control the percentage of slip. Recall that slip measures the difference in speed between 
the spinning magnetic field of the stator and the mechanical speed of the rotor. Its 
numerical value is the ratio of this speed difference to the synchronous speed and is thus 
dimensionless. 
Alternatively, a power electronics module can be substituted for the external 
resistance, thus allowing the injection of currents of appropriate frequency into the rotor 
windings. For example, this allows an induction machine to act as a generator at sub-
synchronous speeds [2]. 
1.3 Doubly-Fed Machines and Applications 
Developments in solid-state power converter controlled AC variable speed drives 
have been very intensive in recent years. Squirrel cage induction motor drives have been 
the major focus of development, achieving high performance through vector control 
methods. Variable speed drives using synchronous motors, brushless DC motors, 
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synchronous reluctance motors and switched reluctance motors are also under 
enthusiastic development. 
Doubly-fed machines are another alternative for variable speed drives. They include 
wound rotor induction machines, self-cascaded induction machines and doubly excited 
brushless reluctance machines. Doubly-fed machines generally refer to a class of electric 
machines that have two separately controlled AC circuits on different sides or the same 
side of the air-gap. Therefore, synchronous machines and DC machines are not 
categorized as doubly-fed machines, even though they do have two different circuits, one 
of them being the DC excitation circuit. A common feature for doubly-fed machines is 
that one of the circuits is usually fed from the 60Hz power line, while the other controlled 
circuit has slip frequency voltage and current. 
The original doubly-fed machine is the wound rotor induction machine, having 
been in use for a long time as a means of speed control through the rotor side circuit. Slip 
power recovery systems employing wound rotor induction machines have been used in 
high horse-power applications requiring a narrow speed range. 
Another doubly-fed machine, the self-cascaded induction machine, features dual 
sets of three phase windings of different pole numbers wound in a common stator core 
with a cage rotor. Due to the simple cage rotor structure without brushes or slip rings, 
reliability and costs are improved while speed can be controlled through one of the stator 
windings. However, its applications are rare and progress has been slow, only in recent 
years it received interest under the name of brushless doubly-fed machine. 
The doubly excited brushless reluctance machine was developed from the self-
cascaded induction machine, with a reluctance rotor to replace the short-circuit cage 
rotor. Efficiency was improved by eliminating the rotor copper losses. Still, applications 
are rare, due to the lack of understanding of its principles and dynamics with an unusual 
structure. 
Compared to the more conventional electrical machines, these doubly-fed machines 
have many attractive advantages for variable speed drive applications, the most important 
one being the significant cost reduction with a reduced power converter rating. 
Furthermore, these doubly-fed machines have greater potential for applications in 
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variable speed power generation, as has already been widely recognized in the case of the 
slip power recovery wind power generators with the wound rotor induction machine. 
Benefiting from the rapid developments in power switching devices, 
microelectronics, computer aided design, control technologies and microcomputers, the 
many potential advantages of the doubly-fed machines can now be realized. With a better 
understanding, improved machine design, flexible power converters and innovated 
controllers, the doubly-fed machines could favorably compete for many applications. 
1.4 Research Objectives 
Most induction machines in the world are cage-type machines. However, a special 
class of induction machines with a three-phase wound rotor, called doubly-fed induction 
generators (DFIG), has become very popular for use as wind generators. 
The theory, analysis, characteristics, and control of a DFIG are covered in depth in 
the next two chapters. However, briefly stated, the main advantages of a DFIG are 
variable speed operation and reactive power control. These advantages are made possible 
by explicit control of the rotor currents via a converter connection to the three-phase rotor 
windings. The present research aims to find a way to exploit the rotor control capabilities 
of the DFIG to compensate for the problems caused by wind speed changes, while 
providing the standard variable speed (active power control) and reactive power control. 
The main objective of this research or is to design an intelligent, effective and 
stable control topology for a DFIG that can achieve: 
• Variable speed control: that can control the generator speed above and 
below synchronous speed according to the random change in wind speed. 
• Active power control: by operating the generator at variable speed, the 
system can track the maximum power point curve of the wind turbine and 
extract more power. 
• Reactive power control: decoupled control of active and reactive power 
allows the operation at unity power factor or even at a leading power factor. 
To achieve those targets, field orientation technique is employed together with three 
intelligent control methods which are adaptive, fuzzy and neuro-fuzzy control. 
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1.5 Dissertation outline 
This dissertation is organized as follows: 
Chapter 2: This chapter demonstrates the history and the state of the art usage of 
induction generators in wind power generation. 
Chapter 3: This chapter discusses in detail the induction machine modeling. First, the 
steady-state model is presented, then the dynamic model. Next, a new 
induction machine dynamic model that incorporates both main and leakage 
flux saturation is developed. Finally, a novel experimental procedure to 
determine the induction machines' saturation characteristics is illustrated. 
Chapter 4: In this chapter, the vector control technique is investigated, then it is 
implemented to control the DFIG. 
Chapter 5: This chapter explains the adaptive control theory then demonstrates the 
implementation of an adaptive PI gain scheduler to control the DFIG. 
Finally, it shows the numerical investigation of a DFIG model that 
incorporates the proposed adaptive PI gain scheduler and compares its 
performance to the conventional PI controller with fixed gains. 
Chapter 6: This chapter starts by introducing the concepts of the fuzzy logic and fuzzy 
inference system building blocks. Then, a new fuzzy gain scheduler is 
developed. Finally, the developed fuzzy gain scheduler is used to control the 
DFIG wind power generator. A system using the developed fuzzy gain 
scheduler is simulated and its performance is evaluated. 
Chapter 7: This chapter introduces the neuro-fuzzy theory which is a relatively new 
concept based on the fuzzy logic reasoning and befitted of the powerful 
learning capabilities of the neural networks. Then, a neuro-fuzzy gain 
scheduler is developed and employed in a wind driven DFIG. Next, the 
performance of the system utilizing the developed neuro-fuzzy gain 
scheduler is simulated and analyzed. 
Chapter 8: In this chapter, a practical experimental system is built using a DFIG and a 
DC motor as a prime mover. A power electronic back-to-back converter 
system is developed and microcontroller is programmed to control the 
power flow through the rotor circuit. The previously developed vector 
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control technique is utilized and the various controllers, formerly developed, 
are programmed into the microcontroller. Finally, the performance of the 
system using different controllers is evaluated and compared. 
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2 Induction Generators used in Wind Power 
The simplest form of AC generator and the type that has most often been used in 
wind turbines is the induction generator. The induction generators (particularly squirrel-
cage induction generators) have robust construction, lower initial and run-time cost (due 
to brushless construction), and lower maintenance cost. The induction generators are 
suitable for grid-connected as well as standalone applications. Most of the wind power 
plants are using a fairly straightforward power conversion technique with induction 
generator directly connected to the grid. However, this system is capable of converting 
power efficiently, in a limited range of wind speed only, and draws large amount of 
reactive power from the grid [1]. 
In the fixed-speed system, turbine is coupled to a squirrel-cage induction generator 
through a gearbox and the stator of the generator is connected to the grid through a step-
up transformer. Therefore, the grid frequency determines the speed of the generator and 
the turbine shaft, as the slip being nominally of the order of 5%. This scheme is simple 
and reliable. However, it severely limits the turbine utilization and feeds power with poor 
power factor to the grid [2]. In grid-connected mode, the excitation current to the 
induction generator is supplied from the grid. Also, a mechanical arrangement is used to 
maintain the rotor speed above the synchronous speed. In self-excitation mode, when the 
generator operates as stand-alone, the excitation current is supplied by a local source. The 
simplest way of self-excitation is the use of fixed capacitors connected across the 
induction generator terminals. The excitation capacitor value is chosen so as to regulate 
the generated voltage with changing speed and load. The excitation capacitance value can 
be changed by switching capacitor banks or using a thyristor-controlled reactor for 
smooth variation [3]. 
The fact that the induction generators did not, for a long time, find many practical 
applications has mostly been due to the inability of controlling its terminal voltage and 
frequency under varying operating conditions. The ability to control the generator 
terminal voltage and frequency is extremely important in stand-alone operation, but when 
connected to the grid, terminal voltage and frequency controls are not required since they 
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are determined by the grid itself and the reactive power demand can be also met by the 
grid. 
2.1 Fixed speed and variable speed wind turbines 
Wind turbine rotors develop their peak efficiency at one particular tip speed ratio 
(see Figure 2.1), so fixed speed machines operate sub-optimally, except at the wind speed 
corresponding to this tip speed ratio. Energy capture can clearly be increased by varying 
the rotational speed in proportion to the wind speed so that the turbine is always running 
at optimum tip speed ratio, or alternatively a slightly reduced improvement can be 
obtained by running the turbine at one of two fixed speeds so that the tip speed ratio is 
closer to the optimum than with a single fixed speed. 
I °'2 7 / T " - ' 7 _ " "Vj _ 
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Fig. 2.1: Rotor power coefficient versus tip-speed ratio has a single maximum [4]. 
Because wind turbine mechanical power at the rotor hub depends on both rotor 
speed and wind speed, harvested power can be represented on a three-dimensional 
surface. Figure 2.2 is an example of the characteristic power surface of a small turbine. 
Blade pitch is assumed constant. As expected, output power rises with increasing wind 
and increasing rotor speed for low and moderate values. 
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Fig. 2.2: Wind turbine power for different wind speeds showing maximum power point curve [4]. 
In general, there are two types of wind turbines (WTs): fixed-speed and variable-
speed. With relatively simple design, the fixed-speed WT provided a cost efficient 
opportunity for entrepreneurs to explore the viability of pollution-free generation in the 
early days. However, the poor mechanical isolation and narrow operating speed range 
inherited from the direct connection of a turbine driven squirrel-cage induction machine 
has limited the generation yield. Another problem impairing the fixed-speed WT was the 
frequent shut-off caused by high wind speed, disturbance in the grid, or excess reactive 
power consumption. Although many remedies, such as stall/pitch control and supporting 
capacitor bank, were proposed, the fixed-speed design is being phased out of the market 
particularly in the area requiring high capacity WTs. The introduction of the variable-
speed WTs has bred new life into the wind generation sector. The addition of the power 
electronic driven variable-speed drive has drastically improved the performance of WTs 
in virtually every aspect [5-9]. Among the major variants, Fig. 2.3, the doubly-fed 
configuration has gained the most popularity owing mainly to its economical design. 
Instead of having high-cost full scale converter at the mains, the power electronic drive 
connected between the stator and rotor of the wound rotor induction machine (WRIM) is 
required to handle only fraction of the total generation capacity, In spite of the more 
expensive WRIM, savings from the lower rating power electronics has placed the doubly-
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fed induction generator (DFIG) based WT in a very competitive position [9]. In the 
current market, generation capacity of the DFIG-based WTGs has already reached MW 
range. When the capacity and number of the DFIG-based WTGS continuously increase in 
the network, it is no longer appropriate to model them as simple negative loads [11]. To 
help reflect their actual impact on the existing system under various operating conditions, 
the WTGs need to be modeled with sufficient details. 
Variable speed generators have numerous advantages over the fixed speed 
generators such as [12]-[14]: 
• Maintain maximum power transfer conditions for shaft speed variations over a 
wide range of wind speed and, hence, to maximize the annual energy production. 
• Reduce the mechanical stresses and acoustic noise. 
• Dynamically compensate for torque and power pulsations. 
• Improving power quality. 
• Improve system efficiency as the turbine speed can be adjusted as a function of 
wind speed to maximize output power. 
A variable-speed system can extract more power by operating with a controlled tip-
speed ratio, which will enable maximum power tracking. Moreover, such system keeps 
the system power factor almost unity at all wind speed condition through the ability of 
controlling the active and reactive power generated. Various systems with varied control 





(a) Squirrel cage induction generator directly (b) Squirrel cage induction generator in standalone 
connected to the grid. mode with excitation capacitor banks. 
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(c) Squirrel cage induction generator with back- (d) Doubly-fed wound-rotor induction generator with 
to-back converters. cascaded converter for slip energy recovery. 
Fig. 2.3: Different configurations for wind-driven induction generators. 
2.2 Doubly-fed induction generator in wind power 
Both squirrel-cage and wound-rotor induction machines could be used as variable 
speed generator. Wound rotor induction machine has many advantages in wind energy 
conversion application compared to squirrel-cage machine. One scheme for wound rotor 
induction machine is shown in Fig. 2.3(d). In this scheme, a converter cascade is used 
between the slip-ring terminals and the utility grid to control the rotor power. This 
scheme is called the doubly-fed induction generator (DF1G) scheme, because the power 
output is tapped from both the stator and the rotor circuits. This allows fixed-frequency 
electric power to be extracted from the generator stator. Consequently, the use of doubly-
fed induction machines is receiving increasing attention for wind generation purposes 
[15]-[21]. The DFIG has the ability to operate at sub-synchronous as well as super-
synchronous speed. The power flow in the rotor circuit depends on the operating speed. If 
the DFIG operates at a sub-synchronous speed, the rotor will draw power from the grid 
while if the DFIG operates at a super-synchronous speed, the rotor will supply power to 
the grid. Therefore, the DFIG is the only known scheme in which the generator gives 
more than its rated power without being overheated and the power generation can be 
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realized in a wide range of wind. Thus, the use of DFIG as wind electric generator has 
numerous advantages such as [12]-[14]: 
• Reduced inverter cost: Inverter rating is typically 25%-30% of the total system 
power in the case of wound-rotor while in the case of squirrel-cage the rating of 
inverter should be equal to the whole system power rating. 
• Reduced cost of the inverter filters and EMI filters: Filters are rated for 25%-30% 
of total system power, and inverter harmonics represent a smaller fraction of total 
system harmonics. 
• Improved system efficiency: Less inverter loss and, also, power production is 
maximized by tracking the maximum power point of the wind turbine speed 
characteristics. 
• Improved power factor: Independent control of the active and reactive power is 
achievable which facilitate the operation at or near unity power factor. 
The control of the generator speed to track the wind's maximum power is desired in 
order to maximize the annual power generation and also since any mismatch will give 
rise to mechanical stress, on the turbine parts, which reduces its lifetime as well as 
increasing the acoustic noise. Using an efficient and fast way to control the turbine speed 
will reduce the need for other mechanical control systems such as blade angle control and 
will reduce the mechanical stress on the gear box and other mechanical parts. 
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3 Induction Machine Modeling 
3.1 Introduction 
The main aspect which distinguishes the induction machine from other types of 
electric machines is that the secondary currents are created solely by induction, as in a 
transformer, instead of being supplied by a DC exciter or other external power source, 
through slip rings or a commutator, as in synchronous and DC machines. Depending on 
the condition of operation, the induction machine can be used as a motor or generator. 
When the stator is excited from a balanced three-phase supply, the three phases 
together create a constant magnitude, synchronously revolving mmf or field in the air gap 
with a crest value 3/2 times the peak value of the alternating field due to one phase alone 
[1]. 




fe excitation frequency in cycles per second (Hz). 
P number of pole pairs. 
Ne synchronous speed in revolutions per minute (rpm). 
Ne is also expressed as the rotational speed of the stator magnetic field, or mmf. 
The slip of a motor, s, which is defined as the slip of the rotor with respect to the 
stator magnetic field, can be given as 
N -N 
s= e r (3.2a) 
K 
where 
Nr the rotational speed of the rotor in rpm. 
If the speeds are expressed in radians per second the slip is given by 




coe synchronous speed in radians per second (rad/sec). 
(Or rotor speed in rad/sec. 
3.2 Steady-state induction machine model 
The relative speed between the synchronous speed and the rotor speed is expressed 
in its equivalent electrical speed as ct)e- a>r or scoe, where the electrical rotor speed is the 
product of the mechanical speed and the number of pole pairs. 
Rotation of the rotor changes the relationships between stator and rotor emfs. 
However, it does not directly change the inductance and resistance parameters. The 
angular frequency of the induced current in the rotor is so)e and the induced voltage in the 
rotor will be sEr, where Er is the induced voltage in the rotor when the rotor is stationary. 
This is based on the assumption that the induction machine is only supplied from 
the stator terminals. Assuming that the winding is distributed sinusoidally in angular 
space around the stator to produce a sinusoidally distributed magnetic field [2] and the 
rotor winding is similar in form to the stator winding, then the per-phase equivalent 
circuit of the stator side of the three-phase induction machine can be represented as 
follows 
k • ""¥ 
V E, 
Fig. 3.1: Stator side of the per-phase equivalent circuit of a three-phase induction machine, 
where 
V, stator voltage, V. 
/, stator current, A. 
Rs stator winding resistance, Q. 
Lis stator leakage inductance, H. 
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Es induced emf in the stator winding due to the rotating magnetic field that links the 
stator and rotor windings, V. 
o)e stator current angular frequency, rad/sec. 
For constant stator flux the voltage induced in the rotor depends solely on the slip, 
which is the relative speed between the stator flux rotating at synchronous speed and 
rotor speed. Maximum induced voltage occurs in the rotor when the rotor is stationary. 
Without any external input on the rotor side, the rotor circuit is given by 
js ajyLjr 
Fig. 3.2: Rotor side of the per-phase equivalent circuit of a three-phase induction machine, 
where 
sEr induced voltage in the rotor, V. 
Ir rotor current, A. 
Rr rotor winding resistance, Q. 
Lir rotor leakage inductance, H. 
so)e rotor current angular frequency, rad/sec. 
If all the terms in the rotor side are divided by the slip, s, a modified circuit is 
obtained as shown in Fig. 3.3. 
Fig. 3.3: Rotor side of the induction machine with adjustment. 
Using the appropriate voltage transformation ratio between the stator and rotor, the 
rotor voltage, Er, referred to the stator is then equal to Es, in Fig. 3.1. The stator and rotor 
circuits are linked because of the mutual inductance Lm. When all circuit parameters are 
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referred to the stator, the stator and rotor circuits can be combined to give the circuit 
shown in Fig. 3.4. 
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Fig. 3.4: Per-phase equivalent circuit of three-phase Induction machine neglecting core loss. 
In Fig. 3.4 the core loss, which is due to hysteresis and eddy current losses, is 
neglected. It can be compensated by deducting the core loss from the internal mechanical 
power at the same time as the friction and windage losses are subtracted [3]. The no load 
current in three-phase induction machines consists of the iron loss or core loss component 
and the magnetizing component. From the iron loss current component and from the 
applied voltage the equivalent resistance for the excitation loss can easily be calculated. 
There is also some core loss in the rotor. Under operating conditions, however, the rotor 
frequency is so low that it may reasonably be assumed that all core losses occur in the 
stator only [4]. 
The core loss can be accounted for by a resistance Rm in the equivalent circuit of the 
induction machine [5]. Rm is dependent on the flux in the core and frequency of 
excitation. For constant flux and frequency Rm remains unchanged. As Rm is independent 
of load current it is connected in parallel with the magnetizing inductance Lm. The 
equivalent circuit including Rm is shown in Fig. 3.5. 
Fig. 3.5: Per-phase equivalent circuit of three-phase induction machine including core loss. 
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3.3 Induction machine dynamic model 
Using the D-Q representation, the induction machine can be modeled as shown in 
Fig. 3.6. This representation is a general model based on the assumption that the supply 
voltage can be applied to both the stator and/or rotor terminals. In squirrel cage induction 
machines voltage is supplied only to the stator terminals. In general power can be 
supplied to the induction machine (induction motor) or power can be extracted from the 
induction machine (induction generator). It all depends on the precise operation of the 
induction machine. If electrical power is applied to the stator of the induction machine 
then the machine will convert electrical power to mechanical power. 
q-axis 
Mm w-axis 
V(tr ~ ~ Vds + 
Fig. 3.6: D-Q axis representation of induction machine. 
As a result the rotor will start to rotate and the machine is operating as a motor. On 
the other hand, if mechanical power is applied to the rotor of the induction machine then 
the machine will convert mechanical power to electrical power. In this case the machine 
is operating as an induction generator. When the induction machine operating as a 
generator is connected to the grid or supplying an isolated load, driven by an external 
prime mover, then the rotor should be driven above synchronous speed. When the 
machine is operated as a motor, power flows from the stator to the rotor, crossing the air 
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gap. However, in the generating mode of operation, power flows from the rotor to the 
stator. Only these two modes of operation are dealt with in this investigation. The braking 
region, where the rotor rotates opposite to the direction of the rotating magnetic field, is 
not dealt with here. 
The conventional model and the d-q (or D-Q) axes model are the same for steady 
state analysis. The advantage of the d-q axes model is that it is powerful for analyzing the 
transient and steady state conditions, giving the complete solution of any dynamics. 
The general equations for the d-q representation of an induction machine, in the 

























Rs stator winding resistance, Q. 
rotor winding resistance, Q. 
magnetizing inductance, H. 
stator leakage inductance, H. 
rotor leakage inductance, H. 
electrical rotor angular speed in rad/sec. 
d/dt, the differential operator. 
Equation (3.3a) can be written in a first order differential equation form in an 
















































and the equivalent circuit is shown in Fig. 3.7. 
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(b) 
Fig. 3.7: Equivalent circuits of the induction machine in an arbitrary rotating reference frame, 
(a) d-axis equivalent circuit, (b) q-axis equivalent circuit 
These four first order differential equations are solved with the well known fourth-
order Runge-Kutta method to obtain the d- and q- axis leakage fluxes. These fluxes are 
related to the machine currents by the following equations 
Ads = Av^</.s+ Aii'ifr 
X =LI +LI 
qs s• q$ m qr 
A<jr = LmJds + L>rldr 
X =L I +LI 
qr m qs r qr 
From which the machine currents are obtained as follows 
hs - ~ (.LrAdx - LmXdr) A 
'qi ~ T \LrAqs — LmAqr) 
l<ir =~r(~^mXjs +LsXdr) A 
(3.4) 
(3.5) 
Iqr -~(~Lm\x +LsAt/r) 
where, 
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A = (L,L, -L2J 
LS=LIS + L,„ 
Lr = Llr + Lm 
(3.6) 
In the previous discussion, the motoring convention was assumed, i.e. current 
direction is flowing toward the machine. If the generator convention was assumed, the 
dynamic equations as well as the equivalent circuit of the induction machine in the 
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Fig. 3.8: Equivalent circuits of the induction generator in a synchronously rotating reference frame, 
(a) d-axis equivalent circuit, (b) q-axis equivalent circuit. 
The stator electrical input power to the induction machine during motoring 
operation or the stator electrical output power in generating mode is given by 
/ > e = | ( 4 7 , s + / , 7 , , ) (3.8) 
The electromagnetic torque developed by the machine is given by 
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7 > | | i m x / f (3.9) 
where 
Xm air gap flux linkage 
Ir rotor current vector 
P number of poles of the induction machine. 
Equation (3.9) can be rewritten as 
T.=\^LmVvI*-IJP) (3-10) 
The mechanical equation in the motoring region is 
T e = J ^ + B(0m+Tm ( 3 . 1 1 } 
at 
and in the generating region it is given as 
T=J^L + Bo)m+T (3.12) 
dt m 
where 
Tm mechanical torque in the shaft, Nm. 
Te electromagnetic torque, N m . 
o)m mechanical shaft speed, rad/sec. 
B friction coefficient, Nm/rad/sec. 
J inertia coefficient, Kg.m2 . 
3.4 Saturation in induction machine 
It is well known that saturation takes place in almost all electrical machines and 
induction machines are no exception. In order to achieve a better representation of the 
induction machines, saturation should be included in the machine model. The 
performance of saturated induction machines and the accurate calculation of the stator 
and rotor parameters depend significantly on the saturation conditions of their main flux 
and leakage flux paths. It has been found that the inclusion of the saturation effects gives 
more accurate and realistic results [7]-[13]. 
25 
3.4.1 Main flux saturation 
A model of induction motors considering the main flux saturation can be developed 
using the unsaturated model developed in the previous section. In this approach, the 
unsaturated magnetizing inductance Lm in (3.5)-(3.7) is replaced by its corresponding 
saturated value. The saturated magnetizing inductance, Lms, is obtained by modifying the 
corresponding unsaturated value, Lm, with a saturation factor, Km, corresponding to the 
saturation condition. The total magnetizing current, im, is used to locate the operating 
point on the saturation characteristic. This total magnetizing current can be calculated 
using: 
where w = ids + /<*•. imq = iqs + V-
3.4.2 Leakage flux saturation 
For better representation of the induction machine, saturation representation should 
also include the variation in the stator and rotor leakage inductances due to saturation in 
the leakage flux paths. To represent the effect of saturation in the leakage flux paths, the 
stator and rotor leakage inductances (L&, Ltr) are separated into their saturated 
components (Lis.s, Lir.s) and unsaturated components {Lu-u, Lir.u). The saturated 
components of the inductances represent leakage flux that concentrate in the slot tooth 
tips which saturate and limit the magnetic field at the slot mouth. The unsaturated 
portions of the inductances represent end leakage and peripheral leakage [14], [15]. 
3.5 Experimental determination of machine parameters and 
saturation characteristics 
3.5.1 Unsaturated machine parameters 
The machine used in the investigations of this paper is a laboratory 3-phase wound-
rotor type induction motor rated at V* hp, 208 V, 60 Hz. The unsaturated machine 
parameters have been obtained by performing the no-load and locked rotor tests using 
method 4 as described in the impedance tests section in IEEE Std. 112-2004 [16]. The 
no-load test is performed by running the machine as a motor at rated voltage and 
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frequency with no connected load. Since the impedance of a wound-rotor motor varies 
with the position of the rotor relative to the stator, it is therefore necessary to determine 
the rotor position that results in an average value of impedance when performing a 
locked-rotor impedance test. The rotor of a wound-rotor motor shall be blocked so that it 
cannot rotate freely, but can be moved; and the impressed voltage shall be increased 
gradually until a current of approximately rated value is obtained. Voltage and current on 
all phases shall be read and recorded, and the voltage in the different phases shall be 
balanced. Holding the same voltage, the rotor shall be turned slowly and the minimum 
and maximum values of current during a complete cycle shall be recorded. The rotor 
shall then be blocked for the impedance test on the position that gives a current equal to 
the average of the minimum and maximum values previously recorded. The experimental 
setup configuration for determining the machine parameters is as shown in Fig. 3.9. The 
parameters of the laboratory wound-rotor induction machine used in the investigations 
are obtained from these tests and are presented in Table 3.1. The test results confirm with 
the ones provided by the manufacturer. 
DC machine Induction 
machine 
Fig. 3.9: Experimental setup for determining the induction machine parameters. 
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3.5.2 Main flux saturation characteristics 
In order to obtain the main flux saturation characteristics of the wound-rotor 
induction motor, the no-load generator test at synchronous speed is carried out. In the no-
load generator test, the machine is fed by a three-phase controllable amplitude power 
source at rated frequency and driven at synchronous speed. The amplitude of the voltage 
source is varied and terminal voltage, current and active power are measured. It should 
be noted that, at this test condition the magnetizing current, im equals the stator current, /„ 
since the rotor current, ir, equals zero because the machine is driven at synchronous 
speed, the rotor circuit is considered as open circuit. This can be put in equations as 
follows: 
1=1+1 
m s r 
/ r = 0 
• m s 





The main flux saturation characteristics can be obtained by plotting L„ [using 
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Fig. 3.10: Measured main flux saturation characteristics. 
3.5.3 Stator and rotor leakage flux saturation characteristics 
Experimental determination of the induction machine leakage inductances is very 
difficult. The wound-rotor type particularly has an advantage that it can be treated as a 
synchronous machine. This is achieved by connecting two of the three phases in series to 
form the field winding and excited by a dc voltage source. In this case, the leakage 
inductance L\ can be approximated by the Potier inductance Lp. However, it has been 
found in previous investigations that Potier inductance Lp measured at rated terminal 
voltage is usually higher than the unsaturated leakage inductance. This discrepancy could 
be as high as 100% [17]-[19]. Such a value of Potier inductance could not be a good 
approximation of the value of the leakage inductance. 
To obtain accurate values of the leakage inductance U, an alternative testing 
method is adopted which was proposed in [18], [19]. In this proposed method, the 
terminal voltage/armature current characteristic curve (VJIa curve) with the machine 
unloaded and unexcited is needed together with the d-axis open-circuit characteristic 
curve of the machine as shown in Fig. 3.11. When the machine is unloaded and 
unexcited, the armature current equals approximately its d-axis component since its q-
axis component is nearly equal to zero. Neglecting the effect of the armature resistance of 
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the machine, which is usually very small, the machine phasor diagram can be drawn as 
shown in Fig. 3.12. This figure shows that the terminal voltage V,, in this case, is equal to 
the d-axis synchronous inductance voltage drop IaLa. The difference between the terminal 
voltage V, and the internal emf £, is the armature leakage inductance voltage drop, 
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Fig. 3.11: Determination of the leakage reactance. 
(a) The terminal voltage/armature current characteristic curve with the machine unloaded and 
unexcited. (b) The open circuit characteristic curve. 
The internal emf Et could be obtained from the d-axis open-circuit characteristic 
curve of this machine. In the "Xmerb&se" per unit system [20], the induced emf due to a 
certain armature current in per unit is by definition equal to the generated emf due to the 
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field current which has the same per unit value as this armature current. Thus, (3.16) 
could be rewritten as follows: 
V,=Ef+lttX, (3.17) 
where £/can be found from the d-axis open-circuit characteristic curve of the machine if 
the field current is specified in per unit value. The field current If which has the same per 
unit value of the armature current Ia can be expressed as follows: 
lf k k k k 
I --£- = -» a-_L = ^2-_i^ "_L = -jL(Xdu-Xl) (3.18) 
where k=tari]a is the slope of the air-gap line of the d-axis open-circuit characteristic 
curve and Xdu and X/ are the unsaturated d-axis synchronous reactance and the armature 
leakage reactance respectively. Equation (3.18) shows that If is a function ofX/. In order 
to obtain a simpler expression for the armature leakage reactance, the following 





where S, and S are the saturation factors found from the terminal voltage/armature current 
and the d-axis open-circuit characteristic curves respectively. Since Vtu can be substituted 
by IaXdu and Efu can be substituted by Ifk, (3.17) can be rewritten as 
K . - S ^ - S , / . * * (3.20) 
and 
Ef=SEJIU=SIfk (3.21) 
By substituting (3.16) into (3.19), it can be found that 
Ef=SI„{X+-X,) (3.22) 
By substituting (3.18) and (3.20) into (3.15), it results 
S,IaXJu =SIa(Xdu-Xl) + IaXl (3.23) 
Equation (21) gives the following expression for A"/ 
*'=f£f*"« (124) 
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t \. q- axis 
^Vt = IaX(i 
L 
• d- axis 
Fig. 3.12: Phasor diagram of an unloaded unexcited synchronous machine. 
In (3.22), Xdu is a constant. For a specific value of the armature current Ia, S, can be 
found from the terminal voltage/armature current characteristic curve. To find the 
corresponding value of S from the d-axis open-circuit characteristic curve, the field 
current //-should be determined. As can be seen from (3.16), the value of this field current 
can be determined only if the armature leakage reactance Xi is known. Thus, an iterative 
technique has to be applied to calculate Xi. Figure 3.13 gives the flowchart of the 
program used for calculating the armature leakage reactances of a synchronous machine 
using (3.16) and (3.22). It should be noted that, in the linear regions of the open-circuit 
and the terminal voltage/armature current characteristic curves, Xi cannot be calculated 
by the proposed method since both S and S, are equal to 1. 
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Start 
For an armature current /,„ calculate .S', 
Choose an initial value of the leakage reactance, A',,, 
Calculate /;by equation (3.18) 
Find Ef from the o.c.c.c. 
Calculate the saturation factor, .S' 
Xln = Xk, + AX, 
' l - . V ' 
Stop 
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Fig 3.14: Measured leakage reactance saturation characteristics, 
(a) Stator leakage reactance, (b) Rotor leakage reactance. 
The experimental method discussed above is applied to the laboratory wound-rotor 
induction motor to obtain its stator and rotor leakage flux saturation characteristics. To 
obtain the stator leakage flux saturation characteristics, two phases of the rotor windings 
are connected in series and used as a field winding and the experimental method 
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discussed above is applied. Then, to obtain the rotor leakage flux saturation 
characteristics, two windings of the stator are connected in series and used as a field 
winding and the experimental method is carried out. The measured stator and rotor 
leakage flux saturation characteristics are shown in Fig. 3.14. 
The machine model developed in this chapter, which includes the effect of both 
main and leakage saturation, is used in an ongoing research. It was used to investigate the 
effect of both main and leakage saturation on the dynamic performance of wind driven 
induction generator and the results were published in [21, 22]. It was also used to explore 
the effect of main and leakage saturation effect on the transient performance of induction 
motors and the results were published in [23, 24]. Two papers were published in the 
Electric Power Systems Research Journal, one was published in the Journal of Wind 
Engineering and another was published in the IEEE PES General Meeting. 
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4 Field Orientation Control 
4.1 Introduction 
Separately excited dc drives are simpler in control because they independently 
control flux, which, when maintained constant, contributes to an independent control of 
torque. This is made possible with separate control of field and armature currents which, 
in turn, control the field flux and the torque independently. 
Moreover, the dc motor control requires only the control of the field or armature 
current magnitudes, providing a simplicity not possible with ac machine control. By 
contrast, ac induction motor drives require a coordinated control of stator current 
magnitudes, frequencies, and their phases, making it a complex control. As with the dc 
drives, independent control of the flux and torque is possible in ac drives. The stator 
current phasor can be resolved, say, along the rotor flux linkages. The component along 
the rotor flux linkages is the field-producing current, but this requires the position of the 
rotor flux linkages at every instant; note that this is dynamic, unlike in the dc machine. If 
this is available, then the control of ac machines is very similar to that of separately-
excited dc machines. The requirement of phase, frequency, and magnitude control of the 
currents and hence of the flux phasor is made possible by inverter control. The control is 
achieved in field coordinates (hence the name of this control strategy, field-oriented 
control); sometimes it is known as vector control, because it relates to the phasor control 
of the rotor flux linkages. 
Vector control made the ac drives equivalent to dc drives in the independent control 
of flux and torque and superior to them in their dynamic performance. These 
developments positioned the ac drives for high performance applications, hitherto 
reserved for separately-excited dc motor drives. This chapter describes the basic 
principles, derivation and design and implementation of the vector control scheme. 
The objective of field-oriented or vector control is to establish and maintain an 
angular relationship between the stator current space vector and one internal field vector, 
usually rotor flux or stator flux. This angular relationship may be achieved by regulating 
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the slip of the machine to a particular value that will fix the orientation through feed-
forward on-line calculations. In this approach, often called indirect vector control (IVC), 
rotor flux is aligned with the d-axis. IVC is very popular for industrial drives: it is 
inherently four-quadrant work until zero speed and is suitable for speed-control loop but 
highly dependent on machine parameters. Under flux-aligned conditions along the d-axis 
of the synchronous rotating reference frame, the stator current is decoupled into two 
components; iqs is proportional to machine electrical torque whereas /<& is proportional to 
the machine flux, similarly to a DC machine control. Therefore, field orientation implies 
that on-line transformation of machine variables take into account a hypothetical rotating 
frame equivalent to a DC machine. By real-time transformation back to the three-phase 
stationary frame, impressed stator currents will impose a DC-like transient response. 
Field orientation may also be achieved by on-line estimation of the field vector 
position, and usually the stator-flux will be aligned with the d-axis. Under this approach, 
called direct vector control (DVC), the control is less sensitive to parameters. It is 
dependent only on the stator resistance, which is easier to correct. It is very robust due to 
real-time tracking of machine parameter variation with temperature and core saturation, 
but it typically does not work at zero shaft speed. For induction generator applications, 
DVC seems to be a more effective approach because zero speed operation is not required. 
To explain the principle of vector control, an assumption is made that the position 
of the rotor flux linkages phasor, kr, is known. Ar is at ^-from a stationary reference, 0f\s 
referred to as field angle hereafter, and the three stator currents can be transformed into d 
and q axes currents in the synchronous reference frames by using the transformation 
'ds 
Is. 
cos 0, c o s f ^ - y j c o s f ^ + Y j 
sin 0f sin 0f -
In • l / i 27T 
sin 0f +— 
1 f 3 
(4.1) 
from which the stator current phasor, is,\s derived as 
ft — "\/'«fc + V 
and the stator phasor angle is 
0. = tan-1 V 




where ids and iqs are the d and q axes currents in the synchronous reference frames that are 
obtained by projecting the stator current phasor on the d and q axes, respectively. That is 
evident from Fig. 4.1 which shows that the current phasor magnitude remains the same 
regardless of the reference frame chosen to view it. The current phasor /, produces the 
rotor flux Ar, and the torque Te. The component of current producing the rotor flux phasor 
has to be in phase with Xr,. Therefore, resolving the stator current phasor along Ar, reveals 
that the component if is the field-producing component, shown in Fig. 4.1. The 
perpendicular component z> is hence the torque-producing component. By writing rotor 
flux linkages and torque in terms of these components as 
A, oc /, 
(4.4) 
Te oc XriT oc ifiT 
it can be seen that */and />have only dc components in steady state, because the relative 
speed with respect to that of the rotor field is zero: the rotor flux-linkages phasor has a 
speed equal to the sum of the rotor and slip speeds, which is equal to the synchronous 
speed. Orientation of Ar amounts to considering the synchronous reference frames, and 
hence the flux- and torque-producing components of current are dc quantities. Because 
they are dc quantities, they are ideal for use as control variables; the bandwidth of the 
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Fig. 4.1: Phasor diagram of the vector controller. 
Then, the acquiring of the instantaneous rotor flux phasor position, 0/, is crucial to 
the implementation of vector control. This field angle can be written as 
0f=0r+0, (4.5) 
where 0r, is the rotor position and 0si, is the slip angle. In terms of the speeds and time, 
the field angle is written as 
9f = far + a>a ) d t = \°>At (4.6) 
Vector-control schemes are classified according to how the field angle is acquired. 
If the field angle is calculated by using terminal voltages and currents or Hall sensors or 
flux-sensing windings, then it is known as direct vector control. The field angle can also 
be obtained by using rotor position measurement and partial estimation with only 
machine parameters but not any other variables, such as voltages or currents; using this 
field angle leads to a class of control schemes known as indirect vector control. 
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4.2 Vector control of DFIG 
The vector control techniques allow decoupled or independent control of both 
active and reactive power. These techniques are based on the concept of d-q controlling 
in different reference frames, where the current and the voltage are decomposed into 
distinct components related to the active and reactive power. In this work, the stator flux 
oriented rotor current control, with decoupled control of active and reactive power, is 
adopted. 
The control schemes for the doubly-fed induction machine are expected to track a 
prescribed maximum power curve, for maximum power capturing and to be able to 
control the reactive power generation. These control objectives must be achieved with 
adequate stability of the system which also includes the power converter and the dc link 
[3, 4]. The total active and reactive power generated can be obtained from the stator 
voltage and current and can be expressed as 
Ps=\fs\lq, (4.7.a) 
£,=|KK, (4.7.b) 
The field orientation control is based on the field d-q model, where the reference 
frame rotates synchronously with respect to the stator flux linkage, with the d-axis of the 
reference frame instantaneously overlaps the axis of the stator flux. In short, a>= a)e and 
AqS
 = 0. In such case the following expressions are obtained: 
(4.8) 
Using (4.8) and the active power equation (4.7.a), the equation of the active power 
can be expressed as follows: 
p ' = ~fWF" 7 " (4"9) 
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Using (4.10) and the reactive power equation (4.7.b), the equation of the reactive 
power can be expressed as follows: 
^nr-1* (4-U) 
Therefore, the d-axis component of the rotor current, ijr can be controlled to 
regulate the stator reactive power while the q-axis component of the rotor current, iqr can 
be controlled to regulate the stator active power and the generator speed. As a result, the 
control of the stator active power Ps via iqr and the control of the stator reactive power Qs 
via idr are essentially decoupled, and so a separate decoupler is not necessary to 
implement field orientation control for the slip power recovery. Flux control is generally 
unnecessary,(since it would maintain a constant level, restricted by the constant 
magnitude and frequency of the line voltage), while the control of reactive power 
becomes possible [4]. 
4.3 Control of line side converter 
Through field oriented control of the machine side converter, the maximum power-
speed profile can be tracked and stator output reactive power can be separately 
controlled. The dc link capacitor provides dc voltage to the machine side converter and 
any attempt to store active power in the capacitor would raise its voltage level. Thus to 
ensure stability of the system, power flow of the line side converter, as indicated in Fig. 




Fig. 4.2: Doubly-fed induction generator. 
The dc link dynamic equation can be written as 
dK 
dt 
— = i -i (4.13) 
in which Vdc is the dc bus voltage and c is the capacitance. Assuming no power losses for 






Then from Eq. 4.13 through 4.15, as long as Eq. 4.12 is satisfied, the dc link voltage 
maintains stable, though small ripples might be present due to the instantaneous 
inequality between Pi and Pr, and a small variation may occur during transient as a result 
of energy transferring. As can be seen from Fig. 4.2, another result of Eq. 4.12 is that the 
overall generated active power equals to the electromagnetic active power, i.e., 
3 P (4.16) 
Reactive power flow constitutes another control objective 
Q,=Q'-QS (4-17) 
where Q* is the overall reactive power command required by the power network. 
In the stator flux dq reference frame, 
/ /=^ (V* + v * / r f / ) (4.18) 
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Q,=\(yqjdl-vdjdl) (4.19) 
Since v<is « 0, vqs vm, Pi and Qi can be controlled by iqi and /<# respectively. In the 
same reference frame as determined by the stator flux, iqi and /<# are also field oriented 
currents, produced by the line side current regulated PWM converter. 
4.4 Structure of implementation 
Based on the control strategy discussed above, Fig. 4.3 shows an implementation of 
the overall control system, which enables the slip power recovery system to function as 
both a VSCF generating system or variable speed drive system, and a reactive power 
compensator. Individual control of the machine side converter and of the line side 
converter and related feedback between the two converters are shown. For speed control 
purpose, a PID type speed loop generates the torque command; for position control 
purpose, another loop with position errors precedes the speed loop. 
A current-regulated pulse-width-modulation (CRPWM) voltage source converter 
provides field oriented currents idr and iqr to the rotor circuit, controlling stator reactive 
power and electromagnetic torque, respectively. Torque command is given by the turbine 
optimal torque-speed profile. 
Another CRPWM voltage source converter is used to interface with the power 
network, possibly through a transformer. In the same dq reference frame as determined 
by the stator flux, its currents iqi and /<# are also field oriented, controlling Pi and Qi, 
respectively. As discussed earlier, Pi is controlled through iqi to stabilize the dc bus 

























































Fig. 4.3: Vector controller implementation of the doubly-fed induction generator. 
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5 Adaptive Controller 
5.1 Introduction 
The history of adaptive control goes back nearly 50 years [l]. The development of 
adaptive control started in the I950's with the aim of developing adaptive flight control 
systems, although that problem was eventually solved by gain scheduling. Among the 
various solutions that were proposed for the flight control problem, the one that would 
have the most impact on the field was the so-called model-reference adaptive system 
(MRAS). Figure 5.1 depicts a typical MRAS where the specifications are in terms of a 
reference model and the parameters of the controller are adjusted directly to achieve 
those specifications. Although the original algorithm proved unstable, it led to the 
development during the 1970's and 1980's of algorithms with guaranteed stability, 
convergence and robustness properties. 
There are two types of adaptive control, auto tuning, as shown in Fig. 5.1, and self 
tuning, as shown in Fig 5.2. In this work, the first was employed which is typically used 
for time invariant or very slowly varying processes. The proposed adaptive gain tuner is 
of the type shown in Fig. 5.1 in which simple adjustment mechanisms are employed. 
Model Output 




















Fig. 5.2: Self tuning adaptive controller. 
5.2 Adaptive PI gain scheduler 
Traditional vector controllers, as used in [2,3], utilize a conventional PI controller 
with fixed proportional and integral gains determined by the zero/pole placement. Such 
controller gives a predetermined dynamic response and can't be changed easily. In this 
work, an adaptive controller is proposed which can schedule both the proportional and 
the integral gains depending on the value of the error signal. 
In the proposed controller, the error signal is the difference between the set speed of 
the DFIG and the actual speed. The set speed is computed based on the measurement of 
the wind speed to track the maximum power curve. Then the absolute value of the error is 
used as the independent variable to compute both the integral and proportional gains. 
Different characteristics representing the variation in the proportional and the integral 
gains as a function of the absolute value of the error are used. The characteristics used in 
the investigations are described below. 
The linear characteristics are expressed by the following equation: 
KN=a{\e(t)\ + bx (5.1) 
where a\ and b\ are the coefficients of the linear function. The exponential 
characteristic has been expressed by the equation: 
* * = « ' 
A2|e(/)|+c2 (5.2) 
48 
where b2 and c2 are the coefficients of the exponential function. The piece wise 
linear function can be expressed as 
«3 k(0|<r, 
c} |e(/)|>r2 
where a$, bi, c? are the coefficients of the piece wise function and yi and # are the 
threshold values that divide the error space. The second order characteristics are 
expressed by: 
KN=a4\e(t)f+b,\e(t)\ + c4 (5-4) 
where 04, b4, C4 are the second order characteristics' coefficients. The fourth order 
characteristics are expressed by: 
Kp,=a5\e(t)\
4 +b5\e(t)f +c5\e(t)f +d5\e(t)\ + f5 (5.5) 
where as, bs, C5, d$,f$ are the fourth order characteristics' coefficients. 
The coefficients used in the above functions were selected such that, for the 
proportional gain (Kp), a fast dynamic response, less overshoot and small settling time is 
desired. While for the integral gain (K,), it is required to reduce the overshoot and to 
eliminate the steady state error. 
The advantage of gain scheduling is that the controller gains can be changed as 
quickly as the auxiliary measurements respond to parameter changes. Frequent and rapid 
changes of the controller gains, however, may lead to instability [4]; therefore, there is a 
limit as to how often and how fast the controller gains can be changed. 
One of the disadvantages of gain scheduling is that the adjustment mechanism of 
the controller gains is precomputed off-line and, therefore, provides no feedback to 
compensate for incorrect schedules. Unpredictable changes in the plant dynamics may 
lead to deterioration of performance or even to complete failure. Another possible 
drawback of gain scheduling is the high design and implementation costs that increase 
with the number of operating points. 
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5.3 Implementation of the adaptive PI gain scheduler 
The proposed adaptive PI gain scheduler is implemented. The system considered is 
a grid connected doubly-fed induction generator with the rotor circuit connected to the 
grid through back-to-back PWM voltage source converters as shown in Fig.5.3. The wind 
turbine considered has a power rating of 40kW. The turbine output power changes as a 
function of the wind speed as shown in Fig. 5.4. The wind speed is measured in order to 
set the set values for both the maximum output power and the corresponding generator 
speed in order to track the maximum power curve as shown in Fig. 5.5. These set values 
are then used to calculate the error signal which is the set value minus its corresponding 
measured actual value. The absolute value of the error signal is used to calculate the 
scheduled proportional and integral gains depending on the chosen characteristics (linear, 
exponential,...etc). This takes place in the "Adaptive PI gain scheduler." The output of 
this block is the scheduled proportional and integral gains Kp and Kt respectively which 
are the inputs for the PI controller part of the vector controller. The error signal is also 
used, after scheduling the PI gains, as an input to the vector controller to generate the 
control signals v</r and vqr. The induction machine parameters used in the simulation are 
listed in Table 5.1. 



































V 3 - _ 1000 15°° „,»«** ^ ^ 
Turbid sP e e u 
Fig. 5.4: Wind turbine power for different wind speeds showing maximum power point curve. 
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Fig. 5.5: Vector control configuration for slip energy recovery using the PI gain scheduler. 
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5.4 Simulation and results 
Simulation has been performed on a saturated doubly-fed wind driven induction 
generator system incorporating the proposed PI gain scheduler for the vector control. The 
linear, piece wise linear, exponential, second- and fourth order characteristics for 
proportional and integral gains of the PI scheduler was selected as shown in Fig. 5.6. The 
coefficients for the equations (5.1)-(5.5) which describe the chosen characteristics are as 
follows: 
1. Linear Characteristics (eq.(5.1)): 
Kp : ai = 44, bt = 20. 
K,: ai = -45, bi = 50. 
2. Exponential Characteristics (eq.(5.2)): 
Kp:b2= 1.1632, c2 = 2.9957. 
K,:b2 = -2.3026, c2 = 3.912. 
3. Piece wise linear Characteristics (eq.(5.3)): 
Kp : a3 = 20, b3 = 42.5, c3 = 64, yr 0.1, #= 0.5. 
K,: a3 = 50, b3 = 27.5, c3 = 5, y,= 0.1, yf= 0.5. 
4. Second order Characteristics (eq.(5.4)): 
Kp:a4 = 44,64 = 0, c4 = 20. 
K,: â  = -45, b4 = 0,c4 = 50. 
5. Fourth order Characteristics (eq.(5.5)): 
Kp : a5 = -7.281xl0"
13, 65 = -109.156, c5 = 163.732, rfj = -10.80,/5 = 20. 
K : as = 5.962xl0"
13, 65 = 114.434, c5 = -171.643, d5 = 12.514,/5 = 50. 
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(b) 
Fig. 5.6: PI gain scheduler characteristics. 
(a) Proportional gain (Kp). (b) Integral gain (Kl). 
The performance of the vector controller with the proposed PI gain scheduler is 
compared to the vector controller employing constant proportional and integral gains. 
The fixed proportional gains are 64, 45, 5 and the fixed integral gains are 50, 22.5, 5. 
These values were chosen to be at the least, mid, and the most value of the error space. 
The results are show in Fig. 5.7. In this figure, the wind speed is 9m/s which corresponds 
to a set speed of 1600 rpm, i.e. 0.889 pu, according to Fig. 5.4 for the maximum power 
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generation. It can be seen from Fig. 5.7 that by using a controller that schedules its gains, 
we achieve faster dynamic response, less overshoot, less settling time and less steady 
state error. It can be noticed that both the piece wise linear and the exponential 
characteristics give the best performance. 
The performance of the vector controller is investigated by measuring the rotor d-
and q-axis currents, stator active and reactive power as well as the rotor active and 
reactive power flow as shown in Figs. 5.8 to 5.10. 
Set speed tor max. power 
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- * - Fixed PI wdhP»S l«S0 
- f r - Fixed PI wtthP»4S I-22.5 
Fig. 5.7: System speed response using the proposed adaptive controller compared to fixed PI 
controllers. 
Fig. 5.8: Stator active and reactive power generated. 
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8.88 
Fig. 5.9: d- and q- axis rotor current components. 
Fig. 5.10: Rotor active and reactive power flow. 
Figure 5.8 shows the stator active and reactive power generated for Qse, = -0.5 pu 
and Pset - -0.365 pu which correspond to the maximum power at wind speed of 7m/s. At 
f=6sec, the wind speed increases to 9m/s, so the rotor speed increases to 1600 rpm and 
^er=-0.61 pu to maximize the output power. It can be seen from this figure that by using 
a controller that schedules its gains, a faster dynamic response with less overshoot, less 
settling time and less steady state error can be achieved. 
Figure 5.9 shows the rotor d- and q-axis current components idr and iqr respectively 
for the same scenario discussed above. It can be seen that to increase the amount of active 
power generated, an increase in the q-axis component of the rotor current iqr is required, 
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on the other hand, there is no change in the d- axis component of the rotor current idr 
because there is no change in the set value of the reactive power generation. Figure 5.10 
shows the active and reactive power flow to the rotor for the same operating conditions, 
i.e. fixed reactive power generation at 0.5 pu and the increase in the active power 
generated to track the maximum wind energy. 
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6 Fuzzy Logic Controller 
6.1 Introduction 
Fuzzy logic controllers have been successfully applied to a variety of problems 
including image processing [1,2], power system faults diagnostic [3] and identification 
[4], motor control [5-7], faults diagnostic [8], variable speed wind power generators [8-
14] and many others. Because of its multidisciplinary nature, fuzzy inference systems 
(FIS) are associated with a number of names, such as fuzzy-rule-based systems, fuzzy 
expert systems, fuzzy modeling, fuzzy associative memory, fuzzy logic controllers, and 
simply (and ambiguously) fuzzy systems. 
Mamdani's fuzzy inference method is the most commonly seen fuzzy methodology. 
Mamdani's method was among the first control systems built using fuzzy set theory. It 
was proposed in 1975 by Ebrahim Mamdani [15] as an attempt to control a steam engine 
and boiler combination by synthesizing a set of linguistic control rules obtained from 
experienced human operators. Mamdani's effort was based on Lotfi Zadeh's 1973 paper 
on fuzzy algorithms for complex systems and decision processes [16]. Although the 
inference process described in the next few sections differs somewhat from the methods 
described in the original paper, the basic idea is much the same. 
6.2 Overview on fuzzy logic 
The point of fuzzy logic is to map an input space to an output space, and the 
primary mechanism for doing this is a list of if-then statements called rules. All rules are 
evaluated in parallel, and the order of the rules is unimportant. The rules themselves are 
useful because they refer to variables and the adjectives that describe those variables. 
Before you can build a system that interprets rules, you must define all the terms you plan 
on using and the adjectives that describe them. 
6.2.1 Membership functions 
A membership function (MF) is a curve that defines how each point in the input 
space is mapped to a membership value (or degree of membership) between 0 and 1. 
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The only condition a membership function must really satisfy is that it must vary 
between 0 and 1. The function itself can be an arbitrary curve whose shape we can define 
as a function that suits us from the point of view of simplicity, convenience, speed, and 
efficiency. 
The simplest membership functions are formed using straight lines. Of these, the 
simplest is the triangular membership function as shown in Fig. 6.1. This function is 
nothing more than a collection of three points forming a triangle. The trapezoidal 
membership function, shown in Fig. 6.1, has a flat top and really is just a truncated 
triangle curve. These straight line membership functions have the advantage of 
simplicity. 
0 2 4 6 « to 0 2 4 8 8 10 
Fig. 6.1: Triangular and trapezoidal membership functions. 
Two membership functions are built on the Gaussian distribution curve: a simple 
Gaussian curve and a two-sided composite of two different Gaussian curves as shown in 
Fig. 6.2. 
The generalized bell membership function is specified by three parameters and 
shown in Fig. 6.2. The bell membership function has one more parameter than the 
Gaussian membership function, so it can approach a non-fuzzy set if the free parameter is 
tuned. Because of their smoothness and concise notation, Gaussian and bell membership 
functions are popular methods for specifying fuzzy sets. Both of these curves have the 
advantage of being smooth and nonzero at all points. 
Fig. 6.2: Gaussian, two-sided composite Gaussian and generalized bell membership functions. 
Although the Gaussian membership functions and bell membership functions 
achieve smoothness, they are unable to specify asymmetric membership functions, which 
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are important in certain applications. Next the sigmoidal membership function which is 
either open left or right. Asymmetric and closed (i.e. not open to the left or right) 
membership functions can be synthesized using two sigmoidal functions as shown in 
Fig.6.3. 
Fig. 6.3: Sigmoidal based membership functions. 
Polynomial based curves account for several of the membership functions. Three 
related membership functions are the Z, S, and Pi curves, all named because of their 
shape and shown in Fig.6.4. The function Z is the symmetrical polynomial curve open to 
the left, S is the mirror-image function that opens to the right, and Pi is zero on both 
extremes with a rise in the middle as shown in Fig.6.4. 
Fig. 6.4: Z, S and Pi membership functions. 
The designer of the fuzzy inference system can also create his own membership 
functions. The selection is wide for those who want to explore the possibilities, but 
expansive membership functions are not necessary for good fuzzy inference systems. 
6.2.2 Logical operations 
The most important thing to realize about fuzzy logical reasoning is the fact that it 
is a superset of standard Boolean logic. In other words, if you keep the fuzzy values at 
their extremes of 1 (completely true), and 0 (completely false), standard logical 
operations will hold. As an example, consider the following standard truth tables. 
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AND OR NOT 
In fuzzy logic, the input values can be real numbers between 0 and 1. To solve this 
problem, the min operation resolves the statement A AND B, where A and B are limited to 
the range (0,1), by using the function min(A,B). Using the same reasoning, you can 
replace the OR operation with the max function, so that A OR B becomes equivalent to 
max(A,B). Finally, the operation NOT A becomes equivalent to the operation \A. Notice 
how the previous truth table is completely unchanged by this substitution. 
The next figure uses a graph to show the same information. In this figure, the truth 
table is converted to a plot of two fuzzy sets applied together to create one fuzzy set. The 
figure displays how the operations work over a continuously varying range of truth 
values A and B according to the fuzzy operations you have defined. 
AandB 
AND OR NOT 
Fig. 6.5: Graphic interpretation of the fuzzy logic operations. 
6.2.3 If-then rules 
Fuzzy sets and fuzzy operators are the subjects and verbs of fuzzy logic. These if-
then rule statements are used to formulate the conditional statements that comprise fuzzy 
logic. 
A single fuzzy if-then rule assumes the form 
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if xisA then j is B 
where A and 5 are linguistic values defined by fuzzy sets on the ranges X and Y, 
respectively. The if-part of the rule "x is A" is called the antecedent or premise, while the 
then-part of the rule "y is B" is called the consequent or conclusion. 
In general, the input to an if-then rule is the current value for the input variable and 
the output is an entire fuzzy set. This set will later be defuzzified, assigning one value to 
the output. The concept of defuzzification is described in the next section. 
Interpreting an if-then rule involves distinct parts: first evaluating the antecedent 
(which involves fuzzifying the input and applying any necessary fuzzy operators) and 
second applying that result to the consequent (known as implication). It should also be 
noted that the antecedent of a rule can have multiple parts. In which case; all parts of the 
antecedent are calculated simultaneously and resolved to a single number using the 
logical operators described in the preceding section. The consequent of a rule can also 
have multiple parts. In which case; all consequents are affected equally by the result of 
the antecedent. 
The consequent specifies a fuzzy set be assigned to the output. The implication 
function then modifies that fuzzy set to the degree specified by the antecedent. The most 
common ways to modify the output fuzzy set are truncation using the min function 
(where the fuzzy set is truncated) or scaling using the prod function (where the output 
fuzzy set is squashed). 
6.3 Fuzzy inference system 
Fuzzy inference process comprises of five parts: fuzzification of the input variables, 
application of the fuzzy operator (AND or OR) in the antecedent, implication from the 
antecedent to the consequent, aggregation of the consequents across the rules, and 
defuzzification. These sometimes cryptic and odd names have very specific meaning that 
are defined in the following steps. 
6.3.1 Step 1: Fuzzify inputs 
The first step is to take the inputs and determine the degree to which they belong to 
each of the appropriate fuzzy sets via membership functions. The input is always a crisp 
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numerical value limited to the universe of discourse of the input variable and the output is 
a fuzzy degree of membership in the qualifying linguistic set (always the interval 
between 0 and 1). Fuzzification of the input amounts to either a table lookup or a function 
evaluation. 
6.3.2 Apply fuzzy operator 
After the inputs are fuzzified, you know the degree to which each part of the 
antecedent is satisfied for each rule. If the antecedent of a given rule has more than one 
part, the fuzzy operator is applied to obtain one number that represents the result of the 
antecedent for that rule. This number is then applied to the output function. The input to 
the fuzzy operator is two or more membership values from fuzzified input variables. The 
output is a single truth value. 
6.3.3 Apply implication method 
Before applying the implication method, you must determine the rule's weight. 
Every rule has a weight (a number between 0 and 1), which is applied to the number 
given by the antecedent. Generally, this weight is 1 and thus has no effect at all on the 
implication process. From time to time you may want to weight one rule relative to the 
others by changing its weight value to something other than 1. After proper weighting has 
been assigned to each rule, the implication method is implemented. A consequent is a 
fuzzy set represented by a membership function, which weights appropriately the 
linguistic characteristics that are attributed to it. The consequent is reshaped using a 
function associated with the antecedent (a single number). The input for the implication 
process is a single number given by the antecedent, and the output is a fuzzy set. 
Implication is implemented for each rule. 
6.3.4 Aggregate all outputs 
Because decisions are based on the testing of all of the rules in a FIS, the rules must 
be combined in some manner in order to make a decision. Aggregation is the process by 
which the fuzzy sets that represent the outputs of each rule are combined into a single 
fuzzy set. Aggregation only occurs once for each output variable, just prior to the fifth 
and final step, defuzzification. The input of the aggregation process is the list of truncated 
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output functions returned by the implication process for each rule. The output of the 
aggregation process is one fuzzy set for each output variable. As long as the aggregation 
method is commutative (which it always should be), then the order in which the rules are 
executed is unimportant. 
6.3.5 Defuzzify 
The input for the defuzzification process is a fuzzy set (the aggregate output fuzzy 
set) and the output is a single number. As much as fuzziness helps the rule evaluation 
during the intermediate steps, the final desired output for each variable is generally a 
single number. However, the aggregate of a fuzzy set encompasses a range of output 
values, and so must be defuzzified in order to resolve a single output value from the set. 
Perhaps the most popular defuzzification method is the centroid calculation, which 
returns the center of area under the curve. There are other defuzzification methods such 
as centroid, bisector, middle of maximum (the average of the maximum value of the 
output set), largest of maximum, and smallest of maximum [17]. 
6.4 Implementation of fuzzy gain scheduler 
Fuzzy logic controllers are typically described by a relatively large number of 
parameters including the number of membership functions for each fuzzy variable, the 
shape and position of each membership function, the number of rules, the antecedents 
and consequents of each rule and the output defuzzification method [18]. This provides a 
large degree of freedom for designing high-performance controllers. 
Traditionally, controllers have been designed and tested based upon a mathematical 
model of the system to be controlled. If the controller is non-adaptive, options for 
improving performance include retuning controller parameters, redesigning the controller 
or using a different type of controller. These methods can be difficult and time-
consuming, especially if it is unrealistic to describe the troublesome qualities of the plant 
mathematically [19]. Several methods have been proposed to improve the performance of 
an existing control system by using fuzzy logic. Examples of these include fuzzy tuning 
of PID controller parameters [20], knowledge-based modification of references [21] and 
fuzzy resetting of control effort for Pi-type fuzzy logic controllers [22]. 
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The conventional PI controller is one of the most common approaches for speed 
control in industrial electrical drives in general, because of its simplicity, and the clear 
relationship existing between its parameters and the system response specifications. It is 
also the basis for many advanced control algorithms and strategies. The conventional PI 
controller fixed gains may perform well under some operating conditions but not all, 
because the involved processes are in general complex, time variant, with non-linearities 
and model uncertainties [18,20,21,23]. 
One of the most successful expert system techniques applied in a wide range of 
control applications has been fuzzy logic [24]. It can be combined with conventional PI 
controller, to build fuzzy self-tuning controllers, in order to achieve a more robust control 
[25]. The fuzzy adaptation can be built via updating fuzzy sets functions, fuzzy rules, or 
controller gains [26-28]. 
In this work, the later technique of using fuzzy inference system to update the PI 
controller gains is implemented. The two gains of the PI controller will be initialized 
using well-known conventional methods. Then, a fuzzy algorithm for tuning these two 
gains of the PI controller is proposed to keep good control performance, when parameter 
variations take place and/or when disturbances are present. This approach uses fuzzy 
rules to generate proportional and integral gains, Kp, and K(. The design of these rules is 
based on a qualitative knowledge, deduced from extensive simulation tests of a 
conventional PI controller of the system for different values of Kp and Kt, with different 
operating conditions. 
The proposed fuzzy PI gain scheduler has three inputs, each represents the error 
signal eft) of the controlled variable. In this case the three controlled variables are the 
generator speed o>, the generated active power P and reactive power Q. The set value of 
the active power is selected depending on the wind speed and according to the wind 
turbine characteristic curves to track the maximum power point in order to maximize the 
total power generation. Considering only one error signal, the proposed PI gain scheduler 
is as shown in Fig. 6.6. 
The input signal has 9 membership functions while the outputs have 5 membership 
functions each. The fuzzy system has 9 rules and the defuzzification method employed is 
the center of area. The nine membership functions in the case of the speed controller are 
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designed as shown in Fig. 6.7 while in the case of the active and reactive power 
controllers are designed as shown in Fig. 6.8. Also, the five membership functions for the 
proportional gain Kp and the integral gain AT, in the case of the speed controller are 
designed as shown in Figs. 6.9 and 6.10 while they are designed as shown in Figs. 6.11 
and 6.12 in the case of active and reactive power controllers. The nine fuzzy rules are the 
same for speed, active and reactive power controllers and are shown in Table 6.2. 
**K„ 
* • K, 
Fig. 6.6: Fuzzy PI gain scheduler. 
Fig. 6.7: Membership functions for the speed error input. 
-0.2 0 0.2 
input variable "error 
Fig. 6.8: Membership functions for the active and reactive power error inputs. 
The first column of the rules table shows that the proportional gain Kp is more and 
more increased for large positive or negative speed error e. This will improve the speed 
rise time, but can lead to speed response with overshoot. From the second column of the 
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rules table, it can be seen that the integral gain Ki, is more and more increased for lower 
positive or negative speed error e. The reasoning behind this is to avoid speed overshoots, 
and steady-state errors. 
0 10 20 30 40 50 60 
output variable "Kp" 
Fig. 6.9: Membership functions for the proportional gain, Kp of the speed controller. 
30 0 5 10 15 20 25 
oulput variable "Ki" 
Fig. 6.10: Membership functions for the integral gain, Kt of the speed controller. 
0 5 10 15 20 25 30 35 40 
output variable "Kp" 
Fig. 6.11: Membership functions for Kp of the active and reactive power controllers. 
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0.5h 
2 2.5 3 
output variable "Ki" 
Fig. 6.12: Membership functions for K( of the active and reactive power controllers. 
The proposed fuzzy PI gain scheduler generates suitable changes of the PI 
controller gains, using center of area method for defuzzification of the two output 
linguistic variables after applying the 9 fuzzy rules. As a result, these two gains are 
updated as shown in Figs. 6.13 and 6.14. It is to be noted that Kt, and Kp are limited when 
the steady-state is reached and initialized when the speed command change occurs. 































Fig. 6.13: Proportional and integral gains vs. error for the speed controller. 
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Fig. 6.14: Proportional and integral gains vs. error for the active and reactive power controllers. 
6.4.1 System configuration 
The system considered is a grid connected doubly-fed induction generator with the 
rotor circuit connected to the grid through back-to-back PWM voltage source converters 
in a configuration shown in Fig. 5.3. The wind turbine considered has a power rating of 
40kW. The turbine output power changes as a function of the wind speed as shown in 
Fig. 5.4. The wind speed is measured in order to determine the set values for both the 
maximum output power and the corresponding generator speed in order to track the 
maximum power curve as shown in the maximum power point tracking component in 
Fig. 6.15. These set values are then used to calculate the error signals which are the set 
values minus its corresponding measured actual values. The values of the error signals 
are used as inputs to the fuzzy inference which, depending on the membership functions 
and the fuzzy rules, determines both the proportional and integral gains for the PI 
controller part. This takes place in the fuzzy PI gain scheduler component as shown in 
Fig. 6.15. The output of this block is the scheduled proportional and integral gains Kp and 
Kj for each of the speed, active and reactive power controllers. These gains are the inputs 
for the PI controller part of the vector controller. 
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Fig. 6.1S: Vector control configuration using the proposed Fuzzy PI gain scheduler. 
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6.5 Simulation and results 
Simulation has been performed on a saturated doubly-fed wind driven induction 
generator system incorporating the proposed fuzzy PI gain scheduler for the vector 
controller. The induction machine parameters used in the simulation are listed in Table 
5.1. The performance of the vector controller with the proposed fuzzy PI gain scheduler 
is compared to a vector controller employing conventional PI controller with three 
different configurations of constant proportional and integral gains for speed control and 
active and reactive power control. The fixed proportional and integral gains of the three 
different conventional PI controllers considered for comparison are shown in Table 6.3. 
These values were chosen to be at the least, mid, and the most value of the gain ranges set 
for the fuzzy PI gains. In Fig. 6.16, the wind speed is 6 m/s which corresponds to a set 
speed of 994 rpm, i.e. 0.552 pu, according to Fig. 5.4 for the maximum power generation. 
At / = 2s the wind speed changed to 8 m/s, so the generator set speed is changed to 1460 
rpm to track the maximum power point curve. It can be seen from Fig. 6.16 that by using 
the proposed fuzzy PI gain scheduler, faster dynamic response, less overshoot, less 
settling time and less steady-state error are achieved. The performance of the vector 
controller is further investigated by calculating the stator active and reactive power, rotor 
d- and q-axis currents, as well as the rotor active and reactive power flow as shown in 
Figs. 6.17-6.22. 
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Fig. 6.17: Stator active power for sub-synchronous operation. 
Fig. 6.18: Stator reactive power for sub-synchronous operation. 
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Fig. 6.19: D-axis rotor current for sub-synchronous operation. 
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Fig. 6.21: Rotor active power for sub-synchronous operation. 
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Fig. 6.23: Speed response for super-synchronous operation. 
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Fig. 6.24: Rotor active power for super-synchronous operation. 
For the same scenario considered for the speed response, Figs. 6.17 and 6.18 show 
the stator active and reactive power generated for Qset= 0.3 pu and Pset= 0.365 pu which 
correspond to the maximum power at wind speed of 6 m/s. At / = 2s., the wind speed 
increases to 8 m/s, so the rotor speed increases to 1460 rpm and Pset = 0.61 pu to 
maximize the output power. Figs. 6.19 and 6.20 show the rotor d- and q-axis current 
components idr and iqr respectively for the same scenario discussed above. It can be seen 
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that to increase the amount of active power generated, an increase in the q-axis 
component of the rotor current iqr is required, on the other hand, there is no change in the 
d- axis component of the rotor current idr because there is no change in the set value of 
the reactive power generation. Figs. 6.21 and 6.22 show the active and reactive power 
flow to the rotor for the same operating conditions, i.e. fixed reactive power generation at 
0.3 pu and the increase in the active power generated to track the maximum wind energy. 
It can be seen that the flow of both active and reactive power is toward the rotor as they 
are both negative. This is due to the fact that the generator is operating at a sub-
synchronous speed. 


































Another case is considered, in which the wind speed is 8 m/s and the generator was 
working at set speed of 0.81 pu for maximum power generation. At t = 4s, the wind speed 
is increased to 12 m/s which requires a set speed of 2010 rpm in order to capture the 
maximum wind energy as shown in Fig. 6.23. This speed is obviously higher than the 
synchronous speed and the generator is working in the super-synchronous region. Fig. 
6.24 shows the rotor active power flow which in this case is flowing out of the rotor, i.e. 
more power is generated. 
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7 Neuro-fuzzy Control System 
7.1 Introduction 
The design and choice of the membership parameters (number, shape and location) 
require an extensive knowledge and experience of the control system designer. It also 
requires the existence of a detailed mathematical model of the system which is not always 
available. In such cases, a set of input/output data can be obtained. In the neuro-fuzzy 
system, a learning method similar to that of neural networks is used to train and adjust the 
parameters of the membership functions. Neuro-adaptive learning techniques provide a 
method for the fuzzy modeling procedure to learn information about a data set. Then, the 
parameters of membership functions that best allow the associated fuzzy inference 
system to track the given input/output data are computed. 
Currently, several neuro-fuzzy networks exist in the literature. Most notable are 
Adaptive Network-based Fuzzy Inference System (ANFIS) developed by Jang [l]. Most 
neuro-fuzzy systems are developed based on the concept of neural methods on fuzzy 
systems. The idea is to learn the shape of membership functions for the fuzzy system 
efficiently by taking the advantage of adaptive property of the neural methods. Takagi, 
Sugeno and Kang [2,3] are known as the first to utilize this approach. Later, Jang [1] 
elaborated upon this idea and developed a systematic approach for the adaptation with 
illustrations of several successful applications. 
There are two types of fuzzy systems namely Mamdani and Sugeno. The one that is 
commonly used is the Mamdani type which uses linguistic expressions to describe the 
membership functions. The Sugeno type has some advantages over the Mamdani type 
such as its computational efficiency, suitable for the application of optimization and 
adaptive techniques and has guaranteed continuity of the output surface. 
7.1.1 Mamdani fuzzy model 
The Mamdani fuzzy inference system [4] was proposed as the first attempt to 
control a steam engine and boiler combination by a set of linguistic control rules obtained 
from experienced human operators. Figure 7.1 is an illustration of how a two-rule 
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Fig. 7.1: The Mamdani fuzzy inference system using min and max for T-norm and T-conorm 
operators respectively. 
7.1.2 Sugeno fuzzy model 
The Sugeno fuzzy model was proposed by Takagi, Sugeno, and Kang [5, 6] in an 
effort to develop a systematic approach to generating fuzzy rules from a given input-
output data set. A typical fuzzy rule in a Sugeno fuzzy model has the form 
if JC is A and y is B then z =f(x, y), 
where A and B are fuzzy sets in the antecedent, while z =f(x, y) is a crisp function 
in the consequent. Usually/Yx, y) is a polynomial in the input variables x andy, but it can 
be any function as long as it can appropriately describe the output of the model within the 
fuzzy region specified by the antecedent of the rule. When f(x, y) is a first-order 
polynomial, the resulting fuzzy inference system is called a first-order Sugeno fuzzy 
model, which was originally proposed in [5, 6]. 
When / i s a constant, we then have a zero-order Sugeno fuzzy model, which can be 
viewed either as a special case of the Mamdani fuzzy inference system, in which each 
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rule's consequent is specified by a fuzzy singleton (or a pre-defuzzified consequent). 
Moreover, a zero-order Sugeno fuzzy model is functionally equivalent to a radial basis 
function network under certain minor constraints [7]. 
The output of a zero-order Sugeno model is a smooth function of its input variables 
as long as the neighboring MFs in the antecedent have enough overlap. In other words, 
the overlap of MFs in the consequent of a Mamdani model does not have a decisive effect 
on the smoothness; it is the overlap of the antecedent MFs that determines the 
smoothness of the resulting input-output behavior. 
Minor 
Product 
z ,« j^x + 9 fy + 4 
***1>z* + W*rz 
JJ-*—-~ 
Fig. 7.2: The Sugeno fuzzy model. 
Figure 7.2 shows the fuzzy reasoning procedure for a first-order Sugeno fuzzy 
model. Since each rule has a crisp output, the overall output is obtained via weighted 
average, thus avoiding the time-consuming process of defuzzification required in a 
Mamdani model. In practice, the weighted average operator is sometimes replaced with 
the weighted sum operator (that is, z = a)xz} + Q)2z2 in Fig.7.2) to reduce computation 
further, especially in the training of a fuzzy inference system. However, this 
simplification could lead to the loss of MF linguistic meanings unless the sum of firing 
strengths (that i s . ^ T ^ ) is close to unity. Since the only fuzzy part of a Sugeno model is 
in its antecedent, it is easy to demonstrate the distinction between a set of fuzzy rules and 
non-fuzzy ones. 
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7.2 ANFIS Architecture 
For simplicity, we assume that the fuzzy inference system under consideration has 
two inputs x and y and one output z. For a first-order Sugeno fuzzy model [5, 6, 8], a 
common rule set with two fuzzy if-then rules is the following: 
Rule 1: Ifxis Ai andyisBi, then/=p\x + q\y +r\, 
Rule 2: If x is A2 and y is B2, then fi = pix+ qiy +rj. 
r>p,x+<7Ty+r, 
r - A t *ifi*w2f* 
I ^ ' * W, • HJ 
1i=P**<W*rt * », f t • i% f r 
Fig. 7.3: A-two input first-order Sugeno fuzzy model with two rules. 
Layer 1 
i Layer 2 
I 
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Layer 3 I 
j xy Layers 
* f 
Fig. 7.4: Equivalent ANFIS architecture. 
Figure 7.3 illustrates the reasoning mechanism for this Sugeno model; the 
corresponding equivalent ANFIS architecture is as shown in Fig.7.4, where nodes of the 
same layer have similar functions, as described next. (Here we denote the output of the z'th 
node in layer / as O/,,.) 
Layer 1 Every node i in this layer is an adaptive node with a node function 
Ou= ftAi(x)t for z'=l, 2, or 
Ohi=MBJy), fo r /= 3,4, (7.1) 
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where x (or y) is the input to node / and At (or B^) is a linguistic label (such as 
"small" or "large") associated with this node. In other words, 0\j is the membership 
grade of a fuzzy set A ( = A], Ai, B\ or Bi) and it specifies the degree to which the given 
input x (or y) satisfies the quantifier A. Here the membership function for A can be any 
appropriate parameterized membership function introduced earlier, such as the 
generalized bell function: 
1 + x-c, 
«. 
where {a,, bit c,} is the parameter set. As the values of these parameters change, the 
bell-shaped function varies accordingly, thus exhibiting various forms of membership 
functions for fuzzy set A. Parameters in this layer are referred to as premise parameters. 
Layer 2 Every node in this layer is a fixed node labeled n, whose output is the 
product of all the incoming signals: 
02,i = a, = MA, (
X)MB, 0 0 . »= *. 2 - (7-3) 
Each node output represents the firing strength of a rule. In general, any operator 
that performs fuzzy AND can be used as the node function in this layer. 
Layer 3 Every node in this layer is a fixed node labeled N. The /th node calculates 
the ratio of the ith rule's firing strength to the sum of all rules' firing strengths: 
03 ,=&<=—^-,1=1,2. (7.4) 
For convenience, outputs of this layer are called normalized firing strengths. 
Layer 4 Every node / in this layer is an adaptive node with a node function 
O*,, = vrj, = m, (p,x + qiy + ri) (7.5) 
where G)t is a normalized firing strength from layer 3 and {pit qit r,} is the parameter 
set of this node. Parameters in this layer are referred to as consequent parameters. 
Layer 5 The single node in this layer is a fixed node labeled 2, which computes the 
overall output as the summation of all incoming signals: 
Overall output = O,. = Y m.f. = ~ f ' (7.6) 
' < LP 
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Fig. 7.5: ANFIS architecture for the Sugeno fuzzy model, where weight normalization is performed at 
the very last layer. 
Thus we have constructed an adaptive network that is functionally equivalent to a 
Sugeno fuzzy model. Note that the structure of this adaptive network is not unique; we 
can combine layers 3 and 4 to obtain an equivalent network with only four layers. By the 
same token, we can perform the weight normalization at the last layer; Fig.7.5 illustrates 
an ANFIS of this type. In the extreme case, we can even shrink the whole network into a 
single adaptive node with the same parameter set. Obviously, the assignment of node 
functions and the network configuration are arbitrary, as long as each node and each layer 
perform meaningful and modular functionalities. 
Fig: 7.6: ANFIS architecture for a two-input Sugeno fuzzy model with nine rules. 
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Fig. 7.7: The input space that are partitioned into nine fuzzy regions. 
Throughout this chapter, we shall concentrate on the ANFIS architectures for the 
first-order Sugeno fuzzy model because of its transparency and efficiency. Figure 7.6 is 
an ANFIS architecture that is equivalent to a two-input first-order Sugeno fuzzy model 
with nine rules, where each input is assumed to have three associated MFs. Figure 7.7 
illustrates how the two-dimensional input space is partitioned into nine overlapping fuzzy 
regions, each of which is governed by a fuzzy if-then rule. In other words, the premise 
part of a rule defines a fuzzy region, while the consequent part specifies the output within 
the region. 
7.3 Hybrid learning algorithm 
From the ANFIS architecture shown in Fig.7.4, we observe that when the values of 
the premise parameters are fixed, the overall output can be expressed as a linear 
combination of the consequent parameters. In symbols, the output / in Fig.7.4 can be 
rewritten as 
/ = 
cox +OJ2 <ax + Q)2 
= ml(plx+qly + rl) + w2(p2x + q2y+r2) 
= (vrlx)pl + (tsrty)ql +(ml)rl +(m2x)p2 + (&2y)q2 +(m2)r2 
(7.7) 
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which is linear in the consequent parameters p\, q\, r\, p% q%, and T2. From this 
observation, we have 
S = set of total parameters, 
5i = set of premise (nonlinear) parameters, 
S2 = set of consequent (linear) parameters 
Therefore, the hybrid learning algorithm developed in [9] can be applied directly. 
More specifically, in the forward pass of the hybrid learning algorithm, node outputs go 
forward until layer 4 and the consequent parameters are identified by the least-squares 
method. In the backward pass, the error signals propagate backward and the premise 
parameters are updated by gradient descent. Table 7.1 summarizes the activities in each 
pass. 












As mentioned in [9], the consequent parameters thus identified are optimal under 
the condition that the premise parameters are fixed. Accordingly, the hybrid approach 
converges much faster since it reduces the search space dimensions of the original pure 
back-propagation method. Thus we should always look for the possibility of 
decomposing the parameter set in the first place. 
Because the update formulas for the premise and consequent parameters are 
decoupled in the hybrid learning rule (see Table 7.1), further speedup of learning is 
possible by using variants of the gradient method or other optimization techniques on the 
premise parameters, such as conjugate gradient descent, second-order back-propagation 
[10], quick propagation [11], and many others. 
7.4 Implementation of neuro-fuzzy gain scheduler 
To apply the vector control to the DFIG system, six neuro-fuzzy gain tuners are 
trained. Two for each of active power, reactive power and speed controllers. One unit is 
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responsible for tuning the proportional gain and the other for tuning the integral gain. The 
developed neuro-fuzzy system is a first-order Sugeno type which has a single input with 
ten Gaussian distribution membership functions. It has ten if-then rules. A simple 
structure of the developed neuro-fuzzy system is shown in Fig. 7.8 where the input is the 
error signal of the controlled variables of speed, active and reactive power (Aoo, AP, AQ). 
The training is performed using the hybrid back-propagation algorithm. The training is 
done using a set of input/output data collected from extensive simulations of the vector 
controller system under different operating conditions using constant PI gains for the 
active, reactive and speed controllers. The number of training epochs is set to 45 with an 
error tolerance 10"6. The number of epoch was chosen to be the highest number after 
which there is no significant reduction in the training error. Figure 7.9 shows the error 
while training at each epoch for the neuro-fuzzy gain tuner of the speed controller. After 
the training process, the input membership functions for the neuro-fuzzy proportional 
gain tuner of both active power and speed are as shown in Fig. 7.10. The output 
membership functions were chosen to be linear; the parameters of the ten output 
membership functions for the speed controller and active and reactive power controller 
are listed in Tables 7.2 and 7.3 respectively. Figure 7.11 shows the neuro-fuzzy gain 
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Fig. 7.9: The training error for the speed neuro-fuzzy gain tuner. 
(b) 
Fig. 7.10: Input membership functions for the proportional gain tuners. 
(a) Active power controller, (b) Speed controller. 
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Table 7.2: Parameters of the Linear Output Membership Functions of the Speed Controller. 
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Fig. 7.11: Neuro-fuzzy gain scheduler for vector control of wind driven DFIG. 
7.5 Simulation and results 
The system considered in this chapter is a grid connected wind driven DFIG with 
the rotor circuit connected to the grid through back-to-back PWM voltage source 
converters in a configuration shown in Fig. 5.3. The wind turbine considered has a power 
rating of 40kW. Main and leakage flux saturation was incorporated as discussed in 
section 3.4 and the DFIG parameters are listed in Table 5.1. The turbine output power 
changes as a function of the wind speed as well as the generator speed as shown in Fig. 
5.4. The wind speed is measured in order to determine the set values for both the 
maximum output power and the corresponding generator speed in order to track the 
maximum power curve as shown in the maximum power point tracking component in 
Fig. 5.4. Although measuring the wind speed may have some drawbacks, it is the most 
accurate and easiest way to change the generator speed to maximize the power 
generation. Major wind turbine manufacturers such as Vestas and Nordex use ultrasonic 
wind sensors in their V90-3.0 MW model [12] and N90/2500 kW model [13], 
respectively. 
While the task of the rotor side converter is to apply the vector control strategy 
outlined previously, the grid side converter is controlled to maintain a constant voltage 
level across the coupling capacitor. A transformer is usually used in the rotor circuit due 
to the different voltage levels between the stator and the rotor. Also, a filter is utilized to 
minimize the harmonics injected to the grid due to the switching of the power electronic 
devices. 
The performance of the system employing the proposed neuro-fuzzy gain tuner is 
examined under different operating conditions and compared to that of constant 
proportional and integral gains. One of these conditions is presented for illustration. In 
Fig. 7.12, the wind speed is 6 m/s. For the maximum power generation, this corresponds 
to a set speed of 994 rpm, i.e. 0.552 pu, according to Fig. 5.4. At / = 2s the wind speed 
changed to 8 m/s, so the generator set speed is changed to 1460 rpm to track the 
maximum power point curve. Fig. 7.12 shows that, by using the proposed neuro-fuzzy PI 
gain scheduler, faster dynamic response, less overshoot, less settling time and less steady-
state error are achieved. The performance of the vector-controller is further investigated 
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Fig. 7.12: System speed response. 
For the same scenario considered for the speed response, Fig. 7.13 shows the stator 
active and reactive power generated for Qset = 0.3 pu and Pset = 0.365 pu, which 
correspond to the maximum power at a wind speed of 6 m/s. At t = 2s, the wind speed 
increases to 8 m/s, so the rotor speed increases to 1460 rpm and Pse, = 0.61 pu, to 
maximize the output power. Figure 7.14 shows the rotor d- and q-axis current 
components, /</r and iqr respectively, for the same scenario discussed above. It can be seen 
that to increase the amount of active power generated, an increase in the q-axis 
component of the rotor current iqr is required. Nevertheless, there is no change in the d-
axis component of the rotor current idr because there is no change in the set value of the 
reactive power generation. 
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Fig. 7.14: Rotor currents, (a) D- axis rotor current, (b) Q- axis rotor current 
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7.6 Simulation and results for another system 
In this section, another set of parameters are used. These parameters are of the 
actual experimental setup built in the next chapter. The results presented here are for 
comparison with the actual experimental measurements presented in the next chapter 
section 8.5. For the complete set of machine parameters and the tests performed to obtain 
them, please refer to section 8.2. 
Two scenarios are considered with set points match with the ones chosen in section 
8.5. The first scenario investigates the sub-synchronous operation with the generator 
speed increases from 1200 rpm to 1400 rpm. The second scenario investigates the super-
synchronous operation with the generator speed increases from 1600 rpm to 1900 rpm. 
For both scenarios, a neuro-fuzzy gain scheduler is employed as shown previously. The 
speed response for sub-synchronous operation is shown in Fig.7.15. Figure 7.16 shows 
the stator current for the sub-synchronous operation while Figs 7.17 to 7.19 show the 
rotor line voltage, rotor phase voltage and rotor current respectively. For the super-
synchronous operation, Fig. 7.20 shows the speed response, Fig. 7.21 shows the stator 
current while Figs. 7.22 to 7.24 show the rotor line voltage, rotor phase voltage and rotor 
current respectively. It can be seen that these results are in excellent agreement with the 
results obtained later, in section 8.5, from the experimental investigation performed on 
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Fig. 7.15: Speed response for sub-synchronous operation. 
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Fig. 7.18: Rotor phase voltage for sub-synchronous operation. 
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Fig. 7.20: Speed response for super-synchronous operation. 
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Fig. 7.24: Rotor current for super-synchronous operation. 
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8 Experimental Setup and System Implementation 
8.1 Introduction 
In this chapter, experimental setup of the system under research is built and 
different controllers are implemented in order to investigate the system performance. In 
the beginning, a series of test are carried out to determine the equivalent circuit 
parameters of the doubly-fed induction machine. Then the power electronics interface 
(the back-to-back converter) is built. Next, the microcontroller is programmed. Finally, 
the system is tested by running the DFIG using a DC motor as a prime mover to represent 
the wind turbine. 
8.2 Determination of machine parameters 
To determine the machine parameters, a series of tests are performed. Each test 
resolves a certain set of parameters. These tests are explained in the IEEE standard of test 
procedure for polyphase induction motors and generators [l]. These tests are: 
1. DC test: to determine stator and rotor DC resistance. 
2. No-Load test: to determine stator and rotor reactance. 
3. Locked rotor test: to determine machine magnetizing reactance. 
These tests produce the unsaturated machine parameters. While in order to obtain a 
more realistic representation of the machine, saturation in the magnetic circuit should be 
included in the machine model as discussed in chapter 3. To determine the saturation 
characteristics of the machine parameters, two unconventional tests are carried out which 
are: 
4. No-load generator test at synchronous speed: to determine the main flux 
saturation characteristic. 
5. The V,/Ia curve with the machine unloaded and unexcited and the o.c.c.c: this 
test is performed twice, on the stator and the rotor, to determine both stator and rotor 
leakage reactance saturation characteristic curves. 
These tests are explained in details in section 3.5. 
104 
The DFIG used in this experiment is shown in Fig. 8.1 and rated as follows: 
- Rated power: 2000 W 
- Rated voltage: 208 V 
- Rated stator current: 9 A 




4 ° r/ttf 
Fig. 8.1: DFIG coupled to the DC motor In the experimental setup. 
8.2.1 DC test results 
- Stator resistance: 0.564 ft 
- Rotor resistance: 0.450 ft 
- Cable resistance: 0.036 ft 
8.2.2 No load test results 
- Vnf. 123.667 V 
- /„/: 6.266 A 
- P„,: 400 W 
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- Qnl: 2500 VAR 
from which we get 
- Zeq: 19.73 n 
- Pscl: 66.44 W 
- Prot- 333.553 W 
- Xm: 18.945 Q 
- Zm: 50.25 mH 
8.2.3 Locked rotor test results 
- Vlr: 60 V 
- //r: 17.43 A 
- iVHOOW 
- g /r: 2500 VAR 
from which we get 
- Zfr:1.987Q 
- Xls: 0.789 Q 
- X,r: 0.789 fi 
- Lu: 2.09 mH 
- L,r: 2.09 mH 











Fig. 8.2: Main flux saturation characteristic. 
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Fig. 8.4: Rotor leakage flux saturation characteristic. 
8.3 Power electronics system components 
The first stage in the process of building the power electronic interface is choosing 
the components. This depends on the required task and the system parameters. In the 
setup considered here, it is required to control the power flow in the rotor circuit of a 
DFIG rated 3500W, which is typically 0.25pu, ie. almost 1000W. The voltage is 208V 
max. and current is 3A max. The power electronic devices are mainly switches which 
operate (open/close) according to prescribed sequence (managed by a microprocessor or 
microcontroller) by sending the commands in form of firing signals. So, there are three 
interconnected systems, the microcontroller, the power electronic switches and the power 
system. Each system operates at a different voltage level so electrical isolation is 
mandatory. The interconnection between each system can be seen in Fig. 8.5. 
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Fig. 8.5: Power electronics system showing the Interaction between various subsystems. 
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8.3.1 The microprocessor or microcontroller 
8.3.1.1 Introduction 
The remarkable increase in the speed and power of digital computers and special 
purpose hardware over recent years has ensured the continued growth of interest in data 
acquisition and microprocessors for monitoring and control of electrical machines. A 
signal is any variable that contains information from a transducer or from a controller that 
can be manipulated for a given application. 
Each measurement system in the experimental set up involves sensors, signal 
conditioning, transmission, sampling, manipulation and interpretation of the resultant 
data. The output of the measurement process is presented to be displayed or processed for 
the control of physical parameters. The over all interconnection of a data acquisition and 
signal processing system is shown in Fig. 8.6. 
Input Analogue Digital 









Fig. 8.6: Microcontroller based control system. 
8.3.1.2 Requirements 
The main function of the microprocessor is to generate the firing signals to control 
the operation of the converters based on the control algorithm and the input states of 
system. 
So, practically speaking, control of a 3-phase power converter (rectifier or inverter) 
requires pulse-width modulated control of the six switches of a 3-phase bridge connected 
as shown in Fig. 8.7 The six switches form 3 pairs of "half-bridges", which can be used 
to connect the leg of a winding to the positive or the negative high-voltage DC bus. As 
shown in the figure, two switches on the same "half-bridge" must never be on 
simultaneously, otherwise the positive and negative buses will be shorted together. This 
condition would result in a destructive event known as "shoot-through". If one switch is 
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on, then the other must be off; thus, they are driven as complementary pairs. It should 
also be noted that the switching devices used in the half-bridge (IGBTs or MOSFETs) 
often require more time to turn off than to turn on. For this reason, a minimum dead time 
must be inserted between the off and on time of complimentary channels. Based on this, 
the first requirement of the microprocessor is to generate 6 signals, 3 original and their 
complements. These signals are to be pulse-width modulated with the ability to insert a 
controllable dead-time. 
Fig. 8.7: Power electronics converter. 
For the microprocessor to interact with the system, it should be able to measure the 
input variables. These input variables in this case are the voltage, current and speed of the 
machine with the ability to add more variables such as the set speed. These variables are 
usually inputted through an analogue to digital converter. Some microprocessors or 
microcontrollers designed for speed control applications are equipped with special port 
for interfacing to a quadrature encoder. This encoder generates two streams of pulses 
shifted 90° from each other with a specific number of pulses per revolution as shown in 
Fig. 8.8. The quadrature encoder interface (QEI) on the microprocessor has the ability to 

















Fig. 8.8: Quadrature encoder output signal. 
8.3.1.3 PKT18F4431 
Based on the above discussion, the Microchip® PIC® 18F4431 microcontroller was 
chosen. The 18F4431 has high computational performance at an economical price, with 
the addition of high endurance enhanced Flash program memory and a high-speed 10-bit 
A/D Converter. On top of these features, the PIC18F4431 introduces design 
enhancements that make this microcontroller a logical choice for many high performance, 
power control and motor control applications. These special peripherals include: 
• 14-Bit Resolution Power Control PWM module (PCPWM) with Programmable 
Dead-time Insertion 
• Motion Feedback Module (MFM), including a 3-Channel Input Capture (IC) 
module and Quadrature Encoder Interface (QEI) 
• High-Speed 10-Bit A/D Converter (HSADC) 
The PCPWM can generate up to eight complementary PWM outputs with dead-
band time insertion. Overdrive current is detected by off-chip analog comparators or the 
digital Fault inputs (FLTA, FLTB). 
The MFM Quadrature Encoder Interface provides precise rotor position feedback 
and/or velocity measurement. The MFM 3x input capture or external interrupts can be 
used to detect the rotor state for electrically commutated motor applications using Hall 
sensor feedback, such as BLDC motor drives. 
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The PIC18F4431 also feature Flash program memory and an internal RC oscillator 
with built-in LP modes. 
The PIC18F4431 has 16384 bytes of program memory which can occupy 8192 
single word instructions. For data memory, it has 768 bytes of SRAM and 256 bytes of 
EEPROM. It also has 36 digital I/O channels and 9 10-Bit A/D channels. It has 8 14-Bit 
PWM channels. For timers, it has 1 8-Bit timer and 3 16-Bit timers. It also has 32 
interrupt sources. The major components of the PIC18F4431 are shown in Fig. 8.9. 
The 18F4431 has the following distinctive features: 
• 14-Bit Power Control PWM Module: 
o Up to 4 Channels with Complementary Outputs 
o Edge or Center-Aligned Operation 
o Flexible Dead-Band Generator 
o Hardware Fault Protection Inputs 
o Simultaneous Update of Duty Cycle and Period: 
• Flexible Special Event Trigger output 
• Motion Feedback Module: 
o Three Independent Input Capture Channels: 
• Flexible operating modes for period and pulse-width measurement 
• Special Hall sensor interface module 
• Special Event Trigger output to other modules 
o Quadrature Encoder Interface: 
• 2-phase inputs and one index input from encoder 
• High and low position tracking with direction status and change of 
direction interrupt 
• Velocity measurement 
• High-Speed, 200 ksps 10-Bit A/D Converter: 
o Up to 9 Channels 
o Simultaneous, Two-Channel Sampling 
o Sequential Sampling: 1, 2 or 4 Selected Channels 
o Auto-Conversion Capability 
o 4-Word FIFO with Selectable Interrupt Frequency 
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o Selectable External Conversion Triggers 
o Programmable Acquisition Time 
• Flexible Oscillator Structure: 
o Four Crystal modes up to 40 MHz 
o Two External Clock modes up to 40 MHz 
o Internal Oscillator Block: 
• 8 user-selectable frequencies: 31 kHz to 8 MHz 
• OSCTUNE can compensate for frequency drift 
o Secondary Oscillator using Timerl @ 32 kHz 
o Fail-Safe Clock Monitor: 
• Allows for safe shutdown of device if clock fails 
• Power-Managed Modes: 
o Run: CPU on, Peripherals on 
o Idle: CPU off, Peripherals on 
o Sleep: CPU off, Peripherals off 
o Idle mode Currents Down to 5.8 uA, Typical 
o Sleep Current Down to 0.1 uA, Typical 
o Timerl Oscillator, 1.8 uA, Typical, 32 kHz, 2V 
o Watchdog Timer (WDT), 2.1 uA, typical 
o Oscillator Two-Speed Start-up 
• Peripheral Highlights: 
o High-Current Sink/Source 25 mA/25 mA 
o Three External Interrupts 
o Two Capture/Compare/PWM (CCP) modules: 
• Capture is 16-bit, max. resolution 6.25 ns (TCY/16) 
• Compare is 16-bit, max. resolution 100 ns (TCY) 
• PWM output: PWM resolution is 1 to 10 bits 
o Enhanced USART module: 
• Supports RS-485, RS-232 and LIN 1.2 
• Auto-wake-up on Start bit 
• Auto-Baud Detect 
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o RS-232 Operation using Internal Oscillator Block (no external crystal 
required) 
• Special Microcontroller Features: 
o 100,000 Erase/Write Cycle Enhanced Flash Program Memory, Typical 
o 1,000,000 Erase/Write Cycle Data EEPROM Memory, Typical 
o Flash/Data EEPROM Retention: 100 Years 
o Self-Programmable under Software Control 
o Priority Levels for Interrupts 
o 8 x 8 Single-Cycle Hardware Multiplier 
o Extended Watchdog Timer (WDT): 
• Programmable period from 41 ms to 131s 
o Single-Supply In-Circuit Serial Programming. (ICSP.) via Two Pins 
o In-Circuit Debug (ICD) via Two Pins: 
• Drives PWM outputs safely when debugging 
These features along with the ease of programming in either assembly language, 
only 75 instructions in the instruction set, or precompiled high level programming 




Fig. 8.9: PIC®18F4431 modules. 
8.3.1.3.1 Power Control PWMModule 
In PWM mode, this module provides 1, 2 or 4 modulated outputs for controlling 
half-bridge and full-bridge drivers. Other features include auto-shutdown on fault 
detection and auto-restart to reactivate outputs once the condition has cleared. 
The Power Control PWM module simplifies the task of generating multiple, 
synchronized Pulse-Width Modulated (PWM) outputs for use in the control of motor 
controllers and power conversion applications. In particular, the following power and 
motion control applications are supported by the PWM module: 
• Three-Phase and Single-Phase AC Induction Motors 
• Switched Reluctance Motors 
• Brushless DC (BLDC) Motors 
• Uninterruptible Power Supplies (UPS) 
• Multiple DC Brush Motors 
The PWM module has the following features: 
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• Up to eight PWM I/O pins with four duty cycle generators. Pins can be paired to 
get a complete half-bridge control. 
• Up to 14-bit resolution, depending upon the PWM period. 
• On-the-fly. PWM frequency changes. 
• Edge and Center-Aligned Output modes. 
• Single-Pulse Generation mode. 
• Programmable dead-time control between paired PWMs. 
• Interrupt support for asymmetrical updates in Center-Aligned mode. 
• Output override for Electrically Commutated Motor (ECM) operation; for 
example, BLDC. 
• Special Event Trigger comparator for scheduling other peripheral events. 
• PWM outputs disable feature sets PWM outputs to their inactive state when in 
Debug mode. 
8.3.1.3.2 High-Speed 10-Bit A/D Converter 
The high-speed Analog-to-Digital (A/D) Converter module allows conversion of an 
analog signal to a corresponding 10-bit digital number. This module incorporates 
programmable acquisition time, allowing for a channel to be selected and a conversion to 
be initiated without waiting for a sampling period and thus, reducing code overhead. 
This high-speed 10-bit A/D module offers the following features: 
• Up to 200K samples per second 
• Two sample and hold inputs for dual-channel simultaneous sampling 
• Selectable Simultaneous or Sequential Sampling modes 
• 4-word data buffer for A/D results 
• Selectable data acquisition timing 
• Selectable A/D event trigger 
• Operation in Sleep using internal oscillator 
These features lend themselves to many applications including motor control, 
sensor interfacing, data acquisition and process control. In many cases, these features will 
reduce the software overhead associated with standard A/D modules. 
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8.3.1.3.3 Motion Feedback Module (MFM) 
This module features a Quadrature Encoder Interface (QEI) and an Input Capture 
(IC) module. The QEI accepts two phase inputs (QEA, QEB) and one index input 
(INDX) from an incremental encoder. 
The QEI supports high and low precision position tracking, direction status and 
change of direction interrupt and velocity measurement. The input capture features 3 
channels of independent input capture with Timer5 as the time base, a Special Event 
Trigger to other modules and an adjustable noise filter on each IC input. 
The Motion Feedback Module (MFM) is a special purpose peripheral designed for 
motion feedback applications. Together with the Power Control PWM (PCPWM) 
module, it provides a variety of control solutions for a wide range of electric motors. 
The module actually consists of two hardware submodules: 
• Input Capture (IC) 
• Quadrature Encoder Interface (QEI) 
Together with Timer5, these modules provide a number of options for motion and 
control applications. Many of the features for the IC and QEI submodules are fully 
programmable, creating a flexible peripheral structure that can accommodate a wide 
range of in-system uses. 
8.3.2 The isolation 
The electrical isolation between circuits operating at different voltage levels is 
extremely essential. This isolation can be either magnetically or optically. The magnetic 
isolation is accomplished by using specially designed type of transformers called pulse 
transformers. These transformers are designed to work with non-sinusoidal waveforms at 
high frequencies. These transformers have the ability to reproduce the input signal at the 
secondary terminals despite the high frequency. The magnitude of the output signal 
depends on the magnitude of the input signal and the turns-ratio which is a drawback. If 
the design requires the increase of the output signal magnitude, then a new pulse 
transformer is required. Moreover, the pulse transformers are more expensive than the 
optical isolators. The pulse transformer has the advantage of being able to reproduce the 
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input signal which is essential to some applications such as the communication 
applications but not required for the application in hand. 
On the other hand, optical isolators are inexpensive but works as a switch. Opto-
couplers or opto-isolators have an input which is simply a light emitting diode (LED). 
When this LED is forward biased, it operates and produces light. On the output side, 
there is a special bipolar junction transistor (BJT) which enters the saturation region 
when it receives the light and current flows from the collector to the emitter (depending 
on the BJT type NPN or PNP). When the LED is reverse biased, the light is removed and 
the BJT enters the cutoff region. 
So, the opto-couplers transfers the input signal, independent of its shape to the 
output in form of pulses which is very suitable for this application. The main 
characteristics of the opto-couplers are: 
• Isolation voltage 
• Input reverse voltage 
• Collector-emitter voltage 
• Cut-off frequency 
• Rise time 
• Fall time 
Based on the above parameters, the opto-coupler chosen is LTV-827 from LITE-
ON and has the schematic as shown in Fig 8.10. Table 8.1 lists the opto-coupler absolute 
maximum ratings while Table 8.2 lists its electrical and optical characteristics. These 
values are important in deciding the operating conditions of the opto-coupler. 
8 7 6 5 
Wi ~ - w -
1 2 3 
1.3. Anode 5,7. Emitter 
2.4. Ccttiode 6,8. Collector 
Fig. 8.10: Opto-coupler pin and integral connection diagram. 
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Table 8.1: Opto-coupler absolute maximum ratings. 
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Table 8.2: Opto-coupler electrical and optical characteristics. 
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8.3.3 The power electronic components 
The bipolar transistor was the only "real" power transistor until the MOSFET came 
along in the 1970's. The bipolar transistor requires a high base current to turn on, has 
relatively slow turn-off characteristics (known as current tail), and is liable for thermal 
runaway due to a negative temperature co-efficient. In addition, the lowest attainable on-
state voltage or conduction loss is governed by the collector-emitter saturation voltage 
VcE(SAT). 
The MOSFET, however, is a device that is voltage-, and not current-, controlled. 
MOSFETs have a positive temperature coefficient, stopping thermal runaway. The on-
state-resistance has no theoretical limit, hence on-state losses can be far lower. The 
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MOSFET also has a body-drain diode, which is particularly useful in dealing with limited 
free wheeling currents. 
All these advantages and the comparative elimination of the current tail soon meant 
that the MOSFET became the device of choice for power switch designs. Then in the 
1980s the IGBT came along. The IGBT is a cross between the bipolar and MOSFET 
transistors. 
The IGBT has the output switching and conduction characteristics of a bipolar 
transistor but is voltage-controlled like a MOSFET. In general, this means it has the 
advantages of high-current handling capability of a bipolar with the ease of control of a 
MOSFET. However, the IGBT still has the disadvantages of a comparatively large 
current tail and no body drain diode. 
Early versions of the IGBT are also prone to latch up, but nowadays, this is 
completely eliminated. Another potential problem with some IGBT types is the negative 
temperature co-efficient, which could lead to thermal runaway and makes the paralleling 
of devices hard to effectively achieve. This problem is now being addressed in the latest 
generations of IGBTs that are based on "non-punch through" (NPT) technology. This 
technology has the same basic IGBT structure but is based on bulk-diffused silicon, 
rather than the epitaxial material that both IGBTs and MOSFETs have historically used. 
The IGBT technology is certainly the device of choice for breakdown voltages 
above 1000V, while the MOSFET is certainly the device of choice for device breakdown 
voltages below 250V. Between 250 to 1000V, there are many technical papers available 
from manufacturers of these devices, some preferring MOSFETs, some IGBTs. However, 
choosing between IGBTs and MOSFETs is very application-specific and cost, size, speed 
and thermal requirements should all be considered. 
IGBTs have a number of limitations including: 
1. Lower switching speeds in comparison with MOSFETs, which is in part due to 
the tail current effect they exhibit during turn off (see Fig. 8.11). 
2. Higher switching losses compared to MOSFETs, caused by the tail current effect 
(see Fig. 8.11). 
3. Possibility of uncontrollable latch-up (stays-on) under overstress conditions (high 
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Fig. 8.11: MOSFET and IGBT turn-off behavior. 
One of the challenges presently facing designers is the question of which device is 
better. Well, the answer is: IT DEPENDS. The choice of a MOSFET versus an IGBT in 
a given application depends greatly on the application needs and requirements. In 
developing a simple criteria to choose between MOSFETs and IGBTs in a given 
application, the switching frequency and the device's voltage withstand requirement can 
be used. Fig. 8.12 shows the application range of MOSFETs and IGBTs based on the 
above criteria. It is clear that MOSFETs are still the most dominant in low voltage 
(<300V) and low to medium power applications (<10kW) at any switching frequency. As 
the voltage requirements increase, IGBTs become more appealing. However, at higher 
switching frequencies, MOSFETs are still superior due to their faster switching speeds. 
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Fig. 8.12: MOSFET and IGBT operating range. 
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IGBTs have been the preferred device under these conditions: 
• Low duty cycle 
• Low frequency (<20kHz) 
• Narrow or small line or load variations 
• High-voltage applications (>1000V) 
• Operation at high junction temperature is allowed (> 100°C) 
• >5kW output power 
Typical IGBT applications include: 
• Motor control: Frequency <20kHz, short circuit/in-rush limit protection 
• Uninterruptible power supply (UPS): Constant load, typically low frequency 
• Welding: High average current, low frequency (<50kHz), ZVS circuitry 
• Low-power lighting: Low frequency (<100kHz) 
MOSFETs are preferred in: 
• High frequency applications (>200kHz) 
• Wide line or load variations 
• Long duty cycles 
• Low-voltage applications (<250V) 
• < 500W output power 
Typical MOSFET applications include: 
• Switch mode power supplies (SMPS): Hard switching above 200kHz 
• Switch mode power supplies (SMPS): ZVS below 1000 watts 
• Battery charging 
Based on the above, knowing that the working voltage is 208V and current is 8A 
maximum with a switching frequency of 5kHz. The best choice is certainly the 
MOSFET. The chosen MOSFET is from International Rectifier (IRF) part number IFR-
740. It is an N-Channel power MOSFET having the following parameters: 
• Rated Voltage: 400V 
• Rated Current: 10A 
• Resistance: 0.55ft 
Detailed electrical characteristics are as shown in Table 8.3. 
124 







































Turn-on Delay Time 
Rise Time 
Turn-off Delay Time 
Fall Time 
Internal Drain Inductance 
Internal Source Inductance 
Input Capacitance 
Output Capacitance 























































































V D S = 3 2 0 V 
VOS=10V 
VDD=200V 
I D =10A 
Ro=9.in 
RD=20Q 
Betweeu lead 6mm 
(0.25in.) from package 




8.3.4 Gate drivers 
To turn a power MOSFET on, the gate terminal must be set to a voltage at least 10 
volts greater than the source terminal (about 4 volts for logic level MOSFETs). This is 
comfortably above the Vgs(th) parameter. 
One feature of power MOSFETs is that they have a large stray capacitance between 
the gate and the other terminals, CiSs. The effect of this is that when the pulse to the gate 
terminal arrives, it must first charge this capacitance up before the gate voltage can reach 
the 10 volts required. The gate terminal then effectively does take current. Therefore the 
circuit that drives the gate terminal should be capable of supplying a reasonable current 
so the stray capacitance can be charged up as quickly as possible. The best way to do this 
is to use a dedicated MOSFET driver chip. 
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There are a lot of MOSFET driver chips available from several companies. Some 
require the MOSFET source terminal to be grounded (for the lower 2 MOSFETs in a full 
bridge or just a simple switching circuit). Some can drive a MOSFET with the source at a 
higher voltage. These have an on-chip charge pump, which means they can generate the 
22 volts required to turn the upper MOSFET in a full bridge on. Some can supply as 
much as 6 Amps current as a very short pulse to charge up the stray gate capacitance. 
Often a low value resistor is inserted between the MOSFET driver and the 
MOSFET gate terminal. This is to dampen down any ringing oscillations caused by the 
lead inductance and gate capacitance which can otherwise exceed the maximum voltage 
allowed on the gate terminal. It also slows down the rate at which the MOSFET turns on 
and off. This can be useful if the intrinsic diodes in the MOSFET do not turn on fast 
enough. 
8.3.4.1 Peak current drive requirement 
Matching the MOSFET driver to the MOSFET in the application will primarily be 
based on how fast the application requires the power MOSFET to be turned on and off 
(rise and fall time of the gate voltage). The optimum rise/fall time in any application is 
based on many requirements, such as EMI (conducted and radiated), switching losses, 
lead/circuit inductance, switching frequency, etc. 
The speed at which a MOSFET can be turned on and off is related to how fast the 
gate capacitance of the MOSFET can be charged and discharged. The relationship 
between gate capacitance, turn-on/turn-off time and the MOSFET driver current rating 
can be written as: 
<ff = ̂  (8.1) 
Where: 
dT= turn-on/turn-off time 
dV= gate voltage 
C = gate capacitance (from gate charge value) 
/ = peak drive current (for the given voltage value) 
Knowing that Q = Cx V, the above equation can be rewritten as: 
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dT = ^- (8.2) 
/ 
Where: 
Q = total gate charge 
The relationship shown in the equations above assumes that a constant current 
source is being used for the current (i). By using the peak drive current of the MOSFET 
driver, some error will be incurred. 
MOSFET drivers are rated by the driver output peak current drive capability. This 
peak current drive capability is generally given for one of two conditions. Either the 
MOSFET driver output is shorted to ground or the MOSFET driver output is at a 
particular voltage value (usually 4V, as this is the gate threshold voltage at which the 
MOSFET begins to turn on). The peak current rating is also generally stated for the 
maximum bias voltage of the part. This means that if the MOSFET driver is being used 
with a lower bias voltage, the peak current drive capability of the MOSFET driver will be 
lower. 
In the case of the IRF740, the total gate charge is 63nC with a turn-on time of 41 ns 
which give a gate current of 1.53A. The selected gate driver is IRS2186 from 
International Rectifier. It is capable of providing 4A for the MOSFET gate. It has the 
following electrical characteristics as shown in Table 8.4. 
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Sensors are a critical component in a motor control system. They are used to sense 
the current, position, speed and direction of the rotating motor. Recent advancements in 
sensor technology have improved the accuracy and reliability of sensors, while reducing 
the cost. Many sensors are now available that integrate the sensor and signal-conditioning 
circuitry into a single package. 
In most motor control systems, several sensors are used to provide feedback 
information on the motor. These sensors are used in the control loop and to improve the 
reliability by detecting fault conditions that may damage the motor. 
List of the sensors that can be used to feedback information to a microcontroller are 
listed below: 
• Current sensors 
o Shunt resistor 
o Current-sensing transformer 
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o Hall effect current sensor 
• Speed/position sensors 
o Quadrature encoder 
o Hall effect tachometer 
• Back EMF/Sensorless control method 
8.3.5.2 Current sensors 
The three most popular current sensors in motor control applications are: 
• Shunt resistors 
• Hall effect sensors 
• Current transformers 
Shunt resistors are popular current sensors because they provide an accurate 
measurement at a low cost. Hall effect current sensors are widely used because they 
provide a non-intrusive measurement and are available in a small IC package that 
combines the sensor and signal-conditioning circuit. Current-sensing transformers are 
also a popular sensor technology, especially in high-current or AC line-monitoring 
applications. A summary of the advantages and disadvantages of each of the current 
sensors is provided in Table 8.5. 
Table 8.5: Current feedback schemes. 














































Fig. 8.13 shows an example of an AC motor powered by a three-phase inverter 
bridge circuit. This example shows that the composite current of all three Insulated Gate 
Bipolar Transistor (IGBT) circuit legs can be measured with a single shunt resistor, or 
that the current in each individual leg can be determined with three shunt resistors. Fig. 
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8.13 shows a system that uses shunt resistors. However, Hall effect and current sensing 
transformers can also be used to provide the current measurement. 
Current Measurement with 
a Sngie Shunt Resistor 
Current Measurement with 
Three Shunt Resistors 
^SENSE.A . 
•x 
Fig. 8.13: Shunt resistors as current feedback sensors. 
I ^ RSENSE_B ["_ ^ RsENSE.C f ' f 
" c | V o u 
8.3.5.3 Shunt Resistors 
Shunt resistors are a popular current-sensing sensor because of their low cost and 
good accuracy. The voltage drop across a known low value resistor is monitored in order 
to determine the current flowing through the load. If the resistor is small in magnitude, 
the voltage drop will be small and the measurement will not have a major effect on the 
motor circuit. The power dissipation of the resistance makes current shunts impractical 
for measurements of more than approximately 20 amperes. 
The selection criteria of a shunt current resistor requires the evaluation of several 
trade-offs, including: 
• Increasing RSENSE increases the VSENSE voltage, which makes the voltage 
offset (Vos) and input bias current offset (Ios) amplifier errors less 
significant. 
• A large RSENSE value causes a voltage loss and a reduction in the power 
efficiency due to the fxR loss of the resistor. 
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• A large RSENSE value will cause a voltage offset to the load in a low-side 
measurement that may impact the EMI characteristics and noise sensitivity 
of the system. 
• Special-purpose, low inductance resistors are required if the current has a 
high frequency content. 
• The power rating of RSENSE must be evaluated because the I2xR power 
dissipation can produce self heating and a change in the nominal resistance 
of the shunt. 
Special-purpose, shunt current measurement resistors are available from a number 
of vendors. If standard resistors are used, it is recommended that metal-film resistors be 
used rather than wire-wound resistors that have a relatively large inductance. 
8.3.5.4 Quadrature Encoder 
A quadrature encoder can be used to provide the speed, direction and shaft position 
of a rotating motor. A simplified block diagram of an optical quadrature encoder is 
shown in Fig 8.14. The typical quadrature encoder is packaged inside the motor assembly 
and provides three logic-level signals that can be directly connected to the 
microcontroller. 
Motor speed is determined by the frequency of the Channel A and B signals. Note 
that the counts-per-revolution (CPR) depends on the location of the encoder and whether 
motor-gearing is used. The phase relationship between Channel A and B can be used to 
determine if the motor is turning in either a forward or reverse direction. The Index signal 
provides the position of the motor and, typically, a single pulse is generated for every 360 
degrees of shaft rotation. 
The quadrature encoder's speed and direction information can be determined either 
with discrete logic, a quadrature encoder logic IC or a PICmicro® microcontroller. A 
quadrature encoder with 36 positions is used with a truth table as shown in Table 8.6. 
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Fig. 8.14: Simplified block diagram of quadrature encoder. 
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Table 8.6: Quadrature encoder truth table. 
Clockwise Rotation 
Quadrature 2-Bit Code 













































































8.4 Putting it all together 
After selecting the components, the next stage is to build the circuit and fabricate 
the printed circuit board (PCB). Several programs are in the market that can perform this 
task including OrCAD®, Protel and Altium Designer. I used Altium Designer for its 
powerful capabilities in designing the routes and massive components' library. 
After drawing the circuit in the schematic section and choosing the footprint of each 
component, these components are exported to the PCB layout section where the user can 
place them or the program can suggest the placement depending on a certain criteria. 
Then, the program can auto-route the PCB or the user can manually place the routes. The 
circuit schematic as designed in Altium Designer is shown in Fig 8.15. and the final two-
layer PCB is shown in Fig. 8.16. 
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Fig. 8.17: Completed power electronic converter. 
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The PCB was fabricated and the components were soldered in place as shown in 
Fig. 8.17. Then the board was tested. The output of the 3 phase PWM inverter is shown 




CHI 2,00V CH2 Mm M54Wms CHI/0,00V 
Fig. 8.18: PWM complementary output. 









CH1 2.00V CH2 2MV M$,0Oira CHI /0.00V 
Fig. 8.19: PWM outputs shifted 120°. 
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CHI MOV Cm Um M 250ms CH1 / 0.00V 
Fig. 8.20: Output line voltage for resistive load. 




CH1 5.QCV CH2 5,0W M IttOms CH1/33utaV 
Fig. 8.21: Output phase voltage for resistive load. 
8.5 Experimental results 
The main objective is to validate the simulation results obtained in the previous 
chapters as well as to investigate the performance of the DFIG when using the different 
controllers. The controllers considered are those demonstrated in the previous chapters, 
namely, adaptive, fuzzy, and neuro-fuzzy. As shown in chapter 4, the exponential gain 
scheduler gave the best performance so it is the one considered for the adaptive gain 
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scheduler. For comparison, the performance of the above mentioned controllers is 
compared to the conventional PI controller with constant gains. The conventional PI 
controller has a proportional gain of 45 and an integral gain of 22.5. 
All the stator and rotor currents are experimentally measured and recorded using 
Tektronix TDS1002 digital storage oscilloscope. The sampling frequency is 1.25 kHz. 
The microcontroller was programmed to perform the controller tasks and to calculate the 
gains depending on the control scheme whether it is a conventional PI, adaptive, fuzzy or 
neuro-fuzzy. 
Numerous scenarios were considered and for illustration purposes two were chosen 
and will be demonstrated. The first scenario investigates the sub-synchronous operation 
of the DFIG with different controllers while the second scenario investigates the super-
synchronous operation. 
For the first scenario, speed changes from 1200 rpm to 1400 rpm. The resulting 
speed change for each controller is illustrated in Fig.8.22. It can be seen that conventional 
PI controller with constant gain has a rise time of 2.8s with 2% overshoot and 1.5% 
steady-state error while the adaptive PI gain scheduler employing the exponential 
characteristic has a rise time of 2.5s and a settling time of 6s with 1% overshoot and no 
steady-state error. On the other hand, the fuzzy PI gain scheduler has a rise time of 2s and 
a settling time of 3s with no overshoot and no steady-state error while the neuro-fuzzy PI 
gain scheduler has a rise time of 1.5s and a settling time of 2.8s with no overshoot and no 
steady-state error. These results are summarized in Table 8.7. 
For the same scenario, the change in speed increased the stator active power 
production from 780W to 960W while the reactive power produced is kept constant at 
800VARs. This increase in power production increased the stator current as shown in 
Fig. 8.23. At the rotor side, this increase in speed changed the rotor line and phase 















A ^ V * - ^ - — 
— Neuro-Fuzzy Controller 
Fuzzy Logic Controller 
—Adaptive Controller (Exponential c/c) 
Conventional PI (P=45 ,1=22.5) 
L , 1 i 1 1 
Time (s) 
Fig. 8.22: Speed response for sub-synchronous operation. 
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Fig. 8.25: Rotor phase voltage for sub-synchronous operation. 
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Fig. 8.26: Rotor current for sub-synchronous operation. 
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In the second scenario, the speed changes from 1600 rpm to 1900 rpm. The 
resulting speed change for each controller is illustrated in Fig.8.27. It can be seen that 
conventional PI controller with constant gain has a rise time of 3.8s and a settling time of 
4.5s with no overshoot and no steady-state error which is the same performance achieved 
by the adaptive PI gain scheduler employing the exponential characteristic. On the other 
hand, the fuzzy PI gain scheduler has a rise time of 2.5s and a settling time of 4.5s with 
0.6% overshoot and no steady-state error while the neuro-fuzzy PI gain scheduler has a 
rise time of 2.8s and a settling time of 4.5s with no overshoot and no steady-state error. 
These results are summarized in Table 8.8. 
For the same scenario, the change in speed increased the stator active power 
production from 1320W to 1860W while the reactive power produced is kept constant at 
lOOOVARs. This increase in power production increased the stator current as shown in 
Fig. 8.28. At the rotor side, this increase in speed changed the rotor line and phase 
voltages as well as the rotor current as shown in Figs. 8.29 - 8.31 respectively. 
Conventional PI (P=45 ,1=22.5) 
0 1 2 3 4 5 6 7 8 9 O 
Time (s) 
Fig.8.27: Speed response for super-synchronous operation. 
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Fig. 8.30: Rotor phase voltage for super-synchronous operation. 
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Time (s) 
Fig. 8.31: Rotor current for super-synchronous operation. 
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9 Conclusion and Future Work 
9.1 Conclusion 
This work represents contributions in different areas all related to the wind power 
and the increase interest in using DFIG in this particular field. First, the machine is 
modeled. Then, a more accurate model is developed which considers the saturation in the 
main and leakage flux paths. This model proves to be more realistic in simulating and 
predicting the machine behavior. Based on this model, three conference and one journal 
paper are published. Second, the wind driven DFIG system is build. Different control 
techniques are used and investigated. In the beginning, the adaptive control technique 
was employed then fuzzy logic and finally neuro-fuzzy. The results of each have been 
published in either a conference or journal papers. Based on these control techniques, two 
conference and one journal paper are published. Finally, an experimental setup was built, 
the process of selecting the components and the steps of building this experimental setup 
was discussed in details in chapter 8. The control techniques considered in the simulation 
investigations were employed practically through the programming of the 
microcontroller. The experimental results showed that: 
• The developed machine model is accurate in predicting machine behavior 
under transient conditions. 
• Vector control technique when applied at the rotor side of the DFIG is 
extremely efficient in controlling the machine generated active and reactive 
power. 
• Vector control technique can be applied at the rotor side of the DFIG to 
control the machine speed and track the maximum power point curve. 
• The tracking of the maximum power point curve maximizes the annual 
power production of the turbine. 
• Applying the control scheme at the rotor circuit has several advantages. 
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• The control techniques considered in this work definitely gives better 
performance than the conventional PI controller with fixed gains. 
• The complexity of the control system increases from adaptive control, fuzzy 
logic to neuro-fuzzy. As the complexity of the control technique increases, 
better performance is obtained. 
• The system developer should balance the control performance required and 
the complexity of implementing, programming and tuning the control 
system. 
9.2 Future work 
Wind turbines and wind farms are usually located in remote locations. This arises a 
whole set of problems facing the operation and the maintenance of wind farms. 
The work presented here will be the basis to expand the research in wind power in 
different areas. Suggested future research areas are: 
• Developing a monitoring system capable of predicting the failure in the 
major electrical components and preventing them. 
• Developing a technique that employ an intelligent system which is capable 
of protecting the electrical system of the turbine based on current and 
voltage waveforms. 
• Investigate the effect of mechanical system failures on the current and 
voltage waveforms. 
• Based on the previous investigation, a novel protection technique may be 
developed to predict, prevent and pinpoint the location of mechanical 
failures. 
• Improve the performance of the voltage source inverter by investigating new 
switching schemes such as space vector modulation and new converter 
topologies such as multi-level converters. 
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