ABSTRACT The communication links of multi-agent systems (MASs) generate random time delays, which significantly affect accuracy and real-time control. A Markov chain is established at the input end and output end of a communication link to express this time delay and is introduced to asynchronous data fusion at an intelligent location. The influence of random time delays and data fusion on the positioning accuracy and real-time performance is investigated. A distributed fusion simulation system is established based on MASs and employed to simulate the random delay in the fusion of multi-sensor data. Different fusion algorithms are tested by changing the upper boundary of the time delay. The test results indicate the existence of a boundary between the data fusion and the time delay. The fusion accuracies on both sides of the boundary significantly differ. This difference is helpful for selecting sensors and fusion algorithms for different sampling frequencies in multi-agent collaborative control systems, improving the positioning accuracy of the system and effectively controlling computation costs.
I. INTRODUCTION
Research on multi-sensor information fusion has benefited from the application of a large number of sensors in multiagent control systems [1] . The use of different types of sensors with different sampling rates, pretreatment times and random data communication time delays can cause sensor measurement disorder problems at a fusion center [2] , [3] . Out-of-sequence measurements (OOSMs) are generated when the measurement values at earlier times reach the fusion center after the latest measurement value.
Almost all multi-sensor systems, including ground moving target indication radar nets (GMTIs) [4] , [5] , sonar networks [6] , integrated navigation systems [7] , [8] , and multi-agent systems [9] (MASs), experience OOSMs. OOSMs may appear more frequently, which can deteriorate the system performance, especially when measurement values are transmitted to the fusion center via a network with frequent [10] , irregular and transcendental positions of random time delays [11] .
The remainder of this paper is organized as follows: Section 2 presents related studies of communication link random time delays in asynchronous data fusion concerning positioning accuracy and timeliness algorithms. We recall the random time delay in communication links and data fusion concepts and describe the architecture of the system and related methods in Section 3. The simulation model and assumptions are introduced in Section 4, and the results are presented in Section 5. Our conclusions and directions for future studies are presented in Section 6.
II. RELATED STUDIES A. RANDOM TIME DELAY IN COMMUNICATION LINKS
Communication links will generate delays, which are characterized as white noise. Because the controller, the controlled components/actuators, and the sensors are connected via a network, a sensor controller transmission channel of the time delay and a control-execute actuator transmission channel delay, namely, a dual-channel delay, occurs. A delay between two channels also occurs. Abstractly, a dual-channel delay between the knowledge of the body and its command center is shown as Fig. 1 . Two independent Markov chains are used to describe the sensor-controller delay (τ k ) and the controller-actuator delay (d k ) [12] , [13] . We design a simple and practical model according to Fig. 2 . We simultaneously employ the latest delay information received by the controller and send the information to the controller (d k−τ k −1 ) via the net [14] . Existing methods cannot be directly applied to these systems because the jump will also depend on τ k , d k−τ k −1 , and d k . Considering d k−τ k −1 in the analysis and design of the test, the actual situation of the control system of the actual dead circulation network is considered; therefore, this design has significance in the application [15] .
B. MULTI-SENSOR ASYNCHRONOUS DATA FUSION ALGORITHM
The track given in the tracker of each sensor is referred to as the local track, and the system track is formed by the fusion of various local tracks. The distributed fusion structure is shown in Fig. 3 . For each sensor, the tracker generates a local track, and the sensor cycle/non-periodic route local track is sent to the fusion center for fusion.
The track correlation process consists of two steps: track correlation and track state estimation fusion. During track association, the tracks from different sensors are correlated to form the system tracks, each of which corresponds to a single assumed target. After an associated process is given, the state of the track can be estimated by the state of the sensor tracks on the fusion association, and the track fusion usually has two processing structures: sensor-to-sensor track fusion and sensor-to-track fusion [10] .
The fusion center only retains the sufficient statistical target state, namely, the state estimation and its covariance matrix. Sensors usually provide a ''timestamp'' for each measured value to indicate the generation time of the measurement. When the timestamp d is less than the timestamp k, a ''negative time measurement update problem'' arises [16] . Because traditional filtering update algorithms are based on the assumption that ''the measurement of the time sequence and the measurement of the order of arrival are consistent, the OOSM update algorithm is presented because they are no longer applicable to the OOSM update question.
Studies that attempt to solve the problem of OOSM updates address the following issues:
• The OOSM filtering algorithm with discrete times;
• OOSMs in the same condition;
• The single-target case;
• The unknown stochastic delay model;
• OOSMs that use all components with the same delay interval;
• Computation and storage of filtering update algorithms [17] , [18] . The most suitable method for the real-time processing of OOSM filtering is the direct updating method [19] . Using the OOSM and the stored object state sufficient statistics, a new state estimation and its error covariance matrix are obtained by an OOSM filter. The OOSM filtering algorithm can be divided into two categories: backward prediction and forward prediction [20] . The filtering algorithm with forward prediction is primarily based on an information filter, whereas the filtering algorithm with backward prediction is primarily based on a linear minimum variance estimation (LMMSE) criterion. Based on forward prediction, the OOSM algorithm can easily update and modify all state estimations between the OOSM generation time and the arrival time at the fusion center. In addition, it can easily address the OOSM cross. However, the filtering algorithm based on backward prediction has difficulty addressing the previously mentioned problems. The use of information filtering update ideas for sensor measurements with different dimensions is also applicable.
Algorithm A1 [16] considers the nonzero process noise of the OOSM from generation to a usable state; algorithm B1 and C1 [20] are not considered. Zhou noted that a state transition can be divided into two types: ordered state transitions and disordered state transitions. In a continuous discretization model (CDM), the two types of state estimations are the same; however, they differ in the noise direct discrimination model (DDM). Algorithm A1 is only optimal in the DDM and is not optimal in the DCM. Consequently, reference [21] is based on the OOSM optimal update formula 7510 VOLUME 4, 2016 that is used to derive an optimal A1-DDM algorithm in the DDM.
Based on a one-step delay algorithm, a multi-step delay algorithm is developed. Algorithms Zl [22] and Xia [23] are optimal multi-step delay algorithms using the LMMSE criterion and in the DCM. The algorithm is based on the variable a priori information about the OOSM and is developed for the constraint condition in which all necessary information is stored. The algorithm Xia employs the least error covariance trace rule in the computation of the gain. In the calculation of x d|k and P d|k , an optimal smoothing estimation method is used in algorithm Zl, which is not employed in algorithm Xia. Algorithms Bl1, Al1 and Bl [24] are sub-optimal multi-step delay algorithms. Algorithm Bl1 is based on the algorithm B1 framework. The OOSM is expressed as a function of the current state estimation. The ''equivalent OOSM'' is formed, and the cross-covariance between the current state and the equivalent OOSM is calculated. The cross-covariance can be obtained by recursion; however, the recursive process needs to be stored in the last step of the filter gain and measurement matrix, and a large amount of computation is required. Algorithm Al1 is achieved by A1 after the measurement between the generation and the arrival is expressed as a single ''equivalence''. Challa et al. [25] presented a Bayesian basis for an ''equivalence measurement''. Algorithm Bl1 is an approximate version of algorithm Al1 and assumes that the noise of the backward prediction process is zero, which significantly reduces the computational burden. Compared with algorithms Bl1 with Al1, the performance loss rate is only 1%.
In a standard tracking problem, by measuring the order update path tracking state to achieve the optimum solution, an early bias and a large number of measured values sometimes have to be deleted to update the tracking path state. To determine which measurement deviation is larger, we need to re-screen and recalculate the value of the new path state and compare it with previously measured values. The state is subsequently removed to optimize the results. In real systems, only the state estimates and associated covariance are accessible, and past measurements that are employed in the tracker are not stored [26] .
Recently, this problem was solved in reference [27] using a one-step procedure. The one-step approach is based on an equivalent measurement. The idea of an equivalent measurement [28] - [30] has been extensively applied in target tracking problems (for both state estimation and track fusion) when a Kalman filter is used.
In this paper, the optimal algorithm for the removal of OOSMs from tracks is based on the IF-equivalent measurement [31] and a multiple linear regression algorithm is employed as the core algorithm.
The influence of the random delay is corrected by the accurate measurement, and a high-precision track can be obtained by preserving the historical data (an advantage is that more accurate results that can be subsequently employed are obtained; a disadvantage is that additional space is required, and the computational burden is large) or use of a regression function (an advantage is the small memory requirement; a disadvantage is that the accuracy can be easily affected). Although it will increase the pressure on the communication network, even if only the feedback of the fitting function is employed, this type of prediction fusion feedback to the sensor can also correct the measurement error.
C. TARGET TRACKING ALGORITHM BASED ON CAMShift
Use the camera to obtain the target area (region of interest, ROI) to obtain the location information about the agent. This paper adopts a Kalman filter combined with the continuously adaptive mean-shift (CAMShift) tracking algorithm [32] . The Kalman filter has the function of prediction and can overcome some obscured targets and mutual interference between two targets to predict the location of the object [33] . CAMShift can effectively solve the problem of target deformation and occlusion without excessive requirements of system resources and high time complexity.
A monochrome image calibration board is installed on the agent to improve the tracking precision. A monochrome image can reduce the computation cost to satisfy real-time demands and can identify the four targets to satisfy the test requirements; the calibration board is shown in Fig. 4 . The image centroid is C, S (x, y) is the pixel coordinates for the target and T is the pixel coordinate in the projections. The CAMShift algorithm is described in Fig. 5 . And the results are shown in Fig.6 .
The resolution (640×480), the distortion and the influence of ambient illumination. The target centroid has approximately 1∼1.5 cm error (approximately 5%), which is identified by a single camera. The realization of the algorithm is discussed by LI [34] .
III. HYBRID CONTROL OF MAS ARCHITECTURE
The architecture of the multi-agent hybrid control system is shown in Fig. 7 . The system is composed of two partsthe client and the server-which constitute the structure of a distributed client/server (C/S) system [35] . The system consists of seven sublayers from top to bottom. The bottom layer is the decision-making layer, which is responsible for providing macro scheduling and the user decision-making interface. Users can indirectly interface with the action of the VOLUME 4, 2016 agent through this layer. The central control system is composed of a data fusion processor (DFP) and an agent agency server (AAS). The AAS holds the detailed status information of all agents and provides basic information, such as positioning, tracking, navigation control, group control and other functions. Because the position information of an intelligent body is the basis of a system decision, the DFP is also placed in this layer. The middle layer of the server is composed of a communication layer and a data processing layer. The iCommunication layer facilitates information exchange with the outside via different gateways and equipment, such as Ethernet, WLAN and dedicated hardware interfaces (RS232-WiFi converter). The data processing layer is responsible for data interpretation. The part between the client and the server is referred to as the front-end control system, which cooperates with the iCommunication layer and is responsible for the information exchange between the client and the server. A client that is a hybrid of virtual and real intelligent control systems exists. The actual agent can be directly connected to the system via the front-end control system, whereas the virtual agent accesses the system via a multi-agent simulation system (MASS). The communication between each layer constitutes a communication link. The stability of the communication link, especially the communication delay, affects the operation of the system, such as positioning and navigation.
The MASS has three basic functions: (1) A graphical display system based on a grid map that expresses the terrain environment information and agent in an abstract manner, (2) The ability to map an agent of the real world to the user interface (UI) in a manner that is easy for decision makers and other users to observe and control, and (3) An analog signal that can be transmitted to the server in a controllable manner by generating the analog agent signal. In this paper, we examine the random delay of the location information and boundary control.
The main goal of this system is to provide a simulation and control platform for the accurate positioning and realtime control of heterogeneous MASs. Multi-sensor positioning can effectively improve the positioning accuracy of an intelligent control system. Multi-sensor positioning involves a data fusion problem, in which the main research interest is synchronous fusion, which synchronously measures the target and transmits the data to the fusion center. However, various sensors have different sampling rates, inherent hysteresis and communication lag, which can cause asynchronous fusion of multi-sensor information. In addition, asynchronous fusion is divided into in-sequence measurement asynchronous fusion (ISM) and out-of-sequence measurement asynchronous fusion (OOSM). Because the sensor-controller and controller-sensor on both sides of the communication link generate random time delays, nonsequential measurement asynchronous fusion is more common. In the following section, the effect of the improved OOSM algorithm and the random delay of the communication link on data fusion are introduced. Pseudocode 1 is shown in the simplified system flow chart.
A. CAUSES OF NONSEQUENTIAL MEASUREMENT PROBLEMS
In target tracking systems, measurements are usually collected in the ''scan'' or ''frame'' and subsequently transferred to a processing center. The target motion equation of state is usually defined as continuous-time or discrete based on general requirements-when using discrete times, the measuring transducer for each measurement provides a ''timestamp''. Multi-sensor centralized tracking systems from all sensors are measured at a single center for processing. Different sensors send scans or frames to the center. Due to the high data rate, the network transmission of random time lags and the pretreatment time sensor, measurements are sent at an earlier time with the same target measurement delay; data are likely to be received at a later time by the fusion centers, which represents nonsequential measurements.
This situation, even in the absence of communication time delays when scanning or using frames, may also occur. For example, scanning sensor 1 j contains the time interval for [t 1,j−1 , t 1,j ], and sensor 1 l contains the time interval for [t 2,l−1 , t 2,l ], where
The two time intervals have a certain degree of overlap. Data from each sensor at the end of each scan are sent to a central processor. In this manner, l scan measurements from sensor 2 will originate from sensor 1 j scans after the measurement is received. If sensor 2 is near l, it begins a scan from a measurement of the same target, where
Then, measurements from time t 2 (older) will arrive after measurements from time t 1 information processors. Sensor measurements arrive in a nonsequential manner to the fusion center.
In target tracking systems, fusion centers often track sufficient statistical state estimates and the corresponding covariance matrix. When measuring a lag when they arrive, therefore, the fake timestamp for t d in the target after the status has been updated to point t k > t d would experience the moments of the ''early'' measure t d to update the current state t at the time of issuance. This situation is very common in a real multi-sensor system ''negative timing measurement update'' problem because t d −t k is negative; it is always assumed to be negative in a standard filter problem. When the standard filter cannot be directly applied, a new filtering algorithm must be constructed.
B. MATHEMATICAL DESCRIPTION OF THE OOSM PROBLEM
Consider tracking a moving target, where its dynamic equation can be expressed as a stochastic differential equation
were x(t) ∈ R n and A (t) are the coefficient matrixes of appropriate dimension, and ξ (t) is a zero mean covariance matrix of a unit increment Wiener process. The establishment of the corresponding state transition matrix (t, s) is A (t), and T is the sampling period of the fusion centers. Then, the sampling of (3) of the described continuous-time linear system is given as
where
k represents t k discrete-time indicators (t k = kT ), and
According to the nature of stochastic integrals, which are obtained by the process noise, w k,k−1 are zero-mean Gaussian white noise sequences, where the covariance matrix is as follows:
The sensor measurement equation is
Among them, the measurement noise {v k } has a mean value of zero, and the covariance matrices for R k are white noise sequences.
In addition, the initial moment of the assumed target motion falls between the noise and the isolated measured noise. From moment t d , the measurement z d for step l backward satisfies
where 1 ≤ l ≤ s, s denotes the sensor measurement fusion center, and the maximum lag time is attained. For 1 ≤ l ≤ s, s denotes the sensor measurement fusion center's maximum lag time of arrival. Similar to (10) where d denotes the moment t d of the discrete timestamp. This expressions can be rewritten according to the backward difference
k,d occurs after the state transition matrix. The problems that need to be solved are as follows:
The measurement set t k is accumulated for
Then, the moments-earlier measurement of t d (now represented by the discrete timestamp d) is as follows:
In the calculation of (12), the state is estimated to have been attained. We employ the previous measurement (14) to update this estimate, which is calculated aŝ
Constructing the OOSM algorithm according to chapter 3.2, this paper chooses the Optimal Removal of OOSM algorithm [27] , which requires less storage space (it does not need to store all measured values) and has a lower computational complexity (advantageous to restricted systems, such as embedded systems, for calculations), as shown in Fig. 8 . In this section, the structure of a multi-agent hybrid control system is presented. The front-end hybrid control system is not only directly related to the actual agent but also connected to the virtual agent via the MASS. The multi-layer structure forms a bidirectional communication link between the client and the server. Using a Markov chain to manage the random time delay on both sides of the sensor-controller and the controller-sensor in the communication link, the time delay boundary is controlled from the data to the data fusion center, which will affect the positioning accuracy and realtime performance of the system.
IV. SIMULATION MODEL AND ASSUMPTIONS
The distributed discrete event simulator was constructed to assess the impact of the stochastic time-delay on the accuracy of real-time and asynchronous data fusion. The simulator uses a grid map to show the basic shape of the site, including the doors, obstacles and walls. Using an Octree network to simplify the possible directions of the agent (limited to eight directions), the agent moves according to the set trajectory [36] . The model has one exit and eight L-shaped corridors (reduces the complexity, where the agent is not allowed to enter), as shown in Fig. 9 . First, the agent and the location of the sensor are fixed. Three position sensors are used to enable at least two position sensors to detect a moving agent (target recognition and tracking method described in section 2.3). The motion rate is 0.1 m/s, the sensor sampling rate ranges from 4800-115200 bytes/s, and a packet has 12 bytes (the address space is 4 bytes, the direction is 2 bytes, and the speed 4 bytes). The agent moves according to the set trajectory.
The hybrid model was simplified, as shown in Fig. 4 , and the system was simplified for the simulation model. This model includes four parts: the data sources, the sensors, the data integration server and the network. The transmission parts are real, and the data source is accurate and controllable in the simulation. The simulation model diagram is shown in Fig. 10 .
The simulation model of the task processing consists of three processes:
(1) Simulation data source composed of T1 and the data sensor server (DSS) from part 1. The DSS contains the exact equation of the moving objects, which provides error-free target track information. (2) Track information request 2 and the response process 3 formed by the DSS and the sensors, which are used to simulate movements. The error is primarily incurred from the network random delay of 2, 2, in the local simulation (localhost when the randomness of the delay is reduced to an undetectable delay, that is, 100ns). (3) The sensors transmit location data 4 to the data fusion server (DFS), which performs the data fusion. For the 44 department points, the actual application value of the nonlinear network control system model can be demonstrated using real random network delays and a simulation device combined with the ''pseudo random delay'' and the ''noise generation device'', as shown in Fig. 10 .
The addition of a ''pseudo random delay'' and a ''noise generation device'' to the real random network delay and simulation device from part 4 in Fig. 11 constitutes a nonlinear network control system model.
The DSS is used to simulate the observation object target (T1), which is divided into two modes: linear movement and nonlinear movement. To further simplify the movement model, the vector data observed by the sensor are converted into the rate changes of the object. The task processing flowchart of the DSS server is shown in Fig. 8 .
The core of the DSS is the socket message response in thread management, which is divided into three sections: 1 Initialize the system, which records the start time of the system.
2 Request capture and answer. If the client (the sensor) requests location information from the DSS at a low rate (T > 200ns), the DSS traps the request using a low-latency interrupt and handles these requests. Then, the calculations required by part 2 are reduced. The time delay is not perceived in the current lock monitors (delay <20 ns);
3 Simulate the dynamic equations of motion. The correct reply message format of the DSS is TimeNow.Ticks; Position and SensorId (SensorIP), where TimeNow.Ticks is used for the standard path, the time alignment and the compensation of the sensors and DFS. 
V. RESULTS AND DISCUSSION
We evaluate the positioning accuracy and real-time performance according to the random time delay and OOSM. We designed an experiment that consists of three groups of tests, as shown in Fig. 12, Fig. 13 and Fig. 14: the effect on the fusion accuracy from the upper bounds of the random delay, the effect on the fusion accuracy by the double Markov chain, and a comparison for the same random delay bounds of the two fusion accuracies. Performance borders with rapid changes appear in all tests. For example, near the delay bound at 100 ms, the accuracy of the data fusion rapidly declines, and the upper bounds have a smaller effect on the precision. This situation is dependent on whether the VOLUME 4, 2016 data fusion unit can collect sufficient data. If the sensor can deliver timely information, it will achieve high fusion precision. The increase in the random delay indicates that the data sampling period will increase. If the data sampling rate and fusion period increase, then the change in fusion accuracy will slowly occur during long fusions.
As shown in Fig. 13 , the fusion center receives large amounts of sensor data when the delay is low and the fusion accuracy is high.
The random delay inhibited by the Markov chain is used to forecast the data process, which improves the fusion accuracy. Because the resolution of the detector is only 1 ms, the delay exhibits large errors and fluctuations. The fluctuation increases when the suppressor is not used.
If the target speed is fixed with a short time delay (such as <100 ms), multiple sets of target position data per unit time can be collected. Therefore, to obtain high accuracy the fusion algorithm should be adopted.
At the resolution (640 × 480), distortion and the influence of ambient illumination are observed. The error in the target centroid approximately ranges from 1-1.5 cm (approximately 5%) is identified by single camera. This effect is magnified to the range 4-5 cm (10-15%, the sensors and the target distance is approximately 10 mčľ with assembly errors of the mechanical device.
An increase in the time delay to an interval of approximately 100-150 ms causes the fusion accuracy to gradually decline (reduce approximately 5%) due to the number of samples per unit time. The tracking accuracy is maintained at a high level (approximately 90%) using a Kalman filter to predict the trajectory. The system requirements are not satisfied in real-time conditions due to a large time delay, which is not the focus of this paper. This tracking accuracy range changed when the target movement speeds changed (reduced to 0.05 m/s, increased to 0.15 m/s) and other conditions remained. These changes are shown in Fig. 14.
Different movement rates and the tracking accuracy exhibit a losing trend: when the speed increases, the distance per unit of time increases; inadequate sampling causes a losing trend shifts to the left, which averages approximately 1.26% precision while decreasing speeds, sampling to achieve full protection, the losing trend shifts to the right and slowly decreases, tracking accuracy is improved by an average of approximately 2.3%.
The comparison of the two fusion algorithms shown in Fig. 14 indicates that the optimization method obtains a better accuracy and the suppressor obtains a better effect with the random delay.
VI. CONCLUSIONS AND FUTURE STUDIES
In this paper, we constructed a multi-agent hybrid control system, which has a closed-loop control system for multiple communications. In the communication link sensorcontroller and controller-sensor part, Markov chains were employed as a suppressor of delay to describe the time delay, and the delay control is introduced to the agent positioning and navigation in the asynchronous data fusion. A simulation model is constructed to evaluate the random time delay effect on data fusion, that is, the influence on the different data fusion algorithms are based on the existence of a delay suppressor. The test results indicate that the time delay controller improved the data fusion accuracy. With increased delay and a fusion precision of 100 ms as a boundary, two trends are presented. A lower delay is helpful for improving fusion precision; however, when the time delay >100 ms, the fusion accuracy is decreased and does not show a rapid change with an additional decrease in the time delay. The process for this type of change is helpful in selecting the sensor and fusion algorithm for different sampling frequencies in multiagent cooperative control. It can effectively improve the system precision and control the computational costs of the system.
Although some achievements have been noted in this research, the following problems require further attention:
(1) In the current test, the agent is relatively constant with a low speed, and data fusion at different speeds and directions is not completely considered. (2) Network delay will affect the stability of the control system; therefore, stability analysis of the OOSM filtering algorithm and the stability of the real-time control system after applying the OOSM algorithm need to be deeply studied [37] . (3) The data are completely contained in a single-packet transmission control system. In a multi-packet transmission control system, data are divided into numerous data packets for transmission. When data packets are sent from the source node to the destination node, some data packets will be disordered, and different data packets will arrive at different times in varying order [38] . Therefore, the OOSM filter update problem with different delay time intervals requires additional investigation. (4) Currently, an effective method for OOSM adaptive selective fusion does not exist. If we can learn from other methods (such as sensor management methods) to determine the appropriate OOSM effectiveness evaluation method, then the practicality of the OOSM selective fusion method will become apparent.
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