Convergence of the solutions of the equation y˙(t)=β(t)[y(t−δ)−y(t−τ)] in the critical case  by Diblík, Josef & Růžičková, Miroslava
J. Math. Anal. Appl. 331 (2007) 1361–1370
www.elsevier.com/locate/jmaa
Convergence of the solutions of the equation
y˙(t) = β(t)[y(t − δ) − y(t − τ)] in the critical case
Josef Diblík ∗, Miroslava Ru˚žicˇková
Department of Applied Mathematics, Faculty of Science, Žilina University,
Hurbanova 15, 010 26 Žilina, Slovak Republic
Received 6 March 2005
Available online 1 November 2006
Submitted by T. Krisztin
Abstract
We study the asymptotic behavior of the solutions of the first order differential equation containing two
delays
y˙(t) = β(t)[y(t − δ) − y(t − τ )]
with β : [t0 − τ,∞) → R+, τ > δ > 0. The convergence of all solutions is characterized by the existence
of a strictly increasing bounded solution. A critical case is found for the coefficient function β. For coef-
ficients below the critical function a strictly increasing and bounded solution is constructed, and thus the
convergence of all solutions is shown. Relations with known results are discussed, too.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. The aim of the contribution
We study the asymptotic behavior of the solutions of a linear homogeneous differential equa-
tion with two delayed terms
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as t → ∞. In (1) we assume δ, τ ∈ R+ := (0,+∞), τ > δ, β : I−1 → R+ is a continuous func-
tion, I−1 := [t0 − τ,∞), t0 ∈R. Set I := [t0,∞). Throughout the paper the symbol “ ˙” denotes
the right-hand derivative. Similarly, if necessary, the value of a function at a point of I−1 is
understood as the value of the corresponding limit from the right.
The main results concern the asymptotic convergence of all solutions of Eq. (1). We espe-
cially deal with the so called critical case (with respect to the function β) which separates the
case when all solutions are convergent and the case when there exist divergent solutions. When
β is the constant function then this critical case is represented by the value β := (τ − σ)−1. Be-
sides, the proof of the results is based on the comparison of solutions of Eq. (1) with solutions
of an auxiliary inequality which formally copies Eq. (1). At first, we prove that, under certain
conditions, Eq. (1) has a strictly increasing convergent solution. Then we extend this statement
to all the solutions of Eq. (1). Moreover, in the general case the convergence of all solutions is
characterized by the existence of a strictly increasing bounded solution.
The problem concerning asymptotic convergence of solutions of delayed differential equa-
tions is a classical one. But recently, the problem of asymptotic convergence or divergence of
solutions of linear delayed equations has received much attention. Let us mention at least in-
vestigations [1–11]. Comparing the known investigations with the results presented we can see
that our results can be applied when we deal with the so called critical case and give more exact
sufficient conditions for this case.
The contribution is organized as follows: In Section 2 an auxiliary inequality is studied and
the relationship of its solutions with solutions of Eq. (1) is established. The existence of strictly
increasing and convergent solution of Eq. (1) is established in Section 3. Section 4 contains
results concerning convergence of all the solutions of Eq. (1). Open problems and related known
results are discussed in Section 5.
1.2. Some definitions
Let C := C([−τ,0],R) be the Banach space of continuous functions mapping the interval
[−τ,0] into R equipped with the supremum norm.
Let ν ∈ I be given. The function y : [ν − τ,∞) → R is said to be a solution of Eq. (1) on
[ν − τ,∞) if y is continuous on [ν − τ,∞), continuously differentiable on [ν,∞) and satisfies
Eq. (1) for t ∈ [ν,∞).
For the given ν ∈ I , ϕ ∈ C we say that y(ν,ϕ) is a solution of Eq. (1) through (ν,ϕ) (or that
y(ν,ϕ) corresponds to the initial point ν), if y(ν,ϕ) is a solution of Eq. (1) on [ν − τ,∞) and
y(ν,ϕ)(ν + θ) = ϕ(θ) for θ ∈ [−τ,0].
2. Auxiliary inequality
The auxiliary inequality
ω˙(t) β(t)
[
ω(t − δ) − ω(t − τ)] (2)
will play an important role in the analysis of Eq. (1). Let ν ∈ I and A > 0 be given. The function
ω : [ν − τ, ν + A) → R is said to be a solution of (2) on [ν − τ, ν + A) if ω is continuous
on [ν − τ, ν + A), continuously differentiable on [ν, ν + A) and satisfies inequality (2) for
t ∈ [ν, ν + A).
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In this part we will derive some properties of the solutions of inequalities of the type (2) and
we will compare the solutions of (1) with those of inequality (2).
Lemma 1. Let ϕ ∈ C be strictly increasing (nondecreasing, strictly decreasing, nonincreasing)
on [−τ,0]. Then the corresponding solution y(t∗, ϕ)(t) of (1) with t∗ ∈ I is strictly increasing
(nondecreasing, strictly decreasing, nonincreasing) on [t∗ − τ,∞), too. If ϕ is strictly increasing
(nondecreasing) and ω : I−1 → R is a solution of (2) with ω(t0 + θ) = ϕ(θ), θ ∈ [−1,0], then ω
is strictly increasing (nondecreasing) on I−1.
Proof. This is clear from (1), (2) and from β > 0, τ > δ > 0. 
Theorem 1. Suppose that ω(t) is a solution of inequality (2) on I−1. Then there exists a solution
y(t) of (1) on I−1 such that the inequality
y(t) ω(t) (3)
holds on I−1. In particular, a solution y(t0, φ) of Eq. (1) with φ ∈ C defined by the relation
φ(θ) := ω(t0 + θ), θ ∈ [−τ,0], (4)
is such a solution.
Proof. Let ω(t) be a solution of inequality (2) on I−1. We show that the solution y(t) :=
y(t0, φ)(t) of (1) satisfies inequality (3), i.e.
y(t0, φ)(t) ω(t) (5)
on I−1. Define on I−1 the continuous function W(t) = ω(t) − y(t). Then W = 0 on [t0 − τ, t0],
and W is a solution of (2) on I−1. Lemma 1 implies that W is nondecreasing. Consequently,
ω(t) − y(t) ω(t0) − y(t0) = 0 for all t  t0. 
Remark 1. The statement of Theorem 1 can be improved. Namely, choosing a modified function
instead of the initial function (4)
φλ(θ) := ω(t0 + θ) + λθ + λ, θ ∈ [−τ,0],
with the constant λ > 0 we get the stronger inequality instead of the inequality (3)
y
(
t0, φλ(θ)
)
(t) < ω(t)
on I−1.
Remark 2. Let us note that the affirmation, opposite in a sense with the statement of Theorem 1
and Remark 1 is obvious. Namely, if a solution y(t) of (1) on I−1 is given, then there exists a
solution ω(t) of inequality (2) on I−1 such that the inequality
ω(t) y(t)
holds on I−1, since it can be put ω(t) ≡ y(t). Moreover, if we put, e.g. ω1(t) ≡ y(t) − 1, then
ω1(t) < y(t)
on I−1.
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Let us consider an inequality of the type (2)
ω˙∗(t) β1(t)
[
ω∗(t − δ) − ω∗(t − τ)] (6)
where β1 : I−1 → R+ is a continuous function satisfying β1(t)  β(t) on I−1. The following
comparison lemma will be used in the proof of Theorem 4 below.
Lemma 2. Let the inequality (6) have a nondecreasing positive solution on I−1. Then this solu-
tion is a solution of the inequality (2) on I−1, too.
Proof. Let ω∗ be a nondecreasing solution of inequality (6) on I−1. Then
ω˙∗(t) β1(t)
[
ω∗(t − δ) − ω∗(t − τ)] β(t)[ω∗(t − δ) − ω∗(t − τ)].
Consequently, the function ω := ω∗ solves the inequality (2), too. 
2.3. A solution of the inequality (2)
It is easy to get a solution of inequality (2) in an exponential form. We will indicate this form
in the following lemma. This auxiliary result will help us to derive concrete sufficient conditions
for the existence of strictly increasing and convergent solution of Eq. (1) (see Theorem 4 below).
Lemma 3. Suppose that there exists a function ε : I−1 →R, continuous on I−1 \ {t0} with at most
first order discontinuity at the point t = t0 and satisfying the inequality
ε(t) + exp
[
−
t∫
t−τ
ε(s)β(s)ds
]
 exp
[
−
t∫
t−δ
ε(s)β(s)ds
]
(7)
on I . Then there exists a solution ω(t) = ωe(t) of inequality (2), defined on I−1, and having the
form
ωe(t) := exp
[ t∫
t0−τ
ε(s)β(s)ds
]
. (8)
Proof. Inequality (7) follows immediately from inequality (2) for ω = ωe. 
3. Existence of a convergent solution of Eq. (1)
In this part we indicate sufficient conditions for the existence of a convergent solution of
Eq. (1). At first let us give two obvious statements concerning convergence. From Theorem 1
and Lemma 1 we immediately get
Theorem 2. Suppose that ω(t) is a strictly increasing and bounded solution of (2) on I−1. Then
there exists a strictly increasing convergent solution y(t) of (1) on I−1.
From Lemma 1, Theorem 1 and Lemma 3 we get
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the first order discontinuity at the point t = t0 satisfying
∫∞
ε(s)β(s)ds < ∞, and the inequal-
ity (7) on I . Then the initial function
ϕ(θ) = exp
[ t0+θ∫
t0−τ
ε(s)β(s)ds
]
, θ ∈ [−τ,0],
defines a strictly increasing and convergent solution y(t0, ϕ)(t) of (1) on I−1 satisfying the in-
equality
y(t) exp
[ t∫
t0−τ
ε(s)β(s)ds
]
on I .
Supposing that function β can be estimated by a suitable function we will prove that (1) has a
convergent solution.
Theorem 4. Suppose that there exists p > 1 such that the inequality
β(t) 1
τ − δ −
p(τ + δ)
2(τ − δ)t (9)
holds for all t ∈ I−1. Then there exists a strictly increasing and convergent solution y(t) of (1)
as t → ∞.
Proof. Let us verify that the integral inequality (7) has (for every sufficiently large t) a solution
ε such that
∞∫
ε(s)β(s)ds < ∞.
We put in inequality (7)
β(t) := 1
τ − δ −
p∗
2t
, ε(t) := 1
tα
, (10)
with p∗ > 0 and α > 1. Then the right-hand side R(t) of (7) equals
R(t) ≡ exp
[
−
t∫
t−δ
ε(s)β(s)ds
]
= exp
[
−
t∫
t−δ
1
sα
[
1
τ − δ −
p∗
2s
]
ds
]
= exp
[
− 1
τ − δ
[
s−α+1
−α + 1
]t
t−δ
+ p
∗
2
[
s−α
−α
]t
t−δ
]
= exp
[
1
(τ − δ)(α − 1)
[
t−α+1 − (t − δ)−α+1]− p∗
2α
[
t−α − (t − δ)−α]].
Now we asymptotically decompose terms (t − δ)−α+1 and (t − δ)−α in R(t) for t → ∞ with
sufficient accuracy for further application. The symbol O used below is the Landau order symbol.
We get
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[
1
(τ − δ)(α − 1)
[
t−α+1 − t−α+1
(
1 − (−α + 1)δ
t
+ (−α + 1)(−α)δ
2
2t2
+ O
(
1
t3
))]
− p
∗
2α
[
t−α − t−α
(
1 − (−α)δ
t
+ O
(
1
t2
))]]
= exp
[
1
(τ − δ)(α − 1)
[
(−α + 1)δ
tα
− δ
2(−α + 1)(−α)
2tα+1
]
+ p
∗δ
2tα+1
+ O
(
1
tα+2
)]
.
Decomposing the exponential function we finally get
R(t) = 1 − δ
(τ − δ)tα −
αδ2
2(τ − δ)tα+1 +
p∗δ
2tα+1
+ O
(
1
tα+2
)
+ O
(
1
t2α
)
.
Similarly, decomposition of the left-hand side L(t) of (7) leads to
L(t) ≡ ε(t) + exp
[
−
t∫
t−τ
ε(s)β(s)ds
]
= 1
tα
+ 1 − τ
(τ − δ)tα −
ατ 2
2(τ − δ)tα+1 +
p∗τ
2tα+1
+ O
(
1
tα+2
)
+ O
(
1
t2α
)
.
Comparing L(t) and R(t), we can see that for L(t)R(t) it is necessary to compare the coef-
ficients of the terms t−(α+1) because the coefficients of the terms t0 and t−α are equal. It means
we need the inequality
− ατ
2
2(τ − δ) +
p∗τ
2
> − αδ
2
2(τ − δ) +
p∗δ
2
or
p∗ > ατ + δ
τ − δ .
Put p∗ = p(τ + δ)/(τ − δ). Then previous inequality holds for p > α, i.e. for p > 1. Conse-
quently the function β defined by (10) has the form
β(t) = 1
τ − δ −
p(τ + δ)
2(τ − δ)t (11)
with p > 1 and for the function ωe defined by formula (8) we have
ωe(t) := exp
[ t∫
t0−τ
ε(s)β(s)ds
]
= exp
[ t∫
t0−τ
1
sα
(
1
τ − δ −
p(τ + δ)
2(τ − δ)s
)
ds
]
. (12)
Function ωe is (under supposition that t0 is sufficiently large) a positive solution of the integral
inequality (2) and, moreover, it is easy to verify that ωe(∞) < ∞ since α > 1. Let us show that
this solution solves every inequality of type (2) (perhaps starting with a different value t0) if the
fixed by formula (11) function β is changed by arbitrary function β satisfying inequality (9).
This statement is a straightforward consequence of Lemma 2 if in its formulation
β1(t) := 1 − p(τ + δ)
τ − δ 2(τ − δ)t
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ω := ωe, defined by (12), we conclude that there exists strictly increasing and convergent solution
y(t) of (1) as t → ∞ satisfying inequality
y(t) < ωe(t)
on I−1 (with a sufficiently large value t0). 
4. Convergence of all solutions
In this part we give results concerning the convergence of all the solutions of Eq. (1). At first
we use inequality (9) to state convergence of all the solutions.
Theorem 5. Suppose that there exists p > 1 such that inequality (9) holds for all t ∈ I−1. Then
all the solutions of Eq. (1) are convergent as t → ∞.
Proof. At first we prove that every solution defined by a monotone initial function is convergent.
We will suppose that a strictly monotone initial function ϕ ∈ C is given. For the definiteness, let ϕ
be strictly increasing or nondecreasing (the case when it is strictly decreasing or nonincreasing
can be considered similarly). By Lemma 1, the solution y(t0, ϕ) is monotone (either strictly
increasing or nondecreasing). In the following we will prove that y(t0, ϕ) is convergent.
Since Theorem 4 holds, then there exists strictly increasing and convergent solution y = Y(t)
of Eq. (1) on I−1. Without loss of generality we suppose y(t0, ϕ) ≡ Y(t) on I−1 since in the op-
posite case we can choose another initial function. Moreover, we can suppose that both solutions
y(t0, ϕ) and Y(t) are continuously differentiable on I−1. In an opposite case we can start our
reasoning with the interval I instead of I−1, i.e. we can change t0 − τ with t0 and t0 with t0 + τ .
Similarly, without loss of generality we can suppose that Y˙ (t) > 0, t ∈ [t0 − τ, t0]. Hence there
is k > 0 such that Y˙ (t) − ky˙(t) > 0 on [t0 − τ, t0]. Then Lemma 1 yields that Y − ky is strictly
increasing. Thus
Y(t) − ky(t) > Y(t0) − ky(t0),
and
y(t) <
1
k
(
Y(t) − Y(t0)
)+ y(t0)
is a bounded function for all t > t0.
Summarizing the previous part we state that every monotone solution is convergent. It remains
to consider a class of all nonmonotone initial functions. For behavior of a solution y(t0, ϕ),
generated by a nonmonotone initial function ϕ ∈ C we have two possibilities: y(t0, ϕ) is either
eventually monotone and, consequently, convergent, or y(t0, ϕ) is eventually nonmonotone.
In the following we use the known fact that every absolutely continuous function can
be decomposed into a difference of two strictly increasing absolutely continuous func-
tions [12, p. 315]. Supposing that an initial (nonmonotone) function ϕ ∈ C is absolutely continu-
ous on interval [−τ,0] we can decompose it on the interval [−τ,0] into a difference ϕ = ϕ1 −ϕ2
of two strictly increasing absolutely continuous functions ϕ1 ∈ C, ϕ2 ∈ C. In accordance with
previous part of the proof, every function ϕi , i = 1,2, defines a strictly increasing convergent
solution y(t0, ϕi). Now it becomes clear that the solution y(t0, ϕ) is convergent. For the com-
pleting of the proof it remains to prove that, without loss of generality, we can restrict the set of
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the solution y(t0, ϕ) defined by ϕ ∈ C and if necessary, every time without loss of generality we
can change t0 − τ with t0 and t0 with t0 + τ since on interval [t0, t0 + τ ] the solution has finite
derivative. At the end we remark that any function satisfying the Lipschitz condition on interval
[a, b] is here absolutely continuous [12, p. 313]. 
Tracing the proof of Theorem 5 we can see that the inequality (9) was used only for the
“input” information stating that, in accordance with Theorem 4, there exists strictly increasing
and convergent solution y = Y(t) of Eq. (1) on I−1. If the existence of a strictly monotone and
convergent solution will be supposed instead of the inequality (9) we will get
Theorem 6. If Eq. (1) has a strictly monotone and convergent solution on I−1 then all the solu-
tions of Eq. (1) defined on I−1 are convergent.
Moreover, collecting the results formulated in Theorems 1, 2 and 6, we obtain
Theorem 7. The following three statements are equivalent:
(a) Eq. (1) has a strictly monotone and convergent solution on I−1.
(b) All solutions of Eq. (1) defined on I−1 are convergent.
(c) Inequality (2) has a strictly monotone and convergent solution on I−1.
5. Summary of the known results and open problems
In [6] conditions for convergence of all the solutions of Eq. (1) with δ = 0, i.e.
y˙(t) = β(t)[y(t) − y(t − τ)] (13)
are given. We reproduce one result as the first statement of the following theorem. The second
part concerns Eq. (1) and follows from the results given in [2,4].
Theorem 8.
(a) Suppose that there exists p > 1 such that the inequality
β(t) 1
τ
− p
2t
holds for all t ∈ I−1. Then each solution of (13) corresponding to the initial point t0 con-
verges.
(b) Suppose that there exists a constant ρ such that the inequality
β(t) ρ < 1
τ − δ (14)
holds for all t ∈ I−1. Then each solution of (1) corresponding to the initial point t0 con-
verges.
Comparing the convergence criterion (14) with the convergence criterion (9) we see that the
latter significantly improves the known result (14). In [8] the following result is proved.
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β(t) 1
τ − δ −
p
2t
(15)
holds for all t ∈ I−1. Then there exists a strictly increasing and unbounded solution of (1) as
t → ∞.
Problem 1. Comparing (15) with (9) we see that maximal allowed values for β given in (9) are
not strictly opposite with respect to minimal allowed values for β given in (15). This is a gap
since
τ + σ
τ − σ > 1
and one would expect a stronger couple of opposite inequalities than (9) and (15). Can Theorem 5
be improved in the sense of the statement (a) of the following conjecture or can Theorem 9 be
improved in the sense of the statement (b) of conjecture?
Conjecture 1.
(a) Suppose that there exists a constant p > 1 (or, perhaps, p  1) such that the inequality
β(t) 1
τ − δ −
p
2t
holds for all t ∈ I−1. Then all solutions of Eq. (1) defined on I−1 are convergent.
(b) Suppose that there exists a constant p ∈ (0,1] (or, perhaps, p ∈ (0,1)) such that the inequal-
ity
β(t) >
1
τ − δ −
p(τ + δ)
2(τ − δ)t
holds for all t ∈ I−1. Then there exists a strictly increasing and unbounded solution of (1)
as t → ∞.
Problem 2. In Theorem 7, point (c), the existence of a strictly monotone and convergent solution
of inequality (2) on I−1 was supposed. Can be the point (c) reformulated as:
(c) Inequality (2) has a nonconstant and convergent solution on I−1?
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