The current trend of design methodologies is to make engineers objectify or automate the decision-making process. Numerical optimization is an example of such technologies but it produces uncontrollable uncertainties to efficiently objectify or automate the process. To increase manageability of such uncertainties, the Taguchi method, reliability-based optimization and robust optimization are commonly being used. The main functional requirement of a mechanical system is to obtain the target performance with maximum robustness. In this research, a design procedure for global robust optimization is developed using kriging and global optimization approaches. Robustness is determined by kriging model to reduce a number of real functional calculations. The simulated annealing algorithm of global optimization methods is adopted to determine the global robust optimum of a surrogate model. As the postprocess, the global optimum is further refined by applying the first-order second-moment approximation method. Mathematical problems and the MEMS design problem are investigated to show the validity of the proposed method.
Robust optimization can be formulated by capturing the design characteristics. However, regardless of the design characteristics, its objective and constraint functions are composed of their statistics. When the kriging models for statistics are utilized, all of the functions in the design formulation can be expressed in mathematical forms, which leads to a simple optimization problem. The critical component of the procedure is to make a reliable kriging model to replace the real statistics. Once this has been accomplished through kriging modeling, a global optimization method such as tabu search method, simulated annealing algorithm or genetic algorithm can be employed to solve the design formulation. In this research, the simulated algorithm is used.
It is noted that the predicted variance at the robust optimum may contain a large local error because robust optimum was determined by the successive approximation models. In order to refine the calculated robust optimum, the first-order second-moment approximation method is performed as a post process near the calculated robust optimum.
Two mathematical problems with multi-modal function are solved to show the usefulness of the proposed optimization procedure.
For a practical design, robust optimization is performed on a vibratory micro-gyroscope [18] . A commercial program called GENESIS [19] is used to calculate the structural performances of the vibratory micro-gyroscope.
Global Robust Optimization

Definition of global robust optimum
The variations of response are generated from the uncertainties in the design variables and/or design parameters. The purpose of global robust optimization is to find a design with target response and smallest variation. The result shall be called the global robust optimum hereafter. To depict the global robustness, the monotonic and non-monotonic functions are shown in Fig. 1 (a) and (b), respectively. Suppose that it is a minimization problem of f(b 1 ) with design variable b 1 normally distributed, and having no design parameters, then it can be seen in two functions that the value b 12 is more robust than value b 11 since the distribution of f(b 12 ) is smaller than that of f(b 11 ). Thus, the design point b 12 is considered better for an insensitive design. As depicted in Fig. 1(a) , there is only one local robust optimum in the design range. On the contrary, six local robust optima in the design range are marked with solid points in Fig. 1(b) . Furthermore, a uni-modal function may have more than one robust optima. Thus, it is desirable to develop a global optimization method to obtain a global robust optimum.
As illustrated in Fig. 1(b) , the robust optimum with the smallest variance in a design range is called the global robust optimum.
However, the global robust optimum should be obtained around the target value that is determined by design characteristics. Thus, the formulation for global optimization is represented by the means and variances of responses.
Mean and variance
The mean and variance of a response are the statistics to measure its robustness. The mean f µ and the variance 2 f σ of function f are represented as [1] For an arbitrary design point, the integrations indicated above may be difficult to perform. That is, it is not easy to calculate the statistics defined by Eqs. (1)-(2) since a great number of functional calculations are required. Thus, most researches have utilized the approximated statistics using the first order Taylor series expansion, overcoming the time consuming calculations. By neglecting the higher-order terms other than the first order, the mean and variance are approximated as follows: (4) is valid only when it is a monotonic function such as Fig. 1(a) . At the same time, the mean of Eq. (3) is useless when the design point is stationary or near stationary point. Eqs. (3) and (4) are useful in replacing the real statistics only for the monotonic function as in Fig. 1 (a) but in general, it is difficult to determine whether a function is monotonic or not in the design range.
In this research, a surrogate model for variance in the design range is constructed by utilizing the kriging model of a response and
Monte-Carlo simulations. This process is not a computational burden since the surrogate approximate model is represented by mathematical expressions.
Formulations for global robust optimization
The target value of a performance generally exists, which can be zero, positive infinite, negative infinite or a specific number. For a minimization problem, the robust optimization can be formulated as
Subject to µ f ≤ µ fa (6) where µ fa is the allowable value of mean. For a maximization problem and a problem with a specific target value, the constraint of Eq.
(6) can be substituted by Eqs. (7) and (8), respectively.
where µ ft is the target value with a specific number, and ε is a small number.
If a response function is not highly nonlinear, Eq. (3) is valid over the design range. Also, by controlling the allowable value of the constraint, the mean µ f in the constraints of Eqs. (8) can be replaced by the explicit probability of Eq. (9) .
In Eq. (9), f min and f max represent the admissible lower and upper values of a response, and Pr all is the allowable probability. The f min becomes a negative infinite in the minimization problem, while f max becomes a positive infinite in the maximization problem.
Kriging model
Kriging interpolation for an approximation model is well explained in references [11] [12] [13] [14] . In the kriging model, the global approximation model is represented as
where
is a known function of x, and z(x) is the realization of a stochastic process with mean zero, variance σ 2 ,
following the Gaussian distribution. Most researches [11] [12] [13] [14] treat g(x) as the constant β thus Eq. (10) is simply reduced as 
where ∧ β is the estimated value of β, R -1 is the inverse of correlation matrix R, r is the correlation vector, y is the observed data with n s sample data, and i is the vector with n s components of 1. The correlation matrix is defined as
where n is the number of design variables, and θ i is the i-th parameter corresponding to i-th design variable. In this study, the parameters which are the same as the number of design variables are used in the example problems. The correlation vector in Eq. (12) is represented as
The likelihood function, L is defined as
By differentiating log-likelihood function defined in Eq. (15) with β and σ, respectively, and letting them be equal to 0, the maximum likelihood estimators of β and σ 2 are determined as Eqs. (16) and (17).
The correlation matrix, the correlation vector, 
where θ i (i=1,2,…,n) > 0. In this study, the method of modified feasible direction is utilized to determine the optimum parameters. The modeling error in the surrogate approximation model is characterized by using few metrics. In this study, the root mean squared error and the maximum absolute error are defined as [10] [11] [12] [13] [14] 
where n t is the test points to validate the approximate model, which is set to 500 in mathematical problems and 100 in the micro-gyroscope design problem.
A Global Robust Optimization Procedure
Design process
An algorithm for global robust optimization is proposed using kriging models and a simulated annealing algorithm. The steps of the proposed algorithm are as follows:
Step 1: Construction of the surrogate approximation model of a response In this step, the vector x in Eq. (10) Step 2: Calculations of mean and variance using Monte-Carlo simulations This step is started with the determination of n s2 sample points. How to decide the sampling method is the same as Step 1. It is recommended that n s2 be greater than n s1 . When the distribution type of each design variable or design parameter is given, Monte-Carlo simulation can be performed with respect to
. In this research, the sample size for Monte-Carlo simulations is set to 500. In this process, the computational cost is very low since
Step 3 Step 4: Formulation for robust optimization From steps 1~3, the robust optimization can be formulated as the functions of the surrogate approximation model. For an example, the formulation of Eqs. (5)- (6) is rewritten as Eqs. (21)- (22).
Step 5: Determination of global robust optimum
The global optimization algorithm is adopted to solve the robust optimization formulation. Even in a response function with only one local optimum, its variance function may have more than one local optimum. Thus, the gradient-based optimization algorithm cannot supply the global robust optimum though it is superior to any other global optimization algorithm. Fortunately, all the functions comprising Eq. (21) and (22) are represented in mathematically explicit forms, making the global optimization possible. In this research, the simulated annealing algorithm is adopted to solve the formulation.
Step 6: Postprocess When nonlinearity of a response function is increased, the nonlinearity of its variance is also drastically increased. In addition, the kriging model constructed by Step 3 is a metamodel built with the surrogate model of f. Therefore, a refinement of robust optimum determined by Step 5 is needed. The first-order second-moment approximation method is utilized for refining process. However, the design range is limited to the neighborhood of the robust optimum calculated by Step 5. That is, the postprocess is to solve the optimization problem of Eq. (23). where b i * is the robust optimum determined by Step 5, ∆b i is the tolerance of i-th design variable, and ξ is the constant defining the neighborhood of design variables. Then, the sensitivities of Eq. (23) are calculated as:
where f is the observed response function values with n s sample data.
Simulated annealing algorithm
The concept of simulated annealing algorithm is similar to thermodynamics, specifically with the way the liquids freeze and crystallize, or metals cool and anneal. The simulated annealing algorithms are described in detail in references [15] [16] . The simulated annealing algorithm cannot deal with the constraint of Eq. (22) thus a function to include minimization and feasibility should be defined.
The pseudo-objective function for Eqs. (21) and (22) is defined as
where w is a positive large number to consider the constraint feasibility of Eq. (22).
Example Problems
Two mathematical problems and MEMS design are solved to illustrate the validity of the suggested design methodology. In the two mathematical problems, it is assumed that the tolerance of b i , ∆b i is 1.0, its standard deviation σ bi is ∆b i /6, the distribution of a design variable follows Gaussian distribution, and p does not exist.
Mathematical problem #1
The object of this example is to determine the global robust optimum in Eq. (27). The allowable value, µ fa is assumed to be 200. The original function is shown as Fig. 2(a) , whose local optima are represented in 
First, two kriging models for f are constructed. For n s1 =25 and 50, the test sites are created by discretizing the design space equally.
Then, the real functions are calculated to build the surrogate approximation models. With these function values, the kriging models are constructed. It can be seen from Table 2 that the kriging model with n s1 =50 for f is very close to a real function. The kriging model with n s1 =50 is represented in Fig. 2 Furthermore, a concave stationary point in Fig. 2(a) or (b) may be regarded as the robust optimum, which could further create difficulties.
Mathematical problem #2
The object of this example is the same as mathematical problem #1, except the allowable value of mean, µ fa is set to 10. The minimization problem is defined as: 
This function is known as Branin's function [20] . However, the upper bound of b 1 , 10 is reduced to 5 in order to compare the two local optima of f. Its two local optima are listed in Table 3 . The kriging models for response and variance are summarized in Table 4 . As depicted in Table 4 , the kriging model with n s1 =100 and kriging model with n s2 =144 are the reliable models to predict the response function and its variance. The original function and kriging models are shown in Fig. 3 . The variances at two global optima of f, predicted robust optimum, and refined robust optimum are represented in Table 5 . Comparison of
lnσ at the robust optimum determined by Step 5 shows a relatively large error that comes from the local deviation. Thus, a postprocess of Step 6 is suggested to increase the reliability of robust optimum, which is represented in Table 5. 6.3 Silicon-made vibratory micro gyroscope 6.3.1 Robust optimization formulation for vibratory micro gyroscope
Micro gyroscopes made of silicon chips have gained considerable interest because of its reduced size. These can be applied to MEMS, such as devices for stabilization, general rate control, directional pointing, autopilot systems and missile control [18] .
The decoupled vibratory micro gyroscope is composed of an inner gimbal, an outer frame, a comb, four bending springs and two torsional spring as shown in Fig. 4 . In a decoupled vibratory gyroscope, four design requirements should be considered. The first and second requirements are that the first natural frequency corresponds to the bending mode and the second natural frequency to the torsional mode, respectively. The two modes are depicted in Fig. 5 . The third requirement is that the frequency difference should be maintained between 20Hz and 200Hz. Finally, the two frequencies should lie between a specific range. Since the fabrication process obeys LPCVD (low pressure chemical vapor deposition), variations on dimensions is not negligible, which leads to a variation of frequencies reducing the yield rate of the product. The detailed design requirements are given in reference [18] . In this research, the robust optimization for a decoupled vibratory micro gyroscope is performed to reduce the variation of its performance.
The robust optimization for a vibratory micro gyroscope can be formulated as Eqs. (29)~(31), considering the following design requirements.
where σ b 2 is the variance of bending frequency, σ t 2 is the variance of torsional frequency, f L is the lower bound of torsional frequency, and f U is the upper bound of torsional frequency, respectively. In the formulation, mode exchange cannot be considered. It can be seen in Eqs. (29)-(31) that the frequency is represented not as the first or second frequency but as the bending or torsional frequency.
Definition of design variables and uncertainties
The design variables are selected as thickness (b 1 ) and width (b 2 ) of the sensing spring, thickness of the bending spring (b 3 ) and length of gimbal hole (b 4 ). The lower and upper bounds of design variables are given in Table 6 . On the contrary, the structure thickness is regarded as design parameter (p 1 ). These design variables and design parameter are shown in Fig. 6 .
Figure 6. Design variables and uncertainties
The uncertainties of the vibratory micro gyroscope are mainly generated from the fabrication tolerances. It is assumed that their dispersions follow Gaussian distributions with the standard deviation of σ bi (i=1,…,4) and σ p1 , and each standard deviation is equal to the sixth of each tolerance (σ bi = ∆b i /6, σ p1 = ∆p 1 /6). In special consideration, the structure's thickness is set up as a design parameter instead of a design variable. The variation on the structure's thickness is much larger than any other uncertainties of design variable.
That is, the uncertainty of design parameter offers very large input deviation.
Determination of global robust optimum
To build the surrogate models for bending and torsional frequencies, the sample points for responses are generated by introducing orthogonal arrays. In this design step, x in Eq. (10) Table 7 are not severe and therefore acceptable.
As the next design step, the kriging models surrogating the real variance of bending and torsional frequencies are constructed. In this process, computational burden is not considered since the variances at sample points are calculated by performing Monte-Carlo simulations with the kriging models for two frequencies. To enhance the reliability of surrogate models for variances, the OA(400, 5, 20) is adopted. As similar to frequency responses, it is clear that the kriging models for variances are relatively good surrogate models to predict the real variances. Sequentially, the simulated annealing algorithm is utilized to determine the global robust optimum. To apply the simulated annealing algorithm, the objective and constraint functions as defined in Eqs. where m i is the i-th normal score. With the significance level of 0.05, the two natural frequencies at the global robust optimum and the difference between two frequencies satisfy the normality criterion. Introducing Eq. (9) and Monte-Carlo simulations to obtain the probability of success as defined in Eq. (31), the probability of success at the suggested robust optimum is increased by 13.5% and 10.8%, respectively compare to that of the current design.
Conclusions
This research concludes the followings:
(1) The design methodology for global robust optimization is developed by introducing the kriging approach and simulated annealing algorithm. The result is highlighted by relatively accurate predictions for variance of a response with low computational effort.
(2) Although the robust optimum determined by the suggested procedure does not mathematically guarantee the global optimum, the selection of an adequate sample size and the implementation of postprocess demonstrate a high probability of finding a global robust optimum. The design procedure is verified by the simple mathematical problems.
(3) Generally, the response function becomes highly nonlinear when a design problem requires robust design. Furthermore, its variance function is much more nonlinear than the response function. Thus, it is efficient to adopt kriging models to surrogate a real response and a real variance.
(4) The robust optimization for a decoupled vibratory micro gyroscope is performed to reduce the variation on its performance, increasing the yield rate of the product.
