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Abstract
In this paper, we give a further study on B-tensors and introduce doublyB-tensors that
contain B-tensors. We show that they have similar properties, including their decom-
positions and strong relationship with strictly (doubly) diagonally dominated tensors.
As an application, the properties of B-tensors are used to localize real eigenvalues of
some tensors, which would be very useful in verifying the positive semi-definiteness of
a tensor.
Key words: B-tensors, doubly B-tensors, decomposition of B-tensors, decomposi-
tion of doubly B-tensors, eigenvalues of tensors, positive semi-definiteness.
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1 Introduction
Denote [n] := {1, . . . , n}. A real mth order n-dimensional tensor (hypermatrix) A =
(ai1···im) is a multi-array of real entries ai1···im , where ij ∈ [n] for j ∈ [m]. Denote the set of
all real mth order n-dimensional tensors by Tm,n. Then Tm,n is a linear space of dimension
nm. Let A = (ai1···im) ∈ Tm,n. If the entries ai1···im are invariant under any permutation
of their indices, then A is called a symmetric tensor. Denote the set of all real mth order
n-dimensional tensors by Sm,n. Then Sm,n is a linear subspace of Tm,n.
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For a tensor A = (ai1...im) ∈ Tm,n and a vector x = (x1, . . . , xn)
⊤ ∈ Cn, let Axm−1 be a
vector in Cn whose ith component is defined as
(Axm−1)i =
n∑
i2,...,im=1
aii2...imxi2 . . . xim ,
and let x[m−1] = (xm−11 , . . . , x
m−1
n )
⊤. If there is a number λ ∈ C and a nonzero vector x ∈ Cn
such that
Axm−1 = λx[m−1],
then λ is called an eigenvalue of the tensor A and x is called an eigenvector of A corre-
sponding to the eigenvalue λ. We call an eigenvalue of A an H-eigenvalue of A if it has a
real eigenvector x. This definition was first introduced by Qi [19]. Several other types of
eigenvalues and eigenvectors for tensors were also defined in [19, 16]. In recent years, the
study of tensors and the spectra of tensors (and hypergraphs) with their various applications
has attracted extensive attention and interest.
Let A = (ai1...im) ∈ Tm,n and x ∈ R
n. Then Axm is a homogeneous polynomial of degree
m, defined by
Axm =
n∑
i1,...,im=1
ai1...imxi1 . . . xim .
Assume that m is even. If Axm ≥ 0 for all x ∈ Rn, then we say that A is positive
semi-definite. If Axm > 0 for all x ∈ Rn,x 6= 0, then we say that A is positive definite.
Clearly, if m is odd, there is no nontrivial positive semi-definite tensors. In [19], Qi showed
that an even order real symmetric tensor is positive semi-definite (positive definite) if and
only if all of its H-eigenvalues are nonnegative (positive). To the best of our knowledge,
positive definiteness and semi-definiteness of real symmetric tensors and their corresponding
homogeneous polynomials have applications in automatical control [2, 8, 12, 19], magnetic
resonance imaging [3, 9, 22, 23] and spectral hypergraph theory [11, 15, 20].
In general, it is an NP-hard problem to verify the positive (semi-)definiteness of a real
symmetric tensor [10]. However, we can give checkable sufficient conditions for positive
definite or semi-definite tensors if they have some special structure. For instance, it is well-
known that a diagonally dominated symmetric matrix is positive semi-definite. An even
order diagonally dominated symmetric tensor is positive semi-definite [21]. It is easy to
check that a given symmetric tensor is diagonally dominated or not. This is the reason why
some structured tensors are considered in the literature.
In the matrix literature, P -matrices are a class of important structured matrices, which
were first studied systematically by Fiedler and Pta´k [7] and found applications in linear
complementarity problems, variational inequalities and nonlinear complementarity problems
and so on. It is well-known that a symmetric P -matrix is positive definite [5]. In 2001, Pen˜a
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proposed and studied B-matrices, and showed that the class of B-matrices is a subclass of
P -matrices [17]. Thus, a symmetric B-matrix is positive definite. This is another checkable
sufficient condition for positive definite matrices since it is easy to check a given matrix
is a B-matrix or not. Moreover, the properties of B-matrices are used to localize the real
eigenvalues of a real matrix and the real parts of all eigenvalues of a real matrix [17]. On
the other hand, recently, Song and Qi extended the concept of P -matrices and B-matrices
to P -tensors, B-tensors and B0-tensors, obtained some nice properties about these tensors
in [24]. By using a new approach, Qi and Song [21] showed that an even order symmetric
B-tensor is positive definite and an even order symmetric B0-tensor is positive semi-definite.
This gives a checkable sufficient condition for positive (semi-)definite tensors. It was also
shown that these results can be extended to a general case [25]. One natural question is: can
we exploit the properties of B-tensors to localize the real eigenvalues of a real tensor? This
is the motivation to write this paper. In this paper, we give a further study on B-tensors
and by applying the properties of B-tensors, we derive the location of H-eigenvalues of a
real symmetric tensor. This would be very useful in verifying the positive semi-definiteness
of a real symmetric tensor. The results about B-tensors will be summarized in Section 2,
which can be useful in the following analysis.
The concept of doubly B-matrices was also introduced by Pen˜a [18]. It has been proved
that a B-matrix is a doubly B-matrix and a doubly B-matrix is a P -matrix. By using
the properties of doubly B-matrices, Pen˜a also derived a similar alternative to the Brauers
theorem on ovals of Cassini [18]. As a natural generalization, we extend the concept of
doubly B-matrices to doubly B-tensors in Section 3. It is clear that a B-tensor is a doubly
B-tensor, but the converse is not true in general. We show that a (doubly) B-tensor has a
strong relationship with a strictly (doubly) diagonally dominated Z-tensor. Similar to B-
tensors, we also show that every principal sub-tensor of a doubly B-tensor is also a doubly
B-tensor.
To characterize B-matrices and doubly B-matrices, it has been shown [1, 17] that they
can be decomposed into two simple matrices in certain classes. In Section 4, we generalize
these results to the tensor case. Here, we give the decompositions of B-tensors and doubly
B-tensors, respectively. We show that a B-tensor can be expressed as the sum of a Z-
tensor and a nonnegative tensor which are both B-tensors, and a doubly B-tensor can also
be expressed as the sum of a Z-tensor and a nonnegative tensor of simple form which are
both doubly B-tensors. The application of B-tensors is presented in Section 5. We use
the properties of B-tensors to localize real eigenvalues of a real tensor with some structure.
These structured tensors include Z-tensors, even order symmetric tensors, odd order tensors
and so on. In Section 6, we make some final remarks and raise some further questions.
Throughout this paper, we assume that m ≥ 2 and n ≥ 1. We use small letters x, y, . . . ,
for scalars, small bold letters x,y, . . . , for vectors, capital letters A,B, . . . , for matrices,
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calligraphic letters A,B, . . . , for tensors. All the tensors discussed in this paper are real.
2 Preliminaries
Recall that a tensor A = (ai1...im) ∈ Tm,n is called a B-tensor iff for all i ∈ [n],
n∑
i2,...,im=1
aii2...im > 0,
and
1
nm−1
(
n∑
i2,...,im=1
aii2...im
)
> aij2...jm for all (j2, . . . , jm) 6= (i, . . . , i).
For each row i, denote
r+iA = max{0, aij2...jm : (j2, . . . , jm) 6= (i, . . . , i)}, (1)
and
r−iA = min{0, aij2...jm : (j2, . . . , jm) 6= (i, . . . , i)}. (2)
If the content is unambiguous, we just write r+i and r
−
i for simplicity. By definition, it is
clear that ai...i > r
+
i for all i ∈ [n] if A is B-tensor. In [24], it was proved that a B-tensor
can be characterized by the following theorem.
Theorem 1 A tensor A = (ai1...im) ∈ Tm,n is a B-tensor if and only if for each i ∈ [n],
n∑
i2,...,im=1
aii2...im > n
m−1r+i , (3)
i.e.,
(aii...i − r
+
i ) >
∑
(i2,...,im)6=(i,...,i)
(r+i − aii2...im). (4)
A tensor A = (ai1...im) ∈ Tm,n is called a Z-tensor iff all of its off-diagonal entries are non-
positive, i.e., ai1...im ≤ 0 for all (i1, . . . , im) 6= (i, . . . , i) [26]; A is called strictly diagonally
dominated iff for all i ∈ [n],
aii...i >
∑
{|aii2...im | : (i2, . . . , im) 6= (i, . . . , i)} . (5)
Tensor A is called strictly doubly diagonally dominated iff for all i ∈ [n], aii...i > 0, and for
all i 6= j in [n],
aii...iajj...j >
∑
(i2,...,im)6=(i,...,i)
|aii2...im |
∑
(j2,...,jm)6=(j,...,j)
|ajij2...jm|.
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Note that the definition of strictly doubly dominated tensors may be different from Definition
7 in [13]. Clearly, A is strictly doubly diagonally dominated if A is strictly diagonally
dominated, and the converse is not true in general. It was proved in [26] that a diagonally
dominated Z-tensor is anM-tensor, and a strictly diagonally dominated Z-tensor is a strong
M-tensor. The definition of M-tensors may be found in [6, 26]. Strong M-tensors are called
nonsingular M-tensors in [6].
In [24], the relationship between these structured tensors is also given as follows.
Proposition 1 Let A be a Z-tensor. Then A is a B-tensor if and only if A is strictly
diagonally dominated.
A tensor C ∈ Tm,r (1 ≤ r ≤ n) is called a principal sub-tensor of a tensor A = (ai1···im) ∈
Tm,n iff there is a nonempty subset J that composed of r elements in [n] such that
C = (ai1···im), ∀i1, i2, · · · , im ∈ J.
The concept was first introduced and used in [19] for symmetric tensor. We denote by AJr the
principal sub-tensor of a tensor A = (ai1···im) ∈ Tm,n such that the entries of A
J
r are indexed
by J ⊆ [n] with |J | = r (1 ≤ r ≤ n), and denote by xJ the r-dimensional sub-vector of a
vector x ∈ Cn, with the components of xJ indexed by J . Note that for r = 1, the principal
sub-tensors are just the diagonal entries. Like the matrix case, it was also established in [24]
that all the principal sub-tensors of a B-tensor are also B-tensors.
Proposition 2 All the principal sub-tensors of a B-tensor are also B-tensors.
3 Doubly B-tensors
In this section, we give the definition of doubly B-tensor which is generalized from doubly
B-matrix. The properties of this kind of structured tensor are also studied.
Definition 1 A tensor A = (ai1...im) ∈ Tm,n is called a doubly B-tensor if the following
properties are satisfied:
(1) for all i ∈ [n],
ai...i > r
+
i ,
(2) for all i 6= j in [n],
(aii...i − r
+
i )(ajj...j − r
+
j ) >
∑
(i2,...,im)6=(i,...,i)
(r+i − aii2...im)
∑
(j2,...,jm)6=(j,...,j)
(r+j − ajj2...jm), (6)
where r+i is defined in (1).
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It is obvious that a B-tensor is a doubly B-tensor. When m = 2, a doubly B-tensor
reduces to a doubly B-matrix which was proposed in [18]. Note that another definition
related to doubly B-tensors was proposed by Li et al. in [13]. Besides the constraints (1)
and (2) in Definition 1, their definition [13] also assumes that for all i ∈ [n],
aii...i − r
+
i ≥
∑
(i2,...,im)6=(i,...,i)
(r+i − aii2...im).
However, it is worth mentioning that the definition of doubly B-matrices proposed in [18]
do not have these constraints. So our definition can be seen as a natural generalization of
the definition of doubly B-matrices. Like the matrix case, it will be shown that doubly
B-tensors share many similar properties with B-tensors. On the other hand, as a general
class of B-tensors, MB-tensors were introduced in [14]. In fact, a doubly B-tensor may be
not an MB-tensor, which can be shown by the counter example A = (ai1i2i3i4) ∈ T4,2 in [13],
namely,
a1111 = a2222 = 2, a1222 = a2122 = a2212 = a2221 = −1,
and ai1i2i3i4 = 0 otherwise. It is clear that A is a doubly B-tensor by definition, but not an
MB-tensor since A is not positive definite.
Proposition 3 Suppose that A = (ai1...im) ∈ Tm,n is a Z-tensor. Then A is a doubly
B-tensor if and only if A is strictly doubly diagonally dominated.
Proof. Since A is a Z-tensor, we have r+i = 0 for all i ∈ [n]. By definition, the conclusion
follows immediately. ✷
Given a tensor A = (ai1...im) ∈ Tm,n, let A
+ = (bi1...im) ∈ Tm,n be the tensor defined as
bi1...im = ai1...im − r
+
i1
, (7)
where r+i is defined in (1). Clearly, A
+ is a Z-tensor.
In the following, we establish a relationship between A and A+ in the case of B-tensors
and doubly B-tensors.
Proposition 4 A is a B-tensor if and only if A+ is a B-tensor.
Proof. Suppose that A = (ai1...im) ∈ Tm,n and let A
+ = (bi1...im) ∈ Tm,n be the tensor
defined by (7). Since A+ is a Z-tensor, we have r+i
A+
= 0 for all i ∈ [n]. Then A is a
B-tensor if and only if for all i ∈ [n],
n∑
i2,...,im=1
aii2...im > n
m−1r+iA ,
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i.e.,
n∑
i2,...,im=1
bii2...im =
n∑
i2,...,im=1
(
aii2...im − r
+
iA
)
> 0 = nm−1r+i
A+
.
This is equivalent to say that A+ is a B-tensor. ✷
Proposition 5 A is a doubly B-tensor if and only if A+ is a doubly B-tensor.
Proof. Suppose that A = (ai1...im) ∈ Tm,n and let A
+ = (bi1...im) ∈ Tm,n be the tensor
defined by (7). Then A is a doubly B-tensor if and only if for all i ∈ [n], ai...i > r
+
iA
, and for
all i 6= j in [n],
(aii...i − r
+
iA
)(ajj...j − r
+
jA
) >
∑
(i2,...,im)6=(i,...,i)
(r+iA − aii2...im)
∑
(j2,...,jm)6=(j,...,j)
(r+jA − ajj2...jm).
That is for all i ∈ [n], bi...i > 0, and for all i 6= j in [n],
bii...ibjj...j >
∑
(i2,...,im)6=(i,...,i)
(−bii2...im)
∑
(j2,...,jm)6=(j,...,j)
(−bjj2...jm).
Taking into account that A+ is a Z-tensor, this means that A+ is a doubly B-tensor. ✷
Then, we have the following corollaries.
Corollary 1 A is a B-tensor if and only if A+ is strictly diagonally dominated.
Corollary 2 A is a doubly B-tensor if and only if A+ is strictly doubly diagonally domi-
nated.
Similar with B-tensors, we show that every principal sub-tensor of a doubly B-tensor is
also a doubly B-tensor.
Theorem 2 Suppose that A = (ai1...im) ∈ Tm,n is a doubly B-tensor. Then, every principal
sub-tensor of A is also a doubly B-tensor.
Proof. Let J be a nonempty subset of [n] with |J | = r and let B = AJr ∈ Tm,r be the
principal sub-tensor of A. Since A is a doubly B-tensor, we have ai···i > r
+
iA
≥ r+iB for all
i ∈ J . On the other hand, for all i 6= j in J ,
(aii...i − r
+
iB
)(ajj...j − r
+
jB
) ≥ (aii...i − r
+
iA
)(ajj...j − r
+
jA
)
>
∑
(i2,...,im)6=(i,...,i)
(r+iA − aii2...im)
∑
(j2,...,jm)6=(j,...,j)
(r+jA − ajj2...jm)
≥
∑
i2,...,im∈J
(i2,...,im)6=(i,...,i)
(r+iA − aii2...im)
∑
j2,...,jm∈J
(j2,...,jm)6=(j,...,j)
(r+jA − ajj2...jm)
≥
∑
i2,...,im∈J
(i2,...,im)6=(i,...,i)
(r+iB − aii2...im)
∑
j2,...,jm∈J
(j2,...,jm)6=(j,...,j)
(r+jB − ajj2...jm).
By definition, it follows that B is a doubly B-tensor. ✷
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4 Decompositions of B-tensors and doubly B-tensors
In [21], Qi and Song proved that a symmetric B-tensor can always be decomposed to the
sum of a strictly diagonally dominated symmetric M-tensor and several positive multiples
of partially all one tensors. In [25], this result was extended to a B-tensor whose positive
entries are invariant under any permutation. Recently, another kind of decomposition for
(doubly) B-matrices was introduced in [1]. In this section, we generalize these results to the
tensor case.
Before giving the decomposition of B-tensors, we need the following lemma. In fact, this
result can be also derived from the fact that the set of all B-tensors is a convex cone.
Lemma 1 The sum of two B-tensors is still a B-tensor.
Proof. Let A = (ai1...im) ∈ Tm,n and B = (bi1...im) ∈ Tm,n be two B-tensors and C =
(ci1...im) ∈ Tm,n be the sum of A and B. By Theorem 1, we have that for all i ∈ [n],
n∑
i2,...,im=1
aii2...im > n
m−1r+iA and
n∑
i2,...,im=1
bii2...im > n
m−1r+iB .
On the other hand, it is easy to check that for all i ∈ [n],
r+iA + r
+
iB
≥ r+iC ≥ 0.
It follows that for all i ∈ [n],
n∑
i2,...,im=1
cii2...im =
n∑
i2,...,im=1
aii2...im +
n∑
i2,...,im=1
bii2...im > n
m−1(r+iA + r
+
iB
) ≥ nm−1r+iC .
This shows that C is still a B-tensor. ✷
Theorem 3 Let A ∈ Tm,n. Then the following conditions are equivalent:
1. A is a B-tensor.
2. A = B + C, where B is a Z-tensor and a B-tensor and C is a nonnegative B-tensor.
Proof. 1⇒2: Let I ∈ Tm,n be the identical tensor and let A
+ = (bi1...im) ∈ Tm,n be the
tensor defined in (7). Since A is a B-tensor, by Corollary 1, we can see that A+ is a strictly
diagonally dominated Z-tensor, that is, for all i ∈ [n],
bii...i >
n∑
i2,...,im=1
(−bii2...im).
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It is trivial that there exists ǫ > 0 such that for all i ∈ [n],
bii...i − ǫ >
n∑
i2,...,im=1
(−bii2...im),
i.e., there exists ǫ > 0 such that A+ − ǫI is still a strictly diagonally dominated Z-tensor.
Let B = A+− ǫI and C = A−B. By Proposition 1, B is still a B-tensor. It is easy to check
that C is a nonnegative B-tensor. So the proof is completed.
2⇒1: The conclusion is easy to be derived according to Lemma 1. ✷
In the following, we give the decomposition of doubly B-tensors. Unlike B-tensors, the
sum of two doubly B-tensors may be not a doubly B-tensor. A courter-example was given
in [1] for the matrix case, see Example 2.1 of [1]. However, we still have a similar result.
Theorem 4 Let A ∈ Tm,n. Then the following conditions are equivalent:
1. A is a doubly B-tensor.
2. A = B + C, where B is a Z-tensor and a doubly B-tensor and C = (ci1...im) ∈ Tm,n is
a nonnegative doubly B-tensor of the form
cii2...im =
{
ci + ǫ if (i2, . . . im) = (i, . . . , i),
ci otherwise,
(8)
with ci ≥ 0 for i ∈ [n] and ǫ > 0.
To prove this theorem, we need the following two simple lemmas.
Lemma 2 Let A = (ai1...im) ∈ Tm,n be a doubly B-tensor and let C = (ci1...im) ∈ Tm,n be a
nonnegative tensor of the form cii2...im = ci with ci ≥ 0 for i ∈ [n]. Then, A+ C is a doubly
B-tensor.
Proof. Let B = A + C = (bi1...im) ∈ Tm,n. By Proposition 5, we need to prove that
B+ = (di1...im) ∈ Tm,n is a doubly B-tensor. By definition, we can see that for all i ∈ [n],
r+iB = r
+
iA
+ ci. On the other hand, for all i, i2, . . . , im ∈ [n], we have
dii2...im = bii2...im − r
+
iB
= (aii2...im + ci)− (r
+
iA
+ ci) = aii2...im − r
+
iA
.
This means that B+ = A+. Since A is a doubly B-tensor, by Proposition 5, A+ is a doubly
B-tensor. The conclusion follows immediately. ✷
Lemma 3 Let A = (ai1...im) ∈ Tm,n be a doubly B-tensor and let C = (ci1...im) ∈ Tm,n be a
nonnegative diagonal tensor of the form cii...i = ci with ci ≥ 0 for i ∈ [n]. Then, A+ C is a
doubly B-tensor.
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Proof. Let B = A + C = (bi1...im) ∈ Tm,n. It is easy to see that r
+
iB
= r+iA for all i ∈ [n].
Since A is a doubly B-tensor, we have for all i ∈ [n], aii...i > r
+
iA
, and for all i 6= j in [n],
(aii...i − r
+
iA
)(ajj...j − r
+
jA
) >
∑
(i2,...,im)6=(i,...,i)
(r+iA − aii2...im)
∑
(j2,...,jm)6=(j,...,j)
(r+jA − ajj2...jm).
Hence, for all i ∈ [n], bii...i = aii...i + ci > r
+
iB
, and for all i 6= j in [n],
(bii...i − r
+
iB
)(bjj...j − r
+
jB
) = (aii...i + ci − r
+
iB
)(ajj...j + cj − r
+
jB
)
≥ (aii...i − r
+
iB
)(ajj...j − r
+
jB
)
>
∑
(i2,...,im)6=(i,...,i)
(r+iB − aii2...im)
∑
(j2,...,jm)6=(j,...,j)
(r+jB − ajj2...jm)
=
∑
(i2,...,im)6=(i,...,i)
(r+iB − bii2...im)
∑
(j2,...,jm)6=(j,...,j)
(r+jB − bjj2...jm).
By definition, B is a doubly B-tensor. ✷
Now we are ready to prove Theorem 4.
Proof of Theorem 4. 1⇒2: Let I ∈ Tm,n be the identical tensor and let A
+ = (bi1...im) ∈
Tm,n be the tensor defined in (7). Since A is a doubly B-tensor, by Corollary 2, we can see
that A+ is a strictly doubly diagonally dominated Z-tensor, that is, for all i ∈ [n], bii...i > 0,
and for all i 6= j in [n],
bii...ibjj...j >
n∑
i2,...,im=1
(−bii2...im)
n∑
j2,...,jm=1
(−bjj2...jm).
It is trivial that there exists δ > 0 such that for all i 6= j in [n],
(bii...i − δ)(bjj...j − δ) >
n∑
i2,...,im=1
(−bii2...im)
n∑
j2,...,jm=1
(−bjj2...jm).
Let ǫ be chosen such that
0 < ǫ < min {δ, bii...i | i ∈ [n]} .
For such ǫ, we can see that A+− ǫI is still a strictly doubly diagonally dominated Z-tensor.
Let B = A+ − ǫI and C = A − B. By Proposition 3, B is still a doubly B-tensor. It is
obvious that C is a nonnegative tensor and has the form of (8) with ci = r
+
iA
for i ∈ [n].
Now we prove C is also a doubly B-tensor. It is easy to see that C+ = ǫI, which is a doubly
B-tensor. By Proposition 5, C is also a doubly B-tensor. So the proof is completed.
2⇒1: The conclusion is easy to be derived according to Lemma 2 and Lemma 3. ✷
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5 Application to the location of real eigenvalues
In this section, the properties of B-tensors are applied to the location of real eigenvalues.
In order to do this, we need to define a function that acts on Tm,n.
Recall that for a tensor A = (ai1...im) ∈ Tm,n, the kth row tensor Ak = (a
(k)
i1...im−1
) ∈ Tm−1,n
is defined by a
(k)
i1...im−1
≡ aki1...im−1 , see [4]. The sign function sign(x) is defined as
sign(x) =


1 x > 0,
0 x = 0,
−1 x < 0.
Definition 2 Suppose that A = (ai1...im) ∈ Tm,n is a tensor with the kth row tensor Ak,
k ∈ [n]. The function F : Tm,n → Tm,n is defined as
F (A)k = sign(ak...k)Ak, ∀k ∈ [n].
By definition, F (A) is a (doubly) B-tensor if A is a (doubly) B-tensor. But the converse
is not true in general. For example, if F (A) is a B-tensor, the diagonal entries of A might
be negative. It follows that A might be not a B-tensor. In the following, we characterize the
tensor A when F (A) is a (doubly) B-tensor, respectively. Given a tensor A = (ai1...im) ∈
Tm,n, let ri be defined as
ri =


r+i if ai...i > 0,
0 if ai...i = 0,
r−i if ai...i < 0,
(9)
where r+i and r
−
i are defined in (1) and (2).
Proposition 6 Let A = (ai1...im) ∈ Tm,n be a real tensor and let ri be defined in (9). Then
F (A) is a B-tensor if and only if for all i ∈ [n], |ai...i| > |ri| and
|ai...i − ri| >
∑
(i2,...,im)6=(i,...,i)
|ri − aii2...im|. (10)
Proof. For i ∈ [n], by definition, the ith row tensor of F (A) is given by Ai if ai...i > 0 and
by −Ai if ai...i < 0, where Ai is the ith row tensor of A. By Theorem 1, F (A) is a B-tensor
if and only if (4) holds if ai...i > 0 and
−ai...i − (−r
−
i ) >
∑
(i2,...,im)6=(i,...,i)
[−r−i − (−aii2...im)]
if ai...i < 0, where r
+
i and r
−
i are defined in (1) and (2). Both cases are equivalent to (10)
and the result follows. ✷
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Proposition 7 Let A = (ai1...im) ∈ Tm,n be a real tensor and let ri be defined in (9). Then
F (A) is a doubly B-tensor if and only if for all i ∈ [n], |ai...i| > |ri| and for all i 6= j in [n],
|ai...i − ri||aj...j − rj | >
∑
(i2,...,im)6=(i,...,i)
|ri − aii2...im |
∑
(j2,...,jm)6=(j,...,j)
|rj − ajj2...jm |. (11)
Proof. Let r+i and r
−
i be defined in (1) and (2). For i ∈ [n], by definition, the ith row tensor
of F (A) is given by Ai if ai...i > 0 and by −Ai if ai...i < 0, where Ai is the ith row tensor
of A. We can deduce from the definition of ri that |ai...i| > |ri| if and only if ai...i > r
+
i if
ai...i > 0 and ai...i < r
−
i if ai...i < 0. By definition, F (A) is a doubly B-tensor if and only if
1) for all i ∈ [n], |ai...i| > |ri|;
2) if ai...i, aj...j > 0, the inequality (6) holds;
3) if ai...i > 0, aj...j < 0, the inequality
(aii...i − r
+
i )(r
−
j − ajj...j) >
∑
(i2,...,im)6=(i,...,i)
(r+i − aii2...im)
∑
(j2,...,jm)6=(j,...,j)
(ajj2...jm − r
−
j )
holds;
4) if ai...i < 0, aj...j < 0, the inequality
(r−i − aii...i)(r
−
j − ajj...j) >
∑
(i2,...,im)6=(i,...,i)
(aii2...im − r
−
i )
∑
(j2,...,jm)6=(j,...,j)
(ajj2...jm − r
−
j )
holds.
We can see that all cases are equivalent to (11) and the result follows immediately. ✷
With these preparations, we are now ready to apply B-tensors to the location of real
eigenvalues. First, we apply B-tensors to the location of real eigenvalues of a Z-tensor.
Theorem 5 Let A = (ai1...im) ∈ Tm,n be a Z-tensor and let λ be a real eigenvalue of A.
Then λ lies in the following union of closed intervals
λ ∈
n⋃
i=1

 n∑
i2,...,im=1
aii2...im , aii...i −
∑
(i2,...,im)6=(i,...,i)
aii2...im

 .
Proof. Let B = (bi1...im) ∈ Tm,n be a tensor defined as
bi1...im =

|λ− ai1...im | if i1 = . . . = im,ai1...im otherwise.
Obviously, B is also a Z-tensor. We claim that B is not a B-tensor. Otherwise, by Proposi-
tion 1, it means B is a strictly diagonally dominated tensor, i.e., for all i ∈ [n],
|λ− ai...i| > −
∑
(i2,...,im)6=(i,...,i)
aii2...im .
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On the other hand, let x be the eigenvector of A, corresponding to λ, and let k be the index
such that |xk| = max{|xi| : i ∈ [n]}. Clearly, xk 6= 0. Then we have
(λ− ak...k)x
m−1
k =
∑
(i2,...,im)6=(k,...,k)
aki2...imxi2 . . . xim .
It follows that
|λ− ak...k| ≤ −
∑
(i2,...,im)6=(k,...,k)
aki2...im ,
which is a contradiction. Hence, the conclusion follows immediately. ✷
In fact, the conclusion above can also be derived by Theorem 2 of [21]. Here, we give an
alternative proof by applying B-tensors. It is well known that the Laplacian tensor of a uni-
form hypergraph is a Z-tensor. For more details about Laplacian tensors and hypergraphs,
one can refer to [20]. As a result, the theorem above gives a lower bound and a upper bound
for any real eigenvalue of the Laplacian tensor of a uniform hypergraph.
Corollary 3 Suppose that G is a m-uniform hypergraph with n vertices. Let L be the
Laplacian tensor of G and let di be the degree of the vertex i for all i ∈ [n]. If λ is a real
eigenvalue of L, then there exists k ∈ [n] such that
0 ≤ λ ≤ 2dk.
In the following, we apply B-tensors to location of H-eigenvalues, which are real eigen-
values with real eigenvectors.
Lemma 4 Suppose that A = (ai1...im) ∈ Tm,n is a B-tensor. Then there does not exist a
nonzero vector x ∈ Rn such that Axm−1 = 0 if one of the following conditions holds:
(C1) n = 2;
(C2) m is odd;
(C3) m is even and A is symmetric.
Proof. Let A+ = (bi1...im) ∈ Tm,n be the tensor defined by (7). Suppose that x ∈ R
n is a
vector such that Axm−1 = 0. We need to prove x = 0 under one of the conditions C1-C3.
Since A is a B-tensor, by Corollary 1, A+ is a strictly diagonally dominated Z-tensor, which
is also a strong M-tensor. We may assume that
∑n
i=1 xi 6= 0. Otherwise, we have
0 = Axm−1 = A+xm−1 +


r+1
...
r+n

 (x1 + . . .+ xn)m−1 = A+xm−1, (12)
where r+i is defined in (1). From the proof of Theorem 5, one can derive x = 0. Hence, the
conclusion follows immediately.
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Since
∑n
i=1 xi 6= 0, let
y =
1∑n
i=1 xi
x.
From (12), we have A+ym−1 ≤ 0 and
∑n
i=1 yi = 1. It is equivalent to prove y = 0 under
one of the conditions C1-C3. First, we prove y = 0 when C1 or C2 holds. Suppose y 6= 0.
Let k be the index such that
|yk| = max
i∈[n]
|yi|.
Obviously, yk 6= 0. Since A
+ym−1 ≤ 0, we have
bkk...ky
m−1
k ≤
∑
(i2,...,im)6=(k,...,k)
−bki2...imyi2 . . . yim.
If n = 2, we have yk > 0 since
∑n
i=1 yi = 1. If m is odd, we have y
m−1
k > 0. In both cases,
one can derive that
bkk...k ≤
∑
(i2,...,im)6=(k,...,k)
−bki2...im ,
which contradicts with fact that A+ is a strictly diagonally dominated Z-tensor. So y = 0
when C1 or C2 holds.
Second, we prove x = 0 under the condition C3. It was proved in [21] that all the
H-eigenvalues of an even order symmetric B-tensor are positive. This implies that 0 is not
an eigenvalue of A when C3 holds. Therefore, one can obtain that x = 0 since Axm−1 = 0.
So the proof is completed. ✷
Note that unlike B-matrices, for a B-tensor A ∈ Tm,n, there may exist a vector x ∈ R
n
such that Axm−1 = 0 if the conditions C1-C3 are not satisfied. For example, a B-tensor
A ∈ T4,3 is given by:
a1111 = 65 and a1jkl = 64 otherwise,
a2222 = 18, a2112 = 15, and a2jkl = 16 otherwise,
a3333 =
40
3
, a3113 = 11, and a3jkl = 12 otherwise.
It is easy to check that for the vector x = (−4, 2, 3)⊤, we have Ax3 = 0.
Corollary 4 Suppose that m is odd or n = 2. Let A = (ai1...im) ∈ Tm,n. If F (A) is a
B-tensor, then there does not exist a nonzero vector x ∈ Rn such that Axm−1 = 0.
Proof. Suppose that there exists a nonzero vector x ∈ Rn such that Axm−1 = 0. It is easy
to see that F (A)xm−1 = 0. However, by Lemma 4, this can not happen when m is odd or
n = 2. So the conclusion follows immediately. ✷
Now by Lemma 4, we give the location of H-eigenvalues of an even order symmetric
tensor, which can be useful in verifying its positive semi-definiteness.
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Theorem 6 Let A = (ai1...im) ∈ Tm,n be a symmetric tensor with an even order; let r
+
i and
r−i be defined in (1) and (2) and let λ be an H-eigenvalue of A. Then λ lies in the following
union of closed intervals
λ ∈
n⋃
i=1
n⋃
j=1

aii...i − r+i − ∑
(i2,...,im)6=(i,...,i)
(r+i − aii2...im), ajj...j − r
−
j +
∑
(j2,...,jm)6=(j,...,j)
(ajj2...jm − r
−
j )

 .
Proof. Let I ∈ Tm,n be the identity tensor. Observe that A−λI is also a symmetric tensor
with an even order and has the same off-diagonal elements as A. Since λ is an H-eigenvalue
of A, by Lemma 4, we can deduce that A − λI is not a B-tensor. Otherwise, there does
not exist a nonzero vector x ∈ Rn such that (A− λI)xm−1 = 0, which is a contradiction. It
follows that there exists an index i ∈ [n] such that
(aii...i − λ− r
+
i ) ≤
∑
(i2,...,im)6=(i,...,i)
(r+i − aii2...im),
that is
λ ≥ aii...i − r
+
i −
∑
(i2,...,im)6=(i,...,i)
(r+i − aii2...im).
On the other hand, it is easy to see that λI −A is also a symmetric tensor with an even
order and has the opposite off-diagonal elements as A. By a similar way, one can obtain
that λI − A is not a B-tensor. Thus, there exists an index j ∈ [n] such that
λ− ajj...j − (−r
−
j ) ≤
∑
(j2,...,jm)6=(j,...,j)
[(−r−j )− (−ajj2...jm)],
that is
λ ≤ ajj...j − r
−
j +
∑
(j2,...,jm)6=(j,...,j)
(ajj2...jm − r
−
j ).
Therefore, the conclusion holds immediately. ✷
Then, we have the following corollary, which was also derived from Theorem 4 of [21].
Corollary 5 An even order symmetric B-tensor is positive definite.
The next theorem shows that the range in Theorem 6 can be narrowed if the condition
C1 or the condition C2 holds.
Theorem 7 Let A = (ai1...im) ∈ Tm,n be a tensor; let r
+
i and r
−
i be defined in (1) and (2)
and let λ be an H-eigenvalue of A. If m is odd or n = 2, then λ lies in the following union
of closed intervals
λ ∈
n⋃
i=1

aii...i − r+i − ∑
(i2,...,im)6=(i,...,i)
(r+i − aii2...im), aii...i − r
−
i +
∑
(i2,...,im)6=(i,...,i)
(aii2...im − r
−
i )

 .
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Proof. Let I ∈ Tm,n be the identity tensor. Observe that A−λI has the same off-diagonal
elements asA. Since λ is an H-eigenvalue ofA, by Corollary 4, we can deduce that F (A−λI)
is not a B-tensor when m is odd or n = 2. Otherwise, there does not exist a nonzero vector
x ∈ Rn such that (A− λI)xm−1 = 0, which is a contradiction. By Proposition 6, it follows
that there exists an index i ∈ [n] such that aii...i − λ = 0 or
aii...i − λ > 0, aii...i − λ− r
+
i ≤
∑
(i2,...,im)6=(i,...,i)
(r+i − aii2...im),
or
aii...i − λ < 0, r
−
i − (aii...i − λ) ≤
∑
(i2,...,im)6=(i,...,i)
(aii2...im − r
−
i ).
It is equivalent that there exists an index i such that
λ ∈ {aii...i}
⋃aii...i − r+i − ∑
(i2,...,im)6=(i,...,i)
(r+i − aii2...im), aii...i

⋃

aii...i, aii...i − r−i + ∑
(i2,...,im)6=(i,...,i)
(aii2...im − r
−
i )

 .
Therefore, the conclusion holds immediately. ✷
At last, we give an example to show that, in some cases, the intervals derived by Theorems
6 and 7 provide tight bounds to localize the real eigenvalues, even if the bounds obtained
from Gerschgorim circles are not tight.
Example 1 Let A ∈ Tm,n be the all ones tensor. Clearly, It is symmetric and has real
eigenvalues 0 and nm−1 with eigenvectors (1,−1, 0, . . . , 0)⊤ and (1, 1, . . . , 1)⊤, respectively.
By Theorems 6 and 7, we derive that all the real eigenvalues are located in the interval
[0, nm−1], which is sharp. On the other hand, the interval obtained from Gerschgorim circles
is [2− nm−1, nm−1].
6 Final remarks
In this paper, the properties of B-tensors and doubly B-tensors are studied. It has
been shown that B-tensors and doubly B-tensors have some similar properties on their
decompositions and strong relationship with strictly (doubly) diagonally dominated tensors.
As an application, the properties of B-tensors are applied to the location of real eigenvalues,
which can be very useful in verifying the positive semi-definiteness of a tensor. In fact, some
of these results can be extended to B0-tensors. Since the proofs are similar, we omit them
here. Besides, like Lemma 4 for B-tensors, if we can establish a similar result for doubly
B-tensors, the properties of doubly B-tensors can also be used to localize real eigenvalues
of some real tensors. These problems are worth further research.
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