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Abstract
In this paper, we develop a new parallel auxiliary grid algebraic multigrid (AMG)
method to leverage the power of graphic processing units (GPUs). In the construction
of the hierarchical coarse grid, we use a simple and fixed coarsening procedure based
on a region quadtree generated from an auxiliary grid. This allows us to explicitly
control the sparsity patterns and operator complexities of the AMG solver. This feature
provides (nearly) optimal load balancing and predictable communication patterns, which
makes our new algorithm suitable for parallel computing, especially on GPU. We also
design a parallel smoother based on the special coloring of the quadtree to accelerate
the convergence rate and improve the parallel performance of this solver. Based on the
CUDA toolkit [40], we implemented our new parallel auxiliary grid AMG method on
GPU and the numerical results of this implementation demonstrate the efficiency of our
new method. The results achieve an average speedup of over 4 on quasi-uniform grids
and 2 on shape regular grids when compared to the AMG implementation in CUSP [21].
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1 Introduction
We consider the iterative solvers for large-scale sparse linear systems
Ax = b. (1)
that arise from the discretizations of the partial differential equations (PDEs). The multi-
grid (MG) method is one of the most efficient iterative solvers. The geometric multigrid
(GMG) method can provide a solution in a way that is (nearly) optimal in terms of computa-
tional and memory complexity. However GMG methods require a predetermined hierarchical
structure,they are difficult to use in practice. On the other hand, the algebraic multigrid
(AMG) methods build the hierarchical structure by using only the information of the ma-
trix and meanwhile maintain competitive performance for certain model problems. In fact,
for such problems, AMG methods are very attractive because they are highly efficient and
easily to implement. There are many different types of AMG methods: the classical AMG
[42, 7], smoothed aggregation AMG [46, 8] and AMGe [30, 37], etc. Given the need to solve
extremely large systems, researchers have developed and implemented a number of parallel
AMG methods for CPU. BoomerAMG (included in the Hypre package [15]) is the paralleliza-
tion of the classical AMG methods and their variants, whereas others including ML [22] focus
on the parallel versions of smoothed aggregation AMG methods. In addition, some parallel
implementations of the AMG methods are used in commercial software such as NaSt3DGPF
[20] and SAMG [43].
Not only are the researchers rapidly developing algorithms, they are doing the same with
the hardware. GPUs based on single instruction multiple thread (SIMT) hardware architecture
have been provided an efficient platform for large-scale scientific computing since November
2006, when NVIDIA released the Compute Unified Device Architecture (CUDA) toolkit. The
CUDA toolkit made programming on GPU considerably easier than it had been previously
in large part. Consequently, many sparse linear algebra and solver packages based on CUDA
have been developed: MAGMA [44],CULA [29], the CUDPP library [41], NIVIDA CUSPARSE
library [4], IBM SpMV library [1], Iterative CUDA [33], Concurrent Number Cruncher [9] and
CUSP [21]).
MG methods have also been parallelized and implemented on GPU in a number of studies.
GMG methods as the typical cases of AMG have been implemented on GPU firstly[24, 5, 23,
25, 17, 16]. These studies demonstrate that the speedup afforded by using GPUs can result
2
in GMG methods achieving a high level of performance on CUDA-enabled GPUs. However,
to the best of our knowledge of the task, paralleling an AMG method on GPU or CPU
remains very challenging mainly due to the sequential nature of the coarsening processes
(setup phase) used in AMG methods. In most AMG algorithms, coarse-grid points or basis
are selected sequentially using graph theoretical tools (such as maximal independent sets and
graph partitioning algorithms) and the coarse-grid matrices are constructed by a triple-matrix
multiplication. Although extensive research has been devoted to improving the performance
of parallel coarsening algorithms, leading to marked improvements on CPU [12, 45, 36, 27,
14, 11, 31] and on GPU [45, 2, 35] over time, the setup phase is still considered the major
bottleneck in parallel AMG methods. On the other hand, the task of designing an efficient
and robust parallel smoother in the solver phase is no less challenging.
In this paper, we design a new parallel AMG method based on the unsmoothed aggregation
AMG (UA-AMG) method together with what is known as the nonlinear AMLI-cycle (K-
cycle) [34, 39, 28]. The UA-AMG method is attractive because of the simplicity of its setup
procedure and its low computational cost. We designed our new AMG method to overcome
the difficulties of the setup phase, i.e. algebraic coarsening process. And we did this by using
the geometric grid on the finest level in order to build the coarse levels instead of using the
pure algebraic coarsening characteristic of most AMG methods. The main idea is to construct
an auxiliary structured grid based on information from the finest geometric grid, and select
a simple and fixed coarsening algorithm that allows explicit control of the overall grid and
operator complexities of the multilevel solver. When an auxiliary structured grid is used, the
coarsening process of the UA-AMG method, i.e. the construction of aggregates, can easily
be done by choosing the elements that intersect certain local patches of the auxiliary grid.
This auxiliary grid and its relationship with the original unstructured grid can be effectively
managed by a quadtree in 2D (octree in 3D). The special structure of the auxiliary grid narrows
the bandwidth of the coarse grid matrix (9-point stencil in 2D and 27-point stencil in 3D).
And, this narrowing gives us explicit control of the sparsity pattern of the coarse-grid matrices
and reduces the operator complexity of the AMG methods. These features control the work
per thread which is considered to be advantage for parallel computing, especially on GPU.
Moreover, due to the regular sparsity pattern, we can use the ELLPACK format to significantly
speed up the sparse matrix-vector multiplication on GPU (see [3] for a discussion of different
sparse matrix storage formats). As our new parallel AMG method is based on the UA-AMG
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framework, there is no need to form the prolongation and restriction matrices explicitly. Both
of them can be done efficiently in parallel by using the quadtree of the auxiliary structured
grid. In addition, the auxiliary grid allows to use the colored Gauss-Seidel smoother without
any coloring the matrices. This improves not only the convergence rate but also the parallel
performance of the UA-AMG method.
The remainder of the paper is organized as follows: In Section 2, we review the UA-AMG
method. Then in Section 3, we introduce the algorithm we used to form the aggregations based
on the geometric information. Next, we demonstrate the parallelization of our algorithm on
GPU in Section 4. In Section 5, we discuss the results of our numerical experiments in regard
to our proposed algorithm’s performance on GPU. Finally, we summarize our findings with
some concluding remarks in Section 6.
2 Unsmoothed Aggregation AMG
In this section, because our parallel AMG method is based on the UA-AMG method,
we recall the unsmoothed aggregation AMG method [10, 6]. The coarsening in the UA-
AMG method is performed by simply aggregating the unknowns, and the prolongation and
restriction are Boolean matrices that characterize the aggregates. It has been shown that under
certain conditions the Galerkin-type coarse-level matrix has a controllable sparsity pattern
[32]. These properties make the UA-AMG method more suitable for parallel computation
than are traditional AMG methods, such as the classical AMG and the smoothed aggregation
AMG, especially on GPUs. Recent work also shows that this approach is both theoretically
well founded and practically efficient, providing that we form the aggregates in an appropriate
way and apply certain enhanced cycles, such as the AMLI-cycle or the Nonlinear AMLI-cycle
(K-cycle) [34, 39, 28].
Given the k-th-level matrix Ak ∈ Rnk×nk , in the UA-AMG method we define the pro-
longation matrix P kk−1 from a non-overlapping partition of the nk unknowns at level k into
the nk−1 nonempty disjoint sets Gkj , j = 1, . . . , nk−1, which are referred to as aggregates.
There are many different approaches to generating the aggregates. However, in most of these
approaches, the aggregates are chosen one by one, i.e. sequentially. And, standard parallel
aggregation algorithms are variants of the parallel maximal independent set algorithm, which
is choosing the points of the independent set based on the giving random numbers for every
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points. Therefore, the quality of the aggregates cannot be guaranteed.
In this paper, we build the aggregates based on the structured auxiliary gird which con-
structed by the geometric information of the original unstructured grid. All aggregates can be
chosen independently. This makes the aggregation step suitable for parallel computing. The
details of our new algorithm are presented in the next section. Here, let us assume that the
aggregates has been formed and are ready to use. Once the aggregates are constructed, the
prolongation P kk−1 is an nk × nk−1 matrix given by
(P kk−1)ij =
1 if i ∈ G
k
j
0 otherwise
i = 1, . . . , nk, j = 1, . . . , nk−1. (2)
With such a piecewise constant prolongation P kk−1, the Galerkin-type coarse-level matrix
Ak−1 ∈ Rnk−1×nk−1 is defined by
Ak−1 = (P kk−1)
tAk(P
k
k−1). (3)
Note that the entries in the coarse-grid matrix Ak−1 can be obtained from a simple summation
process:
(Ak−1)ij =
∑
k∈Gi
∑
l∈Gj
akl, i, j = 1, 2, · · · , nk−1. (4)
The enhanced cycles are often used for the UA-AMG method in order to achieve uniform
convergence for model problems such as the Poisson problem [39, 38, 28] and M-matrix [34].
In this paper, we use the nonlinear AMLI-cycle, also known as the variable AMLI-cycle or
the K-cycle because it is parameter-free. The nonlinear AMLI-cycle uses the Krylov subspace
iterative method to accelerate the coarse-grid correction. Therefore, for the completeness of our
presentations, let us first recall the nonlinear preconditioned conjugate gradient (PCG) method
originated in [19]. Algorithm 2.1 is a simplified version designed to address symmetric positive
definite (SPD) problems. The original version was meant for more general cases including
nonsymmetric and possibly indefinite matrices. Let Bˆk[·] : Rnk → Rnk be a given nonlinear
preconditioner intended to approximate the inverse of Ak. We now formulate the nonlinear
PCG method that can be used to provide an iterated approximate inverse to Ak based on the
given nonlinear operator Bˆk[·]. This procedure gives another nonlinear operator B˜k[·] : Rnk →
Rnk , which can be viewed as an improved approximation of the inverse of Ak.
We also need to introduce a smoother operator Rk : Rnk → Rnk in order to define the
multigrid method. In general, all smoothers, such as the Jacobi smoother and the Gauss-
Seidel (GS) smoother, can be used here. In this paper, we use parallel smoothers which is
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Algorithm 2.1 Nonlinear PCG Method
Assume we are given a nonlinear operator Bˆk[·] to use as a preconditioner. Then,
for ∀f ∈ Rnk , B˜k[f ] is defined as follows:
Step 1. Let u0 = 0 and r0 = f . Compute p0 = Bˆk[r0]. Then let
u1 = α0p0, and r1 = r0 − α0Akp0, where α0 = (r0, p0)
(p0, p0)Ak
.
Step 2. For i = 1, 2, · · · , n− 1, compute the next conjugate direction
pi = Bˆk[ri] +
i−1∑
j=0
βi,jpj, where βi,j = −(Bˆk[ri], pj)Ak
(pj, pj)Ak
.
Then the next iteration is ui+1 = ui + αipi, where αi =
(ri, pi)
(pi, pi)Ak
, and the
corresponding residual is ri+1 = ri − αiAkpi.
Step 3. Let B˜k[f ] := un.
based on auxiliary grid. In subsection 4.5, we discuss the algorithm and implementation of
the smoother in details. Here, it is assumed that we already have a smoother. Now, thanks
to Algorithm 2.1, we can recursively define the nonlinear AMLI-cycle MG operator as an
approximation of A−1k (see Algorithm 2.2).
Algorithm 2.2 Nonlinear AMLI-cycle MG: Bˆk[·]
Assume that Bˆ1[f ] = A
−1
1 f , and Bˆk−1[·] has been defined, then for f ∈ Rnk
Pre-smoothing u1 = Rkf
Coarse-grid correction u2 = u1 + (P
k
k−1)
tB˜k−1[P kk−1(f −Aku1)], where B˜k−1 is imple-
mented as in Algorithm 2.1 with Bˆk−1 as the preconditioner;
Post-smoothing Bˆk[f ] := u2 +R
t
k(f − Aku2).
Our parallel AMG method is mainly based on Algorithm 2.2 with prolongation P kk−1 and
coarse-grid matrix Ak−1 defined by (2) and (3) respectively. The main idea of our new parallel
AMG method is to use an auxiliary structured grid to (1) efficiently construct the aggregate
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in parallel; (2) simplify the construction of the prolongation and the coarse-grid matrix; (3)
develop a robust and effective colored smoother; and (4) better control the sparsity pattern
of the coarse-grid matrix and working load balance.
3 Auxiliary Grid Aggregation Method
In this section, we discuss how to form the aggregates on each level, which is the essential
procedure in the setup phase of the UA-AMG method. Aggregates are usually generated
by finding the maximal independent set of the corresponding graph of the matrix. This
procedure is mainly sequential and difficult to implement in parallel. Moreover, the shape
of the coarse grid and of the sparsity pattern of the coarse-grid matrix cannot usually be
controlled, which increases the computational complexity of the AMG methods. This lack
of control and corresponding complexity makes the traditional aggregation approaches less
favorable for parallel computation than other AMG methods, especially for GPUs. However,
our main focus here is discretized partial differential equations, for which detailed information
on the underlying geometric grid is generally available, although we usually only have access
to the finest-level unstructured grid. We propose an aggregation method wherein information
from the finest grid is used to select a simple and fixed coarsening that allows the overall grid
and the operator complexities to be explicitly controlled. We use the geometric information
of the underlying unstructured grid to construct an auxiliary structured grid and build a
hierarchical structure on the auxiliary structured grid. The aggregates on each level are
formed based on the hierarchical structure of the structured grid. Moreover, the auxiliary
structured grid and its hierarchical structure can be managed effectively by a quadtree in
2D (or an octree in 3D). Another main advantage of the auxiliary grid is that we can easily
color the grids on every level, which makes using the colored Gauss-Seidel smoother feasible.
A colored Gauss-Seidel smoother helps both to improve the overall convergence behavior of
our AMG method and to achieve a high level of parallelism. Details regarding the colored
GS smoother are addressed in subsection 4.5 . In this section, we describe the auxiliary grid
aggregation method for the 2D case. However, we would like to point out that it can easily
be generalized to the 3D case.
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3.1 Auxiliary Structured Grid and Quadtree
Assume that the computational domain is Ω, which is triangulated into shape-regular
elements τi such that ⋃
i
τ i = Ω ∈ Rd, d = 2 or 3.
We denote the unstructured grid by T = {τi}.
In order to construct an auxiliary structured grid and build its hierarchical structure, we
start with another domain Ω00 such that Ω ⊂ Ω00. A simple way to choose the domain Ω00 is to
find a rectangular domain that covers the whole domain Ω. i.e,
Ω00 = (a1, b1)× (a2, b2) (5)
where
a1 = minx, a2 = min y, b1 = maxx, b2 = max y, for (x, y) ∈ Ω. (6)
The way to construct the hierarchical structure is by constructing a region quadtree [18].
The region quadtree represents a partition of space in two dimensions by breaking the region
into four quadrants, subquadrants, and so on, with each leaf node containing data correspond-
ing to a specific subregion [13]. The region tree T has the following properties:
1. A subregion Ωkj is a leaf when either k = L or the subregion has 4 children and k < L
(where L is the depth of the tree);
2. A subregion Ωkj , k < L is defined as the union of its 4 children:
Ωkj =
⋃
i
Ωk+1i . (7)
3. For all subregions on the same level k,⋃
j
Ωkj = Ω.
Now we construct the region quadtree. We use the domain Ω00 as a root and divide it into
4 children subregions, such that
Ω10 = (a1, b
′
1)× (a2, b′2), Ω11 = (a′1, b1)× (a2, b′2)
Ω12 = (a1, b
′
1)× (a′2, b2), Ω13 = (a′1, b′1)× (a′2, b2)
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where a′1 = b
′
1 = (a1 + b1)/2 and a
′
2 = b
′
2 = (a2 + b2)/2. Next, we apply the same process
to the 4 children Ω10,Ω
1
1,Ω
1
2,Ω
1
3 and then to their children. By doing this recursively, we can
generate a region quadtree T with root Ω00. Because T is a full quadtree, it is easy to check
that, for each subregion Ωki on level k for i = t1 + 2
kt2, 0 ≤ t1, t2 ≤ 2k − 1, we have
Ωki = (a1 + t1
b1 − a1
2k
, a1 + (t1 + 1)
b1 − a1
2k
)× (a2 + t2 b2 − a2
2k
, a2 + (t2 + 1)
b2 − a2
2k
). (8)
Figure 1 gives two examples of the region quadtrees on a unit square domain and a circle
domain.
Figure 1: Examples of the region quadtree on different domains.
It is easy to see that on level k, there are 4k subregions, and they form a structured grid.
Now, we determine the depth L of the region quadtree, and the subregion on that level {ΩLi }
is our auxiliary structured grid. In order to limit the computational complexity and ensure
that the aggregates on the fine level do not become too small, we choose the level L, such that
4L < N , where N is the number of vertices of the fine-level unstructured grid. We can choose
L = b log(N)
log 4
c, where the notation n = bmc means that n is the biggest possible integer such
that n ≤ m.
If d = 3, we can generate an octree as the auxiliary structured grid in the same way.
Therefore, choose L = b log(N)
log(8)
c.
3.2 Aggregation Based on the Auxiliary Grid
After we have the auxiliary structured grid and the region quadtree, we can form the
aggregates of all the levels. Here, we need to distinguish between two different cases (1) level
L and (2) all the coarse levels 0 < k < L.
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• Level L. On this level, we need to aggregate the degree of freedoms (DoFs) on the
unstructured grid. Basically, all the DoFs in the subregion ΩLi form one aggregate i.
Therefore, there are 4L aggregates on this level (8L in 3D). Let us denote the coordinate
of DoF j on the unstructured grid by (xj, yj), such that the aggregate G
L
i is defined by
GLi = {j : (xj, yj) ∈ ΩLi }. (9)
Using equation (8), we can see that the aggregation generating procedure can be done
by checking the coordinates of the DoFs.
• Coarse level 0 < k < L. Start from the second level L − 1 and proceed through the
levels to the coarsest level 0. Note that each level k is a structured grid formed by
all the subregions {Ωki }, and note, too, that a DoF on the coarse level corresponds to
a subregion on the coarse level. Therefore, we can use a fixed and simple coarsening
whereby all the children of a subregion form an aggregate, i.e,
Gki = {j : Ωk+1j is a child of Ωki }. (10)
Thanks to the quadtree structure, the children on the quadtree can be found by checking
their indices.
Figures 2 and 3 show the aggregation on level L and on the coarse levels respectively. The
detailed parallel algorithms and implementation of them are discussed in the next section.
Figure 2: Aggregation on level L.
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Figure 3: Aggregation on the coarse levels.
4 Parallel Auxiliary Grid AMG Method on GPU
Many research groups have shown that GPU can accelerate multigrid methods, making
them perform faster and better than on CPU (see [24, 5, 23, 25, 17, 23, 26]). Well-implemented
GPU kernels can be more than 10 times faster than their CPU counterparts.
In this section, we discuss the parallelization of our auxiliary grid AMG method on GPU,
as follows:
1. Sparse matrix-vector multiplication: just as many other iterative methods do, sparse
matrix-vector multiplication (SpMv) plays an important rule in our AMG method.
Moreover, because we apply the nonlinear AMLI-cycle and use our AMG method as
a preconditioner for the Kyrlov iterative method, we need an efficient parallel SpMV
implementation on GPU. This means we should use a sparse matrix storage format that
has a regular memory access pattern when we do the SpMV.
2. Parallel aggregation algorithm: in the coarsening procedure, aggregation is one of the
most time-consuming steps. In the previous section, we introduced our auxiliary-grid-
based aggregation method and show its potential for efficient parallelization. We discuss
the parallelization of the auxiliary-grid aggregation algorithm in this section.
3. Prolongation and restriction: an advantage of the UA-AMG method is that there is no
need to explicitly form prolongation P or restriction R, which usually is the transpose
of P . This is because both P and R are just Boolean matrices that characterize the
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aggregates. However, we do need their actions in the AMG method to transfer the
solution and the residual between levels. And, we also need to be able to transfer the
solution and the residual between levels in parallel.
4. Coarse-level matrix: the coarse-level matrix is usually computed by a triple-matrix mul-
tiplication (3). This computation is considered to be the most difficult part to parallelize
in the AMG method on GPU, as speedup can be as low as 1.2 when compared with its
CPU implementation (see [2]). However, thanks to the auxiliary structured grid, we have
fixed sparsity pattern on each coarse level, which makes the triple-matrix multiplication
much easier to compute.
5. Parallel smoother: the smoother is the central component of the AMG method. It
is usually a linear iteration. For the parallel AMG method, however, it is difficult to
design an efficient and parallel smoother. Generally speaking, smoothers that have a
good smoothing property, such as the Gauss-Seidel method, are difficult to parallelize,
whereas, smoothers, like the Jacobi method, that are easy to parallelize cannot usually
achieve a good smoothing property. In our parallel AMG method, the auxiliary struc-
tured grid make it possible to use a colored Gauss-Seidel method, which maintains a
good smoothing property and is easy to parallelize.
By combining these components with the nonlinear AMLI-cycle, we have established our
parallel auxiliary grid AMG method, which is presented at the end of this section.
4.1 Sparse Matrix-Vector Multiplication on GPUs
An efficient SpMV algorithm on GPU requires a suitable sparse matrix storage format.
How different storage formats perform in SpMV is extensively studied in [3]. This study shows
that the need for coalesce accessing of the memory makes matrix formats such as compressed
row storage (CSR) format and compressed column storage (CSC) format widely used for the
iterative linear solvers on CPU but inefficient on GPU. According to [3], when each row has
roughly the same nonzeros, ELLPACK (ELL) storage format is one of the most efficient sparse
matrix storage formats on GPU.
Let us recall the ELL format, an M ×N sparse matrix with at most K nonzeros per row
is stored in two M ×K arrays: (1) array Ax stores nonzero entries, and (2) array Aj stores the
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column indices of the corresponding entries. Both arrays are stored in column-major order to
both improve the efficiency when accessing the memory on GPU [4], see Figure 4.
A =

4 −2 0 0
−1 2 −1 0
0 0 −3 4
 , Aj =

0 1 −1
0 1 2
2 3 −1
 Ax =

4 −2 0
−1 2 −1
−3 4 0

Column-major ordering of Aj and Ax:
Aj: [0 0 2 1 1 3 -1 2 -1]
Ax: [4 -1 -3 -2 2 4 0 -1 0]
Memory access of SpMV: one thread handle one row
Ax =
[
4 −1 −3 −2 2 4 0 −1 0
]
Step 1 =
[
0 1 2
]
Step 2 =
[
0 1 2
]
Step 3 =
[
2
]
Figure 4: Sparse matrix representation using the ELL format and the memory access pattern
of SpMv.
It is not always possible to use the ELL format for AMG method, because the sparsity
patterns of the coarse-level matrices can become denser than the fine-level matrices and the
number of nonzeros per row can vary dramatically. However, the ELL format is the perfect
choice for our AMG method. This is because the auxiliary structured grid and the region
quadtree. All the coarse-level matrices generated from the auxiliary grid have a 9-point stencil
structure and their sparsity patterns are fixed. Based on these facts, we choose the ELL
format to maximize the efficiency of SpMV. Moreover, we store the diagonal entries in the
first column of Aj and Ax to avoid having to execute a searching process during smooth process
and, therefore, further improve the overall efficiency of our parallel AMG method.
4.2 Parallel Auxiliary Grid Aggregation
As shown in Section 3, we use an auxiliary structured grid and its hierarchical structure
to form the aggregates. A region quadtree is used to handle the hierarchical structure. Here,
we discuss how to efficiently parallelize this aggregation method. Again, we distinguish two
13
between cases: level L and coarse levels 0 < k < L.
• Level L: The aggregate {GLi } is defined by (9), which means that we need to check the
coordinates of each DoF, and determine the aggregates to which each belongs. Obviously,
checking the coordinates of each DoF is a completely separate process; therefore, it can
be efficiently performed parallel with other processes. Algorithmically, we assign each
thread to DoF j and determine a subregion ΩLi such that the coordinates (xj, yj) ∈ ΩLi ,
then j ∈ GLi . Assume that ΩLi is labeled lexicographically, and then given (xj, yj), the
index i is determined by
i = byj − a2
b2 − a2 × 2
Lc × 2L + bxj − a1
b1 − a1 × 2
Lc,
where a1, a2, b1, and b2 are given by (6). The output this parallel subroutine is an
array aggregation that contains the information about the aggregates. We would like
to point out that because it substitutes for prolongation and restriction, aggregation
plays an important rule in our AMG method. Following is the psuedocode implemented
using CUDA.
Parallel aggregation on level L
1 __global__ void aggregation ( int∗ aggregation , double∗ x , double∗ y , double
xmax , double ymax , double xmin , double ymin , int L )
2 {
3 /∗ ge t thread ID ∗/
4 const unsigned int idx = blockIdx . x∗blockDim . x+threadIdx . x ;
5 const unsigned int powL = ( int ) pow ( 2 . 0 , L ) ;
6 /∗ check x coord ina te ∗/
7 const unsigned int xIdx = ( int ) ( ( x − xmin ) /(xmax−xmin ) ∗powL ) ;
8 /∗ check y coord ina te ∗/
9 const unsigned int yIdx = ( int ) ( ( y − ymin ) /(ymax−ymin ) ∗powL ) ;
10 /∗ l a b e l the agg rega t e ∗/
11 aggregation [ idx ] = yIdx∗powL + xIdx ;
12 }
• Coarse level 0 < k < L: The aggregate {Gki } is defined by (10). Therefore, we need to
determine the root of each subregion Ωk+1j – a task that can be performed in a completely
parallel way. Each thread is assigned to a DoF on the coarse level k+ 1, or equivalently
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to say a subregion Ωkj + 1, then compute the index i on each thread in parallel by
i = bj%2
k
2
c × 2
k
2
+ bj/2
k
2
c.
Following is the psuedocode implemented using CUDA.
Parallel aggregation on coarse level k
1 __global__ void aggregation ( int∗ aggregation , int k )
2 {
3 /∗ ge t thread ID ∗/
4 const unsigned int idx = blockIdx . x∗blockDim . x+threadIdx . x ;
5 const unsigned int powk = ( int ) pow ( 2 . 0 , k ) ;
6 /∗ check x index ∗/
7 const unsigned int xIdx = ( int ) ( ( idx%powk ) /2) ;
8 /∗ check y index ∗/
9 const unsigned int yIdx = ( int ) ( ( idx/powk ) /2) ;
10 /∗ l a b e l the agg rega t e ∗/
11 aggregation [ idx ] = yIdx ∗( powk /2) + xIdx ;
12 }
4.3 Parallel Prolongation and Restriction
As noted in Section 2, the prolongation and restriction matrices are piecewise constant and
characterize the aggregates. Therefore, we do not form them explicitly in UA-AMG method.
• Prolongation: Let vk−1 ∈ Rnk−1 , so that the action vk = P kk−1vk−1 can be written
component-wise as follows:
(vk)i = (P
k
k−1v
k−1)i = (vk−1)j, i ∈ Gk−1j
Assign each thread to one element of vk, and use the array aggregation to obtain
information about j ∈ Gk−1i , i.e., i = aggregation[j], so that prolongation can be
efficiently implemented in parallel.
• Restriction: Let vk ∈ Rnk , so that the action (P kk−1)Tvk can be written component-wise
as follows:
(vk−1)i = ((P kk−1)
Tvk)i =
∑
j∈Gk−1i
(vk)j.
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Moreover, when 0 < k < L, assume that i = t1 + 2
k−1t2. The above formula can be
expressed explicitly as
(vk−1)i = (vk)2t1+2k(2t2) + (v
k)2t1+1+2k(2t2) + (v
k)(2t1+1)+2k(2t2+1) + (v
k)2t1+2k(2t2+1).
Therefore, each thread is assigned to an element of vk−1, and use the array aggregation
to obtain information about j ∈ Gk−1i , i.e., find all j such that aggregation[j] = i,
on level L, or use the explicit expression on the coarse levels, such that the action of
restriction can also be implemented in parallel.
4.4 Parallel Construction of Coarse-level Matrices
Usually, the coarse-level matrix is constructed by the triple-matrix multiplication (3).
However, the triple-matrix multiplication is a major bottleneck of parallel AMG method on
GPU [2], not only in terms of parallel efficiency, but also in regard to memory usage. In
general, the multiplication of sparse matrices comprises two steps. First step is to determine
the sparsity pattern by doing the multiplication symbolically, and the second step is to actually
compute the nonzero entries. In our AMG method, because of the presence of the auxiliary
structured grid, the sparsity pattern is known and fixed. There is not necessary to perform
the symbolic multiplication called for in the first step. For the second step, according to
(4), the construction of coarse-level matrices in the UA-AMG method only involves simple
summations over aggregates and can be performed simultaneously for each nonzero entry.
We use the ELL format to store the sparse matrices. Therefore, we need to generate the
index array Ajk and the nonzero array Axk for a coarse-level matrix Ak.
• Form Ajk: due to the special structure of the region quadtree, all the coarse-level
matrices have a 9-point stencil structure. Based on this fact, Ajk is predetermined and
can be generated in parallel without any symbolic matrix multiplication. For a DoF,
i = t1 + 2
kt2, on level k (k ≤ L), its 8 neighbors are
i1 = (t1 + 1) + 2
kt2, i2 = (t1 + 1) + 2
k(t2 + 1), i3 = t1 + 2
k(t2 + 1),
i4 = (t1 − 1) + 2k(t2 + 1), i5 = (t1 − 1) + 2kt2, i6 = (t1 − 1) + 2k(t2 − 1),
i7 = t1 + 2
k(t2 − 1), i8 = (t1 + 1) + 2k(t2 − 1).
And, the i-th row of the index array Ajk is, in Matlab notation, Ajk(i, :) = [i, i1, i2, · · · , i8],
with some simple modifications for the DoFs on the boundaries. It is easy to see that
each thread can handle one entry in the array Ajk and complete it in in parallel.
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• Form Axk: The summation (4) in the ELL format is as follows,
Axk(r, t) =
∑
i∈Gkr
∑
j∈Gkq , q=Ajk(r,t)
Axk+1(i, j), r = 1, 2, · · · , nk, t = 0, 1, · · · , 8. (11)
We use the Matlab notation again here. Similar to the action of restriction, the searching
for i ∈ Gkr and j ∈ Gkq , q = Ajk(r, t) can be done in parallel with the help of aggregation.
Together with the parallel summation, the array Axk can be formed in parallel. Moreover, on
the coarse level k < L, we can write the summation explicitly as the action of restriction.
4.5 Parallel Smoothers Based on the Auxiliary Grid
An efficient parallel smoother is crucial for the parallel AMG method. For the sequential
AMG method, Gauss-Seidel relaxation is widely used and has been shown to have a good
smoothing property. However the standard Gauss-Seidel is a sequential procedure that does
not allow efficient parallel implementation. To improve the arithmetic intensity of the AMG
method and to render it more efficient for parallel computing, we introduce colored Gauss-
Seidel relaxation. For example, on a structured grid with a 5-point stencil (2D) or a 7-
point stencil (3D), the red-black Gauss-Seidel smoother is widely used for parallel computing
because it can be efficiently parallelized (it is Jacobi method for each color) and still maintain
a good smoothing property. In fact, in such a way, the red-black Gauss-Seidel smoother
works even better than standard Gauss-Seidel smoother for certain model problems. However,
for an unstructured grid, coloring the grid is challenging, and the number of colors can be
dramatically high for certain types of grid. Therefore, how to apply a colored Gauss-Seidel
smoother is often unclear, and sometimes it may even be impossible to do so.
Thanks to the auxiliary structured grid again, we have only one unstructured grid and it
is the finest level, and all the other coarse levels are structured. Therefore, the coloring for
the coarse levels becomes trivial. Because we have a 9-point stencil, 4 colors are sufficient for
the coarse-level structured grid and a 4-color point-wise Gauss-Seidel smoother can be used
as the parallel smoother on the coarse levels. For the unstructured grid on the fine level, we
apply a modified coloring strategy. In stead of coloring each DoF, we color each aggregate.
Because the aggregates are sitting in the auxiliary structured grid which is formed by all the
subregions ΩLi on level L, 4 colors are sufficient for coloring. Therefore, on the finest level
L, a 4-color block-wise Gauss-Seidel smoother can be applied with the aggregates serving as
nonoverlapping blocks, see Figure 5.
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Figure 5: Coloring on the finest level L
5 Numerical Results
In this section, we perform several numerical experiments to demonstrate the efficiency
of our proposed AMG method for GPU implementation. We test the parallel algorithm on
partial differential equations discretized on different grids in 2D or 3D, in order to show the
potential of the proposed AMG method for practical applications.
5.1 Test Platform
Our focal test and comparison platform is a NVIDIA Tesla C2070 together with a Dell
computing workstation. Details in regard to the machine are given in Table 1.
In our numerical tests, because our aim is to demonstrate the improvement of our new algo-
rithm on GPUs, we concentrate on comparing our proposed method with the parallel smoothed
aggregation AMG method implemented in the CUSP package [21]. CUSP is an open source
C++ library of generic parallel algorithms for sparse linear algebra and graph computations
on CUDA-enabled GPUs. It provides a flexible, high-level interface for manipulating sparse
matrices and solving sparse linear systems, and all CUSP’s algorithms and implementations
have been optimized for GPU by NVIDIA’s research group. To the best of our knowledge, the
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Table 1: Test Platform
CPU Type Intel
CPU Clock 2.4 GHz
Host Memory 16 GB
GPU Type NVIDIA Telsa C2070
GPU Clock 575MHz
Device Memory 6 GB
CUDA Capability 2.0
Operating System RedHat
CUDA Driver CUDA 4.1
Host Complier gcc 4.1
Device Complier nvcc 4.1
CUSP v0.3.0
parallel AMG method implemented in the CUSP package is the state-of-the-art AMG method
on GPU.
5.2 Performance
Example 1 (2D Poisson problem). Consider the following Poisson equation in 2D,
−∆u = f, in Ω ⊂ R2,
with the Dirichlet boundary condition
u = 0, on ∂Ω.
The standard linear finite element method is used to solve Example 1 for a certain trian-
gulation of Ω.
2D uniform grid on Ω = (0, 1) × (0, 1). On a 2D uniform grid, the standard linear finite
element method for the Poisson equation gives a 5-point stencil and the resulting stiffness
matrix has a banded data structure. In this case, our proposed aggregation algorithm coincides
with the standard geometric coarsening, which suggests that our proposed AMG method has
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clear advantages over other AMG methods. Table 2 shows the numbers of iterations and wall
time required to reduce the relative residual to 10−6 for different implementations.
Table 2: Wall time and number of iterations for the Poisson problem on a 2D uniform grid
1024×1024 2048×2048
Setup # Iter Solve Total Setup # Iter Solve Total
CUSP 0.63 36 0.35 0.98 2.38 41 1.60 3.98
New 0.03 10 0.13 0.16 0.11 11 0.43 0.54
As shown in Table 2, compared with the CUSP package, our proposed AMG method is
about 21 to 22 times faster in the setup phase, 3 to 4 times faster in the solver phase, and 6
to 7 time faster in total.
2D quasi-uniform grid on Ω = (0, 1)× (0, 1). The quasi-uniform grid on the unit square is
shown in Figure 6. Table 3 shows the comparison between the CUSP package and our method.
For the problem with 1.4 million unknowns, our new method runs 3.03 times faster than the
AMG method in the CUSP package, and for the problem with 5.7 million unknowns, our
method runs 3.82 times faster than the CUSP package. The speedup is even more significant
in the setup phase: our method is about 7 times faster than the setup phase implemented
in the CUSP package, thus demonstrating the efficiency of our proposed auxiliary-grid-based
aggregation algorithm.
Table 3: Wall time and number of iterations for the Poisson problem on a 2D quasi-uniform
grid
# Unknowns = 1, 439, 745 # Unknowns = 5, 763, 073
Setup # Iter Solve Total Setup # Iter Solve Total
CUSP 1.09 40 0.82 1.91 3.65 50 4.11 7.76
New 0.16 15 0.49 0.65 0.53 13 1.52 2.05
2D shape-regular grid on Ω = (0, 1)× (0, 1). We also test our auxiliary-grid-based AMG
method for the shape-regular grid (see Figure 7). Table 4 shows the number of iterations and
the wall time. We can see that, compared with the CUSP package, our proposed auxiliary-
grid-based AMG method can achieve about 6 times speedup in the setup phase and 2 times
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Figure 6: Quasi-uniform grid for a 2D unit square
speedup in total. The results are not as good as those for the uniform or quasi-uniform grid
because the local density of the grid varies and thereby causes an unbalanced distribution of
unknowns at the finest level. However, our method still achieves reasonable speedup in the
setup phase, which is considered the most challenging aspect for a parallel AMG method.
However, for a large-scale problem i.e., one with 13 million unknowns, the CUSP package
terminates due to the limitation of the memory in the GPU. Our method requires much less
memory than the CUSP package does and still produces reasonable results in an optimal way.
Table 4: Wall time and number of iterations for the Poisson problem on a 2D shape-regular
grid
# Unknowns = 3, 404, 545 # Unknowns = 13, 624, 833
Setup # Iter Solve Total Setup # Iter Solve Total
CUSP 2.23 52 2.51 4.74 – – – –
New 0.35 25 2.12 2.47 1.62 27 8.67 10.29
2D quasi-uniform grid on a disk domain. Instead of the square unit domain, we test the
performance of our method on a disk domain as shown in Figure 8. Although there might be
some empty aggregates that they may affect the overall efficiency, our algorithm is still robust
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Figure 7: Shape-regular grid for a 2D unit square
as shown in Table 5, and can achieve 7 times speedup in the setup phase and 2 times speedup
in total compared with the AMG method in CUSP.
Figure 8: Shape-regular grid for a 2D circle domain
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Table 5: Wall time and number of iterations for the Poisson problem on a disk domain
# Unknowns = 2, 881, 025 # Unknowns = 11, 529, 733
Setup # Iter Solve Total Setup # Iter Solve Total
CUSP 2.19 50 1.68 3.87 – – – –
New 0.30 21 1.65 1.85 1.37 23 7.21 8.58
Example 2 (3D heat-transfer problem). Consider
∂T
∂t
−∇ · (D∇T ) = 0, in Ω ∈ R3
T = 356, on Γinlet
∂T
∂n
= 0 on ΓD
with finite volume discretization, where T0 = 256, D = 1, and the boundary Γ = Γinlet ∪ ΓD.
We consider two 3D computational domains, of which one is a unit cube (Figure 9) and
the other is a cavity domain (Figure 10). Shape-regular grids are used on both domains.
The numerical results for one time step are shown in Tables 6 and 7 for the cubic and cavity
domain, respectively. Compared with the other aggregation-based AMG method on GPU, we
can see about 6 times speedup in the setup phase, 2 times speedup in the solver phase, and
about 2 to 5 times speedup in total. The numerical results demonstrate the efficiency and
robustness of our proposed AMG algorithm for isotropic problems in 3D. And these results
affirm the potential of the new method for solving practical problems.
Table 6: Time/Number of iterations for the heat-transfer problem on a 3D unit cube
# Unknowns = 909, 749 # Unknowns = 1, 766, 015
Setup Solve Total Setup Solve Total
CUSP 1.75 0.60 2.35 1.94 0.52 2.46
New 0.26 0.37 0.63 0.39 0.64 1.03
6 Conclusion
In this paper, we develop a new parallel auxiliary-grid-based AMG method. The proposed
AMG algorithm is based on an unsmoothed aggregation AMG method and a nonlinear AMLI-
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Figure 9: Shape regular-grid for the 3D heat transfer problem on a cubic domain
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Z
Figure 10: Shape regular-grid for the 3D heat transfer problem on a cavity domain
Table 7: Wall time and the number of iterations for the heat-transfer problem on a cavity
domain
# Unknowns = 410, 482 # Unknowns = 2, 094, 240
Setup Solve Total Setup Solve Total
CUSP 0.67 0.12 0.79 1.14 0.38 1.52
New 0.11 0.05 0.16 0.22 0.32 0.54
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cycle (K-cycle) method. The coarsening and smoothing procedures in our new algorithm are
based on a quadtree in 2D (an octree in 3D) generated from an auxiliary structured grid. This
provides a (nearly) optimal load balance and predictable communication patterns–factors that
make our new algorithm suitable for parallel computing, especially on GPU. More precisely,
the special structure of the auxiliary grid narrows the bandwidth of the coarse-grid matrix (9-
point stencil in 2D and 27-point stencil in 3D), which gives us explicitly control of the sparsity
pattern of the coarse-grid matrices and reduces the operator complexity of the AMG methods.
Moreover, due to the regular sparsity pattern, we can use the ELLPACK format, which enables
efficient sparse matrix-vector multiplication on GPU. In addition, the auxiliary grid allows us
to use a colored Gauss-Seidel smoother without any extra work, thus improving not only the
convergence rate but also the parallel performance of the UA-AMG solver. Numerical results
show that our new method can speed up the existing state-of-the-art GPU code (CUSP from
NVIDIA) by about 4 times on a quasi-uniform grid and by 2 times on a shape-regular grid
for certain model problems in both 2D or 3D.
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