Abstract. The increasing software complexity of wireless devices and wireless data service provisioning motivates a wireless terminal management challenge. The systems management solution for this problem needs to scale up to large device populations, while being lightweight enough to be pragmatic for resourceconstrained devices. The work in this paper builds upon the emerging SyncML standard for wireless terminal management in order to bring sophisticated policy -based management to large populations of wireless data devices. It is anticipated that this technology will simplify the upgrade and management of wireless data devices substantially, thus encouraging the adoption of sophisticated data terminals.
Introduction
The increasing complexity of wireless devices and services motivates an automated terminal management challenge. Complex client-side wireless tools (e.g. WAP browsers) need to be remotely configured and activated upon service activation or upgrade. Mobile service operators desire the ability to dynamically upgrade applications and services on a mobile device, motivating the need for scalable software distribution capabilities. Effectively supporting a complex palette of applications on a consumeroriented device requires pro-active diagnosis and troubleshooting of both the devices and the network. While these tasks can be done in an operator-assisted fashion, the absence of a scalable, automated management infrastructure can contribute to a high total cost of ownership. Early studies [KD99] estimate this number as being several times the retail cost of the device
The goals of wireless terminal management resemble those of "classical" (wired) systems management in terms of scaling and automation. However, achieving the goals in a resource-constrained, intermittently connected environment presents unique technical and business challenges. The pervasiveness of the Simple Network Management Protocol (SNMP) and its thick-manager, thin client-agent architecture make it a logical first choice. However, while SNMP agents can be deployed on thin devices, traditional client-server SNMP lacks the "elastic server" or delegation model [GY95] that is required for effective management in intermittently connected enviro nments.
Advanced proposals within the SNMP community (such as the SNMP mid-level manager architecture [SMLM, SNMX] ) provided a standards-compliant basis for a delegation model but failed to gain the widespread traction of core SNMP. Mobile agent technology can provide a delegation model for systems management that is agnostic to the management protocol. However, mobile agent infrastructure is too heavyweight for mobile devices, requiring some programming features (e.g., dynamic classloading) that are not supported by current mobile device application platforms like J2ME.
From a pragmatic point of view, another problem with SNMP is its lack of uptake in the mobile wireless space. The wireless industry, which seeks a single, integrated standard to manage device-resident information as well as device operation, has rallied around SyncML [SM02, JN01] and SyncML for Device Management (SyncML-DM) 1 [SD02] as the management standard of choice. SyncML caters to both the info rmation management and device management needs of the wireless industry, while having a lightweight architecture supported using an XML-based command language.
While SyncML-DM is best suited for simple request-response management operations (analogous to a single SNMP Get and Set), complex operator management functions require richer predicates and procedures to capture the necessary semantics. For instance, a network operator may want to run an automated management test on all cell phones in the "847" area code. Furthermore, he may want this test to run during offpeak hours and only on terminals with sufficient battery-power levels. While basic SyncML-DM provides the low-level mechanisms to collect the relevant telemetry, expressing such requirements and their corresponding actions as a collection of primitive SyncML-DM interactions could be prohibitively expensive for the same reason that vanilla SNMP was inadequate to support the elastic server model [GY95] .
The mobiMan Architecture
In the mobiMan architecture we explore an alternative "embrace and extend" approach to bringing the benefits of scripted mobile agents to SyncML-based wireless terminal management. MobiMan defines a SyncML-derived scripting language called Symple (SYncML Programming LanguagE) that extends SyncML semantics in a lightweight manner suitable for resource-constrained devices. The mobiMan architecture also extends the SyncML runtime framework with support for the scheduling, evalu ation and lifecycle management of Symple agents. To strike the right balance between capabilities and deployment costs, we designed Symple according to the following principles:
• Embeddable within SyncML. Symple agents can be embedded within standard SyncML packets, allowing us to reuse SyncML as an agent distribution protocol.
• Lightweight. Symple is easy-to-learn, requiring only a small amount of code to define complex requirements and avoiding excessive bloat in the client-side SyncML platform.
• Extensible. Devices can support different variants of Symple in accordance with their resources and computing capabilities, with Synclets being discarded without error by Symple-unaware (but SyncML-aware) devices. Given that the SyncML standard is of recent vintage, we provide a Section a quick tour of the SyncML standard in Section 2, followed by an overview of the Mobiman architecture in Section 3, with focus on the computing elements (Synclets) and the client-side runtime "container" architecture (Micropods). Section 4 delves deeper into the structure of Synclets, and the manner in which they support execution policies. We conclude the paper with a discussion of our experiences building a Synclet-based system on Motorola wireless devices, future directions for our research, and comparisons of our work to related ideas in distributed systems management.
SyncML: A Short Tour
The SyncML standard 2 [SM02] was developed as XML-based information synchronization standard designed specifically for the needs of the wireless industry. Thus, the SyncML protocol is lightweight to cater to device limitations, languageneutral and protocol-neutral. To suit device limitations, SyncML language constructs are kept fairly minimal, with the protocol not using some features (e.g., server sockets) that are yet to become pervasive on mobile devices. Because SyncML is XML-based, it is inherently language-neutral, and supports OEM -specific extensibility. In addition, the SyncML "protocol" can run over a number of underlying transport protocols including HTTP, WSP, and OBEX.
SyncML's popularity in information synchronization led to its scope being expanded via SyncML-DM [SD02] to include device management. SyncML-DM allows management actions to be performed on management objects, where a management object might represent a device configuration or the run-time software application enviro nment. Actions taken against the former might include reading and setting parameter keys and values, while actions taken against the latter might include installing, upgrading, or uninstalling software elements. The signatures of the Get and Set methods on a management object are type-specific and may vary substantially in complexity. For instance, a management action for setting the device clock accepts a simple textual MIME type (text/plain) while an action to change the WAP browser settings requires new WAP provisioning "blobs" to be transmitted as part of the Set operation.
Software upgrades present another example of a management action with significant payload complexity.
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Package 0: Alert from server While SyncML-DM significantly expands the scope and utility of SyncML to include device management, it also has limitations in this context.
1. SyncML-DM based device management is limited to terminal-at-a-time ma nagement; thus, it allows a cellular operator to run only one diagnostic operation at a time on each terminal. 2. SyncML-DM does not provide the operator with the ability the to postpone operations, to express intelligent postponement policies such as "until the battery level is greater than 50%" to allow effective completion of operations. 3. SyncML-DM does not allow operators to schedule coordinated terminal management operations across collections of terminals.
These limitations restrict the subset of "Opex" (operational expense) minimizing management functions that a cellular operator can perform using SyncML. The goal of Mobiman is to add a more powerful computing abstraction to SyncML-DM to facilitate more comprehensive, automated, scalable systems management
MobiMan: Architecture and Runtime
As shown in Figure 2 , mobiMan augments the standard SyncML-DM runtime framework in terms of both the basic execution entities and the execution model. In doing so, it extends the SyncML-DM framework with two elements: "Synclets" and "Micropods". Synclets are scripted agents written in Symple, allowing complex sequences of management instructions to be expressed in a single executable object. Micropods are terminal-resident containers that have the ability to receive Synclets and manage their lifecycle; for instance, micropods can activate and deactivate Sy nclets based on state. The key to the mobiMan container model is to organically expand SyncML to support intelligently postponable computing objects, whose execution triggers are sophisticated. A cellular operator can exploit this sophistication to perform large ma nagement operations in a manner that conserves bandwidth, avoids terminal operations when the terminal is in an unsuitable state, and coordinates complex multi-terminal operations with complex orchestration policies. We describe Synclets and Micropods in detail in the following sections.
RAN
Synclet
Synclets are the basic unit of computation in Mobiman. A Synclet is an executable script consisting of Symple commends, where Symple is an extension of SyncML .
. A Synclet specification comprises of two parts: a policy and an action routine. The Synclet policy specifies non-functional aspects of the Synclet such as if, when and how often it should be executed. The action routine is the functional code that makes up the Synclet. Synclets are interpreted and executed by the extended client-side SyncEngine known as a Micropod.
Synclets are transported over the SyncML protocol, which in turn is beareragnostic. Thus Synclets may be transported over HTTP, SMTP or other IP-based protocols. To be compatible with Synclet unaware clients, Synclets are carried as the payload -i.e., as nested tags -in a Synclet XML element within the SyncML body. Standard SyncML engines that are not mobiMan-enabled will simply ignore the Sy nclet scripts within the enclosing Synclet tags. As Synclet upload and execution are decoupled, multiple Synclets with differing execution policies may be carried in a single SyncML session , i.e., nested within the same mobiMan tag
Micropods
Micropods are terminal resident containers layered over the standard client-side SyncEngine. They host and manage Synclets that are dispatched to the terminal. Micropods perform functions relating to Synclet lifecycle management, and serve as secure sandboxes for Synclet execution. Lifecycle functions include (de) activation, multitasking between concurrently executing Synclets, and the suspension and the revival of Synclets that were stopped due to adverse terminal conditions (e.g. deteriorating battery level). Figure 2 depicts the terminal-side mobiMan architecture. To avoid race conditions on the device, Micropods support "virtual multitasking" where multiple terminal-resident Synclets might have partially executed at any point in time, but only one Synclet is actually executing at any instant.
As previously mentioned, Synclet specifications include a model of conditional, policy-based execution analogous to the UNIX cron model. Micropods augment the standard SyncEngine with a policy engine, which determines the subset of Activatable Synclets based on evaluating individual Synclet policies. Policies could be based on absolute time, invocation cardinality (number of times a Synclet should be run), and device state. More sophisticated micropods could support the interleaved execution of multiple synclets. These could include allowing a certain maximum number of concurrent synclets, deadlock avoidance or resolution between concurrent synclets, and fairness policies for Synclet swap-out whereby idle synclets are swapped out for other waiting synclets.
As with Java applet environment and J2EE servlet containers, micropods provide a constrained environment to executing synclets, bounding and monitoring their access to the underlying terminal. Synclets are privileged applications have limited access to retrieving and modifying the device state via a special set of "closed classes" in Java. Two factors simplify sandboxing in mobiMan. First, the Synclet dispatching capability is accessible only to a small number of trusted parties (namely service operators). So authentication solutions such as digital signatures can check the signature against a very small universe of trusted sources. Secondly, the use of a scripting language allows for language safety verifiers to be developed, and for sandboxes to suspend (and resume) the script at arbitrary points in the program.
Synclets face the unique situation in executing on mobile wireless devices, namely that the device may be powered off at any time without operator control. Micropod lifecycle management techniques need to allow for script re -entrancy in such adverse situations. Script re-entrancy might involve re-prioritizing Synclets when they are restarted, to reflect the new environment (analogous to adjusting the nice value of processes in Unix). This is handled by re-evaluating Synclet policies of awakening Synclets in the changed environment.
Synclet Bundles
Synclet bundles are a convenience mechanism, analogous to Java packages or modules in programming languages. The bundle mechanism allows a group of Sy nclets to be loaded in a single SyncML session, and be henceforth accessed by the remote operator using a single bundle name. The bundle notion facilitates packaging, distribution and policy management of Synclets.
More Synclet Anatomy
As described previously, Synclets consist of policy and action routine comp onents. The action routine is the body of what the Synclet does, and the policy is the trigger condition for the Synclet. The policy, action routine separation allows the same functional Synclet to be reused in different circumstances. This section elaborates on the kinds of policies supported in Symple, and the SyncML extensions supported in an action routine. SyncML is extended in two ways in the action routine language: the addition of a few new commands, and support for conditional command execution (aka guarded commands). environment.
Policies
Policies are specifiable at three levels of granularity: terminal, synclet bundle, and synclet. Terminal level policies apply to all scripts that will execute on the terminal from the time the policy is installed. For instance, a terminal policy may dictate that only one Synclet shall be active at a time. Synclet bundle policies apply to a collection of synclets that were loaded as an aggregate, perhaps because they collectively perform a single cohesive task. Synclet policies govern the execution of the Synclet's action routine, and may include the maximum time a Synclet is allowed to run, resources that should be allocated before the Synclet should be activated, or recovery actions when Synclet execution is interrupted. Terminal policies tend to be more static and persistent than Synclet bundle and Synclet level policies.
Extended SyncML Command Set
SyncML provides a fairly minimal set of commands for device management, but is missing some important primitives that are building blocks for device and service ma nagement. Symple currently extends the SyncML command set with three commands: assert, schedule, and perform. All these commands may contain a redirect block (see section 4.3 below). 1. Assert (see Figure 3) allows the Synclet to assert a certain device (or network) condition, and take an exception action in case this isn't true. Assert is useful where the absence of a condition (e.g. non-null values for WAP session parameters) requires corrective action.
2.
Schedule is used to represent timed and/or repetitive commands. Parameters in the schedule command may specify the maximum number of times the command is executed, the time interval between successive iterations, and the delay between the loading of a Synclet and the first "run" of the scheduled command. 3. Perform performs a non-local service invocation (e.g. an http get) from the terminal. Network operators can use this to measure service performance across a statistically significant number of terminals. While our present extension to the SyncML command set is restricted to these o perations, we envisage future extensions to facilitate service management.
Guarded Commands and Output Redirection
At the finest level of granularity are policies that govern the execution of individual SyncML commands (or comma nd blocks) within the action routine. However, we tend to not view these in the same way as the policies described in the previous section, as these are part of the functional definition of the action routine and cannot be viewed as orthogonal to the script function. Commands governed by such policies are also referred to as guarded commands, and the policy pertaining to the command as the guard. A battery-level guard might govern a command that fetches a number of terminal attributes. This guard would prevent the command from executing if the batterylevel on the terminal is below a certain threshold. Figure 3 shows a guarded command with a battery guard. The standard SyncML command is prefixed by a guard element that constrains the GET to execute only when the battery level on the terminal is above the threshold. Guards may be used to protect terminal or network resources, and to coordinate with external events.
Traditionally, the results of a SyncML session are returned synchronously to the caller when the command(s) are complete. In Symple, we allow a more flexible output communication by allowing the results of partially executed scripts to be exported to URLs external to the terminal, and by allowing commands within an action routine to post their results to different URLs. Redirect is an output redirection primitive in Symple that delivers the output of a command to the appropriate URL (e.g. mobiman.results.com in the example above). Redirect will support a variety of standard protocol prefixes including http, sockets and RMI.
Allowing external access to partial script results allow the operator greater visibility into script execution and greater flexibility in controlling the script. The operator may decide to shut down an otherwise expensive and long-running script based on viewing the partial results, or he might decide to take alternative actions based on what is observed. Partial result availability is also useful in scaling the Symple paradigm to concurrent multi-terminal operations, where the partial results of a running script on one terminal may cause side effects on another.
Mobiman has been used in a number of operator management scenarios, of which one pertaining to wireless system performance management is described here. A wireless network operator may be interested in performance metrics such as average latency experienced by users in a particular geographic area, perhaps as a way to validate the service level agreement with an enterprise customer.
Latency can be chara cterized by the time taken to download a HTML or WML page from a remote server. To measure latency over multiple devices and a statistically meaningful period of time, the operator can compose guarded synclet (see Figure 4) , and can push it to of the mobile device fleet.
The synclet will execute at the time specified by the date attribute and will connect to specified URI to download HTML page. It will repeat this operation for times as specified in repeat attribute. This synclet will average these latency measurements and send it to operator server. The server correlates the values obtained from number of mobile devices over period of time at different times and can collate the data to make decisions about re -provisio ning the network. Table 1 details our experience in running performance management Synclets over a GSM network on a Java-enabled mobile handset. The data shows a total time of about 30 seconds for Synclet loading and execution. While this number is acceptable, it could benefit from improvement. Better networks will reduce this latency, while Sy nclet bundling allows latency to be amortized across multiple management operations.
Local runtime operations on the mobile device (e.g. Synclet parsing) make up about 25% of the total cycle-time, and will improve as Moore's law increases the horsepower dedicated on handsets to data services. Overall, the numbers indicate the viability of a Synclet based approach for today's handsets, and its growing value with handset and network evolution. So far, the discussion has focused on individual Synclets that are dispatched from a known centralized device management server to the mobile terminal. This model has the benefit of simplicity at both terminal and Synclet levels. The mobile terminal is typically provisioned with a known device management server address, and simply connects to it to receive management operations (the pull model) or is notified of pending operations (the push model) by the server. The Synclet itself remains unaware of larger computations (e.g., a "bandwidth measurement" operation across all terminals in the "847" area code) that it may be participating in.
However, this of operation has fundamental limitations.
1. Scalability and Efficiency. The centralized device management server can become the bottleneck for terminal management operations. Because terminals are associated with a single device management server, the retrieval and execution of management operations are adversely affected by server inaccessibility or unavailability. Furthermore, the bandwidth limitations of cellular networks hamper the efficient and timely download of tasks such as software upgrades that involve significant data transfer.
Information Reuse.
Terminal management actions can involve significant reuse of terminal-related data such as versioning information. However, with the current architecture, every management task must obtain this information directly from the terminal (causing redundant requests across o perations) or must rely on last-stored (and possibly outdated) terminal info rmation. This approach is inefficient and wasteful of bandwidth.
3. Multi-terminal coordination. While current terminal management tasks target one terminal at a time, future management operations could benefit from concurrent "coordinated" execution of operations across multiple terminals. For instance, an operator can request "available network bandwidth" information from 100 phones in the 847 area code; a coordinated operation would ensure that the 101 st (and higher) terminals automatically terminate their operations once the 100 results are obtained. Though the limitations appear unrelated, they can all be resolved by mechanisms for information-sharing and task-coordination. The scalability issue can be addressed by deploying multiple management servers that share a common pool of information about pending management actions to specified terminals. Servers can now coordinate their schedules to balance the task load dynamically. The information-reuse issue can be addressed by making results of prior terminal management operations available to pending management tasks, thereby reducing the number of redundant operations while maintaining reasonably current information about the terminal. Finally, the multiterminal coordination problem can be addressed by deploying a "shared memory" component on the server backend, allowing Synclets on client terminals to share status information and partial results with concurrently-executing Synclets on other terminals for coordination purposes. Achieving coordination among the distributed Synclets (on mobile clients) and the centralized device management servers (on static infrastructure) requires the addition of sophisticated capabilities both to the service-side mechanisms and to the interplay between the Synclets and the servers. In this section we describe a "Smart Cloud" model that provides extensions to the server-side architecture to enable multi-terminal, multi-server coordination described previously. The objective of these extensions is to embed coordination complexity in the resource-rich server infrastructure, thereby keeping the client-side infrastructure simple and lightweight.
As shown in Figure 5 , the Smart Cloud extensions consist of three main comp onents (a SyncletLauncher, a Coordinator, and a Redirector) that interact through a shared tuplespace. For our prototype, we leveraged the functionality provided by our Mojave 3 system [VL01] with IBM's TSpaces providing the tuplespace functionality. By implementing the Smart Cloud components as Mojave agents, we also introduce an addition degree of flexibility in deciding the locations of the individual comp onents. Thus, the launcher agent, coordinator agent and redirector agent can be replicated or
