This paper describes an algorithm to generate Hilbert-style axiomatic proofs. Based on this algorithm we develop logax, a new interactive tutoring tool that provides hints and feedback to a student who stepwise constructs an axiomatic proof. We compare the generated proofs with expert and student solutions, and conclude that the quality of the generated proofs is comparable to that of expert proofs. logax recognizes most steps that students take when constructing a proof. If a student diverges from the generated solution, logax can still provide hints and feedback.
INTRODUCTION
The ACM 2013 computer science curriculum lists the ability to construct formal proofs as one of the learning outcomes of a basic logic course [3] . The three main formal deductive systems are Hilbert systems, sequent calculus, and natural deduction. Natural deduction is probably the most popular system, but classical textbooks on mathematical logic also spend a couple of pages on Hilbert systems [14, 19, 8, 15] . Hilbert systems belong to the necessary foundation to the introduction of logics (temporary, Hoare, unity, fixpoint, and description logic) used in teaching of various fields of computer science [25] , and are treated in several textbooks on logic for computer science [4, 21, 2, 24] .
Students have problems with constructing formal proofs. An analysis of the high number of drop-outs in logic classes during a period of eight years shows that many students give up when formal proofs are introduced [9, 10] . Our own experience also shows that students have difficulties with formal proofs. We analyzed the homework handed in by 65 students who participated in the course "Logic and Computer Science" during the academic years 2014-2015 and 2015-2016. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. From these students, 22 had to redo their homework exercise on axiomatic proofs. This is significantly higher than, for example, the number of students in the same group who had to redo the exercise on semantic tableaux: 5 out of 65.
A student practices axiomatic proofs by solving exercises. Since it is not always possible to have a human tutor available, an intelligent tutoring system (ITS) might be of help. There are several ITSs supporting exercises on natural deduction systems [23, 22, 6] . In these ITSs, students construct proofs, and get hints and feedback. We found two e-learning tools that help students producing axiomatic proofs: Metamath Solitaire [18] and Gateway to logic [11] . Both tools are proof-editors: a student chooses an applicable rule and the system applies this rule automatically. These systems provide no help on how to construct a proof.
In this paper we describe logax, a new tool that helps students in constructing Hilbert-style axiomatic proofs. logax provides feedback, hints, next steps, and complete solutions. logax is part of a set of tools assisting students in studying logic, such as a tool to practice rewriting formulae in disjunctive or conjunctive normal form, and to prove an equivalence using standard equivalences [17, 16] .
The main contributions of this paper are:
-an algorithm for generating axiomatic proofs, and -the generation of hints and feedback based on this algorithm.
To determine the quality of logax, we compare the proofs generated by the tool with expert proofs and student solutions. We use the set of homework exercises mentioned above to collect common mistakes, which we have added as buggy rules to logax. This paper is organized as follows. Section 2 describes Hilbert's axiom system. Section 3 introduces the algorithm to generate proofs automatically, and Section 4 explains how we use these generated proofs for providing hints. Section 5 gives a collection of buggy rules. Section 6 shows the results of a first evaluation of our work. Section 7 concludes and presents ideas for future work.
AN E-LEARNING TOOL FOR HILBERT-STYLE AXIOMATIC PROOFS
Several variants of axiomatic proof systems exist. In logax we use the following set of axioms:
A proof consists of a list of statements of the form Σ φ, where Σ is a set of formulae (assumptions) and φ is the formula that is derived from Σ. In a 'pure' axiomatic proof, each line is either an instance of an axiom, an assumption, or an application of the Modus Ponens (MP) rule:
if Σ φ and ∆ φ → ψ then Σ ∪ ∆ ψ logax also supports a derived rule, the deduction theorem:
A proof in this system can be constructed in two directions. To take a step in a proof, a student can ask two questions: -How can I reach the conclusion? -How can I use the assumptions?
An answer to the first question might be: use the deduction theorem to reach the conclusion. This answer creates a new goal to be reached, and adds a backward step to the proof. An answer to the second question might be: introduce an instance of an axiom that can be used together with an assumption in an application of Modus Ponens. This adds one or more forward steps. Figure 1 shows an example partial proof, constructed in our tool logax. A full proof that completes this partial proof is:
Figure 1 illustrates most of the functionality of our elearning tool logax. A student starts with choosing a new exercise from the list, or formulating her own exercise. She continues working in the dialog box to add new proof lines. Here she can first choose which rule to apply: an assumption, axiom, an application of Modus Ponens or deduction theorem, or a new goal. In case of an assumption she enters a formula, and in case of an axiom, logax asks for parameters to add the instantiation of the axiom to the proof. Figure 1 shows adding a Modus Ponens: a student has to fill in at least two of the three line numbers. logax performs a step automatically and adds a forward or backward step to the proof. In the same way, a student provides a line number to perform a backward application of the deduction theorem. If the deduction theorem is applied in a forward step, the student also provides a formula φ. If a student makes a mistake, e.g. she writes a syntactical error in a formula, or tries to perform an impossible application of Modus Ponens, the tool provides immediate feedback. At any moment she can ask for a hint, next step, or a complete proof. The high number labelling the target statement (1000) is chosen deliberately, because at the start of the proof it is not yet clear how long the proof will be. After finishing the proof a student can ask the tool to renumber the complete proof.
AN ALGORITHM FOR GENERATING AXIOMATIC PROOFS
An ITS for axiomatic proofs needs to provide hints and feedback. There are at least two ways to construct hints and feedback for a proof. First, they can be obtained from a complete proof. Such a proof can either be supplied by a teacher or an expert, or deduced from a set of student solutions. An example of an ITS for natural deduction proofs that uses student solutions has been developed by Mostafavi and Barnes [20] . A drawback of this approach is that the tool only recognizes solutions that are more or less equal to the stored proofs. The tool cannot provide hints when a student solution diverges from these stored proofs. Also, this only works for a fixed set of exercises. If a teacher wants to add a new exercise, she also has to provide solutions, and the tool cannot give hints for exercises that are defined by a student herself. The second way to provide the tool with solutions, which we use, is to create proofs automatically. At first sight this might solve only the second problem: automatically providing hints for new exercises. Section 4 explains how our approach makes it possible to provide hints also in case a student diverges from a model solution.
We develop an algorithm that automatically generates proofs. This algorithm should generate the kind of proofs 
we expect from our students. Existing algorithms, such as the Kalmár constructive completeness proof [13] , or the algorithms used in automatic theorem proving [12] , are unsuitable for this purpose. Natural deduction tools such as ProofLab [23] and Pandora [6] also use solution algorithms, and these algorithms can provide useful hints and feedback. We adapt an existing algorithm for natural deduction to create axiomatic proofs. Before we describe the algorithm, we first explain how we represent proofs. Figure 1 shows a partial example proof of q → r (p → q) → (p → r ). There are alternative ways to start this proof. A student may choose a different order, for example starting with line number 2. Using one or more axiom instances we may obtain entirely different proofs. Since we want to recognize different proofs, we represent proofs as labeled directed acyclic multi graphs (DAM), where the vertices are statements Σ φ and the edges connect dependent statements. We annotate vertices with the applied rule: Assumption, Axiom, Modus Ponens or Deduction. Note that a statement can be the result of different applications of rules. An example of such a DAM is shown in Figure 2 . Vertices are numbered for readability. A dashed arrow means that the lower statement follows from the higher by application of the deduction theorem. A pair of ordinary arrows represents an application of Modus Ponens. This DAM contains three essentially different proofs: one that uses axioms a and b, one that applies the deduction theorem and Axiom a, and one that uses no axioms and applies the deduction theorem twice. This last proof is a continuation of the proof provided in Figure 1 .
The basis for our algorithm for axiomatic proofs is Bolotov's algorithm for natural deduction proofs [5] . The algorithm is goal-driven, and uses a stack of goals. We build a DAM using steps that are divided into five groups. The first group contains a single step to initialize the algorithm. The steps in the second group check whether or not a goal is reached. The steps in the third group extend the DAM. The steps in group 4 handle the goals and may add new formulae to the DAM. In this group, a goal F can be added. The symbol F is not part of the language, but we use F as shorthand for "prove a contradiction". Finally, group 5 completes the algorithm, where we omit certain details for the steps that are needed to prevent the algorithm from looping.
1. We start the algorithm by adding the target statement (e.g. q → r (p → q) → (p → r )) to our stack of goals, and the assumptions of this goal (q → r q → r ) to the DAM. (b) If the top goal is ∆ F and the DAM contains the statements ∆ φ and ∆ ¬φ such that ∆ ∪ ∆ ⊂ ∆, we add a set of axioms to the DAM that can be used to prove the goal below the top from these two statements. We remove the goal ∆ F from the stack. Motivation: we can use the contradiction to prove the goal below the top. Apart from the instances of the axioms, this proof will use applications of Modus Ponens. Hence, the goal below the top will be removed in a later step. Motivation: here we perform a broad search, and any derivable statement will be added to the DAM.
(c) If the DAM contains a formula ∆ ψ and the top goal is ∆ \ φ φ → ψ, we add ∆ \ φ φ → ψ to the DAM. Motivation: use the deduction theorem.
(a)
If the top goal is ∆ φ → ψ, we add φ φ to the DAM and the goal ∆, φ ψ to our stack of goals.
Motivation: prove ∆ φ → ψ with the deduction theorem.
(b) If the goal is ∆ ¬φ we add φ φ to the DAM and the goal ∆, φ F to our stack of goals. Motivation: prove ∆ ¬φ by contradiction.
(c) If the goal is ∆ p, where p is an atomic formula, we add ¬p ¬p to the DAM and the goal ∆, ¬p F to our stack of goals. Motivation: we cannot prove ∆ p directly, and hence we prove it by contradiction.
If the top goal is ∆ F and ∆ φ → ψ belongs to the DAM, we add ∆ φ to our stack of goals. Motivation: we cannot prove a contradiction with the steps performed thus far. Hence, we exploit the statements we already have. Since our goal is to prove ∆ F , any formula is provable from ∆.
(b) If the top goal is ∆ F and ∆ ¬φ belongs to the DAM we add ∆ φ to our stack of goals. Motivation: use derived statements.
This algorithm constructs a basic DAM. Bolotov shows that his algorithm is correct and complete. Our adaptations are such that correctness and completeness are preserved. We omit a detailed proof.
The above algorithm only uses axioms in a proof of a contradiction, or in the use of double negations. However, we want our students to recognize the possibility to use axioms. We use extra heuristic rules to add more instances of axioms to the DAM, such that we indeed can produce the example DAM in Figure 2 . An example of such a rule is:
-If the top goal equals ∆ φ → ψ and Σ ¬φ already belongs to the DAM, where Σ \ ¬ψ ⊂ ∆, then add an instance (¬ψ → ¬φ) → (φ → ψ) of Axiom c to the DAM together with a derivation of Σ \ ¬ψ ¬ψ → ¬φ by the deduction theorem from Σ ¬φ.
MODEL SOLUTIONS AND HINTS
The DAM may contain different solutions. Figure 2 shows, for example, three essentially different solutions for the proof of q → r (p → q) → (p → r ). We use the DAM to provide complete solutions and to trace the solution constructed by a student to give adequate feedback or hints. Therefore, we extract solutions stepwise from the DAM. In each step there is a choice between different lines that can be added to the proof. We add preferences to these choices. In general, backward applications of the deduction theorem are preferred over forward steps, and axioms or assumptions that can be used in an application of Modus Ponens together with statements that are already in the proof, are preferred above statements that cannot be used directly. For example, when we apply the extraction procedure to construct a sample solution from the example DAM (Figure 2 ), the first line we add to the proof is a backward step: the goal can be reached by an application of the deduction theorem. Also the next line will be an application of the deduction theorem. Now, we have to introduce an assumption, and in this case the procedure will choose line 1 or 2 from the DAM, because both these lines can be used in a next step. It will not choose line 4, since line 4 can only be used after the application of Modus Ponens on lines 1 and 2. logax uses the above extraction procedure to generate complete solutions, and to provide hints or next steps. When a student works on an exercise, logax compares her steps with the steps in the DAM for the exercise. As long as the student follows a preferred or non-preferred solution from the DAM, logax can give hints (e.g. perform a backward step, or apply Modus Ponens), or next steps. logax compares the partial solution of the student with the DAM to find a solution path that is a continuation of the solution of the student. This solution path is used to generate hints or next steps. When a student diverges from the DAM, we build a new DAM that contains the (partial) student solution. This DAM can then be used to provide adequate hints and next steps to continue the student proof. Of course, it is possible that the new DAM does not contain a solution path that uses the partial solution of the student. In that case we can give a warning, and a hint or next step will ignore steps that are not recognized by logax. Note that logax does not allow students to add incorrect steps. Hence, the final proof may contain lines that are not used, but it cannot be an incorrect proof.
The DAM contains different solution paths comparable to the way behavior graphs in example-based tutors code solutions [1] . The main differences are that:
-the DAM is generated automatically; -feedback and hints are not coded in the DAM; -DAMs are not static, we generate a new DAM when a student follows a different solution path.
BUGGY RULES
Students make mistakes in axiomatic proofs. From the homework of students participating in our course we collected a set of mistakes, and classified these mistakes in three categories:
-oversights, -conceptual errors, and -'creative' rule adaptations.
Mistakes such as missing parentheses belong to the first category. A typical example of a mistake of the second category is the following application of Modus Ponens:
Here, the student has the (wrong) idea, that after an application of Modus Ponens on ∆ φ and Σ φ → ψ, the formula φ becomes the assumption of the conclusion. Creative rule adaptations may take various forms. Further analysis of the homework exercises suggests that students typically make these mistakes when they do not know how to proceed. This is in line with the repair theory, which describes the actions of students when they reach an impasse [7] . logax contains a dialog box to add new proof lines. The idea behind this approach is that a student can concentrate on proof construction. This also means that students can make fewer mistakes. The only possible oversights are syntactic mistakes in formulae. The example given before of a conceptual error is impossible to construct in logax, since logax fills in the assumptions automatically. However, it is still possible that a student tries to apply a rule incorrectly, for example an application of Modus Ponens on ∆ φ and Σ φ → ψ where φ and φ are equivalent but not equal.
We used homework solutions to define a set of buggy rules for mistakes that can be made in logax. With these rules it is possible to give informative feedback. For example, if a student wants to complete a proof 1. ¬q, ¬p ¬q Assumption 2. ¬q ¬p → ¬q Deduction 1 3.
(¬p → ¬q) → (q → p) Axiom c 4. ¬p → ¬→ p by applying Modus Ponens to lines 2, 3 and 4, she gets a message that line 4 cannot be the result of an application of Modus Ponens on lines 2 and 3, since the assumption of line 2 does not belong to the set of assumptions in line 4.
EVALUATION
We evaluate the proofs generated by logax in two ways. First, we compare the generated proofs with expert proofs. There are some example proofs in textbooks, and there is a large collection of proofs on the Metamath website 1 . We cannot use the latter proofs directly, since the Metamath proofs do not use the deduction theorem, and the same holds for most of the example proofs in textbooks. Therefore we perform a more indirect comparison. We use the constructive proof of the deduction theorem to transform proofs generated by logax in proofs without applications of the deduction theorem, and compare these proofs with the Metamath proofs. Since Metamath proofs build on each other, we rewrite Metamath proofs such that proofs of used lemmas are inlined, and subsequently delete unused or duplicated proof lines. For our evaluation we compare 30 proofs. The most important observation is that almost all proofs are equal up to the order of the lines. In three cases the proofs constructed by logax are shorter than the Metamath proofs, and the other proofs are equally long.
In a second evaluation we investigate whether or not correct student solutions can be recognized by logax. We use solutions of two homework exercises, and two exam exercises. In the first exam exercise, students have to prove that ¬¬p → ¬q, r → q r → ¬p. The correct student solutions to this exercise can be divided into two groups, where each group contains solutions that are equal up to the order of the lines. Solutions in the first group contain an application of axioms a, b and c, and no application of the deduction theorem. Solutions in the second group contain an application of the deduction theorem, and of Axiom c. From the 19 correct solutions, the majority (16) belongs to the second group, and the remaining three solutions to the first group. The example solution provided by logax also belongs to the second group. The solutions of the first group do not (yet) appear in our DAM. Still, the tool can provide feedback for students who introduce Axiom b, since in this case we can dynamically generate a DAM that does contain this solution. In the future we might add an extra heuristic for the use of Axiom b:
-If the top goal equals ∆ φ → χ, and ∆ φ → ψ and ∆ ψ → χ both appear in the DAM, where
In the second exam exercise, students have to prove p → (¬q → ¬r ), p → r p → q. Since this is a resit exam, 1 http://us.metamath.org/mpegif/mmtheorems.html the number of participants is much lower. Only six students handed in a correct solution to this exercise, and again the solutions are divided into two groups, one using Axiom b (two solutions), and one not using this axiom (four solutions). The solution generated by logax belongs to the second group. Solutions of the first group are not recognized by the DAM that is generated at the start of the exercise, but can be recognized by a dynamically generated DAM. The first homework exercise resembles this examination exercise: students have to prove that q, ¬p → (q → ¬r ) r → p. Here almost all student solutions (16) use Axiom a, b and c. Only one student uses the deduction theorem instead of axiom b. Here logax generates this last less followed path. The second homework exercise is an exercise in predicate logic, but it contains a propositional part that amounts to a proof of (p → q) → ¬p q → ¬p. Again, there were two groups of solutions: 13 students used Axiom a and the deduction theorem, and 2 students used an extra application of the deduction theorem instead of Axiom a. In this case the preferred solution by logax is the solution without use of Axiom a, but the DAM also contains a solution with Axiom a. We summarize the results in Table 1 . The first column (preferred) shows the number of solutions that corresponds to the preferred solution of logax, the second the number that corresponds to a non-preferred solution, and solutions in the third column can be recognized by a dynamically generated DAM. The conclusion of this evaluation is that with the use of dynamically generated DAMs, we can recognize all student solutions, and also give hints. Still we might optimize logax by adding more heuristics.
CONCLUSION AND FUTURE WORK
By using an existing algorithm for natural deduction, we developed a correct and complete algorithm to generate Hilbert-style axiomatic proofs, and introduced a representation of these proofs as a directed acyclic multi graph (DAM). We use these DAMs in a new interactive tutoring tool logax to provide hints and next steps, and to extract model solutions. The comparison of our proofs with expert solutions shows that the quality of the generated proofs is comparable to that of expert proofs. The tool recognizes most of the steps in a set of student solutions, and in case a step diverges from the generated solution, logax can still provide hints and next steps. We derived buggy rules from a set of student solutions, and added these to logax. Comparison with a test set showed that this set covers the majority of student errors.
We have not yet evaluated logax in class. In the fall of 2016 we will perform a first evaluation with students. We will measure student satisfaction with logax, and use logging in combination with pre-tests and post-tests to analyze their learning. Special attention will be paid to the mistakes that students make in the post-test. We hypothesize, based on repair theory, that since logax assists students in con-structing proofs, creative errors will occur less frequently, since students do not construct their own repairs when they meet an impasse. However, students can still make mistakes, and it might be the case that they make more mistakes in, for example, writing down the conclusion of an application of Modus Ponens. Since logax adds assumptions automatically, students might make errors in adding assumptions if they do not use logax. Future evaluations will show whether or not this indeed happens.
Typically, axiomatic proofs build on each other: for example, a proof of ¬¬p → p can be used as a lemma in another proof. In the future we will extend our tool with the possibility to add lemmas and extra rules. This will also make it possible to provide a greater and more diverse collection of relatively simple exercises.
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