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The primary purpose of this paper is to give an oscillation theory for second- 
order integral differential equations. It is shown that this theory follows in 
a natural way as “a corollary” from the more abstract approximation theory 
of quadratic forms given previously by the author. Thus, our ideas are primarily 
constructive and quantitative as opposed to the usual qualitative methods. 
We also note that the usual oscillation theory for second-order differential 
equations follows directly by our methods. Furthermore, our methods provide 
a unified theory for eigenvalue problems, optimization problems, and numerical 
approximation problems within this setting. 
In Section 1 we give the preliminaries for the remainder of the paper. In 
Section 2 we define the basic quadratic form and integral differential equation 
and give the relationships between them. These relationships are used (in 
Section 3) to give a theory of oscillation in our setting and some basic oscillation 
results. Finally, in Section 4 we give some deeper oscillation results. 
To emphasize the unifying methods of our ideas, this paper is presented as 
a companion paper to “A Numerical Approximation Theory for Second 
Order Integral Differential Equations.” 
1. PRELIMINARIES 
In this section we give the approximation hypothesis, the focal point 
hypothesis, and basic results required for the remainder of this paper. & 
will denote a real Hilbert Space with inner product (x, y) and norm 
11 x 11 = (x, x)1/2. Strong convergence is denoted by x, 3 x0 and weak con- 
vergence by x, + x,, . 
Let Z be a metric space with metric p. A sequence {CT?} in 2 converges to 
o,, in Z, written or + CJ,, if lim,=, p(ur , uO) = 0. For each a in Z, let d(u) 
be a closed subspace of XJ such that: 
if a,-+us, X, in &‘(cr,), and x, +yO then y,, is in Se(uJ; 
if x0 is in -Qz(u,,) and E > 0, there exists 6 > 0 such that, 
whenever p(a, CT,,) < S, there exists x0 in &‘(a) satisfying 
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For each u in 2 let J(x; u) be a quadratic form dejned on L&(U) with 
J(x, y; 0) the associated bilinear form. For r = 0, 1,2,..., let x, be in &(u,.), 
yr in &(u,.) such that: if x, + x,, , y,. * y,, , and ur + us , then 
and 
F-2 J(xr j YG 4 = J&o , ~0; 001, (24 
liF=&f J(x,; 4 2 1(x0; a,), (2b) 
p-2 J(xr; 4 = J(xo; 000) implies x, 3 x0 . (24 
Let a, b be real numbers (a < 6) and define A = [a, b]. Let {X(A): X in A} 
be a one-parameter family of closed subspaces of JJ such that X(a) = 0, 
S(b) = -c4, and %(A,) C #(A,) whenever A, and A, are in A, A, < A, . In 
this paper we will require one or both of these additional hypotheses: 
and 
x(ho) = n ~(4 
A,<A<b 
Who) = tJ m4 
a<.w, 
whenever a<h,<b (3a) 
whenever a < ho < b, (3b) 
is satisfied. We note that S denotes the closure of S. 
The signature (index) of a quadratic form Q(X) on a subspace 59 of & 
is the dimension of a maximal, linear subclass %7 of 9? such that x # 0 in %Y 
implies Q(x) < 0. The nullity of Q( x on g is the dimension of the set ) 
go = {x in.93 1 Q(x, y) = 0 for ally in g}. The vector x is said to be a Q 
null vector of 9f. The vector z is Q orthogonal to 9? if z satisfies Q(z, y) = 0 
for all y in %Y. 
We now define the spaces aI(p) which “resolve” the space d(u). Inequality 
results are then given relating the signatures s(p) and n(p) to s(po) and n(po). 
Theorems 1, 2, and 3 are proven in [2]. 
Let M = A x 2 be the metric space with metric d defined by 
where pi = (A, , ur) and ps = (As , us). For each p = (h, u) in M, define 
J(x; p) = J(x; u) on the space B(p) = &(a) n X(X). Let s(p) = s(A, u) and 
n(p) = n(h, u) denote the index and nullity of J(x; p) on g(p). 
THEOREM 1. Assume (la) and (2) hold and that (3a) holds. For any 
p. = (4, uo) in M there exists 6 > 0 such that, if p = (A, a), d(po, p) < 6, 
then 
44 4 + 44 4 < Go , uo> + n(h,, uo). (4) 
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THEOREM 2. Assume (lb) and (2) hold and that (3b) holds. For any 
y,g (A, , u,,) in M, there exists 6 > 0 such that, ;f p = (!I, u), d(po , p) < 6, 
s&l , uo) < 44 4. (5) 
Combining Theorem 1 and 2, we have 
THEOREM 3. For any p,, = (h, , q,) in M, there exists 6 > 0 such that, ij 
p = (X, u) and d(po , p) < 6, then 
s(& , qJ d ~(4 0) < ~(4 a) + n(k 4 < s(& , 4 + n(& ,4. (6) 
Furthermore, 
n(b , d = 0 implies s(h, u) = s(X, , CT,,) and n(h, u) = 0. (7) 
2. THE BASIC QUADRATIC FORM AND 
INTEGRAL DIFFERENTIAL EQUATION 
In this section we give the fundamental relationship between the quadratic 
form theory and the integral differential equations (Euler-Lagrange equa- 
tions). 
The bilinear form J(x, y) and quadratic form J(x) are 
J(x, y) = j” Rij(t) xi(t) yj(t) dt + sps.” &(s, t) xi(s) yj(t) ds dt (84 
a 
and 
where R,(t) = Rji(t) and &(s, t) = &(t, s) for i, j = 0, 1, x”(s) = x(s), 
and y”(t) = y’(t) (th e d erivative of y(t)). For convenience we will assume Ktj 
and Rij are piecewise continuous, though our results hold under much 
weaker conditions. We also assume that R,,(t) > 0. 
Let g be the family of functions x(t), where x(t) is absolutely continuous 
on [a, b], x’(t) is square integrable on [a, b], and x(a) = x(b) = 0. ~8 is a 
Hilbert space with norm given by 
11 x II2 = j-” x-(t) dt. 
n 
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Let 9(A) (a < h < b) denote the one-parameter family of subspaces of a 
such that x(t) = 0 if h < t < 6. For the next theorem we set 
and 
71(t) = 4,1(t) 44 + &,W x’(t) + 1” [G(s> t) 4s) + Us, t) WI ds. (9b) 
a 
THEOREM 4. The vector x is J orthogonal to 99(h) if and only if x satisjies the 
Euler-Lagrange equation 
Tl’W = To(t) (10) 
on a < t < A. Thus, x is in 37,,(X) ;f and only ;f (10) holds on a < t < A, 
x(a) = 0, and x(t) = 0 on [A, b]. 
The proof of this th eorem follows by integrating by parts, since y(a) = 0 
andy(t)=Oonh<t<b: 
J(x, Y> = j b [To(t) r(t) + Tdt) y’(t)1 dt a 
= y(t) T&) 1’ + 1” [q,(t) - 71’(t)] y(t) dt = 0. 
a a 
Let s(h) and n(h) denote the index and nullity of J(x) on the space 99(h). 
Let s(h + 0) denote the right-hand limit of s(X) and define s(A - 0), n(h + 0), 
and n(h - 0) in an analogous manner. We will say that J(x) is normal on 
[a, b] if x(t) satisfies T1’(t) = To(t). x(t,,) = x’(t,,) = 0 for a < to < b implies 
x(t) = 0 on [a, b]. 
THEOREM 5. The functions s(h) and m(h) = s(h) + n(h) are nondecreasing 
(in A) on [u, b]. Furthermore, s(X) is left continuous and m(A) is right continuous 
(in A) on [a, b]. Finally, ;f J(x) is normal, we have 
~0 + 0) = s(h) + 44 (a < h < b). (11) 
The first statement follows, as g(h) is nondecreasing and m(h) is the dimen- 
sion of the space {X in k%?(h) 1J(x) < O}. Since a(X) satisfies (3), inequality (6) 
of Theorem 3 with (T = a0 shows that s(X) < s(X - 0), so that the second 
statement follows. Finally, if J(x) is normal, then n(X + 0) = 0 since 
n(h + 0) > 0 implies there exists a solution to the Euler-Lagrange equation 
satisfying y(h) = y’(h) = 0. Thus, (11) follows by the right continuity of m(h). 
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We pause to note the difference between normal integral differential 
equations and abnormal equations. In the former case we have unique solu- 
tions to our problems. In the latter case a solution to (10) may equal zero on 
a subinterval [h’, h”] of [a, b]. A reasonably thorough description and theory 
of the abnormal case have been given in [3] by the author. 
For the remainder of this paper we will assume our equations are normal. 
3. OSCILLATION THEORY 
In this section we give the definition of oscillation for our quadratic form 
problem (8). It is immediate that our definition generalizes the usual definition 
of oscillation for second-order normal ordinary differential equations. We will 
also give some theorems of the type “if equation A oscillates, then equation B 
oscillates (and conversely).” 
The quadratic form I(X) given by (8b) is oscillatory of degree k on [a, b] if 
s(b), the index of J(X) on B(b) = g’, equals k. Equation (10) is oscillatory of 
degree k on [a, b] if J( x is oscillatory of degree k. Equation (10) is oscillatory ) . 
if for any integer K > 0 there exists real numbers a < b such that (10) is 
oscillatory of degree k on a < t < b and k > K. Equation (10) is nonoscillatory 
if it is not oscillatory. Equation (10) is d&conjugate if x(t) = 0 is the only 
solution satisfying x(a) = 0 and x(h) = 0 for a < h < b. Finally, h is an 
oscillation point if s(h + 0) > s(h - 0). 
We remark that this definition generalizes the usual definition of oscillation 
for the quadratic form 
J(4 = j-” R,(t) -W) + 2%,(t) x'(t) x(t) + G,(t) WI dt, a 
whose associated Euler-Lagrange equation is 
1 [~,,d(t) + &I+)1 = %l~‘(t) + &&4t)* 
A second advantage of this definition is that we will be able to count the 
oscillation point, i.e., study oscillation points quantitatively as opposed to 
qualitatively. A third advantage is the immediate application to optimization 
and eigenvalue problems in this setting. 
For an elementary example of comparison theorems in this setting we 
assume the forms Ji(x) given below. For i = 1, 2 we write 
J&d = j-” [Pi(t) x”(t) - q,(t) x’(t)] dt + s,“s,” ri(s, t) x(s) x(t) ds dt, wi 
a 
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which is associated with the differential equation 
f [pp’] + qix - Iab ri(s, t) x(s) ds = 0. (13)1 
For the remainder of this section we assume that pi(t) >ps(t) > 0 and 
that ql(t) < q2(t). Theorem 6 generalizes the ordinary differential equation 
case with Y~(s, t) = 0. 
THEOREM 6. If Y~(s, t) 3 y2(s, t) and if equation (12)s is disconjlrgate, then 
so is (12), . 
By hypothesis, x(t) is of constant sign so that 
JIG4 - J2W = ~"~Ih(t) -P&)1 X'2(t) - h(t) - !72@)1 X2(0> dt . 
(14) 
+ 1”s” [Y~(s, t) - y2(s, t)] x(s) x(t) ds dt >, 0. 
a a 
Since (12), is disconjugate, n,(h), the nullity of the quadratic form Ja(x) 
restricted to a(h), is zero for each h by Theorem 4. By Eq. (1 l), s2(h) = 0 and 
hence s,(h) = 0, since Ii(x) > J2(x) 3 0. Reapplying Theorem 4, we have 
that (12), is disconjugate. 
It is informative to note that the usual oscillation theorems with Y(S, t) = 0 
are much easier to obtain than with Y(S, t) + 0. This is due to the fact that 
sign[x(s) x(t)], and hence the double integral in (14) is difficult to characterize. 
The word “corollary” in the next result refers to method and not to result. 
COROLLARY 7. If YJS, t) = 0 (i = 1, 2) and if (12), is oscillatory of degree 
k on [a, b], then (12), is oscillatory of degree I > k. Thus, (12), is oscillatory 
implies (12), is oscillatory, and conoersely (12), is nonoscillatory (disconjugute) 
implies (12), is nonoscillatory (disconjugute). 
It suffices to prove the first statement. By Theorems 4 and 5 we have 
s,(b) = k. Since (14) implies Ji(x) > J2(x), we have I = s,(b) 3 k and hence 
by Theorems 4 and 5, that (12)2 is oscillatory of degree I 3 k. 
Using Theorems 4 and 5, we may also prove the following. 
THEOREM 8. Let Y~(s, t) = 0, h(x) b e oscillatory of degree k, x,(t) be a 
so&ion of (13), ounishing k + 1 times on [a, b), and r2(s, t) < -x0(s) x,,(t). 
Then J2(x) is oscillatory of degree 1 on [u, b] where 1 > k. 
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Let t = e and t = f be two consecutive zeros of x,(t). Let z(t) = x0(t) on 
[e, f] and z(t) = 0 otherwise. By construction, 
0 = s’ (pl.z’” - qlz2) dt 
e 
2 ef (P2x’2 - I 42x2) dt + j j ef( [-%W dt)l44 44 ds dt 
3 ef(P2Z’2 - s q2z2) dt + 1’s’ r2(s, t) z(s) z(t) ds dt = J2(z). e e 
Thus, t = e is an oscillation point since s(e + 0) > s(e - 0) + 1. Repeat- 
ing this argument, we may construct k linearly independent vectors. 
4. FURTHER OSCILLATION THEOREMS 
In Theorem 9 we generalize the usual Sturm separation theorem. In 
Theorems 10 and 11 we generalize some recent results by Erbe (see [l]). 
THEOREM 9. The zeros of two linearly independent solutions of Eq. (10) 
separate each other. 
Suppose not. Let xl(t) be a nonzero solution with consecutive zeros at c 
and d and let x2(t) be a nonzero solution with consecutive zeros at e and f. 
Without loss of generality we may assume a = e <c <d < f < b. By normality 
and Theorem 5, we have n(h) = 0 on [a, f) and, hence, s(h) = 0 for a < h ,< f. 
Let z(t) = xl(t) on c < t ,< d and let x(t) = 0, otherwise. Then J(z) = 0 
implies 1 = m(d) = s(d) + n(d), which is impossible since 
1 = m(d) = s(d + 0) < s(f) = 0. 
Theorem 10 is a sharper result than Theorem 6. Let 
and 
h(t) x’(t))’ + a(t) x(t) - j-” G, t) 4s) ds = 0 
a 
(15) 
@z(t) x’(t))’ + c2q2(t) x(t) - 1” r2(s, t) x(s) ds = 0 
a 
(16) 
be two integral differential equations, where we assume as before that 
PlW 2 P2H > 0, PlW G !22(t), Tl(S, 4 3 yz(s, th 
c(t) >, 1, and (PI(t) W)’ G 0. 
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THEOREM 10. If Eq. (16) is disconjugute on [a, b], then Eq. (15) is discon- 
jugute on [a, b]. 
Suppose there is a solution x(t) # 0 such that t = e and t = f are con- 
secutive zeros of x(t). Furthermore choose y(t) = x(t)/c(t) on [e, f]. Then 
0 = 1’ [pl(t) x’2 
e - qdt) ~“1 dt + j-fs,’ rds, 4 -4s) 44 dt 
= I’ [P&Y + c’Y)~ - c2w21 dt + Iefs,’ TICS, 4 44 44 Y(S) ~(0 ds dt e 
- lef h(t) r’“(t) - c”(t) q&) y2@)l dt + j’s’ TZ(S> t> y(s) r(t) b dt - 
e e 
+ j-' [(c"A - ~2) Y’~ - c2(q1 - qz) y21 dt e 
+ /'I' Pds, t) 4s) 40 - y2(s, 91 Y(S) r(t) ds dt + j-’ N-P&> (cy2)1 dt. e e e (17) 
The last integral holds as 
s ef $ [(AC’) (cy2)1 dt = 0. 
Since (16) is disconjugate, we have the sum of the first two integrals in the 
last equality of (17) strictly positive as y(t) # 0. Furthermore, the remaining 
terms are nonnegative. The contradiction 0 > 0 + 0 establishes the theorem. 
COROLLARY 11. If rl(s, t) = r2(s, t) = 0 and if Eq. (15) is oscillatory of 
degree k, we have Eq. (16) is oscillatory of degree 12 k. 
Once again we remark that oscillation theory for integral differential 
equations seems more difficult than for differential equations. Thus, Theo- 
rem 10 and Corollary II are not “converse” theorems as they would be for 
ordinary differential equations. This is due to the difficulty in characterizing 
the sign of x(s) x(t). 
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