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Resum del Projecte 
Són molts els fabricants que utilitzen programes comercials que integren 
mòduls d'extracció per estimar els paràmetres que modelen els seus dispositius 
en simuladors de circuits. L'objectiu del present projecte és el desenvolupament 
d'una aplicació automàtica capaç d'estimar els paràmetres SPICE que modelen el 
transistor bipolar, tot això a partir de mesures experimentals reals 
proporcionades pel fabricant del dispositiu.  
A més, s'ofereix una recopilació de mètodes i tècniques que descriuen la 
metodologia per extreure o estimar cadascun dels paràmetres utilitzats per 
SPICE per modelar el comportament real del transistor bipolar.  
El suport informàtic triat i utilitzat per al desenvolupament del programa 
estimador de paràmetres SPICE per a transistors bipolars, ja siguin d'unió (BJT) 
o de heterounió (HBT), ha estat el full de càlcul Excel de Microsoft. Les raons 
que justifiquen la seva utilització es basen en la seva versatilitat i en què permet 
manipular i realitzar infinitat de càlculs sobre dades introduïdes per l'usuari, en 
nostres caso fitxers de dades, a partir de les funcions i eines analítiques que 
incorpora. Aquestes eines i funcions ens resultaran idònies per estimar una gran 






    
Resumen del Proyecto 
Son muchos los fabricantes que utilizan programas comerciales que integran 
módulos de extracción para estimar los parámetros que modelan sus dispositivos 
en simuladores de circuitos. El objetivo del presente proyecto es el desarrollo de 
una aplicación automática capaz de estimar los parámetros SPICE que modelan 
el transistor bipolar, todo ello a partir de medidas experimentales reales 
proporcionadas por el fabricante del dispositivo.  
Además, se ofrece un compendio de métodos y técnicas que describen la 
metodología a seguir para extraer o estimar cada uno de los parámetros 
utilizados por SPICE para modelar el comportamiento real del transistor bipolar.  
El soporte informático elegido y utilizado para el desarrollo del programa 
estimador de parámetros SPICE para transistores bipolares, ya sean de unión 
(BJT) o de heterounión (HBT), ha sido la hoja de cálculo Excel de Microsoft. Las 
razones que justifican su utilización se basan en su versatilidad y en que permite 
manipular y realizar infinidad de cálculos sobre datos introducidos por el usuario, 
en nuestros caso ficheros de datos, a partir de las funciones y herramientas 
analíticas que incorpora. Estas herramientas y funciones nos resultarán idóneas 











   
Abstract 
They’re many manufacturers that use commercial programs that integrate 
extraction modules to estimate the parameters that model their devices in 
electronic circuit simulators. The objective of the present project is the 
development of an automatic application able to estimate the parameters SPICE 
that model the bipolar transistor, everything it starting from experimental real 
measures provided by the manufacturer of the device.  
Also, this project offers a summary of methods and techniques that describe 
the methodology to extract or to estimate each one of the parameters used by 
SPICE to model the real behavior of the bipolar transistor.  
The computer support used for the development of the SPICE parameter 
estimator program for bipolar transistors, be already of junction (BJT) or of 
heterojunction (HBT), has been Excel spreadsheet of Microsoft. The reasons for 
its use are based on its versatility and to manipulate and perform numerous 
calculations on data entered by the user, in our case files of data, from analytical 
tools and functions it incorporates. These tools and features we’re well placed to 






    
1. Introducción 
Siendo estudiante de Ingeniería Electrónica en la Escola Tècnica Superior 
d’Enginyeria de Telecomunicació de Barcelona (ETSETB, www.etsetb.upc.es) 
decidí cursar la asignatura optativa de segundo ciclo Aplicaciones de los HBT 
en Comunicaciones de Alta Velocidad que impartía el profesor Juan Miguel 
López González. En las asignaturas de Dispositivos Electrónicos y Fotónicos I y 
II me habían hablado muy por encima sobre el concepto de heterounión y, 
francamente, me llamó la atención.  
 
1.1 Contexto del proyecto 
Para un ingeniero electrónico, un modelo es un grupo de ecuaciones y 
parámetros que describen el funcionamiento real de un dispositivo para ser 
usado en un simulador de circuitos como, por ejemplo, SPICE. Asimismo, un 
simulador de circuitos es un programa que reproduce el comportamiento de un 
sistema electrónico, permitiendo la verificación de éste sin necesidad de 
construir un prototipo. 
La calidad del modelo de un dispositivo usado en una simulación depende de 
la cantidad y, en gran medida, de la precisión en la estimación de sus 
parámetros. Cuanto mayor sea el grado de rigurosidad en la estimación de los 
parámetros, mayor será la correspondencia de los resultados obtenidos en la 
simulación con la realidad. 
El modelo para el transistor bipolar usado por el programa SPICE es una 
versión modificada del modelo de Gummel-Poon (G-P) formulado en 1970. 
SPICE tiene modelos internos para sus dispositivos semiconductores. El usuario 
sólo tiene que especificar el modelo y parámetros adecuados, si bien, en la 
mayoría de los casos, estos parámetros ya están contenidos en las librerías de 
componentes del programa, siendo facilitados por el propio fabricante.  
Cabe tener en cuenta que, a pesar de que en la actualidad se están 
desarrollando e investigando nuevos modelos avanzados y compactos para 
modelar los transistores bipolares tales como HiCUM, VBIC o MEXTRAM, el 
presente trabajo usa como referente el modelo de Gummel-Poon, debido a que 
sigue siendo el más utilizado por la mayoría de fabricantes de dispositivos 
semiconductores, siendo precisamente sus parámetros los que aparecen en sus 






   
Existen otros programas de simulación de circuitos, tales como ELDO o 
SPECTRE, que también utilizan el modelo de Gummel-Poon para modelar el 
transistor bipolar.  
Desde su aparición hace más de treinta años, SPICE está considerado, sin 
lugar a dudas, como el estándar en la simulación y análisis de circuitos 
electrónicos. Esta es la razón fundamental que se esgrime para justificar que la 
inmensa mayoría de fabricantes permitan descargar directamente de su página 
web modelos de sus dispositivos para ser utilizados en SPICE y muestren el 
listado de sus parámetros en sus hojas de datos o data sheets. Sin lugar a 
dudas, esta es una buena justificación para llevar a cabo este proyecto.  
Para caracterizar y extraer cada uno de los parámetros que modelan un 
dispositivo y ser usados en un simulador de circuitos, muchos fabricantes 
utilizan y recurren a paquetes comerciales populares como IC-CAP de Agilent 
Technologies o UTMOST de Silvaco. El cometido de este trabajo no es, 
evidentemente, crear un software de estimación de parámetros capaz de 
integrar la capacidad de extracción, la funcionalidad o las prestaciones de, por 
ejemplo, IC-CAP, pero si un programa capaz de estimar correctamente el valor 
numérico de cada uno de los parámetros SPICE que modelan el transistor bipolar 
y crear una metodología o procedimiento de extracción de parámetros eficaz, 
automático y correcto. Tener en cuenta que existe un alto grado de 
confidencialidad entre los mismos creadores de los paquetes comerciales que 
conviven en el mercado y la escasa documentación accesible y concreta de la 
que se dispone. 
 
1.2 Objetivos 
El objetivo o cometido del presente proyecto consiste en el desarrollo de un 
programa estimador de parámetros SPICE para transistores bipolares, ya sean 
de unión (BJT) o de heterounión (HBT). Esta herramienta, por tanto, nos servirá 
para obtener el valor numérico de cada uno de los parámetros del modelo del 
transistor bipolar en SPICE, partiendo de los datos, medidas y curvas del 
fabricante del dispositivo.  
También, se pretende ofrecer al lector los fundamentos teóricos que han 
hecho posible la realización del programa estimador y cuyo conocimiento 
permite un mejor aprovechamiento del mismo. El objeto de estudio de este 
proyecto versa, por tanto, en la descripción de las diferentes técnicas, métodos 
y, en definitiva, de la metodología a seguir para extraer o estimar cada uno de 






    
Para poder utilizar el programa estimador no es necesario conocer el modelo 
del transistor ni los métodos para determinar sus parámetros, ya que él mismo 
ofrece las indicaciones necesarias de cómo proceder en cada caso de manera 
instantánea, automática y eficaz. El soporte informático elegido y utilizado para 
el desarrollo de este programa estimador de parámetros SPICE ha sido la hoja 
de cálculo Excel de Microsoft, donde se ha intentado cuidar la interfaz gráfica de 
usuario diseñándola de la manera más intuitiva posible.  
Se ha pretendido redactar un texto actual, útil y de fácil consulta, tanto por su 
estructura como por el nivel de dificultad razonable del mismo. No es necesario 
un nivel matemático avanzado para seguir el contenido del texto y se ha 
intentado introducir en cada capítulo cuestiones conceptuales que estimulen la 
reflexión del lector. 
Por último, durante la redacción del texto se utilizan notas o citas al pie de 
página para ampliar, sustentar, definir, especificar significados e informar, según 
el caso.  
 
1.3 Estructura de la memoria 
El contenido del presente proyecto puede ser agrupado en ocho bloques 
temáticos o capítulos.  
En el segundo capítulo del proyecto se describen las características principales 
del simulador de circuitos SPICE, poniendo especial hincapié en su modelo para 
el transistor bipolar, una versión modificada del modelo de Gummel-Poon 
formulado en 1970.  
El tercer capítulo está dedicado a introducir las técnicas utilizadas para 
estimar algunos de los parámetros que modelan el transistor bipolar a partir de 
sus curvas características de funcionamiento. La comprensión de este capítulo 
será determinante para asimilar procedimientos de extracción descritos en 
capítulos posteriores.  
El resto de capítulos ofrecen al lector una visión generalizada de los métodos 
y procedimientos utilizados para estimar los 41 parámetros que modelan el 
transistor bipolar en SPICE. Así, en el cuarto capítulo se detallan las directrices a 
seguir para extraer los 13 parámetros que representan el comportamiento del 
transistor bipolar en continua (DC). En el quinto, se presenta un método directo 
para extraer los parámetros usados para modelar los efectos de la temperatura. 
En el sexto capítulo se extraen los parámetros utilizados para modelar el efecto 
de las resistencias parásitas introducidas por las regiones neutras, los contactos 
óhmicos y las pistas metálicas de interconexión que en el modelo del transistor 






   
que el modelo dinámico del transistor bipolar incorpora. En el octavo capítulo se 
estiman los parámetros relacionados con el tiempo de tránsito. Por último, en el 
noveno capítulo se estiman los parámetros utilizados para modelar la 
componente de ruido flicker (ruido 1/f) de la unión base-emisor del transistor 
bipolar. 
El décimo capítulo se presenta como manual del programa estimador de 
parámetros SPICE. Su objetivo es orientar al usuario en la utilización de este 
programa resuelto con la herramienta en formato de hoja de cálculo Excel y 
cuyo nombre escogido es estim. 
A continuación se incluye un capítulo dedicado exclusivamente a los 
Apéndices. Aquí se han ubicado datos y documentos que han sido utilizados y 
consultados durante el desarrollo del trabajo pero que, ya sea por su extensión o 
por su formato, no son adecuados para incluirlos en el texto y otros que tratan 
de ampliar información. Finalmente, indicar que dichos Apéndices han sido 
ordenados según han ido siendo citados en el cuerpo del documento. 
Al final del proyecto se incluye una extensa relación de todas las referencias 
bibliográficas consultadas a lo largo de la elaboración del proyecto, todas y cada 
una de ellas intercaladas a lo largo del texto, numeradas entre corchetes y 
clasificadas en orden cronológico de aparición. Al mismo tiempo, durante la 
redacción del texto se recomienda al lector interesado la consulta de varias 
fuentes con el fin de ampliar aquellos temas que, por la temática y cometido del 
proyecto, no han sido tratados en profundidad o con la rigurosidad, desde un 
punto de vista matemático, del todo adecuada.  
Tal y como se podrá corroborar a medida que se avance en la lectura del 
texto, sin lugar a dudas, la principal fuente de referencia y punto de apoyo para 
la elaboración de este proyecto se basa en la consulta de artículos y 
publicaciones de conferencias y congresos publicados en el IEEE (Institute of 











    
2. El simulador de circuitos SPICE 
Para un ingeniero electrónico, el simulador de circuitos SPICE es algo así 
como la imaginación para un creador. SPICE, iniciales de las palabras inglesas 
Simulation Program with Integrated Circuit Emphasis, se ha convertido en el 
software estándar para el análisis de circuitos electrónicos. Este programa 
informático permite analizar y diseñar circuitos con la siempre inestimable ayuda 
de un ordenador. 
 
2.1 Breve Reseña histórica 
 
“Para grandes cosas, grandes hombres”. Nos situamos en la Universidad de 
California, en Berkeley1. En 1970 Ronald A. Rohrer y Larry W. Nagel desarrollan 
un simulador de circuitos en lenguaje FORTRAN llamado CANCER [1]2 (Computer 
Analysis of Nonlinear Circuits Excluding Radiation). Posteriormente, en mayo de 
1972 Larry W. Nagel, bajo la supervisión de Donald O. Pederson (ver foto Fig. 
I.1),  lanza la primera versión de SPICE denominada SPICE1 (Simulation 
Program with Integrated Circuit Emphasis). Es a partir de esta fecha cuando 
aparecen nuevas versiones que van incrementando, paulatinamente, la potencia 
y el prestigio del programa a nivel mundial. Así, en 1975 aparece una nueva 
versión llamada SPICE2. En 1983 aparece la versión SPICE2G.6, siendo ésta 
todavía un estándar para muchos fabricantes y compatible con otros programas 
de simulación. En 1985 el código FORTRAN de SPICE es convertido a lenguaje C, 
apareciendo la versión SPICE3. La adaptación de este programa a ordenadores 
personales se denomina PSpice, de la cual existe una versión para “estudiantes” 
que es de libre distribución. 
 
Figura 2.1: Profesor Donald O. Pederson, uno de los impulsores de SPICE 
                                            
1 http://www.berkeley.edu/ 
2 R. A. Rohrer, L. W. Nagel, R. Meyer, L. Weber, “CANCER: Computer Analysis of 
Nonlinear Circuits Excluding Radiation”, IEEE International Solid-State Circuits 







   
2.2 Características principales 
 
Las auténticas razones que han contribuido a que los ingenieros de diseño se 
inclinen a utilizar SPICE como herramienta de simulación son su enorme 
versatilidad para efectuar todo tipo de análisis, su facilidad de aprendizaje y, por 
supuesto, la enorme biblioteca de modelos de dispositivos que dispone. 
En general, cualquier programa SPICE recibe la información del circuito que 
tiene que simular y del tipo de análisis que tiene que realizar a través de un 
fichero fuente o fichero de circuito. Este fichero contiene una descripción del 
circuito, de los componentes que lo forman y de la interconexión entre ellos. 
En SPICE se pueden realizar diversos tipos de análisis sobre el circuito 
descrito (ver Tabla 2.1). Cada uno de ellos se especifica mediante la 
correspondiente línea de comandos, que se compondrá de una identificación del 
tipo de análisis que se debe realizar. 
El lector interesado en más detalles sobre los diferentes tipos de análisis que 
se pueden realizar sobre un circuito descrito en SPICE puede consultar la 
referencia bibliográfica [2]3.  
Tabla 2.1: Tipos de análisis que se pueden realizar en un circuito descrito en 
SPICE 
Descripción Identificación 
Barrido en continua .DC 
Respuesta en frecuencia .AC 
Transitorio o temporal .TRAN 
Función de transferencia .TF 
Análisis de sensibilidad .SENS 
Análisis de Fourier .FOUR 
Análisis de ruido .NOISE 
                                            








    
2.3 Dispositivos 
 
Los componentes electrónicos son elementos que conforman un circuito 
electrónico, presentando determinadas relaciones entre las magnitudes de 
tensión y corriente en sus terminales. Por tanto, un circuito consiste en la 
interconexión de componentes, generalmente mediante conductores, para llevar 
a cabo una función específica. Otro término que encontramos habitualmente en 
la bibliografía técnica, de significado similar al del componente, es el dispositivo. 
En este texto utilizaremos los términos componente y dispositivo indistintamente 
para referirnos a elementos con la capacidad de realizar funciones. 
En SPICE existe un número de componentes limitado. A partir de estos 
componentes se deberá modelar cualquier otro dispositivo. Los dispositivos 
definidos en SPICE son de diversos tipos y su descripción puede ser más o 
menos complicada. Algunos son los elementos clásicos de análisis de circuitos, 
tales como resistencias, condensadores o inductancias y cuyo comportamiento 
en SPICE coincide con el descrito en la teoría de circuitos. Gracias a sus 
características simples su descripción es muy sencilla y en la mayoría de los 
casos bastará con indicar el valor del componente. Sin embargo y para el caso 
que nos ocupa, será estrictamente necesario dar un paso más allá. 
Los semiconductores presentan un comportamiento complejo. Por un lado son 
dispositivos no lineales, esto es, su relación tensión-corriente no se puede 
describir mediante una ecuación diferencial lineal y además las funciones que 
describen dicha relación son ecuaciones transcendentes y por ello de difícil 
solución.  
Para complicar aún más el panorama, las funciones que rigen el 
comportamiento no son únicas sino que varían en función de la magnitud de las 
variables de corriente y tensión. Es decir, que los semiconductores tienen 
diversos modos de comportamiento y cada uno de estos modos presentan 
dificultades superiores a las normales en su resolución. 
Estos hechos originan que la simulación con cierta aproximación de los 
dispositivos semiconductores exija un buen número de ecuaciones, cada una de 
ellas válida para una cierta zona de funcionamiento, y esto implica la utilización 
de un número aún mayor de coeficientes. Por tanto, la descripción de un 
dispositivo semiconductor exige definir un gran número de parámetros, lo que 
hace obligatorio el uso de modelos. 
Cada tipo de semiconductor (diodo, BJT, HBT, JFET, etc.) dispondrá de su 
propio modelo, en el que se especifican los parámetros del dispositivo. A partir 
de estos parámetros el programa obtendrá, por un lado, el valor de los 
coeficientes y de las constantes de las ecuaciones que rigen su funcionamiento 






   
de utilizar. Por tanto, la cantidad de parámetros que se proporcionan influyen en 
el modelo de funcionamiento de que hará uso el programa. El modelo de 
funcionamiento es la aproximación circuital o matemática que utiliza SPICE para 
simular el dispositivo en cuestión. No existe un único modelo de funcionamiento 
para cada dispositivo, sino que pueden existir varios, unos más precisos que 
otros. El uso de uno u otro modelo se determinará a partir del modelo de SPICE 
definido mediante la orden ".MODEL". De esta forma, cuantos más parámetros 
se definan en el .MODEL más perfecto será el modelo de funcionamiento usado 
en la simulación. 
Por ejemplo, si en el modelo SPICE de un BJT se introducen únicamente unos 
pocos parámetros básicos, se hará uso del modelo de funcionamiento estático de 
Ebers-Moll (E-M), lo que implica que no se tendrán en cuenta efectos dinámicos 
(carga y descarga de capacidades, etc.), ni efectos secundarios tales como la 
alta inyección o el efecto Early. Si, por el contrario, se proporciona el valor de 
todos los parámetros el modelo utilizado será el de Gummel-Poon (G-P), mucho 
más completo (pero que exige mayor tiempo de cálculo). Puesto que estos 
modelos de funcionamiento involucran la resolución de ecuaciones 
transcendentes cuya resolución implica un gran tiempo de cálculo, todos estos 
dispositivos disponen de un modelo de funcionamiento linealizado de pequeña 
señal.  
Habitualmente, el usuario no se ha de preocupar de definir los modelos, es 
decir, de dar valores a los parámetros del modelo SPICE, ya que los suministran 
los fabricantes del programa de simulación, o bien los fabricantes de los 
dispositivos. Por este motive, este capítulo no está orientado a explicar el 
significado de cada uno de los parámetros ni el modo de extraerlos. Lo que se 
pretende es señalar la influencia de los parámetros en el comportamiento de los 
modelos para, de esta forma, poder predecir el grado de exactitud de los 
resultados en función de los parámetros definidos en el modelo que se esté 
utilizando. Además el conocimiento de la influencia de cada parámetro permite 
eliminar alguno de ellos (con lo que tomarán un valor por defecto) con la 
finalidad de simplificar un modelo dado, en situaciones en las que no se precise 
una gran precisión, y ganar de esta forma en tiempo de cálculo. 
Así, y para el caso que nos ocupa, la especificación de un transistor bipolar en 
un circuito simulado con SPICE se realiza a través de la letra "Q" y la sintaxis es 
la siguiente: 






    
donde <colector> <base> <emisor> son los nodos a los que irán conectados 
los respectivos terminales. El nodo substrato es opcional y por defecto se 
considerará conectado a la masa (nodo cero).  
Existen tres tipos de transistores bipolares, el NPN, el PNP y el LPNP 
(transistor PNP lateral). Este último transistor se encuentra en circuitos 
integrados, es un transistor PNP pero que por motivos de construcción presenta 
un comportamiento diferente del transistor PNP normal. 
A modo de ejemplo, si deseamos obtener y representar la curva βF (iC) para el 
transistor BC999, tomando para el transistor los parámetros por defecto excepto 
para BF = 300; IKF = 0,1 A; ISE = 0,01 pA y NE = 2, escribiremos el fichero de 
entrada SPICE mostrado en la Figura 2.2. 
 
Q1 1 1 0 BC999 
VBE 1 0 DC 1 
.DC lin VBE 0.1 1.2 0.02 








 La gráfica obtenida se representa en la Figura 2.3. 
 
 






   
2.4 Modelo SPICE para el transistor bipolar 
 
Encontramos diversos modelos de funcionamiento para el transistor bipolar, 
desde el más simple que es el modelo estático de Ebers-Moll (E-M), ligeramente 
modificado para facilitar el cálculo numérico, hasta el más sofisticado de 
Gummel-Poon (G-P) en gran señal.  
Actualmente existen otros modelos avanzados y compactos para modelar el 
transistor bipolar tales como VBIC, HiCUM o MEXTRAM. Sin embargo, el modelo 
G-P sigue siendo uno de los más utilizados, el estándar y punto de referencia 
para la mayoría de fabricantes de dispositivos. 
Los modelos de circuito equivalente de un dispositivo son un intento de 
utilizar un circuito cuyas características en los terminales exteriores coincidan 
con las que se obtienen experimentalmente en el dispositivo. Desde el 
descubrimiento del transistor bipolar, J. J. Ebers y J. L. Moll desarrollaron una 
aproximación analítica para el comportamiento en gran señal del transistor 
bipolar. Sin embargo, H. K. Gummel y H. C. Poon, en 1970, reconocieron 
algunas de las limitaciones del modelo E-M del transistor bipolar y desarrollaron 
el modelo que lleva su nombre. El modelo G-P se puede considerar, por tanto, 
como una “extensión” del modelo E-M. Una de las ventajas del modelo G-P es su 
amplio rango de validez. 
 
2.4.1 Modelo estático E-M 
 
El modelo estático de Ebers-Moll (E-M) del que hace uso SPICE es el mostrado 
en la Figura 2.4. 
 





    
Los parámetros que se usan en este modelo son los mostrados en la Tabla 
2.2. 
 
Tabla 2.2: Parámetros que se usan en el modelo estático de Ebers-Moll 
 
 
Las variables IEC y ICC de la Figura 2.4 se obtienen a partir de estos 
parámetros según las ecuaciones de Ebers-Moll. 
A pesar de que este modelo es muy sencillo puede resultar de aplicación en 
un gran número de casos. En concreto puede ofrecer buenos resultados en 
aquellas situaciones en las que el transistor bipolar trabaje como interruptor a 
bajas frecuencias o cuando se tengan pequeñas variaciones del punto de reposo. 
Las principales carencias de este primer modelo son: 
(i)  caídas de potencial en las zonas neutras, 
(ii)  no se contempla el efecto Early (dependencia de la corriente de 
colector con la tensión base-colector), 
(iii) no se tiene en cuenta la dependencia de βF y βR con la corriente y 
(iv) no se tienen en cuenta efectos de segundo orden (se describirán 
posteriormente) en las regiones de base y colector. 
Con objeto de considerar los efectos (i), (ii) y (iii), se utilizan los parámetros 
mostrados en la Tabla 2.3. 
 







   
Las caídas de potencial en las zonas neutras se modelan añadiendo tres 
resistencias (RC, RE y RB) al modelo, por lo que circuitalmente el modelo queda 
tal como se muestra en la Figura 2.5. 
 
 
Figura 2.5: Inclusión de las resistencias RC, RE y RB en el modelo 
El efecto Early y la variación de βF y βR con la corriente, se tienen en cuenta a 
través del parámetro VAF con la cual cosa se modifican las expresiones 
originales. Como siempre las expresiones modificadas son iguales a las 
originales cuando los parámetros tienen su valor por defecto. 
 
2.4.2 Modelo estático G-P 
 
Para evaluar los efectos de segundo orden en las regiones de base y colector 
se usa el modelo de Gummel-Poon (G-P). Los efectos extras que este modelo 
evaluará son: 
(i)  Disminuición de β con corrientes bajas 
Este efecto es debido a que existen componentes extras de la corriente de 
base. Para tenerlas en cuenta, el modelo de Gummel-Poon incorpora dos nuevos 
diodos entre base y colector y entre base y emisor. El funcionamiento de estos 





    
modifican el modelo de la forma en que se observa en la Figura 2.6, que 
corresponde al modelo estático de Gummel-Poon. 
 
Figura: 2.6 Modelo estático de Gummel-Poon 
 
(ii)  Modulación de la anchura de la base 
Este es el efecto Early que ya estaba contemplado en el modelo estático de 
Ebers-Moll por lo que se utiliza el mismo parámetro (VAF). No obstante se usa 
también un nuevo parámetro (VAR: tensión de Early inversa) que completa el 
modelo. 
(iii) Alta inyección en base 
El efecto de la alta inyección en base provoca que la corriente IC 
realmente sea inferior a la predicha teóricamente. Esta disminución se modela a 
través del parámetro IKF para la zona activa directa e IKR que se usará en la zona 
activa inversa. 
(iv) Variación de la resistencia de base 
La resistencia de base depende de la corriente, por lo que se añaden tres 
parámetros que contemplan esta dependencia: RB, RBM y IRB. 
En resumen, los parámetros adicionales del modelo G-P son los mostrados en 







   
Tabla 2.4: Parámetros adicionales del modelo de Gummel-Poon 
 
Cuando estos parámetros toman el valor por defecto el modelo G-P se reduce 
al modelo E-M. 
 
2.4.3 Modelo en gran señal E-M 
 
El modelo en gran señal o modelo dinámico de Ebers-Moll (E-M) es el que se 
ve en la Figura 2.7.  
 





    
En este modelo los valores de las corrientes se calculan igual que en el 
modelo estático y las capacidades CBE y CBC corresponden a la capacidad de 
difusión "CD" (debida al exceso de portadores en base) y la capacidad de unión o 
deplexión "CJ" (debida a la zona de carga espacial). La capacidad entre base y 
emisor es: CBE = CDE + CJE, mientras que la capacidad entre base y colector es: 
CBC = CDC + CJC. Tal y como es sabido, estas capacidades no son lineales y 
dependen fuertemente del punto de polarización. Por último la capacidad CCS es 
la capacidad que existe entre el colector y el substrato. 
Para el cálculo de estas capacidades se usan los parámetros mostrados en la 
Tabla 2.5. 
Tabla 2.5: Parámetros relacionados con el cálculo de las capacidades 
 
En el cálculo de las capacidades de difusión, CDE y CDC, se usan los parámetros 
TF y TR. Los parámetros CJE, CJC, VJE, VJC y FC tienen efecto en las 
capacidades de deplexión CJE y CJC. CJS y VJS se usan para calcular la capacidad 
CSC. 
 
2.4.4 Modelo en gran señal G-P 
 
El modelo de Ebers-Moll obvia los siguientes efectos: 
(i)  capacidad distribuida entre base y colector (CJX), 






   
(iii) el exceso de fase. 
Para considerar estos efectos se utiliza el modelo en gran señal de Gummel-
Poon que es el mostrado en la Figura 2.8. 
 
Figura: 2.8 Modelo en gran señal de Gummel-Poon 
Se observa que es muy similar al de Ebers-Moll. Circuitalmente se distingue 
del anterior por la capacidad "CJX". Matemáticamente se diferencia en el cálculo 
de CBE y CBC ya que en este caso se hace uso de tres nuevos parámetros -MC, 
ME y MS- que permiten distinguir entre diversos tipos de dopado. En el caso de 
Ebers-Moll se consideraban constantes con valor 0.33 (valor por defecto). 
La variación de τF depende del punto de polarización y de la tensión base-
colector. Aunque la dependencia es compleja se puede resolver con los 
parámetros XTF, VTF y ITF. La capacidad CJX se calcula haciendo uso del nuevo 
parámetro XCJC y, por último, el exceso de fase se calcula usando el parámetro 
PTF. Así pues, los nuevos parámetros, propios del modelo en gran señal de 










    
Tabla 2.6: Parámetros propios del modelo en gran señal de Gummel-Poon 
 
 
2.4.5 Modelos linealizados (en pequeña señal) 
 
Los modelos vistos anteriormente son complejos y su cálculo exige cierto 
tiempo. Para cálculos largos, en los que se ha de analizar el mismo circuito 
múltiples veces cambiando la frecuencia o algún otro parámetro, es preferible 
utilizar el modelo linealizado o en pequeña señal, con todas las limitaciones que 
conlleva. 
 
Figura 2.9: Modelo en pequeña señal de Gummel-Poon 
El modelo en pequeña señal G-P es el que se muestra en la Figura 2.9, muy 
similar al modelo híbrido-π. El modelo en pequeña señal E-M es similar al G-P 
pero sin la capacidad CJX. También difieren estos modelos en las expresiones 
analíticas usadas en el cálculo de los valores en pequeña señal. En ambos casos 
los valores en pequeña señal se calculan a partir de los parámetros introducidos 






   
modelo estático (todos los parámetros referentes al comportamiento dinámico 
tienen su valor por defecto) las capacidades del modelo linealizado en pequeña 
señal serán cero, con lo que proporciona una respuesta en frecuencia infinita. 
Recuérdese igualmente que SPICE utiliza un modelo lineal o uno de los vistos 
anteriormente en función del análisis que se esté realizando. 
El resto de parámetros que pueden aparecer en el modelo de SPICE se usan 
para el cálculo de la dependencia con la temperatura (EG, XTB, XTI) o para 
modelar el ruido Flicker (KF, AF). 
No siempre es mejor utilizar el modelo más completo sino aquél que se 
adapte suficientemente a las condiciones del análisis. Se ha de tender a utilizar 
el modelo más sencillo, que contemple los efectos que se desean tener en 
cuenta, pues ello redundará en una mejora del tiempo de cálculo. Por ello en los 
casos en los que no se precise una gran precisión, o en las primeras fases del 
diseño, puede ser recomendable borrar algunos parámetros del modelo que se 
esté utilizando, con lo que se simplificará el modelo utilizado. 
 
2.4.6 Resumen de parámetros SPICE  
 
En la Tabla I.7 se dan los 41 parámetros que modelan el transistor bipolar en 
el simulador SPICE utilizando el modelo de Gummel-Poon, así como los valores 
por defecto de estos parámetros. 
El lector interesado en más detalles sobre el modelo de G-P y las ecuaciones 













    
Tabla I.7: Parámetros SPICE para el modelo de Gummel-Poon (1970, [3]4) 
      name   parameter                               units   default     
 
 1    IS     transport saturation current            A       1.0e-16   
 2    BF     ideal maximum forward beta              -       100       
 3    NF     forward current emission coefficient    -       1.0        
 4    VAF    forward Early voltage                   V       infinite   
 5    IKF    corner for forward beta 
             high current roll-off                   A       infinite  
 6    ISE    B-E leakage saturation current          A       0       
 7    NE     B-E leakage emission coefficient        -       1.5      
 8    BR     ideal maximum reverse beta              -       1         
 9    NR     reverse current emission coefficient    -       1         
 10   VAR    reverse Early voltage                   V       infinite  
 11   IKR    corner for reverse beta 
             high current roll-off                   A       infinite  
 12   ISC    B-C leakage saturation current          A       0         
 13   NC     B-C leakage emission coefficient        -       2         
 14   RB     zero bias base resistance               Ω       0         
 15   IRB    current where base resistance 
             falls halfway to its min value          A       infinite  
 16   RBM    minimum base resistance 
             at high currents                        Ω       RB         
 17   RE     emitter resistance                      Ω       0                 
 18   RC     collector resistance                    Ω       0          
 19   CJE    B-E zero-bias depletion capacitance     F       0         
 20   VJE    B-E built-in potential                  V       0.75      
 21   MJE    B-E junction exponential factor         -       0.33      
 22   TF     ideal forward transit time              sec     0         
 23   XTF    coefficient for bias dependence of TF   -       0 
 24   VTF    voltage describing VBC 
             dependence of TF                        V       infinite 
 25   ITF    high-current parameter 
             for effect on TF                        A       0         
 26   PTF    excess phase at freq=1.0/(TF*2PI) Hz    deg     0 
 27   CJC    B-C zero-bias depletion capacitance     F       0         
 28   VJC    B-C built-in potential                  V       0.75      
 29   MJC    B-C junction exponential factor         -       0.33     
 30   XCJC   fraction of B-C depletion capacitance   -       1 
             connected to internal base node 
 31   TR     ideal reverse transit time              sec     0          
 32   CJS    zero-bias collector-substrate 
             capacitance                             F       0          
 33   VJS    substrate junction built-in potential   V       0.75 
 34   MJS    substrate junction exponential factor   -       0         
 35   XTB    forward and reverse beta 
             temperature exponent                    -       0 
 36   EG     energy gap for temperature 
             effect on IS                            eV      1.11 
 37   XTI    temperature exponent for effect on IS   -       3 
 38   KF     flicker-noise coefficient               -       0 
 39   AF     flicker-noise exponent                  -       1 
 40   FC     coefficient for forward-bias 
             depletion capacitance formula           -       0.5 
 41  TNOM   parameter measurement temperature  ºC      27    
  
                                            
4 H. K. Gummel, H. C. Poon, “A Compact Bipolar Transistor Model”, IEEE International 







   
3.  Técnicas para obtener datos de 
curvas  
La comprensión del presente capítulo, en la literatura inglesa conocido con el 
nombre de curve fitting techniques, tomará una importancia clave y 
determinante para llevar a cabo una comedida extracción y estimación de un 
gran número de parámetros, objetivo primordial de la presente proyecto. 
Así, por ejemplo, si consideramos un transistor configurado en emisor común, 
la entrada estará formada por los terminales de base y emisor y la salida por los 
de colector y emisor. Entonces, la relación existente entre la corriente y la 
tensión de entrada (iB, vBE) se da en forma de curva o gráfica. Del mismo modo 
ocurre con la relación o dependencia entre la corriente y la tensión de salida (iC, 
vCE). Dado que la entrada y la salida de un transistor son interdependientes, es 
habitual representar curvas de entrada para determinados valores de la tensión 
de salida vCE, y curvas de salida para diferentes valores de la corriente de 
entrada iB. 
El cometido del presente proyecto no es obtener las curvas características de 
salida o entrada de un determinado transistor, pero sí estimar o extraer a partir 
de estas curvas, que no son más que un conjunto más o menos importante de 
pares de puntos o valores, cada uno de los parámetros que modelan un 
transistor bipolar en SPICE, como programa de simulación de circuitos. 
Inicialmente repasaremos una serie de conceptos matemáticos básicos, tales 
como la ecuación de la recta, pendiente, intercepción y trataremos con más 
profundidad el significado y el concepto del análisis de regresión. Por último, 
presentaremos un conjunto de herramientas para el análisis de datos que 
incorpora la hoja de cálculo Excel, que nos servirán de gran utilidad para realizar 
de manera rápida y cómoda estimaciones de parámetros a partir de la utilización 
de los conceptos previamente mencionados.  
 
3.1 Rectas y regresiones lineales  
 
3.1.1 Ecuación de la recta 
 
Vamos a ver que, si a y b son dos números reales, el gráfico de la función f(x) 





    
decir, una recta horizontal. Su gráfico, mostrado en la Figura 3.1, es una recta 
paralela al eje x. 
 
Figura 3.1: Función constante 
Ahora, supongamos a ≠ 0 y b = 0. Entonces, el gráfico de f(x) = ax es una 
recta que pasa por el punto (0,0), puesto que (ver Figura 3.2) 
si x ≠0, (x,y) ∈ recta ⇔ atan
x
y =α=  
 
Figura 3.2: Recta que pasa por el origen (0,0) 
donde el número a = tan α se conoce con el nombre de pendiente de la recta 
y habitualmente se suele denotar con la letra m. 
Si a ≠ 0 y b ≠ 0, entonces el gráfico de f(x) = ax + b es una recta paralela a la 
anterior (Figura 3.2) que pasa por el punto (0,b), como en la Figura 3.3. 
 
 
Figura 3.3: Recta con pendiente a, que corta el eje de las ordenadas (eje y) 
en el punto (0,b) 
donde el número b se conoce con el nombre de punto de intersección con el 






   
queda demostrado y podemos afirmar que la ecuación y = ax + b es la 
ecuación de una recta, o que la recta es el lugar geométrico de los puntos 
del plano que satisfacen la ecuación. Esto significa que un punto P, de 
coordenadas (x0,y0), está en la recta si y sólo si sus coordenadas satisfacen la 
igualdad y0 = ax0 + b. 
Notar que en la ecuación  y = ax + b aparece la y despejada. La forma 
general de la ecuación de una recta es Ax + By + C = 0, donde A y B no son 




Ay −−= , que es la recta de pendiente
B
A− . 
Por otro lado, si B = 0 y A ≠ 0 la ecuación Ax + b = 0 representa la recta 
paralela al eje y por el punto 
A
C− . 
Una recta vertical, es decir, aquella que tiene un ángulo 
2
π=α , diremos que 




Figura 3.4: Recta vertical 
De acuerdo con la información adquirida con anterioridad, la recta se puede 
representar mediante una ecuación adecuada a las necesidades del investigador. 








    
Tabla 3.1 Ecuaciones de la recta  
Nº Nombre Ecuación 
1 Punto-Pendiente y - yp = m (x - xp) 
2 Pendiente-Intersección y = mx + b 
3 Ecuación General Ax + By + C = 0,    (A,B) ≠ (0,0) 




x =+ ,    a ≠ 0, b ≠ 0 
5 Recta horizontal y = b 
6 Recta vertical x = a 
  
donde 
 pendiente:  m  
     m > 0, recta creciente 
     m < 0, recta decreciente 
     m = 0, recta horizontal 
     m = ∞, recta vertical 
 
 punto conocido:  P(xp,yp) 
 corte con el eje y:  (0,b) 
 corte con el eje x:  (a,0) 
 
3.1.2 Geometría analítica 
 
El introducir coordenadas en el plano, y caracterizar conjuntos de puntos 
como curvas mediante ecuaciones, nos permite estudiar las propiedades 
geométricas de esos conjuntos, usando para ello las propiedades de las 
ecuaciones que las representan. Este método se llama geometría analítica, y fue 
propuesto independientemente por Pierre de Fermat (1601- 1665) y por René 
Descartes (1596-1650).  
 Vamos a empezar estudiando las rectas y circunferencias en el plano. El 
primer problema es encontrar la ecuación de una recta que tiene ciertas 
propiedades o restricciones. 
 
 Ecuación de una recta que pasa por un punto P 
 
Si el punto P tiene coordenadas (x0,y0) y al recta y = ax + b tiene que pasar 
por P, entonces las coordenadas (x0,y0) deben satisfacer la ecuación, es decir, y0 
= ax0 + b. 
Eliminando b de las ecuaciones, esto es, restando miembro a miembro 






   
y0 = ax0 + b 
obtenemos y – y0 = a(x – x0), que es la ecuación general de la recta que pasa 
por P, (Figura 3.5). 
 
 
Figura 3.5: Recta que pasa por un punto P(x0,y0) 
 
 Cabe observar que si la recta no es vertical, es decir, x – x0 ≠ 0, entonces 






−=  es la pendiente de la 
recta. 
Análogamente, si P1(x1,y1) y P2(x2,y2) son dos puntos diferentes cualesquiera 





−= ,   x1 ≠ x2 
Por supuesto, hay infinitas rectas que pasan por P. Cada valor arbitrario que 
demos a la pendiente a (m), determina una recta por P (ver Figura 3.6). 
 
Figura 3.6: Todas las rectas que pasan por un punto P 
Si trazamos una circunferencia de centro P, cada recta por P está determinada 
por dos puntos opuestos Q y Q’ en la circunferencia (Figura 3.6), y la recta 





    
 Recta que pasa por dos puntos 
 
Si tenemos dos puntos distintos, P1 de coordenadas (x1,y1) y P2 de 
coordenadas (x2,y2), entonces existe una única recta que pasa por ambos 
puntos. Para encontrar la ecuación de esta recta, escribimos la ecuación de una 
recta genérica que pase por P1: y – y1 = a(x – x1), (ver Figura 3.7), y forzamos 
la condición de que esta recta pase por P2: y2 – y1 = a(x2 – x1). A continuación, 













Figura 3.7: Recta que pasa por dos puntos 
Si la recta es vertical, es decir, si x2 = x1, la ecuación es x = x1 (= x2). 
 Rectas paralelas 
 
Dos rectas que no son verticales son paralelas si y sólo si tienen las mismas 
pendientes. Las ecuaciones serán y = ax + b y y = ax + b’. 
Como ejemplo, vamos a hallar la ecuación de la recta paralela a una dada y 
que pasa por el punto P de coordenadas (x0,y0). Dada la recta y = kx + b, 
escribimos la ecuación general de las rectas que pasan por P, (Figura 3.8), y – 
y0 = a(x – x0) y fijamos el valor a = k. La ecuación y – y0 = k(x – x0) está 






   
 
Figura 3.8: Recta paralela por un punto P 
De esta manera, hemos encontrado una expresión analítica del postulado de 
Euclides: por un punto exterior a una recta, se puede trazar una única recta 
paralela a ella. 
Si la recta hubiera sido vertical, de ecuación x = c, entonces la recta paralela 
por P hubiera tenido ecuación x = x0. 
 Rectas perpendiculares 
 
Veamos que dos rectas (no verticales) con pendientes a y a’ son 




a −=  (o a a’ = -1), tal y como muestra la Figura 3.9. 
 
Figura 3.9: Pendientes de rectas perpendiculares 








⎛ α+π=  
Por ejemplo, vamos a hallar la ecuación de la recta que pasa por P(x0,y0) y es 





    
que pasa por el punto P  es y – y0 = m(x – x0). Luego, como esta recta debe ser 
perpendicular a la anterior, entonces 
a
m 1−=  y, por lo tanto, la ecuación es ( )00 1 xxayy −−=− . 
 Distancia entre dos puntos 
 
La distancia d entre dos puntos P1(x1,y1) y P2(x2,y2) está dada por la fórmula 
( ) ( )221221 yyxxd −+−=  
 
 
3.1.3 Conceptos básicos de la regresión lineal 
 
Es posible analizar experimentos en los que se observan o se miden dos 
cantidades simultáneamente. Antes de empezar, conviene diferenciar entre 
análisis de correlación y análisis de regresión. Cuando las dos cantidades son 
variables aleatorias y se tiene interés en conocer el grado en el que varían 
conjuntamente se utiliza el análisis de correlación, mientras que cuando se 
intenta describir la dependencia de una variable Y (llamada variable dependiente 
o de respuesta) en relación a una variable independiente X (también llamada 
variable predictora y que se puede medir sin error apreciable), se recurre al 
análisis de regresión. 
El término regresión fue introducido por el científico británico Sir Francis 
Galton (1822-1911) en su ley de regresión universal, según la cual  
**la estatura promedio de los niños nacidos de padres de estatura 
dada tendía a moverse o regresar hacia la estatura promedio de la 
población total, generándose un fenómeno5 mediante el cual los hijos 
altos e hijos bajos regresaban de forma similar hacia la estatura 
promedio de todos los padres.  
El análisis de regresión lo vamos a utilizar cuando necesitemos describir la 
dependencia de una variable Y (llamada variable dependiente o de respuesta) en 
relación a una variable independiente X. 
En general, usamos el análisis de regresión para poner a prueba hipótesis 
acerca de la posible relación de causalidad entre dos variables Y y X, para 
predecir Y en términos de X, y para explicar cambios en Y en relación a cambios 
en X.  
                                            






   
Una función es una relación matemática que nos permite predecir los valores 
de una variable Y en relación a los valores que toma una variable X. Tal relación 
se escribe generalmente como Y = f(X) o Y(X). 
Algunos ejemplos de relaciones funcionales simples son, por ejemplo, Y = X, Y 
= aX o Y = aX + b. En todos los casos, Y es función de X, es decir, Y = f(X).  
Notar, también, que las dos primeras relaciones están caracterizadas y 
contenidas por la función de la forma Y = aX + b, que es la ecuación lineal más 
general entre dos variables. El coeficiente a representa la pendiente de la 
función Y = aX + b y corresponde a la primera derivada de Y respecto a X. 
dX
dYa =  
A este coeficiente también se le conoce con el nombre de coeficiente de 
regresión. Por otra parte, b se denomina el intercepto de Y. 
 ecuación de regresión lineal 
 
En cualquier ejemplo real, las observaciones no caen de manera perfecta a lo 
largo de la línea de regresión, sino que se encuentran dispersas a ambos lados 
de ésta, tal y como muestra la Figura 3.10.  
El análisis de regresión empieza representando gráficamente el conjunto de 
valores XY sobre el plano. Este conjunto de puntos se denomina diagrama de 
dispersión. En un experimento, el experimentador primero selecciona n valores 
x1,...,xn de X y, entonces, observa Y en esos valores de X, de modo que se 
obtiene una muestra de la forma (x1,y1), (x2,y2), ..., (xn,yn). El problema y, al 
mismo tiempo, objetivo de la regresión es determinar la ecuación de la recta o 
relación lineal aproximada que mejor se ajuste a esta nube de puntos, para 
poder predecir valores promedio de Y a partir de diferentes valores de X. La 
ecuación general de la recta de regresión será entonces de la forma: Y = aX + b. 
Una vez que la evidencia exploratoria visual de los datos sugieren que 
efectivamente éstos pueden representarse por una línea recta, se realiza el 
ajuste, es decir, se obtiene la ecuación de la recta de la regresión estimada 
baxyˆ += ,   donde 
 
yˆ : valor estimado por la ecuación 
a: coeficiente de regresión o pendiente de la recta 
b: punto donde la recta corta al eje vertical 






    
 
Figura 3.10: Desviaciones entre los puntos observados y la recta de 
regresión estimada 
Antes de estimar los valores de a y b es necesario elegir el método de 
estimación más adecuado a nuestras necesidades. Si los puntos están dispersos, 
no es confiable ajustar “a ojo” y se necesita un método matemático para ajustar 
rectas que produzca un resultado único dependiendo sólo de los puntos. Un 
procedimiento ampliamente utilizado es el método de los mínimos 
cuadrados, desarrollado por Carl Friedrich Gauss (1777-1855). En la situación 
que se está manejando, puede enunciarse como sigue: 
**Debe ajustarse la recta a través de los puntos dados de modo que 
la suma de los cuadrados de las distancias de esos puntos a la recta sea 
mínima, en donde la distancia se mide en la dirección vertical. 
Las ecuaciones para estimar los valores de a y b se obtienen mediante 
técnicas de cálculo diferencial, que no se discutirán ni presentarán en el presente 






















































   
a:  coeficiente de regresión o pendiente 
∑xy : suma de cuadrados cruzados de X e Y 
∑ x : suma de las observaciones de X 
∑ y : suma de las observaciones de Y 
∑ 2x : suma de los cuadrados de los valores de X 
n:  números de parejas que intervienen en el cálculo 
b:  punto donde la recta corta al eje vertical 
y :  promedio de las observaciones de la variable dependiente 
x :  promedio de las observaciones de la variable independiente 
 
 Coeficiente de determinación, R2 
 
Una vez ajustada la recta de regresión a la nube de observaciones es 
importante disponer de una medida que mida la bondad del ajuste realizado y 
que permita decidir si el ajuste lineal es suficiente o se deben buscar modelos 
alternativos. Como medida de bondad del ajuste se utiliza el coeficiente de 

































= =  
El coeficiente de determinación varía entre 0 y 1 (0  ≤ R2 ≤ 1); cuanto más 
cerca este de uno es mejor el ajuste del modelo a los datos.  
Es oportuno indicar que el valor de R2 será confiable o creíble siempre que 
existan, por lo menos, 10 datos o parejas por cada parámetro que se desee 
estimar en el modelo. Por este motivo, a continuación se escribe la expresión 












    
R2A: coeficiente de determinación ajustado 
n:  número de parejas 
p:  número de parámetros estimados en el modelo 
R2:  coeficiente de determinación 
 
 Coeficiente de correlación, r 
 
Otro coeficiente a tener en cuenta es el de correlación. Este coeficiente es una 
buena medida de la bondad del ajuste de la recta de regresión y una medida de 
la relación lineal entre las variables X e Y. 
2Rr ±= , por tanto r ∈ [-1,1]. 
En la interpretación del coeficiente de correlación se debe tener en cuenta 
que:  
9 r = ±1 indica una relación lineal exacta positiva (creciente) o negativa 
(decreciente),  
9 r = 0 indica la no existencia de relación lineal estocástica, pero no 
indica independencia de las variables ya que puede existir una relación 
no lineal incluso exacta,  
9 valores intermedios de r (0 < r < 1 ó -1 < r < 0) indican la existencia 
de una relación lineal estocástica, más fuerte cuanto más próximo a 
+1 (ó -1) sea el valor de r.  
 
 Interpretación de los residuos 
 
Las propiedades teóricas de los residuos permiten que su utilización sea 
práctica, es decir, que solamente mediante una gráfica se pueden obtener 
resultados concluyentes.  
Se define como residuo a la diferencia entre el valor observado de Y y el valor 
predicho por ajuste, es decir,  
iii yˆyeˆ −= ;  i = 1,..., n 
donde yi es el valor observado y iyˆ el valor estimado por la ecuación. 
 Variantes de la regresión lineal 
 
A partir de la función exponencial y = c eax y tomando logaritmos neperianos 
en los dos miembros, resulta ln y = ax + ln c. Si ponemos ahora X = x e Y = ln 






   
De la misma manera, la función potencial y = c xa se puede transformar en 
log y = a log x + log c. Si usamos las nuevas variables X = log x, e Y = log y, 
obtenemos la relación lineal Y = aX + b, donde b = log c. 
Estas transformaciones, tal y como veremos en posteriores capítulos, no 
serán de grandísima utilidad para poder extraer y estimar parámetros a partir 
del análisis de regresión. 
 
3.2 Herramientas Excel 
 
Una fórmula es un resumen matemático compacto de cómo están 
relacionadas las cantidades. En este capítulo hay muchas fórmulas. A menos que 
se sepa de dónde vienen cada una de ellas, podemos llegar a confundirnos y 
desanimarnos conforme se vayan acumulando, y eso sin tener en cuenta el 
tiempo empleado hasta poder llegar a un resultado concluyente. 
Afortunadamente, existen en el mercado programas que contienen funciones 
y herramientas destinadas a resolver problemas de muy diversa índole según las 
necesidades de cada usuario. Así, para el caso que nos ocupa, presentaremos 
una serie de herramientas y funciones que incorpora la hoja de cálculo Excel6. 
Estas herramientas y funciones nos resultarán idóneas para obtener de manera 
instantánea, automática y eficaz una gran cantidad de estimaciones de 
parámetros a partir de la utilización del análisis de regresión.  
La hoja de cálculo Excel proporciona un conjunto de herramientas para el 
análisis de los datos (denominado Herramientas para análisis) que podrá utilizar 
para ahorrar pasos en el desarrollo de análisis estadísticos o técnicos complejos. 
Cuando utilice una de estas herramientas, deberá proporcionar los datos y 
parámetros para cada análisis; la herramienta utilizará las funciones de macros 
estadísticas o técnicas correspondientes y, a continuación, mostrará los 
resultados en una tabla de resultados. 
 Algunas herramientas generan gráficos además de tablas de resultados.  
Para poder usar metodologías de análisis estadístico en Excel es necesario 
agregar algunos complementos que básicamente son macros automáticas  
elaboradas para facilitar los cálculos. Casi siempre será necesario agregar estos 
complementos a la versión de Excel instalada en nuestro PC. 
La Figura 3.11 muestra el camino a seguir para agregar un complemento en 
Excel. 
                                            





    
 
Figura 3.11: Localización de los complementos en Excel 
De la ventana que se despliega nos interesa particularmente el complemento 
de Herramientas para análisis, tal y como muestra la Figura 3.12, aunque, 
dependiendo de nuestros intereses, podremos marcar cualquier otra casilla.  
 
Figura 3.12: Modo de incluir el complemento Herramientas para análisis 
Una vez marcado o seleccionado el complemento Herramientas para análisis, 







   
Previo a solicitar la opción de análisis de datos, será necesario e 
imprescindible que nuestras variables estén ordenadas en columnas, tal y como 
se ilustra en la Figura 3.13. 
 
Figura 3.13: Introducción de los datos a utilizar en el análisis 
La acción anterior desplegará un cuadro de diálogo donde se pregunta por el 
tipo de análisis a realizar. Escoger Regresión y luego Aceptar (ver Figura 3.14). 
Esta herramienta realiza un análisis de regresión lineal utilizando el método de 






    
Figura 3.14: Modo de escoger el análisis de regresión 
Por último, nos aparecerá el cuadro de diálogo de la Figura 3.15, en cual 
presenta varias alternativas y que deberán rellenarse de acuerdo a la ilustración.  
 
Figura 3.15: Configuración del análisis de regresión 
Por otro lado, Excel incorpora una serie de funciones estadísticas, las cuales 
son resumidas en el Apéndice 12.2 de este proyecto.  
Las funciones son fórmulas predefinidas que ejecutan cálculos utilizando 
valores específicos, denominados argumentos, en un orden determinado que se 
denomina sintaxis. La sintaxis de una función comienza por el nombre de la 
función, seguido de un paréntesis de apertura, los argumentos de la función 
separados por comas y un paréntesis de cierre. Si la función inicia una fórmula, 
escriba un signo igual (=) delante del nombre de la función. 
Para obtener una información más detallada de las funciones estadísticas que 
incorpora Excel se recomienda situarse sobre la función deseada y pulsar la tecla 








   
 
Figura 3.16: Selección del modo insertar funciones 
  
 
Figura 3.17: Elección de funciones estadísticas en Excel 
 Análisis de regresión múltiple 
 
Hasta ahora hemos hablado del caso del análisis de regresión lineal simple, 





    
donde b es el punto donde la recta corta el eje y, a1...ak los coeficientes de 
x1...xk, respectivamente, y la variable dependiente y x1...xk las variables 
independientes. 
En el caso del análisis de regresión lineal múltiple se procede de la misma 
manera que en el caso de la regresión lineal simple. 
Notar en la Figura 3.18 como se seleccionan todas las celdas, incluidos 
rótulos, que contienen los datos de las variables independientes en el rango X de 
















   
4. Extracción de los parámetros DC 
El modelo del transistor bipolar utilizado en SPICE 2G.6 contiene 41 
parámetros, de los cuales 13 representan el comportamiento completo en DC 
(continua). El objetivo del presente capítulo es ofrecer al lector una visión clara y 
concisa del origen teórico de cada unos de ellos, para acabar describiendo las 
técnicas de extracción o estimación de los mismos.  
Los parámetros DC que modelan el transistor bipolar en SPICE son los 
parámetros IS, BF, NF, BR, NR, ISE, NE, ISC, NC, VAF, VAR, IKF e IKR. En 
algunas obras se engloban dentro de este grupo los 5 parámetros relacionados 
con los efectos de las resistencias parásitas (RE, RC, RB, RBM e IRB). 
 
4.1 Conceptos básicos del transistor bipolar 
 
El transistor bipolar es un dispositivo de tres terminales denominados emisor, 
base y colector. La propiedad más destacada de este dispositivo es que 
aproxima una fuente dependiente de corriente: dentro de ciertos márgenes, la 
corriente en el terminal de colector es controlada por la corriente en el terminal 
de base. 
En una primera aproximación el transistor bipolar puede modelarse por el 
circuito representado en la Figura 4.1. La corriente de colector viene fijada por 
una fuente dependiente de corriente, cuyo valor es controlado por la corriente de 
base.  
 
Figura 4.1: Comportamiento idealizado del transistor bipolar 
Observando la Figura 4.1, la corriente de base y colector se suman para 
formar la corriente de emisor (las dos son entrantes).  
Este modelo sumamente simplificado podría denominarse "transistor 





    
aproximados a la realidad, tal y como se ilustró en el capítulo anterior de este 
proyecto. Para profundizar sobre la justificación física de estos modelos se 
recomienda la lectura [8]. 
En la Figura 4.2 se identifican las uniones base-emisor (B-E) y base-colector 
(B-C) del transistor bipolar. 
 
Figura 4.2: Identificación de las uniones base-emisor (B-E) y base-colector 
(B-C) 
Según las polarizaciones de las dos uniones PN se dice que el transistor 
bipolar trabaja en determinados modos o regiones de funcionamiento, los cuales 
se indican en la Figura 4.3. 
 
Figura 4.3: Regiones de funcionamiento del transistor bipolar 
Con frecuencia, cuando el transistor bipolar aparece en un circuito electrónico, 
se dan unas conexiones típicas que se denominan base común, emisor común y 
colector común. En la configuración base común (BC) el terminal de base es 
común a la "entrada" y a la "salida", tal y como se indica en la Figura 4.4. En la 
configuración emisor común (EC), el terminal común es el emisor y, por último, 
en colector común (CC) lo es el colector. Cabe indicar que la configuración EC es 








   
 
Figura 4.4: Configuraciones básicas del transistor bipolar 
Una manera muy útil de presentar el comportamiento de un transistor bipolar 
en continua es mediante las gráficas de Gummel-Poon7. Estas gráficas consisten 
en la representación de las curvas log(iC) = f (vBE) y log(iB) = f (vBE), para una 
tensión vBE positiva y para un valor determinado de vBC.  
 
Figura 4.5: Gráficas de Gummel-Poon de un transistor bipolar real 
                                            





    
4.2 Extracción de los parámetros IS y NF 
 
Para llevar a cabo la estimación o extracción de los parámetros IS8 y NF9, en 
primer lugar se obtiene la curva log(iC) = f (vBE), para una tensión vBE positiva y 
para un valor vBC = 0 V (ver Figura 4.6).  



















Figura 4.6: Curva log(iC) = f (vBE) 
Una muy buena aproximación es considerar que el parámetro NF se calcula a 
partir de la pendiente de la parte lineal del logaritmo de la corriente de colector 
y el parámetro IS como el punto de intersección con el eje de ordenadas, es 
decir, el valor de la corriente de colector para vBE = 0 V.  
Para modelar IS y NF y para que la extracción sea válida es necesario e 
imprescindible trabajar en el rango de valores correspondiente a la zona de baja 
y media corriente de colector. En esta región, los efectos típicos de las altas 
corrientes, tales como la influencia de la resistencia óhmica RE o el efecto de IKF, 
pueden ser omitidos. 
Partiendo de la ecuación general del modelo de Gummel-Poon (G-P) para la 
corriente de colector [5] y siguiendo las premisas que se detallan, la ecuación 









SC eIi                                                (4.1)
                                            
8 transport saturation current 






   
donde VT es la tensión térmica (4.2) y vBE, para que la extracción sea válida, 
varía entre 0.2 V (eliminamos el efecto del ruido) y 0.7 V (omitimos los efectos 
de la alta corriente de colector). 
q
TkV BT =                                                         (4.2)   
 
con kB = 1.3807·10-23 J/K (constante de Boltzmann), q = 1.602·10-19 C (carga 
del electrón) y T la temperatura de operación del transistor en Kelvin (≅ 300 ºK).                   
Para extraer los parámetros IS y NF recurriremos al análisis de regresión, 
introducido en el Capítulo 3 de este proyecto y, de esta forma, obtener una 
relación lineal entre los valores medidos de iC y los valores de vBE. 







SC +=                                 (4.3) 




1)ilog()ilog( +=                            (4.4) 
Finalmente, realizando el siguiente cambio de variables obtenemos la relación 
lineal deseada 
               y    =     b    +     m      x                                      (4.5)                      
 
   log(iC) 




                  vBE              




Por lo tanto, si ahora despejamos las variables o parámetros de interés, es 





    
                                        Is = 10 b                                                         (4.6) 
 
y 
                                   
T
F Vm3026.2
1N =                                    (4.7) 
 
Tal y como muestra la Figura 4.7, el parámetro NF se calcula a partir de la 
pendiente de la parte lineal del logaritmo de iC y el parámetro IS como el punto 
de intersección con el eje de ordenadas, es decir, el valor de la corriente de 
colector para vBE = 0 V (4.8). 













=                                (4.8) 
 
 
Figura 4.7: Extracción de los parámetros IS y NF 
Por último, la Figura 4.8 muestra la extracción de los parámetros IS y NF 
utilizando el programa estimador de parámetros SPICE estim. Tal y como se 
puede observar, el valor de los parámetros es idéntico al proporcionado por 
Infineon Technologies en su hoja de datos para el transistor de silicio-germanio 






   
 






    
El parámetro IS suele tomar un valor muy pequeño (del orden de 10-15 A), 
mientras que el coeficiente de emisión NF es adimensional y suele tomar un 
valor ≅ 1. 
 
4.3 Extracción de los parámetros BF, ISE y NE 
 
El punto de partida para extraer los parámetros BF10, ISE11 y NE12 son las 
curvas log(iC) = f (vBE) y log(iB) = f (vBE). Estas curvas son mostradas de manera 
simultánea en la Figura 4.9, para una tensión vBC = 0 V. 
De la misma manera que en caso de la extracción de los parámetros IS y NF, 
trabajaremos con datos correspondientes a niveles bajos de corriente de base y 
colector. En esta zona se pueden omitir los efectos de las altas corrientes, tal y 
como se comentó con anterioridad. 
Esto nos permite simplificar la ecuación de la corriente de base como  





















Ii                              (4.9) 
 
o bien, lo que es lo mismo,  














i                                 (4.10) 
 
Se suele considerar que la entrada del transistor está formada por los 
terminales de base y emisor y su salida por los de colector y emisor. La relación 
que existe entre la corriente y la tensión de entrada (iB,vBE) suele darse en forma 
gráfica mediante las denominadas curvas características de entrada, y la relación 
entre la corriente y tensión de salida (iC,vCE) mediante las curvas características 
de salida. Se sabe que la curva característica de entrada es independiente de 
vCE. La característica de salida viene dada por rectas horizontales (fijado un valor 
de iB, la corriente de colector es independiente de la tensión de salida). La 
corriente de colector es constante y vale βF veces la de base. 
                                            
10 ideal maximum forward beta 
11 B-E leakage saturation current 







   
 
Figura 4.9: Extracción de los parámetros BF, ISE y NE 
El parámetro βF tiene el significado físico de "ganancia" de corriente del 
transistor bipolar en la configuración de emisor común. Por tanto, en la región 
activa de funcionamiento, la ganancia de corriente viene dada por (4.11). 




i=β=β                                      (4.11) 
 
Como βF es iC dividido por iB, resulta (4.12) y, por lo tanto, el log(βF) viene 
dado por la separación vertical entre las curvas de las corrientes de colector y 
base (ver Figura 4.9). 
                                  log(βF) = log (iC) – log (iB)                       (4.12) 
En el modelo del transistor ideal se suponía que βF era constante. Sin 
embargo, cuando se miden las corrientes de un transistor real queda de 
manifiesto que este parámetro depende de vBE. Para valores pequeños de esta 
tensión, la corriente iB presenta una pendiente menor que para valores grandes. 
Esto implica un valor de βF menor para tensiones vBE pequeñas. Del mismo modo 
ocurre con la corriente iC para tensiones vBE mayores. A partir de un cierto valor, 
su pendiente se reduce, la cual cosa lleva implícita también la disminución de βF 
(ver Figura 4.10). Dicho de otra forma, la variación de βF con iC se debe a la 
distinta dependencia de las corrientes de base y colector del transistor real con 
las tensiones aplicadas a las uniones. En la Figura 4.9 se representa el 





    
modo activo y que la separación vertical entre las dos gráficas es log(βF), ya que 
log(iC) – log(iB) es igual a log(iC/iB) y por tanto es log(βF). La separación vertical 
entre las curvas iC e iB varía con vBE, por lo que la gráfica de la Figura 4.9 es 
otra manera de representar la variación de βF con iC dada por la Figura 4.10. La 
disminución de la pendiente de iC para altos niveles de corriente es responsable 
de la disminución de βF para altos valores de iC. El comportamiento de iB en bajos 
niveles de corriente es responsable de la disminución de βF para valores 
pequeños de iC. 
La ganancia de corriente βF también se conoce con el nombre de hfe (4.13), 
ya que se corresponde aproximadamente a la ganancia de corriente directa que 
se obtiene del modelo en parámetros h (híbridos) del transistor bipolar cuando 
es representado como un bipuerto. Notar que el subíndice e de hfe viene dado 
por estar el transistor configurado en emisor común. 








Δ=β= (con vCE constante)              (4.13) 
Tener en cuenta que la ganancia de corriente directa βF polarizando el 

































Figura 4.10: βF = f log(iC) 
Para tensiones vBE lo suficientemente pequeñas, se puede aproximar la curva 
log(iB) = f (vBE) por una recta cuya pendiente es igual a (4.14). 
                                       m = 
TE VN3026.2






   
Asimismo, se puede prolongar la recta que aproxima la curva obtenida en la 
determinación de NE, siendo el punto de corte con el eje de ordenadas el valor 
de ISE (ver Figura 4.9). 
A partir de la ecuación (4.9), el punto de intersección con el eje de ordenadas 
de la curva iB = f (vBE) de la Figura 4.9, es decir, el valor de la corriente de base 
para vBE = 0 V tomará el valor  

































=            (4.15) 
Asimismo, examinado detenidamente (4.15) se puede deducir que el punto 
de intersección con el eje de ordenadas de la curva iB = f (vBE) toma el valor 
aproximado de ISE, siendo el error que se comete en la extracción del parámetro 
prácticamente despreciable. 
                                          SE0vB Ii BE ≅=                                    (4.16) 
 
Por lo tanto, para tensiones vBE muy pequeñas la ecuación (4.9) se puede 
aproximar como (4.17). 









SEB eIi                                  (4.17) 
 
De este modo, a partir de la función exponencial (4.17) y tomando 
logaritmos en ambos miembros, resulta  





SEB +=                       (4.18) 
o, lo que es lo mismo, 
                            ( ) BE
TE
SEB vVN3026.2
1)Ilog(ilog +=                      (4.19) 







    
                                y    =     b    +     m      x                              (4.20)                  
 
                        log(iB) 
                                  log(ISE)     
                                          
TE VN3026.2
1   
                                                         vBE 




Por lo tanto, si ahora despejamos las variables o parámetros de interés, es 
decir, ISE y NE, se obtiene 
                                            ISE = 10 b                                                  (4.21) 
 
y 
                                      
T
E Vm3026.2
1N =                                (4.22) 
 
Una vez obtenidos los valores de los parámetros ISE y NE, el parámetro BF 













































   
                               y    =     b    +     m      x                                  (4.23) 
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                                                        iC                     
donde b = 0 y 
FB
1m = . 
Si ahora despejamos el parámetro de interés, es decir, BF, resulta 
                                            
m
1BF =                                                          (4.24) 
 
Finalmente, la Figura 4.11 muestra el método de extracción de los 
parámetros ISE, NE y BF utilizando el programa estimador de parámetros SPICE 
estim. Tal y como se puede observar, el valor de los parámetros es idéntico al 
proporcionado por Infineon Technologies en su hoja de datos para el transistor 














   
 
Figura 4.11: Estimación de los parámetros BF, ISE y NE mediante el 
programa estim 
El parámetro ISE suele tomar un valor mayor que el parámetro IS, de ahí que 
sea válida la aproximación (4.17). El coeficiente de emisión NE es adimensional 






    
4.4 Extracción del parámetro VAF 
 
Cuando se miden las curvas características de un transistor real (Figura 
4.12) suelen aparecer algunas diferencias o desviaciones que, si bien no son 
muy importantes, indican que el modelo del transistor ideal o teórico  no 
representa el comportamiento exacto del dispositivo real. 
 
 
Figura 4.12: Curvas características típicas de un transistor bipolar real 
Una diferencia entre ambas curvas es que para tensiones vCE elevadas, las 
corrientes del transistor aumentan abruptamente. Esto es debido a que la unión 
base-colector entra en su región de ruptura. Otra desviación entre las curvas 
experimentales y el modelo descrito está en el ligero aumento de iC con vCE en la 
región activa. Este fenómeno se denomina efecto Early e implica un aumento del 
parámetro βF con la tensión vCE (en la región activa βF viene dado por iC/iB). Para 
modelar este efecto se suelen aproximar las curvas de salida en la región activa 
por segmentos de rectas cuya prolongación corta al eje de abscisas en un punto 
vCE = –VA, según se indica en la Figura 4.13. La tensión VA se denomina tensión 
Early. 
Para más información sobre la naturaleza de este fenómeno se recomienda la 
lectura de la referencia [6]. Asimismo puede ser interesante consultar la 
referencia [7], que describe un nuevo método para determinar tanto la tensión 
de Early directa (VAF13) como la inversa (VAR14) y la aproximación utilizada en el 
modelo Gummel-Poon para modelar tal efecto.  
 
                                            
13 forward Early voltage 






   
 
Figura 4.13: Modelización del efecto Early 
A partir de la ecuación del modelo de Gummel-Poon para la corriente de 
colector [5] y tomando las aproximaciones que se describen, la ecuación para iC 
se puede simplificar como (4.25).  



























               (4.25) 
 
Otra aproximación válida y ampliamente utilizada para la corriente de colector 
es la mostrada en (4.26), extraída de [6]. 












                          (4.26) 
 
Ambas expresiones modelan la influencia de vCE sobre la corriente de colector.  
La Figura 4.14 muestra la curva iC = f(vCE) para una corriente de base iB = 
8.31 μA. Para se ha utilizado el transistor NPN de silicio-germanio BFP620F de 
Infineon Technologies. Notar que iC aumenta ligeramente con vCE, y dado que en 
la región activa iC = βFiB, se dice que el efecto Early produce un aumento efectivo 






    


















iB = 8.31 uA 
 
Figura 4.14: Estimación del parámetro VAF 
Por último, la Figura 4.15 muestra la extracción del parámetro VAF utilizando 
el programa estimador de parámetros SPICE estim. Tal y como se puede 
observar, el valor estimado es el mismo que el proporcionado por Infineon 
Technologies en su hoja de datos para el transistor de silicio-germanio BFP620F 








   
 






    
Para calcular el punto donde la prolongación del segmento de recta corta al 
eje de abscisas en un punto vCE = –VAF se ha usado la función estadística 
INTERSECCIÓN.EJE(conocido_y;conocido_x), que calcula el punto en el cual una 
línea intersectará el eje Y usando una línea de regresión optimizada trazada a 
través de los valores conocidos de X e Y. Notar que para el caso que nos ocupa 
basta con cambiar el orden de los argumentos para obtener el punto en el cual 
la línea intersectará, en este caso, el eje X. 
 
4.5 Extracción del parámetro IKF 
 
El parámetro IKF15 se refiere a la corriente de codo a alta corriente, a partir de 
la cual la ganancia de corriente βF empieza a decaer. 
 
 
Figura 4.16: Extracción del parámetro IKF 
A partir de [5], se pueden considerar dos casos al modelar la corriente de 
colector. 
iC < IKF (“low current range”)  




SC eIi =                                    (4.27) 
iC > IKF (“high current range”) 
                                            






   




SC eIIKFi =                                (4.28) 
Según las ecuaciones (4.27) y (4.28), para corrientes de colector altas, es 
decir, para valores de iC  por encima de IKF, la pendiente de la curva iC(vBE) cae a 
la mitad, tal y como muestra la Figura 4.16. 
La Figura 4.16 muestra la curva correspondiente a la representación de 
iC(vBE), con escala lineal en el eje de abscisas (eje x, vBE) y logarítmica en el eje 
de ordenadas (eje y, iC). 
Según [5], para tensiones vBE ≤ 0.7 V se eliminan los efectos de las altas 
corrientes. Sin embargo, otras fuentes utilizan el valor de la corriente de colector 
donde la ganancia de corriente cae a la mitad de su valor máximo. 
En este proyecto,  tal y como muestra la Figura 4.16, se aproxima el rango 
de corrientes de colector altas con una línea recta y se obtiene el valor de IKF a 
partir de la intersección de esta línea con la prolongación del final del rango de 
corrientes de colector bajas. 
Para obtener el punto de interés iC = IKF se procede como se describe en los 
siguientes párrafos.  
En primer lugar, se obtienen las ecuaciones de las rectas que rigen el 
comportamiento de ambas regiones. Para ello, elegimos dos pares de puntos 
que nos aseguren que estamos dentro de cada región, sin la necesidad de saber 
cuál es el límite entre ambas (consultar Cápitulo 3 de este proyecto). 
        (i)        
IKFiC
y <  = b + mx = -15.6575 + 16.4992 x 
        (ii)       
IKFiC
y >  = b + mx = -8.1298 + 8.2496 x 
El siguiente paso es resolver el sistema de ecuaciones resultante de (i) y (ii). 







El punto (0.9124,-0.6020), por tanto, corresponde al punto de intersección de 
ambas rectas. De esta manera, podemos calcular el valor de IKF como 
                    A25.010IKF6020.0)IKFlog( 6020.0 ==→−= −  
Finalmente, la Figura 4.17 muestra la extracción del parámetro IKF 
utilizando el programa estimador de parámetros SPICE estim. Tal y como se 





    
por Infineon Technologies en su hoja de datos para el transistor de silicio-
germanio BFP620F (ver Apéndice 12.1). 
 
 
Figura 4.17: Estimación del parámetro IKF mediante el programa estim 
 
4.6 La región de funcionamiento inversa 
del transistor bipolar 
 
Se dice que un transistor bipolar trabaja en la región inversa cuando su unión 
B-E está polarizada en inversa y su unión B-C está polarizada en directa (ver 
Figura 4.3). De esta forma, idealmente, se cumple que vBC > 0 V y vBE ≤ 0 V.  
El transistor se comporta como si estuviera trabajando en la región activa, 
pero intercambiando los terminales de emisor y colector. El efecto más notable 
de trabajar en esta región de funcionamiento es la disminución de la ganancia de 
corriente en continua. Esto se debe a que se sustituye βF por βR. Es evidente 
que, al ser βR muy inferior a βF, no suele resultar interesante trabajar en esta 
región. 
Para extraer o estimar los parámetros SPICE cuando el transistor bipolar 
trabaja en la región inversa de funcionamiento, basta con seguir el mismo 






   
intercambiando los terminales de emisor y colector. Así, por ejemplo, donde 
antes se hablaba de la curva log(iC) = f (vBE), para una tensión vBE positiva y 
para un valor vBC = 0 V, ahora se obtendrá la curva log(iE) = f (vBC), para una 
tensión vBC positiva y para un valor vBE = 0 V. Notar que basta con intercambiar 
los subíndices C por E y viceversa. De esta forma se obtienen las ecuaciones 
(4.29) y (4.30). Notar que simplemente se han cambiado los subíndices C por 
E y viceversa, el parámetro βF por βR y el subíndice B ha quedado invariante.  
                                            BRE ii β=                                      (4.29) 
                                      ( )RBEBC 1iiii β+=+=                             (4.30) 
 
4.7 Extracción del parámetro NR 
 
El parámetro NR16 se estima a partir de la curva log(iE) = f (vBC), para una 
tensión vBC positiva y para un valor vBE = 0 V (ver Figura 4.18).  
Para extraer el parámetro NR recurriremos al análisis de regresión, 
introducido en el Capítulo 3 de este proyecto para, de esta forma, obtener una 
relación lineal entre los valores medidos de iE y los valores de vBC (4.31). 
                                     
T
R Vm3026.2
1N =                                 (4.31) 
 
Tal y como muestra la Figura 4.18, el parámetro NR se calcula a partir de la 




                                            





    
 
Figura 4.18: Extracción del parámetro NR 
La Figura 4.19 muestra la extracción del parámetro NR utilizando el 
programa estimador de parámetros SPICE estim. Tal y como se puede observar, 
el valor de estimado para este parámetro es idéntico al proporcionado por 
Infineon Technologies en su hoja de datos para el transistor de silicio-germanio 








   
 





    
El coeficiente de emisión de corriente inversa NR es adimensional y suele 
tomar un valor ≅ 1. 
 
4.8 Extracción de los parámetros BR, ISC y NC 
 
El punto de partida para extraer los parámetros BR17, ISC18 y NC19 son las 
curvas log(iE) = f (vBC) y log(iB) = f (vBC). Estas curvas son mostradas de manera 
simultánea en la Figura 4.20, para una tensión vBE = 0 V. 
Para tensiones vBC lo suficientemente pequeñas, se puede aproximar la curva 
log(iB) = f (vBC) por una recta cuya pendiente es igual a (4.32). 
                                       m = 
TC VN3026.2
1                             (4.32) 
Asimismo, se puede prolongar la recta que aproxima la curva obtenida en la 
determinación de NC, siendo el punto de corte con el eje de ordenadas el valor 
de ISC (ver Fig. 4.20). 
                                         SC0vB Ii BC ≅=                                     (4.33) 
  
Nótese que la separación vertical entre las dos curvas de la Figura 4.20 es 
log(βR), ya que log(iE) – log(iB) es igual a log(iE/iB) y por tanto es log(βR). La 
separación vertical entre las curvas iC e iB varía con vBC, por lo que la gráfica de 
la Figura 4.20 es otra manera de representar la variación de βR con iE dada por 
la Figura 4.21. 
 
                                            
17 ideal maximum reverse beta 
18B-C leakage saturation current 







   
 


























Figura 4.21: βR = f log(iE) 














    
Finalmente, la Figura 4.22 muestra el método de extracción de los 
parámetros BR, ISC y NC utilizando el programa estimador de parámetros SPICE 
estim. Tal y como se puede observar, el valor de los parámetros es idéntico al 
proporcionado por Infineon Technologies en su hoja de datos para el transistor 








   
 









    
4.9 Extracción del parámetro VAR 
 
La Figura 4.23 muestra la curva iE = f(vEC) para una corriente de base iB = 
0.2536 μA. Para se ha utilizado el transistor NPN de silicio-germanio BFP620F de 
Infineon Technologies. Notar que iE aumenta ligeramente con vEC (ver Figura 
4.23). La tensión de Early inversa, VAR, corresponde a el punto donde la 
prolongación del segmento de recta corta al eje de abscisas en un punto vEC = –
VAR.  




















iB = 0.2536 mA 
VAR 
 
Figura 4.23: Estimación del parámetro VAR 
Por último, la Figura 4.24 muestra la extracción del parámetro VAR 
utilizando el programa estimador de parámetros SPICE estim. Tal y como se 
puede observar, el valor estimado es el mismo que el proporcionado por 
Infineon Technologies en su hoja de datos para el transistor de silicio-germanio 









   
 







    
4.10 Extracción del parámetro IKR 
 
El parámetro IKR20 se refiere a la corriente de codo a alta corriente, a partir 
de la cual la ganancia de corriente βR empieza a decaer. 
 
Figura 4.25: Extracción del parámetro IKF 
Para valores de iE  por encima de IKR, la pendiente de la curva iE(vBC) cae a la 
mitad, tal y como muestra la Figura 4.25. 
La Figura 4.25 muestra la curva correspondiente a la representación de 
iE(vBC), con escala lineal en el eje de abscisas (eje x, vBC) y logarítmica en el eje 
de ordenadas (eje y, iE). 
En este proyecto,  tal y como muestra la Figura 4.25, se aproxima el rango 
de corrientes de emisor altas con una línea recta y se obtiene el valor de IKR a 
partir de la intersección de esta línea con la prolongación del final del rango de 
corrientes de emisor bajas. 
Para obtener el punto de interés iE = IKR se procede como se describe en los 
siguientes párrafos.  
En primer lugar, se obtienen las ecuaciones de las rectas que rigen el 
comportamiento de ambas regiones. Para ello, elegimos dos pares de puntos 
que nos aseguren que estamos dentro de cada región, sin la necesidad de saber 
cuál es el límite entre ambas (consultar Capítulo 3 de este proyecto). 
(i)  ylow = b + mx = -15.6575 + 16.9117 x 
                                            






   
(ii)  yhigh = b + mx = -8.8288 + 8.4559 x 
El siguiente paso es resolver el sistema de ecuaciones resultante.  
2- = y 0.8075,=x 
 x8.4559  -8.8288y





El punto (0.8075,-2), por tanto,  corresponde al punto de intersección de 
ambas rectas. De esta manera, podemos calcular el valor de IKR como 
mA1010IKR2)IKRlog( 2 ==→−= −  
Finalmente, la Figura 4.26 muestra la extracción del parámetro IKR 
utilizando el programa estimador de parámetros SPICE estim. Tal y como se 
puede observar, el valor del parámetro estimado es idéntico al proporcionado 
por Infineon Technologies en su hoja de datos para el transistor de silicio-
germanio BFP620F (ver Apéndice 12.1). 
 
 







    
5. Extracción de los parámetros 
para modelar los efectos de la 
temperatura 
En el presente capítulo se presenta un método directo para extraer los 
parámetros que pueden aparecer en el modelo de SPICE para el transistor 
bipolar usados para modelar la dependencia de ciertos parámetros con la  
temperatura. La extracción usa el análisis de regresión a partir de las ecuaciones 
del modelo Gummel-Poon (G-P). 
Para modelar los efectos de la temperatura SPICE incluye los parámetros 




El simulador de circuitos SPICE permite realizar análisis a diferentes 
temperaturas. Para ello, se asume que TNOM es la temperatura a la que se dan 
los parámetros del modelo del transistor. Dicho en otras palabras, TNOM es la 
temperatura a la que el transistor ha sido sometido para realizar las medidas y 
la extracción de sus parámetros. Sin embargo, podemos simular el circuito a 
otras temperaturas mediante la línea de control .TEMP.  
El valor típico y por defecto utilizado por SPICE para el parámetro TNOM y la 
línea de control .TEMP es 27ºC o, lo que es lo mismo, 300ºK.  
Es posible que algunos fabricantes sometan a sus transistores a una 
temperatura diferente para realizar sus medidas (curvas) y posteriormente 
extraer sus parámetros para modelar sus dispositivos.  
Un aspecto muy importante a tener en cuenta es que cuando el parámetro 
TNOM es diferente al valor asignado a la línea de control .TEMP, los parámetros 
IS, BF, BR, ISE, ISC, VJE y VJC son modificados.  
Para que quede constancia de este hecho, no hay más que revisar las 
ecuaciones (5.1) a (5.7) recogidas de [5]. 
 
                                            
21 parameter measurement temperature 
22 energy gap for temperature effect on IS 
23 temperature exponent for effect on IS 






   

















TEMP)TNOM(I)TEMP(I                    (5.1) 
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TEMP)TNOM(V)TEMP(V              (5.6) 










TEMP)TNOM(V)TEMP(V              (5.7) 
Notar en (5.1), por ejemplo, que para TNOM = TEMP, IS(TEMP) = IS (TNOM), 
donde e0 = 1, es decir, para la simulación se utilizará como valor para el 
parámetro IS el proporcionado por el fabricante en su hoja de datos.  
Las ecuaciones (5.8) y (5.9) son las fórmulas de conversión de ºK a ºC y de 
ºC a ºK, respectivamente.  
 
                                    ºC = ºK – 273.15                                  (5.8) 
                                  ºK = 273.15 + ºC                               (5.9) 
La Figura 5.1 muestra, por ejemplo, que para el transistor BFP620F de 
Infineon Technologies se utiliza los grados kelvin (ºK) como escala de 






    
 
Figura 5.1: Extracción del parámetro TNOM 
 
5.2 Descripción del método propuesto de 
extracción 
 
El método propuesto se apoya en la utilización del análisis de regresión, que 
permite describir la dependencia de una variable Y en relación a una o varias 
variables independientes X1, X2, ..., Xk.  
El problema y, al mismo tiempo, objetivo de la regresión es determinar la 
ecuación de la recta o relación lineal aproximada que mejor se ajuste a una nube 
de puntos, para poder predecir valores promedio de Y a partir de diferentes 
valores de X1, X2, ..., Xk. La ecuación general de la recta de regresión será 
entonces de la forma: Y = a + b1X1 +b2X2 + ... + bkXk.     
La hoja de cálculo Excel dispone de una herramienta de análisis de regresión 
que utiliza el método de los mínimos cuadrados para ajustar una línea a una 
serie de observaciones. Esta herramienta nos resultará idónea para obtener de 
manera instantánea, automática y eficaz los coeficientes de la recta de regresión 









   
5.3 El modelo de bandas de energía 
 
Los cambios energéticos que experimentan los electrones de valencia para 
convertirse en electrones libres (portadores de corriente) se representan 
mediante el modelo de bandas de energía. La Figura 5.2 muestra este modelo 
esquematizado. 
 
Figura 5.2: Modelo de bandas de energía en un semiconductor 
Los electrones de valencia que forman los enlaces tienen energías que se 
agrupan en la denominada banda de valencia. El límite superior de esta banda 
de energía es Ev. Por encima de esta banda hay una región de energías 
prohibidas, de amplitud Eg, que se denomina banda prohibida o gap de energía. 
 Justo encima de la banda prohibida existe otra región de energías 
permitidas, denominada banda de conducción, cuyo límite inferior es Ec. Cuando 
un electrón de valencia absorbe energía y es arrancado del enlace, pasa a tener 
una energía situada en la banda de conducción del semiconductor. Notar que, 
para que un electrón de valencia pase a la banda de conducción ha de absorber 
una energía más grande o igual que Eg.  
La energía de la banda prohibida o gap, Eg, se define, por tanto, como la 
energía mínima necesaria para arrancar un electrón de valencia (banda de 
valencia) y convertirlo en un electrón libre (banda de conducción). Esta energía 
de la banda prohibida depende de la temperatura. 
                                          Eg = Ec – Ev                                  (5.10) 
A 0 ºK la banda de valencia está llena de electrones de valencia y la banda de 
conducción vacía. La corriente será, por tanto, nula y el semiconductor será, en 
consecuencia, un aislante. Sin embargo, al aumentar la temperatura hay 
electrones de valencia que saltan a la banda de conducción, convertiéndose en 






    
5.4 Extracción de los parámetros EG y XTI 
 
Los parámetros EG y XTI aparecen en la ecuación (5.1), que describe el 
efecto de la temperatura sobre IS25. Estos parámetros se determinan realizando 
medidas de IS a diferentes temperaturas, para más tarde relacionar los 
resultados con la ecuación (5.1), utilizando para ello el análisis de regresión 
lineal múltiple. 
    A partir de (5.1), tomando logaritmos a ambos lados de la ecuación y 
teniendo en cuenta que log(ab) = b log(a), se obtiene (5.11). 
 










































































S        (5.11) 
A partir de (5.11), hemos obtenido una ecuación de la forma Y = a + b1X1 + 
b2X2,  






















5.5 Extracción del parámetro XTB 
 
El procedimiento para extraer el parámetro XTB es el mismo que el utilizado 
en el apartado anterior de este mismo capítulo. 
 El parámetro XTB aparece en las ecuaciones (5.2), (5.3), (5.4) y (5.5). 
Particularmente, en (5.2) se describe el efecto de la temperatura sobre BF26. 
Este se determina realizando medidas de BF a diferentes temperaturas, para más 
                                            
25 transport saturation current 






   
tarde relacionar los resultados con la ecuación (5.2), utilizando para ello el 
análisis de regresión lineal, en este caso, simple. 
A partir de (5.2) se obtiene una ecuación de la forma Y = a + bX (IV.9), 
siendo a el punto donde la recta corta al eje vertical y b el coeficiente de 
regresión o pendiente de la recta. 














TEMPlogXTB)TNOM(Blog)TEMP(Blog FF               (5.12) 






5.6 Resultados obtenidos 
 
La Tabla 5.1 muestra los valores obtenidos al extraer los parámetros EG, XTI 
y XTB utilizando el método descrito. Para ello se ha utilizado el transistor NPN de 
Silicio-Germanio BFP620F del fabricante Infineon Technologies y se ha variado la 
temperatura de simulación de 208ºK a  423 ºK (ºC=ºK–273.15). Para más 
información sobre como realizar análisis de regresión con Excel Capítulo 3 de 
este proyecto. 
Tabla 5.1: Resultados obtenidos al extraer los parámetros EG, XTI y XTB 
utilizando el método propuesto 
TNOM 298ºK (25ºC) 
TEMP 208ºK - 423ºK 




El rango de variación de la temperatura de simulación viene determinado por 
la temperatura ambiente mínima y máxima que puede soportar el transistor 
según se indica en su hoja de datos o data sheet, que para el caso que nos 







    
 
Figura 5.3: Variación de IS con la temperatura 
 
 









   
 






    
 






   
5.7 Consideraciones a tener en cuenta 
 
Según el apartado Temperature Modeling de [5], para extraer el parámetro 
EG basta con aplicar la ecuación (5.13). Esta igualdad es rigurosamente cierta 
sólo en el caso de que el transistor en cuestión sea de silicio (Si). En este caso 
podemos comprobar que para una temperatura de 25ºC (TEMP = 298 ºK) el 
valor de EG será de 1.11 eV. De este modo, para extraer o estimar el parámetro 
EG de cualquier otro transistor que no sea de silicio, ya sea un BJT o un HBT, 
será necesario aplicar el método propuesto en el apartado IV.3 del presente 
capítulo. 
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6. Resistencias parásitas 
Las regiones neutras, los contactos óhmicos y las pistas metálicas de 
interconexión introducen resistencias parásitas que en el modelo del transistor 
ideal se ignoraban. La manera más simple de tener en cuenta estas resistencias 
parásitas es incluir RE, RC y RB en serie con los terminales de emisor, colector y 
base, respectivamente (por este motivo se conocen habitualmente con el 
nombre de resistencias parásitas de acceso del transistor o resistencias 
óhmicas). Sin embargo, estas resistencias suelen tener valores óhmicos muy 
pequeños, lo que implica que su presencia sólo se advierte cuando las corrientes 
son elevadas. En este caso, solamente una fracción de la tensión aplicada en los 
terminales aparece en las uniones. La Figura 6.1 muestra el modelo resistivo 
ideal de un transistor bipolar. 
 
Figura 6.1: Modelo resistivo ideal de un transistor bipolar 
SPICE incluye el efecto de las resistencias parásitas mediante los parámetros 
RE27, RC28, RB29, RBM30 y IRB31. 
Son muchos los artículos publicados sobre diferentes métodos y técnicas para 
determinar o extraer las resistencias parásitas del modelo real del transistor 
bipolar. Sin embargo, una técnica ampliamente utilizada y aceptada se 
fundamenta en el análisis del circuito equivalente T para el transistor bipolar, 
mostrado en la Figura 6.2. 
 
                                            
27 emitter resistance 
28 collector resistance 
29 zero-bias base resistance 
30 minimum base resistance at high currents 






   
 
Figura 6.2: Circuito equivalente T usado para extraer las resistencias 
parásitas del transistor bipolar 
Tal y como muestra la Figura 6.2, cada una de las impedancias ZE, ZC y ZB 
consiste en una resistencia y una bobina en serie.  
El objetivo será, a partir de una serie de aproximaciones, obtener ecuaciones 
que nos permitan evaluar las impedancias  ZE, ZC y ZB. Se trata, por tanto, de 
conseguir expresar cada uno de los parámetros de interés en función de 
parámetros-H, Y o Z, obtenidos a partir de transformaciones de los parámetros-
S medidos y proporcionados por el fabricante del transistor, de una manera 
directa y eficaz. 
 
6.1 Resistencia parásita de emisor, RE 
 
La resistencia de emisor es un parámetro importante del transistor bipolar 
debido a que puede ser la responsable de una significativa porción del tiempo de 
retardo total. 
El emisor es la región más dopada en la mayoría de los transistores actuales 
con el objeto de producir una alta eficiencia en la inyección de emisor y por lo 
tanto una alta βF. Por esta razón, la componente dominante de la resistencia de 
emisor es normalmente la resistencia de contacto (usualmente del orden de 1 
Ω). RE, que generalmente es despreciada, normalmente asume un valor bajo y 
constante. Sin embargo, su principal efecto es una reducción en el voltaje visto 





    
Según [9] y [10], las impedancias parásitas extrínsecas ZE, ZC y ZB se 
determinan a partir de los parámetros-S en colector abierto32. En esta región de 
funcionamiento, las dos uniones BE y BC están polarizadas en directa, es decir, 
las tensiones vBE y vBC son ambas positivas (> 0 V). A continuación, los 
parámetros-S medidos son convertidos a parámetros-Z (ver Tabla 6.1). 
                                        VBC = vBE – vCE                                                  (6.1) 
Tabla 6.1: Conversión de parámetros-S a parámetros-Z de un bipuerto 
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A partir de la Figura 6.2, ZE = RE + LE. Si ahora dibujamos la curva de la 
parte real de Z12 en función de la inversa de la corriente de base, el punto de 
intersección con el eje vertical, corresponde a RE, tal y como muestra la Figura 
6.2. 







   
Según [8], una buena aproximación para frecuencias suficientemente bajas (f 
< 1 GHz) es (6.6). 
                                      { } Ee12 RrZe +≈ℜ                                      (V.6) 
donde re es la resistencia de emisor dinámica (6.7) y RE es la 
resistencia serie externa del contacto de emisor. 
                                        
E
e iq
Tknr =                                            (6.7) 
Por otro lado, también, de acuerdo con [12], para valores altos de IB, el valor 
de re se hace muy pequeño (re ≈ 0). Por este motivo, se suele aproximar que el 
punto de intersección de la curva ℜe{Z12} = f (1/iB) con el eje de ordenadas (iB ≈ 
∞; iC = 0), indica el valor de RE (ver Figura 6.3). 
 
Figura 6.3: Extracción del parámetro RE 
Por otro lado, resulta conveniente e interesante exponer que existen otras 
técnicas o métodos para extraer la resistencia de emisor, RE.  
Una de ellas se basa en los parámetros-Y y se describe en [13]. El valor del 
punto de intersección de la curva |1/Y21|= f (1/IE) con el eje vertical también 
resulta el valor de la resistencia externa de emisor RE. Es, justamente en este 
punto y para bajas frecuencias, donde el valor de re ≈ 0. 





1                                 (6.8) 
Por otro lado, en [14] se presenta un método alternativo para extraer el 





    
pequeña señal (AC). Así, el valor del parámetro RE se puede obtener utilizando 
(6.9). 























gg , con TB Vig =π . 
Finalmente, en [15] y [16] se presenta una nueva formulación en base a 
parámetros-H para obtener un cálculo directo de ZBE + ZE de acuerdo a (6.10).  




HZZ =+                             (6.10) 
Lamentablemente la utilización de este método implica resolver el sistema de 
dos ecuaciones y cuatro incógnitas (re, Cπ, RE y LE), tal y como se puede 
observar en la Figura 6.2. 
 
6.2 Resistencia parásita de colector, RC 
 
La resistencia de colector puede limitar la capacidad de manejo de la corriente 
de un transistor bipolar, así como también damnificar la máxima frecuencia de 
operación a gran corriente. 
Según [10], la intersección de la curva ℜ{Z22} = f (1/iB) con el eje vertical (iB 
≈ ∞; iC = 0) corresponde al valor RE + RC, tal y como muestra la Figura 6.4. 
 






   
Sin embargo, habitualmente encontramos en la literatura (por ejemplo, en [8] 
y [12]) que el valor de RC puede ser extraído directamente de ℜ{Z22 - Z21}. Esto 
puede llevar a confusión ya que, tal y como se había citado en el apartado 
anterior de este capítulo, el valor de RE se estimaba a partir de ℜ{Z12}. 
Este doble planteamiento puede llevar a confusión. En [12] podemos 
encontrar la solución. Se puede demostrar que los valores de RE extraídos de las 
expresiones de ℜ{Z12} y ℜ{Z21} son aproximadamente iguales, existiendo una 
discrepancia entre la evolución de estas dos expresiones en función de 1/iB 
debido a que el dispositivo en la condición de polarización considerada no es 
perfectamente simétrico (ver Figura 6.5). 
 
 
Figura 6.5: Curvas ℜe{Z12}, ℜe{Z21} y ℜe{Z22 – Z21} en función de 1/iB 
Otra alternativa para obtener el valor de RC se describe en [16]. El circuito RC 
paralelo de ZBC en serie con el circuito RL de ZC mostrado en la Figura 6.2 
puede ser expresado matemáticamente como 
 































ω++=+    6.11) 
donde ZBC es la impedancia interna de la unión base-colector y ZC la 
impedancia extrínseca de colector. 
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la parte real de (6.11) decae a un valor constante e igual al valor de la 
resistencia de colector, RC (ver Figura 6.6). 
 
Figura 6.6: Curvas ℜe{ZBC + ZC} = f (f) para diferentes polarizaciones 
 
6.3 Resistencia parásita de base, RB 
 
Una resistencia especialmente significativa del transistor bipolar es la 
resistencia de base. La construcción del transistor exige que el terminal de base 
esté en la superficie. Por este motivo, la corriente de base ha de recorrer un 
camino bastante largo desde el terminal hasta la parte central de la base, a 
través de una región estrecha y relativamente poco dopada. Por este motivo, la 
resistencia parásita de base tiene un valor relativamente elevado. Su mayor 
impacto es su efecto en la respuesta en pequeña señal y transitoria. Es también 
uno de los parámetros más difíciles de medir con precisión, en parte por su 
fuerte dependencia con el punto de reposo y  por el error introducido por el 
pequeño pero finito valor de RE. 
Según [12], ℜe {Z11 - Z12} = RB,total, donde RB,total es la resistencia de base 
total y depende de la corriente de base iB. De esta manera, para valores altos de 
iB y para bajas frecuencias, RB,total tiende al valor correspondiente a RB, tal y 








   
 
Figura 6.7: Evolución de la resistencia de base total a partir de ℜe{Z11 - Z12} 
= f (iB) 
Por otra parte, como en los casos de la extracción de las resistencias RE y RC, 
en [15] y [16] se describe un método para estimar el valor de RB mediante la 
utilización de parámetros-H. 
 




HHHHHZ −−=                         (6.13) 
En el presente proyecto también se utiliza el método descrito en [17] para 
estimar la resistencia parásita de acceso del terminal de base, RB. 
El circuito equivalente en pequeña señal utilizado es el mostrado en la Figura 
6.8.  
 





    
El método se fundamenta en conocer dos puntos para poder calcular 
directamente el valor de la resistencia parásita de base. Para ello, se elije un 
punto en DC (ω ⇒ 0) y otro punto en AC. Las coordenadas del punto en continua 
están dadas en (6.14), mientras que las del punto en AC están definidas en 
(6.15).  
                                      200m
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g)AC( =β .                                       (6.19) 
Una vez conocidos los dos puntos, (x0,y0) y (x1,y1), la resistencia parásita de 
base puede ser calculada directamente a partir de (6.24). 























   
Tabla 6.2: Conversión de parámetros-S a parámetros-Y de un bipuerto 
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6.4 Parámetros RBM y IRB 
 
Según [9] y [10], la resistencia de base entre los nodos internos y externos 
de la base viene dada a partir de dos resistencias separadas (ver el circuito 
equivalente de la Figura 6.9). Una resistencia constante (resistencia de base 
extrínseca), compuesta por la resistencia de contacto de la región externa de la 
base, y otra resistencia correspondiente a la región interna (resistencia de base 
intrínseca). La dependencia de esta resistencia con la corriente del dispositivo es 
consecuencia de una resistividad no nula de la región de base, que como 





    
 
 
Figura 6.9: Resistencia de base extrínseca (RB1) e intrínseca (RB2) de un 
transistor bipolar 
Para corrientes altas, la resistencia de base se reduce. RBM especifica los 
valores más bajos a que se pueden llegar. Asimismo, IRB es el nivel de corriente 
donde la resistencia de base cae a la mitad de su valor máximo. 
Según [14], podemos obtener expresiones en términos de parámetros-H para 
obtener los elementos del circuito equivalente SPICE en pequeña señal de la 
Figura 6.10. Estos parámetros-H se determinan a partir de transformaciones de 
los parámetros-S medidos (ver Tabla 6.3). 
 
Figura 6.10: Circuito equivalente SPICE en pequeña señal (AC) 
La extracción empieza determinando gm a partir de (6.25). 
















   
donde  




ig =π                                       (6.26) 
 El valor de gm es medido a bajas frecuencias (f < 1 GHz) y para valores de 
vBE altos, donde Cπ >> Cμ + Cμx. Es importante anotar que la expresión (6.25) 
no es válida para valores de vBE pequeños. A continuación, el valor obtenido es 
aplicado para extraer la resistencia de base RBB a partir de (6.27). 
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Tabla 6.3: Conversión de parámetros-S a parámetros-H de un bipuerto 
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π+=                          (6.32) 
El valor del parámetro RBM se obtiene como el punto de intersección de esta 
curva con el eje vertical. Por otro lado, el parámetro IRB adoptará el valor de la 
corriente de base, iB, donde la resistencia de base RBB alcanza la mitad de su 
valor máximo, es decir 





iI +=−+==                       (6.33) 
Según [5], la resistencia de base (no-lineal) del modelo Gummel-Poon se 
puede describir como (6.34). 
                               ( )
)z(tanz
z)z(tanRR3RR 2BMBBMBB
−−+=                    (6.34) 
Utilizando (6.32) y (6.34) se pueden distinguir tres casos (NOTA: operar en 
radianes).  
(i)  iB Æ 0, luego z Æ 0 y )z(tanz
z)z(tan
2
− Æ 1/3 




− Æ 0 





− Æ 0.5 
De (ii) se puede obtener directamente que RBM = RBB para iB Æ ∞. Si ahora 
dibujamos la curva RBB = f(1/iB), el valor del parámetro RBM se estima como el 
punto de intersección de esta curva con el eje vertical. Por otro lado, según (iii) 








   
6.5 Resultados experimentales 
 
En los apartados anteriores de este capítulo se han descrito diferentes 
técnicas y métodos para extraer las resistencias parásitas de un transistor 
bipolar. Ahora, confirmaremos la veracidad de todas las aproximaciones y 
expresiones anteriores. El objetivo será, por tanto, llevar a cabo una 
metodología de extracción de los parámetros RE, RC, RB, RBM e IRB. 
 
6.5.1 Extracción del parámetro RE 
 
A partir de la expresión (6.3), obtenemos valores de Z12 para una 
polarización iC = 0 A y vBE ∼ [0.85 V ... 1.5 V].  
Cabe tener en cuenta y resulta conveniente apuntar que con el transistor 
polarizado en colector abierto se cumple la condición iE = iB, ya que iE = iB + iC, 
con iC = 0 A. 
Procedemos a comprobar que el punto de intersección de la curva ℜe{Z12} = f 
(1/iB) con el eje de ordenadas (iB ≈ ∞) indica el valor de RE. Como se citó en el 
Apartado 6.1 de este capítulo, para que esta aproximación sea suficiente es 
necesario obtener valores Z12 para frecuencias lo suficientemente bajas (f < 1 
GHz). Escogemos una frecuencia de 100 MHz.  
Para obtener el punto de intersección de la curva ℜ{Z12} = f (1/iB) con el eje 
vertical, utilizamos la función de Excel INTERSECCION.EJE, que nos calcula el 
punto en el cual la curva interceptará el eje Y usando una línea de regresión 
optimizada (ver Figura 6.11). 
El valor del parámetro RE estimado por el programa estim e igual a 3.3 Ω es 
justamente el mismo que el proporcionado por Motorola en su hoja de datos del 







    























Figura 6.11: Extracción del parámetro RE 
 
 
Figura 6.12: Estimación del parámetro RE mediante el programa estim 
Un aspecto importante que conviene tener en cuenta al convertir parámetros-
S a parámetros-Z es que, para obtener el valor real de la impedancia, es 
necesario multiplicar el valor de la impedancia normalizada obtenido 
directamente de la transformación por la impedancia característica de la línea Z0, 






   
                                         0ijij Z·ZZ =                                  (6.35) 
 
Según [12], la estimación del parámetro RE se puede llevar a cabo a partir de 
ℜe{Z12} o ℜe{Z21}. Se puede comprobar que para frecuencias bajas (f < 1 GHz) 
el punto de intersección con el eje vertical de la curva ℜe{Z12} = f (1/iB) es 
idéntico que el correspondiente a el punto de intersección con el eje vertical de 
la curva ℜe{Z21} = f (1/iB) (ver Figura 6.13). 





























Figura 6.13: ℜe{Z21} = f (1/iB), ℜe{Z12} = f (1/iB), f  = 100 MHz 
También, según [13], el valor del punto de intersección de la curva |1/Y21|= f 
(1/iE) con el eje vertical también resulta el valor de la resistencia externa de 
emisor RE. Se ha podido comprobar que en efecto es así (ver Fig. 6.14). Para 
ello, se ha utilizado el HBT de SiGe BFP620F de Infineon Technologies, dando 
como resultado una RE = 0.6 Ω (ver Apéndice 12.1).  
A primera vista podría parecer evidente que la inversa de la admitancia Y21 
sea directamente la impedancia Z21, pero en realidad no es así. 


















    








Valor de RE obtenido a partir de parámetros-Y y parámetros-Z






















Figura 6.14: Resistencia de emisor, RE, obtenida a partir de parámetros-Y y 
parámetros-Z 
Notar que es necesario multiplicar los valores obtenidos de |1/Y21| por la 
impedancia característica de la línea Z0 = 50 Ω. Esto es debido a que la inversa 
de una admitancia da como resultado una impedancia, cuya unidad es el Ω. 














YY ==⇒=              (6.37) 
Por otro lado, se ha comprobado que el método para extraer la resistencia 
parásita de emisor a partir de medidas de parámetros-Y es válido sólo para 
transistores cuya resistencia parásita de base, RB, sea de valor 
aproximadamente igual y substancialmente inferior a 10 Ω. De esta forma, el 
error que se comete al estimar el valor de la resistencia RE es ínfimo y 
despreciable. No es el caso del transistor MRF927T1 de Motorola, cuya 
resistencia de base es igual a 31 Ω (ver Apéndice 12.1). 
 
6.5.2 Extracción del parámetro RC 
 
A partir de la expresión (6.5) obtenemos valores de de Z22 para una 
polarización iC = 0 A y vBE ∼ [0.85 V ... 1.5 V].  
Según [10], la intersección de la curva ℜe{Z22} = f (1/iB) con el eje vertical 







   

















RE + RC 
 
Figura 6.15: Extracción del parámetro RC 
Basta substraer al valor óhmico del punto de intersección de la curva ℜe{Z22} 
= f (1/iB) con el eje vertical el valor de RE estimado en el apartado anterior de 
este capítulo para obtener el valor de RC. 
Otro planteamiento equivalente se describe en [8] y [12]. El valor de RC 
puede ser extraído directamente a partir del punto de intersección de la curva 
ℜe{Z22 - Z21} = f (1/iB) con el eje vertical (iB ≈ ∞). Del mismo modo, tal y como 
quedó reflejado en la Figura 6.13 y según se reseña en [12], para bajas 
frecuencias se cumple que ℜe{Z12} ≅ ℜe{Z21}, lo que justifica que el parámetro 
RC puede ser estimado, también, como el valor óhmico del punto de intersección 
de la curva ℜe{Z22 – Z12} = f (1/iB) con el eje de ordenadas. 
El parámetro RC estimado por el programa estim e igual a 6 Ω es justamente 
el mismo que el proporcionado por Motorola en su hoja de datos del transistor 
MRF927T1 (ver Apéndice 12.1 y Figura 6.16). 
Se han verificado y cotejado cada uno de los planteamientos o métodos de 






    
 
Figura 6.16: Estimación del parámetro RC mediante el programa estim 
 
6.5.3 Extracción del parámetro RB 
 
A partir de la expresión (6.2) obtenemos valores de de Z11 para una 
polarización iC = 0 A y vBE ∼ [0.85 V ... 1.5 V].  
Según [12], el valor de RB puede ser extraído directamente a partir del punto 
de intersección de la curva ℜe{Z11 – Z12} = f (1/iB) con el eje vertical (iB ≈ ∞). 
Dicho en otras palabras, el valor óhmico del punto de intersección de la curva 
ℜe{Z11} = f (1/iB) con el eje vertical (iB ≈ ∞; iC = 0) corresponde al valor RE + RB 
(ver Figura 6.17). 
Del mismo modo que para el caso de la extracción de la resistencia parásita 
de colector, RC, bastará con restarle al valor óhmico del punto de intersección de 
la curva ℜe{Z11} = f (1/iB) con el eje vertical el valor de RE estimado en el 
Apartado 6.5.1 de este mismo capítulo para, finalmente, obtener el valor de 
RB. 
El parámetro RB estimado por el programa estim e igual a 31 Ω es 
justamente el mismo que el proporcionado por Motorola en su hoja de datos del 







   


















RE + RB 
 
Figura 6.17: Extracción del parámetro RB 
 
 
Figura 6.18: Estimación del parámetro RB mediante el programa estim 
En el presente proyecto también se utiliza el método descrito en [17] para 
estimar la resistencia parásita de acceso del terminal de base, RB. Para ello, se 
ha utilizado el transistor de silicio-germanio BFP620F de Infineon Technologies 






    
 
Figura 6.19 Método alternativo para estimar el parámetro RB 
 
6.5.4 Extracción de los parámetros RBM e 
IRB 
 
Directamente de (ii) se deduce en (6.34) que para iB Æ ∞, es decir, para altas 
corrientes, RBM = RBB. Por lo tanto, para estimar el parámetro RBM basta con 
dibujar la curva RBB = f(1/iB) a partir de la ecuación (6.27) y obtener el valor 
óhmico del punto de intersección de esta curva con el eje vertical, tal y como se 
muestra en la Figura 6.20. 
Tener en cuenta que es necesario multiplicar los valores obtenidos de ℜe{H11} 
en (6.28) por la impedancia característica de la línea Z0 = 50 Ω (ver Apéndice 
12.9 de este proyecto). 
Por otra parte y según la ecuación (6.33), el parámetro IRB adoptará el valor 
de la corriente de base, iB, donde la resistencia de base RBB alcanza la mitad de 
su valor máximo (ver Figura 6.21). Para ello, se computa RB como el punto de 
intersección de la curva RBB = f(iB) con el eje vertical (iB Æ 0 A) y se utiliza el 






   
















































Figura 6.21: Extracción del parámetro IRB. Eje x en escala logarítmica 
Notar que, al trabajar con valores bajos de iB (vBE < 0.85 V), será necesario 
sumar al valor óhmico de RB obtenido como el punto de intersección de la curva 
RBB = f(iB) con el eje vertical, la resistencia parásita de emisor, RE [5]. 
Finalmente, la Figura 6.22 y Figura 6.23 muestran el método de extracción 





    
SPICE estim. Tal y como se puede observar, el valor de los parámetros es 
idéntico al proporcionado por Motorola en su hoja de datos para el transistor 
MRF927T1 (ver Apéndice 12.1). 
 
 
Figura 6.22: Estimación del parámetro RBM mediante el programa estim 
 
 






   
7. Parámetros capacitivos 
 
7.1 Conceptos previos 
 
Un segundo paso al estudio del comportamiento de un transistor en régimen 
permanente es el análisis en régimen dinámico. El análisis de un  transistor en 
régimen dinámico hace referencia a su comportamiento cuando las tensiones y 
corrientes varían en el tiempo. El modelo dinámico de un transistor incorpora las 
capacidades parásitas.  
Un transistor presenta efectos capacitivos derivados de la acumulación o 
almacenamiento de cargas en las zonas de carga de espacio de las dos uniones y 
en las regiones neutras cuando varían las tensiones de polarización. 
La zona de carga de espacio también se conoce con el nombre de región de 
transición. Para abreviar, en las próximas líneas y en el resto de este proyecto, 
denominaremos a esta zona ZCE.  
A modo de recordatorio resulta necesario rememorar que en un transistor 
existen dos uniones PN, una entre el emisor y la base y otra entre la base y el 
colector. Del mismo modo, en cualquier unión PN se distinguen tres regiones. 
Tenemos dos regiones neutras P y N, donde el campo eléctrico es nulo y donde 
hay, por tanto, neutralidad de carga y la ZCE o región de transición entre P y N, 
donde hay un campo eléctrico intenso producido por un dipolo de carga. Un 
dipolo no es más que un sistema formado por dos cargas de signo opuesto 
separadas por una cierta distancia. 
Tal y como hemos comentado con anterioridad, al variar la tensión de 
polarización aplicada a una unión PN se produce una acumulación de portadores 
en el semiconductor, presentándose, de esta forma, efectos capacitivos. El 
primer efecto está relacionado con la carga almacenada en la ZCE y hablamos de 
capacidad de transición33. El otro efecto capacitivo tiene como causa la 
acumulación de portadores (electrones libres y huecos) en las regiones neutras, 




                                            
33 En algunas obras podemos encontrar esta capacidad con el nombre de capacidad de 





    
7.1.1 La capacidad de transición 
Cuando aumentamos la tensión de polarización aplicada a una unión PN, la 
anchura de la ZCE disminuye. El valor de la capacidad que corresponde a esta 
acumulación de carga viene determinado por (7.1). 







C ε==                                   (7.1) 
La expresión obtenida en (7.1) para la capacidad de transición es la misma 
que la que presentaría un condensador plano de área A, con una separación 
entre placas xd y que tuviera como dieléctrico, por ejemplo, el silicio (la 
constante dieléctrica del cual es ε). 
La capacidad CJ también se puede expresar como en (7.2). 
 

















AC ε= . 
 
7.1.2 La capacidad de difusión 
 
Al aumentar la tensión de polarización se produce un incremento de 
minoritarios en las regiones P y N. Este incremento es el resultado del dominio 
de la corriente de difusión sobre la de arrastre, es decir, la región P inunda con 
huecos la región N y viceversa. Recordar que los dos mecanismos básicos que 
provocan el movimiento de portadores y que, por tanto, dan lugar a corrientes 
en los semiconductores. Estos son el movimiento provocado por un campo 
eléctrico, que da lugar a la corriente de arrastre, y el originado por diferencias 
de concentraciones, que da lugar a la corriente de difusión. 
El incremento de la concentración de portadores en una región del 
semiconductor implica inyectar esto portadores desde el terminal externo y 
almacenarlos en esta región. Se trata, por tanto, de otro efecto capacitivo, 
denominado capacidad de difusión, que relaciona el incremento de carga y el 






   
La capacidad de difusión está asociada a la corriente que atraviesa la región 
de transición de la unión. Esta capacidad viene dada por (7.3). 





















D τ≈τ=ττ==                  (7.3) 
donde τt es una constante de proporcionalidad que tiene dimensiones de 
tiempo y se denomina tiempo de tránsito. ID es la corriente que atraviesa la 
unión, VT la tensión térmica y, por último, Is la corriente inversa de saturación. 
La interpretación de (7.3) es que si una carga Qs es inyectada cada tiempo τt 
en el dispositivo, la corriente resultante es ID. 
Cabe observar que esta capacidad tiene una dependencia exponencial con la 
tensión de polarización. Cuando VD es positiva, CD tiene un valor elevado, pero 
en polarización inversa suele ser despreciable. 
A modo de resumen, en un transistor el almacenamiento de portadores a 
consecuencia del aumento de la tensión de polarización es un fenómeno 
capacitivo que se modela con las capacidades de transición y de difusión. 
 
Figura 7.1: Modelo capacitivo simplificado del transistor, polarizado en la 
región activa 
A modo de ejemplo y con el objetivo de asimilar mejor las líneas anteriores, 
tal y como muestra la Figura 7.1, la unión B-C (base-colector), al estar 
polarizada inversamente en la región activa, contribuye únicamente con una 
capacidad de transición en el circuito equivalente, CJC. La unión B-E (base-
emisor), en cambio, al estar polarizada directamente en la región activa, exhibe 
tanto una capacidad de transición, CJE, como una capacidad de difusión, CDE. 
Recordar que la capacidad equivalente de dos condensadores en paralelo es 
igual a la suma de las capacidades individuales. 
Por último, citar que SPICE modela los efectos capacitivos presentados en 





    
7.2 Ecuaciones capacitivas del modelo G-P 
 
Dado que los parámetros capacitivos son independientes del resto de los 
parámetros del modelo en gran señal o modelo dinámico de Gummel-Poon (G-P) 
para el transistor bipolar, suelen ser los primeros en ser extraídos. Estos 
parámetros definidos son los mostrados en la Tabla 7.1. 
 




CJE..............................................B-E zero bias depletion capacitance 
VJE.......................................................................B-E built-in potential 
MJE......................................................B-E junction exponential factor 
 
CBC: 
CJC.............................................B-C zero bias depletion capacitance 
VJC......................................................................B-C built-in potential 
MJC.....................................................B-C junction exponential factor 
XCJC..................fraction of B-C capacitor connected to internal base 
 
CCS: 
CJS......................................zero bias collector-substrate capacitance 
VJS.................................................substrate junction built-in potential 
MJS.............................................substrate junction exponential factor 
 
CAPACITOR FORWARD CHARACTERISITCS: 
FC................................forward bias depletion capacitance coefficient 
 
 
Según [5], las capacidades de las uniones B-C, B-E se determinan a partir de 
(7.4) y (7.5). 
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=                              (7.6) 
donde CSBi modela la capacidad de transición (el subíndice ‘S’ viene del inglés 
space charge, referente a la zona de carga de espacio del transistor) y CDBi la 
capacidad de difusión (el subíndice ‘D’ viene del inglés diffusion) de las uniones 
BC y BE, respectivamente.  
En algunos libros podemos encontrar CSBi como CJi o CBi (MEXTRAM) y CJi 
como Cji, CJi ó Cj0. 
vBE y vBC son las tensiones de estímulo, cuyos niveles de variación vienen 
descritos en [18] (ver niveles marcados en amarillo en la Tabla 7.2). 
Tabla 7.2: Configuración de las diferentes medidas utilizando el modelo 
Mextram de Philips 
 
Notar que la máxima tensión substrato-colector, vSC, puede ser tomada como 
la máxima tensión colector-base, vCB. Por otro lado, la tensión máxima de la 










    
Tabla 7.3: Niveles máximos de las tensiones vCB y vEB (transistor BFP620F de 
Infineon Technologies) 
 
Otra alternativa consiste en determinar las capacidades de deplexión a partir 
de medidas de parámetros-S. Estas medidas se llevan a cabo a frecuencia fija 
(alta frecuencia) y las condiciones de polarización son las mismas que las 
mostradas en la Tabla 7.2. Después de convertir los parámetros-S a 
parámetros-Y, el valor de las capacidades se puede obtener como 





YImCC                             (7.7) 
                              
{ }
ω
+== 1112MEXTRAMBESBE YYImCC                        (7.8) 
                              
{ }
ω
+== 2212MEXTRAMSCSC YYImCC                         (7.9) 
Sin embargo, la desventaja de usar parámetros-S para determinar las 
capacidades de deplexión es que son mucho más sensibles a errores e 
imprecisiones. 
 
7.3 Descripción del método de extracción 
propuesto 
 
El método para extraer los parámetros capacitivos CJE, VJE, MJE, CJC, VJC, 
MJC, CJS, VJS y MJS se basa en [5]. 
El punto de partida son las ecuaciones (7.4), (7.5) y (7.6). Para una unión 






   













=                      (7.10) 
Para extraer los parámetros capacitivos recurriremos al análisis de regresión, 
introducido en el Capítulo 3 de este proyecto. 
Así, tomando logaritmos en ambos miembros de (7.10), resulta 







v1lnMClnCln                    (7.11) 
A continuación, realizamos el siguiente cambio de variables para, de esta 
forma, obtener la relación lineal deseada 
      y    =     b    +     m      x                     (7.12) 
 
                           ( )SBiCln  
                                         ( )JiCln  
                                                       - JiM  







v1ln        
Comparando (7.11) con (7.12) resulta que ( )JiClnb =  y JiMm −= . 
Por lo tanto, si ahora despejamos las variables o parámetros de interés, es 
decir, CJi y MJi, se obtiene 
                                               CJi = eb                                                (7.13) 
 
y 
                                              MJi = -m                              (7.14) 
 
Así, por ejemplo, tal y como muestra la Figura 7.2, el parámetro MJE se 





    
y el parámetro CJE como el punto de intersección con el eje de ordenadas, es 
decir, el valor de la capacidad de transición para vBE = 0 V (7.15). 
                                            JE0vSBE CC BE ==                            (7.15) 
 


























Figura 7.2: Extracción de los parámetros CJE y MJE 
El hasta ahora todavía valor del parámetro desconocido VJE > 0 V debe ser tal 
que sea óptima la calidad de adaptación. Esto es que el coeficiente de 
determinación de la regresión, R2, sea máximo (0 < R2 ≤ 1). Valores de R2 ∼ 0.9 
es una condición suficiente para considerar que se ha llevado a cabo una 
estimación del parámetro convenientemente precisa. Se suele utilizar un valor 
inicial para VJi = 0.2 V. Los valores típicos de VJi son cercanos a 0.5 V (tensión 
de difusión). 
La Figura 7.3 muestra la extracción de los parámetros CJE, VJE y MJE 
utilizando el programa estimador de parámetros SPICE estim. Tal y como se 
puede observar, el valor de los parámetros es idéntico al proporcionado por 
Infineon Technologies en su hoja de datos para el transistor de silicio-germanio 









   
 
Figura 7.3: Estimación de los parámetros CJE, VJE y MJE mediante el 
programa estim 
La metodología a seguir para extraer los parámetros CJC, VJC, MJC, CJS, VJS 
y MJS es exactamente la misma que para el caso de la capacidad de transición 
de la unión B-E anteriormente estudiado.  

































    
 







   


























Figura 7.6: Extracción de los parámetros CJS y MJS 
 
 






    
7.4 Extracción del parámetro FC 
 
El parámetro FC se define como el coeficiente para la capacidad de transición 
con polarización directa. 
Según [14] y [19], el parámetro FC se calcula a partir de VJE usando la 
expresión (7.16). 
                                            
JE
C V
65.0F =                                 (7.16) 
 
Es, precisamente, a partir de tensiones vBE > 0.65 V cuando la capacidad de 
difusión impide la medida directa de la capacidad de transición. 
Según [5], para una unión en general, la capacidad de transición se expresa 
en función de vBE según (7.17) y (7.18). 
 para vBE < FC · VJE 













=                             (7.17) 
 para vBE ≥ FC · VJE 
                                     ( ) ( ) ⎥⎦
⎤⎢⎣
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FC · VJE  
Figura 7.8: Resultado de la medida y técnica de extracción del parámetro FC 
Tal y como se puede observar de la Figura 7.8, el parámetro FC motiva que 
la curva CSBE = f(vBE) permute a una expresión lineal de pendiente 
aproximadamente constante para valores de vBE ≥ FC · VJE. Tener en cuenta que 
la curva ideal desprecia el efecto introducido por el coeficiente FC.  
Tanto el método visual de la Figura 7.8 como el que aplica directamente la 
expresión (7.16) son válidos y suficientes para estimar o extraer el parámetro 
FC.  
La Fig. 7.9 muestra la extracción del parámetro FC utilizando el programa 
estimador de parámetros SPICE estim. Tal y como se puede observar, el valor 
estimado para este parámetros es idéntico al proporcionado por Infineon 
Technologies en su hoja de datos para el transistor de silicio-germanio BFP620F 








    
 
Figura 7.9: Estimación del parámetro FC mediante el programa estim 
 
7.5 Extracción del parámetro XCJC 
 
El parámetro XCJC se define como la fracción de la capacidad de deplexión 
base-colector conectada al nodo interno de la base. Este parámetro puede ser de 
transcendental importancia en el funcionamiento del transistor bipolar a alta 
frecuencia. 
El modelo en pequeña señal de Gummel-Poon (G-P) es el que se muestra en 
la Figura 7.10, muy similar al modelo híbrido-π. El modelo en pequeña señal de 
Ebers-Moll (E-M) es similar al de Gummel-Poon (G-P) pero sin la capacidad CJX. 






   
 
Figura 7.10: Modelo en pequeña señal de Gummel-Poon 
Según [12], a partir de los parámetros-Y del circuito equivalente en pequeña 
señal del transistor bipolar se pueden obtener todos los elementos capacitivos 
del modelo. Así, el parámetro XCJC puede ser extraído o estimado a partir de la 
expresión (7.19). 
                                  ( ) ( )1222JCbcp YYImCC +=+ω                       (7.19) 
 
Desarrollando la expresión (7.19) y teniendo en cuenta que (7.20) es la 
capacidad entre el conector externo de la base y el colector, se obtiene (7.21).  
                                      ( ) JCCXCJC1 ⋅− =Cbcp                                       (7.20) 






+−=                      (7.21) 
 
donde ω = 2πf. 
Notar que XCJC · CJC será la capacidad entre el conector interno de la base y 
el colector y CJC la capacidad total. 
A partir de los parámetros-S del transistor BFP620F proporcionados por 
Infineon Technologies y aplicando (7.22) y (7.23) se obtienen los parámetros-Y 
necesarios para llevar a cabo la estimación del parámetro XCJC. 
                             
( )( )











    






−=                    (7.23) 
Tener en cuenta que, según se describe en [12], el parámetro Cbcp se 
considera independiente de la polarización. 
La Figura 7.11 muestra la extracción del parámetro XCJC utilizando el 
programa estimador de parámetros SPICE estim. Tal y como se puede observar, 
el valor estimado para este parámetros es idéntico al proporcionado por Infineon 
Technologies en su hoja de datos para el transistor de silicio-germanio BFP620F 
(ver Apéndice 12.1). 
 
 









   
8. Parámetros relacionados con el tiempo 
de tránsito 
Con el transistor operando en la región activa directa, el comportamiento en 
AC se modela mediante las capacidades CBC y CBE (consultar el Capítulo 7 de 
este proyecto). El término más importante en (8.1) es el referente a la 
capacidad de difusión CDBE. En él aparece el tiempo de tránsito TFF, que se 
modela y define mediante la expresión (8.2). 
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iX1TT                       (8.2) 
donde if es la corriente de difusión ideal en directa (8.3). 









Sf                                  (8.3) 
El parámetro TF es el tiempo de tránsito ideal. Los parámetros XTF e ITF cubren 
la dependencia del punto de operación para una polarización iC ∼ if, mientras el 
parámetro VTF describe la dependencia para vCB ∼ vCE.  
En SPICE, el comportamiento en AC del transistor bipolar se modela mediante 
un conjunto de seis parámetros: TF34, VTF35, ITF36, XTF37, TR38 y PTF39.  
El objetivo del presente capítulo será, por tanto, presentar una metodología 
de extracción o estimación de estos parámetros a partir de una serie de 
medidas. 
 
                                            
34 ideal forward transit time 
35 voltage describing VBC dependence of TF 
36 high-current parameter for effect on TF 
37 coefficient for bias dependence of TF 
38 ideal reverse transit time 





    
8.1 El transistor bipolar como amplificador 
 
Se dice que un circuito amplifica cuando la potencia de la señal de salida es 
superior a la de la señal de entrada y se conserva la forma de onda de la señal.  
Un concepto fundamental en estos circuitos es que se basan en una 
transformación de energía. La señal amplificada tiene más energía que la señal 
de entrada. Este incremento de energía de la señal proviene de la fuente de 
alimentación: el amplificador transforma la energía "continua" que proporciona 
la fuente en "energía de señal". Por tanto, todo amplificador debe estar 
"alimentado" con algún generador de tensión o corriente que le proporcione la 
energía que debe transferir a la señal. 
Hay que analizar detenidamente el circuito amplificador de la Figura 8.1.  
Este circuito está alimentado con las fuentes de tensión VCC y VBB. La señal a 
amplificar es proporcionada por el generador Δvs(t). 
 
Figura 8.1: Circuito amplificador 
Para el análisis del circuito de la Figura 8.1 en continua se supone que Δvs(t) 
es igual a cero. El objetivo será el cálculo de las corrientes y tensiones del 
circuito en esta situación y, en particular, de las corrientes de base y de colector 
y de la tensión VCE. Estos valores determinan las coordenadas del punto de 
trabajo en reposo del transistor y se les identifica con el subíndice Q: IBQ, ICQ y 
VCEQ. 
 Para el análisis en gran señal, en cambio, suponemos ahora que el generador 
de señal Δvs(t) no es nulo, sino que toma valores positivos y negativos al variar 
el tiempo. Los únicos cambios que hay que realizar en las ecuaciones es sustituir 






   
ΔiB(t), que se suma a la corriente de base en continua, IBQ. Por este motivo y 
según (8.5), también aparece una  corriente de colector añadida a la corriente 
de colector en continua ICQ.  
                                          )t(iIi BBQB Δ+=                                   (8.4) 
                             [ ] )t(iI)t(iIii CCQBBQFBFC Δ+=Δ+β=β=                   (8.5) 
Lo mismo ocurre para la tensión de salida (8.6), lo que indica que también 
aparece en la salida una señal Δvo(t) superpuesta al valor de reposo VoQ. 
                                          )t(vVv ooQo Δ+=                                (8.6) 
Tal y como se ha descrito, al aplicar una señal Δvs(t) al amplificador, se 
generaban unas señales que se superponían a los valores de reposo o continua. 
Este hecho justifica la necesidad de disponer de un modelo que relacionara los 
incrementos de corriente en los terminales del transistor con los incrementos de 
tensión aplicados. Por este motivo, falta sustituir el transistor bipolar por su 
circuito incremental. Este circuito incremental debe estar formado por los 
elementos que permitan relacionar los incrementos de tensión y corriente que se 
aplican a sus terminales. Cuando los incrementos son de pequeña amplitud, se 
puede considerar que el circuito incremental del transistor es lineal. Se le 
denomina también modelo de pequeña señal. 
Un modelo equivalente del transistor bipolar en pequeña señal se presenta en 
la Figura 8.2 y se denomina circuito equivalente de pequeña señal híbrido en π. 
En baja frecuencia el circuito equivalente híbrido en π puede aproximarse 
despreciando sus capacidades, ya que a baja frecuencia equivalen a resistencias 
de muy alto valor. 
 
Figura 8.2: Circuito equivalente de pequeña señal híbrido en π 
Una forma alternativa de modelar el transistor bipolar en pequeña señal es 
mediante un "cuadripolo equivalente de parámetros h". Este modelo, que fue 





    
baja frecuencia, y consiste en describir las variables incrementales de entrada y 
de salida del transistor conectado en emisor común mediante las ecuaciones 
(8.7) y (8.8). 
                                       CEreBieBE vhihv Δ+Δ=Δ                            (8.7) 
                                       CEoeBfeC vhihi Δ+Δ=Δ                              (8.8) 
Las expresiones (8.7) y (8.8) se pueden representar mediante un circuito 
equivalente, que se representa en la Figura 8.3. Este circuito se denomina 
circuito equivalente en parámetros h. 
 
 
Figura 8.3: Circuito equivalente en parámetros h 
 
8.2 Limitaciones del transistor bipolar en 
alta frecuencia 
 
La presencia de las capacidades internas Cπ y Cμ limita la capacidad de 
amplificación del transistor bipolar. En efecto, una medida de la capacidad 
amplificadora del transistor es el parámetro hfe (hfe = ΔiC / ΔiB con ΔvCE igual a 
cero). Si se aplica este cálculo al circuito de la Fig. VII.2, en el que se supone rμ 
infinita, y se tiene en cuenta que la impedancia que presenta un condensador es 
ZC = 1 / jωC se obtiene (8.9). 
                           








h Fmfe                (8.9) 
La representación gráfica aproximada del logaritmo del módulo de hfe en 
función de la frecuencia se da en la Figura 8.4. Obsérvese que el módulo de 
este parámetro se mantiene aproximadamente constante hasta la frecuencia fβ, 
a partir de la cual empieza a disminuir. Cuando se alcanza la frecuencia fT el 






   
frecuencias superiores. La frecuencia fT se denomina frecuencia de transición40 y 
es la máxima frecuencia para la que el transistor actúa como amplificador. A 
frecuencias superiores el transistor atenúa la señal en lugar de amplificarla. El 
valor de fT puede calcularse a partir de (8.11). 
                                        ( )μππβ +π= CCr2
1f                               (8.10) 










              (8.11) 
donde hfe ≅ gm rπ = βF = h21. 
 
Figura 8.4: Variación aproximada del logaritmo del módulo de hfe con la 
frecuencia 
En definitiva, y según (8.11), el parámetro del transistor bipolar que limita su 
respuesta en alta frecuencia es τf, que se denomina tiempo de tránsito. 
La ecuación (8.12)  es mucho más rigurosa. Este resultado pone de 
manifiesto que para corrientes ICQ pequeñas, fT aumenta con ICQ, pero a medida 
que esta corriente se hace grande, el último término de (8.12) pierde peso y fT 
se puede aproximar por 1 / 2πτf. Para conseguir un valor elevado de fT es 
necesario construir el transistor con una región de base muy estrecha para 
minimizar el tiempo de tránsito τf y polarizar el transistor con una ICQ elevada 
para elominar el efecto de las capacidades de transición. Notar, también, que fT 
= fβ · βF y, por este motivo, fT también expresa el producto de la ganancia de 
corriente en baja frecuencia, βF, por el ancho de banda, fβ.  
     















π   (8.12) 
                                            





    
Cabe destacar que fT disminuye para corrientes de colector muy elevadas a 
causa del efecto Kirk41, que consiste en un aumento de la anchura de la zona 
neutra efectiva de la base cuando la corriente de colector supera un determinado 
umbral. 
Según [18], la ganancia de corriente hfe puede ser expresada en términos de 
parámetros-Y como (8.13), mientras que la fT también se puede calcular a 
partir de (8.14).  








ih ===                                (8.13) 



















f                           (8.14) 
 
8.3 Definición y determinación de la 
frecuencia f-20 dB  
 
La dificultad de realizar medidas a frecuencias muy cercanas a la frecuencia 
de ganancia unidad o transición impone que el valor de fT se obtenga 
experimentalmente de una medida de |hfe| a una frecuencia inferior a fT, pero 
suficientemente grande para suponer que la pendiente de |hfe(f)| sea 
aproximadamente de 20 dB/década. El parámetro |hfe| no es más que el 
parámetro |h21|, con el subíndice e indicando que el transistor está configurado 
en emisor común, (8.15). 
Para encontrar la frecuencia f-20 dB basta con echar un vistazo a la hoja de 
datos del fabricante del transistor en cuestión y anotar el valor de frecuencia 
indicado como parámetro en la medida de fT (ver Figura 8.5). 
 
                 fT = |hfe(iC, vCE)| · f-20 dB = |h21(iC, vCE)| · f-20 dB          (8.15) 
 
Figura 8.5: En amarillo se muestra el valor de f-20 dB = 1 GHz para el transistor 
BFP620F de Infineon Technologies 
                                            






   
8.4 Extracción del parámetro TF  
 
Tal y como se expuso al inicio del presente capítulo, (8.2) 






















con if como la corriente de colector ideal a partir de (8.3) y vBC, al igual que 
vBE en (8.3), como las tensiones de polarización en DC. 
Si consideramos corrientes de colector por debajo de IKF, podemos aplicar la 
condición if = iC. La ecuación (8.2) se puede escribir como  





















iX1TT                   (8.16) 
Si además consideramos vBC = -vCB ∼ 0 V, se obtiene una expresión 
simplificada para el tiempo de tránsito de la forma 














iX1TT                         (8.17) 
La expresión (8.17), por tanto, es válida si se cumplen los requisitos iC < IKF 
para una tensión de polarización vCB ∼ 0 V o tan pequeña como sea posible. 
El tiempo de tránsito ideal en directa, τF o TF, se usa para modelar el exceso 
de carga almacenado en el transistor bipolar cuando su unión B-E está 
polarizada en directa y VBC = 0 V. Generalmente, el parámetro TF se determina a 
partir de fT. 
Tal y como se citó anteriormente, este parámetro se extrae polarizando el 
transistor a un valor de vCE tal que se cumpla la condición vCB ∼ 0 V.  
     vCE = vCB + vBE = vBE - vBC    Æ    vCB = vCE – vBE = 0 V          (8.18) 
Examinado la ecuación (8.18), podemos intuir que el valor de tensión entre 
colector y emisor, vCE, será relativamente bajo, ya que la caída de tensión vBE no 
suele ser superior a 1 V. Notar, también, que el transistor está configurado en 





    
 
Figura 8.6: Transistor configurado en emisor común (EC) 
Una muy buena aproximación ampliamente utilizada para estimar este 
parámetro es seleccionar una vCE ∼ 1 V (ver Figura 8.6). De esta manera se 
cumple de forma aproximada y suficiente (8.18).  
Cabe recordar que cuando el transistor trabaja en la región de operación 
activa directa, la unión B-E está polarizada en directa (vBE > 0 V), mientras que 
la unión B-C está polarizada en inversa (vBC ≤ 0 V).  
El método de extracción se basa en [20] y [21]. Se establecen medidas de 
parámetros-S para varias corrientes de colector y con una vCE constante y se 
determina el parámetro TF a partir de fT (ver Figura 8.7). 
 
Figura 8.7 1/2πfT = f(1/iC) para una vCE constante 
Según [20], el tiempo de tránsito en directa se expresa y se calcula a partir 
de fT como (8.19). 
                     








1v,iT +−+−π=τ=          (8.19) 
donde la pendiente de la curva de la Figura 8.7  es (Cje + Cjc) vT. 








   




1TT +−π==τ=                (8.20) 
   
donde el punto de intersección con el eje vertical (iC Æ ∞) de la curva 1/2πfT = 
f(1/iC) resulta ser el valor de 1/2πfT0. 
La Figura 8.8 muestra la curva fT = f(iC) para el transistor BFP620F de 
Infineon Technologies, para una frecuencia de 1 GHz y una tensión vCE constante 
e igual a 1 V. Puede resultar interesante, también, representar la curva fT = 
f{log(iC)}, tal y como se muestra en la Figura 8.9. 















vCE = 1 V 
f = 1 GHz 
 
Figura 8.8: fT = f(iC) para el transistor BFP620F de Infineon, f = f-20 dB = 1 























vCE = 1 V 
f = 1 GHz 
 
Figura 8.9: fT = f{log(iC)} para el transistor BFP620F de Infineon, f = f-20 dB = 
1 GHz, vCE = 1 V 
Pasamos, ahora, a representar la curva 1/2πfT = f(1/iC) para una vCE constante 
e igual a 1 V (Figura 8.10).  
 
Figura 8.10: 1/2πfT = f(1/iC) para el transistor BFP620F de Infineon, f = f-20 dB 
= 1 GHz, vCE = 1 V 
Por último, la Figura 8.11 muestra la extracción del parámetro TF utilizando 
el programa estimador de parámetros SPICE estim. Tal y como se puede 
observar, el valor de este parámetro es aproximadamente el mismo que el 






   
de silicio-germanio BFP620F (ver Apéndice 12.1). Esta pequeña variación o 
desviación en el valor estimado puede ser debida a que para extraer este 
parámetro se han utilizado las medidas de parámetros-S proporcionadas por el 
fabricante para una vCE = 1 V y no se haya cumplido del todo la condición vCB ∼0 
V.  
Para llevar a cabo la estimación del parámetro, se ha optado por seleccionar 
un rango de variación de iC entre 4 mA y 30 mA, que precisamente se 
corresponde con la parte lineal de la curva fT = f{log(iC)} (ver Figura 8.9).  
Los valores de h21 se han obtenido aplicando (8.21), que permite convertir 
los parámetros-S proporcionados por el fabricante a parámetros-H. 




−=                        (8.21) 
Se debe recordar que los parámetros-S, al igual que los parámetros-H, son 







    
 









   
8.5 Extracción del parámetro XTF  
 
El parámetro XTF se define como el coeficiente para la dependencia de la 
polarización del tiempo de tránsito en directa y se puede obtener a partir de la 
curva fT = f(iC), para una vCE constante. Para ello, se polariza el transistor con un 
valor de vCE bajo tal que se cumpla la condición vBC ≅ 0 V.  
Una vez dibujada la curva fT = f(iC) (ver Figura 8.8), el parámetro XTF puede 
ser calculado a partir de (8.22). 
                                           1
TF
)T(MAXX FFTF −=                           (8.22) 
donde TFF se define como 
                                        ( ) ( )CECTCECFF v,if2
1v,iT π=                      (8.23) 
Para más detalles sobre la naturaleza de este parámetro se recomienda 
consultar [5]. 
Para verificar la bondad de (8.22) se ha dibujado la curva TFF = f(iC) para el 
transistor BFP620F de Infineon Technologies (ver Figura 8.12).  















Figura 8.12: TFF = f(iC) para el transistor BFP620F, para una vCE constante e 





    
El rango de variación de iC es [1 mA - 80 mA], mientras que se ha fijado el 
valor de vCE a 1 V. La fT se ha calculado a partir de (8.15), siendo f-20 dB = 1 
GHz.  
A partir de la curva de la Figura 8.12 se obtienen los valores de fT,min y fT,max 
y se aplica directamente (8.22) para obtener el parámetro XTF. 
 
 
Figura 8.13: Extracción del parámetro XTF mediante el programa estim 
Para cotejar la bondad del método propuesto, la Figura 8.13 muestra el valor 
estimado para el parámetro XTF utilizando el programa estimador de parámetros 
SPICE estim, que se corresponde con el que proporciona el fabricante, en este 
caso Infineon Technologies, en su hoja de datos o data sheet para el transistor 
BFP620F (ver Apéndice 12.1). 
El parámetro XTF es adimensional, por lo que no tiene unidades. 
Otro método alternativo para extraer el parámetro XTF usando análisis de 










   
8.6 Extracción del parámetro ITF  
 
El parámetro ITF se obtiene aplicando las mismas restricciones que las 
esgrimidas para la extracción del parámetro XTF del apartado anterior, siendo su 
definición el valor máximo de la corriente de colector, ic, máx. 
Así, el parámetro ITF se puede obtener a partir de la curva fT = f(iC), para una 
vCE constante. Para ello, se polariza el transistor con un valor de vCE bajo tal que 
se cumpla la condición vBC ≅ 0 V.  
El rango de variación de iC es [1 mA - 80 mA], mientras que se ha fijado el 




Figura 8.14 Extracción del parámetro ITF mediante el programa estim 
 
8.7 Extracción del parámetro VTF  
 
El parámetro VTF se obtiene fijando un valor para ic y aplicando directamente 
la ecuación (8.24). 
















    
donde vCE1 = 0.50 V y vCE2 = 0.75 V. 
 
 
Figura 8.15: Extracción del parámetro VTF mediante el programa estim 
 
8.8 Extracción del parámetro PTF 
 
El parámetro PTF se define como el exceso de fase a la frecuencia 1/2πTF. Se 
trata de uno de los parámetros más complicado de estimar. Es poca la literatura 






   
En el presente apartado de este capítulo se presenta un método directo para 
extraer el parámetro PTF. Asimismo, se expone la veracidad de este método 
utilizando para ello datos experimentales obtenidos a partir de transistores 




Los antiguos simuladores de circuitos electrónicos no incorporaban en su 
modelo para el transistor bipolar el exceso de fase, debido al considerable 
aumento de complejidad que se requería. Para tener una idea, En [22] se 
describen varias técnicas para simular el exceso de fase en modelos bipolares. 
Del mismo modo, existen diversos métodos para extraer el parámetro PTF. 
Según [14], este parámetro es extraído midiendo la diferencia de fase entre las 
fases medidas y simuladas de H21, para después utilizar esta diferencia como el 
desplazamiento de fase en gm para calcular el parámetro PTF a partir de la 
expresión y definición estándar utilizada por SPICE para este parámetro. La fase 
de H21 a la frecuencia de corte fT es igual a –(90º + PTF). El parámetro PTF, por 
tanto, es la diferencia entre el desplazamiento de fase de H21 a la frecuencia fT y 
90º. Otro método, descrito en [19], recurre a una solución iterativa. El método 
aquí descrito utiliza el promedio de la diferencia de fases entre los valores 
obtenidos de (Y21 + 180º) y gm. 
 
8.8.2 Procedimiento para extraer el 
parámetro 
 
Los fabricantes de transistores de alta frecuencia ofrecen en las hojas de 
datos de sus dispositivos los parámetros-S en emisor común para una o varias 
polarizaciones. 
La extracción del parámetro preludia determinando gm a partir de la expresión 
(8.25). 




















    
donde gm es una aproximación de la transconductancia del modelo en 
pequeña señal del transistor bipolar, iC la corriente de colector correspondiente a 
la polarización considerada y vT la tensión térmica. 
El parámetro híbrido del bipuerto H21 se obtiene a partir de los parámetros-S 
que el fabricante proporciona. 
De los valores obtenidos a partir de (8.25), tantos como frecuencias 
consideradas, se obtienen los desplazamientos de fase en gm. El siguiente paso 
consiste en calcular la fase de la admitancia del bipuerto Y21 mediante (8.26). 





−=              (8.26) 
A continuación, se suman 180º a las fases de Y21 obtenidas a partir de 
(8.26). El valor del desplazamiento de fase introducido en gm conmutará de 0º a 
180º. Este salto o cambio brusco de fase tendrá lugar a una frecuencia concreta, 
dependiendo de la polarización considerada. 
Finalmente, para extraer o estimar el parámetro PTF, se promedia o calcula el 
valor medio de la diferencia de fases entre los valores obtenidos de (Y21 + 180º) 
y gm. Notar que, a partir de un valor concreto de frecuencia, la fase introducida 
en gm se opone a los 180º sumados a la fase de Y21. Por lo tanto, se puede 
concluir que el procedimiento que calcula directamente el promedio de los 
valores de (Y21 + 180º) para obtener el parámetro PTF no es del todo estricto y 
ajustado [19]. 
 
8.8.3 Resultados experimentales 
 
Para verificar la validez del método descrito se han utilizado las medidas de 
los parámetros-S proporcionadas por el fabricante Infineon Technologies para su 
transistor BFP520F.  
Después de múltiples ensayos se ha comprobado que la polarización óptima 
para obtener el valor del parámetro PTF es la misma que la que muestra el 
fabricante en su hoja de datos para el parámetro de máxima ganacia de 
potencia Gms (iC = 20 mA y vCE = 2 V). 
La Figura 8.16 muestra que el desplazamiento de fase en gm tiene lugar a la 
frecuencia de 1.6 GHz. A partir de este valor de frecuencia los valores 
resultantes para obtener el parámetro PTF serán directamente los 
correspondientes a la fase de Y21 (ver Figura 8.17). La Figura 8.18 muestra 
los valores finales de fase obtenidos después de aplicar el método descrito. El 






   
 
Figura 8.16: Fase de gm en función de la frecuencia 
 
 






    
 
Figura 8.18: Desplazamiento de fase en función de la frecuencia 
La Tabla 8.1 muestra diferentes valores estimados para el parámetro PTF 
para diferentes polarizaciones. Notar el valor óptimo para este parámetro tiene 
lugar para la polarización previamente mencionada. 
Tabla 8.1: Diversos valores estimados del parámetro PTF en función de la 
polarización 
VCE   (V) IC (mA) PTF parameter (º) 
2.0 2.5 76.1 
2.0 5.0 61.9 
2.0 10.0 53.1 
2.0 15.0 53.8 
2.0 20.0 51.0 
2.0 25.0 54.1 
2.0 30.0 52.7 
2.0 40.0 55.4 
  
Por último, la Figura 8.19 muestra la extracción del parámetro PTF utilizando 
el programa estimador de parámetros SPICE estim. Tal y como se puede 
observar, el valor de este parámetro es el mismo que el proporcionado por 
Infineon Technologies en su hoja de datos para el transistor de silicio BFP520F 









   
 
Figura 8.19: Extracción del parámetro PTF mediante el programa estim 
 
8.9 Extracción del parámetro TR 
 
El tiempo de tránsito en inversa42 es un parámetro muy importante para 
determinar el retardo del transistor en saturación. Para extraer el tiempo de 
tránsito en inversa se propone un nuevo método, [23]. 
El tiempo de tránsito en inversa del modelo G-P se modela mediante un único 
parámetro, TR. El método propuesto para extraer TR se basa en medidas del 
parámetro h21 en función de la frecuencia en el modo activo inverso. 
 
                                            





    
Trabajar en el modo activo inverso implica que el unión B-E esté polarizada en 
inversa y que la unión B-C lo esté en directa. De esta forma, se cumple que vBC 
> 0 V y vBE ≤ 0 V (el método propuesto sugiere un valor vBE = 0 V). Esto es lo 
mismo que intercambiar los terminales de colector y emisor, siendo el efecto 
más notable la disminución de la ganacia de corriente en continua (βF Æ βR). 
Una vez citadas las condiciones de operación, se procede a describir paso a 
paso el método propuesto. 
 
8.9.1 Descripción del método propuesto 
 
El parámetro TR se puede determinar a partir de la respuesta en frecuencia de 
h21(ω).  
En primer lugar, el parámetro βR puede ser determinado a partir de h21(0) 
usando (8.27). Luego, podemos calcular la magnitud de h21(ω = ωp) según 
(8.28). 
                                              R21 1)0(h β+=                               (8.27) 
                                            2
)0(h)(h 21p21 γ=ω                           (8.28) 









ωp (8.29) y ωz (8.30) son el polo y el cero de la ganancia de corriente en 
cortocircuito h21(ω), respectivamente.  
                                               RR
p
1
τβ=ω                                 (8.29) 





β+=ω                                (8.30) 
ωz es más grande que ωp por un factor de 1 + βR. Para una βR mucho más 
grande que la unidad, ωz >> ωp (el dispositivo tiene un polo dominante ωp) y γ = 
1. 
Ahora, ωp puede ser determinado gráficamente a partir de la respuesta en 






   
Finalmente, TR puede ser obtenido a partir de (8.31). 
                                                 pR
R
1
ωβ=τ                               (8.31) 
 
8.9.2 Verificación del método descrito y 
medidas 
 
En general, los fabricantes de transistores ofrecen en las hojas de datos de 
sus dispositivos los parámetros-S en emisor común en función de la frecuencia 
para varias polarizaciones (vCE, iC). Sin embargo, raramente encontramos estos 
parámetros-S referidos a una polarización con vCE < 0 V. 
Tal y como se citó en la introducción de este apartado del capítulo, el método 
propone trabajar en el modo activo inverso para poder llevar a cabo la 
extracción del parámetro. Esto implica que el unión B-E esté polarizada en 
inversa (vBE ≤ 0 V) y que la unión B-C lo esté en directa (vBC > 0).  
Por este motivo se ha utilizado el programa multiSIM 200143, que permite 
realizar y exportar medidas de parámetros mediante el analizador de redes44 que 
incorpora y elegir el punto de operación deseado. 
Para la verificación del método propuesto para extraer o estimar el parámetro 
TR hemos utilizado el transistor de silicio NPN MRF927T1 de Motorola, cuyo 
valor para el parámetro TR es de 2.38 ns. 
La Figura 8.20 muestra medidas de |h21| para este transistor en función de 
la frecuencia en el modo activo inverso (vBC = 0.61 V y vBE = 0 V). Notar que el 
eje-y está referido a 20 log10 |h21|  (dB). 
 
                                            
43 software de simulación electrónica fabricado por Electronics Workbench  





    
 
Figura 8.20: Medidas de |h21(ω)| para una polarización vBC = 0.61 V y vBE = 0 V 
Una vez exportadas las medidas de |h21| a nuestro programa y siguiendo paso 
por paso el método anteriormente descrito obtenemos una estimación del 
parámetro TR de 2.33 ns (ver Figura 8.21).  
La frecuencia (ω = 2πf) se ha variado de 1 MHz a 4 GHz, mientras que el valor 
de h21(0) es el valor de |h21| a la más baja frecuencia (1 MHz). 
Para más información sobre el diseño de circuitos de RF con multiSIM 2001 
dirigirse al Apéndice 12.3, extraído de [24]. 
Por último, la Figura 8.21 muestra la extracción del parámetro TR utilizando 
el programa estimador de parámetros SPICE estim. Tal y como se puede 
observar, el valor de este parámetro es el mismo que el proporcionado por 
Motorola en su hoja de datos para el transistor NPN de silicio MRF927T1 (ver 







   
 





    
9. Parámetros para modelar el ruido 
Los parámetros AF45 y KF46 son utilizados para modelar la componente de 
ruido flicker (ruido 1/f) de la unión base-emisor. Es importante anotar que 
únicamente se relacionan las fuentes de ruido térmico con las resistencias 
parásitas del transistor bipolar. 
En [25] se presenta un método para extraer los parámetros de ruido a baja 
frecuencia sin la necesidad de determinar la frecuencia a la cual las fuentes de 
ruido shot y flicker son iguales (corner frequency, fc), tal y como hacen otros 
métodos propuestos [26], [27]. De esta forma, este método, a pesar de ser una 
aproximación, puede ser utilizado para cualquier tipo de transistor bipolar, 
siendo la extracción de los parámetros muy precisa. 
 
9.1 Tipos de ruido en semiconductores 
 
En general, en un transistor bipolar se distinguen tres tipos de ruido: el ruido 
térmico47, el ruido shot48 y el ruido flicker49 [28]. En las próximas líneas se 
presenta una breve descripción de cada uno de ellos. 
 
9.1.1 Ruido térmico 
 
El ruido térmico es un ruido que depende de la temperatura y es debido a la 
resistencia óhmica de los dispositivos. Esta resistencia disipa la energía que se 
pierde en el dispositivo al calentarse. El efecto de este calentamiento es una 
variación de la corriente eléctrica resultante. 
                                                kTR4Sv =                                  (9.1) 
                                                 
R
kT4Si =                                   (9.2) 
donde k es la constante de Boltzmann (1.38x10-23 J/K), T la temperatura en 
grados kelvin y R el valor óhmico de la resistencia. 
 
                                            
45 flicker-noise exponent 
46 flicker-noise coefficient 
47 Johnson 
48 de impacto, de disparo 






   
9.1.2 Ruido shot 
 
El ruido shot es un ruido independiente de la temperatura y su naturaleza es 
debida a la aleatoriedad en la distribución de impurezas y cargas móviles. Este 
tipo de ruido es parecido al ruido térmico pero independiente de la temperatura 
y tiende a disminuir para frecuencias por encima de 1/τ, donde τ es el tiempo de 
vida de las cargas antes de recombinarse. 
                                              qi2Si =                                       (9.3) 
donde q es la carga del electrón (1.602x10-19 C). 
 
9.1.3 Ruido flicker 
 
El ruido flicker es un ruido típico de baja frecuencia (debajo de unos pocos 
kHz). A este tipo de ruido se le conoce como ruido 1/f debido a que su densidad 
espectral es proporcional a 1/f. 









f/1 =α=                            (9.4) 
donde α50 es una característica del material y Ntot el número de cargas en 
movimiento.  
Tal y como se comentó en la introducción del presente capítulo, los 
parámetros SPICE AF y KF son utilizados para modelar la componente de ruido 
flicker (ruido 1/f) de la unión base-emisor. 
 
9.2 Modelo del transistor bipolar para el 
ruido 
 
SPICE y otros simuladores similares utilizan el circuito de la Figura 9.1 para 
el análisis del ruido.  
 






    
 
Figura 9.1: Circuito equivalente de un transistor bipolar para el análisis del 
ruido 
Las resistencias RB, RC y RE del circuito equivalente del transistor bipolar de la 
Figura 9.1, generan un ruido térmico que se modela colocando en paralelo con 
cada una de ellas una fuente de corriente de valor 





nRi Δ=                                (9.5) 
donde el subíndice i = B, C, E. 
Por otro lado, el ruido shot en un transistor bipolar es independiente de la 
temperatura, T, y su valor depende del punto de trabajo, en particular de las 
corrientes iB e iC. 
                                               fqi2i B
2
shot,nb Δ=                              (9.6) 




shot,nc Δ==                             (9.7) 
Por último, el ruido flicker (1/f) es un ruido típico de baja frecuencia y deja de 
tener influencia por encima de los 1000 Hz. Este ruido se representa con una 
fuente de corriente que hay que sumar cuadráticamente al ruido shot. 




nb iii +=                              (9.8) 





f/1,nb Δ=                               (9.9) 













   
Llegados a este punto, la densidad espectral de corriente de ruido se define 
como, por ejemplo 





iB Δ=                                   (9.11) 
 
9.3 Descripción del método propuesto 
 
Según [5], para el modelo G-P del transistor bipolar, el origen del ruido 1/f es 
la región de base, tal y como muestra la ecuación (9.10). 
En primer lugar, normalizamos Δf = 1 Hz. Esto da una densidad espectral de 
corriente de base de ruido 
                                [ ]HzAfiKFHz1ifiS 2AFB2f/1,nb2f/1,nbiB ==Δ=              (9.12) 
o lo que es lo mismo 
                                                 AFBi iKFf·S B =                           (9.13) 
 
La ventaja de utilizar  este método es que resulta fácil identificar el valor del 
ruido 1/f a 1 Hz. 
                                            AFBHz1@i iKFS B =                              (9.14) 
Para extraer los parámetros AF y KF recurriremos al análisis de regresión, 
introducido en el Capítulo 3 de este proyecto.  
Así, a partir de la función exponencial (9.14) y tomando logaritmos en ambos 
miembros, resulta 
                                    ( ) ( ) ( )BHz1@i ilog·AFKFlogSlog B +=                 (9.15) 








    
          y    =     b    +     m      x                                                
 
                            ( )Hz1@iBSlog  
                                            log(KF)     
                                                            AF 
                                                             ( )Bilog             (9.16)                       
Comparando (9.15) y (9.16) resulta que b = log (KF) y m = AF. 
Por lo tanto, si ahora despejamos las variables o parámetros de interés, es 
decir, AF y KF, se obtiene 
                                              AF = m                                                    (9.17) 
 
y 
                                             KF = 10b                                                  (9.18) 
 
Tener en cuenta que, en algunas ocasiones, se usa o se facilitan los datos en 
Hz/A  ó Hz/V  (dB). Esto es la raíz cuadrada de Si ó Sv y se conoce con el 
nombre de corriente o tensión de ruido, respectivamente. Así, por ejemplo, 














               (9.19) 
Para obtener 
Bi
S bastará con elevar al cuadrado dichos datos (unidades 
A2/Hz). 






ii BB Δ==                      (9.20) 
Por último, la Figura 9.2 muestra la extracción de los parámetros AF y KF 
utilizando el programa estimador de parámetros SPICE estim. Tal y como se 
puede observar, el valor de los parámetros es idéntico al proporcionado por 
Infineon Technologies en su hoja de datos para el transistor de silicio-germanio 






   
 





    
10. Manual del programa estimador 
de parámetros SPICE 
El objetivo del presente capítulo es orientar al usuario en la utilización del 
programa estimador de parámetros SPICE para transistores bipolares mediante 
Excel.  
Excel es una herramienta desarrollada y distribuida por Microsoft y utilizada a 
nivel mundial como hoja de cálculo, que se encuentra dentro del paquete Office. 
La versión del software utilizada es la del año 2003, si bien se han acabado de 
perfilar algunos detalles aprovechando las mejoras planteadas en la versión 
actual del año 2007. Un cambio significativo entre las versiones de los años 
2003 y 2007 es la extensión de los archivos guardados, que ha pasado a ser 
.xlsx en lugar de la habitual .xls. Como consideración a tener en cuenta, un 
archivo guardado con extensión .xlsx no puede abrirse con el Excel 2003, 
mientras que un archivo .xls sí que puede ser utilizado con la actual versión. 
A continuación, se presenta un pequeño manual descriptivo del 
funcionamiento del programa estimador de parámetros SPICE mediante Excel, 




El objetivo o cometido del presente proyecto consiste en el desarrollo de un 
programa estimador de parámetros SPICE para transistores bipolares, ya sean 
de unión (BJT) o de heterounión (HBT). Esta herramienta, por tanto, nos servirá 
para obtener el valor numérico de cada uno de los parámetros del modelo del 
transistor bipolar en SPICE, partiendo de los datos, medidas y curvas del 
fabricante del dispositivo. 
La Tabla 10.1 muestra el listado de los 41 parámetros que modelan el 
transistor bipolar en el simulador SPICE utilizando el modelo de Gummel-Poon, 
así como los valores por defecto de estos parámetros. Tal y como podemos 
observar, nuestro programa es capaz de extraer los 13 parámetros que 
representan el comportamiento del transistor bipolar en continua (DC). Por otro 
lado, se ha diseñado un método directo para extraer los 4 parámetros usados 
para modelar los efectos de la temperatura. Asimismo, el programa nos permite 
estimar los 5 parámetros utilizados para modelar el efecto de las resistencias 
parásitas introducidas por las regiones neutras, los contactos óhmicos y las 
pistas metálicas de interconexión que en el modelo del transistor ideal se 






   
a la extracción de los 11 parámetros que simulan las capacidades parásitas que 
el modelo dinámico del transistor bipolar incorpora. Del mismo modo, nos 
permite estimar los 6 parámetros relacionados con el tiempo de tránsito. Por 
último, el programa es capaz de estimar los 2 parámetros utilizados para 
modelar la componente de ruido flicker (ruido 1/f) de la unión base-emisor del 
transistor bipolar. 
En general, cualquier programa SPICE recibe la información del circuito que 
tiene que simular y del tipo de análisis que tiene que realizar a través de un 
fichero fuente o fichero de circuito. Este fichero contiene una descripción del 
circuito, de los componentes que lo forman y de la interconexión entre ellos. 
El programa estim permite la entrada automática de datos, en este caso 
medidas experimentales reales con transistores bipolares comerciales, si bien es 
cierto que, también, es posible introducir datos a modo de verificación o prueba. 
Resulta evidente que dependiendo del parámetro a estimar, serán diferentes 
los valores introducidos en cada archivo. También es muy importante tener en 
cuenta el orden de la entrada de datos permitidos por el programa, que son 


















    
Tabla 10.1: Parámetros SPICE para el modelo de Gummel-Poon 
      name   parameter                               units   default     
 
 1    IS     transport saturation current            A       1.0e-16   
 2    BF     ideal maximum forward beta              -       100       
 3    NF     forward current emission coefficient    -       1.0        
 4    VAF    forward Early voltage                   V       infinite   
 5    IKF    corner for forward beta 
             high current roll-off                   A       infinite  
 6    ISE    B-E leakage saturation current          A       0       
 7    NE     B-E leakage emission coefficient        -       1.5      
 8    BR     ideal maximum reverse beta              -       1         
 9    NR     reverse current emission coefficient    -       1         
 10   VAR    reverse Early voltage                   V       infinite  
 11   IKR    corner for reverse beta 
             high current roll-off                   A       infinite  
 12   ISC    B-C leakage saturation current          A       0         
 13   NC     B-C leakage emission coefficient        -       2         
 14   RB     zero bias base resistance               Ω       0         
 15   IRB    current where base resistance 
             falls halfway to its min value          A       infinite  
 16   RBM    minimum base resistance 
             at high currents                        Ω       RB         
 17   RE     emitter resistance                      Ω       0                 
 18   RC     collector resistance                    Ω       0          
 19   CJE    B-E zero-bias depletion capacitance     F       0         
 20   VJE    B-E built-in potential                  V       0.75      
 21   MJE    B-E junction exponential factor         -       0.33      
 22   TF     ideal forward transit time              sec     0         
 23   XTF    coefficient for bias dependence of TF   -       0 
 24   VTF    voltage describing VBC 
             dependence of TF                        V       infinite 
 25   ITF    high-current parameter 
             for effect on TF                        A       0         
 26   PTF    excess phase at freq=1.0/(TF*2PI) Hz    deg     0 
 27   CJC    B-C zero-bias depletion capacitance     F       0         
 28   VJC    B-C built-in potential                  V       0.75      
 29   MJC    B-C junction exponential factor         -       0.33     
 30   XCJC   fraction of B-C depletion capacitance   -       1 
             connected to internal base node 
 31   TR     ideal reverse transit time              sec     0          
 32   CJS    zero-bias collector-substrate 
             capacitance                             F       0          
 33   VJS    substrate junction built-in potential   V       0.75 
 34   MJS    substrate junction exponential factor   -       0         
 35   XTB    forward and reverse beta 
             temperature exponent                    -       0 
 36   EG     energy gap for temperature 
             effect on IS                            eV      1.11 
 37   XTI    temperature exponent for effect on IS   -       3 
 38   KF     flicker-noise coefficient               -       0 
 39   AF     flicker-noise exponent                  -       1 
 40   FC     coefficient for forward-bias 
             depletion capacitance formula           -       0.5 










   
Tabla 10.2 Orden de entrada de datos para proceder a la extracción de los 
parámetros 
PARAMETER C1 C2 C3 C4 C5 C6 C7 
IS, NF vBE iC      
ISE, NE vBE iB      
BF vBE iC iB     
IKF vBE iC      
VAF vCE iC      
NR vBC iE      
ISC, NC vBC iB      
BR vBC iE iB     
IKR vBC iE      
VAR vEC iE      
TNOM        
EG, XTI TEMP iS      
XTB TEMP iC/iB      
RE, RC, RB Z11 Z21 Z12 Z22 iB   
RBM iB H11 H21     
IRB iB H11 H21     
CJE, VJE, MJE CSBE vBE      
CJC, VJC, MJC CSBC vBC      
CJS, VJS, MJS CSC vSC      
FC CSBE vBE      
XCJC S11 S21 S12 S22 Im{Y21+Y12} f  
TF iC h21      
Rc, lin vCE iC      
XTF S11 S21 S12 S22 iC fT  
ITF S11 S21 S12 S22 iC vBE fT 
VTF S11 S21 S12 S22 iC fT  
PTF S11 S21 S12 S22 fT ang{Y21}  
TR S11 S21 S12 S22 h21 f  
KF,  AF f inb1 inb2 inb3 inb4   
 
Cabe recordar del Capítulo 8 que la frecuencia de corte, fT, se puede 
expresar y obtener según las siguientes ecuaciones: 
                  fT = |hfe(iC, vCE)| · f-20 dB = |h21(iC, vCE)| · f-20 dB         (10.1) 










h ===                             (10.2) 
























    
A modo de comentario, la utilidad MultiSIM RF, una extensión del software de 
simulación MultiSIM a la alta frecuencia, refuerza el proceso de simulación para 
nuevos componentes y funcionalidades especiales para alta frecuencia. 
Asimismo, el analizador de redes51 que incorpora nos permite dibujar la salida 
respecto a la amplitud de entrada sobre un rango de frecuencias y calcula 
parámetros S, Y, Z, y H. Estas características son mostradas sobre la carta de 
Smith52. 
Así, por ejemplo, para estimar los parámetros IS y NF se necesita un fichero 
de texto donde en la segunda columna aparecen mediciones experimentales de 
la corriente de colector, iC, para valores vBE entre 0,10 V y 1,00 V. 
 
10.2 Guía rápida 
 
A continuación, a modo de exposición, se detalla el modo de uso del programa 
estimador de parámetros SPICE estim y se indica brevemente la forma en que 
la aplicación calcula o simula los valores de dichos parámetros, objeto del 
presente proyecto. 
La Figura 10.1 muestra la pantalla de bienvenida del programa, de nombre 
estim, en referencia al objetivo del proyecto.  
 
        HBT SPICE PARAMETERS ESTIMATOR
       DC, AC and NOISE PARAMETERS
 
Figura 10.1: Pantalla de bienvenida del programa estimador de parámetros 
SPICE, estim 
                                            
51 Network Analyzer 






   
La siguiente pantalla de aplicación es la mostrada en la Figura 10.2.  
En ella se muestran, ordenados según su tipología, los 41 parámetros que 
modelan el transistor bipolar en el simulador SPICE.  
 
            SPICE PARAMETERS 08/07/2008 12:34
DC DC TEMPERATURE OHMIC JUNCTION TRANSIT NOISE
FORWARD REVERSE PARAMETERS PARASITICS CAPACITOR TIME PARAMETERS
PARAMETERS PARAMETERS PARAMETERS PARAMETERS PARAMETERS
IS NR TNOM RE CJE TF AF
NF BR EG RC VJE XTF KF
BF ISC XTI RB MJE ITF
ISE NC XTB RBM CJC VTF
NE IKR IRB VJC PTF






TOTAL PARAMETERS: 41  
Figura 10.2: Listado completo de los parámetros estimados por el programa 
estim 
Comentar que estos parámetros han sido programados a modo de 
hipervínculo o link, esto es que basta con pulsar uno de ellos y la aplicación nos 
dirige directamente a su hoja particular de simulación.   
En la aplicación, todo el proceso está automatizado mediante macros, por lo 
que no se necesitan conocimientos de programación para usar la aplicación. 
Una vez dentro de una hoja cualquiera, correspondiente a un o un conjunto 
de parámetros, el usuario dispone de tres posibles opciones.  
 
 
“IMPORT DATA”; para la entrada automática de datos.  
“SIMULATE”; para la obtención automática del parámetro a extraer. 







    
Tal y como se citó anteriormente en este mismo capítulo, el programa estim 
permite la entrada automática de datos a través de un fichero de texto .txt. 
Basta con pulsar el icono o botón con la etiqueta “IMPORT DATA”. 
Una vez seleccionado el path del fichero .txt con los datos a simular, con la 
típica interfaz de Windows, pulsamos “Abrir” y los datos son insertados 
automáticamente en la hoja correspondiente, listos para su uso. Recordad que 
dependiendo del parámetro a estimar, serán diferentes los valores introducidos 
en cada archivo, así como su orden de entrada.  
 
 
Figura 10.3: Entrada automática de datos a través de un archivo de texto .txt 
Para proceder a la extracción del parámetro de interés basta con pulsar sobre 
el botón con la etiqueta “SIMULATE”. La aplicación se encarga del resto de 
manera automática; eliminará los valores que se encuentren fuera del rango de 
validez, resaltará los datos de interés, mostrará el número de interacciones y un 
largo etcétera. 
Por último, comentar que el botón “EXIT” permite salir de la hoja de 
simulación actual y nos sitúa en la hoja correspondiente al listado de parámetros 
estimados por el programa, mostrados en la Figura 10.2. 
Por último, a modo de utilidad, se ha desarrollado una hoja capaz de mostrar 
y guardar de manera automática los valores numéricos de cada uno de los 






   
 



















    
11. Conclusiones 
El objetivo de este proyecto ha sido el desarrollo de un programa estimador 
de parámetros SPICE para transistores bipolares, tanto de unión (BJT) como de 
heterounión (HBT). Además, se ha llevado a cabo un estudio teórico y una 
explicación parcial de la metodología a seguir para extraer cada uno de estos 
parámetros. 
Como transistor de referencia para validar la bondad de los métodos de 
extracción descritos se ha utilizado el transistor NPN de silicio-germanio BFP620F 
de Infineon Technologies. Recordar, también, que en los casos en los que no ha 
sido posible la utilización de este transistor, debido a que requerían para la 
estimación de algunos parámetros, tales como el tiempo de tránsito en inversa y 
las resistencias parásitas, los parámetros S del transistor para una polarización 
no disponible o facilitada por el fabricante, se optó por la utilización del 
transistor NPN de silicio MRF927T1 de Motorola, contenido en la librería de 
transistores de RF que contiene MultiSim 2001. Por otro lado, al estimar el 
parámetro PTF, referente al exceso de fase, se buscó un transistor cuyo valor 
proporcionado por el fabricante fuese diferente de cero para tener, de esta 
manera, un mayor control en la veracidad y verificación del método propuesto 
de extracción. Finalmente se seleccionó el transistor BFP520F, también de 
Infineon Technologies. 
Con el programa estimador de parámetros SPICE se ha corroborado la bondad 
de la base teórica de extracción de parámetros contenida en este proyecto. Por 
otra parte, si bien en la mayoría de los casos se han obtenido los valores 
esperados, en aquellos casos en los que el valor estimado no se corresponde 
exactamente con el valor proporcionado por el fabricante, el error cometido se 
puede cuantificar en ± 5 %. Este error es debido a que no se ha trabajado 
exactamente con los niveles de polarización exactos requeridos en la teoría, que 
el fabricante ha empleado otra rutina de extracción o ha utilizado un programa 
comercial distinto.  
Parámetros especialmente difíciles de estimar fueron PTF, RBM, IRB, XCJC y 
FC, debido a la escasa información disponible y a la propia definición confusa de 
estos parámetros.  
La principal aportación introducida en la elaboración de este trabajo es 
disponer de toda una recopilación y compendio de métodos y técnicas para 
estimar los parámetros que modelan el transistor bipolar en SPICE, y cada uno 
de ellos experimentados mediante el programa estimador de parámetros estim, 






   
En definitiva, el programa estimador de parámetros SPICE desarrollado 


















    
12. Apéndices 
 
12.1 Hojas de datos 
 
Los fabricantes de componentes y dispositivos electrónicos informan de las 
características de sus productos mediante lo que se conoce con el nombre de 
hojas de datos o de especificaciones, en inglés data sheet. 
Las hojas de datos o de especificaciones de los transistores bipolares suelen 
estar divididas en cinco secciones. 
La primera sección suele contener una tabla de características generales 
donde se incluyen las especificaciones más relevantes del componente; pero no 
se incluyen todas, tan solo es una guía rápida para saber si un determinado 
componente cubrirá, en principio, nuestras necesidades. Esta tabla recibe el 
nombre en inglés de quick reference data. 
La segunda sección es una tabla de valores máximos aplicables a los distintos 
componentes, en inglés maximum ratings. En esta tabla se detallan los valores 
máximos de tensiones, corrientes, etc., aplicables al dispositivo sin que éste se 
destruya. Antes de utilizar un determinado componente es importante consultar 
este tipo de tablas para evitar dañar el componente por una mala utilización. En 
el diseño del circuito, debe tenerse en cuenta que el dispositivo debe 
mantenerse alejado de dichos valores, manteniendo un margen de seguridad. 
Las secciones tercera y cuarta constituyen el cuerpo central del conjunto de 
especificaciones del componente. La tercera sección suele contener una tabla o 
un conjunto de tablas donde se especifican, de forma exhaustiva, las 
características del componente, bajo unas determinadas condiciones de 
funcionamiento (temperatura, tensión de alimentación, corriente de 
polarización,...). El fabricante suele indicar en letra pequeña, al final de la tabla, 
las condiciones en que se han medido dichas especificaciones. En esta tabla, 
para cada una de las características del componente, encontramos el valor 
mínimo, el valor típico y el valor máximo. Esto puede darnos una idea de la 
dispersión que tendrá cada parámetro en la práctica. Evidentemente el 
fabricante no suele medir los valores de las especificaciones de todos sus 
componentes. Se hace un muestreo y se escoge un conjunto de elementos al 
azar, de los cuales se miden sus características. El numero de elementos debe 
ser lo suficientemente elevado para poder establecer una estadística de los 
valores medidos. Por ejemplo para la β de un transistor el fabricante especifica 
tres valores: el mínimo, el máximo y el típico. Generalmente tendremos una β 






   
una probabilidad relativamente elevada de que su valor se acerque al valor 
típico. Las tablas anteriores no abarcan la totalidad de los parámetros del 
dispositivo para todas las condiciones de medida posibles. La variación del valor 
de un parámetro respecto a una determinada condición (tensión de 
alimentación, temperatura, ...) se suele dar en forma de gráfica. Estas gráficas 
constituyen la cuarta sección de las hojas de datos. Generalmente, las gráficas 
sólo dan la variación del valor típico de un parámetro con respecto a otro, 
aunque en algunos casos se incluye también la variación del valor máximo y 
mínimo del parámetro. Por ejemplo, en las especificaciones de un transistor 
bipolar podemos encontrar la corriente de colector del transistor con respecto a 
la tensión colector emisor, parametrizada para diferentes valores de la corriente 
de base, con los valores asociados a la curvas medidas a 25 ºC. Puede 
suministrarse un conjunto de gráficas análogas correspondientes a distintas 
temperaturas. 
En la quinta y última sección se suelen encontrar una serie de tablas con los 
parámetros S en la configuración de emisor común en función de la frecuencia y 
para una o varias polarizaciones establecidas, el valor de todos los parámetros 
SPICE del modelo del transistor y el circuito equivalente del mismo. 
Las páginas siguientes contienen las hojas de datos de los transistores 
BFP620F de Infineon Technologies y MRF927T1 de Motorola, los cuales han 
sido utilizados como referencia para verificar o validar los métodos descritos en 
esta obra para extraer o estimar los parámetros SPICE que modelan el 
comportamiento del transistor bipolar.  
Por último, cabe tener en cuenta que las especificaciones completas pueden 
consultarse en los catálogos del fabricante o bien visitando su página web. Suele 
ser habitual encontrar algunos circuitos de aplicación cuyo estudio suele ser de 













































































































































































    
12.2 Resumen de las funciones estadísticas 
de Excel 
 
Gran parte del poder de la hoja de cálculo Excel está en su capacidad de 
ejecutar desde los cálculos sencillos hasta las funciones más específicas y 
complejas. Las fórmulas, como en matemáticas, son ecuaciones cuyo objetivo es 
llegar a algún resultado a partir de valores. En Excel, esos valores son las celdas 
de la hoja.  
A continuación se presenta un resumen de las funciones estadísticas que 
incorpora Excel. Las funciones estadísticas ejecutan análisis estadísticos de 
rangos de datos y muchas de ellas han sido utilizadas por el programa estimador 
de parámetros SPICE, objeto del presente proyecto. 
 
 BINOM.CRIT: Devuelve el valor mínimo para el cual la desviación binomial 
acumulativa es menor o igual que un valor de un criterio. 
 COEF.DE.CORREL: Devuelve el coeficiente de correlación entre dos 
conjuntos de datos. 
 COEFICIENTE.ASIMETRIA: Devuelve el sesgo de una distribución. 
 COEFICIENTE.R2: Devuelve el cuadrado del coeficiente de correlación del 
momento del producto Pearson. 
 CONTARA:  Cuenta cuántos valores hay en la lista de argumentos. 
 CONTAR: Cuenta cuántos números hay en la lista de argumentos. 
 COVAR: Devuelve la covarianza, el promedio de los productos de las 
desviaciones pareadas. 
 CRECIMIENTO: Devuelve valores su curva exponencial. 
 CUARTIL: Devuelve el cuartil de un conjunto de datos. 
 CURTOSIS: Devuelve la curtosis de un conjunto de datos. 
 DESVESTA: Calcula la desviación estándar de una muestra, incluidos 
números, texto y valores lógicos. 
 DESVESTPA: Calcula la desviación estándar de toda la población, incluidos 
números, texto y valores lógicos. 
 DESVESTP: Calcula la desviación estándar de toda la población. 
 DESVEST: Calcula la desviación estándar de una muestra. 
 DESVIA2: Devuelve la suma de los cuadrados de las desviaciones. 
 DESVPROM: Devuelve el promedio de las desviaciones absolutas de los 
puntos de datos partiendo de su media. 
 DIST.WEIBULL: Devuelve la distribución Weibull. 
 DISTR.BETA.INV: Devuelve el valor inverso de la función de densidad de 
probabilidad beta acumulativa. 
 DISTR.BETA: Devuelve la función de densidad de probabilidad beta 
acumulativa. 
 DISTR.BINOM: Devuelve la probabilidad de distribución binomial de un 
término individual. 






   
cuadrado. 
 DISTR.EXP : Devuelve la distribución exponencial. 
 DISTR.F.INV: Devuelve el valor inverso de la función de distribución de 
probabilidad F. 
 DISTR.F: Devuelve la distribución de probabilidad F. 
 DISTR.GAMMA.INV: Devuelve el valor inverso de la función gamma 
acumulativa. 
 DISTR.GAMMA: Devuelve la distribución gamma. 
 DISTR.HIPERGEOM: Devuelve la distribución hipergeométrica. 
 DISTR.LOG.INV: Devuelve el valor inverso de la función de distribución 
logarítmica normal. 
 DISTR.LOG.NORM : Devuelve la distribución logarítmica normal 
acumulativa. 
 DISTR.NORM.ESTAND.INV: Devuelve el valor inverso de la distribución 
normal acumulativa estándar. 
 DISTR.NORM.ESTAND: Devuelve la distribución estándar normal 
acumulativa. 
 DISTR.NORM.INV: Devuelve el valor inverso de la función de distribución 
normal acumulativa. 
 DISTR.NORM: Devuelve la distribución normal acumulativa. 
 DISTR.T.INV: Devuelve el valor inverso de la distribución t de Student. 
 DISTR.T: Devuelve la distribución t de Student. 
 ERROR.TIPICO.XY: Devuelve el error estándar del valor y predicho de cada 
valor X de la curva de regresión. 
 ESTIMACION.LINEAL: Devuelve los parámetros de una tendencia lineal. 
 ESTIMACION.LOGARITMICA: Devuelve los parámetros de una tendencia 
exponencial. 
 FISHER: Devuelve la transformación de Fisher. 
 FRECUENCIA: Devuelve una distribución de frecuencia como una matriz 
vertical. 
 GAMMA.LN: Devuelve el logaritmo natural (neperiano) de la función 
gamma, G(x). 
 INTERSECCION.EJE: Devuelve la intersección de la línea de regresión 
lineal. 
 INTERVALO.CONFIANZA: Devuelve el intervalo de confianza de la media 
de un población. 
 JERARQUIA: Devuelve la jerarquía (rango) de un número en una lista de 
números. 
 K.ESIMO.MAYOR: Devuelve el valor máximo k ésimo en un conjunto de 
datos. 
 K.ESIMO.MENOR: Devuelve el valor k ésimo mínimo en un conjunto de 
datos. 
 MAXA: Devuelve el valor máximo de una lista de argumentos, incluidos 
números, texto y valores lógicos. 
 MAX: Devuelve el valor máximo de una lista de argumentos. 
 MEDIA.ACOTADA: Devuelve la media del interior de un conjunto de datos. 





    
 MEDIA.GEOM: Devuelve la media geométrica. 
 MEDIANA: Devuelve la mediana de los números dados. 
 MINA: Devuelve el valor mínimo de una lista de argumentos, incluidos 
números, texto y valores lógicos. 
 MIN: Devuelve el valor mínimo de una lista de argumentos. 
 MODA: Devuelve el valor más común en un conjunto de datos. 
 NEGBINOMDIST: Devuelve la distribución binomial negativa. 
 NORMALIZACION: Devuelve un valor normalizado. 
 PEARSON: Devuelve el coeficiente de correlación del momento del producto 
Pearson. 
 PENDIENTE: Devuelve la pendiente de la línea de regresión lineal. 
 PERCENTIL: Devuelve el percentil k ésimo de valores de un rango. 
 PERMUTACIONES: Devuelve el número de permutaciones de un número de 
objetos dado. 
 POISSON: Devuelve la distribución Poisson. 
 PROBABILIDAD: Devuelve la probabilidad de qué los valores de un rango 
estén comprendidos entre dos límites. 
 PROMEDIOA: Devuelve el promedio de sus argumentos, incluidos números, 
texto y valores lógicos. 
 PROMEDIO: Devuelve le promedio de sus argumentos. 
 PRONOSTICO: Devuelve un valor junto con una tendencia lineal. 
 PRUEBA.CHI.INV: Devuelve el valor inverso de la probabilidad una de una 
cola de la distribución chi cuadrado. 
 PRUEBA.CHI: Devuelve la prueba de independencia. 
 PRUEBA.FISHER.INV: Devuelve el valor inverso de la transformación de 
Fisher. 
 PRUEBA.F: Devuelve el resultado de una prueba F. 
 PRUEBA.T: Devuelve la probabilidad asociada a una prueba t de Student. 
 PRUEBA.Z: Devuelve el valor P de dos colas de una prueba Z. 
 RANGO.PERCENTIL: Devuelve el rango del percentil de un valor en un 
conjunto de datos. 
 TENDENCIA: Devuelve los valores y su tendencia lineal. 
 VARA: Calcula la varianza de una muestra, incluidos números, texto y 
valores lógicos. 
 VARPA: Calcula la varianza de toda la población, incluidos números, texto y 
valores lógicos. 
 VARP: Calcula la varianza de toda la población. 
 VAR: Calcula la varianza de una muestra. 
 
Para más detalles sobre alguna de las funciones estadísticas previamente 
resumidas, puede consultar la información adicional que incorpora Excel, cuando 








   
12.3 Ejemplo de macro VBA 
El programa estim internamente está controlado por 98 macros que hacen 
funcionar el programa de manera automática, es decir, sólo es necesario cargar 
el archivo de datos (.txt), tal y como se haría con cualquier programa Windows, 
y el programa se encarga de dar como resultado el parámetro a estimar, 
eliminar los datos que están fuera de rango, etc. 
Para la creación de macros he utilizado el grabador de macros (símil a grabar 
un vídeo, step by step). Se graban las acciones y luego las convierte en lenguaje 
Visual Basic.  
Después se han de modificar manualmente (se ha de tener conocimiento del 
lenguaje para ello) y se adecúan a cada parámetro a estimar en particular. La 
verdad que es una herramienta impresionante que verdaderamente le da el 
potencial extra al programa. Excel no es simplemente una hoja de cálculo; 
incluye su propio lenguaje de programación que podemos modificar y crear 
interfaces de usuario. 
 Para automatizar el programa se han utilizado iconos tipo botón (cargar 
archivo, imprimir, salir de la hoja, simular, etc). Si pulsamos sobre el botón 
derecho podemos asignar (también modificar) una macro a la acción de pulsar 
dicho botón. 
Las siglas VBA se refieren a Visual Basic for Applications, ya que las macros se 
generan manualmente con este lenguaje de programación o bien 
automáticamente con el grabador de macros antes comentado. 
EsteLibro - 1 
Private Sub Workbook_Open() 
UserForm1.Show 
End Sub 
Public Sub ImportTextFile(FName As String, Sep As String) 
Dim RowNdx As Integer 
Dim ColNdx As Integer 
Dim TempVal As Variant 
Dim WholeLine As String 
Dim Pos As Integer 
Dim NextPos As Integer 
Dim SaveColNdx As Integer 
Application.ScreenUpdating = False 
'On Error GoTo EndMacro: 
SaveColNdx = ActiveCell.Column 
RowNdx = ActiveCell.Row 
Open FName For Input Access Read As #1 
While Not EOF(1) 
Line Input #1, WholeLine 
If Right(WholeLine, 1) <> Sep Then 





    
End If 
ColNdx = SaveColNdx 
Pos = 1 
NextPos = InStr(Pos, WholeLine, Sep) 
While NextPos >= 1 
TempVal = Mid(WholeLine, Pos, NextPos - Pos) 
Cells(RowNdx, ColNdx).Value = TempVal 
Pos = NextPos + 1 
ColNdx = ColNdx + 1 
NextPos = InStr(Pos, WholeLine, Sep) 
Wend 
RowNdx = RowNdx + 1 
Wend 
EndMacro: 
On Error GoTo 0 
Application.ScreenUpdating = True 
Close #1 
End Sub 
Public Sub DoTheImport() 
Dim FName As Variant 
Dim Sep As String 
Dim fila As Integer 













contador = 0 
With Selection.Interior 
.ColorIndex = 2 
.PatternColorIndex = xlAutomatic 
End With 
Range("A8").Select 
FName = Application.GetOpenFilename _ 
(filefilter:="Text Files(*.txt),*.txt,All Files (*.*),*.*") 
EsteLibro - 2 
If FName = False Then 
MsgBox "You didn't select a file" 
Exit Sub 
End If 
' Sep = InputBox("Enter a single delimiter character.", _ 
"Importar datos") 
Sep = " " 
ImportTextFile CStr(FName), Sep 
Range("A8:A3000").Select 
For fila = 8 To 1000 
If Range("A" & fila) <> 0 Then 
contador = contador + 1 
Range("H10").Select 
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