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ABSTRACT 
A detailed study was conducted on the effect of bcc to fcc phase transformation 
route on the microstructure and interface planes character distribution in a 23Cr-
6Ni-3Mo duplex stainless steel. Two markedly different austenite morphologies 
were produced through different cooling approaches. In the first route, the steel was 
furnace cooled from 1370 °C to 970 °C and then water-quenched to avoid the 
formation of brittle intermetallics. Such heat treatment resulted in the diffusional 
transformation of ferrite to austenite, yielding a two-phase microstructure 
containing equiaxed austenite, termed “microstructure E”. In the second route, the 
samples were air-cooled from 1370 °C to room temperature. Such an increased 
cooling rate resulted in a Widmanstätten morphology of austenite, presumably 
formed through semi-shear transformation, and this microstructural state is referred 
to as “microstructure W”. For both the cooling procedures, the resulting 
microstructures contained approximately equal fractions of austenite and ferrite.  
Both equiaxed and Widmanstätten austenite displayed a very similar texture 
to that obtained in the as-received condition, being composed of the Cube, Brass, 
Copper and Goss components, which was mostly attributed to a “texture memory” 
effect. Microstructure W displayed a significantly higher content of rational 
interfaces (39%) compared with microstructure E (16%), mostly due to the change 
in the mechanism of austenite nucleation and growth during the phase 
transformation which depended on the cooling rate. Through a novel stereological 
approach, all five independent crystallographic parameters were determined for 
different interfaces in the above microstructures. It was found that for rational 
orientation relationships (ORs) (i.e., Kurdjumov-Sachs and Nishiyama-
Wassermann), ferrite and austenite terminated on (110) and (111) planes, 
respectively, regardless of the transformation route. The population of these planes, 
however, increased with increasing transformation rate, i.e., microstructure W 
showed a higher propensity to rational interphases.  
Within the above microstructure, the allotriomorphic austenite had a 
relatively lower fraction of rational interfaces (i.e., 23%) compared with the 
intragranular elongated austenite (i.e., 42%). Interphase planes associated with 
irrational ORs mostly corresponded to (111) orientation for both austenite and 
ferrite in both the microstructure types studied. It was also found that the fraction 
ii | P a g e  
 
of Σ3 boundaries was higher in the equiaxed austenite morphology compared with 
its Widmanstätten counterpart, which was mainly attributed to the kinetics factor 
and the growth mode of the austenite plates during the phase transformation. Σ9 
boundaries were also formed, mostly where two Σ3 boundaries met, and were 
largely located in the region of tilt boundaries due to geometrical constraints rather 
than the boundary energy minimization. The inter-variant boundary plane 
distributions displayed more frequent {111} orientations than other planes for the 
majority of the boundaries associated with the Kurdjumov-Sachs OR for both the 
microstructures studied. This trend was much stronger for microstructure W 
compared with microstructure E.  
Following from the above, the influence of the interface characteristics on 
the sigma phase precipitation in present steel was investigated. To induce sigma 
formation, the steel was furnace cooled from 1370 C to 900 C followed by water 
quenching. The crystallographic characteristics of the austenite-ferrite interfaces 
significantly affected the precipitation tendency. The lattice misorientation was 
found to be an insufficient criterion to fully define the interface character and 
ultimately the precipitation propensity. The austenite-ferrite interfaces with a 
rational orientation relationship, considering all five crystallographic parameters, 
generally exhibited the lowest sigma precipitation propensity. This could be 
attributed to the high sigma precipitation nucleation barrier energy and low 
diffusion rate at (semi-)coherent interphases.  
Finally, the austenite and ferrite microstructure evolution and restoration 
mechanisms were studied during hot uniaxial compression of the present steel with 
the two abovementioned microstructure types (i.e., microstructures E and W), 
performed at a temperature of 1000 C using strain rates of 0.1 and 10 s-1. The strain 
was preferentially partitioned in ferrite for both the microstructures studied. Both 
austenite morphologies displayed frequent splitting into complex-shaped 
deformation bands, containing dislocation cells and local stacking faults. Equiaxed 
austenite was favourable to the local development of microbands (MBs), while its 
Widmanstätten counterpart appeared to be completely resistant to their formation, 
which was mostly attributed to the complexity of deformation inside the irregularly 
shaped Widmanstätten plates precluding the formation of self-screening MB arrays. 
The MB boundaries were typically aligned along highly-stressed slip planes. The 
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presence of discontinuous dynamic recrystallization (DDRX) within both the 
austenite morphologies was very limited. A slightly higher fraction of DDRX was 
detected in Widmanstätten austenite, compared to equiaxed austenite, which was 
ascribed to its higher contribution to the overall deformation and lower fraction of 
low-mobility coherent twin boundaries. Furthermore, it was demonstrated that 
continuous dynamic recrystallization (CDRX) was the main restoration mechanism 
within ferrite for both the microstructure types studied at the strain rate of 0.1 s-1. 
The CDRX development within ferrite was accelerated in microstructure E. This 
was related to the relatively lower fraction of coherent interphases in this 
microstructure, which would hinder the slip transmission across the interphase and 
make the strain concentrate within the ferrite. An increase in the strain rate to 10 s-
1 (i.e., increase in the Zener Hollomon parameter) resulted in the change of the 
ferrite softening mechanism from CDRX to a distinct mechanism analogous to 
DDRX. The latter mechanism involves the formation of new grains through the 
growth of the highly-misoriented subgrains, preferentially formed in the 
ferrite/austenite interphase mantle regions. 
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diffracted cones giving rise to Kikuchi lines (b)………………………………... 
Figure 3.21. Experimental Kikuchi map for FCC crystals (a) and indexed 
Kikuchi lines in the corresponding schematic map (b)…………………………. 
Figure 3.22. Ray diagrams (a-c) showing how increasing the second condenser 
aperture size causes the CBED patterns (d-f) to change from ones in which 
individual disks are resolved (KM patterns) to ones in which all the disks 
overlap (Kossel patterns)………………………………………………………. 
Figure 3.23. Ray diagrams showing how the objective lens and objective 
aperture are used in combination to produce: (a) A BF image formed from the 
direct electron beam. (b) A displaced-aperture DF image formed with a specific 
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off-axis scattered beam. (c) A CDF image where the incident beam is tilted so 
that the scattered beam becomes parallel to the optic axis. The area of the 
diffraction pattern selected by the objective aperture, as seen on the viewing 
screen, is shown below each ray diagram………………………………………. 
Figure 3.24. TEM bright-field micrographs of the dislocation cell structure 
within a Cube grain of a Ni-30%Fe austenitic alloy subjected to plane strain 
compression at 800 C to a strain of 0.5. The beam direction is close to [01ത0]. 
(a) Detailed view of dislocation cells. (b-e) Series of micrographs obtained 
using different diffraction vectors allowing the Burgers vector to be determined 
(see the text for details). As marked on the micrographs, the diffraction vectors 
g used are (a), (b) (002), (c) (200), (d) (202) and (e) (202ത). ED and ND indicate 
the extension and compression plane normal directions, respectively. After 
Taylor et al……………………………………………………………………... 
Figure 4.1. EBSD maps showing the microstructure of the as-received (hot-
rolled) duplex stainless steel. (a) Band contrast map. The dark grey and light 
grey areas represent austenite and ferrite, respectively. The red and blue lines 
are Ʃ3 and Ʃ9 CSL boundaries, respectively. RD and ND represent rolling and 
normal directions, respectively. (b) Inverse pole figure map for the transverse 
direction. The inset shows the corresponding colour key………………………. 
Figure 4.2. Orientation distribution of (a) ferrite and (b) austenite phases in the 
as-received condition.  {001} <110>;  {001} <100>;  {011} <211>; 
{011} <100>; ●{112}<111>…………………………………………………... 
Figure 4.3. EBSD map, in the band contrast colouring, showing the 
microstructure of the duplex stainless steel after holding at 1370 °C for 40 min 
followed by water quenching. The dark grey and light grey areas represent 
austenite and ferrite, respectively. RD and ND represent rolling and normal 
directions, respectively………………………………………………………… 
Figure 4.4. EBSD maps showing microstructure E obtained after annealing at 
1370 °C followed by slow cooling to 970 °C and water quench. (a) Band 
contrast map. The dark grey and light grey areas represent austenite and ferrite, 
respectively. The red and blue lines are Ʃ3 and Ʃ9 CSL boundaries, 
respectively. RD and ND represent rolling and normal directions, respectively. 
(b) Inverse pole figure map for the transverse direction. The inset shows the 
corresponding colour key………………………………………………………. 
Figure 4.5. The orientation distribution of (a) ferrite and (b) austenite phases 
for microstructure E obtained after annealing at 1370 °C followed by slow 
cooling to 970 °C and water quench.  {001} <110>;  {001} <100>;  
{011} <211>;  {011} <100>; ●{112}<111>………………………………… 
Figure 4.6. (a) EBSD maps showing microstructure W obtained after annealing 
at 1370 °C followed by air cooling. The dark grey and light grey areas represent 
austenite and ferrite, respectively. The red and blue lines are Ʃ3 and Ʃ9 CSL 
boundaries, respectively. RD and ND represent rolling and normal directions, 
respectively. (b) Inverse pole figure map for the transverse direction. The inset 
shows the corresponding colour key. Examples of allotriomorphic austenite are 
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indicated by the white arrows, finger-like austenite protrusions are denoted by 
the black arrows and an example of intragranular elongated austenite is marked 
by the yellow arrow…………………………………………………………….. 
Figure 4.7. The orientation distribution of (a) ferrite and (b) austenite phases 
for microstructure W obtained after annealing at 1370 °C followed by air 
cooling.  {001} <110>;  {001} <100>;  {011} <211>;  {011} <100>; 
●{112}<111>………………………………………………………………….. 
Figure 4.8. Misorientation angle distribution for (a,d) all interfaces (including 
ferrite-ferrite, austenite-ferrite and austenite-austenite), (b,e) ferrite-ferrite, (c,f) 
austenite-ferrite boundaries for (a-c) microstructure E and (d-e) microstructure 
W………………………………………………………………………………. 
Figure 4.9. Distribution of the austenite-ferrite interface boundary planes, 
expressed in the austenite and ferrite crystal lattice frames, for different 
orientation relationships of K-S, N-W and “others” in microstructure E and 
microstructure W. The colour scale represents multiples of a random 
distribution……………………………………………………………………... 
Figure 4.10. Distributions of the austenite-ferrite interface boundary planes 
expressed in the austenite (a,b) and ferrite (c,d) crystal lattice frames for 
microstructure E and W, respectively. The colour scale represents multiples of 
a random distribution…………………………………………………………... 
Figure 4.11. Misorientation angle/axis distribution for the austenite/austenite 
boundaries in (a) microstructure E and (b) microstructure W. The colour scale 
values are in MRD. (c,d) The length frequency of different types of 
austenite/austenite boundaries in the two microstructures studied…………… 
Figure 4.12. Austenite-austenite grain boundary character distribution in 
microstructures E and W at the fixed misorientations of 60°/[111] and 
38.9°/[110] , plotted in the [001] stereographic projection. The squares and 
circles represent the positions of symmetric tilt and pure twist boundaries, 
respectively. The colour scale values are in MRD……………………………… 
Figure 4.13.  Comparing inter-variant interfaces between V1 and Vi (i = 2–24) 
for (a) microstructure E and (b) microstructure W. Circles represent 
theoretically calculated fractions, assuming that all variants are formed with 
equal statistical probability (randomly) during phase transformation. Because 
of symmetry, there are only 16 independent inter-variant interfaces and the “=” 
sign shows two equivalent inter-variant interfaces……………………………... 
Figure 4.14. 2-D distribution of the austenite-austenite grain boundary planes 
with different misorientation angles and axes excluding Σ3 and Σ9 boundaries 
for (a) for microstructure E and (b) for microstructure W. The colour scale 
values are in MRD…………………………………………………………….. 
Figure 4.15. An example of austenite protrusions observed in microstructure 
W showing sub-boundaries with a misorientation of ~1.08° <0.045 0.736 -
0.675> indicative of the edge-on-edge sympathetic nucleation. The bottom 
image corresponds to the region indicated by the dashed rectangle in the top 
image subjected to a slight retilt……………………………………………….. 
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Figure 4.16. An example of austenite protrusions observed in microstructure 
W lacking any austenite-austenite sub-boundary, indicative of the instability 
mechanism…………………………………………………………………....... 
Figure 4.17. Distribution of the austenite-ferrite interface boundary planes, 
expressed in the ferrite crystal lattice frame, for different austenite 
morphologies present within microstructure W for different orientation 
relationships. The colour scale values are in MRD……………………………... 
Figure 4.18. Distribution of the austenite-ferrite interface boundary planes, 
expressed in the austenite crystal lattice frame, for different austenite 
morphologies present within microstructure W for different orientation 
relationships. The colour scale values are in MRD……………………………... 
Figure 5.1. EBSD (quality map (a) and phase map (b)) images of the specimen 
reheated to 1370 °C, isothermally held for 40 min, and subsequently furnace 
cooled to 970 °C and water quenched. The red and blue colours indicate ferrite 
and austenite, respectively……………………………………………………... 
Figure 5.2. EBSD (quality map (a) and phase map (b)) images of the specimen 
reheated to 1370 °C, held isothermally for 40 min, and subsequently furnace 
cooled to 900 °C and water quenched. The red, blue, yellow, pink and green 
colours indicate ferrite, austenite, sigma, chromium nitride and chi phase, 
respectively…………………………………………………………………….. 
Figure 5.3. EDS maps for different alloying elements of the specimens 
reheated to 1370 °C, held isothermally for 40 min, and subsequently furnace 
cooled to 900 °C and water quenched………………………………………….. 
Figure 5.4. EBSD phase map images of the specimen reheated to 1370 °C, held 
isothermally for 40 min, and subsequently furnace cooled to 900 °C and water 
quenched, together with representative EDS spectra for the observed phases. 
The red, blue, green, yellow, pink and violet colours indicate ferrite, austenite, 
sigma, chi phase, chromium nitride and chromium carbide, respectively……… 
Figure 5.5. Austenite-ferrite misorientation angle/axis distributions for (a) all 
interphases, (b) sigma-free interphases and (c) sigma-precipitated interphases... 
Figure 5.6. The distribution of misorientation axis vectors for sigma-
precipitated interphases with a misorientation angle of 42-46°. The circle on 
the left contains misorientation axes close to those of the K-S and N-W ORs. 
The circle on the right delineates misorientation axes far from those of the K-S 
and N-W ORs…………………………………………………………………... 
Figure 5.7. Trace analysis of the austenite-ferrite interphases with lattice 
misorientations close to the K-S OR. (a) SEM quality map image and 
overlapping pole figure of austenite and ferrite for a sigma-free interphase 
showing clear signs of close coincidence of poles along the trace (dashed line) 
expected for the perfect K-S OR. (b) SEM quality map image and overlapping 
pole figure of austenite and ferrite for a sigma-precipitated interphase showing 
little coincidence of poles in agreement with the deviation from the exact KS 
OR. The red dashed lines in the images show the analysed interphase. The grey 
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dashed lines in the pole figures represent the traces of the interphases, and the 
grey lines represent the loci of the possible interphase boundary normals……… 
Figure 6.1. The obtained flow curves for (a) steels with different 
microstructures at 1000 °C under the strain rate of 0.1 s-1, and (b) equiaxed 
microstructure under different strain rates. The arrows indicate the strain levels 
at which the microstructural investigation was carried out……………………... 
Figure 6.2. Characteristics of the annealing twin boundaries (Σ3s) in 
microstructure E deformed at a strain rate of 0.1 s-1, obtained by EBSD using a 
step size of 0.2 µm at strains of 0.2 (a) and 1.0 (b), together with the 
misorientation axes associated with the boundary segments at points A to J (c). 
The white and grey areas represent austenite and ferrite, respectively. In the 
EBSD maps, the thin blue, thick blue, red and black boundaries represent low 
angle boundaries (2 <  < 15), interphase boundaries, 3 twins and general 
high-angle boundaries, respectively. (d-e) Misorientation angle-axis 
distribution for the austenite-austenite boundaries with a misorientation angle 
between 57 to 63° at strains of 0.2, 0.6 and 1.0 respectively…………………… 
Figure 6.3. Austenite characteristics obtained by EBSD for the two 
microstructures studied, subjected to deformation at a strain rate of 0.1 s-1: (a-
c) Misorientation distributions for the subgrain boundaries in microstructure E 
with angles 0.7 <  < 15 at strains of 0.2, 0.6 and 1.0, respectively. (d-e) 
Misorientation distributions for the subgrain boundaries in microstructure W 
with angles 0.7 <  < 15 at strains of 0.2, 0.6 and 1.0, respectively. (g,h) The 
mean sub-boundary spacing (rectangles), measured as a linear intercept length, 
and the subgrain mean misorientation angle (circles), plotted as a function of 
strain for microstructures E and W, respectively……………………………….. 
Figure 6.4. A schematic summarizing the main observed microstructural 
features within deformed austenite. Two deformation bands (DBs) within an 
austenite island are shown separated by transition regions (TRs). Also shown 
are TRs formed in the interphase mantle regions and local microband (MB) 
arrays. The cumulative (TRs) and oscillating (MBs) misorientation gradients 
are indicated by the grey levels…………………………………………………. 
Figure 6.5. Austenite characteristics (ferrite coloured in grey) acquired by 
EBSD with a step size of 0.2 µm at a strain rate of 10 s-1 at a strain of 0.2. (a) 
Boundary map in which the thin blue, green, magenta and black lines indicate 
boundaries having misorientations of 0.7 <  < 2, 2 <  < 5, 5 <  < 15 
and  > 15, respectively, and the red lines denote 3 twin boundaries. Some 
TRs are marked by the red arrows. (b) Same orientation map in the inverse pole 
figure colouring for CA, with the insets showing the corresponding colour key. 
The thin and thick black lines indicate boundaries having misorientations of 
0.7 <  < 15 and  > 15, respectively. The thick blue lines in (a,b) denote the 
interphase boundaries and the CA direction is vertical. (c-e) Misorientation 
linescans along the numbered arrows superimposed in (a). The black and green 
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lines represent point-to-point and point-to-origin misorientation profiles, 
respectively…………………………………………………………………….. 
Figure 6.6. Austenite characteristics (ferrite coloured in grey) acquired by 
EBSD with a step size of 0.2 µm at a strain rate of 10 s-1 at a strain of 1.0. (a) 
Boundary map in which the thin blue, green, magenta and black lines indicate 
boundaries having misorientations of 0.7 <  < 2, 2 <  < 5, 5 <  < 15 
and  > 15, respectively, and the red lines denote 3 twin boundaries. Some 
TRs are marked by the red arrows. (b) Same orientation map in the inverse pole 
figure colouring for CA, with the insets showing the corresponding colour key. 
The thin and thick black lines indicate boundaries having misorientations of 
0.7 <  < 15 and  > 15, respectively. The thick blue lines in (a,b) denote the 
interphase boundaries and the CA direction is vertical. (c-e) Misorientation 
linescans along the numbered arrows superimposed in (a), respectively. The 
black and green lines represent point-to-point and point-to-origin 
misorientation profiles, respectively…………………………………………… 
Figure 6.7. TEM characteristics of the nucleating TR observed within austenite 
at a strain rate of 0.1 s-1 at a strain of 0.2. (a) Bright-field micrograph obtained 
using a {200} diffraction vector. Some of the low-angle boundaries, consisting 
of regular dislocation networks, are indicated by the arrows. The inset displays 
the sample axes in the zero tilt condition (i.e. the fixed microscope axes). (b,c) 
Point-to-point and point-to-origin misorientation profiles along the line A-H, 
respectively…………………………………………………………………….. 
Figure 6.8. TEM characteristics of the well-developed TR observed within 
austenite at a strain rate of 10 s-1 at a strain of 1.0. (a) Bright-field micrograph. 
The inset displays the sample axes in the zero tilt condition (i.e. the fixed 
microscope axes). (b) {100} pole figure, constructed using the above axes, 
showing the orientations labelled A-K (circles) obtained across the TR in the 
locations indicated in (a), together with the associated point-to-point 
misorientation axis vectors (triangles). (c,d) Point-to-point and point-to-origin 
misorientation profiles along the line A-K, respectively……………………….. 
Figure 6.9. (a-c) TEM characteristics of the well-developed TR observed 
within austenite in microstructure E at a strain rate of 0.1 s-1 at strain of 1.0: (a) 
Bright-field micrograph. The inset shows the sample axes at the zero tilt (i.e. 
the fixed microscope axes). (b,c) Point-to-point and point-to-origin 
misorientation linescans along the line A-F, respectively……………………… 
Figure 6.10. TEM bright-field micrograph of the austenite matrix obtained at 
a strain rate of 10 s-1 at a strain of 0.6 using a {111} diffraction vector (inset), 
showing complex dislocation tangles and stacking faults……………………… 
Figure 6.11. Inverse pole figure for CA representing average orientations of 
the austenite grains/islands studied in detail by EBSD. The circle and triangle 
symbols correspond to strain rates of 0.1 s-1 and 10 s-1, respectively. The open, 
filled and half-filled symbols represent orientations of the grains containing 
crystallographic MBs, non-crystallographic MBs and both MB types, 
respectively…………………………………………………………………….. 
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Figure 6.12. Characteristics of MBs within austenite obtained by EBSD. (a) 
Boundary map of crystallographic MBs acquired with a step size of 0.2 µm at 
a strain rate of 0.1 s-1 at a strain of 0.6. The blue and green lines represent 
boundaries having misorientations of 0.7 <  < 2 and  > 2, respectively. 
The short black lines indicate {111} plane traces. The top-right and bottom-left 
insets display the specimen (EBSD map) axes and inverse pole figure for CA, 
respectively. (b) Oriented stereographic projection for orientation A marked in 
(a). (c) Orientation map to (a) plotted based on an angular deviation from the 
map centre using the rainbow colour scheme. The thin and thick black lines 
indicate boundaries having misorientations of 0.7 <  < 2 and  > 2, 
respectively. (d) Misorientation linescan along arrow 1 in (a) and (c). (e) 
Misorientation axis vectors across the MB boundaries included in linescan 1 
(shown by consecutive numbers in (c) and (d)), having misorientation angles 
exceeding 1.5, plotted on the corresponding {111} pole figure. (f) 
Misorientation linescan along arrow 2 in (a)…………………………………… 
Figure 6.13. MB characteristics observed within austenite in microstructure E 
at a strain rate of 0.1 s-1 at a strain of 0.2: (a) EBSD map of crystallographic 
MBs acquired using a step size of 0.2 µm. The thin blue, green, magenta, and 
black lines indicate boundaries with misorientations 0.7 <  < 2, 2 <  < 5, 
5 <  < 15, and  > 15, respectively, and the short black lines indicate {111} 
plane traces. The thick blue line marks the interphase and ferrite is colored in 
grey. The bottom-left and top-right insets show the CA inverse pole figure for 
the MB region and the specimen (EBSD map) axes, respectively. (b) 
Misorientation linescan along the arrow superimposed in (a). The black and 
green lines denote the point-to-point and point-to-origin misorientations, 
respectively. (c) Oriented stereographic projection for location A indicated in 
(a) characterised by the local CA vector [81	42തതതത	41തതതത]. The projection also 
contains the misorientation axis vector [3ത	26തതതത	97] corresponding to the MB wall 
segment, marked by the small red arrow in (a), aligned with the (1ത1ത1) plane 
trace. The Schmid factor values for all the possible twelve slip systems 
calculated for the above local CA are shown in Table 6.1……………………… 
Figure 6.14. (a) TEM bright-field image of crystallographic MB walls obtained 
at a strain rate of 10 s-1 and strain of 0.4 tilted to the “edge on” orientation. The 
arrows mark the locations of possible MB splitting. The top-right inset displays 
the sample axes in the zero tilt condition (i.e. the fixed microscope axes). The 
bottom-left inset presents {111} slip plane traces, constructed considering the 
foil tilt, the line widths of which reflect the sums of the Schmid factor values 
of the associated slip systems (see Table 1). (b) The oriented stereographic 
projection obtained for the orientation marked A in (a) in the tilted foil 
condition. The corresponding CA vector [43	24	8ത] and the normal to the (1ത1ത1) 
plane the trace of which is approximately parallel with the MB boundaries are 
denoted by the blue and red circles, respectively……………………………….. 
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Figure 6.15. (a,b) Histograms of the angles between the MB boundaries and 
the closest {111} plane traces attained for the austenite regions analysed by 
EBSD under strain rates of 0.1 s-1 and 10 s-1, respectively. (c) Histogram of 
the deviations of the misorientation axis (MA) vectors corresponding to the 
crystallographic MB walls from the {111} slip plane normals, attained for the 
austenite regions studied at both the strain rates. The histogram is based on 5 
different regions within 34 different grains containing crystallographic 
microbands (170 measurements in total)……………………………………….. 
Figure 6.16. Austenite characteristics (ferrite colored in grey) in microstructure 
W deformed at a strain rate of 0.1 s-1, obtained by EBSD using a step size of 
0.2 µm at strains of 0.2 (a) and 1.0 (b). The thin and thick black lines indicate 
boundaries with misorientations 0.7 <  < 15 and  > 15, respectively, and 
the red lines denote 3 twin boundaries. The thick blue lines in (a,b) denote the 
interphase boundaries and the CA direction is vertical. The insets show the 
corresponding inverse pole figure colour key. The black and green lines in (c-
e) represent point-to-point and point-to-origin misorientation profiles, 
respectively…………………………………………………………………….. 
Figure 6.17. TEM bright-field micrograph of the well-recovered equiaxed 
fragments/sub-grains (arrowed) locally observed within Widmanstätten 
austenite at a strain rate of 0.1 s-1 at a strain of 1.0……………………………... 
Figure 6.18. EBSD maps together with the inverse pole figures obtained using 
a step size of 0.2 µm, showing a cluster of austenite DDRX grains formed at a 
strain rate of 0.1 s-1 at a strain of 1.0 in microstructures E (a,b) and W (c,d). 
The red, fuchsia and lime green lines in (a,c) indicate CSL 3 (60/<111>), 9 
(39/<110>), 27 ((32/<110>) or (35/<210>)) boundaries, corresponding to 
the first- and higher-order twins, respectively. The green, black and blue lines 
denote low-angle (2 <  < 15), general high-angle and interphase boundaries, 
respectively. The maps in (b,d) are presented in the inverse pole figure coloring 
scheme. The insets show the corresponding colour key. The thin and thick black 
lines represent low angle (2 <  < 15) and high-angle ( > 15) boundaries, 
respectively. The CA direction in (a-d) is vertical……………………………… 
Figure 6.19. (a) EBSD orientation map in the all-Euler colouring, obtained with 
a step size of 0.2 µm, showing a cluster of austenite DDRX grains formed at a 
strain rate of 10 s-1 at a strain of 1.0 (see the dashed rectangle in Fig. 7a). The 
red, yellow, light blue, and white lines indicate CSL 3 (60/<111>), 9 
(39/<110>), 27a (32/<110>) and 27b (35/<210>) boundaries, 
corresponding to the first- and higher-order twins, respectively. The black and 
dark blue lines denote general high-angle boundaries and interphases, 
respectively. The CA direction is vertical. (b,c) Inverse pole figure for CA and 
a direct pole figure, respectively, for the DDRX grains……………………….... 
Figure 6.20. Ferrite EBSD maps obtained for microstructure E (a,c,e) and 
microstructure W (b,d,f) at a strain rate of 0.1 s-1 at strains of 0.2 (a,b), 0.6 (c,d) 
and 1.0 (e,f), using a step size of 0.2 µm. The thin blue, green, fuchsia and black 
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lines denote boundaries with misorientations 0.7 <  < 2, 2 <  < 5, 5 <  
< 15 and  > 15, respectively. The thick blue lines in (a-f) indicate the 
interphase boundaries and the CA direction is vertical…………………………. 
Figure 6.21. Ferrite characteristics obtained by EBSD for the two 
microstructures studied after deformation at a strain rate of 0.1 s-1: (a-c) 
Misorientation distributions for the subgrain boundaries in microstructure E 
with angles 0.7 <  < 15 at strains of 0.2, 0.6 and 1.0, respectively. (d-e) 
Misorientation distributions for the subgrain boundaries in microstructure W 
with angles 0.7 <  < 15 at strains of 0.2, 0.6 and 1.0, respectively. (g,h) The 
mean sub-boundary spacing (rectangles), measured as a linear intercept length, 
and the subgrain mean misorientation angle (circles), plotted as a function of 
strain for microstructures E and W, respectively……………………………….. 
Figure 6.22. TEM bright-field micrographs of the ferrite dislocation 
substructure observed at a strain rate of 0.1 s-1 at a strain of 1.0 in microstructure 
E (a) and microstructure W (b). F and A in (b) refer to ferrite and austenite, 
respectively…………………………………………………….......................... 
Figure 6.23. Ferrite EBSD orientation maps obtained at a strain rate of 10 s-1 
at strains of 0.2 (a,b), 0.6 (c,d) and 1.0 (e,f). The thin blue, green, magenta and 
black lines in (a,c,e) denote boundaries with misorientations 0.7 <  < 2, 2 
<  < 5, 5 <  < 15 and  > 15, respectively. (b,d,f) The same maps as 
(a,c,e), respectively, presented in the inverse pole figure colouring for the CA 
direction, with the insets showing the corresponding colour key. The thick blue 
lines in (a-f) indicate the interphase boundaries…….………………………….. 
Figure 6.24. Ferrite characteristics obtained by EBSD at a strain rate of 10 s-1. 
(a) Misorientation histogram for the large-angle boundaries at a strain of 1.0. 
(b-d) Misorientation distributions for the subgrain boundaries with angles 0.7 
<  < 15 at strains of 0.2, 0.6 and 1.0, respectively. (e) The mean sub-boundary 
spacing (rectangles), measured as a linear intercept length, and the subgrain 
mean misorientation angle (circles), plotted as a function of strain…………….. 
Figure 6.25. (a) TEM bright-field micrographs of the dislocation substructure 
within a ferrite DDRX grain formed at a strain rate of 10 s-1 at a strain of 1.0. 
(b) The corresponding stereographic projection for the [133] zone with the 
applied diffraction vector g = (011ത) and traces of the two prominent systems of 
straight dislocations indicated by the dotted red lines. The traces are consistent 
with the dislocations being of a pure screw character and having Burgers 
vectors b = a/2[111ത] and a/2[11ത1]……………………………………………... 
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CHAPTER 1 
INTRODUCTION 
1.1 Introduction 
There is currently an increasing worldwide demand for stainless steels with 
an annual growth rate of ~ 5-6%. The main markets are the construction industry 
and chemical applications. This is mainly due to the attractive features of these 
steels such as high strength, excellent corrosion resistance, and low cost of 
maintenance. While these steels are generally more expensive than plain carbon 
steels, they are preferred in many applications, in particular when a long service life 
is needed. Generally, stainless steels comprise Fe, Cr, Ni, Mo and Mn alloying 
elements together with trace amounts of some other elements. Depending on their 
alloying elements contents, they can be categorized into four main groups including 
austenitic, ferritic, duplex and martensitic stainless steels. While austenitic stainless 
steels comprise the major current grades in the market, the recent fluctuation and 
increase in the cost of Ni and Mo has encouraged steel makers to pay more attention 
to duplex stainless steels with lower Ni and Mo, but higher Cr [1]. This would 
significantly reduce the cost of the steel considering the much higher price of Ni 
and Mo compared to Cr. Apart from the economic aspect, duplex stainless steels 
offer an excellent corrosion and stress corrosion cracking resistance while 
possessing a high strength/formability balance [1]. The duplex microstructure of 
these steels consisting of ferrite and austenite is the reason why a combination of 
good electrochemical and mechanical characteristics is met [2]. For instance, in 
terms of mechanical properties, the strength and creep are mainly controlled by 
ferrite, whereas ductility and toughness are largely imparted by austenite.  
Based on the phase diagram, these steels solidify as delta-ferrite, which 
partially transforms to austenite during cooling to room temperature. The final 
microstructure is therefore complex, as it consists of two distinct phases with 
different crystal structures and stacking fault energies. Consequently, there are 
different types of boundaries/interfaces in the microstructure, namely ferrite-ferrite, 
ferrite-austenite and austenite-austenite boundaries, which may affect a property of 
interest differently due to their distinct characteristics. Based on the cooling rate 
(i.e., transformation mechanism), different morphologies of austenite with distinct 
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interface characteristics are anticipated during the ferrite to austenite phase 
transformation. Despite the extensive studies on the austenite to ferrite 
transformation in steels [3], the reverse transformation (i.e., ferrite to austenite) has 
received less attention. This is mostly due to the high temperature regime at which 
austenite exists in plain carbon steels and the complexities associated with the 
microstructural observations at these temperatures. In this context, duplex stainless 
steel would act as an ideal model alloy to study the bcc to fcc phase transformation, 
and in particular to elucidate how the transformation path would affect the 
microstructure evolution and the characteristics of the interfaces formed. The 
practical characteristics of duplex stainless steels are also affected by the nature of 
the austenite-ferrite interfaces. For instance, micro-cracks are mostly initiated at the 
ferrite-austenite interfaces having an irrational crystallographic orientation 
relationship (OR) [4]. In fact, the transition of slip from one phase to the adjacent 
one (e.g., ferrite towards austenite) becomes easier at interfaces having rational OR 
(e.g., Kurdjumov-Sachs, K-S), due to the presence of common slip systems at either 
side of the interface [4]. This relieves the stress concentration at the interface, 
lowering the crack initiation tendency. Austenite/ferrite interface sliding has been 
also reported to depend on the interface character. The rational interfaces exhibit 
higher resistance to sliding compared with the irrational ones [5].  
The toughness and corrosion resistance of duplex stainless steels are 
adversely affected by the formation of carbides, nitrides, and intermetallic phases 
[6]. In particular, sigma phase (σ) is readily precipitated, which is known to have a 
detrimental impact on the properties of stainless steel, especially toughness [7]. It 
is, therefore, critically important to understand the parameters affecting sigma 
precipitation to limit its formation and ultimately enhance the material performance. 
The effect of steel chemistry and heat treatment conditions (temperature and time) 
on the kinetics of sigma precipitation has been extensively studied [8]. Sigma 
preferentially nucleates on austenite-ferrite interfaces and grows into the ferrite. 
However, little is known about the influence of the interphase boundary character 
on the precipitation of sigma phase in the current existing literature.  
Manufacturing of duplex stainless steels is rather challenging, namely due 
to the complexities associated with their hot working. Complex high temperature 
workability of duplex stainless steels, originating from the presence of two phases 
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having different characters and being separated by varied interfaces, has been a 
subject of intense study in recent years [9-11]. It has been shown that the markedly 
different restoration behavior of the constituent phases, strain partitioning, 
elemental segregation, and the character of different interfaces, particularly 
austenite-ferrite and austenite-austenite boundaries, would highly affect the 
behavior of the above steels during hot deformation. The marked difference in the 
softening behavior of austenite and ferrite contributes significantly to the uneven 
strain partitioning between these phases during hot working of duplex steels. It has 
been revealed that most of the strain is generally accommodated by the 
comparatively softer ferrite phase [10]. The above softening behavior difference 
also brings about the need to accommodate the stress/strain incompatibilities across 
the interphase boundaries, which typically occurs through local shear or sliding of 
the interphase boundary [12]. This leads to a complex deformation behavior of the 
regions located close to these boundaries. As aforementioned, the interphase 
character (i.e., coherence, orientation relationship, boundary plane) governs the 
ease of dislocation slip transfer from one phase to the other [4], which will in turn 
impacts on the extent of strain partitioning between the phases. To date, a number 
of studies have been devoted to the investigation of the effect of deformation 
conditions (strain mode, strain rate, and temperature) on the flow behavior and 
microstructural development in duplex stainless steels [9-11]. By contrast, the 
effects of the austenite morphology and aforementioned interphase character, which 
are usually interrelated, on the hot deformation characteristics of these steels have 
rarely been considered.  
The previous attempts were limited to the characterization of ferrite-
austenite interfaces in duplex stainless steels using either transmission electron 
microscopy (TEM) [13] or electron back-scattered diffraction (EBSD) techniques 
[14]. The former is restricted to a small number of interfaces, due to a limited area 
of examination, which is not statistically reliable. The latter mostly characterized 
the interfaces based on the lattice misorientation and did not measure the planes 
associated with these interfaces.  
The aim of this thesis was to conduct systematic investigations on the effect 
of ferrite to austenite phase transformation path on the microstructure, texture and 
interface character distribution in a duplex stainless steel. This included a thorough 
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five crystallographic parameter analysis of interfaces (including lattice 
misorientation together with the plane normal analysis) using a modified automated 
stereological approach [15]. Through this method, for the ferrite-austenite 
interfaces, the habit planes of austenite and ferrite for both rational and irrational 
interphase interfaces were, for the first time, measured. In addition, a detailed 
analysis was performed on different types of austenite-austenite interfaces formed 
through different phase transformation routes. Following this, the effect of interface 
character on the sigma precipitation as well as the hot deformation and restoration 
behavior of these steels was examined. The main purpose of this study is to 
determine how the phase transformation mechanism affects the microstructure 
(character of the interfaces, in particular) in the duplex stainless steels, and 
subsequently how the sigma precipitation and the hot working, as the main current 
challenges in manufacturing of these steels, are affected by the character of 
interfaces. 
1.2 Thesis outline 
A brief outline and major highlights for each chapter of the thesis are as follows: 
Chapter 2 reports a detailed literature review on the fundamentals of grain boundary 
engineering, duplex stainless steels, austenite-austenite boundaries and austenite-
ferrite interfaces. An in-depth introduction to fcc-bcc orientation relationships is 
given and their formation mechanisms is discussed in detail. Subsequently, the 
impact of the interfaces on the properties of these steels is reviewed. The lack of 
knowledge in relating the precipitation and hot deformation behaviour to the 
interface characteristics is finally discussed. These, together, will justify the 
motivation of the current work.  
Chapter 3 introduces the experimental materials and methods used in this study. 
The heat treatment furnace and servo-hydraulic deformation simulator used for 
thermomechanical processing are described. A number of characterization methods 
such as optical microscopy, X-ray diffraction and electron microscopy used in this 
study are described. Moreover, a detailed description of the post-processing of the 
electron microscopy results (e.g., Schmid factor analysis and plane character 
distribution measurement) is given. 
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Chapter 4 investigates the effect of the ferrite-to-austenite phase transformation 
route on the microstructure, texture and interface planes character distribution of 
duplex stainless steels. A five-parameter analysis is used to fully characterize the 
austenite-ferrite (i.e., rational and irrational) and austenite-austenite (i.e., 
coincidence site lattice (CSL) and K-S inter-variant) boundaries formed under 
different phase transformation routes.   
Chapter 5 reports on the propensity of different austenite-ferrite interfaces to sigma 
phase precipitation in duplex stainless steels. Through coupling the EBSD data with 
trace analysis, all five crystallographic parameters are measured to study how the 
austenite-ferrite interface character affects the precipitation tendency.  
Chapter 6 determines the influence of the austenite morphology and interface 
characteristics on the hot deformation microstructure and softening mechanisms 
within the constituent phases of duplex stainless steels. A detailed analysis of the 
microstructural characteristics (e.g., deformation bands, transition regions and 
microbands) as well as the mechanisms and kinetics of restoration (i.e., dynamic 
recovery and dynamic recrystallization) as a function of the austenite morphology 
and strain rate is given. 
Chapter 7 summarizes the conclusions drawn from this thesis and gives some 
suggestions for future work. 
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CHAPTER 2 
LITERATURE REVIEW 
2.1 Stainless steels 
Stainless steels constitute a major group of steels currently used in diverse 
applications. These steels contain a minimum of ~10 wt% Cr [1]. Chromium forms 
an oxide film on the surface of this type of steel, which makes it greatly corrosion 
resistant. The self-healing characteristics of the oxide film make the steels 
maintenance free and, hence these steels can be used in harsh environments without 
employing any coating or paint. Based on the chemical composition, different types 
of stainless steels are available including: austenitic, ferritic, duplex (austenitic-
ferritic) and martensitic. Nickel and chromium are the main alloying elements 
defining the type of stainless steels (Fig. 2.1). Different grades of stainless steels 
provide diverse characteristics in terms of strength, ductility, corrosion resistance 
and weldability (Table 2.1) [1]. 
 
Figure 2.1. Classification of stainless steels based on Ni and Cr content [16]. 
 
 
7 | P a g e  
 
Table 2.1. An overview of the main characteristics of stainless steel grades [16]. 
Grade 
Work 
hardening 
rate 
Corrosion 
resistance 
Ductility 
High 
Temperature 
Resistance 
Low 
Temperature 
Resistance 
Weldability 
Austenitic Very High High 
Very 
High 
Very High Very High Very High 
Duplex Medium Very High Medium Low Medium High 
Ferritic Medium Medium Medium High Low Low 
Martensitic Medium Medium Low Low Low Low 
 
2.2 Duplex stainless steels 
High increase in the cost of nickel, and demand for steels with extremely 
high corrosion resistance has caused duplex stainless steels to become an attractive 
substitute for austenitic grades to be used in different applications in the recent 
years. Accordingly, the development of new duplex steels and in-depth 
characterization of this grade of steels are of high interest among steel researchers. 
In recent years, the replacement of 304 austenitic steel by 2304 duplex steel and 
316 by 2205 duplex steel have been considered in different applications due to 
cheaper cost, better corrosion resistant and comparable mechanical performance 
[1]. In particular, 2205 duplex steel is the most versatile duplex stainless steel at the 
moment (possessing about 85% of the duplex stainless steel market) used in many 
applications including construction industry (Fig. 2.2). 
 
Figure 2.2. The Millennium York Bridge (York, UK), mostly composed of 2205 
duplex stainless steel and one of the biggest stainless steel plate parts ever polished 
[1]. 
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Industrial duplex stainless steels were first developed in an early 1970s in 
Sweden and Germany. This type of steel, however, was not weldable since a highly 
ferritic heat affected zone (HAZ) was formed with a poor corrosion resistance. 
During the 1980s, super-duplex steels were introduced having a higher content of 
alloying elements (e.g., Cr, Ni and Mo). Although the welding problem was solved 
due to an increased thermal stability of the microstructure, the high percentage of 
alloying elements promoted intermetallic formation leading to the sharp loss of 
ductility. In 1980s, lean-duplex alloys were developed with lower alloying elements 
especially Mo. This grade displayed lower pitting resistance compared to other 
duplex grades. Nevertheless, its low cost made it attractive for use in moderate 
corrosive environments [1].   
2.3 Recent studies on duplex stainless steels 
Duplex stainless steels have been the subject of extensive research efforts in recent 
years. Most recent studies have concentrated on the following topics: 
i) high temperature deformation behavior; 
ii) challenges associated with welding; 
iii) corrosion resistance in different environments under various conditions; 
iv)  intermetallics formation and their effects on the mechanical properties; 
v)  enhanced superplastic behavior observed during hot tensile testing of 
these steels. 
It is interesting to note that most of these issues are highly connected with the 
morphology of austenite and ferrite, as well as the interface (i.e., ferrite/ferrite, 
austenite/austenite, and austenite/ferrite) characteristics of duplex steels. Duplex 
stainless steels solidify as δ-ferrite and partially transform to austenite on cooling 
[16]. Depending on cooling rate, the ferritic microstructure partially transforms to 
austenite with different characteristics (i.e., morphology, size, and volume fraction). 
As a result, the final microstructure of these steels consists of different interfaces 
including austenite-austenite, austenite-ferrite and ferrite-ferrite interfaces. 
Austenite initially nucleates on the ferrite-ferrite grain boundaries, resulting in a 
limited number of ferrite-ferrite boundaries at room temperature. In fact, the highest 
population of interfaces formed during ferrite to austenite transformation belongs 
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to austenite-ferrite and austenite-austenite interfaces, which will be discussed 
below.   
2.4 Austenite/austenite grain boundaries 
The grain boundary characteristics of austenite are complex. Austenite 
boundaries are the results of the impingement of different variants formed through 
distinct austenite/ferrite orientation relationships. Therefore, it is of importance to 
gain detailed knowledge of the fundamentals of single-phase grain boundaries to 
characterise the austenite grain boundaries in duplex steels. Grain boundary (GB) 
is defined as a two dimensional planar defect that separates two neighbouring grains 
having the same crystal structure and composition but different orientations. To 
fully characterize a given grain boundary, five independent crystallographic 
parameters are required [17]. Three parameters are necessary to define the 
orientation relationship between two adjacent grains. These can be presented by an 
Euler angle triplet (߮1, ∅, ߮2), by Miller indices or by a pair of angle and axis in 
the Rodrigues-Frank space. Moreover, two more parameters are needed to define 
the spatial orientation of the grain boundary plane. The latter is expressed by the 
normalised crystallographic normal vector of the inclination plane with respect to 
one of the adjacent grains [15]. 
Generally, grain boundaries can be categorised to three types: twist, tilt and 
mixed (random) type [18,19]. Twist boundary occurs when the rotation axis is 
perpendicular to the grain boundary plane (Fig. 2.3a). If the rotation axis is parallel 
to the grain boundary plane, the boundary is called tilt. When the adjacent grains 
are tilted having a mirror symmetry between them, the boundary is called 
symmetrical tilt grain boundary (Fig. 2.3b). All other tilt boundaries, which lack 
such mirror symmetry, are called asymmetrical tilt boundaries (Fig. 2.3c). The 
boundaries, which are not in line with either of the tilt or twist boundaries criteria, 
are called mixed boundaries. They are indeed composed of mixed twist and tilt 
components. It should be mentioned that some boundaries can be considered both 
pure tilt and pure twist due to the crystal symmetry. An example for such condition 
is the coherent twin boundary in fcc materials, which can be considered a twist 
about [111] by 60° or a tilt about [-110] by 70.53° [20]. 
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Figure 2.3. Different types of grain boundaries: a) twist, b) symmetrical tilt and 
c) asymmetrical tilt grain boundary [19]. 
2.4.1 CSL boundaries 
At some particular misorientations between two adjacent grains, there are 
certain crystallographic planes that transcend the grain boundary from one grain to 
the other. In other words, there are some particular atomic positions that coincide 
with ideal positions in both adjacent grains. These atomic positions are so-called 
coincidence sites, and the super lattice around these sites is defined as a coincidence 
site lattice (CSL) [21], as shown in Figure 2.4. The CSL is characterized by the 
density of its coincidence sites defined by Ʃ as follows [22]: 
Ʃ ൌ ܸ݋݈ݑ݉݁	݋݂	ܿ݋݅݊ܿ݅݀݁݊ܿ݁	ݏ݅ݐ݁	݈ܽݐݐ݅ܿ݁	݈݈ܸܿ݁݋݈ݑ݉݁	݋݂	ܿݎݕݏݐ݈ܽ	݈ܽݐݐ݅ܿ݁	݈݈ܿ݁  
The misorientation angle and axis associated with the most versatile CSL 
boundaries in fcc materials are shown in Table 2.2. Boundaries that contain a high 
density of lattice points in a CSL are expected to have a low energy because of good 
atomic fit. They also show low grain boundary migration activation enthalpy and 
so can impart special mechanical and physical properties to the material [23]. As 
CSL boundaries potentially hold important properties (e.g., fracture strength, 
corrosion resistance, diffusion coefficients, electrical conductivity, etc.), a great 
interest has been raised recently among materials researchers to manipulate the 
microstructure with the aim being an increment in boundaries with coincidence 
orientation relationships [24].  
According to Chalmers and Gleiter [25], the most important condition for 
the formation of CSL boundaries is not sharing of the atoms but the presence of a 
periodic structure, which can accommodate a slight deviation from the exact 
coincidence relationship. In fcc materials, the probability of existence of CSL 
boundaries decreases with the increment of Ʃ value. Among the CSL boundaries, 
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Ʃ3 and Ʃ9 are probably the most important ones due to their high frequency and 
their special characteristics. Most of the thermomechanical procedures aimed at 
engineering the grain boundaries in fcc materials to increase the content of low Ʃ 
boundaries [26]. It should be noted that the high frequency of CSL boundaries can 
be due to energy considerations and/or geometric constraints. In this regard, many 
models and studies have indicated that while the formation of Ʃ3s is energetically 
preferred, the enhanced frequency for Ʃ9 and Ʃ27 is most likely due to geometric 
reasons, which will be discussed below in terms of multiple twinning [27]. 
Due to abundance of Ʃ3 and Ʃ9 boundaries in the fcc microstructures, more 
details on the formation criteria and characteristics of these boundaries will be given 
below. The formation of Ʃ9 boundaries is mostly due to the interaction of Ʃ3 
boundaries where Ʃ9s serve as bridges between them [28]. As the frequency of Ʃ3s 
is high, they will interact when they meet each other resulting in multiple twinning. 
The main rule associated with the interaction of two Ʃ3s is Ʃ3+ Ʃ3= Ʃ9, so when 
two Ʃ3 boundaries meet, a Ʃ9 boundary would form to complete the triple junction. 
When a Ʃ9 meets another Ʃ3, there are two options; one is the formation of Ʃ27 and 
the other is the formation of another Ʃ3. This is in accordance with the rule of ƩA+ 
ƩB = Ʃ(AൈB) or Ʃ(A/B). Having said that, the interaction between a Ʃ3 and a Ʃ9 
most likely gives a Ʃ3 boundary rather than Ʃ27. In many studies, where high 
fractions of Ʃ3 and Ʃ9 boundaries are observed, very few Ʃ27 could be detected. 
This is rationalised by the lower energy and higher mobility of incoherent twins (a 
subset of Ʃ3) than those of Ʃ27s. The same phenomenon is seen when a Ʃ27 meets 
a Ʃ9. Here also a Ʃ3 will be formed rather than a Ʃ243. This can lead to the 
expression that based on energy and mobility considerations, we usually expect 
Ʃ3௡ ൅ Ʃ3௡ାଵ ൌ Ʃ3. 
2.4.2 Ʃ3 boundaries 
The Ʃ3 boundaries can be divided into three main categories: coherent 
twins, incoherent twins and a range of other tilt, twist and irrational boundaries. 
Coherent annealing twins are (111) symmetrical twist boundaries, immobile [29] 
and are not a constituent of the intergranular transport network. On the other hand, 
the incoherent twins, which are (112) symmetrical tilt Ʃ3 boundaries, are parts of 
the grain boundary network with a high mobility. The multiple twinning together 
with the contribution of incoherent Ʃ3s in Ʃ3 regeneration has been described by 
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Randle [29]. As illustrated in Figure 2.5, the twinned portion of the left-hand grain 
in Figure 2.5a migrates preferentially to meet and impinge onto the right-hand grain 
(Fig. 2.5b). After further migration, it meets a coherent twin in this grain (Fig. 2.5c) 
and then leads to the intersection of two Ʃ3s of coherent type, resulting a Ʃ3-Ʃ3-Ʃ9 
junction (Fig. 2.5d). As Ʃ9 is more mobile than coherent Ʃ3s, it migrates until it 
meets another coherent twin in the right-hand grain (Figs. 2.5e,f). This is how a new 
Ʃ3-Ʃ3-Ʃ9 junction is formed with one incoherent Ʃ3. Now, the newly formed 
incoherent Ʃ3 is the most mobile boundary so it migrates until meeting another 
boundary.  
 
  
 
Figure 2.4. Schematic showing how Ʃ5 CSLs are formed with a 36.9° degree 
misorientation around the ൏ 100 ൐ axis [21]. 
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Table 2.2. The misorientation angle (θ) and axis (u) associated with the most 
versatile CSL boundaries in fcc materials [24]. 
Ʃ θ (°) u Ʃ θ (°) u Ʃ θ (°) u 
1 0 any 15 48.19 <210> 25a 16.25 <100> 
3 60 <111> 17a 28.07 <100> 25b 51.68 <331> 
5 36.87 <100> 17b 61.93 <221> 27a 31.58 <110> 
7 38.21 <111> 19a 26.53 <110> 27b 35.42 <210> 
9 38.94 <110> 19b 46.83 <111> 29a 43.61 <100> 
11 50.48 <110> 21a 21.79 <111> 29b 46.39 <221> 
13a 22.62 <100> 21b 44.40 <211> 31a 17.90 <111> 
13b 27.80 <111> 23 40.45 <311> 31b 52.19 <211> 
 
2.4.3 Annealing twins  
Generally, the formation of annealing twins can be justified by two main 
approaches. First, they appear when the energy of the boundaries between a grain 
neighbours and its twin would be lower than that of the boundaries between the 
neighbours and the grain itself [30]. Second is the occasion when reorientation of a 
grain to its twin orientation facilitates the dislocation absorption and enhances the 
mobility during recrystallization [31]. There have been different views towards 
annealing twin formation, which are discussed below. The experimental 
observations to date show that there are generally four morphologies of annealing 
twins in fcc materials (Fig. 2.6) [32]. Twin “A”, so-called wedge twin, is formed in 
the corner of two boundaries while Twin “B”, so-called continuous twin, extents 
over two sides of the grain. Twin “C”, so-called discontinuous twin, is thicker and 
is terminated within a grain. Twin “D”, named as inclined intergranular twin, is 
seen within a grain and is slightly inclined with regard to the grain boundary.  
2.4.4 Mechanisms of twin formation 
Different mechanisms have been suggested for the nucleation and growth 
of annealing twins in fcc metals. The first model was proposed by Fullman and 
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Fisher [33], in which the annealing twins are formed once their presence reduces 
the energy of interfaces at the corners when three boundaries meet (Fig. 2.7). Dash 
and Brown [34] proposed that the stacking faults are the embryo for twin during 
recrystallization (boundary migration) and the twin grows as boundaries migrate. 
This was supported by Gleiter [35] who modelled the nucleation of twins on (111) 
 
Figure 2.5. A model for multiple twinning and Ʃ3 regeneration during annealing 
of a twin-containing microstructure. Unlabeled boundaries are random, other 
boundaries are labelled by their Ʃ-value. T and GB represent twin and grain 
boundary, respectively [29]. 
 
Figure 2.6. Schematic of different morphologies of annealing twins in fcc 
structures [32]. 
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Figure 2.7. Schematic of the Fullman and Fisher model showing the formation 
of a twin at the corner of a grain [33]. 
planes and their growth through grain boundary migration. Gleiter considered the 
growth procedure as coarsening of one grain at the expense of another with 
transferring of atoms from the latter to the former one. With the probability of 
existence of slightly inclined {111} facets on the boundary, he suggested that two-
dimensional faults could form through the growth accidents as atoms are deposited 
on the facets during the migration of the boundary. Finally, Meyers and Murr [36] 
proposed a completely different mechanism based on the pop out of annealing twins 
through partial dislocations, which are emitted from the grain boundary ledges.  
The formation of wedge twin can be explained through Fullman and Fisher 
model (Fig. 2.7), however, other morphologies are hard to be interpreted by this 
mechanism. None of the other aforementioned models can also successfully explain 
the formation of all of these twin morphologies. However, Mahajan et al. [37] took 
the initial assumption by Gleiter [35] that boundaries have shallowly inclined {111} 
facets. These facets then could have been inclined at different angles relative to the 
habit planes of grain boundaries. If the deviation angle is small, the annealing twin 
“D” would be formed. Once the {111} facet is perpendicular to the habit plane of 
boundary, twin “B” would be generated. If non-coherent twin boundaries are 
assumed to consist of Shockley partials of the same Burgers vector and sign, then 
the first partial will be pushed forward by the repulsive force exerted by the partials 
that subsequently form; B twins could form this way. It is conceivable that as the 
twin thickens, the net Burgers vector of a non-coherent twin boundaries could 
change to zero. This situation could lead to C-type twins.  
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In general, the annealing twins play an important role in the nucleation and 
growth process during recrystallization of low stacking fault energy (SFE) 
materials. The fraction of twin boundaries is correlated with the DRX fraction [38]. 
There has been a linear relationship between coherent twin boundaries as well as 
Ʃ9 boundaries with the area fraction of recrystallized grains. The source of these 
twin boundaries may be the pre-existing twin boundaries or they may be generated 
as the DRX progresses. Mandal et al. [38] have shown that these boundaries are 
formed during the course of DRX. They have measured the average deviation of Ʃ3 
boundaries from the ideal misorientation, which decreases with further deformation 
(progress of DRX). This suggests that most of these twin boundaries are newly 
formed. Moreover, the point-to-point misorientation (local strain) measurements 
also reveal that Ʃ3 boundaries are strain-free, confirming that they are freshly 
generated. The formation of Ʃ3 twins is due to the grain boundary migration. As 
the DRX grains grow, the growth accidents occur at the migrating boundaries, 
which results in a high fraction of twin boundaries. Ʃ3 regeneration from pre-
existing Ʃ3 boundaries, which is also accompanied by the formation of Ʃ9, may 
also be a reason for the high fraction of annealing twins. However, this does not 
appears significant, as observations by Mandal et al [38] showed that there is a 
significant increase in Ʃ3 populations while the increment in Ʃ9 is insignificant 
2.4.5 Interaction of annealing twins and recrystallization 
The interaction of annealing twins with recrystallization is very important 
in low-SFE fcc materials. Initially, the most important role of twins in DRX is 
associated with the increased stored energy as a result of climb and cross-slip 
retardation by twins. Recent studies, however, showed that the formation of 
annealing twins due to growth accidents may also change the rate of growth and 
enhance the nucleation rate, and in turn accelerate the DRX kinetics. During DRX 
at some stages the driving force for growth will reach zero as the gradient of 
misorientation or dislocation density between recrystallized part and deformed part 
will be very low [38]. At such condition, the annealing twin will help the growth to 
continue as the twinning at the interface would significantly change the 
misorientation and, thereby, provide additional energy (driving force) required for 
the boundary migration and growth. At such conditions, the twinning triggers the 
DRX grain grows perpendicular and parallel to the DRX region/deformed region 
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interface. Driving force of growth is highly dependent on temperature. At high 
temperatures, enough activation thermal energy is provided so the grains will grow 
independent of twinning. At lower temperature, however, twins may be needed to 
make the boundaries migrating. This is also seen when the interaction of strain and 
twinning is studied. It has been suggested that a low amount of pre-strain must be 
applied to induce a high volume of twin boundaries during grain boundary 
engineering [39]. If material receives high deformation energy, a high DRX driving 
force will be provided that would limit the twinning. Twining may also enhance the 
bulging phenomenon and cause the bulged portion of grains to separate from the 
parent grains. They, in turn, enhance the kinetics of new grains formation through 
discontinuous dynamic recrystallization [40]. 
2.4.6 Effect of hot working on annealing twins 
The evolution of annealing twins’ coherency during hot working was also 
studied for deformed matrix and DRX grains in an austenitic steel [41]. With 
increasing strain, twin boundaries were losing their coherency to a higher degree 
and, as a result, both angles and axes of the misorientation increasingly deviated 
from those of the ideal coherent twin (i.e., 60° about [111]). In particular, there was 
a decrease in the peak intensity at 60° and a rotation from [111] to [101] in the 
standard stereographic triangle with increasing strain. The deviation from the ideal 
twin characteristics was less within the DRX grains. The distortion of twins may be 
attributed to the interaction of dislocations with the twin/matrix interfaces [41]. It 
has been suggested that it is not easy for dislocations to slip when they approach a 
twin boundary. In such conditions, dislocation decomposition to two partials 
occurs. One of the partials then transfers through the twined crystal while the other 
product is absorbed by the twin/matrix interface. The latter induces sliding of the 
twin boundary, which in turn may be the main reason for the observed deviation in 
the misorientation angle/axes of the twin boundaries [41].  
2.5 Austenite/ferrite interphases 
The interface of fcc and bcc phases in duplex stainless steels plays an 
important role in the physical and mechanical behaviours. This hetero-interface has 
high complexity associated with different crystallographic characteristics of fcc and 
bcc lattices. It is common to describe the misorientation of this interface in terms 
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of an orientation relationship using a pair of planes that are parallel in the two 
lattices together with a set of parallel directions within those planes. For such 
lattices with different stacking sequences, misfit dislocations are generated. Under 
particular angle/axis pair orientations, rational interface relationships are observed 
in which a good match between fcc and bcc lattices is achieved.  
2.5.1 Interfaces in terms of coherency 
Generally, three types of interfaces between two phases can be defined, 
namely coherent, semi-coherent and incoherent [42]. In a coherent interface, the 
configuration of atoms in the first plane of matrix is exactly the same as the one that 
is expected to occur in case we extend the lattice of the second phase by one more 
layer. This kind of interface does not have misfit dislocations. Semi-coherent 
interfaces are the ones that are not fully continuous, having misfit compensating 
defects, particularly dislocations, at the interface. At these interfaces, the misfit 
dislocation spacing is much larger than the width of the dislocation core. Finally, 
the incoherent interfaces can be defined as ones in which no continuity of directions 
across the interphase occurs. In such interfaces, the misfit dislocation spacing is 
comparable to the width of the dislocation core. The main difference between these 
different interfaces is their roles to accommodate the interface shape changes during 
transformations. Coherent interfaces completely stop the growth. Semi-coherent 
ones hinder the growth in case ledges are present and halt the growth if ledges are 
absent. Incoherent interfaces do not exert any hindrance force and allow boundaries 
to grow.  
2.5.2 FCC-BCC crystallographic relationships 
From the crystallographic point of view, a number of models have been 
proposed regarding the orientation relationship (OR) between bcc and fcc phases. 
The most important ones are Bain, Kurdjumov-Sachs (K-S), Nishiyama-
Wassermann (N-W), Greninger-Troiano (G-T), and Pitsch (P). The parallelism 
conditions associated with planes and directions of these ORs are given in Table 
2.3. Each model has a unique combination of parallel planes and directions, 
however, all the ORs show just a few degree deviations from each other in 
orientation space. In other words, they all show up as clusters around one of the 
three Bain variants in a (001) pole figure (Fig. 2.8) [43]. It is worth mentioning that 
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the most observed orientation relationships are the K-S and N-W, for which the 
parallel planes are the same while the directions are different (Fig. 2.9). In addition, 
Bain OR is hardly observed in practice. 
Table 2.3. Orientation relationships between fcc and bcc [43]. 
 
 
Figure 2.8. Relations between all the reflections of different plane/direction 
relationships for fcc-bcc hetero-interphases [43]. 
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Figure 2.9. The schematic of plane/direction parallelism in for the K-S (a) and 
N-W (b) orientation relationships [44]. 
2.5.3 Nishiyama-Wassermann orientation relationship 
Theoretically, 12 different orientation variants (V1-V12) with the N-W 
orientation relationship can be formed from an fcc parent grain due to the symmetry 
of cubic system (Table 2.4). Considering an fcc to bcc transformation, there are four 
district {111} planes in the parent fcc lattice and three different <112> directions 
on each {111} plane (Fig. 2.10) [45]. This leads to a total number of 12 N-W 
orientation variants.  
Table 2.4. The possible orientation variants for N-W relationship [45]. 
 
(b) 
(a) 
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Figure 2.10. Schematic of three different N-W variants on a particular (111).  
2.5.4 Kurdjumov -Sachs orientation relationship 
For the K-S orientation relationship, there are theoretically 24 different 
variants (Table 2.5). In the case of an fcc to bcc transformation, there are four 
distinct {111} planes in the parent fcc lattice and six different <111> parallel with 
the <110> directions on each of those {111} planes (Fig. 2.11). This leads to a 
total number of 24 K-S variants [45]. 
Table 2.5. Variants of K-S orientation relationship [45]. 
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Figure 2.11. Schematic of six different K-S variants on a particular (111). 
2.5.5 Pitsch orientation relationship 
The Pitsch relationship, which is mostly observed during cementite 
formation from austenite, can be described as parallelism between {001}fcc and 
{101}bcc planes and <110>fcc and <111>bcc directions. This relationship is based on 
the parallelism of close-packed directions (Table 2.6) and occurs during the 
precipitation of some particular second phases when directions matching criterion 
overcomes planes matching (e.g. [46-48]). 
Table 2.6. Variants of Pitsch orientation relationship [48]. 
 
2.5.6 Greninger–Troiano orientation relationship 
Greninger–Troiano (G-T) orientation relationship falls between the K-S and 
N-W relations [43]. This OR is therefore mostly expressed as {111}fcc // {011}bcc 
(1°), <110>fcc // <111>bcc (2.5°). It has been shown that this OR can be expressed 
as the following once we use high index directions: {111}fcc // {011}bcc, <5 12 
23 | P a g e  
 
17>fcc // <7 17 17>bcc. In such a case, the planes are close to rational ones while 
directions are not. The approximate high-index directions associated with this 
relationship are shown in Fig. 2.12. In this schematic, the close packed fcc planes 
lie parallel to near-close packed bcc planes. Using the crystal symmetry, 24 
different variants of G-T OR can be obtained. These can be linked to three Bain 
variants as listed in Table 2.7. 
 
Figure 2.12. Schematic alignment of planes and directions for bcc and fcc 
crystals for G-T OR; (a) shows the directions in a {111}fcc and (b) shows it in 
{011} planes [43]. 
 
Table 2.7. The G-T parallelism conditions grouped according to Bain variants 
[43]. 
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2.6 Variant selection 
A single orientation relationship may lead to a number of possible variants 
for different types of orientation relationships. Despite being crystallographically 
equivalent, particular variant/s could be favoured during phase transformation. This 
phenomenon, which is due to some external factors such as inhomogeneity or 
energy considerations, is defined as variant selection [49]. In diffusional 
transformations, the variant selection would occur to minimize the nucleation 
activation energy and interfacial energy. Moreover, in displacive transformations, 
the variant selection could occur due to interactions of transformation and external 
stresses [49].   
Variant selection during diffusional and shear transformations has been a 
topic of an intense debate among different research groups. It has been suggested 
that displacive transformation would strengthen the variant selection, while no 
variant selection is expected to occur during diffusional transformation. This has 
been, however, questioned by Hutchinson et al. [50] reporting the variant selection 
in steels during diffusional transformation. There are also reports showing the 
variant selection occurring during diffusional phase transformation in titanium [51]. 
In addition, the effect of the state of the parent phase on variant selection has been 
a matter of challenge. Wittridge and Jonas [52] have suggested that a deformed 
austenite structure is needed for variant selection during phase transformation. By 
contrast, He [53] and Kestens et al [54] have shown that the variant selection also 
occurs during transformation of an undeformed austenite.  
One source of variant selection in the diffusionally transformed 
microstructure would be the local elastic stress equilibrium at the nucleation stage 
[55]. Nucleation of austenite in ferrite will be associated with the transformation 
strain. Such strain would provoke an elastic stress in the adjacent matrix, which will 
make an elastic response strain. If the elastic stress is not relaxed at the stage of 
nucleation, an elastic strain energy will be stored in the ferrite. In such cases, all 
crystallographic variants would nucleate randomly only if ferrite is elastically 
isotropic, which is not the case. Therefore, the variant selection would take place 
based on the anisotropic behaviour of stored elastic energy. It is to be noted that 
even for martensitic transformation, it has been reported that the change in volume 
would not be entirely accommodated by elastic strain and plastic strain will also 
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play a role [54]. However, this does not totally eliminate the role of elastic strain in 
the variant selection as, at least, the stresses at the nucleation (initial) stage of 
transformation are largely elastic. The anisotropy sources are both the specific 
geometry of the matrix and nucleus, as well as the anisotropy in the stiffness tensors 
of the crystals [54]. Such variant selection criterion is not applicable to diffusional 
transformation, as it does not include shape deformation except for the isotropic 
volume change, which only reacts to hydrostatic stresses. In the case of diffusional 
transformation, other criteria such as the interfacial energy as a function of the 
crystallographic orientation of austenite with two adjoining ferrite grains seems to 
dictate the preferred variants [56,57]. In fact, at higher temperatures, the nucleation 
driving force is small, leading to the selection of a particular variant.  
The variant selection due to energy considerations during nucleation, where 
variants with the lowest nucleation activation energy are the preferred ones, have 
been studied in detail. According to Lee and Aaronson [58], the activation energy 
for the nucleation of second phase at grain boundaries can be expressed by the 
following equation: 
                                                                                                                           (2.1) 
In which GV is the change in the volume free energy by nucleation, E is the 
change in the interface energy by nucleation, V is the critical nucleus volume. E and 
V are in turn dependent on the energy of the initial grain boundary and matrix-
second phase boundary as well as the areas of the grain boundary that is consumed 
by the nucleated second phase. Following to this, theoretical analysis by Lee and 
Aaronson [58] showed that the nucleation activation energy is correlated with the 
angle between the low energy matrix-second phase boundary and the initial matrix 
grain boundary in such a way that smaller θ values are associated with lower 
activation energies. This was, however, limited to a particular range of θ values i.e., 
θ<θc. Beyond θc, the nucleation activation energy was estimated to be saturated and 
showed a plateau behaviour with variations of θ. This variant selection criterion is 
defined as the minimum-angle criterion (Fig. 2.13) [59]. Besides this model, special 
variants can be selected due to different criteria such as active slip systems, in-plane 
reactions, cross-slip and partial dislocations [60-62].   
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Figure 2.13. Schematic of dependence of the nucleation activation energy on the 
tilt angle from the closest grain boundary [59]. 
The relative free surface energies of different planes for fcc and bcc lattices 
can be calculated based on the first nearest neighbour broken bond criterion 
proposed by Mackenzie et al. (Fig. 2.14) [63,64]. The {111}fcc and {110}bcc, which 
are the preferred matching planes in both the K-S and N-W interfaces, are of the 
lowest free surface energies based on the nearest neighbour broken bond criterion. 
These planes, however, are not always the interfacial planes. Other constraints such 
as texture can lead to a deviation from these planes towards other planes, which are 
favourable in terms of both texture and energy [64]. It has also been reported that, 
while most of the ordinary K-S interfaces select {111}fcc due to energy 
considerations, there are two specific conditions where closest {111}fcc is not 
selected by a variant: (i) when this plane is significantly deviated from the grain 
boundary plane and (ii) when the second phase is formed at the matrix grain 
boundary and possesses the K-S relationship with both of the adjacent matrix 
grains. 
 
Figure 2.14. The relative surface energies of fcc and bcc crystals calculated by 
employing the first nearest neighbour bond model. a) fcc and b) bcc [64]. 
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Impingement between different second phase nuclei, which are growing, 
may also cause the variant selection. The heterogeneous distribution of stored 
energy in different locations of the parent phase and the differences in the velocity 
of mobile interfaces may lead to the conditions in which a second phase grain 
retards the growth of another grain of the second phase growing from another 
nucleus. This would inevitably restrict the progress of growth for some daughter 
phases of particular variant/s. The variant selection has been seen in diffusional 
formation of allotriomorph ferrite as the growth, in this case, is governed by the 
easy diffusion path (i.e., grain boundary).  
2.7 Five-parameter characterization of interfaces 
To fully characterize a boundary, five independent parameters are needed. 
These include misorientation angle/axis and the boundary plane orientation. Four 
out of these (i.e., misorientation angle/axis as well as boundary trace) can be 
obtained through the conventional (2D) EBSD. To extract the plane orientation, 
however, some advanced characterization methods such as high resolution XRD, 
TEM, or 3D (serial sectioning) EBSD are needed. Recently it has been shown that 
the plane can also be extracted through coupling conventional 2D EBSD analysis 
with an automated stereological approach [15]. 
There is substantial evidence that a design of the materials microstructure 
based on only misorientation angle/axis may be misleading. For example, Σ3 
boundaries (representing annealing twin boundaries) have been reported to have 
varied intergranular corrosion resistance depending on their planes. Based on 
whether they terminate on (111) or not, they can be considered coherent or 
incoherent, respectively. It has been shown that only coherent Σ3s lead to properties 
improvement, including intergranular corrosion resistance in austenitic steels [65]. 
This shows that for a comprehensive analysis of boundaries in polycrystals and the 
structure/properties relationships, the interface plane orientation should be also 
taken into account. 
In the recent years, the five independent crystallographic parameters of 
grain boundaries have been studied for different materials with diverse crystal 
structures. In one of the earliest attempts, the plane distribution for grain boundary 
engineered brass and aluminum were extracted (Figs. 2.15, 2.16) [66]. It was 
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reported that irrespective of the misorientation angle/axis, there is a high tendency 
towards low index planes (i.e., {111} and {110} planes). Later, Randle et al. [67] 
demonstrated that for nickel and copper metals (for both typical microstructures 
and grain boundary engineered ones), there would be a significant amount of Ʃ3, 
Ʃ9 and Ʃ27 boundaries. While the fraction of CSL boundaries increased with the 
GBE, the area fraction of boundaries terminating on {111} planes did not change 
by the GBE process. This showed that many of the GBE-induced Ʃ3 boundaries did 
not terminate on {111} planes. Moreover, it was demonstrated that GBE process 
encourages boundaries around [110] misorientation axis, which had an asymmetric 
tilt character [67]. Contradictory results were seen for GBE of a pure α-Fe, where 
after a cold work and annealing the planes reoriented themselves from {0kl} tilt 
boundaries towards pure twist {110} boundaries [68]. This was mostly related to 
highest atomic ordering of these boundaries resulting in the lowest energy [67]. The 
above implies that the special grain boundaries are more sensitive to the boundary 
plane orientation than the lattice misorientation. 
Figure 2.15. Distribution of grain boundary planes for [110] misorientation axis 
at different misorientation angles for grain boundary engineered brass. The 
locations of the symmetric tilts are shown by squares [66].  
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Figure 2.16. Distribution of grain boundary planes for [111] misorientation axis 
at different misorientation angles for grain boundary engineered brass. The 
locations of the [111] axis are shown by triangle [66]. 
2.8 Parameters affecting the grain boundary character 
Two main types of parameters can affect the character of the grain 
boundaries (interfaces) namely, intrinsic and extrinsic parameters. Intrinsic 
parameters include chemical composition and crystal structure, while extrinsic 
parameters include different processing routes i.e., thermomechanical processing 
[66], phase transformation [67,69], thin film fabrication [70], solidification [71] and 
imposing magnetic field [72]. The effects of some of these parameters are 
summarized in the following. 
2.8.1 Intrinsic parameters 
2.8.1.1 Chemical composition  
A change in the bulk composition is expected to affect the segregation of 
alloying elements at the boundaries. This in turn affects the energy of the boundaries 
[73]. In practice, it is possible to engineer the segregation of alloying elements so 
that the energy of the boundary is controlled. This would act as a means to control 
the character of the boundary. In this regard, Papillon et al. have shown that doping 
of Ca, Ba and Y on MgO can affect the boundary character distribution (Fig. 2.17) 
[73]. It has been shown that [74,75], boundaries represent a discontinuous change 
in the structure and composition, which is associated with the boundary features 
such as mobility and energy. These are called complexion transitions. It has been 
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shown that the mobility of grain boundaries differs for doped and un-doped 
boundaries in the presence of segregation. For instance, different categories of 
boundaries have been reported in alumina including pure, single adsorbed 
monolayer or bilayer of the solute. Such difference in the structure of the boundary 
and the anisotropy in the mobility of the boundaries led to development of a theory 
for abnormal grain growth by Dillon et al. [75]. Moreover, the above authors have 
shown that the energy of the boundary and, in turn, its mobility would decrease by 
the boundary complexion and alloying enrichment (Fig. 2.18).  
 
Figure 2.17. The grain boundary plane distributions for (a) undoped MgO, (b) 
0.3% Ca-doped MgO, (c) 0.1% Ca-doped MgO, (d) Se-doped MgO, (e) Ba-doped 
MgO, and (f) Y-doped MgO [73]. 
 
 
Figure 2.18. The grain boundary mobility versus inverse temperature for 
undoped, 30 ppm calcia-doped, 100 ppm calcia-doped, 200 ppm silica-doped, 
100 ppm neodymia-doped, and 500 ppm magnesia-doped alumina [75]. 
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2.8.1.2 Crystal structure  
The characteristics of grain boundary network is highly affected by the 
crystal structure. For instance in cubic crystals, the fraction of CSL boundaries, Ʃ3s 
in particular, are much higher in fcc materials compared to bcc materials. Especially 
for low SFE fcc materials, a high fraction of Ʃ3 boundaries (i.e., up to 50%) has 
been observed mostly due to the occurrence of multiple twinning [76]. The fraction 
of Ʃ3 boundaries in bcc materials has been limited to 2‐3%. More importantly, Ʃ3s 
tend to terminate on different planes based on their crystal lattice. Ʃ3s in fcc 
terminate at (111) orientation, while they have (112) plane orientation in bcc 
materials. This is mainly due to the change in the position of minimum energy 
orientations based on the crystal lattice (Fig. 2.19) [76,77]. 
 
Figure 2.19. The distribution of grain boundary planes (a, c) and the 
corresponding grain boundary energy distribution (b, d) at the fixed 
misorientation of 60°/[111] in ferrite (a,b) and austenite (c,d), plotted in 
stereographic projection along [001] [76,77]. 
2.8.2 Extrinsic parameters 
Among different processing routes mentioned above, solidification, 
magnetic field and thin film fabrication affect the grain boundary network mainly 
through changing the crystallographic texture. In the case of steels, the other two 
procedures, i.e., thermomechanical processing and phase transformation play an 
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inevitable role during most of the steel making procedures. Therefore, their effect 
is discussed in more detail here. 
2.8.2.1 Thermomechanical processing 
GBE term has been mostly referred to deformation (strain implication) and 
subsequent annealing (resulting in recrystallization). These processes have been 
widely used to manipulate the microstructural features, grain boundaries in 
particular, to achieve optimum properties. In practice, both nucleation and growth 
of grains are mostly dictated by low‐energy boundary network configurations [60]. 
As a result, the random boundaries will be replaced by special boundaries (low-
energy ones) in the boundary network and the grain boundary engineered 
microstructure will be of a finer microstructure having a high fraction of special 
boundaries [78]. According to Schwartz [79], GBE can be performed through two 
main procedures. It can be done strain annealing in which the amount of strain is 
low while annealing time is prolonged. This results in a large grain size and a 
relatively high fraction of Ʃ3 boundaries. The annealing twins in such 
microstructure may, however, have a partial contribution towards GBE as they are 
mostly surrounded by random boundaries. The alternative approach is the iterative 
recrystallization achieved through employing moderate to high strain levels 
followed by short annealing at high temperatures (0.6‐0.8Tm). At such high 
temperatures, the material, to a large extent, recrystallizes resulting in a high 
fraction of CSL boundaries. The influence of different parameters including strain 
level, temperature, and the number of straining steps during GBE of a variety of fcc 
materials has been studied in the literature [78-82]. 
2.8.2.2 Transformation path 
Industrially important materials, such as steels and titanium alloys, undergo 
phase transformation upon cooling from high working temperatures to room 
temperature. In such materials, the final room-temperature microstructure is highly 
dependent on phase transformation path/mechanism. Controlling the phase 
transformation mechanism would then provide a new opportunity to tailor the 
microstructure and consequently the properties of the materials. For the austenite‐
to‐ferrite transformation in steels, this has been studied in detail e.g., ref [69]. Once 
slow cooling is applied, the nucleation and growth of the ferrite takes place 
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diffusionally. Rapid cooling, however, leads to a martensitic transformation 
controlled by a shear mechanism. The population of different boundaries has been 
reported to vary with a change in the transformation mechanism from diffusional 
to shear [69]. Moreover, it has been reported that the Ʃ3 in ferrite (transformed 
diffusionally) terminates at {112} symmetric tilt boundaries, which has the lowest 
energy configuration [69,83,84], while the martensitic transformation promotes 
{110} planes for the Ʃ3 (compare Figs. 2.19a and 2.20) [69] mostly associated with 
crystallographic constraints imposed by the shear transformation. The {110} planes 
have relatively higher energy configuration compared to {112} planes. These show 
that a change in the transformation route may change the governing factor in 
determining the habit plane for a given boundary with a specific misorientation 
angle-axis. 
 
Figure 2.20. The distribution of boundary plane normals for boundaries with the 
misorientation of 60°/[111] in a martensite microstructure[69]. 
Duplex stainless steels undergo bcc to fcc phase transformation during 
cooling from ferritic to ferritic/austenitic region. This transformation can be 
controlled by different mechanisms (e.g., diffusional, semi-shear and shear) based 
on the cooling rate. It is expected that the transformation mechanism would affect 
the microstructure and in particular the grain boundary/interface character 
distribution of these steels. This, however, has rarely been comprehensively studied 
in the current literature.   
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2.9 Effect of interfaces on deformation behaviour and properties of duplex 
stainless steels 
2.9.1 Slip transition across austenite/ferrite interphase 
Marinelli et al. [4] studied the slip and microcrack paths in duplex steels. It 
was found that the plasticity at the interface is highly dependent on the orientation 
relationship of the interfaces. For an interface with the Kurdjumov-Sachs (K-S) 
relationship, the presence of a shared slip system between two phases leads to a 
need for a low amount of plasticity activities to accommodate the strain at the 
interface. On the other hand, for the interfaces that are not following K-S 
relationship, microcracks initiated in single phases as well as interfaces and 
propagated along the interface (Fig. 2.21).  
 
Figure 2.21. Some example slip lines at austenite/ferrite interfaces. (a) For a K-
S interface where interface is a very weak obstacle to slip and (b) for an interface, 
which does not fulfill the K-S relationship with a high necessary deformation 
accommodation plasticity [4].   
Verhaeghe et al. [85] reported that austenite deforms first during the cold 
and warm deformation of duplex steels. The transition of slip towards ferrite is then 
dependent upon the orientation relationship between two phases. The interface can 
be of Kurdjumov-Sachs (K-S) relationship resulting in one shared or two nearly 
shared slip systems between the two phases. In the above study, the dislocations in 
ferrite close to the interfaces showed the Burgers vector (a/2) <111>α, which is in 
line with the predictions based on the K-S relationship ((a/2) <111>α // (a/2) 
<110>γ) (Fig. 2.22). The authors have reported that when such common slip 
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systems at the interface meet, the stress concentration due to incompatibilities can 
be relieved resulting in lower crack tendency.  
 
Figure 2.22. TEM image showing the ferrite dislocations in the vicinity of ferrite-
austenite interface after a strain of 0.05 [85].  
Serre et al. [86] studied the formation and propagation of the slip bands 
during plastic deformation of duplex stainless steels. They found that different types 
of slip bands were developed in austenite and ferrite (Fig. 2.23). It was reported that 
in close-packed interfaces showing the K-S relationship, the dislocations can be 
transferred from the austenite phase to the ferrite phase due to the crystallographic 
compatibility at the interface. At such interfaces, the slip bands forming in the 
austenite will be extended to ferrite when approaching the interface. If the transition 
of bands is accompanied by a shear of ferrite, then one will see a straight slip line 
in the ferrite stretching up to the next interface (A2 in Fig. 2.23). If the shear is not 
accommodated by the ferrite, the slip bands will gradually vanish in the ferrite close 
to the interface (A1 in Fig. 2.23). This incompatibility may also result in the bending 
of slip bands giving rise to type F2 slip band (Fig. 2.23). Finally, it was reported 
that the bands formed in austenite will be terminated at the interfaces for the 
irrational interfaces and there will be some slip bands within the ferrite (F1 in Fig. 
2.23) representing the self-plasticity of ferrite. These results show that the strain 
accommodation at the interface and the micro-deformation compatibility of 
austenite and ferrite are dependent on their crystallographic relationships.  
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Figure 2.23. (a) AFM analysis of slip bands in ferrite and austenite, and (b) the 
classification of different kinds of slip band in ferrite and austenite [86]. 
Atomic simulations have also shown that the interface type strongly affects 
the mechanical characteristics of the material. For instance, a recent simulation by 
Tateyama et al. [87] has shown that in a fcc-bcc metal, an interface with 
Kurdjumov-Sachs (K-S) orientation relationship would impart a higher ductility to 
the specimen compared with a Nishiyama-Wassermann (N-W) interface. 
Moreover, it was shown that the nature of interfaces as well as the geometry of a 
particular interface could affect the interactions of interface and dislocations (i.e., 
interface strengthening). The kinetics of fcc-bcc transformation is also dependent 
on the interface in such a way that the interfaces with an N-W or near N-W OR 
have a planar propagation, while the interfaces with K-S or near K-S OR exhibit an 
initial planar growth followed by a fast needle-like growth. Boundaries between K-
S and N-W may show different interfacial behaviours in terms of growth, based on 
their degree of rotation [87,88].  
2.9.2 Interface sliding and superplasticity 
Using artificial scratches on different phases, the deformation behavior of 
the material can be traced. For instance, Pinol-Juez et al. [89] observed that in the 
austenite phase the scratch was not deviating from the torsion axis by more than 20 
degrees, although the angle of the scratch is expected to be almost 44 degrees with 
respect to the above axis after a strain of 0.56. The difference between the 
deformation of austenite and ferrite thus must be compensated through the interface 
sliding and shearing of the ferrite phase. Interface sliding is defined as the 
translation of one grain with respect to the other one by a shear parallel to the plane 
of interface. Sliding is dependent on the mobility of interface in such a way that 
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high energy interfaces with higher mobility have more propensity to sliding. In 
other words, it is very difficult for a coherent boundary to slide as in such a case, 
all atoms must move simultaneously.  
Austenite/ferrite interface sliding is an interesting observation during co-
deformation of these two phases in duplex stainless steels. Sliding can affect the 
bulk deformation behavior of material. On the one hand, sliding may lead to stress 
localization, which in turn ends in crack formation and propagation. By contrast, 
the interface sliding can accommodate the deformation when slip is hindered, thus 
resulting in higher ductility. Generally, the geometrical distribution of phases and 
nature of the interface defines whether sliding can occur or not. Coherent and 
semicoherent interfaces show higher resistance to sliding. Most of the interfaces in 
the cast condition are coherent or semicoherent, while interfaces are mostly 
incoherent in wrought duplex stainless steels. This is one reason why wrought 
duplex stainless steels show better formability with respect to the cast ones, as the 
interface sliding in wrought steels may postpone the crack nucleation [90]. 
Furuhara and Maki [91] studied the superplasticity in duplex Fe-Cr-Ni 
duplex stainless steels. During tensile deformation they observed a high density of 
dislocations in ferrite in a Fe-26Cr-5Ni alloy, while the ferrite phase in a Fe-26Cr-
8Ni alloy was almost dislocation free. This clearly showed a significant 
contribution of interface (grain boundary) sliding in the strain accommodation of 
the latter alloy. They also showed that the superplasticity of steel decreases with a 
reduction in the volume fraction of austenite. There are three main reasons why this 
occurs. First, the austenite inter-particle distance increases with the reduction of 
austenite, which decreases the pinning effect on the growth of ferrite grains during 
deformation. Moreover, in the presence of hard austenite particles, more multiple 
slip systems will be operated in ferrite resulting in the acceleration of the continuous 
dynamic recrystallization. Finally, more ferrite/austenite interfaces are available at 
higher austenite fractions. The sliding of these interfaces is reported to be 10 times 
faster than regular grain boundaries. Hence, a higher fraction of these interfaces 
improves the tensile ductility of the steel.  
The interface sliding in duplex steels may also be the result of strain 
partitioning between austenite and ferrite [5]. As the deformation behavior of these 
two phases are totally different, there is a gradient at the interface, which results in 
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an enhanced diffusion therein and subsequent sliding. As the volume fraction and 
distribution of austenite determines the interface area, they play an important role 
in the sliding properties of these steels.  
2.9.3 Hot deformation behaviour 
Li et al. [92] studied the effect of austenite morphology and distribution on 
the tensile ductility of duplex stainless steel. They reported that if the material is 
solution treated at 1350ºC followed by cooling and deformation at different 
temperatures of 950ºC to 1100ºC, a secondary austenite phase will form during 
post-deformation isothermal annealing. It was shown that with an increase in the 
deformation degree, the volume fraction of delta-ferrite reduces while there is an 
increase in the amount of secondary austenite (Fig. 2.24). Mechanical 
characterization showed that increasing the secondary austenite volume fraction 
enhances the high temperature ductility of the material. The secondary austenite 
can form through different mechanisms. It can form through (i) eutectoid reaction 
(ferrite→austenite+sigma), (ii) Widmanstätten austenite precipitation having the K-
S orientation relationship with adjacent ferrite and (iii) diffusionless austenite 
transformation through shearing. The latter mechanism was also reported by 
Southwick and Honeycombe [93] at temperatures lower than 650°C, where ferrite 
can transform to austenite via a diffusionless mechanism with no partitioning of 
alloying elements between austenite and ferrite. Ferrite and austenite, which formed 
with a diffusionless mechanism, showed an orientation relationship mostly close to 
Nishiyama-Wasserman (N-W).  
Dehghan-Manshadi et al. [94] studied the mechanical properties of a duplex 
steel using double-hit torsion tests. They interestingly observed a sharp increase in 
the strength during post-deformation annealing of the steel. Such behavior is not 
observed for a single phase steel (i.e., either austenitic or ferritic) during a similar 
thermomechanical treatment. This hardening was enhanced with an increase in the 
annealing time (Fig. 2.25). The microstructures showed that the phases have not 
been significantly recrystallized during annealing through either static, dynamic 
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Figure 2.24. Microstructure of duplex stainless steel during post-deformation 
annealing for different strain and annealing times: (a) 0.05, 240s, (b) 0.25, 240s, 
(c) 0.5, 240s, (d) 0.5, 960s [92]. 
or meta-dynamic recrystallization mechanism. The interesting observation was a 
gradual dissolution of austenite and its re-precipitation with a Widmanstätten 
morphology (Figs. 2.26 and 2.27). It was deduced that the dissolution of primary 
austenite (deformed by torsion) and formation of secondary (Widmanstätten) 
austenite results in a higher strength. 
 
Figure 2.25. Flow stress curves during double hit hot torsion tests of a duplex 
stainless steel [94]. 
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Figure 2.26. Microstructure of samples after 1.5 strain at 1000°C followed by 
post-deformation annealing at the same temperature for different holding times: 
a) 10 s, b) 40 s, c) 200 s and d) 400 s [94].  
 
 
Figure 2.27. Changes in the volume fraction of primary austenite and 
Widmanstätten austenite with the post-deformation annealing time [94]. 
Cizek [95] also reported a strain-induced transition between ferrite and 
different austenite morphologies during hot working of (21Cr-(8-10)Ni-3Mo) 
duplex stainless steels. It was shown that the primary austenite dissolves during hot 
deformation, leading to the formation of a secondary Widmanstätten austenite and 
its gradual globularization (Fig. 2.28). This transition is dependent upon the initial 
volume fraction of austenite and it occurs more significantly in a steel with 30% 
rather than in that containing 60 % of this phase.  
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Figure 2.28. a) Microstructure of the duplex stainless steel sample after 0.05 
strain and b) after strain of 0.6, showing an increase in the volume fraction of 
Widmanstätten austenite and its globularization with strain [95].  
Duplex steels typically contain a limited amount of the original austenite-
austenite high-angle boundaries, which (together with the limited strain usually 
transferred to austenite) generally leads to the marked suppression of the 
discontinuous dynamic recrystallization (DDRX) process [96]. In this context, 
Cizek [96] has recently reported that under high temperature and low strain rate 
conditions, austenite might tend to dynamically soften through a large-scale 
subgrain coalescence mechanism rather than via DDRX. It should be noted that the 
extent of DDRX and its mechanism in duplex stainless steels under different hot 
deformation conditions is currently poorly understood. 
The effects of the austenite morphology and the interphase character, which 
are usually interrelated, on the hot deformation characteristics of these steels have 
rarely been studied [12,97]. In some of the few efforts in this context, Iza-Mendia 
et al. [12] and Martin et al. [97] have shown a pronounced effect of the austenite 
morphology and pre-deformation processing route on the interface sliding and 
macro-deformation behavior in duplex stainless steels. It has been shown that 
incoherent interphases are favourable for sliding and would in turn promote the 
strain accommodation, which finally enhances the hot ductility of the steel [12]. 
Using a macro-grid method, Martin et al. [97] studied the strain distribution in 
austenite and ferrite for two different morphologies of austenite, i.e. equiaxed and 
Widmanstätten. They found that, even though strain was mostly partitioned to 
ferrite for both the microstructure types, the severity of partitioning was higher in 
the equiaxed microstructure and the strain partitioning increased with temperature. 
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Despite the abovementioned efforts, there is currently a lack of detailed work 
investigating the microstructural characteristics, or mechanisms and kinetics of 
restoration, within the constituent phases of a duplex stainless steel as a function 
of the austenite morphology and interface character.  
2.10 Role of interface character in the precipitation of intermetallics 
The interphase precipitation in steels has long been a matter of debate. 
Honeycombe [98] was among the first to suggest that the interfaces with low 
mobility might be preferential precipitation nucleation sites via the ledge 
mechanism. In duplex stainless steels, austenite-ferrite interfaces with rational 
orientation relationship/s (e.g., K-S) exhibit the minimum energy with low mobility 
[98]. Therefore, it might be hypothesized that such rational interfaces are the 
preferred sites for precipitation in dual-phase steels. However, a recent study on 
low-carbon steels [99] revealed that VC interphase precipitation in both sheet-like 
and random dispersions was promoted for the austenite-ferrite interfaces that 
deviate from the K-S orientation relationship (OR).  
Sato et al. [100] studied the preferred nucleation sites for sigma phase in 
duplex stainless steels and found that most precipitates formed along the 
austenite/ferrite interfaces. In agreement with [99], they interestingly observed that 
the sigma phase tends to form in the interfaces, which are of appreciable deviation 
from the K-S OR (Fig. 2.29). In other words, the K-S interfaces, which are highly 
coherent and of low interfacial energy suppressed the formation of sigma phase. It 
was concluded that the energy barrier for the formation of sigma phase decreases 
when the interface deviates from the coherent K-S interface. It should be noted that 
the above studies characterized the austenite-ferrite interface using only the 
misorientation angle/axis (i.e., lattice misorientation), which contains three 
parameters. However, five independent crystallographic parameters are required to 
fully characterize interphases and boundaries in polycrystalline materials. 
Studies on single-phase aluminum alloys revealed that the grain boundary 
plane character plays a significant role in precipitation and that the lattice 
misorientation is not a sufficient criterion [101]. Therefore, a part of the current 
study aims to study the propensity of austenite-ferrite interfaces for sigma 
precipitation in a duplex stainless steel using all five crystallographic parameters. 
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This provides a new insight into the sigma precipitation in duplex stainless steels, 
which has both fundamental and applied significance in light of the growing 
importance of this class of steels. 
 
Figure 2.29. The relationship between sigma phase formation and the deviation 
of austenite-ferrite interface from the K-S orientation relationship [100]. 
2.11 Summary 
From the above overview, it was found that the properties of duplex steels 
are strongly affected by the interface and grain boundary characteristics. While 
some preliminary works regarding the interface characteristics of these steels have 
been carried out, there is a lack of systematic work to statistically study the 
character of interface plane distribution using all five independent crystallography 
parameters. Moreover, different types of austenite interfaces/boundaries would be 
expected to form during the processing of a duplex stainless steel due to the 
formation of annealing twins, multiple twinning and inter-variant impingement. 
However, the impact of processing routes, the phase transformation path in 
particular, on the nature of these interfaces has not been previously studied in depth. 
In addition, the effect of austenite-ferrite interface character and phase morphology 
on the hot deformation and restoration behavior of these steels is not fully 
understood. Finally, although some preliminary studies exist with regards to the 
relationship between interphase characteristics and precipitation of sigma phase in 
duplex stainless steels, a statistically reliable five-parameter analysis of the 
interfaces with regards to their propensity to sigma formation is lacking in the 
literature. Such analysis would be very helpful to link the bulk mechanical and 
corrosion properties of these steels to their interface characteristics. This ultimately 
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helps the material engineers to design and manipulate microstructures with 
improved properties. Based on these, the following objectives will be addressed 
during the course of the current study: 
1- To elucidate the characteristics of interfaces formed during ferrite to austenite 
phase transformation (i.e., austenite-austenite boundaries and austenite-ferrite 
interfaces) through different phase transformation mechanisms. 
2 To determine the austenite-ferrite interface crystallography dependence of sigma 
phase precipitation using all the five crystallographic parameters 
3- To clarify the role of interface characteristics and austenite morphology on the 
hot deformation and restoration behavior of duplex stainless steels.  
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CHAPTER 3 
EXPERIMENTAL PROCEDURE 
3.1 Introduction 
In this chapter, the experimental procedures used in the current study are 
outlined. The experimental material is described in section 3.2. The heat treatment 
routes applied and the furnace used are described in section 3.3. Section 3.4 
describes the thermomechanical processing imposed on the material with different 
microstructures. The following sections are devoted to describing different methods 
of characterization of the microstructure, namely optical microscopy (section 3.5), 
X-ray diffraction (XRD) (section 3.6), electron backscattered diffraction (EBSD) 
(section 3.7) and transmission electron microscopy (TEM) (section 3.8). 
3.2 Material 
The experimental material used in this study was an industrial SAF (Sandvik 
Austenite Ferrite) 2205 duplex stainless steel (UNS designation of S31803/S32205 
and the EN steel no. of 1.4462) with the chemical composition of 0.036 C, 0.321 
Si, 1.82 Mn, 0.013 P, 23.2 Cr, 2.90 Mo, 5.6 Ni, 0.034 Co, 0.153 Cu, 0.018 Nb, 
0.065 V, 0.025 W, 0.245 N (in wt. %) and remainder Fe. The as-received material 
was in a form of a rolled plate with a thickness of 20 mm. The as-received 
microstructure consisted of ~ 50-50% delta ferrite and austenite, mostly elongated 
along the rolling direction (Fig. 3.1). 
 
 
Figure 3.1. Microstructure of the as-received duplex stainless steel. 
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3.3 Heat treatment 
A muffle furnace with the chamber size of 85 mm W × 130 mm H × 150 
mm D offering a highest working temperature of 1600 °C was used for the heat 
treatment (Fig. 3.2). The chamber was purged with argon during the heat treatment 
to protect the steel from oxidation and minimize the decarburization. Through trial 
and error testing of different temperatures between 1350 °C and 1380 °C with an 
interval of 5 °C, it was found that 1370 °C is the highest possible temperature for 
ferritization of the material before the incipient melting of the steel. Therefore, the 
examined steel was reheated to 1370 °C, at the highest heating rate the furnace 
could afford (an average of ~10 °C/min). The samples were then soaked at 1370 °C 
for 40 min. Three different cooling approaches were employed to produce markedly 
varied morphologies of austenite through different ferrite to austenite 
transformation mechanisms.  
 
 
Figure 3.2. Muffle furnace. 
3.4 Thermomechanical processing 
Uniaxial compression specimens with the dimensions of 15 mm length and 
10 mm diameter were machined from the samples with different heat treatments 
(Fig. 3.3). The height-to-diameter ratio of 1.5 was adopted as this would minimize 
the buckling [102]. The compression direction (CA) was aligned parallel with the 
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rolling direction. A thermocouple hole with a diameter of ~1 mm and a depth of ~4 
mm was drilled about 3 mm from the bottom of each specimen.  
 
Figure 3.3. Uniaxial compression samples before (left) and after (right) 
deformation. 
The axisymmetric compression tests were carried out using a computer 
controlled Servotest TMTS (servo-hydraulic deformation simulator) machine 
fabricated by the Servotest Company, UK (Fig. 3.4). The machine can be used for 
both hot and cold deformation in two different deformation modes of Plane Strain 
Compression (PSC) and Axisymmetric Compression (ASC). The load and strain 
rate limit of the machine are 500 KN and 100 s-1, respectively. The highest working 
temperature for this machine is ~ 1200 °C. The instrument is fully programmable 
for different thermomechanical schedules. It is furnished with three main parts; i.e., 
an induction furnace for preheating, a muffle furnace for performing the 
deformation, and a robotic arm responsible for transferring the sample between the 
above two furnaces. The transfer of the samples through the robotic arm takes place 
in less than 0.25 sec so that no considerable change in the temperature of the sample 
is expected to occur. Based on the cooling rate of interest, water spraying or air/gas 
purging is used to cool the samples. Depending on the testing temperature and the 
geometry of the specimens, the highest cooling rate is between 170 °C/s and 400 
°C/s, which is quite sufficient to retain the deformed microstructure [102]. The 
induction furnace is purged by argon during the whole procedure to minimize the 
oxidation and decarburization. The muffle furnace (testing furnace) was not purged 
by any inert gas. This, however, would not be a matter of concern as the deformation 
periods in the present work took only a few seconds, which is not sufficient for the 
oxidation and decarburization to take place. 
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Figure 3.4. Servo-hydraulic deformation simulator machine. 
The specimens were coated with boron nitride and graphite powder 
lubricants to minimize the friction between the tools and the sample. A schematic 
summarizing the applied thermomechanical procedure is illustrated in Fig. 3.5. 
 
Figure 3.5. Schematic representation of the isothermal hot compression testing 
3.5 Optical microscopy 
For optical metallography, the normal direction-rolling direction (ND/RD) 
plane of the samples was ground using 80, 240, 600 and 1200 grit SiC papers, 
followed by standard polishing to 1 μm suspension. The electro-etching technique 
was used to differentiate the delta ferrite from austenite using a solution of 56 g 
KOH in 100 ml distilled water under the voltage of 2.5 volts for ~ 6 sec. 
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3.6 XRD - phase characterization and texture analysis 
A PANalytical X-ray diffractometer was used for the identification of 
different phases and extracting the 2ϴ value for different peaks of austenite and 
ferrite in different microstructures (Fig. 3.6). For this, Cu Kα radiation in point 
focus was used and the spot size was assigned as 6×6. The scans were carried out 
at 40 kV and 30 A using a continuous scan mode with a step size of 0.02 and a time 
dwell per step of 2 s. The 2ϴ range studied was 40-140°. 
Crystallographic texture of the material with different microstructures was 
measured by means of the XRD goniometry. Rolling/normal directions (RD/ND) 
sections were mirror-polished and subjected to texture measurement. All 
measurements were taken from the centre of the RD/ND plane using the back 
reflection technique. The XRD scan measurement direction was defined by the 
rotation angle, Φ, around the sample normal and the tilt angle, ψ, with respect to 
the sample normal. As the ferrite grains were quite coarse, a stage oscillation 
technique with 10 mm linear movement was employed to ensure that a reasonably 
large area (~14 × 12 mm2) of the surface was covered. To create the orientation 
distribution function (ODF) of the austenite and ferrite in the LaboTex3.0 texture 
analysis software, four different austenite pole figures (i.e., {111}, {200}, {220} 
and {311}) and three different ferrite pole figures (i.e., {110}, {211} and {222}) 
were measured. The complete pole figures and inverse pole figures were then 
recalculated from the ODF and plotted using the equal area projection taking an 
orthorhombic sample symmetry into consideration.  
 
Figure 3.6. PANalytical X’Pert MRD XL diffractometer. 
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3.7 EBSD 
Electron backscatter diffraction (EBSD) is a powerful method to measure 
and present the crystallographic orientation of different crystallites in 
polycrystalline materials with a submicron resolution [103-105]. This technique, 
which is based on the scanning electron microscopy (SEM), has been the most 
versatile and popular technique used in the studies of the interrelationship between 
microstructure, crystallography and mechanical/physical properties of different 
materials, especially metals, in recent decades. EBSD has been also termed 
backscatter Kikuchi diffraction (BKD) as it is generally based on the acquisition 
and processing of Kikuchi patterns [106]. In practice, an electron beam interacts 
with a layer of the tilted crystalline material, as a result of which a number of 
electrons are scattered by the atoms at a limited distance from the surface (e.g., 20 
nm). The exact depth is dependent on the beam intensity and properties of the 
material studied. Those electrons which satisfy the Bragg law expressed by Eq. 
(3.1), i.e., the corresponding path difference equals an integer multiple of the 
wavelength (λ), are constructively diffracted and form a set of paired large angle 
cones, associated with different diffracting lattice planes, giving rise to Kikuchi 
bands (Fig. 3.7).  
An automated EBSD system is furnished with a fluorescent phosphor screen 
and a sensitive charge coupled device (CCD) camera for capturing and viewing the 
Kikuchi bands (EBSD patterns), respectively. The image data associated with the 
diffraction patterns are collected and processed by a computer. The orientation of 
individual points can be then determined by analysing the corresponding Kikuchi 
patterns. In consequence, various information with regards to the crystallography 
of the polycrystalline material including crystal orientation, misorientation between 
different regions, phase identification, grain size, boundary/interphase character, 
texture, etc. can be gained through the EBSD analysis. 
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Figure 3.7. a) Schematic representation for the formation of the electron 
backscattered diffraction pattern. b) Schematic representation of an EBSD 
geometry [106]. 
EBSD samples were polished up to 1 μm suspension similar to optical microscopy 
sample preparation and then further polished using 0.3 μm OPS suspension for 3 
min. In the current work, two different SEM/EBSD instruments were utilized. An 
FEG Quanta 3-D FEI SEM machine (Fig. 3.8a) functioning at 20 kV, 8 nA with a 
working distance of ~12 mm was used for the study of the grain boundary 
(interphase) character distribution. Also, a Zeiss LEO 1530 FEG SEM (Fig. 3.8b) 
was used operating at 20 kV in the high current mode using a working distance of 
~ 10 mm. In both instrument, the specimens were tilted 70° with respect to the 
electron beam. The FEI Quanta instrument included the TexSEM Laboratories 
(TSL OIM) EBSD hardware and software for data acquisition and post-processing. 
The Zeiss LEO 1530 FEG SEM was equipped with the HKL Technology (now 
Oxford Instruments) EBSD attachment. The data acquisition was performed using 
the Oxford Instruments Aztec software. 
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Figure 3.8. Scanning electron microscopies furnished with EBSD detectors. (a) 
a FEG Quanta 3-D FEI SEM machine, and (b) a Zeiss LEO 1530 FEG SEM. 
3.7.1 Crystallographic orientation 
The crystallographic orientation of a grain is defined as the position of the 
crystal coordinate system in relation to the reference coordinate system. For this, 
an orientation matrix g can be defined describing the transformation of a vector 
from the sample (reference) coordinate system Ks to the crystal coordinate system 
Kc, i.e., Kc = g·Ks [107]. The above matrix is a square matrix of nine numbers, 
which is constructed as follows: The cosines of the angles (α1, β1, γ1, Fig. 3.9) 
between the first crystal axis, [100], and the three sample axes, X, Y, Z, 
respectively, comprise the first row of the matrix. In a similar fashion, the cosines 
of the angles between the second crystal axis, [010], and the three sample axes, X, 
Y, Z, respectively, comprise the second row of the matrix. Similarly, the third row 
is given by the cosines of the angles between [001] and X, Y, Z. As a result, the 
complete orientation matrix will be given as [107]: 
g =൥
cos ߙଵ cos ߚଵ cos ߛଵ
cos ߙଶ cos ߚଶ cos ߛଶ
cos ߙଷ cos ߚଷ cos ߛଷ
൩ = ൥
ଵ݃ଵ ଵ݃ଶ ଵ݃ଷ݃ଶଵ ݃ଶଶ ݃ଶଷ݃ଷଵ ݃ଷଶ ݃ଷଷ
൩     (3.3) 
Another straightforward way to define an orientation is using Miller indices. To 
describe the matrix g in Eq. (3.3) as Miller indices, the last column (which describes 
the sample Z direction in the crystal lattice coordinates) and the first column (which 
describes the sample X direction in the crystal lattice coordinates) in the orientation 
matrix are multiplied by factor in such a way that they become integers. They are 
then divided by their lowest common denominator and then defined as (hkl) [uvw]. 
The (hkl) describes the crystallographic plane that is parallel to the rolling plane 
and [uvw] denotes the crystallographic direction parallel to the rolling direction. 
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Figure 3.9. Relationship between the specimen coordinate system XYZ (i.e., RD, 
TD and ND for a rolled product) and the crystal coordinate system [100], [010] 
and [001] where the (cubic) unit cell of one crystal in the specimen is depicted 
[106]. 
As three parameters are sufficient to describe an orientation, the orientation 
matrix and the Miller indices seem to over-determine the orientation. Thus, the most 
common way to describe an orientation is using Euler angles. Euler angles denote 
three consecutive rotations, in a particular order, that transform Ks into Kc. In the 
current study, the Bunge notation has been used to describe the Euler angles [106]. 
The consecutive rotations are as follows (Fig. 3.10): First; rotation for φ1° about 
ND, which transforms RD to RD’, and TD to TD’. Second; rotation for Φ° about 
RD’, transferring ND to [001], and TD’ to TD’’. Third; rotation for φ2° about [001], 
transferring RD to [100], and TD’’ to [010]. In Fig. 3.10, RD is considered as X, 
TD as Y and ND as Z. These three rotations are defined as: 
ࢍ࣐૚=൥
cos ߮ଵ sin߮ଵ 0െsin߮ଵ cos߮ଵ 00 0 1
൩  
ࢍࢶ=൥
1 0 0
0 cosߔ sinߔ
0 െsinߔ cosߔ
൩         (3.4) 
ࢍ࣐૛=൥
cos ߮ଶ sin߮ଶ 0
െsin߮ଶ cos߮ଶ 00 0 1
൩ 
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Through multiplying these matrices, one can obtain an expression for the 
orientation matrix in terms of the Euler angles: 
ଵ݃ଵ ൌ cos߮ଵ 	cos ߮ଶ െ ݏ݅݊ ߮ଵ	 sin߮ଶ	 cosߔ 
ଵ݃ଶ ൌ sin߮ଵ 	cos߮ଶ ൅ ܿ݋ݏ ߮ଵ	 sin߮ଶ	 cosߔ 
ଵ݃ଷ ൌ sin߮ଶ	 sinߔ 
݃ଶଵ ൌ െ cos߮ଵ 	sin߮ଶ െ ݏ݅݊ ߮ଵ	 cos߮ଶ	 cosߔ 
݃ଶଶ ൌ െ sin߮ଵ 	sin߮ଶ ൅ ܿ݋ݏ ߮ଵ	 cos߮ଶ	 cosߔ                      (3.5) 
݃ଶଷ ൌ cos߮ଶ	 cosߔ 
݃ଷଵ ൌ sin߮ଵ	 sinߔ 
݃ଷଶ ൌ െcos߮ଵ	 sinߔ 
݃ଷଷ ൌ cosߔ 
 
Figure 3.10. Schematic of the rotation between the specimen and crystal axes 
through Euler angles φ1, Φ, φ2 [106]. 
3.7.2 Misorientation 
Crystallographic misorientation [107] defines the difference in the 
orientation of two individual crystallites, the orientations for each of which are 
expressed in relation to a common fixed reference frame. The misorientation is 
described through a misorientation matrix M12 constructed from the orientation 
matrices g1 and g2 of the two crystallites as follows: 
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ࡹ૚૛ ൌ ࢍ૛ࢍ૚ି૚ ൌ ൥
ܽଵଵ ܽଵଶ ܽଵଷܽଶଵ ܽଶଶ ܽଶଷܽଷଵ ܽଷଶ ܽଷଷ
൩      (3.6) 
From this matrix, it is then possible to extract a common misorientation axis vector 
[u,v,w], around which one of the crystallites can rotate about a particular angle (θ) 
to coincidence with the other one. Such pair of misorientation angle/axis is derived 
as follows [107]: 
ߠ ൌ ܽݎܿ cosሺሺܽଵଵ ൅ܽଶଶ ൅ ܽଷଷ െ 1ሻ/2ሻ     (3.7) 
ሾݑ, ݒ, ݓሿ ൌ ሾሺܽଶଷ െ ܽଷଶሻ, ሺܽଷଵ െ ܽଵଷሻ, ሺܽଵଶ െ ܽଶଵሻሿ      (3.8) 
In this context, the minimum rotation angle between the lattices with the 
misorientation axis located in the standard stereographic triangle is expressed as 
“disorientation”. To find the smallest rotation angle, the crystal symmetry operator 
matrices should be applied to each of the orientation matrices during the calculation 
of misorientation [106] as follows: 
ࡹ૚૛ ൌ ሺࢀ࢏ࢍ૛ሻሺࢍ૚ࢀ࢏ሻିଵ      (3.9) 
3.7.3 Stereographic projection and pole figures 
The most common approach to represent the crystal lattice planes and 
directions in two dimensions is to use a stereographic projection. Figure 3.11 
schematically shows how a stereographic projection is constructed [108]. A crystal 
is positioned in the centre of the projection sphere and normals to different crystal 
lattice planes, or lattice directions, are extended till they intersect the projection 
sphere. The intersections are then projected back to the south pole (001ത) of the 
sphere. The point where a projection line intersects the equatorial plane represents 
the corresponding plane normal (or crystal direction). Crystal planes project as great 
circles in the stereographic projection (see Fig. 3.11). 
A convenient method to represent the orientation relationship between the 
crystal and the sample coordinate system is through a direct or an inverse pole figure 
[108]. The direct pole figure (Fig. 3.12) designates the crystal orientation with 
respect to the sample axes. The pole figure is actually a stereographic projection for 
the sample axes, in which the crystal orientation is visualised using a particular set 
of lattice plane normals or directions. In order to conveniently represent an 
orientation, a <100> pole figure can be created using the lattice vectors [100], [010] 
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and [001] expressed in the sample coordinate vectors X, Y, Z, represented by the 
rows in the related orientation matrix. Conversely, the inverse pole figure (Fig. 
3.13) expresses the orientation of an individual sample axis with respect to the 
crystal lattice coordinate system. The coordinates of the sample axis vectors X 
(RD), Y (TD) and Z (ND) in the crystal lattice coordinate system [100], [010] and 
[001] can be obtained using the first, second and third column, respectively, in the 
associated orientation matrix. It is common to reduce the above vectors to the 
standard stereographic triangle (Fig. 3.13).  
 
 
Figure 3.11. (a) The stereographic projection construction (see the text for 
details). (b) The standard stereographic projection of a cubic crystal on the (001) 
plane. 
 
(a) 
(b) 
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Figure 3.12. (a) A cubic crystal embedded in a rolled plate. (b) The construction 
of a corresponding <100> pole figure shown in (c) [109]. 
 
Figure 3.13. Construction of the inverse pole figures for a cubic crystal [110]. 
3.7.4 Schmid factor analysis 
The Schmid factor, m, identifies the amount of shear stress exerted on a 
particular slip system, by resolving the macroscopically applied force along the slip 
direction and the slip plane normal (Fig. 3.14). In uniaxial deformation the Schmid 
factor can be described as [111]: 
݉ ൌ ܿ݋ݏ	ߔ cos λ     (3.10) 
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where ϕ and λ are the angles between the macroscopic force vector and the slip 
plane normal and the slip direction, respectively.  
In the current study, the Schmid factor values for different slip systems 
corresponding to {111} slip planes were calculated for those microband (MB) 
boundaries, which were crystallographic (i.e., their traces were aligned close to a 
{111} slip plane). To calculate such values for all the 12 possible <110> {111} 
systems using the EBSD data, the concrete indices of the slip plane normals and 
slip directions, associated with {111} poles in a {111} pole figure for a given 
orientation, together with the indices of the loading axis, need to be determined. 
The procedure used in the present work is illustrated in Fig. 3.15. 
 
 
Figure 3.14. Schematic diagram for calculating the Schmid factor for a slip 
system in a crystal subjected to uniaxial tension. 
Initially, the Euler angles associated with the crystallite orientations A and 
B across a MB boundary segment, obtained from EBSD maps (Fig. 3.15a), are 
converted to the corresponding orientation matrices gA and gB using Eq. (3.5), Fig. 
3.15b. The misorientation matrix MAB can, in turn, be constructed using Eq. (3.6) 
and the misorientation vector MA (angle/axis pair) for the MB boundary can be 
determined from the matrix using Eqs. (3.7) and (3.8). It is to be highlighted that 
the MAB matrix is a coordinate transformation (i.e. passive rotation), transforming 
vector coordinates from the crystal lattice basis A to B, opposite to the active 
rotation utilized in the EBSD software resulting in the opposite misorientation axis 
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vector. The oriented stereographic projection (containing {100}, {110} and {111} 
poles and the {111} large circles) is then constructed for each orientation on the 
basis of the orientation matrix columns, representing the sample (EBSD map) axis 
vectors X, Y (compression axis, CA) and Z (see Fig. 3.15b) expressed in the crystal 
lattice coordinates (Fig. 3.15c). This is done using the Carine Crystallography 
software. The misorientation axis vector corresponding to the selected MB 
boundary segment is also plotted on the oriented stereographic projection (marked 
by the blue circle in Fig. 3.15c).  
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 3.15. Determination of the Schmid factors for the individual slip systems 
based on the EBSD map data. (a) EBSD map, (b) Corresponding orientation 
matrices and the misorientation matrix, (c) Oriented stereographic projection, and 
(d) Schmid factor values. 
From the above projection it is then possible, for each selected orientation, 
to assign both the slip system components and the CA direction their concrete 
crystallographic indices (see Fig. 3.15c) and to calculate the Schmid factor values 
for all the available slip systems using Eq. (3.10) (Fig. 3.15d). Furthermore, from 
an inspection of the oriented stereographic projection in relation to the EBSD map 
it is possible to identify the concrete slip plane aligned closest to the MB boundary 
(111)  (‐1‐11) (1‐1‐1) (1‐11) 
[0‐11]  [10‐1]  [1‐10]  [0‐11] [101] [1‐10] [0‐11] [101] [‐1‐10] [0‐1‐1]  [10‐1]  [‐1‐10]
0.04  0.32  0.36  0.08 0.32 0.4 0.07 0.46 0.4 0.11  0.47  0.36
0.72  0.8 0.93 0.94 
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segment (indicated by the red circle in Fig. 3.15c) and, thus, the Schmid factors of 
the slip systems associated with this plane. 
3.7.5 Grain boundary (interphase) character distribution 
Five independent parameters (degrees of freedom) are needed to 
characterize a grain boundary (interface) in a polycrystal. Three of these define the 
lattice misorientation between adjacent grains, which are usually presented as Euler 
angles (φ1, Φ, φ2) or a rotation angle across a specified axis (θ/[uvw]). These 
parameters are readily obtained through the conventional EBSD analysis. The other 
two parameters are associated with the internal planes including the trace and 
inclination of the boundary plane. The latter, which cannot be obtained by 2-D 
EBSD, was measured through a new stereological method that has been developed 
at Carnegie Mellon University by Rohrer et al. [15]. This method makes it possible 
to statistically assess the planes distribution from single section EBSD 
measurements. 
In a 2D EBSD, the intersection of a boundary plane with the sample surface 
constitutes a boundary trace. Knowing the crystal orientation in either side of the 
boundary, the trace can be transformed to the bicrystal stereographic projection. For 
any trace, the plane should be located in the zone of the trace so it would be one of 
an infinite number of the planes whose normals lie perpendicular to the line 
segment. The above plane normals would constitute a great circle perpendicular to 
the line segment in the stereographic projection. Once these great circles are 
constructed for multiple segments, say with the same misorientation, they will 
intersect on a specific plane normal if there is a unique correct habit plane for that 
misorientation (Fig. 3.16). Concurrently, the incorrect planes are observed less 
frequently and can therefore be eliminated through a background subtraction. The 
above method requires measurement of a considerable amount of boundary 
segments (e.g., 50,000 boundary traces for cubic structures [15]) to yield a 
satisfying resolution. The boundary character distribution is then fully characterized 
by the lattice misorientation and boundary plane orientation. This quantity is 
usually measured in multiples of a random distribution (MRD), where an MRD 
higher than one means that such plane is observed more frequently than expected 
in a random distribution. 
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Figure 3.16. A schematic of the method used to measure the boundary plane 
using 2-D EBSD analysis. a) a typical grain boundary (GB) in an EBSD analysis, 
b) the possible planes for a grain boundary, c) transformation of all possible 
planes to a great circle in stereogram, d) intersections of possible planes for two 
boundaries and e) intersections of possible planes for three boundaries [112]. 
3.8 TEM 
3.8.1 Sample preparation 
High care was taken during the preparation of TEM thin foils to keep them 
flat and avoid bending during different steps of their preparation. Initially, slices 
with a thickness of ~400 μm were cut parallel to the compression axis of the 
deformed sample using an Accutom Struers cutting machine at a feed speed of 
0.015 to minimize the damage beneath the cutting surface. The slices were thinned 
to ~120 μm through successive grinding using 600 and 1200 grit SiC papers. During 
grinding, a very low pressure was exerted to ensure parallel surfaces and avoid the 
introduction of dislocations into the slices. The CA direction was marked on the 
120 μm thick samples by a permanent marker using several parallel lines so that the 
deformation direction was detectable on the 3 mm punched discs. These discs were 
punched from the middle of the thin slices with a Gatan high-precision punch. CA 
was indicated on each disc using a pair of tiny scratches on its extreme edges. This 
would permanently identify the direction of compression. The discs were then 
thinned to ~70 μm through slight manual grinding using 4000 grade papers. Slices 
were then carefully cleaned using acetone followed by ethanol. The thin disks were 
subsequently electro-polished in a Struers Tenupol-5 twin-jet electro-polisher with 
a solution containing 5% perchloric acid and 95% methanol at a temperature of 
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about -30 °C at a voltage of 20 V. The electro-polished foils were then quickly 
cleaned in methanol to avoid possible etching. 
3.8.2 TEM technique 
Transmission electron microscopy (TEM) is one of the most powerful 
techniques for characterization of the internal structure of the material especially 
when the feature of interest is of a sub-micron size [113-117]. The present work 
made use of a JEOL JEM 2100F TEM microscope functioned at 200 kV, which 
was equipped with a Gatan Orius SC1000 fast-acquisition high-resolution (11 
Mega-pixel) camera. A double tilt (DT) holder was used in the present TEM studies. 
The thin foil was placed in the DT holder in such a way that the pair of scratches 
on its rim, indicative of the CA direction, was aligned alongside the main (X) 
goniometer tilt axis. This made it possible to identify the macroscopic orientation 
of the specimen during the TEM analysis. In the current work, various imaging and 
diffraction techniques were employed to characterize the microstructure. The 
fundamentals of TEM and main techniques used in this study are briefly described 
below. 
Fig. 3.17 shows the diagram for the electron beam in TEM comprising 
diffraction and imaging modes. The electron gun acts as a source of illumination, 
emitting electrons and accelerating them through an applied voltage. The electrons 
produced by the gun form the beam cross-over and then pass into the illumination 
system. The illumination system is composed of two or three condenser lenses 
which produce either a parallel or focused beam needed for the imaging and 
diffraction. Conventionally, the TEM analysis is performed using the electron beam 
in the parallel mode, which provides the best diffraction pattern and image quality. 
As a result of the interaction between the electron beam coming from the 
illumination system and the specimen, elastically scattered electrons are created 
which form an array of diffracted beams. Before arriving at the viewing screen, the 
electron beam passes through the imaging lens system that comprises the objective, 
intermediate and projector lenses. The objective lens reconstructs the electrons 
emerging from the exit surface of the specimen in a form of a diffraction pattern in 
the back focal plane and an image in the image plane. The magnified image or 
diffraction patterns are then transferred by the intermediate and projector lenses 
onto the viewing screen (Fig.3.17). 
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Figure 3.17. Schematic ray diagram of the image mode, projecting the image 
onto the screen, and the diffraction mode, projecting the diffraction pattern onto 
the viewing screen. It should be noted that this is a highly simplified diagram. 
Modern TEM columns have many more lenses in their imaging systems [108]. 
3.8.3 Electron diffraction 
The electron diffraction in TEM can be conveniently described by a concept 
of the reciprocal lattice and Ewald sphere (Fig. 3.18) [113-117]. The reciprocal 
lattice consists of points, each associated with a system of (hkl) planes having an 
interplanar spacing of dhkl, with a distance of |ghkl| = 1/dhkl from the origin along the 
vector ghkl normal to the (hkl) plane. The Ewald sphere having a radius of 1/λ, which 
is equal to the length of both incident wave vector k0 and diffracted wave vector k, 
is constructed in the reciprocal space. It is centred at the specimen location where 
the diffraction occurs. The reciprocal lattice origin is placed at the intersection point 
between the Ewald sphere and the incident wave vector k0. The Bragg law is 
satisfied and diffraction takes place once the vector ghkl of the reciprocal lattice 
intersects the Ewald sphere and the condition ghkl = k – k0 is fulfilled. The Ewald 
sphere is relatively flat and the reciprocal lattice points elongate normal to the foil 
plane. Thus, various reciprocal lattice points might be intersected by the sphere 
simultaneously constructing a diffraction pattern. It is then possible to alter a 
diffraction pattern from a two-beam condition to a symmetrical zone-axis pattern 
through tilting the foil (crystal), and accordingly the associated reciprocal lattice. 
Bragg angles are generally very small and, thus, the diffracting {hkl} lattice planes 
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lie essentially normal to the TEM viewing screen. When the diffracting planes are 
arranged in such a way that they intersect in a common lattice vector [uvw], which 
is anti-parallel to the incident beam, a so called “zone-axis” pattern is formed (Fig. 
3.19). The diffraction pattern provides information about the crystal lattice and 
orientation relationship between crystals [117].  
 
Figure 3.18. Formation of the reciprocal lattice and its relation with the Ewald 
sphere [117]. 
 
Figure 3.19. Schematic showing the diffracting planes intersecting in a common 
zone axis and the corresponding diffraction pattern [117]. 
3.8.4 Kikuchi lines 
When the incident electron beam interacts with the atoms within the sample, 
a cloud of inelastically scattered electrons is created, which results in an overall, 
rather faint, background intensity in a diffraction pattern (Fig. 3.20) [113]. Such 
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electrons undergo coherent diffraction once they interact with an appropriate set of 
reflection planes fulfilling the Bragg law. As the inelastic scattering occurs in all 
directions, the locations of the elastically scattered electrons constitute cones with 
semi-vertex angles (90°-θ) at the opposite sides of the reflecting plane (Fig. 3.20). 
When the cones intersect the viewing screen, they form hyperbolae that resemble 
two parallel lines bisected by the reflecting plane trace. Such pairs of parallel lines 
are called Kikuchi lines. The beams, which were initially located closer to the TEM 
optical axis (the incident beam), and therefore were stronger, are scattered more 
from this axis than their weaker counterparts (see Fig. 3.20). As the intensity of 
background diminishes with increasing distance from the optical axis, an excess 
(brighter than the background) and deficiency (dimmer than the background) 
Kikuchi lines are produced (Fig. 3.21). Two conditions need to be satisfied so that 
these Kikuchi lines are observed. The specimen needs to be sufficiently thick to 
generate adequate inelastic scattering. In addition, the crystal should be close to 
perfect. The exact orientation of the crystal in relation to incoming electron beam 
can be determined from the Kikuchi line patterns. Kikuchi lines can also act as a 
“guide” for the specimen tilting and setting two-beam diffraction conditions as well 
as symmetrical zone axes.  
 
 
Figure 3.20. Diagram of the intensity distribution of inelastically scattered 
electrons (a) and the reflection of these electrons by crystal planes to form 
diffracted cones giving rise to Kikuchi lines (b) [113]. 
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Figure 3.21. Experimental Kikuchi map for fcc crystals (a) and indexed Kikuchi 
lines in the corresponding schematic map (b) [108]. 
3.8.5 Convergent beam electron diffraction 
Selected area diffraction (SAD) is performed by using parallel illumination, 
which ensures the formation of sharp diffraction spots. By contrast, the convergent 
beam electron diffraction (CBED) uses the conical illumination where the beam 
converges (i.e., is focused) in a spot on the specimen. As illustrated in Figure 3.22, 
the appearance of a CBED pattern depends upon the beam convergence angle that 
is mainly controlled by a size of the condenser aperture [108]. Small angles generate 
“nanobeam” disc patterns. Medium convergence angles provide CBED large disc 
patterns, also termed “Kossel-Möllenstedt” (K-M) patterns, which contain 3D 
information. Large angles result in “Kossel” patterns with overlapping discs and 
noticeable Kikuchi lines. The advanced TEM instruments are able to create a very 
small (nano-meter sized) focused beam with a convergence semi-angle α>10 mrads 
to obtain high-precision localised crystallographic and elemental information. 
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Figure 3.22. Ray diagrams (a-c) showing how increasing the second condenser 
aperture size causes the CBED patterns (d-f) to change from ones in which 
individual disks are resolved (KM patterns) to ones in which all the disks overlap 
(Kossel patterns) [108]. 
3.8.6 TEM imaging 
SAD pattern can serve as a useful guide to perform two most basic imaging 
operations in the TEM [108,113-117]. SAD pattern contains one very intense spot 
that represents the direct incident beam and several diffracted beams. If the 
objective aperture is inserted and adjusted so that it allows passing only the incident 
beam and blocks the diffracted beams, the resultant image is called a bright-field 
(BF) image (Fig. 3.23a). When the objective aperture at the back focal plane of the 
objective lens selects a diffracted beam, the resultant image is called a dark-field 
(DF) image. A non-centered DF image is obtained by moving the objective aperture 
away from the optic axis and centring it around the selected diffracted beam (Fig. 
3.23b). Conversely, a centered DF (CDF) image is obtained by tilting one of the 
diffracted beams so that it coincides with the optic axis and placing the objective 
aperture around it (Fig. 3.23c). In order to obtain well-defined diffraction contrast, 
which is particularly useful for the study of crystal defects, two-beam diffraction 
conditions are typically used that are achieved by tilting the specimen so that 
diffraction pattern consists of only the incident beam and one strong diffracted 
beam [108,113-117]. 
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Figure 3.23. Ray diagrams showing how the objective lens and objective aperture 
are used in combination to produce: (a) A BF image formed from the direct 
electron beam. (b) A displaced-aperture DF image formed with a specific off-
axis scattered beam. (c) A CDF image where the incident beam is tilted so that 
the scattered beam becomes parallel to the optic axis. The area of the diffraction 
pattern selected by the objective aperture, as seen on the viewing screen, is shown 
below each ray diagram [108]. 
3.8.7 Dislocation burgers and line vector determination 
Lattice defects are generally visible due to the interaction between the 
associated strain fields and the electron beam [113-117]. The strain field of a 
dislocation is characterized by the corresponding Burgers vector b. If we form an 
image with a g reflection strongly excited and gb = 0, then the (pure screw) 
dislocation is out of contrast (i.e., it is “invisible”) in both BF and DF [113-117]. 
This condition is termed the invisibility criterion. Determination of Burgers vectors 
can thus be performed using the above invisibility criterion after tilting to a series 
of two-beam Bragg conditions [108]. It should be noted that if we identify two 
reflections g1 and g2 for which gb = 0, then g1g2 is parallel to b. Figure 3.24 
illustrates an example of the Burgers vector determination for the dislocations 
comprising tangled dislocation cells found in the interior of Cube grains in the hot 
deformed Ni-30%Fe austenitic alloy [118].  
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 Although the tangled cell boundaries were generally quite complex, they 
were locally dominated by two sets of approximately parallel straight dislocation 
lines that were perpendicular to each other. Determination of the corresponding 
Burgers vectors was performed using the gb = 0 invisibility criterion after tilting 
to a series of two-beam Bragg conditions around the [01ത0] zone axis. As shown in 
Fig. 3.24b and c, both sets of dislocations were visible when imaged using the (002) 
and (200) reflections (the same applied for {402} reflections accessible from the 
[01ത0] zone), while only the set of dislocation lines parallel to [101] was visible 
when imaged using the (202) reflection (Fig. 3.24d) and only the other set of lines 
parallel to [101ത] was visible when using the (202ത) reflection (Fig. 3.24e). From the 
above analysis it followed that the dislocations studied were of a pure screw 
character with the Burgers vectors a/2[101] and a/2[101ത] and situated in the ED–
ND plane, which was aligned along (010) for the ideal Cube orientation.  
 
Figure 3.24. TEM bright-field micrographs of the dislocation cell structure 
within a Cube grain of a Ni-30%Fe austenitic alloy subjected to plane strain 
compression at 800 C to a strain of 0.5. The beam direction is close to [01ത0]. (a) 
Detailed view of dislocation cells. (b)–(e) Series of micrographs obtained using 
different diffraction vectors allowing the Burgers vector to be determined (see 
the text for details). As marked on the micrographs, the diffraction vectors g used 
are (a), (b) (002), (c) (200), (d) (202) and (e) (202ത). ED and ND indicate the 
extension and compression plane normal directions, respectively. After Taylor et 
al. [118]. 
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Indices of dislocation line vectors in the crystal lattice coordinates can be 
determined using the stereographic projection, in conjunction with crystallographic 
computations [113-117]. At least one large tilt leading to a noticeable rotation of 
the dislocation line trace from its original position is required. The actual tilting 
path needs to be carefully followed. Crystal lattice indices of the normal to the large 
circle containing the trace, representing the locus of all possible dislocation line 
vectors, need to be determined for each tilt. The vector product of any two such 
normals gives the vector, expressed in the crystal lattice coordinates, representing 
the dislocation line.  
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CHAPTER 4 
EFFECT OF FERRITE-TO-AUSTENITE PHASE TRANSFORMATION 
PATH ON THE INTERFACE CRYSTALLOGRAPHIC 
CHARACTERISTICS IN A DUPLEX STAINLESS STEEL 
4.1 Introduction 
Duplex stainless steel undergoes ferrite-to-austenite transformation during 
cooling from high temperatures. This would make it an ideal model alloy to study 
ferrite -to- austenite phase transformation, and in particular, to elucidate how 
transformation path would affect the microstructure and the characteristics of the 
interfaces formed. Furthermore, from a practical point of view, it has been reported 
that the austenite-ferrite and austenite-austenite interface characteristics, which are 
largely controlled by the phase transformation path, extensively influence the 
micro-deformation [85], restoration [5], superplasticity [91], and precipitation 
behaviour [100] of this type of steels.  
To comprehensively study the interface/boundary between two adjacent 
crystals, five independent crystallographic parameters are needed, three defining 
the lattice misorientation and two describing the plane orientation [15]. Recent 
developments in coupling conventional EBSD data with stereological analysis have 
made it possible to statistically measure all parameters of the interfaces in different 
polycrystalline materials [15]. This approach was successfully implemented for a 
wide range of single [66-70, 73, 76, 77, 84, 112] and two-phase microstructures 
[64,119]. The aim of this chapter is to examine the effect of phase transformation 
mechanisms on the characteristics of interfaces formed through ferrite -to- austenite 
transformation in a duplex stainless steel using automated stereographic analysis 
approach. The main motivation is to gain an insight into how the transformation 
mechanism controls the characteristics of austenite-austenite and austenite-ferrite 
interfaces, which would ultimately enable one to design an optimum microstructure 
for the property of interest. 
4.2 Experimental 
Three duplex stainless steel pieces with the size of ~10 × 10 × 20 mm3 were 
cut from the hot-rolled plate and reheated to 1370 °C in a muffle furnace in an argon 
protective atmosphere. The three samples were isothermally held for 40 min at this 
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temperature to obtain a fully delta ferritic microstructure through austenite-to-
ferrite transformation. The samples were then subjected to different cooling 
schedules. One specimen was slowly furnace-cooled from 1370 °C to 970 °C within 
48 hr (with a mean cooling rate of ~0.002 °C/s). This specimen was then 
immediately water-quenched from 970 °C to avoid the precipitation of deleterious 
phases (e.g., sigma, Chi and CrN), which have been reported to form at 
temperatures below 950 °C [1]. Such heat treatment resulted in a two-phase 
microstructure, consisting of an equiaxed austenite and delta ferrite. The latter is 
called ferrite hereafter. Another specimen was air-cooled from 1370 °C to room 
temperature. A Widmanstätten-like austenite was partially formed from parent 
ferrite as a result of a high cooling rate during air-cooling. These heat treatment 
routes resulted in an almost similar volume fraction of austenite (i.e. ~48%). 
Another specimen was immediately water-quenched from 1370 °C. The two-phase 
microstructures containing equiaxed and Widmanstätten austenite were subjected 
to a detailed microstructural study and will be referred to as “microstructure E” and 
“microstructure W”, respectively, throughout the text. The energy dispersive 
spectroscopy (EDS) analysis was performed to measure the chemical composition 
of the constituent phases in the above two microstructure types, using JEOL JSM 
7800F FEG-SEM equipped with Oxford X-max 50 mm2 EDS detector, operated at 
20 kV.  
To characterize the interfaces/grain boundaries in different conditions, the 
electron backscatter diffraction (EBSD) measurements were performed on the 
RD/ND section of the samples. The samples were mechanically polished up to 0.3 
micron oxide polishing suspensions (OPS). For different microstructures, several 
EBSD scans were acquired using an FEI Quanta 3-D FEG SEM functioning at 20 
kV, 8 nA with a working distance of ~12 mm. Totally, an area of ~60 mm2 was 
scanned for both microstructures to ensure statistically representative data for a 
further interface plane character distribution analysis. The step size was 1 μm and 
the grid was assigned as hexagonal. The average confidence index was at least 0.70 
for all the EBSD maps.  
Once the maps were collected, they were subjected to several cleaning 
routines. At first, they were subjected to an iteration grain dilation routine with a 5 
pixels grain size minimum to remove spurious pixels. Subsequently, a single 
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average orientation was assigned to each individual grain using 5 degrees of 
tolerance angle. Finally, each curved grain boundary connecting two triple points 
was divided into linear segments with a boundary deviation limit of 2 pixels (i.e., 2 
μm) using the approach proposed by Wright and Larsen [120]. As the 
microstructures consisted of two different phases, the reconstructed 
boundaries/interfaces were classified into three categories including ferrite/ferrite, 
ferrite/austenite and austenite/austenite. Further analysis was carried out on each of 
these interfaces to determine the interface plane character distribution using a 
modified automated stereological procedure discussed in detail elsewhere [15,119]. 
The austenite/ferrite interfaces were treated differently due to the presence of two 
distinct phases at either side of the interface. Here, the interface plane character 
distribution for each phase was separately calculated, representing the austenite and 
ferrite habit planes [15]. 
 
4.3 Results 
4.3.1 Microstructure and texture evolution 
The materials in the as-received condition exhibited a ~50-50 austenite/ferrite 
microstructure, in which both phases were elongated along the rolling direction 
(Fig. 4.1). Ferrite displayed a sharp {001}<110> rotated cube texture with a 
maximum of ~11.5 times random intensity (Fig. 4.2a). Austenite showed a 
crystallographic texture, comprising {001}<100> Cube, {011}<211> Brass, 
{112}<111> Copper and {011}<100> Goss components, with ~3.3 times random 
maximum intensity (Fig. 4.2b). These texture components have been typically 
reported for single-phase austenitic and ferritic steels during hot rolling [121]. The 
Goss component in austenite could also be related to the hot deformation, which 
ends in extra shear strain, particularly adjacent to the rolling surface [122]. 
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Figure 4.1. EBSD maps showing the microstructure of the as-received (hot-
rolled) duplex stainless steel. (a) Band contrast map. The dark grey and light grey 
areas represent austenite and ferrite, respectively. The red and blue lines are Ʃ3 
and Ʃ9 CSL boundaries, respectively. RD and ND represent rolling and normal 
directions, respectively. (b) An EBSD map coloured according to the inverse pole 
figure inset for the transverse direction. The inset shows the corresponding colour 
key. 
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Figure 4.2. Orientation distribution of (a) ferrite and (b) austenite phases in the 
as-received condition.  {001} <110>;  {001} <100>;  {011} <211>;            
{011} <100>; ●{112}<111>. 
Different morphologies of austenite were observed during ferrite-to-austenite 
transformation under different cooling rates. The microstructure of the sample 
subjected to reheating to 1370 °C and holding for 40 min followed by rapid water-
quenching revealed very coarse ferrite grains along with ~12% fine austenite 
particles scattered throughout the microstructure (Fig. 4.3). The austenite was 
observed as both continuous films on the ferrite grain boundaries and dispersed fine 
irregular-shaped particles in the ferrite grain interiors. In the presence of both 
austenite and ferrite, very limited grain growth would be expected during annealing 
of duplex stainless steel due to the mutual restriction of growth exerted by one phase 
on the other. In this context, the evidence for significant ferrite grain growth in Fig. 
4.3 suggests that the initial austenite was mostly dissolved during the reheating 
treatment and the austenite particles were largely formed during water-quenching. 
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The formation of austenite at such a high cooling rate is not surprising as the 
presence of nitrogen promotes the formation of austenite in this grade of duplex 
steel, even at a very fast quenching rate [123]. The dissolution of austenite and 
austenite precipitation during quenching has been recently studied in detail by a 
combination of computational thermodynamic tools and in-situ neutron scattering 
approach [124]. 
 
Figure 4.3. EBSD map, in the band contrast colouring, showing the 
microstructure of the duplex stainless steel after holding at 1370 °C for 40 min 
followed by water quenching. The dark grey and light grey areas represent 
austenite and ferrite, respectively. RD and ND represent rolling and normal 
directions, respectively. 
Slow cooling in the furnace to 970 °C followed by water-quenching yielded 
microstructure E with an equiaxed austenite (Fig. 4.4 and 4.5), while air-cooling 
resulted in microstructure W with austenite having a Widmanstätten-like 
morphology (Figs. 4.6 and 4.7). No sigma and/or any other intermetallic phases 
were formed in either microstructure. Equiaxed austenite grains were observed 
mostly at the ferrite-ferrite grain boundaries growing towards either side of these 
boundaries. Widmanstätten austenite grains were detected at both ferrite grain 
interiors and ferrite-ferrite grain boundaries. Those nucleated at the ferrite-ferrite 
grain boundaries grew along these boundaries forming a thin layer on either side of 
the boundary, hereafter called allotriomorphic austenite (shown by the arrows in 
Figure 4.6). Small protrusions also appeared on the most of the allotriomorph 
austenite layers, forming a finger-like austenite morphology (Figure 4.6). The plate-
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like Widmanstätten austenite morphology was also frequently observed, which 
nucleated either on the prior ferrite grain boundaries or intragranularly (Figure 4.6).  
 
Figure 4.4. EBSD maps showing microstructure E obtained after annealing at 
1370 °C followed by slow cooling to 970 °C and water quench. (a) Band contrast 
map. The dark grey and light grey areas represent austenite and ferrite, 
respectively. The red and blue lines are Ʃ3 and Ʃ9 CSL boundaries, respectively. 
RD and ND represent rolling and normal directions, respectively. (b) An EBSD 
map coloured according to the inverse pole figure inset for the transverse 
direction. The inset shows the corresponding colour key. 
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Figure 4.5. The orientation distribution of (a) ferrite and (b) austenite phases for 
microstructure E obtained after annealing at 1370 °C followed by slow cooling 
to 970 °C and water quench.  {001} <110>;  {001} <100>;  {011} <211>; 
 {011} <100>; ●{112}<111>. 
As expected, the ferrite texture in both the microstructures studied showed 
similar characteristics to the as-received condition, comprising a strong rotated cube 
{001}<110> component (Figs. 4.2,4.5,4.7). The maximum intensity was ~15.6 and 
~17.9 times random for microstructures E and W, respectively. This is similar to 
the texture of ferrite in the as-received condition, though it was significantly 
strengthened. Such a texture sharpening may be attributed to the recovery and 
growth of ferrite grains taking place at 1370 °C [125]. Despite distinct phase 
transformation paths, austenite with both Widmanstätten and equiaxed 
morphologies displayed a very similar texture to the as-received condition, being 
composed of Cube, Brass, Copper and Goss components (Figs. 4.2,4.5,4.7). The 
maximum intensity was 4.2 and 1.9 times random for the Widmanstätten and 
equiaxed austenite grains, respectively. This can be mostly attributed to a “texture 
memory effect”, implying that the final austenite texture associated with a 
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preferential orientation relationship through phase transformation was inherited 
from the texture of the initial austenite at the as-received condition [126]. In fact, 
the original austenite texture is recreated with no loss in sharpness during austenite 
to ferrite to austenite transformations. In addition, the preservation of the as-
received austenite texture may also suggest that the austenite has not been fully 
dissolved during holding at 1370 °C for 40 min. As a result, the 
remaining/undissolved austenite particles would grow during subsequent cooling, 
with limited nucleation of new austenite grains, governing the overall texture. 
 
Figure 4.6. (a) EBSD maps showing microstructure W obtained after annealing 
at 1370 °C followed by air cooling. The dark grey and light grey areas represent 
austenite and ferrite, respectively. The red and blue lines are Ʃ3 and Ʃ9 CSL 
boundaries, respectively. RD and ND represent rolling and normal directions, 
respectively. (b) An EBSD map coloured according to the inverse pole figure 
inset. Examples of allotriomorphic austenite are indicated by the white arrows, 
finger-like austenite protrusions are denoted by the black arrows and an example 
of intragranular elongated austenite is marked by the yellow arrow. 
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Figure 4.7. The orientation distribution of (a) ferrite and (b) austenite phases for 
microstructure W obtained after annealing at 1370 °C followed by air cooling.  
{001} <110>;  {001} <100>;  {011} <211>;  {011} <100>; ●{112}<111>.
4.3.2 The characteristics of interfaces 
The overall misorientation angle distribution showed distinct characteristics for 
microstructures E and W formed through different cooling rates from the ferrite 
region. For both microstructures, a broad distribution was observed in a range of 10 
to 60°, having a sharp peak at ~60° and a relatively broad peak at around ~44° (Figs. 
4.8a and d). The intensity of the peak at 60° was higher in microstructure E, while 
the peak at 44° was more pronounced in microstructure W. To study the interfaces 
in more detail, they were categorized into three sets, namely austenite-ferrite, 
austenite-austenite and ferrite-ferrite interfaces. For both the microstructures 
studied, the most populated boundaries were ferrite-austenite interfaces followed 
by austenite-austenite and ferrite-ferrite interfaces (Table 4.1).  
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Fig 4.8. Misorientation angle distribution for (a,d) all interfaces (including 
ferrite-ferrite, austenite-ferrite and austenite-austenite), (b,e) ferrite-ferrite, (c,f) 
austenite-ferrite boundaries for (a-c) microstructure E and (d-e) microstructure 
W. 
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Table 4.1. Number of segments for different interfaces formed in different 
microstructures. δ and γ represent ferrite and austenite phases, respectively. 
 
Microstructure 
Number 
of all 
interfaces 
δ/δ interfaces δ/γ interfaces γ/γ interfaces 
Number % Number % Number % 
Furnace cooled 92,279 2,381 2.6 66,251 71.8 23,647 25.6 
Air cooled 241,792 923 0.4 212,739 87.9 28,130 11.6 
 
For both microstructures, the ferrite-ferrite misorientation angle distribution did 
not have a specific trend and was very noisy (Figs. 4.8b and e). Indeed, most of the 
initial ferrite-ferrite boundaries were consumed by the nucleation of austenite 
grains. Therefore, further analysis was not carried out on ferrite-ferrite interfaces as 
only a limited number of boundaries were present.  
4.3.2.1 Austenite-ferrite interfaces 
The misorientation angle distribution for the austenite-ferrite interfaces for 
different microstructures was diverse (Fig. 4.8c,f). While microstructure E revealed 
a rather wide distribution in a range of 30-60°, the distribution for microstructure 
W was more concentrated at misorientation angles between 40 and 50°. Both 
distributions exhibited a peak at about 42-46°. This misorientation angle range 
overlaps well with the one expected for the well-known orientation relationship 
models (e.g., Kurdjumov-Sachs (K-S) [127], Nishiyama-Wasserman (N-W) [128], 
Greninger–Troiano (G–T) [129] and Pitsch (P) [130]), during body centred cubic 
(bcc) to face centred cubic (fcc) transformation (Table 2.3). The K-S and N-W ORs 
are the most versatile models developed for such phase transformation, which are 
apart by only 5.26°. The other proposed models (e.g., Pitsch and G-T) lie between 
the K-S and N-W ORs. For further analysis, the interfaces were classified as K-S, 
N-W and “other” interfaces considering a tolerance angle of 2°. It was found that 
there is a higher tendency towards K-S and N-W interfaces once the transformation 
(cooling) rate was increased. Microstructure E contained 31% and 8% K-S and N-
W boundaries, while microstructure W comprised 12% and 4% K-S and N-W 
interfaces, respectively.  
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Using the five-parameter boundary analysis approach, the interface boundary 
plane distributions for different lattice misorientations were measured (Fig. 4.9). It 
was found that for the K-S and N-W ORs, irrespective of the transformation path, 
austenite and ferrite tended to terminate on (111) and (110) planes, respectively. In 
the case of K-S OR, the intensity of (111) austenite planes and (110) ferrite planes 
was ~ 3.2 MRD and ~2.2 MRD, respectively, for both microstructures. For the N-
W OR, the intensity of distribution for both ferrite and austenite was relatively 
lower than in the case of the K-S OR, though both phases similarly terminated on 
(110) and (111) planes, respectively. For other OR, both austenite and ferrite 
interestingly exhibited a peak at the position of (111) plane, irrespective of the phase 
transformation path. The peak intensity for austenite and ferrite was 2.0 MRD and 
1.5 MRD in microstructure E compared with 2.1 MRD and 1.6 MRD in 
microstructure W, respectively (Fig. 4.9). 
  
  
  
Figure 4.9. Distribution of the austenite-ferrite interface boundary planes, 
expressed in the austenite and ferrite crystal lattice frames, for different 
orientation relationships of K-S, N-W and “others” in microstructure E and 
microstructure W. The colour scale represents multiples of a random distribution.
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The plane character distribution for all austenite-ferrite interfaces irrespective 
of misorientation was also plotted in Figure 4.10. The austenite had a peak at (111) 
position, similar to the ones observed for a specific OR, having ~2.2 MRD and ~2.4 
MRD for microstructure E and W, respectively. However, the ferrite exhibited 
multiple peaks at the positions of (110) and (111) planes for both transformation 
paths. The most intense peak occurred at (111) with an intensity of ~1.5 MRD, 
followed by a peak at (110) with an intensity of ~1.4 MRD in microstructure E. In 
contrast, the sharpest peak for microstructure W corresponded to (110) plane with 
1.6 MRD followed by a peak at (111) having an intensity of 1.4 MRD (Fig. 4.10). 
 
 
Figure 4.10. Distributions of the austenite-ferrite interface boundary planes 
expressed in the austenite (a,b) and ferrite (c,d) crystal lattice frames for 
microstructure E and W, respectively. The colour scale represents multiples of a 
random distribution. 
4.3.2.2 Austenite-austenite interfaces 
The misorientation angle distribution for the austenite-austenite boundaries 
showed a sharp peak at 60° for both the microstructures studied (Fig. 4.11). There 
was also a secondary minor peak at ~39°. The misorientation axes associated with 
these angles exhibited intensity maxima at the <111> and <110> positions, 
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respectively. Thus, the above peaks represent Σ3 and Σ9 boundaries, characterized 
by 60°/<111> and 39°/<110> misorientation angle/axis pairs, respectively. Σ3 twin 
boundaries were frequently observed in both the microstructures, their frequencies 
were higher in the equiaxed austenite compared with the Widmanstätten austenite 
microstructure. Σ9 boundaries were also evident in both austenite morphologies, 
which mostly formed through the intersection of two Σ3 boundaries (Figs. 4.4 and 
4.6). 
 
Figure 4.11. Misorientation angle/axis distribution for the austenite/austenite 
boundaries in (a) microstructure E and (b) microstructure W. The colour scale 
values are in MRD. (c,d) The population and length frequency of different types 
of austenite/austenite boundaries in the two microstructures studied. 
Ʃ3 boundaries within Brandon’s criterion [131] were compared with the ideal 
twin orientation and the ones within ±10° deviations from the ideal twin orientation 
were considered as coherent, while the rest were classified as incoherent. The 
transformation path (i.e., austenite characteristics/morphology) significantly 
influenced the extent of Σ3 coherence. The equiaxed austenite revealed a higher 
coherent Σ3 frequency in terms of both population and length compared with the 
Widmanstätten austenite microstructure (Figs. 4.11c-d). 
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Figure 4.12 demonstrates that the Σ3 grain boundary character distribution 
exhibited a sharp peak at (111) orientation with a pure twist character for both phase 
transformation paths, though the intensity was much greater for the equiaxed 
austenite (i.e., ~3200 MRD) compared with the Widmanstätten austenite 
microstructure (i.e., ~2500 MRD). This is a typical characteristic for Σ3 boundaries, 
observed in single-phase fcc materials [66,67,77]. The distribution of Σ9 grain 
boundary planes was also similar for both microstructures, terminating on planes 
distributed along the tilt boundaries position. This is in line with the previous 
studies on single-phase fcc materials [66,67,77]. 
Figure 4.12. Austenite-austenite grain boundary character distribution in 
microstructures E and W at the fixed misorientations of 60°/[111] and 
38.9°/[110] , plotted in the [001] stereographic projection. The squares and circles 
represent the positions of symmetric tilt and pure twist boundaries, respectively. 
The colour scale values are in MRD. 
Apart from the peaks at 39° and 60°, there were some austenite-austenite 
boundaries with much less population, which mostly formed once two growing 
austenite particles with distinct orientations intersect. For the sake of simplicity, it 
was assumed that the ferrite to austenite transformation follows the K-S OR. For a 
particular ferrite grain, 24 crystallographically equivalent K-S oriented austenite 
variants/orientations can be formed. The variants of K-S orientation relationship are 
given in Table 2.5. Due to crystal symmetry, some of these inter-variant interfaces 
are identical, therefore, 23 is reduced to only 16 distinct misorientation angle-axis 
pairs [112]. 
Figure 4.13 shows the frequency of different austenite-austenite inter-variants 
formed through different transformation paths. For comparison, the theoretical 
inter-variant boundary frequency is also plotted, assuming that all variants are 
87 | P a g e  
 
formed with equal statistical probability during the ferrite to austenite phase 
transformation (i.e., no variant selection).  
In general, the inter-variant austenite/austenite boundary distributions for both 
the microstructures were significantly different from the theoretical condition. This 
may suggest that the variant selection, to some extent, took place in both of the 
phase transformation paths. This was mostly associated with the presence of a high 
fraction of Σ3 boundaries (i.e., V1-V2) in both microstructures, which formed either 
during an early stage of austenite nuclei growth and/or through the intersection of 
two distinct growing austenite variants. The frequency of other inter-variant 
boundaries was significantly lower than what is expected theoretically, though V1-
V4 and V1-V8 boundaries revealed relatively higher populations among them in 
both microstructures. It is worth mentioning that ferrite was not fully transformed 
to austenite, which significantly limited the impingement of different austenite 
variants, resulting in the deviation of inter-variant boundary fractions from the ideal 
condition. 
Figure 4.13.  Comparing inter-variant interfaces between V1 and Vi (i = 2–24) 
for (a) microstructure E and (b) microstructure W. Circles represent theoretically 
calculated fractions, assuming that all variants are formed with equal statistical 
probability (randomly) during phase transformation. Because of symmetry, there 
are only 16 independent inter-variant interfaces and the “=” sign shows two 
equivalent inter-variant interfaces. 
In order to compute the grain boundary plane distributions associated with 
the intervariants, all Σ3 and Σ9 grain boundary traces were first removed from the 
data set. The distribution of boundary planes character of the austenite-austenite 
boundaries excluding Σ3s and Σ9s revealed a peak at the position of {111} plane 
orientations for both austenite morphologies. (Fig. 4.14). However, this peak was 
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much stronger in Widmanstätten austenite than in the equiaxed austenite 
microstructure. 
 
Figure 4.14. 2-D distribution of the austenite-austenite grain boundary planes 
with different misorientation angles and axes excluding Σ3 and Σ9 boundaries for 
(a) for microstructure E and (b) for microstructure W. The colour scale values 
are in MRD. 
 
4.4 Discussion 
The current chapter presents a comprehensive study on the effect of the phase 
transformation route on the characteristics of microstructure, texture and interfaces 
formed during ferrite-to-austenite phase transformation. The results demonstrate 
that a change in the transformation mechanism considerably alters the 
microstructure and the interphase/grain boundary planes character while it does not 
markedly influence the overall crystallographic texture. 
4.4.1 Microstructure Characteristics  
The cooling rate from the ferritic region significantly affects the morphology of 
austenite. While an equiaxed morphology is obtained during slow cooling (Fig. 
4.4), a Widmanstätten morphology of austenite is achieved by air-cooling (Fig. 4.6). 
In the latter microstructure, allotriomorphic and elongated intragranular austenite 
particles are largely observed. During ferrite to austenite transformation, once the 
lattice change occurs, elastic strain is induced. If the elastic strain is not relaxed, the 
phase transformation cannot proceed further [132]. In the slow cooling condition, 
the phase transformation strain can be readily relaxed during diffusional 
transformation in the high temperature regime. However, other mechanism/s should 
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be involved to relax the elastic strain at a high cooling rate (e.g., air-cooling). For 
such transformation, a shear assisted diffusional model has been suggested, in 
which the phase change is assumed to occur through atom jumps, as in diffusional 
transformation, while the elastic strain is relaxed through a lattice invariant shear 
by slip displacement [132].  
The intragranular austenite particles are mostly formed through 
heterogeneous nucleation on the inclusions. However, the mechanism for the 
formation of finger-like austenite morphologies from the allotriomorphic films has 
been a matter of debate. Different mechanisms have been proposed to explain these 
protrusions, namely (i) preferential growth of austenite along the ferrite sub-
boundaries [133], (ii) sympathetic nucleation [134] and (iii) instability mechanism 
[135,136]. The preferred growth of austenite through ferrite sub-boundaries can, 
however, be ruled out here, as the ferrite is expected to be free of any internal sub-
boundaries at 1370 °C. The current result reveals the presence of low angle sub-
boundaries at the interface of allotriomorph austenite and protruded austenite, 
suggesting the occurrence of the sympathetic nucleation mechanism. However, the 
subboundaries are not observed for all the finger-like austenite particles, supporting 
the co-operation of the instability mechanism. It should be mentioned that the 
EBSD technique has a limited resolution and may not resolve low-angle sub-
boundary misorientations. This requires further investigation using other 
characterization approaches, such as TEM. Figures 4.15 and 4.16 illustrate TEM 
examples of austenite protrusions formed through sympathetic nucleation and the 
instability mechanism, respectively. The presence of an austenite-austenite low-
angle boundary with a misorientation of ~ 1.08° <0.045 0.736 -0.675> confirms the 
edge-to-edge sympathetic nucleation of austenite (Fig. 4.15). On the other hand, the 
absence of any austenite-austenite boundary in the protrusions, illustrated in Fig. 
4.16, is in line with the instability mechanism. 
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Figure 4.15. An example of austenite protrusions observed in microstructure W 
showing sub-boundaries with a misorientation of ~1.08° <0.045 0.736 -0.675> 
indicative of the edge-on-edge sympathetic nucleation. The bottom image 
corresponds to the region indicated by the dashed rectangle in the top image 
subjected to a slight retilt. A and F represent austenite and ferrite, respectively.  
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Figure 4.16. An example of austenite protrusions observed in microstructure W 
lacking any austenite-austenite sub-boundary, indicative of the instability 
mechanism. A and F represent austenite and ferrite, respectively. 
4.4.2 Boundary/interphase characteristics 
The cooling rate highly affects the characteristics of austenite-ferrite and austenite-
austenite interfaces (Figs. 4.8-4.14). This can be attributed to distinct phase 
transformation mechanisms taking place in microstructures E and W.  
4.4.2.1 Austenite-ferrite interfaces 
The phase transformation path (i.e., cooling rate) markedly influences the 
population of rational austenite-ferrite interfaces (i.e., K-S and N-W ORs). For 
example, the Widmanstätten microstructure displays significantly higher rational 
interfaces (39%) compared with the equiaxed microstructure (16%). This is mostly 
due to the change in the mechanism of nucleation and growth of austenite during 
phase transformation with cooling rate. The austenite preferentially nucleates on 
the prior ferrite grain boundaries, potentially forming a specific interface 
configuration on either side of the boundaries depending on the cooling rate. The 
FF
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A
A 
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austenite nuclei interface can be classified into three configurations, having: i) 
rational interfaces with both ferrite grains at either side of the boundary; ii) rational 
interface with only one grain and iii) irrational interfaces with both of the two ferrite 
grains. The high cooling rate mostly promotes the formation of austenite nuclei with 
rational interfaces (i.e., Types i and ii), while the irrational interfaces are mostly 
formed in slow cooling conditions [57,58,137]. In microstructure E (i.e., slow 
cooling rate of 0.002°C/s), the phase transformation takes place at a relatively high 
temperature range (i.e., slow cooling from ~1370°C). In the high temperature 
regime, the difference in the energy barrier for the austenite nucleation with a 
rational or irrational interface is not as great as at low temperatures. Therefore, both 
interfaces can be potentially formed, and ultimately not all the ferrite-austenite 
interfaces will fully fulfil rational orientation relationship requirements. This may 
promote the formation of austenite nuclei with irrational interface characteristics on 
slow cooling (i.e., microstructure E). On the contrary, the air-cooling condition 
provides a relatively high undercooling for Widmanstätten austenite nucleation, 
resulting in a large fraction of rational interfaces. In addition, the high cooling rate 
promotes intragranular austenite formation, which mostly appears to have rational 
interfaces with the parent ferrite. 
The austenite growth is dictated by the phase transformation mechanism. 
During slow cooling, the interface movement is largely controlled by alloying 
elements diffusion/partitioning, which may be enhanced across irrational interfaces 
due to their higher energy. A high cooling rate promotes a shear transformation, 
which ultimately leads to the directional growth of austenite nuclei along the 
rational interfaces. Consequently, the overall fraction of rational interfaces in the 
microstructure W becomes higher than in microstructure E due to the change in the 
mechanism of both nucleation and growth.      
Among rational interfaces examined here, the K-S OR is more dominant 
than N-W in both microstructures. This could be explained through the minimum 
surface energy associated with the austenite and ferrite lattice parameters and the 
formation of annealing twins during ferrite to austenite transformation. The twin 
relationship in fcc crystals can be described by 180°/<112>. Therefore, the twin 
rotation of any K-S oriented austenite variant, having a 90°<112> OR with the 
matrix [138], would also result in an austenite variant with the K-S OR with parent 
93 | P a g e  
 
ferrite. The initial orientation relationship is not, however, fully preserved during 
the twinning of an N-W austenite variant, as the angle-axis associated with N-W 
OR (i.e., 90.12º <−0.348, 0.841, 0.413>) is slightly deviated from 90º <112> [138].  
The ferrite-austenite interface surface energy depends on the lattice 
parameter ratio of these phases [139]. It should be noted that the presence of local 
elemental segregation is inevitable during phase transformation, which may locally 
make the interface deviate from the ideal orientation relationship. It has also been 
demonstrated that small deviations from the ideal rational OR may give a better 
compromise between the overall atom matching and energy minimization in the 
interface [140]. Moreover, it has been reported that the atomic mismatch in the case 
of K-S is less than for N-W [141]. This, together with the fact that the invariant line 
lies close to the common close-packed directions for the K-S OR (i.e., 
<111>F//<011>A), which is different from the ones associated with the N-W OR 
(i.e., <100>F//<011>A) in the bcc-fcc interfaces [142], may be another possible 
reason for the predominance of the K-S OR. In this context, El Hajjaji [143] studied 
the frequency of the K-S and N-W ORs in different duplex stainless steels and found 
that the N-W OR is more frequently observed in high-purity duplex stainless steels. 
The addition of carbon and/or sulphur, however, locally changed the structure of 
the interface towards the K-S OR.  
In the misorientation angle range of 40-50°, austenite-ferrite interphase 
habit planes expressed in the austenite crystal lattice reveal a peak at (111) 
orientation for both morphologies (i.e., transformation paths) (Fig. 4.10a). 
Interphase habit planes expressed in the ferrite lattice, however, show a complex 
behaviour displaying two peaks at the positions of (110) and (111) (Fig. 4.10b). For 
rational ORs (i.e., K-S and N-W), ferrite and austenite terminate in the interphase 
on (110) and (111) planes, respectively (Fig. 4.9), irrespective of the transformation 
route. These are crystallographically preferred planes for the interfacial parallelism 
in the rational interfaces formed during phase transformation, and are of the highest 
coordination number. The high frequency of these planes is also consistent with the 
minimum plane energy calculations using the first nearest neighbour broken bond 
model, revealing a minimum at (111)fcc and (110)bcc planes [63]. The population 
of these planes increases with accelerating the transformation rate supporting that 
microstructure W shows a higher propensity to rational interphases.  
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It is worth mentioning that the Widmanstätten austenite consists of 
allotriomorphic and intragranular morphologies, which form in different 
transformation regimes during air-cooling. The allotriomorphic austenite is formed 
at an early stage of transformation (i.e., lower undercooling), while the intragranular 
austenite is transformed at a comparatively higher undercooling (i.e., low 
temperature regime). It appears that the allotriomorphic austenite has a relatively 
lower fraction of rational interfaces (i.e., 23%) compared with the intragranular 
elongated austenite (i.e., 42%). For both of the above austenite morphologies in 
microstructure W, the interphase habit planes terminate in austenite and ferrite at 
(111) and (110) orientations, respectively, for both the K-S and N-W ORs (Figs. 
4.17 and 4.18). The peaks are sharper for intragranular austenite compared with the 
allotriomorph morphology. By contrast, the above figures demonstrate that habit 
plane distributions for the irrational interphases display maxima at the position of 
(111) orientation for austenite and ferrite for both austenite morphologies. The 
above observation suggest that a majority of rational interfaces present in 
microstructure W belong to intragranular elongated austenite rather than 
allotriomorphic austenite morphology. In other words, the austenite transformed in 
the lower temperature regime (e.g., intragranular elongated austenite) shows a 
higher tendency towards a rational interphase with the parent ferrite. 
The current work shows that habit planes for the irrational interphases 
mostly terminate on (111) orientation for both austenite and ferrite (Figs. 4.9, 4.17 
and 4.18). While this is an energetically and crystallographically preferred plane 
for austenite, it is not generally the case for ferrite. The predominance of (111) 
planes could be related to the ferrite overall texture, as recently observed in a fully 
ferritic microstructure having a strong {111} fibre texture [76]. This can be, 
however, ruled out here, as the ferrite has a ({001}<110>) texture in both 
microstructure E and W (see Figs. 4.5a,b). There are also some reports showing the 
(111) surfaces as the minimum energy planes in ferrite at low temperatures, which 
was mostly attributed to the absorption of oxygen on these surfaces [144].  
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Figure 4.17. Distribution of the austenite-ferrite interface boundary planes, 
expressed in the ferrite crystal lattice frame, for different austenite morphologies 
present within microstructure W for different orientation relationships. The 
colour scale values are in MRD. 
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Figure 4.18. Distribution of the austenite-ferrite interface boundary planes, 
expressed in the austenite crystal lattice frame, for different austenite 
morphologies present within microstructure W for different orientation 
relationships. The colour scale values are in MRD. 
The difference in ferrite planes for rational and irrational ferrite-austenite 
interfaces may stem from the nucleation behaviour of austenite at an early stage of 
transformation. The two most important factors controlling the phase 
transformation are interfacial and strain energies accompanying the transformation 
[145]. During the austenite to ferrite transformation, it was demonstrated that the 
OR between ferrite nuclei and parent austenite strongly depends on the austenite-
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austenite grain boundary character (i.e., low energy boundaries promote the rational 
ORs) [57]. Therefore, it would be expected that (110) ferrite/ferrite boundary planes 
trigger the formation of austenite nuclei with the favoured crystallography and low-
energy interfaces (i.e., the K-S and N-W ORs), at least with one of the parent ferrite 
grains during the ferrite to austenite transformation. In other words, the nucleation 
of austenite on the ferrite/ferrite boundaries with non-(110) planes may promote the 
irrational ORs. It should be noted that further work is required to examine the 
termination of ferrite on (111) planes in irrational interphases in duplex stainless 
steel.  
4.4.2.2 Austenite-austenite CSL boundaries 
Σ3 boundaries are the most populated austenite-austenite boundaries in both of the 
microstructures studied. The fraction of these boundaries is higher in the equiaxed 
austenite morphology compared with Widmanstätten austenite. Generally, the 
difference in the population of Σ3s may be attributed to different factors such as 
crystallographic texture [146], grain size [147], composition [148], and heat 
treatment profile [149]. The crystallographic texture cannot play a role here as both 
austenite morphologies have similar overall texture (Figs 4.5,4.7). The grain 
refinement leads to the enhancement of CSL boundaries. However, the fine 
Widmanstätten austenite reveals fewer Σ3 boundaries than the coarse equiaxed 
grains. This could be partly due to their distinct morphology that resulted from 
different phase transformation mechanisms. The equiaxed austenite is transformed 
at a relatively high temperature during slow cooling, mostly representing a 
diffusional transformation. The formation of Widmanstätten austenite takes place 
through semi-shear transformation due to a faster cooling rate. These distinct phase 
transformation profiles lead to a change in the austenite composition as the extent 
of alloying elements partitioning during the diffusional transformation is higher 
than in the semi-shear mode. The EDS analysis reveals that equiaxed austenite is 
enriched in Ni compared with the Widmanstätten morphology (Table 4.2). 
However, the calculated stacking fault energies of equiaxed and Widmanstätten 
austenite at room temperature are relatively close (i.e. ~28 and ~31 mJ/m2, 
respectively, calculated based on the approach given in [150]). Assuming that the 
change in SFE with temperature follows a similar trend for both austenite 
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compositions/morphologies, no significant difference in their SFEs would be 
expected in the temperature range where they are formed.  
Table 4.2. The amount of major alloying elements (wt. %) in different phases under 
different phase transformation paths. 
Microstructure Phase Ni Cr Mo Mn 
Furnace cooled (E) austenite 6.4 20.4 2.2 2.0 
ferrite 3.7 25.0 3.7 1.8 
Air cooled (W) austenite 6.1 22.9 2.5 2.1 
ferrite 5.1 23.5 3.3 1.9 
 
Σ3 boundaries are formed through reorientation of grain to twin orientation 
in fcc materials to reduce the overall grain boundary energy during grain growth 
and/or facilitate the dislocation absorption during recrystallization [31,32]. The 
latter is not relevant here as the austenite transforms from dislocation-free ferrite in 
a relatively high temperature regime. It was demonstrated that the heat treatment 
profile significantly influences the population of CSL boundaries in a single phase 
Ni alloy [149]. Slow heating and cooling remarkably enhances the CSL boundary 
populations suggesting that kinetics factors (e.g., time) play a role in the twinning 
formation [149]. In a similar way, the current results show that once the ferrite to 
austenite transformation occurs in a longer period (i.e., during slow cooling 
compared to air-cooling), a higher population of Σ3 boundaries would form in 
duplex stainless steels. In addition to the kinetics factor, it appears that the growth 
mode of the austenite plates also affects the population of Σ3s. Close inspection of 
both the microstructures studied reveals that the annealing twins are largely 
observed in the equiaxed austenite and allotriomorphic austenite in microstructure 
W. Interestingly, the intragranular elongated austenite within the above 
microstructure type largely appears free of annealing twins. Thus, the formation of 
Σ3s seems to play the main role in the diffusional growth of austenite to facilitate 
the ferrite to austenite transformation. By contrast, Σ3s are rarely observed within 
the elongated intragranular austenite particles, which are expected to form through 
a semi-shear transformation. 
In addition, the slow cooling leads to a higher fraction of coherent Σ3 
boundaries (Fig. 4.11). During slow cooling, the formation of equiaxed austenite 
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takes place in the high temperature regime, where sufficient thermal energy is 
provided for Σ3 boundaries to shift towards the pure twist (111) orientation having 
the minimum energy configuration. Moreover, the presence of dislocations in 
Widmanstätten austenite is expected due to the (semi-)shear transformation and the 
residual stress associated with the fast cooling, which may cause Σ3 boundaries to 
lose their coherency. The presence of dislocations in austenite in the Widmanstätten 
microstructure is illustrated in Figs 4.15 and 4.16.   The abundance of Σ3s leads to 
the presence of a higher fraction of Σ9 boundaries within equiaxed austenite 
compared with its Widmanstätten counterpart, as the latter boundaries largely form 
as a result of the intersection of two Σ3s, which do not share a common rotation 
axis. Σ9 boundaries, therefore, lie in the region of tilt boundaries due to geometrical 
constraints rather than because of boundary energy minimization (Fig. 4.12). 
4.4.2.3 Austenite-austenite K-S inter-variant boundaries 
The intervariant boundary plane distributions display more frequent {111} 
orientation than other plane orientations for both the microstructure types studied 
(Fig. 4.14). However, this trend is markedly stronger for the Widmanstätten 
austenite compared with the equiaxed austenite morphology. In the theoretical K-S 
and N-W ORs, a {110}bcc plane coincides with a {111}fcc plane, which makes 
two growing austenite variants, most likely, intersect on the {111} planes. For an 
intervariant boundary of 60°/[111], the {111} orientation represents the minimum 
energy position in the distribution [67]. However, the presence of {111} orientation 
does not always signify a low energy configuration. In the case of 60°/[110], (111) 
appears to have a relatively high energy [67,77]. This suggests that the 
crystallographic constraints associated with the phase transformation mostly govern 
the grain boundary plane character rather than the energy consideration. This is 
more prominent in microstructure W, where the interfaces are highly controlled by 
the crystallographic constraints due to the (semi-)shear mode of transformation.  
 
4.5 Conclusions 
In this chapter, the effect of the phase transformation route on the characteristics of 
the microstructure, texture and interfaces formed during ferrite-to-austenite phase 
transformation was investigated. The main findings are: 
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1- The ferrite texture in both air-cooled and furnace-cooled microstructures show 
similar characteristics to the as-received condition, being composed of a strong 
rotated cube {001}<110> component. Widmanstätten and equiaxed austenite 
display a very similar texture to the as-received condition, comprising Cube, Brass, 
Copper and Goss components. This is largely attributed to a “texture memory” 
effect. 
2- Microstructure W displays a significantly higher fraction of rational interfaces 
(39%) compared with microstructure E (16%). This is mostly due to the change in 
the mechanism of nucleation and growth of austenite during phase transformation 
by cooling rate. 
3- The K-S OR is more dominant than N-W in both of the microstructures studied. 
This is attributed to the minimum surface energy associated with the austenite and 
ferrite lattice parameters and the formation of annealing twins during ferrite to 
austenite transformation. The minimum atomic mismatch in the case of K-S, 
together with the fact that the invariant line lies close to the common close-packed 
directions for the K-S OR might also play a role.  
4- For rational ORs (i.e., K-S and N-W), ferrite and austenite terminate on (110) 
and (111) planes, respectively, irrespective of the transformation route. The 
population of these planes, however, increases with acceleration of the 
transformation rate supporting the observation that microstructure W shows a 
higher propensity to rational interphases. 
5- The allotriomorphic austenite present within microstructure W has a relatively 
lower fraction of rational interphases (i.e., 23%) compared with the co-existing 
intragranular elongated austenite (i.e., 42%).  
6- Irrational interphase planes mostly terminate on (111) orientation for both 
austenite and ferrite in both of the microstructure types studied. 
7- The fraction of Σ3 boundaries, as the most frequent austenite-austenite 
boundaries in both microstructures, is higher in the equiaxed austenite morphology 
compared with its Widmanstätten counterpart. This is mainly attributed to the 
kinetics factor and the growth mode of the austenite plates during phase 
transformation. The formation of Σ3s seems to play the main role in the diffusional 
growth of equiaxed austenite to facilitate the ferrite to austenite transformation. Σ3 
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boundaries are, however, rarely observed within the elongated intragranular 
austenite particles present in microstructure W, which are expected to form through 
a semi-shear transformation. 
8- Σ9 boundaries are situated in the region of tilt boundaries due to geometrical 
constraints rather than the boundary energy minimization. 
9- The austenite intervariant boundary plane distributions displayed more frequent 
{111} orientations than other planes for both the microstructures studied. This trend 
was much stronger for the Widmanstätten austenite compared with its equiaxed 
counterpart. 
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CHAPTER 5 
AUSTENITE-FERRITE INTERFACE CRYSTALLOGRAPHY 
DEPENDENCE OF SIGMA PHASE PRECIPITATION USING THE FIVE-
PARAMETER CHARACTERIZATION APPROACH 
5.1 Introduction 
Optimization of duplex stainless steels is challenging because of their 
complex precipitation and transformation behavior [1]. The toughness and 
corrosion resistance of these steels is adversely affected by the formation of 
carbides, nitrides, and intermetallic phases [6]. In particular, sigma phase (σ) is 
readily precipitated, which is known to have a detrimental impact on the properties 
of stainless steels, especially toughness [7]. It is, therefore, critically important to 
understand the parameters affecting sigma precipitation to limit its formation and 
ultimately enhance the material performance. Sigma phase preferentially nucleates 
on the austenite-ferrite interfaces and grows into ferrite. Despite a significant body 
of work on sigma precipitation, little is known about the influence of the interphase 
boundary character on this process, which this chapter aims to remedy.  
The previous studies on interphase precipitation characterized the austenite-
ferrite interface using only the misorientation angle/axis (i.e. lattice misorientation), 
which contains three parameters [99,100]. However, as elaborated in Chapter 4, 
five independent crystallographic parameters are required to fully characterize 
interphases and boundaries in polycrystalline materials [15]. These include the 
interface plane orientation (or, inclination) in addition to the lattice misorientation, 
which cannot be directly extracted from orientation maps (as is the case for 
misorientation). In fact, the previous studies did not take into account the role of 
interphase plane/s character on the precipitation in two-phase microstructures. 
Given the anisotropy in the character of interphases as discussed in Chapter 4, the 
current chapter aims to study the propensity of austenite-ferrite interfaces for sigma 
precipitation in a duplex stainless steel using all five crystallographic parameters. 
This provides a new insight into the sigma precipitation in duplex stainless steels, 
which has both fundamental and applied significance in light of the growing 
importance of this class of steels. 
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5.2 Experimental 
The material used was a commercial 2205 duplex stainless steel introduced in 
Chapter 2. The initial material was received as a hot-rolled slab. Two specimens 
were reheated to 1370 °C and held isothermally for 40 min in a muffle furnace in 
an argon atmosphere. They were then furnace cooled from 1370 °C to temperatures 
of 970 °C (microstructure E discussed in Chapter 4) and 900 °C followed by water 
quenching. The average cooling rate was estimated to be about 0.002 °C/s. This 
reduces the compositional variation at the ferrite/austenite interfaces. The electron 
backscattered diffraction (EBSD) and energy dispersive spectroscopy (EDS) 
techniques were employed to characterize the microstructure.  
Samples for the EDS and EBSD investigation were prepared using standard 
metallographic techniques described in Chapter 3. To determine the character of 
the precipitated phases, a combined EDS/EBSD examination was performed using 
a Zeiss UltraPlus scanning electron microscope equipped with an Oxford 
Instruments NordlysNano EBSD and an 80 mm2 X-Max EDS detectors. The 
acceleration voltage applied was 15 kV. The EDS/EBSD maps were acquired, with 
a step size of 100 nm, and evaluated using the Oxford Instruments AZtec software 
package. EBSD acquisition of the interphase data was carried out using an FEI 
Quanta 3D FEG SEM/FIB instrument, equipped with a TexSEM Laboratories (TSL 
OIM) EBSD attachment, operated at 20 kV. The EBSD post-processing analysis 
was conducted using the TSL software. More than 500 different austenite-ferrite 
interfaces were analyzed to evaluate the propensity of sigma precipitation with 
respect to the interphase characteristics. The interfaces were classified in terms of 
all five crystallographic interface parameters, namely misorientation angle, 
misorientation axis and plane normal orientation using the TSL software in 
conjunction with a trace analysis approach.  
5.3 Results and discussion 
The heat treatment of the material at 1370 °C resulted in a coarse δ-ferrite (hereafter 
called ferrite) grain structure with an average size of 360±35 µm, which 
progressively transformed to austenite during furnace cooling to 970 °C (Fig. 5.1). 
After quenching from this temperature, the volume fraction of austenite was 
50±4 % having an average grain size of 100±12 µm. It should be noted that no new 
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phases (as particles) were apparent in the microstructure. Extended furnace cooling 
to 900 °C led to a slight increment in the volume fraction of austenite (53±4 %) 
after quenching but, most importantly, new phases appeared in the microstructure. 
Sigma phase was the dominant precipitate formed (Fig. 5.2). In addition to sigma, 
 phase and chromium nitride also precipitated during cooling from 970 °C to 
900 °C (Figs. 5.3 and 5.4). These are the most commonly observed secondary 
phases precipitated in duplex stainless steels at temperatures below ~950 °C [1].  
 
Figure 5.1. EBSD (quality map (a) and phase map (b)) images of the specimen 
reheated to 1370 °C, isothermally held for 40 min, and subsequently furnace 
cooled to 970 °C and water quenched. The red and blue colours indicate ferrite 
and austenite, respectively. 
 
 
Figure 5.2. EBSD (quality map (a) and phase map (b)) images of the specimen 
reheated to 1370 °C, held isothermally for 40 min, and subsequently furnace 
cooled to 900 °C and water quenched. The red, blue, yellow, pink and green 
colours indicate ferrite, austenite, sigma, chromium nitride and chi phase, 
respectively. 
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Figure 5.3. EDS maps for different alloying elements of the specimens reheated 
to 1370 °C, held isothermally for 40 min, and subsequently furnace cooled to 900 
°C and water quenched. 
Sigma phase may form through different mechanisms. It can be directly formed on 
the austenite-ferrite interface or as a result of a eutectoid phase transformation 
(ferrite  austenite + sigma). A gradual transformation of χ and Cr2N to sigma 
phase may also occur during further aging [151]. The latter transformations (Cr2N 
to sigma, in particular), however, need a prolonged annealing time [151].  
Small isolated austenite islands were frequently observed in the ferrite interior in 
the vicinity of the sigma particles. This suggests that the ferrite locally underwent 
eutectoid phase transformation to sigma and austenite [152]. As a result, the volume 
fraction of ferrite decreased to 23±5 % at 900 °C. Sigma particles mostly appeared 
on the austenite ferrite interfaces and were elongated into the ferrite (Figs. 5.2). 
Therefore, it would be expected that these precipitates retard the migration of 
austenite-ferrite interfaces through the pinning effect. Interestingly, sigma 
precipitates were not observed on all ferrite-austenite interfaces and some of them 
were precipitation free. This suggests that the propensity to sigma precipitation is 
linked to the interface crystallographic characteristics.  
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Figure 5.4. EBSD phase map images of the specimen reheated to 1370 °C, held 
isothermally for 40 min, and subsequently furnace cooled to 900 °C and water 
quenched, together with representative EDS spectra for the observed phases. The 
red, blue, green, yellow, pink and violet colours indicate ferrite, austenite, sigma, 
chi phase, chromium nitride and chromium carbide, respectively. 
In the current study, the crystallography of more than 500 austenite-ferrite 
interfaces was analysed using EBSD data. The misorientation angle distributions 
were plotted in Figure 5.5 for austenite-ferrite interfaces with different precipitation 
propensities. The misorientation angles of all the interfaces exhibited a broad 
distribution in a range of 10 to 60°, having a peak at ~44° (Fig. 5.5a). The interfaces 
were classified into two categories based on the occurrence of sigma precipitation: 
i) sigma-free interfaces (Fig. 5.5b) and ii) interfaces containing sigma precipitates 
(Fig. 5.5c). The misorientation angle distribution for precipitate-free interfaces was 
significantly different from that associated with precipitates. It has a narrow 
distribution with a distinct peak in the range of 40-50° (Fig. 5.5b). By contrast, the 
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interfaces with sigma precipitates showed a wide misorientation angle distribution 
with a shallow peak in a range of 35 to 45° (Fig. 5.5c). In general, the interfaces 
with misorientation angles between 40 and 50° revealed a lower tendency to sigma 
precipitation compared to the rest. Interestingly, this misorientation angle range 
overlaps with that expected for the well-known OR models (e.g., K-S, Nishiyama-
Wasserman (N-W), Greninger–Troiano (G–T) and Pitsch (P) [127-130]) that apply 
to the bcc to fcc transformation. The K-S and N-W ORs, which differ by only 5.26°, 
are the most generally used models for this phase transformation. The other 
proposed models (e.g., Pitsch and G-T) lie between the K-S and N-W ORs. The 
misorientation angle/axis pairs for the K-S and N-W ORs are 
42.85°/<0.968 0.178 0.178> and 45.98°/<0.976 0.083 0.201>, respectively. The 
lattice plane/direction corresponding to these ORs are {110}<111>F // 
{111}<011>A and {110}<100>F // {111}<011>A, respectively [127,128]. 
 
Figure 5.5. Austenite-ferrite misorientation angle/axis distributions for (a) all 
interphases, (b) sigma-free interphases and (c) sigma-precipitated interphases. 
To further investigate the lattice misorientation relationship between 
austenite and ferrite for a given interface, one should also consider the rotation axis 
in addition to the misorientation angle. Figure 5.6 shows the misorientation axes 
associated with different misorientation angles between 42° and 46° for the 
interfaces containing sigma precipitates. In the current study, misorientations 
deviated less than 10 degrees from the ideal KS/NW ORs were considered as 
rational interfaces. It is clear that the misorientation axes of the interfaces with 
precipitates frequently deviated significantly from those associated with the K-S 
and N-W ORs (i.e., <0.968 0.178 0.178> and <0.976 0.083 0.201>, respectively). 
It is interesting to note that sigma precipitation was also observed in some interfaces 
having their misorientation angle/axis close to the K-S and N-W ORs. However, it 
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is not clear yet whether these interfaces also fulfilled the plane parallelism 
requirement associated with the K-S and N-W ORs (i.e., {110}F // {111}A).  
 
 
Figure 5.6. The distribution of misorientation axis vectors for sigma-precipitated 
interphases with a misorientation angle of 42-46°. The circle on the left contains 
misorientation axes close to those of the K-S and N-W ORs. The circle on the 
right delineates misorientation axes far from those of the K-S and N-W ORs. 
The austenite and ferrite planes associated with different interfaces were 
estimated using the trace analysis approach. It should be noted that this approach is 
a close approximation, as the determination of the exact interface planes would 
require a three-dimensional examination [153]. Here, oriented stereographic 
projections were constructed based on overlaying the austenite and ferrite pole 
figures, using the Euler angles of the phases on either side of a given austenite-
ferrite interface. The matching planes were found by selecting the plane poles in 
the projection that were situated on the locus of possible interface plane normals 
(i.e., on the great circle perpendicular to the interface trace) and were closest to 
coincidence. As the sample was cooled slowly in the furnace (i.e., ~0.002 °C/s on 
average), it can be assumed that the interfaces formed through the ferrite to austenite 
phase transformation have relatively low energy arrangements (i.e., low index 
plane/s). Therefore, we only plotted pole figures for six low-index planes, namely 
{001}, {011}, {111}, {012}, {112} and {122}. 
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The trace analysis was performed on 100 interfaces consisting of 50 
precipitated and 50 precipitate-free interfaces, all having their lattice 
misorientations close to the K-S or N-W ORs. In the case of precipitated interfaces, 
the planes mostly deviated from those expected for both the ideal K-S and N-W 
ORs (~ 86 %, Table 5.1). Figure 5.7b represents an example of such a precipitated 
interface showing (012) austenite and (100) ferrite planes on either side of the 
interface. By contrast, most sigma-free interfaces (~ 60 %, Table 5.1) terminated 
on (111) austenite and (110) ferrite planes (e.g., Fig. 5.7a), corresponding to the 
ideal K-S and N-W ORs. In other words, the interfaces that fulfil all five 
crystallographic parameters defined by the above ORs displayed the lowest 
tendency towards precipitation (e.g., Fig. 5.7a). It should be noted that some 
irrational interfaces were also free of sigma precipitates, which could be a 
consequence of local composition inhomogeneity in the microstructure. This is 
evident in Fig. 5.1c where some regions appeared to locally have a stronger 
tendency to form precipitates than others.  
 
Table 5.1. The dependency of sigma precipitation on the K-S/N-W lattice 
misorientation and austenite-ferrite interface planes. A and F subscripts represent 
austenite and δ-ferrite phases. 
 Sigma- precipitated Sigma-free 
Fraction 31% 69% 
Plane 
character 
Close to 
(111)A//(110)F
deviated from 
(111)A//(110)F
Close to 
(111)A//(110)F 
deviated from 
(111)A//(110)F
Fraction 14% 86% 60% 40% 
 
Honeycombe [98] initially suggested that interfacial precipitates form 
through the ledge mechanism and nucleate only on coherent interfaces due to their 
low mobility. According to this model, the K-S interfaces are preferential sites for 
precipitation. However, the recent work, which characterized the interfaces based 
on only lattice misorientation criterion, demonstrated that the interfaces close to the 
K-S ORs have the least frequency of sigma precipitation [100]. This is consistent 
with the current observations. Nevertheless, the present results reveal that the lattice 
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misorientation is not a sufficient criterion to fully characterize the interface 
character and ultimately its precipitation propensity. The five-parameter analysis 
presented here for the first time demonstrates that the interface plane character plays 
a significant role in the precipitation tendency for interfaces with a lattice 
misorientation close to the K-S or N-W OR. This is consistent with the interface 
minimum energy estimated for the (110) ferrite and (111) austenite planes in the 
ideal K-S OR using the first nearest neighbour bond model [63]. Any deviation 
from these close-packed planes leads to an increase in the interface energy, which 
should decrease the activation energy barrier for sigma precipitation and also 
enhance the diffusivity of alloying elements in the vicinity of an interface [154]. 
 
Figure 5.7. Trace analysis of the austenite-ferrite interphases with lattice 
misorientations close to the K-S OR. Red and blue symbols represent austenite 
and ferrite, respectively. (a) SEM quality map image and overlapping pole figure 
of austenite and ferrite for a sigma-free interphase showing clear signs of close 
coincidence of poles along the trace (dashed line) expected for the perfect K-S 
OR. (b) SEM quality map image and overlapping pole figure of austenite and 
ferrite for a sigma-precipitated interphase showing little coincidence of poles in 
agreement with the deviation from the exact KS OR. The red dashed lines in the 
images show the analysed interphase. The grey dashed lines in the pole figures 
represent the traces of the interphases, and the grey lines represent the loci of the 
possible interphase boundary normals. 
Note that ~ 63 % of interfaces characterized by the K-S or N-W OR, based 
on the lattice misorientation, did not fulfil the plane constraints associated with 
these ORs. This suggests that austenite, to some extent, follows the K-S and N-W 
ORs with the parent ferrite at an initial stage of the transformation to minimize the 
activation energy of the nucleation [155]. In this circumstance, the austenite 
nucleated at the ferrite-ferrite grain boundaries maintains its lattice misorientation 
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during the growth stage, at least with a ferrite grain at one side of the boundary. 
Thus, the lattice misorientation is dictated by the nucleation and remains unchanged 
while the austenite grows in a strain-free ferrite grain. The interphase plane may 
locally change during the growth, as it is controlled by the diffusional partitioning 
of alloying elements rather than the crystallographic constraints. Hence, the 
interface planes may become irrational and deviate from the ideal crystallographic 
planes (i.e., (111)A // (110)F).   
 
5.4 Conclusion 
The tendency of austenite-ferrite interfaces to precipitate sigma phase has been 
studied in a duplex stainless steel in the present investigation. The crystallography 
of the austenite-ferrite interface was found to affect the propensity to sigma phase 
precipitation. Considering only the lattice misorientation was found to be 
insufficient for understanding the effect of the interphase character on sigma phase 
precipitation. Austenite-ferrite interfaces with a rational orientation relationship, 
considering all five crystallographic parameters, exhibited the lowest tendency for 
precipitation. This is attributed to the high sigma precipitation nucleation barrier 
energy and low diffusion rate at (semi-)coherent interphases.  
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CHAPTER 6 
EFFECT OF AUSTENITE MORPHOLOGY AND AUSTENITE-FERRITE 
INTERFACE CHARACTERISTICS ON THE DYNAMIC RESTORATION 
PROCESSES IN A DUPLEX STAINLESS STEEL 
6.1 Introduction 
The significant difference in the softening behavior of austenite and ferrite 
contributes to the uneven strain partitioning between these phases during hot 
working of duplex steels. The softening behaviour difference also brings about the 
need to accommodate the stress/strain incompatibilities across the interphase 
boundaries, which typically occurs through local shear or sliding of the interphase 
boundary [16]. This leads to a complex deformation behavior of the regions located 
close to these boundaries [12]. The interphase character (i.e. coherence, orientation 
relationship, boundary plane) governs the ease of dislocation slip transfer from one 
phase to the other [4], which will in turn impact on the extent of strain partitioning 
and the deformation/restoration behavior within different phases. It was shown in 
Chapter 4 that the morphology of austenite and the character of the austenite-ferrite 
interface are highly affected by the phase transformation mechanism from delta-
ferrite to austenite. A slow-cooling rate tends to produce coarse equiaxed austenite 
islands with severe diffusional partitioning of alloying elements between austenite 
and ferrite. By contrast, fast cooling (air-cooling) would dramatically change the 
morphology of austenite to Widmanstätten plates and significantly reduce the 
element partitioning.  
The effects of the austenite morphology and aforementioned interphase 
character, which are usually interrelated, on the hot deformation characteristics of 
these steels have rarely been considered [5,12,97]. It has been shown that incoherent 
interphases are favourable for sliding and would in turn promote the strain 
accommodation, which finally enhances the hot ductility of the steel [16]. Despite 
the abovementioned efforts, there is currently a lack of detailed work studying the 
microstructural characteristics, or mechanisms and kinetics of restoration, within 
the constituent phases of duplex stainless steels as a function of the austenite 
morphology. Taking these into account, the current chapter aims to elucidate the 
effect of the austenite morphology and the interface characteristics on the hot 
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deformation microstructure and softening mechanisms within the constituent 
phases of a duplex stainless steel. 
6.2 Experimental 
Differently heat-treated materials (i.e., equiaxed and Widmanstätten as 
described in Chapters 3 and 4) were machined to cylindrical samples of 15 mm 
length and 10 mm diameter. For uniaxial compression testing, a computer-
controlled servo-hydraulic deformation simulator was employed. The compression 
axis was adjusted parallel to the initial rolling direction. Cylindrical samples were 
first reheated to the deformation temperature of 1000 °C at a rate of 10 °C/sec. They 
were then isothermally held for 2 minutes to equalize the temperature throughout 
the specimen volume. The samples with austenite microstructure E were then 
compressed at strain rates of 0.1 and 10 s-1, while those with microstructure W were 
deformed at a strain rate of 0.1 s-1, to true strains of 0.2, 0.4, 0.6, 0.8, and 1.0. In 
terms of the strain rates chosen, through a trial and error examination of different 
strain rates [156], it was found that strain rates of 0.1 and 10 s−1 are sufficient to 
clearly show the difference in the restoration mechanism. The samples were 
immediately water-quenched after the deformation to preserve the hot deformed 
microstructure. The hot compressed specimens were cut along the compression axis 
(CA) for a microstructural analysis. Electron backscattered diffraction (EBSD) and 
transmission electron microscopy (TEM) techniques were used to study the 
microstructures in detail. The methods for the sample preparation for these 
techniques have been elaborated in Chapter 3.  
The EBSD analysis was performed using Zeiss LEO 1530 FEG SEM and 
FEI Quanta 3D FEG SEM/FIB scanning electron microscopes, both operated at 20 
kV, equipped with the HKL Technology (now Oxford Instruments) and TexSEM 
Laboratories (TSL OIM) EBSD software, respectively. In the former case, the data 
acquisition was performed using the Oxford Instruments Aztec software, while the 
HKL Channel 5 software was used for data post processing. This included the 
careful wild spike removal followed by noise reduction and the application of the 
edge preserving modified Kuwahara filter routine for the orientation averaging 
[157]. The latter routine was based on a 7×7 pixel grid, which would enhance the 
precision of misorientation detection to below 0.5 [157]. Considering Brandon’s 
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criterion [131], the Ʃ3 boundaries within ±10° deviation from the ideal twin 
orientation were considered as coherent, and were considered incoherent otherwise. 
A TEM examination of thin foils was carried out employing a JEOL JEM 2100F 
microscope functioned at 200 kV. CA was indicated on each foil using a pair of 
tiny scratches on the foil edge that were aligned parallel to the main tilting axis of 
the goniometer (X). Z axis was set antiparallel to the incident beam and Y axis was 
perpendicular to both X and Z. At the zero tilt the above axis vectors coincided with 
the sample (TEM foil) axes. Convergent-beam Kikuchi patterns were used to obtain 
local crystallographic orientations and misorientations [108].  
Oriented stereographic projections were created for selected crystal lattice 
orientations, obtained using both EBSD and TEM. These projections were 
constructed using the specimen (EBSD map) axis vectors, represented in the crystal 
lattice reference frame, derived from the corresponding orientation matrices. Such 
vectors were derived from the associated orientation matrices [106]. For the pole 
figures obtained by EBSD, this allowed to obtain concrete indices for the poles of 
both CA and {111} slip planes and, consequently, to calculate the Schmid factors 
for the slip systems corresponding to these planes. In the current study, the MBs 
were considered “crystallographic” or “non-crystallographic” when the deviation 
of their traces from the closest {111} plane trace was smaller or larger than 10, 
respectively. 
6.3 Results 
6.3.1 Initial microstructures and flow behaviour 
As was shown in Figures 4.4 and 4.6, the initial microstructures of the steel 
resulting from different heat treatments exhibited markedly different characters. In 
equiaxed microstructure (E), austenite islands were quite homogenously distributed 
in the ferrite matrix (see Fig. 4.4). Most of the ferrite-ferrite initial boundaries were 
occupied by austenite particles and, thus, the presence of these boundaries was 
rarely detected. A misorientation angle distribution of the austenite-ferrite 
interfaces showed a spread of misorientation angles from about 30 to 60 with the 
misorientations largely concentrated in a peak located in between 42 and 46 (see 
Fig. 4.8 c). The overall area fractions of the austenite-ferrite interfaces 
corresponding to the K-S and N-W ORs were 12% and 4%, respectively. It was 
shown that (see Figure 4.11c) the fraction of general, Σ3 and coherent Σ3 
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boundaries from the overall austenite-austenite boundary length for microstructure 
E were 23.3%, 76.7%, and 71.1%, respectively. In Widmanstätten microstructure 
(W), Widmanstätten plates were mostly initiated at the original ferrite-ferrite 
boundaries and highly elongated towards the ferrite grains interiors (see Fig. 4.6). 
The overall area fractions of K-S and N-W interfaces were ~31% and 8%, 
respectively, and the fraction of general, Σ3 and coherent Σ3 boundaries from the 
total austenite-austenite boundary length were 32.2%, 67.8% and 55.3%, 
respectively (see Fig. 4.11 d).  
The flow curves corresponding to the two different microstructures 
displayed a somewhat different character (Fig. 6.1a). The curve obtained for 
microstructure E showed a broad stress peak, characterized by the maximum value 
of 109 MPa and attained at a strain of 0.16, followed by a gradual flow stress 
decrease. The flow curve associated with microstructure W displayed a 
comparatively narrower peak characterized by the stress maximum of 117 MPa 
reached at a strain of 0.09. The peak was followed by some flow softening that 
ended in a stress plateau followed by a small gradual stress decrease. Neither of the 
curves reached a steady state flow regime before the maximum applied strain of 
1.0. Figure 6.1b shows that the flow curve obtained at strain rates of 10 s-1 was 
characterised by the stress maxima of 157 MPa, attained at strains of about 0.21. 
This is consistent with the higher strain rate being expected to hinder the dynamic 
recovery (DRV) processes [158]. The increase in the temperature of the material as 
a result of adiabatic deformation heating was estimated to be ~3°C and ~35°C for 
the strain rates of 0.1 and 10 s-1, respectively at a deformation temperature of 
1000°C, which has not been considered in the curves in Fig 6.1. 
6.3.2 Microstructure evolution within austenite  
6.3.2.1 Twin distortion and subgrain statistics for both morphologies  
It should be noted that the equiaxed austenite microstructure evolution was 
very similar in character for both the strain rates used and, thus, the corresponding 
microstructure examples obtained at these rates will be interchangeably presented 
below. Nevertheless, any quantitative comparison between microstructures E and 
W will be performed for the common strain rate of 0.1 s-1.  
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Figure 6.1. The obtained flow curves for (a) steels with different microstructures 
at 1000 °C under the strain rate of 0.1 s-1, and (b) equiaxed microstructure under 
different strain rates. The arrows indicate the strain levels at which the 
microstructural investigation was carried out. 
Figure 6.2 illustrates the changes in the characteristics of the original austenite twin 
boundaries with strain for the equiaxed austenite morphology. It is seen, as 
observed for both the austenite microstructure types, that during straining the pre-
existing twin boundaries progressively lost their initial character and deviated from 
the 3 (i.e. 60/<111>) CSL relationship. The twin distortions were reflected by a 
change in both the rotation angle and rotation axis (compare Figs. 6.2 d-f). Such 
deviations are a result of the complex interactions between twin boundaries and 
lattice dislocations taking place during plastic deformation [159]. Figures 6.3 a-f 
present the histograms of sub-boundary misorientation angles for austenite with the 
two different morphologies at selected strain levels. It is observed that, for both 
morphologies, the misorientation angles gradually increased with strain. Figures 6.3 
g and h show the evolution of the average subgrain size and misorientation angle 
for both the austenite morphological types. It is evident that these values tend to 
saturate at high strain levels, presumably due to the operation of DRV processes 
[158]. The higher mean misorientation angle and lower mean intercept length 
observed for Widmanstätten austenite at a given strain level, compared to its 
equiaxed counterpart, demonstrate that a higher portion of the overall strain was 
partitioned in this phase when it holds the Widmanstätten morphology. 
(a) (b) 
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Figure 6.2. Characteristics of the annealing twin boundaries (Σ3s) in 
microstructure E deformed at a strain rate of 0.1 s-1, obtained by EBSD using a 
step size of 0.2 µm at strains of 0.2 (a) and 1.0 (b), together with the 
misorientation axes associated with the boundary segments at points A to J (c). 
The white and grey areas represent austenite and ferrite, respectively. In the 
EBSD maps, the thin blue, thick blue, red and black boundaries represent low 
angle boundaries (2 <  < 15), interphase boundaries, 3 twins and general 
high-angle boundaries, respectively. (d-e) Misorientation angle-axis distribution 
for the austenite-austenite boundaries with a misorientation angle between 57 to 
63° at strains of 0.2, 0.6 and 1.0 respectively. 
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Figure 6.3. Austenite characteristics obtained by EBSD for the two 
microstructures studied, subjected to deformation at a strain rate of 0.1 s-1: (a-c) 
Misorientation distributions for the subgrain boundaries in microstructure E with 
angles 0.7 <  < 15 at strains of 0.2, 0.6 and 1.0, respectively. (d-e) 
Misorientation distributions for the subgrain boundaries in microstructure W 
with angles 0.7 <  < 15 at strains of 0.2, 0.6 and 1.0, respectively. (g,h) The 
mean sub-boundary spacing (rectangles), measured as a linear intercept length, 
and the subgrain mean misorientation angle (circles), plotted as a function of 
strain for microstructures E and W, respectively. 
6.3.2.2 Equiaxed austenite 
6.3.2.2.1 Deformation bands, transition regions and dislocation substructure 
The main features of the deformed microstructure for the equiaxed austenite 
are schematically displayed in Figure 6.4. From Figures 6.5 a-e it is seen that the 
austenite grains/islands exhibited splitting into mutually rotated complex-shape 
fragments, or deformation bands (DBs), already at a strain of 0.2. Such orientation 
splitting is well demonstrated by the point-to-origin misorientation angle profiles 
acquired within the austenite regions. Such profiles exhibited complicated, 
undulating shapes characterized by large accumulation of misorientations locally 
exceeding several tens of degrees already at the above low strain level (Figs. 6.5 a 
and c). The DBs were typically separated by relatively wide transition regions (TRs) 
consisting of arrays of approximately parallel, low-angle dislocation boundaries, 
which collectively, very effectively, accommodated large DB rotations. 
Interestingly, already at the strain of 0.2, there were some well-developed DBs 
separated by rather narrow TRs (Figs 6.5 a and d). TRs accommodating large 
misorientation angles were frequently observed within austenite in the vicinity of 
the interphase boundaries (Figs 6.5 a and e). By a strain of 1.0, the subdivision of 
the austenite grains/islands became more complex and generally better defined, 
with a larger fraction of narrow TRs characterised by steeper misorientations (Figs. 
6.6 a and c). Nevertheless, the relatively wide TRs were frequently present even at 
this high strain level (Figs. 6.6 a,d and e). 
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Figure 6.4. A schematic summarizing the main observed microstructural features 
within deformed austenite. Two deformation bands (DBs) within an austenite 
island are shown separated by transition regions (TRs). Also shown are TRs 
formed in the interphase mantle regions and local microband (MB) arrays. The 
cumulative (TRs) and oscillating (MBs) misorientation gradients are indicated 
by the grey levels. 
 
 
Figure 6.5. Austenite characteristics (ferrite coloured in grey) acquired by EBSD 
with a step size of 0.2 µm at a strain rate of 10 s-1 at a strain of 0.2. (a) Boundary 
map in which the thin blue, green, magenta and black lines indicate boundaries 
having misorientations of 0.7 <  < 2, 2 <  < 5, 5 <  < 15 and  > 15, 
respectively, and the red lines denote 3 twin boundaries. Some TRs are marked 
by the red arrows. (b) Same orientation map in the inverse pole figure colouring 
for CA, with the insets showing the corresponding colour key. The thin and thick 
black lines indicate boundaries having misorientations of 0.7 <  < 15 and  > 
15, respectively. The thick blue lines in (a,b) denote the interphase boundaries 
and the CA direction is vertical. (c-e) Misorientation linescans along the 
numbered arrows superimposed in (a). The black and green lines represent point-
to-point and point-to-origin misorientation profiles, respectively. 
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TEM observations revealed more closely the fine structure of the abovementioned 
TRs (Figs. 6.7 and 6.8). Figure 6.7 illustrates the nucleation stage of the TR 
formation. From Figure 6.7a it is seen that the nucleating TR was composed of 
approximately parallel, extended, low-angle dislocation walls having spacing of 
200 nm. Figure 6.7 b shows that the dislocation boundaries had misorientation 
angles below 0.5, which is consistent with coarsely spaced dislocation networks 
constituting these boundaries. Figure 6.7 c demonstrates that the point-to-origin 
misorientation profile across the dislocation boundary array was strictly cumulative 
and an angle of about 1.6 was accumulated across a distance of 5 µm. Figure 6.8 
illustrates a well-developed TR. From Figure 6.8a it can be seen that the TR 
comprised an array of parallel, extended, dislocation boundaries with spacings of 
100-200 nm. In this particular case, the above boundaries having individual 
 
Figure 6.6. Austenite characteristics (ferrite coloured in grey) acquired by EBSD 
with a step size of 0.2 µm at a strain rate of 10 s-1 at a strain of 1.0. (a) Boundary 
map in which the thin blue, green, magenta and black lines indicate boundaries 
having misorientations of 0.7 <  < 2, 2 <  < 5, 5 <  < 15 and  > 15, 
respectively, and the red lines denote 3 twin boundaries. Some TRs are marked 
by the red arrows. (b) Same orientation map in the inverse pole figure colouring 
for CA, with the insets showing the corresponding colour key. The thin and thick 
black lines indicate boundaries having misorientations of 0.7 <  < 15 and  > 
15, respectively. The thick blue lines in (a,b) denote the interphase boundaries 
and the CA direction is vertical. (c-e) Misorientation linescans along the 
numbered arrows superimposed in (a), respectively. The black and green lines 
represent point-to-point and point-to-origin misorientation profiles, respectively.
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misorientations around 2 (Fig. 6.8 c) collectively accumulated a misorientation 
angle higher than 20 across a distance of less than 2 µm (Fig. 6.8 d). Such a large 
cumulative misorientation gradient agrees well with the present EBSD 
measurements. The misorientation axis vectors expressed in the sample coordinates 
were clustered and of the same sign, which facilitated an efficient misorientation 
build up (Fig. 6.8 b). This is also well illustrated in Figures 6.9 a-c, presenting the 
characteristics of another typical TR, formed close to the interphase, obtained using 
TEM. It can be seen that, in this particular case, misorientation angles across 
individual boundaries comprising the TR array varied between 3 and 6. 
Nevertheless, such medium-angle boundaries were capable to accumulate an angle 
larger than 20 across a distance shorter than 2 µm. Figure 6.10 shows that the DB 
interiors were largely filled with dislocations arranged in complex tangles and 
locally contained stacking faults. The latter indicates a relatively low SFE value for 
austenite in present steel at the applied deformation temperature of 1000 C.  
 
Figure 6.7. TEM characteristics of the nucleating TR observed within austenite 
at a strain rate of 0.1 s-1 at a strain of 0.2. (a) Bright-field micrograph obtained 
using a {200} diffraction vector. Some of the low-angle boundaries, consisting 
of regular dislocation networks, are indicated by the arrows. The inset displays 
the sample axes in the zero tilt condition (i.e. the fixed microscope axes). (b,c) 
Point-to-point and point-to-origin misorientation profiles along the line A-H, 
respectively. 
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Figure 6.8. TEM characteristics of the well-developed TR observed within 
austenite at a strain rate of 10 s-1 at a strain of 1.0. (a) Bright-field micrograph. 
The inset displays the sample axes in the zero tilt condition (i.e. the fixed 
microscope axes). (b) {100} pole figure, constructed using the above axes, 
showing the orientations labelled A-K (circles) obtained across the TR in the 
locations indicated in (a), together with the associated point-to-point 
misorientation axis vectors (triangles). (c,d) Point-to-point and point-to-origin 
misorientation profiles along the line A-K, respectively. 
 
Figure 6.9. (a-c) TEM characteristics of the well-developed TR observed within 
austenite in microstructure E at a strain rate of 0.1 s-1 at strain of 1.0: (a) Bright-
field micrograph. The inset shows the sample axes at the zero tilt (i.e. the fixed 
microscope axes). (b,c) Point-to-point and point-to-origin misorientation 
linescans along the line A-F, respectively. 
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Figure 6.10. TEM bright-field micrograph of the austenite matrix obtained at a 
strain rate of 10 s-1 at a strain of 0.6 using a {111} diffraction vector (inset), 
showing complex dislocation tangles and stacking faults. 
6.3.2.2.2 Microbands 
Well-developed microbands (MBs) were locally observed within equiaxed 
austenite in the current duplex stainless steel. Nevertheless, their frequency was 
markedly lower compared to that reported for single-phase austenitic steels, where 
they typically occupy the entire deformed grain interiors [160-165]. MB arrays 
persisted up to a strain of 1.0, despite some having presumably been converted to 
TRs during straining. From Figure 6.11 it is seen that the MBs were largely 
crystallographic in character, i.e. deviated by less than 10 from the nearest {111} 
trace, for a wide range of orientations. MBs were similar in nature for both the strain 
rates used and increased their misorientations from 1 to 2 with increasing 
strain. An example of an MB array typically observed at a strain rate of 10 s-1 is 
presented in Figure 6.12 a. A specific orientation marked A was selected close to a 
well-developed MB segment, as indicated in the above figure. Table 6.1 shows the 
Schmid factors corresponding to all the available slip systems, determined for the 
[68തതതത	73	4] CA vector associated with the above orientation. The oriented 
stereographic projection corresponding to this orientation (Fig. 6.12 b) 
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demonstrated that the (1ത11) slip plane, with traces approximately parallel with the 
MB boundaries, had slip systems characterised by the second highest summation of 
Schmid factors among the available slip planes (see Table 6.1). To assess the MB 
boundary type, the misorientation vector associated with the MB boundary segment 
indicated by the red arrow in Figure 6.12 a, located near orientation A, was 
determined. The obtained misorientation angle/axis pair was 4.3/[54		61	58] and 
the associated vector was added to the oriented stereographic projection presented 
in Figure 6.12 b. Assuming the coincidence between the (1ത11) slip plane and the 
above MB boundary, the slip plane normal and the misorientation vector would be 
inclined at an angle of ~68. Thus, the boundary segment would have a mixed 
character with a large tilt component.  
The point-to-origin (cumulative) misorientation profile measured normal to 
the extended MB boundaries displayed systematically oscillating misorientations 
across the successive boundaries (Fig. 6.12 d), which is consistent with the previous 
observations [160-164,166]. Misorientation axis vectors across the MB boundaries 
included in the above linescan and having misorientation angles exceeding 1.5 
have been plotted on the corresponding {111} pole figure shown in Figure 6.12 e.  
 
Figure 6.11. Inverse pole figure for CA representing average orientations of the 
austenite grains/islands. The circle and triangle symbols correspond to strain rates 
of 0.1 s-1 and 10 s-1, respectively. The open, filled and half-filled symbols 
represent orientations of the grains containing crystallographic MBs, non-
crystallographic MBs and both MB types, respectively. 
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Figure 6.12. Characteristics of MBs within austenite obtained by EBSD. (a) 
Boundary map of crystallographic MBs acquired with a step size of 0.2 µm at a 
strain rate of 0.1 s-1 at a strain of 0.6. The blue and green lines represent 
boundaries having misorientations of 0.7 <  < 2 and  > 2, respectively. The 
short black lines indicate {111} plane traces. The top-right and bottom-left insets 
display the specimen (EBSD map) axes and inverse pole figure for CA, 
respectively. (b) Oriented stereographic projection for orientation A marked in 
(a). (c) Orientation map to (a) plotted based on an angular deviation from the map 
centre using the rainbow colour scheme. The thin and thick black lines indicate 
boundaries having misorientations of 0.7 <  < 2 and  > 2, respectively. (d) 
Misorientation linescan along arrow 1 in (a) and (c). (e) Misorientation axis 
vectors across the MB boundaries included in linescan 1 (shown by consecutive 
numbers in (c) and (d)), having misorientation angles exceeding 1.5, plotted on 
the corresponding {111} pole figure. (f) Misorientation linescan along arrow 2 in 
(a). 
It can be seen that the above vectors displayed a moderate scatter, as well as a 
frequent change of sign across consecutive MB boundaries indicating rotations in 
opposite directions. Pairs of well-developed MB boundaries were often 
characterized by approximately antiparallel misorientation vectors having a similar 
module (i.e., misorientation angle), which is well illustrated by boundary pairs 2-3, 
5-6 and 8-9 (Figs. 6.12 c-e). This is consistent with the systematically alternating 
misorientation angles detected in the point-to-origin linescans (see Fig. 6.12 d). It 
should be noted that the aforementioned characteristics of the misorientation 
vectors across MB arrays principally differed from those across TRs that typically 
displayed a comparatively smaller scatter and systematically possessed the same 
sign, as described above (see Fig. 6.8). The cumulative misorientation profile 
measured parallel to the extended MB boundaries showed local accumulation of 
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misorientation angles (Fig. 6.12f). The abovementioned systematically oscillating 
misorientation profiles were typical of MBs and facilitated the differentiation 
between MB families and the aforementioned extended TRs comprising arrays of 
parallel dislocation boundaries that, by contrast, displayed cumulative 
misorientations.  
Figure 6.13a shows another example of the MB boundaries that were 
aligned nearly parallel to the traces of {111} austenite slip planes. A crystal lattice 
orientation was extracted at a location labelled A inside the MB array, the 
corresponding CA vector being [81			42തതതത			41തതതത], which made it again possible to 
calculate the Schmid factor values for all the available twelve {111}<110> slip 
systems for the compression axis vector associated with this orientation (Table 6.1). 
In order to define the concrete Miller indices of the slip plane along which the MBs 
were aligned, the corresponding oriented stereographic projection was constructed 
(Fig. 6.13 c). The associated plane was found to be (1ത1ത1) slip plane, the calculated 
Schmid factor values of which had the second highest sum of Schmid factor values 
among the four available slip planes (see Table 6.1). In order to assess the tilt/twist 
character of the MB boundary segment marked by the red arrow in Figure 6.13 a, 
the corresponding misorientation vector was determined. The obtained 
misorientation angle/axis was 2.4/[3ത			26തതതത			97], the corresponding vector of which 
was plotted in the stereographic projection in Figure 6.13 c. Assuming a complete 
coincidence of the MB boundary with the (1ത1ത1) slip plane, the angle between the 
misorientation vector and the slip plane normal was calculated as 44. This implies 
that the boundary segment is also of a general (mixed) character with similar twist 
and tilt components.  
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Figure 6.13. MB characteristics observed within austenite in microstructure E at 
a strain rate of 0.1 s-1 at a strain of 0.2: (a) EBSD map of crystallographic MBs 
acquired using a step size of 0.2 µm. The thin blue, green, magenta, and black 
lines indicate boundaries with misorientations 0.7 <  < 2, 2 <  < 5, 5 <  
< 15, and  > 15, respectively, and the short black lines indicate {111} plane 
traces. The thick blue line marks the interphase and ferrite is colored in grey. The 
bottom-left and top-right insets show the CA inverse pole figure for the MB 
region and the specimen (EBSD map) axes, respectively. (b) Misorientation 
linescan along the arrow superimposed in (a). The black and green lines denote 
the point-to-point and point-to-origin misorientations, respectively. (c) Oriented 
stereographic projection for location A indicated in (a) characterised by the local 
CA vector [81			42തതതത		41തതതത]. The projection also contains the misorientation axis 
vector [3ത		26തതതത			97] corresponding to the MB wall segment, marked by the small 
red arrow in (a), aligned with the (1ത1ത1) plane trace. The Schmid factor values for 
all the possible twelve slip systems calculated for the above local CA are shown 
in Table 6.1. 
 
The alignment of MB wall segments with the high-Schmid-factor {111} slip 
planes, indicated by EBSD (Figs. 6.12 and 6.13), was directly verified using TEM 
“edge on” tilting (Fig. 6.14 and Table 6.1). TEM analysis also showed local splitting 
of the MB boundaries, their curved character and local changes in the MB boundary 
planes. Nonetheless, in spite of the local variation in MB boundary planes, their 
traces maintained an approximate alignment with {111} slip plane traces from 
which they presumably originated, which was also evident from the EBSD 
measurements.  
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Figure 6.14. (a) TEM bright-field image of crystallographic MB walls obtained 
at a strain rate of 10 s-1 and strain of 0.4 tilted to the “edge on” orientation. The 
arrows mark the locations of possible MB splitting. The top-right inset displays 
the sample axes in the zero tilt condition (i.e. the fixed microscope axes). The 
bottom-left inset presents {111} slip plane traces, constructed considering the foil 
tilt, the line widths of which reflect the sums of the Schmid factor values of the 
associated slip systems (see Table 1). (b) The oriented stereographic projection 
obtained for the orientation marked A in (a) in the tilted foil condition. The 
corresponding CA vector [43			24			8ത] and the normal to the (1ത1ത1) plane the trace 
of which is approximately parallel with the MB boundaries are denoted by the 
blue and red circles, respectively. 
 
Table 6.1. Examples of the Schmid factor values obtained from EBSD and TEM 
data for all twelve slip systems in the selected locations, close to well-developed 
crystallographic MBs, shown in Figs. 6.12a, 6.13a and 6.14a. The sum of the 
Schmid factors is also given for each slip plane and the sums highlighted in bold 
correspond to the slip planes whose traces were aligned closest to the MB traces. 
The local compression axis direction and the reference to the relevant figures are 
also given. 
 
Figures 6.15 a and b show that the MB boundary traces were generally 
deviated from the closest {111} plane traces by angles lower than 10. It should be 
noted that there was a wide scatter in the inclination angles of the MB traces relative 
to the compression plane. When there were two families of crystallographic MB 
boundaries inside an austenite grain/island, the two slip planes aligned with these 
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Figure 6.15. (a,b) Histograms of the angles between the MB boundaries and the 
closest {111} plane traces attained for the austenite regions analysed by EBSD 
under strain rates of 0.1 s-1 and 10 s-1, respectively. (c) Histogram of the deviations 
of the misorientation axis (MA) vectors corresponding to the crystallographic MB 
walls from the {111} slip plane normals, attained for the austenite regions studied 
at both the strain rates. The histogram is based on 5 different regions within 34 
different grains containing crystallographic microbands (170 measurements in 
total). 
boundaries systematically contained four slip systems with the highest Schmid 
factor values. In the case of a single family of MB boundaries, for 52% of the 
studied cases the slip plane aligned nearest to these boundaries had slip systems 
with the largest sum of the Schmid factors. The rest of the studied cases showed the 
second largest sum of the Schmid factors. On assumption of the coincidence 
between the MB boundaries and {111} slip planes whose traces were 
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approximately parallel to these boundaries, the deviations of the misorientation axis 
vectors from the MB boundary normals were estimated for all the crystallographic 
MB boundaries studied and the corresponding distribution is presented in Figure 
6.15c. This figure shows that, based on the aforementioned assumption which was 
also confirmed by the TEM analysis (see Fig. 6.14), the crystallographic MB 
boundaries were typically of a mixed character with a tendency to display a large 
tilt component.  
6.3.2.3 Widmanstätten austenite  
The Widmanstätten laths typically adopted, with increasing strain, a 
common configuration with a tendency to become parallel to the compression 
plane. It was revealed, through the EBSD orientation maps and the corresponding 
misorientation linescans, that the microstructure evolution within Widmanstätten 
austenite was similar in character to that observed for the equiaxed austenite 
morphology described above. Figure 6.16 shows examples of the microstructure of 
Widmanstätten austenite corresponding to strain values of 0.2 and 1.0. It is seen 
that, in analogy to the equiaxed morphology, the Widmanstätten laths displayed 
frequent splitting into mutually rotated complex-shaped DBs, separated by typically 
relatively narrow TRs accommodating the band rotations. In general, TRs again 
comprised arrays of approximately parallel, extended, low-angle boundaries, which 
were generally characterized by large cumulative misorientation profiles (Figs. 6.16 
c-e). Within the elongated Widmanstätten laths such extended boundary arrays 
were frequently aligned parallel to the austenite-ferrite interface planes.  
With increasing strain the DB rotations gradually increased and their 
dimensions became reduced, as also demonstrated by the evolution of the mean 
substructure parameters as a function of strain presented in Figure 6.3h. It has been 
observed that the misorientation gradients associated with Widmanstätten austenite 
were typically steeper compared with those of the equiaxed austenite microstructure 
at a given strain. This is also consistent with the overall subgrain data (Figs. 6.3 g 
and h) and indicates that relatively more strain was partitioned to the Widmanstätten 
morphology at a given macroscopically imposed strain level. A TEM analysis also 
revealed complex dislocations tangles and local stacking faults, similar to those 
observed for equiaxed austenite (see Fig. 6.10). Nevertheless, in contrast to the 
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equiaxed morphology, some well-recovered equiaxed fragments/sub-grains, 
containing relatively low dislocation densities and delineated by sharp boundaries, 
were locally detected within Widmanstätten austenite (Fig. 6.17). This indicates the 
more advanced stages of conversion of tangled dislocation cell walls to planar 
dislocation networks through DRV and, thus, further supports the conjecture that 
Widmanstätten austenite might have received comparably more strain than its 
equiaxed counterpart. Interestingly, in contrast to equiaxed austenite, there was no 
obvious presence of MBs detected within Widmanstätten austenite at any strain 
level studied.  
Figure 6.16. Austenite characteristics (ferrite colored in grey) in microstructure 
W deformed at a strain rate of 0.1 s-1, obtained by EBSD using a step size of 0.2 
µm at strains of 0.2 (a) and 1.0 (b). The thin and thick black lines indicate 
boundaries with misorientations 0.7 <  < 15 and  > 15, respectively, and the 
red lines denote 3 twin boundaries. The thick blue lines in (a,b) denote the 
interphase boundaries and the CA direction is vertical. The insets show the 
corresponding inverse pole figure colour key. The black and green lines in (c-e) 
represent point-to-point and point-to-origin misorientation profiles, respectively.
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Figure 6.17. TEM bright-field micrograph of the well-recovered equiaxed 
fragments/sub-grains (arrowed) locally observed within Widmanstätten austenite 
at a strain rate of 0.1 s-1 at a strain of 1.0. 
6.3.2.4 DDRX grains in both morphologies  
Some new DDRX grains were occasionally observed in austenite for both 
the morphologies studied. For the equiaxed austenite, at the low strain rate, the 
DDRX area fractions were only around 1 and 2% at strains of 0.8 and 1.0, 
respectively and the corresponding average grain diameters were about 2.2 and 2.3 
µm, respectively. For the high strain rate, the DDRX fractions were around 2 and 
3% at the above strains, respectively, and the corresponding average grain 
diameters were about 2.7 and 2.9 µm, respectively. For the Widmanstätten 
austenite, the DDRX fractions were around 4 and 6% at the abovementioned strain 
values, respectively, and the corresponding mean grain diameters were about 2.5 
and 2.8 µm, respectively. For both the microstructures, DDRX grains were typically 
associated with HABs, largely originated from the distorted pre-existing coherent 
twin boundaries, and were formed in presumably highly stressed locations close to 
the interphase (Fig. 6.18). This suggests that the above grains nucleated through 
SIBM of these boundaries. The profuse presence of the first- and higher-order twin 
boundaries observed within the DDRX regions reveals that these regions generally 
expanded through the formation of multiple twinning chains [167]. Figure 6.19 
shows an example of a cluster of DDRX grains separated almost exclusively by 3, 
9 and 27 CSL boundaries, which suggests these grains were largely formed from 
a common nucleus through the operation of multiple twinning.  
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Figure 6.18. EBSD maps together with the inverse pole figures obtained using a 
step size of 0.2 µm, showing a cluster of austenite DDRX grains formed at a 
strain rate of 0.1 s-1 at a strain of 1.0 in microstructures E (a,b) and W (c,d). The 
red, fuchsia and lime green lines in (a,c) indicate CSL 3 (60/<111>), 9 
(39/<110>), 27 ((32/<110>) or (35/<210>)) boundaries, corresponding to the 
first- and higher-order twins, respectively. The green, black and blue lines denote 
low-angle (2 <  < 15), general high-angle and interphase boundaries, 
respectively. The maps in (b,d) are presented in the inverse pole figure coloring 
scheme. The insets show the corresponding colour key. The thin and thick black 
lines represent low angle (2 <  < 15) and high-angle ( > 15) boundaries, 
respectively. The CA direction in (a-d) is vertical. 
6.3.3 Microstructure evolution within ferrite 
6.3.3.1 Strain rate of 0.1 s-1 
The EBSD analysis for both the microstructures studied showed that a 
complicated network of low- and medium-angle boundaries gradually developed in 
the coarse ferrite grains during hot deformation at a strain rate of 0.1 s-1 (Fig. 6.20). 
During straining, the misorientation of these sub-boundaries progressively 
increased, finally ending in a mixture of large- and low-angle sub-boundaries at the 
strain of 1.0. The gradual evolution of dislocation arrangement towards more 
equilibrium (sub)grains delineated by both low-angle boundaries (LABs) and high-
angle boundaries (HABs) is the evidence of the continuous dynamic 
recrystallization (CDRX) mechanism [168-169]. The curvature observed at some 
HABs could possibly show a limited SIBM of these boundaries. Interestingly, for 
both the microstructures, the regions close to the ferrite-austenite interfaces 
generally displayed a higher tendency to turn into (semi)-equiaxed fragments   
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Figure 6.19. (a) EBSD orientation map in the all-Euler colouring, obtained with 
a step size of 0.2 µm, showing a cluster of austenite DDRX grains formed at a 
strain rate of 10 s-1 at a strain of 1.0 (see the dashed rectangle in Fig. 7a). The red, 
yellow, light blue, and white lines indicate CSL 3 (60/<111>), 9 (39/<110>), 
27a (32/<110>) and 27b (35/<210>) boundaries, corresponding to the first- 
and higher-order twins, respectively. The black and dark blue lines denote 
general high-angle boundaries and interphases, respectively. The CA direction is 
vertical. (b,c) Inverse pole figure for CA and a direct pole figure, respectively, 
for the DDRX grains. 
by medium-angle sub-boundaries. No evidence of DDRX in ferrite was observed 
at the above strain rate even at the highest strain level studied for either 
microstructure type.  
Figures 6.21 a-f present the misorientation histograms obtained by EBSD 
for ferrite sub-boundaries with misorientations of 0.7-15 at selected strain levels 
for both the microstructures studied at a strain rate of 0.1 s-1. The evolution of the 
ferrite (sub)grain mean misorientation angle with strain is shown in Figures 6.21g 
and h. It has been observed that the fraction of sub-boundaries with larger-angles 
gradually increased as strain accumulated, as evidenced by shifting the histograms  
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Figure 6.20. Ferrite EBSD maps obtained for microstructure E (a,c,e) and 
microstructure W (b,d,f) at a strain rate of 0.1 s-1 at strains of 0.2 (a,b), 0.6 (c,d) 
and 1.0 (e,f), using a step size of 0.2 µm. The thin blue, green, fuchsia and black 
lines denote boundaries with misorientations 0.7 <  < 2, 2 <  < 5, 5 <  < 
15 and  > 15, respectively. The thick blue lines in (a-f) indicate the interphase 
boundaries and the CA direction is vertical. 
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Figure 6.21. Ferrite characteristics obtained by EBSD for the two 
microstructures studied after deformation at a strain rate of 0.1 s-1: (a-c) 
Misorientation distributions for the subgrain boundaries in microstructure E with 
angles 0.7 <  < 15 at strains of 0.2, 0.6 and 1.0, respectively. (d-e) 
Misorientation distributions for the subgrain boundaries in microstructure W with 
angles 0.7 <  < 15 at strains of 0.2, 0.6 and 1.0, respectively. (g,h) The mean 
sub-boundary spacing (rectangles), measured as a linear intercept length, and the 
subgrain mean misorientation angle (circles), plotted as a function of strain for 
microstructures E and W, respectively. 
towards the higher-angle boundaries. In consequence, the mean misorientation 
angle values also increased progressively. It might be speculated that further 
straining would have made a gradual increase in the sub-boundary misorientations 
towards the values typical of conventional medium-angle grain boundaries. It is to 
be noted that, in contrast to what was observed in the austenite case (Figs. 6.3 g and 
h), the shift of the ferrite (sub)grain misorientation angles towards the larger values 
was more significant for microstructure E compared to microstructure W. To 
analyse the size of ferrite subgrains and (sub)grains with strain, threshold values of 
0.7 and 5.0, respectively, were selected to measure the mean sub-boundary 
spacing in the ferrite phase. It was observed that the mean subgrain size reached its 
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saturation at lower strains compared to the (sub)grain size. This is in line with the 
previous report by Oudin et al. [170] stating that (sub)grains delineated largely by 
HABs tend to reach their steady-state size at markedly higher strain values 
compared to those at which subgrains reach their steady state size. The higher mean 
misorientation angle and lower mean intercept length observed for ferrite in 
microstructure E at a given macroscopic strain level, compared to its W counterpart, 
demonstrate quantitatively that a higher portion of the total strain was partitioned 
in this phase for this microstructure type. 
TEM analysis confirmed the presence of well-recovered, roughly equiaxed 
ferrite (sub)grains separated by planar dislocation walls for both the microstructures 
studied (Fig. 6.22). It was observed that the density of dislocations located within 
the (sub)grains was relatively low for both the microstructure types and dislocations 
were largely straight and free of jogs. Nevertheless, from Figure 6.22 it is seen that 
the dislocation density and complexity of dislocation arrangements within ferrite 
were somewhat higher in microstructure E. This further supports the above 
conjecture that, in this microstructure, ferrite would accommodate a higher portion 
of the overall strain compared to microstructure W.  
6.3.3.2 Strain rate of 10 s-1 
Figure 6.23 demonstrates that the microstructure evolution during 
deformation at a strain rate of 10 s-1 markedly differed from the slow strain rate case 
discussed above. The (sub)grains partly bounded by HABs were generally not 
formed and, instead, regular subgrains persisted up to the largest strain used, albeit 
their misorientations progressively increased with strain (see further below). With 
increasing strain, the ferrite regions filled with subgrains became increasingly 
subdivided into coarse fragments, or deformation bands, separated by HABs (see 
Figs. 6.23 c,d). Furthermore, new grains, increasingly completely enclosed by 
HABs, were progressively formed during straining within the subgrain matrix. 
These grains nucleated from large-misoriented subgrains, mainly situated along the 
interphase boundary, and subsequently grew through the migration of the 
corresponding large-angle boundaries. Several new grains, largely bounded by 
HABs, were occasionally detected already at a strain of 0.2 (see Figs. 6.23 a,b) and 
their area fraction and the corresponding mean grain diameters progressively 
increased with strain (Table 6.2). The misorientation histograms obtained from the 
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EBSD data are shown in Figures 6.24 a-d for selected misorientation ranges and 
strain levels and the mean misorientation angle across sub-boundaries is plotted as 
function of strain in Figure 6.24 e. It is evident that, despite the significantly 
increased strain rate expected to increase misorientations through impeding DRV, 
the misorientation increase is smaller than that observed at the low strain rate (see 
Fig. 6.21 g), which is consistent with the formation of regular subgrains. The 
operation of different softening mechanisms at the low and high strain rate used 
 
Figure 6.22. TEM bright-field micrographs of the ferrite dislocation substructure 
observed at a strain rate of 0.1 s-1 at a strain of 1.0 in microstructure E (a) and 
microstructure W (b). F and A in (b) refer to ferrite and austenite, respectively. 
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Figure 6.23. Ferrite EBSD orientation maps obtained at a strain rate of 10 s-1 at 
strains of 0.2 (a,b), 0.6 (c,d) and 1.0 (e,f). The thin blue, green, magenta and black 
lines in (a,c,e) denote boundaries with misorientations 0.7 <  < 2, 2 <  < 5, 
5 <  < 15 and  > 15, respectively. (b,d,f) The same maps as (a,c,e), 
respectively, presented in the inverse pole figure colouring for the CA direction, 
with the insets showing the corresponding colour key. The thick blue lines in (a-
f) indicate the interphase boundaries. The arrow in (a) shows a new recrystallized 
grain and the arrows in (c) indicate a deformation-induced high-angle boundary. 
Note that ferrite regions containing large fractions of the deformed matrix were 
specifically selected in (c-f). 
Table 6.2. The evolution of area fraction and grains diameter of Recrystallized 
regions in ferrite during deformation at a strain rate of 10 s-1. 
Strain 0.4 0.6 0.8 1.0 
Rex area fraction 0.110.01 0.530.04 0.780.07 0.850.06
Rex grain diameter (µm) 18.60.3 19.50.3 20.40.2 20.80.2 
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Figure 6.24. Ferrite characteristics obtained by EBSD at a strain rate of 10 s-1. 
(a) Misorientation histogram for the large-angle boundaries at a strain of 1.0. (b-
d) Misorientation distributions for the subgrain boundaries with angles 0.7 <  
< 15 at strains of 0.2, 0.6 and 1.0, respectively. (e) The mean sub-boundary 
spacing (rectangles), measured as a linear intercept length, and the subgrain mean 
misorientation angle (circles), plotted as a function of strain. 
is also clearly demonstrated by the fundamental difference in the corresponding 
large-angle misorientation spectra obtained at a strain of 1.0. While the former 
misorientation distribution is dominated by low-to-medium angle boundaries, the 
latter is dominated by HABs (see Fig. 6.24 a). The strain dependence of the mean 
sub-boundary spacing, for the threshold misorientation value of 0.7, is also plotted 
in Figure 6.24 e. It can be seen that, with increasing strain, the mean sub-boundary 
spacing gradually decreased towards saturation. Nevertheless, the above parameter 
did not completely reached its steady-state value within the strain range studied.  
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 It should be noted that the dynamic nature of the above grains was 
confirmed by the observed presence of dislocation structures in their interior (Fig. 
6.25), which demonstrates that these grains after their formation underwent plastic 
deformation. As illustrated in the above figure, the dislocations present within the 
newly formed grains were largely straight, free of jogs and pure screw in character, 
similar to those observed within the (sub)grains at the low strain rate (see Fig. 6.22). 
Interestingly, there were no indications of dislocation wall formation within the new 
grains even at a strain of 1.0. This suggests that the DRV processes within the above 
grains might be considerably delayed compared to the deformed matrix, within 
which well-developed sub-boundaries were formed already at a strain of 0.2 (see 
Figs. 6.23 a,b).  
 
Figure 6.25. (a) TEM bright-field micrographs of the dislocation substructure 
within a ferrite DDRX grain formed at a strain rate of 10 s-1 at a strain of 1.0. (b) 
The corresponding stereographic projection for the [133] zone with the applied 
diffraction vector g = (011ത) and traces of the two prominent systems of straight 
dislocations indicated by the dotted red lines. The traces are consistent with the 
dislocations being of a pure screw character and having Burgers vectors b = 
a/2[111ത] and a/2[11ത1]. 
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6.4 Discussion 
6.4.1 Initial microstructures and flow behavior 
The character of the austenite-ferrite interface is highly affected by the 
cooling rate from the ferritic region. Furnace-cooling results in a lower fraction of 
K-S and N-W boundaries in microstructure E. This can be related to the change in 
the bcc to fcc transformation mechanism as elaborated in Chapter 4. Slow cooling 
in the furnace makes ferrite diffusionally transform to austenite. Diffusional 
transformation at such high temperatures as 1370 °C might make it possible for 
austenite to create more random interfaces with ferrite in the resultant 
microstructure. As discussed in section 4.4.1, Widmanstätten plates are presumably 
formed through a (semi)shear transformation at considerably lower temperatures 
(i.e. higher undercooling). Crystallographic and energy considerations would then 
encourage the interphases to be closer to rational K-S and N-W configurations as 
discussed in Chapter 4.  
The present findings indicate that most of the strain is partitioned towards 
ferrite during hot deformation. This suggests that the deformation behaviour of this 
phase, together with the role played by the interphase, might largely control the 
flow curve character. Indeed, the comparatively flatter stress-strain curve obtained 
for the specimen having microstructure W appears to resemble the typical flow 
curves produced by the operation of ferrite CDRX [12]. The more pronounced flow 
stress decrease, following the mild peak, observed for the specimen having 
microstructure E might possibly be attributed to the more intense operation of 
interphase sliding, facilitated by the corresponding comparatively less coherent 
interphase character (see section 4.3.2.1). The comparatively higher flow stress of 
the specimen having microstructure W might be related to several aspects. The 
smaller austenite size of Widmanstätten plates would be expected to cause a higher 
overall flow stress. Furthermore, the higher frequency of K-S and N-W interfaces 
in microstructure W could play an important role. It has been reported that the 
interphase sliding might be inhibited by the constraints built up at K–S and N-W 
ferrite-austenite interface, which could in turn impose a strengthening effect on the 
flow behaviour [12]. The differing partitioning behavior of the alloying elements 
between ferrite and austenite in the two microstructures under examination (see 
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section 4.4.2.2) might also affect the strength and softening mechanism of both 
phases [171].  
6.4.2 Austenite 
The partitioning of strain towards ferrite is consistent with the published 
literature [11,12,89]. Martin et al. [97] have quantified the strain partitioning 
between ferrite and austenite during hot deformation. It was found that at different 
temperatures, ferrite accommodates most of the overall strain. The level of strain 
partitioning in the present work (deformation at 1000 C) might be expected to be 
even higher as Martin et al. [97] reported that the contrast in rheology between 
ferrite and austenite increases when the temperature rises from 850 C to 950 C. 
This can be related to a significantly faster diffusion rate and higher SFE of ferrite. 
As a result, the restoration processes, consisting of dislocation rearrangement and 
annihilation, within ferrite would take place relatively easier during deformation at 
high temperatures [158]. The interphase analysis reported in Chapter 4 has revealed 
that 16% and 39% of the interphases are coherent, i.e. following the K-S and N-W 
orientation relationship, for microstructures E and W, respectively (see section 
4.3.2.1). The higher fraction of coherent interphases within the latter microstructure 
would make it comparatively easier for slip to transfer to Widmanstätten austenite. 
This might contribute to the higher level of strain partitioning to Widmanstätten 
austenite compared to its equiaxed counterpart, demonstrated by the higher mean 
subgrain misorientation and lower mean sub-boundary spacing observed for the 
former morphology at a given strain level (Fig. 6.3).  
 It is observed in the current work, for both the microstructure types studied, 
that the original, largely coherent austenite twin boundaries become distorted and 
progressively converted to general HABs during straining. This is consistent with 
the observations reported for single-phase austenite in the literature [41]. It has been 
suggested that, once the direct transfer of a dislocation across a twin boundary is 
inhibited due to the difference in either slip planes, Burgers vectors or resolved 
shear stress across the boundary, residual dislocations will remain at the boundary 
making it deviate from the ideal coincidence [159,172]. Brandon [131] has 
proposed that such deviation might be described through the development of a 
dislocation network (i.e., sub-boundary), which is coplanar with the twin boundary 
and its misorientation angle/axis pair quantifies the departure from the pre-existing 
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exact 3 CSL relationship. The features of this sub-boundary are dependent on the 
nature of the products that dislocations generate when they interact with the twin 
boundary.  
6.4.2.1 Deformation bands and transition regions 
The present findings have shown that austenite largely softened through DRV. The 
austenite grains/islands tended to split during straining into fragments/DBs that 
were mutually rotated by large angles (see Figs. 6.5 and 6.6). The above behavior 
is consistent with the well-established propensity of grains in single-phase fcc 
metallic materials to undergo profuse deformation banding [158]. The grain 
splitting into DBs may generally be caused by several major reasons [173-175]: (i) 
differences in the stress state across the grain; (ii) variations in the selection of slip 
systems in different grain regions; (iii) partitioning of the overall strain across the 
grain in such a way that the total energy of the system is reduced. Raabe et al. [175] 
have suggested that some grain orientations have an intrinsic tendency to build up 
orientation gradients even in the case of homogeneous loading. In such grains the 
initial orientation variation becomes amplified during straining, due to different slip 
system activation in the different regions, which leads to the formation of DBs. 
Furthermore, the propensity of a grain to subdivide into mutually rotated regions 
might be extrinsically enhanced by its interaction with neighbouring grains.  
It has recently been reported [162-163] that DBs in hot deformed single-
phase austenite typically display an organized pattern of elongated regions having 
alternating orientations and being separated by relatively planar and rather narrow 
transition regions already at comparatively low strains. By contrast, the present 
results have revealed that the austenite grains/islands largely consisted of rather 
poorly developed, complex shaped fragments/DBs, typically separated by relatively 
wide transition regions, even at the largest applied strain of 1.0 (see Fig. 6.5). Thus, 
it is plausible to suggest that the character of the large-scale austenite subdivision 
in the current duplex steel might also be attributed to the heterogeneous stress/strain 
distribution, known to develop throughout the microstructure during deformation 
of the duplex materials [12, 89, 176-179], rather than merely to the corresponding 
relatively low accumulated strain level.  
145 | P a g e  
 
TRs, separating the deformation bands, possessed a wide range of 
morphological features and often occupied large regions of the austenite 
grains/islands. Generally, these regions comprised relatively wide arrays of 
extended, roughly parallel, mostly non-crystallographic, dislocation boundaries that 
collectively accommodated significant misorientations. TRs were also locally 
observed to form adjacent to the interphase boundary planes, typically as arrays of 
parallel sub-boundaries aligned along these planes, to accommodate 
incompatibility strain gradients developed in the interphase regions. It is worth 
noting that the above TR morphological characteristics seemed to be similar to 
those reported previously for single-phase metallic materials [162,163].  
6.4.2.2 Microbands 
The current work reveals that the formation of MBs is dependent on the 
morphology of austenite. While the equiaxed morphology is favorable to the local 
development of MBs, the Widmanstätten one appears to be completely resistant to 
their formation. This might be attributed to the observed complexity of strain 
distribution inside the irregularly shaped Widmanstätten plates, typically 
characterized by cumulative misorientation profiles. Such strain distribution is 
clearly incompatible with the systematically alternating “plus-minus-plus” 
misorientation patterns, characteristic of MB boundaries (Figs. 6.12, 6.13, 6.14), 
which presumably facilitate very effective screening of the elastic stress fields 
across MB arrays [160-163,180]. The crystallographic character of the MBs 
observed within equiaxed austenite grains in the present work (Fig. 6.15) is in line 
with the previous studies on single-phase austenitic steels and aluminium 
[164,181,182]. 
The current observation that MBs were present only in small local regions 
within the austenite grains/islands might not be surprising. The self-screening MB 
families with systematically alternating misorientations are generally incompatible 
with the complex, highly inhomogeneous strain distribution, associated with large 
cumulative misorientation gradients, developed within austenite as described 
above. The current EBSD observations have revealed that MB boundaries within a 
wide range of austenite orientations (see Fig. 6.11) were largely aligned along 
{111} lattice planes (see Fig. 6.15). This confirms a strong propensity of austenite 
to form crystallographic MBs during hot deformation, suggested in the literature 
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[160-163]. The Schmid factor analysis performed in the present work provides 
additional support to the observations made by the Risø researchers, demonstrating 
a general tendency of MB boundaries to align themselves close to the highly-
stressed slip planes [181, 183-186]. Nonetheless, the present results have revealed 
that the MB walls aligned along the traces of {111} slip planes whose slip systems 
had the highest sum of Schmid factors were only marginally more frequently 
encountered compared to the walls parallel to the traces of slip planes whose slip 
systems had the second largest sum of Schmid factors. The above observation is in 
excellent agreement with the recent findings made by Hong et al. [182]. These 
authors have reported that the crystallographic low-angle boundaries may have a 
large amount of dislocations supplied by slip systems which are not co-planar with 
the slip planes aligned with these boundaries. Furthermore, higher-stressed slip 
planes may also supply dislocations to construct boundary networks aligned along 
lower-stressed slip planes.  
The current observations have also revealed that the misorientation vectors 
across successive MB boundaries have a tendency to cancel each other (see Figs. 
6.12 and 6.13). Chen et al. [187,188] have suggested a model explaining the self-
screening nature of the MB arrays. This concept is based on the creation of parallel 
dislocation sheet pairs, comprising dislocations with the opposite signs, on highly 
stressed crystal lattice planes via the “long range” cross-slip. Consequently, a 
reoriented region is created which is enclosed by the above sheets, and several sheet 
pairs tend to be created simultaneously. Nevertheless, the MB misorientation angles 
expected form the operation of the abovementioned mechanism are generally lower 
than 1, and thus lower than both those reported in the literature [162,164] and those 
detected in the current study. To account for the above discrepancy, an alternative 
concept has been suggested [164,165,180]. According to this model, MBs are 
created via splitting of the pre-existing geometrically necessary boundaries 
(GNBs), whose relatively large misorientations provide the driving force for their 
formation. Since the GNB misorientations are conserved during the splitting 
process, the resultant MBs can be characterised by higher misorientations, generally 
exceeding 1. It has been suggested [165] that the crystallographic and non-
crystallographic MBs might be created via the double-cross slip and boundary 
splitting processes, respectively. Nevertheless, there have been reports [163,164], 
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also supported by the present TEM observations (see Fig. 6.14a), indicating that 
crystallographic MBs may also form through the splitting of crystallographic 
GNBs. Therefore, it is plausible that both the aforementioned MB formation 
processes can take place concurrently, as also proposed in [165].  
It is to note that, the curved irregular appearance of MB boundaries, 
frequently observed during the present TEM investigation (see Fig. 14a), might be 
related to the boundary splitting MB formation mechanism [164,165,180]. 
Furthermore, the current TEM study has revealed local variations in the MB 
boundary projected width, which suggests non-uniformity in the MB boundary 
plane. Such MB boundary character is consistent with that recently observed by the 
3D EBSD analysis [189-191]. These observation have revealed that the 
crystallographic MB boundaries could also have irregular wavy character, having 
some segments precisely aligned with {111} slip planes and some deviated from 
these planes. In this context, Hong et al. [182] have recently reported that the 
features of the periodic dislocation networks representing MB boundaries may 
display variations along their lengths. This results in local alterations in the MB 
boundary plane, which may be related to local changes in the dislocation activity at 
the boundary.  
6.4.2.3 DDRX grains 
The observations made in the current work have revealed the formation of 
only very small fractions of DDRX grains (2-3%) within both the austenite 
morphological types at the both strain rates used. These grains appear to have 
largely formed through the SIBM mechanism, utilising the original austenite HABs, 
that is known to be dominant for single-phase austenite [41,158]. The above 
mechanism was complemented by twin formation on the migrating boundary, 
which resulted in the formation of groups of DDRX grains through multiple 
twinning chains [167] (see Fig. 6.19). The observed small DDRX fractions can be 
attributed to a limited availability, and importantly the character, of the pre-existing 
austenite/austenite grain boundaries in the present duplex microstructure. A 
prevalent fraction of these boundaries corresponded to coherent twin boundaries 
(see section 4.3.2.2) having low mobility that are known to require large strains to 
become transformed to general HABs and potentially serve as DDRX nucleation 
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sites [41]. Thus, due to the low level of strain partitioning into austenite, the 
locations at which HABs able to provide nucleation sites might be available, and 
the critical strain for DDRX formation might be reached, have been restricted to 
only few locations throughout the austenite microstructure even at the highest strain 
used. The slightly higher kinetics of DDRX in Widmanstätten austenite, observed 
in the present work, might be related to its higher contribution to the overall 
deformation and its lower fraction of coherent Σ3 boundaries compared to equiaxed 
austenite (see section 4.3.2.2). It is clear that the aforementioned very small DDRX 
fractions cannot account for the noticeable reduction in the flow stress from the 
peak values observed at both the strain rates studied (see Fig. 6.1). It thus appears 
that this flow stress decrease might largely be attributed to the dynamic softening 
in ferrite, in particular in the case of the high strain rate. Furthermore, there might 
also be some contribution from the interphase sliding [16].  
6.4.3 Ferrite 
There have been reports that ferrite softens during hot deformation 
performed under a wide range of experimental conditions through the operation of 
the CDRX (also termed “extended dynamic recovery”) mechanism [5,96,170,192-
203]. In this mechanism, mobile dislocations generated during straining are 
progressively absorbed in the sub-boundaries created by DRV [168,169,204]. The 
subgrains gradually turn into (sub)grains or “crystallites” separated by relatively 
larger-angle boundaries. This usually ends up in the formation of a complex 
network of LABs and HABs. In some local areas, such as mantle regions close to 
interphases, due to a high concentration of strain, some (sub)grains might become 
completely enclosed by high-angle boundary segments thus representing CDRX 
grains.  
There have also been suggestions that ferrite might soften during hot 
deformation through the operation of DDRX [196, 197, 199, 205-209]. 
Nonetheless, the conditions (i.e. strain rate and temperature) under which ferrite 
softens through this mechanism have been a topic of intense debate. There are 
several reports [196, 199, 207] suggesting that DDRX is favoured in ferrite under 
low Z values (i.e. at high deformation temperatures and low strain rates), while 
increasing the Z would result in DRV (or CDRX) to be dominant. It should be 
noted, however, that most of these works have not provided a detailed 
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microstructural analysis of the DDRX phenomenon, but have largely relied on the 
shape of the flow curves. In the case of duplex stainless steels, however, the flow 
behavior is not thoroughly reliable for this purpose, as it could be also highly 
affected by the interface character evolution and austenite softening mechanism as 
suggested by Iza-Mendia et al. [16], Cizek [96] and Sun et al. [210]. An opposite 
trend has been recently reported by Castan et al. [197] suggesting that DDRX 
becomes dominant over CDRX when the strain rate is increased. The latter authors 
have proposed that DDRX in ferrite is promoted once the recovery processes 
through dislocation climb and cross-slip are restricted. On the other hand, whenever 
recovery occurs readily, e.g., when deformation occurs under low Zener-Hollomon 
(i.e., Z) conditions (i.e., low strain rates and high deformation temperatures), the 
decrease in the stored energy will be achieved through CDRX without a need for 
DDRX [197].  
The results of the current work demonstrate the operation of CDRX in 
ferrite for both the microstructures studied at a strain rate of 0.1 s-1, although with 
a slightly different development level. No indication of DDRX has been detected at 
this strain rate even at a strain of 1.0 for either microstructure studied. This provides 
additional strength to the argument made by Castan et al. [197] that the CDRX 
mechanism should dominate during deformation at a relatively low Z value. The 
straight dislocations observed by TEM within ferrite (See Fig. 6.22) show that 
diffusion is fast enough to eliminate jogs by dislocation climb. These dislocations 
would then play an important role in the formation of (sub)grain boundaries. 
Although the microstructure has evolved though CDRX, it shows some HABs in 
some localized regions. This could, as previously described by Oudin et al [170], 
be attributed to the possible variation in the crystal lattice rotation field and/or in 
the slip system selection in adjacent areas, which might accelerate the rotation of 
some individual subgrains. Microstructure E displays a higher ferrite (sub)grain 
mean misorientation and lower mean sub-boundary spacing (Fig. 6.21), which 
indicates a relatively higher level of strain, than microstructure W. This might 
partially be related to the comparatively lower fraction of coherent interphases in 
the former microstructure (see section 4.3.2.1), which would hinder the slip 
transmission across the interphase and make the strain concentrate within ferrite, 
thus advancing its microstructural development.  
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 The ferrite dynamic softening mechanism at a strain rate of 10 s-1 is 
associated with the nucleation of new grains from the subgrains, largely located 
within the ferrite/austenite interface mantle regions and partially bounded by large-
angle boundaries, which subsequently grew through the migration of these 
boundaries (see Fig. 6.23). The interphase mantle regions generally contained fine 
subgrains characterised by higher misorientations compared to the ferrite matrix 
situated further from the interphase. The formation of such regions appears to be a 
result of the uneven strain partitioning between the constituent phases during plastic 
deformation, which leads to a misfit in strain that must be accommodated at the 
interphase through local shear deformation or interphase boundary sliding [16]. The 
latter mechanism might be enhanced by the present largely non-coherent character 
of the interphase (see section 4.3.2.1). The above accommodation processes can be 
expected to preferentially take place within the comparatively softer ferrite phase. 
In the interface mantle regions, in contrast to the ferrite matrix, the recrystallization 
nuclei boundaries might be able to rapidly increase their misorientations when 
migrating along the large misorientation gradients (along the interface), thus 
progressively increasing their mobility. It should be emphasised that, interestingly, 
in the current work the DDRX-like mechanism within ferrite has been activated by 
the increased strain rate, despite the duplex microstructure being characterised by a 
very limited content of the pre-existing ferrite/ferrite HABs typically representing 
DDRX nucleation sites in single-phase ferrite (see Table 4.1). This clearly shows 
that deformation and recrystallization processes operating in two-phase materials 
exhibit some important differences when compared to their single-phase 
counterparts. While in the single-phase materials the aforementioned original high-
angle grain boundaries generally provide preferential nucleation sites for new 
recrystallized grains, the current results demonstrate that the interphase can assume 
this role, through the formation of highly-strained regions, in the two-phase 
materials.  
 The current observation that the operation of the DDRX-like mechanism at 
a high deformation temperature is promoted by increasing the strain rate does not 
support the suggestions made in the literature [196, 199, 205-207] that the 
occurrence of this process within ferrite should be enhanced by a decrease in the Z 
value. In this context, it should be highlighted that the microstructures in the above 
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references have often been classified as those originating from the operation of the 
DDRX mechanism on the basis of the presence of dynamic grain boundary 
migration. However, there have been indications that the latter process can take 
place concurrently with CDRX during hot deformation of ferrite. Onuki et al. [211] 
have recently reported the preferential growth of the grains having low stored 
energy at the expense of their higher-stored-energy counterparts, which occurred 
through dynamic grain boundary migration and led to pronounced grain coarsening, 
in a Fe-3%Si alloy subjected to hot deformation performed under low Z conditions. 
The resultant microstructures were similar to those formed through the CDRX 
mechanism and displayed no apparent presence of new DDRX grains. It is thus 
plausible to suggest that some microstructures reported in Refs. [196, 199, 205-207] 
might alternatively be classified as those formed through the CDRX rather than the 
DDRX mechanism.  
 Indeed, the present findings clearly show the transition from CDRX to 
DDRX-like mechanism with increasing strain rate, which is in agreement with the 
recent observations made by Castan et al. [197]. The above authors have reported 
for a single-phase ferritic Fe-Al alloy that, at a given high deformation temperature, 
the DDRX process is promoted by the strain rate increase (i.e. by higher Z values) 
while CDRX tends to operate when the strain rate is decreased (i.e. at lower Z 
values). This conjecture has been convincingly supported by the obtained 
experimental evidence demonstrating that the microstructures produced by the 
above two distinct mechanisms displayed, apart from significantly different 
morphologies, also fundamental differences in the misorientation characteristics 
and crystallographic texture. Castan et al. have proposed that lower strain rate 
deformation provides sufficient time for significant DRV leading to CDRX (or 
"extended dynamic recovery"), whereas the magnitude of DRV is reduced for 
higher strain rate deformation such that DDRX mechanism is promoted with the 
formation of new recrystallized grains [197].  
6.5 Conclusions 
1. The strain was preferentially partitioned in the ferrite phase for both the 
microstructure types studied under the present hot deformation conditions. This was 
152 | P a g e  
 
consistent with an extremely low fraction of austenite DDRX grains detected within 
both microstructures at the largest applied strain.  
2. The microstructure evolution within Widmanstätten austenite was similar in 
character to that observed for the equiaxed austenite morphology. Both austenite 
morphological types displayed frequent splitting into mutually rotated complex-
shaped DBs, containing dislocation cells and local stacking faults, separated by 
typically relatively narrow TRs accommodating the band rotations.  
3. The higher mean misorientation angle and lower mean intercept length observed 
for the Widmanstätten austenite, compared to its equiaxed counterpart, demonstrate 
that higher strain was partitioned in this phase when it held the Widmanstätten 
morphology. This could partly be linked to the comparatively higher fraction of 
coherent interphases in this microstructure, enhancing the slip transmission across 
the interphase and transferring more strain into austenite.  
4. The equiaxed austenite morphology was favourable to the local development of 
MBs while its Widmanstätten counterpart appeared to be completely resistant to 
their formation. This could be attributed to complexity of deformation inside the 
irregularly shaped Widmanstätten plates precluding the formation of self-screening 
MB arrays.  
5. MBs aligned themselves, at all the strain levels studied, close to the highly 
stressed {111} slip planes containing the slip systems having either the largest or 
the second largest sum of the corresponding Schmid factor values. This suggests 
that the alignment of MB boundaries might be controlled by the selection of slip 
systems, rather than by the macroscopic deformation geometry and these 
boundaries might not follow the macroscopically imposed sample shape change.  
6. The slightly higher fraction of DDRX detected in Widmanstätten austenite, 
compared to equiaxed austenite, might be attributed to its higher contribution to the 
overall deformation and lower fraction of low-mobility coherent Σ3 boundaries.  
7. The results of the current work demonstrate the operation of CDRX in ferrite in 
both microstructures at a strain rate of 0.1 s-1, although with a slightly different 
development level. Microstructure E displayed the higher ferrite (sub)grain mean 
misorientation and lower mean sub-boundary spacing than microstructure W. This 
might partly be related to the comparatively lower fraction of coherent interphases 
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in the former microstructure, which would hinder the slip transmission across the 
interphase and make the strain concentrate within ferrite, thus advancing its 
microstructural development.  
8. An increase in the strain rate to 10 s-1 (i.e. in the Zener Hollomon parameter Z) 
resulted in the change of the ferrite softening mechanism from CDRX to a distinct 
mechanism analogous to DDRX. The latter mechanism involves the formation of 
new grains through the growth of the highly-misoriented subgrains, preferentially 
formed in the ferrite/austenite interphase mantle regions. The present findings 
contrast with numerous published reports suggesting the opposite tendency for the 
ferrite softening mechanism selection with a change in the Z value. Furthermore, 
these findings highlight an important role of the interphase region in the DDRX 
nucleation within ferrite during hot deformation of austenite/ferrite microstructures.  
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CHAPTER 7 
CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 
8.1 Introduction 
Duplex stainless steels are recently seeing increased use because of their 
low cost as well as their attractive combination of strength/toughness and high 
corrosion resistance. Their low cost is mostly attributed to Ni and Mo in their 
chemical composition being replaced with Cr. The enhanced mechanical and 
corrosion properties of these steels are a result of their duplex microstructure 
consisting of ferrite and austenite. These steels solidify as δ-ferrite, which partially 
transforms to austenite during further cooling to room temperature. As a result, their 
microstructure consists of two distinct phases with different crystal structures and 
stacking fault energies. In such a duplex structure, there would be different types of 
boundaries/interfaces, including ferrite-ferrite, ferrite-austenite and austenite-
austenite boundaries. 
The microstructure, texture and, in turn, the properties of duplex stainless 
steels are highly affected by the cooling rate (i.e., transformation mechanism) 
during ferrite to austenite phase transformation. Despite the large body of work in 
the literature on the austenite to ferrite transformation in steels, the reverse 
transformation (i.e., ferrite to austenite) has received less attention. Duplex stainless 
steel could be considered as an ideal model alloy to study bcc to fcc phase 
transformation. The main objectives of the current study were to evaluate the effect 
of the phase transformation path on the microstructure constituent characteristics 
(i.e., phase morphology and character of interfaces) and material processing 
implementation. 
8.2 Objectives and conclusions 
Objective 1: Effect of ferrite-to-austenite phase transformation path on the 
interface crystallographic character distributions in a duplex stainless steel 
From a practical point of view, it has been shown that the performance of 
duplex stainless steels is affected by the microstructure and in particular the 
character of the austenite-ferrite interfaces. For instance, the interfacial micro-
cracks, transition of slip between ferrite and austenite, and interface sliding have 
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been shown to be dependent on the interface character. Although some previous 
investigations were devoted to study the interface characteristics in duplex stainless 
steels using either TEM or EBSD, their statistical reliability is questionable. This is 
mainly due to the limited number of interphases studied by TEM and restriction of 
the EBSD to a lattice misorientation analysis rather than the analysis of all the five 
independent crystallographic parameters needed to fully characterize an interface. 
Accordingly, the first aim of the current thesis was to study the effect of bcc to fcc 
phase transformation route on the microstructure and interface characteristics of a 
duplex stainless steel using all five crystallographic parameters.  
Conclusion 1: The austenite-ferrite and austenite-austenite interface plane 
character distribution in a duplex stainless steel subjected to two different ferrite to 
austenite phase transformation routes (i.e., diffusional and semi-shear) 
characterised by markedly different cooling rates was studied. It was found that the 
microstructure, texture and interface character distribution are highly influenced by 
the phase transformation mechanism. Through using a recently developed 
stereological method, all the five independent crystallographic parameters of 
different interfaces were measured. A high anisotropy in habit planes for austenite-
ferrite and austenite-austenite interfaces for different lattice misorientations under 
different transformation routes were observed. This was attributed to different 
constraints, associated with crystallography, energy, phase transformation and 
geometry. The microstructure containing Widmanstätten austenite, produced 
through the semi-shear transformation, displayed a significantly higher content of 
rational interphases compared with that comprising equiaxed austenite, yielded 
through the diffusional transformation. This was mostly due to the change in the 
mechanism of nucleation and growth of austenite during phase transformation by 
cooling rate. The character distribution of different austenite-austenite boundaries 
was dictated by different mechanisms/constrains. The termination of Σ3 boundaries 
on pure twist {111} planes was associated with the minimum energy boundary 
plane configuration. In the case of Σ9 boundaries, the geometrical constraints linked 
to the intersection of two Σ3 boundaries dictate the tilt character of a grain boundary 
plane. The austenite-austenite inter-variant boundaries frequently aligned along 
(111) planes, which was mostly associated with ferrite to austenite phase 
transformation constraints. 
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Objective 2: Austenite-ferrite interface crystallography dependence of sigma phase 
precipitation using the five-parameter characterization approach 
The manufacturing of duplex stainless steels is challenging, mainly due to 
their complex precipitation behaviour. In these steels, sigma phase (σ) is readily 
precipitated, which exerts a detrimental impact on the properties, especially 
toughness. Sigma preferentially nucleates on austenite-ferrite interfaces and grows 
into the ferrite. At the moment, little is known about the influence of the interphase 
boundary character on the precipitation of sigma phase in the currently available 
literature. A part of this thesis was therefore devoted to study the effect of the 
interphase character on the sigma precipitation tendency. 
Conclusion 2: The austenite-ferrite interface propensity to sigma 
precipitation was highly affected by the crystallography of the interface. The lattice 
misorientation was found to be an insufficient criterion to fully define the interface 
character and ultimately the precipitation propensity. The austenite-ferrite 
interfaces with a rational orientation relationship, considering all five 
crystallographic parameters, generally exhibited the lowest sigma precipitation 
propensity. This was ascribed to the high sigma precipitation nucleation barrier 
energy and low diffusion rate at (semi-)coherent interphases.  
Objective 3: Effect of the austenite morphology and austenite-ferrite interface 
characteristics on the dynamic restoration processes in a duplex stainless steel 
Complex high-temperature workability of duplex stainless steels is mainly 
due to the presence of two phases having different characters and being separated 
by varied interfaces. The marked difference in the softening behaviour of austenite 
and ferrite contributes significantly to the uneven strain partitioning between these 
phases during hot working of duplex steels. It has been revealed that most of the 
strain is generally accommodated by the comparatively softer ferrite phase. The 
interphase character (i.e., coherence, orientation relationship, boundary plane) 
governs the ease of dislocation slip transfer from one phase to the other, which will 
in turn impact on the extent of strain partitioning between the phases. Despite the 
large number of studies being devoted to the investigation of the effect of 
deformation conditions (strain mode, strain rate, and temperature) on the flow 
behaviour and microstructural development in duplex stainless steels, the effects of 
157 | P a g e  
 
the austenite morphology and interphase character on the hot deformation 
characteristics of these steels have rarely been considered. This was dealt with in 
the final part of this thesis. 
Conclusion 3: The influence of the austenite morphology and the character 
of the austenite-ferrite interfaces on the hot deformation microstructure and 
softening mechanisms within the constituent phases of a duplex stainless steel was 
studied. Even though the equiaxed and Widmanstätten austenite morphologies 
similarly subdivided into complex-shape deformation bands during hot 
deformation, they displayed distinct microband (MB) formation behaviour. 
Equiaxed austenite was favourable to the local development of MBs while its 
Widmanstätten counterpart appeared to be completely resistant to their formation. 
This could be attributed to complexity of deformation inside the irregularly shaped 
Widmanstätten plates precluding the formation of self-screening MB arrays. A 
slightly higher fraction of DDRX was detected in Widmanstätten austenite, 
compared to equiaxed austenite, mostly being ascribed to its higher contribution to 
the overall deformation and lower fraction of low-mobility coherent twin 
boundaries. The development of CDRX, occurring within ferrite at a low strain rate, 
was accelerated in the microstructure with equiaxed austenite. This was linked to 
the comparatively lower fraction of coherent interphases in this microstructure, 
which would hinder the slip transmission across the interphase and make the strain 
concentrate within ferrite. Furthermore, an increase in the strain rate (i.e., in the 
Zener Hollomon parameter) resulted in the transition in the ferrite softening 
mechanism from CDRX to a distinct mechanism analogous to DDRX. This 
transition was caused by restricted dynamic recovery due to the increased strain rate 
and facilitated by the presence of the interphase mantle regions, providing highly-
misoriented subgrains serving as DDRX nuclei.  
8.3 Suggestions for future work: 
The present research work conducted a detailed investigation on the effect 
of the phase transformation route on the microstructure and interface characteristics 
in duplex stainless steels and how these characteristics affect the sigma phase 
precipitation and hot deformation behaviour of these steels. The outcomes of this 
project highlight the following areas for potential future work:  
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1. The role of enhanced transformation rate (e.g., fast water-quenching from the 
fully ferritic region) on the interphase plane character distribution in duplex 
stainless steels.  
2. A detailed TEM investigation of the austenite nucleation mechanisms within 
ferrite and the austenite-ferrite interface dislocation structure under different phase 
transformation routes.   
3. Defining the actual planes associated with sigma-free and sigma-precipitated 
austenite-ferrite interfaces using the serial sectioning three-dimensional EBSD 
approach. 
4. Atom-probe tomography analysis of the sigma-free and sigma-precipitated 
austenite-ferrite interfaces to elucidate the contributing effect of interface chemistry 
on the propensity of an interface to sigma precipitation.  
5. In-situ hot deformation of duplex stainless steels to elucidate the effect of the 
austenite-ferrite interface character on the DDRX nucleation in ferrite.  
6. Defining the relationship between character of interfaces with corrosion and 
toughness behavior of duplex stainless steels. 
7. Further study of the termination of ferrite planes on (111) orientation for 
irrational interphases. 
8. The post-deformation annealing (i.e., metadynamic recrystallization) behaviour 
of duplex stainless steels with different austenite morphologies and austenite-ferrite 
interface characteristics.  
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