Recently, a number of researchers have investigated a class of graph partitioning algorithms that reduce the size of the graph by collapsing vertices and edges, partition the smaller graph, and then uncoarsen it to construct a partition for the original graph [4, 26] . From the early work it was clear that multilevel techniques held great promise; however, it was not known if they can be made to consistently produce high quality partitions for graphs arising in a wide range of application domains. We investigate the effectiveness of many different choices for all three phases: coarsening, partition of the coarsest graph, and refinement. In particular, we present a new coarsening heuristic (called heavyedge heuristic) for which the size of the partition of the coarse graph is within a small factor of the size of the final partition obtained after multilevel refinement. We also present a much faster variation of the Kernighan-Lin algorithm for refining during uncoarsening. We test our scheme on a large number of graphs arising in various domains including finite element methods, linear programming, VLSI, and transportation. Our experiments show that our scheme produces partitions that are consistently better than those produced by spectral partitioning schemes in substantially smaller time. Also, when our scheme is used to compute fill reducing orderings for sparse matrices, it produces orderings that have substantially smaller fill than the widely used multiple minimum degree algorithm.
Introduction
Graph partitioning is an important problem that has extensive applications in many areas, including scientific computing, VLSI design, and task scheduling. The problem is to partition the vertices of a graph in p roughly equal parts, such that the number of edges connecting vertices in different parts is minimized. For example, the solution of a sparse system of linear equations Ax = b via iterative methods on a parallel computer gives rise to a graph partitioning problem. A key step in each iteration of these methods is the multiplication of a sparse matrix and a (dense) vector. A good partition of the graph corresponding to matrix A can significantly reduce the amount of communication in parallel sparse matrix-vector multiplication [32] . If parallel direct methods are used to solve a sparse system of equations, then a graph partitioning algorithm can be used to compute a fill reducing ordering that lead to high degree of concurrency in the factorization phase [32, 12] . The multiple minimum degree ordering used almost exclusively in serial direct methods is not suitable for parallel direct methods, as it provides very little concurrency in the parallel factorization phase.
The graph partitioning problem is NP-complete. However, many algorithms have been developed that find a reasonably good partition. Spectral partitioning methods are known to produce good partitions for a wide class of problems, and they are used quite extensively [47, 46, 24] . However, these methods are very expensive since they require the computation of the eigenvector corresponding to the second smallest eigenvalue (Fiedler vector). Execution time of the spectral methods can be reduced if computation of the Fiedler vector is done by using a multilevel algorithm [2] . This multilevel spectral bisection algorithm (MSB) usually manages to speed up the spectral partitioning methods by an order of magnitude without any loss in the quality of the edge-cut. However, even MSB can take a large amount of time. In particular, in parallel direct solvers, the time for computing ordering using MSB can be several orders of magnitude higher than the time taken by the parallel factorization algorithm, and thus ordering time can dominate the overall time to solve the problem [18] .
Another class of graph partitioning techniques uses the geometric information of the graph to find a good partition. Geometric partitioning algorithms [23, 48, 37, 36, 38] tend to be fast but often yield partitions that are worse than those obtained by spectral methods. Among the most prominent of these schemes is the algorithm described in [37, 36] . This algorithm produces partitions that are provably within the bounds that exist for some special classes of graphs (that includes graphs arising in finite element applications). However, due to the randomized nature of these algorithms, multiple trials are often required (5 to 50) to obtain solutions that are comparable in quality to spectral methods. Multiple trials do increase the time [16] , but the overall runtime is still substantially lower than the time required by the spectral methods. Geometric graph partitioning algorithms are applicable only if coordinates are available for the vertices of the graph. In many problem areas (e.g., linear programming, VLSI), there is no geometry associated with the graph. Recently, an algorithm has been proposed to compute coordinates for graph vertices [6] by using spectral methods. But these methods are much more expensive and dominate the overall time taken by the graph partitioning algorithm.
Another class of graph partitioning algorithms reduces the size of the graph (i.e., coarsen the graph) by collapsing vertices and edges, partition the smaller graph, and then uncoarsen it to construct a partition for the original graph. These are called multilevel graph partitioning schemes [4, 7, 19, 20, 26, 10, 43] . Some researchers investigated multilevel schemes primarily to decrease the partitioning time, at the cost of somewhat worse partition quality [43] . Recently, a number of multilevel algorithms have been proposed [4, 26, 7, 20, 10] that further refine the partition during the uncoarsening phase. These schemes tend to give good partitions at a reasonable cost. Bui and Jones [4] use random maximal matching to successively coarsen the graph down to a few hundred vertices; they partition the smallest graph and then uncoarsen the graph level by level, applying Kernighan-Lin to refine the partition. Hendrickson and Leland [26] enhance this approach by using edge and vertex weights to capture the collapsing of the vertex and edges. In particular, this latter work showed that multilevel schemes can provide better partitions than spectral methods at lower cost for a variety of finite element problems.
In this paper we build on the work of Hendrickson and Leland. We experiment with various parameters of multilevel algorithms, and their effect on the quality of partition and ordering. We investigate the effectiveness of many different choices for all three phases: coarsening, partition of the coarsest graph, and refinement. In particular, we present a new coarsening heuristic (called heavy-edge heuristic) for which the size of the partition of the coarse graph is within a small factor of the size of the final partition obtained after multilevel refinement. We also present a new variation of the Kernighan-Lin algorithm for refining the partition during the uncoarsening phase that is much faster than the Kernighan-Lin refinement used in [26] .
We test our scheme on a large number of graphs arising in various domains including finite element methods, linear programming, VLSI, and transportation. Our experiments show that our scheme consistently produces partitions that are better than those produced by spectral partitioning schemes in substantially smaller timer (10 to 35 times faster than multilevel spectral bisection 1 . Compared with the multilevel scheme of [26] , our scheme is about two to seven times faster, and is consistently better in terms of cut size. Much of the improvement in run time comes from our faster refinement heuristic, and the improvement in quality is due to the heavy-edge heuristic used during coarsening.
We also used our graph partitioning scheme to compute fill reducing orderings for sparse matrices. Surprisingly, our scheme substantially outperforms the multiple minimum degree algorithm [35] , which is the most commonly used method for computing fill reducing orderings of a sparse matrix.
Even though multilevel algorithms are quite fast compared to spectral methods, they can still be the bottleneck if the sparse system of equations is being solved in parallel [32, 18] . The coarsening phase of these methods is relatively easy to parallelize [29] , but the Kernighan-Lin heuristic used in the refinement phase is very difficult to parallelize [15] . Since both the coarsening phase and the refinement phase with the Kernighan-Lin heuristic take roughly the same amount of time, the overall run-time of the multilevel scheme of [26] cannot be reduced significantly. Our new faster methods for refinement reduce this bottleneck substantially. In fact our parallel implementation [29] of this multilevel partitioning is able to get a speedup of as much as 56 on a 128-processor Cray T3D for moderate size problems.
The remainder of the paper is organized as follows. Section 2 defines the graph partitioning problem and describes the basic ideas of multilevel graph partitioning. Sections 3, 4, and 5 describe different algorithms for the coarsening, initial partitioning, and the uncoarsening phase, respectively. Section 6 presents an experimental evaluation of the various parameters of multilevel graph partitioning algorithms and compares their performance with that of multilevel spectral bisection algorithm. Section 7 compares the quality of the orderings produced by multilevel nested dissection to those produced by multiple minimum degree and spectral nested dissection. Section 9 provides a summary of the various results. A short version of this paper appears in [28] .
Graph Partitioning
The k-way graph partitioning problem is defined as follows: Given a graph G = (V, E) with |V | = n, partition V into k subsets, V 1 , V 2 , . . . , V k such that V i ∩ V j = ∅ for i = j , |V i | = n/k, and i V i = V , and the number of edges of E whose incident vertices belong to different subsets is minimized. The k-way graph partitioning problem can be naturally extended to graphs that have weights associated with the vertices and the edges of the graph. In this case, the goal is to partition the vertices into k disjoint subsets such that the sum of the vertex-weights in each subset is the same, and the sum of the edge-weights whose incident vertices belong to different subsets is minimized. A k-way partition of V is commonly represented by a partition vector P of length n, such that for every vertex v ∈ V , P [v] is an integer between 1 and k, indicating the partition at which vertex v belongs. Given a partition P, the number of edges whose incident vertices belong to different subsets is called the edge-cut of the partition.
The efficient implementation of many parallel algorithms usually requires the solution to a graph partitioning problem, where vertices represent computational tasks, and edges represent data exchanges. Depending on the amount of the computation performed by each task, the vertices are assigned a proportional weight. Similarly, the edges are assigned weights that reflect the amount of data that needs to be exchanged. A k-way partitioning of this computation graph can be used to assign tasks to k processors. Since the partitioning assigns to each processor tasks whose total weight is the same, the work is balanced among k processors. Furthermore, since the algorithm minimizes the edge-cut (subject to the balanced load requirements), the communication overhead is also minimized.
One such example is the sparse-matrix vector multiplication y = Ax. Matrix A n×n and vector x is usually partitioned along rows, with each of the p processors receiving n/ p rows of A, and the corresponding n/ p elements of x [32] . For matrix A an n-vertex graph G A , can be constructed such that each row of the matrix corresponds to a vertex, and if row i has a nonzero entry in column j (i = j ), then there is an edge between vertex i and vertex j . As discussed in [32] , any edges connecting vertices from two different partitions lead to communication for retrieving the value of vector x that is not local but is needed to perform the dot-product. Thus, in order to minimize the communication overhead, we need to obtain a p-way partition of G A , and then distribute the rows of A according to this partition.
Another important application of recursive bisection is to find a fill reducing ordering for sparse matrix factorization [12, 32, 22] . These algorithms are generally referred to as nested dissection ordering algorithms. Nested dissection recursively splits a graph into almost equal halves by selecting a vertex separator until the desired number of partitions are obtained. One way of obtaining a vertex separator is to first obtain a bisection of the graph and then compute a vertex separator from the edge separator. The vertices of the graph are numb ered such that at each level of recursion, the separator vertices are numbered after the vertices in the partitions. The effectiveness and the complexity of a nested dissection scheme depends on the separator computing algorithm. In general, small separators result in low fill-in.
The k-way partition problem is frequently solved by recursive bisection. That is, we first obtain a 2-way partition of V , and then we further subdivide each part using 2-way partitions. After log k phases, graph G is partitioned into k parts. Thus, the problem of performing a k-way partition can be solved by performing a sequence of 2-way partitions or bisections. Even though this scheme does not necessarily lead to optimal partition, it is used extensively due to its simplicity [12, 22] .
Multilevel Graph Bisection
The graph G can be bisected using a multilevel algorithm. The basic structure of a multilevel algorithm is very simple. The graph G is first coarsened down to a few hundred vertices, a bisection of this much smaller graph is computed, and then this partition is projected back towards the original graph (finer graph). At each step of the graph uncoarsening, the partition is further refined. Since the finer graph has more degrees of freedom, such refinements usually decrease the edge-cut. This process, is graphically illustrated in Figure 1 .
Formally, a multilevel graph bisection algorithm works as follows: Consider a weighted graph G 0 = (V 0 , E 0 ), with weights both on vertices and edges. A multilevel graph bisection algorithm consists of the following three phases.
Coarsening Phase
The graph G 0 is transformed into a sequence of smaller graphs
Partitioning Phase A 2-way partition P m of the graph G m = (V m , E m ) is computed that partitions V m into two parts, each containing half the vertices of G 0 .
Uncoarsening Phase
The partition P m of G m is projected back to G 0 by going through intermediate partitions P m−1 , P m−2 , . . . , P 1 , P 0 .
Coarsening Phase
During the coarsening phase, a sequence of smaller graphs, each with fewer vertices, is constructed. Graph coarsening can be achieved in various ways. Some possibilities are shown in Figure 2 . In most coarsening schemes, a set of vertices of G i is combined to form a single vertex of the next level coarser graph G i+1 . Let V v i be the set of vertices of G i combined to form vertex v of G i+1 . We will refer to vertex v as a multinode. In order for a bisection of a coarser graph to be good with respect to the original graph, the weight of vertex v is set equal to the sum of the weights of the vertices in V v i . Also, in order to preserve the connectivity information in the coarser graph, the edges of v are the union of the edges of the vertices in V v i . In the case where more than one vertex of V v i contain edges to the same vertex u, the weight of the edge of v is equal to the sum of the weights of these Multilevel Graph Bisection
Figure 1:
The various phases of the multilevel graph bisection. During the coarsening phase, the size of the graph is successively decreased; during the initial partitioning phase, a bisection of the smaller graph is computed; and during the uncoarsening phase, the bisection is successively refined as it is projected to the larger graphs. During the uncoarsening phase the light lines indicate projected partitions, and dark lines indicate partitions that were produced after refinement.
edges. This is useful when we evaluate the quality of a partition at a coarser graph. The edge-cut of the partition in a coarser graph will be equal to the edge-cut of the same partition in the finer graph. Updating the weights of the coarser graph is illustrated in Figure 2 . Two main approaches have been proposed for obtaining coarser graphs. The first approach is based on finding a random matching and collapsing the matched vertices into a multinode [4, 26] , while the second approach is based on creating multinodes that are made of groups of vertices that are highly connected [7, 19, 20, 10] . The later approach is suited for graphs arising in VLSI applications, since these graphs have highly connected components. However, for graphs arising in finite element applications, most vertices have similar connectivity patterns (i.e., the degree of each vertex is fairly close to the average degree of the graph). In the rest of this section we describe the basic ideas behind coarsening using matchings.
Given a graph G i = (V i , E i ), a coarser graph can be obtained by collapsing adjacent vertices. Thus, the edge between two vertices is collapsed and a multinode consisting of these two vertices is created. This edge collapsing idea can be formally defined in terms of matchings. A matching of a graph, is a set of edges, no two of which are incident on the same vertex. Thus, the next level coarser graph G i+1 is constructed from G i by finding a matching of G i and collapsing the vertices being matched into multinodes. The unmatched vertices are simply copied over to G i+1 . Since the goal of collapsing vertices using matchings is to decrease the size of the graph G i , the matching should contain a large number of edges. For this reason, maximal matchings are used to obtain the successively coarse graphs. A matching is maximal if any edge in the graph that is not in the matching has at least one of its endpoints matched. Note that depending on how matchings are computed, the number of edges belonging to the maximal matching may be different. The maximal matching that has the maximum number of edges is called maximum matching. However, because the complexity of computing a maximum matching [41] is in general higher than that of computing a maximal matching, the latter are preferred.
Coarsening a graph using matchings preserves many properties of the original graph. If G 0 is (maximal) planar, the G i is also (maximal) planar [34] . This property is used to show that the multilevel algorithm produces partitions that are provably good for planar graphs [27] .
Since maximal matchings are used to coarsen the graph, the number of vertices in G i+1 cannot be less than half the number of vertices in G i ; thus, it will require at least O(log(n/n ′ )) coarsening phases to coarsen G 0 down to a graph with n ′ vertices. However, depending on the connectivity of G i , the size of the maximal matching may be much smaller than |V i |/2. In this case, the ratio of the number of vertices from G i to G i+1 may be much smaller than 2. If the ratio becomes lower than a threshold, then it is better to stop the coarsening phase. However, this type of pathological condition usually arises after many coarsening levels, in which case G i is already fairly small; thus, aborting the coarsening does not affect the overall performance of the algorithm.
In the remaining sections we describe four ways that we used to select maximal matchings for coarsening.
Random Matching (RM)
A maximal matching can be generated efficiently using a randomized algorithm. In our experiments we used a randomized algorithm similar to that described in [4, 26] . The random maximal matching algorithm is the following. The vertices are visited in random order. If a vertex u has not been matched yet, then we randomly select one of its unmatched adjacent vertices. If such a vertex v exists, we include the edge (u, v) in the matching and mark vertices u and v as being matched. If there is no unmatched adjacent vertex v, then vertex u remains unmatched in the random matching. The complexity of the above algorithm is O(|E|).
Heavy Edge Matching (HEM)
Random matching is a simple and efficient method to compute a maximal matching and minimizes the number of coarsening levels in a greedy fashion. However, our overall goal is to find a partition that minimizes the edge-cut. Consider a graph G i = (V i , E i ), a matching M i that is used to coarsen G i , and its coarser graph
A is a set of edges, define W (A) to be the sum of the weights of the edges in A. It can be shown that
Thus, the total edge-weight of the coarser graph is reduced by the weight of the matching. Hence, by selecting a maximal matching M i whose edges have a large weight, we can decrease the edge-weight of the coarser graph by a greater amount. As the analysis in [27] shows, since the coarser graph has smaller edge-weight, it also has a smaller edge-cut. Finding a maximal matching that contains edges with large weight is the idea behind the heavy-edge matching. A heavy-edge matching is computed using a randomized algorithm similar to that for computing a random matching described earlier. The vertices are again visited in random order. However, instead of randomly matching a vertex u with one of its adjacent unmatched vertices, we match u with the vertex v such that the weight of the edge (u, v) is maximum over all valid incident edges (heavier edge). Note that this algorithm does not guarantee that the matching obtained has maximum weight (over all possible matchings), but our experiments have shown that it works very well. The complexity of computing a heavy-edge matching is O(|E|), which is asymptotically similar to that for computing the random matching.
Light Edge Matching (LEM)
Instead of minimizing the total edge weight of the coarser graph, one might try to maximize it. From Equation 1, this is achieved by finding a matching M i that has the smallest weight, leading to a small reduction in the edge weight of G i+1 . This is the idea behind the light-edge matching. It may seem that the light-edge matching does not perform any useful transformation during coarsening. However, the average degree of G i+1 produced by LEM is significantly higher than that of G i . This is important for certain partitioning heuristics such a Kernighan-Lin [4] , because they produce good partitions in small amount of time for graphs with high average degree.
To compute a matching with minimal weight we only need to slightly modify the algorithm for computing the maximal-weight matching in Section 3. Instead of selecting an edge (u, v) in the matching such that the weight of (u, v) is the largest, we select an edge (u, v) such that its weight is the smallest. The complexity of computing the minimum-weight matching is also O(|E|). v 2 ) ∈ E such that both v 1 and v 2 belong in U . Looking at the cardinality of U and E U we can determined how close U is to a clique. In particular, the ratio 2|E U |/(|U |(|U | − 1)) goes to one if U is a clique, and is small if U is far from being a clique. We refer to this ratio as edge density.
Heavy Clique Matching (HCM)
The heavy clique matching scheme computes a matching by collapsing vertices that have high edge density. Thus, this scheme computes a matching whose edge density is maximal. The motivation behind this scheme is that subgraphs of G 0 that are cliques or almost cliques will most likely not be cut by the bisection. So, by creating multinodes that contain these subgraphs, we make it easier for the partitioning algorithm to find a good bisection. Note that this scheme tries to approximate the graph coarsening schemes that are based on finding highly connected components [7, 19, 20, 10] .
As in the previous schemes for computing the matching, we compute the heavy clique matching using a randomized algorithm. For the computation of edge density, so far we have only dealt with the case in which the vertices and edges of the original graph
to be the weight of the vertex. Recall that this is equal to the sum of the weight of the vertices in the original graph that have been collapsed into u. Define ce(u) to be the sum of the weight of the collapsed edges of u. These edges are those collapsed to form the multinode u. Finally, for every edge e ∈ E i define ew(e) be the weight of the edge. Again, this is the sum of the weight of the edges that through the coarsening have been collapsed into e. Given these definitions, the edge density between vertices u and v is given by:
The randomized algorithm works as follows. The vertices are visited in a random order. An unmatched vertex u, is matched with its unmatched adjacent vertex v such that the edge density of the multinode created by combining u and v is the largest among all possible multinodes involving u and other unmatched adjacent vertices of u. Note that HCM is very similar to the HEM scheme. The only difference is that HEM matches vertices that are only connected with a heavy edge irrespective of the contracted edge-weight of the vertices, whereas HCM matches a pair of vertices if they are both connected using a heavy edge and if each of these two vertices have high contracted edge-weight.
Partitioning Phase
The second phase of a multilevel algorithm computes a high-quality bisection (i.e., small edge-cut) P m of the coarse graph G m = (V m , E m ) such that each part contains roughly half of the vertex weight of the original graph. Since during coarsening, the weights of the vertices and edges of the coarser graph were set to reflect the weights of the vertices and edges of the finer graph, G m contains sufficient information to intelligently enforce the balanced partition and the small edge-cut requirements.
A partition of G m can be obtained using various algorithms such as (a) spectral bisection [47, 46, 2, 24] , (b) geometric bisection [37, 36] (if coordinates are available 2 ), and (c) combinatorial methods [31, 3, 11, 12, 17, 5, 33, 21] . Since the size of the coarser graph G m is small (i.e., |V m | < 100), this step takes a small amount of time.
We implemented four different algorithms for partitioning the coarse graph. The first algorithm uses the spectral bisection. The other three algorithms are combinatorial in nature, and try to produce bisections with small edge-cut using various heuristics. These algorithms are described in the next sections. We choose not to use geometric bisection algorithms, since the coordinate information was not available for most of the test graphs.
Spectral Bisection (SB)
In the spectral bisection algorithm, the spectral information is used to partition the graph [47, 2, 26] . This algorithm computes the eigenvector y corresponding to the second largest eigenvalue of the Laplacian matrix Q = D − A, where
Given y, the vertex set V m is partitioned into two parts as follows. Let r be the i t h element of the y vector. Let P[ j ] = 1 for all vertices such that y j ≤ r , and let P[ j ] = 2 for all the other vertices. Since we are interested in bisections of equal size, the value of r is chosen as the weighted median of the values of y i . The eigenvector y is computed using the Lanczos algorithm [42] . This algorithm is iterative and the number of iterations required depends on the desired accuracy. In our experiments, we set the accuracy to 10 −2 and the maximum number of iterations to 100.
Kernighan-Lin Algorithm (KL)
The Kernighan-Lin algorithm [31] is iterative in nature. It starts with an initial bipartition of the graph. In each iteration it searches for a subset of vertices, from each part of the graph such that swapping them leads to a partition with smaller edge-cut. If such subsets exist, then the swap is performed and this becomes the partition for the next iteration. The algorithm continues by repeating the entire process. If it cannot find two such subsets, then the algorithm terminates, since the partition is at a local minimum and no further improvement can be made by the KL algorithm. Each iteration of the KL algorithm described in [31] takes O(|E| log |E|) time. Several improvements to the original KL algorithm have been developed. One such algorithm is by Fiduccia and Mattheyses [9] that reduces the complexity to O(|E|), by using appropriate data structures.
The Kernighan-Lin algorithm finds locally optimal partitions when it starts with a good initial partition and when the average degree of the graph is large [4] . If no good initial partition is known, the KL algorithm is repeated with different randomly selected initial partitions, and the one that yields the smallest edge-cut is selected. Requiring multiple runs can be expensive, especially if the graph is large. However, since we are only partitioning the much smaller coarse graph, performing multiple runs requires very little time. Our experience has shown that the KL algorithm requires only five to ten different runs to find a good partition.
Our implementation of the Kernighan-Lin algorithm is based on the algorithm described by Fiduccia and Mattheyses 3 [9] , with certain modifications that significantly reduce the run time. Suppose P is the initial partition of the vertices of G = (V, E). The gain g v , of a vertex v is defined as the reduction on the edge-cut if vertex v moves from one partition to the other. This gain is given by:
where w(v, u) is weight of edge (v, u). If g v is positive, then by moving v to the other partition the edge-cut decreases by g v ; whereas if g v is negative, the edge-cut increases by the same amount. If a vertex v is moved from one partition to the other, then the gains of the vertices adjacent to v may change. Thus, after moving a vertex, we need to update the gains of its adjacent vertices. Given this definition of gain, the KL algorithm then proceeds by repeatedly selecting from the larger part a vertex v with the largest gain and moves it to the other part. After moving v, v is marked so it will not be considered again in the same iteration, and the gains of the vertices adjacent to v are updated to reflect the change in the partition. The original KL algorithm [9] , continues moving vertices between the partitions, until all the vertices have been moved. However, in our implementation, the KL algorithm terminates when the edge-cut does not decrease after x vertex moves. Since the last x vertex moves did not decrease the edge-cut (they may have actually increased it), they are undone. We found that setting x = 50 works quite well for our test cases. Note that terminating the KL iteration in this fashion significantly reduces the run time of the KL iteration.
The efficient implementation of the above algorithm depends on the method that is used to compute the gains of the graph and the type of data structure used to store these gains. The implementation of the KL algorithm is described in Appendix A.3.
Graph Growing Algorithm (GGP)
Another simple way of bisecting the graph is to start from a vertex and grow a region around it in a breath-first fashion, until half of the vertices have been included (or half of the total vertex weight) [12, 17, 39] . The quality of the graph growing algorithm is sensitive to the choice of a vertex from which to start growing the graph, and different starting vertices yield different edge-cuts. To partially solve this problem, we randomly select 10 vertices and we grow 10 different regions. The trial with the smaller edge-cut is selected as the partition. This partition is then further refined by using it as the input to the KL algorithm. Again, because G m is very small, this step takes a small percentage of the total time.
Greedy Graph Growing Algorithm (GGGP)
The graph growing algorithm described in the previous section grows a partition in a strict breadth-first fashion. However, as in the KL algorithm, for each vertex v we can define the gain in the edge-cut obtained by inserting v into the growing region. Thus, we can order the vertices of the graph's frontier in non-decreasing order according to their gain. Thus, the vertex with the largest decrease (or smallest increase) in the edge-cut is inserted first. When a vertex is inserted into the growing partition, then the gains of its adjacent vertices already in the frontier are updated, and those not in the frontier are inserted. Note that the data structures required to implement this scheme are essentially those required by the KL algorithm. The only difference is that instead of precomputing all the gains for all the vertices, we do so as these vertices are touched by the frontier.
This greedy algorithm is also sensitive to the choice of the initial vertex, but less so than GGP. In our implementation we randomly select four vertices as the starting point of the algorithm, and we select the partition with the smaller edge-cut. In our experiments, we found that GGGP takes somewhat less time than GGP for partitioning the coarse graph (because it requires fewer runs), and the initial cut found by the scheme is better than that found by GGP.
Uncoarsening Phase
During the uncoarsening phase, the partition P m of the coarser graph G m is projected back to the original graph, by going through the graphs G m−1 , G m−2 , . . . , G 1 . Since each vertex of G i+1 contains a distinct subset of vertices of G i , obtaining P i from P i+1 is done by simply assigning the set of vertices V v i collapsed to v ∈ G i+1 to the partition
is a local minimum partition of G i+1 , the projected partition P i may not be at a local minimum with respect to G i . Since G i is finer, it has more degrees of freedom that can be used to improve P i , and decrease the edge-cut. Hence, it may still be possible to improve the projected partition of G i−1 by local refinement heuristics. For this reason, after projecting a partition, a partition refinement algorithm is used. The basic purpose of a partition refinement algorithm is to select two subsets of vertices, one from each part such that when swapped the resulting partition has a smaller edge-cut. Specifically, if A and B are the two parts of the bisection, a refinement algorithm selects A ′ ⊂ A and B ′ ⊂ B such that A\A ′ ∪ B ′ and B\B ′ ∪ A ′ is a bisection with a smaller edge-cut.
A class of algorithms that tend to produce very good results are those that are based on the Kernighan-Lin (KL) partition algorithm described in Section 4.2. Recall that the KL algorithm starts with an initial partition and in each iteration it finds subsets A ′ and B ′ with the above properties.
In the next sections we describe two different refinement algorithms that are based on similar ideas but differ in the time they require to do the refinement. Details about the efficient implementation of these schemes can be found in Appendix A.3.
Kernighan-Lin Refinement
The idea of Kernighan-Lin refinement is to use the projected partition of G i+1 onto G i as the initial partition for the Kernighan-Lin algorithm described in Section 4.2. The reason is that this projected partition is already a good partition; thus, KL will converge within a few iterations to a better partition. For our test cases, KL usually converges within three to five iterations.
Since we are starting with a good partition, only a small number of vertex swaps will decrease the edge-cut and any further swaps will increase the size of the cut (vertices with negative gains). Recall from Section 4.2, that in our implementation, a single iteration of the KL algorithm stops as soon as 50 swaps are performed that do not decrease the edge-cut. This feature reduces the runtime when KL is applied as a refinement algorithm, since only a small number of vertices lead to edge-cut reductions. Our experimental results show that for our test cases this is usually achieved after only a small percentage of the vertices have been swapped (less than 5%), which results in significant savings in the total execution time of this refinement algorithm.
Since we terminate each pass of the KL algorithm when no further improvement can be made in the edge-cut, the complexity of the KL refinement scheme described in the previous section is dominated by the time required to insert the vertices into the appropriate data structures. Thus, even though we significantly reduced the number of vertices that are swapped, the overall complexity does not change in asymptotic terms. Furthermore, our experience shows that the largest decrease in the edge-cut is obtained during the first pass. In the KL(1) refinement algorithm, we take advantage of that by running only a single iteration of the KL algorithm. This usually reduces the total time taken by refinement by a factor of two to four (Section 6.3).
Boundary Kernighan-Lin Refinement
In both the KL and KL(1) refinement algorithms, we have to insert the gains of all the vertices in the data structures. However, since we terminate both algorithms as soon as we cannot further reduce the edge-cut, most of this computation is wasted. Furthermore, due to the nature of the refinement algorithms, most of the nodes swapped by either the KL or KL(1) algorithms are along the boundary of the cut, which is defined to be the vertices that have edges that are cut by the partition.
In the boundary Kernighan-Lin refinement algorithm, we initially insert into the data structures the gains for only the boundary vertices. As in the KL refinement algorithm, after we swap a vertex v, we update the gains of the adjacent vertices of v not yet being swapped. If any of these adjacent vertices become a boundary vertex due to the swap of v, we insert it into the data structures if they have positive gain. Notice that the boundary refinement algorithm is quite similar to the KL algorithm, with the added advantage that only vertices are inserted into the data structures as needed and no work is wasted.
As with KL, we have a choice of performing a single pass (boundary KL(1) refinement (BKL(1))) or multiple passes (boundary Kernighan-Lin refinement (BKL)) until the refinement algorithm converges. As opposed to the nonboundary refinement algorithms, the cost of performing multiple passes of the boundary algorithms is small, since only the boundary vertices are examined.
To further reduce the execution time of the boundary refinement while maintaining the refinement capabilities of BKL and the speed of BKL(1) one can combine these schemes into a hybrid scheme that we refer to it as BKL(*,1). The idea behind the BKL(*,1) policy is to use BKL as long as the graph is small, and switch to BKL(1) when the graph is large. The motivation for this scheme is that single vertex swaps in the coarser graphs lead to larger decreases in the edge-cut than in the finer graphs. So by using BKL at these coarser graphs better refinement is achieved, and because these graphs are very small (compared to the size of the original graph), the BKL algorithm does not require a lot of time. For all the experiments presented in this paper, if the number of vertices in the boundary of the coarse graph is less than 2% of the number of vertices in the original graph, refinement is performed using BKL, otherwise BKL(1) is used. This choice of triggering condition relates the size of the partition boundary, which is proportional to the cost of performing the refinement of a graph, with the original size of the graph to determine when it is inexpensive to perform BKL relative to the size of the graph.
Experimental Results-Graph Partitioning
We evaluated the performance of the multilevel graph partitioning algorithm on a wide range of graphs arising in different application domains. The characteristics of these matrices are described in Table 1 . All the experiments were performed on an SGI Challenge with 1.2GBytes of memory and 200MHz MIPS R4400 processor. All times reported are in seconds. Since the nature of the multilevel algorithm discussed is randomized, we performed all experiments with a fixed seed. Furthermore, the coarsening process ends when the coarse graph has fewer than 100 vertices.
As discussed in Sections 3, 4, and 5, there are many alternatives for each of the three different phases of a multilevel algorithm. It is not possible to provide an exhaustive comparison of all these possible combinations without making this paper unduly large. Instead, we provide comparisons of different alternatives for each phase after making a reasonable choice for the other two phases.
Matching Schemes
We implemented the four matching schemes described in Section 3 and the results for a 32-way partition for some matrices is shown in Table 2 . These schemes are (a) random matching (RM), (b) heavy edge matching (HEM), (c) light edge matching (LEM), and (d) heavy clique matching (HCM). For all the experiments, we used the GGGP algorithm for the initial partition phase and the BKL(*,1) as the refinement policy during the uncoarsening phase. For each matching scheme, Table 2 shows the edge-cut, the time required by the coarsening phase (CTime), and the time required by the uncoarsening phase (UTime). UTime is the sum of the time spent in partitioning the coarse graph (ITime), the time spent in refinement (RTime), and the time spent in projecting the partition of a coarse graph to the next level finer graph (PTime).
In terms of the size of the edge-cut, there is no clear cut winner among the various matching schemes. The value of 32EC for all schemes are within 5% of each other for most matrices. Out of these schemes, RM produces the best partition for two matrices, HEM for six matrices, LEM for three, and HCM for one.
The time spent in coarsening does not vary significantly across different schemes. But RM and HEM requires the least amount of time for coarsening, while LEM and HCM require the most (up to 30% more time than RM). This is not surprising since RM looks for the first unmatched neighbor of a vertex (the adjacency lists are randomly permuted).
On the other hand, HCM needs to find the edge with the maximum edge density, and LEM produces coarser graphs that have vertices with higher degree than the other three schemes; hence, LEM requires more time to both find a matching and also to create the next level coarser graph. The coarsening time required by HEM is only slightly higher (up to 4% more) than the time required by RM.
Comparing the time spent during uncoarsening, we see that both HEM and HCM require the least amount of time, while LEM requires the most. In some cases, LEM requires as much as 7 times more time than either HEM or HCM. This can be explained by the results shown in Table 3 . This table shows the edge-cut of 32-way partition when no refinement is performed (i.e., the final edge-cut is exactly the same as that found in the initial partition of the coarsest graph). The edge-cut of LEM on the coarser graphs is significantly higher than that for either HEM or HCM. Because of this, all three components of UTime increase for LEM relative to those of the other schemes. The ITime is higher because the coarser graph has more edges, RTime increases because a large number of vertices need to be swapped to reduce the edge-cut, and PTime increases because more vertices are along the boundary; which requires more computation as described in Appendix A.3. The time spent during uncoarsening for RM is also higher than the time required by the HEM scheme by up to 50% for some matrices for somewhat similar reasons.
From the discussion in the previous paragraphs we see that UTime is much smaller than CTime for HEM and HCM, while UTime is comparable to CTime for RM and LEM. Furthermore, for HEM and HCM, as the problem size increases UTime becomes an even smaller fraction of CTime. As discussed in the introduction, this is of particular importance when the parallel formulation of the multilevel algorithm is considered [29] .
As the experiments show, HEM is an excellent matching scheme that results in good initial partitions, and requires the smallest overall run time. We selected the HEM as our matching scheme of choice because of its consistently good behavior. Table 3 : The size of the edge-cut for a 32-way partition when no refinement was performed, for the various matching schemes.
Initial Partition Algorithms
As described in Section 4, a number of algorithms can be used to partition the coarse graph. We have implemented the following algorithms: (a) spectral bisection (SBP), (b) graph growing (GGP), and (c) greedy graph growing (GGGP). The result of the partitioning algorithms for some matrices is shown in Table 4 . These partitions were produced by using the heavy-edge matching (HEM) during coarsening and the BKL(*,1) refinement policy during uncoarsening. Four quantities are reported for each partitioning algorithm. These are: (a) the edge-cut of the initial partition of the coarsest graph (IEC), (b) the edge-cut of the 2-way partition (2EC), (c) the edge-cut of a 32-way partition (32EC), and (d) the combined time (IRTime) spent in partitioning (ITime) and refinement (RTime) for the 32-way partition (i.e., IRTime = ITime + RTime).
A number of interesting observations can be made from Table 4 . The edge-cut of the initial partition (IEC) for the GGGP scheme is consistently smaller than the other two schemes (4ELT is the only exception as SBP does slightly better). SBP takes more time than GGP or GGGP to partition the coarse graph. But ITime for all these schemes are fairly small (less than 20% of IRTime) in our experiments. Hence, much of the difference in the run time of the three different initial partition schemes is due to refinement time associated with each. Furthermore, SBP produces partitions that are significantly worse than those produced by GGP and GGGP (as it is shown in the IEC column of Table 4 ). This happens because either the iterative algorithm used to compute the eigenvector does not converge within the allowable number of iterations 4 , or the initial partition found by the spectral algorithm is far from a local minimum.
When the edge cut of the 2-way and 32-way partition is considered, the SBP scheme still does worse than GGP Table 4 : Performance of various algorithms for performing the initial partition of the coarse graph.
and GGGP, although the relative difference in values of 2EC (and also 32EC) is smaller than it is for IEC. For the 2-way partition SBP performs better for only one matrix, and for the 32-way partition for none. Comparing GGGP with GGP we see that, GGGP performs better than GGP for 9 matrices in the 2-way partition and for 9 matrices in the 32-way partition. On the average for 32EC, SBP does 4.3% worse than GGGP and requires 47% more time, and GGP does 2.4% worse than GGGP requiring 7.5% more time. Looking at the combined time required by partitioning and refinement we see that GGGP, in all but one case, requires the least amount of time. This is because the initial partition for GGGP is better than that for GGP; this good initial partition leads to less time spent in refinement during the uncoarsening phase. In particular, for each matrix the performance for GGGP is better or very close to the best scheme both in terms of edge-cut and runtime. We also implemented the Kernighan-Lin partitioning algorithm (Section 4.2). Its performance was consistently worse than that of GGGP in terms of IEC, and it also required more overall run time. Hence, we omitted these results here.
In summary, the results in Table 4 show that GGGP consistently finds smaller edge-cuts than the other schemes, and even requires slightly smaller run time. Furthermore, there is no advantage in choosing spectral bisection for partitioning the coarse graph.
Refinement Policies
As described in Section 5, there are different ways that a partition can be refined during the uncoarsening phase. We evaluated the performance of five refinement policies, in terms of partition quality as well as execution time. The refinement policies that we evaluate are (a) single pass of Kernighan-Lin (KL (1) ,1) ).
The result of these refinement policies for computing a 32-way partition of graphs corresponding to some of the matrices in Table 1 is shown in Table 5 . These partitions were produced by using the heavy-edge matching (HEM) during coarsening and the greedy graph growing algorithm for initially partitioning the coarser graph.
A number of interesting conclusions can be drawn from Table 5 . First, for each of the matrices and refinement policies, the size of the edge-cut does not vary significantly for different refinement policies; all are within 15% of the best refinement policy for that particular matrix. On the other hand, the time required by some refinement policies does vary significantly. Some policies require up to 20 times more time than others. KL requires the most time while BKL(1) requires the least.
Comparing KL(1) with KL, we see that KL performs better than KL(1) for 8 out of the 12 matrices. For these 8 matrices, the improvement is less than 5% on the average; however, the time required by KL is significantly higher than that of KL(1). Usually, KL requires two to three times more time than KL (1) .
Comparing the KL(1) and KL refinement schemes against their boundary variants, we see that the times required Table 5 : Performance of five different refinement policies. All matrices have been partitioned in 32 parts. 32EC is the number of edges crossing partitions, and RTime is the time required to perform the refinement.
by the boundary policies are significantly less than those required by their non-boundary counterparts. The time of BKL(1) ranges from 29% to 75% of the time of KL (1), while the time of BKL ranges from 19% to 80% of the time of KL. This seems quite reasonable, given that BKL (1) and BKL are more efficient implementations of KL (1) and KL, respectively, that take advantage of the fact that the projected partition requires little refinement. But surprisingly, BKL(1) and BKL lead to better edge-cut (than KL(1) and KL, respectively) in many cases. On the average, BKL (1) performs similarly with KL(1), while BKL does better than KL by 2%. BKL(1) does better than KL(1) in 6 out of the 12 matrices, and BKL does better than KL in 10 out the 12 matrices. Thus, overall the quality of the boundary refinement policies is at least as good as that of their non-boundary counterparts.
The difference in quality between KL and BKL is because each algorithm inserts vertices into the KL data-structures in a different order. At any given time, we may have more than one vertex with the same largest gain. Thus, a different insertion order may lead to a different ordering of the vertices with the largest gain. Consequently, the KL and BKL algorithms may move different subsets of vertices from one part to the other.
Comparing BKL(1) with BKL we see that the edge-cut is better for BKL for nearly all matrices, and the improvement is relatively small (less than 4% on the average). However, the time required by BKL is always higher than that of BKL(1) (in some cases up to four times higher). Thus, marginal improvement in the partition quality comes at a significant increase in the refinement time. Comparing BKL(*,1) against BKL we see that its edge-cut is on the average within 2% of that of BKL, while its runtime is significantly smaller than that of BKL and only somewhat higher than that of BKL(1).
In summary, both the BKL and the BKL(*,1) refinement policies require substantially less time than KL, and produce smaller edge-cuts when coupled with the heavy-edge matching scheme. We believe that the BKL(*,1) refinement policy strikes a good balance between small edge-cut and fast execution.
Comparison of Our Multilevel Scheme with Other Partitioning Schemes
The multilevel spectral bisection (MSB) [2] has been shown to be an effective method for partitioning unstructured problems in a variety of applications. The MSB algorithm coarsens the graph down to a few hundred vertices using random matching. It partitions the coarse graph using spectral bisection and obtains the Fiedler vector of the coarser graph. During uncoarsening, it obtains an approximate Fiedler vector of the next level fine graph by interpolating the Fiedler vector of the coarser graph, and computes a more accurate Fiedler vector using SYMMLQ [40] . By using this multilevel approach, the MSB algorithm is able to compute the Fiedler vector of the graph in much less time than that taken by the original spectral bisection algorithm. Note that MSB is a significantly different scheme than the multilevel scheme that uses spectral bisection to partition the graph at the coarsest level. We used the MSB algorithm in the Chaco [25] graph partitioning package to produce partitions for some of the matrices in Table 1 and compared the results against the partitions produced by our multilevel algorithm that uses HEM during coarsening phase, GGGP Figure 3 : Quality of our multilevel algorithm compared to the multilevel spectral bisection algorithm. For each matrix, the ratio of the cut-size of our multilevel algorithm to that of the MSB algorithm is plotted for 64-, 128-and 256-way partitions. Bars under the baseline indicate that our multilevel algorithm performs better. Figure 5 : Quality of our multilevel algorithm compared to the multilevel Chaco-ML algorithm. For each matrix, the ratio of the cut-size of our multilevel algorithm to that of the Chaco-ML algorithm is plotted for 64-, 128-and 256-way partitions. Bars under the baseline indicate that our multilevel algorithm performs better. 
Relative Run-Times For 256-way Partition Chaco-ML MSB MSB-KL Our Multilevel (baseline) Figure 6 : The time required to find a 256-way partition for Chaco-ML, MSB, and MSB-KL relative to the time required by our multilevel algorithm.
during partitioning phase, and BKL(*,1) during the uncoarsening phase. Figure 3 shows the relative performance of our multilevel algorithm compared to MSB. For each matrix we plot the ratio of the edge-cut of our multilevel algorithm to the edge-cut of the MSB algorithm. Ratios that are less than one indicate that our multilevel algorithm produces better partitions than MSB. From this figure we can see that for all the problems, our algorithm produces partitions that have smaller edge-cuts than those produced by MSB. In some cases, the improvement is as high as 70%. Furthermore, the time required by our multilevel algorithm is significantly smaller than that required by MSB. Figure 6 shows the time required by different algorithms relative to that required by our multilevel algorithm. From Figure 6 , we see that compared with MSB, our algorithm is usually 10 times faster for small problems, and 15 to 35 times faster for larger problems.
One way of improving the quality of MSB algorithm is to use the Kernighan-Lin algorithm to refine the partitions (MSB-KL). Figure 4 shows the relative performance of our multilevel algorithm compared against the MSB-KL algorithm. Comparing Figures 3 and 4 we see that the Kernighan-Lin algorithm does improve the quality of the MSB algorithm. Nevertheless, our multilevel algorithm still produces better partitions than MSB-KL for many problems.
However, KL refinement further increases the run time of the overall scheme as shown in Figure 6 , making the difference in the run time of MSB-KL and our multilevel algorithm even greater. Table 6 : The edge-cuts produced by the multilevel spectral bisection (MSB), multilevel spectral bisection followed by Kernighan-Lin (MSB-KL), the multilevel algorithm implemented in Chaco (Chaco-ML), and our multilevel algorithm.
The graph partitioning package Chaco implements its own multilevel graph partitioning algorithm that is modeled after the algorithm by Hendrickson and Leland [26, 25] . This algorithm, which we refer to as Chaco-ML, uses random matching during coarsening, spectral bisection for partitioning the coarse graph, and Kernighan-Lin refinement every other coarsening level during the uncoarsening phase. Figure 5 shows the relative performance of our multilevel algorithms compared to Chaco-ML. From this figure we can see that our multilevel algorithm usually produces partitions with smaller edge-cut than that of Chaco-ML. For some problems, the improvement of our algorithm is between 10% to 45%. For the cases where Chaco-ML does better, it is only marginally better (less than 2%). Our algorithm is usually two to seven times faster than Chaco-ML. Most of the savings come from the choice of refinement policy (we use BKL(*,1)) which is usually four to six times faster than the Kernighan-Lin refinement implemented by Chaco-ML. Note that we are able to use BKL(*,1) without much quality penalty only because we use the HEM coarsening scheme. In addition, the GGGP used in our method for partitioning the coarser graph requires much less time than the spectral bisection which is used in Chaco-ML. This makes a difference in those cases in which the graph coarsening phase aborts before the number of vertices becomes very small. Also, for some problems, the Lanczos algorithm does not converge, which explains the poor performance of Chaco-ML for graphs such as MAP1. Table 6 shows the edge-cuts for 64-way, 128-way, and 256-way partition for different algorithms. Table 7 : The time required to find a 256-way partition by the multilevel spectral bisection (MSB), multilevel spectral bisection followed by Kernighan-Lin (MSB-KL), the multilevel algorithm implemented in Chaco (Chaco-ML), and our multilevel algorithm. All times are in seconds.
Experimental Results-Sparse Matrix Ordering
The multilevel graph partitioning algorithm can be used to find a fill reducing ordering for a symmetric sparse matrix via recursive nested dissection. In the nested dissection ordering algorithms, a vertex separator is computed from the edge separator of a 2-way partition. Let S be the vertex separator and let A and B be the two parts of the vertex set of G that are separated by S. In the nested dissection ordering, A is ordered first, B second, while the vertices in S are numbered last. Both A and B are ordered by recursively applying nested dissection ordering. In our multilevel nested dissection algorithm (MLND) a vertex separator is computed from an edge separator by finding the minimum vertex cover [41, 44] . The minimum vertex cover has been found to produce very small vertex separators. The overall quality of a fill reducing ordering depends on whether or not the matrix is factored on a serial or parallel computer. On a serial computer, a good ordering is the one that requires the smaller number of operations during factorization. The number of operations required is usually related to the number of non-zeros in the Cholesky factors. The fewer non-zeros usually lead to fewer operations. However, similar fills may have different operation counts; hence, all comparisons in this section are only in terms of the number of operations. On a parallel computer, a fill reducing ordering, besides minimizing the operation count, should also increase the degree of concurrency that can be exploited during factorization. In general, nested dissection based orderings exhibit more concurrency during factorization than minimum degree orderings [13, 35] . The minimum degree [13] ordering heuristic is the most widely used fill reducing algorithm that is used to order sparse matrices for factorization on serial computers. The minimum degree algorithm has been found to produce very good orderings. The multiple minimum degree algorithm [35] is the most widely used variant of minimum degree due to its very fast runtime.
The quality of the orderings produced by our multilevel nested dissection algorithm (MLND) compared to that of MMD is shown in Table 8 and Figure 7 . For our multilevel algorithm, we used the HEM scheme during coarsening, the GGGP scheme for partitioning the coarse graph and the BKL(*,1) refinement policy during the uncoarsening phase. Looking at this figure we see that our algorithm produces better orderings for 18 out of the 21 test problems. For the other three problems MMD does better. Also, from Figure 7 we see that MLND does consistently better as the size of the matrices increases. In particular, for large finite element meshes, such as AUTO, MLND requires half the amount of memory required by MMD, and 4.7 times fewer operations. When all 21 test matrices are considered, MMD produces orderings that require a total of 4.81 teraflops, whereas the orderings produced by MLND require only 1.23 teraflops. Thus, the ensemble of 21 matrices can be factored roughly 3.9 times faster if ordered with MLND.
However, another, even more important, advantage of MLND over MMD, is that it produces orderings that exhibit significantly more concurrency than MMD. The elimination trees produced by MMD (a) exhibit little concurrency (long and slender), and (b) are unbalanced so that subtree-to-subcube mappings lead to significant load imbalances [32, 12, 18] . On the other hand, orderings based on nested dissection produce orderings that have both more concurrency and better balance [30, 22] . Therefore, when the factorization is performed in parallel, the better utilization of the processors can cause the ratio of the run time of parallel factorization algorithms running ordered using MMD and that using MLND to be substantially higher than the ratio of their respective operation counts.
The MMD algorithm is usually two to three times faster than MLND for ordering the matrices in Table 1 . However, efforts to parallelize the MMD algorithm have had no success [14] . In fact, the MMD algorithm appears to be Table 8 : The number of operations required to factor various matrices when ordered with multiple minimum degree (MMD), spectral nested dissection (SND), and our multilevel nested dissection (MLND).
inherently serial in nature. On the other hand, the MLND algorithm is amenable to parallelization. In [29] we present a parallel formulation of our MLND algorithm that achieves a speedup of as much as 57 on 128-processor Cray T3D (over the serial algorithm running on a single T3D processor) for some graphs. Spectral nested dissection (SND) [45] can be used for ordering matrices for parallel factorization. The SND algorithm is based on the spectral graph partitioning algorithm described in Section 4.1. We have implemented the SND algorithm described in [45] . As in the case of MLND, the minimum vertex cover algorithm was used to compute a vertex separator from the edge separator. The quality of the orderings produced by our multilevel nested dissection algorithm compared to that of the spectral nested dissection algorithm is also shown in Figure 7 . From this figure we can see that MLND produces orderings that are better than SND for all 21 test matrices. The total number of operations required to factor the matrices ordered using SND is 1.68 teraflops which is 37% more than the of MLND. However, as discussed in Section 6.4, the runtime of SND is substantially higher than that of MLND. Also, SND cannot be parallelized any better than MLND [29, 1] ; therefore, it will always be slower than MLND.
Characterization of Different Graph Partitioning Schemes
Due to the importance of the problem, a large number of graph partitioning schemes have been developed. These schemes differ widely in the edge-cut quality produced, run time, degree of parallelism, and applicability to certain kind of graphs. Often, it is not clear as to which scheme is better under what scenarios. In this section, we categorize these properties of some graph partitioning algorithms that are commonly used in finite element applications. This task is quite difficult, as it is not possible to precisely model the properties of the graph partitioning algorithms. Furthermore, we don't have enough data on the edge-cut quality and run time for a common pool of benchmark graphs. This paper presents extensive comparisons of multilevel scheme with MSB and MSB-KL. Limited comparison with other schemes can be made by looking at the edge-cut quality and run time for graphs that are used in this paper as well as in the evaluation of other schemes elsewhere. We try to make reasonable assumptions whenever enough data is not available. For the sake of simplicity, we have chosen to represent each property in terms of a small discrete scale. In absence of extensive data, we could not have done any better anyway.
In Table 9 we show three different variations of spectral partitioning [47, 46, 26, 2] , the multilevel partitioning described in this paper, the levelized nested dissection [11] , the Kernighan-Lin partition [31] , the coordinate nested dissection (CND) [23] , two variations of the inertial partition [38, 25] , and two variants of geometric partitioning [37, 36, 16] . Table 9 : Characteristics of various graph partitioning algorithms.
For each graph partitioning algorithm, Table 9 shows a number of characteristics. The first column shows the number of trials that are often performed for each partitioning algorithm. For example, for Kernighan-Lin, different trials can be performed each starting with a random partition of the graph. Each trial is a different run of the partitioning algorithm, and the overall partition is determined as the best of these multiple trials. As we can see from this table, some algorithms require only a single trial either because, multiple trials will give the same partition (i.e., the algorithm is deterministic), or the single trial gives very good results (as in the case of multilevel graph partitioning). However, for some schemes like Kernighan-Lin and geometric partitioning, different trials yield significantly different edge-cuts because these schemes are highly sensitive to the initial partition. Hence, these schemes usually require multiple trials in order to produce good quality partitions. For multiple trials, we only show the case of 10 and 50 trials, as often the quality saturates beyond 50 trials, or the run time becomes too large. The second column shows whether the partitioning algorithm requires coordinates for the vertices of the graph. Some algorithms such as CND and Inertial can work only if coordinate information is available. Others only require the set of vertices and edges connecting them.
The third column of Table 9 shows the relative quality of the partitions produced by the various schemes. Each additional circle corresponds to roughly 10% improvement in the edge-cut. The edge-cut quality for CND serves as the base, and it is shown with one circle. Schemes with two circles for quality should find partitions that are roughly 10% better than CND. This column shows that the quality of the partitions produced by our multilevel graph partitioning algorithm and the multilevel spectral bisection with Kernighan-Lin is very good. The quality of geometric partitioning with Kernighan-Lin refinement is also equally good, when around 50 or more trials are performed 5 . The quality of the other schemes is worse than the above three by various degrees. Note that for both Kernighan-Lin partitioning and geometric partitioning the quality improves as the number of trials increases.
The reason for the differences in the quality of the various schemes can be understood if we consider the degree of quality as a sum of two quantities that we refer to as local view and global view. A graph partitioning algorithm has a local view of the graph if it is able to do localized refinement. According to this definition, all the graph partitioning algorithms that use at various stages of their execution variations of the Kernighan-Lin partitioning algorithm possess this local view, whereas the other graph partitioning algorithms do not. Global view refers to the extent that the graph partitioning algorithm takes into account the structure of the graph. For instance, spectral bisection algorithms take into account only global information of the graph by minimizing the edge-cut in the continuous approximation of the discrete problem. On the other hand, schemes such as a single trial of Kernighan-Lin, utilize no graph structural information, since it starts from a random bisection. Schemes that require multiple trials, improve the amount of global graph structure they exploit as the number of trials increases. Note that the sum of circles for global and local view columns is equal to the number of circles for quality for various algorithms. The global view of multilevel graph partitioning is among the highest of that of the other schemes. This is because the multilevel graph partitioning captures global graph structure at two different levels. First, it captures global structure through the process of coarsening [27] , and second, it captures global structure during the initial graph partitioning by performing multiple trials.
The sixth column of Table 9 shows the relative time required by different graph partitioning schemes. CND, inertial, and geometric partitioning with one trial require relatively small amount of time. We show the run time of these schemes by one square. Each additional square corresponds to roughly a factor of 10 increase in the run time. As we can see, spectral graph partition schemes require several orders of magnitude more time than the faster schemes. However, the quality of the partitions produced by the faster schemes is relatively poor. The quality of the geometric partitioning scheme can be improved by increasing the number of trials and/or by using the Kernighan-Lin algorithm, both of which significantly increase the run time of this scheme. On the other hand, multilevel graph partitioning requires moderate amount of time, and produces partitions of very high quality.
The degree of parallelizability of different schemes differs significantly and is depicted by a number of triangles in the seventh column of Table 9 . One triangle means that the scheme is largely sequential, two triangles means that the scheme can exploit a moderate amount of parallelism, and three triangles means that the scheme can be parallelized quite effectively. Schemes that require multiple trials are inherently parallel, as different trials can be done on different processors. In contrast, a single trial of Kernighan-Lin is very difficult to parallelize [15] , and appears inherently serial in nature. Multilevel schemes that do not rely upon Kernighan-Lin [29] and the spectral bisection scheme are moderately parallel in nature. As discussed in [29] , the asymptotic speedup for these schemes is bounded by O( √ p).
O( p) speedup can be obtained in these schemes only if the graph is nearly well partitioned among processors. This can happen if the graph arises from an adaptively refined mesh. Schemes that rely on coordinate information do not seem to have this limitation, and in principle it appears that these schemes can be parallelized quite effectively. However, all available parallel formulation of these schemes [23, 8] obtained no better speedup than obtained for the multilevel scheme in [29] .
Conclusion and Direction for Future Research
Our experiments with multilevel schemes have shown that they work quite well for many different types of coarsening, initial partition, and refinement schemes. In particular, all the coarsening schemes we experimented with, provide a good global view of the graph, and the Kernighan-Lin algorithm or its variants used for refinement during the uncoarsening phase provide a good local view. Due to the combined global and local view provided by the coarsening and refinement schemes, the choice of the algorithm used to partition the coarse graph seems to have relatively small effect on the overall quality of the partition. In particular, there seems to be no advantage gained by using spectral bisection for partitioning the coarsest graph. The multilevel algorithm when used to find a fill reducing ordering is consistently better than spectral nested dissection, and substantially better than multiple minimum degree for large graphs. The reason is that unlike the multilevel algorithm, the multiple minimum degree algorithm does not have a global view of the graph, which is critical for good performance on large graphs. The multilevel algorithm that uses HEM for coarsening and BKL(1) or BKL(*,1) for refinement can be parallelized effectively. The reason is that this combination requires very little time for refinement, which is the most serial part of the algorithm. The coarsening phase is relatively much easier to parallelize [29] .
The RM matching scheme requires that a vertex is randomly matched with one if its unmatched adjacent vertices. To avoid having to traverse the entire adjacency list to find all the unmatched vertices and then randomly select one of them, we initially permute the adjacency lists of all the vertices of G 0 randomly. By doing that we only have to look for the first unmatched vertex, since the randomization of G 0 coupled with the random visitation order ensures good randomization.
During To efficiently implement the above operation for all matched vertices, we use a table to keep track of the vertices seen so far. These data structures allow us to implement graph contraction by visiting each edge only once; thus, graph contraction takes time proportional to the number of edges.
Also, while computing the adjacency list for each vertex u 1 in the coarser graph, we also compute the remaining three quantities associated with each vertex (i.e., vwgt, cewgt, and adjwgt). The vwgt of u 1 is computed as the sum of the vwgts of v 1 and v 2 . The cewgt of u 1 is computed as the sum of the cewgts of v 1 and v 2 , plus the weight of the edge connecting these vertices. Finally the adjwgt of u 1 is computed sum of the adjwgts of v 1 and v 2 , minus the weight of the edge connecting them.
A.3 Uncoarsening Phase
The uncoarsening phase consists of two separate stages. In the fist stage, the partition P i+1 of the graph G i+1 is projected back to G i (projection stage), and during the second stage, P i is refined using one of the refinement schemes described in Section 5 (refinement stage).
All the various partition refinement schemes described in Section 5 are based on swapping vertices between partitions based on the reduction in the edge-cut using variations of the Kernighan-Lin algorithm. As described in Sec- In our implementation, after partitioning the coarse graph G m using one of the algorithms described in Section 4, the internal and external degrees of the vertices of G m are computed using Equation 4 . This is the only time that these quantities are computed explicitly. The internal and external degrees of all other graphs G i with i < m, are computed incrementally during the projection stage. This is done as follows. Consider vertex v ∈ V i and let Thus, only when vertex v is at the partition boundary we need to explicitly compute its internal and/or external degrees. Since boundary vertices are a small percentage of the total number of vertices, computing the internal and external degrees during projection results in dramatic speed improvements. During the refinement stage, the internal and external degrees are kept consistent with respect to the partition. This is done by updating the degrees of the vertices adjacent to the one just being moved from one partition to the other (a computation that is required by the Kernighan-Lin algorithm), and by rolling back any speculative computation at the end of the refinement algorithm.
Given the above framework, the boundary refinement algorithms described in Section 5.2 require inserting into the data structures only the vertices whose external degree is positive.
A.4 Data Structures for Kernighan-Lin
As discussed in Section 4.2, the efficiency of the KL algorithm depends on the data structure used to store the gains of the vertices that have not been swapped yet. In our algorithm, for each partition, depending on the level of the coarse graph, we use either a doubly-linked list of gain buckets, or a table of gain-buckets.
The doubly-linked list is maintained in a decreasing gain order. Vertices with the same gain are inserted in the same gain-bucket. The table of gain-buckets, contains an entry for each possible value of the gain, and is effective when the range of values is small. This is usually the case for G i when i is small. When i is large (coarser graphs), the range of values that the gain can get is high, making this implementation more expensive that the one that uses linked-lists.
Each gain-bucket is implemented as a doubly-linked list and contains the vertices that have a particular gain. An auxiliary table is used that stores for each vertex v a pointer to the node of the gain-bucket that stores v. This table allow us to locate the gain-bucket's node for a vertex in constant time.
When the gains are stored using a doubly-linked list of gain-buckets, extracting the maximum gain vertex takes constant time, however, inserting a vertex takes time linear to the size of the doubly-linked list. However, when using an array of gain-buckets, inserting a vertex takes constant time, but extracting the vertex with the maximum gain may sometimes take more than constant time.
In the implementation of the boundary KL algorithm, the method that is used to store the boundary vertices is also important. One possibility is to not store the boundary vertices anywhere, and simply determine them during each iteration of the boundary KL algorithm. Determining if a vertex is on the boundary is simple since, its external degree is greater than zero. However, in doing so, we make the complexity of the boundary KL algorithm to be in the order of the number of vertices, even when the boundary is very small. In our implementation, we use a hash-table to store the boundary vertices. A vertex is in the boundary if it is stored in the hash-table. The size of the hash-table is set to be twice the size of the boundary of the next level finer graph. During BKL, any vertices that move away from the boundary are removed from the hash-table, and any vertices that move to the boundary are inserted in the hash-table.
