In recent years, IDPs (intrinsically disordered proteins) have emerged as pivotal actors in biology. Despite IDPs being present in all kingdoms of life, they are more abundant in eukaryotes where they are involved in the vast majority of regulation and signalling processes. The realization that, in some cases, functional states of proteins were partly or fully disordered was in contradiction to the traditional view where a well defined three-dimensional structure was required for activity. Several experimental evidences indicate, however, that structural features in IDPs such as transient secondary-structural elements and overall dimensions are crucial to their function. NMR has been the main tool to study IDP structure by probing conformational preferences at residue level. Additionally, SAXS (small-angle X-ray scattering) has the capacity to report on the three-dimensional space sampled by disordered states and therefore complements the local information provided by NMR. The present review describes how the synergy between NMR and SAXS can be exploited to obtain more detailed structural and dynamic models of IDPs in solution. These combined strategies, embedded into computational approaches, promise the elucidation of the structure-function properties of this important, but elusive, family of biomolecules.
partners (connections) than the average, often becoming hubs in protein-protein networks [5, 6] . Given the key role of IDPs in relevant biological processes, it is not surprising that they are connected to diseases such as cancer, cardiovascular pathologies, amyloidoses, neurodegenerative disorders and diabetes [7] . Therefore the identification of structural features present in IDPs and proteins encompassing intrinsically disordered regions is pivotal to an understanding of their biological function and their connection with these diseases at the molecular level.
The two techniques that have contributed most to the structural characterization of disordered proteins are NMR [8] and SAXS (small-angle X-ray scattering) [9, 10] . Despite the fact that these are well-established structural biology techniques, their application to disordered states has required the development of novel approaches that incorporate the presence of multiple conformations to describe experimental data. Importantly, these two techniques provide a complementary picture of the structure of IDPs. On one hand, NMR is a high-resolution technique that probes the conformational landscape at the residue level, but, on the other hand, SAXS offers an overall picture of the space occupied by the coexisting conformations. In that sense, the synergistic use of NMR and SAXS is a very attractive approach as the information provided by one technique complements and corrects the other [11] . This combined use can yield more precise structural and dynamic models of disordered states and, as a consequence, novel insights into the biological function of IDPs.
The present review is organized as follows. First, a succinct description of the structural information content of the distinct NMR observables and SAXS curves are presented. Then, some examples are provided illustrating the synergistic use of these two techniques.
Structural information content of NMR and SAXS

NMR
Over the last 10 years, NMR has emerged as the most important technique for the study of the structure and dynamics of IDPs. Indeed NMR allows the exploration of a wide range of dynamic phenomena thanks to the different sensitivity of the large variety of NMR observables that can be measured. In this section, we briefly describe these observables and how to exploit their information content for structural purposes. Readers are referred to specialized reviews for further details [8, 12] .
CSs (chemical shifts)
CSs are the easiest parameter to obtain from an NMR experiment. CSs describe the dependence of nuclear magnetic energy levels on the electronic environment of a nucleus. Owing to their inherent plasticity, IDPs display CSs which are close to the random-coil values, and departures from them, particularly for backbone carbon atoms, indicate the presence of secondary-structural elements [13, 14] . The capacity to predict CSs from structure has been used to characterize transiently populated structural elements in IDPs [15, 16] .
For a 15 N-labelled protein, the 1 H-15 N HSQC (heteronuclear single quantum coherence) experiment displays peaks that correspond to the N-H correlation for each amino acid present in the protein and are considered to be a protein's NMR 'fingerprint'. The specific magnetic field sensed by a nucleus is expected to change when the configuration of its environment is modified upon an external perturbation. In the context of IDPs, CSs are very useful for monitoring disorder-to-order transitions upon binding to partners, or structural perturbations upon post-translational modifications [17] [18] [19] .
RDCs (residual dipolar couplings)
When dissolved in anisotropic media, biomolecules adopt a restricted reorientation and dipolar interactions are no longer averaged to zero (as happens in isotropic solutions), and RDCs between pairs of active spins can be measured. In globular proteins, RDCs carry angular information between the observed internuclear vectors and a common alignment tensor. As a consequence, RDCs provide both local and longrange orientational information that has been widely used for structural purposes [20] . Several weakly orienting media differing in the contribution of their steric and electrostatic interactions with co-dissolved biomolecules can be used [21, 22] .
Individual conformations of IDPs, differing in size and shape, experience different degrees of alignment. In addition, the same internuclear vector has a different orientation with respect to the alignment tensor in each conformation. In IDPs, all of this information is condensed in average RDCs that report on the conformational sampling of individual vectors with respect to the biopolymeric chain [23] .
1 D N-H RDCs of unstructured regions present negative couplings, indicating that the N-H vector remains perpendicular to the chain. RDCs with higher amplitude than the rest of the unstructured chain highlight regions containing transient secondary-structural elements that affect the conformational sampling and, consequently, the reported RDCs. In that context, more positive 1 D N-H RDCs indicate the presence of an α-helix, whereas more negative 1 D N-H RDCs are consistent with an extended structure [24] . Obviously, other intermolecular vectors forming a different angle with respect to the main chain will provide additional information and a more accurate description of the conformations probed at the residue level when analysed together [25] . Beyond the qualitative information, more accurate structural models of several IDPs have been obtained using RDCs as a main source of structural information [18, [25] [26] [27] [28] [29] . For these cases, specific structural properties regarding transient secondary structures and long-range contacts have been identified and characterized.
Paramagnetic effects
The characterization of transient contacts between remote regions of a protein can be addressed using paramagnetic probes. These long distances cannot be measured by NOEs (nuclear Overhauser effects) between protons, which reach a maximum distance of approximately 6 Å (1 Å = 0.1 nm). To study paramagnetic effects, a probe, a free radical or a paramagnetic cation has to be attached to the protein. The presence of the paramagnetic centre has strong effects on the CSs and/or the signal intensity of the surrounding atoms and, depending on the specific probe used, these effects will be different [30] .
Perturbations in the chemical shifts are called PCSs (pseudocontact shifts). PCSs depend on the polar coordinates of the nucleus with respect to the magnetic susceptibility tensor centred at the metal ion. Thus they contain both translational (distances) and orientational information [30] (see below).
The most common paramagnetic effect used for the structural characterization of IDPs is PRE (paramagnetic relaxation enhancement), which is normally achieved by attaching a nitroxide moiety to an engineered cysteine residue [31] . The enhancement in the transverse relaxation rate, R 2 , is inversely proportional to the distance to the sixth power (1/r 6 ) between the unpaired electron and the observed nucleus. For IDPs, two different strategies have been developed to use this distance restraint in ensemble approaches. The first approach consists of transforming PREs to distances which are introduced as restraints in MD (molecular dynamics) simulations [32] . A more accurate approach uses the explicit relaxation equations, encoding the time-dependency, using an extended model-free formalism [33] .
It has been shown that the (1/r 6 ) dependency can induce severe structural bias in the PRE-refined ensembles [34] . In one example, it was shown that the quality of these ensembles can be improved when overall size information, R g derived from SAXS, is introduced into the process [35] .
Relaxation rates
The combined analysis of the longitudinal (R 1 ) and transverse (R 2 ) relaxation rates, and the heteronuclear cross-relaxation effect (het-NOE) of 15 N nuclei has been the main tool for studying protein motions in solution [36, 37] . These rates are sensitive to the fluctuations of the 1 H-15 N bond vector, and therefore report on the local dynamics as well as the overall tumbling properties governed by Brownian motion. For globular proteins, these two kinds of motions are considered to be uncorrelated and they can be characterized through the so-called model-free approach [38] .
Although the qualitative interpretation of relaxation data is still possible in IDPs, their structural plasticity precludes the application of the same strategy used in their globular counterparts [39] . Reduced spectral density mapping translates relaxation rates into the probability function of finding motions at specific angular frequencies, J(ω), and no motional model must be invoked. Thus it allows the qualitative assessment of flexibility at residue level and distinguishes between globular and disordered regions in proteins [40] .
In addition to the picosecond-nanosecond timescale motions, R 2 contains information on slower motional modes probed by nuclei experiencing different chemical environments in the microsecond-millisecond timescale, the so-called chemical exchange (R ex ). This property has been used to identify long-range contacts [41] and transient interactions between IDPs and their partners [42, 43] .
Relaxation rates can be especially informative in flexible multidomain proteins owing to their capacity to distinguish between globular and disordered regions and their sensitivity to the size and shape of the globular units. The coupling between motion of the individual domains and the overall tumbling, however, hamper the quantitative analysis of the dynamics of these proteins [44, 45] .
SAXS
SAXS patterns, presented as one-dimensional curves, I(s), arise from the X-ray photons elastically scattered from particles present in the sample. Aqueous solutions of macromolecules yield an isotropic scattering intensity that depends on the modulus of the momentum transfer s (s = 4π sin(θ )/λ, where 2θ is the angle between the incident and scattered beam, and λ is the X-ray wavelength). More detailed information about the technique, the instrumentation and the sample requirements can be found in textbooks and reviews [46] [47] [48] [49] . From monodisperse dilute solutions of biomolecules, the background-corrected intensity is proportional to the scattering of a single particle averaged over all orientations. Flexible macromolecules, such as IDPs, belong to a more complicated scenario where a multitude of conformations coexists in solution. For these cases, the measured intensity is the population-weighted average of the individual scattering curves of all particles present in solution.
Relevant structural information such as the size, shape, compactness and oligomeric state of the protein can be derived directly from an SAXS curve. The Kratky representation [I(s) · s 2 against s] of the raw data has been traditionally used to distinguish between globular, which present a bellshaped form, and disordered, which display a continuous increase with s, conformations [50, 51] . The radius of gyration R g derived from the initial part of the curve using Guinier's approach provides an estimation of the overall size of the particle. The dependence of R g on the chain length of IDPs has been quantified by parameterization of Flory's equation [52] . Departures from these standard values identify the presence of structural elements that modify the three-dimensional space sampled by the ensemble. This new parameterization also indicates that IDPs present more compact ensembles than chemically denatured proteins, which overpopulate the extended regions of Ramachandran's space, in agreement with a previous NMR study [53] . Highly flexible proteins also present large maximum particle dimensions, D max . However, quantitative interpretation of this parameter is difficult as it does not reflect the most extended conformations accessible, which have a very low population [54] . Kratky plots and large R g and D max values have been used to verify the presence of disorder in several proteins (see [9] for examples). In many cases, these results are substantiated with NMR spectra that display a low dispersion of 1 H resonances [55, 56] . In recent years, several approaches have been developed to characterize protein mobility by interpreting SAXS data in terms of ensembles: the EOM (Ensemble Optimization Method) [57] , the MES (Minimal Ensemble Search) [58] , BSS-SAXS (basis-set supported SAXS) [59] and EROS (ensemble refinement of SAXS) [60] . These methods are based on a common strategy that consists of two consecutive steps: (i) computational generation of a large ensemble describing the conformational landscape available to the protein, and (ii) selection of a subensemble of conformations that collectively describes the experimental profile using distinct optimization methods. The EOM approach is the most popular method for the structural characterization of highly flexible biomolecules [57] .
Combined NMR and SAXS approaches
In recent years, there has been an important effort to integrate data obtained by different structural biology techniques to exploit their complementarity [61, 62] . Especially fruitful has been the integration of SAXS with NMR in order to elucidate the structure of multidomain proteins and biomolecular complexes by mutually correcting degeneracy problems derived from both techniques [63] [64] [65] . Combined NMR and SAXS approaches have also been applied to highly flexible proteins with the promise that the distinct sensitivity of experimental observables to different structural features could provide a more precise picture of these fluctuating molecules. Some relevant examples are summarized in the following section. 
SAXS as a tool to validate NMR-derived ensemble models
For many years, considerable effort has been devoted to building realistic ensemble models of unstructured states of proteins on the basis of computational approaches differing in the degree of description of the molecule, from atomic detail to coarse-grained models [66] . Validation of these models has been addressed by direct comparison of experimental measurements, mainly NMR and SAXS, with theoretical predictions computed from these ensembles. Compared with denatured states of proteins, IDPs present an additional complexity, which is the potential presence of structural features that are often functionally relevant [67] . The most thoroughly tested model to build atomic models of IDPs is FM (FlexibleMeccano) [26, 68] . FM assembles peptidic units, considered to be rigid entities, in a consecutive way using a coil library to describe Ramachandran's space sampled, and a coarse-grained description of side chains [69] . Direct comparison of experimental RDCs with those computed from FM ensembles is used to identify structural features present, refine protein stretches involved and quantify their population [18, [25] [26] [27] [28] [29] . These observations demonstrated that conformational sampling at the residue level is properly described in FM. However, the global properties of the ensemble, size and shape are only indirectly monitored by RDCs. For protein X, displayed in Figure 1 , the same FM ensembles that properly described the residue-specific properties probed by RDCs were in excellent agreement with SAXS curves [9, 26, 29] . This is a crucial result as it validates structural models of IDPs by simultaneously describing experimental data that are sensitive to different structural features.
Integration of NMR and SAXS data into ensemble description of flexible proteins
The derivation of an ensemble of conformations that collectively describes experimental data is a very attractive approach to structurally characterize IDPs, and remarkable progress has been made in this direction. Two main strategies have been developed. First, the use of restrained MD simulations that try to bias the conformational sampling through the introduction into the physical potential used of additional terms based on the experimental data [70] . A second approach consists of the selection, from a large pool that extensively samples the conformational space, of a subensemble of conformations that collectively describes the experimental data [57, 71, 72] . It should be noted that the atomic description of an ensemble of conformations from experimental data is an inherently ill-posed problem as the number of degrees of freedom is much larger than the number of experimental observables that can be possibly measured. As a consequence, several different ensembles will lead to a similar degree of agreement to the data (degeneracy). Other problems, such as the distinct time-scale-sensitivity of the data and the averaging properties of the observables, should be taken into account when integrating experimental data of a different nature [12] .
The program ENSEMBLE, developed by Forman-Kay's group, derives ensembles of disordered proteins which, in addition to SAXS data, integrate several NMR observables: CSs, RDCs, J-couplings, PREs, NOEs, hydrodynamic radii, solvent-accessibility restraints, hydrogen-exchange protection factors and 15 N R 2 relaxation rates [73] [74] [75] . Some of these parameters are back-calculated from the ensemble and compared with the experimental measurement, whereas others are transformed into structurally relevant parameters such as distances or solvent-accessible surfaces. ENSEMBLE addresses the intrinsic problem of underrestraining and consequent overfitting by finding the smallest ensemble that is consistent with all experimental restraints imposed.
A recent systematic study with ENSEMBLE demonstrated the importance of CSs and RDCs to define the secondary-structure elements of disordered states. Conversely, SAXS played a pivotal role defining the molecular size distribution of conformations [75] . This complementarity was highlighted when applying this approach to the intrinsically disordered Sic1 in the native and phosphorylated (pSic1) forms [76] . The resulting ensembles confirmed that both Sic1 and pSic1 contain significant amounts of secondary and tertiary structure despite their disordered nature. Mainly because of the incorporation of SAXS data into the ensemble refinement, it was demonstrated that pSic1 displays a more compact structure than that of Sic1.
Recently, a Bayesian statistics approach has been proposed as an alternative to integrate NMR and SAXS data for a better description of the conformational sampling in IDPs [77, 78] . The BW (Bayesian weighting) method assigns a relative population weight to each member of a pool of structures widely sampling the conformational space. Relative populations can be calculated if the potential energy surface of the system is known. However, given the approximate nature of the functions used, a priori assignment of populations remains uncertain. To compensate for this limitation, the authors add an additional restraint to BW optimization: that the relative populations found should ensure agreement with experimental observation. An important advantage of the Bayesian framework is the possibility of obtaining quantitative estimates of uncertainty for the structural properties derived, which is a limitation on undetermined systems such as IDPs. NMR data, CSs and RDCs, and the R g values derived from SAXS were used to assign relative populations of 300 conformations of α-synuclein and K18, a short construct of tau protein [77, 78] . For these proteins, secondary-structural elements and transient longrange contacts could be detected and quantified, offering insights into their aggregation mechanisms.
In flexible multidomain proteins, the EOM analysis of a SAXS curve provides information about the interdomain distance distribution, but the relative orientation of the domains remains elusive due to the low-resolution nature of SAXS data. This limitation can be compensated for by the use of NMR parameters such as RDCs and PCSs that are sensitive to this structural feature. This synergy has been used recently to address the structural disorder of calmodulin, a two-domain flexible protein [79] . In addition to the SAXS curve, three RDC and PCS datasets measured in Tb 3 + , Tm 3 +
and Dy 3 + loaded in the N-terminal domain of calmodulin were measured and integrated using an innovative concept called MO (maximum occurrence). MO is defined as the maximum fraction of time the molecule can spend in a given conformation. The MO of a specific conformation is achieved by computing ensembles with an increasing population of this conformation, whereas the percentage of the other members is optimized in order to collectively describe all experimental data. The MO of that conformation is set as the population at which the disagreement with experimental data exceeds a predefined threshold. When representing the MO results, a picture of the occupancy of the three-dimensional space sampled by calmodulin emerged (Figure 2 ). Extended conformations are prevalent (35%), whereas closed and fully extended structures, normally trapped in crystallographic studies, reach only 5% and 15% MO respectively. MO offers a unique tool to address the structural and dynamic changes in calmodulin upon binding to specific targets [80] .
The effect of the number of independent datasets measured and position of the cations in the domains has been addressed by the same group [81, 82] . Each dataset used in the analysis contributes to narrowing the MO density map according to its specific information content. In that sense, the restriction power of SAXS is more limited than that of RDCs and PCSs owing to its low-resolution nature. However, easy access to SAXS curves compared with RDCs and PCSs suggests an important role of SAXS in future MO applications.
SAXS analyses through ensemble approaches have been proven useful to derive precise pictures of the conformational disorder achieved by flexible macromolecules. However, the timescale at which these motions proceed remains elusive. NMR relaxation rates can provide this missing information as they are sensitive to reorientation phenomena at the nanosecond timescale. The complementarity of SAXS and NMR relaxation has been recently exploited to characterize the structure and dynamics of L12, a dimeric two-domain protein connected by a 20-amino-acid long linker [83] . This combination has been carried out using the iRED (isotropic Reorientational Eigenmode Dynamics) approach that, through a spherical harmonics normal mode description, provides a framework to interpret relaxation experiments when a reliable description of the protein ensemble is available [84] . The EOM analysis of the SAXS curve provides information on the three-dimensional space sampled by the C-terminal domains with respect to the dimeric N-terminal one. The iRED analysis of the SAXS-derived ensemble indicates a small degree of motional coupling between both domains that suggests a transient structuring of the linker (Figure 3) . Correlation times derived when fitting relaxation rates (R 1 , R 2 and het-NOE) to the motional modes range between 4.9 and 9.0 ns, indicating that the entire range of reorientational motions takes place on similar timescales ( Figure 3E ). This strategy provides a model of L12, embedding structure and dynamics, that could only be achieved by combining NMR and SAXS.
Conclusions
The crucial roles played by disordered proteins in a multitude of biologically relevant processes are facilitated by their intrinsic plasticity. Highly specialized tasks performed by IDPs, such as specificity, promiscuity, transient binding or conformational restrictions in multidomain proteins, are achieved by subtle structural phenomena. Thus the characterization of these structural and dynamic features is crucial to understand the functions of IDPs at the molecular level. The field of the structural biology of IDPs has experienced great progress with the development of strategies to interpret experimental data, mainly NMR and SAXS, in terms of ensembles of fluctuating conformations. More recently, approaches incorporating multiple datasets of complementary observables have been presented. These synergistic strategies profit from the complementarity of the structural information content of the individual observables, and provide more accurate structural models of highly flexible systems. Especially interesting is the combination of NMR and SAXS where the local information probed by multiple NMR observables is complemented by the three-dimensional space explored by the protein provided by SAXS. Examples summarized in the present paper demonstrate that complementarity between SAXS and NMR provides structural and dynamic information that is far beyond the sum of the individual techniques. We envision an increasing number of methods integrating NMR and SAXS that will enlarge our structural understanding of IDPs, their function and their link with several pathologies.
Funding
Agence Nationale de la Recherche (SPIN-HD ANR-CHEX-2011) and the ATIP-Avenir programme are acknowledged for the financial support.
