Journey to crime studies have attempted to illuminate aspects of offender decision making that have implications for theory and practice. This article argues that our current understanding of journey to crime is incomplete. It improves our understanding by resolving a fundamental unit of analysis issue that had thus far not received much attention in the literature. It is demonstrated that the aggregate distribution of crime trips (commonly known as the distance decay) does not take into account the considerable variation that exists between individual offenders' crime trip distributions. Moreover, the common assumption of statistical independence between observations that make up a distribution is something that, until now, has yet to be tested for distributions of crime trips of multiple offenders. In order to explore these issues, three years of burglary data from a UK police force were linked to 32 prolific offenders to generate journey to crime distributions at the aggregate and offender levels. Using multi-level models, it was demonstrated that the bulk (65%) of the variation of journeys to crime exists at the offender level, indicating that individual crime trips are not statistically independent. In addition the distance decay pattern found at the aggregate level was not, in the main, observed at the offender level -a result that runs counter to conventional wisdom, and another example of the ecological fallacy. The implications of these findings are discussed.
Introduction
Until recently criminology 'has been devoted to finding some unicausal source of motivation' (Brantingham and Brantingham, 1993, p 273) for the commission of criminal acts. Crime control policies have traditionally echoed criminological thinking, with criminal justice systems following a predominantly offender-orientated paradigm of apportioning blame and applying penalties to act as a deterrent to whatever motive compels individuals to commit criminal acts.
Eschewing offenders as the unit of analysis, environmental criminology focuses on the 'where and when' of offending (Rossmo, 2000, p112) and is considered a central theoretical foundation underpinning our understanding of the geography of crime. By concentrating on the place of the offence and the factors that directly affect offence instigation, it builds upon the work of human ecology and seeks to explain the spatial clustering of crime events in terms of an individual's interaction with their physical setting.
Most of the contributions to this volume deal with the issue of what the unit of analysis should be in studies of crime at place, and maybe even more importantly, what the appropriate criteria are for choosing a unit of analysis. Brantingham, Dyreson and Brantingham (1976) provide clear examples of the varieties of observed patterns generated by selecting different spatial units of analysis, from national to block level, illustrating the so called geographic 'cone of resolution'.
In general, measurement is not the main problem here as criminal incidents can be measured at very fine geographical resolutions; what is problematic is determining the level of appropriate aggregation. This article will argue that the most appropriate aggregation threshold is the one which minimises the heterogeneity within groups of observations while attempting to maximise the heterogeneity between groups of observations. Hierarchical linear models (or multilevel models) provide a natural framework in which to investigate this. These types of models attempt to control for the influence of factors that may be nested at different levels of aggregation (Snijders and Bosker, 1999) by incorporating multiple geographical levels of aggregation in the same model. This means effects operating by different levels can be partitioned with a view to shedding light on unit of analysis problems. Clearly, this allows a check against the well known, but perennial, problem of committing the ecological fallacy, when relationships at a higher level of geographical aggregation are interpreted in terms of relationships at a lower level.
In a study now considered classic, Robinson (1950) calculated for each state in the USA the percentage of residents who were (a) foreign born, and (b) illiterate. At the state level the correlation was -0.53 but when measured at the individual level the correlation is 0.11! The contrasting results arise by trying to equate findings at the state level with comments about individuals, and can be explained by observing that immigrants tend to move to areas where there are high literacy rates. Ultimately, the ecological fallacy is a not necessarily a spatial unit of analysis issue, but applies to all situations where issues of aggregation need to be resolved before proper conclusions can be arrived at.
While staying within the boundaries of the main themes of this volume, this article attempts to broaden the scope of the discussion of determining appropriate units of analysis by studying a situation in which criminal incidents are grouped not by spatially nested units but by the people who commit them. Specifically, where multiple crime locations are spatially linked to a common point (residence, say) of the offender who committed them. In this case, the 'unit of analysis' challenge is not restricted to finding an appropriate way to assign crimes to spatial entities, but instead the situation forces us to start looking at broader unit of analysis questions. For example, should we be studying offenders and the locations where they reside, should we take crime events and the locations where they take place as our unit of analysis, or should we focus on the links between offenders and their crimes, i.e. should we study crime trips?"
The remainder of this chapter will focus on the journey to crime literature and the well accepted principle of 'distance decay': the frequency of offending decreases with the distance from home. As we shall demonstrate, some issues have become clouded, with researchers interpreting the findings of research conducted at the crime trip unit of analysis as findings at the offender level unit of analysis. Later, we distinguish between these two levels of analysis and assesses whether the 'distance decay' principle not only applies in the aggregate, but also describes the behaviour of individual offenders.
Theory and previous research
Within environmental criminology a number of related theories attempt to explain the prevalence of criminal acts by focusing on factors other than, but not excluding, offender motivation. Brantingham and Brantingham (1993) describe a criminal event as 'an opportune cross-product of law, offender motivation, and target characteristic arrayed on an environmental backcloth at a particular point in space-time' (p259). In essence, multiple ingredients are required for the generation of a crime, motivation representing but one of these. The dominant theories include routine activities (Cohen and Felson, 1979) , rational choice (Cornish and Clarke, 1986) and crime pattern theory (Brantingham and Brantingham, 1981) .
Crime pattern theory (Brantingham and Brantingham, 1981) postulates that individuals have certain psychologically intimate or familiar locations (such as work, home recreation locations) called nodes or anchor points. Certain routes between nodes are usually preferred over others (in terms of speed, cost, aesthetics, familiarity). These paths contribute to the generation of an awareness space (a mental map). Locations with high crime risk are produced when the cognitive maps (Canter and Hodge, 2000) of motivated offenders overlap with the spatial distribution of available targets (Cohen and Felson, 1979) .
Central to crime pattern theory, and by extension spatial profiles of crime risk, therefore is the magnitude and connectedness of offenders' node network. This observation has, in turn, fostered recent academic interest in offenders' journey-to-crime (JTC) 1 . The purpose of investigating JTC is to analyse the crime-specific travel behaviour of offenders with a view to inferring some form of offender decision making. It also has investigative value in that findings from the JTC literature may hint at directions of inquiry. For example, the JTC literature is pivotal to the research area of geographic profiling, where crime scenes are triangulated to predict an offender's anchor point (Rossmo, 2000) .
The overwhelming majority of research into offender JTC has been conducted in North America. There is a general consensus within the academic community that offenders do not tend to travel far to commit crime (Rossmo, 2000; Rengert et al, 1999; Rhodes and Conly, 1981; Paulsen and Robinson, 2004; Chainey and Ratcliffe, 2005) . A comprehensive review of the JTC literature can be found in Rossmo (2000, ch 10) 2 in which he compiles the results of no less than 38 different JTC studies (consisting of 80 offencespecific JTC estimates). He observes that JTC estimates are calculated in one of four ways: (a) mean distance (usually the arithmetic mean but sometimes the geometric mean is used to restrict the influence of outliers); (b) medial circle (the radius of a circle which captures a certain proportion of crime trip distances); (3) mobility triangles and (4) distance decay functions. Rossmo concludes that the latter of these is the most advantageous as it captures a degree of the variation in crime trip distances, but out of the 38 studies considered only eight employed this method. The other three measures suffer due to an inability (to varying degrees) to capture the variability of individual crime trips. That is they are a measure of central tendency but not dispersion. Nonetheless, the key findings of Rossmo's review are that:
• crimes occur in close proximity to the offender's residence;
• there is a distance decay pattern for crime trips;
• juvenile offenders are less mobile than adult offenders; and • JTC varies by crime type. Wiles and Costello (2000) conducted one of the few JTC studies outside North America, carrying out extensive research into the travelling habits of offenders throughout South Yorkshire. Their main findings were broadly consistent with the Rossmo review and they further observed that in the main offenders did not set out with the intention to commit crime, but instead responded to the opportunities that presented themselves during their routine activities. They concluded that the interlinked concepts of offender rationality and routine activities varying in accordance with the spatial distribution of opportunities were still the dominant driving force behind the JTC.
1 Levine (2005a) notes that researcher interest in JTC has considerable history citing studies in the 1930s. 2 Levine (2005a) also provides an overview of the JTC literature but usefully places it in the context of the study of travel across a range of fields. Groff and McEwan (2006) also provide a thorough, recent overview of the JTC literature.
Two recent studies have sought to clarify our knowledge of JTC and its relevance to criminology. van Koppen and de Keijser (1997) were sceptical that aggregate distance decay functions represented individual JTC distributions appropriately. They felt it was feasible that JTC patterns at the offender level displaying no distance decay could be combined to show an aggregate distance decay and that JTC researchers could be at the mercy of an ecological fallacy when commenting on patterns observed in the aggregate. They demonstrated this by simulating a sample of offenders, none of whom conformed to a distance decay function. When the crime trips of each offender were combined, the aggregate distribution displayed the conventional distance decay pattern.
A critique by Rengert et al (1999) Keijser (1997) state that "the distance decay function is an aggregated function" which "shows that the number of crimes is inversely related to the distance from criminals' residences. This, however, does not necessarily imply that individual criminals commit more crimes closer to their home than far away" (p507, emphasis added). Rengert et al reply that because aggregate distance decay functions are generated from individual data then drawing inferences about the individual from the aggregate is not fallacious. They argue that in the context of aggregate JTC distance decay functions that 'the ecological fallacy would not be present since the analyses derive from individual-level data and inferences at this level of analysis are appropriate. This is especially true if distance decay exists at the individual level ' (1999, p432-3 , emphasis added).
It appears that both groups of researchers are talking at cross purposes and the confusion is compounded as the non-specificity of the term 'individual'; it could refer to an individual offender or an individual crime trip. In the interests of clarification we will refer to a single JTC as a crime trip. A number of crime trips will be taken by an individual offender. A number of offenders will make up the population of offenders. The aggregate distance decay function is, therefore, an estimation 3 of the population of all crime trips taken by all offenders.
Restating the quotes above: (a) van Koppen and de Keijser argue that an aggregate distance decay function cannot be used to infer patterns at the offender level; (b) whereas Rengert et al defend the claim that most crime trips are short because data on individual crime trips has merely been aggregated. In their respective frames of reference, both groups are right! The confusion lies with making comments about offenders. While most crime trips might be short, we cannot be certain that most offenders make short crime trips. It is inappropriate to draw inferences about offenders from the aggregation of crime trips, as we have no information about how these crime trips are nested at the offender level. A possible exception is if all offender level JTC distributions take on the same (approximate) shape (as intimated in the earlier quote by Rengert et al, 1999) and they all possess similar values of central tendency.
Consideration of the distributions of individual offender crime trips have not featured prominently in the JTC literature. Exceptions include Kocsis et al (2002) , Canter and Larkin (1993) , along with four replications cited in Canter et al (2000) and Rengert et al (1999) cite a number of studies they claim have demonstrated offender-level distance decay (Alston, 1994; Rengert, 1996; Rossmo, 1993; and Warren et al, 1995) . LeBeau (1992) reports the travel distributions of four serial rapists (shown here in Figure 1 . It is immediately apparent that, while intra-offender JTC patterns conform to conventional distance decay patterns -the aggregate picture is much the same -there is considerable inter-offender JTC variation. The JTC distribution of offender 1 is well removed from the others and is easily explained by his place of employment located about twenty-six kilometres from a city. Offenders 2 and 3 did not travel very far to offend, offender 3 especially so with a very restricted range of JTC. The JTC distribution of offender 4 displays the most variation; although offender 2 has a wider range and greater standard deviation, this is due to the presence of an outlier and the bulk of the distribution is confined to less than five kilometres.
[insert Figure 1 about here] Snook (2004) provides an exploration of inter-offender JTC differences of serial burglars in St John's, Canada. He found that median travel distances were associated with age, method of transport and value of property stolen, but not experience, series length (events and time), offending with partners and target type. An aggregate distance decay function is provided for the sample (347 crime trips over 51 offenders) as are descriptive statistics (N, median, mean and standard deviation) of crime trip distributions by individual differences (age, transport, etc as above). The degree of relative dispersion is very high. Computing the co-efficient of variation 5 for the sample across each individual difference, excluding low frequency method of transport categories, reveals ratios ranging from 50 to 120 percent. This suggests that summaries
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LeBeau also usefully provides a host of other data (date, time, approach method, location, relationship to victim) allowing for further inter-offender comparisons.
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The co-efficient of variation is the standard deviation divided by the mean expressed as a percentage. It is often used to assess the degree of variation of a group of observations while controlling for the magnitude of the observations. of the JTC distribution at the aggregate level mask considerable variation at possibly the inter-offender level, the intra-offender level or some combination of the two.
Research question
To summarise, the consensus in the JTC literature is that 'most offenders do not travel far to commit crime' or 'most crime trips are short(er) than long'. However, the majority of published studies have not accounted for the nesting of crime trips within offenders, making the former statement unjustified based on the evidence and methods used. If observations are nested within a particular factor, it is inappropriate to make comments about the influence of that factor if it has been ignored! Inferring offender travel characteristics from crime trip data risks committing the ecological fallacy. Of course, just because nesting occurs does not mean it is necessarily relevant. Offenders can be grouped according to their hair colour but it would indeed be surprising if this influenced patterns greatly.
The focus of this study is to explore the extent of variability within JTC distributions with a view to better understanding the degree to which uniqueness or generality drive the well established and accepted aggregate patterns of JTC (i.e. aggregate distance decay). In other words, we seek to describe the extent of variation at the inter-offender level and the intraoffender level, with a view to determining whether the influence of grouping is large enough to raise concerns about a possible aggregation bias. If so, then comments about offender travel characteristics are not justified on the basis of aggregated crime trip data and further research is required to recover this information. If not, then comments about offender characteristics can be made on the basis of crime trip data.
This study is primarily concerned with establishing whether a methodological problem, overlooking the nesting of crime trips within offenders, has compromised our understanding of JTC.
Data and Methods
The area chosen for investigation was Northamptonshire Police Force, a semi-rural police force in the East Midlands region of the United Kingdom. As the literature revealed JTC estimates vary by crime type, only one offence was selected for the study, residential burglary. Two primary data sources were used; offence data and offender data. A three year time window for offence data was chosen after a preliminary investigation indicated that any shorter time frame would provide an insufficient sample set of offenders and their associated JTC distributions. There were a total of 14,217 offences in the period 2002 to 2004 inclusive. Of these, 2341 (16.5%) resulted in a detection (i.e. were linked with an offender and resulted in arrest and charging). The full postcode, date reported, crime beat and offender name of the 2341 burglaries were extracted from the recorded crime information system. The second source of data was offender information. All 1083 offenders featured in the detected burglary list were included. For each individual the following fields were extracted from the Force Intelligence System (FIS): name, date of birth, occupation and full postcodes of all known residences. As some individuals had multiple addresses in the three year time period of this study, the tenure of each different address was determined by entries on the FIS. This information was originally obtained through a combination of housing records, police stop and searches, arrests for related matters and other police intelligence placing offenders as resident at specific addresses. While a certain degree of imprecision remains, we believe the above approach is about as accurate as is possible from police data. The anchor point chosen to examine was the primary residence of the offender as the quality of police data concerning other anchor points was not of sufficient quality to warrant considering.
Location information for crime incidents and offender residence in this study was determined using the full postcode. In the UK a full postcode relates to, on average, 15 'delivery points' -literally letterboxes. In urban areas this typically means distinct dwellings or households (in the study area there was a trivial amount of high density housing). Full postcodes, therefore are a reasonable compromise for data protection concerns. Point information for residences of crime scenes and offender residences were determined by establishing the centroid of the corresponding full postcode areal unit (Ordnance Survey, 2006) .
The distribution of offending rates revealed that many offenders were responsible for only one or two burglaries. A natural break in the offending frequency was located between five and ten offences. It was decided only burglars detected for ten or more offences were included in the remaining analysis. This resulted in only 32 offenders who had been detected for 603 burglaries. In addition three postcodes from offender residences and one from burglary locations were unable to be reconciled with the postcode list available through Ordnance Survey. These anomalies resulted in the net loss of 13 crime trip distances (all of the offenders with incorrect postcodes had valid postcodes for other periods of the time frame). The final sample therefore consisted of 32 offenders responsible for 590 burglaries and crime trips. JTC distances were established by computing the euclidean distance between the point estimate for the offence location and the point estimate of the most likely offender residence. This distance measure was chosen as manhattan distances are usually thought to be more appropriate for gridbased urban layouts, i.e. North American cities, whereas Euclidean distances are used for European areas. Using UK data, Rossmo et al (2004) presented the surprising result that manhattan distances provide more precise estimates than euclidean distances by using a street routing distance as a baseline. The results that follow could easily be replicated using a manhattan metric with trivial differences observed.
It should be noted that a degree of imprecision exists with the manner of the distance computed here. The derived crime trip distance is based on point estimates (centroid locations of postcode area units), not the locations themselves. Two distinct issues arise from this decision; the generation of zero distances (where the offender resides in the same postcode as the victim) and inaccurate distance measurements due to the difference between the true locations and the point estimates. The latter will be dealt with first.
The difference between a single true location and its corresponding point estimate will be called its offset. The offset effect is the difference between the true distance and the estimated distance (in other words the combined impact of both offsets). The maximum offset for any point estimate will be dictated by the geographic morphology of the postcode polygon. If the size of the postcode polygons is relatively small, the offset for any point will be small and by extension the offset effect should be minimal.
The areas of all postcode boundaries in the Northampton area (Ordnance Survey, 2006) were analysed using a GIS. The distribution of these area amounts was highly skewed toward very small areas. The 75 th percentile of the postcode areas was only 0.03 of a square kilometre, or less than three football pitches.
In order to investigate how offsets might influence the estimate of distances for this study, a simulation was performed (for full details see the footnote 6 ). The ratio of true to estimated distances was normally distributed around a mean of one and a standard deviation inversely proportional to the distance between the simulated postcodes. We found that when simulated postcodes were about 350 meters apart the distribution of the ratio of true to estimated distance was relatively stable 7 . The observation that the distribution of the ratio of true to estimated distances takes on a symmetric distribution indicates that the estimated distance will both over-and under-estimate the true distance, plausibly cancelling each other out in the aggregate.
A more important point than these methodological issues is the purpose to which these data will be put. The focus of this study is to quantify the influence of individual offenders on the aggregate JTC distribution. That is, we seek to establish whether JTC distributions at the individual level are the same as the JTC distribution at the population level. To this end, we are not concerned with the physical distances observed (at the aggregate, offender or crime levels) as different crime types and different areas will always limit the 6 For the simulation two circular 'postcodes' were defined, with radii of one hundred metres, and located a fixed distance apart. These corresponded to the same area as the 75% percentile postcode. The postcode centroids are the centres of each circle, thus the fixed distance is the 'estimated' distance between the two locations. At each iteration, a true location was randomly located at any point within the postcode boundary (by randomly selecting polar co-ordinates). The distance between each true location was computed and compared to the estimated distance. 10,000 iterations were performed. A range of fixed distances were used to test whether the choice of fixed distance was important.
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Well behaved normal distributions typically have a co-efficient of variation of less than twenty percent. When the fixed distance was greater than 350 meters the standard deviation of the ratio of true to estimate distances was less than 0.2. external validity of findings, but rather whether distances are influenced by different offenders, and whether this degree of influence is large enough to be concerned about. Moreover, due to the study objectives it is the 'relative difference' between two distances which is important rather that the specific units of measurement. For instance, for two distances 500 meters and 1500 meters, the observation that one is much shorter than the other is the more pertinent issue than the values per se, with respect to the purpose of the study. For these reasons we are happy to tolerate a degree of imprecision in the distance calculations as long as we are confident this will not compromise the relative differences in distances.
The second data generation issue concerned generating a higher number of zero distances than expected. This is a problem because the presence of zero distances will tend to broaden the range of that offender's JTC distribution, possibly compromising the analysis. The data contained only 24 observations with the offender and victim residing in the same postcode (about 4% of the total). These 24 observations were distributed among nine offenders, with one offender accounting for nine of the 24 zero distance observations. The presence of the zero distances did not appear to affect the JTC distribution of this offender. The remaining 15 zero distances were distributed relatively evenly among the other eight offenders. It was felt these would not compromise the overall results.
Offender age was determined by the number of days between birth and the start of the time period. The distribution of ages revealed a trimodal distribution, with natural breaks at roughly 17 and 26 years. Offenders were partitioned into three groups -young (n = 5), middle (n=20) and older (n = 7) -according to these natural breaks. These also seemed to mirror significant legal thresholds (obtaining a drivers license) and the termination of criminal careers in early adulthood (Blumstein et al, 1986 ).
In order to quantify the degree of heterogeneity that resides at each level, multilevel modesl were employed. Multilevel models are the term used by social scientists to describe modelling approaches which take into account the grouping, or nesting, of data (Pinheiro and Bates, 2000; Venables and Ripley, 2002) . The canonical example is that of student test performance of individuals within different school classes, some of which are located in different schools, which in turn might have different catchment areas (neighbourhoods). While factors such as parent education, IQ and gender may influence individual test scores, there also potentially exists effects operating at cruder levels of resolution, such as the class level (quality of individual teachers may vary), the school level (some schools may foster scholastic achievement) and the neighbourhood level (some catchment areas vary demographically), all of which would influence groups of test scores. The methodological issue is that multiple observations (pupils) exist within units (teachers, schools, etc) and the influence of grouping factors should be partitioned from relationships that exist at the individual level. Without accounting for these grouping effects, the relationships between factors at the individual level are likely to be biased. For criminological applications of multilevel models see Rountree et al. (1994) , Sampson et al. (1997) , Jang In the context of longitudinal data, where repeated measures from a group of individuals are studied, multilevel models can assist in separating the correlation between repeated measurements from correlations with potential explanatory factors. The utility of multilevel models for this study is that it will be possible to determine the proportion of total JTC variability that exists at the offender level. This is calculated using the intra-class correlation coefficient (ICC). Imagine a two stage sampling design where measurements are collected at a micro level (crime trips) which can be grouped into a macro level unit (prolific offenders). The ICC is calculated as the variance between macro units divided by the total variance of the sample (Snijders and Bosker, 1999) ; in other words the ICC is the fraction of the total variance which is accounted for by the macro level 8 . So, the magnitude of the ICC implies the extent of the influence of the macro unit clustering on the outcome variable. Values of zero (or close to) mean that while observations may be clustered, this grouping does not exert an influence at the individual level (alternatively, the use of regression techniques not accounting for grouped data would be justified). It follows that the ICC statistic can be subjected to an hypothesis test to determine whether its true value is equal to zero or not (see Snijders and Bosker, 1999, p 21) .
All analysis in this study was conducted in the statistical programming environment R (R Core Development Team, 2004) . The nlme package was used to implement multilevel models (Pinheiro et al, 2007) .
Results
The sample of 590 crime trips yielded the aggregate distance decay distribution, estimated by a kernel density procedure, shown in Figure 2 . We use this method of estimating the density of these data rather than a histogram because the latter is susceptible to both choice of interval size and their locations, whereas kernel density estimation is chiefly reliant on the choice of bandwidth. The distribution had a mean of 3.7 kilometres with a standard deviation of 4.4 kilometres. The median distance travelled to burgle was 2.2 kilometres, consistent with the visual impression of skewness. The degree of variation observed is extreme, yielding a co-efficient of variation of 119 percent.
[insert Figure 2 about here]
The aggregate distance decay function in Figure 2 conforms to the functional form commonly referred to in the research literature; that is, short crime trips 8 There is another interpretation of the ICC -its numerical value is equal to the correlation between two randomly selected observations in the same randomly selected macro unit -but its meaning will not be appropriate in the context of this study.
are common and long trips are rare. The mode of the distribution is located at approximately 700 metres. Figure 2 allows a preliminary picture of the general pattern of JTC trips undertaken by prolific burglars, but the magnitude of variation within the crime trip distribution is considerable. The aggregate distance decay function was recomputed, this time conditioned by the offender age group, and is shown in Figure 3 .
[insert Figure 3 about here]
There are some fairly striking features in Figure 3 . The most obvious is the restricted range on the crime trip distribution of younger prolific burglars compared to the other two groups. Almost all the crime trips committed by offenders 17 years or less are located less than five kilometres from their residence. The middle and older offenders display, on aggregate, a more typical distance decay function where long trips are rare but nevertheless exist.
A second feature of Figure 3 is the bimodal similarity of each age group's crime trip distribution. Each displays a global maximum value at a relatively short distance before declining rapidly, but a local maximum occurs at a distance beyond the central mass of the distribution. For middle offenders this local maximum is around ten kilometres and older offenders have one slightly further than this. When viewed on an absolute scale such as Figure 3 the local maximum appears muted but in relative terms is of considerable magnitude.
Retaining the three age groups, Figure 4 contains box and whisker plots of each prolific offender's crime trip distribution. Box and whisker plots were chosen here for reasons of space; they contain measures of both central tendency and dispersion and succinctly summarise a distribution. For purposes of clarity they have been ordered on the basis of their median value.
[insert Figure 4 about here]
A tremendous amount of information is contained in Figure 4 . The first point to note is that within each age group there appears to be offenders whose JTC distribution is sharply restricted to a certain geographic range, whereas other distributions display a great deal of variation (indicated by the height of the boxes and whiskers on each plot). Typically, an offender with a low median crime trip displays smaller variation, although the older offenders appeared to buck this trend somewhat.
The second notable observation is that, consistent with Figure 3 , age appears to be correlated with extent of geographic range. Younger offenders have a lower geographic range compared to middle and older offenders. An explanation for the age-conditioned bimodal distribution observed in Figure 3 presents itself. Note that in each age group in Figure 4 there appears to be two clusters of offenders, ones with low medians and those with higher medians. It seems than the local maxima (located at greater distances than the global maxima) observed in Figure 3 are generated largely by distinct offenders and are not the result of contributions from all offenders in each age group.
The last substantial observation is that there is also a variety of combinations of central tendency and dispersion displayed by different offenders. Some offenders show very different ranges of operation, yet have equivalent medians. The degree of variation at the offender level is large. While a large number of offenders do offend at short distances there are also some prolific offenders who predominantly do not. Figure 4 provides compelling initial evidence that a variation of JTC exists at both the intra-offender and inter-offender levels. The aggregate crime trip distribution does not appear to be consistent with distributions at the offender level, even after controlling for the age groupings. In other words, there appears to be an influence of nesting of crime trip distances with different offenders. This observation justifies efforts to quantify the extent of variation existing within and between offenders. In order to explore the extent of the nesting effect, multilevel models will need to be employed.
Measuring the extent of intra-and inter-offender variation
As implied earlier, the prolific burglars' crime trips are a form of longitudinal data. For the purposes of this study, we are not trying to establish causal relationships (e.g. distance travelled increases with perceived affluence of victim), but merely to ascertain the degree to which the length of individual crime trips are influenced by the offender. In that vein, a random intercept model 9 , where the intercept term is allowed to take on different values for each offender, was chosen to fit the data. As no explanatory variables are included in the model, i.e. an 'empty model', no consideration towards random slopes for each level is required.
An empty model with random intercepts for each offender was fitted to the 32 prolific offenders and 590 crime trips. The estimated ICC was computed at 0.65. This means that nearly two thirds of the total crime trip distance variation for these data exist at the offender level. Alternatively, there was a high degree of correlation of crime trip distance within offenders. A test revealed extremely strong evidence against a null hypothesis of a zero ICC (F = 32.3, df = (31,558), p << 0.0001).
Skewness scores
The final analysis conducted was to investigate the JTC distributions of the individual offenders separately. The approach taken here is to compute a skewness score for each offender. Skewness is a measure of asymmetry in data and has positive values if the right tail of a distribution is longer than the left tail and negative if the reverse is true. If shorter trips are more common than longer ones, as suggested by the JTC literature, offenders should display positive skewness in the main. Values of zero conform to a symmetric distribution.
It is possible to compute a standard error of a skewness estimate 10 , which means the skewness estimate divided by its standard error reduces to a Z score. This means that for individuals with Z scores within two standard deviations of zero, we cannot be confident (at 95%) that the actual skewness is different from zero. For example, the skewness estimate of the distribution shown in Figure 2 is roughly 1.95 and has a standard error of about 0.1. The skewness Z score for the JTC distribution ignoring grouping within offenders is approximately 19.4 (=1.95/0.1). Given the estimate is located almost 20 standard deviations from zero, we can be very confident that the distribution in Figure 2 is not symmetric (of course, one only needs look at the figure to tell this).
Based on the consensus in the literature we would expect that most offenders would display positive values of skewness and that many of these would be reliably different from zero (i.e. with values greater than 1.96). Figure 5 contains the skewness Z scores for each offender in the sample.
[insert Figure 5 about here]
The distribution of skewness Z scores for this sample is surprising and unequivocal. Nearly half the offenders have negative skewness scores, although only two of these have a magnitude reliably different from zero. Of the remainder, those offenders displaying the expected distance decay pattern, only seven possess a degree of asymmetry reliably different from zero (high positive scores) 11 . It appears that the source of the skewness observed in the aggregated crime trip distribution (Figure 2 ) comes from either a minority of the individuals in this sample or is a product of ignoring the grouping of these data.
Discussion
In this article, the issue of determining appropriate units of analysis was applied to a situation where multiple criminal incidents are spatially related to the residence of the offender who committed them, a situation that requires careful reflection on the proper unit of analysis. Using multi-level models, we challenged conventional wisdom and discovered another ecological fallacy: the distance decay pattern found at the aggregate level is generally not observed at the offender level.
The results presented in this study suggest that aggregate crime trip distributions contain considerable variation which was not evenly distributed 10 Equal to N 6 (Tabachnick and Fidell, 1996, p 72) .
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One of these positively skewed JTC distributions belonged to the individual with a sizable number of zero distances mentioned in the Data section. Thus, even though the effect of the presence of zero distances is to bias the observed skewness estimate downwards, this was not sufficient to compromise the statistical reliability for this offender. among (prolific) offenders. Individual offender crime trip patterns differed remarkably in terms of their location in space (central tendency) and their spread to the extent that aggregate distance decay functions appear to be only appropriate for inferring features of the population of crime trips. Further, the fact that grouping does have an effect means that crime trip data cannot be considered statistically independent. The theoretical and operational implications of this are discussed as follows.
The theoretical importance of JTC research is that it aids in inferring criminal behaviour and explaining crime patterns. Indeed, Rengert et al state no less that '[i]mplications arising from such research touches the majority of criminological theories ' (1999, p427) . The aggregate distance decay function is commonly thought to imply that the majority of offenders favour targets closer to their home (or another anchor point) compared to potential targets more distant.
The ICC statistic showed that two thirds of the JTC variation resides between offenders, suggesting that the unit of analysis of most relevance is the offender, not individual crime trips. Consequently, a further major implication of this result is that the JTC patterns of individual offenders are far less variable than the distribution of all crime trip distances imply. In other words we can say that, compared to the population of crime trips taken, there was a greater degree of consistency of distances travelled by individual offenders.
Aggregate JTC distributions certainly give the impression that the bulk of crime trips are short: because they are! What the results of the multilevel model suggest is that there is an influence of grouping (offenders) operating which means that the observations (crime trips) cannot be considered statistically independent. Apart from the obvious issue of the presence of an aggregation effect, if statistically dependent observations are combined the resulting distribution will be biased. Thus, the aggregate distance decay function -the accepted conception of JTC patterns -as currently expressed may be invalid.
Finally, the extent of skewness at the population level is not consistent at the offender level. Almost half of the sample displayed skewness in the opposite direction that the literature would predict. Of those offenders displaying positive skewness (i.e. a distance decay pattern) only a minority could be said to be reliably asymmetric. This is further evidence of the influence of crime trips nested at the offender level We find support for van Koppen and de Keijser's argument that comments about offenders drawn from an aggregate distance decay function are fallacious by virtue of an ecological bias. Moreover, we found evidence of significant differences between offenders, which weakens (somewhat) Rengert et al's contention that the aggregation of crime trip distances is unlikely to be subject to the ecological fallacy, especially if offenders are similar to each other.
An unexpected finding in this study was the presence of a group of offenders who appeared to make no short crime trips; depending on criteria this group made up between a quarter to a third of the sample. It is conceivable that these offenders represent commuting offending behaviour (Canter and Larkin, 1993) . If so, omitting these individuals from the analysis may alter the findings. It could be that a sizable proportion of the inter-offender variation comes from the contrasting JTC patterns of 'commuters' and 'marauders'. Even so, it at least hints at the relative proportion of both types of offending styles.
In practical terms, the results have some operational bearing. The observation that crime trips committed by the same offender are more consistent than crime trips committed by different offenders strengthens the general rationale of geographic profiling. If offenders are relatively invariant in their own JTC, then determining a node for a single offender, usually by a process of triangulation using a distance decay curve, should be possible with greater precision than previously imagined. However, if the function used to weight distances is computed by aggregating crime trip distances made by a group of offenders, our results suggest then the intensity surface generated for the single offender in question may be vulnerable to aggregation bias problems. The extent to which this is the case will depend on how typical the offender being profiled is and the degree of inter-offender variation among the group of offenders. The results of our research indicate that the latter is considerable and the very nature of geographic profiling is such that, apart from complete speculation, the former will never be known prior to apprehension.
In fact the argument could be extended to apply to any distance weighting function derived to emulate the general finding that most crime trips are short. If the parameter values are chosen so that the distance weighting function resembles the aggregate distance decay function then the calculation of the intensity surface does commit the ecological fallacy. Of the three major geographic profiling applications (Rigel, CrimeStat 12 and Dragnet), the second explicitly allows the use of an aggregate JTC curve to be used as a weighting function (Rich and Shively, 2004) .
There are three main weaknesses to the data used in this study, although they are certainly not unique to studies of this type. The first is the assumption that the most relevant node for any JTC will always be the residence. The assumption here may be arguable, but it nevertheless presents a picture of territorial range. The second major weakness is data quality. These JTC represent only detected crimes, we can say nothing about those crimes not detected, whether committed by offenders in our sample or not. This is a feature common to all JTC studies and no obvious solution presents itself. Nevertheless, we have attempted to improve the quality of data by factoring in changes to offenders' residence. Finally, we have not attempted to control for the supply of opportunities between home residence and crime location. This may very well yield different patterns than those observed using a physical distance measure.
12
CrimeStat contains a Journey to Crime Estimation routine, but is geographic profiling in all but name.
Further aspects to bear in mind are that these data relate to volume crime, so the sampling of offenders and their activities is more likely to be incomplete compared to the corresponding patterns of serious crime. The perniciousness and rarity of serious crime means that a much higher proportion of crime trips can be determined for serious offenders compared to volume offenders. Also, the offender sample used here are prolific offenders, a minority of the largely low rate opportunistic individuals who might make up the active burglar population. 'Prolifics' were selected to provide a degree of precision in the individual JTC distributions because while only comprising three percent of the known burglar population they account for about a quarter of all detected burglaries.
The design of this study is broadly consistent with other JTC studies that make comments about offenders based on the aggregate crime trip distribution. Thus, despite the shortcomings of these data and the assumptions underpinning the analysis there is no reason to suggest that the results observed here could not also be found in the datasets of other studies had the patterns been sought. In other words, the fact that these 'weaknesses' are present in this study does not take away from the validity of the findings as they also exist in an array of other JTC studies.
Some readers might be surprised at the focus and findings of this study. Surely distance decay is a fairly incontrovertible phenomenon? Our point is that much of what is conventional knowledge in criminology about JTC comes from studies which have overlooked a serious methodological problem. If our argument is persuasive, this need to be addressed. This is not the same as saying that everything we know about distance decay is wrong, but that for distance decay to be valid we need to demonstrate it in an appropriate way. It is not enough to be correct, we must be correct for the right reasons.
Given the results of this study, future work on JTC should focus on replicating the analysis presented here on a larger sample as well as estimating the influence of offender-specific factors from crime-specific factors. Snook (2004) attempted to investigate individual differences among a group of prolific burglars and, in a limited way, target attractiveness. A logical extension of the work outlined here would be to include explanatory variables at the crime trip and offender levels as a multi-level model. This would allow the influence of variables which operate at different levels to be isolated and estimated without running the risk of committing the ecological fallacy. 
