Abstract-A numerically stable homotopy continuation method was first proposed by Enqvist for computing degree constrained rational covariance extensions. The approach was later adapted in the works of Nagamune, and Blomqvist and Nagamune, to the Nevanlinna-Pick interpolation problem and more general complexity constrained problems. However, the method has not been developed to the fullest extent as all the previous works limit the associated parametrizing function (in the form of a generalized pseudopolynomial) to be strictly positive definite on the unit circle, or equivalently, that all spectral zeros should lie inside the unit circle. The purpose of this paper is to show that the aforementioned restriction is not essential and that the method is equally applicable when some spectral zeros are on the unit circle. We show that even in this case, the modified functional of Enqvist has a stationary minimizer. Several numerical examples are provided herein to demonstrate the applicability of the method for computing degree constrained interpolants with spectral zeros on the unit circle, including solutions which may have poles on the unit circle.
(j) (z k ) = w k+j for j = 0, 1, . . . , m−1 if z k is of multiplicity m > 1 and z k = . . . = z k+m−1 .
It is well known that the above problem has a solution if and only if a certain (generalized) Pick matrix, constructed from the data {w 0 , w 1 , . . . , w n }, is non-negative definite [2] , [3] . Moreover, the solution is unique if the matrix is singular, otherwise there are infinitely many solutions. It has been shown in [2] (and rederived by constructive means in [4] and [5] ) that when the generalized Pick matrix is positive definite, solutions to Problem 1 are completely parametrized by the set of pseudopolynomials of degree at most n which are nonnegative definite on the unit circle T = {z ∈ C | |z| = 1}.
To be more precise, let A denote the closure of A, * denote the unary operation of taking the conjugate tranpose of a complex matrix, and let f * be the parahermitian conjugate of a scalar complex function f , defined by f * (z) = f (z * −1 ) * . Then we have the following : Theorem 2 ( [2] , [4] , [5] ): For a given interpolation data with a positive definite Pick matrix, and any monic polynomial η = 0 of degree n with roots in D, there exists a unique pair of polynomials (a, b) of degree ≤ n such that b(0) > 0, a + b has all its roots in C\D, the pair satisfies the relation ab * + ba * = κ 2 ηη *
for a fixed κ > 0, and f = a b is a solution of Problem 1. Roots of the polynomial η in the theorem are referred to in the literature as "spectral zeros." Problem 1 is of significance since there are many engineering problems which can be reformulated into an interpolation problem, whilst the degree constraint is naturally desirable from a practical point of view as lower degree solutions typically mean simpler controllers, filters, etc. The theory of degree constrained rational interpolation has found application in high resolution spectral estimation [6] , [7] , maximal power transfer [7] , robust control [1] , [8] , [9] , [10] and, more recently, in spectral factorization [11] , [12] .
A convex optimization approach for computing solutions of Problem 1 for real η with roots inside the unit circle are given in the papers [14] , [7] . However, the method, without modification, has features which make it numerically unsuitable for computation of solutions with poles close to or on the unit circle. A modification of the method, by reparametrization and application of a homotopy continuation method, was first introduced by Enqvist [15] for the rational covariance extension problem, and subsequently adapted by Nagamune [16] , [17] , and Blomqvist and Nagamune [1] , [10] to Nevanlinna-Pick interpolation and moment problems. However, the approach had not been studied and extended to the case where η has roots on the unit circle. From a practical point of view, spectral zeros on the unit circle are important because they are associated with solutions of Problem 1 with poles on the unit circle (which, for instance, correspond to spectral lines in spectral estimation [3]) and with solutions for which the restriction of f + f * to T is an absorption spectrum (i.e., a spectrum with some frequencies having "zero spectral energy"), and, in control applications, solutions with poles close to T are often required, making it essential to have a reliable method for computing them. In [16] , [17] , it was demonstrated that the homotopy continuation method can compute solutions with poles very close to T, but up to now it has never been clear how close the poles can be to T for the method to still perform satisfactorily. This paper shows that the method can in fact compute solutions with poles anywhere on C\D.
Although theoretical results are available for the case of spectral zeros on the unit circle in [4] in the setting of generalized interpolation on H ∞ (the class of complex functions which are analytic on D and bounded there), and an alternative treatment given in [18] , [5] , no "complete" algorithm has been presented for this case apart from [19] . The latter algorithm departs from the ideas of [15] , [16] , [1] , [17] , [10] and proposes computation of all real solutions by numerically solving some non-linear equations. However, it is important to note that the algorithm of [19] is rather specific for rational interpolation problems, while the method of [14] , [15] , [16] extends to more general moment and analytic interpolation problems, as shown in [10] , in which η and a can belong to a more general class of continuous functions on T, instead of simply being polynomials. Therefore, it is of interest to investigate applicability of the homotopy continuation method of Enqvist if η is allowed to have zeros on the unit circle. It has already been argued in [18] and indicated in Example 14 therein that such an extension is feasible when the solution f is bounded (has no poles on T). The present paper provides further justification, by showing that such an extension is indeed valid, and goes on to cover the case of unbounded solutions as well. Later in Section III, the homotopy continuation method is applied to several examples for practical illustration.
II. ANALYSIS AND MAIN RESULTS
For z 0 , z 1 , . . . , z n ∈ D (note that z 0 = 0 by our convention), define
whenever z k has multiplicity 1, and
for j = 1, . . . , m − 1 when z k has multiplicity m and z k = z k+1 = . . . = z k+m−1 . The connection between α k and Problem 1 lies in the Herglotz representation [13] , [7] , [10] . In this representation, any solution of Problem 1 is expressed as:
where µ is a non-decreasing function of bounded variation on [−π, π], called the spectral distribution of f . The spectral distribution has the decomposition µ = µ a + µ s , where µ a is absolutely continuous while µ s is a piecewise constant function with at most n − 1 jumps. This allows us to write each interpolation condition in integral form:
. By a generalized pseudopolynomial we mean a complex function of the form
and (a 0 , a 1 , . . . , a n ) ∈ R × C n . The order or degree of the generalized pseudopolynomial f is defined as the largest k such that a k = 0 (thus the order is zero if f is a constant function). Q(n, A) denotes the set of all generalized pseudopolynomials of order at most n with (a 0 , a 1 , . . . , a n ) ∈ R×A n , where A ⊆ C. We induce a topology on this set by the · ∞ norm on the unit circle: f ∞ = ess sup z∈T |f (z)|, f ∈ Q(n, A). Since α k has no poles on the unit circle, it can be seen that f ∞ is well-defined for all f ∈ Q(n, A). We also define Q + (n, A) to be the subset of elements of Q(n, A) which are strictly positive (> 0) on T. The restriction of any element of Q + (n, A)\{0} to T is a rational spectral density of McMillan degree at most 2n, thus we shall often view any such element as a spectral density instead of a generalized pseudopolynomial. Hence, to each d ∈ Q + (n, A)\{0} we may associate a unique outer rational function (i.e., having no roots and poles in D) of McMillan degree at most n, denoted by φ(d), which is the unique canonical spectral factor of d satisfying:
For details on outer functions and spectral densities see, e.g., [20] , [21] .
Let τ (z) = Π n k=0 (1 − z * k z) and H n = span{1, α 1 * , . . . , α n * }. It will later prove useful to note that H n has an equivalent description as H n = {f | f = σ τ , σ is a polynomial of degree at most n} [2] . Then, by definition, any f ∈ Q + (n, C)\{0} can be written as f = g + g * with g ∈ H n ∩ C. Letting g = σ τ , 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeA16.4
we have that f = στ * +σ * τ τ * τ
and by spectral factorization of the numerator we may write f = ξ * ξ τ * τ for some outer polynomial ξ with deg(ξ) ≤ n. Therefore, Q + (n, C)\{0} = {f | f = ξ * ξ τ * τ , ξ is some outer polynomial, deg(ξ) ≤ n}. Define the mapping Q : R × C n → Q(n, C) by:
Clearly, Q is a bijective map. Let Ψ = η * η τ * τ with η being a polynomial as defined in Theorem 2. Then Ψ ∈ Q + (n, C)\{0}. We first consider the functional J Ψ :
where
The functional was first introduced and its properties studied for Ψ ∈ Q + (n, C) in [14] , [7] . It was subsequently argued in [22] , [18] that these properties continue to hold for Ψ ∈ ∂Q + (n, C)\{0}, where ∂A denotes the boundary of A, and are summarized in the following:
Theorem 3 ( [7] , [14] , [18] , [22] ): J Ψ has the following properties for any Ψ ∈ Q + (n, C)\{0}:
• J Ψ is finite and continuous at any
• J Ψ is strictly convex on the closed, convex domain
• The functional J Ψ has a unique minimum on Q −1 (Q + (n, C)). Remark 4: Strictly speaking, [22] , [18] , [5] consider the case z 0 = z 1 = . . . = z n = 0 and α k (z) = 2 z k for k = 0, 1, . . . , n, i.e., the rational covariance extension problem. However, as the stated in [18] , [5] , and as can be seen by observing that Q + (n, C) lies in a finite dimensional space (i.e., span{α 1 , . . . , α n } H n ) and contains functions continuous on T, the analysis carries over mutatis mutandis (one substitutes z k with α k * (z) and c k with w k , etc) without technical difficulty to the current setting.
For any q ∈ Q −1 (Q + (n, C)), let ∇ q J Ψ (q) denote the directional derivative of J Ψ at the point q in the direction of q , with q = q, i.e.,
It was first shown in [14] that whenever Ψ is positive definite on T, J Ψ has a unique minimizer q min which is stationary (i.e., ∇ q J Ψ (q min ) = 0 ∀q ∈ Q −1 (Q + (n, C))\{q min }) and lies in Q −1 (Q + (n, C)). It then follows that b in Theorem 2 is given by b = τ φ(Q(q min )) and a can be found by solving the equation a * b + ba * = Ψ [7] . As for the case where Ψ has zeros on T, it turns out that J Ψ exhibits some interesting properties [18] , [5] as stated in the following adaptation of [5, Theorem 8] :
Theorem 5: Let η be as in Theorem 2, Ψ = η * η τ * τ ∈ ∂Q + (n, C)\{0} and q min = argmin n, C) ), q = q min , if and only if the pair (a, b) as defined in Theorem 2 is such that f = a b ∈ H ∞ . 2) q min ∈ ∂Q + (n, C) and ∇ q J Ψ (q min ) > 0 for all q ∈ Q −1 (Q + (n, C)) if and only if the pair (a, b) as defined in Theorem 2 is such that f = a b has a pole on T. ∇ q J Ψ (q min ) is then given by:
where m < n, K 0 , K 1 , . . . , K m are some positive constants and θ 0 , θ 1 , . . . , θ m ∈ (−π, π], with θ i = θ j whenever i = j, are the discontinuity points of the spectral distribution of f , i.e., e iθ0 , . . . , e iθm are the poles of f on T. Moreover, in both cases b τ = φ(Q(q min )) and all roots of Q(q min ) on T, including multiplicities, are also roots of Ψ.
Proof: Although the proof is analogous to the proof of [5, Theorem 8] (see Remark 4) , for the sake of clarity we shall here just detail a possibly not so obvious part in the adaptation of the latter proof needed to establish Point 2 of the theorem. To this end, as in [5] , let us write f = f a + f s , where f a ∈ C ∩ H ∞ while f s ∈ C has one or more simple poles on T. We also have the representation f a (z) = 1 2π
iθ +z e iθ −z dµ s (θ), where µ a and µ s are, respectively, the absolutely continuous and singular part of the spectral distribution µ of f . Since dµ a (θ) = {f a (e iθ )}dθ and dµ s (θ) = m l=0 K l δ(θ − θ l )dθ for some positive constants K 0 , K 1 , . . . , K n (δ(x) denotes the Dirac delta function), we have that f a (z k ) = f a + f a * , α k * and f s (z k ) = m l=0 K l α k (e θ l ) (with obvious modification if z k is a repeated interpolation point). Thus, we obtain the relation
, in analogy with that obtained in [5] for the case z 0 = z 1 = . . . = z n = 0. The relation is a key one for establishing (5). The remaining arguments are then straightforward to adapt from the proof of [5, Theorem 8] .
An important conclusion to be drawn from Theorem 5 is that, regardless of whether Ψ has zeros on T or not, the polynomial b of Theorem 2 associated with Ψ is always given by b = τ φ(Q(q min )). Once b is computed, a can be obtained by multiplying the coefficients of b by a certain matrix W which only depends on the interpolation data (z 0 , w 0 ), (z 1 , w 1 ), . . . , (z n , w n ) (see, e.g., [5] , [19] T then:
The only discrepancy is that when Ψ has zeros on T, J Ψ may have a minimizer which is not a stationary point. Although properties of J Ψ make it convenient for analysis, it is not suitable for numerical optimization, especially when 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeA16.4
q min is close to or on the boundary. This is due to the fact that the condition number of the Hessian of J Ψ tends to ∞ as q min goes to the boundary of Q −1 (Q + (n, C)). Define
Then for Ψ ∈ Q + (n, C), one way to circumvent the difficulty with J Ψ , developed in [15] , [16] , [1] , [17] , [10] , is to reformulate the optimization problem. Recalling from earlier that every Q(q) ∈ Q + (n, C)\{0} can be written as
T and K is a positive definite Hermitian matrix which depends only on the interpolation data {(z k , w k )} k=0,1,...,n ; an expression for K in terms of z 0 , z 1 , . . . , z n and w 0 , w 1 , . . . , w n can be found in [16] , [1] , [17] . Observe that J Ψ can be rewritten as:
where the last term does not depend on d and is not essential in the ensuing analysis. The main idea is, instead of minimizing J Ψ over Q −1 (Q + (n, C)), we now minimize
It has been argued in [15] , that the new functional is much better suited for numerical treatment as the hessian and its condition number does not blow up as d goes to the boundary of D n . However, the modified optimization problem is no longer convex since D n is not a convex set. Fortunately, due to the bijective correspondence between Q + (n, C)\{0} and D n , J Ψ has a unique global minimum, and it has been shown that it is locally convex around the global minimum. This makes it possible to find the global minimum of J Ψ by constructing a convex homotopy and solving a sequence of locally convex optimization problems as detailed in [15] , [16] , [1] , [17] . We have the following new result which has only been shown previously for Ψ ∈ Q + (n, C):
Lemma 6: For Ψ ∈ ∂Q + (n, C)\{0}, J Ψ again has a unique minimizer on D n . Moreover, this minimizer is also stationary.
Proof: Let s denote the bijective map that sends a ∈ D n to Q −1 (
Let q min be as in Theorem 5 and defined = s −1 (q min ). Using the fact that J Ψ (q min ) ≤ J Ψ (q) ∀q ∈ Q −1 (Q + (n, C)) (by Theorem 3), we then have that
thatd is the unique minimizer of J Ψ . This proves the first part of the lemma. Define the directional derivative of J Ψ in the direction of d analogously to (4) and denote it by
, is given by:
Furthermore, it has been shown (see, e.g., [10] 
with the exceptional points being the roots of D(d min ) on T (which are also roots of Ψ by Theorem 5). Since
) (see the discussion on the previous page and Eq. (6)), we have that
i.e., the sequence {
. .} is uniformly bounded. Now, by plugging (8) into (7), and invoking the 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeA16.4
Lebesque Dominated Convergence Theorem [23] by using (9), we get:
This shows that d min is a stationary point and completes the proof of the lemma.
Lemma 6 shows a striking difference between J Ψ and J Ψ : for Ψ ∈ ∂Q + (n, C)\{0}, the minimizer of J Ψ is always stationary while the minimizer of J Ψ may not be. From the lemma the following is easily obtained:
Corollary 7: The functional J Ψ is locally strictly convex in a neighborhood of its unique minimizer.
Proof: Again, let d min denote the unique minimizer of J Ψ and let B Ψ be defined as before. Recall that
. Then we may, analogously as before, show that
In particular,
exists and is bounded for all feasible directions d ∈ D n . Since d min is the unique stationary minimizer of J Ψ (by the lemma) and
is continuous on [0, δ) for some δ > 0, we must have that
is positive definite on [0, δ ) for some 0 < δ ≤ δ. Hence, J Ψ is strictly convex on any sufficiently small convex subset of D n containing d min .
Lemma 6 and Corollary 7 justify the use of the homotopy continuation method for finding solutions of Problem 1 corresponding to η with spectral zeros on the unit circle. Although the functional is not globally convex, we do have a unique stationary minimizer and local strict convexity around that minimizer. This is enough to allow us to use a homotopy continuation to circumvent the lack of global convexity, and solve a sequence of locally convex problems, as is done for the case where all spectral zeros are strictly inside the unit circle. In the next section, we put our assertions to the test by applying the continuation method to compute the different kinds of possible solutions as summarized in Theorem 5.
III. NUMERICAL EXAMPLES
In this section we present numerical results from application of the continuation method for computing solutions of Problem 1 with spectral zeros on T. Although our results have been developed for a general case, in the examples we restrict our attention to the rational covariance extension problem, i.e. z 0 = z 1 = . . . = z n = 0. The reason for this is that this special problem has been the focus of our recent research efforts in approximation of second order processes and spectral factorization [11] , [12] . Moreover, to avoid complex arithmetics, we shall only consider the real case, where w 0 , w 1 , . . . , w n ∈ R and Ψ ∈ Q + (n, R)\{0}. We implement the homotopy continuation algorithm as described in [15] and use the stopping criteria: e m = ∇J Ψ (d m ) − ∇J Ψ (d m−1 ) 2 < for a specified tolerance > 0, where ∇J Ψ denotes the gradient of J Ψ andd m denotes the iterate (approximation of d min ) at the m-th iteration of the algorithm. In all examples, we take the step size ρ = 0.1 (see [15, p. 1196] ) and set = 10 −8 . The computations were executed in Matlab with double precision, but due to space limitation and to avoid clutter, we only display the results up to four digits behind the decimal. In the following, η has been chosen in accordance with Theorem 2.
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