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Abstract
We present a notion of pseudorandomness for #nite binary words based on the measure of the
well distribution in arithmetic progressions and of the correlations. We give several examples
and we focuss our interest on two arithmetical constructions connected to the Legendre symbol
and the Liouville function. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Many papers have been written on pseudorandom words or sequences, this notion
being interpreted in di4erent ways depending mostly on the applications in mind. In
[17, Chap. 3] Knuth gives a very interesting survey on these concepts, showing both the
arithmetical, combinatorial, probabilistic and mathematical logic aspects of the problem.
The goal of this paper is to give a survey on recent results obtained mainly by
Mauduit and S9ark;ozy concerning pseudorandomness of #nite or in#nite binary words.
In a series of papers, they make a detailed study of this notion and introduce new
measures of randomness in order to analyse and compare several constructions and to
try to eliminate certain de#ciencies of previous approaches.
It is easy to give examples showing that there is no perfect universal measure of
pseudorandomness. In some circumstances, we have to add further and further criteria
to assume pseudorandomness and, as a consequence, it becomes more and more dif-
#cult to handle these measures. It may even occur that there are no sequences at all
satisfying these criteria of randomness (links with the theory of Kolmogorov complex-
ity is shown in [17]). For all these reasons, our main goal is only to understand why
some constructions we propose could be superior to the previous ones in certain special
situations.
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2. Measures of pseudorandomness for binary words
2.1. In5nite words
There are many di4erent ways to de#ne and construct pseudorandom words or se-
quences. But in any case we expect that these sequences should have important and
intensively studied random properties such as
(R1): normality,
(R2): well distribution relative to arithmetic progressions,
(R3): small multiple correlations.
In the case of in#nite words E = e1e2 : : : en : : : ∈{−1;+1}N , these random properties
can be de#ned as follows:
For k ∈N ; M ∈N ; X = x1 : : : xk ∈ {−1; 1}k ; (a; b)∈Z ×N ; D=(d1; : : : ; dk)∈N k ;
d1¡ · · ·¡dk , write
T (E;M; X ) = Card{n: n¡M; (en+1; : : : ; en+k) = X };
U (E;M; a; b) =
M∑
j=1
ea+jb
and
V (E;M;D) =
M∑
n=1
en+d1en+d2 : : : en+dk :
Then E is said to be normal (or ∞-distributed) if
|T (E;M; X )−M=2k | = o(M) as M →∞; (1)
for all #xed k and X .
The second and third random properties above can be expressed as
U (E;M; a; b) = o(M) as M →∞ (2)
for all #xed a and b, and
V (E;M;D) = o(M) as M →∞ (3)
for all #xed D.
It is easy to verify that the properties (1) and (3) are equivalent. Moreover, Niven
and Zuckerman have shown in [23] (see also [1]) that the normality of E implies the
property (2) and even the fact that E possesses the stronger property to be “(m; k)-
distributed” for all (m; k)∈N 2 (see [17, p. 148]).
These results show that, in the case of in#nite binary words it suJces to require
normality.
2.2. Finite words
In [17, p. 162] Knuth gives the following de#nitions of pseudorandomness for #nite
binary words:
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Denition Q1. A #nite word EN = e1e2 : : : eN ∈{−1; 1}N is said to be pseudorandom
if for all k ∈N with k6 log2 N and for all X ∈{−1; 1}k we have∣∣∣∣T (EN ; N + 1− k; X )− N + 1− k2k
∣∣∣∣6 1√N ;
where T (EN ;M; X )= Card{n¡M en+1 : : : en+k =X } for any M6N + 1− k.
Denition Q2. A #nite word EN = e1e2 · · · eN ∈{−1;+1}N is said to be (n; )-pseudo-
random with respect to a set of algorithms A if for every subsequence et1 ; : : : ; etm
determined by an algorithm of A we have either m¡n or |∑mi=1 eti |62m.
The de#nition Q2 is due to Kolmogorov, who proved in [18] that if CardA6 12
e2n
2(1−) then for any given N , there always exist an (n; )-pseudorandom binary word.
But we can #nd large sets of algorithms such that no word satisfy the de#nition for n
and  reasonably small.
In [21] we introduce new measures of pseudorandomness for #nite binary sequences
or words following moreover the next three requirements:
(R4): Pseudorandomness should be characterized by a real-valued function de#ned on
the set of all #nite binary words so that one should be able to compare two
sequences of the same length.
(R5): One should be able to estimate this pseudorandomness measures at least for
some interesting classes of words.
(R6): This measure should have di4erent levels so that one should be able to estimate
at least low-level measures to interpret the result obtained as a “trend” towards
pseudorandomness.
We de#ne the following measures of pseudorandomness for #nite words
EN = e1e2 : : : eN ∈{−1; 1}N :
Denition 1. Normality measure of order k of EN :
Nk(EN ) = max
X ∈{−1;1}k
max
0¡M6N+1−k
∣∣∣∣T (EN ;M; X )− M2k
∣∣∣∣ :
Denition 2. Normality measure of EN :
N (EN ) = max
k6 log2 N
Nk(EN ):
Denition 3. Well distribution measure of EN :
W (EN ) = max
a∈ Z
(b;t)∈ N2
16a+tb6N
∣∣∣∣∣
t∑
j=0
ea+jb
∣∣∣∣∣ :
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Denition 4. Correlation measure of order k:
Ck(EN ) = max
06d1¡d2¡···¡dk
M+dk6N
∣∣∣∣ M∑
n=1
en+d1en+d2 : : : en+dk
∣∣∣∣ :
Denition 5. Correlation measure of EN :
C(EN ) = max
k6 log2 N
Ck(EN ):
It is interesting to remark that for a “random” word of length N on {−1;+1} (i.e.
choosing each EN ∈{−1;+1}N with probability 1=2N ) both W (EN ) and Ck(EN ) are
around
√
N :
Theorem 1 (Cassaigne et al. [4]). For all k ∈N and ¿0; there are numbers N0 and
 such that for N¿N0 we have with probability greater than 1− 

√
N ¡ W (EN ) ¡ 6
√
N log N
and

√
N ¡ Ck(EN ) ¡ 5
√
kN log N:
It is also important to remark that, in the case of an in#nite word E the estimate of
multiple correlations is determined by the size of the sums V (E;M;D) with D #xed
(see (3)), while in the #nite case, the maximum in De#nition 4 is taken over all
possible D=(d1; : : : ; dk).
This shows that the correlation measures given by De#nitions 4 and 5 does not
concern, as in the case of in#nite words, only “short-range correlations”, but also
“long-range correlations” (dk can be of the size of a constant times N ).
We see that correlation measure for #nite words is a stronger notion than in the case
of in#nite words. As a consequence, while in the in#nite case normality (1) and small
correlations (3) are equivalent properties, here the connection is only one way:
Proposition 1 (Mauduit and SNark;ozy [21]). For every 16k6N; we have
Nk(EN )6 max
16l6k
Cl(EN ):
The following example, due to Champernowne, shows that the correlation measure
can be much bigger than the normality measure:
Example 1 (Champernowne [5]; Mauduit and S9ark;ozy [22]). Represent the consecu-
tive positive integers in the diadic system, and consider the in#nite string of digits
obtained in this way:
110111001011101111000100110101011110011011110111110000 : : : (4)
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Then de#ne the in#nite word P=p1p2 : : : pn : : : on {−1;+1} by putting
pn =
{
+1 if the nth digit in (4) is 1;
−1 if the nth digit in (4) is 0
so that
P = +1+1− 1+1+1+1− 1− 1+1− 1+1+1+1− 1+1+1+1+1 : : : ;
and write
PN = p1p2 : : : pN :
Then P is normal, but C2(PN ) ¿ 148N for N¿17.
The following construction shows that it may occur that both the normality measure
and the well-distribution measure are very small but the correlation measure is very
large.
Example 2 (Mauduit and S9ark;ozy [21]). Consider a word EN =e1 : : : eN on {−1;+1}
such that both the normality measure and well-distribution are possibly small (for
example by Theorem 1), and de#ne E′2N = e
′
1 : : : e
′
2N by
e′n = en for 16n6N;
= en−N for N ¡ n62N:
Then the normality and well-distribution measures of E′2N are less than a constant
times the corresponding measures for EN , but
C2(E′2N )¿
∣∣∣∣ N∑
n=1
e′ne
′
n+N
∣∣∣∣ = N:
Another construction, obtained independently by Rudin and Shapiro, shows that the
behaviour of short- and long-range correlations can be quite di4erent.
Example 3 (Mauduit and S9ark;ozy [22], Que>elec [24], Rudin [25] and Shapiro
[28]): Let (rn)n∈N be the sequence de#ned by r0 = 1, r2n= rn and r2n+1 = (−1)nrn
for n∈N , and write RN = r0r1 : : : rN−1. Then the well-distribution measure of RN is
small (W (RN )62(2+
√
2)
√
N for all N ∈N) while its correlation measure of order 2
is large (C2(RN )¿ 16N for N¿4).
But it is interesting to remark that this bad result on correlations is due to the only
contribution of those with ranges d bigger than a constant times N :
Proposition 2. For any positive integers d and N; we have∣∣∣∣ ∑
n¡N
rnrn+d
∣∣∣∣¡ 2d+ 4d log2 2Nd :
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The situation is di4erent for correlations of order 4 in which case even short ranges
ones are very large (
∑
n¡N rnrn+1rn+2rn+3¿
1
8N for N¿8).
Proposition 1 shows that in order to ensure that a #nite binary word has normality
property, well-distribution relative to arithmetic progressions and small multiple cor-
relations (i.e. our random properties (R1)–(R3)), it suJces to show that both the
well-distribution measure and correlation measure are small.
This two measures can be combined to obtain combined well-distribution and cor-
relation measures:
Denition 6. Combined measure of pseudorandomness of order k of EN :
W (EN ) = max
a∈ Z
(b;t)∈ N2
06d1¡d2¡···¡dk
16a+d16a+tb+dk6N
∣∣∣∣∣
t∑
j=0
ea+jb+d1 ea+jb+d2 : : : ea+jb+dk
∣∣∣∣∣ :
Denition 7. Combined measure of pseudorandomness of EN :
Q(EN ) = max
k6 log2 N
Qk(EN ):
Roughly speaking, Qk(EN ) measures the correlation of order k along arithmetic
progressions in the #nite word EN .
3. The Legendre symbol
In [21] we studied the pseudorandomness of the Legendre symbol.
If p is a prime, we consider the word of length (p − 1) Ep−1 = (1=p)(2=p) : : :
((p− 1)=p) where
(
a
p
)
=
{
1 if a is a square modulo p;
−1 if not:
The following theorem shows that the words obtained by this construction have very
interesting pseudorandom behaviour:
Theorem 2. There is a number p0 such that if p is a prime with p¿p0; k ∈N ; k¡p
and Ep−1 = (1=p)(2=p) · · · ((p− 1)=p); then
Qk(Ep−1)69k
√
p log p:
The proof is based upon an upper estimate for “incomplete” character sums of the
type |∑X¡n6X+Y $(f(n))|:
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Theorem 3. If p is a prime; $ a non-principal character modulo p of order d; f(X )∈
Fp[X ] (Fp is the 5eld of the modp residue classes); the degree of f(X ) is k; f(X )
can be factorized as f(X )= b(X −X1)d1 : : : (X −Xs)ds (where Xi = Xj for i = j) in OFp
(the algebraic closure of Fp) with (d; d1; : : : ; ds)= 1 and X; Y are real numbers with
0¡Y6p; then∣∣∣∣ ∑
X¡n6X+Y
$(f(n))
∣∣∣∣¡ 9k√p log p
The proof of Theorem 3 is a combination of two tools:
1. A principle of Vinogradov reducing the estimate of incomplete character sums to
analog complete character sums “twisted” by additive characters:
Lemma (Implicit in Vinogradov [29]): If m∈N ; g :Z → C is a periodic function
with period m and X; Y are real with Y¿0 then∣∣∣∣ ∑
X¡n6X+Y
g(n)
∣∣∣∣6Y + 1m
∣∣∣∣ m∑
n=1
g(n)
∣∣∣∣+ ∑
16|h|6m=2
|h|−1
∣∣∣∣ m∑
n=1
g(n)e
(
hn
m
)∣∣∣∣ :
2. Weil’s theorem on curves over #nite #elds which gives upper bound for
|∑x∈ Fp $(f(x)))e(ax=p)|.
In [22] we extended the Legendre symbol construction in the following way:
Denition 8. A polynomial f∈Fq(X ) is called a permutation polynomial of Fp if
f :Fp → Fp; a → f(a), is a permutation of Fp) (see [20] or [19]).
Theorem 4. If p is a prime; g(X ) is a permutation polynomial of degree m such that
the multiplicity of the (single) zero of g(X ) is odd; then de5ne Ep= e1e2 : : : ep by
en =
{
(g(n)=p) for g(n) ≡ 0 (modp);
1 for g(n) ≡ 0 (modp);
then for k ∈N ; k¡p we have
Qk(EN ) ¡ 11kmp1=2 log p:
4. The Liouville function
In [2, 3] we studied the Liouville Function, de#ned as +(n)= (−1),(n)(,(n): number
of prime factors of n counted with multiplicity) and also of -(n)= (−1)!(n)(!(n):
number of distinct prime factors of n). For any positive integer N , we consider the
#nite words LN = +(1)+(2) : : : +(N ) and GN = -(1)-(2) : : : -(N ).
Hildebrand writes in [14]: “It is natural to expect that the sequence (-(n))n¿1 behaves
like a random sequence of ± signs”.
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We have shown that the well-distribution measure of the sequence is small (de-
pending on the generalized Riemann hypothesis). But only very weak estimates can be
given for the correlations.
Theorem 5. (i) If A¿0; N¿N0(A) then
W (LN ) ¡
N
(log N )A
:
(ii) Assuming the generalized Riemann hypothesis; if ¿0; N¿N1() then
W (LN ) ¡ N 5=6+:
The proof is based on an upper bound for∣∣∣∣ ∑
n6N
+(n)e(n2)
∣∣∣∣
which can be estimated by Vaughan’s method.
Connection between W (LN ) and the generalized Riemann hypothesis is so strong
that it goes both ways if the Rieman hypothesis fails so badly that the supremum of
the real parts of the zeros of 3 in the critical stip is 1 then W (LN )¿N 1− in#nitely
often.
While we have a limited control over the pseudorandomness measure W , the estimate
of the correlation is hopelessly diJcult. Hildebrand writes concerning the estimate of
sums of the form
∑
n6x g1(n)g2(n+1) (where g1 and g2 are multiplicative functions) in
his review [16] on Elliot’s memoire [9]: “For example, in the case when the functions
are both equal to the M;obius function 4(n) or the Liouville function +(n), one would
naturally expect that the above sum is of order o(x) when x→∞, but even the much
weaker relation lim inf x→∞ (1=x)
∑
n6x +(n)+(n + 1)¡1 is not known and seems to
be beyond reach of the present methods”.
The best-known estimate are
−(1 + o(1)) 13 ¡
∑
n6x +(n)+(n+ 1)
x
¡ 1− 1
(log x)7+
for x¿x0().
The lower bound is due to Graham and Hensley and the upper bound to Harman
et al. (see [10, 13]).
For symmetry reason the estimate of the correlation of order 3 is just slightly casier.
Elliot proved in [8]
lim inf
x→∞
1
x
∣∣∣∣∑
n6x
+(n)+(n+ 1)+(n+ 2)
∣∣∣∣62021 :
We obtained in [2] the following improvement:
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Theorem 6. If g(n) is completely multiplicative with g(n)∈{−1;+1} ( for all n∈N)
and g(2) = −1; and k; d∈N ; then for all x¿2;
∣∣∣∣∑
n6x
g(n)g(n+ d) : : : g(n+ 2kd)
∣∣∣∣6


(1− 23(2k+1) )x + O(log x) if d is even;
(1− 23(2k+1) )x + O(log x) if d is odd:
For g= +; we obtain in particular the following improvement of Elliot’s result:
Corollary 1. For any integer d
∣∣∣∣∑
n6x
+(n)+(n+ d)+(n+ 2d)
∣∣∣∣6
{ 7
9x + O(log x) if d is even;
2
3x + O(log x) if d is odd:
Theorem 7. If g(n) is completely multiplicative with g(n)∈{−1;+1} ( for all n∈N)
and g(2)=− 1; and k; d∈N ; then for all x¿2;
∑
n6x
g(n)g(n+ d) : : : g(n+ (2k − 1)d)
¿
{−(1− 23k )x + O(log x) if d is odd;
−(1− 13k )x + O(log x) if d is even:
For g= +, we have the following generalization of Harman et al.’s result:
Corollary 2. For any integer d;
∑
n6x
+(n)+(n+ d)¿
{− 13x + O(log x) if d is odd;
− 23x + O(log x) if d is even:
Since the estimate of the correlation measure is so diJcult, we also proved partial
results in various directions.
First we studied in [2] the truncated versions of + and -: let +y and -y be the
completely multiplicative functions de#ned by
+y(p2) =
{
(−1)2(= +(p2)) for p6y;
+1 for p¿y;
-y(p2) =
{
(−1)2(= -(p2)) for p6y;
+1 for p¿y;
and write
LN (y) = +y(1)+y(2) : : : +y(N );
GN (y) = -y(1)-y(2) : : : -y(N ):
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Theorem 8. There is a constant C such that for 3¡y6N we have
W (LN (y)) ¡ C
N
(log log y)1=4:
:
The crucial tool in the proof is Elliott’s extension of Hal9asz’s mean value theorem
(see [11, 7, p. 211]).
Theorem 9. There is a constant C such that if x¿2; 26y6(log X )2=(log log X )2; b
∈N ; b6y; then∣∣∣∣∑
n6x
+y(n)+y(n+ b)
∣∣∣∣¡ C (log log (b+ 1))4(log y)4 x:
Another way to study the pseudorandomness of + and - is to replace the notion of
correlation by the weaker measure of complexity.
Denition 9. For (N; k)∈N 2; EN = e1 : : : eN ∈{−1;+1}N the complexity f(k; EN ) is
de#ned by
f(k; EN ) = card {1 : : : k ∈{−1;+1}k ;∃n∈Nen : : : en+k−1 = 1 : : : k}:
The following result shows that if the correlations are small enough, then the com-
plexity is maximal:
Theorem 10. If (N; k)∈N 2 and Cl(EN )6N=22k+1 for l∈{1; 2; : : : ; k} then f(k; EN )=
2k .
As Chowla pointed out the study of the complexity of the Liouville function is a
very diJcult problem.
Chowla’s Conjecture 1 (Chowla [6]): “Let 1; 2; : : : ; g be arbitrary numbers each
equal to +1 or −1; where g is a 5xed (but arbitrary) number. Then the equations
(in n) +(n + m)= m(16m6g) have in5nitely many solutions. For g¿3 this seems
an extremely hard conjecture”.
For g=2, this problem is very easy to settle: as we know that the Liouville function
is not ultimately periodic we deduce that there are in#nitely many integers n such that
+(n + 1)= − +(n). It follows that the only cases to consider are 12 = + 1 + 1 or
−1− 1.
Let us #rst suppose that there are only #nitely many integers a such that +(n)=
+(n+1)=−1. This would imply that for any big enough prime p, +(p−1)= +(p+1)
= +1 so that putting n=(p− 1)=2 we would get in#nitely many integers n such that
+(n)= +(n+ 1)=− 1 and a contradiction.
If we suppose that there are only #nitely many integers n such that +(n)=
+(n + 1)= + 1, we get to contradiction by replacing the primes p in the previous
argument by 3p.
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Hildebrand proved the case g=3 in [15] and the conjecture is still open for g¿4.
We proved in [2] that Chowla’s conjecture is a consequence of Schinzel’s hypothesis
(H).
Hypothesis (Halberstam and Richert [12], Schinzel and Sierpi9nski [26, 27]): If k ∈N
and F1; : : : ; Fk are distinct irreducible polynomial in Z [X ] such that the product poly-
nomial F1 : : : Fk has no #xed prime divisor, then there exist in#nitely many integers n
such that Fi(n) is a prime for any i∈{1; : : : ; k}.
As a corollary, we obtain:
Theorem 11. Under Schinzel’s hypothesis (H) then ∀k ∈N ; ∃N0; ∀N¿N0 f(k; LN )=
2k .
Without any hypothesis, we could handle only the truncated functions +y and -y.
The next result shows a big di4erence between the behaviour of their complexities, the
#rst having a polynomial growth while the second being bounded.
Theorem 12. If y¿2; then for k ∈N ; N¿N0(k; y) we have
∀y¿2; ∃(c; c′)∈R2; ∀k ∈ N ; ∃N0; ∀N¿N0
ck(y) ¡ f(k; LN (y)) ¡ c′k(y)
and
f(k; GN (y))6
∏
p6y
p;
where (y) denotes the number of primes smaller than y.
In [3] we studied the values of the Liouville function over polynomials +(f(n)) for
f∈Z [X ].
It follows from a result from S9ark;ozy (see [30] that the Liouville function is never
ultimately constant on an arithmetic progression: there are no a∈N ; b∈Z such that
+(an+ b) is constant for n big enough.
We conjecture that this result can be extended in the following way:
Conjecture. If f(X )=
∑k
i=0 aiX
i ∈Z [X ] with ak¿0; then +(f(n)) is ultimately con-
stant if and only if f(X )= c(g(X ))2 where c∈N and g(X )∈Z [X ].
This is a weaker form of another conjecture made by Chowla:
Chowla’s Conjecture 2 (Chowla [6]): “Let f(X ) be an arbitrary polynomial with
integer coeEcients which is not; however; of the form cg2(X ) where c is an integer
and g(X ) is a polynomial with integer coeEcients. Then
∑x
n=1 +(f(n))= o(x). If
f(X )=X this is equivalent to the Prime Number Theorem. If the degree of f(X )
is at least 2; this seems an extremely hard conjecture”.
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While this conjecture by Chowla seems hopelessly diJcult, we could settle certain
special cases of our conjecture:
Theorem 13. If (a; k)∈N 2 and b1; : : : ; bk are distinct integers with b1 ≡ b2 ≡ · · · ≡
bk (mod a); g(n) is a completely multiplicative arithmetic function with values in
{−1;+1} such that g((an+ b1) : : : (an+ bk)) is ultimately constant; then
(i) for any b such that b ≡ b1 ≡ · · · ≡ bk(mod a); g(an+ b) is ultimately periodic;
(ii) there is an a′ ∈N with a|a′ and a real character $mod a′ so that g(n)= $(n) for
every integer n coprime with a′.
Corollary 3. There are no (a; k)∈N 2 and distinct integers b1; : : : ; bk with b1 ≡ b2
≡ · · · ≡ bk (mod a) such that +((an+ b1) · · · (an+ bk)) is ultimately constant.
The special case of polynomials of degree 2 in our conjecture is still open. We could
only obtain the following partial result:
Theorem 14. Let a∈N ; (b; c)∈Z2; f(X )= aX 2 + bX + C; D= b2 − 4ac.
If
(i) 2a|b;
(ii) D¡0;
(iii) ∃k ∈N ; +(−(D=4)k2 + 1)=− 1;
then +(f(n)) assumes both values +1 and −1 in5nitely often.
In particular, this theorem shows that +(n2 + 1) assumes both values +1 and −1
in#nitely often.
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