In this study, we describe our methods to automatically classify Twitter posts conveying events of adverse drug reaction (ADR). Based on our previous experience in tackling the ADR classification task, we empirically applied the vote-based undersampling ensemble approach along with linear support vector machine (SVM) to develop our classifiers as part of our participation in ACL 2019 Social Media Mining for Health Applications (SMM4H) shared task 1. The best-performed model on the test sets were trained on a merged corpus consisting of the datasets released by SMM4H 2017 and 2019. By using VUE, the corpus was randomly under-sampled with 2:1 ratio between the negative and positive classes to create an ensemble using the linear kernel trained with features including bag-of-word, domain knowledge, negation and word embedding. The best performing model achieved an F-measure of 0.551 which is about 5% higher than the average F-scores of 16 teams.
Introduction
Our team participated in the Social Media Mining for Health Applications (SMM4H) shared Task 1, which focus on the task of automatic classification of adverse effects mentions in tweets to distinguish tweets mentioned adverse effect (AE) from others (Weissenbacher et al., 2019) .
Methods
AEC (Adverse Effect Classification) task is a typical classification problem. We used support vector machine (SVM) with the linear kernel to develop our classifiers. The training and validation sets released by the SMM4H 2019 organizers include 24,861 and 5,000 tweets, respectively. The organizers provided the entire training set but the validation set was downloaded by ourselves using the Twitter API. Unfortunately, only 2,887 tweets in the validation set can be downloaded from the Twitter website. In addition, we included the corpus released in AMIA-SMM4H 2017 for the same purpose, which contains 11,564 tweets (SarkerandGonzalez-Hernandez, 2017) . We merged the two datasets and filtered out duplicate tweets to create a merged corpus for our model. The merged corpus contains 3,423 positive tweets and 31,858 negative tweets. The imbalance ratio for the compiled corpus is 9.3, which is highly imbalanced. In order to develop classifiers with reliable performance, we implemented a vote-based under-sampling ensemble (VUE) technique Wang et al. (2018) . VUE exploits all training examples in majority (negative) cases with under-sampling for creating an ensemble of SVM classifiers. It samples several subsets from the negative tweets without replacement and then create an ensemble by using each subset along with the minority cases (positive). The prediction can be determined by taking a majority vote among the separately created classifiers. In order to extract features for training our classifiers, we first pre-processed tweets to replace URLs, dosages and Twitter specific characters with the corresponding symbols, and modified the numeral parts in each token to one as proposed in our previous work Dai et al. (2016) . The preprocessed tweet was then processed by a tweet tokenizer (Owoputi et al., 2013) to generate tokens. Follow by the above step, each token was processed by Hunspell to detect spelling errors. If a token is considered to be misspelled, the first recommended correction is included as an alternative term for the token. Finally, we lowercased all tokens and used the Snowball stemmer (Porter, 2001 ) to perform stemming without removing any stop words.
BIGODM System in the Social
After the above steps, we extracted the following features to train our SVM models: (Chapman et al., 2001 ) is employed to determine whether the occurrence is negated.

Word embedding features: The word embedding features proposed in our previous work Wang et al. (2018) was developed. The features were generated by taking the mean across all tokens' embedding represented as a 400-dimensional vector based on the pre-trained tweet WE model released by (Godin et al., 2015) . Figure 1 show the results of the 10-fold cross validation (CV) on the training set of the AEC task. The standard precision (P), recall (R) and Fmeasure (F) are used to report the performance. Configuration 1 is the VUE model trained with the developed features. After submitting the results, we developed configuration 2, which was a baseline model with the same features but didn't apply any imbalanced techniques. The above two configurations of the developed classifiers were trained on the following three corpora:
Results
1. SMM4H 2017 corpus 2. SMM4H 2019 corpus 3. SMM4H 2017+SMM4H 2019 corpus During the participating the AEC task, we used configuration 1 with the above three corpora to conduct ablation experiments and submitted three runs corresponding to the first three configurations shown in Figure 1 . The experimental results show that the VUE method has better recall but lower precision. The F-scores of VUE are better than baseline on the first two corpora. It is interesting to see that the baseline configuration performs better than VUE on the merged corpus.
Conclusion
In this paper, we briefly describe our systems developed for the SMM4H 2019 AEC task. Our best submitted run was based on the VUE model trained on a merged corpus. However, we noticed that by using the merged corpus, the baseline model which didn't exploit imbalanced technique performs better than that of VUE on the 10 fold CV. We will conduct error analysis to investigate the interesting results and compare the performance of other advanced imbalance techniques developed in our previous work Dai and Wang (2019) . 
