It is well known that the problem to solve a set of randomly chosen multivariate quadratic equations over a finite field is NP-hard. However, when the number of variables is much larger than the number of equations, it is not necessarily difficult to solve equations. In fact, when n ≥ m(m+1) (n, m are the numbers of variables and equations respectively) and the field is of even characteristic, there is an algorithm to solve equations in polynomial time (see [Kipnis et al, Eurocrypt'99] and also [Courtois et al, PKC'02]). In the present paper, we give two algorithms to solve quadratic equations; one is for the case of n ≥ (about) m 2 − 2m 3/2 + 2m and the other is for the case of n ≥ m(m + 1)/2 + 1. The first algorithm solves equations over any finite field in polynomial time. The second algorithm requires exponential time operations. However, the number of required variables is much smaller than that in the first one, and the complexity is much less than the exhaustive search.
Introduction
It is well known that the problem to solve a set of randomly chosen multivariate quadratic equations over a finite field is NP-hard. Then the cryptosystems based on multivariate quadratic equations (Matsumoto-Imai, HEF, UOV, STS, TTM and so on, see e.g. [5] , [7] and their references) have been expected to be secure against the quantum attacks. However, not all quadratic equations are difficult to be solved while the problem itself is NP-hard. In fact, some of such cryptosystems were already broken and some others of them are weaker than expected when they were proposed. Thus it is important to study which quadratic equations are solved easily and how to characterize its difficulty for the practical use of quadratic equations in cryptology.
For this topic, there has been several works in the view of the relation between the numbers of variables and equations. In fact, Courtois et al. ([2] and [3] ) have studied how to solve the equations when m is much larger than n (where m, n are the numbers of equations and variables respectively). On the other hand, Kipnis et al. [6] studied the case when n is much larger than m. In fact, they found an algorithm to solve quadratic equations when n ≥ m(m + 1) and the characteristic of the field is even. Note that the characteristic is odd, their algorithm requires the complexity O(2 m × (polynomial)). Although Courtois et al. [1] modified it more effectively for odd characteristic cases, its modification requires much more variables.
In the present paper, we give two algorithms to solve quadratic equation when n is sufficiently larger than m. The first algorithm solves equations over any finite field in polynomial time when n ≥ (about) m 2 − 2m 3/2 + 2m. The number of variables required in this algorithm is less than that in [6] , and this works in polynomial time both for even and odd characteristic fields. The second algorithm solves equations for n ≥ m(m + 1)/2 + 1. The complexity of the second algorithm is roughly estimated by O(2 m ) or O (3 m ). While it is in exponential time, it is much better than the exhaustive search, especially for large order fields, and furthermore the number of required variables is much less than that in the first algorithm.
Preparations 2.1 Notations
Throughout this paper, we use the following notations.
q: a power of prime. k: a finite field of order q. n, m ≥ 1: integers.
an invertible linear map such thatx i →ã 0ix0 +ã 1ix1 + · · · +ã nixn andx j →x j for j = i. Ω(n): the complexity of the Gaussian elimination to solve n linear equations.
Elementary facts
For convenience, we prepare the following elementary facts in the undergraduate linear algebra. 
3 Kipnis-Patarin-Goubin's algorithm for n ≥ m(m + 1)
In this section, we give an algorithm proposed by Kipnis-Patarin-Goubin [6] to solve m quadratic equations with n variables for n > m(m + 1).
Step 1. Find U 2 such that the coefficients of
According to Fact 3, we see that this requires to solve m homogeneous linear equations with n variables.
Step 2. Put f (2) l (x) := f l (U 2 x). Find U 3 such that the coefficients of (2) m (U 3 x) are zero. Similarly, this requires to solve 2m homogeneous linear equations with n variables.
Step 3. Put f Continue similar computations.
Step m−1. f Step m. Step m + 1. Since g l (x)'s are linear combinations of x 
+ 2m
In this section, we propose an algorithm to solve equations for n ≥ (about) m
+2m. For the algorithm, we first prepare the following elementary fact. Fact 4. Let U = (u ij ) 0≤i,j≤n be an invertible matrix over k. If U satisfies that u 00 = 0 and the coefficient of
This follows immediately from Fact 1 and 2. Then, instead solving the equation, we will give an algorithm to find such U in this section.
Before it, we prepare the following two algorithms.
Step 1. Find U 1 such that the coefficients of x 2 1 is zero. Due to Fact 3, we see that this requires to solve a quadratic homogeneous equation of (a 11 , · · · , a n1 ).
Step 2. Put g
(U 2 x) are zero. Similarly, this requires to solve a homogeneous linear equation of (a 22 , · · · , a n2 ) and a homogeneous quadratic equation of (a 12 , · · · , a n2 ).
Step 3. Put g (3) (x) := g (2) (U 2 x). Find U 3 such that the coefficients of (2) (U 3 x) are zero. Similarly, this requires to solve two homogeneous linear equation of (a 33 , · · · , a n3 ) and a homogeneous quadratic equation of (a 13 , · · · , a n3 ).
Continue such operations until the coefficient o Step m/2 +1. Find U m/2 +1 such that the coefficients of
Step m/2 + 2. Put g
Continuing similar operations, we can find a linear transform U as in Aim. After
Step m/2 + 1, we need to solve at most m/2 − 1 linear equations. Then the complexity after Step m/2 + 1 is less than m/2 Ω( m/2 ). Therefore the total complexity of this algorithm is less than mΩ( m/2 ).
and
In Step2, we want to find V 2 such that the coefficients of
2 (V 2 x) are zero, we want to find V 3 in Step 3 such that the coefficients of
3 (V 3 x) are zero and so on. To consider recursively, we assume that we can find V such that the coefficients of
Step N −1. We will describe how to find an invertible V N such that the coefficients of 
and the complexity is less than LΩ( L/2 ). Put h
According to Fact 3, we see that this requires to solve (a) (L − 1)N homogeneous linear equations of (a L+1,L , · · · , a n,L ), 
Note that the complexity in this substep is Ω((L−1)N )+Ω(N −1), and the total complexity in Step N is less than L(LΩ( L/2 ) + Ω((L − 1)N ) + Ω(N − 1)). Summing this from N = 1 to M , we see that the complexity of Algorithm B is less than
Since Ω(n) n 
Using Algorithm B, find an invertible linear map 
2 (x) are zero. Note that Step 1 and 2 solves 2 equations of at least 4 variables.
Step 3. FindŨ 1 such that the coefficients of x 0 x 1 and x
2 (Ũ 1x ) and the coefficient of x 0 x 1 inf (2) 3 (Ũ 1x ) are zero. This requires to solve 3 homogeneous linear equations and 2 homogeneous quadratic equations of n + 1 variables. When n ≥ 3 + 4, this can be done by Step 1 and 2. Putf
there are no such z 3 , take anotherŨ 1 and repeat until such z 3 ∈ k appears. It is easy to see that the coefficients of
2 (x) and x 2 0 inf
3 (x) are zero. Note that Step 1 to 3 solves 3 equations of at least 7 variables.
To consider recursively, suppose that, until
Step N − 1, we can find an invertible linear map U : k Step N . FindŨ 1 such that the coefficients of x 0 x 1 and x Thus we can claim that Algorithm 2 solves quadratic equations when n ≥ m(m+1)/2+ 1.
We now estimate the complexity of this algorithm. Let c N be the complexity in the N -th step. For simplicity, assume that one computesŨ 1 once if q is even and twice if q is odd in all steps, because the probability that univariate quadratic equation has a solution is almost 1 if q is even and 1/2 if q is odd. Since the N -th step requires to solve N − 1 linear equations and N − 1 quadratic equations, we have 
Solving equations over small fields
In Section 4 and 5, we propose algorithms to solve equations for general finite fields. When q is not very bigger than n and m, one can solve equations effectively by combining Algorithm B and the exhaustive search if n is smaller than as described in the table at the end of Section 4. As examples, we describe how to solve quadratic equations with (q, m, n) = (16, 64, 16) and (16, 48, 16), which are used for UOV suggested in [6] . For our convenience to estimate the complexities roughly, suppose that the complexity of Algorithm B is n(n − M ) 6.1 Solving equations of (q, m, n) = (16, 64, 16). 
By the choice of V 1 , we see that f (1) 1 (x (1) ) = · · · = f (1) 8 (x (1) ) = 0 for any x (1) .
Step 2. Use Algorithm B to find
), f (1) 10 (V 2 x (1) ) are zero. The complexity in this step is 8 × 5 4 /3. Put x (2) := (x 0 , x 1 , x 2 ) t and f (2) l (x (2) ) := f
. By the choice of V 2 , we see that f (2) 9 (x (2) ) = f (2) 10 (x (2) ) = 0 for any x (2) .
Step 3. Find x (2) = (1, x 1 , x 2 ) t such that f (2) 11 (x (2) ) = 0. This can be done by the algorithm to find a square root. After that check whether f (2) 12 (x (2) ) = 0 for the same x (2) . If so, go to the next step, and if not, change x (2) until f (2) 12 (x (2) ) = 0. Since the probability that f (2) 12 (x (2) ) = 0 for randomly chosen x (2) is about q −1 , the complexity in this step is roughly log q × q = 2 5 .
Step 4. Check whether f (2) 13 (x (2) ) = f (2) 14 (x (2) ) = f (2) 15 (x (2) ) = 0. If so, go to the next step, and if not, go back to Step 2. Since the probability that f (2) 13 (x (2) ) = f (2) 14 (x (2) ) = f (2) 15 (x times on average.
Step 5. Check whether f (2) 16 (x (2) ) = 0. If so, go to the next step, and if not, go back to Step 1. Since the probability that f (2) 16 (x
, one may repeat it q = 2 4 times on average.
We finally note that the complexity of this approach is about 6.2 Solving equations of (q, m, n) = (16, 48, 16).
Step 1. Use Algorithm B to find 
6 (x (1) ) = 0 for any x (1) .
Step 2. Use Algorithm B to find V 2 : k
) are zero. The complexity in this step is 7 × 4 4 /3. Put x (2) := (x 0 , x 1 , x 2 ) t and f (2) l (x (2) ) := f . By the choice of V 2 , we see that f (2) 7 (x (2) ) = f (2) 8 (x (2) ) = 0 for any x (2) .
Step 3. Find x (2) = (1, x 1 , x 2 ) t such that f (2) 9 (x (2) ) = 0. This can be done by the algorithm to find a square root. After that chichi whether f (2) 10 (x (2) ) = 0 for the same x (2) . If so, go to the next step, and if not, change x (2) until f (2) 10 (x (2) ) = 0. Since the probability that f (2) 10 (x (2) ) = 0 for randomly chosen x (2) is about q −1 , the complexity in this step is roughly log q × q = 2 5 .
Step 4. Check whether f (2) 11 (x (2) ) = f (2) 12 (x (2) ) = 0. If so, go to the next step, and if not, go back to Step 2. Since the probability that f (2) 11 (x (2) ) = f (2) 12 (x Step 5. Check whether f (2) 13 (x (2) ) = · · · = f (2) 16 (x (2) ) = 0. If so, go to the next step, and if not, go back to Step 1. Since the probability that f (2) 13 (x (2) ) = · · · = f (2) 16 (x We note that the complexity to solve the equations with (q, m, n) = (16, 64, 16) and (16, 48, 16) have been studied in [1] and [4] to analyze the security of UOV with such parameters. The following table summarizes the complexities of the attacks by [1] , [4] 
Conclusion
In the present paper, we propose two algorithms to solve quadratic equations when n is much larger than m. Though we reduce the required n compared to the works in [6] and [1] , it is still too large to attack against most cryptosystems based on multivariate quadratic equations. Then it is important to improve our algorithms and to study theoretically the lower bound of n such that m equations can be solved in polynomial (or effective) time.
