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Abstract 
.... ~ .......... ....., 
Intuitively, the more regular a problem, the easier it should 
be to solve. Examples drawn from ordinary and partial differential 
equations, as well as from approximation, support the intuition. 
Traub and Woiniakowski conjectured that this is always the case. 
In this paper, we study linear problems. We prove a weak form of 
the conjecture, and show that this weak form cannot be strengthened. 
To do this, we consider what happens to the optimal error when 
regularity is increased. If regularity is measured by a Sobolev 
norm, increasing the regularity improves the optimal error, which 
allows us to establish the conjecture in the normed case. On the 
other hand, if regularity is measured by a Sobolev seminorm, it 
is no longer true that increasing the regularity improves the 
optimal error. However, a "shifted" version of this statement 




f't# ..... ~ ............. ....:...... 
We investigate the relation between regularity and complexity. 
In this Introduction, we use words such as algorithm, information, 
cardinality, and regularity without definition. They are rigorously 
defined later. 
Based on a variety of examples, Traub and woiniakowski [6] 
conjectured that, in general, as the regularity of a class of problem 
elements increases, the complexity decreases. In this paper, we 
consider linear problems. We measure regularity by a Sobolev norm 
or seminorm. We prove a weak form of this conjecture, and show 
that no stronger statement is possible. 
To fix ideas, we consider several examples. 
Example 1.1. Consider the solution of the two-point 
boundary-value problem 
-u" = f in (0,1) (1. 1) , 
u(O) = u(l) = 0 
where the Hr(O,l)-norm of f is bounded by unity: 
(1. 2) 
r 1 
L: r I f ( j) (x) I 2 dx ~ 1. 
j=O " o 
Consider an algorithm ~ using information of cardinality at 
most n, and define the error e(y) to be the worst-case error 
(in the 1 H -sense) taken over all f satisfying (1.2). 
Let 
(1. 3) e(n,r):= inf e(cp) 
cp 
2 
be the minimal error of all such n-evaluation algorithms cp whose 
input functions f satisfy (1.2). In [7], we showed that 
(1. 4) e(n,r) = 9(n- (r+l» as n ~ CD , 
where we use Knuth's 8-notation 
(1. 5) f - B( f ) 1 - 2 
If comp(E,r) denotes the complexity of finding an E-approximation, 
then (1.4) implies 
1 
( 1 • 6 ) comp (£, r) = e ((-~) r+l) as £ .... O. 
The next four examples are taken from [6]. In these 
examples, the data consisted of all f E Hr(I) (where I was 
a bounded real interval) whose Hr(I)-seminorm was bounded by unity: 
(1. 7) J I f (r) (x) I 2 dx < I. 
I 
For an algorithm ~ using information of cardinality at most n, 
e(~) was defined to be the L2-error taken over all f satisfying 
(1.7), and 
(1. 8) e(n,r) := inf e(~) 
cp 
was the minimal error of all such n-evaluation algorithms cp 
whose input functions f satisfy (1.7). Once again, comp(s,r) 
denotes the complexity of finding an £-approximation. 
3 
Example 1.2. For the approximation problem, 
(1. 9) -r e (n, r) = e (n ) as n -+ Q) , 
so that 
(1.10) comp(e:,r) = e ((-~) 1/r) as e: -+ O. 
Example 1.3. For the heat equation in a thin rod of length n 
with initial data f solved out to time t = to' 
(1.11) e(n,r) 
-(n+1)2 to 
= e (n + l)-r, 
so that 
(1.12) comp(E,r) ~ e( Y;o 1n i ) as E - O. 
Example 1.4. For the Laplace equation on the square 
(O,n) x (O,n) with boundary data 
[
U(O,y) = u(rr,y) = 
u(x,rr) = f(x) 
u(x,O) = ° for x,y E [O,rr] 
for X E [O,rr] 
, 
and considering the solution to be u(o,yo) for a fixed Yo E (O,rr) , 
e(n,r) = 
1 sinh(n + l)yo -(n+l) (rr-yo) 
---==---- --:---:--:---~l:-:}~'Tr~ '" e (n + l) - r (n + l)r sinh(n + " 
as n ~ 00 , 
4 
so that 
(1. 15) comp(E,r) = 9(. : YO in i) as E ~ O. 
Example 1.5. For the hyperbolic differential equation 
(1.16) 
f~=~ 
LU(.,O) = f 
(x E JR, t > 0) 
solved out to time t = to' 
e(n,r) = (n + l}-r, 
so that 
(1.18) comp(E,r) = S(E-1 / r ) as E - O. 
(See Chapter 6 of [6] for a fuller discussion.) 
Note that in all the examples above, s > r implies that 
(1.19) lim e(n,s} = 0 
e(n,r) 
n-oo 
and that there is a constant K which is close to unity such that 
lim sup comp~E's~ < K. 
E-O comp E,r 
Hence, as the regularity increases, the complexity decreases, in 
the sense that it gets no worse. Traub and Wo{niakowski [6, 
pg. 147] asked whether more regular problems always have lower 
.. 
5 
complexity. We add the question as to whether (1.19) holds 
in general. 
In order to establish the conjecture of [6], it is necessary 
to first determine what happens to the nth minimal error e(n,r) 
as r is increased. Let s > r. We show that for any problem, 




* e(n + n ,s) 
s 
* n-m e (n + n , r) 
r 
lim 
* * * and n , with 
s 
n < n , 
r s 
= 0, 
in both the normed and seminorrned cases. In this sense, additional 
regularity always helps. However, (1.20) tells us nothing about 
the more fundamental question of whether (1.19) holds. We now 
distinguish between the normed and seminormed cases. In the 
* * norrned case, n = n = 0, so that (1.19) holds; we also have 
r s 
the non-asymptotic result that 
(1.21) e(n,s) < e(n,r) for n > O. 
In the seminormed case, (1.20) implies the desired result (1.19) 
when the problem is "hard", and so the "shift" is irrelevant. 
In general, however, we cannot say that (1.20) implies (1.19); 
in fact, we are able to construct a special counterexample in 
the seminormed case for which 
(1.22) lim 
n-m 
e(n,s) = OJ 
e(n,r) 
(and the limit can blow up arbitrarily fast). Note that this 
counterexample is an "easy" problem, especially constructed for 
6 
this purpose; we know of no naturally-occurring problem for which 
(1.22) holds. 
We are now able to use (1.20) and (1.21) to establish a weak 
form of the original conjecture: in both the normed and seminormed 
cases, there is a constant Kl close to unity such that 
(1.23) lim comp(E,s) < K sup comp(E,r) 1· 
E~O 
On the other hand, this is essentially the sharpest possible 
statement possible: in both the normed and seminormed cases, one 
can always construct a problem for which 
(1. 24) lim sup comp(E,s) > K2 , E~O comp(E,r) 
where K2 is close to unity. In other words, increasing regularity 
improves complexity, but not as dramatically as the optimal error 
is improved in the normed case; it is not true in general that 
(1.25) lim comp~E's~ = o. 
E~O comp E, r 
We now outline the contents of this paper. In Section 2, 
we develop our terminology and introduce some known results on 
optimal algorithms. In Section 3, we prove a useful theorem on 
ratios of eigenvalues. In Section 4, this theorem is applied to 
the normed case to give results on optimal error. We discuss 
optimal error in the seminormed case in Section 5. The results 
in Sections 4 and 5 are translated into results on complexity in 
Section 6, where we establish the weak form of the conjecture 
and show that no stronger version is possible. Finally, we 





In this Section, we introduce some terminology from [6] 
which will more precisely define some of the terms mentioned in the 
Introduction. We also mention some results from [6] concerning 
optimal algorithms. 
Let J l ,J2 be (real or complex) Hilbert spaces. A problem 
is defined by a bounded linear solution operator S: Jo ~ J 2 
where Jo c J l is a set of problem elements. For our purposes, 
we may assume that there is a surjective restriction operator 
T : J l ~ J 3 (J3 a Hilbert space) such that 
(2. 1) \lTf \I ~ l}. 
For instance, if J 3 = J l and T = I (the identity map), J O becomes 
the unit ball BJ 1 of J 1 . (In the sequel, BH will denote the 
unit ball of any Hilbert space H.) 
In what follows, we let - -n C lRP be a smooth bounded domain. 
We use the standard notation and terminology for multi-indices, 
as well as Sobolev norms, seminorms, inner products, and spaces; 
see, e. 9 ., [ 2] • 
Remark 2. 1 . Let J 3 = J 1 = Hr (~l) and T = I, so that 
(2.2) 
This is the setting for the normed case as discussed in the 
Introduction. On the other hand, choose r J 1 = H (G), m to be 
the number of p-dimensional multi-indices of order r, and J 3 
9 
to be the (closed) subspace of L2 (G)m which is the range of the 
transformation T which maps a function in Hr(O) to the vector 
of its partial derivatives of order r. We then find that 
(2. 3) : \f\ < 1}. 
r 
This is the setting for the seminormed case. (See Section 6.) 
In order to clarify our terminology, we now introduce 
Example 2.1. Choose J 1 = Hr(O) where r ~ -1, 
and J O to be the unit ball of Hr(n). The solution operator 
S : J O - J 2 is defined by letting Sf be the solution to 
( 2 • 4 ) " J V'(Sf)' V'V 
o 
r 
= J fv I V V E HO ( 0) , 
o 
i.e., u = Sf is the weak solution to 
-~u = f in 0 
(2.5) 
u = 0 on 00, 
see e.g. [2]. 
In order to approximate the solution Sf for f E J
o 
using 
a finite amount of resources, we must use only a finite amount of 
information. Here, an information operator is a linear operator 
h : Dh ... J4 (where Jo C Dh C J I and J4 is a Hilbert space) 
whose cardinality *h is given by 
( 2 • 6 ) 
. *h: = codirn ker h. 
From Chapter 2 of [6J, #n = n iff there exist n linearly 
independent linear functionals LI , ... ,Ln on J l such that 
10 
( 2 • 7 ) 
Example 2.1 {continued). One important information operator 
for this problem is given by 
(2.8) 
where form a basis for a space Sn c H~ (0) of piecewise 
polynomials of degree r and the sequence [ g J arises 
n n>l 
from a quasi-uniform triangulation of n. (Of course, if p ~ 2, 
we must make some adjustments to guarantee that For 
more details, see [2] and [7].) 
An algorithm using h is then a (not-necessarily-linear) 
(Hence the only information such an algorithm 
may use about the problem element f E Jo is hf.) The (worst-case) 
error e(~) of such an algorithm ~ using h is then defined by 
(2.9) e(~):= sup Iisf - ~(hf) II. 
fEJO 
Example 2.1 (continued). Define to be the finite element 
algorithm, i.e., ro.I ro.I cp (hf) E g 
n n n 
satisfies 
(2.10) 
'" Then ~n uses 
(2.11) 
(See [2], [7] • ) 




(l ~ i ~ n) . 
• 
11 
* We seek optimal error algorithms ~ using h whose error 
is small as possible, i.e., such that 
(2.12) * e (I:p ) = inf e (~) , 
~ 
the infimum being over all ~ us~ng h. The search is made easier 
by the fact that 
(2.13) inf e(~) = r(h,S,Jo)' 
cp 
where the radius of information is given by 
(2.14) r(h,S,JO):= sup IISzlI, 
z € ker h n;; o 
see Chapters I and 2 of [6]. 
Example 2.1 (continuedl. The finite element algorithm 
is (to within a constant factor independent of n) of optimal 
.... 
error among all.algorithms using· a , see [7]. 
n 
Now L~at we are able to determine the optimal error for any 
algorithm using information h of cardinality at most n, the 
next matter to determine is which such information is "most 
relevant," in that it yields optimal algorithms with the smallest 
error. That is, we wish to find an nth optimal information 
operator hn' i.e., an information operator n 
n 
of cardinality 
at most n whose radius equals the nth minimal radius of 
information: 
(2.15) = r ( n , S , J 0) : = in f r ( 11, S , J 0) . 
*h~n 
We will mainly be concerned with the case where 
(2.16) lim r(n,S,~o) = 0, 
n~ 
12 
so that there exists a convergent sequence of algorithms, each of 
which uses information of finite cardinality. 
of [6], (2.16) holds if and only if K:= STt 
By Corollary 2.5.1 
is compact, Tt 
being a pseudo-inverse of T (see pg. 34 of [6]). Let 
* Al ~ A2 > ••• > 0 be the nonzero eigenvalues of K K, the asterisk 
denoting Hilbert space adjoint. (If only a finite number r of 
nonzero eigenvalues, formally set 
* * 
A. = 0 
~ 
for i > r.) Let 
(2.17) n = n (T,S):= dim[ker T/(ker T n ker S)] 
denote the problem index. Then Theorems 2.3.2 and 2.5.3 of [6] 
yield 
[:. * if n < n (2.18) r(n,s,J O) = * 
* 
if n > n 
n-n +1 
Remark 2.2. In the normed setting J O = BHr(O), we have 
* T = I, so that Tt = I, and hence n = O. In the seminormed 
setting J O = dHr(O), we will show that * n = dim(S(P 1(0», r-
where pt(n) is the space of polynomials of degree t over 
the reg ion .1 . 
.. 
13 
Example 2.1 (continued). In [6], we showed that 
rV Hence, h is (to within a constant factor, independent of n) 
n 
an nth optimal information for the problem (2.4). 
14 
In the previous section, we saw how the minimal radii 
of information were related to the eigenvalues of a compact 
linear operator on a Hilbert space. In this section, we 
will establish a result concerning eigenvalues of products 
of compact linear transformations. This result will be used 
to establish results on optimal error for the norrned and 
serninorrned cases in Sections 4 and 5, respectively. 
• 
15 
Let X and Y be Hilbert spaces, and let E : X ~ Y and 
A : Y ~ Y be compact linear transformations, with A self-adjoint 
and non-negative, i.e. 
( 3. 1) A = A* and (Ay,y) ~ 0 for y E Y. 
Let A (K) denote the nth largest eigenvalue of the non-negative 
n 
self-adjoint, compact linear operator K on a Hilbert space. In 
this section, we will prove 
Theorem 3.1. Either 
(i) A is of finite rank, in which case there is an integer 
or 
no L 1 for which 
* A (E AE) = A (A) = 0 for n L nO' n n 
(ii) A is not of finite rank, in which case 
and 
* lim A (E AE) = 
n 




* An (E AE) 
-=..:.,A----,(-A.,....) - = 0 . 
n 
Proof of (i): Let rank(A) = nO - 1. Then A has at most 
no - 1 nonzero eigenvalues, so that An(A) = 0 for n L no· But 
rank (E*AE) ~ rank(AE) ~ rank(A) = nO - 1, 
* so that E AE has at most n - 1 o 
16 
nonzero eigenvalues, i.e., 
Before proceeding to prove (ii) of Theorem 3.1, we must set 
up some machinery and prove two lemmas. Let be an 
orthonormal family of eigenvectors for A, i.e., Ay. = A.(A)y. 
J J J 








codim E-~ ~ n. 
n 
L = E-IM since 
n n' 
* * X E Ln ~ x ~ (E Yl,···,E Yn) ~ Ex ~ (Yl'" "Yn) 
~ Ex E Mn ~ x E E - IMn. 
So codim E-IM = codim L ~ n. 
n n 










Proof: Since ker A is a closed subspace of Mn' E- l ker A 
is a closed subspace of Hence we have a direct sum 
decomposition 
( 3. 3) 
• Given Ilxll ~ 1, write 
( 3.4) 
.. and note that Ilx21i ~ Ilx II ~ 1. Then AEx1 = ° implies 
* * * * (E AEx,x) = (E AEX1,xl ) + 2(E AEX1 ,x2 ) + (E AEx2 ,x2 ) 
( 3. 5) * = (E AEx2 , x 2 ) 
= (AEx2 ,EX2 )· 
If EX2 = 0, then 
( 3.6) 
while if EX2 " 0, set y = EX2/11EX211 to find 
( 3. 7) 2 2 (AEx2 ,EX2 ) = (Ay,y)IiEx2 11 ~ An+l(A)IIEx21i, 
since y E Mn and Ily\\ ~ 1 implies (Ay,y) ~ An+l (A). In either 
case, (3.6) or (3.7) yields 
(3.9) 
18 
So (3.5), (3.8) and (3.9) yield 
(3.10) 
Since the choice of X E n BX is arbitrary, we have 
( 3. 11) 
Since codim E-IM ~ n, we use the Courant minimax theorem to find 
n 
* sup (E AEx,x) L * inf sup (E AEx,x) 
XEE-IM Lc::K xEL 
n 
IIxl~l 
codim ~n Ilxl~l 
( 3. 12) 
* = "n+l (E AE) . 
The Lemma follows from (3.11) and (3.12). 
We are now ready to complete the 
Proof of Theorem 3.l(ii): Since A * and E AE are compact, 
the first statement is immediate. Now Ml ~ M2 ~ M3 ~ ... and the 
definition of imply that 
(3.13) 
Hence there is a P L 0 such that 
(3.14) 
So Lemma 3.2 yields 
P = lim P • n~ n 
• 
.. 
* A (E AE) 
n (3. 15) o < lim 
n~CD 
We need only show that p = o. 
A (A) 
n 
2 ~ p • 
19 
To this end, we choose a sequence (En 2. O)n~l such that En ~ 0 
at n ~ 00, and a sequence (x* E fE- 1M /E- 1ker A] n BX) ...... l such that 
n n n..::.. 
( 3. 16) 
* Then IIxn II s. 1 implies that is weakly convergent (through some 
subsequence, say (nk)k~l' of indices) to some 
of Schechter [71]): 
(3.17) * * x -"" x as k ~ CD . 
nk 
Moreover, the compactness of E imp lie s tha t 
* X E BX (Theorem VIII.4.2 
* EX~ converges 
* strongly to Ex as k ~ 00 (see Theorem 5.1.1 of Friedman [70]). 
This implies that 
(3. 18) . * * 1l.Itl IIEx II = IIEx II, k~oo nk 
and so (3.16) and (3.18) yield 
(3.19) * p = IIEx II· 
We first claim that * -1 x .J.. E ker A. Indeed, let 
Then 
( 3. 20) 
* * x -' x n k 
as k~CD and .J.. E- 1ker A imply 
* * (x ,x) = 1im(x ,x) = o. 
k nk 
-1 
x E E ker A. 
Since 
-1 
x € E ker A is arbitrary, x* .J.. E-~er A, as claimed. 
20 
We next claim that • -1 x € E ker A, i. e. , • Ex € ker A. Indeed, 
since (ker A)~ has the orthonormal basis ( Yj}jLl' it suffices to 
show that 
(3 .21) 
Given such an index j, choose 
for all j 2. 1. 
such that nk L j. Then for o 
any k L kO' we have nk L j, so that E E-1M implies nk 
(3.22) • • (x ,E y.) 
nk ) 
By (3.17), we thus find 
(3.23) 
• 
= (Ex ,y.) = O . 
~J 
• • lim (x ,E y.) = O. 
n~CD nk J 
Since the index j L 1 was arbitrary, it follows that x* E E-1ker A, 
as claimed. 
SO X* E E-1ker A n (E-1ker A)l. = 0, implying 
(3.24 ) • p = IIEx II = 0, 
completing the proof of the theorem. 
In order to consider the seminormed case, we will need to 
know whether it is true that 
(3.25) lim 
n->co 
• A (E AE) 
n 
"n+m(A) = 0 
for some positive integer mO. I 1 th n genera, e answer is in the 
negative whenever E is not of finite rank. 
Indeed, let 




* 2 2 
of E E corresponding to the eigenvalues El L £2 L" '> 0, so 
that 









(3.28) 0mn = 6mn (m,n L 1) J 
Le., Yl'Y2" " form a n orthonormal basis for 
(3.29) 
Now define A : Y -t Y as follows. Let 0.1 L 0.2 L" ' > 0 be 
given, with lim an 
n .... c:u 
choice of scalars 
~ O. For any Y E Y, there exists a unique 
77 1 ,772' " . and YO E 
M-' such that 
00 




(3.31) Ay:= r: 71nanYn' 
n~ l 
We then see that Yl'Y2"" are orthonormal eigenvectors of 
corresponding to the e i genvalues 0.1 ,0'2 ""J so that 
A (A) ~ n ( 3.32) n n' 
A 
22 
Moreover, let x € X, so that there exist a unique choice of 
* scalars ~l' ~2"" and Xo € ker E E such that 
(3. 33) 
we claim that 
(3.34) 
* which implies that x l ,x2 ' .•. are orthonormal eigenvectors of E AE 
corresponding to the eigenvalues 
(3.35) * 2 " (E AE) = a. e: • n n n 
Indeed, let X € X have the representation (3.33). Then 
since for any index n ~ 1, 
( 3. 36) 
Thus (3.33) implies that Exo € M~ in the representation 
(3.37) Ex = 
co 
L ~Exn + ExO = 
n=l 
and thus (3.30) and (3.31) imply 
00 (3.38) AEx = L ~ ¢" a. y = 
n=l 11 n n 
So 
( 3. 39) * E AEx = co * L ~a. E Ex 
n=l n n = 
as claimed. 
CD 
L ~ a. Ex . 
n.=l n n 
co 2 
L:!a.EX 
n= 1 "'n n n n' 
• 
23 
We now show that not only is (3.25) false in general, but the 
limit can be any positive number, or can go to infinity arbitrarily 
fast. 
Theorem 3.2. Given a compact linear E : X - Y, a positive 
integer m, and a sequence ~l ~ ~2 ~ ... of positive real numbers, 
there exists a compact, linear, non-negative, self-adjoint A : Y ~ Y 
such that 
* A (E AE) 
n 
for all sufficiently large n. Hence, for any ~ E [0,00], there 
exists an A for which 
lim 
n~<D 
* A (E AE) 
n 
= ~, 
and if ~ = 00, the limit can go to infinity arbitrarily fast. 
Proof: Let m be as in the statement of 
* the Theorem. Let E E be as in (3.26), and let A be defined by 
(3.30), (3.26), where now 







j = n - km). 
Then there is a positive integer nO such that (3.32) and (3.35) 
hold for all n 2 no. 
j = n - km to find 
Hence for k = rn- J. and 
.. m ,I 
(3.41) 
* 
" (E AE) 
.,...:.:n_...,..,...,.-- = 







= 'i<m+j E km+ j = 
a(k+l) m+j IJokm+j = IJo n ' 
proving the first statement. The second statement follows by 
taking IJo E ( 0, CD] to be the 1 imi t 0 f the as n-+CD. To 




n Y . 
Then ( 3. 32) and (3.35) hold for all n L. 1- So 
* 2 
" 
(E AE) a E 
-m 2 ( 3.43) n n n 
-'0 




We now consider the case where we have Hilbert spaces 3'1' 
~l" and J 2 where there is a -compact transformation E , ;';1 ~ ;;:1' 
so that when E is injective, P' E (~1) may be identified as a sub-
space of ;;'1 which has more "regularity" than the space J I , 
Let Jo and ~o denote the unit balls of ;}1 and ~l' respectively . 
Suppose that s: 3'1 ~;';2 is a bounded linear solution operator; 
then we define the solution operator S: ~l ~ ;}2 -by S = SE. We 
now consider the problems given by S with ;';0 and S with ;roo 
Ou r first result shows that for the normed case, replacing 
the problem (S,3' 0) by the problem Is ,<:j 0) does not increase the 
nth minimal radius beyond a factor of J! EII . 
Theorem 4.1. For all n) 0 , 
r (n,s,;} O) < IIE II r(n,s,:J O)· 
Proof: If E = 0, then S = SE = 0 and II Ell = 0, so that the 
inequality reduces to 0 < O. We now suppose that E 
" 
O. Let h 
be an i nformation operator on :;1 of cardinality at most n. Define 
- - - Then an information operator n on ;.11 by n,= nE. 
so that 
(4 .1) sup IIsz\\. 
- ~ z E ker h n <.to 
- n "to . Set y = Ez /\\ E\I . Then L e t z E ker n " 
1 1 <:"" - a 14 ,2) hy = WEU hEz = WEU nz - , 
so that y E ker h n ~O· So 
\ 4. 3) Ilsz \1 = Il sEz l1 = \l EII\l sy \l 
< \I Ell sup _ II sy\\ 
y E ker h n <.to 
#h < in < n, 
-
26 
Taking the sup over all such z and using (4 . 1), we have 
(4.4) 
Since h is an arbitrary information operator on 3 1 of 
cardinality at most n, we may take the inf over all such h 
to complete the proof of the theorem. 
Note that this result is nonasymptotic, holding for all 
n > O. We now give an asymptotic result which says that in 
--the limit, replacing (S,J O) with (5,3 0 ) helps beyond any positive 
factor, no matter how small. 
or 
or 
Theorem 4 .2. Either 
(i) S is bounded but not compact, in which case there exists 
( ii) 
( iii) s 
p > 0 such that 
and 
lim r(n,S,JO) = p 
n"OO 
s is of fin'te k 




a compact, but not of finite 







= lim r(n,s,~o) = 0 
n"'CD 
Proof: For part (i), let S be bounded and non-compact. 
Then Corollary 2.5.1 of [6] implies that there is a Po > 0 
such that r(n,s,3O
o
) ~ PO. Since r(n,S,3OO) is monotonically non-
increasing, the first statement in (i) follows. On the other hand, 
'" S bounded and E compact imply S = SE is compact. Thus 
Corollary 2.5.1 of [ 6] yields that rv r(n,S,J O) converges to zero. 
For parts ( ii) and (iii) , let X = 3'1' y= 3'2' A = S * S. Then 
* 
'A = A ~O and E are compact. Since the restriction map is the 
identity, it has trivial kernel, and so the indices of the problems 
(S,JO) and (S,Jo ) are zero. Thus (2.19) yields 
r(n S J ) = ~1/2(A) 
, , 0 n+l 
and 
( '" ~ ) 'nl /+21(E*AE) . r n,S,"'O = 1\ 
The result now follows immediately from Theorem 3.1. 
We now show how increased regularity improves optimal error 
behavior in the normed case. Consider a well-posed (i.e. bounded) 
linear problem H
r (1"'1) ,where U S defined on u is a smooth bounded 
. lRP region ~n . Thus there is a Hilbert space 
z such that 
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S : Hr(O) - Z is a bounded linear operator. We pick s > r 
and let E : HS(O) - Hr(Q) denote the inclusion injection, i.e., 
Ef:= f for f E HS(O). Setting ~:= SE (i.e., ~ is S 
restricted to HS(O)), we let 
(4.5) r e ( n, r) : = r (n , S , BH (0» 
and 
(4.6) '" s e ( n, s) : = r ( n , S , BH (0» 
denote the minimal errors of algorithms using information of 
cardinality at most n when the admissible inputs are the unit 
balls of Hr(m and HS(ro, respectively. 
Theorem 4.3. For all n > 0, 
e(n,s) < e(n,r). 
Moreover, precisely one of the following statements holds: 
(i) S is bounded, but not compact, in which case, there 




lim e(n,r) = e 
n .... ex:> 
lim e(n,s) = 0, 
n .... ex:> 
S is of finite rank, i h" h 
n w ~c case there is an integer 
no such that 
e(n,r) = e(n,s) = 0 for 
29 
or 
(iii) S is a compact, but not of finite rank, in which case 
and 
and <;:I S c1 0 = BH (~l). 
lim e(n,r) = lim e(n,s) = 0 
n~CD n~CD 
lim 
n .... CD 
e(n,s) = 
e(n,r) o. 
Since U·llr.s. U·U s ' we have UEU < 1. Hence the 
first statement follows from Theorem 4.1. By the Kondrasov lemma 
(see, e.g., pg. 114 of [6]), E is compact. Thus the second 
statement follows from Theorem 4.2. 
Thus either the problem can be solved exactly using a finite 
amount of information (case (ii» or increasing the smoothness of 
the problem by assuming the existence of additional derivatives 
improves the optimal error by more than any fixed constant factor 
as n .... CD (case (i) and (iii». 
Remark 4.1. If we replace Hr(O) and HS(O) in (4.1) and 
(4.2) by H~(O) and s HO(O), Theorem 4.2 still holds, since the 
inclusion injection EO : H~(O) ~ H~(O) is compact for r < s. 
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We now consider the case when regularity is measured by a 
Sobolev seminorm (as was the situation in the examples studied 
in [6]). In this section, we show that Theorem 4.3 does not hold 
when the unit balls BHr (n) and BH s (0) are replaced by the unit 
semiballs ~Hr(O) and oHs(O) (see (2.3)). In fact, we show that 
there is a penalty associated with increasing the regularity in 
this manner, and that this penalty can be arbitrarily big. On 
the other hand, we are able to show that a slight modification of 
Theorem 4.3 does hold in the seminormed case, and we give 
sufficient conditions for the original version of this theorem 
to hold in this case. 
We now let Z be a Hilbert space and let S: Hr(O) ~ Z be 
a bounded linear solution opera tor, where 0 C lR P is a smooth, 
bounded, simply connected region. We consider the problem defined 
by Sand J 0: = ~ ( 0) . 
It will be useful to write 30 in terms of a restriction 
operator T. Let ~l' ... '~m denote the multi-indices ~ in p 
variables such that I~I = r, so that 
(5.1) 
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Consider the Hilbert space L2 (O)m, and define a subspace V of 
L2 (0) m by 
( 5 . 2) [ ] T E V iff gl ... gm 
Lemma 5.1. V is closed in 
1Jo· 
D ~f = g. 
~ 
Proof: Since 0 is simply connected, 9 E V iff 9 
satisfies a set of q equations in H-l(O) of the form 
(5.3) o.g. -
°kg .(. = 0 ~ J 
where i,j,k,t are related by the relation 
1Jo· o D~t (5.4) O.D J = ~ k 
(1 ~ i ~ m) • 
which expresses the equality of the mixed partial derivatives of 
the function f for which (5.2) holds. Hence there is a bounded 
linear operator L L2 (O)m ~ H-l(O)q such that V = ker L, and 
so V is closed. 
Hence V is a Hilbert subspace of We now define 
T ar (m ~ V by 
(5.5) ~l IJom T Tf:= [D f ... D f] . 
By (5.2), T is a surjection. 
In what follows, it will be useful to have another characterization 
of the index of the problem. 
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* Lemma 5.2. The index n (T,S) of the problem (s,aO) is given 
by 
( 5 • 6) * * n = n (T,S) = dim S(ker T). 
Proof: First note that 
( 5 • 7) ker ( S I ker T) = ker T n ker S. 
Since dim ker T is finite, we let M = ker T in the equation 
(5. B) dim SCM) + dirn(ker sI M) = dim M. 
Using (5.7) and (2.17) , we find 
dim S(ker T) = dim(ker T) dirn(ker S I ker T) 
(5.9) = dim(ker T) dim(ker T n ker S) 
* = n (T,S) . 
In order to proceed, we let Pt(O) denote the space of poly-
nomials of degree t on O. 
of T given by (5.5).) Let 
(Note that P 1(0) is the kernel r-
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(5.10) 
denote the orthogonal complement of Pr_l(O) in Hr(O), so that 
(5.11) f E tf' (0) iff r f E H (0) and (f ,p) r = 0 "V PEP r- 1 ( 0) 
where ("')r is the inner product which yields the ll'U
r 
norm. 
By Theorem 3.1.1 of [2], the Hr{O) seminorm I· I r is a norm on 
i)r (0), equivalent to the usual quotient norm 11'1l~ on i)r (0) 
given by 
(5.12) II fll ~: = inf II f + pU r' 
pEP r-1 (0) 
The problem (S,aar(O» now induces a new problem (g,~o) by 
letting g: ~ (0) -+ Z be defined by 
(5.13) gf:= Sf for f E tf' ( 0) 
and letting 
(5.14) 
* ~ ~ .¢. Lemma 5.3. r(n + n ,S'~o) = r(n,~,~o)' 
Proof: We first let ~: ~(O) -+ ~n be a linear information 
operator of cardinality at most n. Define h 
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(5.15) [stJ hf:= fLf 
where f E ~ (n) and " P E Pr_l(O) are uniquely chosen so that 
(5.16) f = f + £. 
Then Lemma 5.2 yields 
(5.17) 
We claim that f E ker h n Jo implies f E ker fr n ~o and 
Sf = gt Indeed, given such an f, write f = f+£ as in (5.16) . 
Then f E JO implies 
(5.18) 
so that f E ~O' Moreover f E ker h implies 
(5.19) and " Sp = 0 
i. e. , f E ker ~ and 
(5.20) Sf = sf + S£ = sf = &f, 
proving the claim. 
From (2.14) and (5.17) ,we find 
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"*' ....) r(n + n ,s'~o ~ r(h,S,Jo) 
= sup Ilsfll 
fekerhn;o 
(5.21) ~ sup lIS'fll 
feker fr n ~o 
Taking the infimum over all ~ of cardinality at most n, we find 
(5.22) 
In order to prove that the inequality (5.22) is an equality, 
* . we consider an (n + n )th optLmal information for (S,Jo). By 
(2.4.12) of [6], this information has the form 
(5.23) [~h*nffJ ' h *f:= n+n 
where 
(5.24) ker n* = (ker T n ker S) ® (ker T)~ 
and there is a linear transformation L on V, of rank at 
most n, such that 






IT : Hr(O) ~ p 1(0) denote the orthogonal projector, 
r-
t = ITf in (5.16). Claim there exists an invertible 
n x n matrix M such that 
(5.26) h* = MSIT. 
To do this, we first show that 
(5.27) * ker h c ker SIT. 
* To see this, let f E ker h. By (5.24), we may write 
(5.28) .1 (f1 E ker T n ker S, f2 E (ker T) ). 
Then f1 E ker T implies f1 E Pr_1(0). Since IT is a projection 
onto Pr _ 1 (0), we have TIf1 = fl' Since f1 c ker S, we have 
(5.29) 
On the other hand, f2 E (ker T).l. = ~(ro implies that ITf2 = O. 
So 
(5.30) SITf2 = o. 
Hence f € ker SIT, proving (5.27). Since * ker h c: ker SIT and 
(5.31) . * * cod~ ker h = n = dim range SIT = codim ker SIT, 




where f and /I. are given by (5.16) and ff f ~ f because p = n n 
/\ ker T implies LTf = LT~. P E 
We now consider the information operator 7t 
n 
for the problem 
(S',~o)· Clearly Iff ~ n. We claim that ker 11 n A c ker h n ;';:0' ""0 
* n n n+n 
Indeed, let f E ker rt A Then f E ~o = ~ (0) n ~o implies n n ""0' 
f ~o' Moreover f ~(n) implies that /I. and f = f in E E P = 0 




establishing the claim. 
8ince *ff
n 
~ n, we use the claim above and the fact that 
S' = 81 to find ~ (n) 
r(n,S',~o) ~ r(f\n'S"~o) 
= sup l\S'fl\ 
A rt fE ""Orlker n 
(5.34) ~ sup 118fll fE ;Jonker h 
* n+n 
= r(h *,8';';:0) 
n+n 
* = r(n + n ,8, ;';:0)' 
the last by the optimality of 11 *. 
n+n 
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We wish to examine the effects of increasing regularity when 
~o is the unit semiba11 of a Sobo1ev space. Recall that Z is 
a Hilbert space, and that S : Hr(~ ~ Z is a bounded linear 
transformation. Choose s > r, and let E : HS(O) ~ Hr(O) denote 
the (compact) inclusion injection, as in Section 4. 
Lemma 5.4. ~(ro is a subspace of ~(~, and the inclusion 
injection ~: Its (0) ~ iF (~ is compact. 
Proof: To show that ~(O) is a subspace of iF(O), let 
f E IfS(O). Then f E HS(O) CHr(O), and (f,p)s = 0 for p E P
s
- 1 (0). 
Now for any p E Pr _ 1 (0), we have D~p = 0 for [~[ > r. So 
(5.35) I: (D~f ,D ~p>o 
r<[ ~I~s 
= (f p) = 0 
's ' 
since p E Pr_1(0) C P
s
- 1 (ro and f E IfS (0) = P 1 ( 0) J.. s-
f E {F (0) • 
Hence 
We now show that ~ is compact. Let (f j Jj:1 C #s(O) be 
bounded, say 
(5.36) I f·1 ~ M J s (j L 1). 
Since f. E ~ (0) = P 1 (O)J. , we find J s-
(5.37) 
IIf ·11 = J s inf IIf. + PI! pEP s _ 1 ( 0) J s 
= II f ·11" J s 
~ ci f.[ J s 
~ CM, 
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where the first inequality follows from the equivalence of I' Is 
and II· II; over ~ (0) • Since r < s, the Kondrasov lemma yields 
g E Hr(O) and a subsequence (jk) such that f. ~ g in ~(O). 
Jk 
Since Hr(O) = ~(O) 9 Pr-l(O), there exists f E ~(O) and 
p E Pr-l(O) such that 
(5.38) g = f + p. 
We claim that f. ~ f in ~(O). 
J k 
Indeed, pEP 1(0) implies 
r-
If. - fl = If. - g - p1r < If. - gl + Ip1r Jk r Jk J k r 
(5.39) = If. J k 
glr 
< IIf. - gllr' Jk 
so that f. ~ g in Hr(O) establishes the claim and the lemma. 
Jk 
Let S = SE as in Section 4. Then the commutative diagram 
(5.40) 








where g and " '"S are the restrictions of S and s to If (0) 
and ~(O),respectively (see (5.13». We claim that the diagram 
(5.41) commutes. Indeed, let f E ~(O). "-Then S = SE yields 
" (5.42) "- "-Sf = Sf = SE f = Sf. 
On the other hand f E ~(O) c If(o) , so that (5.42) implies 
t\ 
(5.43) §;ff = gf = Sf = Sf. 
" Thus §t = 5, i.e., the diagram (5.41) commutes, as claimed. 
We now are ready to discuss how the behavior of the 
optimal error chanqes when regularity is increased. Let 
s > r, let * n 
r 
and * n 
s 
respectively denote the indices 





e(n,r):= r(n,S, SH (0», 
"- 5 
e(n,s):= r(n,S,ffiI (0». 
We then have the following modification of Theorem 4.3: 
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(i) S is bounded, but not compact, in which case, there 
exists E > 0 such that 
while 
lim e(n,r) = E 
n-oo 
lim e(n,s) = 0, 
n-oo 
(ii) S is of finite rank, in which case, there is an 
integer nO such that 
* e(n + n ,s) = 
s 
* e(n + n ,r) = 0 
. r for 
(iii) S is compact, but not of finite rank, in which case, 
and 




* e(n + n ,s) 
s 
= o. 
Proof: Using (5.44) and Lemma 5.3, we have 
while (5.45), Lemma 5.3, and (5.41) yield 
(5.47) 
* e(n + n ,s) = 
s 
* ~ s r(n+n ,::s,a)H (0» 
s 
1\ 
= r (n,~ ,B~s (0» 
The result now follows from (5.46), (5.47), Lemma 5.4, and 
Theorem 4.2. 
As a corollary, we can give sufficient conditions for 
Theorem 4.3 to hold: 
Corollary 5.1. Suppose that either 
* * (5.48) ns = nr 
or there is a y > 0 such that 
(5.49) e(n + 1,r) ~ ye(n,r) 
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for all n sufficiently large. Then for any compact S, not 





Note that (5.48) or (5.49) holds in all of the examples 
mentioned in Section 1. The condition (5.49) tells us that the 
problem (S,~Hr(O» cannot be "too easy", i.e., the error should 
decay no faster than geometrically. 
On the other hand, we now show that a result like (5.50) 
cannot hold for all problems. 
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r ( n , g~ , BAs (0) ) 
r(n + m,g,BAr(o)) 
Now let X = ~s ((1), Y = ~r (0), and E = ~ in the notation 
preceding Theorem 3.2. Let g : Y - Y be an injection. Let 
Z = P 1 (0) x Ar (Q) with norm 
r-
(5.52) 
Finally, S Hr(O) - Z is given by 
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(5.53) Sf:= 
where f = ~ + ~ as in (5.16). 
By construction, S is injective, so that (2.16) yields 
* (5.54) n = dim P l(n) r r-
and 
* (5.55) ns = dim Ps-1 (0) . 
Hence m > O. Now finally choose ~ = A1/2, where A is defined 
as in Theorem 3 . 2 , with replaced by 2 Then j..l. tl . 
* 
r
/2 r(n,'~~,B~s(n) ) A. (E AE) (5.56) lim [lim n = = ~ . r(n + m,~,B~r(n» A. + (A) n- CO n- CC n m 
The Theorem now follows from (5.51) and (5.56). 
Hence, the penalty for increasing regularity may be 
arbitrarily great in the seminorrned case. 
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6. ~~SX ~'1t~~ 
In this section, we translate our results on optimal 
error behavior into results on computational complexity. We 
show (roughly speaking) that both in the normed and seminormed 
cases, increasing regularity improves complexity~ however, there 
are problems for which improvement means only that the complexity 
gets no worse. 
The model of computation will be that specified by Chapter 
5 of [6]. That is, if H is a Hilbert space, evaluation of 
~f and f + g (~ a scalar, f,g E H) and evaluation of a 
linear functional on H have finite complexity. We let c 
denote the complexity of evaluating a linear functional~ we 
assume that evaluation of ~f and f + g have unit complexity, 
in order to normalize the measure of complexity. We generally 
would expect c» 1. 
(6.1) 
We first consider the normed case. Let 
comp(E,r) := inf comp(~) , 
~ 
where comp(~) denotes the complexity of the algorithm ~ for 
the problem (S,BHr(O)) and the infimum is taken over all such 
algorithms ~ for which e(~) < E. Similarly, 
(6.2) comp(E,s) := inf comp(~) , 
:p 
where the infimum is now taken over all algorithms ~ for the 
problem (S,BHs(O)) for which e(~) ~ E. Define the E-cardinality 
numbers by 
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(6.3) m(£,t):= inf N(e:,t), 
where 
( 6 • 4) + t N(e:,t):= [n Ell: r(n,BH (0)) ~ e:} 
for t = rand t = s. (That is, m(e:,t) is the smallest integer 
n such that the nth minimal radius of information is at 
most e: for data in the unit ball of Ht(O).) Then Theorem 
3.4.2 and Lemma 5.2.2 of [6] yield 
(6.5) comp(£,t) = (c + at)m(e:,t) - 1, 
where at E [1,2]. 
We first discuss the behavior of the e:-cardinality numbers. 
Theorem 6.1. Let s > r. 
(i) For any £ > 0, and any solution operator, 
m(£,s) ~ m(e:,r) . 
(ii) There exists a solution operator for which 
lim m(e:,s) - 1 
e:-O m(e:,r) - . 
Proof: (i) follows from the first statement in Theorem 4.2. 
To see (ii), let Y1'Y2"" be the orthonormal eigenfunctions 
* 2 2 of E E corresponding to eigenvalues £1 ~ e: 2 ~ ... ~ O. Recall 
that e: ~ cn-~ for ~ = s - r Now define S : Hr(O) - Hr(O) 
n N 
by 
( 6. 6) SEy 
n 
I-n 
= e Ey 
n 
(Recall that [EY1,EY2' ... ] is complete in Hr(O).) Then 
An(S*S) = e 2 (1-n) and An((SE)*(SE» ~ [cn-~e(1-n)]2, i.e., 
(6.7) r(n,BHr(O» = -n e and s -IJ, -n r(n,BH (0» ~ cn e . 
We then have 
( 6 • 8) m (£, r) = In 1 
£ 
and m (£, s) ~ In 1 
£ 
completing the proof of the theorem. 
We then have 
Theorem 6.2. Let s > r in the normed case. 
(i) For any solution operator, 
(
c + a ) 
comp(£,s) ~ c + a; comp(E,r) V E > 0, 
so that, if S is not of finite rank, 
c + a 
lim sup comp(E,s) < s 
~O comp(E,r) c + a r 
(ii) There exists a solution operator for which 
lim comp(£,s) = 
£-0 comp (£, r) 
c + as 
c + a 
r 
Proof: Immediate from (6.5) and Theorem 6.1. 
47 
Since we generally expect c» 1, the first part of Theorem 
6.2 tells us that 
( 6 • 9) lim sup comp(E,s) < c + 2 ~ 1, 
s-O comp(E,r) c + 1 
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while the second part of the theorem tells us that there is a 
problem for which 
(6.10) lim comp~E's~ > c : ~ ~ 1. 
s-O comp E,r c 
We may roughly paraphrase (6.9) by saying that increasing 
regularity improves complexity; (6.10) tells us that there 
are problems for which "improvement" means only that the behavior 
of the complexity does not get worse. 
We now consider the seminormed case. Let 
(6.11) comp(E,r) := inf comp(~), 
~ 
where comp(~) is the complexity of the algorithm ~ for the 
problem (5,~Hr(O» and the infimum is taken over all such 
algori thms ~ for the problem (5 ,d~Hr (0» for which e (~) < E. 
Similarly, 
(6.12) comp(E,s):= inf comp(~), 
~ 
with the infimum now being taken over all algorithms ~ for 
the problem ls, ~~Hs (0» for which e (~) ~ E. We now define the 
E-cardinality numbers by 




(6.14) + t N(o,t):= [n E?l : r(n,IlH ([J)) < oJ 
for t = rand t = s. Then (as in the normed case) there is 
an at E [1 , 2] for which 
(6.15) comp( e::, t) = (e + at)m(£,t) - 1 
for t = rand t = s. 
We first discuss the behavior of the e;-cardinality numbers. 
Theorem 6.3 . 













m(E,r) < 1. 
(ii) There exists a solution operator for which 
lim 
<~O 
Proof: (i) By Theorem 4.2, lim [r (n,Blls([J)) / r(n,Bllr([J)) 1 = o. 
Hence there is an nO E. ll+ 
so t hat Lemma 5.3 yields 
(6 . 17 ) r(n + * s n , ~H ([J)) S 
~co 
such that 
< r(n + * r n , Il H ([J)) 
r 
Let 
To prove (6.16), let E E (O,E O]. If N(E,r) is empty, 
the right-hand side of (6.16) is infinite, so that (6.16) is 
trivial. So, let n E N(s,r). Since 
* 
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* Using (6.18), and replacing "n" by "n - n " in 
r 
(6.17), we have 
* r(n + n 
s 
* * 
* s r n ,~)H (0)) < r (n,i~H (0)) < E, 
r 
so that n + ns - nr E N(s,s); so, 
* * m(s,s) = inf N(E,S) ~ n + ns - n
r
. 
Since n ~ N(E,r) is arbitrary, (6.16) follows. 
To prove (6.17), let 5 not be of finite rank. Then 
lim m(E,r) = 00, so that (6.16) yields (6.17). 
To prove (ii), let Y1'Y2'.'. be the orthonormal eigen-
functions of ~*~ 2 2 E E corresponding to eigenvalues £1 ~ £2 ~ ... ~ O. 




and let S restricted to 
Pr - 1 (0) be the zero operator. Then 
• 




r -n 5 -IJ, -n 
r(n,SH (0 )) = e and r(n,8H (0)) - en e , 
m(s,r) = In 1 
E 
and m(s,s) _ In 1 
E 
completing the proof of the theorem. 
Remark 6.1. Note that Theorem 6.3 gives an asymptotic 
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result, i.e., one for all sufficiently small E. One can also 
prove the nonasymptotic result 
(6.22) V E > O. 
When II ~ II ~ 1, (6.22) implies that (6 . 16) holds for all E > O. 
However, it is possible t o choose 0 so that \I ~ II > 1. (For 
example, let r = 0, 5 = I, N = 1; then set 0 = ( - a,a) with 
a > / 3.) In this case, (6.22) does not imply that (6.16) holds 
for all E ) O. In fact, when !I ~ lI > 1, one can construct a 
solution operator for which (6 . 16) does not hold for all E > O. 
To see this, let 5 : Hr(O) ~ Hr( O) be given by 
with 01 ~ 02 > •.. > 0 and Y
n 
as in the proof above, and 
define S t o be zero on Pr_1{ O). Then 
and 
50 that II ~II > 1 yields 
i.e., Lemma 5.3 yields 
(6.23) * s r (n
s 




* (6.24) m( E,r) = n 
r' 
* while (6.23 ) yields r (n
s 
,ilH s (n) ) > E , 
* (6.25 ) m(E,s) > n . s 
From (6.24) and (6.25), we find 
So, (6.16) cannot hold for all E > O. 
so that 
* 
- n • 
r 
We may then use (6.15) and Theorem 6.3 to prove 
Theorem 6.4. Let 5 > r in the seminormed case. 
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(il For any solution operator, there exists EO > 0 such 
that 
camp ( E. , 51 < (C 
- C : :;)comp«,r) + (e + * - n ) + 
r 
'« (O, £ J 
o ' 




so that for S not of finite rank, 
( ) c + as lim sup comp s,s < 
E~O comp(s,r) c + a r 
(ii) There exists a solution operator for which 
c + a 
lim comp(s,s) = 
E~O comp (E, r) 
c + a 
s 
Since we generally expect c» 1, we would expect 
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s -----.;~ ~ 1. 
c + a r 
Hence this theorem tells us that increasing regularity 
improves complexity, although there are problems for which the 
improvement means that only the complexity gets now worse. 
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In this paper, we have examined the role of regularity in 
determining complexity. Here, we consider some open problems 
in this area, 
We first consider the narmed case. We saw that 
lim e(n,s) / e(n,r) = 0 when r < s. Is there any way of 
n-CD 
measuring how fast the ratio tends to zero, given (say) r I 5, 
and some knowledge of the solution operator 5? There appears 
to be no way of extending the proof in this paper (which uses 
a compactness argument) to find such a rate. 
It would also be reasonable to consider problems defined 
over the Sobolev space Wr,p(O). In this case, it is easy to 
see that d In,s) ~ d{n,r) for all n when s > r, where d(n,t) 
is the nth minimal diameter of information for data in BWt,P(O) 
(see [6, pg . 11l). Is it still true that lim e(n,s)/e(n,r) = O? 
n-::O 
The proof of such a statement would follow from a theorem on 
ratios of n - widths, similar in flavor to Theorem 3.1. Such a 
theorem ("increasing compactness speeds up the decay of n-widths") 
is plausible, but its proof could not use the eigenspace techniques 
of Section 3. 
We now consider the seminorned case. Although we know that 
there exist problems for which increasing regularity is harmful 
(in the sense of Theorem 5.2) , we know of no naturally-occurring 
problem for which this is the case. Is there a non-contrived 
problem for which increasing regularity worsens 
behavior of the optimal error? 
the asymptotic 
It is also of interest to f' ~nd classes of problems for 
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which increasing regularity (again, in the seminormed sense) 
improves the asymptotic behavior of the optimal error. For 
example, if we look at problems defined over r ~)HO (0), the 
Friedrichs inequality allows us to use the results in Section 4, 
so that lim e(n,s)/e(n,r) = O. Corollary 5.1 gives other 
n .... m 
conditions which are sufficient to yield this result. What 
are necessary and sufficient conditions for increasing seminorm 
regularity to improve the asymptotic behavior of the optimal 
error in the seminormed case? 
We next note that the strongest statement that one can 
make is (roughly) that increasing regularity does not make the 
complexity worse; this is because there exist problems for 
which increasing regularity leaves the complexity unchanged. 
On the other hand, for many naturally-occurring problems, we 
have lim comp(E,s)/comp(E,r) = 0 whenever r < s. It would 
E-O 
be useful to characterize the problems for which this holds, 
while an even more ambitious task would be characterizing the 
problems for which the complexity ratio goes to zero as a given 
function of E. 
Finally, we point out that this paper only deals with 
linear solution operators. Does increased regularity lower 
complexity when the solution operator is nonlinear? 
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