Abstract-The focus of this work is on developing probabilistic models for temporal activity of users in social networks (e.g., posting and tweeting) by incorporating the social network influence as perceived by the user. Although prior work in this area has developed sophisticated models for user activity, these models either ignore social network influence completely or incorporate it in an implicit manner. We overcome the nontransparency of the network in the model at the individual scale by proposing a coupled hidden Markov model (HMM), where each user's activity evolves according to a Markov chain with a hidden state that is influenced by the collective activity of the friends of the user. We develop generalized Baum-Welch and Viterbi algorithms for parameter learning and state estimation for the proposed framework. We then validate the proposed model using a significant corpus of user activity on Twitter. Our numerical studies show that with sufficient observations to ensure accurate model learning, the proposed framework explains the observed data better than either a renewal processbased model or a conventional (uncoupled) HMM. We also demonstrate the utility of the proposed approach in predicting the time to the next tweet. Finally, clustering in the model parameter space is shown to result in distinct natural clusters of users characterized by the interaction dynamic between a user and his network.
I. INTRODUCTION

S
OCIAL networking websites such as Facebook, Twitter, etc., have become immensely popular with hundreds of millions of users that engage in various forms of activity on them. These social networks provide an unparalleled opportunity to study individual and collective behavior at a very large scale. Such studies have profound implications on wide-ranging applications such as efficient resource allocation, user-specific information dissemination, user classification, rapid detection of anomalous behavior such as bot or compromised accounts, identification of macroscopic behavioral trends in online users, etc.
The simplest point process model for user activity is a Poisson process, where each activity event (e.g., posting, tweeting, and announcement) occurs independent of the past history at a timeindependent rate. However, recent empirical evidence from multiple sources (email logs, web surfing, letter correspondences, research output, etc.) suggest that human activity patterns have distinctly non-Poissonian characteristics. In particular, the interevent duration distribution (which is exponential for the Poisson process) has been shown to be heavy tailed and bursty for a number of different activity types [1] , [2] . Different mechanisms have been put forward to explain the non-Poissonian nature of the activity patterns [2] - [9] . Nevertheless, despite significant recent progress, open questions remain. Most remarkably, at the individual scale, existing studies so far have mostly discarded the role and impact of the social network where the user activity takes place, instead describing each user via an independent stochastic process. On the other hand, it is clear that social interactions on networks affect user activity, and discarding these interactions should generally result in sub-optimal models.
The main contribution of this paper is to develop a probabilistic model of user activity that explicitly takes into account the interaction between users by introducing a coupling between two stochastic processes. Specifically, we propose a coupled hidden Markov model (coupled HMM) to describe inter-connected dynamics of user activity. In our model, the individual dynamics of each user is coupled to the aggregated activity profile of his 1 neighbors (friends or followers) in the network. While a user's activity may be preferentially affected by specific neighbors, the predictive power of the model can be substantially improved using the aggregated activity of all the neighbors. The hidden states in our model correspond to different patterns in user activity, similar to the approach suggested in [6] . However, here the state transitions are influenced by the activity of the neighbors, and in turn, the activity of the aggregated set of neighbors is influenced by the state of the given user. While many variants of the classical HMM approach exist in the literature, the key distinguishing feature of this work is the bi-directional influence between the activity of a user and his network, specifically tailored for social network applications. Nevertheless, being a variant of the conventional (uncoupled) HMM, the proposed model enjoys the same computational advantages in terms of parameter learning as [6] and other HMM variants.
We perform a number of experiments with data describing user activity traces on Twitter, and demonstrate that the proposed approach has a better performance both in terms of explaining observed data (model fitting) and predicting future activity (generalization). In particular, we report statistically significant improvement over two baseline approaches, a renewal processbased model and a conventional HMM. Furthermore, we use the learned models to cluster users, and find that the resulting cluster structure allows intuitive characterization of the users in terms of the interaction dynamics between a user and his social network.
The rest of the paper is organized as follows. Section II provides a detailed overview of the literature on activity profile modeling, especially as applicable to the social network context and the limitations of this body of work. Section III proposes a coupled HMM framework for the activity profile of users that overcomes some of these limitations. Section IV develops simple algorithms to learn these model parameters and how to use the proposed framework for data fitting and forecasting. Section V validates the modeling assumptions and illustrates the utility and efficacy of the proposed approach with data from [10] . Concluding remarks are provided in Section VI.
II. A SURVEY OF MODELS FOR SOCIAL NETWORK ACTIVITY
Recent research on social networks has focused on understanding the properties of networks induced by social interactions, modeling information diffusion in such networks, characterizing network evolution in time, etc. In contrast, in this work, we are interested in modeling the temporal activity of users' communications in such networks. In particular, let denote the time-stamps of a specific user's tweets (or posts) over a given period-of-interest. We can equivalently define the intertweet duration as
≜
The main goal of the modeling exercise is to develop a probabilistic framework to capture the evolution/trajectory of ≜ .
A. Point Process Models
The time-series can be viewed as a point process in discrete-time 2 and classical approaches (see [11] for examples) can be pursued to develop models for the temporal activity of users. The Poisson process, which is the simplest point process model, corresponding to an inter-event duration model of an exponential density is a good model for traffic flow patterns [12] , inventory control [13] , call blocking in wireless systems [14] , peer seeding time in a BitTorrent setting [15] , node lifetimes in the microscopic picture of social networks [16] , terrorism [17] , etc. However, it is now well-understood that the simplicity of the exponential density (one-parameter characterization) constrains the model fit both in the small inter-tweet (bursty) regime as well as the large inter-tweet (tails) regime. As a result, its usefulness in broad areas such as Internet topology characterization [18] , Internet traffic measurements [19] , finance [20] , etc., has remained questionable.
Barabási and coworkers have explained the non-Poissonian nature in human-driven activity patterns as arising due to a queuing process driven by a certain decision-making (priority selection) mechanism [1]- [3] or due to short-term memory between individual decisions [21] , [22] . In particular, these works have showed that priorities across different tasks result in heavy tails and bursty dynamics, whereas a first-come, firstserved or random task execution mechanism results in Poissonian dynamics. From a modeling perspective, while these mechanisms are complex, there has been a strong interest in mimicking the emergent behavior by using simplistic parametric models for the inter-event duration. In this context, two-parameter extensions of the exponential such as the gamma or Weibull 3 density (see Table I ) allow a better fit in both the bursty as well as the tail regimes. In particular, a Weibull model has been proposed for modeling the time between consecutive updates of a webpage TABLE I  MODELS FOR OBSERVATION GIVEN STATE   2 is a process in discrete-time due to sampling constraints in data collection and processing. 3 Weibull is sometimes referred to as a stretched exponential.
[23], inter-post duration in the context of instant-messaging networks [24] , accessing patterns in Internet-media [25] , understanding inter-post dynamics of original content in general online social networks [26] , and inter-call duration in cell-phone networks [27] . More recently, researchers have used self-exciting point process models to describe temporal activity patterns of individuals. Originally suggested in seismology to model aftershocks of earthquakes [28] , where one event triggers a subsequent event, self-exciting processes have become popular modeling tools in a number of diverse applications that mirror this action-reaction behavior. For example, self-exciting processes have been used to study reciprocity in communications [29] , event sequences in conversations [30] , and dyadic (interaction) event attribution in social media [31] . Other applications that are relevant to social sciences include the analysis of inter-gang violence [32] , [33] , crime modeling [34] , etc.
B. Hidden Markov Model
An alternative mechanism to priority selection is motivated by circadian and weekly cycles in human activity, task repetition, and changing communication needs, and has been suggested in [4] and [5] for explaining the heavy tails in inter-event durations. This mechanism is modeled as a cascade of two processes where the primary nonhomogenous Poisson process captures the circadian and weekly cycles. An event from the primary process results in a cascaded process, which is also Poissonian, but occurring at a different rate. Thus, bursts in activity are explained by associating them with the Poisson cascade that is further punctuated by long periods of inactivity corresponding to the primary process. In other words, the inter-event duration is a mixture of different processes, each with its own distinct rate of occurrence.
Although this model has been shown to be consistent with empirical observations, it is computationally intensive in terms of parameter estimation. Further, the hypothesis that the underlying mechanism is generated by a mixture of processes of distinct rates can be efficiently captured by the classical HMM framework. In the HMM framework, each distinct process is associated with a hidden/latent state that is unobserved and the evolution of observations is captured by the switching between the hidden states (which can be explicitly modeled). While the theory of HMMs is mature and well-developed, and HMMs have been fruitfully applied in engineering practice (see [35] - [39] for examples), HMM-driven approaches for social network applications have been sporadic at the best. In particular, Malmgren et al. [6] has proposed a HMM for the activity of users in an email/ communication network and HMMs have been suggested for short message correspondence in [40] and Digg activity in [41] . On the other hand, the causal state model [42] , which tries to build a simple yet maximally predictive model of a process, has been used for analyzing neuronal spike trains [43] and temporal activity patterns of Twitter users [44] .
We now briefly explain the HMM framework in the simplest nontrivial setting where underlying states reflect a measure of the user's activity. [22] , [45] . The state transition probability matrix P P is given as P with P ≜ P and . The density of the initial state is denoted as P . Note that the switching from the Inactive state to the Active state in the HMM paradigm can capture the day/night and work/home patterns of individual users without any further explicit modeling. Further, explicit modeling of circadian and weekly cycles in social network settings is more difficult than for email communications due to the "often on" and more random nature of social network interactions.
Assumption 2-Observation Density: In general, is hidden (unobservable) and we can only observe (or equivalently, ). In the Inactive state, form samples from a "low"-rate point process, whereas in the Active state, form samples from a "high"-rate point process. Specifically, let the probability density function of be given as for an appropriate choice of and . Model Learning and Inference: Given the observations , a locally optimal choice of model parameters ≜ is sought to maximize the likelihood function P . This goal is simplified by the fact that [46] , [47] maximizing a certain other function (commonly called the Baum's auxiliary function), that is defined as
with a certain initial choice of HMM parameters in the variable, also leads to a local maximization of P . In fact, the above argument is the same argument that leads to the more richer parameter estimation algorithm, the expectationmaximization (EM) algorithm [46] , [48] . Further, the maximization of the auxiliary function breaks into a term-by-term optimization of individual model parameters [35] , [36] . Thus, given , the model parameters can be re-estimated via an iterative algorithm (the well-known Baum-Welch algorithm) to obtain locally optimal estimates.
In In the case of observation density parameters, both the exponential and gamma densities allow simple re-estimation formulas (see Table I for details on the Baum-Welch estimate of the parameters and [17, Supplementary A] for similar derivations). However, estimating the parameters of the Weibull density requires solving a pair of coupled equations 4 in the model parameters (often, a numerically intensive procedure). Further, both the gamma and the Weibull densities lead to comparable modeling fits. Thus, it is often useful to restrict attention to the exponential and gamma model choices in data fitting. In addition to the Baum-Welch algorithm that optimizes model parameters from a maximum-likelihood viewpoint, an alternate approach known as the Baum-Viterbi algorithm [37] that (locally) jointly optimizes the tasks of parameter and state estimation can also be pursued. At this stage, 5 it is important to note that the local optimality of the parameter set is in itself not as important vis-a-vis how close this parameter set performs in optimizing the objective function (relative to its global optimum). Thus, other approaches for choosing parameters based on maximum mutual information criterion [57] , minimum discrimination information criterion [58] , [59] , non-negative matrix factorization [60] , etc., have also been explored in the literature.
It is often of interest to infer the underlying states (that cannot be observed directly) from the observations . For example, knowledge of the propensity of a user to transition from the Inactive state to the Active state could be exploited by placing targeted ads or relevant news-feeds on the user's timeline. For the purpose of state estimation, the model parameters learned via the Baum-Welch algorithm are used with a procedure such as the Viterbi algorithm [35, Sec. III-B] to estimate the most probable complete state sequence associated with the observations. While the Viterbi algorithm is an algorithm motivated by dynamic programming arguments and is hence noncausal, approaches for low-delay state estimation are well-understood (see [37] for details on many of these algorithms).
C. Interacting HMMs
An important feature that characterizes the priority selection mechanism is that human behavioral patterns are driven and primarily determined by responses to/from others. On the other hand, the HMM framework that models circadian and weekly cycles does not explicitly incorporate the social network in modeling. Thus, in a certain limited sense, the priority selection mechanism and the HMM framework can be simplistically viewed as corresponding to two extremes on how to incorporate the macroscopic entity (the underlying social network) in a model for the microscopic entity (an individual user).
With a broad interest in social network influence, sociology has empirically explored notions such as opinion formation and information diffusion for many decades [61] - [67] . Understanding the importance of social influence in spreading and shaping of economic ideas and behavioral outcomes from an organizational perspective has received attention over the years [68] - [70] . From a more mathematical perspective, the statistical physics community has studied influence (or information) cascades on networks within the so-called linear threshold model (LTM) [71] , [72] . In particular, recent studies have analyzed the impact of various structural features such as degree correlation [73] , [74] , modularity [74] - [77] , clustering [78] , etc., on LTMbased cascading processes on networks. More recently, the study of social influence on viral marketing and information spread in online networks has gained significant attention [79] - [85] .
While most of these works take either a graph theoretic or game theoretic perspective, temporal activity models that traverse between the two extremes of priority selection and the HMM framework by incorporating the influence of a user's social network (denoted by the variable ) on his activity ( ) have received only limited attention in the literature. Some examples of such a bridging effort include user-generated activity traces used for inferring underlying social relationships [86] - [88] , incorporating similarities in the behavior of users in a specific user's social network to model his actions [89] , [90] , a Poisson regression model to determine the users that most influence a given user [91] , and a user activity-driven (rather than connectivity-driven) model for social network evolution [92] .
In this context, it must be pointed out that HMMs are ill-suited in settings where multiple processes interact with each other and/ or information about the history of the process needed for future inferencing is not reflected in the current state. Thus, we are interested in a class of interacting HMMs, where we build on the HMM architecture and incorporate complicated dependencies between several interacting variables in social network settings. In this goal, we now summarize the architectures of some of the variants of the HMM set-up. The conditional dependencies driving the involved variables for these different architectures are summarized in Table II . The number of model parameters 6 for these architectures with states for , parameters describing the network influence structure , and parameters in each state for the observations are presented in Table III . The simplest extension of the HMM architecture, an autoregressive (AR) HMM [49] - [51] , ties the evolution of the user's activity to his state and his past activity/observations ( in a first-order model). In particular, as long as the user stays in the same state, the observations follow an AR model. Thus, by replacing the conditional densities of the observation with an AR form, parameter learning as well as state estimation can be performed as with the uncoupled HMM case. While this model can capture long-term correlation between observations (as is the case during a bursty phase), it does not incorporate the influence of the user's network ( ) on his activity or on the state.
A certain abstract analog of the AR HMM is the latent feature propagation model introduced in [52] , where the current value of a feature/state at a user is not only determined by the past value of the feature at that user, but also on past values of the features of all the users in the social network of the given user. However, the observation evolution is directly determined by the state evolution. Model parameters in this case can be estimated using Markov Chain Monte Carlo methods and the model is useful in certain social network applications (see examples in [52] ). However, this model is not a true generalization of the HMM framework and the influence of the network is not explicit. A more general framework that tries to overcome the above limitation is the class of input-output HMMs proposed in [53] , [93] , and [94] . Here, the user's activity (denoted as the output of the model) is not only dependent on his state , but also on an input such as the network influence structure . Similar to the HMM framework, the conditional density of the output given input has a Markovian structure, which makes the proposed architecture a form of supervised learning. Further, this structure can be exploited in learning model parameters with an EM algorithm. A significant feature of this framework is that it views the network as an external input that in itself is uninfluenced by the state. While a uni-directional/one-sided evolution paradigm is useful in speech applications, a more general two-sided evolution is important in social network applications, but is not captured by the model.
Another framework that has become popular in audio-visual applications is the case of factorial HMM [54] , where the state can be factored into multiple state variables, each of it evolves only dependent on its past. Variants of the factorial HMM include linked HMMs [95] that model symmetrical influences between variables, and hidden Markov decision trees [96] where a dominant state influences a hierarchy of states in a cascade-like fashion. While the EM algorithm directly extends to all these settings, it is computationally intractable as it is equivalent to a combinatoric HMM. Simplified algorithms based on Gibbs sampling and mean field theory (variational approximations) considerably ease the computational burden in model learning and inference. In the social network context, a particular coupled variation of the factorial HMM proposed in [54, Sec. 5.2], [97] , and [98] can be seen to be useful by viewing the network influence structure as an additional state of the system rather than as an external input as in the input-output HMM case. The coupling means that the current state of the user depends not only on his past state , but also on the state of the network . Nevertheless, as before, the evolution of the user's network is weak and one-sided (i.e., it is independent of the user's interaction), or symmetrical and nonexplicit as in the linked HMM case.
An alternate modeling approach, called the fully coupled HMM, overcomes the limitations arising due to one-sided evolution by ensuring that the state of the user and the network influence each other. In general, a fully coupled HMM is a special case of the more general theory of dynamic Bayesian networks [99] - [101] , which represents probability distributions as graphs with the nodes corresponding to random variables and the links representing conditional independence relationships between them. Unless the conditional dependencies are appropriately structured, the price to pay for such generality is that model parameter learning and state estimation can only be realized (computationally efficiently) by approximation algorithms with no guarantees on optimality of the parameter estimates.
To overcome this difficulty, a structured architecture is proposed in [55] and [102] , where the interaction between and is multiplicative P P P P P P Alternately, [56] proposes another coupled HMM architecture with an additive interaction structure P P P P P for appropriate normalization constants and . While parameter learning algorithms simplify in both [55] and [56] relative to the fully coupled HMM case, from a social network perspective, the number of model parameters remain large for small values of and relative to the proposed coupled HMM architecture in this work. For example, these structured coupled HMMs are described by 10 and 18 model parameters with an (and 12 and 20 parameters with ) parameter observation density in each state relative to 8 and 10 model parameters with the proposed model in the same settings (see details in Section III for the proposed model and Table III for the number of parameters). Motivated by the above theoretical abstractions, coupled HMMs and their many variants have been applied in diverse settings including models for complex human actions and behaviors [55] , [103] , electroencephelogram (EEG) classification [56] , freeway traffic modeling [104] , audio-visual speech [105] - [107] , digital communications [108] , spread of infection in social networks [109] , etc.
In addition to these models, there have also been many connectionist or hybrid approaches [110] - [114] in the literature that combine the theory of HMMs with that of artificial neural networks to generate sophisticated probabilistic models for classification of different types of speech and biomedical signals. In addition to being architecturally complex, these approaches also require more intensive gradient descent algorithms for parameter learning.
In the backdrop of the above discussion, the sequel provides a missing link for a network-driven approach to capturing individual behavioral patterns. For this, we propose a coupled HMM architecture that offers a principled, novel, and easily motivated modeling framework, specifically useful for social network contexts. Despite being simple, it offers significant performance gains over the classical HMM architecture and its variants. As the subsequent discussion will show, the proposed architecture has also the added benefit of allowing model learning via simple re-estimation formulas.
III. INFLUENCE-DRIVEN HMM FRAMEWORK
To develop this influence-driven model, we make the following additional assumptions on top of the assumptions in Section II-B. The dependence relationships that drive the coupled HMM framework for user activity are illustrated in Figs. 1 and 2 .
Assumption 3-Influence of Neighbors: In addition to , the evolution of is also influenced by the aggregated activity of all the users interacting with and influencing the user-ofinterest ("neighbors," for short). While neighbors is a broad rubric, we restrict attention to the friends and followers in this work. For example, a series of tweets from the neighbors can result in a reply/retweet by the user, or a long period of nonactivity from the neighbors could induce the user to initiate a burst of activity. Let the variable ( ) capture the influence of the neighbors' tweets on the user-ofinterest. Examples of candidate influence structures (information theoretically, is viewed as a side-information metric) include: 1) a binary indicator function that reflects whether there was a mention of the user between and (or not); 2) the number of such mentions; 3) total traffic (aggregated activity) of the friends of the user, etc. Motivated by the same short-term memory assumption as before, the coupling between and is simplified by the Markovian condition that P P . In general, to keep computational requirements in inferencing low, it is helpful to assume that the evolution of is captured by a summary statistic such that P P P with P ≜ P where P and P
In particular, the choice I > for a suitable threshold implies that the user switches from the transition probability matrix P to P depending on the magnitude of the influence structure. To paraphrase, the user evolves according to a baseline dynamics corresponding to P if his network activity is below a certain threshold and evolves according to an elevated dynamics corresponding to P if his network activity exceeds that threshold. The discussion on model learning in Section IV-A elaborates on a simple method to determine an appropriate choice of . The discussion on model validation in Section V-A provides some empirical justification for this assumption.
Assumption 4-Evolution of Influence Structure: Noting that is a function of the activity of all the neighbors (and not a specific user), we hypothesize that is dependent on , but only weakly dependent on . Motivated by this thinking, we make the simplistic assumption that P P Rephrasing, (1) presumes that user aggregation de-correlates from its past history. While the above assumption can be justified under certain scenarios (see the discussion under model validation in Section V-A), more general influence evolution models need to be considered and the loss in explanatory/predictive power by making the simplistic assumption in (1) needs to be studied carefully. This is the subject of future work. Further, let the probability density function of be given as Different candidates for are illustrated in Table IV. Combining these four assumptions, the joint density of the observations , the influence structure , and the state can be simplified as P P P P P P
IV. PROPOSED ALGORITHMS
A. Learning Model Parameters
Given the observations and the influence structure , we are interested in learning the model parameters and that maximize the conditional likelihood function P , where denotes the optimization variable ≜ and denotes the threshold that distinguishes the baseline dynamics P from the elevated dynamics P . If the conditional likelihood is known in closed-form (as in the input-output HMM case [53] ) or a tight lower bound to it is known, a conditional EM algorithm along the lines of [115] - [117] can be pursued for this task. Under the above assumption, while the conditional EM algorithm leads to a local optimum in the parameter space, its quality/efficacy has to be judged with respect to how close/far the conditional likelihood function is at this estimate relative to the global optimum for the conditional likelihood function, and not by the local optimality property of the estimate alone. A complication with the proposed coupled HMM setting is that the conditional likelihood appears to be neither amenable to a simple formula nor a tight lower bound.
A two-step procedure commonly pursued in such scenarios is as follows. An initial parameter estimate is obtained by either optimizing an amenable variant of the intended objective function or via other ad hoc approaches that are known to result in good parameter estimates for the intended objective function. With these initial parameter estimates as the "seed," another algorithm is then used to improve these estimates to within a certain gap of local or global optimality of the intended objective function.
In the setting considered in this paper, we now propose a similar two-step procedure to learn an estimate of the model parameters that maximize P . In the first step, we fix to an appropriate choice init . We then treat and as training observations and consider a generalized auxiliary function CHMM of the form
where is a random initial estimate of . A straightforward extension of the proof in [46] and [47] shows that maximizing CHMM in the variable results in a local maximization of the joint likelihood function P init . To obtain analogous re-estimation formulas for an iterative solution to a   TABLE IV  MODELS FOR INFLUENCE STRUCTURE GIVEN STATE local maximum, we define the equivalent intermediate variable for
≜ P init
Using (2), we can simplify (3) and the joint optimization of the model parameters again breaks into a term-by-term optimization. We then have the following analogous model parameter estimates for :
with Z and Z > init . The re-estimation formulas for the observation density parameters follow the same structure as in Table I , but by replacing with . For the parameters defining the density of the influence structure , Table IV provides a list of re-estimation formulas. The intermediate variable is updated by a generalized forward-backward procedure whose steps are illustrated in Fig. 3 [see (4) - (10) for details].
We denote by init the converged model parameters that locally maximize CHMM . Note that init is a local maximum for a different objective function and that too only in the space with init and not in . Thus, the choice init init does not maximize P . Therefore, in the next step, we locally optimize the conditional likelihood over a neighborhood around init init . That is, L P where L init init . In this work, we use a simplistic box-constrained L for local optimization. Alternately, a local gradient search in the model parameter space can be pursued to locally optimize the conditional likelihood function (details are not provided here). Note that the conditional density can be written as P where the forward algorithm variable is updated with the same formulas as in (5)-(7) (see Fig. 3 ). On the other hand, in the denominator of (17) follows the same formula as , but by constraining P , for all and .
B. Model Verification
The efficacy of the different models to the observed data are studied in two ways. In the first approach, the model parameters learned via the generalized Baum-Welch algorithm and local search are used with a state estimation procedure to estimate the most probable state sequence associated with the observations and influence structure . The generalization of the The observed inter-tweet durations corresponding to the classified states are compared with the inter-tweet durations obtained with the proposed model(s) via a graphical method such as the Quantile-Quantile (Q-Q) plot. Recall that a Q-Q plot plots the quantiles corresponding to the true observations with the quantiles corresponding to the model(s) [118] . If the proposed model reflects the observations correctly, the quantiles lie on the (reference) straight-line that extrapolates the first and the third quartiles. Discrepancies from the straight-line benchmark indicate artifacts introduced by the model(s) not seen in the observations and/or features in the observation not explained by the model(s).
In the second approach, the fits of the different models to the data are studied via a more formal metric such as the Akaike information criterion (AIC), defined as
where denotes the number of parameters used in the model, is the length of the observation sequence, and L is the optimized likelihood function for the observation sequence corresponding to the learned model. The AIC penalizes models with more parameters and the model that results in the smallest value of AIC is the most suitable model (for the observed data) from the class of models considered. In the HMM setting with HMM parameters, the AIC corresponding to is given as
where the converged model parameter estimates from the BaumWelch algorithm are used to compute ≜ P using the forward procedure (see [35, Sec. III-A] for details). In the coupled HMM setting with CHMM parameters, the corresponding AIC metric is defined as
where the model parameter estimates that maximize P are to be used in (18) . With the model parameters and learned as in Section IV-A, an upper bound to AIC CHMM is obtained as
C. Forecasting
Given (and ), forecasting is of immense importance in tasks such as advertising, anomaly detection (detecting when a compromised account will post next), and, in general, in predicting user patterns. A simple maximum a posteriori (MAP) predictor of the form MAP where P P fails when is unimodal with the same mode for all (see, e.g., [119] - [121] for details). This is always the case with exponential observation models (mode is 0) and with gamma models if < , for all (mode is 0), which is typically the case with the best model fits for many users.
On the other hand, a conditional mean predictor of the form
CM E E
results in large forecasting errors in the Inactive state if the mean inter-tweet durations in the two states are very disparate (typically the case for many users). To overcome these problems, we consider a predictor of the form I E where is the state estimate using the generalized Viterbi algorithm with (and ) as inputs and study the forecasting performance in the Active state with a symmetric mean absolute percentage error (SMAPE) metric
The SMAPE metric is a normalized error metric and a smaller value indicates a better model for forecasting. It is seen as a percentage error and is bounded between 0% and 100%.
V. NUMERICAL RESULTS
The dataset used to illustrate the efficacy of the models proposed in this work is a 30-day long record of Twitter activity described in [10] . This dataset consists of N t tweets from N u users (with at least one tweet). The time-scale on which the tweets are collected is minutes. While the dataset has been collected using a snowball sampling technique and reflects a population primarily based out of West Asia, London, and Pakistan, the users in the dataset appear to be from diverse socio-economic and political backgrounds and have a broad array of interests. Further, the properties of the dataset on a collective scale are similar in nature to well-understood properties of similar datasets [10] suggesting a high confidence on the suitability of the dataset in studying user behavior on an individual scale and in its generalizability to other datasets.
Since reliable model learning can be accomplished only for users with sufficient activity, we focus on users with a large number of tweets over the data collection period. There were 223 users with over 600 tweets and 115 users with over 1000 tweets shown in (19) at the bottom of the page.
A. Validating Model Assumptions
The coupled HMM framework developed in this paper is built on four main assumptions, two of which lead to the HMM formulation and two that couple the influence of the neighbors to the HMM. Notwithstanding the fact that these assumptions are based on a rational model of user behavior, the first two assumptions have been well-studied and justified in the literature [6] , [40] , [41] , and [122] . We now provide some empirical results to justify the latter two assumptions.
For this, we start with two typical users (denoted as User-I and User-II) whose activity over the 30-day period consists of: 1) 807 tweets, 260 mentions, and 16 935 tweets from his social network of 62 friends; and 2) 1914 tweets, 1108 mentions, and 10 281 tweets from his social network of 92 friends. We also consider an extreme case of a highly active user (denoted as User-III) whose activity over the 30-day period consists of 2387 tweets, 2872 mentions, and 58 810 tweets from his social network of 206 friends. Users-I and II do not appear to be popular public figures, whereas User-III is a popular journalist, advocate on many political issues, and an activist.
Assumption 3 hypothesizes that each user's activity switches from a baseline dynamics to an elevated state of dynamics depending on the magnitude of . To test this assumption, we study the data from User-III for . With this data, we use the generalized Baum-Welch algorithm to learn model parameters (as a function of ) for a coupled HMM with the number of mentions as the influence structure. Fig. 4 plots the learned transition probabilities for User-III as a function of . From this figure, we see that both and start off around approximately the same value (and similarly for and ). However, as increases, the transition probabilities stabilize at different values suggesting that there is indeed a baseline and an elevated state in user dynamics. Similar behavior is also seen with data from Users-I and II.
On the other hand, Assumption 4 hypothesizes that and are conditionally independent given . To test this assumption, we use the model parameters learned with the generalized Baum-Welch algorithm in the generalized Viterbi algorithm to estimate the most likely state sequence corresponding to the observations. The conditional correlation coefficient between the time-series and its lagged version , defined in (19) as at the bottom of the page, is used to study conditional independence. Table V lists and the -value corresponding to this coefficient for Users-I to III with , , and , respectively. From this table, we see that the correlation coefficient in all the six cases studied has a small (absolute) value. A simple explanation for this observation is that user aggregation significantly diminishes the correlation between and . Specifically, at a (standard) significance level of 5%, the null hypothesis of conditional independence between and cannot be rejected 7 in five of the six cases studied indicating that Assumption 4 can be justified for many users. Nevertheless, the fact that the -values are comparable with the 5% significance level in three of these cases suggests some caution and a more careful study of Assumption 4 and its limitations. This is the subject of future work.
B. Model Fits for Users-I to III
We now study the following models for the activity profile of the three users: 1) conventional two-state HMM; 2) coupled HMM with a binary influence structure that is set to 1, when there is a mention of the user and 0 otherwise; 3) coupled HMM with the number of such mentions as the influence structure; and 4) coupled HMM with the social network traffic of the friends of the user as the influence structure. Exponential and gamma densities are considered for the observations (inter-tweet duration). On the other hand, geometric, Poisson, and shifted zeta densities are considered for the number of mentions and a geometric density is considered for the total traffic. See Tables I  and IV for model details. Tables VI-VIII list the AIC scores for these three users with the different models as a function of the number of observations for different choices: , , , , or . From these tables, the following conclusions can be made.
1) For all the three users, both a Poisson process model and a renewal process model are significantly sub-optimal for the observations as they implicitly assume a single state for the user's activity. This is in conformance with similar observations in [6] . A conventional HMM with two states overcomes this problem by assuming that the user switches between an Active and an Inactive state and thus provides a better baseline to compare the performance of the proposed modeling framework. 2) For all combinations of users, and types of influence structure, a two-parameter gamma density for the observations results in a better fit than possible with an exponential model. This should not be entirely surprising since an exponential density is a special case of the gamma density (a gamma with and results in an exponential of rate ). Similar observations have also been made in related recent work [24] - [27] . This conclusion is also reinforced by observing the Q-Q plots of the true inter-tweet durations (in the Active and Inactive states) relative to the inter-tweet duration values obtained from four models for User-III [see Fig. 5(a)-(d) and (e)-(h) , respectively]. The four competing models illustrated are: 1) Model Aconventional HMM with exponential density; 2) Model Bconventional HMM with gamma density; 3) Model C-coupled HMM with geometric influence structure and exponential density; and 4) Model D-coupled HMM with geometric influence structure and gamma density. The most probable state sequence vector corresponding to the observations of User-III is estimated with the generalized Viterbi algorithm. As can be seen from Fig. 5 , Model D is the best fit among these four models. Nevertheless, the discrepancies of some of the quantiles from the reference straight-line shows that even this model does not completely capture all the features in the observations, suggesting a direction for future work in this area.
1) We now explain how a coupled HMM works. State estimation with Models B and D is performed using the generalized Viterbi algorithm. In the case, while the HMM declares 898 of the 1000 inter-tweet periods (corresponding to 21.06% of the total observation period for User-III) as Active, the coupled HMM declares only 845 periods (corresponding to 16.46% of the total observation period) as Active. In terms of discrepancies in state estimation between the two models, 53 inter-tweet periods declared as Active by the HMM are reclassified as Inactive by the coupled HMM, whereas all the Inactive states of the HMM are also classified as Inactive by the coupled HMM. Carefully studying , , and for these 53 periods that are reclassified, it can be seen that the coupled HMM declares a period as Inactive (independent of the nature of or ) provided that is large, or when is small and in addition, is also small and . In other words, if the user is in the Inactive state and the influence structure does not suggest a switch to the Active state, a small inter-tweet period is treated as an anomaly rather than as an indicator of change to the Active state. Thus, in 2) In terms of general trends with AIC as the metric for model fitting, if is small (say, ), a conventional HMM is competitive and comparable with (sometimes, even better than) a coupled HMM with more parameters. In addition to there not being sufficient data to learn a complicated model, this trend conforms with the popular intuition of the Occam's razor that simplistic models shall suffice for observations of small length. 3) Social network traffic (that includes replies, retweets, and modified tweets from all of a user's friends) typically overwhelms the number of mentions by at least an order of magnitude (see typical examples with Users-I and II above). Thus, social network traffic serves as a good influence structure to couple a HMM when the number of mentions is too small to learn a sophisticated model reliably. This is typically the case when is moderate (neither too small nor too large). For example, with Users-I and II, traffic leads to a better model fit for and , respectively. 4) However, as increases, the more directional nature of a mention (relative to the traffic) means that mentions carry more "information" about the capacity of a user to respond/ reply conditioned on seeing a certain type of tweet from his network (than the traffic). This is clear from the general trend of lower AIC scores with the number of mentions than with the social network traffic for large values ( or 1000). 5) For all combinations of users and , the binary influence structure for the mentions results in a poorer fit than the number of mentions. This is because it is more efficient to capture the number of mentions with a one parameter model than to expend that parameter on a binary value. In other words, the loss in performance is due to the use of a hard decision metric (binary value), provided that the soft decision metric (the number of mentions) is captured accurately.
While the three models (geometric, Poisson, and shifted zeta) for the number of mentions result in comparable performance for Users-I and II, the geometric results in a superior fit for User-III. Thus, a geometric density can serve as a robust model choice for the number of mentions. Given that the shifted zeta density captures heavy tails, the above trend also suggests that the number of mentions over an inter-tweet duration is not likely to be heavy-tailed.
C. Performance Across Users
Given that the exponential observation density consistently under-performs in model fitting relative to a gamma density, we henceforth focus on the performance of Model D with Model B as the baseline. This performance gain is captured by the relative AIC gain metric, defined as
In Fig. 6 and Table IX , AIC values are presented for different values for Users-I to III. As can be seen from this data, Model B performs better than Model D for < for User-I and Model D gets better as increases after that. For User-III, Model D is better than Model B for all > and the performance gain improves with increasing till and then slightly decreases after that. In general, the performance gain with Model D for the typical user is negligible for small values of and this gain improves (in general) as increases.
To study this aspect more carefully, we now consider a corpus of 100 users with different numbers of tweets and mentions over their periods of activity. For all the users studied, it is observed that a local optimum (to reasonable accuracy) is achieved by the generalized Baum-Welch algorithm within 20-30 iterations and independent of the model parameter initializations. Fig. 7 (a) and (b) plots the histograms of AIC for the corpus of 100 users with and , respectively. From Fig. 7 , it can be seen that Model D significantly out-performs Model B for a large fraction of the users and this improvement gets better as increases.
To understand this, recall that AIC is the likelihood that Model B minimizes the information loss relative to Model D. Thus, a AIC value larger than 4.61 and 9.21 leads to a relative likelihood of 10% and 1%, respectively. For the corpus studied here, Model D is 100 times as likely to minimize information loss for 25% of the users at and 72% of the users at , respectively. With a more relaxed benchmark, Model D is 10 times as likely to minimize information loss for 33% and 85% of the users at and 1000, respectively. For predictive performance, analogous to AIC in (20) , we define the relative SMAPE gain metric as and it can again be seen that Model D is better than Model B in terms of predictive power for a large fraction of users. Thus, a coupled HMM provides a better modeling paradigm for the activity of a large set of users in social networks.
D. User Clustering
After learning the model parameters for each user, we now consider the similarity between different users as implied by those parameters. Since the dataset from [10] has only around 200 users with sufficient activity ( > ) to learn general probabilistic models where the coupled HMM parameters learned via the generalized Baum-Welch algorithm converge to local optima in the model parameter space, we focus on a corpus of 150 of these users. The mean number of tweets and mentions for this corpus is 975.40 and 629.17, respectively. The mean number of friends and followers for the corpus is 251. 83 and 206.46, respectively. With the number of mentions as the influence structure, we focus on two coupled HMM-specific parameters that capture the interaction dynamic between a user and his social network to perform user clustering in the model parameter space. The parameter measures the propensity (likelihood) of a user to become active upon seeing a large number of mentions in his timeline relative to a lack of such mentions P > P On the other hand, the parameter measures the propensity of the user's network to respond with a mention upon seeing activity at the user relative to his inactivity
Three natural clusters can be identified in the model parameter space as a function of the values. 1) The baseline scenario where the users are not significantly influenced by their neighbors and vice versa corresponds to . The users for whom < are the "tails" in the model space corresponding to this baseline scenario. 2) On the other hand, a large value of indicates that more mentions can induce a user to the Active state. Restated, a user can be induced to post at a higher frequency by an active social network. 3) Similarly, a large value of indicates that a user's social network can be induced to become active (with a larger number of mentions) by the user's activity. Motivated by this argument of three natural clusters, Fig. 8 clusters 150 users using the -means algorithm for . The result of this clustering is that 92 users belong to Cluster 1 centered around . Of the remaining 58 users, 35 belong to Cluster 2 where > and 23 belong to Cluster 3 where > . To paraphrase the above discussion, Cluster 1 is made of a majority of the users corresponding to the baseline scenario. On the other hand, Clusters 2 and 3 consist of users outside Cluster 1 and those who are either tightly knit to their network (or vice versa). These users are significantly affected by their social influence. Some of the typical attributes/qualities that can best describe users in Cluster 2 are commentarial, activist, garrulous, argumentative, opinionated, etc. Illustrating these facets, a sample activity listing over a single session of a typical user in Cluster 2 is provided in Table X . The session begins with a question of "yeh.watching" (apparently, a cricket match between Pakistan and England) by a friend of the user. This is followed by a conversation between friends and unsolicited commentaries/ observations on the ongoing match by the user-of-interest. Such active commentary is typical of this user's posting behavior. Another sample argument between two users in Cluster 2 is provided in Table XI . This argument is an exchange of political opinions with each user trying to convince the other about their respective positions. At the end of the argument, one of the users realizes and acknowledges that he has become more vocal on social media, yet also sensitive to other users' positions. On the other hand, the social network of users in Cluster 3 share similar attributes as users in Cluster 2 even though the users themselves are often more reluctant to follow suit. To illustrate this subtle difference in behaviors, a sample activity listing of a typical user in Cluster 3 is presented in Table XII . Here, we see that the user's social network is strongly opinionated in response to a news story introduced by the user. Despite introducing the story, the user himself is not sufficiently polarized/aggressive in his response on social media. Similarly, after introducing another story, the user blindly agrees with other users' positions and jokes on the matter. Thus, these examples illustrate how the coupled HMM paradigm introduced in this work captures broad features on user behavior despite not capturing the textual content in any detail.
VI. CONCLUDING REMARKS
We have introduced a new class of coupled HMMs to describe temporal patterns of user activity, which incorporate the social effects of influence from the activity of a user's neighbors. While there have been many works on models for user activity in diverse social network settings, our work is the first to explicitly incorporate social network influence on a user's activity. We have shown that the proposed model results in better explanatory and predictive power over existing baseline models such as a renewal process-based model or an uncoupled HMM. User clustering in the model parameter space resulted in clusters with distinct interaction dynamics between users and their networks. Specifically, three clusters corresponding to: a baseline scenario of no influence of a user on his network (and vice versa); two clusters with significant influence of a user on his network; and the network on the user, respectively are identified.
While our work has developed a social network-driven user activity model, it has only scratched the surface in this promising arena of research. The following directions could serve as potential taking-off points for further work. It would be useful to pursue a more detailed study of different candidate models for the influence structures and the observations. It is also of interest in understanding which type of tweets/posts (mentions, replies, retweets, undirected tweets) or the total traffic carries more "information" in developing good models for explanation and prediction at the individual scale. Given that the coupled HMM parameters are learned in a two-step process with no guarantees on their optimality, understanding the efficacy of other approaches such as variational approximations becomes important. While our initial studies provide some evidence for the modeling assumptions, validating them over a larger user corpus is critically important. Also of importance is understanding the implications of user clustering by studying a larger corpus of user activity.
Despite the incorporation of the network in the model, our work has conveniently abstracted the effect of the network by a single variable . In fact, the proposed coupled HMM is the simplest nontrivial version of a network-driven model at the individual scale. While an argument can be made that more network variables in the model can result in better performance, this argument ignores the cost of learning these additional parameters, often resulting in significant delay in proceeding from the model fitting stage to the generalization stage (so as to render the practical utility of such models questionable). Nevertheless, there is sufficient scope to develop and explore the ramifications of hierarchical social influence-driven models for groups of users as well as better understand those facets of a user's social network that influence him the most. In particular, a careful study of other network influence structures (such as transfer entropy-weighted traffic [88] ) that can capture the interaction dynamic between a user and his network is of importance.
In addition, combining temporal activity patterns with unstructured information such as the topic or nature of discussion, textual content, etc., could result in much better predictive performance than temporal activity alone. Further, understanding the contribution of the temporal and the textual parts of such a composite model in prediction would also be useful in understanding the limits and capabilities of activity profile modeling at the individual scale. 
