Given a set of image denoisers, each having a different denoising capability, is there a provably optimal way of combining these denoisers to produce an overall better result? An answer to this question is fundamental to designing an ensemble of weak estimators for complex scenes. In this paper, we present an optimal combination scheme by leveraging the deep neural networks and the convex optimization. The proposed framework, called the Consensus Neural Network (CsNet), introduces three new concepts in image denoising: 1) a provably optimal procedure to combine the denoised outputs via convex optimization; 2) a deep neural network to estimate the mean squared error (MSE) of denoised images without needing the ground truths; and 3) an image boosting procedure using a deep neural network to improve the contrast and to recover the lost details of the combined images. Experimental results show that CsNet can consistently improve the denoising performance for both deterministic and neural network denoisers.
Abstract-Given a set of image denoisers, each having a different denoising capability, is there a provably optimal way of combining these denoisers to produce an overall better result? An answer to this question is fundamental to designing an ensemble of weak estimators for complex scenes. In this paper, we present an optimal combination scheme by leveraging the deep neural networks and the convex optimization. The proposed framework, called the Consensus Neural Network (CsNet), introduces three new concepts in image denoising: 1) a provably optimal procedure to combine the denoised outputs via convex optimization; 2) a deep neural network to estimate the mean squared error (MSE) of denoised images without needing the ground truths; and 3) an image boosting procedure using a deep neural network to improve the contrast and to recover the lost details of the combined images. Experimental results show that CsNet can consistently improve the denoising performance for both deterministic and neural network denoisers.
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I. INTRODUCTION
W HILE image denoising algorithms over the past decade have produced very promising results, it is also safe to say that no single method is uniformly better than others. In fact, any image denoiser, either deterministic [1] - [8] or learning-based [9] - [22] , has an implicit prior model that determines its denoising characteristics. Since a particular prior model encapsulates the statistics of a limited set of imaging conditions, the corresponding denoiser is only an expert for the type of images it is designed to handle. We refer to this gap between the denoising model and the denoising task as a model mismatch.
Model mismatch is common in practice. In this paper, we are particularly interested in the following three examples:
• Denoiser Characteristic: Every denoiser has a different characteristic. For example, BM3D [2] assumes patch Fig. 1 . Comparison of BM3D [2] , DnCNN [19] and the proposed CsNet. The boat image is corrupted by noise of σ = 20, whereas Barbara is corrupted by noise of σ = 40. The denoising strength of the denoisers are adjusted to match the actual noise level. The results show that different denoisers are better for different types of images, e.g., BM3D is better for repeated pattern whereas DnCNN is better for generic content. The combination scheme proposed in this paper is able to leverage the better among the two. reoccurrence, and thus it works well for images with repeated patterns. Neural network denoisers are trained on generic images, and thus they work well for those images. Figure 1 shows an example of BM3D [2] and a neural network denoiser DnCNN [19] . The Boat512 image is corrupted by i.i.d. Gaussian noise of noise level σ = 20. In this example, DnCNN (trained at σ = 20) gives a PSNR of 31.14dB which is approximately 0.3dB higher than BM3D. The other image Barbara512 is corrupted by a noise of level σ = 40. In this case, BM3D actually performs better than DnCNN (trained at σ = 40), yielding 26.80dB over the 26.49dB. If we look at the image content, we can see that Barbara512 has a repeated pattern on the cloth which is more favorable to BM3D. This shows the influence of the implicit modelings of a denoiser to the performance. • Noise Level: For neural network image denoisers, the performance is strongly affected by the noise level under which the denoiser is trained. For example, if a denoiser is trained for i.i.d. Gaussian noise of standard deviation σ , it only works well for this particular σ . As soon as the noise level deviates, the performance will degrade. The same argument holds for deterministic denoisers such as BM3D, as its denoising strength must match the actual noise level. Figure 2 illustrates the behavior of DnCNN and BM3D as the denoising strength σ deviates from the actual level σ . In this experiment, we use five denoising strengths σ = {10, 20, 30, 40, 50} and a continuous range of σ ∈ [10, 50] . As shown in the plot, BM3D has a slightly more robust performance, in the sense that a chosen denoising strength σ can work for a reasonable wide range of actual noise levels σ . In contrast, DnCNN has a narrow performance regime for a fixed σ . • Image Class: A denoiser trained for a particular class of images (e.g., building) may not work for other classes (e.g., face). When this type of class-aware issue appears, the typical solution is by means of scene classification [18] . However, scene classification itself is an open problem and there is no consensus of the best approach. Therefore, it would be more convenient if the denoiser can automatically pick a class that gives the best performance without seeking classification algorithms. The examples above bring out a question that if we have a set of denoisers, each having a different characteristic, how do we combine them to produce a better result? Answering this question is fundamental to designing ensembles of expert image restoration methods for complex scenes. The goal of this paper is to present a framework called the Consensus Neural Network (CsNet) which seeks consensus by using neural networks and convex optimization.
A. Related Work
Combining estimators is a long-standing statistical problem. In as early as 1959, Graybill and Deal [23] started to consider linearly combining two unbiased scalar estimators to yield a new estimator that remains unbiased and has lower variance. More properties of the such combination scheme were discussed by Samuel-Cahn [24] . Rubin and Weisberg [25] extended the idea by estimating weights from the samples. Fig. 3 . Structure of the proposed CsNet: Given a set of K initial denoisers D 1 , . . . , D K , CsNet uses an MSE estimator (M) to estimate the MSE of each initial denoiser. After the MSEs are estimated, we solve a convex optimization problem (P 1 ) to determine the optimal weight w 1 , . . . , w K . The combined estimate is then boosted using a booster neural network to improve contrast and details.
However, the estimators are still scalars and are assumed to be independent. Correlated scalar estimators are later studied by Keller and Olkin [26] . For vector estimators (which is the case for image denoisers), Odell et al. [27] presented a very comprehensive study. However, their result is limited to two vector estimators. The general case of multiple estimators is studied by Lavancier and Rochet [28] , who proposed an optimization approach to estimate the weights.
Specific to image denoising, methods seeking linear combination of denoisers are scattered in the literature. The most popular approach is perhaps the linear expansion of thresholds by Blu and colleagues [29] , using the Stein's unbiased risk estimator (SURE). Chaudhury and Rithwik [30] presented an improved bilateral filter using the SURE estimator. For learning based methods, the loss-specific training approach by Jancsary et al. [31] presented a regression tree field model to optimize the denoising performance over different metrics. There is also an end-to-end neural network solution for selecting denoisers by Agostinelli et al. [32] , where the authors proposed to learn the weights using an auto-encoder.
The noise-level mismatch is discussed more often in the neural network literature. Conventional approach is to either truncate the noise level to the nearest trained level [33] or to train the network with a large number of examples covering all noise levels [19] . A more recent approach is to feed a noise map to the network and train the network to recognize the noise level [21] . However, this approach requires a redesign of the network structure. In contrast, CsNet uses the same structure for all initial denoisers.
B. Contributions
An overview of the proposed CsNet framework is shown in Figure 3 . We summarize the three key contributions of this paper in the followings:
• Optimal Combination. We present an optimal combination framework via convex optimization. By minimizing a quadratic function over a unit simplex, we prove that the resulting combination is optimal in the MSE sense. We provide geometric interpretation of the solution, and a fast algorithm to determine the optimal point. • MSE Estimator. We present a novel deep neural network to estimate the mean square error (MSE) in the absence of the ground truth. Existing deep neural network-based image quality assessment methods are designed to predict perceptual quality and not MSE. To the best of our knowledge, our deep learning based MSE estimator is the first of this kind in the literature. • Denoising Booster. We present a new deep neural network to boost the combined estimates. Unlike the existing boosters which are iterative, we cascade multiple simple neural networks to achieve a one-shot booster. To help readers understand the design process, we proceed the paper by first discussing the optimal combination and its associated theoretical properties in Section II. Section III discusses the neural network estimator for estimating the MSE. We emphasize that the neural network presented here is just one of the many possible ways of estimating the MSE. Readers preferring non-training based approaches can use estimators such as SURE, although we will provide examples where SURE does not work. Section IV discusses the booster, and its cascade structure. Experiments are discussed in Section V.
C. Notation
Throughout this paper, we use lower case bold letters to denote vectors, e.g., x ∈ R N , and upper case bold letters to denote matrices, e.g., A ∈ R K ×K . An all-one vector is denoted as 1. Standard basis vectors are denoted as e i , i.e., e i = [0, . . . , 1, . . . , 0] T . For any vector x, x 2 means the 2 -Euclidean norm, and for any matrix A, A 2 = max x 2 =1 Ax 2 denotes the matrix operator norm. To specify that a vector x is non-negative for all its elements, we write x 0. For matrices, A 0 means that A is positive semidefinite. Images in this paper are normalized so that every pixel is in [0, 1]. Noise level of an i.i.d. Gaussian noise is specified by its standard deviation σ . For notational simplicity, we write σ in the scale of [0, 255], e.g., "σ = 20" means σ = 20/255. Finally, an image denoiser D is a mapping D : [0, 1] N → [0, 1] N . We assume D is bounded and is asymptotically invariant [34] .
II. OPTIMAL COMBINATION OF ESTIMATORS

A. Problem Formulation
Consider a linear forward model where a clean image z ∈ R N is corrupted by additive i.i.d. Gaussian noise η ∼ N (0, σ 2 I) so that the observed image is y = z + η. We apply a set of K image denoisers D 1 , . . . , D K to yield K initial estimates z k = D k ( y) for k = 1, . . . , K . For convenience, we concatenate these initial estimates by constructing a matrix Z = [ z 1 , . . . , z K ] ∈ R N×K .
In this paper, we are interested in the linear combination of estimators. That is, for a given Z, we construct the linearly combined estimate as
where w def = [w 1 , . . . , w K ] T ∈ R K is the vector of combination weights. The goal of our work is to formulate an optimization problem to determine the optimal weights.
For analytic tractability, we use mean squared error (MSE) to measure the optimality, although it is known that alternative visual quality metrics correlate better to human visual systems [35] . Denoting z ∈ R N as the ground truth, we define the MSE between the combined estimate z and the ground truth z as
(
The optimal combination problem can be posed as minimizing the MSE by seeking the weight vector w ∈ R K : minimize w E Zw − z 2 subject to w T 1 = 1, and w 0.
Here, the constraint w T 1 = 1 ensures that the sum of the weights is 1, and the constraint w 0 ensures that the combined estimate remains in [0, 1] N . Let us simplify (3) . First, we define Z = [z, . . . , z] ∈ R N×K , i.e., a matrix with the ground truth z in each column. Since w T 1 = 1, we can show that
We call the covariance matrix. 1 Using this result, we can rewrite (3) into an equivalent form as minimize w w T w subject to w T 1 = 1, and w 0,
which is a convex problem because is positive semi-definite and the feasible set is convex. Before we discuss how to solve (P 1 ), we should first discuss how to obtain . The (i, i )-th entry of is
which is the MSE of the i -th estimate. The (i, j )-th entry of is the correlation between z i and z j :
To express i j in terms of MSE i and MSE j , we notice that
is not the conventional covariance matrix because denoisers are not necessarily unbiased, i.e., E[ Z] = Z.
Rearranging the terms we can write i j as
Therefore, when we do not have true MSE i and MSE j but estimates MSE i and MSE j , (4) provides a convenient way to construct i j because E z i − z j 2 does not require the ground truth.
B. Solving (P 1 )
The optimization problem in (P 1 ) is a quadratic minimization over a unit simplex. The problem does not have a closed form solution because the KKT conditions involve a complementary slackness term due to the non-negativity constraint. Iterative algorithms are available though, e.g., using general purpose semi-definite programming such as CVX [36] , [37] , or using projected gradients [38] , [39] . However, since (P 1 ) has a simple structure, efficient algorithms can be derived.
Our algorithm is an accelerated gradient method following the work of Jaggi [40] . We briefly describe the algorithm for completeness. Let
be the objective function, and
be the feasible set. The first order linear approximation at the t-th iterate is
Thus, for any u ∈ , u − w (t ) is a feasible search direction. One choice of u is to make ∇ f (w (t ) ) T u minimized so that f (u) has a lower cost. This leads to
which has a linear objective function. Once u is determined, we construct a standard accelerated gradient step:
where α = 2 t +2 is the step size. It remains to find the solution of the subproblem (7) . However, the subproblem (7) is a linear programming over the unit simplex. Therefore, the solution has to lie on one of the vertices. We derive a closed-form solution in Proposition 1. The pseudo-code is shown in Algorithm 1.
Proposition 1: The solution to (7) is
. Then it follows that
where g min = min i g i , and
The lower bound can be attained when u = e i * , where i * = argmin i g i .
Example 1: As an illustration of Algorithm 1, we compare its performance with an ADMM algorithm by Condat [38] . [38] , using the optimal solution obtained by CVX [36] .
Algorithm 1 Algorithm to Solve (P 1 )
The reference method is CVX [36] . We repeat the experiment 1000 times using different random matrices , and take the average. As shown in Figure 4 , Algorithm 1 converges significantly faster than [38] . In terms of runtime, Algorithm 1 takes about 4.4 msec, [38] takes 13 msec, and CVX takes 223.1 msec.
C. Geometric Interpretation of (P 1 ) 1) Uniqueness: The uniqueness of the solution of (P 1 ) is determined by the positive definiteness of . If is positive definite, then (P 1 ) is strictly convex, and hence the optimal weight is unique. If is only positive semi-definite, then there are infinitely many optimal weights. The following proposition explains this phenomenon.
Proposition 2: Suppose that is positive semi-definite. Let w * 1 and w * 2 be two solutions of (P 1 ). Then, for any
. Also, by linearity, we have that 1 T w * = 1 and w * 0. Since f is convex, we can show that
. This implies that w * is also a solution. The implication of Proposition 2 is that if two initial estimates z i and z j are identical (or scalar multiple of one and the other), then will have dependent columns (hence positive semi-definite). When this happens, there will be infinitely many ways of combining the two initial estimates. However, in practice this is not an issue because even if the pair
2) Geometry: The geometry of (P 1 ) can be interpreted in low dimensions, e.g., Figure 5 . In this figure, we consider a 2D case so that is a 2 × 2 matrix. We can show that the ellipse always has its minor axis pointing to the northeast direction if the two initial estimates are positively correlated.
Proposition 3: Consider a two-dimensional . If 12 > 0, then always has its minor axis pointing to the northeast direction and major axis to the northwest direction.
Proof: Consider the eigen-decomposition of = U SU T . For a 2 × 2 matrix, classical results in matrix analysis [41] shows that the eigen-value and eigen-vectors are
and 2 12 ≥ 0. Therefore, s 1 ≥ s 2 and so u 1 is the minor axis and u 2 is the major axis. The numerator of the first entry of u 1 is
As a result, the numerator of the first entry of u 1 is always nonnegative, implying that the sign of the denominator determines the sign of the entry. Therefore, if 12 > 0, then u 1 will be pointing to the northeast direction. By orthogonality of the eigen-vectors, u 2 points to the northwest direction. Proposition 3 provides some insights about the solution. If 12 > 0 (which is usually the case), the major axis must point to northwest. Therefore, the solution is more likely to be at one of the two vertices. In other words, the optimal solution tends to be sparse. Such sparsity should come with no surprise, because the linear constraint w T 1 = 1 is equivalent to w 1 = 1 if w 0. This also explains why the non-negativity constraint in our problem is essential.
Remark 1: In practice, if we only have an estimated covariance matrix , there is no guarantee that is positive semidefinite. (Symmetry can be preserved by constructing the offdiagonals using (4).) When is not positive semi-definite, we project onto its closest positive semi-definite matrix by solving
The solution to (9) is the truncated eigen-decomposition where negative eigenvalues of are set to 0.
D. Optimal MSE Lower Bound
We derive the MSE lower bound of (P 1 ). To do so, we consider a relaxed optimization by removing the nonnegativity constraint:
Clearly, the feasible set of (P 2 ) includes the feasible set of (P 1 ), and so the MSE obtained by solving (P 2 ) must be a lower bound of the MSE obtained by solving (P 1 ). More precisely, if we let w be the optimal weight vector obtained by (P 1 ), and w * be that obtained by (P 2 ), then
Let us analyze the right hand side of (10). The optimization in (P 2 ) is a standard linear equality constrained quadratic minimization. Closed-form solution can be derived via the standard Lagrangian approach by defining:
The first order KKT conditions state that
where the first condition is equivalent to
where † denotes the pseudo-inverse of a symmetric positive semi-definite matrix . If is positive definite, then † = −1 and (12) can be written as w = λ −1 1. Substituting (12) into the constraint, we have that
Substituting (13) into (12), we prove the following. Proposition 4: The solution to (P 2 ) is given by
where † denotes the pseudo-inverse of the symmetric positive semi-definite matrix . Given the optimal weight vector w * , we can determine the corresponding mean squared error:
Since the weight w * provides a lower bound on the MSE, in particular if we consider a weight vector e k = [0, . . . , 1, . . . , 0] T (i.e., the k-th standard basis vector), we must have
The first inequality holds because e k is one of the feasible vectors of (P 1 ) but w is the optimal solution. The second inequality holds because w * is a solution of (P 2 ). The result of (16) states that an optimally combined estimate using w has to be at least as good as any initial estimate. Remark 2: The MSE lower bound result presented here is more general than the previous result by Odell et al. [27] which only considered K = 2. When K = 2, we have 12 , and w *
which is the same as [27, eq. (2) , Table 3 ]. 2
E. Perturbation in
We conclude this section by discussing the perturbation issue when we use an estimated covariance matrix instead of . To facilitate the discussion, we define two weight vectors:
That is, w is the optimal weight vector found according to the estimated covariance matrix , and w is the optimal weight vector found according to the true covariance matrix . Correspondingly, we define their combined estimates as z = Z w, and z = Zw.
The following proposition summarizes the perturbation result. Proposition 5: Assume that 0 and 0. Then,
Proof: The proof is given in the Appendix. Our proof simplifies the multi-block concept of [28] . We also utilize the generalized Rayleigh quotient idea to obtain the bound.
The implication of Proposition 5 can be seen from the two terms on the right hand side of (20) . First, E z − z 2 measures the bias between the oracle combination z and the ground truth z. That it is an upper bound in (20) implies that the perturbed estimate is upper limited by the bias. The second term measures the closeness between the oracle covariance and the estimated covariance . If 
III. MSE ESTIMATOR
The key to make (P 1 ) succeed is an accurate covariance matrix . Estimating the covariance matrix requires estimating the mean squared error (MSE). In this section we discuss a neural network solution.
A. Why Not SURE?
In image processing, perhaps the most popular approach to estimate MSE is the Stein's Unbiased Risk Estimator (SURE). (See [29] , [42] for illustrations, [43] for a Monte-Carlo version, and [44] for a recent work using SURE in deep neural network.) As its name suggested, SURE is an unbiased estimator of the true MSE, i.e., the estimator will approach to the true MSE as the number of samples grows.
While SURE-based estimators work well in ideal situations, it also has many shortcomings:
• Large Variance. SURE only provide average performance guarantee. For Monte-Carlo SURE, there is another level of randomness due to the Monte-Carlo scheme. Therefore, given a single noisy image, SURE can be inaccurate, especially for non-linear denoises such as BM3D. • Clipped Noise. SURE is designed to handle additive i.i.d.
Gaussian noise. However, most real images are clipped to [0, 1] N . Most neural network denoisers also clip the signal to stabilize training. If the observed image is clipped, then SURE will fail [45] . • Beyond Denoisers. While SURE is a good choice for image denoising problems, one has to re-derive the SURE equations for different forward models, e.g., deblurring or super-resolution. This severely limits the generality of the present optimal combination framework. To illustrate the problems of SURE, we conduct two experiments comparing SURE and the proposed neural network approach. The task of the experiments is to denoise the cameraman256 image, corrupted by i.i.d. Gaussian noise of different noise levels. In the first experiment, the i.i.d. Gaussian noise is unclipped so that the theory of SURE applies. The result of this experiment is shown in Figure 6 (a). The average of SURE (over 100 random trials of different noise realizations) is very similar to the true MSE, something we expect from the theory. However, the variance of SURE is big; indeed very big. If we use SURE to construct a , the resulting can be bad.
The second experiment modifies the i.i.d. Gaussian noise to clipped Gaussian so that the resulting signal is bounded to [0, 1]. We argue that the clipped noise is more realistic because no physical sensor can produce a signal level below 0 or beyond 1. When the noise is clipped, the symmetry of Gaussian distribution is destroyed and the clipping is signal dependent. As a result, the MSE predicted by SURE is significantly off from the theory. Figure 6(b) illustrates the result. SURE produces a completely opposite trend of the MSE whereas the NN produces a more reasonable estimate.
B. Neural Network MSE Estimator
Our proposed solution is a deep neural network MSE estimator. Using deep neural networks for image quality assessment is an active research topic [46] - [50] . However, the existing neural network based image quality assessment methods are tailored to predict the human visual system responses when presenting an image to a user. A pure MSE estimator is not common. To the best of our knowledge, the only existing MSE estimator is [48] . However, the MSE estimator in [48] is used to quantify noisy images, i.e., the amount of noise. An MSE estimator for denoised images does not currently exist.
The proposed neural network based MSE estimator is shown in Figure 7 . There are two unique features of the network. First, the input to the network is a pair of images ( y, z k ), i.e., the noisy observation and the k-th denoised image. Using both y and z k is reminiscent to the SURE approach, as y provides noise statistics that cannot be obtained from z k alone.
Second, instead of feeding the entire image into the network, we partition the image into non-overlapping patches of size 64 × 64. That is, if we denote the MSE of the i -th patch of the k-th denoiser as MSE k,i def = MSE( y i , z k,i ), then the overall MSE of the k-th denoiser is
where y i is the i -th patch of y, z k,i is the i -th patch of z k , and M is the number of non-overlapping patches in the image. Partitioning the image into small patches reduces the breadth and depth of the neural network. The network consists of 8 convolutional layers, 3 maxpool layers and 2 fully connected layers. The inputs to the network are the i -th noisy patch y i and the i -th denoised patch z k,i of the k-th denoiser. The patches separately pass through two convolutional layers, and then concatenate and pass over four convolutional layers. The convoultional layers use 3 × 3 kernels with zero-padding and the rectifier activation function (ReLU). We apply maxpool layer with 2 × 2 kernel every two convolutional layers. Fully connected layers use ReLU and dropout regularization of ratio 0.5. The cost function is the L 1 -loss, defined as
where MSE k,i is the true MSE of i -th block of the k-th denoiser. For implementation, we use ADAM optimizer [51] with learning rate α = 10 −4 .
The training data we use is the 300 Training and Validation images in BSD500. For each image, we randomly extract 32 patches of size 64 × 64 and generate 6 variations by flipping horizontally and vertically and rotating at 0 • , 90 • , 180 • and 270 • . The noise level is σ ∈ [1, 60] , with clipping to [0, 1] N . To prepare denoised images for training the networks, we use five pre-trained REDNets [17] at noise levels σ = 10, 20, 30, 40, 50. Therefore, for every noisy input we generate multiple denoised images, and every denoised image forms an input-output pair with the ground truth MSE. We train the MSE estimator network with 100 epochs for around 7 hours.
C. Comparison With SSDA
Readers familiar with the image denoising literature may ask about the difference between the proposed method and the AMC-SSDA method by Agostinelli et al. [32] (or SSDA in short). The SSDA method is an end-to-end neural network for denoising images of different noise types, e.g., salt-pepper, Gaussian, and Poisson. We are not interested in this problem because it is less common to have an image denoising problem where the noise type is totally blind. In contrast, it is more likely to have multiple denoisers for different noise levels (Section V-A), different image classes (Section V-D), and different denoiser types (Section V-E).
There are other differences. First, the SSDA has a set of fixed neural network denoisers. In contrast, CsNet can support any initial denoisers. Second, the weight prediction of the SSDA is done using a neural network which does not have optimality guarantee. CsNet, however, is optimal in the MMSE sense. Additionally, CsNet estimates the MSE (which is a scalar) from an image. This is easier than estimating the weight vector in SSDA. Third, CsNet can be generalized to other estimation problems such as deblurring and super-resolution. SSDA, however, has limited generalization capability because the initial estimators are limited to SSDA. 
IV. BOOSTER NETWORK
In our proposed CsNet, besides the convex optimization algorithm and the MSE estimator, there is a third component known as the booster. The booster is used to improve the combined estimates by enhancing the contrast and to recover lost details. To provide readers a quick preview of the booster, we show a few examples in Figure 9 .
A. What Is a Booster?
The concept of boosting can be traced back to at least the 70's, when Tukey [52] proposed a "twicing procedure". In machine learning, the same concept was studied by Bühlmann and Yu [53] . The essential step of boosting is simple: Given a current estimate z (t ) and the observation y, we construct a mapping B : R N → R N (usually another denoising algorithm), and then define the next estimate z (t +1) in terms of z (t ) , y and B with the goal to improve the MSE. In Tukey's "twicing", the relationship between z (t ) and z (t +1) is
Thus, if B is a denoiser, then B( y − z (t ) ) is the filtered version of the residue. As shown in [54] , MSE is not monotonically decreasing as t → ∞ because of the bias-variance tradeoff. However, with proper monitoring such as cross-validation, MSE can be minimized by stopping the boosting procedure before saturation. (See additional discussion for the image denoising problem in [55] .) In the image denoising literature, the above idea of boosting has been studied in multiple places such as [54] - [56] . There are several variations, e.g., Osher's iterative regularization [57] , and Romano and Elad's SOS [58] . In all these boosting methods, the idea is the take the noisy input and the estimate z (t ) to recursively update the estimate. Table I shows a comparison of different denoising boosters.
B. Deep Learning Based Booster
Our proposed neural network booster is motivated by the above examples of classical boosters. The specific network architecture is shown in Figure 8 . Instead of using a deterministic function B, we use a multi-layer neural network as the building block of the booster. We then cascade the building blocks to form the overall booster. Referring to Figure 8 , if we denote the t-th building block as B t , then the input-output relationship of B t is
Clearly, (23) is a generalization of (22) as B t now becomes a nonlinear mapping trained from the data. Also, when cascading a sequence {B t }, we generalize (22) by allowing each B t to have its own network weights. The architecture of the t-th building block B t consists of 5 convolutional layers followed by 5 deconvolutional layers, each using kernels of size 3 × 3. The input to the network is the pair ( y, z (t ) ), which is concatenated to form a common input. The convolutional layers are used to smooth out the noisy input y, whereas the deconvolutional layers are used to recover the sharp details. Skip connections are used to ensure signal is not attenuated as it passes through the layers. Note that we purposely add a skip connection from the input z (t ) to the output z (t +1) to mimic the addition in (22) . We cascade B t for t = 1, . . . , T , where T is typically small (T = 5).
To train a booster, we feed the booster network with linearly combined estimates and the ground truths. The initial denoisers are the REDNets at different noise levels. The training data we use is the 300 train and validation images in BSD500. We extract 32 patches of size 64 × 64 from each training dataset. For each patch we generate 6 variations by flipping horizontally and vertically and rotating at 0 • , 90 • , 180 • and 270 • . The cost function we use in training the booster network is the standard L 1 -loss: (24) where MSE k,i is the true MSE of i -th block of the k-th denoiser. During the training, we use ADAM optimizer with learning rate 10 −4 . We trained booster network with 100 epochs for 12 hours.
C. Performance of Booster
The effectiveness of the booster can be seen in Figure 9 , where we show a few examples taken from the BSD500 dataset. In this example, we consider a neural network denoiser trained at five different noise levels (See Section V-E for experiment details).
As we see in Figure 9 , the booster is doing particularly well for two types of improvements. The first type of improvement is the recovery of the fine details. For example, in the Swam image we can recover the lines on the feather; in the House image we can recover branches of the tree. These are also reflected in the PSNR. The second type of improvement is the contrast enhancement. For example, before boosting the House image we see that the background sky has a gray-ish intensity. However, after boosting the background sky has a brighter background.
V. EXPERIMENTS
We build our neural networks using Tensorflow and run on Intel(R) Core(TM) i5-4690K CPU 3.50GHz with an Nvidia Titan-X GPU, except DnCNN which is downloaded from the author's website. 3 
A. Experiment 1: Noise-Level Mismatch
Our first experiment is to evaluate CsNet for the case of noise-level mismatch. We consider two types of initial denoisers: DnCNN [19] and REDNet [17] . For each denoiser type, we use 300 training and validation images in BSD500 to train five initial denoisers D 1 , . . . , D 5 . The denoising strength is set as one of the values σ = 10, 20, 30, 40, and 50. When testing, we use a noise level of σ ∈ [10, 50] . In this experiment, the noise is unclipped i.i.d. Gaussian.
The result of this experiment is shown in Table II and Figure 10 . Table II shows the comparison with REDNet as initial denoisers, whereas Figure 10 shows a visual comparison of an image in the BSD500 dataset. We can make a few observations here:
• General Performance. For each σ , the best performing REDNet is the one with σ right above σ . This result is consistent with the suggestion made by Zhang et al. [19] . However, the combination (before boosting) is able to improve the performance by an average of 0.3dB for noise levels that are originally not trained for, i.e., σ = 15, 25, 35, 45. For noise levels that are originally in the training set, i.e., σ = 10, 20, 30, 40, 50, the improvement is marginal. • Effect of Boosting. If the actual noise level is unseen by the denoiser, e.g., σ = 15, the PSNR gain due to the booster is significant. For noise levels that have been observed, e.g., σ = 20, the gain is marginal. The reason CSNET ON 200 TEST IMAGES FROM BSD500.  IN THIS FIGURE, "EST" AND "ORACLE" REFER TO ESTIMATED MSE AND THE ORACLE MSE, is that the booster has less room to improve when the denoised image is already good. This is consistent to the results reported in the boosting literature [58] . We also observe that for noise levels σ = 10 and σ = 50 there is a minor drop in the booster. This is because the booster is itself an estimator. When handling a wide range of noise levels, the network is only able to maximize the performance on the average case. For the extreme cases, there is a fundamental limitation which prevents the booster from being able to produce consistently good results. The same finding holds for other blind deep neural network denoisers, e.g., [19] , which has worse performance for extreme low-noise and high-noise cases. • Oracle VS Estimate. The difference between the oracle MSE and the estimated MSE is very small. Here, by oracle MSE we meant that the MSE is calculated from the ground truth. This will give us the best possible when solving the convex optimization, and the PSNR can be regarded as the upper bound of any estimation method. As shown in the table, the performance of the MSE estimator is very similar to the oracle. This suggests that our neural network MSE estimator can reliably predict the MSE and hence facilitates the combination scheme.
B. Deeper Vanilla Network?
A natural question we can ask is that since we have five initial deep neural networks, is the performance gain due to the increased model capacity of the overall denoiser? To answer this question, we consider a blind denoiser of the same model capacity as the overall CsNet before boosting. Specifically, since we are using five REDNet-30 in the previous experiment, here we train a blind REDNet with 150 layers by repeating the structure of REDNet-30 five times. We call this the deep vanilla network.
The result of this experiment is shown in Table IV . The first two columns of this table show the unclipped noise performance using our proposed method. The third column is the vanilla 150-layer REDNet trained using noisy samples of noise level from 1 to 70. This is an advantageous setting, because the network is allowed to see samples of noise levels such as 15 or 35 which are not present in the five baseline REDNet-30's. The last column is another vanilla 150-layer Table IV , the proposed combination scheme actually works better than the 150-layer REDNet. If we compare "before boosting" and the last column (the REDNet trained with the same set of samples as ours), the combination scheme produces significantly better performance in all cases. This suggests that the improvement is not due to the increased model capacity but the intrinsic power of the combination. If we allow the 150-layer REDNet to see the unseen examples (i.e., the third column), then the performance is worse than our "before boosting" for noise levels σ = 10, 20, . . . , 50. For noise levels such as 15, 25, . . . , 45, the 150-layer REDNet is better than "before boosting". However, this is an unfair comparison because this REDNet is allowed to see images of those noise levels.
We also observe in some cases the weaker REDNet-150 (last column) performs better than the more powerful REDNet-150 (third column). These happens when σ = 10, 20, 30.
One reason is that for the same amount of training examples, the more powerful REDNet distributes the training examples to all noise levels from 1 to 70, whereas the weaker REDNet only focuses on 10, 20, . . . , 50. This puts advantageous on the weaker REDNet-150 when it goes to those noise levels. In fact, even for σ = 40 and 50, the difference between the two REDNet's are marginal.
C. Clipped and Unclipped Noise
Since our proposed framework can be adapted to different types of noise (by training a different MSE estimator), here we demonstrate the performance of the proposed method on clipped and unclipped noise. To generate the clipped noisy image, we first add i.i.d. Gaussian noise to the image and clip the resulting image to the range [0, 1]. We argue that this is a more natural configuration, because most physical sensor have limited dynamic range.
The result of this experiment is shown in Table III . One thing to notice is that the REDNet's are still the same; They are re-trained using the clipped noise. As a result, their performance is worse than the unclipped version because of the training-testing mismatch. However, this deficiency of the initial denoiser brings out a useful feature of the proposed framework: Regardless of what the initial denoiser does, the proposed framework is able to pick the strongest denoiser and make improvements. If we look at Table III, besides the case of σ = 10, the proposed method is always better than the initial denoiser, despite the fact that the noise is clipped.
D. Experiment 2: Different Image Classes
The objective of this experiment is to evaluate the performance of CsNet when the initial denoisers are trained for different image classes. To this end, we fix the type of initial denoisers as REDNet, and train three different REDNets using three classes of images: Flower, Face and Building. We have experimented with other initial denoisers such as DnCNN, but the results are similar. "before" and "after" refer to the result before and after applying the booster.
To train the initial denoisers, we manually select 200 classspecific images for each class from the ImageNet [59] . We fix the noise level as σ = 20 to eliminate the complication of having uncertainty in both noise levels and image classes. Initial denoisers are trained with unclipped noise. We train two different MSE estimators, one for unclipped noise and one for clipped noise.
The result of this experiment is shown in Table V with a few representative examples in Figure 11 . We observe that denoisers trained with generic database such as DnCNN (generic) and REDNet (generic) perform worse than classspecific denoisers. For example, in the Building image, DnCNN (generic) and REDNet (generic) attain 29.7722dB and 29.7743dB respectively in the clipped case. In contrast, REDNet-Building has a PSNR of 30.39dB, approximately 0.7dB above the REDNet (generic).
When using the proposed scheme, the "before boosting" result is already better than the initial denoiser's. This result holds for both clipped and unclipped, and all classes. Moreover, "before boosting" is better than all the generic denoisers, indicating the effectiveness of the convex optimization part. If we apply a booster, then the performance is boosted further.
E. Experiment 3: Different Denoiser Types
The objective of this experiment is to evaluate CsNet for different types of initial denoisers. To this end, we consider four denoisers running at specific noise levels σ that match with the actual noise level σ . These denoisers are BM3D [2] , DnCNN [19] , REDNet [17] and FFDNet [21] . We use the original implementation by the authors for DnCNN and FFD-Net, and build our own REDNet. The result of this experiment is shown in Table VI . Among the four denoisers, FFDNet and REDNet have comparable performance at the top, followed by DnCNN and then BM3D. For the five noise levels we tested, CsNet consistently improves the performance. In particular, "before boosting" is always better than the initial denoiser. This means the convex optimization has effectively selected the best initial denoiser. The margin between the best initial denoiser and "before boosting" is small, because the denoisers have similar behavior and so the convex optimization solution is at one of the vertices of the constraint hyperplane. Figure 12 shows a visual comparison on the Bear image. In this image, BM3D actually performs better than DnCNN. The proposed CsNet can pick this best estimate (25.91dB), and boost the PSNR to 25.98dB.
F. Limitations and Extensions
The effectiveness of CsNet is dominated by the accuracy of the MSE estimate. The proposed neural network MSE estimator has a bias but a small variance. This is better than deterministic estimators such as SURE which has no bias but excessively large variance. However, if the noise statistics changes, we need to train a different MSE estimator.
If the images are large and complex, we can partition the image into sub-regions and use CsNet to handle each region separately. The bottleneck, again, is the accuracy in estimating the MSE. One resolution is to consider regularization in (P 1 ). Possible choices of regularization include forcing similar weights for denoisers that are known to perform similarly. We leave the discussion of such regularization to future work.
Real noise of an image is significantly more complicated than i.i.d. Gaussian. Typical sources of noise include: photon shot noise, optical diffusion, minority carrier, thermal effect, dark current, circuit instability, and various nonlinear operations due to the image processing pipeline. When taking all these into account, a better noise model beyond Gaussian (and even mixed Poisson-Gaussian) is needed. Readers interested in this topic can consult, e.g., [60] - [62] for theory, and [63] , [64] for some recent progress on algorithms. The current CsNet is not designed to handle this type of real noise. However, if one can show that real noise is a mixture of individual noises, then CsNet could potentially be a solution.
When training the neural networks we choose to use the L 1 metric, for it gives slightly better visual quality then the usual L 2 metric. We do not heavily tune this metric because it is not the focus of the paper. For readers who are concerned about the loss function, we refer to [65] for some recent empirical findings on the topic.
The advantage of CsNet relative to other class-aware neural network denoisers is that we allow combination of multiple denoisers. Typical class-aware denoisers, e.g., [18] , [66] , [67] , rely on semantic classifiers to greedily select only one denoiser. As we demonstrated in Section V-D, a combination of the denoisers is better than the best of the individuals.
CsNet is a general framework for combining estimators. That is, one is not limited to applying CsNet to image denoising problems, although we use denoising as a demonstration. A straight forward extension of CsNet is to combine multiple deblurring algorithms, or to combine multiple image superresolution algorithms. In complex imaging scenarios where no single method performs uniformly better than the others, CsNet offers a solution to integrate individual weak estimators.
VI. CONCLUSION
We present an optimal framework called the Consensus Neural Network (CsNet) to combine multiple weak image denoisers. CsNet consists of three major components. Starting with a set of initial image denoisers, CsNet first uses a novel deep neural network to estimate the MSE. The deep neural network is more robust than the traditional estimators such as SURE for estimating the MSE. Once the MSE is estimated, CsNet solves a convex optimization problem. The optimality of the CsNet is guaranteed by the convex formulation. Finally, the combined estimate is boosted using a new deep neural network image booster. Experimental results confirm the effectiveness of CsNet, where it shows superior performance compared to other state-of-the-art denoising algorithms on tasks including: overcoming noise level mismatch, combining denoisers for different image classes, and combining different denoiser types.
APPENDIX: PROOFS
Proof of Proposition 5
First, we show that
The term ( w − w) T ( w − w) can be upper bounded by
The last inequality holds because the function f (w) = w T w attains its first order optimality at w when
Therefore,
We can also show that
Continue the calculation, we have
This implies that E z − z 2 ≤ E z − z 2 (2δ + δ 2 ).
It remains to derive an upper bound on δ. To this end, we consider the generalized Rayleigh quotient of two positive definite matrices A and B. It is known that [68] max w =0
where λ i ( A) denotes the i -th eigen-value of the matrix A.
With some additional algebra we can show that
where (a) holds because of Lemma 1, and (b) holds because for any t ≥ 0, |1 − t| ≤ |t − 1 t |. By recalling the definition of the matrix operator norm, we have that
Substituting this result into (25) , and by symmetry, we complete the proof. Lemma 1: Consider two matrices A, B ∈ R n×n where AB and B A are diagonalizable. If λ is an eigen-value of AB, then λ is also an eigen-value of B A.
Proof: Let v ∈ R n be an eigen-vector of AB, i.e., ABv = λv.
Then, multiplying both sides by B yields B A (Bv) = λ (Bv) .
Hence, λ is an eigen-value of B A, with the corresponding eigen-vector Bv.
