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Abstract: We propose a construction for the quantum-corrected Coulomb branch of
a general 3d gauge theory with N = 4 supersymmetry, in terms of local coordinates
associated with an abelianized theory. In a fixed complex structure, the holomorphic
functions on the Coulomb branch are given by expectation values of chiral monopole
operators. We construct the chiral ring of such operators, using equivariant integration
over BPS moduli spaces. We also quantize the chiral ring, which corresponds to placing
the 3d theory in a 2d Omega background. Then, by unifying all complex structures
in a twistor space, we encode the full hyperka¨hler metric on the Coulomb branch. We
verify our proposals in a multitude of examples, including SQCD and linear quiver
gauge theories, whose Coulomb branches have alternative descriptions as solutions to
Bogomolnyi and/or Nahm equations.
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1 Introduction
Three-dimensional gauge theories with eight supercharges (N = 4 supersymmetry)
generically have a moduli space of supersymmetric vacua parameterized by the ex-
pectation values of a triplet of vectormultiplet scalar fields. This branch of vacua is
conventionally called the Coulomb branch MC . Classically, the expectation values of
the scalars are diagonal, and generically break the gauge group G to a maximal abelian
subgroup. The low-energy abelian gauge fields can then be dualized to periodic scalars
(the “dual photons”), which parametrize additional directions in the moduli space,
giving the Coulomb branch a classical description
MC ≈ (R3 × S1)rank(G)
/
Weyl(G) . (1.1)
Extended supersymmetry requires that the moduli-space metric be hyperka¨hler.
The naive classical geometry of the Coulomb branch receives quantum corrections,
both perturbative and non-perturbative [1, 2]. The quantum-corrected geometry can
be derived through a direct calculation for abelian gauge theories [3, 4]. For nonabelian
gauge theories that admit a brane construction, the infrared Coulomb branch geometry
can be derived through S-duality. The basic example of A-type quivers of unitary
groups was first analyzed in [5], and admits several extensions to a variety of quivers
and gauge groups, see e.g. [6, 7]. The brane constructions can be extended further and
systematized by applying S-duality to compactifications of four-dimensional N = 4
gauge theory [8].
– 1 –
Perhaps surprisingly, this large set of well-understood examples has not yet yielded
a general description of the Coulomb branch, valid for a generic N = 4 gauge theory.
The purpose of this paper fill that gap.
Standard local operators such as gauge-invariant polynomials of the vectormultiplet
scalars are insufficient to parameterize the Coulomb branch, because they fail to capture
the expectation values of the dual photons. In order to fully parametrize the Coulomb
branch, one needs to study the vacuum expectation values of BPS monopole operators,
a three-dimensional analogue of ’t Hooft line operators in four dimensions [9, 10].
The chiral operators built out of monopole operators dressed by vectormultiplet
scalar fields form a chiral ring C[MC ], and their expectation values are expected to
give a complete set of holomorphic functions on the Coulomb branch, seen as a complex
symplectic manifold. Monopole operators are labelled by the GNO charge A, which
specifies a way to embed a U(1) monopole singularity into the full gauge group G. The
monopole charge breaks the gauge group to a subgroup GA. A monopole of charge
A can be dressed by a general GA-invariant polynomial p in the vectormultipet scalar
fields restricted to GA to produce a chiral operator MA,p.
As observed by the authors of [11], one can gain information about the Coulomb
branch as a complex manifold by studying its Hilbert series. This counts all dressed
monopole operators in order to derive the quantum numbers of the generators and
relations of the corresponding chiral ring C[MC ]. In complicated examples, though,
one stills has to guess the precise form of the ring relations and of the Poisson brackets
between generators. One of our objectives is to determine the full Poisson algebra
structure of the chiral operators/holomorphic functions MA,p.
Our strategy is to define an “abelianization map”, which embeds the Poisson al-
gebra of holomorphic functions C[MC ] on the Coulomb branch into a larger algebra
C[MabelC ] of holomorphic functions on an “abelian patch” of the Coulomb branch, which
is roughly described as the complement of the locus where nonabelian gauge symmetry
would be classically restored.
The abelianization map has a transparent physical meaning: it maps the vev of
a monopole operator of the full theory to a linear combination of abelian monopole
operator vevs vB in the low-energy abelian gauge theory, with coefficients that are
meromorphic functions of the abelian vectormultiplet scalars ϕa:
MA,p →
∑
B≺A
cBA,p[ϕa]vB . (1.2)
The coefficients cBA,p[ϕa] capture the microscopic physics which converts the nonabelian
monopole singularity of charge A into the low-energy abelian charge B. Localization
calculations such as [12, 13] suggest that the cBA,p[ϕa] coefficients should only receive
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contributions from BPS “bubbling monopole” geometries, i.e. should be computed by
a path integral localized on BPS solutions of the equations of motion in the presence
of the monopole singularity, with given abelian magnetic charge at infinity.
Schematically, we expect the relation to take the form
cBA,p[ϕa] =
∫ G−equivariant
MBA
cp[EA]e(Dm) , (1.3)
i.e. an equivariant integral over the moduli space MBA of bubbling solutions of the
Bogomolnyi equations, with an integrand assembled from the Euler class of the bundle
Dm of Dirac zero modes for the matter fields and an appropriate characteristic class of
the universal GA-bundle EA associated to the singularity. The abelian vectormultiplet
scalars ϕa should play the role of equivariant parameters for the action of the gauge
group G.1
In this paper, we will mainly focus on theories whose Poisson algebra is generated
by monopole operators such that the moduli spaces MBA are a point. This includes
all quivers built from unitary gauge groups. In particular, for linear quivers of this
type, brane constructions predict two alternative descriptions of the Coulomb branch:
as a moduli space of solutions to the Bogomolnyi equations with singularities, and as
a moduli space of solutions to the Nahm equations on an interval. Both constructions
involve auxiliary gauge groups associated to the quiver. We will compare the predictions
of the abelianization map with the results of these alternative descriptions, finding exact
agreement in all cases. We leave the detailed analysis of more general gauge theories
to future work.
It is also possible to extend the abelianization map to gain a description of the
Coulomb branch of four-dimensional gauge theories compactified on a circle, or five-
dimensional gauge theories compactified on a torus.
The abelianization map can be extended in a straightforward way to give a canon-
ical quantization of the Poisson algebra of holomorphic functions, simply by working
equivariantly under space-time rotations. Physically, the quantization is associated
to a (twisted) Omega deformation of the three-dimensional gauge theory. The quan-
tized monopole operators MˆA,p can be directly compared with the expressions found
in localization of supersymmetric correlation functions. We leave the comparison to a
companion paper.
Having described Coulomb branches as complex symplectic manifolds, we will also
conjecture how to extend the abelianization map to construct their twistor spaces. The
1The moduli space MBA has singularities labelled by lower magnetic charges A′. The equivariant
path integral is expected to have regularization ambiguities proportional to full monopoles MA′,p′ of
lower charge
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twistor space unifies all complex structure, and captures the full hyperka¨hler geometry
of a Coulomb branch.
In Section 2 we will review the properties of N = 4 gauge theories. In Section 3
we will review the geometry of the Coulomb branch of abelian gauge theories, in a
language which is suitable for the construction of the abelianization map, and propose
a natural quantization for the ring of holomorphic functions on the Coulomb branch.
In Section 4 we describe the abelianization map. In Sections 5 and 6 we discuss several
examples. In Appendix A. we develop some tools for analyzing singular monopole
moduli spaces as holomorphic symplectic manifolds; and in Appendix B we describe
some of the simplest equivariant integrals of the type (1.3).
2 Generalities
A renormalizable 3d N = 4 gauge theory is defined by a choice of gauge group, a
compact Lie group G, and a choice of matter content, i.e. a quaternionic representation
R of G.2 The fields of the theory consist of a vectormultiplet transforming in the
adjoint representation of G, and hypermultiplets transforming in the representation
R. The vectormultiplet contains a triplet of real scalars ~φ = (φ1, φ2, φ3) ∈ (g)3. The
hypermultiplets contain 4N real scalars (for some N ≥ 0), which parametrize R4N
with its standard hyperka¨hler structure. The representation R can be understood as
mapping G to a subgroup of the hyperka¨hler isometry group USp(N) = U(2N) ∩
Sp(2N,C) of R4N . The Lagrangian of the gauge theory is fully determined by the
choice of (G,R), together with (dimensionful) gauge couplings for every factor in G
and a set of canonical deformation parameters (masses and FI parameters) that we
review below.
3d N = 4 gauge theories always have an R-symmetry group SU(2)C × SU(2)H .
The three scalar fields in each vectormultiplet transform as a triplet of SU(2)C , while
hypermultiplets transform as complex doublets of SU(2)H .
In addition, there is a global symmetry group GC × GH that commutes with
SU(2)C × SU(2)H (and the supersymmetry algebra). The hypermultiplets transform
under a “Higgs-branch” global symmetry group GH , which, formally, is the normalizer
of the gauge group inside USp(N), modulo the action of the gauge group itself
GH = NUSp(N)(R(G))
/R(G) , (2.1)
with ‘R’ denoting the map from G to USp(N). Thus, loosely speaking, the hyper-
multiplet scalars transform in a quaternionic representation of G × GH . If the gauge
2For further background material on 3d N = 4 theories, see e.g. [2, 14].
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group G contains abelian factors, the theory will also have “Coulomb-branch” global
symmetries whose conserved currents are simply the abelian field strengths. Monopole
operators with magnetic charges in the abelian factors, by construction, are charged
under Coulomb-branch global symmetries. Altogether, in the ultraviolet gauge theory,
GC = U(1)
# U(1) factors in G , (2.2)
though in the infrared GC may be enhanced to a nonabelian group whose maximal
torus is (2.2).
In the absence of mass deformations, a typical N = 4 gauge theory has a rich mod-
uli space of vacua, a union of “branches” of the form Ca×Ha, where Ca is a hyperka¨hler
manifold parameterized by the expectation values of gauge-invariant combinations of
vectormultiplet scalars and monopole operators and Ha is a hyperka¨hler manifold pa-
rameterized by the expectation values gauge-invariant combinations of hypermultiplets.
We will generically refer to the “Coulomb branch”MC as a branch of vacua where the
Ha factor is trivial, and to the “Higgs branch” MH as a branch of vacua where Ca is
trivial. Other branches of the moduli space of vacua are usually referred to as mixed
branches, and consist of a product of hyperka¨hler sub-manifolds of MC and MH .
The Higgs branch MH is not affected by quantum corrections, and is simply the
hyperka¨hler quotient
MH = R4N///G , dimCMH = 2N − 2 dim(R(G)) . (2.3)
In contrast, the Coulomb branch does suffer quantum corrections. Classically,
MC ≈ (R3 × S1)rankG/WG , dimCMC = 2 rankG , (2.4)
where WG is the Weyl group of G; but quantum corrections modify the topology and
geometry of MC .
The global symmetries GC × GH act tri-holomorphically on the corresponding
branches of vacua and are associated to a triplet of protected moment map operators.
On the other hand, the R-symmetries rotate among themselves the hyperka¨hler forms
of MC and MH respectively. In particular, in the absence of mass deformations all
choices of complex structure on MC and MH are equivalent.
The N = 4 gauge theories admit two classes of deformation parameters, masses
and FI parameters, each associated to a Cartan generator of the global symmetry of
the theory. Masses ~m ∈ (tH)3 transform as a triplet of SU(2)C , while FI parameters
~t ∈ (tC)3 transform as a triplet of SU(2)H . Masses deform/resolve the geometry of
the Coulomb factors Ca and restrict the Higgs factors Ha to the fixed point of the
corresponding isometries. FI parameters do the opposite.
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The geometry of the Higgs and Coulomb branches of vacua is captured by the
expectation values of two types of half-BPS local operators. Higgs-branch operators
parameterize MH and transform in irreducible representations of SU(2)H : a spin n/2
Higgs branch operator is the projection to spin n/2 of a gauge-invariant polynomial of
n elementary hypermultiplets.
Coulomb-branch operators parameterizeMC and transform in irreducible represen-
tations of SU(2)C . A generic Coulomb-branch operator can be described as a “dressed
monopole operator”: a BPS monopole operator combined with some polynomial in
the vectormultiplet scalars which is invariant under the subgroup of the gauge group
preserved by the monopole singularity.
It is useful to pick an N = 2 subalgebra of the N = 4 superalgebra and look at the
Higgs and Coulomb branch operators which are chiral under the N = 2 subalgebra.
These operators form a chiral ring and map to holomorphic functions onMC andMH .
Indeed, the choice of N = 2 subalgebra is equivalent to a choice of complex structures
ζ and ζ ′ on the two branches of vacua; and the rings of holomorphic functions C[MC ]ζ ,
C[MH ]ζ′ in these complex structures are subrings of the N = 2 chiral ring. (We often
drop the explicit dependence on ζ, ζ ′.) The choice of N = 2 subalgebra is preserved by
a Cartan subalgebra of SU(2)C × SU(2)H , and the corresponding abelian R-charge of
BPS monopole operators in C[MC ]ζ can be computed by a standard formula [8, 11].
We will denote the chiral combinations of the hypermultiplet scalars as pairs
(X, Y ) ∈ C2N (or more precisely (Xζ′ , Yζ′)), implicitly assuming that the matter rep-
resentation R is the sum of two conjugate complex representations. If R is truly
pseudo-real, X and Y should be unified into a single set of fields. We will denote the
chiral combination of vectormultiplet scalars, containing two of the three real adjoint-
valued fields, as ϕ ∈ gC (or more precisely ϕζ). Chiral BPS monopole operators require
a singular vev for the remaining real scalar field σ ∈ g, matching the singularity in the
gauge fields.
The imprint of the hyperka¨hler geometry on the ring of holomorphic functions on
MC and MH is a holomorphic Poisson bracket, associated to the complex symplectic
forms built out of the appropriate linear combination of hyperka¨hler forms (See Eqn.
(3.44) for an explicit formula). For hypermultiplets, we simply have {X, Y } = 1.
The data of the chiral rings and Poisson brackets is captured by two topologically
twisted theories: the Rozansky-Witten theory [15] combines space-time rotations and
SU(2)C to select a supercharge whose cohomology captures the complex geometry of the
Higgs branch; while a twisted Rozansky-Witten theory combines space-time rotations
and SU(2)H to select a supercharge whose cohomology captures the complex geometry
of the Coulomb branch. It is likely that the results of this paper could be verified by
studying monopole operators in the language of twisted Rozansky-Witten theory.
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The description ofMC andMH as complex symplectic manifolds does not capture
the hyperka¨hler metric on the moduli spaces. The metric can be captured, though, by a
twistor construction. We refer to Sections 3.5, 5.5, 6.9 for details. Our results strongly
suggest that it should be possible to extend the language of the (twisted) Rozansky-
Witten theory to capture the full twistor geometry, perhaps in a manner similar to
projective superspace constructions in physics, see e.g. [16].
2.1 The chiral ring is independent of gauge couplings
A key ingredient in many our constructions is a simple variation of a non-renormalization
theorem. Consider a 3d N = 4 gauge theory, with Coulomb and Higgs branches MC ,
MH . Let us choose an N = 2 subalgebra of the N = 4 superalgebra, as above, corre-
sponding to a choice of complex structures on the Coulomb and Higgs branches. Then
the chiral rings C[MC ]ζ and C[MH ]ζ′ are subrings of the N = 2 chiral ring.
The gauge coupling constants gi of our theory are real parameters with no natural
complexification. They can be promoted to background N = 2 superfields in several
ways: either as the real scalar components of linear multiplets Σi, as the scalar compo-
nents of real (vector) multiplets Vi, or as the scalar components of chiral multiplets Φi
that only ever enter the theory in the combination Φi + Φ
†
i . None of these multiplets
can ever occur in an effective superpotential of the N = 2 theory, or in the N = 2
chiral ring. Indeed, this was the basis behind the non-renormalization theorems of [17].
In the present case, we conclude that for any fixed choice of complex structure, the
chiral rings C[MC ]ζ , C[MH ]ζ′ do not depend on gauge couplings gi. In particular, this
means that there must exist a set of chiral operators {Oa} that generate each chiral
ring, in such a way that the ring relations (structure constants, etc.) are independent
of the gi. The Oa do include monopole operators, whose ultraviolet definition V± ∼
exp
(± 1
g2
(σ+iγ)
)
does implicitly involve gauge couplings. However, once such operators
are correctly identified, the relations among them never contain the gi.
Note that the status of gauge couplings in 3d N = 2 or N = 4 theories is fun-
damentally different from that in 4d N = 2 theories. In 4d, the real gauge couplings
do have a natural complexification by the theta-angle, and they do enter the complex
geometry of the Coulomb branch [18, 19].
In a nonabelian 3d N = 4 gauge theory at a generic point in the Coulomb branch,
instanton corrections to the metric are controlled by the instanton action, which is
proportional to 1
g2
but goes to zero as one approaches the locus where nonabelian
gauge symmetry is classically restored. Thus the non-renormalization theorem protects
the complex geometry on the Coulomb branch from the effect of instantons, allowing
corrections only at the classical nonabelian locus. This is the the motivation for our
abelianization map.
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3 Abelian Coulomb branches
We review the structure of Coulomb (and Higgs) branches of abelian gauge theories,
building up gradually from SQED to a general theory. Our main goal is to describe the
chiral ring of the Coulomb branch C[MC ] = C[MC ]ζ (for any fixed ζ) intrinsically, in
a way that will generalize to nonabelian theories. We also describe quantization of the
chiral ring in the presence of an Omega background, as well as the twistor construction
that unifies all complex structures ζ and reproduces the hyperka¨hler metric on the
Coulomb branch.
3.1 SQED
SQED with N hypermultiplets is a gauge theory with G = U(1) andR ' R4N ' T ∗CN ,
in the notation of Section 2. Given a complex structure on the Higgs branch, the 2N
complex hypermultiplet scalars (X i, Y i)Ni=1 carry charges (+1,−1) under the U(1) gauge
symmetry. This theory has a Higgs-branch symmetry GH = PSU(N) that rotates the
N hypermultiplets, and a Coulomb-branch symmetry GC = U(1)t that rotates the dual
photon.
The Higgs branch is protected from quantum corrections and may be constructed
as a hyperka¨hler quotient. The complex and real moment maps of the U(1) gauge
group action are
µ = ~X · ~Y , µR = | ~X|2 − |~Y |2 , (3.1)
and the Higgs branch is the hyperka¨hler quotient
MH = (µ = t , µR = tR)/U(1) . (3.2)
When the complex FI parameter t is zero but the real FI parameter tR is nonzero,
MH is isomorphic to T ∗CPN−1 as a complex manifold. If both FI parameters vanish,
MH becomes a singular hyperka¨hler cone. In terms of representation theory, this
cone can be identified with the orbit of the minimal nilpotent element inside sl(N,C),
and its resolution at finite tR is the Springer resolution of the orbit. When t, tR are
both nonzero, MH still has the topology of T ∗CPN−1, but is no longer isomorphic
to T ∗CPN−1 as a complex manifold (in particular, the base CPN−1 is no longer a
holomorphic submanifold).
The Higgs-branch chiral ring is obtained by starting with the free polynomial ring
C[X, Y ] generated by the Xi and Yi, taking invariant functions, and imposing the
complex moment map condition µ = t. Abstractly,
C[MH ] = C[X, Y ]U(1)/(µ− t) . (3.3)
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This can also be thought of as a holomorphic symplectic reduction of C[X, Y ]. Con-
cretely, C[MH ] is generated by an N × N matrix of functions zij = X iY j, subject to
Tr ||zij|| = t and the condition that the determinant of any 2 × 2 minor vanishes, i.e.
rank ||zij|| = 1.
Classically, the Coulomb branch is parametrized by the vectormultiplet scalar fields
~φ = (φ1, φ2, φ3) ∈ R3, together with the dual photon γ, which obeys dγ = ∗dA. In
our conventions, the dual photon is a periodic scalar with γ ∼ γ + 2pig2, where g2 is
the tree-level gauge coupling. Therefore, topologically, the classical Coulomb branch is
simply MclassC = R3 × S1. The symmetry GC = U(1)t shifts the dual photon and so
rotates the S1 factor.
The Coulomb branch of an abelian theory does not receive non-perturbative quan-
tum corrections as there are no dynamical monopoles. Furthermore, the classical
Coulomb branch only receives a 1-loop quantum correction, which can be explicitly
computed [1, 2, 14]. Topologically, this correction has the effect of changing the topol-
ogy of MclassC at infinity from a product S2 × S1 to a nontrivial fibration of Euler
number N ; and correspondingly shrinking the dual photon circle S1 at any values of
(ϕ, σ) where a hypermultiplet becomes massless.
To analyze this we introduce N hyperka¨hler triplets of masses ~mi ∈ (tH)3, i =
1, ..., N , valued in a Cartan subalgebra of the PSU(N) flavor symmetry of the Higgs
branch. (These masses are constant vevs for a background PSU(N) vectormultiplet,
and are defined up to an overall shift which can be absorbed in ~φ.) The effective mass
of the i-th hypermultiplet is |~φ+ ~mi|, so the S1 circle ofMclasC shrinks at the N points
~φ = −~mi . (3.4)
How can we describe the quantum-corrected Coulomb branch MC as a complex
symplectic manifold? Fixing a complex structure, we form chiral combinations (say)
ϕ = φ2 + iφ3 and σ+ iγ = φ1 + iγ, and correspondingly mi := mi,2 + imi,3, m
R
i := mi,1.
Classically, the holomorphic functions on MclassC are given by the vevs of the complex
scalar ϕ and the monopole operators v± = e±
1
g2
(σ+iγ)
.3 The monopole operators simply
satisfy v+v− = 1 and the holomorphic symplectic form is
ΩC = dϕ ∧ d log v+ = −dϕ ∧ d log v− . (3.5)
This identifiesMclassC = C×C∗ as a complex symplectic manifold. A natural guess for
the quantum-corrected Coulomb branch is that the vevs of monopole operators become
3See [8, 9, 17, 20] for some further discussions of monopole operators and their properties.
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C (rather than C∗) valued functions, and satisfy a modified relation (cf. [9])
MC : v+v− =
N∏
i=1
(ϕ+mi) , (3.6)
with the same holomorphic symplectic form ΩC . The modified relation beautifully
accounts for the shrinking of the S1 at points (3.4). It identifies the Coulomb branch
with a deformation of the AN−1 singularity C2/ZN .
The relation (3.6) is consistent with transformations of v± and ϕ under the topo-
logical symmetry U(1)t and the R-symmetry U(1)C ⊂ SU(2)C . Indeed, the monopole
operators have charge ±1 under U(1)t, while ϕ is neutral. On the other hand, ϕ has R-
charge +2 while V± both have R-charge N [2, 9, 17]. (Note that U(1)C is broken unless
mi ≡ 0, in which case the RHS becomes homogeneous, transforming with charge 2N .)
The exact hyperka¨hler metric on the Coulomb branch of an abelian gauge theory
can be determined from a 1-loop calculation, as discussed in [1, 2, 14]. For SQED
with N flavors, this calculation reproduces the hyperka¨hler metric on the N -centered
Taub-NUT space. In Gibbons-Hawking coordinates, the hyperka¨hler metric is
ds2 = U(φ) d~φ · d~φ+ U(φ)−1(g−2dγ + ~ω(φ) · d~φ)2 . (3.7)
This metric describes an S1-fibration over R3 with fiber and base coordinates given by
γ and ~φ, respectively. The function U(φ) encodes the 1-loop correction to the tree-level
gauge coupling,
U(φ) =
1
g2
+
N∑
i=1
1∣∣~φ+ ~mi∣∣ , ~∇U = ~∇× ~ω . (3.8)
At the N points ~φ = −~mi a fundamental hypermultiplet becomes massless and the
1-loop corrections force U(φ) → ∞, shrinking the S1 fiber at that point. In addition,
the Dirac connection ~ω modifies the topological structure of S1 bundle on the sphere
at infinity to a fibration of Euler number N .
In the infrared, as g →∞, this metric describes the deformation and/or resolution
of the AN−1 singularity C2/ZN , precisely agreeing with (3.6). The non-renormalization
argument of Section 2.1, however, guarantees that the chiral-ring relation (3.6) holds for
all values of g2 — and thus also describes the chiral ring of the N -centered Taub-NUT
space.
3.2 General charges
The analysis of the Coulomb branch for SQED can be upgraded to a general abelian
gauge theory. The construction is local, in the sense that it can be performed separately
for each U(1) gauge group in a general theory, where the SQED results apply.
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Consider, then, a theory with gauge group G =
∏r
a=1 U(1)a and representation
R = T ∗CN for N hypermultiplets, such that the i-th hypermultiplet (X i, Y i) has
charges (Qai,−Qai) under U(1)a. The flavor symmetry group GH × GC of the theory
includes a subgroup GH = U(1)
N−r =
∏N−r
α=1 U(1)α that rotates the hypermultiplets
with some charges (qαi,−qαi) and a subgroupGC = U(1)r =
∏r
a=1 U(1)
(a) of topological
symmetries shifting the dual photons.4 The N−r vectors ~q α ∈ ZN are only well defined
modulo the ~Qa ∈ ZN , and together with the ~Qa form a basis for RN . It is therefore
convenient to combine the vectors ~Qa, ~q α into a square N ×N matrix
Q =
(
Q
q
)
, (3.9)
i.e. such that Qai = Q
a
i for α = 1, . . . , r and Q
N−a+1
i = q
a
i for a = 1, . . . , N − r.
Without loss of generality, we can take |det Q| = 1 to insure that our basis of gauge
and flavor generators is minimal.5
Classically, the Coulomb branch has the form MclassC = (R3 × S1)r, parametrized
by the scalars (σa, ϕa) and the dual photon γa for each U(1)a gauge group. As in the
case of SQED, we expect this picture to be modified by 1-loop quantum corrections.
The effective real and complex masses of the i-th hypermultiplet are
Mi =
∑
a
Qaiϕa +
∑
α
qαimα , M
R
i =
∑
a
Qaiσa +
∑
α
qαim
R
α , (3.10)
where (mRα,mα) are a triplet of mass parameters for each U(1)α factor in the flavor
group GH . When the i-th hypermultiplet becomes massless, M
R
i = Mi = 0, 1-loop
quantum corrections will cause the circle parametrized by the associated dual photon∑
aQ
a
iγa to shrink.
In order to describe the quantum-corrected Coulomb branch MC as a complex
symplectic manifold, we use the expectation values of the complex fields ϕa along with
monopole operators. For each U(1)a factor in G, there is a pair of monopole operators
v±a ∼ e
± 1
g2a
(σa+iγa)
. The shrinking of S1’s at the location of massless hypermultiplets is
then captured by the relations
v+a v
−
a =
N∏
i=1
(Mi)
|Qai| =: Pa(ϕ,m) . (3.11)
4In special cases, such as SQED, the flavor symmetry may have a nonabelian enhancement. For
the current general discussion, we are just considering maximal tori of the flavor groups.
5That condition is equivalent to the requirement that Q−1 is integral, so that the matter fields can
only be coupled to integrally quantized background flavor and gauge fluxes.
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This is simply a copy of the SQED formula (3.6) for every U(1)a factor, slightly modified
to allow for more general gauge and flavor charges. The relations transform homoge-
neously under the topological symmetry group GC =
∏r
a=1 U(1)
(a), whose factors act on
v±a with charge ±1, and act trivially on ϕ. When ~mα = 0, they also transform homoge-
neously under the R-symmetry U(1)C , acting on ϕ with charge 2 and on the monopole
operators v±a with charge
∑
i |Qai|. The nontrivial R-charges of the monopoles are
determined just as they were for SQED [2, 9, 17].
The operators (v+a , v
−
a , ϕa)
r
a=1, subject to relations (3.11), don’t quite generate all
the holomorphic functions on the Coulomb branch. A few additional generators are re-
quired. For every cocharacter A ∈ Hom(U(1), G) ' Zr, there exists a pair of monopole
operators v+A , v
−
A = v
+
−A constructed from the dual photon for the corresponding U(1)
subgroup of G. They have charges ±Aa (where A = (A1, ..., Ar)) under the topological
symmetry U(1)(a). These more general monopole operators can always be expressed as
rational functions of the (v+a , v
−
a , ϕa)
r
a=1, but not necessarily as polynomials.
For general monopole operators labelled by A,B ∈ Zr we propose that
v−A = v
+
−A v
+
Av
+
B = v
+
A+BPA,B(ϕ,m) , (3.12)
where
PA,B(ϕ,m) =
N∏
i=1
(Mi)
(QTA)i++(Q
TB)i+−(QT (A+B))i+ , (3.13)
and (x)+ := max(x, 0). The vectors (Q
TA) ∈ ZN are defined using the charge matrix
as a map QT : Zr → ZN . When B = −A it is straightforward to verify that equation
(3.12) becomes
v+Av
−
A =
N∏
i=1
(Mi)
|(QTA)i| , (3.14)
which is an immediate generalization of the formula (3.11) for simple monopole oper-
ators. Another consequence of equation (3.12) is that v+nA = (v
+
A)
n when n ≥ 0. The
formula (3.12) implies that a general monopole operator v+A can be written as a rational
function of (v+a , v
−
a , ϕa)
r
a=1.
We propose that the full Coulomb branch chiral ring is generated as
C[MC ] = C
[{v±A}A∈Zr , {ϕa}ra=1]/(3.12) . (3.15)
We will prove this result in Section 3.3 using 3d abelian mirror symmetry, assuming
that the charge matrix Q is unimodular. Note that due to v+nA = (v
+
A)
n it is sufficient to
take a finite set of primitive monopole operators as the generators of C[MC ]. Further
properties of the Coulomb branch chiral ring of abelian gauge theories, including a
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concise combinatorial description of its basis, will appear in joint work with Justin
Hilburn [21].
Mirror symmetry will also show that the holomorphic symplectic form on MC is
given by
ΩC =
r∑
a=1
dϕa ∧ d log v
+
a
Pa(ϕ,m)1/2
. (3.16)
The induced Poisson brackets include
{ϕa, ϕb} = 0 , {ϕa, v±b } = ±δabv±b , {v+a , v−a } = −
∂
∂ϕa
Pa(ϕ,m) . (3.17)
The non-vanishing brackets {v+A , v+B} among monopole operators can most easily be
derived by taking a classical limit of the quantum relations in Section 3.4.
Finally, the hyperka¨hler metric generalizing (3.8) takes the form (cf. [3])
ds2 = Uab d~φa · d~φb + (U−1)ab(g−2a dγa + ~ωac · d~φc)(g−2a dγb + ~ωbc
′ · d~φc′) , (3.18)
Uab =
1
g2a
δab +
N∑
i=1
QaiQ
b
i∣∣ ~Mi∣∣ , ~∇Uab = ~∇× ~ωab , (3.19)
where ~Mi = (M
R
i ,ReMi, ImMi) is the triplet of effective masses for the i-th hyper-
multiplet. This metric describes an (S1)r fibration over (R3)r. The metric receives
corrections only at one loop, which appear in the functions Uab and the Dirac connec-
tion ~ωab. This metric can be used directly to justify the chiral ring relations (3.12)
and to derive the holomorphic symplectic form — most easily, by studying the limit
g2a →∞ and then using the non-renormalization argument to ensure that the result is
independent of ga. Instead, we will prove formulas (3.12) and (3.16) using 3d abelian
mirror symmetry (together with non-renormalization).
3.3 Derivation via mirror symmetry
The mirror of an abelian theory T with N hypermultiplets and gauge group G =∏r
a=1 U(1)a is another abelian theory T˜ with N hypermultiplets (Xi, Yi) and gauge
group G˜ =
∏N−r
α=1 U(1)α. The gauge charges Q˜α
i and flavor charges q˜a
i in the mirror
theory may be combined into an N × N matrix Q˜, which is related to the matrix Q
defined in (3.9) by [3]
Q˜ =
(
q˜
Q˜
)
= Q−1,T . (3.20)
As this matrix is unimodular, |det Q| = 1, the mirror charge matrix Q˜αi has integer
entries. Mirror symmetry interchanges the Coulomb and Higgs branch symmetries of
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these theories so that G˜H = GC =
∏r
a=1 U(1)a and G˜C = GH =
∏N−r
α=1 U(1)α. In
particular, the N − r FI parameters of T˜ are related to the masses of T : t˜α = mα.
Subject to these relations, the Higgs branch chiral ring C[M˜H ] of T˜ should be identical
to the Coulomb branch chiral ring C[MC ] of T .
Since the Higgs branch of T˜ receives no quantum corrections, we can describe
its chiral ring explicitly as a holomorphic symplectic quotient of the ring of functions
C[Xi, Yi] built from hypermultiplets,
C[M˜H ] = C[Xi, Yi]G˜
/
(µ˜α :=
∑
i Q˜α
iXiYi = t˜α) . (3.21)
In other words, just as in (3.3) for SQED, we take polynomials in Xi, Yi that are
invariant under the G˜ gauge action and impose complex moment map constraints.
Clearly the N functions Zi := XiYi are gauge invariant. They are not all indepen-
dent, since
∑
i Q˜α
iZi = t˜α. As independent elements we can take the N − r complex
moment maps for the flavor symmetry group, νa :=
∑
i q˜a
iZi. Then since Q˜ = Q
−1,T
we have
Zi =
∑
a
Qaiνa +
∑
α
qαit˜α , (3.22)
analogous to (3.10). The remaining gauge-invariant monomials are all of the form
Ww := Xw+Y w− =
∏
i(Xi)
wi+(Yi)
wi− , w = w+ − w− ∈ ZN , (3.23)
for vectors w that are in the kernel of Q˜ : ZN → ZN−r, with positive and negative
parts w± ∈ ZN≥0. In particular, the monomials WQa are gauge invariant, where Qa =
(Qa
1, ..., Qa
N) denotes a charge vector of T . Indeed, assuming that |det Q| = 1, the
kernel of the map Q˜ : ZN → ZN−r simply equals the image of QT : Zr → ZN .
It is now completely straightforward to calculate that
WQ
a
W−Q
a
=
N∏
i=1
(Zi)
|Qai| =: Pa(ν, t˜) , (3.24)
and more generally
WwW v = Ww+vPw++v+−(w+v)+(ν, t˜) , (3.25)
with Pw(ν, t˜) :=
∏
i(Zi)
wi and w, v ∈ imQT . The Higgs-branch chiral ring is then
generated as
C[M˜H ] =
〈{νa}ra=1, {Ww}w∈ImQT ∣∣WwW v = Ww+vPw++v+−(w+v)+(ν, t˜) 〉 . (3.26)
If we replace
νa → ϕa
W±Q
T ·A → v±A
Zi → Mi
t˜α → mα ,
(3.27)
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then we recover the presentation (3.15) for C[MC ] in the original theory.
Finally, we can check that the holomorphic symplectic form (3.16) is correct. On
the Higgs branch of the mirror theory T˜ , the holomorphic symplectic form Ω˜H descends
from the form
∑
i dYi ∧ dXi on T ∗CN upon symplectic reduction. Observe that∑
a
dνa ∧ d log W
Qa
Pa(ν, t˜)1/2
=
∑
a,i
d(q˜a
iXiYi) ∧ d log(X 12QaY − 12Qa) (3.28)
=
∑
a,α;i
d(Q˜α,a
iXiYi) ∧ d log(X 12Qα,aY − 12Qa,α) (3.29)
=
1
2
∑
i,j
(Q˜TQ)ij
( Yi
Xj
dXi ∧ dXj − Xi
Yj
dYi ∧ dYj +
(Xi
Xj
+
Yi
Yj
)
dYi ∧ dXj
)
=
∑
i
dYi ∧ dXi ,
where in (3.29) we used the constraints
∑
i Q˜α
iXiYi = tα to promote the sum over
α = 1, ..., r to a sum over both α and a covering all indices of Q˜. The calculation shows
that the symplectic reduction of
∑
i dYi ∧ dXi can be expressed as the LHS of (3.28),
which translates on the Coulomb branch of T to (3.16).
3.3.1 Example: SQED from mirror symmetry
For SQED we have the following matrix of charges:
Q =

1 1 1 · · · 1
0 1 0 · · · 0
0 0 1 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · 1
 , (3.30)
and thus the charges of the mirror theory can be presented as
Q˜ = Q−1,T =

1 0 0 · · · 0
−1 1 0 · · · 0
−1 0 1 · · · 0
· · · · · · · · · · · · · · ·
−1 0 0 · · · 1
 . (3.31)
An equivalent presentation of the mirror theory, related by a redefinition of the gauge
charges, is as a linear quiver of N − 1 U(1) gauge groups with a single flavor at either
end (whose Coulomb branch we return to in Section 6).
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We have a single basic gauge-invariant bilinear ν = Z1 = X1Y1 on the Higgs
branch of the mirror theory, since Zi = ν + t˜i−1 for i > 1. The mirrors of the basic
monopole operators are W 1,··· ,1 =
∏
iXi and W
−1,··· ,−1 =
∏
i Yi, which satisfy the
expected relation
W 1,··· ,1W−1,··· ,−1 = ν
N−1∏
α=1
(ν + t˜α) . (3.32)
3.4 Quantization
Since the Higgs and Coulomb branches of a 3d N = 4 theory are complex symplectic
manifolds, it is natural to ask whether they admit a quantization, and whether this
quantization plays a physical role. The answer to both questions turns out to be
positive.
3.4.1 Quantization via Omega background
Physically, quantization can be achieved by placing a 3d N = 4 theory in a two-
dimensional Omega background. The details were recently presented in [22]. Concep-
tually, the idea is to reduce the 3d theory to a 1d quantum mechanics, so that operators
become fixed to a line and their product (potentially) becomes non-commutative. This
same basic idea was used in [23] and later [24] to quantize algebras of line operators in
four-dimensional theories, by forcing the line operators to lie in a common plane (see
also the recent review [25]).6 A direct reduction of the 4d constructions leads to the
Omega background that quantizes 3d chiral rings.
Another example of quantization of an operator algebra appeared in [29, 30].
Namely, it was found that in a two-dimensional A-model, a “canonical coisotropic
brane” boundary condition [31] induces a deformation quantization of the algebra of
operators on the boundary. This quantization is also related to the 3d quantization
discussed here, since the reduction of a 3d theory along the isometries of an Omega
background is precisely expected to produce a 2d A-model with canonical coisotropic
boundary [32].
To describe the background that quantizes the chiral ring of a 3d N = 4 theory
T , we first rewrite the 3d theory on R3 = R2 × Rt as a two dimensional N = (2, 2)
theory on R2 whose fields are valued in functions of the third direction Rt. In general,
there is some freedom in choosing an N = (2, 2) subalgebra of 3d N = 4 to make
manifest. The choice is parameterized by the coset R[3d N = 4]/R[3d N = (2, 2)], where
6If one additionally puts a 4d theory on a half-space, the (quantized) algebra of line operators in
the bulk acts on the boundary condition. This leads to Ward identities for line operators that have
appeared in numerous recent works, e.g. related to the 3d-3d correspondence [26] and to integrable
systems [27, 28].
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the numerator and denominator are the R-symmetries of the respective superalgebras.
More concretely, the R-symmetry U(1)A×U(1)V of 2d N = (2, 2) embeds as a maximal
torus of SU(2)C × SU(2)H , so there is a CP1 × CP1 of choices. This, however, is the
same as the choice of complex structure on 3d Higgs and Coulomb branches. After
fixing complex structures, we will select the unique 2d N = (2, 2) subalgebra whose
R-symmetry U(1)A ×U(1)V leaves our distinguished complex structures invariant, i.e.
U(1)A = U(1)C and U(1)V = U(1)H .
Now, “turning on” an Omega background in a 2d (2, 2) theory involves choosing
a nilpotent supercharge Q and deforming both the supersymmetry algebra and the
Lagrangian so that [33–36]
Q2 = LV , (3.33)
where V is the vector field that generates rotations of R2, and LV the corresponding
Lie derivative. There are two standard candidates for a nilpotent Q: the A-type su-
percharge QC = Q− + Q+ and the B-type supercharge QH = Q− + Q+. Note that
QC is invariant under U(1)H and transforms with charge +1 under U(1)C , whereas
the opposite is true for QH .
7 We will loosely denote both types of Omega-deformed
spacetimes as R2 × Rt or simply R2 × R.
It was argued in [22] that the Omega background using QH quantizes the Higgs-
branch chiral ring.8 In the presence of the Omega background, QH-closed operators
(which include elements of the Higgs-branch chiral ring) are restricted to lie at the origin
of R2 . The position of these operators in the third direction Rt then determines an
ordering, and their operator product is no longer required to be commutative. Similarly,
the Omega background with QC quantizes the Coulomb-branch chiral ring.
The quantizations AH and AC of the Higgs and Coulomb branch chiral rings that
are produced by Omega backgrounds should be unique, or almost so: they depend
only on the complex FI and mass parameters (respectively) that deform the chiral
rings C[MH ] and C[MC ]. Notice that the set of complex FI’s t corresponds to a class
in H2(MH ,C), namely the class of the complex symplectic form ΩH . Similarly, m
corresponds to the class of ΩC in H
2(MC ,C).
In the mathematical theory of deformation quantization, the quantization of the
ring of functions on a complex symplectic manifoldM (with certain “nice” properties)
7From a 3-dimensional perspective, QC and QH coincide with the supercharges of Rozansky-Witten
theory [15]. For example, if we turn on FI parameters (but not masses) and flow to the infrared, so
that the gauge theory is well approximated by a sigma model to the Higgs branch, QH becomes the
Rozansky-Witten supercharge for the sigma-model. Similarly, QC is the Rozansky-Witten supercharge
for a sigma-model to the Coulomb branch.
8Strictly speaking, [22] considered 3d N = 4 sigma-models, but the results extend easily to gauge
theories. A detailed description of the Omega background for gauge theories appears in [37].
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is uniquely characterized by an element of H2(M,C)⊗C[[]], i.e. a formal power series
in  with coefficients in H2(M,C), called the period of the quantization. The types of
spaces that arise as Higgs and Coulomb branches of a 3d N = 4 gauge theory possess
the required “nice” properties as long the branches can be fully resolved by turning
on mass and FI parameters [38], cf. [39, Sec. 3]. (This is equivalent to requiring
that mass and FI parameters can make the theory fully massive.) More so, if one
requires that quantization be equivariant with respect to the U(1)H , U(1)C actions
on the rings of functions then the period must simply lie in H2(M,C) itself [40].
The quantizations produced physically by the Omega background are precisely such
equivariant quantizations, uniquely characterized by the choice of m ∈ H2(MC ,C)
and t ∈ H2(MH ,C).
3.4.2 Explicit presentation
The quantization AH of the Higgs branch chiral ring in any 3d N = 4 gauge theory
can easily be described by virtue of the fact that C[MH ] is a complex symplectic
quotient. The result is very explicit for an abelian theory. Let us use the notation of
Section 3.3, considering a theory T˜ (mirror to T ) with N hypermultiplets, gauge group
G˜ =
∏N−r
α=1 U(1)α, and charge matrix (3.20).
The quantization AH of the “ungauged” ring C[T ∗CN ] is canonical, due to its
affine structure. Namely, the generators Xi, Yi are promoted to operators Xˆi, Yˆi with
commutation relations
[Yˆi, Xˆj] = δij . (3.34)
Thus the quantization AH is just N copies of a Heisenberg algebra. The ring AH is
obtained by a quantum symplectic reduction, cf. [41, 42]9: first taking a subring of
gauge-invariant operators in AH , and then imposing the moment-map constraints
ˆ˜µα =
∑
i
Q˜α
iZˆi = t˜α , (3.35)
where Zˆi = : XˆiYˆi : = XˆiYˆi +

2
= YˆiXˆi − 2 is the normal-ordered product.10 Note
that the gauge-invariant operators in AH are precisely those that commute with the
moment maps.
As in Section 3.3, we define quantum moment maps for the flavor symmetry, νˆa =∑
i q˜a
iZˆi, as well as monomials Wˆ
w = Xˆw+Yˆ w− that suffer no ordering ambiguities
since for every i either (w+)i = 0 or (w−)i = 0. After imposing (3.35) we still have
9Such a quantum symplectic reduction also appeared in [43], in a rather different context.
10Other operator orderings could also be used, but the resulting ambiguities can be absorbed into
the complex FI parameters t˜α.
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Zˆi =
∑
aQ
a
iνˆa +
∑
α q
α
it˜α just as in (3.22). After some straightforward calculations,
we find that AH is generated by {Wˆw}w∈imQ and {νˆa}ra=1, subject to the relations
[νˆa, νˆb] = 0 , [νˆa, Wˆ
w] = (q˜a · w) Wˆw , (3.36)
and the deformed product
Wˆ vWˆw =
( ∏
i s.t. |vi| ≤ |wi|,
viwi<0
[Zˆi]
−vi
)
Wˆ v+w
( ∏
i s.t. |vi| > |wi|,
viwi<0
[Zˆi]
wi
)
(3.37)
where
[a]b :=

∏b
i=1(a+ (i− 12)) b > 0∏|b|
i=1(a− (i− 12)) b < 0
1 b = 0 .
(3.38)
By using abelian mirror symmetry as in Section 3.3, we can translate the quan-
tization of AH for theory T˜ to a quantization of the Coulomb branch AC for theory
T . Namely, AC for theory T is generated by {vˆA±}A∈Zr and {ϕˆa}ra=1 subject to the
commutation relations
[ϕˆa, ϕˆb] = 0 , [ϕˆa, vˆ
±
A ] = ±Aa vˆ±A , (3.39)
together with vˆ+A = vˆ
−
−A and a product formula
vˆ+A vˆ
+
B =
( ∏
i s.t. |(QTA)i| ≤ |(QTB)i|,
(QTA)i(Q
TB)i<0
[Mˆi]
−(QTA)i
)
vˆ+A+B
( ∏
i s.t. |(QTA)i| > |(QTB)i|,
(QTA)i(Q
TB)i<0
[Mˆi]
(QTB)i
)
,
(3.40)
which has as a special case
vˆ+a vˆ
−
a =
N∏
i=1
[Mˆi]
−Qai =: Pˆa(ϕˆ,m) . (3.41)
Here Mˆi =
∑
aQ
a
iϕˆa +
∑
α q
α
imα, as in (3.10).
Note that in (say) a Coulomb-branch Omega background, the R-symmetry U(1)C =
U(1)A is broken explicitly by the RHS of (3.33). It could be restored by giving  charge
+2, which is precisely the charge of the holomorphic symplectic form ΩC . Correspond-
ingly, the quantum operator products (3.39), (3.41) break U(1)C , even at zero complex
mass, unless  is given a charge +2.
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3.4.3 Example: SQED from mirror symmetry, quantized
In the mirror of SQED, quantization of the basic bilinear is νˆ = Zˆ1 = Xˆ1Yˆ1 +

2
, with
Zˆi = νˆ + t˜
i−1. Moreover, Wˆ 1,··· ,1 =
∏
i Xˆi and Wˆ
−1,··· ,−1 =
∏
i Yˆi. We have
Wˆ 1,··· ,1Wˆ−1,··· ,−1 =
(
νˆ − 
2
)∏N−1
α=1
(
νˆ + t˜α − 2
)
,
Wˆ−1,··· ,−1Wˆ 1,··· ,1 =
(
νˆ + 
2
)∏N−1
α=1
(
νˆ + t˜α +

2
)
.
(3.42)
In SQED itself, these translate to
vˆ+vˆ− = P
(
ϕˆ− 
2
,m
)
=
N∏
i=1
(
ϕˆ− 
2
+mi
)
, vˆ−vˆ+ = P
(
ϕˆ+ 
2
,m
)
, (3.43)
along with [ϕˆ, vˆ±] = ±vˆ±. For N = 2 these are the relations for a central quotient of
the universal enveloping algebra of sl2; while for general N the operators vˆ
±, ϕˆ generate
a spherical Cherednik algebra (cf. [44, 45]).
3.5 Twistor space
So far, we have focused on the Coulomb branchMC as a complex symplectic manifold.
In abelian gauge theories, we could go further and write down the hyperka¨hler metric, as
it receives only 1-loop quantum corrections. As a warm-up for theories with nonabelian
gauge groups, where such an explicit construction of the metric is not possible, we will
now describe the hyperka¨hler structure using the twistor construction. In general, a
hyperka¨hler manifold M defines a twistor space Z 'M ×CP1 with certain properties,
and vice versa [46]. A review of the construction appears (e.g.) in [47, Sec. 3]. We
recall a few relevant facts.
A hyperka¨hler manifold M has an S2 worth of complex structures, parametrized
as aI + bJ + cK, with a2 + b2 + c2 = 1, where I, J,K are complex structures satisfying
I2 = J2 = K2 = IJK = −1. One identifies S2 with CP1, with its standard complex
structure I˜. Let ζ be an affine coordinate on CP1, and denote by Iζ the corresponding
complex structure on M , so that, for example, I0 = I and I∞ = −I. The twistor space
Z := M × CP1 is a complex manifold, whose complex structure at a point (m, ζ) is
(Iζ , I˜). One then verifies that:
1. The projection p : Z → CP1 is holomorphic, so that p−1(ζ) is a copy of M with
complex structure Iζ .
2. The antipodal map τ0 : CP1 → CP1 (τ0ζ = −ζ−1) lifts to an antiholomorphic
involution τ : Z → Z, providing a real structure on Z.
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3. There is a section Ωζ of
∧2 T ∗Z/CP1⊗O(2) satisfying τ ∗Ωζ = Ωζ , which in the fiber
p−1(ζ) becomes the holomorphic symplectic form on M in complex structure ζ.
Explicitly, let ωI , ωJ , ωK denote the Ka¨hler forms on M in complex structures
I, J,K. Then
Ωζ = ωJ + iωK + 2ζωI − ζ2(ωJ − iωK) = Ω + 2ζω + ζ2Ω , (3.44)
where ω := ωI and Ω := Ω0 = ΩI . (The involution τ
∗ acts as a composition of
the antipodal map Ωζ 7→ ζ2Ω−ζ−1 and complex conjugation in the fibers Ωζ 7→
Ωζ = Ω− 2ζ¯ω + ζ¯2Ω, which together preserve Ωζ .)
4. For all points m ∈ M , the section {m} × CP1 of p : Z → M is holomorphic and
real with respect to τ . The normal bundle to any such section is isomorphic to
CdimCM ⊗C O(1).
Conversely, given a 2d+ 1 dimensional complex manifold Z with a projection p : Z →
CP1, satisfying the first three properties above, the moduli space of real sections as in
(4) parametrizes a hyperka¨hler manifold.
The sections in (4), restricted to a fixed ζ ∈ CP1, provide (locally) holomorphic
functions on M in complex structure ζ. In our main case of interest, where M is
the Higgs or Coulomb branch of a 3d N = 4 theory, these functions should arise as
the expectation values of chiral operators – i.e. operators obeying a BPS condition
with respect to a combination of supercharges that is also labelled by the twistor
parameter ζ. The R-symmetry SU(2)H or SU(2)C , as appropriate, rotates the CP1
twistor sphere.
Some of the holomorphic functions we have encountered arise naturally as values of
a complex moment map. If a compact group G acts on M via hyperka¨hler isometries,
then it preserves all three forms ωI , ωJ , ωK , and gives rise to three g
∗-valued moment
maps µI , µJ , µK . Letting µ
R = µI and µ = µJ + iµK be the real and complex moment
map in complex structure I, (3.44) implies that µζ = µ + 2ζµ
R − ζ2µ is the complex
moment map in complex structure Iζ . In other words, moments maps are real sections
of O(2).
3.5.1 Twistor space for R4
A basic example of a hyperka¨hler manifold is M = R4. This occurs as the Higgs branch
of a theory with a single hypermultiplet (with trivial gauge group G). Using property
(4) and identifying M with its own cotangent bundle, we find that the twistor space Z
is the total space of the bundle O(1)⊕O(1)→ CP1.
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Suppose that in complex structure I the holomorphic coordinates on M ' C2 are
(X, Y ). Then, using ζ as an affine parameter centered at the “north pole” I ∈ CP1,
the sections in (4) are
Xζ = X − ζY , Yζ = Y + ζX . (3.45)
Physically, these can be obtained by applying an SU(2)H rotation to a hypermultiplet.
Letting ζ˜ = 1/ζ be an affine parameter centered at the south pole of CP1, and recalling
that local coordinates (u, ζ) on O(k) → CP1 transform as (u, ζ) 7→ (u/ζk, 1/ζ) =
(ζ˜ku, ζ˜), we also find the continuation of (3.45) to a neighborhood of the south pole,
X˜ζ˜ = ζ˜X − Y , Y˜ζ˜ = ζ˜Y +X . (3.46)
The holomorphic symplectic form is
Ωζ = dXζ ∧ dYζ = dX ∧ dY + ζ(dX ∧ dX + dY ∧ dY ) + ζ2dX ∧ dY (3.47)
= Ω + 2ζω + ζ2Ω
around the north pole, as desired; and around the south pole we have Ω˜ζ˜ = ζ˜
2Ω1/ζ˜ , as
appropriate for a section of O(2). Also observe that
Xζ = X − ζY = Y˜−ζ , Yζ = Y + ζX = −X˜−ζ ; (3.48)
thus Xζ , Yζ are real sections with respect to an involution τ that combines the antipodal
map on CP1 with a twisted conjugation (Xζ , Yζ) 7→ (Yζ ,−Xζ) in the fibers.
The space M admits a GH = U(1) hyperka¨hler isometry, whose complex moment
map is µζ = XζYζ = XY + ζ(|X|2 − |Y |2) − ζ2XY . We recognize in the middle term
the real moment map in complex structure I, µR = 1
2
(|X|2 − |Y |2).
3.5.2 SQED in the IR
Now consider the Coulomb branchMC of SQED with N hypermultiplets. The complex
field ϕ is the complex moment map for the topological U(1)t isometry, and so must
define a real section of O(2) in twistor space,
ϕζ = ϕ+ 2ζσ − ζ2ϕ , ϕ˜ζ˜ = −ϕ+ 2ζ˜σ + ζ˜2ϕ ; ϕζ = −ϕ˜−ζ , (3.49)
where “σ” denotes the real moment map for U(1)t.
In the infrared, i.e. at infinite gauge coupling g2 → ∞, the twistor description of
monopole operators can be obtained by using mirror symmetry. (Alternatively, classic
references such as [48] provide a twistor description of the resolved C2/ZN singularity.)
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In the mirror of SQED, the mirrors of monopole operators V± are products X1X2 · · ·XN
and Y1Y2 · · ·YN of chiral fields. Since the Xi and Yi are promoted to sections of O(1) in
twistor space, the monopole operators v±ζ must be sections of O(N). Around the north
pole, v±ζ are degree-N polynomials in ζ, and around the south pole v˜
±
ζ˜
= (ζ˜)Nv±
1/ζ˜
. The
real structure is inherited from (3.48):
v+ζ = v˜
−
−ζ , vζ
i = (−1)N v˜+−ζ . (3.50)
The full twistor space of the Coulomb branch can be obtained by starting with the
vector bundle O(N)⊕O(N)⊕O(2)→ CP1 and imposing the equation
v+ζ v
−
ζ = ϕ
N
ζ (3.51)
among respective sections. This may be deformed by choosing N fixed sections mζ,i =
mi + 2ζm
R
i − ζ2mi of O(2), encoding the real and complex masses of the theory:
v+ζ v
−
ζ =
N∏
i=1
(ϕζ +mζ,i) . (3.52)
The holomorphic symplectic form is as in (3.5), Ωζ = dϕζ ∧ d log v+ζ .
3.5.3 SQED at finite gauge coupling
At finite gauge coupling, the Coulomb branch of SQED has the same form as a com-
plex manifold, but is modified to a multi-centered Taub-NUT space as a hyperka¨hler
manifold. Such a modification was described mathematically in [48].
Physically, we may understand the modification by considering the semi-classical
expressions for the chiral monopole operators in complex structure I, v± ∼ e± 1g2 (σ+iγ).
If we rotate such expression naively with SO(3)C we obtain a monopole operator which
is chiral in complex structure ζ, involving a rotated real combination σζ of the three
vectormultiplet scalar fields. The scalar field σζ , though, is not holomorphic in ζ and
it is thus unsuitable for the purpose of describing the twistor space. We can ameliorate
that problem by multiplying the rotated monopole operator by an appropriate function
of the complex scalar ϕζ , to obtain a dressed monopole operator that is holomorphic
in ζ: v±ζ ∼ e±
1
g2
(σ+iγ−ζϕ)
. 11
Similarly, in complex structure −I, the monopole operators are v± ∼ e∓ 1g2 (σ−iγ),
which become v˜±
ζ˜
∼ e∓ 1g2 (σ−iγ+ζ˜ϕ) in a neighborhood of the south pole. The transfor-
mation from the north to the south poles is multiplication by
exp
(
∓ 1
g2
ϕζ
ζ
)
, (3.53)
11In detail, σζ =
1−|ζ|2
1+|ζ|2 σ − ζ¯1+|ζ|2ϕ− ζ1+|ζ|2ϕ and thus σζ = σ − ζϕ− ζ¯1+|ζ|2ϕζ
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where, notably, ϕζ is the complex moment map for U(1)t.
Combining this observation with the “topological” quantum correction of Section
3.5.2, which made the monopole operators sections of O(N), we might guess the
following description for the twistor space of the Coulomb branch. We introduce a
complex line bundle L over the total space of O(2) → CP1, with transition function
exp
(
1
g2
ϕζ
ζ
)
on the intersection of affine charts, and its dual L∗ with transition function
exp
(− 1
g2
ϕζ
ζ
)
. Then we view the vector bundle O(N)⊕O(2)→ CP1 as a line bundle
Oˆ(N)→ (O(2)→ CP1), and twist it by L⊕ L∗ to obtain
E = Oˆ(N)(L⊕ L∗) . (3.54)
The twistor space Z is the subvariety of E defined by choosing N sections mζ,i of O(2)
as in (3.52), and then imposing
v+ζ v
−
ζ =
N∏
i=1
(ϕζ +mζ,i) (3.55)
among (local) sections v+ζ , v
−
ζ , and ϕζ of Oˆ(N)L, Oˆ(N)L∗, and O(2), respectively. This
description coincides with that of [48] for N = 2.
The real structure and the holomorphic symplectic form are unchanged from Sec-
tion 3.5.2. The only difference is that now the monopole operators, i.e. the real sections
of Oˆ(N)L or Oˆ(N)L∗, take the form of a degree-N polynomial in ζ multiplied by the
exponential factors e
± 1
g2
(σ+iγ−ζϕ)
. For example, when N = 1,
v+ζ = (a− ζb)e
1
g2
(σ+iγ−ζϕ)
, v˜ζ˜,+ = (ζ˜a− b)e−
1
g2
(σ−iγ+ζ˜ϕ)
,
v−ζ = (b+ ζa)e
− 1
g2
(σ+iγ−ζϕ)
, v˜ζ˜,− = (ζ˜b+ a)e
1
g2
(σ−iγ+ζ˜ϕ)
,
(3.56)
with v+ζ v
−
ζ = ϕζ , or equivalently ab = ϕ and |a|2 − |b|2 = 2σ.
3.5.4 The general case
The twistor space of the Coulomb branch of a general abelian theory is a straightforward
generalization of SQED. Suppose the gauge group is G =
∏r
a=1 U(1)a and that there
are N hypermultiplets with gauge charges Qai and flavor charges q
α
i as in Section 3.2.
The holomorphic scalars ϕa in complex structure I are promoted to sections ϕaζ of O(2),
together defining a section of O(2)⊕r → CP1. Each monopole operator v±A is promoted
to a section v±A,ζ of the bundle O(
∑
i |(QTA)i|) → O(2)⊕r, twisted by a line bundle
L±A with transition function exp
( ±∑a 1g2aAa ϕa,ζζ ). Let {vA}A∈A be any finite set of
monopole operators that together with the ϕa generate the Coulomb-branch chiral ring
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C[MC ]. Then the twistor space of the Coulomb branch is the subvariety of
E =
⊕
A∈A
(
O(
∑
i
|(QTA)i|)⊗ LA
)
→ O(2)⊕r (3.57)
cut out by the straightforward ζ-dependent generalization of (3.12). The complex
symplectic form is the straightforward ζ-dependent generalization of (3.16) and the
real structure is ϕaζ = −ϕ˜a−ζ and v+A,ζ = A,±v˜+−A,−ζ , with a choice of signs A ∈ {±1}
consistent with the chiral ring relations.
4 Nonabelian gauge theories
In the remainder of the paper, we aim to describe the Coulomb branch of nonabelian
gauge theories. Here we present a set of properties that should be valid in any gauge
theory. Part of the key to our analysis is the non-renormalization result from the
Section 2. Another is the expected structure of the metric on the Coulomb branch. We
will argue that the only corrections to the classical metric that can effect the complex
structure of the Coulomb branch are one-loop corrections; and moreover that these one-
loop corrections are determined by an abelianized version of the theory. This allows us
to upgrade many results from Section 3 to arbitrary gauge theories.
4.1 The metric on the Coulomb branch
Consider a 3d N = 4 theory with gauge group G of rank r. In general, G can be a
product of abelian and simple factors, or a central quotient thereof. As discussed in
Section 2, the vectormultiplet has a triplet of scalar fields ~φ ∈ (g)3 valued in the real
Lie algebra of G. On the Coulomb branch, the scalars ~φ take expectation values in a
Cartan subalgebra t ⊂ g. In particular, the scalar potential contains terms of the form
|[φi, φj]|2, which guarantee that all three components of ~φ belong to the same Cartan
subalgebra. One also typically requires that the expectation values of ~φ are sufficiently
generic to break the gauge group to a maximal torus T ⊂ G. The massless abelian
gauge fields for the r U(1) factors in T can be dualized to r periodic dual photons
γ ∈ t/ΛG, where ΛG = Hom(U(1),T) ⊂ t is the cocharacter lattice. The classical
Coulomb branch MclasC then takes the form
MclasC '
[
(R3r −∆)× (S1)r]/WG , (4.1)
where WG is the Weyl group of G (the residual gauge transformations acting on the
Cartan-valued ~φ and γ); and ∆ is the discriminant locus: the set of ~φ ∈ (t)3 ' R3r
that do not fully break G to the maximal torus T. For example, if G = U(r), ∆ is
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the set where eigenvalues ~φa of the three components of ~φ simultaneously coincide,
∆ = {∏a<b ∣∣~φa − ~φb∣∣ = 0}.
The classical metric on the Coulomb branch takes the same form as the classical
metric for an abelian theory with gauge group T. For concreteness, we choose a factor-
ization T ' ∏ra=1 U(1)a and a corresponding basis {χa}ra=1 for the cocharacter lattice
ΛG, such that χa : U(1)
∼→ U(1)a. We expand ~φ =
∑
a
~φaχ
a and γ =
∑
a ~γaχ
a, and let
κab denote the Cartan-Killing form in this basis. The classical metric on the Coulomb
branch takes the form
ds2clas =
1
g2a
κab
(
d~φa · d~φb + dγadγb
)
, (4.2)
where the ga are couplings for the abelianized gauge group.
12
The classical Coulomb branch has both perturbative corrections at one loop, and
nonperturbative corrections due to BPS monopoles. Perturbative corrections come
from hypermultiplets and from W-bosons, and are almost identical to the corrections
in a purely abelian theory. Suppose that our theory has N hypermultiplets (X i, Y i),
transforming in a quaternionic representation of G with weights µi ∈ t∗ for 1 ≤ i ≤ N .
(The component µi
a = 〈µi, χa〉 can be understood as the charge of Xi under the factor
U(1)a in the abelianized gauge group.) Similarly, let αj be the roots of G, i.e. the
(nonzero) weights of the adjoint representation, with components αj
a = 〈αj, χa〉. Then
the perturbative metric at (essentially) one loop is [49–53]
ds2pert = U
ab d~φa · d~φb + (U−1)ab(g−2a dγa + ~ωac · d~φc)(g−2a dγb + ~ωbc
′ · d~φc′) , (4.3)
with
Uab =
κab
g2a
+
N∑
i=1
µi
aµi
b∣∣ ~Mi∣∣ −
dim(G)−r∑
j=1
αj
aαj
b∣∣ ~MWj ∣∣ , ~∇Uab = ~∇× ~ωab . (4.4)
Here ~Mi = 〈µi, ~φ〉 + ... =
∑
a µi
a~φa + ... is the effective masses of each hypermultiplet
(where additional mass terms from flavor symmetries can enter in the ‘...’ terms, just
like in the abelian case); and ~MWj = 〈αj, ~φ〉 =
∑
a αj
a~φa is the effective masses of
each W-boson. Comparing (4.4) to (3.19), we see that the only difference between
this metric and that of an abelian theory are the W-boson corrections, entering with
opposite sign to the hypermultiplets.
The nonperturbative corrections to the metric on the Coulomb branch come from
monopoles, and are notoriously difficult to compute. Direct computations for gauge
group G = SU(n) were carried out explicitly in [50, 51, 54]. In the case of pure
G = SU(2) theory, symmetry and smoothness of the moduli space uniquely identifies
12Recall that our normalization for the dual photons is such that γa ∼ γa + 2pig2a.
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the Coulomb branch as the Atiyah-Hitchin manifold [2], whose exact hyperka¨hler metric
was described in [55]; but for most gauge groups and matter content, the full set of
nonperturbative corrections are unknown.13
The only fact we need to know about non-perturbative corrections is that they are
proportional to the instanton action
exp
(
− C
∣∣ ~MWj ∣∣
g2a
)
. (4.5)
They are exponentially suppressed by the inverse gauge couplings and by the W-boson
masses, which measure the distance from the discriminant locus ∆ = {∏j | ~MWj ∣∣ = 0}.
4.2 Chiral ring via abelianization
Due to the non-renormalization argument of Section 2.1, we can analyze the chiral ring
of the Coulomb branch in the limit ga → 0 (or more precisely minj | ~MWj |  maxa ga),
and obtain a result that should hold for all ga. As long as all the W-boson masses are
nonzero, the nonperturbative corrections to the metric disappear in this limit. Thus, in
the complement of the discriminant locus, it suffices to look at the perturbative metric
(4.3). Let us call the hyperka¨hler manifold with this metricMabelC , since it is essentially
the Coulomb branch of an abelianized theory.
Fixing a complex structure, we may split the abelian vevs ~φ into real and complex
parts, say σ = φ1 and ϕ = φ2 + iφ3, with components σa and ϕa with respect to the
basis of the cocharacter lattice. For each U(1)a factor in the maximal torus of the gauge
group, we construct monopole operators v±a ∼ e
± 1
g2a
(σa+iγa)
. More generally, for every
cocharacter A of G there are abelian monopole operators v±A . The analysis of Section
3.2, adapted to the geometry (4.3), suggests that the ring of functions onMabelC should
be generated by the (vevs of) v±A and the complex scalars ϕa, subject to constraints of
the form
v+a v
−
a =
P hypersa (ϕ,m)
PWa (ϕ)
(4.6)
with P hypersa (ϕ,m) =
∏N
i=1(Mi)
|µia| the product of effective complex masses of the
hypermultiplets and PWa (ϕ) =
∏
j(M
W
j )
|αja| the product of effective complex masses
of the W-bosons. Explicitly, MWj = 〈αj, ϕ〉 =
∑
a αj
aϕa just as above; while Mi =
〈µi, ϕ〉 + 〈µFi ,m〉, where µi ∈ t∗ is the weight of the i-th hypermultiplet under the
gauge group, and µFi ∈ t∗H is the weight of the i-th hypermultiplet under the Higgs-
branch flavor symmetry group GH . (Recall that GH is the normalizer of G in USp(N),
and we can turn on complex masses m ∈ tCH valued in a Cartan of GH .)
13In principle, they may be obtained by using the methods of [47] for 4d N = 2 theory on a circle
of finite radius, then taking the radius to zero size.
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The appearance of W-boson masses in the denominator of (4.6) is a direct con-
sequence of the sign of the W-boson contribution to (4.4). It is consistent with the
formula for the R-charge of monopole operators proposed in [8, 9]. Namely, ϕ has
charge +2 under the U(1)C symmetry that preserves our choice of complex structure,
while v±a should have charge
∑
i |µia| −
∑
j |αja|.
Following (3.12), the relations (4.6) can be generalized to
v+A = v
−
−A , v
+
Av
+
B = v
+
A+B
P hypersA,B (ϕ,m)
PWA,B(ϕ)
, (4.7)
for general cocharacters A,B ∈ t, with
P hypersA,B (ϕ,m) =
∏
hypers i
(〈µi, ϕ〉+ 〈µFi ,m〉)〈µi,A〉++〈µi,B〉+−〈µi,A+B〉+ , (4.8a)
PWA,B(ϕ,m) =
∏
αj ∈roots
〈αj, ϕ〉〈αj ,A〉++〈αj ,B〉+−〈αj ,A+B〉+ , (4.8b)
where (x)+ = max{x, 0}. Altogether, the ring of functions on MabelC takes the form
C[MabelC ] =
(
C[{v±A}A∈cocharacters, {ϕa}, {(MWj )−1}j∈roots]/(4.7)
)WG
. (4.9)
In addition to the standard generators v±A and ϕa, we have added the inverses of W-
boson masses MWj = 〈αj, ϕ〉. This is because our current description of MabelC is valid
only in the complement of the discriminant locus. (The necessity of inverting the MWj
can be seen immediately from expressions like (4.7).) Moreover, due to residual gauge
symmetry, we must only consider the part of the abelianized chiral ring that is invariant
under the Weyl group WG, denoted by ( )
WG .
The holomorphic symplectic form onMabelC , as well as the Poisson structure on the
ring C[MabelC ] and its quantization, all follow immediately from Section 3. For example,
the holomorphic symplectic form is
ΩabelC =
r∑
a=1
dϕa ∧ d log
(
v+a
PWa (ϕ)
1
2
P hypersa (ϕ,m)
1
2
)
. (4.10)
The ring (4.9) must be equivalent to the ring of functions on the true Coulomb
branch, in the complement of the discriminant locus:
C[MabelC ] = C[MC\∆] . (4.11)
Thus, the true chiral ring is a subring
C[MC ] ⊂ C[MabelC ] . (4.12)
It must satisfy several properties:
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1. The ring C[MC ] has a Poisson structure, compatible with the Poisson structure
on C[MabelC ]. Thus C[MC ] ⊂ C[MabelC ] is closed under the Poisson bracket.
2. The relation (4.11) implies that if we invert all functions in C[MC ] that vanish on
the discriminant locus, adjoin their inverses to C[MC ], we will recover C[MabelC ].
3. In many theories, the true Coulomb branch is expected to be smooth. This
happens, in particular, when there is no Higgs branch, either because there are
no hypermultiplets or because, in the presence of a generic mass deformation,
all hypermultiplets are massive.14 Then C[MC ] is the ring of functions on a
smooth variety. It cannot contain any of the functions (MWj )
−k (suitably Weyl-
symmetrized) for k ≥ 1.
4. The ring C[MC ] must contain dressed non-abelian monopole operators MA,p,
described in the next section, for all cocharacters A ∈ ΛG and dressing polynomi-
als p; and the embedding C[MC ] ⊂ C[MabelC ] must preserve U(1)C R-symmetry
and GC flavor symmetries.
The predictions of our ‘abelianization map’ will be consistent with these expectations.
4.3 Non-abelian monopole operators: an educated guess
Some of the operators in the chiral ring C[MC ] are gauge-invariant functions of the
complex scalar ϕ ∈ g. Under the abelianization map (4.12), such functions map Weyl-
invariant polynomials in the ϕa, i.e. to functions in the symmetric algebra S[t]
W ⊂
C[MabelC ]. This algebra is generated (say) by Weyl-averages of monomials
pn(ϕ) =
∑
w∈W
w · ϕn :=
∑
w∈W
w · (ϕn11 ϕn22 · · ·ϕnrr ) , n ∈ Nr . (4.13)
For example, for G = U(r), the nonabelian operators Tr (ϕk) map to p(k,0,...,0)(ϕ) =∑r
a=1(ϕa)
k . Formally, the Harish-Chandra isomorphism guarantees that gauge-invariant
functions of ϕ are in 1-1 correspondence with Weyl-invariant polynomials in the ϕa; we
will frequently invert the isomorphism to label gauge-invariant functions of ϕ by “pn”
or simply “n”.
Of course, we expect many more functions in C[MC ] than the pn(ϕ). In particular,
the chiral ring C[MC ] must include non-abelian monopole operators MA. These are
disorder operators, defined by specifying the singularity in the classical fields near
an insertion point. Specifically, they are obtained by embedding an abelian Dirac
14The existence of a suitable mass deformation is equivalent to the existence of a U(1) ⊂ GH in the
Higgs-branch flavor group whose action on the Higgs branch has isolated fixed points.
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singularity in the gauge group G, and thus are labelled by an element of the cocharacter
lattice ΛG = Hom(U(1), G) modulo Weyl transformations, or equivalently a dominant
cocharacter A of G. (See [29, Sec. 10] and references therein for an extended discussion
of monopole singularities.) A monopole operator can also be dressed by a function of
the field ϕ′ ∈ gA, where gA is the Lie algebra of the Levi subgroup GA ⊂ G left unbroken
by the embedding A : U(1) ↪→ G. The dressing factor is required to be invariant only
under GA, rather than all of G. We can denote the resulting dressed operator as MA,p,
where p is the GA-invariant polynomial and the pair (A, p) is defined up to the action
of the Weyl group.
For example, when G = U(r), the embeddings U(1) ↪→ G are specified by an r-
tuple of integers A ∈ Zr modulo the standard action of the permutation group Sr. If A
has ri entries equal to i ∈ Z, with
∑
i ri = r, then the Levi subgroup is GA =
∏
i U(ri).
The dressed monopoles take the form MA
∏
i Tr (ϕ(i)
ki), where each ϕ(i) ∈ u(ri) and
ki ≥ 0.
It is believed that the chiral ring C[MC ] is completely generated by G-invariant
functions of ϕ and dressed monopole operators. (In fact, the G-invariant functions of ϕ
may themselves be considered dressings for the trivial monopole operator M0,p.) This
idea was recently tested in computations of Hilbert series for the Coulomb branch chiral
ring [11]. The dressed monopole operators, however, constitute a vastly overcomplete
set of generators, and in general satisfy nontrivial relations.
The relations would be automatic if we knew the abelian images of dressed monopole
operators under the inclusion (4.12). This comes from computing the expectation value
of a generic dressed monopole operator MA,p in a vacuum with a generic expectation
value for ϕ. We expect the path integral to localize on BPS configurations which pre-
serve the same supersymmetry as the BPS monopole itself. The BPS equations set the
matter fields to zero, require ϕ to be constant and σ and the gauge connection to both
satisfy the Bogomolnyi equations and commute with ϕ.
Naively, as ϕ is generic, that restricts the path integral to abelian solutions of the
Bogomolnyi equations with Dirac singularity w · A for some element w of the Weyl
group. Thus the naive expectation value of a monopole operator MA,p, dressed by a
polynomial
pA,n(ϕ) :=
∑
w′∈WA
w′ · (ϕn11 · · ·ϕnrr ) (4.14)
where WA is the Weyl group of GA, would be given by Weyl averages of the type
VA,n =
∑
w∈W
v+w·A pw·A,w·n(ϕ) = |WA|
∑
w∈W
v+w·Aw · (ϕn11 · · ·ϕnrr ) , (4.15)
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labelled by a dominant cocharacter A and a vector n ∈ Nr. These are Weyl averages of
abelian monopole operators labelled by the cocharacter A, whose dressing factors are
GA-invariant polynomials of the abelian fields ϕa.
This naive expectation is countered by the existence of monopole bubbling: the
moduli space of solutions of nonabelian Bogomolnyi equations with a Dirac singularity
has a singular locus corresponding to the collapse of several smooth monopoles onto
the Dirac singularity. In the neighbourhood of the singular locus, one finds “bubbling”
solutions which are essentially abelian outside an arbitrarily small neighbourhood of
the Dirac singularity, which is thus partially screened. Such bubbling solutions only
exist if the abelian monopole charge measured at infinity is a dominant cocharacter B
that is smaller than the charge A at the Dirac singularity, such that A−B is a positive
coroot.
Monopole bubbling solutions have the potential to contribute to the expectation
value of a general monopole operator MA,p. Based on other examples of localization
computations, it is clear that the contribution to the path integral of a sector of abelian
charge B will involve an equivariant integral over the moduli space MBA of solutions
of Bogomolnyi equations with a Dirac singularity A and abelian charge B at infinity,
with the expectation values at infinity of ϕi playing the role of equivariant parameters
for the gauge group action.
The integrand should account for the one-loop determinants of the matter fields
around the monopole configuration and for the insertion of p(ϕ) at the origin. As
the gauge group is broken to GA at the origin, the moduli space MBA supports a
universal GA-bundle EA.
15 We can interpret the insertion of p(ϕ) as a characteristic
class cp[EA] = p(x), where x are the Chern classes of the lines in EA. Thus we arrive
to the expression proposed in the introduction, repeated here for convenience:
MA,p →
∑
B≺A
v+B
∫ ϕa−equivariant
MBA
cp[EA]e(Dm) , (4.16)
with an implicit average over the Weyl group.
When A is a minuscule cocharacter, there is no monopole bubbling, and we can
simply take MA,pn = VA,n. Recall that a (dominant) minuscule cocharacter is the
highest weight of a representation of the Langlands dual group G∨ that contains no
other dominant weights. We will see that in some theories — particularly those where
15To construct EA, recall (as in Appendix A) that MBA is realized as an infinite-dimensional hy-
perka¨hler quotient of the affine space of gauge connections (and scalar fields) on R3, MBA = A///G =
~µ−1(0)/G, where G is group of gauge transformations that preserve the boundary conditions at the
origin and at infinity. Letting G′ ⊂ G denote the subgroup of gauge transformations acting trivially at
the origin, we have G/G′ ' GA and EA = ~µ−1(0)/G′.
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G is a product of U(r) or PSU(r) factors — the minuscule monopole operators generate
the entire chiral ring.
The ring relations between the monopole operator vevs should be compatible with
a direct localization computation in the presence of multiple monopole singularities.
In particular, we would expect to find a direct calculation to give an integral over the
moduli space of Bogomolnyi solutions with two Dirac singularities:
MA,pMA′,p′ →
∑
B≺A+A′
v+B
∫ ϕa−equivariant
MB
A,A′
cp[EA]cp′ [EA′ ]e(Dm) . (4.17)
Such an expression is compatible with the expressions for the individual MA,p and MA′,p′
because the fixed points of the ϕa action correspond to the collapse of smooth monopoles
on either Dirac singularity and thus the integral over MBA,A′ can be recast as a sum
over B′ of integrals over MB−B′A and MB
′
A′ . The expressions will be fully consistent if
the ratio
v+
B′v
+
B−B′
v+B
accounts precisely for the contribution to one-loop determinants of
the normal directions to MB−B′A ×MB
′
A′ in MBA,A′ . It is straightforward to recognize
the appropriate contributions in
v+B′v
+
B−B′
v+B
=
PB
′,B−B′
hypers (ϕ,m)
PB
′,B−B′
W (ϕ)
. (4.18)
4.4 Higher-dimensional generalizations
We comment here briefly on the extension of our abelianization formula to gauge the-
ories in higher dimension, compactified on tori.
The simplest example is the computation of the expectation value of ’t Hooft-
Wilson loop operators in four-dimensional N = 2 gauge theories compactified on a
circle of finite size β. We expect the localization formula to hold, up to the obvious
replacement of rational characteristic classes with trigonometric ones, say
MA,R →
∑
B≺A
vB
∫ ϕa−equivariant
MBA
chR[EA]ch(Dm) (4.19)
where we labelled the electric charge of the line defect by a representation R of GA. If
we introduce a rotation twist q in the circle compactification, we can make the answer
equivariant with respect to rotations. This localization formula coincides with the
results of [12, 13].
In five-dimensional gauge theories, one can consider ’t Hooft surfaces dressed by
two-dimensional degrees of freedom coupled to GA. This should result in localization
formulae involving elliptic characteristic classes.
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4.5 Quantization
The chiral ring C[MC ] of a nonabelian theory can be quantized to a non-commutative
algebra AC , whose physical meaning was discussed in Section 3.4. We expect the
algebra AC to be a subalgebra of a canonical quantization AabelC of the abelianized ring
C[MabelC ], with coefficients of the abelianization map given by equivariant integrals.
Namely, if we consider our gauge theory on R2 × R, we should find the same integrals
over moduli spaces of Bogomolnyi solutions, but made equivariant under rotations in
space.
The quantization AabelC is straightforward to describe by generalizing Section 3.4.
It is generated by operators
{vˆ±A}A∈ cocharacters , {ϕˆa}ra=1 , (4.20)
and the inverses of the W-boson masses MˆWj = 〈αj, ϕˆ〉 for roots αj. Motivated by pre-
liminary localization results, we propose that the contribution of W-bosons to products
of monopole operators should be the inverse of an adjoint hypermultiplet of complex
mass −/2. (Such a shift of the mass is also familiar in 4d localization, cf. [56].)
Altogether, the relations among generators (4.20) take the form
vˆ+A = vˆ
−
−A , [ϕˆa, vˆ
±
A ] = ±〈a,A〉v±A , [ϕˆa, ϕˆb] = 0 ,
vˆ+A vˆ
+
B =
P hypersA,B;− (ϕˆ,m)
PWA,B;−(ϕˆ)
v+A+B
P hypersA,B;+ (ϕˆ,m)
PWA,B;+(ϕˆ)
,
(4.21)
where
P hypersA,B;− (ϕˆ,m) =
∏
hypers i s.t.
|〈µi,A〉|≤ |〈µi,B〉|
〈µi,A〉〈µi,B〉< 0
[Mˆi]
−〈µi,A〉 , P hypersA,B;+ (ϕˆ,m) =
∏
hypers i s.t.
|〈µi,A〉|> |〈µi,B〉|
〈µi,A〉〈µi,B〉< 0
[Mˆi]
〈µi,B〉 , (4.22a)
PWA,B;−(ϕˆ) =
∏
roots αj s.t.
|〈αj ,A〉|≤ |〈αj ,B〉|
〈αj ,A〉〈αj ,B〉< 0
[MˆWj − 2 ]−〈αj ,A〉 , PWA,B;+(ϕˆ) =
∏
roots αj s.t.
|〈αj ,A〉|> |〈αj ,B〉|
〈αj ,A〉〈αj ,B〉< 0
[MˆWj − 2 ]〈αj ,B〉 , (4.22b)
and Mˆi = 〈µi, ϕˆ〉 + 〈µFi ,m〉 are the effective complex masses of the hypermultiplets.
The notation here is the same as in (3.40).
The quantization of the abelianization map that embeds AC ⊂ AabelC is sometimes
possible to describe without a direct localization calculation. In the examples of Sec-
tions 5 and 6, we will find that C[MC ] ⊂ C[MabelC ] is generated by monopole operators
in minuscule representations. Moreover, in these examples, it will suffice to consider
dressing factors that commute with the monopole operator itself. Such dressed opera-
tors will have an unambiguous quantization.
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4.6 Twistor space
In order to define the twistor space for the Coulomb branch of nonabelian gauge the-
ories, we cannot invoke the simple non-renormalization theorem which lead us to the
abelianization map. More precisely, we can invoke it for every fixed value of ζ, but
we need to do some extra work in order to find how to glue the whole twistor space
together.
Recall that the full Coulomb branch MC contains MabelC (which is covered by
abelian coordiantes ϕa, v
±
A) as an open subset. Correspondingly, we propose that the
twistor space Z for MC contains a twistor space Zabel for MabelC as an open subset,
where the inclusion map Zabel ↪→ Z is holomorphic and preserves the real structure
τ . The abelianized twistor space Zabel is easy to construct by generalizing the results
of Section 3.5. Then the transition functions and the real structure on Z will then be
fully determined by those on Zabel.
Concretely, we construct the abelianized twistor space Zabel as in (3.57). We take
{vA := v+A}A∈A be any finite set of abelian monopole operators that together with
{ϕa}ra=1 generate C[MabelC ], and construct a bundle
E =
⊕
A∈A
(
O(∆(A))⊗ LA
)
→ O(2)⊕r (4.23)
over the twistor sphere CP1. The scalars ϕa → ϕa,ζ are promoted to a section of O(2)⊕r,
while each monopole operator vA → vA,ζ is promoted to a section of O(∆(A)) ⊗ LA,
where
∆(A) :=
∑
hypers i
〈µi, A〉 −
∑
W-bosons j
〈αj, A〉 (4.24)
is the U(1)C charge of the monopole operator and the transition function for L
A is
exp 1
g2ζ
(A,ϕζ), with (−,−) the Cartan-Killing form, scaled by the appropriate gauge
coupling(s) g2. Altogether, the E is covered by two coordinate charts, with
ϕ˜a,ζ˜ = ζ
−2ϕa,ζ , v˜A,ζ˜ = ζ
−∆(A)e
1
g2
(A,ϕζ)
ζ vA,ζ . (4.25)
The real structure is as in (3.49)–(3.50). The twistor space Zabel itself is the sub-bundle
of E cut out by the chiral-ring equations vA,ζvB,ζ = vA+B,ζP
hypers
A,B (ϕζ ,mζ)/P
W
A,B(ϕζ).
Similarly, the full twistor space Z is covered by two coordinate charts. The real
sections of Z are monopole operators M ζA,p in complex structure ζ. On Z
abel ⊂ Z, the
monopole operators M ζA,p are related to ϕa,ζ , vA,ζ by the (trivial) ζ-dependent general-
ization of the abelianization map. This fully determines their transition functions and
their real structure. It is useful to note that the transition function for vA,ζ involves
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the exponential of a canonical vector field, namely the vector field generated by the
Hamiltonian 1
2g2
(ϕζ , ϕζ). Correspondingly, in the nonabelian setting, we must have
M˜ ζ˜A,p = ζ
−∆(A,p)e
{
1
2g2
(ϕζ ,ϕζ),−
}
M ζA,p , (4.26)
where ∆(A, pn) = ∆(A) + |n| is the U(1)C charge of M ζA,p. In practice, the transforma-
tion (4.26) will relate M˜ ζ˜A,p to an infinite sum of monopole operators M
ζ
A,p′ with other
dressing factors.
It is natural to expect that the Coulomb branch of a gauge theory defined by a
more general prepotential F(ϕ) will be associated to a twistor space glued together by
the exponential of the vector field {F(ϕ),−}.
5 SQCD
In this section, we analyze the Coulomb branch of the simplest nonabelian theories, in
terms of the abelianization map of Section 4. We focus on SQED with gauge group G =
U(Nc) and Nf ‘flavors’ of hypermultiplets in the fundamental representation, i.e. R '
(T ∗CNc)⊕Nf ' T ∗CNcNf . In this case, we argue that the chiral ring C[MC ] is generated
by dressed monopole operators of fundamental weight (cocharacter). We also consider
some examples of PSU(Nc) theories, and theories with an adjoint hypermultiplet.
The Coulomb branches of all these theories are smooth manifolds when generic
mass parameters are turned on. Various descriptions of them are already known. For
PSU(2) ' SO(3) theory with Nf = 0, the Coulomb branch was identified in [2]
as the Atiyah-Hitchin hyperka¨hler manifold. More generally, brane constructions [5]
predict the Coulomb branch of U(Nc) SQCD with Nf hypermultiplets to be equivalent
to a moduli space of Nc smooth PSU(2) monopoles in the background of Nf Dirac
singularities. (The Coulomb branch of PSU(Nc) theories is also such a monopole
moduli space, with center-of-mass degrees of freedom factored out.) We apply classic
scattering methods [57, 58] to explicitly describe these monopole moduli spaces as
complex manifolds, and to directly verify our abelianization construction for Coulomb
branches.16
5.1 SU(2) theory: the Atiyah-Hitchin manifold
As a warmup, let’s consider pure PSU(2) ' SO(3) gauge theory. Both flavor groups
GC , GH are trivial. The abelianized ring C[MabelC ] is generated by the eigenvalue ϕ of
16Our description of Coulomb branches via scattering matrices was partially inspired by the recent
works [59, 60], which considered Coulomb branches of 4d N = 2 theories on a circle of finite radius.
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the adjoint complex scalar in the vectormultiplet, its inverse ϕ−1 (since we remove the
discriminant locus), and by abelian monopole operators v±, all subject to the relation
v+v− =
1
−ϕ2 , (5.1)
where ±ϕ are the complex masses of the two W-bosons. The Z2 Weyl symmetry acts
as (ϕ, v+, v−) 7→ (−ϕ, v−, v+). The Poisson brackets are
{ϕ, v±} = ±v± , {v+, v−} = − ∂
∂ϕ
( 1
−ϕ2
)
= − 2
ϕ3
. (5.2)
The simplest Weyl-invariant functions of ϕ, v± are
Φ := ϕ2 , Y := v+ + v− , Z := ϕ(v+ − v−) . (5.3)
Y and Z are easily identified as the expectation value of the non-abelian monopole
operator labelled by the fundamental cocharacter of SO(3) (i.e. the fundamental weight
of the dual group SU(2)), and its dressed version. In the notation of Section 4.3, we
would write Φ, Y, Z as MA,n = VA,n with (A, n) = (0, 2), (1, 0) and (1, 1), respectively.
The operators Φ, Y, Z satisfy the relation
Z2 − ΦY 2 = 4 . (5.4)
We claim that the chiral ring C[MC ] is precisely the subring of C[MabelC ] generated by
Φ, Y, Z, i.e. the ring of functions on the smooth hypersurface described by (5.4). Indeed,
(5.4) is precisely the complex equation for the Atiyah-Hitchin manifold [55], known to
be the Coulomb branch of pure SO(3) theory [2]. The embedding C[MC ] ⊂ C[MabelC ]
automatically identifies the Poisson structure on C[MC ] to be
{Φ, Y } = 2Z , {Φ, Z} = 2ΦY , {Y, Z} = −Y 2 , (5.5)
showing that, the Poisson bracket is closed. Thus, we see that C[MC ] satisfies the
first three conditions from page 28. To satisfy the fourth condition, observe that all
monopole operators MA,n = VA,n + ... of higher charge can be constructed as
MA,n =
{
Φ
n
2 Y A n even
Φ
n−1
2 Y A−1Z n odd .
(5.6)
We can generalize this construction to include matter. Since the gauge group
is PSU(2), the simplest possibility is a hypermultiplet in the adjoint representation,
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R ' T ∗C3. Now GH = U(1). Giving the hypermultiplet a complex mass m, the abelian
relations above are modified as
v+v− =
m(ϕ+m)(−ϕ+m)
−ϕ2 = −
m3
ϕ2
+m, {v+, v−} = −2m
3
ϕ2
. (5.7)
The nonabelian operators that generate C[MC ] are still defined by (5.3), but satisfy
Z2 − ΦY 2 = 4m3 −mΦ , (5.8)
together with the Poisson brackets
{Φ, Y } = 2Z , {Φ, Z} = 2ΦY , {Y, Z} = −Y 2 + 4m. (5.9)
5.2 Pure U(Nc) gauge theory
We next consider the general case of pure U(Nc) SQCD, i.e. Nf = 0 and R = ∅.
Obviously GH is trivial, but the topological symmetry is GC = U(1)t, corresponding
to the abelian factor in G = U(Nc). We can proceed as above, but it is much more
informative to perform the analysis vis-a`-vis the scattering method for moduli spaces
of monopoles.
We recall from [5, 49] that the Coulomb branch of pure U(Nc) SQCD is expected
to be a moduli space of Nc smooth monopoles on R3, for the auxiliary gauge group
G′ = PSU(2). (This is best understood via a brane construction in type IIB string
theory, which we review in Section 6.4.) In turn, scattering methods [57, 58] can be
used to describe such monopole moduli spaces as complex manifolds.
Monopoles for a compact group G′ are solutions to the Bogomolnyi equations FA =
∗dAφ, where A is a G′-connection on R3 and φ an adjoint valued scalar.17 The basic
setup of the scattering approach is to choose a complex structure by splitting R3 as
Rt × C, and for each line parallel to the t-axis (at some fixed point z ∈ C) to study
solutions to the ordinary differential equation ∂t + At + iφ = 0. When G
′ = PSU(2),
the two-dimensional space of solutions has two distinguished lines `+0 , `
−
0 that decay
exponentially in the two asymptotic regimes t → ∞ and −∞. These lines can be
completed to bases (`±0 , `
±
1 ), and the transformation between the bases is the scattering
matrix (
`+0
`+1
)
= S(z)
(
`−0
`−1
)
. (5.10)
For each z, scattering matrix can be normalized to lie in G′C = PSL(2,C), and is well
defined modulo multiplication by upper-triangular G′C matrices on the right and lower-
triangular G′C matrices on the left (corresponding to changing the choice of bases).
17These fields, and the R3 in question, have no direct relation to the fields and spacetime of U(Nc)
SQCD.
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Moreover, given a solution to the Bogomolnyi equations and passing to a complexified
holomorphic gauge Az¯ = 0, the scattering matrix depends holomorphically on z.
For a configuration of Nc smooth monopoles and no Dirac singularities (Nf =
0), the boundary condition at infinity requires that Q(z) := S11(z) ∼ zNc as z →
∞. Then, by multiplying on the left and right by triangular G′C matrices depending
holomorphically on z, we can fix
S(z) =
(
Q(z) U+(z)
U−(z) Q˜(z)
)
, (5.11)
such that
detS(z) = Q(z)Q˜(z)− U+(z)U−(z) = 1 , (5.12)
with Q(z) a monic polynomial of degree Nc and U
±(z) polynomials of finite degree
≤ Nc − 1. It follows that Q˜(z) is also a polynomial of degree ≤ Nc − 2. A theorem
of Donaldson [57] states that the Nc-monopole moduli space is diffeomorphic to the
moduli space of matrices (5.11).
The scattering analysis therefore implies that the chiral ring of the Coulomb branch
of pure U(Nc) SQCD is generated by the coefficients of the polynomials Q(z), U
±(z)
and Q˜(z), subject to the relations (5.12). In fact, the coefficients of Q˜(z) are not needed:
due to the relation (5.12), they are automatically elements of the ring generated by the
3Nc coefficients of Q(z) and U
±(z). After solving for these coefficients, (5.12) still
imposes Nc independent ring relations, in agreement with the expected dimension of
the Coulomb branch dimCMC = 2Nc.
It is a bit trickier to compute the Poisson bracket of these generators. As the
monopole moduli space is defined by an infinite-dimensional hyperka¨hler quotient, one
can compute the Poisson bracket of two functions by lifting the functions to functionals
on the infinite-dimensional linear space of gauge connections and scalar fields and ap-
plying the Poisson bracket on that linear space. The calculation is somewhat involved,
and we only briefly sketch it in Appendix A. The result is that the scattering matrix
S(z) satisfies the Poisson bracket
{Sij(z), Si
′
j′(w)} =
Sij′(z)S
i′
j (w)− Si′j (z)Sij′(w)
z − w , (5.13)
but only up to the ambiguity by multiplication by triangular matrices which we gauge-
fixed in (5.11). In other words, one should be careful to only use (5.13) on functionals
of S(z) which are strictly invariant under the triangular transformations. The Poisson
bracket (5.13) is closely related to the Yangian algebra of SL(2), a point upon which
we elaborate in Section 6.8.2.
– 38 –
In the neighbourhood of a point where the zeroes of Q(z) are distinct, the zeroes
xa themselves and the values y
±
a of U
±(z) at z = xa are strictly gauge invariant and
give a good local coordinate system, with y+a y
−
a = −1. The Poisson brackets of these
coordinates following from (5.13) are then found to be
{xa, xb} = 0 {xa, y±b } = ±δab y±a {y+a , y+b } = 0 . (5.14)
One can re-write Q(z), U±(z) in terms of the xa, y±a , compute the Poisson brackets
and extend them trivially away from the discriminant locus of Q.
Now let’s try to identify the coefficients in the scattering matrix with expectation
values of gauge-invariant operators in U(Nc) SQCD. We propose, in close analogy to
[59, 60], that Q(z) is the characteristic polynomial of the U(Nc) adjoint scalar ϕ, i.e.
the generating function of invariant polynomials
Q(z) =
〈
det(ϕ− z)〉 = Nc∑
n=0
(−1)nM0,(1,...,1︸︷︷︸
n
,0,..,0)z
Nc−n . (5.15)
Similarly, we propose that U±(z) are the generating functions for dressed monopole
operators labelled by the fundamental cocharacters A = (±1, 0, ..., 0), which break the
gauge group to U(1)× U(Nc − 1):
U±(z) =
Nc−1∑
n=0
(−1)nM(±1,0,..,0),(0,1,...,1︸︷︷︸
n
,0,..,0)z
Nc−1−n
or
U±(z)
Q(z)
=
∞∑
n=0
M(±1,0,..,0),(n,0,...,0)z−n−1 .
(5.16)
On the other hand, the abelianization map of Section 4.3 predicts that MA,n = VA,n
for fundamental A, since this is a minuscule charge. Therefore, the generating functions
Q(z), U(z) should be expressed in terms of abelianized coordinates {ϕa, v±a }Nca=1 as
Q(z) =
Nc∏
a=1
(z−ϕa) ; U±(z) =
Nc∑
a=1
u±a
∏
b 6=a
(z−ϕb) , U
±(z)
Q(z)
=
Nc∑
a=1
u±a
z − ϕa . (5.17)
(Here and in the remainder of the section we redefine abelian monopole operators by a
sign
u+a := v
+
a , u
−
a := (−1)Ncv−a (5.18)
in order to simplify many expressions.) We find exact agreement with the monopole
scattering construction, provided we identify ϕa = xa and u
±
a = y
a
±/Q
′(xa). Evaluating
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the determinant relation (5.12) at z = ϕa (simply y
+
a y
−
a = −1) beautifully reproduces
the abelian chiral-ring relations
u+a u
−
a =
−1∏
b6=a(ϕa − ϕb)2
. (5.19)
Conversely, the abelian chiral-ring relations guarantee that, given polynomialsQ(z), U±(z)
parameterized as in (5.17), there exists a Q˜(z) such that the determinant relation (5.12)
holds.
Furthermore, with the identification ϕa = xa and u
±
a = y
±
a /Q
′(xa), the Poisson
brackets of the monopole scattering matrix (5.13) give
{ϕa, ϕb} = 0 {ϕa, u±b } = ±δabu±a {u±a , u±b } = ±
2u±a u
±
b
ϕa − ϕb (5.20)
which nicely agrees with Poisson structure derived from the abelianized theory. Note
that the operator Trϕ =
∑
a ϕa, which appears as the subleading coefficient of Q(z),
is the complex moment map for the GC = U(1)t topological symmetry. The Poisson
bracket {Trϕ,−} measures U(1)t charge.
We have found that our abelianization map is fully compatible with the scattering
analysis. More interestingly, the scattering analysis has unambiguously identified the
ring generators of C[MC ], a subring of the abelianized C[MabelC ]: they are dressed
monopole operators labelled by the trivial and fundamental cocharacters.
5.2.1 Other operators
Since the coefficients of Q(z) and U±(z) generate the entire chiral ring, we must be
able to use them to build monopole operators of non-fundamental charge.
For example, we can propose an interpretation of the coefficients of the aux-
iliary polynomial Q˜(z) as generating functions of monopoles with “adjoint” charge
(1, 0, .., 0,−1) dressed by characteristic polynomial of ϕ restricted to the U(Nc − 2)
block of unbroken gauge symmetry:
Q˜(z) =
Nc−2∑
n=0
(−1)nM(1,0,..,0,−1),(0,1,...,1︸︷︷︸
n
,0,..,0)z
Nc−2−n =
∑
a,b|a6=b
u+a u
−
b
∏
c 6=a,c6=b
(z − ϕc) + · · ·
(5.21)
The ellipsis indicates terms with abelian charge 0, which should in principle be com-
puted from the bubbling monopole moduli spaceM(1, 0, .., 0,−1)0. This moduli space
has a singularity corresponding the collapse of a smooth monopole onto the Dirac
singularity. There are interesting issues concerning how to properly resolve the singu-
larity without losing the U(Nc − 2) bundle used in dressing the monopole. We refer to
appendix B.2 for a more in-depth analysis.
– 40 –
It is useful to define the polynomials
U±(k)(z) :=
(
zkU±(z) modQ(z)
)
=
∑
a
ua±ϕ
k
a
∏
b 6=a
(z − ϕb) . (5.22)
which are generating functions for monopole operators of the formM (±1,0,..,0),(k,
n︷︸︸︷
1,...,1 ,0,..,0).
These can be used, for example, to generate monopole operators in other (non-fundamental)
minuscule representations of U(Nc), such as the first antisymmetric tensor power
U
(2)
+ (z)U+(z)− U (1)+ (z)U (1)+ (z)
Q(z)
=
Nc−2∑
n=0
(−1)nM(1,1,0,..,0),(0,0,1,...,1︸︷︷︸
n
,0,..,0)z
Nc−2−n (5.23)
=
∑
a,b|a6=b
ua,b+
∏
c 6=a,c6=b
(z − ϕc) ,
where ua,b+ = (ϕa − ϕb)2ua+ub+ is the abelian monopole operator of charge +1 for a-th
and b-th U(1)’s in the maximal torus.
5.2.2 U(2) and PSU(2) theories
To illustrate the scattering approach more concretely, consider SQCD with gauge group
G = U(2). The polynomials in the scattering matrix are
Q(z) = z2 − (ϕ1 + ϕ2)z + ϕ1ϕ2 =: z2 − Φ1z + Φ2 ,
U±(z) = (u±1 + u
±
2 )z − u±1 ϕ2 − u±2 ϕ1 =: V ±z −W± ,
(5.24)
and the auxiliary Q˜(z) is just a constant, containing the monopole operator with adjoint
cocharacter,
Q˜(z) = V +V − = (u+1 + u
+
2 )(u
−
1 + u
−
2 ) = u
+
1 u
−
2 + u
+
2 u
−
1 − 2(ϕ1 − ϕ2)−2 . (5.25)
The abelian relations u+a u
−
a = −1/(ϕ1−ϕ2)2 ensure that Q(z)Q˜(z)−U+(z)U−(z) = 1.
In terms of non-abelian operators, these constraints take the form
Φ2V
+V − −W+W− − 1 = 0 , Φ1V +V − − V +W− − V −W+ = 0 . (5.26)
Thus, C[MC ] ⊂ C[MabelC ] is generated by V ±,W±,Φ1,Φ2 subject to (5.26).
The abelian Poisson brackets
{ϕa, u±b } = ±δabu±b , {u+1 , u−1 } = −{u+2 , u−2 } =
−2
(ϕ1 − ϕ2)3 , {u
±
1 , u
±
2 } =
±2u+1 u+2
ϕ1 − ϕ2
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imply
{Φ1, V ±} = ±V ± , {Φ1,W±} = ±W± ,
{Φ2, V ±} = ±W± , {Φ2,W±} = ±(Φ1W± − Φ2V ±)
{V +, V −} = 0 , {V ±,W±} = 0 , {V ∓,W±} = ±V +V − , {W+,W−} = −Φ1V +V − .
(5.27)
The operator Φ1 = Trϕ is the moment map for the GC = U(1)t action on MC (which
is complexified to a C∗ action on the chiral ring); and the Poisson bracket {Φ1,−}
measure U(1)t charge.
We can recover the Coulomb branch of PSU(2) theory from Section 5.1 in two
different ways. On one hand, since U(2) ≈ PSU(2) × U(1), we expect the U(2)
Coulomb branch to be roughly a product of the PSU(2) Coulomb branch (the Atiyah-
Hitchin manifold) and a pure U(1) Coulomb branch (equivalent to R3×S1 ' C×C∗).
Indeed, the U(1) Coulomb branch R3 × S1 simply parametrizes the center-of-mass
degrees of freedom of the moduli space of two SU(2) monopoles that we just analyzed
with a scattering matrix; the full two-monopole moduli space is (a finite quotient of)
the metric product of the Atiyah-Hitchin manifold and R3 × S1.
On the other hand, since PSU(2) = U(2)/U(1), we also expect to see the Atiyah-
Hitchin manifold as the hyperka¨hler quotient (albeit a rather trivial one) of a double
cover of the Coulomb branch of U(2) theory. In terms of the chiral ring, it is a holomor-
phic symplectic quotient. The operator Φ1 = ϕ1 + ϕ2, which is set to zero in PSU(2)
theory, plays the role of a moment map for the quotient by the topological U(1)t sym-
metry. Passing to a cover is necessary because there exist extra monopole operators
labelled by embeddings U(1) ↪→ (PSU(2)× U(1)) that do not lift to U(2). We take a
moment to explain how this works.
In the abelianized ring, we set ϕ = ϕ1 − ϕ2 and introduce new variables
v+ =
√
u+1 u
−
2 , v
− =
√
u−1 u
+
2 . (5.28)
(These operators are well defined on the double cover of the original abelianized moduli
space.) The triple (ϕ, v±) all Poisson-commute with Φ1, and satisfy the same ring and
Poisson-algebra relations as in Section 5.1. They generate the abelianized chiral ring
of the PSU(2) theory. Conversely, the operators
u+ = (ϕ1 − ϕ2)
√
u+1 u
+
2 , u
− = (ϕ1 − ϕ2)
√
u−1 u
−
2 (5.29)
and Φ1 all commute with (ϕ, v
±). They obey u+u− = 1 and generate the chiral ring of
pure U(1) theory. Altogether, we find that the ring C[MabelC ] for U(2) theory, slightly
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enlarged by taking square roots, factors as the product of the PSU(2) ring generated
by (ϕ, v±) and the U(1) ring generated by (Φ1, u±). Taking a symplectic quotient with
moment map Φ1 kills the U(1) part.
On the full non-abelian Coulomb branch of U(2) theory, we may define operators
Y = v+ + v− =
√
V +V − , Z = ϕ(v+ − v−) = 2i
√
W+W− . (5.30)
These operators, together with Φ := −4Φ2, Poisson-commute with the moment map
Φ1 and so descend to the symplectic quotient. As desired, the triple (Φ, Y, Z) generates
the true chiral ring of the Atiyah-Hitchin manifold. In particular, (5.26) implies that
Z2 − ΦY 2 = 4.
5.3 Adding matter
Adding fundamental matter to SQCD leads to Coulomb branches that are moduli
spaces of singular monopoles, while adding adjoint matter leads to moduli spaces of
periodic instantons.
5.3.1 U(Nc) SQCD
U(Nc) SQCD with Nf fundamental hypermultiplets has a topological symmetry GC =
U(1)t as well as a Higgs-branch flavor symmetry GH = SU(Nf ). The Coulomb branch
can be identified with the moduli space of Nc smooth PSU(2) monopoles R3 in the
presence of Nf Dirac singularities [61]. The locations of the singularities in R3 coincide
with the mass parameters of the hypermultiplets. Such moduli spaces of “singular
monopoles” have been studied (e.g.) in [61–64] and more recently in [65, 66].
As a complex manifold, the monopole moduli space is again described by a G′C =
PSL(2,C) valued scattering matrix S(z), defined modulo holomorphic upper triangular
gauge transformations acting on the right, and holomorphic lower triangular on the left.
The entries of S(z), however, may now be meromorphic, with poles as z approaches
the positions of Dirac singularities. Concretely, let
P (z) =
Nf∏
α=1
(z −mα) (5.31)
be the characteristic polynomial for the flavor group GH = SU(Nf ), containing the
masses of the hypermultiplets. Then the top-left component of the scattering matrix,
which is strictly invariant under the triangular gauge transformations, should have the
form
S11(z) =
Q(z)
P (z)1/2
(5.32)
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where Q(z) is a monic polynomial of degree Nc
18. The boundary condition at infinity
requires that S11(z) ∼ zNc−
Nf
2 as z → ∞ where as the boundary condition at each
monopole singularity requires S11(z) ∼ (z −mα)−1/2 as z → mα.
The boundary conditions for the scattering matrix can be specified in a somewhat
more formal way as follows. First, the boundary conditions at the Dirac singularities
specify that the scattering matrix should have the form
S(z) = g(z)
(
P (z)
1
2 0
0 P (z)−
1
2
)
g′(z) (5.33)
for some (non-unique) polynomial matrices g, g′ ∈ G′C[z]. Here g, g′ can be interpreted
as scattering matrices for smooth monopoles surrounding the Dirac singularities. Sec-
ond, provided we have a good or balanced theory (Nf ≥ 2Nc), the boundary condition
at infinity requires that the scattering matrix can be brought into the form
S(z) ∼M(z)
(
zNc−
Nf
2 0
0 z−Nc+
Nf
2
)
, (5.34)
up to the usual triangular gauge transformations, where M(z) is a meromorphic matrix
satisfying M(z)→ 1 as z →∞. In section 6.5, we will explain how this presentation of
the boundary conditions identifies an intersection of slices in the affine grassmannian
of the monopole gauge group.
Viewing the monopole gauge group G′C ' PGL(2,C) as GL(2,C)/GL(1,C), it is
convenient to introduce a rescaled scattering matrix
S˜(z) = P (z)
1
2S(z) (5.35)
that has polynomial entries and determinant det S˜(z) = P (z). As in the case of com-
pletely smooth monopoles, the gauge invariant component of the scattering matrix
S˜11(z) := Q(z) is a monic polynomial of degree Nc. Then, by upper and lower triangu-
lar gauge transformations, S˜(z) can be brought to the familiar form
S˜(z) =
(
Q(z) U+(z)
U−(z) Q˜(z)
)
, (5.36)
where U±(z) are polynomials of degree at most Nc − 1, and Q˜(z) has degree at most
Nc−2 if Nf ≤ 2Nc−2, and degree Nf −Nc otherwise. The Coulomb branch chiral ring
18The square roots are allowed since the complexified gauge group is PSL(2,C) = SL(2,C)/Z2
rather than SL(2,C). To remove them, one can use the faithful adjoint representation of PSL(2,C),
or view PSL(2,C) = PGL(2,C) as GL(2,C)/C∗, and factor out an overall root.
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is then generated by the coefficients of Q(z) and U±(z), subject to the determinant
relation Q(z)Q˜(z)− U+(z)U−(z) = P (z).
As before, we can define coordinates ϕa as the roots ofQ(z) and u
±
a = U
±(ϕa)/Q′(ϕa),
which are identified with the abelian coordinates of C[MC ]abel. We still have
Q(z) =
Nc∏
a=1
(z − ϕa) , U±(z) =
Nc∑
a=1
u±a
∏
b 6=a
(z − ϕa) , (5.37)
which are generating functions for gauge-invariant polynomials in the ϕa and for monopole
operators of fundamental cocharacter. Now Q(z)Q˜(z) − U+(z)U−(z) = P (z) becomes
equivalent to the expected abelian relation
u+a u
−
a = −
P (ϕa)∏
b 6=a(ϕa − ϕb)2
. (5.38)
The auxiliary polynomial Q˜(z) still has the form
Q˜(z) =
∑
a,b s.t. a6=b
u+a u
−
b
∏
c6=a, c 6=b
(z − ϕc) + · · · , (5.39)
and is a generating function for monopole operators adjoint cocharacter. IfNf ≥ 2Nc−1
the ellipsis has degree higher than Nc − 2, but the coefficients of degree higher than
Nc − 2 are simply polynomials in the masses and ϕa.
Various explicit examples of the chiral ring C[MC ] for SQCD with matter appear
in Section 6.6, where the Coulomb branch is also interpreted as the intersection of
certain nilpotent orbits and transverse slices in sl(Nf ,C).
5.3.2 U(Nc) SQCD with an adjoint
We can add to SQCD an adjoint hypermultiplet, to get a theory associated to an
ADHM quiver. This theory is mirror to a necklace quiver of Nf U(Nc) gauge groups
with a single flavor at one node. The Coulomb branch should admit a description as
a moduli space of non-commutative instantons on R3 × S1, with the adjoint mass m
playing the role of the non-commutativity parameter. We will not attempt to match
these descriptions to the output of our abelianization map. It would be interesting to
do so.
At the level of the abelian variables, we have a relation of the form
ua+u
a
− = −P (ϕa)
∏
b 6=a
[
1− m
2
(ϕa − ϕb)2
]
(5.40)
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If we define generating functions Q(z) and U±(z) as before, we can write a polynomial
equation such as
Q(z)Q˜(z)− U+(z)U−(z) = P (z)Q(z +m)Q(z −m)
m2
(5.41)
Again, inspection of a few examples shows that Q˜(z) is a generating function of
monopoles M (1,−1,0,··· ,0),(0,0,1,·,1,0,···0), up to some polynomial expression in the ϕa.
An important difference with SQCD with fundamental matter is that because
(ϕa − ϕb)2ua+ub+ =
[
(ϕa − ϕb)2 −m2
]
ua,b+ (5.42)
we cannot generally obtain all dressed monopoles of charge (1, 1, 0, · · · , 0) in a simple
way from the U
(k)
± (z). Thus we expect the ring of functions to have extra generators
besides the coefficients of Q(z) and U±(z).
5.4 Quantization
Applying the general prescription of Section 4.5 to SQCD with Nf fundamental flavors
produces an abelianized algebra AabelC with generators uˆ±a , ϕˆa, and the inverses of W-
boson masses (ϕˆa − ϕˆb)−1. To simplify notation, we remove the ‘hats’ from these
operators. They obey quantized relations
[ϕa, ϕb] = 0 , [ϕa, u
±
b ] = ±δa,bu±b , u±a u∓a =
−P (ϕa ∓ 2)∏
b 6=a(ϕa − ϕb)(ϕa − ϕb ∓ )
,
(5.43)
where P (z) =
∏Nf
α=1(z − mα) as usual. In addition, for a 6= b, the products u±a u±b =
u±ab/[(ϕb − ϕa)(ϕa − ϕb ∓ )] and u±a u∓b = u±∓ab determine the commutators
[u±a , u
∓
b ] = 0 , (ϕa − ϕb)[u±a , u±b ] = ±[u±a , u±b ]+ , (5.44)
where [x, y]+ := xy + yx. If we choose only the u
±
a as our generators (ignoring u
±
ab,
etc.), there are also Serre-like relations of the form [u±a , [u
+
b , u
+
c ]] = 0.
We expect the nonabelian quantized algebra AC ⊂ AabelC to be generated by quan-
tized versions of the classical generators i.e. quantized versions of the coefficients of
Q(z) and U±(z) from (5.37), namely
Q(z) =
Nc∏
a=1
(z − ϕa) , U±(z) =
Nc∑
a=1
u±a
∏
b 6=a
(z − ϕb) , (5.45)
Noting that the dressing factors
∏
b 6=a(z−ϕa) commute with the abelian operators ua,
so there are no ordering ambiguities. By virtue of (5.43) and (5.44), these polynomials
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obey
Q(z + 
2
)Q˜(z − 
2
)− U+(z + 
2
)U−(z − 
2
) = P (z − 
2
) ,
Q(z − 
2
)Q˜(z + 
2
)− U−(z − 
2
)U+(z + 
2
) = P (z + 
2
) ,
(5.46a)
for a suitable auxiliary polynomial Q˜(z). Similarly,
Q˜(z − 
2
)Q(z + 
2
)− U+(z − 
2
)U−(z + 
2
) = P (z − 
2
) ,
Q˜(z + 
2
)Q(z − 
2
)− U−(z + 
2
)U+(z − 
2
) = P (z + 
2
) .
(5.46b)
The auxiliary polynomial contains dressed monopoles in the adjoint representation,
with all necessary quantum corrections included
Q˜(z + 
2
) =
∑
a6=b
ua+u
b
−
∏
c6=a, c 6=b
(z − ϕc) + · · · . (5.47)
Other polynomial relations are deformed in a similar nice manner. For example,
when Nf = 0, if we define
U
(k)
+ (z) =
∑
a
ϕkav
+
a
∏
b 6=a
(z − ϕb) (5.48)
then
U
(2)
+ (z +

2
)U+(z − 2)−U (1)+ (z + 2)U (1)+ (z − 2) +  U (1)+ (z + 2)U+(z − 2)
= Q(z + 
2
)
∑
a6=b
ϕa(ϕa − ϕb − )u+a u+b
∏
c6=a,c6=b
(z − ϕc − 2)
= Q(z + 
2
)
∑
a6=b
ϕa
ϕa − ϕbu
+
a,b
∏
c 6=a,c6=b
(z − ϕc − 2)
= Q(z + 
2
)
∑
a6=b
u+a,b
∏
c 6=a,c6=b
(z − ϕc − 2) (5.49)
gives us the quantized generating function of monopoles in the second minuscule rep-
resentation.
5.4.1 Quantizing Atiyah-Hitchin and U(2) theory
As a quick example, we quantize the Coulomb branch of the pure PSU(2) and U(2)
theories. For PSU(2), the ring C[MabelC ] ⊂ C[MC ] was described in Section 5.1. The
quantization AabelC is generated by operators v± and ϕ±1, subject to
[ϕ, v±] = ±v± , v+v− = −1
ϕ(ϕ− ) , (5.50)
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The nonabelian subalgebra AC ⊂ AabelC is generated by Φ = ϕ2, Y = v+ + v−, and
Z = ϕ(v+ − v−), which obey
[Φ, Y ] = 2Z − 2Y , [Φ, Z] = 2ΦY − 2Z , [Y, Z] = −Y 2 , (5.51)
together with the constraint
Z2 + ZY − ΦY 2 = 4 , (5.52)
which quantizes the Atiyah-Hitchin manifold.
For pure U(2) theory, the abelian algebra AabelC is generated by ϕ1, ϕ2, u±1 , u±2 ,
subject to the general relations (5.43). In particular,
u+1 u
−
1 = u
−
2 u
+
2 =
−1
(ϕ1 − ϕ2)(ϕ1 − ϕ2 − ) , u
−
1 u
+
1 = u
+
2 u
−
2 =
−1
(ϕ1 − ϕ2)(ϕ1 − ϕ2 + ) ,
and (ϕ1 − ϕ2)[v+1 , v−1 ] = [v+1 , v−1 ]+, (ϕ1 − ϕ2)[v±1 , v±2 ] = ±[v±1 , v±2 ]+. The nonabelian
subalgebra AC is generated by coefficients of the scattering matrix
S(z) =
(
Q(z) U+(z)
U−(z) Q˜(z)
)
=
(
(z − ϕ1)(z − ϕ2) u+1 (z − ϕ2) + u+2 (z − ϕ1)
u−1 (z − ϕ2) + u−2 (z − ϕ1) (u+1 + u+2 )(u+1 + u−2 )
)
,
(5.53)
which obey relations (5.46) with P = 1. In particular, we can take as generators
Φ1 = ϕ1 + ϕ2, Φ2 = ϕ1ϕ2, V
± = u±1 + u
±
2 , and W
± = ϕ2u±1 + ϕ1u
±
2 , subject to
W+(W− + V −) = Φ2V +V − − 1 , V +W− +W+V − = (Φ1 − )V +V − . (5.54)
The commutation relations are the straightforward generalization of (5.27), with the
RHS rescaled by .
5.5 Twistor space
We can specialize our general prescription for the twistor space to, say, U(Nc) SQCD
with Nf fundamental hypermultiplets. First, the coefficients of z
k in the polynomial
Qζ(z) will have to live in O(2Nc − 2k) bundles over the twistor sphere. If we replace
z with a variable zζ living in an O(2) bundle, we can simply state that by requiring
Qζ(zζ) to live in O(2Nc).
As for U ζ±(zζ), we can use the following gluing condition:
z˜ζ˜ = ζ
−2zζ , U˜±ζ˜ (z˜ζ˜) = ζ
−Nf e±
1
g2
zζ
ζ U±ζ (zζ) mod Qζ(zζ) . (5.55)
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The notation means that we should expand e
± 1
g2
zζ
ζ U±ζ (zζ) as a Taylor series in z, and
reduce it to back to a polynomial in z modulo Q(z). The coefficients of this polynomial
will be infinite series in the coefficients of the original U±ζ and Qζ .
This prescription follows from the general abelianization proposal of Section 4.6.
To see the relation, write U±(z) =
∑
a u
±
a
∏
b 6=a(z − ϕb), and observe that working
modulo Q(z) =
∏
a(z − ϕa) we have
e
1
g2
z
ζU(z)
mod Q
=
∑
a
e
1
g2
ϕa
ζ u±a
∏
b 6=a
(z − ϕb)
=
∑
a
e
1
2g2ζ
{(ϕ,ϕ),−}
u±a
∏
b 6=a
(z − ϕb)
= e
1
2g2ζ
{(ϕ,ϕ),−}
U(z) . (5.56)
In the form (5.55), the gluing condition also agrees with the standard construction of
the twistor space of Nc smooth PSU(2) monopoles (when Nf = 0) [55].
The transformation of the remaining component Q˜ of the scattering matrix follows
from the transformation of Q and U±. In particular, Q˜ is multiplied by ζ2Nc−2Nf and
shifted by an intricate polynomial function of U± and Q.
5.5.1 Example: U(2) theory
Consider pure U(2) theory, whose chiral ring was described in Section 5.2.2. The
transition functions for the operators Φ1,ζ ,Φ2,ζ , V
±
ζ ,W
±
ζ are
z˜ζ˜ = ζ
−2zζ , Φ˜1,ζ˜ = ζ
−2Φ1,ζ , Φ˜2,ζ˜ = ζ
−4Φ2,ζ ,
V˜ ±
ζ˜
z˜ζ˜ − W˜±ζ˜ = e
1
g2
zζ
ζ (V ±ζ zζ −W±ζ ) mod z2ζ − Φ1,ζz + Φ2,ζ .
(5.57)
Explicitly (omitting ± superscripts),
V˜ ±
ζ˜
= e
1
g2
ϕ1,ζ
ζ u1,ζ + e
1
g2
ϕ2,ζ
ζ u2,ζ =
∞∑
n=0
1
g2nζnn!
(ϕn1,ζu1,ζ + ϕ
n
2,ζu2,ζ)
= Vζ +
1
g2ζ
(Φ1,ζVζ −Wζ) + 1
2g4ζ2
(Φ21,ζVζ − Φ2,ζVζ − Φ1,ζWζ) + . . . , (5.58)
and similarly
W˜±
ζ˜
=
∞∑
n=0
1
g2nζnn!
(ϕn1,ζϕ2,ζu1,ζ + ϕ
n
2,ζϕ1,ζu2,ζ) = Wζ +
1
g2ζ
Φ2,ζVζ + . . . . (5.59)
The operators appearing in the expansions in equations (5.58) and (5.59) are monopole
operators in complex structure ζ of dressed by polynomials of the scalar ϕζ labelled by
(n, 0) and (n, 1) respectively.
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6 Linear quivers of unitary groups
We now study 3d N = 4 linear quivers with unitary gauge groups. The general An-type
quiver, shown in Figure 1, defines a theory whose gauge group is G =
∏n
i=1 U(Mi), with
hypermultiplets transforming in a representation R that is a sum of Ni copies of the
fundamental representation of each U(Mi) plus a sum of bifundamental representations
for all adjacent nodes,
R = R⊕R∗ , R :=
n⊕
i=1
Hom(CMi ,CNi) ⊕
n−1⊕
i=1
Hom(CMi ,CMi+1) . (6.1)
M1 M2 Mn
N1 N2 Nn
Figure 1. The quiver gauge theory T νµ .
It is often convenient to regroup the data (Ni,Mi) into a pair of weights (ν, µ) of
sl(n + 1). Let {ωi}ni=1 denote the fundamental weights of sln+1, such that ωi is the
highest weight of the i-th antisymmetric power of the fundamental representation; and
let {αi}ni=1 denote the simple roots. Then ν =
∑
iNi ωi is a dominant weight and
µ = ν −∑iMi αi labels a weight space in the irreducible representation of highest
weight ν. Inverting these relations, we can recover the original data from the formulae
Ni = (ν, αi) and Mi = (ν − µ, ωi), where ( , ) is the Cartan-Killing form.19. We
henceforth denote the quiver gauge theory as T νµ .
We can of course also read the quiver from right to left rather than left to right.
This has the effect of replacing the weights by their conjugates: (µ, ν)→ (−w0µ,−w0ν),
where w0 is the longest element of the Weyl group. The theories T
ν
µ and T
−w0ν−w0µ and
their moduli spaces are equivalent.
The infrared physics of T νµ depends on the R-charges ∆i (under a subgroup U(1)C ⊂
SU(2)C) of undressed monopole operators labelled by the fundamental cocharacter of
each U(Mi) factor of the gauge group. These are [8]
∆i = Ni − 2Mi +Mi−1 +Mi+1 = (µ, αi) . (6.2)
19The Cartan-Killing form is normalized so that (ωi, αj) = δij and (αi, αj) = κij where κij is the
Cartan matrix.
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The theory is called good if ∆i ≥ 0 for all nodes i, or equivalently if µ is also a dominant
integral weight. In this case, T νµ is expected to flow to a CFT in the infrared, whose
operators all have non-negative dimension. Mirror symmetry applies naturally to good
A-type quivers, mapping them to dual A-type quivers of length n˜ + 1 =
∑
iNi.
20
The i-th node of a quiver is called balanced if ∆i = 0 and the quiver is called fully
balanced if all nodes are balanced, which is equivalent to µ = 0. Balanced nodes signal
a low-energy nonabelian enhancement of Coulomb-branch isometry group GC .
The Higgs branchMH of T νµ is the hyperka¨hler quotient R///G, which is known as
a Nakajima quiver variety [69]. The Higgs branch chiral ring C[MH ] can be computed
by enumerating all gauge invariant combinations of the hypermultiplet scalars and
imposing the complex moment map relations.
The Coulomb branch MC of T νµ has several descriptions. Some descriptions are
valid for general quivers, while others apply only to good quivers, in the IR limit.
It follows from a type IIB brane construction and S-duality that MC is the moduli
space of BPS monopoles for the gauge group PSU(n + 1) in the presence of Dirac
monopole singularities [5, 49]. (As we show in Section 6.5, in the case of good quivers,
this monopole moduli space also appears as a slice in the affine Grassmannian for
PSL(n+ 1,C).)
Via a Nahm transform, the same construction also offers a description of MC as
a moduli space of solutions to Nahm equations on a chain of segments, with appro-
priate boundary conditions. If the quiver is good, the description can be simplified
considerably in the IR, to the moduli space of solutions of SL(p) Nahm equations on a
single segment, where p =
∑n
i=1 iNi [8, 70]. This moduli space is the intersection of a
nilpotent orbit and a transverse slice inside the Lie algebra sl(p,C). The equivalence of
these descriptions is quite nontrivial, and only expected to hold for A-type (i.e. linear)
quivers.21
Our goal in this section is to give a direct construction of the chiral ring C[MC ],
using the methods of Section 4. We will propose in Section 6.3 that C[MC ] is gener-
ated as a Poisson algebra by dressed monopole operators labelled by the fundamental
cocharacter at each node; and that C[MC ] is generated as a ring by dressed monopole
20In mathematical works [67, 68] it was argued that the Higgs branches of certain linear quivers are
isomorphic to transverse slices and to monopole moduli spaces (in the guise of affine Grassmannians).
Together with mirror symmetry, this should imply the equivalence of the Coulomb-branch descriptions
mentioned below.
21More generally, moduli spaces of ADE monopoles occur as Coulomb branches of unitary quivers
in the shape of ADE Dynkin diagrams [52]. In contrast, the intersections of transverse slices and
nilpotent orbits in simple Lie algebras of non-A type do not all have a construction as moduli spaces
of (Lagrangian) 3d gauge theories. In type D, they are realized using quivers with SO/USp gauge
groups [8].
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operators labelled by a sum of fundamental cocharacters at subsets of multiple nodes.
We then proceed to check this proposal in a variety of examples, using the known de-
scriptions of MC mentioned above. Finally, we will discuss the Poisson structure on
C[MC ] and its quantization, which for a general good quiver produces a central quo-
tient of a shifted Yangian, and in special cases a finite W-algebra. This lets us connect
to the mathematical and mathematical-physics works [71–73].
6.1 Flavor symmetries
The Higgs-branch flavor group of T νµ is GH = PS
[∏n
i=1 U(Ni)
]
=
(∏n
i=1 U(Ni)
)
/U(1)
with U(Ni) acting on the Ni fundamental hypermultiplets at the i-th node. The overall
quotient by U(1) is due to mixing with the dynamical gauge symmetry. Correspond-
ingly, the theory admits triples of mass parameters valued in the Cartan tH , split into
real and complex parts. We label the complex masses at the i-th flavor node as mi,α
for 1 ≤ α ≤ Ni. These are defined up to an overall shift.
The Coulomb-branch flavor group GC of the theory T
ν
µ has rank n, and its maximal
torus TC ' U(1)n contains the topological symmetries for each gauge node. The twisted
masses for these topological symmetries are n triples of FI parameters. In the infrared
of a good theory T νµ , the symmetry group is enhanced to the Levi subgroup of SU(n+1)
that stabilizes µ ∈ su(n+ 1)∗. Explicitly, if the unbalanced nodes separate the n nodes
of the quiver into partitions of size kj ≥ 0, the symmetry group is S
[∏
j U(kj + 1)
]
.
For example, a quiver with ~∆ = (∗, 0, 0, ∗, 0, ∗), where ∗ denotes unbalanced nodes, has
~k = (0, 2, 1, 0), and the enhanced symmetry is S[U(1)×U(3)×U(2)×U(1)] ⊂ SU(7).
Since the chiral ring C[MC ] is independent of gauge couplings, it has an action of the
enhanced, infrared symmetry group — in fact, of a complexification thereof. Below,
we will simply use ‘GC ’ to denote the enhanced group.
6.2 Abelian coordinates
Following Section 4, we want to embed the full Coulomb branch chiral ring C[MC ]
into a larger chiral ring C[MabelC ] of an abelianized theory. The abelian chiral ring
is generated by eigenvalues ϕi,a of the adjoint scalars at each i-th gauge node, with
1 ≤ a ≤Mi; by the inverses of W-boson masses (ϕi,a−ϕi,b)−1, a 6= b; and by monopole
operators u±A labelled by cocharacters A of G =
∏n
i=1 U(Mi). The generators satisfy
relations of the form (4.7).
In order to generate C[MabelC ] as a Poisson algebra, it is sufficient to take a much
smaller set of generators, consisting of the ϕi,a together with abelian monopole operators
u±i,a labelled by the fundamental cocharacters 1 ≤ a ≤Mi of each U(Mi) gauge group.
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These abelian monopole operators satisfy22
u+i,au
−
i,a =
P i,ahypers(ϕ,m)
P iW(ϕ)
= −Pi(ϕi,a;m)Qi−1(ϕi,a;ϕ)Qi+1(ϕi,a;ϕ)∏
b6=a(ϕi,a − ϕi,b)2
, (6.3)
where Pi(z;m) :=
∏Ni
α=1(z −mi,α) and Qi(z;ϕ) :=
∏Mi
a=1(z − ϕi,a) are the matter and
gauge polynomials at the i-th node. (We commonly denote these Pi(z) and Qi(z).)
Among these generators, the only nonzero Poisson brackets are
{ϕi,a, u±i,a} = ±u±i,a
{u+i,a, u−i,a} = −
∂
∂ϕi,a
[
P i,ahypers(ϕ,m)
P iW(ϕ)
]
{u±i,a, u±j,b} = ±κij
u±i,au
±
j,b
ϕi,a − ϕj,b .
(6.4)
Strictly speaking, the RHS of the {u±i,a, u±j,b} brackets contain operators u±A labelled
by cocharacters that are sums of the fundamental cocharacters (i, a) and (j, b); this
is precisely how the Poisson brackets are able to produce missing ring generators. In
the abelian chiral ring C[MabelC ], these operators satisfy relations of the form (ϕi,a −
ϕj,b)u
±
A ∼ u±i,au±j,b. Throughout this section, we represent such additional generators
by rational functions u±A →
u±i,au
±
j,b
ϕi,a−ϕj,b , in order to simplify notation and to make the
relations among them manifest.
6.3 Generating the chiral ring
As in Section 5, we can further introduce the polynomials
U±i (z) =
Mi∑
a=1
u±i,a
∏
b 6=a
(z − ϕi,b) , (6.5)
which are generating functions for non-abelian monopole operators at the i-th node of
fundamental charge A = (±1, 0, . . . , 0), and dressing factors n = (0, 1, . . . , 1, 0, . . . , 0).
The relations (6.3) can then be reformulated as the statement that the polynomials
Pi(z)Qi−1(z)Qi+1(z) +U+i (z)U
−
i (z) are divisible by Qi(z) for all i; or equivalently that
there exist auxiliary polynomials Q˜i(z) of degree at most max(Mi − 2,Mi + ∆i) such
that
Qi(z)Q˜i(z) + U
+
i (z)U
−
i (z) = Pi(z)Qi−1(z)Qi+1(z) . (6.6)
22In the convention of Section 4.2, the RHS of (6.3) would include an extra sign (−1)Mi−1+Mi . We
absorb this sign into the u−i,a operators (cf. (5.18)), obtaining the more uniform expression above.
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The auxiliary polynomial Q˜i(z) is a generating function for monopole operators of
adjoint cocharacter A = (1, 0, . . . , 0,−1) for U(Mi), dressed by electric factors labelled
by n = (0, 1, . . . , 1, 0, . . . , 0, 0), up to some gauge-invariant polynomials in ϕ.
For a single node, we argued in Section 5 that the Coulomb branch chiral ring is
generated by the coefficients of polynomials Q(z) and U±(z). Here we propose that
the coefficients of Qi(z) and U
±
i (z) for i = 1, ..., n are sufficient to generate the chiral
ring C[MC ] of a theory T νµ as a Poisson algebra. In other words, the ring generators
of C[MC ] all arise by taking successive Poisson brackets of the dressed fundamental
monopole operators and invariant polynomials in ϕi at single nodes.
Of course, we do not generally expect that the ring generators of C[MC ] can all
be expressed as products of the operators charged at single nodes. Indeed, the Poisson
brackets of operators charged at single nodes produce operators charged at multiple
nodes, which cannot be constructed as simple products. In our examples below, we
will test the proposal that C[MC ] can be generated as a ring by monopole operators
with sums of fundamental charges at subsets of the nodes.
6.4 Predictions from string theory: Monopole scattering
The type IIB brane constructions of N = 4 linear quiver gauge theories suggest that
their Coulomb branches are moduli spaces of BPS monopoles. We briefly review the
brane constructions following Hanany and Witten [5] (see also [27] for an applicable
recent review), describe the monopole scattering matrix, and show how the coefficients
of the scattering matrix generate the chiral ring C[MC ].
The linear quiver T νµ can be engineered by a brane construction in type IIB string
theory, as shown in an example on the left of Figure 2. In the general case, there are
(n+ 1) NS5 branes spanning the directions x0, x1, x2, x4, x5, x6 and separated in the x3
direction. The U(Mi) gauge symmetry at the i-th node of the quiver is realized on the
worldvolume of Mi D3 branes suspended between the i-th and (i + 1)-th NS5 branes
and spanning the x0, x1, x2 directions. In addition there are Ni D5 branes located on
the segment of the x3 direction between the i-th and (i+1)-th NS5 brane and spanning
the x0, x1, x2, x7, x8, x9 directions.
Perfoming an S-duality transformation turns the NS5 branes into a stack of n+ 1
D5 branes, which at low energies supports a maximally supersymmetric 6d super-
Yang-Mills theory at low energies with gauge group G′ = PSU(n + 1).23 The D3
23A priori, the group is U(n), but the center U(1) plays no role, since no fields are charged under it.
(Alternatively, there are no dynamical monopoles for U(1).) We will be interested in configurations
where a single semi-infinite D3 brane can intersect the stack of D5 branes. Such configurations will
necessarily correspond to singular BPS monopole solutions for PSU(n+1) (rather than, say, SU(n+1))
once the center is factored out.
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1 2 1
1 2
µ = (1, 0, 0)
⌫ = (3, 2, 0)
⇢ = (2, 2, 1) ⇢_ = (2, 1, 1, 1)
= µ+ (1, 1, 1, 1)= ⌫T
(µ, ⌫)! ( w0µ, w0⌫)
or
Figure 2. A type IIB brane construction for a 3d quiver gauge theory, and the transition
that leads to monopoles and to Nahm equations (Section 6.6). The x3 − x7 plane is shown,
with D3 branes has horizontal line segments, NS5 branes as vertical lines, and D5 branes as
crosses. Here µ and ν are written as partitions (Young diagrams).
branes intersecting the stack of D5 branes in codimension 3 then behave like BPS
monopoles in the 6d SYM theory with magnetic charge q∞ = −µ. We refer the reader
to Appendix A for further details and a summary of our notation. This suggests that
the Higgs branch of the worldvolume theory on the D3 branes, which is equivalent to
the Coulomb branch of our original theory, should be the corresponding moduli space
of BPS monopoles.
If there are additional D5 branes providing fundamental hypermultiplets, they can
be moved to infinity x3 → −∞ as on the right of Figure 2. Alternatively, we could pull
the D5 branes to x3 → +∞, which conjugates the weights (µ, ν) → (−w0µ,−w0ν).
Performing an S-duality transformation, this leads to semi-infinite D3 branes intersect-
ing the stack of D5 branes, which behave as singular BPS monopole solutions in the
6d SYM theory [61]. For a general quiver, there are Ni = (ν, αi) singular monopole
solutions labelled by each fundamental cocharacter ωn+1−i of PSU(n+ 1). In the lan-
guage of Appendix A, we have
∑
a qa =
∑
iNiωn+1−i and
∑
a q
−
a = −
∑
iNiωi = −ν.
The positions of the singular monopoles in the x4, x5, x6 directions are the triplets of
hypermultiplet mass parameters.
– 55 –
A precise definition of the moduli space of singular monopoles for any compact
simple G can be found in [65, 66], where it is shown that the complex dimension of this
moduli space is 〈ρ, q∞ −
∑
a q
−
a 〉 = 〈ρ, ν − µ〉 =
∑
iMi. The agrees with the complex
dimension of the Coulomb branch of T νµ .
6.4.1 The scattering matrix
As a complex manifold, the moduli space of singular monopoles is parametrized by a
meromorphic scattering matrix S(z) ∈ G′C = PSL(n + 1,C). In terms of the brane
setup, z = x4 + ix5 (say) parametrizes a chosen complex plane within the x4, x5, x6
directions. Generalizing the structure in Section 5.2, the scattering matrix is defined
modulo holomorphic upper-triangular matrices acting on the right and holomorphic
lower-triangular matrices acting on the left. It must satisfy two boundary conditions,
described in detail in Appendix A.
First, near a singular monopole of charge ωj at z0, the scattering matrix should
behave as
S(z) ∼ g(z)(z − z0)−w0ωjg′(z) , (6.7)
where g, g′ ∈ G′C are meromorphic and regular at z = z0. Here we follow a standard
notation: for any cocharacter λ ∈ Hom(C∗,TG′C) ⊂ Hom(C∗, G′C), we write xλ := λ(x)
for the image24 of x ∈ C∗; also, w0 ωj = −ωn+1−j is reflection by the longest element of
the Weyl group. Altogether, the Dirac singularities require the scattering matrix to be
of the form
S(z) = g(z)
[∏n
i=1 Pi(z)
−w0ωj
]
g′(z) , (6.8)
where g, g′ ∈ G′C are holomorphic and Pi(z) =
∏Ni
α=1(z − miα) is the characteristic
polynomial at the i-th flavor node. When all masses are set to zero, we simply have∏
i Pi(z)
−w0ωi = z−w0ν . As in Section 5.3, the nonsingular matrices g(z) and g′(z)
encode smooth monopoles surrounding the Dirac singularities.
Second, near infinity, the scattering matrix must behave as
S(z) ∼ h(z) z−µ h′(z) , (6.9)
where h and h′ are now respectively lower and upper diagonal gauge transformations
that are regular in the vicinity of z →∞.
To describe the boundary condition explicitly, we first use the scaling freedom in
PSL(n+ 1,C) ' PGL(n+ 1,C) = GL(n+ 1,C)/C∗ to normalize S(z) ∈ GL(n+ 1,C)
24As in Section 5.3, if we view the gauge group as G′C = SL(n + 1,C)/Zn+1, the elements xλ may
appear to involve (n+ 1)-th roots. Such roots do not appear in the faithful adjoint representation of
the group, and they can also be removed by viewing G′C ' GL(n+ 1,C)/C∗ and rescaling.
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so that it has determinant
det S(z) =
n∏
i=1
Pi(z)
n+1−i . (6.10)
Then all entries of S(z) become polynomials (instead of rational functions). The lead-
ing principal minors of S(z), which are invariant under unipotent triangular gauge
transformations, must have the form
S1,...,i1,...,i(z) = Qi(z)
∏i
j=1 Pj(z)
i−j , (6.11)
where the Qi(z) are polynomials of degree Mi. We can use (constant) diagonal gauge
transformations to fix the Qi(z) to be monic. As the notation suggests, we propose
that Qi(z) be identified with the characteristic polynomial Qi(z) =
∏Mi
a=1(z − ϕi,a) at
the i-th node of the quiver. The ϕi,a are now interpreted as the positions of the D3
branes suspended between the i-th and (i+ 1)-th NS5 brane in the complex z-plane.
After fixing the leading principal minors as above, we still have the freedom to
multiply S(z) by unipotent holomorphic matrices. This redundancy can be used to
systematically reduce the elements of the scattering matrix S(z) to polynomials in z.
To begin, the i× i minors S1,...,i1,...,i−1,i+1(z) and S1,...,i−1,i+11,...,i (z) transform respectively
under left and right multiplication by addition of a holomorphic function multiplied by
S1,...,i1,...,i(z). We may therefore transform these minors to be of the form
S1,...,i1,...,i−1,i+1(z) = U
+
i (z)
∏i
j=1 Pj(z)
i−j , S1,...,i−1,i+11,...,i (z) = U
−
i (z)
∏i
j=1 Pj(z)
i−j ,
(6.12)
where U±j (z) are polynomials of degree Mi− 1. Assuming that the coordinates ϕi,a are
distinct, these polynomials are uniquely determined by their values at the ϕi,a. We can
therefore introduce coordinates u±i,a such that U
±
i (ϕi,a) = ui,a
∏
j 6=i(ϕi,a − ϕi,b). The
coordinates u±i,a are identified with the abelian monopole coordinates at the i-th node
of the quiver.
The coordinates ϕi,a, u
±
i,a are not independent: from the identity
S1,...,i1,...,i(z)S
1,...,i−1,i+1
1,...,i−1,i+1(z)− S1,...,i1,...,i−1,i+1(z)S1,...,i−1,i+11,...,i (z) = S1,...,i−11,...,i−1(z)S1,...,i+11,...,i+1(z) (6.13)
we find
Qi(z)Q˜i(z)− U+(z)U−(z) = Qi−1(z)Qi+1(z)Pi(z) (6.14)
where
S1,...,i−1,i+11,...,i−1,i+1(z) = Q˜i(z)
∏i
j=1 Pj(z)
i−j (6.15)
and Q˜i(z) is a monic polynomial of degree of degree ∆i + Mi if ∆i ≥ −1 and Mi − 2
otherwise. Evaluating the polynomial equation (6.14) at the positions z = ϕi,a we
recover the relation (6.3) obeyed by the coordinates ϕi,a, u
+
i,a and u
−
i,a.
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For a quiver of rank n = 1, as discussed in Section 5, this completely fixes the
redundancy in S(z) and the Coulomb branch chiral ring is generated by the polynomials
Q(z), U+(z), U−(z) and Q˜(z) at the single node subject to the relation (6.14). However,
for quivers of higher rank, there are additional generators that cannot be obtained from
these polynomials. There is also further gauge redundancy. The redundancy can be
systematically fixed by specifying the degrees of a set of remaining independent minors
of S(z). We illustrate the procedure in the case of rank 2 quivers.
6.4.2 Rank-2 quivers
For n = 2, we normalize the scattering matrix S(z) ∈ GL(3,C)/C∗ so that detS(z) =
P1(z)
2P2(z). We can fully fix the gauge redundancy by parametrizing the scattering
matrix as
S(z) =
 Q1(z) U+1 (z) U+12(z)U−1 (z) Q˜1(z) U˜+2 (z)
U−12(z) U˜
−
2 (z) Q˜12(z)
 , (6.16)
with
Q1(z)Q˜1(z)− U+1 (z)U−1 (z) = P1(z)Q2(z)
Q1(z)U˜
+
2 (z)− U+12(z)U−1 (z) = P1(z)U+2 (z)
Q1(z)U˜
−
2 (z)− U−12(z)U+1 (z) = P1(z)U−2 (z)
Q1(z)Q˜12(z)− U+12(z)U−12(z) = P1(z)Q˜2(z) , (6.17)
where, in addition to above conditions on the degrees of Qi, U
±
i and Q˜i, the polynomials
U+12(z) are required to have degree at most M1 − 1.
The position of a polynomial in the scattering matrix is related to the charge of
the corresponding chiral operators under the Coulomb branch isometries. The rela-
tions above suggest that U±12(z) should be a generating function for dressed monopole
operators of minimal charges (±1, 0, · · · , 0) at both nodes, which cannot be obtained
from products of monopole operators at individual nodes.
Explicitly, plugging the roots ϕ1,a of Q1(z) in the second line, we find
U+12(ϕ1,a)u
−
1,a
∏
b6=a
(ϕ1,a − ϕ1,b) = −P1(ϕ1,a)U+2 (ϕ1,a) (6.18)
i.e.
U+12(ϕ1,a)∏
b 6=a(ϕ1,a − ϕ1,b)
=
U+2 (ϕ1,a)
Q2(ϕ1,a)
u+1,a (6.19)
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which allows us to write
U+12(z) =
∑
a,a′
u+1,au
+
2,a′
ϕ1,a − ϕ2,a′
∏
b6=a
(z − ϕ1,b) . (6.20)
This is the desired generating function. The presence of (ϕ1,a − ϕ2,b)−1 is a remainder
of the fact that the coefficients of U+12(z) must be included as new generators of the
chiral ring.
Armed with an expression for U+12(z) we can derive U˜
+
2 (z) and identify it with
the generating function of monopoles of charges (1,−1, 0, · · · , 0) at the first node and
(1, 0, · · · , 0) at the second node, dressed by the characteristic polynomial of the U(N1−
2) scalars at the first node. The identification will hold up to possible terms with
monopole charge (1, 0, · · · , 0) at the second node only.
We can do a similar analysis for U−12(z) and U˜
−
2 (z). Finally, Q˜12(z) captures
monopole operators of charges (1,−1, 0, · · · , 0) at the both nodes, dressed by the char-
acteristic polynomial of the U(N1−2) scalars at the first node. The identification holds
up to possible terms with monopole charge (1,−1, 0, · · · , 0) at the first or second node
only, and operators of charge 0.
This analysis completely fixes the redundancy in the scattering matrix and provides
an explicit description of C[MC ] in terms of generators and relations.
We will briefly specialize further to two simple examples that are useful for com-
paring the Coulomb branch to Nahm equations in Section 6.6.
6.4.3 Abelian quiver
Consider the balanced abelian quiver of rank n = 2, with gauge group U(1) × U(1)
and one fundamental hypermultiplet at each node. In other words, ~N = ~M = (1, 1)
and ν = ω1 + ω2 while µ = 0. We normalize the scattering matrix so that detS(z) =
P1(z)
2P2(z) = (z−m1)2(z−m2), where mi are the complex mass parameters. We shift
the masses to obey m1 +m2 = 0. Gauge-fixing the scattering matrix as above, we find
S(z) = γ1(z)
 z − ϕ1 u
+
1
u+1 u
+
2
ϕ1−ϕ2
u−1 z −m1 + ϕ1 − ϕ2 u+2
u−1 u
−
2
ϕ1−ϕ2 u
−
2 z + ϕ2
 . (6.21)
The Coulomb branch is generated by the components of the scattering matrix, subject
to the familiar relations
u+1 u
−
1 = −(ϕ1 − ϕ2)(ϕ1 −m1) u+2 u−2 = −(ϕ2 − ϕ1)(ϕ2 −m2) . (6.22)
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6.4.4 T [U(3)]
Now consider the balanced quiver with ~N = (1, 2) and ~M = (0, 3), i.e. ν = 3ω2 and
µ = 0. The theory T νµ is commonly called T [SU(3)] or T [U(3)]. In this case we have
detS(z) = P1(z)
2P2(z) = (z −m1)(z −m2)(z −m3), and we shift the complex masses
to obey
∑
αmα = 0. We now find
S(z) = γ1(z)

z − ϕ1 u+1
2∑
a=1
u+1 u
+
2,a
ϕ1−ϕ2,a
u−1 z + ϕ1 − ϕ2,1 − ϕ2,1
2∑
a=1
u+2,a
2∑
a=1
u−1 u
−
2,a
ϕ1−ϕ2,a
2∑
a=1
u−2,a z + ϕ2,1 + ϕ2,2
 . (6.23)
The Coulomb branch is generated by the coefficients of this scattering matrix subject
to the relations (6.3) for the abelian coordinates.
6.5 Slices in the affine Grassmannian
When a quiver is good (i.e. µ is a dominant weight), the moduli space of scattering
matrices obeying the boundary conditions of Section 6.4.1 coincides with a slice in the
affine Grassmannian for G′C = PSL(n+ 1,C). Roughly speaking, the affine Grassman-
nian is a certain quotient of the loop group LG′C. It is related to monopole moduli space
because a given monopole configuration in R3 defines a G′C bundle on the S2 ' CP1
surrounding the monopoles, and the transition function for this bundle on the equator
of CP1 is a map S1 → G′C, i.e. an element of LG′C. This element of LG′C is essentially
our scattering matrix S(z).
To see the correspondence in detail, let us formalize (and algebrize) the notion of
a scattering matrix. For any algebraic group K, let K[z], K[[z]], and K((z)) denote
(respectively) the groups defined over the polynomial ring C[z], the ring of formal
Taylor series C[[z]], and ring of formal Laurent series C((z)). Let K(1)[[z−1]] denote the
first congruence subgroup of K[[z−1]], i.e. the subgroup of elements that become the
identity when z−1 → 0. Also, for our particular group G′C with fixed maximal torus T′,
let B± and N± be the upper/lower Borel and unipotent subgroups.
The scattering matrix S(z), defined modulo triangular gauge transformations, is
an element of the double quotient
S := B−[z]\G′C((z))/B+[z] . (6.24)
With all masses set to zero, the boundary condition at singularities requires S(z) to lie
in (the closure of) the subset
S−w0ν := G′C[z]z−w0ν G′C[z] , (6.25)
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while, as long as µ is dominant, the boundary condition at infinity requires S(z) to lie
in the subset
S−µ := (G′C)(1)[[z−1]]z−µ . (6.26)
Here we implicitly consider both S−w0ν and S−ν modulo triangular gauge transforma-
tions (6.24), so that they are subsets of S. Then the moduli space of scattering matrices
is the intersection
MC ' S−w0ν ∩ S−µ ⊂ S . (6.27)
As a consistency check, notice that if µ = ν (so all gauge nodes in the quiver have rank
Mi = 0), the intersection is trivial.
It is also useful to note that a scattering matrix written explicitly in the form
S(z) = g1(z)z
−µ with g1(z) ∈ (G′C)(1)[[z−1]] is already partially gauge fixed. Acting on
the left, only the identity element of B−[z] preserves this form. Acting on the right, as
long as µ is dominant, the unipotent elements N+[z] ⊂ B+[z] preserve this form.
We want to compare the above with the so-called “thick” affine Grassmannian
Gr = G′C((z))/G
′
C[z] . (6.28)
Following [73], we consider the intersection Gr−w0ν−µ = Gr
−w0ν ∩Gr−µ, where
Gr−w0ν := G′C[z]z
−w0ν , Gr−µ = (G′C)(1)[[z
−1]]z−µ (6.29)
are subsets of Gr (with an implicit quotient by G′C[z] on the right). Such slices played
an important role in the geometric Satake correspondence [74–76] (which, physically,
describes S-duality of loop operators in 4d super-Yang-Mills theory [29]), and were
quantized in [73]. We claim that
MC ' S−w0ν ∩ S−µ ' Gr−w0ν−µ . (6.30)
To see the equivalence, simply observe that an element g(z) of Gr−µ that is written
explicitly in the form g(z) = g1(z)z
−µ for g1(z) ∈ (G′C)(1)[[z−1]] is partially gauge fixed:
since µ is dominant, the subgroup of G′C[z] that preserves this form when acting on the
right is N+[z]. This is exactly the gauge-fixed form of the scattering matrix S(z) that
we found above.
6.6 Predictions from string theory: Nahm equations
The scattering analysis of Section 6.4 showed us that dressed monopole operators
charged at a single node of a quiver are not sufficient to generate the chiral ring C[MC ].
It did suggest, as proposed in Section 6.3, that these operators could generate C[MC ] as
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a Poisson algebra, and that the ring generators are in fact dressed monopole operators
with fundamental charge at sequences of nodes.
We now consider a rather different description of the Coulomb branch of T νµ as a
moduli space of solutions to SL(p) Nahm equations on an interval, where p =
∑n
i=1 iNi
[8]. The description (using a single interval) is valid as long as the quiver is good, i.e. µ
is a dominant weight. It identifies the Coulomb branch as an intersection of a nilpotent
orbit and a transverse slice in the complexified Lie algebra slCn+1, and provides further
evidence in support of our proposal for generators of C[MC ].
To see how this description comes about from the brane construction, we must
reformulate the data (ν, µ) of a good or balanced quiver as a pair of partitions (ρ, ρ∨).
It is convenient to assign a linking number ri to each D5 brane and a linking number
r∨j to each NS5 brane, as described (e.g.) in [27]:
ri = #(D3 attached to the right)−#(D3 attached to the left) + #(NS5 on the left)
r∨j = #(D3 attached to the left)−#(D3 attached to the right) + #(D5 on the right) .
The dominant weight ν is recovered as follows: (ν, αi) = Ni is the number of times
i appears in the list of D5 brane linking numbers (r1, r2, . . . , r|ν|) where |ν| =
∑
iNi
is the total number of D5 branes. The second weight µ is recovered from the NS5
brane linking numbers by the formula (µ, αj) = r
∨
j − r∨j+1. Both linking numbers obey∑
i ri =
∑
j r
∨
j =
∑
i iNi.
The infrared physics is independent of the positions of the 5-branes in the x3
direction, provided additional D3 branes are inserted whenever a D5 and NS5 brane
cross, in such a way that the linking numbers (ri, r
∨
j ) are preserved. In particular, the
D5 branes can be moved all the way to the left in the x3 direction, as shown in Figure 2
on page 55. In this configuration, we find p =
∑
i iNi D3 branes attached to D5 branes
on the left and NS5 branes on the right. The pattern in which the D3 branes end on
the two sides can be encoded in two partitions of p, commonly called ρ = (r1, . . . , r|ν|)
(for the D5 branes) and ρ∨ = (r∨1 , . . . , r
∨
n+1) (for the NS5 branes).
The partitions ρ and ρ∨ can also be related directly to the weights µ and ν as
follows: the Young diagram for ρT labels the irreducible representation of SU(n) with
highest weight ν; while the Young diagram for ρ∨ is obtained by setting the Young
diagram for µ atop a block of width n + 1 and height Mn (the rank of the last gauge
node),
ρT = ν , ρ∨ = µ+
[
(n+ 1)×Mn block
]
. (6.31)
In the stretched configuration, the D3 branes support a 4d N = 4 super-Yang-Mills
theory with gauge group U(p). The 4d theory lives on an interval, with a boundary
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condition on the left corresponding to a Nahm pole of type ρT and a boundary condi-
tion on the right corresponding to a modified Neumann boundary condition of type ρ∨
[8, 70]. The moduli space of our 3d theory T νµ can be identified as the space of super-
symmetric field configurations of the 4d SYM theory that are compatible with the two
boundary conditions. The result of that calculation predicts that, in the infrared, the
Coulomb branch MC is the intersection of the closure of a nilpotent orbit NρT and a
transverse (e.g. Slodowy) slice Sρ∨ inside the Lie algebra slCp ,
MC ' Sρ∨ ∩NρT . (6.32)
In detail, recall that any partition ρ of p labels an embedding of slC2 into sl
C
p .
(If ρ = (ρ1, ..., ρd), then sl2 is embedded using the direct sum of its representations
of dimension ρi for each i.) Let e, f, h denote the standard generators of sl
C
2 , and
ρ(e), ρ(e), ρ(e) their images in slCn . The nilpotent orbit Nρ is the orbit of the element
ρ(e) ⊂ slCp under the adjoint action of SL(p,C). A slice Sρ transverse to this orbit
can be obtained in many different ways, all symplectomorphic. One may, for example,
take Sρ to be the affine subspace ρ(e) + ker ad(ρ(f)) inside slCp ; this is the standard
Slodowy slice, with a manifest Poisson structure [71]. In the moduli space (6.32), we are
taking the intersection of the nilpotent orbit labelled by ρT with the slice transverse to
a (necessarily smaller) nilpotent orbit labelled by ρ∨. For example, the setup of Figure
2 leads to
Sρ∨ =

α 0 0 0 1
∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ α
 , NρT = Nν = g

0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
 g−1 (g ∈ SL(5,C)) . (6.33)
Strictly speaking, the description (6.32) of MC holds only when mass parameters
of T νµ are turned off. Indeed, the nilpotent orbits Nρ∨ are singular. In the presence
of complex masses, the nilpotent orbits are deformed to orbits of semisimple elements,
with eigenvalues specified by the masses. In the presence of real masses, the orbits are
resolved via the Springer resolution.
The 3d mirrors of type-A quiver gauge theories can quickly be read off from a
brane construction [3, 77]. Mirror symmetry descends from S-duality of type IIB string
theory, which exchanges D5 and NS5 branes while preserving D3 branes. Therefore,
mirror symmetry simply exchanges the partitions ρ↔ ρ∨.
We now study in detail several families of theories for which the partition ρ∨ =
(1, 1, ..., 1) is trivial, along with several more general examples.
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6.6.1 General structure for trivial ρ∨: theories T ρ
The balanced quivers with Mn = 1 (meaning that µ = 0 and p =
∑
i iNi = n + 1, or
equivalently that ν =
∑
iMiαi has a single copy of αn) form an especially nice class
of examples. In this case, in the notation of Section 6.6, the partition ρ∨ just equals
(1, 1, ..., 1), and the transverse slice Sρ∨ is all of slCp = slCn+1. The Coulomb becomes
the entire nilpotent orbit
MC ' Nν , (6.34)
or its resolution in the presence of mass parameters. Theories of this type were called
T ρ[U(n + 1)] in [8]. Here we will argue that for these theories the proposal of Section
6.3 is correct: namely, the chiral ring C[MC ] is generated as a Poisson algebra by
monopoles operators with fundamental charge at single nodes, and is generated as a
ring by monopole operators with fundamental charge at sequences of neighboring nodes.
Since the µ = 0, the symmetry acting on the Coulomb branch of T ρ via hyperka¨hler
isometries is the the fully enhanced group GC = SU(n+ 1). The action has a complex
moment map µ ∈ (slCn+1)∗ ' slCn+1, where we use the Cartan-Killing form to identify
the Lie algebra with its dual. The moment map is a traceless (n + 1) × (n + 1)
matrix, whose entries are elements of the chiral ring C[MC ]. Moreover, in the absence
of masses, the moment map is nilpotent, and parameterizes the entire orbit (6.34)
[8]. (With masses turned on, the moment map instead parametrizes the semisimple
deformation of (6.34).) Thus, the entries of the moment map actually generate the
entire ring C[MC ]. We just need to understand what these entries are.
Let Eij ∈ gln+1 be the matrix with entry +1 in the i-th row and k-th column, and
zero elsewhere. Let Hi := Ei,i −Ei+1,i+1, Ei = Ei,i+1, and Fi := Ei+1,i be the standard
Chevalley-Serre generators of sln+1. By definition, the functions
hi = Tr (µHi) , ei = Tr (µEi) , fi = Tr (µFi) (1 ≤ i ≤ N) (6.35)
must generate the (complexified) infinitesimal action of the symmetry group SU(n+1)
on the chiral ring C[MC ], acting via the Poisson bracket. In particular, they themselves
must obey
{hi, ej} = κijej
{hi, fj} = −κijfj
{ei, fj} = δijhi
ad(ei)
1−κijej = 0 i 6= j
ad(fi)
1−κijfj = 0 i 6= j
(6.36)
where κ is the Cartan matrix and ad(x)y := {x, y}.
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We propose, in the notation of Section 6.2, that
hi =
n∑
j=1
κij
Mi∑
a=1
ϕj,a −
Ni∑
α=1
mi,α , ei =
Mi∑
a=1
u+i,a , fi =
Mi∑
a=1
u−i,a . (6.37)
In other words, the ei and fi are nonabelian monopole operators labelled by the fun-
damental cocharacters A = (±1, 0, ..., 0) at the i-th node of the quiver. It follows from
(6.4) that the relations (6.36) hold.
The hi determine the diagonal components of the moment map µ, while the ei, fi
determine the components directly above and below the diagonal. However, since µ
itself transforms in the adjoint representation of the symmetry algebra slCn+1, the re-
maining entries of µ can all be expressed as successive Poisson brackets of the ei and fi.
This demonstrates that monopole operators with fundamental charge at single nodes
are sufficient to generate C[MC ] as a Poisson algebra. Moreover, the successive Pois-
son brackets are precisely the monopole operators with a sum of charges at sequences
of neighboring nodes, which altogether generate C[MC ] as a ring. These are all the
Coulomb branch operators of R-charge 2.
To describe µ more explicitly, let us define
ϕi :=
Mi∑
a=1
ϕi,a , mi :=
Ni∑
α=1
mi,α , (κ
−1m)i =
n∑
j=1
(κ−1)ijmj , (6.38)
and denote the (undecorated) nonabelian monopole operators with a sum of charges
(±1, 0, ..., 0) at a set of consecutive nodes {i, i+ 1, ..., i+ k} as
V ±[i:i+k] :=
∑
a0,a1,...,ak
u±i,a0u
±
i+1,a1
· · ·u±i+k,ak
(ϕi,a0 − ϕi+1,a1)(ϕi+1,a1 − ϕi+2,a2) · · · (ϕi+k−1,ak−1 − ϕi+k,ak)
(6.39)
Thus, for example, V +[i:i] =
∑
a u
+
i,a = ei and V
−
[i:i] = fi. Observe that
{V ±[i,i+k′], V ±[i+k′,i+k]} = ∓V ±[i:i+k] , (6.40)
and in particular that all the V ±[i:i+k] are generated by taking successive Poisson brackets
of the ei or fi. Then the components of the moment map are
µij =

ϕi − ϕi−1 + (κ−1m)i − (κ−1m)i−1 i = j
(−1)i−j−1V −[i:j−1] i < j
(−1)i−j−1V +[j:i−1] i > j .
(6.41)
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For example, when n = 3, the slC3 –valued moment map is
µ =
ϕ1 +
1
3
(2m1 +m2) V
−
[1:1] −V −[1:2]
V +[1:1] ϕ2 − ϕ1 + 13(m2 −m1) V −[2:2]
−V +[1:2] V +[2:2] −ϕ2 − 13(m1 + 2m2)
 . (6.42)
6.6.2 Trivial ρ∨: Abelian Quiver
An extreme case of a quiver with trivial ρ∨ is the abelian quiver of rank n, with gauge
group G = U(1)n and, necessarily, a single hypermultiplet at the initial and final node
(Figure 3). Although this quiver falls under the analysis of Section 3, we revisit it
here with a focus on the IR symmetry enhancement. The quiver is balanced and the
Coulomb branch symmetry is enhanced to GC = SU(n + 1). This is a theory of type
T ρ[U(n+ 1)] with partition ρT = ν = (2, 1, ..., 1) (of length n).
1 1 1 1
11
n
Figure 3. The balanced abelian quiver, with ν = (2, 1, ..., 1) and µ = 0
The abelian coordinates are ϕi and u
±
i for i = 1, ..., n, with Poisson brackets
{ϕi, u±i } = ±u±i
{u+i , u−i } = 2ϕi − ϕi−1 − ϕi+1
{u±i , u±j } = ∓
u±i u
±
j
ϕi − ϕj |i− j| = 1 ,
(6.43)
and relations
u+i u
−
i = −(ϕi − ϕi−1)(ϕi − ϕi+1) , (6.44)
where we have included the masses of the hypermultiplets at the first and last node
as ϕ0 := m1 and ϕi+1 = mn. The generators of the sl
C
n+1 symmetry algebra are
hi = 2ϕi − ϕi−1 − ϕi+1, ei = u+i , and fj := u−i , and more generally the slCn+1-values
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moment map has entries
µij =

ϕ1 − 1n+1(nm1 +mn) i = j = 1
ϕi − ϕi−1 + 1n+1(m1 −mn) 1 < i = j < n+ 1
−ϕi + 1n+1(m1 + nmn) i = j = n+ 1
(−1)i−j+1 u
−
i u
−
i+1 · · ·u−j−1
(ϕi − ϕi+1) · · · (ϕj−2 − ϕj−1) i < j
(−1)i−j+1 u
+
j u
+
j+1 · · ·u+i−1
(ϕj − ϕj+1) · · · (ϕi−2 − ϕi−1) j < i .
(6.45)
Subject to (6.44), this moment map parametrizes a nilpotent orbit (or its semisimple
deformation) of type ν = (2, 1, ..., 1). It is the minimal nontrivial nilpotent orbit. Direct
calculation shows that the minimal and characteristic polynomials of µ are(
µ− 1
n+1
(m1 −mn)
)(
µ + n
n+1
(m1 −mn)
)
= 0 , (6.46)
det(µ− x) = 1
(n+1)2
(
x− 1
n+1
(m1 −mn)
)n(
x+ n
n+1
(m1 −mn)
)
. (6.47)
as expected.
The mirror of this theory is SQED: U(1) gauge theory with n + 1 hypermulti-
plets. The Higgs branch moment map of the mirror theory has components XiYj −
1
N
δij
∑
nXnYn. Equating this with the Coulomb branch moment map (6.45) and iden-
tifying the mirror FI parameter with m1 − mn, we have constructed the mirror map
explicitly for this mirror pair.
6.6.3 Trivial ρ∨: T [U(n+ 1)]
At the other extreme is the theory T [U(n + 1)], which is T ρ[U(n + 1)] with ρT =
ν = (n + 1), coming from the triangular quiver of Figure 4. Its Coulomb branch is a
deformation of the maximal nilpotent orbit in slCn+1. There are n+ 1 mass parameters
mα := m1,α for the hypermultiplets at the first node of the quiver, defined up to an
overall shift, which parameterize the eigenvalues of the deformed orbit.
n n-1 2 1
n+1
Figure 4. The T [U(n+ 1)] quiver, with ν = (n+ 1) and µ = 0
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The moment map µ takes the general form (6.41). Its diagonal components are
µii = ϕi − ϕi−1 + 1n+1(1− (n+ 1)δi,1)
∑
αmα , (6.48)
and its off-diagonal components are nonabelian monopole operators charged at consec-
utive nodes, as in (6.40). The characteristic and minimal polynomials are identical.
Letting M =
∑n+1
α=1 mα, we have
n+1∏
α=1
(
µ +mα − 1n+1M
)
= 0 . (6.49)
(We have verified numerically that the abelianized chiral ring relations imply (6.49) for
n ≤ 8.)
The statement that the full chiral ring C[MC ] is generated by the entries of the
moment map is a rather nontrivial statement for nonabelian quivers. Indeed, even for a
single node, it is not obvious how the all the coefficients of the polynomials Qi(z), U
±
i (z)
are obtained from µ. We can illustrate how this works in the simple example of T [U(3)]
theory. With masses turned off, the moment map takes the form
µ =
 ϕ1,1 + ϕ1,2 u
−
1,1 + u
−
1,2 − u
−
1,1u
−
2
ϕ1,1−ϕ2 −
u−1,2u
−
2
ϕ1,2−ϕ2
u+1,1 + u
+
1,2 −ϕ1,1 − ϕ1,2 + ϕ2 u−2
− u
+
1,1u
+
2
ϕ1,1−ϕ2 −
u+1,2u
+
2
ϕ1,2−ϕ2 u
+
2 −ϕ2
 , (6.50)
and contains the leading coefficients of Q1(z) and U
±
1 (z). The subleading coefficient of
Q1(z) is
− µ23µ32 − (µ33)2 − µ33µ11 = ϕ1,1ϕ1,2 . (6.51)
The subleading coefficient of U+1 (z), a dressed monopole operator, is
µ23µ
3
1 − µ33µ21 = u+1,1ϕ1,2 + u+1,2ϕ1,1 . (6.52)
6.6.4 Intermediate orbits
The first examples of orbits that are neither minimal nor maximal occur for quivers of
rank n = 3, i.e. orbits in slC4 . The two relevant quivers are shown in Figure 5.
On the left we expect an orbit of type ν = (2, 2). Letting m2,1 and m2,2 denote the
mass parameters at the middle node, and using the shift symmetry to set m2,1 +m2,2 =
0, we indeed find that the moment map µ constructed as in (6.41) satisfies
det(µ− x) = (x+m2,1)2(x+m2,2)2 ,(
µ +m2,1
)(
µ +m2,2
)
= 0 .
(6.53)
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1 2 1
2
2 2 1
2 1⌫ = (2, 2) ⌫ = (3, 1)
Figure 5. Quivers whose Coulomb branches are intermediate nilpotent orbits.
On the right, we expect a slightly larger orbit of type ν = (3, 1). Again, we use the shift
symmetry to set the sum of masses m1,1 + m1,2 + m2 = 0. We find that the moment
map satisfies
det(µ− x) = (x+ 3
4
m2
)2(
x+m1,1 − 14m2
)(
x+m1,2 − 14m2
)
,(
µ + 3
4
m2
)(
µ +m1,1 − 14m2
)(
µ +m1,2 − 14m2
)
= 0 .
(6.54)
6.6.5 General slices and nilpotent orbits
Finally, we consider the simplest examples of quivers (balanced and unbalanced) for
which ρ∨ is nontrivial, and whose Coulomb branches are described as the intersection
of a nontrivial slice (i.e. not all of slCp ) with some nilpotent orbit. One point that we
wish to illustrate is that the entries of the moment map for the Coulomb-branch flavor
symmetry GC are not usually enough to generate the chiral ring. This is particularly
obvious for unbalanced quivers with GC ' U(1)n, since the moment map in this case
is much too small; but even for balanced quivers with ρ∨ 6= (1, 1, ..., 1) additional
operators are needed. We do verify in these examples that the additional operators are
still of the form proposed in Section 6.3.
2
4
1
3
1 1
2 1⌫ = (3) ⌫ = (3, 1) ⌫ = (4)
µ = (1)
⇢_ = (2, 1) ⇢_ = (2, 1, 1) ⇢_ = (2, 2)
µ = (1, 0) µ = (0)
Figure 6. Three quivers for which MC involves a nontrivial slice Sρ∨ .
The simplest example is the quiver on the left of Figure 6, i.e. SQED with three
hypermultiplets. It is a good but unbalanced quiver, with ρT = ν = (3), µ = (1), and
ρ∨ = (2, 1). Thus,MC should be the intersection of a nontrivial slice of type (2, 1) and
the maximal nilpotent orbit in slC3 . We find that the slice is parametrized as
σ =
 ϕ2 0 1u+ ϕ 0
−3
4
ϕ2 +m21 +m
2
2 +m
2
3 −u− ϕ2
 , (6.55)
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where u± and ϕ are the known generators of the abelian chiral ring. Subject to the
standard relations u+u− = −(ϕ −m1)(ϕ −m2)(ϕ −m3) and m1 + m2 + m3 = 0, the
matrix σ obeys
(σ +m1)(σ +m2)(σ +m3) = 0 . (6.56)
When the masses are zero, it lies in the maximal nilpotent orbit.
The quiver in the center of Figure 6 is another abelian theory, with gauge group
U(1) × U(1). This time, we expect that MC is the intersection of a slice labelled by
ρ∨ = (2, 1, 1) with the sub-maximal nilpotent orbit ρT = ν = (3, 1). The chiral ring
C[MC ] is generated as a Poisson algebra by ϕ1, ϕ2 and u±1 , u±2 subject to u+1 u−1 = −(ϕ−
m1,1)(ϕ−m1,2)(ϕ1−ϕ2) and u+2 u−2 = −(ϕ2−m2)(ϕ2−ϕ1). To generate C[MC ] as a ring,
we need an additional pair of monopole operators u±3 := ±{u±1 , u±2 } = (u±1 u±2 )/(ϕ1−ϕ2).
All these operators fit together into the slice
σ =

ϕ1
2
+ m2
4
0 0 1
−u+3 −ϕ2 + m24 u+2 0
u+1 u
−
2 −ϕ1 + ϕ2 − 3m24 0
−3
4
ϕ21 +
1
2
(m21,1 +m
2
1,2 +m
2
2) u
−
3 −u−1 ϕ12 + m24
 . (6.57)
Having shifted the masses so that m1,1 +m1,2 +m2 = 0, this matrix obeys
det(σ − x) = 1
4
(x+ 3
4
m2)
2(x+m1,1 − 14m2)(x+m1,2 − 14m2) ,
(σ + 3
4
m2)(σ +m1,1 − 14m2)(σ +m1,2 − 14m2) = 0 ,
(6.58)
as appropriate for a deformation of the nilpotent orbit of type (3, 1). Note that, since
this quiver is partially balanced, the gauge symmetry is partially enhanced to GC =
U(1)×SU(2). The moment map for the SU(2) part is sitting in the middle 2×2 block
of σ.
Finally, the nonabelian quiver on the right of Figure 6 is fully balanced, so GC =
SU(2); however, since dimCMC = 4, the moment map is not sufficient to parametrize
the Coulomb branch. Indeed, MC is the intersection of a nontrivial slice of type
ρ∨ = (2, 2) with the maximal nilpotent orbit (ν = (4)) inside slC4 .
25
Since the theory in question is just U(2) SQCD with two fundamental hypermul-
tiplets, we already know from the scattering theory of Section 5 how to generate its
Coulomb branch: the generators are the operators
V ± = u+1 + u
+
2 , W
± = u+1 ϕ2 + u
+
2 ϕ1 , Φ1 = ϕ1 + ϕ2 , Φ2 = ϕ1ϕ2 , (6.59)
which appear as coefficients of the polynomials Q(z) = z2 − Φ1z + Φ2 and U±(z) =
V ±z −W±, and satisfy Q(z)Q˜(z)− U+(z)U−(z) = z4, or alternatively the abelianized
25The Coulomb branch of this theory was studied in great detail using mirror symmetry in [78].
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relations u+a u
−
a = −ϕ4a/(ϕ1 − ϕ2)2. (Here we will set all masses to zero for simplicity.)
The auxiliary polynomial Q˜(z) = z2 + Φ1z + V(1,1), contains the monopole operator
with adjoint cocharacter V(1,−1) = V +V −+ Φ21−Φ2. All these operators fit together in
the slice (in slightly nonstandard form)
σ =

Φ1 V
+ 1 0
U− −Φ1 0 1
−V(1,−1) W+ 0 0
W− −Φ2 0 0
 , (6.60)
which is nilpotent as desired: the minimal polynomial is σ4 = 0. Note that the
GC = SU(2) moment map sits in the upper 2× 2 block.
6.7 General Nahm transform
In the previous section, we matched elements of transverse slices and Coulomb-branch
operators by hand. There is actually a general strategy one can employ to do so,
building on the identification of the Coulomb branch as a moduli space of monopoles:
we can simply do a Nahm transform of the holomorphic data 26. We first illustrate this
for a single-node quiver (M1 = Nc, N1 = Nf ), and then explain the general process.
As the determinant of the rescaled scattering matrix S(z) equals P (z), S(ma)
must have a null vector. This idea can be promoted to a statement about polynomial
matrices: there must be a 2×Nf matrix M(z) of polynomials of degree up to Nf − 1,
such that
S(z)M(z) = 0 modP (z) . (6.61)
If the masses ma are distinct, we can determine M(z) by, say, the constraint that
S(ma)M(ma) = 0 . (6.62)
Thus M(ma) decomposes as the outer product of the null vector of S(ma) and an
arbitrary vector with Nf components. Given any choice of Nf linearly independent
such vectors, we can reconstruct M(z) from the Nf values M(ma).
For example, we could set
M(z) =
∑
a
(−U+(ma)
Q(ma)
)
⊗ wa
∏
b6=a
(z −mb) (6.63)
26This is a holomorphic version of the Nahm transform that the one of the authors learnt from a
beautiful paper he can no longer find. We would be delighted if the authors of this reference could
make themselves known to us.
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for a basis of vectors wa in CNf . Without loss of generality we can take wa =
(1,ma,m
2
a, · · · ) so that
M(z) =
(−U+(z) −zU+(z) −z2U+(z) · · ·
Q(z) zQ(z) z2Q(z) · · ·
)
modP (z) . (6.64)
This expression remains valid for general values of the masses and we can multiply it
by some GL(Nf ) matrix to get a general solution.
We can write the relation between S(z) and M(z) more explicitly as
S(z)M(z) = P (z)M˜(z) (6.65)
in order to define a second 2×Nf matrix M˜(z).
As M˜(z) has precisely N2f coefficients, it seems reasonable to use our GL(Nf ) gauge
freedom to fix it to a given form. For example,
M˜(z) =
(
1 z · · · zNc−1 0 · · · 0
0 0 · · · 0 1 z · · · zNf−Nc−1
)
(6.66)
We can do so, say, by the choice
M(z) =
(
Q˜(z) zQ˜(z) · · · zNc−1Q˜(z) −U+(z) −zU+(z) · · · zNf−Nc−1U+(z)
−U−(z) −zU−(z) · · · −zNc−1U−(z) Q(z) zQ(z) · · · zNf−Nc−1Q(z)
)
.
(6.67)
The matrix zM(z) modP (z) also satisfies the same linear equations as M(z). Thus
it should be linearly related to M(z):
zM(z) = M(z)σmodP (z) (6.68)
for some Nf ×Nf constant matrix σ. If we write
zM(z) = M(z)σ + P (z)τ (6.69)
then we also find
zM˜(z) = M˜(z)σ + S(z)τ . (6.70)
With the gauge fixing above for M˜(z) we find
τ =
(
0 0 · · · 1 0 · · · 0
0 0 · · · 0 0 0 · · · 1
)
. (6.71)
Expanding in powers of z we have
σji =
{
δi+1,j +Q
(i)δN,j + U
(i)
+ δNf ,j i < N
δi+1,j + U
(i−N)
− δN,j + Q˜
(i−N)δNf ,j i ≥ N ,
(6.72)
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where the upper indices in parenthesis indicate the coefficients of the polynomials in
the scattering matrix. This is a slice transverse to the nilpotent orbit with Jordan
blocks of size N and Nf −N , though not presented quite in the standard form.
For distinct ma, it is obvious that ma − σ has a left null vector wa, and thus σ
has eigenvalues ma, as desired. If P (z) has a root of degree k at some z = m, we can
expand M(z) in powers of (z −m) to find the generators of a size k Jordan block for
σ. Thus σ belongs to the correct orbit.
The extension to a general good linear quiver is rather straightforward. We can
first rescale the scattering matrix S(z) ∈ PGL(n + 1,C) by an appropriate power of
the Pi(z) to make it a polynomial matrix with
27
detS(z) =
∏n
i=1 Pi(z)
n+1−i (6.73)
and denote as di the degrees of the diagonal elements of S(z).
Then we can write an equation
S(z)M(z) = detS(z)M˜(z) (6.74)
where the degree of M(z) is p− 1 while the degree of the i-th row of M˜(z) is di − 1.
We can gauge fix the GL(p) ambiguity by fixing M˜(z) completely, with the i-th
row non-zero only between the (1 +
∑i−1
j=1 dj)-th and the (
∑i
j=1 dj)-th locations, with
increasing powers of z from 1 to zdi−1. Then M(z) can be found simply by multiplying
M˜(z) by the matrix of minors of S(z), i.e. the rescaled scattering matrix γ1(z)S(z).
We can then define σ by
zM(z) = M(z)σ + detS(z)τ (6.75)
and thus
zM˜(z) = M˜(z)σ + S(z)τ (6.76)
After gauge-fixing M˜(z) we find a simple τ , with a single element 1 at the (
∑i
j=1 dj)-th
location of the i-th row. Thus σ takes again the form of a raising operator with Jordan
blocks of size di, plus a transverse contribution controlled by τ and the coefficients of
S(z). In this manner, we can reproduce our previous examples.
27For the most direct comparison with Section 6.6, one should either take the inverse of the scattering
matrix S(z)−1, normalized such that detS(z)−1 =
∏
i Pi(z)
i; or equivalently act everywhere with the
Weyl reflection −w0. Here we follow notation from Section 6.4.
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6.8 Quantization and Yangians
We have seen that in many cases it is much easier to generate the chiral ring C[MC ] as
a Poisson algebra rather than a ring. For example, for balanced quivers with trivial ρ∨
(Section 6.6.1) the Poisson algebra is simply generated by hi, ei and fi for 1 ≤ i ≤ n.
In this section we present generators of the Poisson algebra for a general good quiver,
and show how its quantization produces a central quotient of a (shifted) Yangian for
sln+1. We follow the mathematical work [73], which studied the Poisson structure and
quantization of slices in the affine Grassmannian. (We identified such slices with MC
for a good quiver in Section 6.5).
6.8.1 Poisson algebra revisited
We revisit the Poisson algebra of a generic good quiver, describing its generators and
relations in a completely uniform way — at the cost of working with infinitely many
generators.
Let us first focus on balanced quivers. We can introduce the generating functions
Hi(z) = Pi(z)
∏
j
Qj(z)
−κij E(z) =
U+i (z)
Qi(z)
F (z) =
U−i (z)
Qi(z)
, (6.77)
which are to be thought of as formal power series in z−1. At leading order they re-
produce the generators hi, ei and fi defined in (6.37). The subleading terms in Hi(z)
contain polynomials pn(ϕi) with n = (1, 1, .., 1, 0, ..., 0). The subleading terms in Ei(z)
and Fi(z) contain monopoles operators of fundamental magnetic weight at the i-th
node, dressed with Tr (ϕk).
As formal power series in z−1 and w−1, the Poisson brackets of these generating
functions take the form
{Hi(z), Ej(w)} = −κijHi(z)Ej(z)− Ej(w)
z − w
{Hi(z), Fj(w)} = κijHi(z)Fj(z)− Fj(w)
z − w
{Ei(z), Fj(w)} = −δijHi(z)−Hi(w)
z − w ,
(6.78)
where κij is the Cartan matrix, together with a multitude of Serre-like relations dis-
cussed in [73].
A similar presentation of the Poisson algebra for a generic good quiver can be made.
We can introduce the generating functions
Hi(z) = z
−∆iPi(z)
r∏
j=1
Qj(z)
−κij E(z) =
U−i (z)
Qi(z)
F (z) =
U+i (z)
Qi(z)
(6.79)
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where the additional factor of z−∆i compared to equation (6.77) ensures that the first
generating function has an expansion of the form Hi(z) = 1 +O(z−1).
The Poisson brackets appearing in the first two lines of equations (6.78) are un-
changed for a generic good quiver. However, in order to express the Poisson bracket
{Ei(z), Fi(w)} cleanly, one should introduce a shifted generator Ji(z) defined as follows.
If the expansion of Hi(z) takes the form
Hi(z) =
∞∑
n=0
H
(n)
i z
−n (6.80)
then we define
Ji(z) :=
∞∑
n=0
H
(n+∆i)
i z
−n . (6.81)
The Poisson brackets can then be expressed
{Hi(z), Ej(w)} = −κijHi(z)Ej(z)− Ej(w)
z − w
{Hi(z), Fj(w)} = κijHi(z)Fj(z)− Fj(w)
z − w
{Ei(z), Fj(w)} = −δij Ji(z)− Ji(w)
z − w .
(6.82)
6.8.2 Quantization
In the presence of an Omega background, the generators of the abelianized chiral ring
obey (we omit ‘hats’ for clarity)
[ϕi,a, ϕi,b] = 0
[ϕi,b, u
±
i,a] = ±  δab u±i,a
u+i,au
−
i,a = −
Pi(ϕi,a − 2)Qi−1(ϕi,a − 2)Qi+1(ϕi,a − 2)∏
b6=a(ϕa − ϕb)(ϕa − ϕb − )
u−i,au
+
i,a = −
Pi(ϕi,a +

2
)Qi−1(ϕi,a + 2)Qi+1(ϕi,a +

2
)∏
b6=a(ϕi,a − ϕi,b)(ϕi,a − ϕi,b + )
. (6.83)
Consider again a balanced quiver of rank n. We again define generators hi, ei and
fi (with i = 1, . . . , n) as in equation (6.37). It is then straightforward to check as a
consequence of the relations (6.83) that
[hi, ej] = κijej
[hi, fj] = −κijfj
[ei, fj] = δijhi
ad(ei)
1−κijej = 0 i 6= j
ad(fi)
1−κijfj = 0 i 6= j
(6.84)
– 75 –
where now ad(x)y = [x, y]. These are the defining equations of sln+1 in the Chevalley-
Serre basis. The algebra of Coulomb branch operators in the Omega background pro-
vides a representation of the universal enveloping algebra U(sln+1).
To include dressed monopole operators, we will introduce the generating functions
Hi(z) = Pi(z)
Qi−1(z − 2)Qi−1(z + 2)
Qi(z)Qi(z + )
E(z) =
1
Qi(z)
U−i (z) =
Mi∑
a=1
1
z − ϕi,au
−
i,a
F (z) = U+i (z)
1
Qi(z)
=
Mi∑
a=1
1
z − ϕi,a + u
+
i,a
(6.85)
deforming those defined in (6.77). In particular, we must now pay careful attention to
the ordering of the operators in the definitions of the generating functions E(z) and
F (z). We have checked by expanding in z−1 and w−1 that the commutation relations
of these generators are given by
[Hi(z), Ej(w)] = − 
2
κij
[Hi(z), Ej(z)− Ej(w)]+
z − w
[Hi(z), Fj(w)] = − 
2
κij
[Hi(z), Fj(z)− Fj(w)]+
z − w
[Ei(z), Fj(w)] = −δijHi(z)−Hi(w)
z − w .
(6.86)
together with Serre-like relations, where [x, y]+ := xy + yx is defined as the anti-
commutator.
The commutation relations in (6.86) are those of the Yangian Y (sln+1). The rep-
resentation of these commutation relations found by quantizing a moduli space of
monopoles was introduced in [72], where a proof of (6.86) can be found. As pointed
out in [73], this is in fact a representation of a central quotient of the Yangian labelled
by the weight ν of a balanced quiver.
For a generic good quivers, we define
Hi(z) = z
−∆iP (z)
Qi−1(z − 2)Qi−1(z + 2)
Qi(z)Qi(z + )
(6.87)
with Ei(z) and Fi(u) defined as in equation (6.85). To express the commutators cleanly,
one must again define a shifted generator Ji(z) as defined in equations (6.80) and (6.81).
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Expanding in z−1 and w−1 one checks order by order that
[Hi(z), Ej(w)] = − 
2
κij
[Hi(z), Ej(z)− Ej(w)]+
z − w
[Hi(z), Fj(w)] = − 
2
κij
[Hi(z), Fj(z)− Fj(w)]+
z − w
[Ei(z), Fj(w)] = −δij Ji(z)− Ji(w)
z − w .
(6.88)
A proof of these commutation relations can be found in [73], where it is also explained
that they coincide with a central quotient of a ‘shifted’ Yangian of sln+1 (where the
shifting is labelled by the non-zero weight µ), extending the constructions of [72].28
6.9 Twistor space
The twistor space for the Coulomb branch of a generic rank n linear quiver is given by
a straightforward extension of the construction in the case of SQCD. The transition
functions for the polynomials Qj(z), U
±(z) are given by
Q˜j,ζ˜(z˜ζ) = ζ
−2MjQj,ζ(zζ)
U˜±
j,ζ˜
(z˜ζ˜) = ζ
−2Mj−∆je±
zζ
g2ζ U±j,ζ(zζ) mod Qj,ζ(zζ) .
(6.89)
for j = 1, . . . , n, together with z˜ζ˜ = ζ
−2zζ . These transition functions define a pair
of rank Mj vector bundles V
±(2Mj + ∆j) → Yj at the j-th node of the quiver, where
Yj = ⊕jl=1O(2l). The constraints are promoted to
U+ζ (zζ)U
−
ζ (zζ) = Qj−1,ζ(zζ)Qj+1,ζ(zζ)Pζ(zζ) mod Qζ(zζ) . (6.90)
To find a complete description of the twistor space, one can also easily write down the
transition functions for all components and minors of the scattering matrix.
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A Singular monopoles
In this appendix we review some aspects of moduli spaces of singular monopoles, and
explain how to describe them as complex symplectic manifolds. Namely, we construct
the scattering matrix that encodes their complex structure, and derive the Poisson
bracket in terms of the scattering matrix.
A.1 Data
We consider moduli spaces of solutions to the Bogomolnyi equations F = ∗DΦ on R3
for a connection D in a G-bundle and an adjoint valued scalar field Φ. Under favorable
conditions, these moduli spaces are hyperka¨hler manifolds. We are mainly interested
in solutions of these equations in the presence of singular monopoles. The relevant
moduli spaces have been defined in reference [65] (see also [66]). Let us briefly review
the data that define such a moduli space:
1. A number of singular monopoles each labelled by a position ~xa ∈ R3 and an
element qa of the cocharacter lattice ΛG := Hom(U(1),TG) ⊂ tG, defined up to
Weyl transformations. The charge qa defines an embedding of an abelian Dirac
monopole into the gauge group G, specifying the singular boundary conditions
Φ = − qa
2ra
+O(r−1/2a ) ~x→ ~xa , (A.1)
where ra = |~x− ~xa|. The coordinates ~xa are a hyperka¨hler triplet of deformation
parameters for the moduli space.
2. A magnetic charge q∞ and asymptotic value Φ∞ valued in the Cartan subalgebra
and defined up to Weyl transformations. This data determines the asymptotic
behavior of solutions to be
Φ = Φ∞ − q∞
2r
+O(r−1−δ) r →∞ (A.2)
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for any δ > 0 where r = |~x|. We will always assume that the centralizer of Φ∞
is the maximal torus T ⊂ G. Global consistency requires that the combination
q∞ −
∑
a qa is an element of the coroot lattice.
The dimension of the moduli space has been computed in [65]. The asymptotic
value Φ∞ defines a system of positive roots such that α ∈ ∆+ iff 〈α,Φ∞〉 > 0. We can
then define q−a to be the unique element of the Weyl orbit of qa such that 〈α, q−a 〉 < 0
for all α ∈ ∆+. The complex dimension of the moduli space is 2〈ρ, q˜∞〉 where ρ is the
Weyl vector and q˜∞ := q∞ −
∑
a q
−
a is called the relative magnetic charge.
We will now focus on the gauge group G = PSU(N). To simplify notation, we use
the Cartan-Killing form (−,−) to identify the Lie algebra and its dual. The fundamen-
tal weights are denoted {ωj}N−1j=1 and simple positive roots are {αj}N−1j=1 . We then have
the inner products (ωi, αj) = δij and (αi, αj) = κij, where κij is the Cartan matrix.
When required, we will choose a representation by N ×N anti-hermitian traceless ma-
trices where (a, b) = −Tr(ab). Without loss of generality, we can take the asymptotic
scalar to have the form Φ∞ = diag(iφ1, . . . , iφN) where
∑
i φi = 0 and φi > φi+1. The
positive simple roots with respect to Φ∞ are then the matrices αj = i(Ei,i − Ei+1,i+1).
For G = PSU(N), the cocharacter lattice is equal to the coweight lattice. We
will consider solutions with Nj Dirac singularities labelled by each fundamental weight
ωN−j. We can then identify
∑
a qa =
∑
j NjωN−j and hence∑
a
q−a = −
∑
j
Njωj (A.3)
where we used the formula w0 ωj = −ωN−j to reflect the magnetic weight of each
singular monopole into the negative Weyl chamber, with w0 being the longest element
of the Weyl group. The overall relative magnetic weight is an element of the root
lattice,
q˜∞ =
∑
j
Mjαj . (A.4)
It is expected that the moduli space is non-empty provided that all Mj ≥ 0. In relating
the moduli space of singular monopoles with the Coulomb branch of a three-dimensional
linear quiver gauge theory, Mj is the rank of the j-th node and Nj the number of
hypermultiplets at this node. In the notation of Section 6, we have ν = −∑a q−a and
µ = −q∞ which agrees with the expected dimension 2〈λ−µ, ρ〉 of the Coulomb branch.
A.2 Hyperka¨hler quotient
The moduli space can be described as an infinite-dimensional hyperka¨hler quotient as
follows. We first introduce a flat hyperka¨hler structure on the configuration space of
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fields (A,Φ) obeying the boundary conditions (A.1) and (A.2) with metric
g = −Tr
∫
R3−{xa}
d3x (δAi ⊗ δAi + δΦ⊗ δΦ) (A.5)
and Ka¨hler forms
ωi = Tr
∫
R3−{xa}
d3x
(
δΦ ∧ δAi + 1
2
ijkδAj ∧ δAk
)
. (A.6)
This is acted upon by the group G of local gauge transformations that are trivial
on the sphere at infinity |~x| → ∞ and leave qa invariant at each singular point xa.
Although the moduli space depends only on the Weyl orbit of qa it is convenient to
fix a representative and consider gauge transformations that leave it invariant. Local
gauge transformations act as δAi = −Diλ, δΦ = [λ,Φ]. Contracting the vector field
generating this local gauge transformation with the ka¨hler forms (A.6) and integrating
by parts we find the corresponding moment maps
µi[λ] = Tr
∫
d3xλ
(
1
2
ijkFjk −DiΦ
)
. (A.7)
In fact, the integration by parts produces a boundary term
∫
d2Si Tr(λΦ) which could
receive contributions from the singular points ~xa and the sphere at infinity |~x| → ∞.
These contributions vanish since Φ→ 0 at each ~xa and we restrict to local gauge trans-
formations λ acting trivially at infinity. Thus the vanishing of the moment maps indeed
imposes the Bogomolnyi equations and the moduli space is an infinite-dimensional hy-
perka¨hler quotient.
A.3 Scattering data
To describe the moduli space of singular monopoles as a complex symplectic manifold
we can instead consider a holomorphic symplectic quotient. We choose a particular
complex structure on the configuration space of fields (A,Φ) such that the holomorphic
coordinates areAz¯ = A1+iA2 andA3 = A3−iΦ (we denote the corresponding covariant
derivatives by Dz¯ and D3). Then
Ω := ω1 + iω2 = iTr
∫
d3x δA3 ∧ δAz¯ (A.8)
is a holomorphic symplectic form in this complex structure. We now consider complex-
ified local gauge transformations acting on these complex coordinates by δAz¯ = −Dz¯λ
and δAt = −D3λ with moment map
µ = µ1 + iµ2 = iTr
∫
d3x [D3,Dz¯] . (A.9)
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We construct the moduli space of singular monopoles as a complex symplectic manifold
by imposing the complex moment map condition [Dt,Dz¯] = 0 and taking the quotient
by the group of local complexified gauge transformations.
We assume here that Donaldson’s theorem [57] generalizes to the case of singular
monopoles: namely, that the points of the hyperka¨hler quotient are in 1-1 correspon-
dence with points of the holomorphic symplectic quotient (subject to an appropriate
stability condition), and hence both describe the same moduli space. It would be
interesting to prove this.
We want to provide an explicit description of the moduli space by reformulating it
in terms of holomorphic ‘scattering data’. We first review the case of smooth monopoles
without singularities. The complex moment map can be solved locally by finding group-
valued functions g(~x) such that
Dz¯ = g ∂z¯ g−1 , Dt = g ∂t g−1 . (A.10)
The function g(~x) is determined locally up to right multiplication by a group-valued
function holomorphic in z. We consider two sets of distinguished solutions g±(~x) that
tend towards ‘abelian’ solutions g∞± as t→ ±∞, which are determined by the asymp-
totic behavior of (Φ, A). The holomorphic scattering data S(z) is then the transition
function relating these distinguished solutions.
We explain this in more detail for G = PSU(N). We can construct a group-
valued function g(~x) solving the moment map condition locally from N independent
solutions `1, . . . , `N of the associated linear problem Dz¯ ` = Dt ` = 0, normalized such
that 〈`1, . . . , `N〉 = 1. Note that here we are identifying the complexified gauge group
as GC = SL(N,C)/ZN . We are free to consider holomorphic linear transformations of
`1, . . . , s` preserving the normalization condition, which corresponds to right multipli-
cation of g(~x) by holomorphic group-valued functions. Therefore we may equivalently
work with normalized sections of the associated linear problem.
We now want to consider distinguished sets of solutions `±1 , . . . , `
±
N with asymptotic
behavior at x3 → ±∞ specified by the boundary condition (A.2). Let us focus on
x3 → ∞. We can choose an asymptotic gauge where A3 → −i(Φ∞ − q∞/2x3). Then
we have asymptotic solutions
`+,∞a = e
−φattqa/2ea (A.11)
where ea is the standard unit basis of CN and we write Φ∞ = diag(iφ1, . . . , iaN) and
q∞ = (iq1, . . . , iqN). We can now find N solutions to the linear problem `+1 , . . . , `
+
N
with this asymptotic behavior `+a → `+,∞a as x3 → ∞. Since φ1 > φ2 > · · · > φN ,
s+1 is unambiguously determined as the section with the fastest exponential deacy at
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x3 → ∞. However, s+2 is determined only up to adding s+1 multiplied by an arbitrary
function of z. More generally, the sections `+a are determined only up to `
+
a → hab `+b
where h is a lower triangular matrix with unit diagonal and holomorphic dependence
on z. Similarly we have sections `−a defined up to `
−
a → hab `−b with h is now an upper
triangular matrix with unit diagonal.
The two sets of solutions are related by `+a = Sa
b(z)`−a where the matrix S(z)
has unit determinant due to the normalization 〈`±1 , . . . , `±N〉 = 1 and depends holomor-
phically on z. From the indeterminacy of the sections `±a , S(z) is defined only up to
multiplication on the left by holomorphic lower-triangular matrices with unit diagonal,
and on the right by holomorphic upper-triangular matrices with unit diagonal. The
leading principal minors S1,...,i1,...,i(z) are invariant under these transformations and encode
the magnetic charge q∞ as follows: S
1,...,i
1,...,i(z) = Qi(z) is a monic polynomial degree Mi.
In particular,
S1,...,i1,...,i(z)→ z(q∞,ωi) |z| → ∞ . (A.12)
where since there are no singular monopoles q∞ =
∑
jMjαj.
As described in the main text (see Sections 5.2 and 6.4), the redundancy by left
and right multiplication can be fixed by specifying the degrees of further non-principal
minors. The moduli space is then generated as a complex variety by the coefficients
of the components of the matrix S(z). The holomorphic Poisson bracket is described
below in Section A.4.
In the presence of singular monopoles the above construction is modified slightly.
As described above, we consider for the case G = PSU(N) that we have Nj singular-
ities of fundamental weight ωN−j so that
∑
a q
−
a = −
∑
j Njωj and q∞ =
∑
jMjαj −∑
j Njωj. We denote the positions of the singularities by mi,α with a = 1, . . . , N − 1
and α = 1, . . . , Nj and introduce monic polynomials Pj(z) =
∏Nj
α=1(z−mj,α). Then we
conjecture that the leading principle minors have the form
S1,...,i1,...,i(z) =
Qi(z)∏
j Pj(z)
κ−1ij
. (A.13)
where Qi(z) is again a monic polynomial of degree Mi. In particular, note that
S1,...,i1,...,i(z)→ z(q∞,ωi) z →∞
S1,...,i1,...,i(z)→ (z − za)(q
−
a ,ωi) z → za .
(A.14)
The redundancy of S(z) by left and right multiplication can again be fixed by specifying
the form of further non-principle minors, as described in Sections 5.3 and 6.4.
Above, we implicitly viewed the complexified gauge group as GC = SL(N,C)/ZN .
In particular, the fractional powers appearing in the formula (A.13) are only well defined
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in the quotient by ZN . It is often more convenient to work with the equivalent GC =
PGL(N,C)/C∗ in order to remove the algebraic functions in the denominator of (A.13).
Indeed, using the C∗ freedom, we can multiply the scattering matrix S(z) by the factor∏
j Pj(z)
κ−11,j . Then principal minors then have the form
S1,...,i1,...,i(z) = Qi(z)
i∏
j=1
Pj(z)
i−j (A.15)
and in particular detS(z) =
∏N−1
j=1 Pj(z)
N−j. After fixing the redundancy by left
and right multiplication, the components of the scattering matrix are then polynomial
functions of z.
A.4 Poisson structure
The complex Poisson bracket on the monopole moduli space can be computed by
lifting the holomorphic functions on the monopole moduli space to functionals of D3,
Dz¯ (unconstrained by [D3,Dz¯] = 0) and computing the Poisson bracket with the flat
complex symplectic form above.
Here we are concerned with explaining why the Poisson bracket for the scattering
data S(σ) takes the form
{Sab (z), Scd(w)} =
Scb(z)S
a
d(w)− Sad(z)Scb(w)
z − w (A.16)
which is reminiscent of the Yangian of sl(N,C). This formula is true only if properly
understood: S(z) is not well-defined by itself, but only up to multiplication by lower
and upper triangular matrices with unit diagonal from the left and from the right. The
Poisson bracket only works properly for gauge invariant functionals of S(z).
At first sight, (A.16) seems paradoxical: the scattering data for D3 is computed
from the parallel transport along the x3 axis, i.e. using only the holomorphic coordi-
nate A3. Naively, this gives a lift of S(z) to a functional of A3 only, but then the
Poisson bracket with itself would be zero.
The crucial subtlety is that the “bare” scattering data for D3 only takes the form
of a holomorphic function of z with a precise choice of holomorphic framing. In other
words, the scattering data itself is ambiguous by multiplication by triangular matrices
with a generic dependence on z and it becomes holomorphic only if such ambiguity is
fixed appropriately. That introduces a dependence on Az¯ which allows a non-trivial
Poisson bracket.
One can consider quantities which are invariant under multiplication by triangular
matrices, such as the leading principal minors: determinants Qi(z) of the i× i minors
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built from the first i rows and columns of S(z), which can be normalized to be monic
polynomials in z. The coefficients of the polynomials Qi(z) lift to functionals of A3
only and should therefore Poisson commute. This is indeed consistent with the Poisson
bracket (A.16): labelling minors by multi-indices we have
{Sa1,···aib1,···bi (z), S
c1,···cj
d1,··· ,dj(w)} =∑
m,n
Sa1,··· ,cn,··· ,aib1,···bi (z)S
c1,··· ,am,···cj
d1,··· ,dj (w)− Sa1,···aib1,··· ,dn,···bi(z)S
c1,···cj
d1,··· ,bm,··· ,dj(w)
z − w , (A.17)
and in particular
{Qi(z), Qj(w)} = 0 . (A.18)
It can be shown further that the coefficients of the Di(σ) give a maximal set of Poisson-
commuting functions on the moduli space.
The notion of holomorphic framing can be formalized with the help of holomorphic
Wilson lines in the σ plane for Dz¯. Let us first recall that the standard Wilson loop for
D3 along the x3 direction at fixed z, z¯ is
WR(x
3
f , z, x
3
i ) = P exp
∫ x3f
x3i
A3(x3, z, z¯)dx3 ≡
∞∑
n=0
n∏
m=1
∫ x3m+1
x3m−1
dx3m
←−
n∏
m=1
A3(x3m, z, z¯)
(A.19)
where in the n-th term of the sum we have x30 = x
3
i and x
3
n+1 = x
3
f .
The Wilson loop is built in such a way to satisfy Dx3iWR(x3f , z, x3i ) = 0 and
Dx3fWR(x3f , z, x3i ) = 0 where the covariant derivatives act on the right and on the left re-
spectively. It is also gauge-covariant: gauge transformations of A3 act on WR(x3f , z, x3i )
by gauge transformations at the endpoints. Furthermore, it obeys the concatenation
property WR(x
3
f , z, x
3)WR(x
3, z, x3i ) = WR(x
3
f , z, x
3
i ).
Another extremely useful property is that under small deformations δA3 we have
δWR(x
3
f , z, x
3
i ) =
∫ x3f
x3i
dxWR(x
3
f , z, x) δA3(x, z, z¯)WR(x, z, x3i ) . (A.20)
Using this property and integrating by parts once it is straightforward to show that
Dz¯WR(x3f , z, x3i ) := ∂z¯WR(x3i , z, x3f ) +Az¯(x3f , z, z¯)WR(x3i , z, x3f )−WR(x3i , z, x3f )A(x3i , z, z¯)
=
∫ x3f
x3i
WR(x
3
f , z, x) [Dz¯,D3] (x, z, z¯)WR(x, z, x3i )
(A.21)
which vanishes due to the complex moment map condition. Thus the Wilson line
WR(x
3
i , z, x
3
f ) is locally covariantly holomorphic in z.
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The holomorphic Wilson line operator for Dz¯ at fixed x3 is
WC(zf , x
3, zi) =
∞∑
n=0
∫ n∏
m=1
dzmdz¯m
(zf − zi)∏n
m=0(zm+1 − zm)
←−
n∏
m=1
Az¯(x3, zm, z¯m) (A.22)
where in the n-th term of the sum we have z0 = zi and zn+1 = zf .
The holomorphic Wilson line operator is built to satisfy Dz¯iWC(zf , x3, zi) = 0 and
Dz¯fWC(zf , x3, zi) = 0 where the covariant derivatives act on the right and on the left
respectively. Furthermore, we have gauge covariance and the concatenation property
WC(zf , x
3, z)WC(z, x
3, zi) = WC(zf , x
3, zi). The holomorphic Wilson loop is essentially
a way to introduce a global holomorphic frame on the z plane.
Under small variations δAz¯ we have
δWC(zf , x
3, zi) =
∫
dz dz¯
(zf − zi)
(zf − z)(z − zi)WC(zf , x
3, z)δAz¯(x3, z, z¯)WC(z, x3, zi) .
(A.23)
Using this formula and integrating by parts we find
D3WC(zf , x3, zi) := ∂3WC(zf , x3, zi) +A3(x3; zf , z¯f )WC(zf , x3, zi)−WC(zf , x3, zi)A3(x3; zi, z¯i)
=
∫
dz dz¯
(zf − zi)
(zf − z)(z − zi)WC(zf , x
3, z) [D3,Dz¯] (x, z, z¯)WC(z, x3, zi)
(A.24)
which again vanishes on imposing the complex moment map. Thus the holomorphic
Wilson line WC(zf , x
3, zi) is locally covariantly constant in the x
3 direction.
When defined on a CP1, the holomorphic Wilson loop covariant under gauge trans-
formations which are well-defined on CP1. When defined on the complex plane σ,
the holomorphic Wilson loop will not be gauge covariant under gauge transformations
which are non-trivial at infinity. Such gauge transformations are crucial for the defini-
tion of the monopole moduli space: the monopole solutions have boundary conditions
at infinity given by a constant abelian vev for A3 plus an abelian monopole charge.
As usual, to avoid Dirac strings the abelian monopole connection is defined on the two
half-spaces, glued by a gauge transformation which is non-trivial at infinity.
Although the holomorphic Wilson loop is locally covariantly constant as a function
of x3, the non-trivial gauge transformations required in a monopole background will
introduce extra jumps as one parallel-transports it from x3  0 to x3  0.
Now we are ready to introduce the object which computes the parallel transport
for the operator D3 in a globally holomorphic frame and thus can be used to compute
the scattering data S(σ):
Wzf ,x3f ;zi,x3i (z) = WC(zf , x
3
f , z)WR(x
3
f , z, x
3
i )WC(z, x
3
i , zi) (A.25)
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If [D3,Dz¯] = 0, in the absence of monopole charge, one could just parallel transport
the holomorphic Wilson loops to a common position, deforming the above expression
to a z-independent quantity WR(x
3
f , zf , x
3)WC(zf , x
3, zi)WR(x
3, zi, x
3
i ).
In the presence of monopole charge (and/or Dirac singularities), the deformation
is not possible, and Wzf ,x3f ;zi,x3i (z) is an holomorphic function of z. If we take x
3
f  0
and x3i  0, send zi,f →∞ and regularize Wzf ,x3f ;zi,x3i (z) in a standard way in the limit,
we obtain the scattering data S(z).
The crucial observation to compute the Poisson brackets postulated above is that
Poisson brackets between Wilson lines only get a contribution from intersection points
of a real and a holomorphic Wilson lines. Indeed, using formulae (A.20) and (A.23) it
is straightforward to check that
{WR(x3f , z, x3i ),WC(zf , x3, zi)} =
(zf − zi)
(zf − z)(z − zi)WR(x
3
f , z, x
3)WC(z, x
3, zi)
⊗WC(zf , x3, z)WR(x3, z, x3i )
(A.26)
if and only if x3 is included in the interval (x3i , x
3
f ) and zero otherwise. Note that we
have suppressed the gauge indices here to streamline notation. For simplicity, we write
the Poisson bracket relevant for GL(N,C) as the determinant factor will decouple from
the final formula (A.28).
Thus we can compute the Poisson bracket, assuming, say, the order x3i , x˜
3
i , x
3
f , x˜
3
f
and x3f  0 and x3i  0, x˜3f  0 and x˜3i  0: i.e.
{Wzf ,x3f ;zi,x3i (z),Wz˜f ,x˜3f ;z˜i,x˜3i (z˜)} =
zf − z
(zf − z˜)(z˜ − z)Wzf ,x3f ;z˜i,x˜3i (z˜)⊗Wz˜f ,x˜3f ;zi,x3i (z)−
z˜ − z˜i
(z˜ − z)(z − z˜i)Wzf ,x3f ;z˜i,x˜3i (z)⊗Wz˜f ,x˜3f ;zi,x3i (z˜) (A.27)
and finally the desired
{W∞,x3f ;∞,x3i (z),W∞,x˜3f ;∞,x˜3i (z˜)} =
1
(z˜ − z)W∞,x3f ;∞,x˜3i (z˜)⊗W∞,x˜3f ;∞,x3i (z)−
1
(z˜ − z)W∞,x3f ;∞,x˜3i (z)⊗W∞,x˜3f ;∞,x3i (z˜) (A.28)
Before sending the zi,f and z˜i,f to infinity, there is some dependence on the order
of the holomorphic Wilson loops along x3. Alternatively, we can attach some extra
real Wilson loops at σi,f and σ˜i,f from some reference locations ±L to x3i,f , x˜3i,f to
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improve our observable further. The extra stubs correct the rational functions in the
Poisson bracket to remove the dependence on the order of the holomorphic Wilson
loops along x3
B Equivariant integrals and monopole operators of higher charges
In this appendix, we compare the quantized abelianization map from the main text to
preliminary equivariant localization calculations.
B.1 Pure PSU(2) theory
The relations in the abelianized algebra are
u+u− = − 1
ϕ(ϕ− )
u−u+ = − 1
ϕ(ϕ+ )
[ϕ, u±] = ±u± . (B.1)
The basic non-abelian operators, which generate the quantization AH of C[MC ], are
Φ = ϕ2 M1,0 = Y = u+ + u− M1,1 = Z = (u+ − u−)ϕ = ϕ(u+ − u−)− M1,0 .
(B.2)
Observe
M21,0 = u
2
+ −
1
ϕ(ϕ− ) −
1
ϕ(ϕ+ )
+ u2− = u
2
+ −
2
ϕ2 − 2 + u
2
− . (B.3)
We can identify this with M2,0. The charge 0 part should be computable from the mod-
uli space of one smooth monopole in the presence of a charge 2 Dirac singularity, which
is M02 = C2/Z2. This space should be resolved, and the resolution T ∗CP1 precisely
corresponds to separating the charge 2 singularity into two charge 1 singularities. The
two terms above 1
(±ϕ)(∓ϕ−) account for the tangent bundle at the two equivariant fixed
points of T ∗CP1.
In general, if we expand out MA1,0 we find
(
A
k
)
terms of abelian charge A − 2k.
These terms can be associated to the
(
A
k
)
equivariant fixed points in the resolution of the
moduli space of k smooth monopoles in th presence of a charge A Dirac singularity. The
resolution, of course, precisely corresponds to splitting the charge A Dirac singularity
into A charge 1 Dirac singularities. Thus a specific term u+u+u− · · · (etc.) corresponds
a fixed point where the smooth monopoles screen the singularities contributing, say,
u+ to the product and not the singularities contributing, say, u− to the product.
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We can compute some products of monopoles with higher charges.
M1,0M1,1 = u
2
+ϕ+
ϕ
ϕ(ϕ− ) −
ϕ
ϕ(ϕ+ )
− u2−ϕ = u2+ϕ−
2
ϕ2 − 2 − u
2
−ϕ (B.4)
and
M1,1M1,0 = (ϕ−)u2+−
ϕ− 
ϕ(ϕ− ) +
ϕ+ 
ϕ(ϕ+ )
−(ϕ+)u2− = (ϕ−)u2+−(ϕ+)u2− (B.5)
Thus M1,0M1,1 −M1,1M1,0 = −M2,0. Either of the two products could be a candidate
for M2,1, and they coincide in the classical ring. Also recall that
M21,1 = u
2
+ϕ(ϕ+ ) +
ϕ(ϕ− )
ϕ(ϕ− ) +
ϕ(ϕ+ )
ϕ(ϕ+ )
+u2−ϕ(ϕ− ) = M21,0(Φ− 2) + M1,1M1,0 + 4
(B.6)
In general, as we resolve the monopole moduli space MBA by splitting the Dirac
singularity of charge A into A Dirac singularities of charge 1, we encounter an am-
biguity: the resolved space has A natural line bundles E1,i, associated to individual
Dirac singularities. Each line bundle can be thought as a resolution of the natural line
bundle EA on MBA. Thus we have a certain degree of ambiguity in defining MA,ϕn :
the canonical line bundle E⊗nA can be regularized to a generic ⊗iEni1,i, corresponding to
defining MA,ϕn =
∏
iM1,ni . The resulting operators differ, even for  = 0, by multiples
of monopole operators of lower magnetic charge.
B.1.1 Pure PSU(2) in four dimensions
We can lift the above analysis a four-dimensional PSU(2) theory on (R2 × S1) × R.
The abelian relations are
u+u− = − 1
(1− e−ϕ)(1− eϕ−)
u−u+ = − 1
(1− e−ϕ−)(1− eϕ)
[ϕ, u±] = ±u± (B.7)
The basic operators are
W = eϕ + 2 + e−ϕ M1,0 = u+ + u− M1,n = u+enϕ + u−e−nϕ (B.8)
The Wilson loop should really be the full trace in the adjoint representation, eϕ+1+e−ϕ,
but we have simplified it for convenience. We have M1,nW = M1,n−1 +M1,n+1. We can
compute
M21,0 = u
2
+−
1
(1− e−ϕ)(1− eϕ−)−
1
(1− e−ϕ−)(1− eϕ)+u
2
− = u
2
+−
1 + e−
(1− eϕ−)(1− e−ϕ−)+u
2
−
(B.9)
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and identify this with M2,0.
We can compute some products of monopoles with charges.
M1,0M1,1 = u
2
+e
ϕ − e
−ϕ
(1− e−ϕ)(1− eϕ−) −
eϕ
(1− e−ϕ−)(1− eϕ) + u
2
−e
−ϕ =
= u2+e
ϕ − −1 + e
−(eϕ + 1 + e−ϕ)
(1− eϕ−)(1− e−ϕ−) + u
2
−e
−ϕ (B.10)
which simplifies to
M2,1 := M1,0M1,1 − 1 = u2+eϕ −
e−(1 + e−)
(1− eϕ−)(1− e−ϕ−) + u
2
−e
−ϕ (B.11)
We can also compute
M1,1M1,0 = u
2
+e
ϕ+ − e
ϕ−
(1− e−ϕ)(1− eϕ−) −
e−ϕ−
(1− e−ϕ−)(1− eϕ) + u
2
−e
−ϕ+ =
= u2+e
ϕ+ − −e
−2 + e−(eϕ + 1 + e−ϕ)
(1− eϕ−)(1− e−ϕ−) + u
2
−e
−ϕ+ (B.12)
with e−(M1,1M1,0 − 1) = M2,1 as well.
It would be interesting to identify the geometric meaning of our tentative definition
of M2,1. Starting from M2,0 and M2,1 we can define general monopoles M2,k by the
“theta angle shift”, i.e. applying the symmetry u± → u±e±ϕ+ 2 .
We also have
M21,1 = u
2
+e
2ϕ+ − e
−
(1− e−ϕ)(1− eϕ−) −
e−
(1− e−ϕ−)(1− eϕ) + u
2
−e
−2ϕ+ =
= u2+e
2ϕ+ − e
−(1 + e−)
(1− eϕ−)(1− e−ϕ−) + u
2
−e
−2ϕ+ (B.13)
and thus
e−M21,1 +M2,0 + 1 + e
− = M2,1Φ (B.14)
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B.2 Pure U(N) theory
Define hi as the N -dimensional vectors with a single non-zero entry (hi)
i = 1. The
abelian relations are
[ϕa, ϕb] = 0
[ϕb, u
±
a ] = ±δabu±a
u+a u
−
a =
1∏
b6=a(ϕb − ϕa)(ϕa − ϕb − )
u−a u
+
a =
1∏
b6=a(ϕa − ϕb)(ϕb − ϕa − )
u+a u
+
b = −
1
(ϕa − ϕb)(ϕa − ϕb − )u
+
ha+hb
u+a u
−
b = u
−
b u
+
a = u
+
ha−hb (B.15)
We can start with M±h1,0 =
∑
a u
±
a and M±(h1+h2),0 =
∑
a<b u
±
(ha+hb)
. We get
Mh1,0Mh1,0 =
∑
a
u+2ha −
∑
a<b
[
1
(ϕa − ϕb)(ϕa − ϕb − ) +
1
(ϕa − ϕb)(ϕa − ϕb + )
]
u+ha+hb =
=
∑
a
u+2ha −
∑
a<b
2
(ϕa − ϕb − )(ϕa − ϕb + )u
+
ha+hb
(B.16)
This is a natural candidates for M2h1,0. The moduli space Mha+hb2h1 is again an A1
singularity, resolved to T ∗CP1 by splitting the charge 2h1 Dirac singularities into two
charge h1 Dirac singularities. The two terms in the coefficient of u
+
ha+hb
correspond to
these two fixed points.
We can also compute
Mh1,0M−h1,0 =
∑
a6=b
u+ha−hb +
∑
a
1∏
b 6=a(ϕb − ϕa)(ϕa − ϕb − )
(B.17)
Although it is far from obvious, the above expression coincides with
M−h1,0Mh1,0 =
∑
a6=b
u+ha−hb +
∑
a
1∏
b 6=a(ϕb − ϕa)(ϕa − ϕb + )
(B.18)
They are the natural candidate for defining Mh1−hN ,0. The moduli space M0h1−hN is
the blowdown of T ∗CPN−1. The latter is precisely the resolution corresponding to the
factorization Mh1,0M−h1,0 and the individual terms in the sum above are the equivariant
fixed points of T ∗CPN−1. The two factorizations are related by a flop.
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We can start adding scalar dressings as well. We encountered in the main text the
polynomials U±(z) which capture the dressed monopoles of the form M±h1,det(z−ϕU(N−1)),
as well as the ratios U±(z)Q(z)−1 which capture monopoles of the form M±h1,ϕnU(1) .
Notice that our choice of signs in the algebra of u±a is a bit different than in our
example section in the main text.
We also encountered a polynomial Q˜, which should capture the monopoles of the
form Mh1−hN ,det(z−ϕU(N−2)). This gives us our first example of a universal bundle on a
monopole moduli space which cannot quite be mapped to a bundle over the resolution.
We need to compute U+(z)U−(z + )Q−1(z + ):∑
a
u+a
∏
b 6=a
(z − ϕb)
∑
c
u−c
1
z − ϕc +  =
=
∑
a6=c
u+ha−hc
∏
b 6=a6=c
(z − ϕb) +
∑
a
∏
b 6=a(z − ϕb)
(z − ϕa + )
∏
b 6=a(ϕb − ϕa)(ϕa − ϕb − )
(B.19)
We can subtract Q−1(z + ), which is a power series in gauge-invariant polynomials of
ϕ, to get a rank N − 2 polynomial in z:
Q˜(z) =
∑
a6=c
u+ha−hc
∏
b 6=a6=c
(z − ϕb)+
+
∑
a
∏
b 6=a(z − ϕb)−
∏
b6=a(ϕa − ϕb − )
(z − ϕa + )
1∏
b 6=a(ϕb − ϕa)(ϕa − ϕb − )
(B.20)
The U(N − 2) universal bundle Eh1−hN on M0h1−hN associated to the Dirac sin-
gularity does not extend in a natural way to the resolution T ∗CPN−1, which has only
U(1) and U(N − 1) bundles associated to either individual Dirac singularity in the
factorization. It is not hard to disentangle the geometric description of these bundles:
if we describe the moduli space as a hyperka¨hler quotient, in terms of two vectors
X and Y with X · Y = 0, the rank N − 2 bundle can be thought of intuitively as
vectors orthogonal to X, modulo Y . After the blow-up, this bundle is ill-defined on
the vanishing cycle. The answer above produces some equivariant characteristic class∏
b 6=a(z−ϕb)−
∏
b 6=a(ϕa−ϕb−)
(z−ϕa+) which somehow behaves as the characteristic class of the non-
existent rank N − 2 bundle. It would be interesting to work this out in detail, perhaps
using equivariant intersection cohomology.
References
[1] N. Seiberg, IR Dynamics on Branes and Space-Time Geometry, Phys. Lett. B384
(1996) 81–85, [hep-th/9606017v2].
– 91 –
[2] N. Seiberg and E. Witten, Gauge Dynamics And Compactification To Three
Dimensions, Saclay, The Mathematical Beauty of Physics (1996) [hep-th/9607163v1].
[3] J. de Boer, K. Hori, H. Ooguri, Y. Oz, and Z. Yin, Mirror Symmetry in
Three-Dimensional Gauge Theories, SL(2,Z) and D-Brane Moduli Spaces, Nucl. Phys.
B493 (1996) 148–176, [hep-th/9612131v1].
[4] A. Kapustin and M. J. Strassler, On Mirror Symmetry in Three Dimensional Abelian
Gauge Theories, JHEP 9904 (1999) 021, [hep-th/9902033v2].
[5] A. Hanany and E. Witten, Type IIB Superstrings, BPS Monopoles, And
Three-Dimensional Gauge Dynamics, Nucl. Phys. B492 (1997) 152–190,
[hep-th/9611230v3].
[6] B. Feng and A. Hanany, Mirror symmetry by O3-planes, JHEP 0011 (2000) 033,
[hep-th/0004092v1].
[7] A. Hanany and A. Zaffaroni, Issues on Orientifolds: On the brane construction of gauge
theories with SO(2n) global symmetry, JHEP 9907 (1999) 009, [hep-th/9903242v1].
[8] D. Gaiotto and E. Witten, S-Duality of Boundary Conditions In N=4 Super Yang-Mills
Theory, Adv. Theor. Math. Phys. 13 (2009), no. 2 721–896, [arXiv:0807.3720].
[9] V. Borokhov, A. Kapustin, and X. Wu, Monopole Operators and Mirror Symmetry in
Three Dimensions, JHEP 0212 (2002) 044, [hep-th/0207074v2].
[10] V. Borokhov, Monopole operators in three-dimensional N=4 SYM and mirror
symmetry, JHEP 0403 (2004) 008, [hep-th/0310254v2].
[11] S. Cremonesi, A. Hanany, and A. Zaffaroni, Monopole operators and Hilbert series of
Coulomb branches of 3d N = 4 gauge theories, JHEP 1401 (2014) 005,
[arXiv:1309.2657].
[12] J. Gomis, T. Okuda, and V. Pestun, Exact Results for ’t Hooft Loops in Gauge
Theories on S4, arXiv:1105.2568.
[13] Y. Ito, T. Okuda, and M. Taki, Line operators on S1xR3 and quantization of the
Hitchin moduli space, JHEP 1204 (2012) 010, [arXiv:1111.4221].
[14] K. Intriligator and N. Seiberg, Mirror Symmetry in Three Dimensional Gauge
Theories, Phys. Lett. B387 (1996) 513–519, [hep-th/9607207v1].
[15] L. Rozansky and E. Witten, Hyper-Kahler Geometry and Invariants of
Three-Manifolds, Selecta Math. 3 (1997) 401–458, [hep-th/9612216v3].
[16] I. T. Ivanov and M. Rocek, Supersymmetric sigma-models, twistors, and the
Atiyah-Hitchin metric, Comm. Math. Phys. 182 (1996) 291–302, [hep-th/9512075v2].
[17] O. Aharony, A. Hanany, K. Intriligator, N. Seiberg, and M. J. Strassler, Aspects of
N=2 Supersymmetric Gauge Theories in Three Dimensions, Nucl. Phys. B499 (1997),
– 92 –
no. 1-2 67–99, [hep-th/9703110v1].
[18] N. Seiberg and E. Witten, Electric-Magnetic Duality, Monopole Condensation, and
Confinement In N=2 Supersymmetric Yang-Mills Theory, Nucl. Phys. B426 (1994)
19–52, [hep-th/9407087v1].
[19] N. Seiberg and E. Witten, Monopoles, Duality and Chiral Symmetry Breaking in N=2
Supersymmetric QCD, Nucl. Phys. B431 (1994) 484–550, [hep-th/9408099v1].
[20] K. Intriligator and N. Seiberg, Aspects of 3d N=2 Chern-Simons-Matter Theories,
JHEP 1307 (2013) 079, [arXiv:1305.1633]. 76 pages, 1 figure. v2: added references.
[21] M. Bullimore, T. Dimofte, D. Gaiotto, and J. Hilburn. In preparation.
[22] J. Yagi, -deformation and quantization, JHEP 1408 (2014) 112, [arXiv:1405.6714].
[23] S. Gukov and E. Witten, Gauge Theory, Ramification, and the Geometric Langlands
Program, Curr. Devel. Math. 2006 (Dec, 2008) 35–180, [hep-th/0612073v2].
[24] D. Gaiotto, G. W. Moore, and A. Neitzke, Framed BPS States, Adv. Theor. Math.
Phys. 17 (2013) 241–397, [arXiv:1006.0146].
[25] S. Gukov, Surface Operators, arXiv:1412.7127.
[26] T. Dimofte, D. Gaiotto, and S. Gukov, Gauge Theories Labelled by Three-Manifolds,
Comm. Math. Phys. 325 (2014) 367–419, [arXiv:1108.4389].
[27] D. Gaiotto and P. Koroteev, On Three Dimensional Quiver Gauge Theories and
Integrability, arXiv hep-th (2013) [arXiv:1304.0779].
[28] A. Gadde, S. Gukov, and P. Putrov, Walls, Lines, and Spectral Dualities in 3d Gauge
Theories, arXiv:1302.0015.
[29] A. Kapustin and E. Witten, Electric-Magnetic Duality And The Geometric Langlands
Program, Comm. Num. Th. and Phys. 1 (2007) 1–236, [hep-th/0604151v3].
[30] S. Gukov and E. Witten, Branes and Quantization, Adv. Theor. Math. Phys. 13
(2009), no. 5 1445–1518, [arXiv:0809.0305].
[31] A. Kapustin and D. Orlov, Remarks on A-branes, Mirror Symmetry, and the Fukaya
category, J. Geom. Phys. 48 (2001), no. 1 84–99, [hep-th/0109098v1].
[32] N. Nekrasov and E. Witten, The Omega Deformation, Branes, Integrability, and
Liouville Theory, JHEP 9 (2010) 092, [arXiv:1002.0888].
[33] A. Losev, N. Nekrasov, and S. Shatashvili, Issues in Topological Gauge Theory, Nucl.
Phys. B534 (1997) 549–611, [hep-th/9711108v2].
[34] A. Losev, N. Nekrasov, and S. Shatashvili, Testing Seiberg-Witten Solution, Strings,
branes and dualities (Carge`se, 1997), NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci.
520 (1999) 359–372, [hep-th/9801061v1].
– 93 –
[35] N. A. Nekrasov, Seiberg-Witten Prepotential From Instanton Counting, Adv. Theor.
Math. Phys. 7 (Dec, 2004) 831–864, [hep-th/0206161v1].
[36] S. Shadchin, On F-term contribution to effective action, JHEP 08 (Jan, 2007) 052,
[hep-th/0611278v1].
[37] Y. Luo, M.-C. Tan, J. Yagi, and Q. Zhao, -deformation of B-twisted gauge theories and
the 3d-3d correspondence, arXiv:1410.1538.
[38] R. Bezrukavnikov and D. Kaledin, Fedosov quantization in algebraic context, Moscow
Math. Journ. 4 (2004) 557–592, [math/0309290v4].
[39] T. Braden, N. Proudfoot, and B. Webster, Quantizations of conical symplectic
resolutions I: local and global structure, arXiv:1208.3863.
[40] I. Losev, Isomorphisms of quantizations via quantization of resolutions, Adv. Math.
math.QA (2012), no. 231 1216–1270, [arXiv:1010.3182].
[41] W. Crawley-Boevey, P. Etingof, and V. Ginzburg, Noncommutative Geometry and
Quiver algebras, Adv. Math. 209 (2007), no. 1 274–336, [math/0502301v4].
[42] T. Braden, A. Licata, N. Proudfoot, and B. Webster, Hypertoric category O, Adv.
Math. 231 (2012), no. 3-4 1487–1545, [arXiv:1010.2001].
[43] T. Dimofte, Quantum Riemann Surfaces in Chern-Simons Theory, Adv. Theor. Math.
Phys. 17 (2013) 479–599, [arXiv:1102.4847].
[44] I. Gordon, A remark on rational Cherednik algebras and differential operators on the
cyclic quiver, Glasgow Math. J. 48 (2006), no. 1 145–160, [math/0507413v1].
[45] P. Etingof, W. L. Gan, V. Ginzburg, and A. Oblomkov, Harish-Chandra
homomorphisms and symplectic reflection algebras for wreath-products, Publ. Math.
IHES 105 (2007) 91–155, [math/0511489v2].
[46] N. J. Hitchin, A. Karlhede, U. Lindstro¨m, and M. Rocek, Hyperka¨hler metrics and
supersymmetry, Comm. Math. Phys. 108 (1987), no. 4 535–589.
[47] D. Gaiotto, G. W. Moore, and A. Neitzke, Four-dimensional wall-crossing via
three-dimensional field theory, Comm. Math. Phys. 299 (2010), no. 1 163–224,
[arXiv:0807.4723].
[48] N. Hitchin, Hyperkahler manifolds, Seminaire Bourbaki 748 (1992) 137–166. Asterisque
t. 206.
[49] G. Chalmers and A. Hanany, Three Dimensional Gauge Theories and Monopoles, Nucl.
Phys. B489 (1997) 223–244, [hep-th/9608105v2].
[50] N. Dorey, V. V. Khoze, M. P. Mattis, D. Tong, and S. Vandoren, Instantons,
Three-Dimensional Gauge Theory, and the Atiyah-Hitchin Manifold, Nucl. Phys. B502
(1997) 59–93, [hep-th/9703228v2].
– 94 –
[51] N. Dorey, D. Tong, and S. Vandoren, Instanton Effects in Three-Dimensional
Supersymmetric Gauge Theories with Matter, JHEP 9804 (1998) 005,
[hep-th/9803065v1].
[52] D. Tong, Three-Dimensional Gauge Theories and ADE Monopoles, Phys. Lett. B448
(1999) 33–36, [hep-th/9803148v1].
[53] G. W. Gibbons and N. S. Manton, The Moduli Space Metric for Well Separated BPS
Monoples, Phys. Lett. B356 (1995) 32–38, [hep-th/9506052v1].
[54] C. Fraser and D. Tong, Instantons, Three Dimensional Gauge Theories and Monopole
Moduli Spaces, Phys. Rev. D58 (1998), no. 8 085001, [hep-th/9710098v2].
[55] M. Atiyah and N. Hitchin, The geometry and dynamics of magnetic monopoles,
Princeton University Press (1988) viii+134.
[56] T. Okuda and V. Pestun, On the instantons and the hypermultiplet mass of N=2*
super Yang-Mills on S4, JHEP 1203 (2012) 017, [arXiv:1004.1222].
[57] S. K. Donaldson, Nahm’s equations and the classification of monopoles, Comm. Math.
Phys. 96 (1984), no. 3 387–407.
[58] J. Hurtubise, Monopoles and rational maps: a note on a theorem of Donaldson, Comm.
Math. Phys. 100 (1985), no. 2 191–196.
[59] N. Nekrasov and V. Pestun, Seiberg-Witten geometry of four dimensional N=2 quiver
gauge theories, arXiv:1211.2240.
[60] N. Nekrasov, V. Pestun, and S. Shatashvili, Quantum geometry and quiver gauge
theories, arXiv:1312.6689.
[61] S. A. Cherkis and A. Kapustin, Singular Monopoles and Supersymmetric Gauge
Theories in Three Dimensions, Nucl. Phys. B525 (1998) 215–234,
[hep-th/9711145v2].
[62] S. A. Cherkis and A. Kapustin, Dk Gravitational Instantons and Nahm Equations,
Adv. Theor. Math. Phys. 2 (1999) 1287–1306, [hep-th/9803112v3].
[63] S. A. Cherkis and A. Kapustin, Singular Monopoles and Gravitational Instantons,
Comm. Math. Phys. 203 (1999) 713–728, [hep-th/9803160v1].
[64] S. A. Cherkis and B. Durcan, Singular Monopoles via the Nahm Transform, JHEP
0804 (2004) 070, [arXiv:0712.0850].
[65] G. W. Moore, A. B. Royston, and D. V. den Bleeken, Parameter counting for singular
monopoles on R3, JHEP 1410 (2014) 142, [arXiv:1404.5616].
[66] G. W. Moore, A. B. Royston, and D. V. den Bleeken, Brane bending and monopole
moduli, JHEP 1410 (2014) 157, [arXiv:1404.7158].
[67] A. Maffei, Quiver varieties of type A, Comment. Math. Helv. 80 (2005), no. 1 1–27,
– 95 –
[math/9812142v2]. 18 pages, Latex2e.
[68] I. Mirkovic´ and M. Vybornov, Quiver varieties and Beilinson-Drinfeld Grassmannians
of type A, arXiv:0712.4160.
[69] H. Nakajima, Instantons on ALE spaces, quiver varieties, and Kac-Moody algebras,
Duke Math. J. 76 (1994), no. 2 365–416.
[70] D. Gaiotto and E. Witten, Supersymmetric Boundary Conditions in N=4 Super
Yang-Mills Theory, J. Stat. Phys. 135 (Dec, 2009) 789–855, [arXiv:0804.2902].
[71] W. L. Gan and V. Ginzburg, Quantization of Slodowy slices, Int. Math. Res. Not. 5
(2002) 243–255, [math/0105225v3].
[72] A. Gerasimov, S. Kharchev, D. Lebedev, and S. Oblezin, On a class of representations
of the Yangian and moduli space of monopoles, Comm. Math. Phys 260 (2005)
511–525, [math/0409031v2].
[73] J. Kamnitzer, B. Webster, A. Weekes, and O. Yacobi, Yangians and quantizations of
slices in the affine Grassmannian, Alg. Num. Thy. 8 (2014), no. 4 857–893,
[arXiv:1209.0349].
[74] G. Lusztig, Singularities, character formulas, and a q-analog of weight multiplicities,
Analysis and topology on singular spaces (Luminy, 1981) 208-229, Asterisque 101-102
(1983). Soc. Math. France, Paris.
[75] V. Ginzburg, Perverse sheaves on a Loop group and Langlands’ duality,
alg-geom/9511007v4.
[76] I. Mirkovic and K. Vilonen, Geometric Langlands duality and representations of
algebraic groups over commutative rings, Ann. of Math. 166 (2007), no. 1 95–143,
[math/0401222v4].
[77] J. de Boer, K. Hori, H. Ooguri, and Y. Oz, Mirror Symmetry in Three-Dimensional
Gauge Theories, Quivers and D-branes, Nucl. Phys. B493 (1997) 101–147,
[hep-th/9611063v2].
[78] A. Hanany and N. Mekareeya, Complete Intersection Moduli Spaces in N=4 Gauge
Theories in Three Dimensions, JHEP 1201 (2012) 079, [arXiv:1110.6203].
[79] J. Brundan and A. Kleshchev, Shifted Yangians and finite W-algebras, Adv. Math. 200
(2006) 136–195, [math/0407012v2].
[80] J. Brundan and A. Kleshchev, Representations of shifted Yangians and finite
W-algebras, Mem. Amer. Math. Soc. 196 (2008) [math/0508003v3].
[81] J. de Boer and T. Tjin, Representation theory of finite W algebras, Comm. Math.
Phys. 158 (1993) 485–516, [hep-th/9211109v1].
– 96 –
