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Clustering problems in a complex geographical setting are often required to incorporate
the type and extent of land cover within a region. Given a set P of n points in a
geographical setting, with the constraint that the points of P can only occur in one type
of land cover, an interesting problem is the detection of clusters. First, we extend the
deﬁnition of clusters and deﬁne the concept of a region-restricted cluster that satisﬁes
the following properties: (i) the cluster has suﬃcient number of points, (ii) the cluster
points are conﬁned to a small geographical area, and (iii) the amount of land cover of
the speciﬁc type in which the points lie is also small. Next, we give eﬃcient exact and
approximation algorithms for computing such clusters. The exact algorithm determines all
axis-parallel squares with exactly m out of n points inside, size at most some prespeciﬁed
value, and area of a given land cover type at most another prespeciﬁed value, and runs in
O (nm log2 n + (nm + nn f ) log2 n f ) time, where n f is the number of edges that bound the
regions with the given land cover type. The approximation algorithm allows the square to
be a factor 1 + ε too large, and runs in O (n logn + n/ε2 + n f log2 n f + (n log2 n f )/(mε2))
time. We also show how to compute largest clusters and outliers.
Crown Copyright © 2008 Published by Elsevier B.V. All rights reserved.
1. Introduction
Spatial data mining is concerned with the detection of interesting patterns in large spatial data sets [1,20,25,30]. For
instance, if only one data set is considered, patterns may be related to the concepts of clusters, regularities, or outliers. If
more than one data set is considered, patterns of interest may be related to co-locations in space. Objects with many scalar
attributes can also be seen as a spatial data set by using the attribute values as coordinates.
In contrast, geographic data mining is a type of spatial data mining where objects or features occupy the geographic
space (in the literature, the distinction between spatial and geographical data mining is often not made) [33]. It is a form of
geographical analysis: the study into the explanations of geographical phenomena. Geographical analysis includes statistical
analysis of geographic data, trend analysis (which includes time), and location planning (which involves combining different
data themes) as well.
Clustering has been widely studied in data analysis. Several books and overview articles [22–24] have appeared on the
topic, and any book on data mining discusses clustering. Clustering can be hierarchical or partitional, the number of clusters
may be speciﬁed beforehand or not, and many different cluster methods exist, each with their properties. In the algorithms
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ﬁeld, clustering is still a very active area of research; major conferences have papers that discuss clustering nearly every
year.
Several attempts have been made to extend clustering methods to more complex situations. For example, obstacles may
inﬂuence distance between points or forbid grouping [17], density may inﬂuence clustering, most notably in density-based
clustering methods [11,16], or noise may be present in the data [26].
In this paper we also extend clustering to more complex situations, which are needed in geographic data mining. The
objects to be clustered occupy a geographic space, and this space has the property that certain areas cannot contain objects.
Still, clusters that to some extent bridge such necessarily object-free areas may be relevant. We give three examples.
1. Consider a set of points representing bird nests, and imagine a biologist who is interested in knowing to what extent
the birds of that species seek each other’s proximity when nesting. If the birds always nest in trees, then their nests
can only be located in areas with trees. If the birds are sea birds that nest on islands, then the water in between cannot
contain nests. Clustering of bird nest locations should take this into account to decide if a group of nests is a cluster or
not. A similar example arises for plants when it is known that the plant can only grow on certain soil types.
2. Consider a set of points representing burglary locations in a city. A cluster of such locations is a group of points that
are near to each other. However, if the points occur around the perimeter of a park, then we would like to see this
as a cluster as well, because there cannot be burglary locations inside the park. Similarly, car break-ins can only occur
where cars may be parked.
3. Consider a set of points representing where lightning has struck. Since lightning is attracted by high buildings or trees,
land cover and the height of the land cover should inﬂuence the deﬁnition of what is considered a cluster.
We abstract the above situations in a simple way. Future research should extend these abstractions to more realistic
versions, an issue we discuss in the concluding section of this paper. Let P be a set of points in the plane, representing the
objects that are analyzed for clustering. Assume further that a subdivision into two land cover types A and B is given, and
the points of P only occur in the one land cover type, say, B . A cluster is a subset P ′ ⊆ P with the following properties:
(i) P ′ should be large enough. (ii) The region occupied by P ′ should not be too large. (iii) The region occupied by P ′ that is
of type B should not be too large. See Fig. 1 for an example. We will model (i) by an integer value m, denoting the minimum
size for a subset to be called a cluster. We will model the region occupied by P ′ by a circle or square that contains P ′; only
smallest circles and squares are of interest. Properties (ii) and (iii) can now be speciﬁed by an area value; the value for (ii)
should of course be at least as large as the value for (iii). We give a more formal deﬁnition in the next section. Note that
the combination of properties (i) and (iii) speciﬁes a lower bound on the density of points from P ′ in the region of type B
where they form a cluster.
According to several sources, clusters are partitions of a set of objects. Other sources also use the term cluster for large
enough subsets of points that are close. For lack of a better term we will also use the term cluster in this paper. In GIS,
ﬁnding properties of point sets is known as point pattern analysis [32]. Our deﬁnition of region-restricted clusters gives a
density-based measure for point pattern analysis.
The squares that we ﬁnd can be used to deﬁne larger clusters and of different shapes, by taking the connected com-
ponents of the union of the squares. Points are then clustered by these connected components. With our deﬁnition of a
cluster, we can also deﬁne outliers. Any point p ∈ P that does not occur in any subset P ′ of P with the three properties
listed above is an outlier.
Within the research area of (spatial) data mining, one of the most problematic issues is that there are many more
potentially interesting patterns than truly interesting patterns. The importance of our cluster deﬁnition is linked to this.
Assume a clustering algorithm does not have property (iii), which is the case for all existing clustering algorithms. If the
algorithm must be able to ﬁnd clusters like burglary locations around a park as well, then the cluster region size must be
chosen large enough. However, then many clusters will be found that do not include any park, and after human inspection
do not appear to be real clusters. Hence, many non-interesting clusters are generated. Our deﬁnition overcomes this problem
by separating the extent of the cluster from the density of locations in the relevant areas. Clusters of burglary locations
around parks are detected without detecting many false clusters in neighborhoods where there are no parks. The same is
true for bird nests in trees.
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In Section 2 we formally state the deﬁnition of a region-restricted cluster, and motivate why we must choose the region
to be a square rather than a circle. In Section 3 we give an algorithm that runs in O (nm log2 n + (nm + nn f ) log2 n f ) time
to detect all region-restricted clusters, where n is the number of input points, m is the minimum size of a subset to be
a cluster, and n f is the number of edges that separate the regions of types A and B . As a result of independent interest
we develop a data structure of size O (n f log
2 n f ) for area containment queries: for any axis-parallel query rectangle, the
total area of type B inside it can be reported in O (log2 n f ) time. In Section 4 we give an approximation algorithm (for the
problem of detecting all region-restricted clusters) that runs in time O (n logn+n/ε2 +n f log2 n f + (n log2 n f )/(mε2)). Here,
the square may be a factor (1+ ε) times too large, and may contain a factor (1+ ε) too much forest area. In Section 5 we
give the conclusions and directions for further research.
2. Problem deﬁnition
Given a set of disjoint polygonal regions, a distance of interest r, a subset size of interest m, and a set P of points, a
cluster is a subset of P of size at least m for which an enclosing circle exists of radius at most 2r, such that the intersection
of this circle and the polygonal regions has total area at most πr2.
Let us examine the area of intersection of a circle and a single polygon, see Fig. 2. The area is the sum of terms involving
square roots, where the number of such terms is equal to the number of edges of the polygon that intersect the circle. If
we parameterize the circle and express its location in terms of its center (x, y) then the area of intersection becomes a
function of x and y, with the terms involving x and y appearing within the square roots. Finding the position of the circle
that minimizes the area of intersection, while intersecting the same set of polygon edges, requires analytical operations that
cannot be executed exactly in any reasonable model of computation. In particular, equations involving polynomials of high
degree (proportional to the number of polygonal edges being intersected) need to be solved.
If the circle is replaced by an axis-parallel square, the situation is quite different. The function giving the area expressed
in the center (x, y) of the square is quadratic, so it can have only a constant number of terms regardless of how many
polygon edges intersect the square. It can be evaluated and minimized easily in constant time. To avoid the algebraic
issues involved with circles, we deﬁne clusters with respect to squares in this paper. It allows us to concentrate on the
combinatorial aspects of the problem.
Deﬁnition 1. Given a set of disjoint polygonal regions, a distance of interest s, a subset size of interest m, a real value
c > 1, and a set P of points, a region-restricted cluster is a subset of P of size at least m for which an enclosing axis-parallel
square exists of side length at most c · s, such that the intersection of this square and the polygonal regions has total area
at most s2.
For any region-restricted cluster with more than m points, a subset of m points exists that also is a cluster. Hence,
if we determine all subsets of size  m, a lot of redundant information in the output exists. Therefore, we will give an
algorithm for determining all region-restricted clusters of size exactly m. It allows us, for example, to determine all points
that participate in some region-restricted cluster, and hence, ﬁnd all points that occur in no cluster. These points can be
seen as outliers, if s is such that most points are in some cluster.
Throughout this paper we will assume for simplicity that c = 2. However, the value of c is not critical. Any other constant
than 2 gives the same results; differences in eﬃciency are only in constant factors.
3. An exact algorithm for region-restricted clusters
Following the analogy of bird nests in trees in forests, we will call the polygonal regions forests from now on. The
algorithm consists of the following steps. First, for every point p ∈ P , we ﬁnd the smallest square that has p in the lower
left corner and contains exactly m points of P . Second, we trace the collection of all squares that have p on the left side,
contain exactly m points, and are smallest. We trace the collection by lowering the square in contact with p on the left
side, while adjusting the size such that it is smallest with m points inside. Third, the trace gives us a collection of squares
for which we must test whether the side length is at most 2s and the area of forest inside is at most s2. The former test is
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easy, the latter test is done with a data structure that returns the area of forest inside any query square (or rectangle, for
that matter) eﬃciently. These three steps are described in detail in the next three subsections.
As mentioned above, in Sections 3.1 and 3.2 we show how to ﬁnd all O (nm) squares that contain exactly m points.
This is closely related to the order-m Voronoi diagram of the points in the L∞-metric. For the L2-metric, the order-m
Voronoi diagram can be constructed in O (n log3 n + nm logn) expected time and O (nm) space by computing the m-level in
an arrangement of planes in 3D after a lifting map [2]. An algorithm of Eppstein and Erickson [15] determines the O (m)
nearest points to each point in the L∞-metric in O (n logn + nm) time and O (n logn) space, but requires a RAM model
with bit manipulation. It is not clear whether these results can be used to compute the order-m Voronoi diagram in the
L∞-metric. Various other results exist on determining the smallest square or circle that encloses m points [4,13,21,28]; some
of these papers consider other measures to minimize on the subset of m points as well. Most of these approaches, however,
do not imply the computation of the squares that we require within the same time bound. Furthermore, approaches that
compute the order-m Voronoi diagram [2,4] require O (nm) space and are complicated. We present a simple algorithm that
runs in O (nm log2 n) time and requires O (n logn) space.
3.1. Initializing for the sweep
We describe how to determine, for each point p ∈ P , the smallest square that has p in the lower left corner and contains
exactly m points of P in O (nm log2 n) time. The problem is easy to solve in O (n2) time: for each point p, ﬁnd the (m−1)th
nearest point in the upper right quadrant of p with respect to the L∞-metric, using the linear time selection or median
ﬁnding algorithm of Blum et al. [7,12]. Our solution is more eﬃcient if m is considerably smaller than n, which is the case
in many realistic situations in spatial data mining.
Our solution is based on range query data structures. For each point p ∈ P , we grow a square whose lower left corner is
ﬁxed at p, and detect the next point of P that will be inside. After m − 1 steps, we have the desired square for p. The next
point to be inside is determined by four queries, see Fig. 3. One query ﬁnds the ﬁrst point reached when the top side of
the square is translated vertically upwards, a second query ﬁnds the ﬁrst point reached when the right side of the square
is translated horizontally to the right, and the third and fourth queries ﬁnd the lowest and leftmost points in wedges, each
bounded by two lines through the upper right corner of the square. The lowest point is found in the wedge bounded by
a vertical line and a line with slope 1, and the leftmost point is found in the wedge bounded by a horizontal line and the
same line with slope 1. One of the four answers gives the next point that will enter the growing square. With the new
point inside, we have the next square, and we perform the same four queries again, but now based on the new, larger
square.
The ﬁrst two queries can easily be solved using a standard, two-dimensional orthogonal range tree [14]. If we apply
fractional cascading [10], we get a query time of O (logn) using a data structure of size and preprocessing time O (n logn).
The third and fourth queries can be answered using a balanced binary search tree on P where the points are sorted
by their (x − y) value, so that a line with slope 1 has the points above and left of it in the left part of the tree, and the
points to the right and below it in the right part of the tree. Consider an internal node ν in the binary search tree. The
canonical subset P (ν) of ν is the set of points of P in between two parallel lines with slope 1. We need a data struc-
ture for the canonical subset that can report the lowest (or leftmost) point to the right (below) of a vertical (horizontal)
query line eﬃciently. A priority search tree [14,29] is a mix of a binary search tree and a heap and is speciﬁcally de-
signed to handle orthogonal range queries where the range is unbounded on two sides. In our case the lowest (leftmost)
point to the right (below) of a vertical query line can be found in O (lognν) time using O (nν) space and O (nν lognν)
preprocessing, where nν is the number of points in P (ν). Thus, every internal node of the tree is augmented with a pri-
ority search tree. This structure allows us to answer the third and fourth queries in O (log2 n) time, using a structure of
size O (n logn) and preprocessing time O (n log2 n). Fractional cascading cannot be used to improve the query time for this
structure.
For all points p ∈ P , we will perform O (nm) queries in total, and hence the total query time is O (nm log2 n). The
preprocessing time is O (n log2 n) and the storage requirements are O (n logn). Depending on the machine model used, slight
variations on these bounds are possible, for which we refer to [3].
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We show how to ﬁnd all “interesting” squares that have a point p ∈ P on the left side and contain exactly m points
inside. To this end, we sweep, grow and shrink the square while keeping its left side in contact with p. The previous
section showed how to ﬁnd the ﬁrst interesting square for the sweep.
There are three ways in which the sweep can advance: 1. The square translates vertically downward. 2. The square grows
to the bottom right. 3. The square shrinks from the top right. We describe these situations in more detail; see Fig. 3.
1. The square translates vertically downward when it is in contact with p on the left side and some other point of P on
the right side, and continues until either the top side of the square reaches a point of P , or the bottom side of the
square reaches a point of P . In the former case we go to situation 2, and in the latter case we go to situation 3.
All squares during the translation are interesting, in the sense that they may give rise to a region-restricted cluster.
2. The square grows to the bottom right when it is in contact with p on the left side and some point of P on the top
side. We cannot lower the top side, or else the square would contain only m−1 points. So we let it grow to the bottom
right, until either the right side or the bottom side reaches a point of P . In the former case we go to situation 1, and in
the latter case we go to situation 3.
When the right or bottom side reaches a point of P , the square contains m + 1 points and therefore is not interesting.
As soon as we proceed in situation 1 or 3 we lose the (m+ 1)th point again. Other squares during the growing are also
not interesting, because they properly contain a square with m points inside.
3. The square shrinks from the top right when it has p on the left side and some point of P on the bottom side (but no
point of P on the top or right side). The shrinking continues until either the top or the right side reaches a point of P .
In the former case we go to situation 2, and in the latter case we go to situation 1.
Only the ﬁnal square of the shrinking process is interesting, because it is a subsquare of all others with the same m
points inside.
To determine the next event in the sweep eﬃciently, we use the same two types of data structures as for the initialization
of the squares. Translating down requires two queries, namely with the top and bottom sides of the square. Growing to the
bottom right requires exactly the same four queries as in the previous section. Shrinking from the top right can be solved
with two queries involving standard orthogonal range trees. One query ﬁnds the rightmost point in the current square, and
the other query ﬁnds the topmost point in the current square.
Lemma 1. The running time of all sweeps is O (nm log2 n) time.
Proof. The number of subsets of m points in smallest enclosing squares is O (nm), due to the complexity of order-m Voronoi
diagrams in the L∞-metric [4,27]. Each event gives a new subset, and each event is handled in O (log2 n) time. 
We need to do such sweeps for each point p ∈ P in contact with each side of a square. It is obvious that we can deal
with the other sides of squares within the same time bounds.
3.3. A data structure for area intersection queries
The previous section shows how to compute a set of O (nm) subsets of m points that are contained in a smallest square.
These squares have a ﬁxed size, but have some x-interval or y-interval of possible locations (for example, the interval of
y-coordinates for the top side). The sweeps with the points of P in contact with four possible sides of squares give these
intervals. We refer to each such interval as an interval of squares.
For all intervals, we ﬁrst test the square sizes. All that have side length at most s give a region-restricted cluster, even
if they are completely covered by forest. All that have side length greater than 2s cannot give a region-restricted cluster,
because the subset of m points is not close enough. For all intervals of squares whose size is between s and 2s we must
ﬁnd out how much forest area is inside each possible location of the square to determine if it forms a region-restricted
cluster. In this section we only consider vertical intervals; the horizontal case is symmetric.
We ﬁrst describe a data structure on the forest regions that, for any query rectangle R , can report the total area of forest
inside R . If the forest regions have n f edges, then the data structure has size O (n f logn f ) and answers queries in time
O (log2 n f ). The structure is based on the hereditary segment tree [9].
The area of a polygon with n edges can easily be computed as the sum of the areas of n quadrilaterals with a horizontal
bottom side, vertical left and right sides, and a polygon edge as the top side. Assuming the polygon lies above the x-axis
and the vertices are listed clockwise, the area of the polygon (x1, y1), . . . , (xn, yn) is:
(x1 − xn) · (y1 + yn)/2+
n−1∑
(xi+1 − xi) · (yi + yi+1)/2.
i=1
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Note that trapezoids of edges that bound the polygon locally to the top give a positive area contribution, whereas edges
that bound the polygon locally from below give a negative area contribution.
In our situation we also may assume that all forest polygons lie above the x-axis. With every edge of a forest polygon
we associate the area of its trapezoid, which can be positive or negative, depending on whether the edge bounds a forest
region from above or below. We use the x-intervals of all forest edges to get one-dimensional intervals that are stored on
the main tree, which is the same as the main tree of a normal segment tree. The associated structures, stored with all
nodes, are used similar to the hereditary segment tree [9].
In a hereditary segment tree, every node ν (internal or leaf) corresponds to some interval Iν . Let e be some forest edge
with forest locally below it. Then e is stored as a short edge at every node ν for which an endpoint of e lies in Iν (in the
x-projection). Furthermore, edge e is stored as a long edge at every node ν for which Iν is contained in the x-interval of e,
but this does not hold for the parent node of ν (necessarily, e is stored as a short edge at this parent). This is the standard
approach for hereditary segment trees.
Each node ν has two associated structures, one for the short edges and one for the long edges stored at ν . Node ν
represents a vertical strip Iν × (−∞,+∞), see Fig. 4. All long edges stored at ν cross the strip from left to right. All short
edges come in chains that either connect the left to the right boundary, or have both ends on the left boundary, or have
both ends on the right boundary. The forest can always be on either side of long edges and of chains of short edges. Within
one strip, the speciﬁcation of the side that contains the forest may seem inconsistent, e.g., two adjacent long edges may
both say that the forest is below it. The speciﬁcation is only local to each edge, however, and the seeming inconsistency
does not give problems with the design of the associated structures.
Assume we query with a rectangle R = [x1, x2] × [y1, y2] to determine the area of forest inside R . We will query sepa-
rately with the horizontal edges of R to determine the aggregated area of forest below those edges. A subtraction then gives
the area inside R . So assume that we wish to determine the area of forest in the half-strip vertically below a horizontal
edge [x1, x2] × y1. In the tree, we will query the long segments at all nodes on the search paths to x1 and x2 (the query
segment is short). Furthermore, we will query the short segments at each node ν for which [x1, x2] contains Iν , but this is
not the case for the parent of ν (the query segment is long at ν).
We consider the structure for the edges that are short at ν ﬁrst. This means that a query will be done with a horizontal
line segment that is long at ν , see Fig. 4 (right). Hence, only its y-coordinate y1 is of interest for answering the query, which
should return the aggregated area of all forest in the strip of ν and below y1 (and above the x-axis). For every y-coordinate
of a vertex in the strip, including the ones generated by intersections of short edges and boundary lines of the strip, the
aggregated area has some value. Between two consecutive vertices, the area changes with a function that is quadratic in y.
The function itself depends only on the short edges that cross this y-coordinate. Hence, if we imagine a long horizontal line
segment starting at the x-axis and moving up, we can determine the aggregated area below the line segment, and maintain
the quadratic function when the line segment passes vertices. If there are ns short segments at ν , then there are O (ns)
events, and we can handle them all in order from bottom to top in O (ns logns) time. It gives us an associated structure
for the short edges of size O (ns), where each leaf contains a quadratic function that represents the aggregated area below
a query y-coordinate. A query is done by ﬁnding the appropriate leaf, and evaluating the quadratic function at the query
y-coordinate y1. Obviously, this takes O (logns) time.
Next, we consider the structure for the edges that are long at ν . They have a natural bottom-to-top order because they
are disjoint, see Fig. 4 (left). We use this order to store them in the leaves of a balanced binary search tree. Each internal
node stores the edge that is in the rightmost leaf of its left subtree. The tree must be supplied with additional information
to be able to answer a query with a short horizontal line segment. For the query in the long segments, we use the clipped
version q = ([x1, x2] ∩ Iν) × y1 of the query segment. Segment q will intersect a consecutive subset of long edges. Either all
of these edges intersect q from top-to-bottom (when looking from left-to-right), or they all intersect q from bottom-to-top.
In the preprocessing, consider any leaf, storing a long edge e. The area below any query segment q and edge e, above
the x-axis, and between x1 and x2, is a quadratic function in x1, x2, y1 that can easily be determined and stored with the
leaf. If the forest is locally below e, then the quadratic function will evaluate to a positive value for any query edge, and
otherwise to a negative value. Then we compute, bottom-up, the quadratic function for every internal node by taking the
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of the square intersects this bundle (n) times while processing p if the three groups of points each have (n) points and are placed suitably.
sum of the quadratic functions in the two children. At query time, we select all highest nodes that lie strictly between the
search paths of the endpoints of q to the leaves, evaluate the quadratic functions stored at each node with the query values
x1, x2, y1, and add up the outcomes. If there are nl long edges at ν , the associated structure has size O (nl) and query time
O (lognl).
Using the standard analysis for hereditary segment trees [9], we obtain:
Theorem 1. A set of disjoint polygons with n f edges in total can be stored in a data structure of size O (n f logn f ), such that for any
axis-parallel query rectangle, the area inside can be computed in O (log2 n f ) time. The construction time is O (n f log
2 n f ).
We use this structure to test our set of O (nm) vertical intervals of squares. We perform a query with the topmost
position, which gives us the area of forest inside. However, instead of returning the area of forest inside, we can also obtain
the quadratic function in y that gives the forest area inside the square if the set of forest edges intersected by the sides of
the square is the same. This function will be valid for a small subinterval at the top of the interval that we are testing.
When the square is translated down, the combinatorial structure of the forest edges intersecting it will change, and so will
the quadratic function in y giving the forest area inside. This is an event in the sweep of the square through the forest
regions.
There are two types of events. A corner of the square may pass an edge of a forest region, and a side of the square may
pass a vertex of a forest region. We preprocess the forest regions into two data structures that allow us to detect all events
on time, before they occur. One is a vertical ray shooting structure in the forest edges. A standard locus approach combined
with planar point location solves this; the structure has linear size and logarithmic query time. The other is a segment
dragging query, which can be solved using orthogonal range trees with fractional cascading once again. Alternatively, a
result of Chazelle [8] can be used for an optimal solution to segment dragging queries, but this will not improve the overall
bounds.
Between any two consecutive events, we consider the quadratic function in y and minimize it, restricted to the relevant
subinterval. If the minimum area is at most s2, we found a region-restricted cluster and report it. Otherwise, we update the
quadratic function based on the change of intersected forest edges in O (1) time, and continue the sweep.
For any sweep, there can be O (n f ) events, giving O (nm · n f ) events for all O (nm) sweeps. However, we can show that
the number of events during all O (nm) sweeps over the vertical intervals is only O (n · n f ).
Lemma 2. The O (nm) vertical sweeps of a square have O (nm + n · n f ) events in total.
Proof. We have O (nm) events for all starts and ends of the sweeps. We consider the two types of intermittent event
separately. For the type where a side of the square passes a forest vertex, we consider all vertical intervals caused by a
point p on the left side collectively. From the sweep as described in the previous section, it is clear that any forest vertex
is passed only once, because the bottom and top sides of the square (growing, shrinking, and translating) go downward
monotonously. Hence, for any point p on the left side, there are O (n f ) events of this type.
For the type of event where a corner of the square passes a forest edge, we observe that the same argument holds for
the corners on its left side. These corners go downward monotonously on the vertical line through p. For corners on the
right side of the square, for example, the top right corner, we cannot use the same argument because there may be (n ·n f )
events for p alone, see Fig. 5. However, we can use the same argument from the perspective of the point q that lies on the
right side: All vertical sweeps with q on the right side are caused by points p, p′, p′′, . . . , but the intervals they give for the
top right corner on the vertical line through q are disjoint. If they were not disjoint, there would be two squares with the
same top right corner with m points inside and smallest, which is impossible. Hence, all sweeps that have q on the right
side of the square also only give O (n f ) events. The lemma follows. 
Theorem 2. Given a set P of n points in the plane, a set F of disjoint polygons with n f edges, a positive integer m, and a positive real s,
we can determine all subsets of P of m points for which a smallest enclosing square exists with:
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• total area of polygons from F inside at most s2 ,
in O (nm log2 n+ (nm+nn f ) log2 n f ) time and O (n logn+n f logn f ) space. To report O (nm) clusters of m points each explicitly, we
need additional O (nm2) time.
Proof. Only the space bound still needs to be proved. We simply note that the O (nm) intervals of squares need not be
computed all at once. As soon as we generate a candidate square we test it and report or discard it. So we only need the
size of the data structures, which is O (n logn + n f logn f ). 
Our solution does not use the property that each polygon in F is simply-connected, and the result also holds if the
polygons have holes.
Remark 1. For any constant δ > 0, we can also obtain a bound of O (nm log2 n + (nm + nn f ) logn f + n1+δf ) time by using a
tree of degree n1/(2δ)f as the main tree, and using O (n
1/δ
f ) associated structures for each node (one for each pair of children).
This limits the number of associated structures to be queried to O (1/δ), which is constant. The preprocessing time and size
of the data structure increase to O (n1+δf ). Similarly, we can replace the term nm log
2 n by nm logn+n1+δ . Using various data
structuring techniques in different machine models, other, slightly different bounds can be obtained as well [3].
To ﬁnd outliers, we simply compute the union of the O (nm) squares that give the clusters, and preprocess it for planar
point location. Then we query with all points of P . All points that do not lie in the union are outliers. These steps take less
time, asymptotically, than the determination of the squares.
Corollary 1. All region-restricted cluster outliers can be found in O (nm log2 n + (nm + nn f ) log2 n f ) time.
Remark 2. For a ﬁxed s and a given integer k, we can determine the largest value of m such that there are at most k
outliers. By using values for m of 1,2,4,8, . . . , applying the algorithm of Corollary 1 each time until we have more than k
outliers, we get an interval [2i−1,2i] in which we can do binary search. In total, we need to run the algorithm of Corollary 1
O (logn) times. Similarly, we can determine the largest cluster for a given value of s.
Remark 3. For a ﬁxed m and given integer h, we can determine the smallest value of s such that there are at most h
outliers. Observe that there are O (n2) critical values of s for which the clustering may be different. These are the O (n2)
differences of two x-coordinates from points in P and of two y-coordinates from points in P . We can do a binary search
on these values without actually computing them, using the selection algorithm for monotone matrices by Frederickson and
Johnson [18]. For example, we can determine the median of the O (n2) x-differences in only O (n) time. The total running
time is a factor O (logn) worse than in Corollary 1.
4. Approximation for the square size
The size of the square, s, is a value that may be user-speciﬁed. In any case, the precise value is not crucial, and running
the algorithm with a value of s that is, for example, 10% smaller or larger will generally give just as interesting clusters.
Therefore, it makes sense to study approximation algorithms, where the size of the square may deviate slightly from what
is speciﬁed. Approximation allows us to obtain faster running times of the clustering and outlier detection algorithms.
For a constant 0 < ε < 1, the ε-approximate region-restricted cluster reporting problem must determine a set Q of
subsets of P , such that for every region-restricted cluster P ′ of P , a subset Q ∈ Q exists such that P ′ ⊆ Q , the enclosing
square SQ of Q has side length at most (1 + ε) times the side length of the smallest square S P ′ enclosing P ′ , and area of
forest inside SQ is at most (1+ ε) · s2.
The idea is to overlay a regular grid with spacing εs/9 over the points of P , snap them to grid points, and only consider
squares whose vertices lie on the grid (see Fig. 6). If a square S ′ gives a region-restricted cluster for a subset P ′ , then our
approximation algorithm will ﬁnd the square S ′′ whose vertices are snapped outwards onto the grid. The side length of S ′′
is at most that of S ′ , plus 2εs/9, which is within a factor of (1+ε) of the side length of S ′ . The area inside S ′′ that is not in
S ′ is at most 8s ·εs/9+4(εs/9)2 < 7681εs2, since ε < 1. We observe that the ﬁrst, second and third conditions will be satisﬁed
with this idea. We may ﬁnd approximate region-restricted clusters that do not contain any exact region-restricted cluster,
but then they would have been an exact cluster for s′ = (1+ ε) · s. Snapping to a grid for a factor (1+ ε) approximation has
been used in several papers before (see e.g. [6,21]).
Given P , m, s, and ε, we solve the ε-approximate region-restricted cluster reporting problem as follows. Choose a grid
with spacing εs/9 and place the points of P in the appropriate cells. Then we snap the point to the upper right grid vertex.
For each snapped point p ∈ P , we select a subgrid of (1 + 18/ε	) × (1 + 18/ε	) grid vertices, where the vertex with p
is the upper right corner. The snapped coordinates of p are stored with the selected grid vertices. In total, O (n/ε2) grid
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Right, snapping to a grid with multiplicity of grid points.
vertices are selected, many of which may be the same. Selected grid vertices are lower left corners of candidate squares
that will be tested.
Note that only grid vertices that are chosen with multiplicity (m) can be part of a square in which an ε-approximate
region restricted cluster lies. There are only O (n/(mε2)) such grid points, and hence we need to report no more than
O (n/(mε2)) clusters to solve the ε-approximate region-restricted cluster reporting problem. For each such grid point, we
determine the smallest square that has the lower left corner at this grid point, the upper right corner at another grid point,
and contains at least m points. Using the selection algorithm of Blum et al. [7,12] on the snapped points stored with a grid
point, this can be done in O (n/ε2) time overall (alternatively, we can use integer sorting [12] by L∞-distance to the lower
left corner).
On the forest edges we build the data structure that was described in the previous section. We query with the
O (n/(mε2)) squares to determine how much forest is inside. If there is more than allowed, then we discard the square.
Otherwise, we report the cluster. We conclude:
Theorem 3. Given a set P of n points in the plane, a set of disjoint polygons with n f edges, a positive integer m, a positive real s, and an
approximation constant 0< ε < 1, we can solve the ε-approximate region-restricted cluster reporting problem in O (n logn+n/ε2 +
n f log
2 n f + (n log2 n f )/(mε2)) time.
Proof. Snapping the points of P takes O (n logn) time, spreading them over a subgrid takes O (n/ε2) time, only O (n/(mε2))
grid points are processed further and give rise to a query with a square. Such a query takes O (log2 n f ) time after
O (n f log
2 n f ) preprocessing. 
To determine the outliers we can again determine the union of the O (n/(mε2)) squares, and locate the points of P .
Alternatively, we can store P in a semi-dynamic orthogonal range tree, query with each square, and remove the points of P
that lie in any query square.
5. Conclusions and future research
This paper introduced the concept of region-restricted clustering, which is important for geographic data mining. Our
clustering deﬁnition takes into account the situation where data points may only be possible in certain regions of the
plane. It may help to alleviate the problem of detecting many clusters that are not interesting, by using a more appropriate
deﬁnition of clusters in geographic situations. We have also given eﬃcient algorithms to compute clusters and outliers
according to the new deﬁnition. A more eﬃcient approximation algorithm was also presented.
A result of independent interest is a new data structure for a set of disjoint polygons with n edges, such that for any
query rectangle, the total polygon area inside it can be determined in O (log2 n) time. The data structure has size O (n logn)
and can be built in O (n log2 n) time.
As we remarked in the introduction, our deﬁnition of clusters is restricted in the sense that the shape of a cluster
is ﬁxed and its size must be speciﬁed. Common clustering methods like k-means, single link, and complete link [24] do
not have this restriction. An important topic for further research is therefore to develop region-restricted versions of these
clustering methods. We suggested taking the connected components of the union of squares as a possibility. For clustering
methods based on distances, an option would be to use distances according to shortest paths in weighted regions, instead
of Euclidean distances [5,19,31].
Open problems include developing more eﬃcient algorithms, and extending to the version where the (forest) area re-
quirement of the square is independent of the side length of the square (in other words: where properties (ii) and (iii)
of region-restricted clusters specify two values s1 and s2 that are unrelated). Other, more general problems of interest in-
clude clustering where the points also have attribute values on which clustering is done, and region-restricted clustering in
higher-dimensional geographic spaces.
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