[1] Facies-based geostatistical models have become important tools for analyzing flow and mass transport processes in heterogeneous aquifers. Yet little is known about the relationship between these latter processes and the parameters of facies-based geostatistical models. In this study, we examine the transport of a nonpoint source solute normal (perpendicular) to the major bedding plane of an alluvial aquifer medium that contains multiple geologic facies, including interconnected, high-conductivity (coarse textured) facies. We also evaluate the dependence of the transport behavior on the parameters of the constitutive facies model. A facies-based Markov chain geostatistical model is used to quantify the spatial variability of the aquifer system's hydrostratigraphy. It is integrated with a groundwater flow model and a random walk particle transport model to estimate the solute traveltime probability density function (pdf) for solute flux from the water table to the bottom boundary (the production horizon) of the aquifer. The cases examined include two-, three-, and four-facies models, with mean length anisotropy ratios for horizontal to vertical facies, e k , from 25:1 to 300:1 and with a wide range of facies volume proportions (e.g., from 5 to 95% coarse-textured facies). Predictions of traveltime pdfs are found to be significantly affected by the number of hydrostratigraphic facies identified in the aquifer. Those predictions of traveltime pdfs also are affected by the proportions of coarse-textured sediments, the mean length of the facies (particularly the ratio of length to thickness of coarse materials), and, to a lesser degree, the juxtapositional preference among the hydrostratigraphic facies. In transport normal to the sedimentary bedding plane, traveltime is not lognormally distributed as is often assumed. Also, macrodispersive behavior (variance of the traveltime) is found not to be a unique function of the conductivity variance. For the parameter range examined, the third moment of the traveltime pdf varies from negatively skewed to strongly positively skewed. We also show that the Markov chain approach may give significantly different traveltime distributions when compared to the more commonly used Gaussian random field approach, even when the first-and second-order moments in the geostatistical distribution of the lnK field are identical. The choice of the appropriate geostatistical model is therefore critical in the assessment of nonpoint source transport, and uncertainty about that choice must be considered in evaluating the results. 
Introduction
[2] In semiarid and arid regions worldwide, unconsolidated alluvial deposits (in the broad sense of Todd [1980] ) contain some of the most important and productive groundwater reservoir systems [Zektser and Everett, 2004] . Many of those alluvial deposits are overlain by arable soils and relatively flat topography. This, plus the ready availability of groundwater, makes those alluvial basins ideal places for intensive agriculture. Overpumping of groundwater and pollution of groundwater by chemicals and pathogens from agriculture or other anthropogenic nonpoint sources have caused significant water management problems in many of these basins [Zektser and Everett, 2004] . Globally, contamination of groundwater with nitrate, pesticides, and salinity from nonpoint sources has been a major concern [e.g., Nolan et al., 2002; Anastasiadis, 2004; Chae et al., 2004; Vengosh et al., 2002] . In the United States, for example, the widespread occurrence of agricultural chemicals has been well documented in more than 100 groundwater quality monitoring studies [Barbash et al., 1999] .
[3] The long-term dynamics of flow and transport of nonpoint source pollutants in alluvial groundwater aquifers, particularly deeper aquifers, are not well understood. Lin et al. [1999] assessed the contamination of groundwater in an alluvial aquifer of the Arkansas Delta by nitrate and phosphorus from nonpoint sources. The aquifer is recharged at the ground surface, and water is pumped from a deeper aquifer that lies beneath the aquifer studied. Commonly used indicators of vulnerability, such as depth to groundwater, only partially explained the observed degradation of groundwater quality. Belitz and Phillips [1995] , studying a semiarid alluvial aquifer system, showed that pumping of the deeper production horizon can lead to long-term, gradual groundwater salinization. In their study area, the sources of salt were shallow, saline soils and salts imported with the irrigation water. Fogg et al. [1999] used a facies-based, heterogeneous, groundwater flow and solute transport model to demonstrate the vulnerability of deeper groundwater to nonpoint source contaminants in the intensively farmed Salinas Valley, California. The age of pumped groundwater was shown to vary from less than 50 years to several centuries.
[4] Other groundwater studies related to the impacts of nonpoint source pollutants have focused on the intrinsic physiogeographic and hydrogeologic risk for groundwater contamination at the water table (groundwater vulnerability), typically at a regional to continental scale of 10 3 -10 6 m [e.g., Nolan et al., 2002] . On the other hand, studies investigating the dynamics of groundwater contamination are typically site-specific and of limited horizontal spatial extent (10 2 -10 3 m). A link between these two research dimensions (regional versus site-specific) is largely missing.
[5] To better understand the dynamics of nonpoint source groundwater pollution in semiarid alluvial basins, the following key conceptual elements need to be considered jointly: (1) The extent of the contaminant source typically is very large (10 4 -10 6 m); hence groundwater contamination occurs at a regional rather than site-specific scale.
(2) Affected groundwater basins represent highly heterogeneous geologic and hydrogeologic systems. (3) Regionalscale vertical transport from the water table (immediately below the contaminant source) to the deeper (production) horizon of the aquifer, across the main bedding plane of the aquifer system, is a significant concern.
[6] This paper explores these elements and illustrates the fundamental relationships that exist between the data used to characterize aquifer heterogeneity and geostatistical model(s) that are dependant on such data. As we will show, the choice of the conceptual model and the accuracy with which key geostatistical parameters are determined has significant impact on the predicted dynamics of nonpoint source pollution in alluvial aquifers.
Characterization of Aquifer Heterogeneity
[7] It is well known that for alluvium and other unconsolidated formations geologic heterogeneity strongly affects contaminant transport. Difficulties in measuring and describing in detail such heterogeneous systems lead to considerable uncertainty about contaminant transport. Stochastic models have been developed to account for heterogeneity while also quantifying prediction uncertainty. These methods rely on specific geostatistical model representations of aquifer heterogeneity, which are driven themselves by geostatistical parameters that are inferred, typically from sparse data. The most commonly used method is the Gaussian random field model, driven by the mean, variance and correlation length of the hydraulic conductivity [cf. Dagan, 1989; Gelhar, 1993; Govindaraju, 2002; Zhang, 2002] . For the assessment and modeling of point source contamination, Gaussian-based stochastic approaches have been found to yield reasonable representations of aquifer heterogeneity. They are generally applied to obtain better understanding of the effective conductivity and effective contaminant dispersivity at the laboratory, field, and contamination site scales [cf. Dagan, 1989; Gelhar, 1993; Govindaraju, 2002; Zhang, 2002] .
[8] Some researchers have argued that the appeal of the Gaussian model stems more from mathematical convenience than from geologic reality [e.g., Fogg, 1986; Anderson, 1991; Scheibe, 1993; Scheibe and Freyberg, 1995] . This has resulted in the development of alternative ''geologic approaches'' when modeling aquifer heterogeneity. The approaches most often proposed are based either on process-based concepts or on facies-based concepts. In the process-based modeling approach, the heterogeneity is modeled by simulating the depositional history as a response to autogenic and allogenic controls [e.g., Tetzlaff and Harbaugh, 1989; Koltermann and Gorelick, 1992] . In the facies-based modeling approach [Miall, 1992] , characteristic patterns of heterogeneity are associated with particular depositional processes or environments. While the facies-based approach has an important practical advantage of being very suitable to the geologic framework, its limitation lies in the requirement that descriptions of formation properties, which typically are subjective, must be translated into quantitative model parameters in order to obtain a working model of spatial variability.
[9] Carle and Fogg [1996] proposed a significant variant of the traditional indicator geostatistical methods incorporating facies models for characterizing and simulating aquifer heterogeneity. The approach, based on a Markov chain rather than Gaussian probability model, describes the aquifer system's hydrogeology in terms of the major hydrostratigraphic facies (hydrofacies) rather than by requiring extensive knowledge of the aquifer's hydraulic conductivity distribution. Its geostatistical parameters can be estimated either empirically, through direct measurement of transition probabilities from well logs, drilling logs, and soil survey maps, or through inference based on qualitative geologic interpretation [e.g., Carle, 1996; Carle et al., 1998; .
Outline
[10] Neither the Gaussian nor the Markov chain approach has been applied to regional-scale nonpoint source contaminant transport within a stochastic framework, even though existing Gaussian-based methods can be readily extended to that case [Dagan, 1989] . The objective of this paper is to investigate regional-scale nonpoint source contaminant transport from the water table downward across the major bedding plane in heterogeneous alluvium or a similar unconsolidated aquifer system, with hydraulic conductivity distributions defined by Markov chain random fields. The (lower) production horizon of the aquifer represents a regulatory compliance surface (e.g., through regulatory controls on drinking water pumped from that aquifer horizon). Hence this problem is well suited for a stochastic analysis of the solute flux to that horizon [Jury, 1982; Dagan et al., 1992] . Specifically, we seek to determine the probability density function (pdf) for solute traveltime and the cumulative traveltime distribution function (TTDF). We also seek to understand and illuminate the relationship of such functions to geostatistical parameters characterizing the hydraulic conductivity distribution.
[11] Section 2 provides an overview of the Monte Carlo method used to derive traveltime pdfs in aquifers characterized by Markov chain random fields. Section 3 illustrates traveltime distribution functions and their dependence on the geostatistical parameters in the Markov chain model. Section 4 analyzes the moments of the traveltime pdf. Section 5 compares the TTDF obtained from modeling a Markov chain random field with a TTDF derived from a Gaussian random field, both with identical first and second moments in the log hydraulic conductivity (lnK) distribution (i.e., with the same input data).
Methods

General Remarks
[12] We consider a regional-scale, unconfined alluvial aquifer in a semiarid climate and with irrigated agriculture as the primary land use [e.g., Belitz and Phillips, 1995; Fogg et al., 2000] . Excess irrigation and precipitation are the primary sources of areally diffuse recharge in many of these basins. Here, we do not consider localized sources of recharge (e.g., river recharge). The primary discharge is groundwater production for irrigation and municipal uses, often from the deeper portions of the aquifer (below 50-100 m depth). Discharges to surface water are likely absent, due to the long-term production of groundwater from such basins. For generality, both the recharge boundary and the production horizon of the aquifer are here represented by a specified head boundary at the upper and lower end of the aquifer system, respectively (Figure 1 ). Lateral fluxes in and out of the aquifer system are considered to be negligible relative to the amount of recharge and pumping, which control the (vertical) flux at the regional scale.
[13] The solute traveltime pdf is defined as the probability that a solute released from the source region X 0 at time t 0 will arrive in the compliance region X 1 at time t, where t > t 0 and X 0 , X 1 C -W, and W is the aquifer system of interest. In theoretical stochastic analysis of solute transport through heterogeneous aquifers, the solute traveltime probability density function has been suggested as an alternative measure to predicting contaminant transport [Dagan and Nguyen, 1989; Dagan et al., 1992; Cvetkovic et al., 1992] , and has been specifically applied to risk assessment [Andricevic and Cvetkovic, 1996] . Here, the source area X 0 encompasses the entire inflow boundary of the regional flow system, i.e., the regional water table. We assume a spatially uniform source concentration within X 0 with the local (grid cell based) solute flux proportional to the water flux. The simulated length of X 0 and of the aquifer thickness are several times larger than the mean lengths (or correlation lengths) of the heterogeneous facies assemblage. It is therefore appropriate to assume that transport of solutes to the production horizon of the aquifer, X 1 , is ergodic [Dagan, 1989] . In other words, the traveltime pdf represents a global measure of the total solute mass flux to the compliance region X 1 at time t due to a flux-weighted input pulse of solutes across X 0 at time t = 0 [Desbarats, 1990] .
[14] A Monte Carlo simulation (MCS) is implemented to obtain statistically representative traveltime pdfs for specific geostatistical parameter sets. For each realization of each MCS, random fields of hydraulic conductivity are generated using the Markov chain approach, the steady state flow equation is solved by the finite difference method, and the solute traveltime pdfs and TTDFs are computed using a numerical random walk particle transport model.
Modeling Approach 2.2.1. Markov Chain Random Field Model
[15] A thorough treatment of the Markov chain randomfield approach is discussed in Fogg [1996, 1997] . The FORTRAN program TPROGS (Transition Probability Geostatistical Software) by Carle [1999] is used to generate three-dimensional realizations of Markov chain random fields given the number, N, of discrete facies categories, the volume proportions, p k , for each facies k, the facies Figure 1 . Conceptual model of a heterogeneous alluvial aquifer subject to diffuse recharge and nonpoint source pollution at the water table and to pumping from the bottom portion, or from below the aquifer system. The downward gradient created by pumping and recharge creates a flow system with locally lateral flow but globally net downward flow. mean lengths, L k,F , for each facies in direction F, and the juxtapositional preference among facies. The juxtapositional preference is a measure of the entropy (order/disorder) of transition probabilities of embedded occurrence [Hattori, 1976] . Low juxtapositional preference indicates maximum entropy (highest disorder).
[16] Volume proportions and mean lengths are specified for N À 1 facies and yield those of the so-called ''background'' facies by definition of the Markov chain system. The facies with the largest volume proportion is considered the background facies (Table 1) . Mean lengths are defined as the averaged length of facies k in the dip (L k,dip ) and strike directions (L k,strike ) of the sedimentary bedding and its vertical thickness (L k,vertical ) [Carle and Fogg, 1997] .
[17] The mean length of nonbackground facies categories in each direction is here chosen to be 4 cells (equivalent to a random field discretization at 25% of the mean length) [Carle et al., 1998 ]. The size of the random field is 101 Â 101 Â 101 grid cells in dip, strike, and vertical direction, or 25 times the mean length in each direction.
[18] Grid cell dimensions are only assigned in the flow and transport models (below) to simulate anisotropic facies distribution. The ratios of mean lengths, e k = {e k,dip , e k,strike }, where e k,dip = L k,dip /L k,vertical and e k,strike = L k,strike /L k,vertical , are a geostatistical measure of the structural anisotropy of the facies. Here k is the index of facies with k C -{1, . . ., N À 1}. By varying the flow model grid cell dimensions, different mean length ratios can be investigated in separate flow and transport simulations using a single Markov chain random field realization. Differences in the solute transport behavior due to different values of e k are therefore directly comparable, without any effects of sampling from different realizations.
[19] Several cases of geostatistical parameter combinations are investigated ( . Anisotropy ratios range from 25 to 300, and we consider two-, three-, and fourfacies systems. All systems are characterized by large hydraulic conductivity variance.
Groundwater Flow Model
[20] Here, we consider three-dimensional steady state flow that represents average long-term groundwater flow conditions:
where K is the hydraulic conductivity tensor, here assumed to be locally isotropic, but spatially variable, and h is the hydraulic head. The MODFLOW finite difference numerical model with a preconditioned conjugate gradient solver was used to solve (1) subject to boundary conditions as described below [McDonald and Harbaugh, 1988; Harbaugh and McDonald, 1996; Harbaugh et al., 2000] . The spatial variability of K induces spatially variable recharge at the water table boundary and spatially variable discharge across the aquifer bottom boundary.
[21] Equivalent to the Markov chain random field, the flow model is discretized into 101 Â 101 Â 101 cells (1,030,301 cells). Actual cell dimensions used for the three simulation anisotropy ratios, e k , are given in Table 2 . The flow model is assigned specified head boundary conditions at the top and bottom of the flow domain and no-flow boundary conditions at the four vertical domain boundary faces ( Figure 1 ). The head at the top boundary is 5.2 m (17 ft) higher than at the bottom boundary, the total aquifer thickness is 123 m (404 ft). Lateral dimensions vary according to the desired mean length ratio ( Table 2 ). The resulting net groundwater flow is from the top to the bottom For each scenario, 10 realizations were performed at each of three anisotropy ratios e k : {300, 150}, {300,60}, and {50,25}. Abbreviations are s, sand; ms, muddy sand; sm, sandy mud; m, mud; v, volume proportion of each facies; L, fixed mean length of nonbackground facies for Markov chain random field generation; e, anisotropy ratio used in MODFLOW.
of the aquifer system. Spatially variable K are assigned to individual cells by mapping the corresponding facies from the geostatistical realizations to a hydraulic conductivity, K (Table 3) . Hydraulic conductivity contrasts between facies were chosen to be representative of typical alluvial conditions [e.g., Belitz and Phillips, 1995; Fogg et al., 2000] .
[22] While we chose specific length and time units for the simulations, results are shown in dimensionless form and apply to systems with arbitrary length and timescales, given the specific anisotropy ratio, e k , and given the specific hydraulic conductivity contrasts between facies.
Particle Transport Model
[23] We use a Lagrangian random walk particle method (RWPM) to simulate nonpoint source transport, which is governed by the three-dimensional advection-dispersion equation:
where c is the solute concentration, D is a dispersion tensor, and v is the velocity vector. The random walk particle method has proven to successfully simulate conservative and reactive transport in porous media while being a computationally efficient algorithm [e.g., Ahlstrom et al., 1977; Prickett et al., 1981; Uffink, 1985; Tompson et al., 1987; Tompson, 1993] . In particular, this method does not suffer from numerical dispersion in problems dominated by advection, i.e., problems with low dispersivities (large Peclet number). As a result, a RWPM is often the method of choice for simulating transport in large, heterogeneous flow systems [e.g., Tompson and Gelhar, 1990; Tompson, 1993; Tompson et al., 1994] . The method used here is a variant of the standard RWPM, proposed recently by LaBolle et al. [1998, 2000] .
[24] The method is specifically designed to generate locally and globally mass conservative results in media with discontinuous hydraulic conductivity distributions, but without having to introduce additional equations and without having to perform grid refinement at material interfaces. The FORTRAN program RWHet (random walk particle model for simulating transport in heterogeneous permeable media) solves the modified random walk representation of the standard advection-dispersion equation (2) using the velocity field generated by the flow model [LaBolle, 2000] .
[25] Using several scenarios as test cases we found that the effects of local dispersion and diffusion have largely negligible effects on the traveltime pdf. Hence we disregard diffusion and local (small scale) dispersion, but also density effects and any chemical reactions. Here we focus on the effects of the local-scale heterogeneity, controlled by the geostatistical model and its parameters, on the global solute traveltime pdf of a nonreactive nonpoint source solute (e.g., salts, nitrate).
[26] Initially, the aquifer is considered to be solute free. At time t = 0, a one-time instantaneous solute injection of finite mass is released within the source region X 0 : Ten particles with a mass that is weighted proportional to the grid cell water flux are placed in every cell of the 101 by 101 cell layer immediately below the top boundary layer (total number of particles: 102,010). The transient simulation yields a breakthrough curve, or histogram m(t i ), of the total mass of particles exiting the bottom boundary plane X 1 during the time interval {t i , t i + Dt; 0 < t i < 3998 years}, where the histogram bin size Dt is here chosen to be 2 years. The solution for the continuous injection of a uniform solute concentration at the water table starting at time t = 0 can be obtained by computing the area under the breakthrough curve over the interval [0,t i ] [Desbarats, 1990] .
[27] We assume ergodic conditions. Hence the total simulated mass flux at the bottom of the aquifer system, M(t) = R t 0 m(t)dt, normalized by the total input mass, M 0 , is equal to the traveltime distribution function at time t [Dagan, 1989; Desbarats, 1990] : TTDF(t) = M(t)/M 0 . A histogram representing the traveltime pdf is obtained from:
[28] Monte Carlo simulations are performed with 10 flow field realizations, which yield over one million travel paths and traveltime realizations. Standard deviations among the sample TTDF means and sample TTDF coefficients of variation (spread) obtained from single flow field realizations (102,010 particle paths) are less than 5% and less than 10%, respectively. Using five realizations (510,050 particle paths), standard deviations among these sample moments are less than 2% and less than 5%, respectively. The highest variability between sample means is observed for the ''twofacies'' realizations with e k = {50,25}. The lowest variability is observed for a highly stratified system with many facies (four facies, e k = {300,150}). Figure 2 illustrates the variability between sample TTDFs from different Monte Carlo simulations for the high-variability two-facies scenario with e k = {50,25}: Sample TTDFs obtained from 306,030 particle paths (3 flow field realizations) and from 510,050 particle paths (5 flow field realizations) vary in a narrow band around the sample TTDF obtained from 1,020,100 particle paths (10 flow field realizations). In other scenario cases, differences between these TTDFs are smaller.
Effects of Markov Chain Parameters on Solute Traveltime Distribution
Number of Hydrostratigraphic Facies
[29] The number of hydrostratigraphic facies chosen to represent aquifer heterogeneity in the Markov chain ap- The effective porosity in all facies is assumed to be 0.3.
proach is an important factor in transport modeling, particularly when high contrasts exist between the hydraulic conductivities of the various facies. Categorization of hydrostratigraphic facies is facilitated by thorough sedimentological analysis. Fortunately, at some sites a relatively large quantity of data is available for the aquifer system, for example, at the Kings River alluvial fan [e.g., and at the Lawrence Livermore National Laboratory site [e.g., Carle, 1996; Fogg et al., 2000] . Such categorization, however, is difficult when dealing with sparse data of relatively low quality or with limited sedimentological information [Belitz and Phillips, 1995] . In practice, this leads to a subjective choice by the modeler, thus introducing additional conceptual uncertainty into the modeling process.
[30] For the site studied, a case can be made for two categories of facies, based on the fact that many well logs do not distinguish significantly between any but a coarseand a fine-textured facies; for example, sand (coarse) and mud (fine) [Phillips and Belitz, 1991] . Borehole logs may also include information that can be used to define an intermediate category, leading to a three category model with, for example, sand or gravel (coarse), muddy sand or sandy/gravelly mud (intermediate to fine), and mud (fine). A model with four categories may further divide either the coarse fraction into sand and gravel, or the intermediate category into a relatively coarser textured category (e.g., muddy sand and muddy gravel) and a relatively finer textured category (e.g., sandy mud and gravelly mud) .
[31] Figure 3 compares the average traveltime distribution functions (TTDFs) for two-, three-, and four-facies media systems at each of three different anisotropy ratios. All nine cases shown in Figure 3 contain 21% sand (the highest K facies). In the examples that treat three-facies media, the low-conductivity facies is divided into mud (29%) and sandy mud (50%). In the four-facies model, we consider two intermediate categories, muddy sand (25%) and sandy mud (25%). Here, t represents the traveltime (t) normalized by the advective traveltime, T , of solutes in an equivalent homogeneous medium with harmonic mean, K h . K h is the large-scale effective conductivity for flow perpendicular to stratification with e k ! {1,1}. For example, in the two-facies scenario, 1/K h = p s /K s + (1 À p s )/ K m , where p s is the volume fraction of the coarse-grained facies and subscripts s and m refer to the coarse-and finegrained facies (sand and mud), respectively. Figure 4 compares TTDFs for different facies representations and at various volume proportions for a highly anisotropic system, e k = {300,150}.
[32] The TTDFs reveal significant differences in solute transport behavior between the various facies representations. The mean dimensionless traveltime becomes shorter as the number of facies categories increases. Relative to the traveltime in a perfectly layered system (t = 1), additional Figure 2 . Sample average traveltime distribution function for three (short-dashed line), five (long-dashed line), and 10 (solid line) flow field realizations (306,000, 510,000, and 1,020,000 particle path realizations). The scenario considered here is for a two-facies model with e k = {50,25} (high variability of sample moments between flow realizations). Figure 3 . Lognormal probability plot of average traveltime distribution functions (10 realizations) for two-, three-, and four-facies models at various anisotropy ratios, e k : {50,25}, {300,60}, and {300,150}. facies introduce less ideal behavior. Most prominently, the probability of relatively early breakthrough (t ( 1) as well as tailing at relatively late time (t ) 1) significantly increases with the number of facies identified in the system. In contrast, the variance of lnK is higher in the two-facies models than in the three-and four-facies models (Table 1 ). In the two-facies models, the smaller spread of the TTDF is due to the fact that flow and transport through the lowconductivity mud facies (direct vertical path) is energetically more effective than flow within the highly tortuous sand. While the sand facies is continuous throughout the aquifer [Harter, 2005] , it is vertically connected only at laterally distant intervals. Hence, given the facies contrasts in lnK (Table 1) , the two-facies system performs closer to a perfectly layered system while the three-or fourfacies systems perform closer to a randomly heterogeneous system. Similar behavior is observed for other volumetric proportions of the coarse-textured facies (compare Figure 4) .
[33] Importantly, none of the traveltime TTDFs are lognormal (represented as a straight line on the probability plot) as is sometimes assumed in the stochastic analysis of solute transport in heterogeneous media . In contrast, all TTDFs in Figures 3 and 4 are concave except at late time (left skewed in log t space), indicating that their skewness is less than that of a lognormal traveltime pdf.
Proportions of Facies
[34] A transition from a sharp, steep TTDF around t = 1 to a TTDF that spans broad timescales with significant probability for very short and very long traveltimes is observed as the proportion of coarse-textured facies increases, regardless of the number of facies considered (Figure 4) . The TTDF plotted on log-log scale in Figure 5 shows that more than 5% of the solutes have very short traveltimes if the high-conductivity facies (sand and muddy sand) constitute the majority proportion ()50%) of the facies assemblage. In two-facies systems, the characteristics of the breakthrough curve change most rapidly for sand proportions between 60% and 80%: Within that range, the decrease in traveltime with increasing sand proportion is particularly strong. In highly anisotropic aquifers (e k = {300,150}), the TTDFs for 70 and 80% sand express three characteristic periods as shown in Figure 5 : an early period with rapid breakthrough (steep increase in the probability distribution function), an intermediate period with a flatter, but nearly log-log linear increase, and a late period with a relatively flat increase in the probability distribution function, indicating that a small, but significant probability exists for very long traveltimes.
[35] To explain this behavior, consider that, at low sand proportions, the total flow rate is almost identical to the flow rate computed for the perfectly stratified aquifer medium (e k ! 1). Nonetheless, the heterogeneity, even in highly anisotropic systems, is apparently sufficient to locally induce significant acceleration of solute transport relative to the perfectly stratified case, i.e., significant probability exists that t < 1. This is the result of the fact that some ''channeling'' through sand facies is possible, even at low sand proportions and very high anisotropy. With increasing proportions of sand facies, the participation of the sand facies in the flow process increases disproportionately and the fraction of flow originating directly from sand asymptotically approaches the total outflow (Figure 6 ). At sand proportions of 50% and higher, the bulk of the flow occurs in the sand facies, leading to significant probability for traveltimes that are much smaller than 1. Above 60-80% sand, clay interbeds vanish sufficiently to allow for direct vertical flow within the sand facies.
Mean Length Anisotropy Ratios of Hydrostratigraphic Units
[36] The mean length parameters in the Markov chain approach define the geometric structure or arrangement of the facies. Mean length ratios e k (facies anisotropy) have Figure 4 . Lognormal probability plot of average traveltime distribution functions (10 realizations) for two-, three-, and four-facies models with various proportions of sand at anisotropy ratio e k = {300,150}.
critical control on the tortuosity of potential flow paths and hence on the solute transport characteristics. Traveltime distribution functions are significantly affected by the facies anisotropy, e k , irrespective of the number of facies (Figures 2  and 4) or the proportion of high-permeability material ( Figure 5 ). For decreasing e k , the probability of early arrival and the width of the TTDF increase significantly. The effect is observed both with reductions in the ratio of strike to vertical mean length (from {300,150} to {300,60}) and with reductions in the ratio of dip and strike to vertical (from {300,150} to {50,25} and dip to strike ratio fixed at 2:1). However, the 60% decrease in the ratio of strike to vertical is less than the more than 80% decrease in the ratio of dip to vertical and strike to vertical; hence the latter has a greater impact on the solute transport process. The dependency of the solute transport process on facies anisotropy is particularly strong for the early part of the TTDF (Figure 3 ): the probability of early breakthrough increases dramatically with lower anisotropy ratios, while the probability of very late arrival (t ) 1) also increases (lower values in the TTDF, see also Figure 5 ).
[37] This strong dependence of the TTDF on mean length anisotropy is best understood by considering the effect of the anisotropy ratio on flow path tortuosity and on the advective flux for the limiting case with binary nonconducting and conducting facies. Figure 7 illustrates the relationship between mean length anisotropy e and the tortuosity, V, of a hypothetical, idealized flow path contained Figure 5 . Average cumulative traveltime probability distribution (10 realizations) for (top) two-, (middle) three-, and (bottom) four-facies model in (left) highly anisotropic and (right) anisotropic conditions. Time axes at the bottom and top are scaled with respect to the traveltime in a homogeneous mud or sand aquifer, respectively. entirely within the conductive facie (e.g., sand). Tortuosity is the ratio of actual path length to linear distance between beginning and end points of a travel path. For anisotropy ratios e ) 1, tortuosity (and actual travel path length) increases linearly, V $ (1 + e). For a given total head loss across the system (from top to bottom in Figure 7) , the hydraulic gradient along the flow path, and hence the advective flux, is proportional to (1 + e)
À1
. In the limit e!1, tortuosity becomes infinite and the advective flux goes to zero. If both facies have nonzero hydraulic conductivity, tortuosity reaches a maximum at some e max > 1, where e max increases with the ratio between the high and the low conductivity of the two facies. In the limit e!1, tortuosity returns to 1 (straight vertical flow) while the advective flux is determined by K h of the two facies. In Markov chain random media, actual flow paths encompass a range of tortuosity patterns (leading to the spread of the TTDF) within the limits of the ideal case. At low p s and high-anisotropy ratios, the TTDF is dominated by flow patterns similar to the perfect stratification limit and much of the breakthrough occurs near t = 1. Note that a similar dependency of flow path tortuosity (and flux) on facies anisotropy would not be observed if the regional pressure gradient is oriented parallel to the main bedding plane (e ( 1) (Figure 7a ).
Juxtapositional Tendencies
[38] The degree of order in the hydrostratigraphic facies assemblage may also play an important role in flow path tortuosity, connectivity, and hence solute transport. Low entropy or high internal organization of the hydrostratigraphic facies in the aquifer medium is encountered, for example, in fluvial deposits exhibiting textural trends that involve ''fining upward'' [e.g., . Fogg et al. [2000] found that ''fining upward'' sequences reduced the vertical connectivity of the coarse textured (sand) facies.
[39] In classical stochastic theory [e.g., Gelhar, 1993] , the hydraulic conductivity of an aquifer medium is generally considered to be a Gaussian random field [e.g., Painter, 1996a Painter, , 1996b Painter, , 2001 . The underlying assumption is that facies distribution is random with no juxtapositional preference (high entropy). In contrast, the Markov chain approach allows for parameterization of the facies entropy from low (e.g., sand is always above gravel) to high (completely random arrangement).
[40] Figure 8 demonstrates the influence of facies order on the solute transport process for three different entropy conditions in the Markov chain model: low entropy, high entropy, and (intermediate) field entropy in a highly anisotropic three-facies medium (sand 21.26%, sandy mud 25.46%, and mud 53.28%). Although the differences observed between the three entropy conditions are small, a noticeable difference exists between the low-entropy condition versus the field and high-entropy conditions. The similarity between the latter two conditions is due to the fact that the chosen field entropy is nearly as high as the highentropy condition. It appears that a higher degree of order in the arrangement of facies is equivalent to a stronger layering (i.e., a more perfect degree of layering), which slows overall solute transport. In particular, the higher order of facies 
Moments of the Traveltime
[41] The results demonstrate that all four constitutive hydrostratigraphic parameters of the Markov chain model significantly affect solute transport. Moreover, we observe distinct differences in the character of the traveltime pdfs and TTDFs. In this section, we analyze the first and second moments of traveltime, which have been extensively discussed in the literature related to stochastic analysis of Gaussian hydraulic conductivity fields [Simmons, 1982; Shapiro and Cvetkovic, 1988; Dagan and Nguyen, 1989; Dagan, 1989] . Because the traveltime pdfs are neither normal nor lognormal, we also consider the third-order moment (skewness).
Mean Traveltime
[42] In dual-facies media, the mean traveltime hti (1st moment of traveltime pdf) decreases linearly as the highpermeability fraction, p s , increases to values between 40% (e k = {50,25}) and 60% (e k = {300,150},{300,60}, Figure 9a ). For the completely stratified case, e k = {1,1}, mean flux is equal to the harmonic mean hydraulic conductivity, K h , of the facies (Figure 6 ), hence in the stratified medium hti $ 1/K h . For large contrasts in conductivity between two facies, the harmonic mean conductivity will be dominated by the low facies conductivity, K m , hence hti $ (1 À p s )/K m . The slope @hti/@p s represents the sensitivity of the mean traveltime to the facies proportion. Note that this slope increases as the anisotropy ratio decreases from infinite (harmonic mean case) to {300,150}, {300,60}, and to {50,25}.
[43] For reference, mean traveltime for isotropic, random dual media (e k = {1,1}, geometric mean K aquifer) and for perfectly stratified media with flow parallel to layering (e k = {0,0}, arithmetic mean K aquifer) are also shown in Figure 9a . In near-isotropic media and media with flow parallel to layering, hti is most sensitive to p s at very low sand proportions (p s < 20%). In the anisotropic media considered here (flow across the main bedding plane), sensitivity to estimates of p s is lower than in isotropic media in the critical low p s range. However, @hti/@p s remains nearly constant over a large range of p s and therefore is significantly higher than in isotropic media for the intermediate to high range of p s .
Traveltime Variance and Macrodispersivity
[44] The second moment of the traveltime pdf has been used as a measure of solute spreading (macrodispersion) for mildly heterogeneous to moderately heterogeneous porous media with lognormal (unimodal) hydraulic conductivity distribution [Shapiro and Cvetkovic, 1988; Dagan et al., 1992; Cvetkovic et al., 1992] . In such media, the traveltime pdf, which is closely related to the pore velocity distribution, has been found to be positively skewed for mean flow parallel to the sediment stratification [Naff, 1992] as well as for mean flow across sediment stratification [Harter and Yeh, 1996] . In theoretical works, it is usually assumed that the traveltime pdf has a lognormal distribution [e.g., Simmons, 1982; Cvetkovic and Shapiro, 1990; Cvetkovic et al., 1992] . Numerical experiments of solute transport in porous media with bimodal K distribution also yielded positively skewed, near lognormal traveltime pdfs with significant late time tailing in both isotropic and anisotropic media, regardless of the direction of flow relative to the anisotropy axis [Desbarats, 1990] . However, these latter simulations were limited to systems where at least half the volume proportions belonged to the coarse textured facies.
[45] Traveltime variance is smallest if one facies dominates the hydraulic conductivity distribution. In two-facies media, it is highest near or above p s = 0.5. Stronger stratification (larger e) leads not only to an increase in the peak variance, but also to a shift in the location of the peak variance from near p s = 0.5 at e k = {10,10} [see Desbarats, 1990 ] to near 0.7 -0.8 for e k = {300,150}. On the other hand, when the high-conductivity facies is not dominant (p s < 0.5), higher degree of stratification (larger e k ) leads to smaller traveltime variance. In the limit e k ! 1 (perfect stratification), the traveltime variance due to heterogeneity vanishes. Our results are consistent with Desbarats's results (computed with conductivity contrasts of 10 4 ), both with respect to the magnitude of the traveltime variance and with respect to the upward shift in the sand proportion at which the variance is highest.
[46] The peak variance occurs in the critical region of p s where the TTDF takes on its three-stage form most prominently (see Figure 5 ): for p s values where the TTDF clearly exhibits the three distinct breakthrough periods explained above (initial steep increase, intermediate level, and flat late increase), the traveltime variance is highest. Similar behavior can be observed, for example, in Figure 5 , for the simulated three-facies media.
[47] The relationship between the traveltime variance and the dispersive behavior of a solute plume has been discussed by earlier studies [e.g., Dagan, 1989; Dagan and Nguyen, 1989] . In the simple case of one-dimensional flow in an equivalent homogeneous medium, the solution to the advection-dispersion equation (2) with continuous tracer injection into a solute free aquifer yields the following firstorder relationship between traveltime variance s t 2 and effective dispersion D [Kreft and Zuber, 1978] :
where a L is the longitudinal dispersivity, hui is the mean velocity, L is the distance of the outflow plane from the source, hti is the mean traveltime, and s t 2 = hti 2 [exp(s lnt 2 ) À 1] is the variance of the traveltime. In our numerical transport experiments, the heterogeneity of the velocity field is the sole cause of solute spreading (macrodispersion). Computing a L from the traveltime variance in Figure 9b via (3), we obtain a measure of equivalent ''macrodispersivity'' caused by the aquifer heterogeneity. It is found to vary over several orders of magnitude from 0.6 m to 600 m (five times larger than the thickness of the simulated aquifer).
[48] In strongly anisotropic media, macrodispersivity is found to be a nonunique function of the hydraulic conductivity variance (Figure 9d ). This is a direct consequence of the fact that the hydraulic conductivity variance is highest exactly at p s = 0.5 whereas the variance of the TTDF is highest at a value p s max > 0.5 ( Figure 9e ):
where m f = P f i * p i is the mean of ln(K), and p i and f i the volume proportions and ln(K) of facies i, respectively. Hence, for the same conductivity variance, the macrodispersivity is higher in high-K dominated media (p s > 0.5) than in low-K dominated media (p s < 0.5, Figure 9d ).
[49] This contrasts with lognormal hydraulic conductivity media with moderate heterogeneities. There, macrodispersivity is known to be linearly proportional to the variance of the log-transformed hydraulic conductivity, lnK [e.g., Warren and Skiba, 1964; Heller, 1972; Smith and Schwartz, 1980; Dagan, 1989] . In our two-facies media, the increase in apparent macrodispersivity is nearly log linear with lnK only for 0 < p s < 0.5 and also for 1 > p s > p s max . Within the latter range, however, the slope, @s lnt 2 /@s lnK 2 , is larger than that in the former range.
Skewness of the Traveltime
[50] The skewness coefficient is negative at low sand proportions. The effect of negative skewness is most pronounced at higher anisotropy ratios with a low number of facies categories. At higher sand proportions, the logarithm of the skewness coefficient increases nearly linearly with p s (Figure 9c ). Skewness (like the variance) increases inversely with e k . At e k = {50,25} and sand proportions of 40% and more, the skewness coefficient becomes very large, while negative values are observed at less than 20% sand. At e k = {300,60} and {300,150}, negative values are observed up to p s = 25% and 35%, respectively. The observation of negative skewness is uniquely limited to media with highcontrast bimodal or nearly bimodal K distribution (e.g., three facies with the intermediate facies K much closer to either the low or high K) and low proportions of highpermeability facies. We note that negatively skewed conditions are found to be limited to situations where flow is normal to bedding (e k ) 1). In flow parallel to bedding, the traveltime pdf is positively skewed even at very low sand fractions.
[51] Stochastic models of solute transport through heterogeneous media assume a positively skewed traveltime pdf, typically with a lognormal distribution [e.g., Dagan et al., 1992; Rubin, 1990; Zhang et al., 2000] . Others have confirmed the positive skewness of the traveltime pdf through numerical experiments in bimodal or Gaussian random media [e.g., Desbarats, 1990] . In these heterogeneous media, positive skewness of log-transformed traveltime results from the presence of relatively fast, lowtortuosity preferential travel paths along the main hydraulic gradient. The bulk of the solute mass is transported in these preferential travel paths, while a small but significant fraction of solutes are ''trapped'' in the low-permeability regions. These solutes are strongly delayed. Their delay is spread out over timescales much larger than the mean traveltime, leading to the positive skewness of the traveltime pdf.
[52] The negatively skewed traveltime pdfs observed here for low p s are due to the mean traveltime being on the same order as the traveltime in the lowest K facies. Strong stratification forces all particles to frequently (or even exclusively) travel through low-permeability facies, despite the connectedness of the sand facies. Interbedded high-permeability facies allows a small but significant fraction of solute particles to occasionally ''jump ahead'', which leads to the left skewed, frontal tail in the traveltime pdf.
Comparison to Gaussian Random Field Transport
[53] To further illustrate the significant difference in solute transport behavior between porous media with discrete facies of high hydraulic contrast (Markov chain random field K) versus porous media with a lognormal K distribution, traveltime pdfs for the two systems are compared under identical effective hydraulic conductivity, K eff , and with the same second-order moments of the lnK distribution (covariance). To construct an equivalent lognormal K aquifer, the effective hydraulic conductivity is given by K eff = Q T /J, where Q T is the total regional water flux obtained from the Markov chain based flow simulation, and J is the mean (vertical) regional hydraulic gradient. The latter is identical for the two simulations since identical specified head boundary conditions are used. Preservation of K eff between the two simulations is achieved by ensuring that the total water flux in the Gaussian simulation, Q G , is equal to Q T .
[54] Of particular interest are conditions that lead to negatively skewed traveltime pdfs in the dual-facies media. Hence let us consider a Markov chain simulation in a dualfacies medium with p s = 20% and e = {300,150}, is computed to be 12.8 (standard deviation = 3.58). The covariance C lnK of the Markov chain lnK random field has an exponential form, C lnK (h) = s lnK 2 exp(3h/l), where l is the correlation length, which can be obtained analytically from the mean length and proportion of either one of the two facies [Carle and Fogg, 1997] :
[55] Using GSLIB [Deutsch and Journel, 1992] , a Gaussian random field, ln(K 0 G ) is generated with mean zero, variance 12.8 and an isotropic exponential covariance of correlation length l = 9.6 corresponding to an isotropic sand facies mean length 4 (Figure 10a ). The appropriate e k is obtained by assigning the grid block values of the random field to MODFLOW finite difference grid blocks with block-length ratios equal to e k . Total water flux Q 0 G is 
where the final random field ln(K G ) preserves the desired effective hydraulic conductivity, K eff , and covariance, C lnK . The mean of ln(K G ) is À2.21, an order of magnitude lower than the mean of ln(K T ), which is À1.04.
[56] Comparison of the traveltime pdfs in the two random K fields shows drastic differences in the shape of the pdf (Figures 9b and 9c) . Despite identical regional vertical flow rates and identical second-order moments, the Gaussianbased simulation predicts solute traveltimes an order of magnitude higher for the fastest particles: The 1% particle quantile is 62 years versus 680 years in the Markov chain based simulation. Peak breakthrough is at approximately 600 years, as opposed to nearly 1600 years in the Markov chain based simulation. The Gaussian simulation also exhibits an extensive tail, i.e., large positive skewness: Only 81.9% of the total solute mass applied has traveled through the entire aquifer system after 2000 years, whereas practically all particles have reached the bottom boundary in the Markov chain based simulation at that time.
[57] This leads to significant differences in the statistical moments of the traveltime distribution: the mean, variance, and skewness coefficient of the Markov based simulation are 1,398.79, 74,616.53, and À0.56 (for t in [years]), respectively, whereas the mean, variance, and skewness coefficient of Gaussian chain based simulation are 922.74, 363,998.20, and 1.13, respectively.
[58] Differences between the two simulations are due to the fundamentally different spatial patterns and lnK distributions. This is particularly true for the significantly larger range of lnK values found in the Gaussian random field when compared to the Markov chain random field: 5% of the Gaussian lnK values are smaller than 2.9 Â 10 À5 m/d (9 Â 10 À5 ft/d) and 5% are larger than 43 m/d (140 ft/d); thus to achieve the desired variance the Gaussian field exceeds the range of the Markov chain field at both ends of the K scale.
[59] The disparity in solute transport behavior between the two scenarios suggests that the decision regarding whether to simulate aquifer solute transport based on a bimodal or a multimodal facies simulation or based on a unimodal Gaussian simulation model has potentially drastic consequences on the predicted solute transport behavior in aquifer (or aquitard) systems, if regional flow is perpendicular to the bedding plane. Knowledge of only the first and second spatial moments of hydraulic conductivity is clearly insufficient for estimating the effects of aquifer heterogeneity on solute transport. The decision regarding the type of aquifer model to be used must therefore be based on more extensive hydrogeologic measurements. In particular, the lower and upper bounds of the lnK distribution should be carefully measured.
Conclusions
[60] We demonstrate the nature of regional-scale solute transport in heterogeneous alluvial aquifers where the regional flow gradient is vertically across the main direction of alluvial bedding, and where the heterogeneous aquifer medium is represented by Markov chain random fields. While the Markov chain approach is attractive from a geologist's point of view, our work here clearly indicates that the uncertainty about the geostatistical parameters feeding the (stochastic) model has a significant effect on predictions of contamination risk for transport of nonpoint source pollution across the main aquifer bedding plane. In practice, the two Markov chain parameters that are most difficult to determine are (1) the number of hydrologically significant facies with their representative hydraulic conductivity values, and (2) the horizontal mean lengths in dip and strike direction of these facies, which affects the estimation of the anisotropy ratio, e k . use soil surveys to infer mean horizontal lengths of (buried) alluvial sediments. This geologically intuitive approach may not be applicable in other hydrogeologic environments. The quality of a drilling log also has a significant impact on the vertical mean lengths of facies. The uncertainty about the exact value of these parameters must be accounted for in the evaluation of stochastic results, particularly where the underlying geostatistical model may have relied significantly on the geologic intuition of the modeler.
[61] The results also demonstrate that vertical transport in Markov chain random media has significantly different characteristics from those previously observed in multivariate Gaussian random media: The traveltime pdf is found not to be lognormally distributed. The variance of the traveltime (and hence the macrodispersive behavior) is not only a function of the log hydraulic conductivity variance, but also of the number and volume proportions of coarsegrained facies and their mean length ratios. The skewness of the traveltime pdf can range from slightly negative at low sand (or gravel) proportions to strongly positive. With larger proportions of coarse-grained, highly permeable facies, or in truly multifacies structures, the skewness of the traveltime pdf is positive and increases with the proportion of coarse facies. The decision to model an alluvial aquifer with a Markov chain random field or with a Gaussian random field can therefore lead to significantly different solute transport predictions, despite identical first and second moments in the lnK distribution.
[62] Our results underscore the need to evaluate uncertainty about geostatistical model parameters and uncertainty about the choice of the geostatistical model (conceptual uncertainty). A stochastic prediction of solute transport in heterogeneous media accounts for the uncertainty about the distribution of hydraulic conductivity in the aquifer only to the degree that the geostatistical model and its parameters are appropriate to represent the real system. In practice, data are sparse and the choice of geostatistical models and their parameters is subject to professional judgment, for example, the choice of whether to use the Gaussian or the Markov chain approach or, within the Markov chain approach, the choice of key facies dominating the alluvial system. Variogram estimation provides a quantitative way to determine the value of geostatistical parameters, but uncertainty about the estimated parameters and about the underlying conceptual geostatistical model is not yet routinely taken into account in stochastic modeling.
