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Розглянуто математичні моделі обчислювальної схеми у вигляді орієнтова-
ного ациклічного графа для побудови паралельних суматорів з паралельним спосо-
бом перенесення. Продемонстровано зв’язок між обчислювальними кроками оріє-
нтованого ациклічного графа та процесом перенесення одиниці у схемі багато-
розрядного суматора, що дозволяє визначати оптимальне число перенесень у 
схемі багаторозрядного паралельного суматора з паралельним способом перене-
сення у теоретико–числовому базисі Радемахера. Процес додавання двійкових 
чисел у схемі суматора використовує алгоритм логарифмічного підсумовування. 




Технологія обчислень у теоретико-числовому базисі (ТЧБ) Радемахера іс-
нує вже упродовж довгого часу, тут накопичена інформація, створені матема-
тичні і програмні ресурси. Двійкова система є одною з найбільш простих із по-
зиційних систем числення і, як наслідок, електронна техніка, виготовлена на її 
основі, є найбільш надійною та універсальною.  
Більш проста система числення, ніж двійкова – унітарна, на якій у 60-х 
роках була створена обчислювальна машина «Промінь». Але її до позиційних 
систем числення віднести важко, а швидкодія низька. 
Діапазон додавання чисел у ТЧБ Радемахера складає: 
 
2 1,  kD Dx y    (1) 
 
де k – розрядність числа. Число варіантів додавання для багаторозрядного су-
матора з повним суматором у першому розряді становить: 
 
2 2 2 ,  k kc    (2) 
 
де k – розрядність числа. Число варіантів додавання з напівсуматором у першо-


























b n    (4) 
 
де k – розрядність числа. 
Арифметичні пристрої з характеристиками (1)–(4) для ряду прикладів не 
потребують додаткових потужностей апаратних засобів, тому собівартість для 
них буде утримуватись на низькому рівні, а це дає засновок до подальших роз-
робок у даному напрямку.  
Методи арифметичних операцій реалізуються вентильними схемами з 
функціональних елементів у базисах, що складаються з функцій алгебри логіки. 
Мінімізація складності та глибини логічних схем є однією з центральних і 
практично важливих проблем у цій теорії. На даний час оптимізацію схеми до 
певної міри вирішують програмні засоби (наприклад програма Logic Friday 
здійснює оптимізацію схеми у ряді базисів – з асортименту доступних йому 
елементів), однак у загальному задача оптимізації логічної схеми (зокрема схем 
суматорів) і сьогодні вирішувалася емпірично. У зв’язку з цим актуальним є 
необхідність математичного дослідження процесу формування результату у 
схемі суматора, що дає можливість управління схемою на етапі проектування. 
 
2. Аналіз публікацій і окреслення проблеми 
Двійкова система володіє багатьма незаперечними перевагами, проте во-
на має також низку суттєвих недоліків: 
1. У двійковій системі можна подати у прямому коді тільки додатні числа. 
Для подання від’ємних чисел необхідно використовувати спеціальні коди – до-
повняльний та інверсний. Це ускладнює арифметичні структури комп’ютерів та 
знижує їх швидкодію. 
2. Проблема нульової надлишковості. Всі комп’ютерні схеми та пристрої 
піддаються багаточисельним зовнішнім і внутрішнім впливам, наслідком чого є 
збої та відмови. Такі помилки у двійковій системі не можуть бути виявлені, 
оскільки всі двійкові кодові комбінації є дозволеними. Відсутність кодової над-
лишковості, яка б дозволяла виявляти помилки безпосередньо у процесі обчис-
лень, є принциповим недоліком класичної двійкової системи числення. 
3. Проблема «довгого перенесення». Максимальний час операції дода-
вання настає тоді, коли перенесення, що виникло у першому розряді проходить 
всі інші розряди (наприклад, при додаванні кодів 11 ... 11 і 00 ... 01), що є прин-
циповим фактором зниження швидкодії комп'ютерів. 
У роботі [1] зазначається, що головною перевагою мікропроцесорів Фібо-
наччі на сьогодні є їх завадостійкість і можливість отримання достовірних да-
них на виході мікропроцесора.  
Треба гадати, що перенесення в операціях додавання у ТЧБ Радемахера 
не відноситься до головної проблеми, підтвердженням чого можуть бути такі, 
наприклад, публікації: [2] – представлена структура суматора з вибором пере-
несення (Carry Select Adder) для здійснення паралельних обчислень у FPGA до-







тати моделювання використовуються для перевірки теорії; [3] – представлена 
180 нм КМОП-технологія процесу обчислення у схемі суматора за структурою 
Carry Select Adder на базі паралельного суматора з послідовним перенесенням. 
Запропонований підхід забезпечує прийнятний компроміс між собівартістю і 
продуктивністю обчислень. Зазначимо, що суматор CLA ( carry look ahead 
adder) займає більшу площу на кристалі, для процесу обчислення вимагає біль-
шої потужності; [4] – розроблена математична модель для оцінки часових па-
раметрів самосинхронізації перенесення для структури Carry Select Adder, 
представлені пілотні проекти зазначеного підходу; [5] – представлена 128-бітна 
структура Carry Select Adder для проектування системи НВІС. На основі моди-
фікації 16, 32 та 64-бітних Carry Select Adder (CSLA) розроблена архитектура, 
що має перспективу для зменшення площі суматора та затримки перенесення.  
Зменшення апаратної складності електронного пристрою додавання за 
допомогою введення інформаційної надлишковості на підставі результатів мо-
делювання суматора двійково-трійкової надлишкової системи числення розгля-
нуто у [6]. 
У [7] показано та експериментально доведено ефективне використання 
каскадної схеми обчислень для підтримки запитів динамічних даних у хмарі. 
У [8] продемонстровано, що операція векторно-матричного перемножен-
ня, що застосовується для вирішення задач обробки, аналізу сигналів і зобра-
жень та розпізнавання образів, реалізується шляхом формування парних добут-
ків та багатооперандного підсумовуваня.  
Модифікація методу обчислення оператора групового підсумовування 
для нейромереж реального часу на основі вертикального та багатооперандного 
підходів розглянуто у [9]. 
Застосування нуклеїнових кислот (NA) для логічних вентилів та обчис-
лень в області біотехнології та біомедицини розглянуто у [10]. Зокрема проде-
монстровано логічний вентиль, що використовує каскадну схему для реалізації 
логіки ДНК. Логічні пристрої на основі нуклеїнових кислот вперше були уве-
дені у 1994 р. і з тих пір наука бачить появу нових логічних систем для імітації 
математичних функцій, діагностики захворювань і навіть таких, що імітують 
біологічні системи. 
Молекулярні логічні схеми з множиною компонентів, що розміщені у де-
кілька шарів, можуть бути синтезовані з використанням ДНК. Чи є глибина 
схеми, що є стандартною мірою часової складності обчислень в електронних 
цифрових схема, правильною мірою часової складності для хімічної схеми роз-
глянуто в [11]. З цією метою представлений кількісний аналіз того, як час обчи-
слення пов'язаний з розміром схеми та її каскадною архітектурою. Результати 
зазначеної роботи можуть бути застосовані для синтезу продуктивних і більш 
надійних молекулярних схем.  
На відміну від [7–11], у даній роботі розглядається застосування каскад-
ної схеми для операції додавання двійкових чисел за допомогою паралельного 
суматора з паралельним способом перенесення у ТЧБ Радемахера. Використан-






ного суматора з паралельним способом перенесення, додає наглядності методу 
та дозволяє формування складності алгоритму обчислень. 
 
3. Мета та задачі дослідження 
Метою роботи є, використовуючи математичну модель обчислювальної 
схеми, встановити зв’язок між обчислювальними кроками орієнтованого ацик-
лічного графа і процесом перенесення одиниці у схемі багаторозрядного сума-
тора, і таким чином визначати оптимальне число перенесень у схемі багатороз-
рядного паралельного суматора з паралельним способом перенесення у теоре-
тико-числовому базисі Радемахера. 
Для досягнення поставленої мети необхідно вирішити такі задачі: 
1. Виявити коректну відповідність в організації процесу додавання чисел 
за каскадною схемою і процесу додавання бітів однойменних розрядів двійко-
вих чисел. 
2. Встановити адекватність математичної моделі у вигляді орієнтованого 
ациклічного графа та процесу додавання двійкових чисел у паралельному сума-
торі з паралельним способом перенесення, призначити параметри опису харак-
теристик математичної моделі.  
3. Вивести логічні рівняння оптимізованого суматора, що будується з 
врахуванням числа обчислювальних кроків відповідного орієнтованого ациклі-
чного графа. 
4. Встановити складність алгоритму обчислення сигналів суми і перене-
сення оптимізованого паралельного суматора з паралельним способом перене-
сення ТБЧ Радемахера. 
5. Скласти протокол обчислень процесу додавання двійкових чисел та 
провести тестування синтезованого суматора на відповідність результатів дода-
вання двійкових чисел та складеного протоколу. 
 
4. Збереження перенесення  
Для демонстрації перенесення при арифметичному додаванні багатороз-
рядних двійкових чисел будемо використовувати табличну організацію запису 
процесу підсумовування (табл. 1). У верхні рядки табл. 1 запишемо два 4-
розрядні числа – A і B.  
Однойменні розряди чисел записуються в загальний для них стовпик 
табл. 1. Таблична організація запису процесу підсумовування передбачає цикли 
обчислень для кожного розряду числа. Число циклів дорівнює кількості розря-
дів двійкових чисел. Таким чином, для розглянутого прикладу, кількість обчис-
лювальних циклів буде дорівнювати чотирьом. Кожен цикл у табл. 1 представ-
лений двома рядками. У перший рядок записується результат по бітного дода-
вання, у другий рядок записується результат перенесення. 
Арифметична процедура додавання складається з двох операцій – XOR і ло-
гічного множення I. Підсумовування чисел розпочинається з молодшого розряду. 
Сума за mod 2 – 0 0 0 a b S  – молодших розрядів записується у той же стовпчик у 







зультат логічного множення I – 10 0 0 a b I ) записується у другий рядок першого 
циклу обчислень, у стовпчик зсунутий на один розряд вліво. Аналогічні дії у пер-
шому циклі обчислень проводяться з другими розрядами чисел – сума за mod 2 – 
1
1 1 0 a b S  – других розрядів записується у тому ж стовпчику у першому рядку 
першого циклу обчислень, перенесення других розрядів (результат логічного 
множення I – 21 1 0 a b I ) записується у другий рядок першого циклу обчислень, у 
стовпчик зсунутий на один розряд вліво. Завершивши розглянуті дії додавання 
для третього і четвертого розрядів, обчислення у першому циклі завершується. 
 
Таблиця 1 
Процес збереження перенесення при додаванні двійкових чисел 
Число – A 3a  2a  1a  0a  
Число – B 3b  2b  1b  0b  
№ Переповнення 4-й розряд 3-й розряд 2-й розряд 1-й розряд 
1 
1 - 3
3 3 0 a b S  
2
2 2 0 a b S  
1
1 1 0 a b S  0 0 0 a b S
 2 4
3 3 0 a b I  
3
2 2 0 a b I  
2
1 1 0 a b I  
1
0 0 0 a b I  - 
2 
1 - 3 3 3
0 0 1 S I S
 
2 2 2
0 0 1 S I S
 
1 1
0 0 1 S I S
 
- 
2 3 3 4
0 0 1 S I I  
2 2 3
0 0 1 S I I  
1 1 2
0 0 1 S I I  - - 
3 
1 - 3 3 3
1 1 2 S I S
 
2 2
1 1 2 S I S
 
- - 
2 3 3 4
1 1 2 S I I  
2 2 3
1 1 2 S I I  - - - 
4 
1 - 3 3
2 2 3 S I S
 
- - - 
2 3 3 4
2 2 3 S I I  - - - - 
  4 4 4 4
4 0 1 2 3   S I I I I
 
3S  2S  1S  0S  
 
Другий цикл повторює обчислення першого циклу з тією різницею, що тут 
обчислення проводяться з результатами отриманими у першому циклі. Так сума за 
mod 2 – 1 10 0 1 S I S  – результатів обчислень у першому циклі, других розрядів, 
записується у тому ж стовпчику у першому рядку другого циклу обчислень. Пе-
ренесення результатів обчислень у першому циклі, других розрядів (результат ло-
гічного множення I – 1 1 20 0 1 S I I ), записується у другий рядок другого циклу об-
числень, у стовпчик зсунутий на один розряд вліво. Аналогічні дії у другому циклі 
обчислень проводяться з третіми розрядами чисел – сума за mod 2 – 
2 2 2
0 0 1 S I S  – 
третіх розрядів записується у той же стовпчик у перший рядок другого циклу об-
числень, перенесення третіх розрядів (результат логічного множення I – 
2 2 3
0 0 1 S I I ) записується у другий рядок другого циклу обчислень у стовпчик зсу-
нутий на один розряд вліво. Завершивши розглянуті дії додавання для четвертих 
розрядів, обчислення у другому циклі завершуються. 
Третій цикл використовує результати обчислень другого циклу, а четвертий 
цикл використовує результати обчислень третього циклу (табл. 1). У підсумку бу-






Розглянута таблична організація процесу додавання двійкових чисел 
(табл. 1) збігається з методом додавання чисел зі збереженням перенесення 
(carry-save adder). Для такого методу додавання вирішення проблеми перене-
сення зводиться до використання надлишкового кодування результату коли у 
підсумку у кожній позиції отримується значення, що перевищує основу систе-
ми числення.  
Запис суми (5) для молодшого розряду у табл. 1 є надлишковий, оскільки 
для a0 = 1 і b0 = 1 сума S0 подається як S0=10 або S0=2. Останнє позначення суми 


















        (5) 
  
Аналогічна надлишковість запису присутня і для сум інших розрядів. 
У розглянутому прикладі табл. 1 не використовується перенесення з 
молодших у старші розряди, – цей процес замінений розширенням набору 
значущих цифр у кожному розряді результату. Однак зазначену процедуру не 
можна робити безкінечно, – у кінці кінців для того, щоб повернутися до ста-
ндартного представлення числа, необхідно буде виконати всі перенесення, 
що й проілюстровано у табл. 1. 
Використання суматорів зі збереженням перенесення дозволяє суттєво 
прискорити послідовні додавання, які, наприклад, необхідні при виконанні опе-
рації множення.  
Приклад 1. За допомогою табличної організації процесу додавання обчис-
лити суму 4-розрядних двійкових чисел 0001 і 0111 (табл. 2): 
 
Таблиця 2 
Додавання двійкових чисел 0001 і 0111 за обчислювальною схемою, що визна-
чає таблична організація процесу 
Число - A 0 0 0 1 
Число - B 0 1 1 1 
1 
- 0 1 1 0 
0 0 0 1 - 
2 
- 0 1 0 - 
0 0 1 - - 
3 
- 0 0 - - 
0 1 - - - 
4 
- 1 - - - 
0 - - - - 







Приклад 2. За допомогою табличної організації процесу додавання обчис-
лити суму 4-розрядних двійкових чисел 0011 і 0011(табл. 3): 
 
Таблиця 3 
Додавання двійкових чисел 0011 і 0011 за обчислювальною схемою, що визна-
чає таблична організація процесу 
Число - A 0 0 1 1 
Число - B 0 0 1 1 
1 
- 0 0 0 0 
0 0 1 1 - 
2 
- 0 1 1 - 
0 0 0 - - 
3 
- 0 1 - - 
0 0 - - - 
4 
- 0 - - - 
0 - - - - 
- - 0 1 1 0 
 
Використовуючи табл. 1 запишемо логічні рівняння 4-розрядного суматора 
з табличною організацією додавання двійкових чисел. 
 
0 0 0 , S a b  
1 1 1 0 0( ) ( ),   S a b a b  
2 2 2 1 1 1 1 0 0(( ) ( )) (( ) ( )),       S a b a b a b a b  
3 3 3 2 2 2 2 1 1((( ) ( )) (( ) ( )))        S a b a b a b a b   
2 2 1 1 1 1 0 0((( ) ( )) (( ) ( ))).       a b a b a b a b  
 
У випадку, коли діапазон чисел, в якому працює суматор, буде 
фіксованим, можливість у нарощуванні розрядності схеми суматора відпадає. 
Тоді в останньому розряді суматора можна використати логічні елементи OR, 
що дасть спрощення структури суматора. Рівняння для S3 буде мати вигляд.  
 
3 3 3 2 2 2 2 1 1( ) ( ) (( ) ( ))        S a b a b a b a b  
2 2 1 1 1 1 0 0((( ) ( )) (( ) ( ))).       a b a b a b a b        (6) 
 
На рис. 1 подана логічна структура 4-розрядного суматора, що реалізує 
табличну організацію процесу додавання двійкових чисел. 
За класифікацією суматор з табличною організацією додавання двійкових 
чисел необхідно віднести до різновиду паралельних суматорів з паралельним 
способом перенесення. Особливістю логічної структури суматора на рис. 1 є 
відсутність ланцюгів для прискореного перенесення, що дає усунення техноло-













Рис. 1. Логічна структура 4-розрядного суматора з табличною організацією 
процесу додавання двійкових чисел: a – схема суматора з умовним графічним 
позначенням логічного елемента XOR, б – схема суматора з одним із варіантів 
відкритої структури логічного елемента XOR 
 
5. Модель паралельного додавання двійкових чисел ТЧБ Радемахера  
Порозрядне додавання двійкових чисел, за невеликими відмінностями 
подібне до алгоритму здвоювання при багатооперандному підсумовуванні, ко-










Алгоритм здвоєння (n=23=8) 
Кроки e1 e2 e3 e4 e5 e6 e7 e8 
1 e1 + e2 e3 + e4 e5 + e6 e7 + e8 
2 e1 + e2 + e3 + e4 e5 + e6 + e7 + e8 
3 e1 + e2 + e3 + e4 + e5 + e6 + e7 + e8 
 
Якщо n = 2k , де n – число доданків, то алгоритм здвоєння складається з k 
кроків (тактів): на першому кроці виконується n / 2 додавань, на другому – n / 4 , 
…, на останньому – одне додавання. Кількість кроків k визначається за формулою: 
 
2log .k n              (7)  
 
Такий варіант багатооперандного додавання реалізується каскадною схе-





Рис. 2. Каскадна схема алгоритму багатооперандного додавання (логарифмічне 
підсумовування) 
 
Використовуючи процедуру багатооперандного додавання за допомогою 
каскадної схеми легко бачити, що для процесу паралельного додавання двійко-
вих чисел парами даних тут будуть біти однойменних розрядів, для кожної з 
яких обчислюється сума. 
Далі, аналогічно процедурі багатооперандного додавання, всі отримані 
суми однойменних розрядних пар двійкових чисел, зі своєю специфікою, також 
розбиваються на пари і знову виконується додавання значень пар і т. д. 
У підсумку значення старшого розряду суми двійкових чисел можна спів-
ставити зі значенням загальної суми при багатооперандному додаванні. Крім 
зазначеної суми старшого розряду у процесі паралельного додавання двійкових 
чисел використовуються також проміжні результати у вигляді значень сум по-
передніх розрядів двійкових чисел. 
Обчислювальна схема паралельного додавання двійкових чисел може бу-
ти визначена орієнтованим ациклічним графом (рис. 3), який являє собою біна-
рне дерево, де, зокрема, прийняті такі параметри: k – кількість кроків у часі; ω – 
загальна кількість операцій алгоритму; τ – час виконання одного кроку; T = τ·k 








Рис. 3. Орієнтований ациклічний граф обчислювальної схеми паралельного дода-
вання зі збереженням перенесення 4-розрядних двійкових чисел ТЧБ Радемахера 
 
Таким чином, обчислювальна схема на рис. 3 використовує дві логічні 
операції – AND і XOR, число обчислювальних кроків у ній дорівнює розрядно-
сті двійкових чисел. Наприклад, для паралельного додавання 4-розрядних двій-
кових чисел необхідно чотири кроки (рис. 3). 
Таблична організація обчислювальної схеми на рис. 3 подана у табл. 5. Верх-
ній індекс параметра табл. 5 вказує на порядковий номер обчислювального кроку. 
 
Таблиця 5 
Таблична організація додавання 4-розрядних двійкових чисел за обчислюваль-
ною схемою, що визначає орієнтований ациклічний граф 
№ 
3a  2a  1a  0a  
3b  2b  1b  0b  
1 13 3 3 a b I
 
1
3 3 3 a b S
 
1
2 2 2 a b I
 
1
2 2 2 a b S
 
1
1 1 1 a b I
 
1
1 1 1 a b S
 
1
0 0 0 a b I
 
0 0 0 a b S
 2  1 1 23 2 23 S I I
 
1 1 2
3 2 23 S I S
 
1 1 2
2 1 12 S I I
 
1 1 2
2 1 12 S I S
 
1 1 2
1 0 01 S I I
 
1 1
1 0 1 S I S
 3  
2 2 3
23 12 S I I
 
2 2 3
23 12 S I S
 
2 2 3
12 01 S I I
 
2 2
12 01 2 S I S
 
 
4  3 3 4 S I I
 
3 3
3 S I S
 
 







Приклад 3. За допомогою орієнтованого ациклічного графа обчислити 
суму 4-розрядних двійкових чисел 0001 і 0111 (табл. 6): 
 
Таблиця 6 
Процес додавання двійкових чисел 0001 і 0111 за обчислювальною схемою, що 
визначає орієнтований ациклічний граф 
№ 
0 0 0 1 
0 1 1 1 
1 0 0 0 1 0 1 1 0 
2  0 0 0 1 1 0  
3  0 0 1 0   
4  0 1    
   1 0 0 0 
 
У 4-му рядку табл. 6 праворуч записано значення старшого розряду суми 
двійкових чисел, ліворуч записано значення переповнення. Процес додавання 
використовує чотири обчислювальних кроки. 
Обчислювальна схема паралельного додавання 4-розрядних двійкових 
чисел з логічним елементом OR в останньому розряді подана на рис. 4. 
Таблична організація обчислювальної схеми на рис. 4 подана у табл. 7. 
 
Таблиця 7 
Таблична організація додавання 4-розрядних двійкових чисел з 
обчислювальною схемою, що визначає орієнтований ациклічний граф з 
логічним елементом OR в останньому розряді 
№ 3
a  2a  1a  0a  
3b  2b  1b  0b  
1 13 3 3 a b S
 
1
2 2 2 a b I
 
1
2 2 2 a b S
 
1
1 1 1 a b I
 
1
1 1 1 a b S
 
1
0 0 0 a b I
 
0 0 0 a b S
 2 1 1 23 2 23 S I S  
1 1 2
2 1 12 S I I
 
1 1 2
2 1 12 S I S
 
1 1 2
1 0 01 S I I
 
1 1
1 0 1 S I S
 
 
3  2 2 323 12 S I S  
2 2 3
12 01 S I I
 
2 2
12 01 2 S I S
 
  
4   3 3 3 S I S     









Рис. 4. Обчислювальна схема паралельного додавання зі збереженням перенесен-
ня 4-розрядних двійкових чисел з логічним елементом OR в останньому розряді 
 
Приклад 4. За допомогою орієнтованого ациклічного графа з логічним 
елементом OR в останньому розряді провести додавання 4-розрядних двійкових 
чисел 0011 і 0011 (табл. 8): 
 
Таблиця 8 
Процес додавання двійкових чисел 0011 і 0011 за обчислювальною схемою, що 
визначає орієнтований ациклічний граф з логічним елементом OR в останньому 
розряді 
№ 
0 0 1 1 
0 0 1 1 
1 0 0 0 1 0 1 0 
2  0 0 1 0 1  
3  0 0 1   
4  0    







У 4-му рядку табл. 8 записано значення старшого розряду суми двійкових 
чисел. Процес додавання використовує чотири обчислювальних кроки.  
Використовуючи табл. 7, запишемо логічні рівняння 4-розрядного сума-
тора, обчислювальну схему якого визначає орієнтований ациклічний граф з 
логічним елементом OR в останньому розряді. 
 
0 0 0 , S a b  
 
1 1
1 1 0 1 1 0 0( ) ( )     S S I a b a b , 
 
2 2 1 1 1 1
2 12 01 2 1 1 0
2 2 1 1 1 1 0 0
( ) ( )
(( ) ( )) (( ) ( ))
      
       
S S I S I S I
a b a b a b a b
, 
 
3 3 2 2 2 2
3 23 12 12 01
1 1 1 1 1 1 1 1
3 2 2 1 2 1 1 0
( ) ( )
(( ) ( )) (( ) ( ))
      
        
S S I S I S I
S I S I S I S I
 
3 3 2 2 2 2 1 1((( ) ( )) (( ) ( )))        a b a b a b a b  




0 0 0 , S a b  
 
1 1 1 0 0( ) ( ),   S a b a b  
 
2 2 2 1 1 1 1 0 0(( ) ( )) (( ) ( )),       S a b a b a b a b  
 
3 3 3 2 2 2 2 1 1((( ) ( )) (( ) ( )))        S a b a b a b a b  
 2 2 1 1 1 1 0 0((( ) ( )) (( ) ( )))       a b a b a b a b .       (8) 
 
Оскільки рівняння (6) і (8) співпадають логіка обчислень табл. 1 і табл. 7 
однакова. Але обчислювальний процес табл. 7 замість процесу перенесення ви-
користовує обчислювальні кроки.  
Твердження. Число обчислювальних кроків орієнтованого ациклічного 
графа, який моделює процес обчислення суматора, визначає оптимальне число 
перенесень у схемі багаторозрядного паралельного суматора з паралельним 
способом перенесення у ТЧБ Радемахера. 
У випадку, коли синтезований суматор отримав більше число перенесень 
порівняно з числом обчислювальних кроків відповідного орієнтованого ациклі-
чного графа, то такий суматор буде неоптимальним стосовно часу обчислення 
операції додавання. Зокрема, за критерієм орієнтованого ациклічного графа, 
неоптимальною є схема 8-bit Brent-Kung PPA [16], все ж зазначена схема може 






Таким чином число обчислювальних кроків визначає мінімально достатнє 
число перенесень у схемі суматора, що, у свою чергу, дає гіперпараметр для оп-
тимізації структури суматора у процесі його синтезу. Логічні рівняння оптимізо-
ваного 4-розрядного суматора з числом перенесення – чотири є, наприклад, такі: 
 
0 0 0 , S a b  
 
1 1 1 0 0( ) ( ),   S a b a b  
 
2 2 2 1 1 1 1 0 0( ) (( ) (( ) ( ))),       S a b a b a b a b  
 
3 3 3 2 2 2 2 1 1( ) ( ) (( ) ( ))        S a b a b a b a b  
2 2 1 1 0 0(( ) (( ) ( ))).     a b a b a b          (9) 
 
Час T виконання додавання двійкових чисел суматора становить: 
 
T = τ·k, 
 
де τ – час виконання одного кроку (перенесення), k – число кроків (перенесень). 
Причому оптимальний суматор (9) буде працювати швидше, оскільки містить 
менше операцій XOR, порівняно зі схемою суматора на рис. 1. 
Суматор на рис. 1 виконує 48 логічних операцій, з них XOR – 11, AND – 
11, OR – 4. Оптимальний суматор (9) виконує 34 логічних операції, з них XOR 
– 5, AND – 10, OR – 9.  
Враховуючи те, що логіка елемента XOR використовує чотири логічних 
операції (рис. 1. b), можна оцінити показник прискорення S роботи оптималь-
ного суматора: 
 
1 ./ 59 / 39 1,5128 51,28%,   оптS T T  
 
де T1, Tопт – число логічних операцій неоптимального і оптимального суматорів 
відповідно. 
 
6. Обговорення результатів дослідження моделювання процесу дода-
вання двійкових чисел у паралельному суматорі з паралельним способом 
перенесення ТЧБ Радемахера бінарним деревом, у вигляді ациклічного 
графа, з двома логічними операціями – AND і XOR 
Дослідження даної роботи демонструють, що обчислювальні кроки орієн-
тованого ациклічного графа і перенесення одиниці з попередніх розрядів сума-
тора являють собою один об'єкт. Обчислення, організовані каскадною схемою, 
мають логарифмічну складність і, оскільки, ациклічний граф подає каскадну 
схему, то, таким чином, число обчислювальних кроків графа оптимізує (вказує 
на мінімально достатнє) число перенесень для операції додавання багаторозря-







перенесення ТЧБ Радемахера. Цільовою функцією такого процесу оптимізації 
числа перенесень суматора є рівняння (7). 
 Зазначимо, що метод емпіричної побудови (у тому числі і програмний) 
паралельного суматора з паралельним способом перенесення не гарантує отри-
мання структури суматора з мінімальним числом перенесень, і, як наслідок, си-
нтезована у такий спосіб схема суматора може вимагати більше часу на опера-
цію додавання. 
Зв’язок між числом обчислювальних кроків орієнтованого ациклічного 
графа і числом перенесень у схемі паралельного суматора з паралельним спо-
собом перенесення вказує на доцільність співставлення структури суматора з 
відповідним орієнтованим ациклічним графом, а доцільність – це необхідність, 
тому корисність даного дослідження полягає у тому, що вони зумовлюють про-
цес співставлення структури суматора з відповідним орієнтованим ациклічним 
графом з метою встановлення оптимального числа перенесень для операції до-
давання двійкових чисел. Таким чином, дослідження даної роботи можуть ста-
ти складовою технології проектування електронних схем суматорів, оскільки: 
– дають зрозуміти, яка структура суматора;  
– вчать керувати схемою суматора на етапі проектування;  
– дають можливість прогнозувати наслідки реалізації заданої структури 
суматора.  
Перспективою подальшого розгляду паралельних суматорів з паралельним 
способом перенесення може бути виявлення умов зменшення обчислювальної 
складності за часом обчислення суматора, наприклад до O(n-1). 
 
7. Висновки 
1. Встановлено, що обчислення сигналів суми і перенесення у 
паралельних суматорах з паралельним способом перенесення ТЧБ Радемахера 
можуть бути обґрунтовані математичною модельлю у вигляді направленого 
ациклічного графа, що являє собою бінарне дерево. 
2. Виявлено, що показник ефективності орієнтованого ациклічного графа 
у вигляді числа обчислювальних кроків визначає оптимальне число перенесень 
у схемі багаторозрядного паралельного суматора з паралельним способом пе-
ренесення у ТЧБ Радемахера. 
3. Встановлено, що число обчислювальних кроків для розглянутих 
моделей паралельних суматорів (моделі 4-розрядних суматорів) з паралельним 
способом перенесення дорівнює величині розрядності двійкових чисел n. Таким 
чином складність алгоритму обчислення сигналів суми і перенесення паралель-
ного суматора з паралельним способом перенесення у ТБЧ Радемахера складає 
O(n) і є лінійною – час виконання алгоритму лінійно зростає зі збільшенням n.  
4. Виявлено, що обчислення сигналу суми і перенесення у схемі парале-
льного суматора з паралельним способом перенесення здійснюється за сценарі-
єм алгоритму логарифмічного додавання. 
5. Встановлено, що логіка роботи оптимізованого суматора за допомогою 
розглянутої математичної моделі відповідає протоколу обчислень паралельного 
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