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VOLTAGE AND CURRENT SPECTRA FOR MATRIX POWER
CONVERTERS∗
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Abstract. Matrix power converters are used for transforming one alternating-current power
supply to another, with diﬀerent peak voltage and frequency. There are three input lines, with
sinusoidally varying voltages which are 120◦ out of phase one from another, and the output is to be
delivered as a similar three-phase supply. The matrix converter switches rapidly, to connect each
output line in sequence to each of the input lines in an attempt to synthesize the prescribed output
voltages. The switching is carried out at high frequency and it is of practical importance to know
the frequency spectra of the output voltages and of the input and output currents. We determine in
this paper these spectra using a new method, which has signiﬁcant advantages over the prior default
method (a multiple Fourier series technique), leading to a considerably more direct calculation. In
particular, the determination of the input current spectrum is feasible here, whereas it would be a
signiﬁcantly more daunting procedure using the prior method instead.
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1. Introduction. In electrical and electronic engineering, there are many ap-
plications in which it is necessary to convert a power supply from one voltage and
frequency to another. Particular examples arise in aeronautical and marine applica-
tions, since there are increasingly many electrically powered devices aboard aircraft
and ships, all with separate demands in terms of power supplies. The ﬁeld of power
conversion, while of great economic importance, thus poses particular technological
challenges in aircraft in particular, where it is clearly highly desirable that power
conversion be achieved without recourse to heavy bulk energy storage elements.
In modern solid-state power converters, the need for intermediate energy storage
is avoided, because the output voltage is generated by rapidly switching between
multiple input voltages (see, for example, [7]). The aim is that the low-frequency
components of the output synthesize a prescribed waveform, while the high-frequency
components related to the switching are ultimately ﬁltered out.
In this paper, we describe a compact means of determining the voltage and current
spectra for one such application of particular technological signiﬁcance: the matrix
power converter [12]. This is a device which aims to convert an alternating-current
power supply at one voltage and frequency to a second at a diﬀerent voltage and
frequency. Applications of matrix converters include adjustable-speed drives, where
the speed of the motor is governed by the frequency of its power supply. A signiﬁcant
beneﬁt of the approach outlined in this paper is that we are able to give explicit
and detailed descriptions of input currents, which are considerably more complex
and diﬃcult to determine than the output voltages and currents which have been
predominantly studied in the past.
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The matrix converter switching frequency greatly exceeds the input and output
frequencies. The way in which its switching takes place is termed its modulation
strategy here, and there are many such strategies adopted in practice, of which a
comparatively simple variant is comprehensively analyzed in this paper. The matrix
converter successively connects, via switches, each output line to each of the input
lines, according to the modulation strategy. Thus the voltage on any given output line
comprises short segments of the three input sinusoidal waveforms; it contains both low-
frequency contributions (from the input voltages) and high-frequency contributions
(from the switching). It is the spectrum of the output voltages and currents that we
compute here, along with the more involved calculation for the corresponding currents
drawn from the input lines.
In digital implementations, the input voltages are measured (sampled) at high
frequency, at the start of each switching period. Then after each sample a calculation
must be done to determine the corresponding switching times to achieve the desired
output. This leads to so-called regular or uniform sampling of the input to deter-
mine the modulation strategy. The delay between sampling and switching results
in undesirable distortion in the form of unintended low-frequency components in the
output [5]; it also aﬀects the high-frequency part of the spectrum, but this is not so
serious provided that the low-pass ﬁltering still eﬀectively removes such components.
Although less relevant to the power converter application, an alternative sampling
technique is also analyzed here: so-called natural sampling, which is widely used in,
for example, audio applications [3, 6, 8]. In natural sampling, an analogue device com-
pares one of the input voltages with some reference waveform and switches whenever
the two become (instantaneously) equal. The lack of delays in natural sampling leads
to a more accurate spectrum for the audio component of the output [7]; a comparison
between the spectra for regular and natural sampling allows us to determine what
aspects of the former spectrum are due to associated digital implementation eﬀects.
In the engineering literature, spectra for switching devices are generally computed
by a multiple Fourier series method usually ascribed to Black [3], but acknowledged
to go at least as far back as Bennett [2] (see, for example, [4]). The method involves
introducing separate independent variables representing time scaled by each of the
input, output, and switching frequencies, then writing the required quantities as mul-
tiple Fourier series, in terms of each of these variables separately. The corresponding
Fourier coeﬃcients are then computed. Finally, the answer is specialized to the phys-
ical case, in which the separate time variables are recognized to be constant multiples
of one another. The method is simplest for natural sampling, but can be modiﬁed for
regular sampling, although it is more algebraically involved in that case.
The major content of this paper is the development of more direct methods than
Black’s for determining the output voltage, output current, and input current spectra.
The methods contained herein can be used for regular and natural sampling, although
the order in which various steps are applied is diﬀerent in the two cases if the greatest
eﬃciency is to be achieved. However, in contrast to Black’s method, neither calcula-
tion is intrinsically more algebraically cumbersome than the other. Furthermore, our
analysis, although presented here for the matrix converter problem, is in fact read-
ily adaptable to any other switching problem for which Black’s method is the usual
default, for example the modeling of class-D audio ampliﬁers [6].
In section 2 we outline some notation and describe model calculations (given
for both regular and natural sampling), which form the building blocks for many of
the subsequent calculations. The output voltages are then computed, using these
building-block solutions, for both types of sampling. In section 3 we introduce further
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notation and calculate the output and input currents, for general output impedances,
illustrating our results in section 4. In section 5 we show how to derive more rapidly
convergent solutions when the form of the output impedances is known (it is often
the case that the output loads may be approximated by a resistor and an inductor
in series, for example), considerably reducing the computation time. Our conclusions
are given in section 6. In the appendix, we illustrate how the results in this paper
may be extended to a more complicated modulation strategy.
2. Calculation of output voltages. We begin by calculating the spectra of
output voltages in a matrix converter. Some of the main ideas of this simpler calcu-
lation recur in the more involved calculation for input currents and it is useful to set
out the main features and establish notation in the simpler context.
2.1. Notation for voltages. In an idealized matrix converter [12] (see Fig-
ure 2.1), there are three input voltages, which we label
(2.1) vA(t) = eiω0t, vB(t) = ei(ω0t+2π/3), vC(t) = ei(ω0t+4π/3),
where ω0 is the input frequency and voltages are scaled to give unit peak input
voltages. Of course, the physical voltages are the real parts of the expressions given
in (2.1). It will be convenient to write these collectively as a vector
vin(t) =
⎛
⎜⎝
vA(t)
vB(t)
vC(t)
⎞
⎟⎠ = eiω0t
⎛
⎜⎝
1
p
p2
⎞
⎟⎠ , where p = e2πi/3.
Three output voltages, denoted va(t), vb(t), and vc(t) and written in the vector form,
vout(t) =
⎛
⎜⎝
va(t)
vb(t)
vc(t)
⎞
⎟⎠ ,
C
B
A
a b c
converter
matrix
load a
load b
load c
n
N
Fig. 2.1. Diagram of a matrix converter. Three input lines (A, B, and C) each supply sinu-
soidal voltages, each 120◦ out of phase with any other. There are loads on each of the output lines
(a, b, and c). The neutral point of the input lines is denoted by N and that of the output lines by n;
these neutral points are assumed to be connected to one another, and to be at a nominal zero volts.
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are obtained by sampling the input voltages during intervals which repeat quasiperi-
odically, according to the modulation strategy. We scale time so that the switching
period is unity (hence the switching frequency is 2π), and consider a simple form of
switching pattern such that each output, labeled o = a, b, c, is of the form [9]
(2.2) vo(t) =
⎧⎨
⎩
vA(t) for n < t < n + αon,
vB(t) for n + αon < t < n + βon,
vC(t) for n + βon < t < n + 1
(more sophisticated switching strategies can also be analyzed using the methods de-
scribed in this paper; these are discussed brieﬂy in the appendix). An important
assumption in our analysis will be that the switching frequency is much larger than
the input frequency: 2π  ω0. This is certainly the case in practical implementations,
to allow the high-frequency switching components to be ﬁltered without aﬀecting the
desired low-frequency components.
We encode the relationships in (2.2) using a switching matrix
M(t) =
⎛
⎜⎝
F aA(t) F aB(t) F aC(t)
F bA(t) F bB(t) F bC(t)
F cA(t) F cB(t) F cC(t)
⎞
⎟⎠ ,
whose elements are either 0 or 1 at any given instant, according to which input and
output lines are connected. Then
(2.3) vout(t) = M(t)vin(t).
For example,
(2.4) F aA(t) =
∞∑
n=−∞
ψn,n+αan(t),
where the step function ψt1,t2 is deﬁned by
ψt1,t2(t) =
{
1 if t1 < t < t2,
0 otherwise,
and similar expressions can be written for the other elements of M(t), using (2.2).
2.2. A model calculation for the case of uniform sampling. Before de-
scribing the full calculation of the three-phase output voltages it is useful to outline a
model calculation which illustrates the essence of our approach in a somewhat simpler
setting. We consider a function,
(2.5) F (t) =
∞∑
n=−∞
ψn+αn,n+βn(t),
which samples a unit input voltage over the quasiperiodically repeating intervals
n + αn < t < n + βn.
In the case of uniform sampling, we assume that the switching times are determined
by sampling the continuous functions
(2.6) α(τ) = μα + λα cos(Ωτ + δ0) and β(τ) = μβ + λβ cos (Ωτ + δ0 + δ1)
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at the evenly spaced times τ = n [1, 9, 10]. In other words,
(2.7) αn = α(n) and βn = β(n).
Note that the matrix product in (2.3) consists of sums of functions of the form (2.5),
modulated by the harmonic function eiω0t.
Adopting the convention that the Fourier transform is written as
Fˆ (ω) =
∫ ∞
−∞
e−iωtF (t) dt,
and noting that the Fourier transform of the step function ψt1,t2(t) is
ψˆt1,t2(ω) =
e−iωt2 − e−iωt1
−iω ,
we ﬁnd
Fˆ (ω) =
∞∑
n=−∞
e−inωψˆαn,βn(ω) =
∞∑
n=−∞
e−inω
e−iωβn − e−iωαn
−iω .
We now make use of the identity [11]
(2.8) e−iz cos θ =
∞∑
m=−∞
Jm(z)(−i)meimθ,
so that
e−iωβn − e−iωαn
−iω =
∞∑
m=−∞
Xm(ω)einmΩ+imδ0 ,
where, using (2.6), we ﬁnd
(2.9) Xm(ω) =
(−i)m
−iω
(
e−iωμβ+imδ1Jm (ωλβ)− e−iωμαJm (ωλα)
)
.
It is useful to record the following limiting values:
(2.10) Xm(0) =
⎧⎨
⎩
μβ − μα when m = 0,
1
2
(
emiδ1λβ − λα
)
when m = ±1,
0 otherwise.
Then, using the Poisson summation formula in the form
∞∑
n=−∞
ein(ω−mΩ) = 2π
∞∑
n=−∞
δ(ω −mΩ− 2πn),
we ﬁnd that
Fˆ (ω) =
∞∑
n=−∞
∞∑
m=−∞
Xm(ω) e−in(ω−mΩ)+imδ0
= 2π
∞∑
n=−∞
∞∑
m=−∞
Xm(ωnm)emiδ0δ(ω − ωnm),(2.11)
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where we denote
(2.12) ωnm = 2πn + mΩ.
The result (2.11) can alternatively be written in the time domain as
(2.13) F (t) =
∞∑
n=−∞
∞∑
m=−∞
Xm(ωnm)eiωnmt+imδ0 .
We therefore ﬁnd that the spectrum of the function F (t) is conﬁned to integer
combinations of the switching frequency 2π and the modulation frequency Ω (cf. [3]).
Furthermore, the frequencies of particular practical interest are those with n = 0
(those with n = 0 will be ﬁltered out), and it is easily veriﬁed that in the limit
Ω  2π the dominant frequencies with n = 0 are ω00 = 0 and ω0±1 = ±Ω. It will
later prove useful to denote by F0(t) the terms in (2.13) for n = 0; summing over m
the contributions to F (t) with n = 0 is then easily seen to give
(2.14) F0(t) ≡
∞∑
m=−∞
Xm(ω0m)eiω0mt+imδ0 = β(t) − α(t) + O(Ω).
By comparing (2.14) with (2.6), we see that the n = 0 contribution F0(t) is thus, with
errors of order Ω, a sinusoidal signal with frequency Ω, plus a constant signal.
2.3. Output voltages in the case of uniform sampling. The model calcula-
tion in section 2.2 can now be used as the basis for a more complete description of the
output voltages. We begin by describing more explicitly the switching conventions in
(2.2). These are designed to generate output voltages
(2.15) voutref (t) =
⎛
⎜⎝
varef(t)
vbref(t)
vcref(t)
⎞
⎟⎠ = qeiω1t
⎛
⎜⎝
1
p
p2
⎞
⎟⎠ ,
where ω1 is the output frequency and q is the output amplitude. The subscript “ref”
indicates that the corresponding quantity is the intended, reference state; the actual
output voltage will generally approximate this reference value in its low-frequency
spectrum, but also contain slight low-frequency distortion terms and signiﬁcant high-
frequency components. The matching of the low-frequency terms in vout(t) and
voutref (t) is achieved by letting α
o
n and β
o
n in (2.2) oscillate with an appropriate fre-
quency that is much smaller than the switching frequency.
We focus on the simplest Venturini switching [1, 9, 10], in which, for each output
o = a, b, or c, the times αon and β
o
n are obtained by sampling smooth functions as in
(2.6) and (2.7), with
(2.16) αo(τ) = 13 +
2
3q cos(Ωτ + δ
o), βo(τ) = 23 +
2
3q cos(Ωτ + δ
o − π3 ).
Here,
Ω ≡ ω1 − ω0
is the diﬀerence between output and input frequencies and
δa = 0, δb = 23π, and δ
c = 43π.
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The coeﬃcients in (2.16) were originally derived by attempting to generate the correct
low-frequency components in the output voltages, in the limit Ω→ 0.
We now adapt the model calculation in section 2.2 to describe the output voltages.
Note that (2.3) indicates that any given output voltage can be written as
vo(t) = eiω0t
∞∑
n=−∞
ψn,n+αon(t) + pψn+αon,n+βon(t) + p
2ψn+βon,n+1(t)
=
(
F oA(t) + pF oB(t) + p2F oC(t)
)
eiω0t, o = a, b, c,
where
F oA(t) =
∞∑
n=−∞
ψn,n+αon(t),
F oB(t) =
∞∑
n=−∞
ψn+αon,n+βon(t),(2.17)
F oC(t) =
∞∑
n=−∞
ψn+βon,n+1(t)
are all particular cases of the function F (t) described in section 2.2. Repeating the
calculations there, we ﬁnd that F oA(t), F oB(t), and F oC(t) have Fourier transforms
(2.18) Fˆ oi(ω) = 2π
∞∑
n=−∞
∞∑
m=−∞
X im(ωnm)e
miδoδ(ω − ωnm), i = A,B,C,
where
XAm(ω) =
(−i)m
−iω
[
e−iω/3Jm
(
2
3qω
)− δm0] ,
XBm(ω) =
(−i)m
−iω
[
e−2iω/3−imπ/3 − e−iω/3
]
Jm
(
2
3qω
)
,(2.19)
XCm(ω) =
(−i)m
−iω
[
e−iωδm0 − e−2iω/3−imπ/3Jm
(
2
3qω
)]
;
here δ0m is the Kronecker δ. Note that the quantities X im(ω) do not depend on the
output line.
The transformed output voltages are given by
vˆo(ω) = Fˆ oA(ω − ω0) + pFˆ oB(ω − ω0) + p2Fˆ oC(ω − ω0),
which can then be written as
vˆo(ω) = 2π
∞∑
n=−∞
∞∑
m=−∞
eimδ
o
Vnmδ(ω − Ωnm),
where we denote
Vnm = XAm(ωnm) + pX
B
m(ωnm) + p
2XCm(ωnm)
and
Ωnm = ω0 + ωnm = ω0 + 2πn + mΩ.
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The corresponding expression in the time domain gives us the key result of this section,
that the output voltages may be written as
(2.20) vo(t) =
∞∑
n=−∞
∞∑
m=−∞
VnmeiΩnmt+imδ
o
.
Note that the amplitudes Vnm are common to all three output lines; the diﬀerences
between the three output voltages result from the diﬀerent values of δo for o = a, b, c
in (2.20).
The most physically interesting part of the result is
(2.21) vo0(t) ≡
∞∑
m=−∞
V0meiΩ0mt+imδ
o
=
1∑
m=−1
V0meiΩ0mt+imδ
o
+ O(Ω).
In analogy with (2.10), we ﬁnd the limiting cases
X i0(0) =
1
3 , i = A,B,C
and
(2.22) XA±1(0) =
1
3q, X
B
±1(0) =
1
3q(e
∓iπ/3 − 1), XC±1(0) = − 13qe∓iπ/3,
and these can be used to show that the rightmost sum in (2.21) approximately returns
the voltages required in (2.15), so that
(2.23) vo0(t) = v
o
ref(t) + O(Ω).
The O(Ω) error results from the discrete sampling of the input voltages used to com-
pute the modulation strategy with regular sampling. It can be eliminated by changing
the modulation strategy to natural sampling, which is now described.
2.4. A model calculation for the case of natural sampling. We now turn
to the case of natural sampling. Here, in contrast to regular sampling, the input
voltages are monitored continuously, and switching takes place at the instants when
these voltages become equal to some other reference voltage. Because of the need
to continuously monitor the input voltages, such sampling is generally implemented
using analogue electronics. The key additional algebraic complication associated with
natural sampling is that the switching times satisfy implicit equations. To analyze
natural sampling, then, we consider once again the model sum in (2.5) except that
the switching times are chosen to satisfy conditions
(2.24) αn = A(n + αn) and βn = B(n + βn),
where A(t) = μα + λα cos(Ωt + δ0) and B(t) = μβ + λβ cos (Ωt + δ0 + δ1).
We note that, according to (2.24), we may consider αn and βn to be irregular
samples of the continuous functions A(t) and B(t). However, to make analytical
headway with our approach, it is preferable instead to regard αn and βn as being
obtained by regularly sampling continuous functions α(τ) and β(τ) as in (2.7). Now,
however, it is the functions A(t) and B(t) that are prescribed explicitly while the
functions α(τ) and β(τ) are determined implicitly by
α(τ) = A(τ + α(τ)) and β(τ) = B(τ + β(τ)),
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which are continuous versions of (2.24).
In the case of natural sampling, the output spectrum is best calculated by per-
forming Poisson resummation before taking the Fourier transform of the function F (t).
Using the version
(2.25)
∞∑
n=−∞
f(n) =
∞∑
n=−∞
∫ ∞
−∞
e2πniτf(τ) dτ
of Poisson resummation on expression (2.5) for F (t), we ﬁnd that
(2.26) F (t) =
∞∑
n=−∞
∫ ∞
−∞
e2πniτψτ+α(τ),τ+β(τ)(t) dτ =
∞∑
n=−∞
∫ τA(t)
τB(t)
e2πniτ dτ,
where τB(t) and τA(t) are, respectively, the values of τ at which the step function
ψτ+α(τ),τ+β(τ)(t) switches on and then oﬀ again for ﬁxed t. These switching times
satisfy the conditions t = τA + α(τA) and t = τB + β(τB), which can be rearranged
to give
τA(t) = t− α(τA) = t−A(t) and τB(t) = t− β(τB) = t−B(t).
We therefore have
(2.27) F (t) =
∞∑
n=−∞
∫ t−A(t)
t−B(t)
e2πniτ dτ =
∞∑
n=−∞
e2πnit Fn(t),
where
(2.28) Fn(t) =
∫ −A(t)
−B(t)
e2πniτ dτ =
⎧⎨
⎩
B(t) −A(t) if n = 0,
e−2πniB(t) − e−2πniA(t)
−2πni otherwise.
Equation (2.8) now gives
F (t) =
∞∑
n=−∞
∞∑
m=−∞
Xm(2πn) eiωnmt+imδ
o
,
where Xm(ω) has been deﬁned in (2.9) and, in the special case n = 0, we may use
(2.10); ωnm has been deﬁned in (2.12). The Fourier transform is
(2.29) Fˆ (ω) = 2π
∞∑
n=−∞
∞∑
m=−∞
Xm(2πn) emiδ
o
δ(ω − ωnm).
These results are similar to those given in section 2.2 for the case of uniform sam-
pling, except that the amplitude functions Xm are evaluated at diﬀerent values of the
argument (2πn here, rather than ωnm for uniform sampling). This diﬀerence has a
dramatic eﬀect on the terms with n = 0, however, which collectively contribute
F0(t) =
∞∑
m=−∞
Xm(0) eiω0mt+imδ
o
= B(t)−A(t)
to the sum (see also (2.28)). This is the natural-sampling analogue of (2.14) and it is
exact, which means that the only low frequencies present in F (t) are those present in
the prescribed functions A(t) and B(t) (cf. [3, 6, 8]).
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2.5. Output voltages in the case of natural sampling. We now adapt the
model calculation in section 2.4 to the case of three-phase output voltages produced
by naturally sampling input voltages as in (2.2). The diﬀerence from the calculation
in section 2.3 is that here the switching times are determined implicitly by equations
of the form
αon = A
o(n + αon) and β
o
n = B
o(n + βon),
where
(2.30) Ao(τ) = 13 +
2
3q cos(Ωτ + δ
o), Bo(τ) = 23 +
2
3q cos(Ωτ + δ
o − π3 ),
rather than being given directly as in (2.16).
There is nothing fundamentally new in the calculation here that has not already
been covered in sections 2.3 and 2.4 so we simply present the main results. The output
voltages can be given in the form
(2.31) vo(t) =
∞∑
n=−∞
∞∑
m=−∞
V˜nmeiΩnmt+imδ
o
,
which is similar to (2.20), except that in the expression
V˜nm = XAm(2πn) + pX
B
m(2πn) + p
2XCm(2πn),
the arguments of the functions X im (which are once again given by (2.19)) are 2πn
instead of ωnm. The part of vo(t) of most physical interest is the contribution from
terms with n = 0; this contribution can be written, using (2.10),
(2.32) vo0(t) =
1∑
m=−1
(
XAm(0) + pX
B
m(0) + p
2XCm(0)
)
eiΩ0mt+imδ
o
= qeiω1t+iδ
o
.
Remarkably, this result coincides exactly with the desired form in (2.15). We empha-
size that the result vo0(t) = v
o
ref(t) is exact for natural sampling (cf. the corresponding
result (2.23) for uniform sampling, where there are errors of order Ω). In other con-
texts, this exact capture of some reference output is well known [3, 6, 7, 8].
3. Input and output currents. We now turn our attention to the currents in
the system. The output currents are readily determined from the output voltages,
provided that the output impedances are known (for simplicity, we suppose that
the output neutral is connected to the supply neutral—see Figure 2.1). In order to
construct the input currents, however, we must examine how the modulation strategy
assigns the output currents to each input line; we are thus led to consider two separate
discrete sampling processes, and the Fourier transform is as a result more complex
to analyze. We note that in practice the input currents are monitored to provide
a diagnostic of the system, and thus a knowledge of their spectrum is of particular
practical utility.
The general discussion below applies equally to either regular or natural sampling.
In section 3.4 below, we specialize the analysis to the two cases separately.
3.1. Notation for currents. We begin by setting out notation, building on
the discussion in section 2.1. We adopt similar conventions for the input and output
currents, writing
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iin(t) = (iA, iB, iC)T and iout(t) = (ia, ib, ic)T ,
where the superscript T denotes the transpose, and we note that current conserva-
tion means that these are connected by the transpose of the switching matrix [12],
according to
(3.1) iin(t) = M(t)T iout(t).
A central goal in this paper is to compute the spectrum of the input currents in terms
of the input voltages, and there are two elements to this calculation: summing over
the windows of time in which the input voltage is sampled as a simple harmonic, and
calculating the contributions from individual windows within that sum.
The summation is a double sum arising from the combined matrix products in
(2.3) and (3.1) and is described explicitly below. We ﬁrst describe in general terms
the contribution of an individual element in this sum.
3.2. Loading the output: Currents associated with individual input
pulses. Let
(3.2) vt3,t4(t) = ψt3,t4(t)e
iω0t
represent an output voltage obtained by sampling a harmonic input voltage eiω0t over
the window t3 < t < t4. Let the output be connected to a load described by the
impedance Z(ω), so that in the frequency domain the output current is
ıˆt3,t4(ω) =
1
Z(ω)
vˆt3,t4(ω) =
1
Z(ω)
ψˆt3,t4(ω − ω0).
We describe the corresponding relation in the time domain using an admittance op-
erator Y , such that it3,t4(t) = Y vt3,t4(t). This will describe an output current that
switches on at t = t3, is driven harmonically in the window t3 < t < t4, and decays
as a transient thereafter, when t4 < t < ∞. If a given input line connects to the
output in question during the window t1 < t < t2, then we denote the corresponding
contribution to that input current by
(3.3) it1,t2,t3,t4(t) = ψt1,t2(t)it3,t4(t) = ψt1,t2(t)Y vt3,t4(t).
The corresponding relation in the frequency domain is
(3.4) ıˆt1,t2,t3,t4(ω) =
1
2π
ψˆt1,t2(ω) ∗ ıˆt3,t4(ω) =
1
2π
ψˆt1,t2(ω) ∗
[
1
Z(ω)
vˆt3,t4(ω)
]
,
where ∗ denotes convolution.
3.3. Loading the output: Total currents. Net input currents are obtained
by summing individual contributions of the form (3.4), as governed by the matrix
products in (2.3) and (3.1). We now outline details and notation for this process. Let
the output voltages and currents be related by
(3.5) iout(t) = Yvout(t),
where Y is the diagonal matrix of admittance operators
Y =
⎛
⎜⎝
Y a 0 0
0 Y b 0
0 0 Y c
⎞
⎟⎠ ≡ diag(Y a, Y b, Y c),
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and where the diagonal elements are speciﬁc to each output. In Fourier representation,
the admittance operator is represented by the simple diagonal matrix
Y(ω) = diag(Za(ω)−1, Zb(ω)−1, Zc(ω)−1)
of output-speciﬁc admittances. Combining (3.5) with (2.3) and (3.1), we may write
iin(t) = M(t)TYM(t)vin(t).
Let us denote by
Q(t) = M(t)TYM(t)eiω0t
the combined operator relating the input currents to the (known) input voltages, so
that
(3.6) iin(t) = Q(t)
⎛
⎜⎝
1
p
p2
⎞
⎟⎠ .
A typical element of Q(t) can be written as a simple sum over outputs. Speciﬁcally,
(3.7) Qij(t) =
∑
o=a,b,c
F oi(t)Y oF oj(t)eiω0t,
where the row index i = A,B,C and the column index j = A,B,C are labels of inputs.
Each switching element F oi(t) is, in fact, a train of step-functions, as illustrated in
(2.4). This allows us to write more explicitly, for example,
(3.8) QBB(t) =
∑
o=a,b,c
∞∑
m=−∞
∞∑
n=−∞
ψm+αom,m+βom(t)Y
oψn+αon,n+βon(t)e
iω0t.
Note that the individual terms in this sum are of the form given in (3.3), with
t1 = m+αom, t2 = m+β
o
m, t3 = n+α
o
n, and t4 = n+β
o
n. Other entries in the matrix
Q(t) can be written similarly, except that alternative combinations of switching times
are substituted for t1, t2, t3, and t4.
In the frequency domain, a typical element of the matrix Qˆ(ω) can be written, in
analogy with (3.7),
(3.9) Qˆij(ω) =
1
2π
∑
o=a,b,c
Fˆ oi(ω) ∗
[
1
Zo(ω)
Fˆ oj(ω − ω0)
]
.
3.4. Direct calculation of input currents. We now outline a direct calcula-
tion of the input currents, for regular or natural sampling, using (3.8) and (3.9),
respectively, as a basis. Nothing is assumed here about the form of the output
impedances and the method is very general. More eﬃcient, but less general, methods
are described later, for speciﬁc forms of the output impedances. The diﬀerence be-
tween the two sets of calculations derives from whether we perform the convolution
integral in (3.9) before or after the double sum over switching times. In this section,
the sum is performed ﬁrst and the convolution after.
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3.4.1. Regular sampling. We ﬁrst describe the calculation for regular sam-
pling. For the contribution Qˆij(ω), as described by (3.9), we ﬁrst write
Qˆij(ω) =
∑
o=a,b,c
Qˆo,ij(ω),
where
(3.10) Qˆo,ij(ω) =
1
2π
Fˆ oi(ω) ∗
[
1
Zo(ω)
Fˆ oj(ω − ω0)
]
,
and the function Fˆ oi(ω) has been deﬁned in (2.17). In this expression the function
Fˆ oi(ω) = 2π
∞∑
n=−∞
∞∑
m=−∞
X im(ωnm)e
miδoδ(ω − ωmn)
is convolved with
1
Zo(ω)
Fˆ oj(ω − ω0) = 2π
∞∑
n=−∞
∞∑
m=−∞
Xjm(ωnm)e
miδo
Zo(ω0 + ωmn)
δ(ω − ω0 − ωmn),
and the result is a quadruple sum
Qˆo,ij(ω) = 2π
∑
klnm
W o,ijklnmδ(ω − ω0 − ωkl − ωnm),
where
W o,ijklnm = X
i
l (ωkl)X
j
m(ωnm)
[
ei(l+m)δ
o
Zo(ω0 + ωnm)
]
and, in the sum, the indices k, l, n, and m run independently from −∞ to ∞. The
output-dependent parts (to be summed over later) have been isolated within square
brackets in this expression. Using the fact that ωkl +ωnm = ωk+n,l+m, this result can
alternatively be stated in the time domain as
Qo,ij(t) =
∑
klnm
W o,ijklnme
i(ω0+ωk+n,l+m)t.
It is convenient to group terms in this sum with a common frequency, giving
(3.11) Qo,ij(t) =
∑
NM
Qo,ijNMeiΩNM t,
where ΩNM = ω0 + ωNM = ω0 + 2πN + MΩ and
(3.12) Qo,ijNM =
∑
nm
W o,ijN−n,M−m,n,m.
In this result, the amplitude Qo,ijNM of a term with a given frequency ΩNM is expressed
as a double sum. Finally, we note that, according to (3.6), the total current in an
input labeled by the superscript i can be obtained from the results above using
(3.13) ii(t) =
∑
o=a,b,c
Qo,iA(t) + pQo,iB(t) + p2Qo,iC(t).
Although these formulas for the input currents seem rather unwieldy, we may
already note the potentially diagnostically useful result that, if all outputs have equal
impedance, then the sum over outputs produces a factor
∑
o e
M iδo = 1 + e2πM i/3 +
e4πM i/3, which vanishes unless M is a multiple of 3. Hence, in this special case, the
frequencies ΩNM = ω0 + 2πN + MΩ appear only where M is a multiple of 3.
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3.4.2. Natural sampling. We may readily adapt the expressions derived in
the previous section to the case of natural sampling, without repeating the entire
calculation. To do so, we simply note, from (2.18) and (2.29), that the only material
diﬀerence in the natural sampling case lies in the arguments of the functions X im used
in the deﬁnitions of Fˆ oi(ω). Hence the input currents are still given by an expression
of the form (3.13), with Qo,ij given by (3.11); however, Qo,ijNM is now given by
(3.14) Qo,ijNM =
∑
nm
X iM−m(2π(N − n))Xjm(2πn)
[
eiMδ
o
Zo(ω0 + ωnm)
]
,
rather than by (3.12). It is interesting to note that in the case of input currents, unlike
in the cases of output voltages and currents, natural sampling does not produce a clean
single harmonic when the high-frequency terms with N = 0 are ﬁltered out.
4. Results for the voltage and current spectra. In this section we illustrate
the results above for the output voltage and input current spectra. Recalling that the
switching frequency has been scaled to 2π, we choose parameter values as follows:
(4.1) ω0 = 120 × 2π, ω1 = 125 × 2π, q = 0.4.
The corresponding output voltage spectrum is independent of the output loads, and is
shown in Figure 4.1, for regular and natural sampling. The primary feature of note is
the exact reproduction of the low-frequency (n = 0) part of the voltage spectrum for
natural sampling and, in contrast, the signiﬁcant low-frequency distortion introduced
by regular sampling.
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Fig. 4.1. Spectrum of the output voltages, for parameter values (4.1). Upper plot: regular
sampling. Lower plot: natural sampling. Note the signiﬁcant low-frequency distortion of the regularly
sampled case.
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Fig. 4.2. Spectrum of the input currents in line A with regular sampling, for parameter values
(4.1). Upper plot: balanced loads, with (4.3). Lower plot: unbalanced loads, with (4.4). Spectra for
input lines B and C are similar.
To determine the input currents, we must specify the output loads, which will
each comprise a resistor and an inductor in series, so that
(4.2) Zo(ω) = Ro + iωLo, o = a, b, or c.
We consider two cases. In the ﬁrst, all output lines oﬀer equal impedance, with
(4.3) Ra = Rb = Rc = 5Ω, La = Lb = Lc = 5mH;
in the second, the output impedances are unbalanced, and we take
(4.4) Ra = Rb = Rc = 5Ω, La = Lb = 5mH, Lc = 0mH.
From Figure 4.2 we see that the frequency spectrum for the input current is sparser for
the balanced load. In fact, as argued above, the spectrum is conﬁned to frequencies
of the form ω0 + 2πn + mΩ, where m is a multiple of 3; for the unbalanced load, by
contrast, all frequencies of the form ω0 + 2πn + mΩ are present.
5. More eﬃcient calculation of the input spectrum. The results of sec-
tion 3 provide expressions for the input and output currents, and thus solve the
problem posed at the start of this paper. However, each coeﬃcient in the input cur-
rent spectrum requires the evaluation of a doubly inﬁnite sum, as in (3.12) and (3.14).
Furthermore, these sums converge rather slowly. So we now describe a more eﬃcient
means of obtaining the input current spectrum for speciﬁc output impedances. It
diﬀers from the calculation in section 3 by taking advantage of the known impedances
to perform the convolution integrals in (3.9) before the sum over switching times is
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evaluated. A consequence is that each Fourier coeﬃcient will then require calculation
of only a single inﬁnite sum.
The explicit calculations outlined are for the case where each output load takes the
form of a resistor and an inductor in series, so that the corresponding impedances are
given by (4.2). The various complex impedances need not be equal between outputs
a, b, and c. We shall discuss later how this method may be extended to the case of
more general forms for the output impedances.
5.1. Illustration of transfer matrix calculation for purely resistive loads.
We begin by considering purely resistive loads, with Lo = 0. Although such loads
are of limited practical interest, they are nevertheless useful to illustrate the following
transfer matrix method. For a purely resistive load, the admittances of the three
output lines are simply the constants Y o = 1/Ro. This case is thus considerably
easier to analyze than that of general impedance because a step output voltage of
the sort described in section 3.2 produces an output current only while the voltage is
switched on. Then, for example, the terms in the sum (3.7) vanish unless n = m and
we ﬁnd that the diagonal terms in Q take the form
(5.1) Qii(t) =
∑
o=a,b,c
1
Ro
F oi(t)eiω0t, i = A, B, or C.
Note that the functions F oi(t) have been deﬁned in (2.17). The oﬀ-diagonal terms in
Q necessarily vanish for resistive loads. To see this, consider, for example,
(5.2) QAB(t) =
∑
o=a,b,c
∑
m,n
1
Ro
ψm,m+αom(t)ψn+αon,n+βon(t).
It is clear that the intervals (m,m+αom) and (n+α
o
n, n+β
o
n) never overlap and hence
QAB = 0. A similar consideration shows that all other oﬀ-diagonal terms are zero.
The three input currents are then, using the results and notation of sections 2.3
and 2.5,
iA(t) = QAA(t) =
∑
nm
YmX
A
m(xnm)e
iΩnmt,
iB(t) = pQBB(t) =
∑
nm
pYmX
B
m(xnm)e
iΩnmt,
iC(t) = p2QCC(t) =
∑
nm
p2YmX
C
m(xnm)e
iΩnmt,
where xnm = ωnm for regular sampling, and xnm = 2πn for natural sampling. Here
Ym =
∑
o=a,b,c
eimδ
o
Ro
is an eﬀective total output admittance, common to all three inputs.
These two simplifying elements of the matrix Q (namely that Q is a diagonal
matrix, and that the diagonal elements are given by a single sum, as in (5.1)) follow
from there being a purely resistive load. The key points are that an output voltage
pulse produces a proportional output current pulse, and that after the voltage pulse
the corresponding current drops immediately to zero.
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5.2. Frequency domain calculation for series resistor/inductor loads.
We now consider the case of more general loads, with inductive as well as resistive
elements, with output impedances given by (4.2). In this case, the double sum in
(3.9) does not collapse to a single sum as it did in the purely resistive case and the
calculation is more complex.
Before summing the series, let us consider in more detail the structure of the
summand, whose general form is given in (3.4). For an inductive load with impedance
Z = R + iωL = iL(ω − iγ), where γ = R/L is the decay rate of transients in the
current, we can write (3.4) more explicitly as
ıˆt1,t2,t3,t4(ω) =
1
2πi
∫ ∞
−∞
(e−i(ω−ω
′)t2 − e−i(ω−ω′)t1)(e−i(ω′−ω0)t4 − e−i(ω′−ω0)t3)
L(ω′ − ω)(ω′ − iγ)(ω′ − ω0) dω
′,
having substituted the explicit forms for ψˆt1,t2(ω) and ψˆt3,t4(ω) in the convolution in-
tegral. This is conveniently evaluated using the residue calculus. The denominator in
the integrand has three zeroes, two on the real axis and one on the positive imaginary
axis. The zeroes on the real axis are canceled by zeroes in the numerator and do not
lead to poles in the total integrand. Since the integrand is analytic on the real axis,
we may move the contour slightly oﬀ the real axis before beginning the calculation
proper and the manner in which we do this will not aﬀect the ﬁnal result. This obser-
vation is relevant because we will evaluate the integral by expanding the numerator
and considering terms individually. Although these individual terms have poles on
the real axis, if we have deformed the contour away from these poles beforehand, the
individual integrals are well deﬁned. Furthermore, any contributions made by the
poles on the real axis through the residue calculus must combine consistently and be
independent of the initial contour deformation. The integral is therefore controlled
by the pole at ω′ = iγ. There are three cases to consider.
Case 1. Window t1, t2 precedes window t3, t4.
In this case, where t1 < t2 < t3 < t4, every term in the expanded numerator
(e−i(ω−ω
′)t2 − e−i(ω−ω′)t1)(e−i(ω′−ω0)t4 − e−i(ω′−ω0)t3)
= e−iωt2+iω0t4+iω
′(t2−t4) − e−iωt2+iω0t3+iω′(t2−t3)
− e−iωt1+iω0t4+iω′(t1−t4) + e−iωt1+iω0t3+iω′(t1−t3)(5.3)
decays exponentially as ω′ descends into the lower-half plane. The contour of inte-
gration can therefore be pushed downwards and, because there are no poles in the
lower-half plane, the integral must vanish. We therefore necessarily have
(5.4) ıˆt1,t2,t3,t4(ω) = 0
in this case. Note that in the case of more complicated load impedances, causality
demands that all of the zeroes of Z(ω′) lie in the upper-half plane and the result
(5.4) still holds. The result is obvious in the time domain because a driving voltage
conﬁned to the window (t3, t4) produces no current for t < t3, and any sampling
window conﬁned to this range must produce a null result.
Case 2. Window t1, t2 follows window t3, t4.
In this case, t3 < t4 < t1 < t2. Let us assume that the integration contour has
been moved slightly above the real axis before the calculation for individual terms in
expansion (5.3) begins. Then, all of the terms on the right of (5.3) are exponentially
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decaying into the upper-half plane and we push the contour upwards, picking up a
contribution only from the pole at ω′ = iγ. This yields
ıˆt1,t2,t3,t4(ω) =
(e−i(ω−iγ)t2 − e−i(ω−iγ)t1)(ei(ω0−iγ)t4 − ei(ω0−iγ)t3)
L(ω − iγ)(ω0 − iγ)
=
1
L
(
e−i(ω−iγ)t2 − e−i(ω−iγ)t1
−i(ω − iγ)
)(
ei(ω0−iγ)t4 − ei(ω0−iγ)t3
i(ω0 − iγ)
)
=
1
L
ψˆt1,t2(ω − iγ)ψˆt3,t4(−ω0 + iγ).(5.5)
For more general load impedances, there would be a sum of such contributions, each
term corresponding to a zero of Z(ω′), or equivalently a decay rate of the system,
weighted by residues of 1/Z(ω′).
Case 3. Window t1, t2 coincides with window t3, t4.
In this case, t1 = t3 < t2 = t4. The calculation here is somewhat more complicated
and requires a more careful consideration of the poles on the real axis. We forgo the
details here and simply quote the result:
ıˆt1,t2,t3,t4(ω) =
1
iL(ω0 − iγ)
(
e−i(ω−ω0)t2 − e−i(ω−ω0)t1
−i(ω − ω0)
)
− e
i(ω0−iγ)t1
iL(ω0 − iγ)
(
e−i(ω−iγ)t2 − e−i(ω−iγ)t1
−i(ω − iγ)
)
=
1
Z(ω0)
[
ψˆt1,t2(ω − ω0)− ei(ω0−iγ)t1ψˆt1,t2(ω − iγ)
]
,(5.6)
which is obtained by summing the contributions from the various poles for each of
the terms in (5.3) and following some further algebraic manipulation.
So far we have established the forms of the individual terms in (3.9). It remains
to perform the double sum over switching times in that equation. Once again we
concentrate initially on the element QˆBB(ω) and indicate later how the calculation
is altered for other elements. In this case, the summands in (3.9) are of the form
ıˆt1,t2,t3,t4(ω), as calculated above, with t1 = m + αom, t2 = m + β
o
m, t3 = n + α
o
n,
t4 = n + βon, and with loads that are output-speciﬁc. Let us denote by
(5.7) γo = Ro/Lo
the decay rate of transients associated with output o. In view of (5.4), the summands
vanish if n < m, so let us set n = m + r for r = 0, 1, 2, . . . , and separate (3.9) into
“diagonal” and “oﬀ-diagonal” contributions:
QˆBB(ω) = QˆBBdiag(ω) + Qˆ
BB
oﬀdiag(ω),
where
QˆBBdiag(ω) =
∑
o=a,b,c
∞∑
n=−∞
ıˆn+αon,n+βon,n+αon,n+βon(ω)
and
QˆBBoﬀdiag(ω) =
∑
o=a,b,c
∞∑
r=1
∞∑
n=−∞
ıˆn+r+αon+r,n+r+βon+r,n+αon,n+βon(ω).
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The diagonal contribution accounts for the terms with r = 0 and corresponds to the
case of coinciding windows given in (5.6). We expect these terms to dominate the total
sum and so describe them ﬁrst. We start with regular sampling (natural sampling is
discussed at the end of this section). Then using the notation of section 2.3, we write
∞∑
n=−∞
ψˆt1,t2(ω − ω0) =
∞∑
n=−∞
ψˆn+αon,n+βon(ω − ω0) = Fˆ oB(ω − ω0)
= 2π
∑
nm
XBm(ωnm)e
miδoδ(ω − Ωnm),
recalling that Ωnm = ω0 + ωnm = ω0 + 2πn + mΩ. A similar calculation shows that
∞∑
n=−∞
ei(ω0−iγ
o)t1 ψˆt1,t2(ω − iγo) =
∞∑
n=−∞
ei(ω0−iγ
o)(n+αon)ψˆn+αon,n+βon(ω − iγo)
=
∞∑
n=−∞
e−in(ω−ω0) ei(ω0−iγ
o)αon ψˆαon,βon(ω − iγo)
= 2π
∑
nm
Y Bm (ωnm,−ω0 + iγo)eimδ
o
δ(ω − Ωnm),
where
(5.8) Y Bm (ω, ω
′) ≡
∞∑
k=−∞
XBk (ω − ω′)CBm−k(ω′)
and
CBm(ω) = e
−iω/3(−i)mJm
(
2
3qω
)
.
Note that the expression deﬁning Y Bm (ω, ω
′) can be summed using Graf’s theorem [11].
However, leaving the deﬁnition of Y Bm (ω, ω
′) as a sum, as done here, has the advantage
of admitting easier generalization to other diagonal terms and being simpler to write.
We can therefore write
QˆBBdiag(ω) = 2π
∑
o=a,b,c
Do,Bnm e
imδoδ(ω − Ωnm),
where
Do,Bnm =
1
Zo(ω0)
(
XBm(ωnm)− Y Bm (ωnm,−ω0 + iγo)
)
.
There are similar diagonal contributions to QˆAA and QˆCC , except that CAk (ω) and
CCk (ω) have the alternative forms
CAm(ω) = δm0, C
C
m(ω) = e
−2iω/3−imπ/3(−i)mJm
(
2
3qω
)
.
We next discuss oﬀ-diagonal contributions. In this case the summands are of the
form given in (5.5) and
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QˆBBnondiag(ω) =
∑
o=a,b,c
∞∑
r=1
∞∑
n=−∞
1
Lo
ψˆt1,t2(ω − iγo)ψˆt3,t4(−ω0 + iγo)
=
∑
o=a,b,c
∞∑
r=1
∞∑
n=−∞
1
Lo
e−in(ω−ω0)−ir(ω−iγ
o)
× ψˆαon+r,βon+r(ω − iγo)ψˆαon,βon(−ω0 + iγo)
= 2π
∑
o=a,b,c
∑
nm
Ao,BBnm e
imδoδ(ω − Ωnm),(5.9)
where (after some manipulation)
Ao,BBnm =
1
Lo
UBBm (ωnm,−ω0 + iγo)
and
UBBm (ω, ω
′) =
∞∑
k=−∞
G1(ω − ω′ − kΩ)XBk (ω − ω′)XBm−k(ω′)
and
G1(ω) =
∞∑
r=1
e−irω =
1
eiω − 1 .
The oﬀ-diagonal contributions to QˆAA and QˆCC are of the same form, with appro-
priate replacements for XBm.
If we now consider elements Qˆij(ω) with i = j, we ﬁnd that the appropriate
intervals (t1, t2) and (t3, t4) never overlap and all summands are of the form given in
(5.5). The calculation is very similar to that for QˆBBoﬀdiag(ω) except that, when i > j,
the sum over r starts from r = 0 rather than r = 1 (here we adopt the convention
that C > B > A). The result is the following generalization of (5.9):
(5.10) Qˆij(ω) = 2π
∑
o=a,b,c
∑
nm
Ao,ijnm e
imδoδ(ω − Ωnm),
where
Ao,ijnm =
1
Lo
U ijm(ωnm,−ω0 + iγo)
and
(5.11) U ijm(ω, ω
′) =
∞∑
k=−∞
Gij(ω − ω′ − kΩ)X ik(ω − ω′)Xjm−k(ω′)
and
Gij(ω) =
{
eiωG1(ω) if i > j,
G1(ω) if i < j.
Again, the sum deﬁning U ijm(ω, ω′) can be expressed alternatively using Graf’s theorem
but the form given is simpler to write. Note that if we set i = j, then (5.10) also
describes the oﬀ-diagonal part of Qˆii, if we take Gii(ω) = G1(ω).
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The current in the input labeled by the subscript i is (cf. (3.13))
(5.12) ii(t) = QiA(t) + pQiB(t) + p2QiC(t),
where
Qij(t) =
∑
o=a,b,c
∑
nm
(
Do,inmδij + A
o,ij
nm
)
eimδ
o
eiΩnmt.
Thus, from (5.12), the coeﬃcient of each frequency component in the input current
ii(t) requires (aside from sums over the three output lines) only a single inﬁnite sum
for computing each of the the terms Do,inm and Ao,ijnm , as in (5.8) and (5.11).
Finally, we note also that a similar calculation is possible in the case of natural
sampling. The answer in that case is similar, the main diﬀerence being that the func-
tions X im, Y im, and U ijm take diﬀerent arguments when they are used in the calculation
of the amplitudes Do,inm and A
o,ij
nm (compare (2.20) with (2.31), for example).
6. Conclusions. We have shown how to compute the output voltage spectrum,
and the output and input current spectra for an idealized matrix power converter, for
general output loads. Our method provides a rather more direct alternative to the
usual approach of Black’s multiple Fourier series [2, 3], and appears to be the ﬁrst
published calculation of the full spectrum. The mathematical expressions involved in
the present calculations are considerably more compact than would be the equivalent
expressions using Black’s method. Despite its greater directness, however, our method
still requires calculations that are rather algebraically involved. We have shown how
reasonable assumptions about the form of the output loads—for example, if they are
all series resistor-inductor loads—can be used for deriving more rapidly convergent
expressions for the input currents (which are of particular signiﬁcance since they
provide an easily monitored diagnostic of the system). We note that the calculation
in this paper can be adapted relatively easily to more general output impedances.
One potential practical upshot of our work is the following. In applications such as
aeronautics, there are strict regulations regarding acceptable levels of the electromag-
netic interference generated by high-frequency switching applications such as matrix
converters. This paper provides, apparently for the ﬁrst time, analytical expressions
for the full frequency spectrum of voltages and currents. We therefore expect the for-
mulas derived herein, and appropriate extensions of the methodology to more general
cases (for example, a wider range of output impedances) to allow engineers to design
matrix converters to satisfy mandatory restrictions on power quality without wasteful
overspeciﬁcation of the associated ﬁlters.
In the appendix, we illustrate how similar techniques can be adapted to more
general switching protocols for the matrix converter. However, these introduce new
frequencies into the spectrum, so the calculation is more involved.
The Fourier transform/Poisson resummation techniques applied here (with a judi-
cious choice of the order in which the elements of the technique are applied, according
to whether regular or natural sampling is used) may also be applied to other switching
problems. Notable examples are the class-D audio ampliﬁer, for which an analysis
such as that given in this paper would lead to considerably more compact derivations
of the spectrum than previously given [3, 8], and DC–AC converters (inverters) [7].
Appendix. The modulation strategies considered in the main text are the sim-
plest possible; in practice, more complicated strategies are used. Many of these will
be amenable to a treatment similar to that described in this paper, but with increased
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algebraic complexity. In this appendix we illustrate some of the necessary modiﬁca-
tions by calculating the output voltage spectrum for natural sampling using a hybrid
Venturini modulation strategy. In this case, the switching times are determined by
Ao(τ) = 13 +
2
3q [θ cos((ω1 − ω0)τ + δo) + (1 − θ) cos((ω1 + ω0)τ + δo)] ,
Bo(τ) = 23 +
2
3q
[
θ cos((ω1 − ω0)τ + δo − π3 ) + (1− θ) cos((ω1 + ω0)τ + δo + π3 )
]
,
where 0 ≤ θ ≤ 1, rather than by (2.30). Notice that the case θ = 1 recovers (2.30).
The case θ = 1/2 proves particularly straightforward to implement in practice [12].
The calculation of F oi(t) is now rather more involved, since
e−2πniA
o(t) = e−2πni/3
∞∑
m=−∞
∞∑
m′=−∞
Cmm′ei(m(ω1−ω0)+m′(ω1+ω0))t
and
e−2πniB
o(t) = e−4πni/3
∞∑
m=−∞
∞∑
m′=−∞
Cmm′ei(m(ω1−ω0)+m′(ω1+ω0))tei(m′−m)π/3,
where
Cmm′ = (−i)m+m′Jm(43nπqθ)Jm′(43nπq(1 − θ))ei(m+m
′)δo .
Thus, in general, these quantities now involve additional frequencies beyond those
present for the simpler case θ = 1.
Writing the output voltages as
vo(t) =
∑
nmm′
V˜nmm′ei(2πn+ω0+m(ω1−ω0)+m
′(ω1+ω0))tei(m+m
′)δo ,
we have
(A.1) V˜nmm′ = XAmm′(2πn) + pX
B
mm′(2πn) + p
2XCmm′(2πn),
where
XAmm′(ω) =
(−i)m+m′
−iω
[
e−iω/3Jm(23qωθ)Jm′(
2
3qω(1− θ)) − δm0δm′0
]
,
XBmm′(ω) =
(−i)m+m′
−iω
[
e−2iω/3+i(m
′−m)π/3 − e−iω/3
]
Jm(23qωθ)Jm′(
2
3qω(1− θ)),
XCmm′(ω) =
(−i)m+m′
−iω
[
e−iωδm0δm′0 − e−2iω/3+i(m′−m)π/3Jm(23qωθ)Jm′(23qω(1− θ))
]
.
Special consideration needs to be given to the values of X imm′(0). We ﬁnd that
X imm′(0) = 0 for i = A, B, or C, except in the following cases:
X i00(0) =
1
3 , i = A, B, or C
and
XA0±1(0) =
1
3q(1−θ), XB0±1(0) = 13q(1−θ)(e±iπ/3−1), XC0±1(0) = − 13q(1−θ)e±iπ/3
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and
XA±10(0) =
1
3qθ, X
B
±10(0) =
1
3qθ(e
∓iπ/3 − 1), XC±10(0) = − 13qθe∓iπ/3.
It then follows from (A.1) that for the contribution to the output voltages with n = 0
we have V˜00−1 = q(1 − θ) and V˜010 = qθ, with V˜0mm′ = 0 for all other choices of m
and m′. Thus the corresponding contribution to the output voltages is
vo0(t) = qθe
iω1t+iδ
o
+ q(1 − θ)e−iω1t−iδo .
Hence the physical output voltage, given by the real part of this expression, is, as for
the simpler modulation strategy of section 2.5, exactly the intended reference voltage
voref(t). A similar calculation can be undertaken for uniform sampling but is not
described here.
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