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Abstract
Annotating large-scale datasets to train modern convolutional neural networks is prohibitively expensive and time-consuming for
many real tasks. One alternative is to train the model on labeled synthetic datasets and apply it in the real scenes. However,
this straightforward method often fails to generalize well mainly due to the domain bias between the synthetic and real datasets.
Many unsupervised domain adaptation (UDA) methods were introduced to address this problem but most of them only focused
on the simple classification task. This paper presents a novel UDA model which integrates both image and feature level based
adaptations to solve the cross-domain object detection problem. We employ objectives of the generative adversarial network and
the cycle consistency loss for image translation. Furthermore, region proposal based feature adversarial training and classification
are proposed to further minimize the domain shifts and preserve the semantics of the target objects. Extensive experiments are
conducted on several different adaptation scenarios, and the results demonstrate the robustness and superiority of the proposed
method.
Keywords: Autonomous driving, Convolutional neural network, Generative adversarial network, Object detection, Unsupervised
domain adaptation
1. Introduction
Object detection aims to assign each object a bounding box
along with class label, e.g., “pedestrian”, “bicycle”, “motorcy-
cle” or “car” in an image. It plays an important role in modern
autonomous driving systems since it is crucial to detect other
traffic participants as shown in Fig. 1. Despite the performance
of object detection algorithms has been greatly improved since
the introduction of AlexNet [1] in 2012, it is still far from sat-
isfactory when it comes to the practical applications, mainly
due to the limited data and expensive labeling cost. Super-
vised learning algorithms based on deep neural networks re-
quire large number of fine labeled images, which are extremely
difficult to acquire in real cases. For example, it takes al-
most ninety minutes to annotate one image from the Cityscapes
dataset [2] for driving scene understanding. Even it is already
one of the largest driving scene datasets, there are only 2975
training images with fine labels. One promising method to ad-
dress this problem is to train models on synthetic datasets. For-
tunately, with the great progress achieved in graphics and simu-
lation infrastructure, many large-scale datasets with high qual-
ity annotations have been produced to simulate different real
scenes. However, models trained purely on the rendered im-
ages cannot be generalized to real ones, because of the domain
shift [3, 4] problem.
During the past several years, many researchers have pro-
posed various unsupervised domain adaptation (UDA) meth-
ods [5, 6, 7, 8] to solve this problem. However, most of them
only focused on the simple classification task, which is not
suitable for more complex vision tasks such as object detec-
tion or semantic segmentation. In this paper, we present a
new UDA model with adaptations both in pixel and feature
Figure 1: Detection task in autonomous driving system.
spaces to deal with the complex object detection problem in
autonomous driving. In the setting of UDA, we generalize the
model trained on source dataset with ground truth labels to tar-
get dataset without any annotations. Perhaps the most similar
works to the proposed work are [9, 10]. In [9], its image gener-
ation model is trained based on generative adversarial network
(GAN), which is simultaneously combined with the task model
for object classification and pose estimation. In [10], the au-
thors attempted to solve the cross-domain semantic segmenta-
tion problem based on CycleGAN [11] and traditional segmen-
tation networks. However, this method needs to train an extra
segmentation network to preserve the semantics of translated
images, which slows down the whole training process. Actu-
ally, it is not necessary to pay the same attention to all the im-
age pixels for some specific tasks like object detection. Target
objects, such as “car” or “pedestrian” are more important than
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other objects or stuffs like “building” or “sky”. Therefore, re-
gion proposal based feature adversarial training and classifica-
tion are proposed in this paper to further minimize the domain
shifts and preserve the semantics of the target objects. The de-
veloped pixel and feature level based domain adaptation mod-
ules can be integrated together and trained end-to-end to pursue
better detection performance. Qualitative and quantitative re-
sults conducted on several datasets show the robustness of the
proposed method.
2. Related work
2.1. Object detection
Object detection [12, 13] as a fundamental problem in com-
puter vision has achieved great progress since 2012 with the
development of deep neural networks. Based on Alexnet, many
different convolutional neural networks (CNN), such as VG-
Gnet [14], GoogLeNet [15], ResNet [16], DenseNet [17], etc.,
were proposed to learn more powerful deep features from data.
Object detection algorithms also benefit from these architec-
tures since better features are also helpful for other vision
tasks. Apart from the different network architectures, recent
CNN-based object detectors can be mainly divided into two
categories: single-stage detectors (YOLO [18, 19] and SSD
[20, 21]) and two-stage detectors (Faster R-CNN [22] and R-
FCN [23], etc.). Single stage detectors directly predict object
labels and bounding box coordinates within one image based on
the default anchor boxes, which is fast but not accurate enough.
In contrast, two stage detectors firstly generate large number
of region proposals based on the CNN features, and then rec-
ognize the proposals with heavy head. Therefore, it has better
performance than single stage detectors, but the detection speed
is slower. Recently, many researchers also attempt to train the
detector with only weak labels [24, 25] or a few ground-truth
labels [26] to deal with more practical application scenarios.
2.2. Unsupervised domain adaptation
Unsupervised domain adaptation aims to solve the learning
problem in a target domain without labels by leveraging train-
ing data in a different but related source domain with ground
truth labels. Pan et al. [27] proposed Transfer Component
Analysis (TCA), a kernel method based on Maximum Mean
Discrepancy (MMD) [28], to learn better feature representation
across domains. Based on TCA, [29] provided a new method of
Joint Distribution Adaptation to jointly adapt both the marginal
distribution and the conditional distribution, which was robust
for substantial distribution difference. Jiang et al. [30] proposed
to close the second moments of the source and target domain
distributions to obtain better adaptation performance. Recently,
with the advent of deep learning, many works were proposed
to learn deep domain invariant features within the neural net-
works. For example, Long et al. [31, 32] proposed to embed
hidden network features in a reproducing kernel Hilbert space
and explicitly measure the difference between the two domains
with MMD and its variants. Sun et al. [33] tried to minimize
domain shift by matching the second order statistics of feature
distributions between the source and the target domains. Rather
than explicitly modeling the term to measure the domain dis-
crepancy, another stream of works utilized adversarial training
to implicitly find the domain invariant feature representations.
Ganin et al. [34, 35] added one more domain classifier to the
deep neural network model to classify the domains of the in-
puts. Adversarial training is conducted through reversing the
gradients from the domain classification loss. Rather than us-
ing shared feature layers, Tzeng et al. [36] proposed to learn
indistinguishable features for the target domain data by train-
ing a separate network with objectives similar to the traditional
GAN model [37]. Then it is combined with the classifier trained
on the source domain for recognition tasks. In [38], the authors
argued that each domain should have its own specific features
and only part of the features were shared between the different
domains. Therefore, they explicitly modeled the private and
shared domain representations and only conducted adversarial
training on these share ones.
Despite many methods have been proposed to solve the UDA
problem, most of them only focus on the simple classification
task. Very limited works were conducted related to more com-
plex tasks such as object detection or semantic segmentation.
As far as we know, [39] is the first work to deal with the do-
main adaptation problem for object detection. They conducted
adversarial training on features from convolutional and fully
connected layers, along with the regular training for detection
task. A domain label consistency check was used as a regular-
izer to help the network to learn better domain invariant fea-
tures. Although good detection results were achieved in [39],
we argue that conducting adaptations on both feature and im-
age pixel spaces would be a better alternative since adapting
high-level features can fail to model the low-level image de-
tails. Therefore, the proposed work is also closely related to
image translation.
2.3. Image-to-image translation
Currently, many works have been done to convert images into
another style. [40, 41, 42, 43, 44] conducted image translation
based on the assumption of available paired training images,
which is not fit to the problem of unsupervised domain adapta-
tion. Several other recent works tried to solve the problem with
unpaired images. [45, 46] shared part of the network weights
to learn the joint distribution of multi-modal images. PixelDA
[9] proposed a novel GAN based architecture to convert images
across domains. However, this method needs prior knowledge
about which parts of the image contributing to the content sim-
ilarity loss. Neural style transfer [47, 48, 49] is another kind of
method to convert one image into another style while preserv-
ing its own contents through optimizing the pixel values during
back-propagation process. One shortcoming of style transfer is
that it only targets on translation between two specific images
while not at the dataset level. Recently proposed CycleGAN
model [11] is a promising method for unpaired image transla-
tion. The authors utilized cycle consistency loss to regularize
the generative model and hence to preserve structural informa-
tion of the transferred image. However, this method can only
guarantee that, one area if occupied by one object before the
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Figure 2: Overall architecture of the proposed learning method. On the left, we show the pixel-level based image translation
module, in which source image is firstly converted to the target domain before it is used to train the detection network. On the right,
detection network is trained together with the feature-level based adversarial training.
translation, will also get occupied after the generation process.
Semantics of the pixels are not guaranteed to be consistent with
this only cycle consistence loss.
3. Method
We tackle the problem of unsupervised cross-domain object
detection with the assumption of available source images Xs
with ground truth labels Ys and target images Xt without any
labels. Our target is to train the detection network with source
dataset, which also need to perform well on the target dataset.
The whole framework is shown in Fig. 2. Our model con-
sists of two modules: 1) pixel-level domain adaptation (PDA)
mainly based on CycleGAN, and 2) feature-level domain adap-
tation (FDA) based on Faster R-CNN. The two modules can be
integrated together and trained in an end-to-end way to pursue
better performance. Source images are firstly converted into
the target image style. Then the transformed images are used
to train the object detector and domain classifier, along with the
sampled images from the target dataset.
3.1. Pixel-level based domain adaptation
We firstly introduce the pixel-level based domain adaptation
module. As shown in Fig. 2, two symmetric generative net-
works Gs−t and Gt−s are employed to generate images f ake−t
and f ake−s separately in two domains. Another two discrim-
inators Ds and Dt are trained to distinguish the real sampled
and fake generated images. The whole training process runs
in a min-max manner, in which the generators always try to
generate images which cannot be distinguished from the real
ones. The discriminators are trained simultaneously to be good
at classifying real and fake images. The whole objectives of
generator Gs−t and discriminator Dt can be formulated as Eq.
(1).
LGAN(Dt,Gs−t) = Et∼X(t)[logDt(x)]
+ Es∼X(s)[log(1 − Dt(Gs−t(s)))]. (1)
Similar equation can also be formulated for Gt−s and Ds as
LGAN(Ds,Gt−s), which is ignored here. This kind of GAN ob-
jectives can, in theory, learn the mapping functions Gs−t and
Gt−s to produce images identically sampled from the data dis-
tribution of Xt and Xs. However, it also faces the problem of
mode collapse [37] and losing the structural information of the
source images. To address these problems, cycle consistency
loss is adopted here to force the image f ake−t generated by
Gs−t to have identical result as real−s after it is sent into gen-
erator Gt−s and vice versa. The whole cycle consistency loss is
formulated in Eq. (2),
Lcyc(Gt−s,Gs−t) = Et∼X(t)[||Gs−t(Gt−s(xt)) − xt ||1]
+ Es∼X(s)[||Gt−s(Gs−t(xs)) − xs||1]. (2)
Therefore, the full objective for CycleGAN training is
Lcyc−gan(Gt−s,Gs−t,Dt,Ds) = LGAN(Dt,Gs−t)+
LGAN(Ds,Gt−s) + λcycLcyc(Gt−s,Gs−t),
(3)
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with the target of solving
G∗s−t,G
∗
t−s = arg minGs−t ,Gt−s
max
Ds,Dt
Lcyc−gan(Gt−s,Gs−t,Dt,Ds).
(4)
3.2. Feature-level based domain adaptation
Our detection network is based on the famous framework
of Faster R-CNN. Specifically, region proposal network (RPN)
is trained to generate region proposals and Fast R-CNN [13]
trained for bounding box classification and regression. A small
fully convolutional network is newly added to the framework
for further domain adversarial training. Specifically, the inputs
are features extracted from the final convolutional features by
the corresponding region proposals. Gradients generated by
the detection and reversed domain classification losses will flow
into the shared convolution layers to learn domain-invariant fea-
tures for object detection.
Losses for Faster R-CNN. Assuming there are m categories in
the detection task, the region classification layer will output
m + 1 dimension probability distribution for each region pro-
posal, pob j = (p0ob j, p
1
ob j, ..., p
m
ob j), with one more category for
the background. p∗ob j is used to represent the ground truth la-
bel for the region proposal. Box coordinate tob j = (tx, ty, tw, th)
is predicted for each possible class by the bounding box re-
gression layer to approach the ground truth regression target
t∗ob j. Here tob j and t
∗
ob j are normalized as [22] for better training
of the network. Similarly, we use prp and p∗rp for the training
of RPN. Since RPN is only trained to discriminate object/non-
object, labels p∗rp can only be 1 or 0. The full objectives for
Faster R-CNN training can be formulated as Eq. (5),
Ldet(p, p∗, t, t∗) = Lcls−det(pob j, p∗ob j) + [p
∗
ob j ≥ 1]
Lloc−det(tob j, t∗ob j) + Lcls−rpn(prp, p
∗
rp)
+ [p∗rp ≥ 1]Lloc−rpn(trp, t∗rp),
(5)
in which Lcls−det and Lcls−rpn indicate the cross-entropy loss for
classification. Lloc−det and Lloc−rpn represent the smooth L1 loss
[13] for bounding box regression. The Iverson bracket indicator
function [p∗ ≥ 1] evaluates to 1 when the true object category
p∗ ≥ 1 and 0 otherwise.
Losses for FDA training. As shown in Fig. 2, domain classifier
learns to classify f ake−t as label d = 0 and real−t as label d = 1.
Then the gradients are reversed before they flow into the shared
convolutional layers. Loss of the domain adversarial training is
shown in Eq. (6),
Ldomain = −
∑
i, j
[dlogpi, j + (1 − d)log(1 − pi, j)], (6)
in which pi, j indicates the classification output on the i-th re-
gion proposal of the j-th image. Based on the above equations,
we can formulate the full training objectives in Eq. (7), where
λ1, λ2 are the weights to balance the different losses,
L f ull = Ldet + λ1Ldomain + λ2Lcyc−gan. (7)
4. Implementation
4.1. Datasets
To test the validity of the proposed method and also com-
pare with current state-of-the-art (SOTA) work [39], we choose
Cityscapes, KITTI [50], Foggy-Cityscapes [51], VKITTI-
Rainy [52] and Sim10k [53] datasets for the experiments.
Cityscapes dataset has 2975 training images and 500 images
for validation. Eight classes of common traffic participants are
annotated with instance labels. KITTI is another famous dataset
for benchmarking different vision tasks in autonomous driving.
There are 7481 labeled training images with bounding boxes for
categories “car”, “pedestrian” and “cyclist”. Foggy-Cityscapes,
VKITTI-Rainy and Sim10k are synthetic datasets which sim-
ulate different driving scenes. Particularly, Foggy-Cityscapes
and VKITTI-Rainy are rendered based on the real Cityscapes
and KITTI datasets to simulate the foggy and rainy weathers.
Sim10k has 10,000 training images which are collected from
the computer game of GTA5 and annotated automatically by
access to the original game engine. In Sim10k dataset, only ob-
jects “car” are annotated with bounding boxes for the detection
task. Therefore, we only calculate and compare the “car” detec-
tion result for the experiments based on Sim10k in this paper.
Five exampled images randomly sampled from the above five
datasets are shown in Fig. 3 to show their domain differences.
4.2. Implementation details
We use U-Net structure [54] with skip connections between
layers for the two generators in the pixel adaptation module
and PatchGAN [43] for the other two discriminators. Instance
normalization is adopted since it is more effective as stated in
original CycleGAN paper. For the detection network, we use
VGG16 [14] as the backbone and a small fully convolutional
network for domain adversarial training. Inputs for the feature-
level based adversarial training are the cropped Conv5 features
of VGG16 based on the 64 region proposals generated by the
RPN module. In our practical training process, we choose to
firstly pre-train the detection and image translation networks
separately and then conduct the end-to-end training based on
these two pre-trained models. This mainly considers the fact
that most of the generated images are quite noisy in the start
training stage of the pixel-level adaptation module. We train the
PDA module with Adam optimizer and an initial learning rate
of 0.0002. After 30 epochs, the learning rate linearly decays to
be zero in the following training process for another 30 epochs.
FDA module is trained together with the object detection net-
work with initial learning rate of 0.001 based on the standard
SGD algorithm. After 6 epochs, we reduce the learning rate
to 0.0001 and train the network for another 3 epochs. Gradi-
ents from the domain classifier are reversed before they flow
into the shared CNN layers during the back-propagation. For
the end-to-end training, all the above initial learning rates are
scaled down by ten times. We then finetune the whole network
for another 10 epochs with λ1 and λ2 set as 0.5.
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Figure 3: Sampled images from the five datasets to show the domain bias.
5. Results and discussion
We show our experimental results under three adaptation sce-
narios: “synthetic to real”, “cross different weathers” and “cross
different cameras”. Specifically, experiments are conducted on
“Sim10k → Cityscapes” and “Sim10k → KITTI” for the sce-
nario of “synthetic to real”, “Cityscapes→ Foggy-Cityscapes”
and “KITTI→ VKITTI-Rainy” for “cross different weathers”,
“Cityscapes → KITTI” and “KITTI → Cityscapes” for “cross
different cameras”. For each dataset pair, we conduct three ex-
periments with considering the PDA, FDA modules and the fi-
nal end-to-end training. To test the validity of the PDA mod-
ule, we only train the network for image translation, and use
the translated images to train a pure detection network. For
the FDA training, we directly use the source images as inputs
for the detection training. Randomly sampled images from the
target domain are combined with the source images for the
feature-level based adversarial training. Finally, we integrate
the two modules together and train the whole network in an
end-to-end way. All the results are evaluated with the com-
monly used metrics of Average Precision (AP) and mean Aver-
age Precision (mAP). IoU threshold is set as 0.5.
Table 1: Detection results (AP (%) of “car”) are evaluated on
the Cityscapes validation and KITTI training datasets by using
Sim10k as the source dataset.
Sim10k→ Cityscapes Sim10k→ KITTI
Faster R-CNN 30.1 52.7
SOTA[39] 39.0 –
Faster R-CNN w/ PDA 37.8 58.4
Faster R-CNN w/ FDA 33.8 55.3
Faster R-CNN w/ (PDA+FDA) 39.6 59.3
5.1. Synthetic to real
In this scenario, object detector is trained on the synthetic
dataset and evaluated on the real datasets.
Sim10k → Cityscapes. To study the efficacy of the proposed
method, we firstly consider to remove the domain bias between
the computer synthetic dataset of Sim10k and the real dataset
of Cityscapes. Table 1 shows our results with different adapta-
tion modules. Our baseline result with Faster R-CNN is trained
purely on the source Sim10k and evaluated on Cityscapes di-
rectly. The calculated mAP is 30.1% with the VGG16 back-
bone. Compared with the baseline and current SOTA, the pro-
posed method obtains 9.5% and 0.6% performance gains, re-
spectively. Specifically, the proposed feature-level based ad-
versarial training can improve the performance of baseline to
33.8%. The PDA module can bring 7.78% gains. When an
end-to-end training is conducted, we can obtain better results
than current SOTA.
Sim10k→ KITTI. To further check the proposed method’s ro-
bustness to the scenario of “synthetic to real”, experiment is
conducted by using the KITTI dataset as the target dataset.
Since there are no other works reporting the detection results
under this specific setting, we only compare our results with
the baseline ones. All the results are evaluated on the KITTI
training split just like [39]. As shown in Table 1, the baseline
Faster R-CNN network has an AP of 52.7%. It can then be im-
proved to 55.3% and 58.4% by using the proposed FDA and
PDA modules separately. Through conducting the end-to-end
training, we can get the highest result of 59.3%.
Table 2: Detection results are evaluated for the adaptations of
Cityscapes→ Foggy-Cityscapes and KITTI→ VKITTI-Rainy.
Cityscapes→
Foggy-Cityscapes
KITTI→
VKITTI-Rainy
Faster R-CNN 18.8 40.0
SOTA[39] 27.6 –
Faster R-CNN w/ PDA 27.1 51.3
Faster R-CNN w/ FDA 23.6 44.5
Faster R-CNN w/ (PDA+FDA) 28.9 52.2
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5.2. Cross different weathers
In addition to the “synthetic to real” scenario, domain bias
caused by different weathers are also considered in the exper-
iments. Specifically, the proposed method is testified to deal
with the foggy and rainy weathers in the driving scenes.
Cityscapes→ Foggy-Cityscapes. Cityscapes and its foggy ver-
sion are used as the source and target datasets in this experi-
ment. All the training settings are the same with Section 5.1.
The main target here is to adapt the detector to fit to the foggy
weather by utilizing the labeled images collected in the clear
weather. Experimental results are shown in Table 2. We can fi-
nally achieve 10.1% and 1.8% performance gains compared to
the baseline result and current SOTA. Both of the two modules
can largely improve the detection performance under the foggy
circumstance. Specifically, baseline results of Faster R-CNN
can be improved from 18.8% to 23.6% with FDA and 27.1%
with PDA.
KITTI→ VKITTI-Rainy. To certify the method’s robustness to
the rainy weather, VKITTI-Rainy is used as the target dataset,
and KITTI as the source dataset. Because previous SOTA work
does not report their results under this circumstance, experi-
mental results are only compared with the baseline Faster R-
CNN. Consistent improvements are achieved in this rainy con-
dition. Detection results can be finally improved from 40.0%
to 52.2% with the end-to-end training. It also can be seen that
PDA module performs much better than the FDA module in this
case.
Table 3: Detection results (AP (%) of “car”) are evaluated
for the adaptations of Cityscapes → KITTI and KITTI →
Cityscapes.
Cityscapes→ KITTI KITTI→ Cityscapes
Faster R-CNN 53.5 30.2
SOTA[39] 64.1 38.5
Faster R-CNN w/ PDA 64.4 41.1
Faster R-CNN w/ FDA 58.6 34.5
Faster R-CNN w/ (PDA+FDA) 65.6 41.8
5.3. Cross different cameras
To fully compare with current SOTA work, experiments are
further conducted to deal with the domain bias caused by us-
ing different cameras. Two real datasets KITTI and Cityscapes
are selected as the source and target datasets alternatively. The
results are shown in Table 3. With Cityscapes as the source
dataset, baseline results of Faster R-CNN can be improved from
53.5% to 64.4% (with PDA) and 58.6% (with FDA). When
KITTI is used as the source dataset, the detection results can be
improved from 30.2% to 41.1% (with PDA) and 34.5% (with
FDA). The proposed method achieves better performance than
current SOTA in both adaptation settings, with improvements
of 1.5% and 2.3%, respectively.
Table 4: Quantitative ablation mAP results (%) of the different
domain adaptation scenarios.
Faster R-CNN
Faster R-CNN
w/ PDA
Faster R-CNN
w/ FDA
Faster R-CNN
w/ PDA+FDA
Sim10k
→ Cityscapes 30.1 37.8 (+7.7) 33.8 (+3.7) 39.6 (+9.5)
Sim10k
→ KITTI 52.7 58.4 (+5.7) 55.3 (+2.6) 59.3 (+6.6)
Cityscapes
→ Foggy-Cityscapes 18.8 27.1 (+8.3) 23.6 (+4.8) 28.9 (+10.1)
Cityscapes
→ KITTI 53.5 64.4 (+10.9) 58.6 (+5.1) 65.6 (+12.1)
KITTI
→ Cityscapes 30.2 41.1 (+10.9) 34.5 (+4.3) 41.8 (+11.6)
KITTI
→ VKITTI-Rainy 40.0 51.3 (+11.3) 44.5 (+4.5) 52.2 (+12.2)
5.4. Analysis and discussion
PDA versus FDA. Two modules (PDA and FDA) are pro-
posed to reduce the domain bias between the source and target
datasets. A final end-to-end training of the whole network is
also conducted to pursue better performance of cross-domain
object detection. The quantitative ablation results are further
summarized in Table 4 to compare the effectiveness of the dif-
ferent modules.
Figure 4: Overall structure layouts of the different driving
scenes. From up to bottom, we show the images from Sim10k,
Cityscapes and KITTI, respectively. Different driving scenes
share the similar layouts along the “road” (i.e. the red and yel-
low areas.)
From Table 4, it can be seen that both of the two modules
work effectively to improve the detector’s performance under
different domain bias. Image pixel-level transformation per-
forms much better than the feature-level based adversarial train-
ing, with an average two times of improvements. Since the
PDA module is based on CycleGAN, semantics of the image
pixels are not guaranteed to be consistent after the translation
process. However, the experimental results show that the image
translation still works effectively to improve the detector’s per-
formance on the target datasets. Two reasons can be explained
to this phenomenon. The first one is that the translated im-
ages, despite not perfect, can help the detector to learn generic
target-oriented CNN features. The second one is that traffic
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participants are the main concerns of the object detection task.
Semantics of these objects can be mostly kept with PDA since
the structure layouts along the “road” are similar among differ-
ent driving scenes as shown by Fig. 4. Despite the upper parts
of the images (i.e. the purple, blue and green areas) vary across
different scenes, the lower parts (i.e. the red and yellow areas)
are quite similar. In these similar areas, CycleGAN based PDA
would mainly focus on the translation of color and textures.
Figure 5: Qualitative image translation results between Sim10k
and Cityscapes. On the left, we show the translations from
Sim10k to Cityscapes. Translation results from Cityscapes to
Sim10k are shown on the right.
Fig. 5 shows more image translation results between Sim10k
and Cityscapes to illustrate this phenomenon. Generally, the
synthetic dataset of Sim10k owns quite different structure lay-
outs with the real Cityscapes dataset. Most of the images in
Sim10k are taken from the scene of high-way, while Cityscapes
are mainly taken from the cities. Therefore, it can be seen from
Fig. 5 that many image pixels of Sim10k are mapped into “tree”
or “building” to fit to the structure layout of Cityscapes. Sim-
ilarly, pixels of “tree” and “building” are largely mapped into
“sky” in the translation from Cityscapes to Sim10k. Never-
theless, objects along the “road” can still be maintained since
similar layouts are shared between the two datasets. The trans-
lations are mainly focused on color and textures as shown in
Fig. 5.
With/without the end-to-end training. During the experiments,
an end-to-end training of the whole network is further con-
ducted for another 10 epochs. In this training stage, more at-
Figure 6: Image translation results are shown with PDA (the
yellow rectangular box) and the end-to-end training (the red
rectangular box), respectively.
tentions are paid to the target objects. PDA module would also
attempt to generate more realistic objects to reduce the adver-
sarial training loss of FDA. Quantitatively, by conducting the
end-to-end training, more improvements around 1% ∼ 2% can
be further achieved for the detection task. Qualitative results
are also shown in Fig. 6 for better comparison of the translated
images. Results with only PDA are shown in the yellow rect-
angular boxes and the end-to-end ones in the red rectangular
boxes. It can be seen that better results are generated after the
end-to-end training. When the target objects are close to the
background or out of the share structured layouts, one potential
problem is that the objects may get merged with the background
or falsely translated into other semantics. With the end-to-end
training, more details of the target objects can be maintained,
such as the roof of the car.
Analysis of the qualitative results. Fig. 7 shows the qualitative
image translation results under different scenarios. Row 1 and
2 show the translations between synthetic images of Sim10k
and realistic ones of Cityscapes and KITTI. In this “synthetic
to real” scenario, structures of the images are quite different.
However, semantics of the image contents along the “road” can
still be maintained. Row 3 and 4 show the translation from
Cityscapes to KITTI and vice versa. Since both of these two
datasets are collected from the cities of Germany. Most of the
images share the similar structure layouts. Good results can
be generated in these two experimental settings. Row 5 and 6
show the results of translating Cityscapes to its foggy version
and KITTI to VKITTI-Rainy. In these experiments, robustness
of the proposed method is verified to deal with different weath-
ers (e.g. foggy or rainy) of the city. Since the structure of a
city almost remains the same, domain bias brought by different
7
Figure 7: Qualitative results of the final translated images.
From up to bottom, we show the image translations of Sim10k
→ Cityscapes, Cityscapes → Foggy-Cityscapes, Sim10k →
KITTI, Cityscapes→ KITTI, KITTI→ Cityscapes and KITTI
→ VKITTI-Rainy. From left to right, we show the source and
translated target domain images, alternatively.
weathers mainly comes from the color and texture. In this case,
quite good results can be generated by the image translation
module.
Analysis of the inference performance. The proposed method
aims to adapt the source images into the style of the target do-
main. Then the translated images can be used to train the detec-
tor as augmented data. During the inference, the image trans-
lation module can be simply removed. Therefore, the proposed
method would remain the same inference time with Faster R-
CNN. Similar to [39], short side of the input image is scaled to
500 pixels. Using NVIDIA Tesla M40 GPU, the corresponding
inference time with VGG16 is 165 ms.
6. Conclusions and future work
A new unsupervised domain adaptation method is proposed
in this paper to solve the object detection problem in the field of
autonomous driving. Extensive experiments are implemented
to certify the efficacy of the proposed method. We can achieve
better performance than current SOTA work through conduct-
ing adaptations both in image pixel and feature spaces. In the
future, we will try to solve more complex cross-domain vision
tasks such as instance segmentation or depth estimation based
on the proposed method.
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