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STABILITY OF TWO-DIMENSIONAL MARKOV PROCESSES, WITH
AN APPLICATION TO QBD PROCESSES WITH AN INFINITE
NUMBER OF PHASES
SEVA SHNEER AND STELLA KAPODISTRIA
Abstract. In this paper, we derive a simple drift condition for the stability of a class
of two-dimensional Markov processes, for which one of the coordinates (also referred
to as the phase for convenience) has a well understood behaviour dependent on the
other coordinate (also referred as level). The first (phase) component’s transitions may
depend on the second component and are only assumed to be eventually independent.
The second (level) component has partially bounded jumps and it is assumed to have a
negative drift given that the first one is in its stationary distribution.
The results presented in this work can be applied to processes of the QBD (quasi-
birth-and-death) type on the quarter- and on the half-plane, where the phase and level
are inter-dependent. Furthermore, they provide an off-the-shelf technique to tackle sta-
bility issues for a class of two-dimensional Markov processes. These results set the step-
ping stones towards closing the existing gap in the literature of deriving easily verifiable
conditions/criteria for two-dimensional processes with unbounded jumps and interde-
pendence between the two components.
1. Introduction
In this paper, we derive a simple drift condition for the stability of a class of two-
dimensional Markov processes, in which one of the coordinates (let us refer to it as
the first coordinate for convenience or as the phase coordinate) has a well-understood
behaviour, and the behaviour of the other coordinate (let us refer to it as the second
coordinate or as the level coordinate) is also well-understood conditional on some specific
events corresponding to the first component.
The stability condition of similar classes of two-dimensional Markov processes has
received considerable attention. In [3], the authors derive a drift condition ensuring the
positive recurrence for a class of two-dimensional process in which the first component’s
transitions are assumed to be independent of the state of the second component and form
a Harris recurrent process. The second component is such that it has a negative drift
given that the first one is in its stationary distribution. In [1], it is assumed that the first
component is transient, whereas the second component, conditioned on the first being
large enough, has transitions of a positive recurrent Markov process. For this class, the
authors derive conditions for the local stability of the second component.
We study processes similar to those of [3]. Crucially, we do not assume that the first
component’s transitions are independent of the state of the second component, we only
assume that this happens eventually. Under further technical assumptions, we present
drift conditions guaranteeing the stability of the two-dimensional process.
There is a wealth of methods and techniques for deriving stability results for Markov
processes. The goal of the paper is to exploit the specific structure of the processes under
consideration and using the very general framework of Lyapunov functions to develop
off-the-shelf results directly applicable in particular scenarios.
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A main application of our results is to QBD-type (quasi- birth-and-death) processes
with a countable number of phases defined on the quarter-plane, as well as QBD-type
processes on the half-plane (aka double-sided QBD processes), where our results lead to
new stability criteria.
For QBD-type processes with a finite number of phases, the classical result of Neuts,
that ‘the average drift of the level process is negative’ provides a very simple stability (suf-
ficient and necessary) condition, see [12, Theorem 1.7.1]. However, when the number of
phases is (countably) infinite, very little is known on how to derive the stability condition.
In [15], it is shown that under an additional boundary condition, the classical stability
result of Neuts can be extended to the infinite phase case. In [5, 9, 11, 13, 14], the authors
provide sufficient conditions under which the stationary distribution for the level process
of a QBD process or a (level-independent) GI/M/1-type Markov chain with countably
many phases has a geometric tail. In [7], by focusing on a class of two-dimensional Markov
processes, the authors show how the classical result of Neuts on the stability condition can
be adapted in the case of QBD processes with countable phases, in which transitions are
only allowed to neighbouring states (viz, the tridiagonal blocks in the generator matrix
themselves each have a tridiagonal structure). By exploring the underlying structure of
the model, the authors proved the connection between the QBD drift condition derived
by Neuts with the known drift condition for nearest neighbour random walks presented
in [2, Theorem 1.2.1].
Our main goal is to establish stability results for QBD-type processes on the quarter-
plane and on the half-plane, thus providing a basis for extending other important results
to these settings.
As in many results related to positive recurrence of Markov chains and processes, re-
sults for discrete-time processes can often by adapted to continuous-time ones. Moreover,
results with simple and transparent proofs for simple state spaces may be extended to
more general ones, with little additional difficulty in arguments but a considerable addi-
tional amount of notation and cumbersome derivations. We therefore choose to present
a detailed proof for the simplest scenario of a discrete-time Markov chain on Z2+, with an
explanation of how this proof, in a standard way, may be generalised to a continuous-time
Markov process on Z2+. The latter result is immediately applicable to QBD processes with
an infinite number of phases, which is one of the main contributions of the paper. We
further provide a number of extensions of our main results which do not present any sig-
nificant technical difficulties and we thus leave them without proofs. One such extension
concerns QBD-type processes on the half-plane and we present a specific model where
this result immediately leads to a stability criterion.
Our contribution is two-fold: First, our results lead to the stability criteria for QBD
processes on the quarter-plane (in other words, for the case of QBD processes with an
infinite number of phases) and on the half-plane. Second, our results provide an off-the-
shelf technique to tackle stability issues in a specific class of two-dimensional Markov
processes, and we expect them to be applicable to other models of interest.
The paper is organised as follows: In Section 2, the three models under consideration
are described in detail: In Section 2.1, the results for the discrete time model are presented
together with the four assumptions: 1) eventual independence, 2) positive recurrence of
the first component, 3) boundedness of jumps, 4) Lyapunov condition. In Section 2.2, we
proceed with the results for the continuous time model and in Section 2.3 we apply the
results to QBD processes in the quarter-plane. In Section 3, we dis
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of the main results of the previous section. In particular, we assert the stability result
for QBD-type processes on the half-plane and apply these results to a new model. In the
following subsection we discuss further generalisations.
1.1. Notation. We use the following notation throughout. By R we denote the set of
real number, by Z the set of integers and by Z+ the set of non-negative integers.
Our results rely on a number of technical assumptions, which are slightly different in
the various settings we consider. We number these assumptions and further label them
with a letter. We use ‘d’ in the discrete-time setting, ‘c’ in the continuous-time setting
and finally ‘g’ in the generalisation to the half-plane.
2. Assumptions and main results
2.1. Discrete time. We assume that {(Xn, Yn)}n≥0 is a time-homogeneous, irreducible
aperiodic Markov chain on Z2+. We denote by P(x,y) the measure induced by conditioning
on the event {(X0, Y0) = (x, y)} and by E(x,y) the expectation with respect to this measure.
For instance,
P(x,y) ((X1, Y1) = (x
′, y′)) = P ((X1, Y1) = (x
′, y′)|(X0, Y0) = (x, y))
and
E(x,y) (g(X1, Y1)) = E (g(X1, Y1)|(X0, Y0) = (x, y))
for any function g : Z2+ → R. We make the following additional assumptions.
Assumption 1d (eventual independence): There exists 0 ≤ y∗ <∞ such that
P(x,y)(X1 = x
′) = P∗(x, x′),
which does not depend on y as long as y ≥ y∗.
It is clear that the function P∗ defined here is such that P∗(x, x′) ≥ 0 for any x, x′ ∈ Z+
and
∑
x′
P
∗(x, x′) = 1 for any x ∈ Z+.
Assumption 2d (positive recurrence of the X component): Introduce a Markov
chain {X∗n}n≥0 via
P(X∗n+1 = x
′ |X∗n = x) = P
∗(x, x′)
for any n ≥ 0 and for any x, x′ ∈ Z+. We assume that {X
∗
n}n≥0 is positive
recurrent and denote its stationary distribution by pi∗.
Assumption 3d (boundedness of jumps): There exists 0 ≤ HY <∞ such that
P(x,y) ((X1, Y1) = (x
′, y′)) = 0 if y′ − y < −HY . There also exists 0 ≤ HX < ∞
such that P(x,y)((X1, Y1) = (x
′, y′)) = 0 if x′ − x > HX and y < y∗.
Assumption 3d guarantees that jumps to the right and down are bounded with prob-
ability 1.
Assumption 4d (Lyapunov condition): There exist functions LY : Z+ → R+,
h : R+ → R+ and f : Z+ → R such that h(k) ↓ 0 as k → ∞, L
Y (k) ↑ ∞ as
k →∞,
Ef(X∗) =
∑
k≥0
f(k)pi∗(k) = −ε < 0,
where X∗ ∼ pi∗,
E(x,y)
(
LY (Y1)− L
Y (y)
)
≤ U
for all x, y ≥ 0 and for some U <∞, and
E(x,y)
(
LY (Y1)− L
Y (y)
)
< f(x) + h(LY (y))
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for all x ≥ 0 and y ≥ y∗.
Assumption 4d above is essentially a requirement that the drift of the Y component,
when averaged with respect to the stationary distribution of the X component, is neg-
ative. As the reader most likely expects, the most common use of this assumption is
with LY (y) = y for all y and h(z) = 0 for all z, and these are exactly the choices we use
in our applications (and in fact even our general result in continuous time assumes that
h(z) = 0 for all z). It is however known that linear Lyapunov functions are not always
applicable and we thus formulated here a more general result to provide an off-the-shelf
technique which may be applied in other situations.
The main result in discrete time is presented in the theorem below.
Theorem 1. Under Assumptions 1d-4d above, {(Xn, Yn)}n≥0 is positive recurrent.
Before proving Theorem 1, note that if y∗ = 0, then it is equivalent to [3, Theorem 1] for
the process on Z2+. Our proof also uses some of the arguments from [3]. A generalisation
to the case of an arbitrary y∗ however is crucial to handle the applications that motivate
this paper.
Proof. We use [4, Theorem 1]. In order to establish the positive recurrence of {(Xn, Yn)}n≥0,
it is sufficient to prove that there exist 0 < MX ,MY , c < ∞ and measurable functions
L : Z2+ → R+ and T : Z
2
+ → Z+ such that
(1) sup
x,y
T (x, y)
L(x, y)
<∞,
(2) sup
x≤MX ,y≤MY
E(x,y)
(
L(XT (x,y), YT (x,y))− L(x, y)
)
<∞
and
(3) E(x,y)
(
L(XT (x,y), YT (x,y))− L(x, y)
)
≤ −cT (x, y),
if x > MX or y > MY . In what follows, we shall choose the appropriate constants
and functions so that the above conditions are verified. Note that the function f in
Assumption 4d may be taken to be bounded, without loss of generality (see a comment
after a similar assumption in [3]):
(4) sup
x
|f(x)| ≤ F <∞.
As (due to Assumption 2d) {X∗n}n≥0 is a positive recurrent chain on Z+, then the set
{x ≤MX} is positive recurrent for any 0 < MX <∞. Moreover, there exists a Lyapunov
function LX : Z+ → R+ such that
(5) sup
x≤MX
E(LX(X∗1 )− L
X(x)|X∗0 = x) <∞,
E(LX(X∗1 )− L
X(x)|X∗0 = x) = −1
for all x > MX and
lim
n→∞
1
n
sup
x≤MX
E(LX(X∗n)|X
∗
0 = x) = 0
(see, e.g. [3] where this is discussed in detail, and the references therein). The above
expressions, along with Assumptions 1d and 3d, imply that
(6) sup
x≤MX ,y∈Z
E(x,y)(L
X(X1)− L
X(x)) <∞,
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(the finiteness of the supremum over y > y∗ follows directly from Assumption 1d and (5)
above, and the finiteness of the supremum over y ≤ y∗ follows from Assumption 3d),
(7) E(x,y)(L
X(X1)− L
X(x)) = −1
for any x > MX and y > y∗, and
(8) lim
n→∞
1
n
sup
x≤MX ,y>y∗
E(x,y)(L
X(Xn)|An) = 0,
where An = {Yk > 0 for all 0 ≤ k ≤ n} is the event that the Y component stays away
from 0 for the first n time steps.
The proof of [3, Lemma 1] may be repeated nearly verbatim to show that Assumption
3d implies that for any MX there exists n0 such that for any n ≥ n0 there exists M
Y
0 and
∆ > 0 such that
(9) E(x,y)(L
Y (Yn)− L
Y (y)) ≤ −n∆
for all x ≤ MX and for all y such that LY (y) ≥ MY0 . As L
Y is increasing, the last
inequality is equivalent to y ≥MY for some MY .
We now let L(x, y) = BLX(x) + LY (y) with B > U from Assumption 4d. We also
choose 0 < MX <∞ arbitrarily and let
T (x, y) =
{
1, if (x, y) ∈M or x > MX ,
N, if y ≥MY , x ≤ MX ,
where N and MY are chosen so that
(10) E(x,y)(L
X(XN)|AN) <
N∆
2B
for all x ≤MX and y > y∗ (which is possible thanks to (8)) and
(11) E(x,y)(L
Y (YN)− L
Y (y)) ≤ −N∆
for all x ≤ MX and y > MY (which is possible in light of (9)). We can clearly assume
also that MY > NHY + y∗ with HY from Assumption 3d (this, in particular, guarantees
that MY > y∗, so (10) above holds for y > MY ).
Condition (1) is clearly satisfied as N is a constant. Let us show that conditions (2)
and (3) are satisfied. If (x, y) ∈M , then
E(x,y)(L(X1, Y1)−L(x, y)) = B sup
x≤MX ,y∈Z
{E(x,y)(L
X(X1)−L
X(x))}+F+sup
y
h(LY (y)) <∞,
thanks to (4), (6) and Assumption 4d. Hence (2) holds.
Consider now x > MX . Then
E(x,y)(L(X1, Y1)− L(x, y)) ≤ −B + U < 0,
thanks to (7) and our choice of B.
It remains to consider x ≤ MX and y > MY . As we have chosen MY > NHY + y∗,
event AN happens with probability 1 and hence, thanks to (10) and (11),
E(x,y)(L(XN , YN)− L(x, y)) ≤ N
∆
2
−N∆ = −N
∆
2
.
The two inequalities above imply that (3) holds with c = min{B − U,∆/2}. 
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2.2. Continuous time. In this section, we present the assumptions and the main result
for continuous time Markov processes which are, not surprisingly, very similar to the
ones obtained for discrete time. We also comment on how the discrete-time results can
be easily applied to prove stability in continuous time.
Assume that {(Xt, Yt)}t≥0 is a time-homogeneous and irreducible Markov process on
Z
2
+. We denote by q(x,y)(x
′, y′) the rate of transition from (x, y) to (x′, y′) and denote by
q(x,y)(x
′) =
∑
y′
q(x,y)(x
′, y′) = lim
h↓0
P(X(h) = x′|X(0) = x, Y (0) = y)
h
.
We make the following additional assumptions.
Assumption 1c (eventual homogeneity in continuous time): There exists 0 ≤
y∗ <∞ such that
q(x,y)(x
′) = q∗(x, x′)
and does not depend y as long as y ≥ y∗.
Assumption 2c (positive recurrence of the X component in continuous time):
Introduce a Markov process {X∗t }t≥0 such that its transition rates from x to x
′
are given by q∗(x, x′) for any x, x′ ∈ Z+. We assume that {X
∗
t }t≥0 is positive
recurrent and denote its stationary distribution by pi∗.
Assumption 3c (boundedness of jumps in continuous time): There exists 0 <
HY <∞ such that q(x,y)(x
′, y′) = 0 if y′ < y −HY .
There also exists 0 ≤ HX < ∞ such that q(x,y)(x
′, y′) = 0 if x′ − x > HX and
y < y∗.
Assumption 4c (Lyapunov condition in continuous time): There exist func-
tions LY : Z+ → R+ and f : Z+ → R such that L
Y (k) ↑ ∞ as k →∞,
(12) Ef(X∗) =
∑
x≥0
f(x)pi∗(x) = −ε < 0,
where X∗ ∼ pi∗,
(13)
∑
x′,y′
q(x,y)(x
′, y′)
(
LY (y′)− LY (y)
)
≤ U
for all x, y ≥ 0 and for some U <∞, and
(14)
∑
x′,y′
q(x,y)(x
′, y′)
(
LY (y′)− LY (y)
)
< f(x)
for all x ≥ 0 and y ≥ y∗.
Assumption 5c (non-explosiveness): Let
v(x, y) =
∑
x′,y′
q(x,y)(x
′, y′).
We assume that transition rates are such that
(15) 0 < inf
(x,y)
v(x, y) ≤ sup
(x,y)
v(x, y) <∞.
The RHS of Assumption 5c is a standard one guaranteeing that the process is
non-explosive. The LHS is a technical condition required in our proof.
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We note also that Assumption 1c implies that for any y ≥ y∗
(16) v(x, y) =
∑
x′
∑
y′
q(x,y)(x
′, y′) =
∑
x′
q∗(x, x′) = v∗(x)
does not depend on y.
The main result in continuous time is presented in the following theorem.
Theorem 2. Under Assumptions 1c-5c, {(Xt, Yt)}t≥0 is positive recurrent.
Proof. We only comment on the proof as it is straightforward and follows a standard
approach of showing that the jump chain of the Markov process is positive recurrent
(for a recent nice presentation of these ideas see, e.g., [8, Appendix D]). Consider the
jump chain {(XJn , Y
J
n )}n≥0 of the process {(Xt, Yt)}t≥0, which consists of the values of the
process observed at points when a jump occurs. It is clear that the transition probabilities
for the jump chain are given by
P
(
(XJn+1, Y
J
n+1) = (x
′, y′)|(XJn , Y
J
n ) = (x, y)
)
=
q(x,y)(x
′, y′)
v(x, y)
,
and it is easy to see that Assumptions 1c-3c imply that Assumptions 1d-3d for the discrete
time model hold. Note that
p∗(x, x′) =
q∗(x, x′)
v(x)
and the stationary distribution of the jump chain for X∗, say p˜i∗, is given by
p˜i∗(x) =
pi∗(x)v∗(x)∑
z pi
∗(z)v∗(z)
.
Assume now Assumption 4c holds with functions LY and f . For the jump chain,
E(x,y)(L
Y (Y1)− L
Y (y)) =
∑
x′,y′
q(x,y)(x
′, y′)
v(x, y)
(LY (y′)− LY (y)) ≤
U
v(x, y)
≤ U˜
for some U˜ <∞ thanks to Assumptions 4c and 5c. Further, for all y ≥ y∗,
E(x,y)(L
Y (Y1)− L
Y (y)) =
∑
x′,y′
q(x,y)(x
′, y′)
v(x)
(LY (y′)− LY (y)) <
f(x)
v(x)
= f˜(x),
say. Then ∑
x
f˜(x)p˜i∗(x) =
∑
x f(x)pi
∗(x)∑
z pi
∗(z)v∗(z)
< 0,
thanks to Assumption 4c and hence Assumption 4d holds for the jump chain with function
LY , f˜ and h(z) = 0 for all z.
Theorem 1 then implies the positive recurrence of the jump chain which, in turn,
implies the positive recurrence of the Markov process. 
2.3. Application: QBD processes in the quarter-plane. Let us consider a so-called
level-dependent QBD process on Z2+ (with the first coordinate representing the phase and
the second coordinate representing the level) so that
(17) q(i,0)(i
′, 0) = B0(i, i
′)
q(i,k)(i
′, k + 1) = A1(i, i
′),(18)
q(i,k)(i
′, k) = A0(i, i
′),(19)
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for k ≥ 0, and
(20) q(i,k)(i
′, k − 1) = A−1(i, i
′),
for k ≥ 1, with some (infinite in general) matrices A1, A0, A−1 and B0. Diagonal entries
of A0 and B0 are such that the matrix has row sums equal to 0 (see, e.g. [10]).
phase
· · ·i+ 1 · · · i+HXii− 1i− 20
level
k + 1
k
k − 1
0
1
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
...
...
...
...
...
...
Figure 1. Schematic overview of the transition rate diagram of the level-
dependent QBD process on Z2+
Remark 3. One can readily see that, for HX = 1, the stochastic process depicted in
Figure 1 can be interpreted as a (level-independent) GI/M/1-type Markov chain by con-
sidering the first coordinate to be the level and the second coordinate to be the phase. This
will lead to a structure similar to the one observed in [13, 9]. As both the level and the
phase are infinite, we have opted for the simpler notation inherited to the QBD structure
rather than the more intricate notation inherited to the GI/G/1-type structure. As such,
we opted to refer to the first coordinate as the phase and refer to the second coordinate
as the level.
Note again that the standard assumption is that the number of phases is bounded, i.e.
i, i′ ≤ m for some m < ∞. We do not make such assumption. We only need to assume
that the transitions to the right in the phase are bounded by HX say, i.e.
A−1(i, i
′) = A0(i, i
′) = A1(i, i
′) = B0(i, i
′) = 0 if i− i′ > HX
(note we allow unbounded jumps to the left).
One can then see that if we take Xt to represent the phase and Yt to represent the level,
then Assumption 1c is automatically satisfied with y∗ = 1. Assumption 3c is satisfied
with HY = 1 and HX defined above.
In the QBD notation above,
q∗(i, i′) = A−1(i, i
′) + A0(i, i
′) + A1(i, i
′)
and hence the stationary distribution pi∗ from Assumption 2c, if it exists, satisfies the
equation
pi∗(A−1 + A0 + A1) = 0
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(note this distribution always exists if the number of phases is bounded, but in general
one needs to check this, hence Assumption 2c still needs to be accounted for). Consider
now Assumption 4c. Take LY (y) = y, then (13) is satisfied automatically. With
f(i) =
∑
i′
(A1(i, i
′)−A−1(i, i
′))
relation (14) is also satisfied automatically, and one only needs to check whether or not
(12) holds. This is equivalent to
pi∗(A1 −A−1)1 < 0,
where 1 is an identity vector.
We now need to make sure that Assumption 5c holds. In the QBD notation,
v(i, k) =
{∑
i′(A−1(i, i
′) + A0(i, i
′) + A1(i, i
′)), k ≥ 1,∑
i′ A1(i, i
′) +B0(i, i
′), k = 0,
and we need to assume that the infimum of this function is positive and its supremum is
finite (this of course holds automatically if the number of phases is finite).
To summarise, our results can be directly applied to the QBD processes defined in
Equations (17)–(20) and they are presented in the following theorem.
Theorem 4. Consider a QBD process with transitions as defined in Equations (17) –
(20) and assume that there exists 0 ≤ HX <∞ such that
A−1(i, i
′) = A0(i, i
′) = A1(i, i
′) = B0(i, i
′) = 0 if i′ − i > HX .
Assume also that
0 < inf
i,k
v(i, k) ≤ sup
i,k
v(i, k) <∞
for the function v defined above. Assume further that there exists pi∗ that satisfies
pi∗(A−1 + A0 + A1) = 0.
If
pi∗(A1 −A−1)1 < 0,
then the QBD process is positive recurrent.
Remark 5. One can readily see that our results may be applied to a more general process
where jumps of a size larger than 1 (but bounded) are allowed for levels (i.e. where along
with matrices A−1, A0 and A1 for transitions to one level below, same level and one level
above, respectively, one can introduce matrices Am, −H
Y ≤ m ≤ HY for transitions that
include a jump of size m in level).
3. Generalisations
In this section, we discuss generalisations of our main results which do not require
new ideas in their proofs. We therefore leave them without proofs. We start with a
generalisation that immediately leads to a stability result for QBD-type processes on a
half-line. We present these results for a particular case of a new model, and we discuss
this in detail. In the following subsection, we discuss further generalisations.
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3.1. Processes on the half-plane. We start by presenting a simple generalisation of
our results to a time-homogeneous and irreducible Markov process on Z+ × Z whose
transitions in the first component do not depend on the position of the second component
as long as the latter is either positive or negative (but may be different in the two cases).
More precisely, we make the following assumptions which are essentially our assumptions
in continuous time for both the positive and negative values of the Y component.
Assumption 1g: ∑
y′
q(x,y)(x
′, y′) = q∗+(x, x
′),
which does not depend y as long as y > 0 and∑
y′
q(x,y)(x
′, y′) = q∗−(x, x
′),
which does not depend y as long as y < 0.
Assumption 2g: Introduce Markov processes {X∗+,t}t≥0 {X
∗
−,t}t≥0 such that their
transition rates from x to x′ are given by q∗+(x, x
′) and q∗−(x, x
′). We assume that
both these processes are positive recurrent and denote their stationary distribu-
tions by pi∗+ and pi
∗
−, respectively.
Assumption 3g: There exists 0 < HY <∞ such that q(x,y)(x
′, y′) = 0 if y > 0 and
y′ < y −HY or y < 0 and y′ > y +HY .
There also exists 0 ≤ HX < ∞ such that q(x,y)(x
′, y′) = 0 if x′ − x > HX and
y = 0.
Assumption 4g: There exist functions LY−, L
Y
+ : Z+ → R+ and f+, f− : Z+ → R
such that LY±(k) ↑ ∞ as k →∞,
(21) Ef±(X
∗
±) =
∑
x≥0
f±(x)pi
∗
±(x) < 0,
where X∗± ∼ pi
∗
±,
(22)
∑
x′,y′
q(x,y)(x
′, y′)
(
LY±(y
′)− LY±(y)
)
≤ U
for all x, y ≥ 0 and for some U <∞, and
(23)
∑
x′,y′
q(x,y)(x
′, y′)
(
LY±(y
′)− LY±(y)
)
< f±(x),
where index + is chosen if y > 0 and index − is chosen if y < 0.
Assumption 5g: Transition rates are such that Assumption 5c holds for both pos-
itive and negative y.
It is easy to see that if Assumptions 1g-5g hold, the proof of Theorem 2 may be applied in
a straightforward manner (with an appropriate analogue of Theorem 1 for Markov chains
on Z+ × Z) to show positive recurrence of the process described above.
The result above presents a method for demonstrating the stability of QBD-type pro-
cesses on a half-plane. We proceed by applying it to a particular example, namely a
two-dimensional variation of the queueing system with binomial catastrophes studied in
[6]. More concretely, assume there are two queues, say Qi, i = 1, 2, with arrival rates
λi and service rates µi, i = 1, 2, respectively. There are also coupled abandonments (or
binomial catastrophes) that happen at rate γ. That is, if at the time of a catastrophe
there are q1 customers in queue 1 and q2 customers in queue 2, then a random number
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N ∼ Bin(q, p) leaves from both queues, where q = min{q1, q2} and 0 < p ≤ 1 is a
parameter of the system.
The stability question is trivial for the corresponding one-dimensional system as any of
the two queues would be stable if it were in isolation. Denote by pi(1) and pi(2) stationary
distributions of queues 1 and 2, respectively, in isolation.
With notation Q1(t) and Q2(t) for the states of the two queues at time t, t ≥ 0, consider
(X(t), Y (t)) = (min{Q1(t), Q2(t)}, Q1(t)−Q2(t)) ,
which is a Markov process, and it is positive recurrent if and only if the original process
is positive recurrent. One can also see that, as long as Y (t) > 0, the transitions of X(t)
are exactly equal to the transitions of queue 2 in isolation (and have pi(2) as stationary
distribution). Similarly, as long as Y (t) < 0, the transitions of X(t) are exactly equal to
the transitions of queue 1 in isolation (and have pi(1) as stationary distribution).
x
y
0
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
λ1µ2
λ2µ1
λ1
λ2µ1
λ1µ2
µ1 λ2
λ1
λ2
µ2
µ1
λ1
λ2
µ2 λ1
λ2
Figure 2. Schematic overview of the transition rate diagram of the two-
dimensional binomial catastrophes model on the half-plane
It is easy to see that Assumptions 1g-3g and 5g above hold with obvious constants
and transitions, and the stability condition will be driven by Assumption 4g. With
LY±(y) = ±y
∑
x′,y′
q(x,y)(x
′, y′)
(
LY (y′)− LY (y)
)
=


(λ1 − µ1)− (λ2 − µ2), x > 0, y > 0
(λ2 − µ2)− (λ1 − µ1), x > 0, y < 0,
(λ1 − µ1)− λ2, y > 0, x = 0,
(λ2 − µ2)− λ1, y < 0, x = 0,
and hence Equation (23) is satisfied with functions
f+(x) =
{
(λ1 − µ1)− (λ2 − µ2), x > 0,
(λ1 − µ1)− λ2, x = 0,
f−(x) =
{
(λ1 − µ1)− (λ2 − µ2), x > 0,
λ1 − (λ2 − µ2), x = 0.
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Stability is then ensured, due to (21) as long as
((λ1 − µ1)− (λ2 − µ2))(1− pi
(2)(0)) + ((λ1 − µ1)− λ2)pi
(2)(0) < 0
and
((λ2 − µ2)− (λ1 − µ1))(1− pi
(1)(0)) + ((λ2 − µ2)− λ1)pi
(1)(0) < 0
or, equivalently,
λ1 − µ1 < λ2 − µ2(1− pi
(2)(0))
and
λ2 − µ2 < λ1 − µ1(1− pi
(1)(0)).
Note that, interestingly, if λ1 − µ1 = λ2 − µ2, the system is always stable.
3.2. Further generalisations. The main goal of this paper has been to provide a
method to determine stability for QBD-type processes on the quarter-plane and on the
half-plane. To this end, we have chosen to present our general results for exactly such
state spaces. One can see however that, for instance, Theorem 1 may be proven for a
much wider class of processes on general normed vector spaces in a way similar to condi-
tions (A) and (B) in [3]. As mentioned above, these results do not present any technical
difficulties but require a rather complex notation and further cumbersome derivations.
We leave these generalisations to the reader.
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