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Abstract
When describing the deflagration-to-detonation transition in solid granular explosives mixed with
gaseous products of combustion, a well-developed two-phase mixture model is the compressible Baer-
Nunziato (BN) model, containing solid and gas phases. If this model is numerically simulated by a
conservative Godunov-type scheme, spurious oscillations are likely to generate from porosity interfaces,
which may result from the average process of conservative variables that violates the continuity of Rie-
mann invariants across porosity interfaces. In order to suppress the oscillations, this paper proposes
a staggered-projection Godunov-type scheme over a fixed gas-solid staggered grid, by enforcing that
solid contacts with porosity jumps are always inside gaseous grid cells and other discontinuities appear
at gaseous cell interfaces. This scheme is based on a standard Godunov scheme for the Baer-Nunziato
model on gaseous cells and guarantees the continuity of the Riemann invariants associated with the
solid contact discontinuities across porosity jumps. While porosity interfaces are moving, a projection
process fully takes into account the continuity of associated Riemann invariants and ensure that poros-
ity jumps remain inside gaseous cells. This staggered-projection Godunov-type scheme is well-balanced
with good numerical performance not only on suppressing spurious oscillations near porosity interfaces
but also capturing strong discontinuities such as shocks.
Keywords: Compressible two-phase flow, Baer-Nunziato (BN) model, Godunov-type scheme,
non-conservative products, Riemann invariants
1. Introduction
In the two-phase flows containing solid and gas phases, dispersed solid particles in the gas can be
considered as a continuous fluid that penetrates the gas phase. Each phase in the gas-solid two-phase
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flow is usually non-equilibrium and has individual state variables, including the density, velocity, and
pressure. In 1986, Baer and Nunziato proposed a two-velocity two-pressure model for the compressible
two-phase flow [1], commonly known as the Baer-Nunziato (BN) model. This model provides a quan-
titative analysis of the deflagration-to-detonation transition in porous granular explosives. Neglecting
the non-differential source terms due to combustion, drag, heat transfer and chemical reaction in the
complete BN model, the governing equations remain balance laws of mass, momentum and energy
for each phase, coupled with an evolution equation for the porosity, i.e., the gaseous volume fraction
[2]. This simplified model is usually called the homogeneous BN model, and it consists of a hyperbolic
system of compressible Euler equations plus nozzling terms of non-conservative products. The study
of the homogeneous BN model plays an important role in simulating the complete BN model; however,
the homogeneous BN model cannot be written in conervative form so that there is no well-acceptable
understanding of the non-conservative products when dealing with strong discontinuities, large defor-
mation of interfaces, mixing of the two phases and interphase exchange [3]. The goal of this paper is
to construct an efficient numerical scheme to compute the homogeneous BN model with good fidelity,
through a careful analysis of the behavior of solid contacts at porosity interfaces.
Since shocks may exist in the flow, a numerical scheme should be conservative and thus Godunov-
type schemes [4] are preferable, for which the associated Riemann problems are solved numerically at
cell interfaces to resolve wave structures properly. In the Eulerian framework, many Godunov-type
methods computing the homogeneous BN two-phase flow model have been proposed, including the
operator splitting method [5, 6], the unsplit Roe-type wave-propagation method [6, 7, 8, 9] and the
path-conservative scheme [10, 11]. However, there are some flaws that need to be fixed. For exam-
ple, Lowe showed in [6] the performance of various conservative shock-capturing schemes, exhibiting
spurious oscillations (or visible errors) around porosity interfaces. In [9], Karni proposed a hybrid al-
gorithm composed of a non-conservative Roe-type scheme across the porosity jump and a conservative
Roe-type method away from the porosity jump. Here, the non-conservative Roe-type scheme utilizes
the Riemann invariants across the porosity jump to avoid spurious oscillations. However, the hybrid
scheme is not fully conservative and needs to track the porosity interface. In addition to Godunov-type
methods, a non-conservative finite-volume approach that uses residuals instead of fluxes was designed
[12], and it is compatible with local conservation.
As far as a Godunov-type method is applied to a non-conservative hyperbolic system, a key point
is to compute numerical fluxes by solving the associated Riemann problem at each cell interface. If
the Riemann problem contains a porosity jump, the solution consists of complicated wave structures
on account of the nozzlling terms, especially because of the resonance phenomenon meaning waves of
different families coincide [13, 14]. In [15], Andrianov and Warnecke analyzed various wave structures
of the homogeneous BN model and designed an exact Riemann solver for given wave patterns, which
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is called the inverse Riemann solver. Schwendeman et al. [16] proposed an exact Riemann solver
for solving the Riemann problem directly. In the subsequent paper [17], a different exact Riemann
solver, also dealing with resonance, was developed. Tokareva and Toro [18] designed a HLLC-type
approximate Riemann solver to treat the solid contact. However, for some initial data, the Riemann
solution may be not unique or even do not exist [15, 17]. This paper is mainly restricted to the case
that the Riemann solution exists uniquely.
Another key point is about the numerical approximation of non-conservative products. As intro-
duced in [19, 20, 15, 16] and summarized in [17], there are various numerical methods for discretizing
nozzlling terms and corresponding numerical results satisfy the Abgrall criterion (or free-streaming
condition) generalized from [21], which requires uniform velocity and pressure be preserved for two-
phase flows. Nevertheless, the improper numerical integration of non-conservative products across
porosity jumps could cause spurious oscillations, which will be analyzed in this paper. Across the
porosity interface, the Riemann invariants for a 0-characteristic field keep constant across the asso-
ciated solid contact. However, this is not the case numerically. It is observed that these Riemann
invariants cannot always keep constant with visible errors and spurious oscillations when the conser-
vative scheme is adopted for an isolated moving porosity interface. Hence, in order to eliminate the
oscillations, the conservation requirement of numerical solutions across porosity interfaces should be
appropriately liberated. Re and Abgrall built a non-conservative pressure-based method for weakly
compressible BN-type model [22, 23]. This method utilizes a staggered description of the flow vari-
ables to avoid spurious pressure oscillations. Furthermore, in this paper, we concentrate on getting
oscillation-free solutions of general compressible BN flows that contain shock waves, contact disconti-
nuities, and strong rarefactions. The robust approximation of non-conservative products also depends
on the positivity and well-balanced property. Recent work in this aspect includes a entropy-satisfying
scheme in [24] and a well-balanced scheme in [25] proven to preserve positive phase volume fractions,
densities and internal energies.
With the above thinkings in mind, a staggered-projection Godunov-type scheme is designed to
suppress spurious oscillations near porosity interfaces. For such a scheme with piecewise constant
initial data, solid contacts, which are associated with the 0-characteristic field, are assumed to always
exist inside fixed grid cells, named as “gaseous cells”, whereas other waves in the Riemann solution
are generated from gaseous cell interfaces. We take these solid contacts as interfaces of “solid cells”,
which are staggered with the gaseous cells. In each gaseous cell, the standard Godunov scheme is used
to update all conservative variables, and the states on both sides of the solid contact are computed
in terms of the same family of Riemann invariants associated with the 0-characteristic field. The
numerical integration of nozzling terms are computed precisely so that this scheme is well-balanced.
Moreover, since there is no porosity jump at any gaseous cell interface, it becomes routine to solve the
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Riemann problem at each cell interface for decoupled two phases. Technically, in order to ensure that
moving porosity jumps are always located inside fixed gaseous cells, the porosity discontinuities are
projected back to their original locations at each time step. The principle of this projection process is to
keep constant Riemann invariants for the 0-characteristic field, and thus the total energy conservation
has to be given up across porosity jumps for avoiding the contradiction with the former. Afterwards,
the staggered-projection Godunov-type scheme is extended to space-time second-order accuracy using
the generalized Riemann problem (GRP) method for hyperbolic balance laws [26], and extended to a
multi-dimensional regular grid by the dimensional splitting method [27] accordingly.
This paper is organized as follows. In Section 2, we summarize the characteristic analysis of the
homogeneous BN model in [1, 28] and the properties of the solid contact in the exact Riemann solution
are reviewed. A brief introduction of standard Godunov methods for the homogeneous BN model is
described in Section 3 with detailed analysis of visible numerical errors across porosity interfaces. The
staggered-projection Godunov-type scheme with the second-order GRP version and two-dimensional
extension are presented in Section 4. In Section 5, several examples are presented to demonstrate the
performance. Finally, conclusions are made in Section 6. The technical representation of BN model
and approximate solutions of the nonlinear equations related to Riemann invariants is put in Appendix.
2. The Riemann problem for homogeneous BN model
In this section, we provide some properties of the homogeneous BN model and discuss the Riemann
problem for the later design of Godunov-type schemes. In particular, we investigate the property of
solid contacts associated with porosity jumps.
2.1. Properties of homogeneous BN model
A detailed characteristic analysis of the compressible BN two-phase model was presented in [28],
and those to be used in the following sections are summarized below. For this model, the gaseous
products and the dispersed solid particles are considered as two different phases, referring to the gas
phase and the solid phase, respectively. In the one-dimensional (1-D) case, the state of each phase is
determined by a volume fraction αk, density ρk, velocity uk, pressure pk, and a total specific energy
Ek, where k = s and g represent the solid phase and the gas phase, respectively. The gaseous volume
fraction αg measures the porosity of the solid phase and satisfies the saturation constraint αg = 1−αs.
Ignoring the non-differential source terms, the system of governing equations for the homogeneous BN
model is written as
ut + f(u)x = h(u)(αs)x, (1)
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with
u =

αs
αsρs
αsρsus
αsρsEs
αgρg
αgρgug
αgρgEg

, f =

0
αsρsus
αsρsu
2
s + αsps
αsus(ρsEs + ps)
αgρgug
αgρgu
2
g + αgpg
αgug(ρgEg + pg)

, h =

−us
0
pg
pgus
0
−pg
−pgus

,
where Ek = ek +
1
2u
2
k, ek = ek(ρk, pk) is the specific internal energy specified by the equations of
state (EOS) for each phase. The non-conservative product h(u)(αs)x is called the nozzling term
since it resembles the non-conservative term of the quasi-1-D compressible duct flow model (12) in
a converging-diverging nozzle that we will discuss briefly later on. The advection equation for the
volume fraction, (αs)t + us(αs)x = 0, represents that the porosity is passively advected with the local
solid velocity us. We assume that each isolated phase satisfies the thermodynamic (Gibbs) relation,
dek = Tkdηk +
pk
ρ2k
dρk, (2)
where ηk and Tk are the entropy and temperature for the phase k, respectively.
For smooth solutions, system (1) can be expressed in terms of primitive variables
vt +A(v)vx = 0,
with
v =

αs
ρs
us
ps
ρg
ug
pg

, A =

us 0 0 0 0 0 0
0 us ρs 0 0 0 0
(ps − pg)/(αsρs) 0 us 1/ρs 0 0 0
0 0 ρsc
2
s us 0 0 0
ρg(us − ug)/αg 0 0 0 ug ρg 0
0 0 0 0 0 ug 1/ρg
ρgcg(us − ug)/αg 0 0 0 0 ρgcg ug

,
where ck is the sound speed related to the entropy ηk through the thermodynamic relation (2),
ck =
√
∂pk(ρk, ηk)
∂ρk
,
the matrix A has seven real eigenvalues
λ0 = us,
λ1,s = us − cs, λ2,s = us, λ3,s = us + cs,
λ1,g = ug − cg, λ2,g = ug, λ3,g = ug + cg.
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According to the characteristic analysis in [28], the λi,s-fields, i = 1, 2, 3, are the same as the three
eigen-fields of the one-dimensional Euler equations for the solid phase, and so are the λi,g-characteristic
fields for the gas phase. Linearly degenerate fields λ0, λ2,s and λ2,g define contact discontinuities (solid
contacts and gas contacts); other genuinely nonlinear fields define nonlinear waves (rarefaction waves
and shocks). Note that λ1,s < λ2,s < λ3,s and λ1,g < λ2,g < λ3,g. However, there are no orderings
among λi,s and λi,g, i = 1, 2, 3, which leads to the occurrence of resonance. Typically, under the sonic
condition us = ug ± cg, a solid contact is located inside a rarefaction wave or coincides with a shock
of the gas phase and thus the resonance occurs. Only as the following conditions hold,
(ug − us)
2 6= c2g, αs 6= 0, αg 6= 0,
the coefficient matrix A has a complete set of eigenvectors and the system (1) is hyperbolic. Note that
λ0 = λ2,s = us. The resonance may occur, which is analogous to the resonant case of the duct flow
that we will discuss later on.
2.2. Properties of the Riemann solution
The Riemann problem is the building block of Godunov-type schemes. Assume, for the 1-D ho-
mogeneous BN model (1), that piecewise constant data at initial time t = tn that can be shifted to
t = 0,
u(x, t = 0) =
uL, x < x0,
uR, x > x0,
where uL and uR are constant states on both sides of certain position x = x0. The solution of this
Riemann problem has self-similarity,
u(x, t) = v(ξ), ξ =
x− x0
t
, t > 0,
denoted as RP(ξ;uL,uR) and this solution consists of shock waves Sk, rarefaction waves Rk, and
contact discontinuities Ck (k = s, g) for each phase. For the time being, we leave aside the discussion
on the coalescence of these waves for different phases to the next section, and pay attention to solid
contacts λ0 = λ2,s. A solid contact is associated with λ0-field, and the corresponding five Riemann
invariants are
us, ηg,
Q := αgρg(ug − us),
P := αsps + αgpg + αgρg(ug − us)
2,
H := hg +
(ug − us)
2
2
,
where hg = eg + pg/ρg is the enthalpy of the gas phase. Note that the state variables of the gas phase
and the solid pressure ps do not remain constant across the solid contact, except the situation that
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the porosity on both sides of the contact is identical, i.e., (αs)L = (αs)R. Away from the solid contact,
the porosity is constant and the nozzling term is zero, thus the governing equations (1) are decoupled
and reduce to the Euler equations for the two individual phases. The state variables of one phase are
constant across the waves of the other phase.
Intermediate states of the solid phase Intermediate states of the gas phase
Figure 1: The wave configuration to the Riemann problem for a subsonic configuration λ2,g < λ0 < λ3,g .
Upon the position of the solid contact relative to the gas phase, wave configurations of the Riemann
problem are classified into two categories: (i) the solid contact is outside of gas waves, λ0 < λ1,g, or
λ0 > λ3,g; (ii) the solid contact is inside the gas waves, λ1,g < λ0 < λ2,g or λ2,g < λ0 < λ3.g. For
certain initial data, there may be more than one Riemann solution from different configurations; and
for certain other initial data, the Riemann solution does not exist [15]. This ill-posedness issue may
reflect the invalidity of the Riemann problem for the homogeneous BN model, and it has not been
effectively resolved [17]. Therefore, in this paper, we are chiefly concerned with the situation that the
Riemann solution exists uniquely, and try to get around this issue by solving more simplified Riemann
problems. For simplicity, we take the configuration (ii) as an example for analysis, as shown in Figure
1. In this configuration, the gas phase is subsonic relative to the solid phase, i.e., (ug − us)
2 < c2g. It
holds in the context of granular explosives. For the solid phase in this configuration, the intermediate
states on the left and right sides of the solid contact are labelled by subscripts 1 and 2, respectively.
The gas phase is labelled similarly, in addition to indicating the intermediate state between the gas
contact and the solid contact by the subscript 0.
A schematic diagram for the complete wave configuration above λ2,g < λs < λ3,g is shown in Figure
2. There are two rays ξ = ξL and ξ = ξR, ξL = (us)
∗ − ǫ, ξR = (us)
∗ + ǫ and ǫ > 0, bounding a
sectorial region S(ξL, ξR) by recalling that the similarity variable ξ = (x− x0)/t and the solid velocity
(us)1 = (us)2 =: u
∗
s. The solution can only be discontinuous across the solid contact ξ = (us)
∗. The
porosity is constant outside the region S(ξL, ξR), namely (αs)x ≡ 0 and hence the nozzling terms take
7
Figure 2: The solution in a small sector covering a solid contact propagating to the right.
effect only along the solid contact. Since the Riemann solution u(x, t) is self-similar locally, we make
the change of variables (x, t)→ (ξ, t) to recast system (1) in the form
−ξvξ + f(v)ξ = h(v)(αs)ξ. (3)
Integrating system (3) from ξL to ξR, we obtain∫ ξR
ξL
[−ξvξ + f(v)ξ ] dξ =
∫ ξR
ξL
h(v)(αs)ξdξ.
Specified to the solid phase, we have∫ ξR
ξL
[−ξ(αsρs)ξ + (αsρsus)ξ] dξ = 0, (4a)∫ ξR
ξL
[
−ξ(αsρsus)ξ + (αsρsu
2
s + αsps)ξ
]
dξ =
∫ ξR
ξL
pg(αs)ξdξ, (4b)∫ ξR
ξL
[−ξ(αsρsEs)ξ + (αsρsusEs + αsusps)ξ] dξ =
∫ ξR
ξL
pgus(αs)ξdξ, (4c)
and ∫ ξR
ξL
−us(αs)ξdξ = −u
∗
s [(αs)R − (αs)L] .
Since the Riemann invariant us is a constant across the solid contact, (4a) always holds, and the
equations (4b) and (4c) hold under the condition∫ ξR
ξL
pg(αs)ξdξ =
∫ ξR
ξL
(αsps)ξdξ = (αs)R(ps)2 − (αs)L(ps)1. (5)
This provides a way to discretize the nozzling term.
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3. Analysis of spurious oscillations by standard Godunov schemes
In this section we review the standard Godunov method for the homogeneous BN model and analyze
spurious oscillations in the solution. For the 1-D model, the computational domain [0, L] are divided
into M fixed grid cells Ii = [xi− 1
2
, xi+ 1
2
], i = 1, 2, . . . ,M , ∆x = xi+ 1
2
− xi− 1
2
= L/M , the cell interface
xi+ 1
2
= i∆x, and the cell center xi = (i − 1/2)∆x, respectively. The Godunov scheme assumes the
initial data to be piece-wise constant at time t = tn,
uni =
1
∆x
∫ x
i+1
2
x
i− 1
2
u(x, tn)dx.
The next step is to compute numerical fluxes along all cell interface x = xi+ 1
2
by solving the local
Riemann problem RP
(
ξ;uni ,u
n
i+1
)
, ξ =
x−x
i+1
2
t−tn
. For a time increment ∆t restricted by the CFL
condition, we can evolve the solution to the next time tn+1 = tn+∆t by the finite-volume discretization
un+1i − u
n
i +
∆t
∆x
(
fn
i+ 1
2
− fn
i− 1
2
)
=
∆t
∆x
Sni , (6)
where the numerical flux along the cell interface x = xi+ 1
2
is
fn
i+ 1
2
=
1
∆t
∫ tn+1
tn
f
(
u(xi+ 1
2
, t)
)
dt = f
(
un
i+ 1
2
)
,
with the Riemann solution un
i+ 1
2
= RP(0;uni ,u
n
i+1) and the time average of the numerical integral for
the nozzling term
Sni =
1
∆t
∫ tn+1
tn
∫ x
i+1
2
x
i− 1
2
h(u)(αs)xdxdt.
The numerical fluxes can be evaluated by exact Riemann solvers [16, 17] or approximate Riemann
solvers, such as a Roe solver [9], a Rusanovtype solver [29] or a more precise HLLC solver [18]. In
addition, the non-conservative product in (1) entails extra difficulties for the numerical simulation. As
summarized in [17], there are several approaches to approximate the integral of the nozzling term Sni ,
two of which are listed below.
The first follows the finite-volume method [20] and the integral of the nozzling term is approximated
as
Sni ≃ h(u
n
i )
(
(αs)
n
i+ 1
2
− (αs)
n
i− 1
2
)
, (7)
where (αs)
n
i+ 1
2
is the exact value of α along the cell interface. This approach assures that the numerical
solutions satisfy the free-streaming condition proposed by Abgrall [21]. That is, the uniformity of
pressure and velocity remains during their time evolution.
The other approach was first proposed in [16], which precisely evaluates the integral of the nozzling
term and seems more reasonable. According to the interpretation of the Riemann solution in Section
2.2, (αs)x ≡ 0 in the region of the control volume away from the solid contact. Suppose us > 0 in
9
Figure 3: Solid contacts in the local Riemannian problems at cell interfaces.
the computational domain under consideration. Then the solid contact propagates into a cell from
its left interface. As shown in Figure 3, the integral of the nozzling term over the control volume
[xi− 1
2
, xi+ 1
2
]× [tn, tn+1] can be divided into left and right parts,
Sni = S
n
i− 1
2
,i
+ Sn
i,i+ 1
2
:=
1
∆t
∫ tn+1
tn
∫ xi
x
i− 1
2
h(u)(αs)xdxdt+
1
∆t
∫ tn+1
tn
∫ x
i+1
2
xi
h(u)(αs)xdxdt.
The CFL restriction of the time step ∆t < ∆x/(2us) ensures that the solid contact does not enter into
the interval [xi, xi+ 1
2
] during the time interval [tn, tn+1]. Then (αs)x ≡ 0 in this interval implies
Sn
i,i+ 1
2
=
1
∆t
∫ tn+1
tn
∫ x
i+1
2
xi
h(u)(αs)xdxdt = 0.
According to the essential condition (5), the integral of the non-conservative product pg(αs)x in
[xi− 1
2
, xi] satisfies
1
∆t
∫ tn+1
tn
∫ xi
x
i− 1
2
pg(αs)xdxdt =
1
∆t
∫ tn+1
tn
∫ ξR
ξL
pg(αs)ξdξdt
=
1
∆t
∫ tn+1
tn
∫ ξR
ξL
(αsps)ξdξdt = (αs)i(ps)2 − (αs)i−1(ps)1.
(8)
Because (us)1 = (us)2, the integrals of other non-conservative products in the nozzling terms in
[xi− 1
2
, xi] are obtained as
1
∆t
∫ tn+1
tn
∫ xi
x
i− 1
2
pgus(αs)xdxdt = (us)1 [(αs)i(ps)2 − (αs)i−1(ps)1] ,
1
∆t
∫ tn+1
tn
∫ xi
x
i− 1
2
−us(αs)xdxdt = −(us)1 [(αs)i − (αs)i−1] .
From the formula (8), it is observed that the non-conservative product pg(αs)x is approximated by
(psαs)x across the solid contact. This numerical approach is not consistent with the governing equations
(1). In fact, neither of these approaches is robust enough. Spurious oscillations may arise in the vicinity
of porosity jumps (cf. numerical results of Test 3 in [17]), especially when the solid contact approaches
another wave.
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3.1. Well-balancing in capturing almost stationary solid contacts
A well-balanced scheme refers to a scheme that accurately preserves specific steady-state solutions.
For (1) a steady-state solution satisfies,
f(u)x = h(u)(αs)x. (9)
An individual stationary solid contact, with the solid velocity us ≡ 0 and a porosity jump, is a typical
steady state solution. The Godunov schemes based on the above two numerical integration approaches
for the nozzling term are not necessarily well-balanced since they do not involve such a solution. For
a non-well-balanced scheme, numerical errors are likely to arise from the porosity jump. Hence an
approach for constructing a well-balanced scheme is necessarily introduced.
Figure 4: The Riemann solution in a small sector covering a stationary solid contact.
As shown in Figure 4, we consider a stationary solid contact. In the sectorial region S(ξL, ξR)
bounded by these two rays close to the stationary solid contact, we integrate equation (9) to get∫ xR
xL
h(u)(αs)xdx = f(u2)− f(u0), (10)
where u0 and u2 are the states on the left and right sides of the solid contact, respectively. In
general, f(u2) 6= f(u0) across the porosity jump coinciding with the cell interface. The inequality
of the numerical flux is a difficulty that needs to be settled down in the numerical simulation of the
stationary solid contact. By integrating system (1) over the interval (xi− 1
2
, xi+ 1
2
) from time tn to tn+1,
the Godunov scheme for the stationary solid contact becomes
un+1i − u
n
i +
∆t
∆x
(
f
n,−
i+ 1
2
− fn,+
i− 1
2
)
=
∆t
∆x
Sni = 0, (11)
where the numerical fluxes takes limiting values along the inner sides of the interface of cell Ii,
f
n,+
i− 1
2
= f
(
u(xi− 1
2
+ 0, tn)
)
, fn,−
i+ 1
2
= f
(
u(xi+ 1
2
− 0, tn)
)
,
11
and Sni = 0 due to the fact that (αs)x = 0 in (xi− 1
2
, xi+ 1
2
). This method is essentially equivalent to
the unsplit Roe-type wave propagation method in [6], which performs a wave decomposition based on
the flux difference plus the non-conservative product, inspired by (10). That is,
f
n,+
i− 1
2
= fn,−
i− 1
2
+
∫ xi
xi−1
h(u)(αs)xdx := f
n,−
i− 1
2
+ Sn
i− 1
2
, fn,−
i+ 1
2
= fn,+
i+ 1
2
− Sn
i+ 1
2
.
Hence, (11) can be symbolically written in the form the Godunov scheme (6),
un+1i − u
n
i +
∆t
∆x
(
f
n,±
i+ 1
2
− fn,±
i− 1
2
)
=
∆t
∆x
Sn
i± 1
2
.
This scheme is not robust when the solid velocity us is extremely close but not equal to 0, since it
is hard to take out which numerical fluxes fn,±
i+ 1
2
and integrals of the nozzling term Sn
i± 1
2
. Later on,
we design a staggered method to enhance robustness. The principle of this method is to set porosity
jumps inside cells rather than at cell interfaces. Then, numerical fluxes must be invariant across cell
interfaces, and the integral of the nozzling term can be evaluated precisely. Alternatively, we may use
the residual framework to resolve this issue, as done in [30], which is left for the future work.
Remark. The 1-D homogeneous BN two-phase model is readily compared with the quasi-1-D compress-
ible duct flow model [15, 31]. If the solid phase is assumed incompressible (ρs)t = 0 and stationary
us ≡ 0, which means that the granular bed does not move, the porosity becomes a function only asso-
ciated with x. The solid phase fits the property of a duct of variable cross-section, and the gas phase
formally satisfies a duct flow model. Here, the porosity αg(x) acts as the variable cross-section A(x) in
the duct flow. Using a one-to-one correspondence (αg, ρg, ug, pg, Eg) ←→ (A, ρ, u, p, E) by removing
the subscripts g for specification compliance, system (1) reduces to the system of compressible Euler
equations in a duct
ut + f(u)x = h(u)Ax, (12)
where notations u, f(u) and h(u) represent
u =

A
Aρ
Aρu
AρE
 , f(u) =

0
Aρu
A(ρu2 + p)
Au(ρE + p)
 , h(u) =

0
0
p
0
 .
Eigenvalues of this reduced system are
λ0 = 0, λ1 = u− c, λ2 = u, λ3 = u+ c.
In the solution to the Riemann problem for the duct flow model, the 0-characteristic field corresponds
to the stationary solid contact, called 0-contact. The Riemann invariants across the 0-contact are
Aρu, η, h+
u2
2
,
12
which are actually some Riemann invariants across the stationary solid contact. In practice, it is
essentially the same that solving the duct flow model as doing the homogeneous BN model with the
stationary solid phase.
3.2. Dilemma in the computation of moving solid contacts
Some numerical experiments in [15, 6, 9] revealed the fact that spurious oscillations are likely
to arise near porosity jumps by using conservative shock-capturing schemes and cannot eliminated
completely. In this subsection, we discuss the mechanism of these spurious oscillations. For a single
solid contact, the Riemann invariants ψ, ψ = us, ηg, Q, P,H are constant across porosity jumps. The
Godunov average of conservative variables may yield wrongly the computation of all of these Riemann
invariants. Therefore, visible errors inevitably generate from porosity interfaces. This observation is
verified in the following.
solid contact
Figure 5: Propagation of a solid contact in a time step.
As shown in Figure 5, we consider a single solid contact within the cell Ii propagating to the
right from time tn to tn+1. Assume the solid velocity remains constant (us)0 > 0 throughout the
computational domain. Using the conservative Godunov scheme (6), the conservation of mass, total
momentum and total energy of the two phases should be maintained. Thus we have no choice but
to evolve four conservative variables with inalterable computational formulae. These conservative
variables are the density of each phase αsρs and αgρg, total momentum M := αsρsus + αgρgug and
total energy E := αsρsEs + αgρgEg. Specifically, we have
(αsρs)
n+1
i = (αsρs)
n
i −
∆t
∆x
δx(αsρsus)
n
i ,
(αgρg)
n+1
i = (αgρg)
n
i −
∆t
∆x
δx(αgρgug)
n
i ,
Mn+1i =M
n
i −
∆t
∆x
δx(P +Qus +Mus)
n
i ,
where the notation of the central difference δx(•)
n
i = (•)
n
i+ 1
2
− (•)n
i− 1
2
is used. Since the Riemann
invariants us, P and Q are constant across the solid contact, δx(P +Qus)
n
i = 0 holds. Then
Qn+1i =[αgρg(ug − us)]
n+1
i =M
n+1
i −
[
(αsρs)
n+1
i + (αgρg)
n+1
i
]
(us)0
=Mni − [(αsρs)
n
i + (αgρg)
n
i ] (us)0 = [αgρg(ug − us)]
n
i = Q
n
i ,
(13)
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Therefore the Godunov scheme maintains the Riemann invariant Q constant across the solid contact.
In addition to us and Q, other three Riemann invariants should remain constant across the solid
contact too,
(ηg)
n+1
i = (ηg)
n
i , P
n+1
i = P
n
i , H
n+1
i = H
n
i . (14)
By the conservation property of the Godunov scheme, we determine four conservative variables at time
tn+1,
(αsρs)
n+1
i , (αgρg)
n+1
i , M
n+1
i , E
n+1
i . (15)
These seven quantities in (14) and (15) are independent, which will be illustrated later. However,
except for the aforementioned solid velocity us, there are only six undetermined primitive variables in
(1) with the closure of the EOS for each phase and the saturation constraint,
(αs)
n+1
i , (ρs)
n+1
i , (ps)
n+1
i , (ρg)
n+1
i (ug)
n+1
i , (pg)
n+1
i . (16)
The number of undetermined variables, six, is less than the number of independent determined quan-
tities, seven, which results in an overdetermined problem. This dilemma shows that it is impossible to
eliminate numerical errors by an conservative scheme in the vicinity of porosity jumps completely.
Take Example 2 in Section 5 as an example. Assume the initial data to generate the solution of
a single solid contact propagating to the right and initially resting on the left boundary of the cell
Ii, i = 151. We set the spatial step ∆x = 1/300 and time step ∆t = 1/2400. At time t1 = ∆t, we can
work out primitive variables in (16) based on all constant Riemann invariants in (14) and conservative
variables (αsρs)
n+1
i , (αgρg)
n+1
i ,M
n+1
i , and the total energy E
n+1
i = (αsρsEs+αgρgEg)
n+1
i = 10.4106.
Besides, we can evaluate the total energy using the conservative Godunov scheme (6),
En+1i = E
n
i −
∆t
∆x
δx[αsus(ρsEs + ps) + αgug(ρgEg + pg)]
n
i ,
which updates the total energy to be En+1i = 10.4015, not equal to the above value. Therefore, we
conclude that the complete conservation in the Godunov scheme, including the conservation of total
energy, yields a contradiction to the fact that all Riemann invariants for the λ0-field remain unchanged
across the solid contact. Spurious oscillations near porosity jumps cannot be fully suppressed by
adjusting the numerical integration approaches for the nozzling term [17]. The only possible way to
eliminate oscillations is to release the conservation, most reasonably the conservation of total energy.
In Section 4, a projection method based on Riemann invariants is developed to implement the release
of conservation.
3.3. Coalescence of gaseous shock and solid contact
It is observed that spurious oscillations become more violent as the solid contact approaches other
strong discontinuities, which corresponds to a resonance phenomenon. Example 4 in Section 5 shows
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an instance of contiguous gaseous shock and solid contact with porosity jump. The numerical results
in [15] displayed oscillations in the vicinity of the porosity interface. The proximity of the solid contact
and gaseous shock is likely to be the cause.
Figure 6: The Riemann solution with the coalescence of gaseous shock and solid contact.
Let us consider a Riemann problem related to the coalescent gaseous shock and solid contact. As
shown in Figure 6, the Riemann solution includes a transonic solid contact coinciding with a gaseous
shock, i.e., a resonant wave associated with λ3,g = λ0. Inspired by the research on duct flows in [32],
the resonant wave consists of three connected waves: a subsonic solid contact Cs(u0,u−) with the left
state u0 and right state u−, a gaseous shock Sg(u−,u+) and a supersonic solid contact Cs(u+,u2).
These three waves coalesce on the ray ξ = (us)0, viewed as a region S(ξ = us), where the intermediate
solid volume fraction (αs)− = (αs)+ represents the porous location of the gaseous shock. Recall in
Section 2.2 that the expression of the integral condition (5) is the same. However, we have to grasp
the resonant wave with great accuracy; otherwise probably visible errors arise in the intermediate solid
pressure (ps)1 or (ps)2. As a matter of fact, this difficulty is hard to be avoided because of round-off
errors. It is almost impossible to judge whether the wave speeds are idential. In other words, the solid
contact is transonic.
As indicated in [33], the resonance phenomenon induces instability of the flow field. Such a Riemann
problems are extremely difficult to solve. A straightforward idea is to divide these resonant waves
through grid cells and resolve them separately. In the next section, we implement this idea via the
strategy of staggered gas-solid grids, as illustrated in Figure 8.
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4. Staggered-projection Godunov-type schemes
In 2007, Saurel et al. developed a Lagrange-projection method in [34]. This method is utilized
to suppress spurious pressure oscillations that appear at contact discontinuities for compressible flows
governed by complex gas EOS. Inspired by the similarity between this problem and the one we studied,
we explore the application of the Lagrange-projection method in order to suppress spurious oscilla-
tions that appear at solid contacts. The first step of the Lagrange-projection method rests upon the
Lagrangian formulation. The second step is the projection of the solution on a fixed (Eulerian) grid.
The homogeneous BN model contains two phases, which undoubtedly make it difficult to solve in
Lagrangian coordinates. To make the numerical method as simple as possible, at the first step, we
compute the solid phase in Lagrangian coordinates and the gas phase in Eulerian coordinates. Then,
the question is how to design a gas-solid grid as the basis for the projection on the grid.
For the coalescence of solid contacts and other gaseous waves discussed in the previous section,
the difficulty of the resonance can be circumvented by separating solid contacts from other gaseous
waves. By adjusting the Godunov scheme, we assume solid contacts with porosity jumps only appear
at cell centers of fixed grid cells, while other waves generate from the boundaries of these cells. Such
fixed cells are identified as gaseous grid cells. The cell centers of these gaseous cells can be regarded
as boundaries of a column of solid grid cells. Then this hypothesis happens to construct a staggered
gas-solid grid. The Riemann problems at gaseous cell interfaces without porosity jumps become much
easier to solve. Meanwhile, discontinuous interfacial fluxes commented in Subsection 3.1 no longer
arise and the integrals of the nozzling term over gaseous cells can be evaluated accurately based on the
formula (5). Therefore such a modified Godunov method is well-balanced. We improve the numerical
integration approach to be consistent with the governing equations (1).
In [9], Karni and Herna´ndez-Duen˜as had exemplified that the non-conservative scheme can suppress
spurious oscillations near porosity interfaces. However, the conservation property is necessary for
schemes to capture shocks. It is difficult to distinguish shocks and porosity jumps, mainly for the two
waves coinciding or interacting with each other. Therefore, it is not easy to choose the conservative
or non-conservative scheme in some parts of the computational domain. The Karni method is to
determine locations of porosity jumps by using the gradient of the porosity. The non-conservative
method is applied near porosity jumps. In this section, we design a projection method automatically
switching between conservative and non-conservative formulae. It maintains a unified formulation
over the entire computational domain, no matter whether the porosity is discontinuous or not. This
method projects solid contacts in Lagrangian coordinates back to Eulerian coordinates. The mass
of each phase, total momentum, and Riemann invariants for the λ0- field keep constant during the
projection. The correct use of Riemann invariants suppress spurious oscillations. The total energy
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is non-conservative only at porosity jumps, and conservation errors disappear gradually as jumps get
smaller. Thus the conservation of the scheme can be well guaranteed in cells containing weak solid
contacts but strong shocks.
4.1. Algorithmic steps of a staggered-projection scheme
In this section, a staggered-projection Godunov-based method is proposed with detailed justifica-
tion. It consists of four steps that will be specified below. For convenience of numerical implementation,
the algorithm is diagramed at the end of this section.
4.1.1. Initial states within gas-solid staggered cells
solid cellgaseous cell
Figure 7: Staggered gas-solid grid cells.
As shown in Figure 7, a black regular grid, a gaseous grid, is fixed. It is assumed that a porosity jump
is only present at the center x = xi of each gaseous grid cell Ii = [xi− 1
2
, xi+ 1
2
]. Red points of porosity
jumps inside gaseous cells can be treated as interfaces of solid grid cells. For the Godunov scheme,
the initial data are assumed to satisfy a piece-wise constant distribution at time tn. The solid volume
fraction αs takes constants (αs)
n
i− 1
2
and (αs)
n
i+ 1
2
in solid cells [xi−1, xi] and [xi, xi+1], respectively. The
vector u is constant un
i− 1
2
,i
and un
i,i+ 1
2
in the smaller intervals [xi− 1
2
, xi] and [xi, xi+ 1
2
], respectively.
Then, the cell average of u over Ii is denoted as u
n
i =
1
2
(
un
i− 1
2
,i
+ un
i,i+ 1
2
)
. We suppose that there
is only one wave at the porosity jump, i.e., the solid contact emanating at x = xi. The Riemann
invariants ψ, ψ = us, ηg, Q, P,H , associated with λ0-field, are constant across the solid contact. Then
ψn
i− 1
2
,i
= ψn
i,i+ 1
2
= ψni in the gaseous cell Ii. In addition, we make another hypothesis that the solid
density ρs is constant in each gaseous cell. It means that (ρs)
n
i− 1
2
,i
= (ρs)
n
i,i+ 1
2
= (ρs)
n
i and initial
discontinuities of the solid density only appear at gaseous cell interfaces. Based on this hypothesis,
solid contact waves associated with the λ0, λ2,s- fields are separated. The solid contact λ0-waves
generate at centers of gaseous cells, and the solid contact λ2,s-waves generate at the boundaries of
gaseous cells. Hence, system (1) is decoupled into two Euler equations for the gas and solid phases
at gaseous cell interfaces. The solid phase does not affect the gas phase, and gaseous parameters do
not change across solid contacts. Thus, the local Riemann problem RP
(
ξ;un
i,i+ 1
2
,un
i+ 1
2
,i+1
)
at the
gaseous cell interface xi+ 1
2
is easier to be solved than the Riemann problem in Section 2.2.
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Figure 8: Coalescence of gaseous shock and solid contact in staggered cells.
Remark. For the coalescence of gaseous shock and solid contact in Figure 6, the staggered gas-solid grid
can decompose the resonance wave. Through an ideal schematic diagram in Figure 8, the resonant
wave is divided into three waves: Cs(u0,u−) at the solid cell interface x = xi, Sg(u−,u+) at the
gaseous cell interface x = xi+ 1
2
and Cs(u+,u2) at x = xi+1. In this way, these three waves can be
solved individually.
4.1.2. A Godunov scheme over gaseous cells
The Godunov scheme (6) for system (1) is utilized to update the cell average uni over the cell Ii.
The numerical flux fn
i+ 1
2
is obtained by solving the local Riemann problem RP
(
ξ;un
i,i+ 1
2
,un
i+ 1
2
,i+1
)
at
the cell interface xi+ 1
2
. The time step ∆t is restricted by the CFL condition to avoid wave interactions.
Next the integral of the nozzling term is evaluated. Note that solid contacts at centers of gaseous
cells propagate along fluid trajectories with the velocity (us)
n
i . We set
(pg)max = max
{
(pg)
n
i− 1
2
,i
, (pg)
n
i,i+ 1
2
}
, (pg)min = min
{
(pg)
n
i− 1
2
,i
, (pg)
n
i,i+ 1
2
}
as the maximum and minimum values of gaseous pressure in Ii, respectively. By the mean-value
theorem, there exists a (pg)
n
i ∈ [(pg)min, (pg)max] such that there holds
1
∆t
∫ tn+1
tn
∫ x
i+1
2
x
i− 1
2
pg(αs)xdxdt =
1
∆t
∫ tn+1
tn
(pg)
n
i
∫ ξR
ξL
(αs)ξdξdt = (pg)
n
i
(
(αs)
n
i+ 1
2
− (αs)
n
i− 1
2
)
, (17)
where ξ = (x−xi)/(t−tn), ξL = (us)
n
i −ǫ and ξR = (us)
n
i +ǫ. For smooth solutions, this approximation
is consistent with first-order accuracy.
On the other hand, recall that local solutions across solid contacts satisfy the system (3). Then we
have
1
∆t
∫ tn+1
tn
∫ x
i+1
2
x
i− 1
2
pg(αs)xdxdt =
1
∆t
∫ tn+1
tn
∫ ξR
ξL
pg(αs)ξdξdt
=
1
∆t
∫ tn+1
tn
∫ ξR
ξL
(αsps)ξdξdt = (αs)
n
i+ 1
2
(ps)
n
i,i+ 1
2
− (αs)
n
i− 1
2
(ps)
n
i− 1
2
,i
.
Comparison between these two evaluations yields
(pg)
n
i =
(αs)
n
i+ 1
2
(ps)
n
i,i+ 1
2
− (αs)
n
i− 1
2
(ps)
n
i− 1
2
,i
(αs)ni+ 1
2
− (αs)ni− 1
2
=: Pg,
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for (αs)
n
i+ 1
2
6= (αs)
n
i− 1
2
. Since (pg)
n
i ∈ [(pg)min, (pg)max] holds, a computation method for pg is proposed
as
(pg)
n
i =

1
2
[
(pg)
n
i− 1
2
,i
+ (pg)
n
i,i+ 1
2
]
, if
∣∣∣(αs)ni+ 1
2
− (αs)
n
i− 1
2
∣∣∣ < ε,
(pg)min, if Pg < (pg)min,
(pg)max, if Pg > (pg)max,
Pg, otherwise,
(18)
for small positive number ε, typically ε = 10−6. Then the full set of integrals for non-conservative
products are summarized as, in addition to (17),
1
∆t
∫ tn+1
tn
∫ x
i+1
2
x
i− 1
2
pgus(αs)xdxdt = (pg)
n
i (us)
n
i
[
(αs)
n
i+ 1
2
− (αs)
n
i− 1
2
]
.
In addition,
1
∆t
∫ tn+1
tn
∫ x
i+1
2
x
i− 1
2
−us(αs)xdxdt = −(us)
n
i
[
(αs)
n
i+ 1
2
− (αs)
n
i− 1
2
]
.
In the case of large porosity jumps, the integral of the nozzling term Sni is computed almost exactly.
In the absence of porosity jumps, (αs)
n
i+ 1
2
= (αs)
n
i− 1
2
, the numerical integral Sni is identical to 0. In
this case, this Godunov method reduces to the standard Godunov scheme about the Euler equations
for the gas or solid phase.
Figure 9: Moving solid contacts and solution distribution over time level [tn, tn+1].
4.1.3. Moving solid contacts and limiting states on both sides
Denote a solid contact inside Ii as
(xs)i(t) = xi + (us)
n
i (t− tn), tn ≤ t ≤ tn+1, (19)
as shown in Figure 9, in which
βn+1
i− 1
2
,i
=
(xs)
n+1
i − xi− 12
xi+ 1
2
− xi− 1
2
, βn+1
i,i+ 1
2
=
xi+ 1
2
− (xs)
n+1
i
xi+ 1
2
− xi− 1
2
, (20)
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represent the proportions of the interval [xi− 1
2
, (xs)
n+1
i ] and [(xs)
n+1
i , xi+ 12 ] relative to the length of
the whole cell Ii, respectively. The average of u over the intervals [xi− 1
2
, (xs)
n+1
i ] and [(xs)
n+1
i , xi+ 12 ]
are denoted as un+1,∗
i− 1
2
,i
and un+1,∗
i,i+ 1
2
, respectively. Then the cell average of u over the cell Ii at time tn+1
is
u
n+1,∗
i = β
n+1
i− 1
2
,i
u
n+1,∗
i− 1
2
,i
+ βn+1
i,i+ 1
2
u
n+1,∗
i,i+ 1
2
, (21)
which is the same as that obtained directly by the Godunov scheme (6),
u
n+1,∗
i = u
n
i −
∆t
∆x
(
fn
i+ 1
2
− fn
i− 1
2
)
+
∆t
∆x
Sni . (22)
The solid volume fraction αs in the scheme needs to be solved by a Lagrangian method. The advection
of the solid volume fraction indicates
(αs)
n+1,∗
i− 1
2
,i
= (αs)
n
i− 1
2
, (αs)
n+1,∗
i,i+ 1
2
= (αs)
n
i+ 1
2
. (23)
In light of the continuity of Riemann invariants associated with the λ0- field across the solid contact,
we have
ψn+1,∗
i− 1
2
,i
= ψn+1,∗
i,i+ 1
2
, ψ = us, ηg, Q, P,H. (24)
It is observed that the density ρs is not among these Riemann invariants, thus the solid density acts
as a free variable. Then we assume that the discontinuity of the solid density only appears at cell
interfaces of the cell Ii, implying
(ρs)
n+1,∗
i− 1
2
,i
= (ρs)
n+1,∗
i,i+ 1
2
= (ρs)
n+1,∗
i = (αsρs)
n+1,∗
i /(αs)
n+1,∗
i . (25)
The Riemann invariant us is calculated as
(us)
n+1,∗
i− 1
2
,i
= (us)
n+1,∗
i,i+ 1
2
= (us)
n+1,∗
i = (αsρsus)
n+1,∗
i /(αsρs)
n+1,∗
i . (26)
In view of (13), the Riemann invariant Q remains constant across the solid contact and is obtained
through
Qn+1,∗
i− 1
2
,i
= Qn+1,∗
i,i+ 1
2
= Qn+1,∗i
=Mn+1,∗i −
[
(αsρs)
n+1,∗
i + (αgρg)
n+1,∗
i
]
(us)
n+1,∗
i .
(27)
Therefore, the Godunov scheme resolves variables αs, ρs, us, Q in intervals [xi− 1
2
, (xs)
n+1
i ] and [(xs)
n+1
i , xi+ 12 ].
Recalling αg = 1−αs and making a variable substitution ug = Q/(αgρg) + us, it remains to solve the
equations (21) and (24). Some of them are
Un+1,∗i = β
n+1
i− 1
2
,i
Un+1,∗
i− 1
2
,i
+ βn+1
i,i+ 1
2
Un+1,∗
i,i+ 1
2
, U = αgρg, αgρgEg, (28a)
ψn+1,∗
i− 1
2
,i
= ψn+1,∗
i,i+ 1
2
, ψ = ηg, H, (28b)
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with four unknown thermodynamic variables of the gas phase (ρg)
n+1,∗
i− 1
2
,i
, (pg)
n+1,∗
i− 1
2
,i
and (ρg)
n+1,∗
i,i+ 1
2
, (pg)
n+1,∗
i,i+ 1
2
.
The nonlinear four-equation algebraic system (28) may be solved, say, by the Newton-Raphson itera-
tive method. Sometimes, the Newton-Raphson method does not converge or the nonlinear system has
no solution. This situation is closely related to the case that the Riemann problem has no solution.
As described in [17], the conditions for which there is no solution are not special cases but do arise
often. For the situations that the Newton-Raphson method is not applicable, the least-square method
is applied to solve the nonlinear system approximately. See Appendix B for details. Next, we solve
solid pressures (ps)
n+1,∗
i− 1
2
,i
and (ps)
n+1,∗
i,i+ 1
2
by the two equations
(αsρsEs)
n+1,∗
i = β
n+1
i− 1
2
,i
(αsρsEs)
n+1,∗
i− 1
2
,i
+ βn+1
i,i+ 1
2
(αsρsEs)
n+1,∗
i,i+ 1
2
, (29a)
Pn+1,∗
i− 1
2
,i
= Pn+1,∗
i,i+ 1
2
. (29b)
For the special case where both phases meet the EOS for polytropic gases, these two equations are linear
and easy to solve. Through the above processes, the Riemann invariants Pn+1,∗
i− 1
2
,i
, Hn+1,∗
i− 1
2
,i
, (ηg)
n+1,∗
i− 1
2
,i
are evaluated.
Across an individual solid contact, all Riemann invariants for the λ0-field are computed exactly,
suppressing spurious oscillations. This step not only relies on the conservative formulation but also
legitimately determines the distribution of Riemann invariants.
4.1.4. Projection of Riemann invariants and computation of volume fractions
At this step, a basic requirement is that the solid contact does not cross gaseous cell interfaces.
For this purpose, solid contacts are fixed in gaseous cell centers and the solid grid is an Eulerian
grid, inspiring a projection procedure on the gas-solid Eulerian grid. In order to suppress spurious
oscillations in the vicinity of porosity interfaces, all Riemann invariants associated with the λ0-field
remain unchanged after the projection. In other words, the projection is based on a target that all
Riemann invariants ψ = us, ηg, Q, P,H keep constant ψ
n+1
i = ψ
n+1,∗
i− 1
2
,i
in the cell Ii. According to the
assumption (25) on the solid density ρs, the projected solid density is constant (ρs)
n+1
i = (ρs)
n+1,∗
i .
In fact, the projected solution can be regarded as the authentic solution at time tn+1, as shown in
Figure 10. We have obtained six independent variables (ρs)
n+1
i and ψ
n+1
i . It remains to calculate the
seventh independent variable αg or αs, which is constant in the solid cell [xi, xi+1].
There is a convenient method to evaluate αs. Recall in system (1) that the solid density satisfies
a conservation law
(ρs)t + (ρsus)x = 0. (30)
Application of the Godunov scheme over the solid cell [xi, xi+1] yields
(ρs)
n+1
i+ 1
2
= (ρs)
n
i+ 1
2
−
∆t
∆x
[
(ρsus)
n
i+1 − (ρsus)
n
i
]
, (31)
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Figure 10: Projection of the solution and variable distribution in solid cells at time tn.
where (ρs)
n
i+ 1
2
= 12 (ρs)
n
i +
1
2 (ρs)
n
i+1 is the integral average of the solid density in [xi, xi+1] at time tn.
The Godunov scheme for the solid phase by recalling system (1) again takes
(αsρs)
n+1
i+ 1
2
= (αsρs)
n
i+ 1
2
−
∆t
∆x
[
(αsρsus)
n
i+1 − (αsρsus)
n
i
]
(32)
over the cell [xi, xi+1], where the integral average (αsρs)
n
i+ 1
2
= (αs)
n
i+ 1
2
(ρs)
n
i+ 1
2
. In the numerical flux
along the solid cell interface xi,
(αs)
n
i =

(αs)
n
i− 1
2
, if (us)
n
i > 0,
(αs)
n
i+ 1
2
, if (us)
n
i ≤ 0.
Thus the solid volume fraction at time tn+1 is updated as
(αs)
n+1
i+ 1
2
= (αsρs)
n+1
i+ 1
2
/
(ρs)
n+1
i+ 1
2
. (33)
With (αs)
n+1
i± 1
2
, ψn+1i and (ρs)
n+1
i available, the distribution u
n+1
i− 1
2
,i
and un+1
i,i+ 1
2
at time tn+1 are con-
structed. Here the computation of the vector u involves a root-finding process of an equation for ρg
as indicated in [9]. The specific manipulation is described detailedly in Appendix B.
The whole procedure is summarized in Algorithm 1 below. In the computational region where
the porosity is constant, the staggered-projection Godunov-type scheme completely degenerates to the
standard Godunov scheme. In the region containing porosity jumps, this scheme is conservative before
the projection step, and during the projection process, six independent variables remain unchanged
except for the porosity. Therefore, the projection rarely impairs the conservation of the Godunov-
type scheme. In the later section, numerical experiments corroborate that this scheme significantly
suppresses spurious oscillations near porosity interfaces and accurately captures shock waves of each
phase.
Remark. It’s worth noting that the computation of the volume fraction (33) causes slight conservation
errors of the individual-phase mass across porosity jumps, for which, however, there is a more sophisti-
cated evaluation method of the volume fraction in conform with the conservation of mass. We project
the conservative variables (αgρg) onto solid cells and then evaluate the integral average (αgρg)
n+1
i+ 1
2
in
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Algorithm 1 First-order staggered-projection Godunov-type scheme
Input: Cell averages (ρs)
n
i and ψ
n
i in [xi− 1
2
, xi+ 1
2
] for ψ = us, ηg, Q, P,H ; (αs)
n
i+ 1
2
in [xi, xi+1].
Output: (ρs)
n+1
i and ψ
n+1
i in [xi− 12 , xi+
1
2
]; (αs)
n+1
i+ 1
2
in [xi, xi+1].
Procedure:
1: Solve the Riemann problem RP
(
ξ;un
i,i+ 1
2
,un
i+ 1
2
,i+1
)
at xi+ 1
2
to obtain the Riemann solution
un
i+ 1
2
= RP
(
ξ = 0;un
i,i+ 1
2
,un
i+ 1
2
,i+1
)
.
2: Evaluate the nozzling term Sni = h ((pg)
n
i , (us)
n
i )
[
(αs)
n
i+ 1
2
− (αs)
n
i− 1
2
]
with (pg)
n
i in (18).
3: Utilize the Godunov scheme (22) to get the updated cell average un+1,∗i .
4: Calculate the position of the solid contact (xs)
n+1
i according to (19) and obtain the proportion
βn+1
i− 1
2
,i
= 1− βn+1
i,i+ 1
2
in (20).
5: Determine υn+1,∗
i− 1
2
,i
and υn+1,∗
i,i+ 1
2
for υ = αs, ρs, us, Q by (23), (25), (26) and (27) and for υ = ρg, pg, ps
by solving the algebraic systems (28) and (29). Then determine (ρs)
n+1
i = (ρs)
n+1,∗
i− 1
2
,i
and ψn+1i =
ψn+1,∗
i− 1
2
,i
for ψ = us, ηg, Q, P,H .
6: By the projection (xs)
n+1
i onto xi, compute (αs)
n+1
i+ 1
2
represented in (33) with (ρs)
n+1
i+ 1
2
in (31) and
(αsρs)
n+1
i+ 1
2
in (32).
[xi, xi+1]. In fact, by assuming us > 0 (similarly if us < 0), we have
(αgρg)
n+1
i+ 1
2
=
(
1
2
− βn+1
i,i+ 1
2
)
(αgρg)
n+1,∗
i− 1
2
,i
+ βn+1
i,i+ 1
2
(αgρg)
n+1,∗
i,i+ 1
2
+
1
2
(αgρg)
n+1,∗
i+ 1
2
,i+1
.
After the projection, the integral average is denoted as
(αgρg)
n+1
i+ 1
2
=
1
2
(αgρg)
n+1
i,i+ 1
2
+
1
2
(αgρg)
n+1
i+ 1
2
,i+1
.
Together with the available Riemann invariants ψn+1i in [xi, xi+ 12 ] and ψ
n+1
i+1 in [xi+ 12 , xi+1], ψ =
Q,H, ηg, the porosity in the solid cell [xi, xi+1]
(αg)
n+1
i+ 1
2
= (αg)
n+1
i,i+ 1
2
= (αg)
n+1
i+ 1
2
,i+1
is obtained by using the Newton-Raphson iteration. Then, the solid density in the cell Ii is computed
by the conservation of αsρs
(ρs)
n+1
i− 1
2
,i
= (αsρs)
n+1,∗
i /(αs)
n+1
i ,
where (αs)
n+1
i = 1 − (αg)
n+1
i = 1 −
1
2
[
(αg)
n+1
i− 1
2
+ (αg)
n+1
i+ 1
2
]
. Considering constant us across porosity
jumps, we may also notice that the total momentum M = (αgρg + αsρs)us +Q is conservative since
αgρg, αsρs and Q are conservative.
4.2. Extension to second-order accuracy
The generalized Riemann problem (GRP) approach is adopted to extend the above projection
method to second order accuracy [35, 36]. The version we will use is that for general hyperbolic laws
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[26]. The resulting scheme, when combined with the above staggered projection, is a temporal-spatial
coupling staggered second order method [37]. In the vicinity of the porosity jump, algorithmic steps
that are different from the first-order version are listed below.
In the first-order staggered-projection scheme, the Riemann invariants ψ = us, ηg, Q, P,H and solid
density ρs are constant in the gaseous cell Ii, while the solid volume fraction αs is constant in the
solid cell [xi, xi+1]. In order to design a second-order version, we assume that φ and ρs are piece-wise
linear in gaseous cells, and αs are piece-wise linear in solid cells. Since the Riemann invariants are
continuous across solid contacts, rather than the primitive variables v or u, the local reconstruction
reasonably applies for the Riemann invariants, ω := [ρs, us, P,Q,H, ηg],
ω˜i(x) = ω
n
i + (ωx)
n
i (x − xi), (34)
where ωni is calculated by the cell average u
n
i over Ii, (ωx)
n
i is the slope of the vector ω. In the solid
cell [xi, xi+1], αs has a piece-wise linear representation
(α˜s)i+ 1
2
(x) = (αs)
n
i+ 1
2
+ ((αs)x)
n
i+ 1
2
(x− xi+ 1
2
), (35)
where (αs)
n
i+ 1
2
is the cell average and ((αs)x)
n
i+ 1
2
is the slope.
With such “initial” data at time level t = tn, the GRP needs high order numerical fluxes. De-
note w = [αs,ω], w˜i,i+ 1
2
(x) =
[
(α˜s)i+ 1
2
(x), ω˜i(x)
]⊤
and w˜i+ 1
2
,i+1(x) =
[
(α˜s)i+ 1
2
(x), ω˜i+1(x)
]⊤
with
limiting states
wn
i+ 1
2
,−
= lim
x→x
i+1
2
,−
w˜i,i+ 1
2
(x), wn
i+ 1
2
,+ = limx→x
i+1
2
,+
w˜i+ 1
2
,i+1(x).
This GRP is written asGRP
(
w˜i,i+ 1
2
(x), w˜i+ 1
2
,i+1(x)
)
. In this paper, an acoustic GRP solver [36, 38]
is utilized to approximately solve the GRP, which depends on the associated Riemann problem with
the initial data
u(x, tn) =

u
(
wn
i+ 1
2
,−
)
, x < xi+ 1
2
,
u
(
wn
i+ 1
2
,+
)
, x > xi+ 1
2
.
Denote again the associated Riemann solution as wn
i+ 1
2
= w (RP(ξ = 0)). Here the recovery of the
vector u from the Riemann invariants is described in detail in Appendix B. Using the acoustic approx-
imation wn
i+ 1
2
≈ wn
i+ 1
2
,−
≈ wn
i+ 1
2
,+
, the instantaneous temporal derivative is determined according to
(wt)
n
i+ 1
2
= R(zt)
n
i+ 1
2
= −[RΛ+R
−1(wx)
n
i +RΛ−R
−1(wx)
n
i+1], (36)
where R = R(wn
i+ 1
2
), z = R−1ω, Λ = Λ(wn
i+ 1
2
), Λ+ = diag(max(λi, 0)) and Λ− = diag(min(λi, 0)).
Relavant characteristic decompositions are put in Appendix A with notations R, Λ.
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Then the GRP scheme updates the solution of the homogeneous BN model (1) in the following
formula,
u
n+1,∗
i = u
n
i −
∆t
∆x
(
f
n+ 1
2
i+ 1
2
− f
n+ 1
2
i− 1
2
)
+
∆t
∆x
S
n+ 1
2
i , (37)
where the numerical flux is taken as
f
n+ 1
2
i+ 1
2
= f
(
w
n+ 1
2
i+ 1
2
)
, w
n+ 1
2
i+ 1
2
= wn
i+ 1
2
+
∆t
2
(wt)
n
i+ 1
2
. (38)
The nozzling term is approximated as
S
n+ 1
2
i = h
(
(pg)
n+ 1
2
i , (us)
n+ 1
2
i
) [
(αs)
n
i+ 1
2
− (αs)
n
i− 1
2
]
, (39)
and
(pg)
n+ 1
2
i =

1
2
[
(pg)
n+ 1
2
i,− + (pg)
n+ 1
2
i,+
]
, if
∣∣∣(αs)ni+ 1
2
− (αs)
n
i− 1
2
∣∣∣ < ε,
(pg)min, if Pg < (pg)min,
(pg)max, if Pg > (pg)max,
Pg, otherwise,
(40)
with
(pg)max = max
{
(pg)
n+ 1
2
i,− , (pg)
n+ 1
2
i,+
}
, (pg)min = min
{
(pg)
n+ 1
2
i,− , (pg)
n+ 1
2
i,+
}
,
Pg =
(αs)
n+ 1
2
i+ 1
2
(ps)
n+ 1
2
i+ 1
2
,+
− (αs)
n+ 1
2
i− 1
2
(ps)
n+ 1
2
i− 1
2
,−
(αs)ni+ 1
2
− (αs)ni− 1
2
.
The mid-point values (pg)
n+ 1
2
i,− , (pg)
n+ 1
2
i,+ at the solid cell interface xi are given by
w
n+ 1
2
i,− = w
n
i,− +
∆t
2
(wt)
n
i,−, w
n+ 1
2
i,+ = w
n
i,+ +
∆t
2
(wt)
n
i,+,
which achieves second-order accuracy of the numerical integration. Here, the limiting states are
wni,− = lim
x→xi−
w˜i− 1
2
,i(x), w
n
i,+ = lim
x→xi+
w˜i,i+ 1
2
(x),
(wt)
n
i,− = −B(w
n
i,−)(wx)
n
i− 1
2
, (wt)
n
i,+ = −B(w
n
i,+)(wx)
n
i+ 1
2
.
Then the states on both sides of solid contacts are evaluated by using the algebraic systems (28) and
(29). So we obtain the Riemann invariants for the λ0-field and the solid density. Then the projection
step is the same as that for the first-order version.
In order to compute the solid fractions, we first take the mid-point values on the solid interface,
w
n+ 1
2
i =
w
n+ 1
2
i,− , if (us)
n
i > 0,
w
n+ 1
2
i,+ , if (us)
n
i ≤ 0.
(41)
The position of the solid contact at next time level t = tn+1 is given as
(xs)
n+1
i = xi + (us)
n+ 1
2
i ∆t. (42)
25
The solid volume fractions in intervals [xi− 1
2
, (xs)
n+1
i ] and [(xs)
n+1
i , xi+ 12 ] are given in a Lagrangian
step
(αs)
n+1,∗
i− 1
2
,i
= (αs)
n
i− 1
2
−
(us)
n+ 1
2
i− 1
2
∆t
(xs)
n+1
i − xi− 12
[
(αs)
n
i− 1
2
− (αs)
n+ 1
2
i− 1
2
]
,
(αs)
n+1,∗
i,i+ 1
2
= (αs)
n
i+ 1
2
−
(us)
n+ 1
2
i+ 1
2
∆t
xi+ 1
2
− (xs)
n+1
i
[
(αs)
n+ 1
2
i+ 1
2
− (αs)
n
i+ 1
2
]
,
(43)
respectively. The density of solid phase over the solid cell [xi, xi+1] is approximated as
(ρs)
n+1
i+ 1
2
= (ρs)
n
i+ 1
2
−
∆t
∆x
[
(ρsus)
n+ 1
2
i+1 − (ρsus)
n+ 1
2
i
]
, (44)
and
(αsρs)
n+1
i+ 1
2
= (αsρs)
n
i+ 1
2
−
∆t
∆x
[
(αsρsus)
n+ 1
2
i+1 − (αsρsus)
n+ 1
2
i
]
, (45)
where (ρsus)
n+ 1
2
i and (αsρsus)
n+ 1
2
i are obtained by the mid-point value at x = xi
Finally, the data need updating at next time level t = tn+1 by using the minmod limiter to suppress
oscillations, particularly the slope (ωx)
n+1
i [39, 26],
(ωx)
n+1
i = minmod
φωn+1i+1 − ωn+1i
∆x
,
ω
n+1,−
i+ 1
2
− ωn+1,−
i− 1
2
∆x
, φ
ωn+1i − ω
n+1
i−1
∆x
 , (46)
where ωn+1,−
i+ 1
2
is obtained by wn+1,−
i+ 1
2
= wn
i+ 1
2
+∆t(wt)
n
i+ 1
2
and
minmod(a, b, c) =

min(|a|, |b|, |c|), if a, b, c > 0,
−min(|a|, |b|, |c|), if a, b, c < 0,
0 otherwise,
with φ ∈ [0, 2). The limited slope of αs in the solid cell [xi, xi+1] is constructed as
((αs)x)
n+1
i+ 1
2
= minmod
φ(αs)n+1i+ 32 − (αs)n+1i+ 12
∆x
,
(αs)
n+1,−
i+1 − (αs)
n+1,−
i
∆x
, φ
(αs)
n+1
i+ 1
2
− (αs)
n+1
i− 1
2
∆x
 , (47)
where (αs)
n+1,−
i is chosen as
(αs)
n+1,−
i =
 (αs)
n
i,− +∆t((αs)t)
n
i,−, if (us)
n
i > 0,
(αs)
n
i,+ +∆t((αs)t)
n
i,+, if (us)
n
i ≤ 0.
The algorithm for the second-order GRP scheme is summarized in Algorithm 2.
4.3. Extension to two dimensions
The staggered-projection Godunov-type scheme can be extended over structural meshes in two
dimensions. In this section we adopt the dimensional splitting just to show this method works well.
We write the two-dimensional homogeneous BN model as
ut + f(u)x + g(u)y = h(u) · ((αs)x, (αs)y)
⊤ , (48)
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Algorithm 2 A second-order staggered-projection GRP scheme
Input: Piece-wise linear data ω˜i(x) in (34) in [xi− 1
2
, xi+ 1
2
] for ω = [ρs, us, Q, P,H, ηg]; (α˜s)i+ 1
2
(x) in
(35) in [xi, xi+1].
Output: ωn+1i and (ωx)
n+1
i in [xi− 12 , xi+
1
2
]; (αs)
n+1
i+ 1
2
and ((αs)x)
n+1
i+ 1
2
in [xi, xi+1].
Procedure:
1: Solve the Riemann problem RP
(
ξ;u
(
wn
i+ 1
2
,−
)
,u
(
wn
i+ 1
2
,+
))
at xi+ 1
2
to obtain the Riemann
solution wn
i+ 1
2
= w (RP(ξ = 0)).
2: Determine (wt)
n
i+ 1
2
by (36) using the acoustic approximation. The numerical fluxes are given in
(38).
3: Evaluate the nozzling term S
n+ 1
2
i in (39) by (pg)
n
i in (40).
4: Utilize the GRP scheme (37) to get the updated cell average un+1,∗i .
5: Calculate (xs)
n+1
i is according to (42) and obtain β
n+1
i− 1
2
,i
= 1− βn+1
i,i+ 1
2
in (20).
6: Implement Procedure 5 inAlgorithm 1. In this algorithm, (αs)
n+1,∗
i− 1
2
,i
and (αs)
n+1,∗
i,i+ 1
2
are determined
by (43).
7: With the projection from (xs)
n+1
i onto xi, compute (αs)
n+1
i+ 1
2
in (33), (ρs)
n+1
i+ 1
2
in (44) and (αsρs)
n+1
i+ 1
2
in (45).
8: Update the slopes (ωx)
n+1
i and ((αs)x)
n+1
i+ 1
2
by (46) and (47), respectively.
with
u =

αs
αsρs
αsρsus
αsρsvs
αsρsEs
αgρg
αgρgug
αgρgvg
αgρgEg

, f =

0
αsρsus
αsρsu
2
s + αsps
αsρsusvs
αsus(ρsEs + ps)
αgρgug
αgρgu
2
g + αgpg
αgρgugvg
αgug(ρgEg + pg)

, g =

0
αsρsvs
αsρsvsus
αsρsv
2
s + αsps
αsvs(ρsEs + ps)
αgρgvg
αgρgvgug
αgρgv
2
g + αgpg
αgvg(ρgEg + pg)

, h =

−us −us
0 0
pg 0
0 pg
pgus pgvs
0 0
−pg 0
0 −pg
−pgus −pgvs

,
where (uk, vk) is the velocity for the phase k and Ek = ek +
1
2 (u
2
k + v
2
k). We split the system (48) into
two subsystems
ut + f(u)x = h1(u)(αs)x, (49a)
ut + g(u)y = h2(u)(αs)y , (49b)
with [h1,h2] = h, and denote L
(∆t), L
(∆t)
x and L
(∆t)
y as approximate solution operators for (48),
(49a) and (49b) with a time step increment, respectively. Assume that the solution operators L
(∆t)
x
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and L
(∆t)
y are space-time second-order accurate. Then the Strang splitting algorithm [27] provides a
second order approximation to L∆t,
L(∆t) = L
(∆t2 )
x L
(∆t)
y L
(∆t2 )
x . (50)
Figure 11: 2-D gas-solid staggered regular grid
The solution operators L
(∆t)
x and L
(∆t)
y can be specified as the staggered-projection GRP scheme
in the x- and y-directions, over a 2-D gas-solid staggered grid shown in Figure 11. The Riemann
invariants ψ and solid density ρs are piece-wise linear in the black-line gaseous cells Ωij , while the
volume fraction αs satisfies piece-wise linear distribution in the red-dashed solid cells Ωi+ 1
2
,j+ 1
2
. Take
the solution operator L
(∆t)
x as an example. Like the staggered-projection Godunov-type scheme for
the 1-D case, within one time step, the Riemann invariants for the λ0- field and the solid density in
the gaseous cell Ωij are obtained. The cell average of (ρs)
n+1
i+ 1
2
,j+ 1
2
and (αsρs)
n+1
i+ 1
2
,j+ 1
2
is updated by
the GRP scheme in the solid cell Ωi+ 1
2
,j+ 1
2
. Then, the cell average of αs in Ωi+ 1
2
,j+ 1
2
at time tn+1 is
evaluated by
(αs)
n+1
i+ 1
2
,j+ 1
2
= L(∆t)x (αs)
n
i+ 1
2
,j+ 1
2
= (αsρs)
n+1
i+ 1
2
,j+ 1
2
/
(ρs)
n+1
i+ 1
2
,j+ 1
2
.
Other steps are identical to the 1-D staggered-projection GRP scheme. Based on these Riemann
invariants and the solid density in the gaseous cell, as well as the porosity in the solid cell, we can
obtain the distribution of u on the gas-solid staggered grid un+1 = L
(∆t)
x u
n. Thus we have
un+1 = L(∆t)un = L
(∆t2 )
x L
(∆t)
y L
(∆t2 )
x u
n.
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5. Numerical examples
In this section, several numerical examples including porosity jumps are tested, separately for the
quasi-1-D duct flow model, the one- and two-dimensional homogeneous BN models. In order to avoid
difficulties of thermodynamic modeling for the two phases, we assume that both phases meet the EOS
for polytropic gases
ek = ek(ρk, pk) =
pk
(γk − 1)ρk
,
where constant γk = Γk + 1 is the specific heat ratio for the phase k. The sound speed and entropy
for the phase k are represented as
ck =
√
γkpk
ρk
, ηk =
pk
ργkk
,
respectively.
For these examples, numerical simulations are based on regular grids with staggered gas-solid grid
cells. The initial data are given by cell averages (ρs)
0
i and exact ψ
0
i in gaseous cells and cell averages
(αs)
0
i+ 1
2
in solid cells, and exact solutions are found by using the routine package CONSTRUCT
[40]. The numerical results of staggered-projection Godunov-type schemes are displayed, for which
numerical fluxes are evaluated by the exact Riemann solver or the acoustic GRP solver, and the time
step ∆t is restricted by the CFL condition
∆t =
CFL ·∆x/2
max
u
{|λi,k(u)|+ |us|; l = 1, 2, 3, k = s, g}
with the number CFL = 0.9.
For all 1-D examples, we present the numerical results with first- and second-order accuracy, re-
spectively. In the graphs of numerical results, the red ‘×s’ represent the numerical solution by the
first-order scheme, the black ‘+s’ represent the numerical solution by the second GRP scheme, and
the solid blue line represents the exact solution for each case. It turns out that each numerical so-
lution presents essentially no spurious oscillation near porosity interfaces and totally accord with the
corresponding exact solution.
5.1. Quasi-1-D duct flow model
The system of Euler equations in a duct of variable cross-section (15) embodies the situation of
the stationary solid phase. It is regarded as a reduced system of the 1-D homogeneous BN model,
which effectually reflects gas dynamics in the two-phase flow. At first, a numerical experiment with
two cases is carried out for this simplified model. The staggered Godunov-type scheme, when applied
to this model, does not need to consider the motion of contacts and the projection, only involving an
Eulerian step actually. The computational domain [0, 0.06] is composed of M = 111 regular grid cells,
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and the initial position of the discontinuity is x = 0.02. The states on both sides of the discontinuity
are denoted as uL and uR. The specific heat ratio of the gas is taken as γ = 1.23.
Table 1: Initial data for duct flows
Case AL ρL uL pL AR ρR uR pR
I 1 151.13 212.31 2.4836× 108 0.25 95.199 1348.2 1.4067× 108
II 1 169.34 0 2.96× 108 0.25 0.76278 0 1× 105
Example 1 (Shock-tube problems). Two cases for the duct flow with a discontinuous cross-section
are simulated. The initial data are given in Table 1. The first case is picked up from [9], corresponding
to an isolated 0-contact. The numerical solution and the exact solution are shown in Figure 12(a),
which shows that the current staggered scheme preserves the constant entropy across the 0-contact,
approaching accurate simulation. In contrast, a conservative scheme based on a split-step algorithm
in [9] fails, leading to spurious oscillations.
The second case was ever considered in [6] with a finer grid, which is a Riemann problem containing
a cross-section jump within a rarefaction wave, a shock and a contact discontinuity propagating to
the right. The coincidence of the 0-contact and the rarefaction generates a resonance phenomenon.
The numerical solution by the current scheme and the exact solution are shown in Figure 12(b).
Since the entropy cannot remain constant across the 0-contact, the numerical solution computed by
the conservative scheme based on operator splitting in [9] seriously deviated from the exact solution,
probably due to the resonance. In contrast, the numerical solutions by the current scheme are in good
agreement with the exact solution.
5.2. 1-D homogeneous BN model
In the first three examples for the 1-D homogeneous BN model below, the computational domain
[0, 1] is divided into M = 300 regular grid cells, and the initial position of the discontinuity is located
at x = 0.5. Initial data for all the examples are listed in Table 2. The specific heat ratios for the two
phases are taken as γs = γg = 1.4.
Example 2 (Case I. A single solid contact). This example is Test 1 in [15]. The solution to this
problem consists of a single solid contact propagating to the right with the velocity 0.3. This example
was also simulated in [17] by the standard Godunov scheme with an exact Riemann solver, where
oscillations are present in the vicinity of the solid contact. The reason was explained in Subsection
3.2. The numerical results by the current schemes are shown in Figure 13 in nice agreement with the
exact solution at t = 0.1.
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(a) Isolated 0-contact
(b) Riemann problem with a cross-section jump
Figure 12: Numerical results of the staggered Godunov-type scheme and the exact solution at t = 6.3× 10−6.
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Figure 13: A single solid contact. Numerical results by the current staggered-projection scheme and the exact solution
are shown at t = 0.1.
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Table 2: Initial data for the 1-D homogeneous BN model
Case Phase k αkL ρkL ukL pkL αkR ρkR ukR pkR
I
s(solid) 0.8 2 0.3 5 0.3 2 0.3 12.8567
g(gas) 0.2 1 2 1 0.7 0.1941 2.8011 0.1
II
s 0.1 0.2068 1.4166 0.0416 0.2 2.2263 0.9366 6
g 0.9 0.5806 1.5833 1.375 0.8 0.4890 -0.70138 0.986
III
s 0.5 2.1917 -0.995 3 0.1 0.6333 -1.1421 2.5011
g 0.5 6.3311 -0.789 1 0.9 0.4141 -0.6741 0.0291
IV
s 0.3 0.5476 0 0.328 0.7 1.04 0 1.22
g 0.7 2.933 0.4136 2.5 0.3 2.0462 0.7114 1.5096
s, g
αsM ρsM usM psM αgM ρgM ugM pgM
0.3 0.5476 0 0.328 0.7 2.5154 0.248 2.0155
Example 3 (Case II. Coinciding shocks and rarefactions). This example is Test 2 taken in [15], and
the solution consists of two coinciding left-going shocks for the gas and solid phase and a right-going
gaseous shock within a right-going solid rarefaction wave. Our numerical results are presented in
Figure 14. Compared with the numerical solution by a finite-volume Roe method presented in [15],
our schemes perform better in capturing shocks and resolving the gaseous rarefaction waves.
Example 4 (Case III. A gas shock approaching a solid contact). This example is Test 4 in [15]. In
the solution the solid phase contains a left-going rarefaction wave, a contact and a right-moving shock,
the same as the gas phase. This example involves the Riemann problem demonstrated in Subsection
3.3, i.e., the gaseous shock coincides with the solid contact, leading to a resonance phenomenon that
causes difficulties to solve such a problem numerically. The Riemann invariants are no longer constant
across the resonant wave containing a solid contact, and the conservation property is a main factor to
reduce noticeable conservation errors near the shock. For this problem, the numerical results by the
current staggered-projection scheme are shown in Figure 15. Compared with the numerical solution
in [15] with drastic spurious oscillations, errors in the current solutions are reduced significantly.
Example 5 (Case IV. A shock refraction at a porosity interface). This example is taken from [9]. A
gaseous shock propagates to the right and interacts with a stationary porosity interface. Initial data are
given by uL, uM and uR in Case IV of Table 2, in which uM is the middle state between the gaseous
shock and the right porosity interface. This example is simulated in the domain [0, 0.06] composed of
M = 400 regular grid cells, and the initial position of the porosity interface is x = 0.03. This example
demands the conservation of numerical schemes and compatible simulation of porosity interfaces. The
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Figure 14: Coinciding shocks and rarefactions. Numerical results by the current staggered-projection scheme and the
exact solution are shown at t = 0.1.
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Figure 15: A gas shock approaching a solid contact. Numerical results by the current staggered-projection scheme and
the exact solution are shown at t = 0.1.
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Figure 16: Shock refraction at a porosity interface. Numerical results by the current staggered-projection scheme and
the exact solution are shown at t = 0.007 after the refraction.
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numerical solution of an unsplit conservative wave-propagation scheme in [9] exhibited visible errors
in the vicinity of the porosity interface. The numerical solutions by the current staggered-projection
scheme are shown in Figure 16 in much better agreement with the exact solution at time t = 0.007 after
the interaction of two waves. It is observed that the current schemes provides a better approximation.
Example 6 (Accuracy test). This example is an initial value problem in [16]. We take the initial data
with a smooth transition of αs from 0.1 to 0.9 and a smooth variation of vs from 0 to 1, specifically,
αs(x, 0) = 0.5 + 0.4 tanh(20x− 8), vs(x, 0) = 0.5 + 0.5 tanh(20x− 10),
and
ρs(x, 0) = ρg(x, 0) = 1, ps(x, 0) = pg(x, 0) = 1, vg(x, 0) = 0
The computational domain [0, 1] is divided into M cells for M = 100, 200, 400, 800, and the left and
right numerical boundaries are free boundaries. In this example, the exact solution is approximated
by the staggered-projection GRP scheme with very large number of cells M = 12, 800.
The L1 errors and convergence orders of numerical results for u are displayed in Table 3. This
table shows clearly that the staggered-projection Godunov-type scheme reaches first-order accuracy.
In the absence of the limiter, the second-order accuracy of the staggered-projection GRP scheme is
achieved. At the local extrema, the minmod limiter reduces the accuracy.
Table 3: L1 errors and convergence orders of the vector u for Example 6 at t = 0.1. The numerical methods are the
first-order and second-order staggered-projection schemes with M cells.
Godunov solution GRP solution GRP solution (no limiter)
M L1 error order L1 error order L1 error order
100 1.06× 10−2 1.10× 10−3 3.14× 10−4
200 5.54× 10−3 0.94 3.17× 10−4 1.79 6.52× 10−5 2.27
400 2.84× 10−3 0.96 8.50× 10−5 1.90 1.48× 10−5 2.13
800 1.44× 10−3 0.98 2.20× 10−5 1.95 3.42× 10−6 2.11
5.3. 2-D homogeneous BN model
We provide two kinds of examples to show the performance of the current scheme for 2-D problems.
The first are the 2-D Riemann problem mimicking those in the context of gas dynamics [41, 42, 43];
and the second is mimicking the shock-bubble interaction problem [44].
Example 7 (2-D Riemann problems). The computational domain [−0.5, 0.5]× [−0.5, 0.5] is composed
of M ×M square cells, and the initial data are composed of piece-wise constant states in the four
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Table 4: Initial data for 2-D Riemann problems
Case Region αs ρs us vs ps ρg ug vg pg
I
γs = 1.4
γg = 1.67
(x > 0, y > 0) 0.8 2 0 0 2 1.5 0 0 2
(x < 0, y > 0) 0.4 1 0 0 1 0.5 0 0 1
(x < 0, y < 0) 0.8 2 0 0 2 1.5 0 0 2
(x > 0, y < 0) 0.4 1 0 0 1 0.5 0 0 1
II
γs = 1.6
γg = 1.4
(x > 0, y > 0) 0.6 0.5 0 0 0.6 3 0 0 0.3
(x < 0, y > 0) 0.4 1.2 0 0 0.12 1.2 0 0 0.12
(x < 0, y < 0) 0.6 0.5 0 0 0.6 3 0 0 0.3
(x > 0, y < 0) 0.4 1.2 0 0 0.12 1.0 0 0 0.12
quadrants, as shown in Table 4. Case I is taken from [45, 46] for which the 1-D initial data is picked
up in [17]. Case II is a 2-D Riemann problem in [47] containing a supersonic configuration,
The numerical results of the staggered-projection GRP scheme are presented with M = 200 in Fig-
ure 17, 18. The corresponding reference solutions are computed by the first-order staggered-projection
scheme in a finer regular grid with M = 1000. The staggered-projection GRP scheme can capture
various waves well and displays high resolution for Cases I, II.
Example 8 (Shock-cylinder interaction). This example carries out the numerical simulation of a
physical experiment in [44] that is used as a benchmark test evaluating numerical methods of multiphase
flows. Some existing numerical results can be found in [47, 48]. In this example, a weak shock with
the shock Mach number Ms = 1.22 propagates in atmospheric air and collides with a stationary
helium cylinder. The computational domain [0, 2.5]× [0, 0.89] consists of 560× 200 cells and the initial
configuration is set in Figure 19, where the diameter of the cylinder is D = 0.5. The upper and lower
boundaries are solid walls, whereas the left and right boundaries are non-reflective boundaries. Two
phases inside and outside the cylinder are regarded as polytropic gases, with the specific heat ratio
γk1 = 1.4 for air (denoted as the phase k1) and γk2 = 1.67 for helium (denoted as the phase k2). The
initial data are presented in Table 5.
Table 5: Initial data of the shock-cylinder interaction problem
Region αk1 ρk1 pk1 uk1 ρk2 pk2 uk2
inside cylinder 0.0001 1 1 0 0.1821 1 0
outside cylinder, pre-shock 0.9999 1 1 0 0.1821 1 0
outside cylinder, post-shock 0.9999 1.3764 1.5698 −0.3947 0.1821 1 −0.3947
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αs
ρs
ρg
Staggered-projection GRP scheme Reference solution
Figure 17: 2-D Riemann problem I: Numerical results of the staggered-projection GRP scheme (M = 200) and the
reference solution (M = 1000) at t = 0.15.
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αs
ρs
ρg
Staggered-projection GRP scheme Reference solution
Figure 18: 2-D Riemann problem II: Numerical results of the staggered-projection GRP scheme (M = 200) and the
reference solution (M = 1000) at t = 0.1.
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D=0.5 0.375 0.125
Lx=2.5
Ly=0.89 cylinder
postshockpreshock
porosity
interface
Figure 19: Diagram of the shock-cylinder interaction problem
The staggered-projection GRP scheme is applied to simulate this experimental example numerically.
The phase inside the cylinder is regarded as the solid phase or gas phase separately to carry out the
simulation, and the differences between the two settings are compared. Numerical results of the total
density ρ = αk1ρk1+αk2ρk2 in the shock-cylinder interaction problem are displayed in Figure 20. It is
shown that the staggered-projection GRP scheme can capture interface clearly on a sparse grid. The
instability arising at the interface due to the shock acceleration is known as the Richtmyer-Meshkov
instability. By comparing the numerical results of different settings for the cylindrical phase, it can be
found that the interface shapes after the collision are different obviously. This numerical phenomenon
illustrates that when the homogeneous BN two-phase flow model is utilized to simulate two separate
phases approximatively, the gas phase and the solid phase have different features because of the nozzling
terms.
6. Conclusions
It is always a challenging problem to simulate compressible multi-material/phase flows due to the
conflict of shock capturing and interface tracking. Moreover, the interaction of shocks and interfaces
leads to the instability of flow fields, which raises more requirements of numerical methods, even though
there were already a lot of contributions in literature. To this end, we make our efforts in this aspect
by taking the BN model.
At first, we realize, through the detailed analysis of spurious numerical oscillations near material
interfaces, that the Riemann invariants play an essential role in the design of numerical methods,
they are taken as a kind of key ingredients in practice. In order to overcome the difficulty resulting
from the conflict of conservative and non-conservative requirements, the staggered strategy is adopted,
together with the projection based on the Riemann invariants. The accuracy is improved through the
acoustic GRP solver. Several numerical experiments are carried out to demonstrate the reasonable
performance.
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t = 0
t = 0.2
t = 0.4
t = 0.8
t = 1.5
t = 3
k1 = s, k2 = g (cylindrical gas phase) k1 = g, k2 = s (cylindrical solid phase)
Figure 20: Numerical density plot of the shock-cylinder interaction problem by the staggered-projection GRP scheme
for two settings: The cylindrical phase as the gas phase (k1 = g) or the solid phase (k2 = s).
42
It is worth noting that the Newton-Raphson iteration method is utilized to solve nonlinear algebraic
equations that result from the transformation between Riemann invariants and primitive variables
and equal Riemann invariants across solid contacts. Possible non-uniqueness or non-existence of the
solutions of the algebraic equations raises a further investigation in the future in the sense that the
interaction of nozzling term and flux gradient (resonance) should be more seriously treated and the
equations should be more reasonably fitted.
Appendix A. Representation of BN model in terms of Riemann invariants
For smooth solutions, system (1) is written in terms of these variables
wt +B(w)wx = 0, w = [αs, ρs, us, P, Q, H, ηg]
⊤, (A.1)
with the coefficient B,
B =

us 0 0 0 0 0 0
0 us ρs 0 0 0 0
0 0 us
1
ρsαs
− V
ρsαs
−r rTg
0 0
g∑
k=s
αkρkc
2
k
+3αgρgV
2
us − 2rV (2r + 1)V 2 + c2g 2αgρg(r + 1)V
2rTgV
[
−
g∑
k=s
αkρk
+αsρs
Γg
2
]
0 0 2αgρgV −r ug + rV αgρg(r + 1) −αgρgTg(r + 1)
0 0 V 2 + c2g −
V
ρsαs
V 2
αsρs
+
c2g
αgρg
ug + rV −Tg(r + Γg)V
0 0 0 0 0 0 ug

,
where V = ug − us is the relative velocity, r =
αgρg
αsρs
is the ratio of the mass fraction of the two phases
and Γk =
1
ρk
∂pk(ρk,ek)
∂ek
is the Gruneisen coefficient for the phase k. Let Λ be a diagonal matrix with
the eigenvalues λi of B,
Λ(w) = diag(λi) = diag(us, us − cs, us, us + cs, ug − cg, ug, ug + cg)
and R be the right (column) eigenvector matrix of B,
R(w) =

1 0 0 0 0 0 0
0 1
cs
1 1
cs
0 0 0
0 − 1
ρs
0 1
ρs
0 0 0
0 αscs +
2αgρgV
ρs
0 αscs −
2αgρgV
ρs
ug − cg − us −
αgρgTgΓgV
2
c2g
ug + cg − us
0
αgρg
ρs
0 −
αgρg
ρs
1 −
αgρgTgΓgV
c2g
1
0 V
ρs
0 − V
ρs
−
cg
αgρg
Tg
cg
αgρg
0 0 0 0 0 1 0

,
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so that BR = RΛ. Linearizing the system (A.1) around a state w = w∗, it can be diagonalized to
obtain
zt +Λ(w∗)zx = 0,
where z = R(w∗)
−1w.
Appendix B. Fitting nonlinear algebraic systems
As the Newton-Raphson method are not applicable to solve the nonlinear system (28), the Gauss-
Newton method is adopted to solve a least squares problem relevant to the system (28). From the
equations (28a), we can obtain symbolic relationships (pg)
n+1,∗
i− 1
2
,i
= (pg)
n+1,∗
i− 1
2
,i
(
(ρg)
n+1,∗
i− 1
2
,i
, (ρg)
n+1,∗
i,i+ 1
2
)
and
(pg)
n+1,∗
i,i+ 1
2
= (pg)
n+1,∗
i,i+ 1
2
(
(ρg)
n+1,∗
i− 1
2
,i
, (ρg)
n+1,∗
i,i+ 1
2
)
. On the basis of the relationships, we come to solve the
two equations
(ηg)
n+1,∗
i− 1
2
,i
− (ηg)
n+1,∗
i,i+ 1
2
= 0,
Hn+1,∗
i− 1
2
,i
−Hn+1,∗
i,i+ 1
2
= 0.
Then we consider a least squares problem in the form,
minimize f(x) =
1
2
‖ g(x) ‖2, g =
[
(ηg)
n+1,∗
i− 1
2
,i
− (ηg)
n+1,∗
i,i+ 1
2
, Hn+1,∗
i− 1
2
,i
−Hn+1,∗
i,i+ 1
2
]⊤
,
subject to x =
[
(ρg)
n+1,∗
i− 1
2
,i
, (ρg)
n+1,∗
i,i+ 1
2
]⊤
∈ (0,∞)× (0,∞).
The Gauss-Newton method is utilized to minimize the least squares cost 12 ‖ g(x) ‖
2. To enhance
convergence, a modified form in accordance with the Cholesky factorization scheme is chosen. As far
as the approximate version of the Newton method does not work, we use the Newton-Raphson method.
The detailed procedure of least squares can be found in [49, Section 1.4.4]. This least squares solution
approximates the solution of the system (28) by averaging ηg and H . This approximation is reasonable
since ηg and H in essence only reflect the thermodynamic relationship of the gas phase. Hence the
error of these two quantities has relatively little influence on the numerical solution.
The above approach can effectively enhance the robustness of the staggered-projection method.
Another part for improving the robustness is to recover the vector u from the Riemann invariants ω,
which involves a root-finding process of ρg in the equation,
h(ρg) =
Q2
2α2g
1
ρ2g
+
γg
γg − 1
ηgρ
γg−1
g −H = 0. (B.1)
As pointed out in [9], this equation may have no root. It may occur when intermediate states are
generated when a large initial jump resolves itself into waves. We also solve the equation (B.1)
approximately based on a nonlinear programming problem
minimize f(ρg) =
1
2
h(ρg)
2.
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This problem is also solved using the Newton method. Then we recalculate H from h(ρg) = 0 in (B.1).
It is noted that all above processes satisfy constraints ρg > 0, pg > 0 and ps > 0.
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