###### Strengths and limitations of this study

-   This is the first study of its kind to investigate and compare the scoring nuances of teleconference and face-to-face peer-review meetings.

-   The study examined numerous factors, including the magnitude of shifts in scores, effect of discussion, reviewer contentiousness and application discussion time.

-   Only a representative subset of data was utilised.

-   The analysis did not examine the psychological processes involved in team decision-making.

Introduction and Background {#s1}
===========================

Scientific peer review of grant applications is the *de facto* standard in decision-making for most funding bodies, and it plays an important role in guiding research funding and providing scientific direction to projects. With increasing costs, and given advancements in technologies, teleconference (and videoconference) peer-review panels are becoming a desirable forum as compared to the traditional face-to-face setting. The teleconference format reduces costs for funding agencies and offers an increased convenience for reviewers.

The American Institute of Biological Sciences (AIBS) previously explored the efficacy of teleconference reviews compared to face-to-face reviews.[@R1] Our initial results indicated that there were few differences between the two settings, especially when comparing bulk population parameters, such as average overall scores (OSs), scoring distributions and spreads, and scoring reliability among panel members. However, it was observed that face-to-face panels exhibited longer discussion times than panel reviews conducted by teleconference. Further details on the peer-review process and the study outcomes can be found in our prior publication.[@R1]

While several studies have investigated the effect of discussion (EOD) on peer-review scoring, there is no consensus in the literature on this topic. Prior studies have found that panel discussion does not improve the reliability or effectiveness of application scoring.[@R2] [@R3] Conversely, others have found that discussion does significantly impact scoring decisions for at least 13% of applications, in some cases promoting applications into the fundable scoring range.[@R4] Further, while numerous studies have examined decision-making, teamwork, and the effect of communication setting, no such studies have examined these factors in relation to the scoring and discussion of grant applications in the peer-review process.[@R5]

While the most obvious and major difference between teleconference and face-to-face panels is the communication setting (in person vs virtual), another important difference between the two settings is the level of trust among reviewers. In the face-to-face setting, the panelists are exposed to visual social cues during their discussions and also have the ability to socialise during breaks and meals, allowing for a level of trust to form. For these particular teleconference reviews, visual cues were not available, and there were no instances that allowed for socialising. As prior studies have shown, building trust in distributed settings is difficult, and the type of communication setting can actually play a role in and impact one\'s commitment to the task at hand.[@R7] [@R8] Team decision-making is a very critical aspect of peer review; however, these topics are outside the main parameters of this investigation.

To further examine the possible role that review settings may have on peer-review outcomes, we investigated the EOD on the final scoring of applications for teleconference and face-to-face peer-review panels for an anonymous federal programme (PrX), which supports the funding of projects that are biomedical in nature. Specifically, we evaluated the postdiscussion score shift (Δ) between the premeeting merit score (the average of the assigned reviewer scores premeeting) and final overall merit score (the average of voting panel member scores postdiscussion). The relationship of these score shifts with discussion times, premeeting scores and review setting were examined. To the best of our knowledge, this is the first investigation of its kind to explore the EOD based on peer-review setting.

Methods {#s2}
=======

PrX programme {#s2a}
-------------

This analysis utilised the same PrX data set that was used in our previous publication---namely, scoring data from PrX review panels before and after the programme underwent a transition in peer-review setting in 2011.[@R1] Thus, this analysis includes data from panels that convened for two funding cycles each via a face-to-face setting (in 2009 and 2010) and a teleconference setting (in 2011 and 2012). PrX, which began receiving funding in 1999, was a programme supported by a federal agency to which submitted applications were from a variety of biomedical research disciplines. Despite the change in review setting in 2011, little else changed procedurally for the review process. In addition, the total amount of funds available remained constant over the period studied, and each year had diverse topic areas. This analysis focused on applications submitted to NIH R01-like basic and translational award mechanisms, with a maximum of \$725 000--\$2 million in direct costs over a period of 3--4 years available to funded applicants. The majority of applications were submitted to the basic award mechanism. It should be noted that the funding success rate did vary over this time period, being 4.6%, 9.3%, 8.9%, and 10.1% for 2009--2012, respectively. Nevertheless, given the diversity of the different panels and topic areas and the need for programmatic balance, no explicit score or percentile threshold was used to determine application funding status for PrX.

Peer review {#s2b}
-----------

As noted in our prior publication, each panel was comprised of 7--12 subject matter experts, including the chairperson, with each panel also having consumer reviewers (individuals that have experience directly with diseases relevant to the panel topic area). PrX did not employ standing panels, so reviewer composition changed from year to year. Each year, approximately 50% of the reviewers were new to the programme. However, the basic reviewer demographics (academic rank and degree) remained fairly similar across all 4 years, regardless of review setting with the face-to-face panel consisting of 25.4% of reviewers at an assistant professor (or equivalent), 27.2% at an associate professor (or equivalent), and 47.4% at a professor or dean level (or equivalent). For the teleconference setting, these values were 22.7%, 42.9%, and 34.5%, respectively. In terms of reviewer degrees, in the face-to-face setting 60.5% of the panel had PhDs (or equivalent), 20.2% had MDs, and 19.3% had MD, PhDs (or equivalent). For the teleconference setting, the makeup was 57.1%, 21.8%, and 21.0%, respectively.

The premeeting scores for this analysis consisted of the primary and secondary reviewer scores (initial assigned reviewer scores determined prior to the panel meeting and discussion), which were entered into the AIBS online peer-review system, SCORES, by a predetermined deadline. The average of these initial primary and secondary reviewer scores is referred to as the average premeeting score (APS) in this manuscript. Premeeting scores are stated at the beginning of application discussion, followed by a verbal summary of the assigned reviewer critiques. Postdiscussion scores were stated by assigned reviewers after the panel discussion and were recorded for all non-conflicted panel members via individual, confidential electronic score sheets within SCORES. The average of all voting members' postdiscussion scores per application constituted the final OS. Each application was scored using a 1.0--5.0 scale (where 1 is the highest merit, and 5 is the lowest merit). It should be noted that the only differences between primary and secondary reviewers are that primary reviewers lead off the panel discussion by presenting their critique first and are responsible for crafting an overall summary of the panel discussion for the application(s) they are assigned as the primary reviewer.

For PrX, the majority of topic areas would change year to year, while some topic areas would remain the same. For this analysis, we examined four topic areas that remained the same during the 4-year period, with each topic area receiving 2 years of face-to-face and 2 years of teleconference reviews. Four hundred and seventy-two application scores were examined for our analyses related to application scores and associated Δ, with 260 and 212 applications reviewed in the face-to-face and teleconference settings, respectively.

In 2010 and 2012, the programme utilised a preapplication cull. Following the preapplication review, selected investigators were invited to submit full applications. Further, in 2011 and 2012, triage was implemented. Thus, applications receiving scores from both reviewers above a certain threshold were nominated for triage and potentially would not be discussed by the panel. Panel members not in conflict were allowed to remove an application from triage when the panel first convened. If an application was removed from triage, it was added back into discussion to be voted on by all panel members not in conflict. Since there was triage in 2011 and 2012, the lowest score an application received after discussion in our data set was 3.9. To make a fair comparison to 2009 and 2010, any data points that had an OS greater than 3.9 were excluded from this analysis. Only seven data points had to be excluded, which resulted in the 260 face-to-face application data points utilised.

Approach {#s2c}
--------

Differences in application scoring parameters are represented by Δ, whether it is the differential between primary and secondary reviewer scores for a given moment in time (for both prediscussion (Δ~PS~) and postdiscussion (Δ~PD~) time points) or the differential in scoring across discussion (for either the primary (Δ~PRI~) or secondary (Δ~SEC~) reviewer or the panel (Δ~A~=APS---OS)). In this analysis, Δ~PS~ provides an indication of reviewer contentiousness (level of agreement/disagreement between the assigned reviewers' evaluation of an application) prior to the panel discussion, while Δ~A~ is a measure of the EOD on the scoring of an application. [Table 1](#BMJOPEN2015009138TB1){ref-type="table"} provides an overview of the different Δ values used in this analysis.

###### 

Overview of the different Δs used for this analysis

  Δ definitions   
  --------------- -----------------------------------------------------------------------------------------------------------------------------------------------------------
  Δ~PRI~          Change in primary reviewer scores (primary reviewer score premeeting---final primary reviewer score postdiscussion)
  Δ~SEC~          Change in secondary reviewer scores (secondary reviewer score premeeting---final secondary reviewer score postdiscussion)
  Δ~PS~           Difference between primary and secondary reviewer scores premeeting (primary reviewer premeeting score---secondary reviewer premeeting score)
  Δ~PD~           Difference between primary and secondary reviewer scores postdiscussion (primary reviewer postdiscussion score---secondary reviewer postdiscussion score)
  Δ~A~            Difference between average of the assigned reviewer scores premeeting and the final overall score (APS---OS)

APS, average-premeeting score; OS, overall score.

Discussion times were calculated based on the differences in time between electronic meeting score sheets being locked manually by the designated AIBS staff member, a process done in real-time online via SCORES, ensuring no further access to the score sheet once an application\'s discussion has ended and each panel member not in conflict has scored. The score sheets are time stamped in SCORES, with times recorded by the system down to the second. Any unrealistic discussion times were removed from the analysis. These included times that were less than 5 min (4 min and 59 s or less) or more than 60 min (60 min and 1 s or more). Additionally, those applications that were the first of the day to be reviewed on a panel were removed from the data set since there is no accurate way to determine when exactly discussion for those applications began. After removing from the data set applications with unrealistic discussion times, applications that were reviewed first, and applications with OS scores greater than 3.9 (as discussed above), 212 face-to-face and 171 teleconference application data points were utilised for the discussion time analysis.

Results {#s3}
=======

Application score shifts {#s3a}
------------------------

A regression analysis was performed to compare APS to the final OS (utilising the 260 and 212 face-to-face and teleconference data points, respectively). The analysis showed that there is a strong correlation between the two measures, for the face-to-face (R^2^=0.74; p\<0.001) and teleconference (R^2^=0.82; p\<0.001) settings ([figures 1](#BMJOPEN2015009138F1){ref-type="fig"}A, B). However, differences in variance are apparent in the mean squared errors of the linear fits; we observed a significant difference between face-to-face (0.09±0.01) as compared to teleconference (0.05±0.01) settings. Despite this, running a t test of unequal variance, no statistically significant difference in Δ~PRI~ or Δ~SEC~ was found between the two settings for primary (t(462)=−0.74; p=0.46) or secondary (t(469)=−0.36; p=0.72) reviewer scores. This was also true for Δ~A~ (t(464)=0.17; p=0.86). It should be noted that the mean APS and OS were 2.3 and 2.4, respectively, for the face-to-face setting and 2.2 and 2.3, respectively, for the teleconference setting. This indicates that assigned primary/secondary reviewers and voting panel members in 2011/2012 were slightly more generous on average in their initial and final scoring than those in 2009/2010 (this is consistent with our previous publication). When running paired t tests, we found that there were statistically significant differences between premeeting and postdiscussion scores for the primary reviewers during the face-to-face sessions (t(259)=−4.16; p\<0.001) as well as the teleconference sessions (t(211)=−4.05; p\<0.001). The same was true for the secondary reviewer face-to-face (t(259)=−3.47; p=0.001) and teleconference scores (t(211)=−3.20; p=0.002). Oneway intraclass correlations (ICC) were calculated to determine inter-rater reliability between the two assigned reviewers premeeting and postdiscussion for each year as well as per review setting type. Regardless of setting, it was found that the reliability between reviewers increased postdiscussion (see online supplementary table S1).

![(A) Relationship between APS and OS for face-to-face reviews in 2009 and 2010. (B). Relationship between APS and OS for teleconference reviews in 2011 and 2012. APS, average-premeeting score; OS, overall score.](bmjopen2015009138f01){#BMJOPEN2015009138F1}

Examining Δ~PRI~ showed that 38.8% and 55.7% of primary reviewer scores did not change postdiscussion ([table 2](#BMJOPEN2015009138TB2){ref-type="table"}), while 18.5% and 13.2% of scores shifted to a better score, and 42.7% and 31.1% of scores shifted to a poorer score for the face-to-face and teleconference settings, respectively (see online supplementary table S2). [Table 2](#BMJOPEN2015009138TB2){ref-type="table"} provides an overall summary of the magnitude of change in the assigned primary reviewer score as compared to the magnitude of Δ for the secondary reviewer. For example, 1.5% of the time when a primary reviewer exhibited a high change in score (\>\|0.5\|), the secondary reviewer exhibited a low shift in score (\|0.1\| to \|0.2\|). Online supplementary table S2 provides an overview of the occurrence of how often the primary or secondary reviewer improved, worsened (poorer score) or exhibited no change in score. Online supplementary table S3 provides summary information for Δ~PRI,~ Δ~SEC~ and Δ~A.~

###### 

Magnitude of Δ~PRI~ as compared to magnitude of Δ~SEC~ for face-to-face (A) and teleconference (B) settings as a percentage of the magnitude subgroup and the data set as a whole

  \(A\) Face-to-Face   \(B\) Teleconference                                                
  -------------------- ---------------------- ------- ------ ---------- ---------- ------- ------
  High                 High                   17.9    1.9    High       High       7.1     0.5
  High                 Moderate               14.3    1.5    High       Moderate   21.4    1.4
  High                 Low                    14.3    1.5    High       Low        7.1     0.5
  High                 Zero                   53.6    5.8    High       Zero       64.3    4.2
  Total                                       100.0   10.8   Total                 100.0   6.6
  Moderate             High                   13.5    3.8    Moderate   High       5.0     0.9
  Moderate             Moderate               16.2    6.9    Moderate   Moderate   27.5    5.2
  Moderate             Low                    24.3    4.6    Moderate   Low        20.0    3.8
  Moderate             Zero                   45.9    13.1   Moderate   Zero       47.5    9.0
  Total                                       100.0   28.5   Total                 100.0   18.9
  Low                  High                   8.8     1.9    Low        High       5.0     0.9
  Low                  Moderate               36.8    8.1    Low        Moderate   15.0    2.8
  Low                  Low                    12.3    2.7    Low        Low        25.0    4.7
  Low                  Zero                   42.1    9.2    Low        Zero       55.0    10.4
  Total                                       100.0   21.9   Total                 100.0   18.9
  Zero                 High                   19.8    7.7    Zero       High       10.2    5.7
  Zero                 Moderate               25.7    10.0   Zero       Moderate   19.5    10.8
  Zero                 Low                    19.8    7.7    Zero       Low        19.5    10.8
  Zero                 Zero                   34.7    13.5   Zero       Zero       50.8    28.3
  Total                                       100.0   38.8   Total                 100.0   55.7

High, \>\|0.5\|; Low, \|0.1\| to \|0.2\|; Moderate, \|0.3\| to \|0.5\|; zero is Δ=0.

The median value of Δ~PRI~ was 0.0 for both settings. For Δ~SEC~, 41.5% and 51.9% of scores did not change postdiscussion, while 20.0% and 17.5% shifted to a better score, and 38.5% and 30.7% shifted to a worse score for the face-to-face and teleconference settings, respectively. The median value for Δ~SEC~ was 0.0 for both settings. Thus, primary and secondary scores were more likely to remain the same after discussion in the teleconference setting compared to the face-to-face setting. However, if reviewers did change their score, primary and secondary reviewer scores were more likely to become poorer following discussion rather than better, regardless of setting (see online supplementary table S2). For the majority of applications (53.4% and 50.9% for face-to-face and teleconference settings, respectively), only one of the assigned reviewers shifted their scores postdiscussion. For the face-to-face reviews, 33.1% of applications involved the primary and secondary reviewers shifting scores, compared to only 20.8% for teleconference reviews ([table 2](#BMJOPEN2015009138TB2){ref-type="table"} and online supplementary table S2). The occurrence of neither reviewer shifting scores postdiscussion was 13.5% for the face-to-face setting and 28.3% for the teleconference setting.

When examining the magnitude of score change (high=\>\|0.5\|, moderate=\|0.5\| to \|0.3\|, low=\|0.2\| to \|0.1\|, or 0), [table 2](#BMJOPEN2015009138TB2){ref-type="table"}A and B demonstrate that there is a decrease in the magnitude shifts observed for assigned reviewers for the teleconference setting as compared to the face-to-face setting. For example, the proportion of applications where at least one assigned reviewer had a moderate to high score shift (greater than \|0.1\| to \|0.2\|) was 66.9% versus 45.8% for the face-to-face versus teleconference settings, respectively ([table 2](#BMJOPEN2015009138TB2){ref-type="table"}).

Observations of Δ~A~ reveal that the overall average opinion of applications often changed as a result of discussion. Just 20.4% and 22.6% of scores did not change postdiscussion, while 26.2% and 20.8% of scores shifted to a better score, and most applications, 53.5% and 56.6%, shifted to a worse score for the face-to-face and teleconference settings, respectively. Thus, \|Δ~A~\| \>0 for the majority of applications, regardless of setting (see online supplementary table S3). Further, for both settings, \|Δ~A~\| represented low-magnitude shifts in score (\|0.2\| to \|0.1\|) for the majority of the applications (44.6% and 51.9% for the face-to-face and teleconference settings, respectively).

While the overall average Δ~A~ was −0.09±0.02 for the face-to-face setting and −0.10±0.02 for the teleconference setting, statistically significant differences were observed between settings when the data were separated into subgroups of positive Δ~A~ (an improvement in score) and negative Δ~A~ (a worsening in score). The average positive Δ~A~ was 0.26±0.03 and 0.18±0.02 for the face-to-face and teleconference settings, respectively (t(110)=2.37; p=0.02). The average negative Δ~A~ was −0.30±0.02 and −0.24±0.02 for face-to-face and teleconference settings, respectively (t(254)=2.37; p=0.02). When grouping by common APS, Δ~A~ was poorly correlated to APS for settings (R^2^=0.15 (p=0.06) and R^2^=0.21 (p=0.03) for face-to-face and teleconference settings, respectively), showing that the EOD on scoring was not altered greatly by the quality of the application initially presented (see online supplementary figures S1A and B).

Score shifts and fundability status {#s3b}
-----------------------------------

Even though no relationship was found between Δ~A~ and APS and the majority of Δ~A~ values were the result of low shifts in application scoring, it is important to explore the impact of discussion-based score shifts on the fundability status of applications for these two review settings. Since PrX did not have a formal funding line, for this investigation we used an assumed funding line of 1.8 (similar to Martin *et al*[@R4]), meaning those applications scoring worse than 1.8 (1.9 or higher) would theoretically not be considered for funding. Using the assumed funding line, we observed that 10.0% of applications shifted over the funding line in either direction in the face-to-face setting versus 12.7% in the teleconference setting. The rest of the applications remained where their APS had placed them prior to discussion (either within or outside of the fundable range). For the applications reviewed in a face-to-face setting that shifted over the funding line, 34.6% moved to the fundable range following discussion (ie, had an unfundable APS score prior to discussion), and 65.4% moved out of the fundable range. In the teleconference setting, for the applications that shifted over the funding line, 29.6% moved into the fundable range following discussion, while 70.4% moved out of the funding range. Importantly, as noted above, the average APS for the teleconference setting was slightly lower (better score) than that for the face-to-face setting (2.2 vs 2.3, respectively), and the teleconference panels had a larger percentage of applications fall within the presumed funding line (15.4% for face-to-face vs 19.8% for teleconference) following discussion ([table 3](#BMJOPEN2015009138TB3){ref-type="table"}). When examining the magnitude of score shifts for those applications that moved in either direction over the funding line, 69.2% and 30.8% of these were moderate/high and low score changes, respectively, for the face-to-face setting, as compared to 48.1% and 51.9% for moderate/high and low score changes for the teleconference setting. It should be noted that shift ranges were determined based on rounding Δ~A~ to the 10ths place.

###### 

Magnitude of Δ~A~ as compared to the final overall score ranges for face-to-face (A) and teleconference (B) settings over the entire scoring range

  Magnitude of change                                            1.0--1.2 (%)   1.3--1.5 (%)   1.6--1.8 (%)   1.9--2.0 (%)   2.1--2.5 (%)   2.6--3.0 (%)   3.1--3.5 (%)   3.6--3.9 (%)   Total (%)
  --------------------------------------------------- ---------- -------------- -------------- -------------- -------------- -------------- -------------- -------------- -------------- -----------
  \(A\) Final overall score ranges---face-to-face                                                                                                                                        
   Less than −0.5                                     High       0.0            0.0            0.0            0.0            0.4            3.5            2.3            0.8            6.9
   −0.5 to −0.3                                       Moderate   0.0            0.0            0.4            2.3            5.8            5.4            3.1            1.9            18.8
   −0.2 to −0.1                                       Low        0.0            0.4            2.3            4.6            10.8           5.0            4.2            0.4            27.7
   0                                                  Zero       0.4            1.2            2.3            3.5            6.9            4.6            1.2            0.4            20.4
   0.1 to 0.2                                         Low        0.4            2.7            3.1            2.7            3.1            2.7            1.9            0.4            16.9
   0.3 to 0.5                                         Moderate   0.0            0.8            0.8            1.5            2.3            1.2            0.8            0.4            7.7
   Greater than 0.5                                   High       0.0            0.4            0.4            0.0            0.8            0.0            0.0            0.0            1.5
   Total                                                         0.8            5.4            9.2            14.6           30.0           22.3           13.5           4.2            100
  \(B\) Final overall score ranges---teleconference                                                                                                                                      
   Less than −0.5                                     High       0.0            0.0            0.0            0.5            0.9            0.5            0.5            0.5            2.8
   −0.5 to −0.3                                       Moderate   0.0            0.5            0.9            1.9            8.5            4.2            1.9            0.9            18.9
   −0.2 to −0.1                                       Low        0.5            1.9            4.2            6.6            12.7           6.1            2.4            0.5            34.9
   0                                                  Zero       0.5            0.9            3.3            6.6            7.5            3.3            0.0            0.5            22.6
   0.1 to 0.2                                         Low        1.4            0.5            4.7            1.9            5.7            2.4            0.5            0.0            17.0
   0.3 to 0.5                                         Moderate   0.0            0.0            0.5            0.0            1.4            1.4            0.0            0.0            3.3
   Greater than 0.5                                   High       0.0            0.0            0.0            0.0            0.5            0.0            0.0            0.0            0.5
   Total                                                         2.4            3.8            13.7           17.5           37.3           17.9           5.2            2.4            100

Contentiousness and EOD {#s3c}
-----------------------

The median Δ~PS~ was 0.0 for both review settings, with Δ~PS~ equal to 0 for 12.3% of applications for the face-to-face setting and 10.4% of applications for the teleconference setting. Conversely, Δ~PD~, which is a representation of the difference between the primary and secondary reviewer scores postdiscussion, was 0 for 27.7% of applications for the face-to-face setting and 20.8% of applications for the teleconference setting. The median Δ~PD~ for both settings was 0.0. Further, examining Δ~PS~ compared to Δ~PD~ provides insight into exactly how discussion altered the assigned reviewer scores. For the face-to-face setting, the distance between the two assigned reviewer scores increased for 10.8% of applications, decreased for 73.2% of applications and remained the same for 16.9% of applications. For the teleconference setting, the distance between the assigned reviewer scores increased for 6.6% of applications, decreased for 61.3% of applications and remained the same for 32.1% of applications. In both settings, this is an indication that discussion resulted in the primary and secondary reviewers coming closer together in score for the majority of applications.

To examine reviewer contentiousness and its relationship to the magnitude of the EOD, we plotted common \|Δ~PS~\| versus average \|Δ~A~\|, which revealed that there was a moderate correlation for the face-to-face setting (R^2^=0.35; p=0.002). For the teleconference setting, there was a strong correlation (R^2^=0.73; p\<0.001) ([figures 2](#BMJOPEN2015009138F2){ref-type="fig"}A, B). These data demonstrate that, in general, the more contentious applications premeeting (large Δ~PS~) resulted in larger score shifts following discussion, compared to those applications that were less contentious premeeting.

![(A) Relationship between common \|Δ~PS~\| and average \|Δ~A~\| for face-to-face reviews in 2009 and 2010. (B). Relationship between common \|Δ~PS~\| and average \|Δ~A~\| for teleconference reviews in 2011 and 2012.](bmjopen2015009138f02){#BMJOPEN2015009138F2}

Application discussion time {#s3d}
---------------------------

The average panel discussion time per application was 23.9±0.7 min (face-to-face) and 20.0±0.7 min (teleconference). It should be noted that while this is not a large difference in discussion time, it is consistent with our prior results that teleconference panels exhibit shorter discussions. When grouping by common \|Δ~PS~\| and comparing to average discussion time, no correlation was found for either the face-to-face (R^2^\<0.01; p=0.89) or the teleconference (R^2^=0.02; p=0.58) setting. The same was found when plotting average discussion time versus common APS for both settings (R^2^\<0.01; p=0.81 for face-to-face; R^2^\<0.01; p=0.77 for teleconference) (data not shown). Grouping by common Δ~A~ (EOD) and plotting against average discussion time yielded low levels of correlation for both settings (R^2^=0.19 (p=0.10) and R^2^=0.22 (p=0.11) for face-to-face and teleconference settings, respectively) ([figures 3](#BMJOPEN2015009138F3){ref-type="fig"}A, B). The same is true for common \|Δ~A~\| versus average discussion time (R^2^=0.06 (p=0.52) and R^2^=0.32 (p=0.14) for face-to-face and teleconference settings, respectively). Thus, discussion time neither varies with the contentiousness of reviewers nor is correlated with the EOD. Further, this demonstrates that, though teleconferences have shorter discussion times on average, overall discussion time does not seem to be an important difference between settings when it comes to application scoring. To uncover whether time of day was an important variable for discussion length (ie, perhaps morning discussions were longer than afternoon) we looked at those applications reviewed earlier in the day than later for review settings and found no real discernable difference (data not shown).

![(A) Relationship between common Δ~A~ and average discussion time for the face-to-face settings. (B). Relationship between common Δ~A~ and average discussion time for the teleconference settings.](bmjopen2015009138f03){#BMJOPEN2015009138F3}

Discussion {#s4}
==========

Although our studies provide insight on a number of nuances surrounding peer review, the overall analysis resulted in four important findings. First, the EOD, on average, was relatively small, in both settings. Second, there were small but statistically significant differences between the EOD for face-to-face versus teleconference panels. Third, discussion time was observed to have little influence on the magnitude of the EOD. Lastly, panel discussion was observed to more often result in negative, rather than positive, shifts in application scores.

As measured by Δ~A~, the majority of applications, 65.0% and 74.5% (face-to-face and teleconference settings, respectively), had either low or no shift in scores postdiscussion, which is similar to what others have found.[@R4] Despite small adjustments in score being observed for a substantial amount of the applications, using our presumed funding line of 1.8, discussion was found to be of practical importance for 10.0% of applications in the face-to-face setting and 12.7% of applications in the teleconference setting. Further, for applications shifting over the funding line in either direction, we observed low-magnitude shifts in 30.8% of these applications in the face-to-face setting and 51.9% of applications in the teleconference setting. It should be noted that most of these applications moved outside of the fundable range, as opposed to within, following discussion for both settings. Thus, despite relatively low magnitude score shifts overall as a result of discussion, for a subset of applications, discussion played a vital role in determining potential funding status.

The magnitude of the EOD in the teleconference setting was found to be reduced compared to that of the face-to-face setting. This was observed not only in the mean squared error of the APS/OS fits and in the magnitude of negative and positive Δ~A~, but also in the proportion of applications where there was a score shift by at least one assigned reviewer. One possible reason for this could potentially be related to the level of engagement between settings, with teleconference reviewers possibly being slightly less engaged than those participating onsite.[@R9] Some researchers have proposed that there is reduced task commitment, fewer status cues and less expressive behaviours in teleconference settings and that persuasive tasks are particularly susceptible to changes in communication setting.[@R7] Additionally, the reduced score shifts could possibly be explained by the greater anonymity in teleconference panels. In such settings, perhaps reviewers are more likely to conform to panel norms.[@R10] Further research must be conducted to explore the psychological motivations involved in postdiscussion scoring in onsite and teleconference scenarios.

We also observed that discussion time had little influence on the EOD. We found low to no correlation between average discussion time and APS, Δ~PS~, and Δ~A~, even with teleconference reviews having shorter discussion times on average. These results help to elucidate our prior findings, demonstrating that, even though teleconference reviews exhibit shorter discussion times, this does not seem to be an influencing variable on application scoring.[@R1] As noted above, one potential reason for this difference could be reduced engagement due to the absence of visual and other cues that are very apparent in face-to-face settings. As discussed, because of the decrease in cues within teleconference settings, there is likely an increase in social distance leading to a decrease in member engagement.[@R9] Further, the decreased cues could potentially be resulting in the use of more concise reviews in teleconference settings in addition to less side discussions overall. Future areas of exploration should include investigating differences in psychological quality of discussion in these two settings.

Lastly, one clear observation from our analysis was that score changes as a result of discussion were more often negative than positive, which is similar to what others have found.[@R4] [@R13] Thus, an application\'s score is more likely to become worse rather than better following panel discussion. This was apparent regardless of setting or assigned reviewer type. It may be that persuading panel members of the potential merits of an application is more difficult than focusing on the less abstract, methodological weaknesses and logical flaws. In addition, studies have demonstrated that ambivalent individuals (presumably like the unassigned reviewers for PrX) are more likely to be persuaded by negative messages.[@R14] Other studies have even found that the actual level of ambivalence (high or low) someone exhibits also plays a role in whether they can be persuaded (or even resist persuasion) towards the message source (ie, the assigned reviewers).[@R15] Further research regarding persuasion and team decision-making during the peer-review process are needed.

In contrast with the results of our prior study,[@R1] this study suggests that there are only subtle differences between the outcomes of face-to-face and teleconference reviews. This seems to be consistent with findings in the literature that performance levels in teleconference settings are similar to face-to-face settings. Overall, as indicated above, further input from psychological research (on persuasion, team performance, etc) is needed to inform and guide future policy decisions regarding peer-review settings for grant application evaluations. This is especially important for ad-hoc panels like those used for PrX, which provide a continuously changing team dynamic from cycle to cycle, as compared to standing panels. Further studies should also be undertaken to evaluate the long-term outcomes of funded applications that were evaluated in face-to-face versus teleconference settings. While our findings provide insight into the nuances of peer-review scoring and the effects of panel discussion, ultimately there is a need to determine what role the peer-review setting may have on innovative and impactful science.
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