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Abstract: A new class of non-Gaussian multivariate random fields is formulated
using systems of stochastic partial differential equations with additive type-G noise.
We consider four increasingly flexible constructions of the noise, based on normal-
variance mixture distributions which include several common distributions as special
cases. The simpler constructions are similar to existing copula models, which we show
result in non-ergodic random fields with asymptotically Gaussian kriging predictors.
In contrast to these, and to most existing approaches, the more flexible constructions
can model non-Gaussian spatial data without replicates.
A model formulation that gives multivariate fields with marginal Matérn covariance
functions for each dimension is derived, as well as a parametrization separating non-
Gaussian dependence from cross-covariances. The fields are included in a geostatisti-
cal model with covariates and measurement noise, for which computationally efficient
methods for likelihood-based parameter estimation and probabilistic prediction are
derived. As an illustration, a data set consisting of temperature and pressure mea-
surements is analysed, and we show that kriging predictions can be improved for the
data by using type-G models instead of Gaussian models.
Key words: Matérn covariances; multivariate random fields; non-Gaussian; spatial
statistics; stochastic partial differential equations.
1 Introduction
Motivated by an increasing number of spatial data sets with multiple measured variables, such
as different climate variables from weather stations, various pollutants monitored in urban
areas, or climate model outputs, the literature on models for multivariate random fields is
growing rapidly. The majority of research in this area has focused on Gaussian random fields,
and how to construct valid multivariate cross-covariance functions.
Of particular interest has been multivariate extensions of the Matérn covariance function
(Matérn, 1960), M (h | κ, ν) = 21−νΓ(ν)−1 (κ‖h‖)ν Kν (κ‖h‖), h ∈ Rd. Here Kν is a mod-
ified Bessel function of the second kind and the positive parameters κ and ν determine the
practical correlation range and smoothness of the process respectively. Gneiting et al. (2010)
extended it to the multivariate setting by proposing a model with cross-correlation functions
ρijM (h | κij , νij), where ρij are parameters determining the cross-correlations between the ith
and jth component of the multivariate field. The parameters in this construction must be re-
stricted to assure that it is a valid multivariate covariance function, and Gneiting et al. (2010)
proposed two models that satisfied this requirement: A parsimonious model, where κij ≡ κ and
νij = (νii+νjj)/2, and a more general bivariate model that was later extended by Apanasovich
et al. (2012).
Even though most research has focused on Gaussian random fields, many data sets have
features that cannot be captured by Gaussian models, such as exponential tails, non-Gaussian
dependence, or asymmetric marginal distributions. There is thus a need for multivariate random
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fields that are more general than the Gaussian. Examples of such models in the literature are
multivariate max-stable processes for spatial extremes (Genton et al., 2015) and Mittag-Leffler
random fields (Ma, 2013a). A popular approach for constructing non-Gaussian fields is to
multiply a Gaussian random field with a random scalar. Multivariate versions of this approach
were explored by Ma (2013b) and Du et al. (2012). Copula-based modelling is another popular
method for non-Gaussian data, which has been used for creating univariate random fields
(Gräler, 2014; Bárdossy, 2006) and it is often applied for non-spatial multivariate data. The
only copula-based multivariate random field model we have found is the factor copula model by
(Krupskii et al., 2016), which is closely related to the simplest type-G construction we propose
in this work.
However, creating non-Gaussian multivariate random field models that are useful in practice
is difficult, especially if they should be able to capture interesting departures from normality
within realisations, and not just have non-Gaussian marginal distributions. This requirement
excludes fields that are non-Gaussian only in the presence of repeated measurements, such
as the constructions based on factor-copulas and on multiplying Gaussian fields with random
scalars. Many other copula-based approaches in geostatistics use Gaussian copulas. The re-
sulting models are then equivalent to transformed Gaussian models (Kazianka and Pilz, 2010),
which have many disadvantages (Wallin and Bolin, 2015). Thus, most existing approaches
are either too limited, in the sense that they cannot capture essential features such as sample
path asymmetry, or they lack methods for practical applications. For this reason, the recent
review article about multivariate random fields by Genton and Kleiber (2015) listed creation
of practically useful non-Gaussian multivariate random fields as an open problem.
In this work, we construct multivariate fields as solutions to systems of stochastic partial
differential equations (SPDEs) driven by non-Gaussian noise. To facilitate computationally
efficient likelihood-based inference, we use noise with normal-variance mixture distributions
(Barndorff-Nielsen et al., 1982), which we refer to as type-G noise. The restriction to normal-
variance mixtures is not that limiting, since several common distributions can be formulated in
this way. Four increasingly flexible constructions are considered, where the simplest is closely
related to factor copula models and the approach were a Gaussian field is multiplied with
a random scalar. The more flexible constructions allow the fields to capture more complex
dependency structures and departures from Gaussianity within realisations, while still allowing
for likelihood-based inference. As an additional motivation for the more flexible constructions,
we investigate the properties of kriging predictors based on the type-G models, and in particular
prove that distributions of kriging predictions for the simplest construction are asymptotically
Gaussian.
The cross-covariance does not define the distribution of the type-G fields, but it is still the
main tool for understanding their dependence structure. We extend the work by Hu et al. (2013)
and Hu and Steinsland (2016), who used systems of SPDEs to generate multivariate Gaussian
random fields, to show that specific choices of SPDEs result in fields with marginal Matérn
covariance functions, where the parsimonious Matérn model is a special case. We further
discover a set of parameters in our model formulation that leaves the covariance function
unchanged, and thus is not identifiable for Gaussian models, but which controls the more
complex dependence for non-Gaussian models.
As always when more general models than the Gaussian, there is an added computational
cost for inference. However, an important feature of the SPDE approach is that finite element
discretizations can be used to decrease this cost. This makes the models applicable in scenarios
where the data sets are so large that it prohibits the use of standard covariance-based models.
As in the Gaussian case, the SPDE approach also facilitates extensions to non-stationary models
by using spatially varying parameters.
The article is structured as follows. In Section 2, the link between system of SPDEs and
cross-covariances is studied. Section 3 contains the definitions of the non-Gaussian models,
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as well as derivations of basic model properties. As a particular example of the construction,
more details and examples of multivariate normal inverse Gaussian (NIG) fields are given in
Section 4. In Section 5, the type-G fields are used to build a full geostatistical model for
which we derive computationally efficient methods for likelihood-based parameter estimation
and probabilistic prediction. Section 6 presents an application to a bivariate data set consisting
of pressure and temperature observations from weather stations in the North American Pacific
Northwest. Gaussian and non-Gaussian SPDE models are compared with standard covariance-
based Gaussian Matérn models and we show that the type-G fields give the best predictions
for this example. The article concludes with a discussion in Section 7. Finally, the article has
three appendices that contain (A) details on the finite element discretizations; (B) gradients
needed for the parameter estimation; and (C) all proofs.
2 Multivariate Matérn fields and systems of SPDEs
A Gaussian random field on Rd with a Matérn covariance function can be represented as a
stationary solution to the stochastic partial differential equation
(κ2 −∆)α2 x(s) = W˙, (1)
where s ∈ Rd, α = ν+ d/2, ∆ is the Laplacian and W˙ is Gaussian white noise (Whittle, 1963).
Extending equation (1) to a system of SPDEs can be used to define more general covariance
models (Bolin and Lindgren, 2011) and to define multivariate random fields. Hu et al. (2013)
and later Hu and Steinsland (2016) proposed using systems of the form
K11 K12 · · · K1p
K21 K22 · · · K2p
...
...
. . .
...
Kp1 Kp2 · · · Kpp


x1(s)
x2(s)
...
xp(s)
 =

W˙1
W˙2
...
W˙p
 , (2)
to construct multivariate random fields, where Kij are pseudo-differential operators such as
(κ2 − ∆)α2 and W˙1, . . . , W˙p are mutually independent Gaussian white noise processes. Hu
et al. (2013) focused on the bivariate triangular system[K11 K12
K22
] [
x1(s)
x2(s)
]
=
[W˙1
W˙2
]
, (3)
where Kij = (κ2ij −∆)
αij
2 . To better understand the cross-covariance function for this model,
one can informally invert the operator matrix to obtain[
x1(s)
x2(s)
]
=
[K−111 −K−111 K12K−122
K−122
] [W˙1
W˙2
]
. (4)
From this representation one can see that the marginal covariance function of x2 is completely
determined by the operator K22, whereas x1 is a sum of two Gaussian fields K−111 W˙1 and
−K−111 K12K−122 W˙2. Thus, if Kij = (κ2ij −∆)
αij
2 , then x2 is marginally a Gaussian Matérn field
whereas x1 has a more complicated covariance function.
Although the full system (2) may be of interest, the generality comes at the cost of a large
number of parameters that are difficult to identify in practice, and equally hard to estimate.
We therefore focus on the case when all marginal covariances are Matérn, and on characterising
systems of SPDEs that result in models with this property.
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2.1 Multivariate Matérn-SPDE fields
To make the results in this section applicable beyond Gaussian models, we replace the right-
hand side of (2) by M˙ = (M˙1, . . . ,M˙p)T , where the components are mutually uncorre-
lated, but not necessarily independent, L2-valued independently scattered random measures
(see Section 4 and (Rajput and Rosinski, 1989)). This includes Gaussian noise but also
the non-Gaussian processes that we will study in the next section. Denoting the process
(x1(s), . . . , xp(s))
T by x(s) and introducing the operator matrix K with entries Kij = Kij
allows us to write (2) as
Kx(s) = M˙. (5)
Investigating (4), we can note that x1 has a Matérn covariance function if K12 = K22. This
motivates the following definition of p-variate Matérn-SPDE fields.
Definition 2.1. A stationary solution to (5) is a multivariate Matérn-SPDE field if the operator
matrix is on the form K = D diag(L1, · · · ,Lp). Here D is a real invertible p × p matrix and
Li = (κ2i −∆)
αi
2 with κi > 0 and αi > d/2 for i = 1, . . . , p.
Since D defines the dependence structure of the process, we refer to it as a dependence
matrix. That the multivariate Matérn-SPDE model indeed has marginal Matérn covariance
functions is clarified in the following proposition.
Proposition 2.2. Given that the driving noise in (5) has unit variance, the multivariate
Matérn-SPDE field, x(s), has covariance function
Cov(xi(s), xj(t)) =

Γ(νi)
∑p
j=1R
2
ii
Γ(αi)(4pi)d/2κ
2νi
i
M (‖s− t‖ | κi, νi) i = j,
F−1(Sij)(‖s− t‖) i 6= j,
where Rij are the elements of the matrix R = D−1, F−1 denotes the inverse Fourier transform,
and
Sij(k) =
∑p
l=1RilRjl
(2pi)d
1
(κ2i + ‖k‖2)
αi
2 (κ2j + ‖k‖2)
αj
2
. (6)
Note that D determines the strength of the cross-correlations, and that Cov(xi(s), xj(t))
for i 6= j is a Matérn covariance function only if κj = κj . In the case when κi = κ for all i, the
model coincides with the parsimonious Matérn model by Gneiting et al. (2010). Also note that
the shapes of the cross-correlation functions are determined by the parameters of the marginal
correlation functions. This is slightly more restrictive than the general covariance-based multi-
variate Matérn models, but has the advantage that there are no difficult-to-check restrictions
on the model parameters. Furthermore, both Gneiting et al. (2010) and Apanasovich et al.
(2012) argued that the most important aspect of multivariate models is to allow for flexibility
in the marginal covariances while still allowing for some degree of cross-covariance. Thus, the
Matérn-SPDE model should be a sufficiently flexible alternative to multivariate Matérn fields
for most applications.
Remark 1. An immediate consequence of Definition 2.1 is that the field alternatively can be
obtained as a solution to a diagonal system of SPDEs diag(L1, . . . ,Lp)x(s) = M˙R driven by
correlated noise M˙R = RM˙, where R = D−1. This means that the model can be viewed as a
linear model of coregionalization.
2.2 Parametrizing the model
An important question for practical applications of the multivariate Matérn-SPDE model is
if the model parameters (the dependence matrix and the parameters of the operators) are
identifiable. The following proposition shows that this is not the case in general.
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Figure 1: Example of covariance functions for the solution to the triangular Matérn-SPDE with
σ1 = σ2 = 1, ρ = 0.5, κ1 = κ2 = 1, α1 = 1.5, and α2 = 2.
Proposition 2.3. Two multivariate Matérn-SPDE fields, with the same operators L1, . . . ,Lp
and with dependence matrices D and Dˆ respectively, have equal covariance functions if and only
if D = QDˆ for an orthogonal matrix Q. It is furthermore always possible to find a triangular
matrix Dˆ so that the models have the same covariance functions. In particular, Dˆ = chol(DTD)
is the unique upper-triangular choice with positive diagonal elements.
We will refer to models with triangular dependence matrices as triangular Matérn-SPDE
fields. Since Gaussian fields are uniquely specified by the first two moments, the proposition
implies that the matrix D is not completely identifiable from data for Gaussian models, so there
is no point in considering non-triangular Gaussian models. This is however not the case for
non-Gaussian models, where non-triangular dependence matrices can be used to define more
general dependence structures.
Since the dependence matrix is not completely identifiable for Gaussian models, a different
model parametrization that separates the control of marginal variances, cross-correlations, and
higher moments is preferable. To derive such a parametrization, we use Proposition 2.3 to
write D = QpDl, where Dl is a triangular matrix and Qp is an orthogonal matrix. Then
Dl and Qp respectively determine the cross-covariances and the higher moments. To separate
the control of the variances and cross-correlations, we rescale the operators Li by constants
ci =
√
σ−2i (4pi)−d/2κ
−2νi
i Γ(νi)/Γ(αi) and parametrize Dl as,
Dl(ρ) =

1
ρ1,1 1
ρ2,1 ρ2,2 1
...
...
. . . . . .
ρp,1 ρp,2 . . . ρp,p−1 1

−1
diag (1, k2(ρ), k3(ρ), . . . , kp(ρ)) ,
where kj(ρ) =
√
1 +
∑
i<j ρ
2
j,i. With this parametrization, ρ ∈ Rp(p−1)/2 controls the cross-
correlations, ρij = Corr(Xi(s), Xj(s)) and σ2i = V(Xi(s)). Figure 1 shows an example of the
resulting covariance function for a bivariate model with ρ = ρ11 = 0.5.
What remains is to find a parametrization of Qp. The determinant of an orthogonal matrix is
±1, where the sign is not identifiable in general. It is therefore enough to consider the subclass
of special orthogonal matrices, which have determinant 1. For a general p, it is difficult to
parametrize such matrices. However, for p = 2 and p = 3 we can use the fact that they are
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equivalent to rotation matrices. We can therefore write
Q2(θ) =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
, Q3(θ1, θ2, θ3) = Q3x(θ1)Q3y(θ2)Q3z(θ3)
where θ ∈ [0, 2pi], Q3x(θ) = diag(Q2(θ), 1), Q3z(θ) = diag(1,Q2(θ)), and
Q3y(θ) =
 cos(θ) 0 − sin(θ)0 1 0
− sin(θ) 0 cos(θ)
 .
To summarize, we use the parametrization
D(θ,ρ) diag(c1L1, · · · , cpLp)x(s) = M˙, (7)
where D(θ,ρ) = Qp(θ)Dl(ρ) and θ ∈ [0, 2pi]p(p−1)/2 will control higher moments for non-
Gaussian models. In the bivariate case, the dependence matrix simplifies to
D(θ, ρ) =
[
cos(θ) + ρ sin(θ) − sin(θ)
√
1 + ρ2
sin(θ)− ρ cos(θ) cos(θ)
√
1 + ρ2
]
. (8)
3 Type-G Matérn-SPDE fields
In this section, the multivariate Matérn-SPDE model is extended beyond Gaussianity by re-
placing the driving Gaussian noise with non-Gaussian noise. In Section 3.1, four different
constructions of non-Gaussian noise for this approach are introduced. Properties of the corre-
sponding Matérn-SPDE models are stated in Section 3.2, and properties of kriging predictors
based on the models are derived in Section 3.3.
3.1 Four increasingly flexible constructions
The four constructions are based on using different types of normal-variance mixtures
γ + µv +
√
vz, (9)
where γ, µ ∈ R are parameters, z ∼ N(0, 1), and v is a non-negative random variable. Inspired
by Lévy process, which are said to be of type-G if their increments are normal-variance mixtures,
we will refer to these models as type-G Matérn-SPDE fields.
The first two constructions are related to the approach where non-Gaussian fields are ob-
tained by multiplying Gaussian fields with random scalars.
Definition 3.1. Let v and v1, . . . , vp be independent infinitely divisible random variables and
set v = (v1, . . . , vp)T . Further, let W(s) = (W1(s), . . . ,Wp(s))T be a vector of independent
copies of Brownian sheets on Rd. For i = 1, 2 a type-Gi Matérn-SPDE field is obtained by
using M˙i in (7) where
M1(s) = γ + µv +
√
vW(s), M2(s) = γ + µ · v +
√
v ·W(s).
Here γ,µ ∈ Rp are parameters and µ · v denotes the Hadamard product, (µ · v)i = µivi.
The next two construction are based on vector valued type-G Lévy noise. A univariate
Lévy process is type-G if its increments can be represented as
√
vz, where v is an infinitely
divisible positive random variable and z ∼ N(0, 1). For compact domains D ⊂ R2, Rosiński
(1991) showed that such processes can be written asM(s) = ∑∞k=1 zkg(ek) 12 I(s ≥ uk), where
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the function g is the generalized inverse of the tail Lévy measure for v, zk are iid N(0, 1)
random variables, ek are iid standard exponential random variables, uk are iid uniform random
variables on D, and I(s ≥ uk) = I(s1 ≥ uk,1)I(s2 ≥ uk,2) is a two-dimensional indicator
function. The non-decreasing Lévy process v(s) =
∑∞
k=1 g(ek)
1
2 I(s ≥ uk) has increments with
the same distribution as v, and could informally be thought of as a process that determines the
variance of the noise. See (Bolin, 2014) for details about the corresponding SPDE construction
in the univariate case. For multivariate processes, there are two natural extensions to vector
valued noise that we use to define type-G3 and type-G4 fields.
Definition 3.2. Let M(s) be a type-G Lévy processes with corresponding variance processes
v(s) and let M(s) = (M1(s), . . .Mp(s))T be a vector of independent type-G Lévy processes
with corresponding variance processes v(s) = (v1(s), . . . vp(s))T . For i = 3, 4 a type-Gi Matérn-
SPDE field is obtained by using M˙i in (7) where
M3(s) = γ + µv(s) +
∞∑
k=1
g(ek)
1
2 I(s ≥ uk)zk, M4(s) = γ + µ · v(s) +M(s).
Here γ,µ ∈ Rp are parameters and zk are independent N(0, Ip) variables.
3.2 Properties of the four constructions
The four type-G constructions provide random fields with increasing flexibility. All contain
several interesting special cases depending on which distribution that is used for the variance
components, such as generalised asymmetric Laplace distributions, normal inverse gamma dis-
tributions, and Student’s t-distributions. As an example, we will in the next section use NIG
noise to highlight some properties of the constructions.
Let Σ be a matrix with elements Σij = σiσjρij if i 6= j and Σii = σ2i . For the type-G1
construction, we can then write the joint and marginal cumulative distribution functions (CDF)
of the solution x at some location s as
F (1)(u) =
∫
ΦΣ
(
u− γ − µv√
v
)
dFv(v), F
(1)
k (u) =
∫
Φ
(
u− γ − µv
σk
√
v
)
dFv(v),
for k = 1, . . . , p where ΦΣ denotes the CDF of a N(0,Σ) random variable and Fv denotes
the CDF of v. There are several choices of Fv that result in fields with known marginal
distributions. If for example µ = 0, the field has multivariate Student’s t marginals if v is
inverse-gamma distributed, and multivariate Laplace marginals if v is gamma distributed. We
can also compute the copula of x(s) as
C(1)(u) = F (1)((F
(1)
1 )
−1(u1), . . . , (F (1)p )
−1(up)),
which could be viewed as a generalization of the one-factor copulas in (Krupskii and Joe, 2015;
Krupskii et al., 2016). However, despite the flexibility of the marginal distributions, the model
is limited since it is non-ergodic for any choice of v, and the sample paths are indistinguishable
from sample paths of a Gaussian random field. If repeated realizations are available, one can
estimate the distribution of v, but not the parameter θ in the dependence matrix.
For the type-G2 construction, the joint CDF of the solution x at some location s is
F (2)(u) =
∫
ΦΣ
(
diag
(
1√
v1
, . . . ,
1√
vp
)
(u− γ − µv)
)
dFv1(v1) · · · dFvp(vp),
and the marginal CDF for k = 1, . . . , p is
F
(2)
k (u) =
∫
Φ
(
u− γk − µkvk
σk
√
vk
)
dFvk(vk).
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Using these distributions, we can write the copula of x(s) as
C(2)(u) = F (2)((F
(2)
1 )
−1(u1), . . . , (F (2)p )
−1(up)),
which is similar to the p-factor copulas in (Krupskii and Joe, 2015). Also fields obtained using
the type-G2 construction are non-ergodic and have sample paths that are indistinguishable
from Gaussian sample paths. However, it is possible to estimate all parameters of the model
given multiple realizations.
Since the type-G1 and the type-G2 constructions have copulas similar to factor copulas, one
can compute their so-called tail dependence coefficients and derive conditions on the distribution
of v to study their asymptotic tail dependence similar to (Krupskii et al., 2016). We however
leave this for future research as our main interest is in the more flexible type-G3 and type-G4
constructions. The reason for this is that the flexibility of the marginal distributions often is
insufficient for spatial data, since it is often equally important that the models should allow
for flexible conditional distributions when they are used for spatial prediction. As we will show
in the next subsection, the type-G1 and type-G2 constructions have asymptotically Gaussian
conditional distributions, which greatly limits their flexibility when used for kriging in spatial
statistics.
A much higher flexibility be achieved using the last two constructions. For these, we in
general cannot derive closed-form expressions for the marginal distributions and copulas (we
will discuss this further in the next section). However, if we use the representation of the
process in Remark 1, and let FMk and F˜
M
k denote the distribution functions of the laws ofMk
and (RM)k respectively, the copula for the law ofMR can be written as
C(u) =
p∏
k=1
FMk (D
T
k ((F˜
M
1 )
−1(x1), . . . , (F˜Mp )
−1(xp))T ),
where Dk is the kth row of D. This is a Gaussian copula only in the case whenM is Gaussian.
Thus, also for these constructions, the dependence structure induced by the model can be
made more flexible than simply using Gaussian copulas to model the dependence. The type-
G4 construction is the most general but the type-G3 construction could be of interest for
applications where one wish to capture dependence of the extreme values on different variables.
It also has an interesting feature that is shown in the following proposition.
Proposition 3.3. Let x(s) be a type-G3 Matérn-SPDE field with ρ = 0. Then, for any (s, t) in
the domain, xi(s) and xj(t), i 6= j, are dependent random variables with Cov(xi(s), xj(t)) = 0.
3.3 Outfill asymptotics for the type-G1 model
In this section we explore the posterior distributions (kriging distributions) for the type-G1
models and show that they converge to Gaussian distributions. To simplify the notations, we
restrict ourself to the mean-zero univariate case, but the results are easily extended to the
general multivariate setting for both the type-G1 and type-G2 models.
Let x be a mean-zero random field that is observed to generate data xi = x(si), i =
1, . . . , n that is used for kriging prediction at a location s0. Let xk:n denote the vector
[x(sk), x(sk+1), . . . , x(sn)]
T and assume that the covariance function of x and the locations
s0, s1, . . . sn are such that covariance matrix of x0:n is positive definite. Let x0 = x(s0) be
the quantity of interest for the kriging prediction, which is a mean-zero random variable with
variance c0, and let c0,1:n denote the cross-covariance between x1:n and x0.
Assuming that a mean-zero type-G1 model, with the same covariance function as x, is used
for the kriging prediction, the kriging distribution of x0 given x1:n is
piG1,x0(x0|x1:n) =
∫
N(x0; C0,1:nC
−1
n x1:n, vc0 − vcT0,1:nC−1n c0,1:n)pi(v)dv.
8
To show that this distribution converges to a Normal distribution we need the following
weak assumptions on the observed data.
Assumption 3.4. The random field x and the observations satisfy, as n→∞,
(xT1:nC
−1
n x1:n)/n
p→ K0, (10)
V[(xT1:nC
−1
n x1:n)/
√
n]→ kv, (11)
c0,1:nC
−1
n x1:n
p→ K1, (12)
c0 − cT0,1:nC−1n c0,1:n → k2, (13)
where K0 is a non-negative random variable, K1 is a random variable, k2 ∈ [0, c0] and kv > 0.
Given that the sequence {si} does not result in a singular the covariance matrix (which for
example is the case if si = sj for i 6= j), the first two assumptions are satisfied for all models
considered in this article if they have finite moments. The last two assumptions assure that
the linear predictor converges to a constant given the data. Assuming that x has a Matérn
covariance function with ν <∞, this is also fulfilled as long as the sequence {si} is not chosen
so that the covariance is degenerate. Given these assumptions, we have the following result.
Theorem 1. Let Assumption 3.4 hold and assume that pi(v) has mean one, is bounded and
absolutely continuous with respect to the Lebesgue measure. Then
piG1,x0(·|x1:n)
p→ N(·; k1(x), k0(x)k2) as n→∞.
Here k0(x) > 0 is a constant depending on x, k1(x) is the kriging predictor for a mean-zero
Gaussian model with covariance C, and k2 is the corresponding kriging variance.
The theorem shows that the kriging distribution for a type-G1 model converges to a Gaus-
sian distribution, and thus the kriging predictor (the posterior mean) converges to the kriging
predictor for a Gaussian model, under quite general assumptions on the distribution for the
data. In particular, it holds if the data comes from a type-G1 model.
Corollary 3.5. Let x(s), s ∈ Rd be a univariate type-G1 field x with a Matérn covariance
function and let s0, . . . , sn be locations in Rd such that i < ‖s0 − si‖ < i + 1 for i = 1 . . . , n.
Assume that pi(v) has mean one, is bounded and absolutely continuous with respect to the
Lebesgue measure. Then the kriging distribution for x(s0), pix(s0)(·|x(s1), . . . , x(sn)), converges
in probability to a Gaussian distribution as n→∞.
4 Normal inverse Gaussian fields
The NIG distribution (Barndorff-Nielsen, 1997) is obtained by choosing v as an inverse gamma
(IG) random variable in (9). The IG distribution has density
IG(v; η1, η2) =
√
η2√
2piv3
exp
(
−η1
2
v − η2
2v
+ η2
)
, η1, η2 > 0.
Choosing η1 = η2 = η for identifiability, the resulting density for the NIG variable is
NIG(x; γ, µ, σ, η) =
eη+
µ
σ2
(x−γ)
√
ηµ2
σ2
+ η2
pi
√
ησ2 + (x− γ)2 ·K1
(√
(η +
(x− γ)2
σ2
)(
µ2
σ2
+ η)
)
,
where γ, µ ∈ R, σ, η ∈ R+. An important property of the NIG distribution is that its vari-
ance mixture distribution, the IG distribution, is closed under convolution. This will simplify
inference as explained in later sections.
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θ = 0 θ = arctan(ρ) θ = pi/2
θ = pi θ = pi + arctan(ρ) θ = 3pi/2
Figure 2: Marginal distributions of a bivariate NIG Matérn-SPDE field for different values of
θ. All six cases have the covariance function shown in Figure 1.
The simplest multivariate NIG Matérn-SPDE field is obtained by using the type-G1 con-
struction with v ∼ IG(η, η), resulting in a field with multivariate NIG marginal distributions.
To construct the more flexible type-G3 and type-G4 models, we use IG random variables in
the univariate type-G Lévy processes, which results in NIG processes. When using NIG noise
in (7), it is convenient to note that the noise can be represented by an independently scat-
tered random measure (Rajput and Rosinski, 1989). Specifically, for any Borel set A in the
domain, the measure is a univariate NIG random variable with probability density function
fN˙ (A)(x) = NIG(x;m(A)γ, µ, σ,m(A)
2ν), where m(A) denotes the Lebesgue measure of A.
Since we will use the NIG process only as driving noise for the SPDE (7), we fix σ = 1, as the
variance of xk(s) is parameterized by σ2k.
We let N 4 and N 3 denote the vector-valued processes in Definition 3.2 when univariate
NIG processes are used. The density of x(s) in (7) does not have an explicit form in this case
but one can derive the characteristic function (CF) of x(s). The following proposition provides
the CF for the type-G4 case.
Proposition 4.1. The CF of a stationary solution x to (7), evaluated at s, where the driving
noise is N 4, is φx(s)(u) =
∏p
k=1 φk(u) where
φk(u) = exp
[
−iγk
∫
uTvk,tdt +
√
ηk
∫
ηk −
√
ηk − 2iµ2kuTvk,t + (uTvk,t)2dt
]
.
Here vk,t = [R1kG1(s, t), R2kG2(s, t), . . . , RpkGp(s, t)]T , R = D−1, and
Gk(s, t) =
Γ
(
αk−d
2
)
ck(4pi)d/4Γ(
αk
2 )κ
αk−d
k
M
(
‖s− t‖ | κk, αk − d
2
)
, k = 1, . . . , p.
The following example illustrates the effect of the shape parameter θ on the multivariate
marginal distributions of the type-G4 model.
Example 1. Let x(s) be a type-G4 bivariate NIG Matérn-SPDE field with the same parameters
as in Figure 1. For the driving noise, we let µ1 = γ2 = 1 and µ2 = γ1 = −1. Figure 2 shows
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(a) pi(x1(0)) (b) pi(x1(0)|y) (c) pi(x2(0)) (d) pi(x2(0)|y)
Figure 3: Marginal distributions for x(0) based on the five bivariate models in Example 2. Here
y = {x1(−1) = 0, x1(1) = 4}.
bivariate marginal distributions of the resulting field for different values of θ in the dependence
matrix (8), computed using Proposition 4.1. Recall that ρ determines the cross-correlations be-
tween x1(s) and x2(s) whereas θ determines the shape of the bivariate marginal distributions, but
does not affect the covariance function. Thus, all six examples have the same cross-covariance
function, which is shown in Figure 1. The case θ = 0 corresponds to a lower-triangular operator
matrix, and θ = arctan(ρ) corresponds to an upper-triangular operator matrix.
As discussed in Section 3, the simpler type-G constructions have similar flexibility of the
marginal distributions, but much lower flexibility in terms of conditional distributions. In
particular, we showed that the simpler constructions have asymptotically Gaussian kriging
predictions. The following example illustrates how different the predictive distributions can be
for the four constructions.
Example 2. Let xi(t), i = 1, . . . , 4, be bivariate type-Gi NIG Matérn-SPDE processes on
R with α = 2, κ = 1, σ = 0.1, ρ = 0.9, and θ = 0. The processes then have the same
covariance function and we choose the parameters µ and η so that they also have similar
marginal distributions, see Figure 3 (panels a and c) where the marginal distributions of a
corresponding Gaussian process also is shown for reference. We predict the value of the four
processes at t = 0 based on two observations of the first dimension y1 = xi,1(−1) + ε1 = 0 and
y2 = xi,1(1) + ε2 = 4, where ε−1 and ε1 are independent N(0, 0.0012) variables representing
measurement noise. How the prediction is done is presented in Section 5.2. The predictive
distributions are shown in Figure 3 (panels b and d). Even though the four processes have
similar marginal distributions for xi(0), their predictive distributions are very different. For the
prediction of the first dimension, the type-G1 and type-G2 processes have similar distributions,
which is expected since they have the same marginal structures. The type-G3 and type-G4 also
have equal marginal structures and therefore similar predictions, which are very different from
the first two. For the prediction of the second dimension, we get different predictions for all
models since they have different cross-dependence structures. In particular we can note the
absurd type-G1 prediction, where the prediction of the second dimension is larger than the first,
despite the fact that there are no observations for this dimension.
5 Geostatistical modeling and estimation
To use the multivariate type-G fields for geostatistical applications, we need to be able to
include them in hierarchical models that include covariates and measurement noise. In this
section, we formulate such a model and describe how to perform likelihood-based estimation of
the model parameters and how to use the model for spatial prediction.
We consider a standard Geostatistical model where a latent field is specified using covariates
for the mean, and the data consists of noisy observations of this latent field at some locations
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s1, . . . , sn. Let yki be the ith observation of the kth dimension, with likelihood
yki =
K∑
j=1
Bkj(s)βj + xk(s) + εki, εki ∼ N(0, σ2e,k), k = 1, . . . , p
where the independent variables εki represent the measurement noise. The functions Bj(s)
are covariates for the mean and xk(s) is the kth variable of a mean-zero multivariate type-G
Matérn-SPDE field x(s). Since the mean of y is modeled using covariates, we assume that the
mixing variables in the type-G construction are scaled so that they have unit expectation (if
the expected value exists) and set γk = −µk to guarantee that xk(s) has mean zero in the case
that it has an expected value.
Using the finite-dimensional representation of x(s) derived in Appendix A, we have x(s) =∑n
j=1
∑p
k=1wjkϕ
k
j (s). Here ϕ
k
j (s) = ϕj(s)ek are p-dimensional basis functions, where ek is the
kth column in a p× p identity matrix, {ϕi} are piecewise linear finite element basis functions
obtained by a mesh over the domain of interest, and {wjk} are stochastic weights. The model
can then be written as
v ∼ pi(v),
w|v ∼ N (K−1(µ⊗ In)(v − h),K−1 diag(v)K−T ) ,
yk|w ∼ N
(
Bβ + Akw, σ
2
e,kI
)
, k = 1, . . . , p,
(14)
where yk denotes the vector of all n observations of the kth dimension of the data, w is a vector
with all stochastic weights, and K is a discretization of the operator matrix. The matrix B
contains the covariates evaluated at the measurement locations and Ak = diag(ek)⊗A where
A is an observation matrix with elements Aij = ϕj(si). Finally, the distribution of the variance
components, pi(v), depends on which model that is used, as described in Appendix A.
5.1 Parameter estimation
There is no explicit expression for the likelihood distribution pi(y|Ψ), where Ψ is a vector con-
taining all model parameters, of the model (14). However, it is possible to compute maximum
likelihood parameter estimates using Monte Carlo (MC) methods. This is computationally fea-
sible because of two important properties of the model: Firstly, w|y1, . . . ,yp,v,Ψ is a Gaussian
Markov random field (GMRF) and can thus be sampled efficiently. Secondly, v|w,y1, . . . ,yp,Ψ
is a vector of independent variables and can thus be sampled in parallel. Using these two prop-
erties, one can construct a computationally efficiently Gibbs sampler as described below.
We use a stochastic gradient (SG) method (Kushner and Yin, 2003) to estimate the parame-
ters. The idea of SG is that one only needs an asymptotically unbiased estimator (as the number
of MC samples goes to infinity), G(Ψ), of the gradient of the likelihood in order to utilize an iter-
ative procedure where one at iteration i updates the parameters as Ψ(i) = αiG(Ψ(i−1))+Ψ(i−1).
Here {αi} is a sequence satisfying
∑
αi →∞ and
∑
(αi)
2 <∞, which ensures that the method
converges to a stationary point of the likelihood (Kushner and Yin, 2003; Andrieu et al., 2005).
To derive the estimator of the gradient, we use Fisher’s identity (Dempster et al., 1977) to
obtain
∇Ψ log pi(y|Ψ) = Ev,w (∇Ψ log pi(v,w|y,Ψ)|y,Ψ) (15)
= Ev(∇Ψ log pi(v|y,Ψ)|y,Ψ) (16)
Since pi(w|v,y,Ψ) is Gaussian, we have a closed-form expression for ∇Ψ log pi(v|y,Ψ), see
the Appendix B, but there is no closed form expression for its expected value. We therefore
formulate G(Ψ) as a MC estimate of the expectation,
G(Ψ) =
1
N
N∑
i=1
∇Ψ log piΨ(v(i)|y,Ψ),
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Algorithm 1 Gibbs sampler
1: procedure GIBBS(y,B,v,Ψ,A1, . . . ,Ap,h,typeG)
2: K← BuildOperator(Ψ) (Construct K as outlined in Appendix A)
3: Qˆ← KT diag(v)−1K +∑pk=1 1σ2
e,k
ATkAk
4: ξˆ ← Qˆ−1
(∑p
k=1
1
σ2
e,k
ATk (yk −Bβ) + KT diag(v)−1(µ⊗ In)(v − h)
)
5: Sample w ∼ N(ξˆ, Qˆ−1)
6: [ET1 , . . . ,ETp ]T ← Kw
7: Sample v ∼ pi(v|E1, . . . ,Ep,Ψ) using Algorithm 2
8: return {w, [vT1 , . . . ,vTp ]T , ξˆ, Qˆ}
9: end procedure
where v(i) are samples from distribution pi(v|y,Ψ). Algorithm 1 describes one iteration of the
Gibbs sampler that is used to generate the samples. On Line 4 and Line 5 of the algorithm one
should not compute the inverse Q−1 but instead use an efficient sampling method for GMRFs
based on sparse Cholesky factorization (see Rue and Held, 2005).
The general form of the distribution of v given E = [ET1 , . . . ,E
T
p ]
T = Kw is shown in
Algorithm 2, where one can see how the different type-G models affect how v is sampled. The
sampling of v typically needs to be done with a general sampling method, such as a Metropolis
Hastings algorithm. However, if pi(v) is a generalized inverse Gaussian (GIG) distribution, the
posterior distribution is explicit. The GIG distribution has density
GIG(v; c, a, b) =
(
a
b
) c
2
2Kc(
√
ab)
vc−1e−
1
2(av+bv
−1),
For further details, including parameter ranges, see Jørgensen (1982). The GIG distribution
contains several known distributions as special cases, such as the gamma distribution, the
inverse gamma distribution, and the IG distribution. Because of this, one can sample the
variance components of the NIG distribution explicitly, as we illustrate below.
Example 3. For the NIG processes in Section 4, the distribution of the variance components
v, vi and vk is IG(v; η1, η2) = GIG(v;−12 , η1, η2). It can therefore be shown that the different
type-G constructions result in the following posterior distributions
type-G1: pi(v|E,Ψ) = GIG
(
v;−np+ 1
2
, η +
p∑
k=1
µ2k1
>
nhk, η +
p∑
k=1
(
ξk
hk
)>
ξk
)
,
type-G2: pi(vk|E,Ψ) = GIG
(
vk;−n+ 1
2
, ηk + µ
2
k1
>
nhk, ηk +
(
ξk
hk
)>
ξk
)
,
type-G3: pi(v|E,Ψ) = GIG
(
v;−p+ 1
2
, η +
p∑
k=1
µ2k,h
2
kη +
p∑
k=1
ξ2k
)
,
type-G4: pi(vk|E,Ψ) = GIG
(
v;−1, µ2k + ηk, ξ2k + h2kηk
)
,
where ξk = Ek + hkµk. For the two last densities it is explicitly understood that GIG in
vector form denotes product of independent GIG distributions with parameter values given by
the values in the vectors.
One could alternatively base the gradient estimate on an MC estimate of the expected value
in (15), which would not require computing the expected value with respect to w analytically.
This would however increase the variance and result in slower convergence.
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Algorithm 2 Variance sampler
1: procedure SampleV(Ψ,E1, . . . ,Ep,h,typeG)
2: if typeG=1 then
3: Sample v ∼ pi(v)∏mi=1∏pk=1 N(Eik;hik(v − 1)µk), hikv)
4: for k = 1, . . . , p do vk ← hkv; end for
5: else if typeG=2 then
6: for k = 1, . . . , p do
7: Sample vk ∼ pi(v)
∏m
i=1 N(Eik;hik(vk − 1)µk), hikvk)
8: vk ← hkvk
9: end for
10: else if typeG=3 then
11: for i = 1, . . . ,m do Sample vi ∼ pi(vi)∏pk=1 N(Eik; (vi − hik)µk, vi) end for
12: for k = 1, . . . , p do vk ← v; end for
13: else if typeG=4 then
14: for k = 1, . . . , p do
15: for i = 1, . . . ,m do
16: Sample vik ∼ pi(vik)N(Eik; (vi − hik)µk, vi)
17: end for
18: end for
19: end if
20: return {[vT1 , . . . ,vTp ]T }
21: end procedure
5.2 Spatial prediction and evaluation of predictive performance
In applications one is often interested in predictions of the latent field given data. The predictive
distribution for the kth variable of the latent field, at a location s0, is pi(xk(s0)|y,Ψ). This
distribution is often summarized using the mean as a point estimate, and the variance as a
measure of uncertainty. To estimate these two quantities, let Ap = [ϕ1(s0), . . . , ϕn(s0)] and
use the Gibbs sampler in Algorithm 1 to obtain samples, {ξˆ(i), Qˆ(i)}Ni=1, of E(w|y,v) and
V(w|y,v)−1. MC estimates of the quantities are then
E(xk(s0)|y) = ApEv(Ew(w|y,v)) ≈ 1
N
N∑
i=1
Apξˆ
(i)
,
V(xk(s0)|y) = ApVv(Ew(w|y,v))ATp ≈
1
N
N∑
i=1
ATp (Qˆ,
(i) )−1Ap.
The posterior median, which may be a more appropriate point estimator if the distribution is
asymmetric, can similarly be estimated by the sample median of {Apξˆ(i)}Ni=1.
To evaluate a proposed model one also need to compute various goodness-of-fit measures,
such as the continuous ranked probability scores (CRPS) (Matheson and Winkler, 1976). Let
yk be an observation in the kth dimension at s0, and let F denote the marginal CDF of
pi(yk(s0)|y−0,Ψ), where y−0 denotes all observations but yk, then the (negatively oriented)
CRPS value for this location can be computed as (Gneiting and Raftery, 2007)
CRPS(F, yk) = E(|Y (1)k − yk|)−
1
2
E(|Y (1)k − Y (2)k |) (17)
where Y (1)k and Y
(2)
k are independent random variables with distribution F . For a Gaussian
distribution this expression can be used to derive CRPS value analytically (see e.g. Gneiting and
Raftery, 2007). For the multivariate type-G SPDE-Matérn fields, one option is to approximate
the expected values in (17) by MC integration. Basing such an estimate on N draws of Y (1)k
and Y (2)k yields an estimate CRPSN (F, y). Unfortunately, N often needs to be quite large to
obtain good approximations with this estimator. The following proposition provides a more
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Figure 4: Measurement of pressure (left) and temperature (right) in the North American Pacific
Northwest together with the mesh used for the SPDE models. The sample mean has been
subtracted from the data in both cases.
efficient way of approximating the CRPS value in the case of a general normal-variance mixture
distribution.
Proposition 5.1. Assume that the random variable X is a normal-variance mixture with CDF
F (x) =
∫
Φ
(
x−µ(v)
σ(v)
)
dFv(v). Let V
(i)
j , j = 1, 2, i = 1, . . . , N be independent draws from the
mixing distribution Fv, and define µV = E(X|V ), σ2V = V(X|V ), and
M(µ, σ2) = 2σϕ
(µ
σ
)
+ µ
(
2Φ
(µ
σ
)
− 1
)
, (18)
where ϕ denotes the density function of a standard Gaussian distribution. Then
CRPSRBN (F, y) =
1
N
N∑
i=1
[
M
(
µ
V
(i)
1
− y, σ2
V
(i)
1
)
− 1
2
M
(
µ
V
(i)
1
− µ
V
(i)
2
, σ2
V
(i)
1
+ σ2
V
(i)
2
)]
satisfies E(CRPSRBN (F, y)) = CRPS(F, y) and V(CRPS
RB
N (F, y)) ≤ V(CRPSN (F, y)).
The CRPSRBN estimator can be used for the type-G fields since pi(xk(s0)|y−0,v,Ψ) is Gaus-
sian and since we easily can sample the variances v using the Gibbs sampler.
To give an idea of the improvement that can be obtained by using the RB estimator, both
estimators were used to compute the CRPS value for the final fold of the NG General model
in the cross-validation study in Section 6. Based on N = 10000 samples, the MC variances of
the two estimators were V(
√
NCRPSRBN (F, y)) ≈ 187 and V(
√
NCRPSN (F, y)) ≈ 2225.
6 Application to temperature and pressure data
In this section, we illustrate how the multivariate type-G Matérn-SPDE fields can be used
by applying them to the meteorological data set considered by Gneiting et al. (2010) and
Apanasovich et al. (2012). The data, shown in Figure 4, consists of temperature and pressure
observations at 157 locations in the North American Pacific Northwest.
We model the bivariate observations yi = (yP , yT )Ti , where yP denotes pressure and yT
temperature, as yi = β+x(si) +εi, where x(s) = (xP (s), xT (s))T is a mean-zero random field,
β = (βP , βT )
T , and εi are independent N(0,diag(σ2Pe, σ
2
Te)) variables.
We test seven different models for the latent field x(s). As a baseline model, we assume
that xP and xT are independent Gaussian Matérn fields with covariance functions CPP (h) =
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Table 1: Parameter estimates for the covariance-based models. For the independent model,
the value of νP was limited to the interval 0 ≤ νp ≤ 20 for numerical stability.
Model βP βT σP σT κP κT νP νT ρ σPe σTe
Independent 136 -0.53 218 2.64 5.54 0.89 20 0.58 - 71.8 0.00
Parsimonious 150 -0.48 216 2.56 1.03 1.03 1.36 0.60 -0.46 68.5 0.00
Table 2: Parameter estimates for the SPDE models. Dashes and parentheses respectively
indicates that the parameters are not present and not estimated. GG denotes a Gaussian model
whereas NG denotes that NIG noise is used for pressure and Gaussian noise for temperature.
Noise βP βT σP σT κP κT ρ σPe σTe θ µP ηP
GG 154 −0.55 211 2.56 0.74 1.11 (0) 61.4 0.58 − − −
GG 149 −0.52 202 2.48 0.82 1.26 −0.52 60.5 0.52 − − −
NG 148 −0.48 222 2.74 0.72 1.12 (0) 45.4 0.75 (0) −0.014 0.21
NG 140 −0.42 212 2.73 0.74 1.19 −0.42 45.3 0.74 (0) −0.053 0.21
NG 147 −0.59 220 2.87 0.77 1.18 −0.42 42.3 0.72 −0.89 −0.065 0.21
σ2PM (h | κP , νP ) and CTT (h) = σ2TM (h | κT , νT ) respectively. We also use the parsimonious
Gaussian Matérn field by Gneiting et al. (2010) as well as two Gaussian Matérn-SPDE models
specified using (8), one lower-triangular and one independent model with ρ = 0. Finally, we
test four different type-G Matérn-SPDE models. We do not consider the type-G1 and type-
G2 models since the data set does not have repeated measurements, and since one does not
expect these models to improve the predictive performance compared to the Gaussian models
because of Theorem 1. Furthermore, a Gaussian model for temperature seems adequate whereas
the pressure data has short-range variation that is inflating the measurement noise variance,
which possibly could be captured by the latent field if a non-Gaussian model was used. We
therefore consider type-G4 models where the driving noise for the pressure is NIG distributed
with parameters µP and ηP , whereas the driving noise for temperature is Gaussian. In order
to investigate the effects of the operator matrix, we use one independent model, with ρ = 0,
and two dependent models. The first of these is triangular with θ = 0, and the second has a
general operator where θ is estimated jointly with the other parameters.
The mesh that is used for the discretization of the SPDE models is shown in Figure 4. It
consists of 981 nodes and was built using R-INLA (Lindgren and Rue, 2015). We fix the α
parameters to 2, which corresponds to ν = 1 for the Matérn covariances. The parameters of
the Gaussian models are estimated using numerical maximization of the log-likelihood function,
whereas the gradient-based method from Section 5.1 is used for the non-Gaussian models. The
gradient method is run 1000 iterations, using starting values obtained from the corresponding
Gaussian model. For the lower-triangular models, the estimation took 44 seconds for the
Gaussian model and 156 seconds for the NIG model. These values were obtained using a
MATLAB (2015) implementation of the algorithm on a Macbook Pro computer with a 2.6GHz
Intel Core i7 processor (Apple Inc., Cupertino, CA, USA).
The parameter estimates for the two covariance-based models are shown in Table 1, and
the parameter estimates for the SPDE models are shown in Table 2. The main reason for the
differences between our parameter estimates and those by Gneiting et al. (2010) and Apanaso-
vich et al. (2012) is that they assumed β = 0 whereas we estimate this parameter jointly with
the other parameters. The reason for doing this is that the comparison with the type-G models
otherwise could be considered to be unfair, since the type-G models allow for skewness that
could capture some of the effects that cause the non-zero estimates of the means.
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Table 3: Co-kriging cross-validation results comparing the median absolute error (MAE) and
median CRPS for the different models.
Number of Pressure Temperature
Model parameters (Pascal) (degrees Celcius)
MAE CRPS MAE CRPS
Independent 10 41.632 28.994 0.956 0.598
Parsimonious 10 39.068 27.682 0.921 0.576
GG Independent 8 38.624 31.711 0.917 0.594
GG Lower 9 38.856 31.829 0.915 0.580
NG Independent 10 39.101 25.993 0.847 0.525
NG Lower 11 39.302 25.776 0.841 0.512
NG General 12 38.523 25.591 0.876 0.514
Parsimonious Matérn NG General Difference
Figure 5: Kriging estimates of pressure (top) and temperature (bottom) using the parsimonious
Matérn and NG General models. The difference between the estimates is shown to the right.
To compare the models, we perform a leave-one-out pseudo cross-validation study. For each
observation location, the pressure and temperature values are predicted using the data from
all 156 other locations using the models with parameters shown in Table 2. For all models, the
point estimates are computed using the expected values of the values at the held-out location
conditionally on the data at all other locations. Using the posterior median as a predictor did
not improve the predictive performance for this data, and we therefore omit those results. The
predictive performance of the models is assessed using the median absolute error of the 157
predicted values, as well as the median CRPS. The resulting values are shown in Table 3. One
can note that the dependent NIG models have better predictive performance than the Gaussian
models. Kriging predictions using the parsimonious Matérn model and the general NIG model
can be seen in Figure 5.
7 Discussion
There is a need for practically useful random field models with more general distributions
than the Gaussian. Especially for multivariate data, finding good alternatives to Gaussian
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fields has been considered an open problem in the literature. We have introduced one such
alternative by formulating a new class of multivariate random fields with flexible multivariate
marginal distributions and covariance functions of Matérn-type. The fields are constructed as
solutions to SPDEs and can be used in a geostatistical setting where likelihood-based parameter
estimation can be performed using a computationally efficient stochastic gradient algorithm. In
fact, the models have the same computational advantages as their Gaussian counterparts, which
facilitates applications to large data sets, although with additional cost due to MC sampling.
Four different constructions of the non-Gaussian noise were considered, where the first
two are closely related to existing approaches, such as factor-copula models and Student’s
t-fields. We showed that these constructions have significant disadvantages when used for
spatial prediction, or on data without replicates. The more sophisticated constructions based
on type-G Lévy noise does not have these disadvantages, and their combination of flexibility
and computational efficiency should therefore make them attractive alternatives to Gaussian
models for geostatistical applications.
The computational benefits of the finite dimensional approximations presented in Appendix
A are only available for fields with α/2 ∈ N. This restriction of the smoothness parameters is
often viewed as one of the main drawbacks of the SPDE approach, since the smoothness of the
covariance function is important for the predictive performance. However, in many cases the
distributional assumptions can be equally important. This was clearly shown in the application
where the covariance-based models, which allow for arbitrary smoothness parameters, were
outperformed by the non-Gaussian models with fixed smoothness parameters. Nevertheless,
extending the approach to fields with general smoothness would increase the flexibility. A
method for how to do this for univariate Gaussian fields was recently proposed by Bolin and
Kirchner (2017), and extending that approach to multivariate type-G fields is thus an interesting
topic for future research.
A Finite-dimensional representations
An advantage with the SPDE approach is that the finite element method can be used to define
computationally efficient representations of the models. This was introduced by Lindgren et al.
(2011) for Gaussian models and was extended to SPDEs driven by type-G Lévy noise in (Bolin,
2014). In this section, we present a multivariate extension of this method.
In the univariate case, the method is based on a basis expansion x(s) =
∑n
j=1wjϕj(s),
where {ϕj} is a collection of piecewise linear basis functions obtained by a triangulation of
the (compact) spatial domain of interest. See Figure 4 for an example. Each node s˜j in the
triangulation defines a piecewise linear basis function ϕj(s) with ϕj(s˜j) = 1 that is zero for all
locations in triangles not directly connected to the node s˜j . For the multivariate extension, we
assume that the SPDE is formulated using the representation in (7). Introduce p-dimensional
basis functions ϕki (s) = ϕi(s)ek, where ek is the kth column in a p× p identity matrix, and let
x(s) =
∑n
j=1
∑p
k=1wjkϕ
k
j (s).
The distribution of the stochastic weights w = (w11, . . . , wn1, w12, . . . , wn2, . . . , wnp)T is
calculated by augmenting the operators in (7) with homogeneous Neumann boundary conditions
and computing the weights using the Galerkin method. For α = 2 and Gaussian noise, the
result is w ∼ N(0,K−1 diag(C, . . . ,C)K−T ). Here
K = (Dp ⊗ In) diag(Lα1(σ1, κ1), . . . ,Lαp(σp, κp)), (19)
is the discretized operator matrix where In denotes an identity matrix of size n × n, and
Lαk(σk, κk) = ck(G + κ
2
kC) is the discretized operator for the kth dimension. The matrices C
and G have elements Cii = 〈ϕi, ϕi〉 and Gij = 〈∇ϕi, ∇ϕj〉, respectively, where 〈f, g〉 denotes
the inner product on Rd and ∇ is the gradient operator.
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In the type-G case, the corresponding result is
w|v ∼ N(K−1((diag(γ)⊗ In)h + (diag(µ)⊗ In)v),K−1 diag(v)K−T ),
with h = 1p ⊗ (h1, . . . , hn)T and v = (vT1 , . . . ,vTp )T . Here 1p is a vector with p ones and
hi = |Di| is the area of the region Di = {s : ϕi(s) ≥ ϕj(s) ∀j 6= i}. The vector vk = (vk1 , . . . , vkn)
is the discretized variance process for the kth dimension, with elements
vki =
∫
I(s ∈ Di)vk(ds) =

hiv type-G1,
hivk type-G2,
Mv(Di) type-G3,
Mvk(Di) type-G4,
where Mv(·) denotes the random measure associated with v. The distribution of v is in general
not explicit for type-G3 or type-G4, unless the distribution of vk(s) is closed under convolution.
An example of a distribution that has this property is the IG distribution that is used in for
the NIG process.
Example 4. The following equation summarizes the distribution of v for the different versions
of the NIG processes from Section 4.
v ∼

h⊗ (1K ⊗ IG(η2, η2)) type-G1,
h⊗ IG(η2,η2) type-G2,
1K ⊗ IG(η2, η2h2) type-G3,
IG(η2 ⊗ 1n,η2 ⊗ h2) type-G4.
(20)
Here the notation v ∼ IG(a,b) is a compact way of writing a vector with independent compo-
nents vi ∼ IG(ai, bi).
The discretization above assumes αi = 2. In the case of αi/2 ∈ N, each operator is
an integer power of the operator for αi = 2 and the method can then be combined with
the iterated finite element discretization by Lindgren et al. (2011) to obtain similar finite
dimensional approximations with Markov properties. The only difference in this case is that
Lαk(σk, κk) = ckC(C
−1G + κ2kI)
αk .
B Gradients of the log-likelihood
In this section, the gradients needed for the estimation method from Section 5.1 are presented.
The parameters we need the gradients for are µk and σk for k = 1, . . . , p, the regression
parameters β, the parameters of the differential operator matrix K, as well as any parameters
of pi(v).
To simplify notation, let [Eˆ
T
1 , . . . , Eˆ
T
p ]
T = Kξˆ, where
ξˆ = Qˆ
−1
(
p∑
k=1
1
σ2e,k
ATk yk + K
T diag(v)−1(µ⊗ In)(v − h)
)
is the posterior mean of w|v,Ψ and Qˆ = KT diag(v)−1K +∑pk=1 1σ2e,kATkAk. All gradients are
obtained by first computing log pi(v|y,Ψ) = log ∫ pi(v,w|y,Ψ) dw. This integral is straight-
forward to compute since
log pi(v,w|y,Ψ) =
p∑
k=1
(
−m log σe,k − 1
2σ2e,k
(yk −Akw −Bβ)T (yk −Akw −Bβ)
)
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− 1
2
(Kw − (µ⊗ In)(v − h))T diag(v)−1 (Kw − (µ⊗ In)(v − h)) ,
+ |K| − 1T log(v) + log(piΨ(v)) + const.,
Standard matrix calculus is then used to differentiate log pi(v|y,Ψ) with respect to the param-
eters to obtain the required gradients. For brevity we omit the details of these computations
and just present the results. The gradients for µk, σe,k, and β are
∇µk log pi(v|y,Ψ) = (−hk + vk)T diag(vk)−1
(
Eˆ− (−hk + vk)µk
)
,
∇σe,k log pi(v|y,Ψ) = −
n
σe,k
+
1
σ3e,k
‖yk −Akξˆ −Bβ‖2 + tr(ATAQˆ
−1
),
∇β log pi(v|y,Ψ) =
p∑
k=1
1
σ2e,k
(
yk −Akξˆ −Bβ
)T
B.
For a parameter ψK in the operator, the gradient is
∇ψK log pi(v|y,Ψ) = tr(KψKK−1)− ξˆ
T
KTψK diag(v)
−1Kξˆ − tr(KTψK diag(v)−1KQˆ
−1
)
+ ξˆ
T
KTψK diag(v)
−1(µ⊗ In) (−h + v) ,
where tr(·) denotes the matrix trace, and where KψK denotes the derivative of K with respect
to ψK . Using that K is on the form given in (19), one gets
KψK =

(DψK ⊗ In) diag(L1, . . . ,Lp) ψK = θi, ρij ,
−σ−1j (D⊗ In)(Lj ⊗ diag(ej)) ψK = σj ,
κ−1j (D⊗ In)(Lj(αjκ2j (C−1G + κ2jI)−1 − νj)⊗ diag(ej)) ψK = κj ,
where DψK is the derivative of D with respect to ψK and Li denotes Lαi(σi, κi).
To take full advantage of the sparsity of the matrices, one should compute tr(ATAQˆ
−1
)
and tr(KTψK diag(v)
−1KQˆ
−1
) without inverting Qˆ. To do so, we note that both ATA and
KTψK diag(v)
−1K are sparse matrices with non-zero elements only at positions in the matrices
where also Qˆ is non-zero. This means that it is enough to compute the elements of Qˆ
−1
only
at the positions where Qˆ is non-zero, which can be done efficiently using the method by Rue
and Martino (2007).
Finally, the expression for the gradient of the parameters for the distribution of v depends on
which distribution that is used. The following example gives the results for the NIG processes.
Example 5. For the NIG processes in Section 4, the gradient of the likelihood with respect to
the parameter η in the type-G1 and type-G3 cases is
∇η log pi(v|y,Ψ) =
{
1
2η − 12
(
v + v−1
)
+ 1 type-G1,
n
2η − 12
(
v + h2 · v−1)1 + hT1 type-G3,
and the gradient of the likelihood with respect to the parameters ηk, k = 1, . . . , p in the type-G2
and type-G4 cases is
∇ηk log pi(v|y,Ψ) =
{
1
2ηk
− 12
(
vk + v
−1
k
)
+ 1 type-G2,
n
2ηk
− 12
(
vk + h
2
k · v−1k
)
1 + hTk 1 type-G4.
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C Proofs
Most of the proofs are based on that the fractional operator (κ2−∆)α/2 on Rd is defined through
its Fourier transform (see Lindgren et al., 2011), (F((κ2−∆)α/2ϕ)(k) = (κ2+‖k‖)α/2(F(ϕ))(k).
The operator is well-defined for example if ϕ is a tempered distribution. This is important
for the definition of the SPDE in (1) since the right-hand side is white noise, which does
not have pointwise meaning. Thus, the equation (1) is understood in the weak sense, (κ2 −
∆)α/2X(ϕ) = M˙(ϕ), where ϕ is a function in an appropriate space of test functions, and
M˙(ϕ) = ∫ ϕ(s)M( ds). The kernel of the operator K = (κ2−∆)α2 is non-empty for α ≥ 2 and
there is therefore an implicit assumption on boundary conditions as we are only interested in
the stationary solutions (see Lindgren et al., 2011).
Proof of Proposition 2.2. Due to the mutual independence of the noise processes, the power
spectrum of driving noise is SM = (2pi)−dI. Let
H(k) = F(K)(k) = DF(diag(L1, . . . ,Lp)) = DHD(k),
where HD(k) is a diagonal matrix with elements HD(k)ii = F(Li) = (κ2i + ‖k‖)αi/2. The
power spectrum of x can then be written as
Sx(k) = (2pi)
−dHD(k)−1RRTHD(k)−1. (21)
Evaluating a single element of Sx(k) gives
(Sx(k))ij =
∑p
k=1RikRjk
(2pi)d
1
(κ2i + ‖k‖)αi/2(κ2j + ‖k‖)αj/2
.
It is well-known that (Lindgren et al., 2011)
F−1
(
1
(2pi)d
1
(κ2 + ‖k‖)α
)
(h) =
Γ(ν)
(4pi)d/2Γ(α)κ2ν
M (h | κi, νi)
which together with the expression for (Sx(k))ii completes the proof. 
Proof of Proposition 2.3. By the representation of the multivariate Matérn-SPDE in Remark
1, we have that the covariance function of x depends on D only through the expression RRT =
(DTD)−1. It is therefore clear that D and Dˆ will generate the same covariance structure if
and only if DTD = Dˆ
T
Dˆ.
If we assume D = QDˆ, then DTD = Dˆ
T
QTQDˆ = Dˆ
T
Dˆ, since Q is orthogonal, and
the models therefore have the same covariance structure. Conversely, assume that D and Dˆ
generate the same covariance structure. We then have that DTD = Dˆ
T
Dˆ. Since Dˆ is invertible,
we can define Q = DDˆ
−1
which is orthogonal, since QTQ = (DDˆ
−1
)TDDˆ
−1
= I, and satisfies
QDˆ = DDˆ
−1
Dˆ = D.
Finally, for any multivariate Matérn-SPDE, the matrix DTD is by definition symmetric and
positive definite. We can therefore define a Matérn-SPDE model with triangular dependence
matrix Dˆ = chol(DTD). Because of the properties of the Cholesky factor, Dˆ is the unique
upper-triangular matrix with positive diagonal elements satisfying Dˆ
T
Dˆ = DTD. 
Proof of Proposition 3.3. That the variables x(s) are dependent follows directly by construc-
tion. We thus only have to show that Cov(xi(s), xj(t)) = 0. Since ρ = 0, x(s) is the solution to
Q(θ) diag(c1L1, · · · , cpLp)x(s) =M3, or equivalently diag(c1L1, · · · , cpLp)x(s) =MQ, where
MQ =
∞∑
k=1
g(ek)
1
2 I(s ≥ sk)Q(θ)−1Zk =
∞∑
k=1
g(ek)
1
2 I(s ≥ sk)ZQ,k.
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Since Q(θ)−1Q(θ)−T = I it follows that ZQ,k ∼ N(0, I). From (Bolin, 2014) we have xi(s) =∫
Gi(s,v)MQ,i(dv), for i = 1, . . . , p. Here Gi(s,v) is the Green function of ciLi, andMQ,i(s)
is the ith value of the vectorMQ(s). Since the elements in the vectorMQ(s) are uncorrelated
it follows that the elements of x(s) = [x1(s), . . . , xd(s)]T are uncorrelated. 
The proof of the Theorem 1 builds on the following lemma, which shows that the posterior
distribution of v contracts to a point.
Lemma C.1. Let Assumption 3.4 hold and assume that pi(v) has mean one, is bounded and
absolutely continuous with respect to the Lebesgue measure. Then pi(v|X1:n) p→ δK0(v) as n→
∞.
Proof. In the following, C is a generic positive constant that change from line to line. Let
k0 := k0(x) be the realization of K0 determined by the realization of x which generates the
data. Let Bk,n = (blk,n, b
u
k,n) = (k0 − n−1/2+k, k0 + n−1/2+k) where 0 <  < 1/8. To prove the
lemma it suffices to show that∫
Bc2,n
pi(v|x1:n)dv∫
B2,n
pi(v|x1:n)dv → 0 as n→∞.
By the mean value theorem we have∫
Bc2,n
pi(v|x1:n)dv∫
B2,n
pi(v|x1:n)dv ≤
∫
Bc2,n
pi(v|x1:n)dv∫
B1,n
pi(v|x1:n)dv ≤
√
n
∫
Bc2,n
pi(v|x1:n)dv
pi(vd|x1:n) ,
for some vd ∈ B1,n. By boundedness and absolute continuity of pi(v) (which implies that pi(v)pi(vd)
is bounded from above)
√
n
∫
Bc2,n
pi(v|x1:n)dv
pi(vd|x1:n) ≤ C
√
n
∫
Bc2,n
e
−n
2
(
cn
v
+log(v)− cn
vd
−log(vd)
)
dv,
where cn = 1nx
T
1:nC
−1
n x1:n. We will now show that the right-hand side goes to zero if we
condition on the event An = {cn ∈ B0.5,n}. We first bound the integral as
√
n
∫
Bc2,n
e
−n
2
(
cn
v
+log(v)− cn
vd
−log(vd)
)
dv ≤
≤ √n
∫
Bc2,n∩[0,n]
e
−n
2
(
cn
v
+log(v)− cn
vd
−log(vd)
)
dv +
√
n
∫ ∞
n
e
−n
2
(
cn
v
+log(v)− cn
vd
−log(vd)
)
:= (I) + (II).
To bound (II), let k be a constant such that log(k) > cnvd + log(vd) for all n (this is possible
since we are in An) then
(II) ≤ √n
∫ ∞
n
e−
n
2
(log(v)−log(k))dv =
n−
n−1
2
n/2− 1k
n/2 → 0 as n→∞.
To bound (I), note that f(v) = cnv + log(v) takes its minimum at cn, and is increasing above
and below cn. Thus, for i = arg maxj∈{l,u} f(b
j
2,n) we have f(v) ≥ f(bi2,n) > f(bi1,n) > f(vd),
for all v ∈ Bc2,n, and therefore
(I) ≤ Cn3/2e−n2 (f(bi2,n)−f(bi1,n)).
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Assume for simplicity that i = u (the calculation for i = l follows from similar arguments). We
split the exponent into two parts f(bu2,n)− f(bu1,n) = ( cnbu2,n −
cn
bu1,n
) + (log(bu2,n)− log(bu1,n)). For
the first part we have
cn
bu2,n
− cn
bu1,n
=
cnn
−1/2(n − n2)
(k0 + n−1/2+)(k0 + n−1/2+2)
≥ cnn
−1/2(n − n2)
(k0 + n−1/2+2)2
≥ cnn
−1/2(n − n2)
k20 + n
−1+4 ,
while for the second part
log(bu2,n)− log(bu1,n) = log(1 +
n−1/2+2
k0
)− log(1 + n
−1/2+
k0
)
=
n−1/2+2
k0
+O(n−1+4)− n
−1/2+
k0
+
n−1+2
k20
+O(n−3/2+3)
=
n−1/2
k0
(n2 − n) + n
−1+2
k20
+O(n−1+4).
Hence C
√
ne−
n
2 (f(b
i
2,n)−f(bi1,n)) ≤ C√ne−n
4
4k0 → 0 as n → ∞. Finally, by Assumption 3.4
and the Chebyshev’s inequality, P (An)→ 1, which completes the proof. 
Proof of Theorem 1. Let k0 := k0(x) and k1 := k1(x) be the realizations of K0 and K1 respec-
tively, determined by the realisation of x which generates the data. Take  > 0 and define
An = {c0,1:nC−1n x1:n ∈ [k1 − √n , k1 + √n ]}. Conditioning on the event An and using the
triangle inequality yields
|piG1,x0(·|x1:n)−N(·; k1, k0k2)| ≤
∣∣∣∣piG1,x0(·|x1:n)− ∫ N(·; k1, vk2)pi(v)dv∣∣∣∣
+
∣∣∣∣∫ N(·; k1, vk2)pi(v)dv −N(·; k1, k0k2)∣∣∣∣ .
By equation (12) and the continuous mapping theorem, the first term on the right-hand side
converges to zero since we have conditioned on the event An, and the second term converges to
zero by Lemma C.1. Under Assumption 3.4 and using Chebyshev’s inequality it follows that
P (An)→ 1, which completes the proof. 
Proof of Lemma 3.5. To prove the result we need to verify that Assumption 3.4 is satisfied. We
first establish some properties about x(s) which we will use to verify the assumptions. Note
that the distribution of x(s1), . . . , x(sn)|v is N(0, vCn) where Cn is a positive definite matrix
for all n. Let C1/2n denote the Cholesky factor of Cn, and let z1:n = 1√vC
−1/2
n x1:n where by
assumption zi are i.i.d N(0, 1).
To establish (10) and (11) note that
xT1:nC
−1
n x
T
1:n = z
T
1:nv
1/2C1/2n C
−1
n v
1/2C1/2n z
T
1:n = v
n∑
i=1
z2i .
Hence, by the law of large numbers, (10) and (11) are satisfied with K0 = v.
For (12) and (13), note that σn := c0 − cT0,1:nC−1n c0,1:n is the variance of the Kriging
predictor (the variance of the best linear predictor), thus {σn} is a decreasing sequence in
[0, C2]. Therefore {σn} must converge to a point, implying equation (13). Finally we need to
establish that
c0,1:nC
−1
n x1:n =
√
vc0,1:nC
−1/2
n z1:n
p→ K1.
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Since C1/2n is the Cholesky factor of Cn, we have that (C
−1/2
n )1:n−1,1:n−1 = C
−1/2
n−1 (see for
instance Pourahmadi, 2011, Section 2.2.4). Thus, the limit c˜ = limn→∞ c0,1:nC
−1/2
n exists. By
(13) it follows that c˜ ∈ l2 and hence that∑∞i=n c˜2i → 0 as n→∞. Thus V[c0,1:nC−1n x1:n−K1] =
V[
√
v
∑∞
i=n c˜izi] = E[v]
∑∞
i=n c˜
2
i → 0 as n→∞. 
Proof of Proposition 4.1. To derive the CF, φx(s)(u), of x(s), note that Remark 1 shows that
the SPDE in (7), for p > 1, can be formulated as
x(s) =
p∑
k=1
diag(L−11 Nk(s), . . . ,L−1p Nk(s))
R1k,...
Rpk
 = p∑
k=1
R1kx
1
k(s)
...
Rpkx
p
k(s)
 ,
where xrk(s) = L−1r Nk(s). The right-hand side is a sum of independent random variables,
and thus φx(s)(u) =
∏p
i=1 φk(u) where φk(u) is the CF of
[
R1kx
1
k(s) . . . Rpkx
p
k(s)
]T . In
order to derive φk(u) we first derive the CF for xrk(s). From (Bolin, 2014) it follows that
xrk(s) =
∫
Gr(s, t)Nk(dt), where the kernel is given by the Green’s function of the operator Lr:
Gr(s, t) =
Γ
(
αr−d
2
)
(4pi)d/2Γ(αr2 )κ
α1−d
r
M
(
‖s− t‖ | κr, αr − d
2
)
.
Using that the CF of the univariate NIG noise N˙k(A) is
φN˙k(A)(u) = exp
(
iγm(A)uk +m(A)
√
ηk
(√
ηk −
√
ηk + u2 − 2iµku
))
, (22)
and Proposition 2.6 in (Rajput and Rosinski, 1989) it follows that the CF of xrk(s) is
φxrk(s)(u) = exp
(
−iγku
∫
Gr(s, t)dt +
√
ηk
∫
(ηk −
√
ηk + µ
2
k − (µk + iGr(s, t)u)2dt
)
.
To complete the proof we need derive φk(u). Note that the random variable Y (s) =∑p
r=1 urRrkx
r
k(s) has CF φY (s)(h) = φk(uh) and since Y (s) =
∫ ∑p
r=1RrkGr(s, t)urNk(dt) it
follows that
φk(u) = φY (s)(1) = exp ( − iγk
∫ p∑
r=1
RrkGr(s, t)urdt+
√
ηk
∫
ηk −
√√√√ηk + µ2k − (µk + i p∑
r=1
RrkGr(s, t)ur)2dt
 .

Proof of Proposition 5.1. If Z ∼ N(µ, σ2), then |Z| has a folded normal distribution with mean
M(µ, σ2) defined in (18). Let X1 and X2 be two independent variance mixture variables with
CDF F and let V1 and V2 be their corresponding mixing variables. Introduce X˜1 = X1 − y
and X˜2 = X1 −X2 and note that there exist variables µ1, µ2, σ21, and σ22, depending on V1 and
V2, such that X˜1|V1 ∼ N(µ1 − y, σ21) and X˜2|V1, V2 ∼ N(µ1 − µ2, σ21 + σ22). By the law of total
expectation
CRPS(F, y) = EV1(E(|X˜1 − y| | V1))−
1
2
EV1(EV2(E(|X˜1 − X˜2| | V1, V2)))
= EV1(M(µ1 − y, σ21))−
1
2
EV1(EV2(M(µ1 − µ2, σ21 + σ22))). (23)
We have that E(CRPSRBN (F, y)) = CRPS(F, y) since CRPS
RB
N (F, y) is a standard MC estimator
of (23). Furthermore, CRPSRBN (F, y) = E(CRPSN (F, y)|V1,V2) where Vj = (V (1)j , . . . V (N)j )
for j = 1, 2. Thus, CRPSRBN (F, y) is a Rao-Blackwell estimator and by the Law of total variation
V(CRPSRBN (F, y)) ≤ V(CRPSN (F, y)). 
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