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ABSTRACT 
Many authors have studied means involving ratios of the elementary symmetric 
functions. This work involves generalizing these means to an operator theoretic 
setting, and extending many of the classical scalar inequalities to operators. It is shown 
that these operator means are related to electrical networks. 
1. INTRODUCTION 
The ratios of elementary symmetric functions are standard objects of 
study in the history of inequalities [6,13,16,17]. Let x = (xi,. . .,x,,) be an 
n-tuple of nonnegative real numbers, and set e,, n(~) to be the value of the rth 
elementary symmetric function at the n variables x1,. . . ,x,. That is, e, n is the 
sum of the : 
( 1 
products of r distinct xi. The symmetric function means, 
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which we denote T,, “(x), are defined by the following equation: 
We use the convention that e,, n(~) = 1. We note that T,,,,(x) is the harmonic 
mean and Tl n is the arithmetic mean. For example if n = 3, then 
Tr,s(rr, x2, x3)‘= (xl + x2 + x3)/3, and Ta,s(xr, x2, ~a) = 3/(1/x, + l/r, + 
l/x3). 
Some of the well-known properties of the symmetric function 
include the following inequalities: 
T”,JX> =G T,,,(x) G TrJx), 7 = 1,2 ,...,n, 
T,,fl(x+y) a T,,.(x)+T,,.(y), r = 1,2 ,...,n. 
means 
(2) 
(3) 
One purpose of this paper is to demonstrate operator theoretic versions of (2) 
and (3), and to study the relation between these means and electrical 
networks. Of course, the formula (1) does not provide a direct generalization 
to positive operators, since operators need not commute. We therefore must 
develop a different approach. 
To develop this approach we find an alternative definition of T,, n(~) which 
reduces to (1) for positive scalars. This we do by rewriting (1) as a series-parallel 
expression. The terms series and parallel are taken from electrical network 
theory. The series connection of positive resistors corresponds to the normal 
sum of scalars. The parallel connection of resistors corresponds to the paralZeZ 
sum of positive scalars. The parallel sum of two positive scalars a and b, 
denoted by a: b, is defined by the formula a: b = (a-’ + b-l)-‘. We shall 
show that the ratio of symmetric functions given in (1) can be written using 
only ordinary and parallel sums. We note that the parallel sum of two scalars 
is only a scalar factor of 2 away from the harmonic mean; the harmonic mean 
of a and b is just 2( a : b). 
Since our goal is to extend the setting of the means to operators, we now 
review some relevant operator material, in particular the parallel sum of 
operators. 
A bounded self-adjoint linear operator A on a Hilbert space is termed 
positive if (Aa, CX) > 0 for all vectors LX. Here (. , .) denotes the inner 
product. We write A > B for positive operators A and B whenever A - B is 
positive. 
Let A and B be positive operators. The parallel sum of A and B, denoted 
A:B,isdefinedbyA:B=(A-‘+B-‘)-‘wheneverAandBareinvertible. 
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In general, the definition is 
A:B=~I[(A+EI)-~+(B+~-~]-~. (4 
A number of important facts about parallel addition are needed; the proofs 
may be found in the references [1,3]. 
Parallel addition is commutative and associative. Thus we can write 
A,: A,: ..a : A, as llF= i : Ai, where the order of the Ai is irrelevant. In 
particular, we note that lI; : A = n - ‘A. 
Let Q be any operator on the Hilbert space. Then for positive A and B we 
have that Q*( A : B)Q < (Q*AQ) : (Q*BQ). For electrical network reasons 
this result is called the transformer inequality. If Q is invertible, in particular 
if Q is a scalar, then equality holds. 
Parallel addition is continuous from above. To be precise, let Ai and Bi be 
monotonically decreasing sequences of positive operators which converge 
strongly to A and B respectively. Then Ai: B, decreases monotonically and 
converges strongly to A : B. 
LetAii,i=l ,..., n,j=l,..., n, be positive operators. Then 
This result, which is fundamental in the sequel, is called the series-parallel 
inequality. 
As a special case of the series-parallel inequality let B,, k = 1,. . . , n, be 
positive operators, and define Ai j = B,_ j, where subscripts are reduced 
modulo n. Then the left hand side of (5) becomes the harmonic mean, that is, 
,glifil:Aij= i fi :B,=nfi :B,. 
j=l k=l k=l 
Similarly, on the right hand side of (5) we have the arithmetic mean 
Thus we have the arithmetic-harmonic inequality for positive operators, first 
proved in [l]; see also [7]. 
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These properties of parallel addition all have direct electrical network 
interpretations. 
Throughout this paper we will use lowercase letters to represent scalars 
and uppercase letters to represent operators. Then x is an n-tuple of scalars 
and X an n-tuple of positive operators. If X = (Xi,. . . ,X,), then we define 
operations on X by components; that is, X-’ = (Xc’, Xi’, . . . ,X;‘) and 
X:Y=(X1:Y,,Xz:Yz,..., X,: Y,). We use the notation-X j to refer to the 
(n - 1)tuple (X,,Xp ,..., Xj_i,Xj+i,...,X,); that is, Xj is the vector X 
omitting the Xj component. 
2. SYMMETRIC FUNCTION MEANS 
As previously mentioned, our operator means are intimately related to the 
elementary symmetric functions. As a motivation to our later definitions, we 
note here an inductive definition of the elementary symmetric functions: 
er,n(x)=r-’ e Xje,_l,n-l(~j)* 
j=l 
We now present a series of definitions. The T and P functions given below are 
natural generalizations of the symmetric function means. We also define r and 
7 functions. They help in our explicit representation of T and P, and 
moreover r and ?r are more easily interpreted in terms of electrical networks. 
This interpretation is given in Section 3. 
First, we inductively define the r functions. Let 
rl,n(x)= t ‘i, 
i=l 
and for r > 1 let 
T,,,(X)=r-’ 2 xj: rr-l,.-l(rzj)* 
j=l 
We now define the associated mean using the following equation: 
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Next, we inductively define the IT function. Let 
and for n > r let 
The mean P,, JX) is then defined by the following equation: 
The following properties of the means are immediate consequences of the 
inductive nature of the definitions. 
THEOREM 1. Let X be an n-tuple of positive operators. Then: 
(i) T,,,,(X) and P,, JX) are positive operators. 
(ii) Zf X, = X, = . . . = X, = A, then T,,.(X) = P,, ,JX) = A. 
(iii) T,, $9 ad P,, $9 are symmetric functions of the Xi. 
(iv) TI, JX) = P,,.(X) is the arithmetic mean. 
(v) T,,,,(X) = P,,, JX) is the harmonic mean. 
Our first result establishes the duality between the means T and P. 
THEOREM 2. Let X be a vector of positive scalars or invertible positive 
operators. Then 
and 
h,“Wl -l= 7i,-r+l,n(XO 
[T,,“(X)1 -l=Pn-*+l,“(X-l)* 04 
Proof. Equations (a) and (_b) are equivalent; therefore we shall demon- 
strate (a) only. For r = 1 the theorem is merely the statement that 
( 1 kXi -l i=l =ifp;l, 
which follows directly from the definition of parallel sum. 
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Proceeding by induction, we have the following sequence of equalities: 
7rn_,+l,“(X-1) = $11 : [XT’ + L+l,.l(~;l)l 
=rIj :[Xjl+T~_l,n_l(Zij)-l] 
j=l 
=Tfi :[Xj:Tr-l,n_l(irj)] -l 
j=I 
= (r-l jJ [xj: Tr-l,n-l(rzj)] ] -’ 
j=l 
= h,n<x>l -l* n 
Our next theorem relates the scalar version of the r and r functions to the 
elementary symmetric functions. 
THEOREMS. I&x=(x,,..., x,) be a vector of nonnegative scalars. Then 
Proof By Theorem 2, it suffices to show that rr, n(~) = e,, “(x)/e,_ r, ,,(x). 
This is an easy induction, n 
The following theorem is an operator version of a result of Marcus and 
Lopes [15]. See also [6,16,17]. This result furnishes an immediate solution to 
exercises 67 and 68 of [ 131. 
THEOREM 4. Let X and Y be n-tuples of positive operators. Then 
and 
T,,,@+y) aT,,,(x)+T,,“(Y) (4 
P,,.(x+y)~P,,,(x)+p,,“(y). (ii) 
Proof. We work with r and n for convenience. First we establish (i). For 
r = 1 the result is obvious. Proceeding by induction, we have the following 
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sequence of inequalities: 
q.(X+Y) = r-1 i (Xi +Yj): Tr_l,n_l(IZj +i;.) 
j=l 
> T-lx [ xj: Tr-l,.-l(rij)+yj' 7r-l,n-l('j)] 
= ~,,.W+7,,n(O 
The first inequality uses the inductive hypothesis, and the second uses the 
series-parallel inequality. 
For (ii) the case n = r is again obvious. Again using induction, consider the 
following inequalities: 
>(n-r+l) fi :[xj+Yj+n,,._,(kj)+7rJj)] 
j=l 
=tnmr+l> ii '([xj+~~,~-~(kj)]+[Yj+~r,,_~(i;)]} 
j=l 
>(n-r+l) fi :[xj+7Tr,,,-l(aj)] 
j=l 
n+l 
+(n-r+l) JJ# :[yj+77r,n_l(ir,)] 
j=l 
COROLLARY 5. ZfZ >, X then T,,,(Z) a T,,,,(X) and P,, JZ) a P,, JX). 
Proof. We remind the reader that Z > X is to be interpreted component- 
wise. The result follows from Theorem 3 by letting Z = X + Y and observing 
that T,,,(Y) and P,,,,(Y) are positive. H 
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COROLLARY 6. Let Xj be a decreasing sequence of n-tuples which 
converges strongly to X. Then P,,,(xj) converges strongly to P,,,(X) and 
T,, ,(X j) converges strongly to T,, ,,(X). 
COROLLARY 7. Let Q be an operator. Then 
P,,,tQ*XQ) 2 Q*P,,.(X)Q 
and 
T,,,tQ*XQ) 2 Q*T,,.(X)Q. 
Both Corollary 6 and Corollary 7 follow by using the corresponding results 
for parallel addition, Corollary 5, and Theorem 4. n 
In view of Theorem 2, it is natural to look for a dual of Theorem 4. 
Theorem 8 below is the dual theorem. This appears to be a new result even in 
the case of scalars. 
THEOREM 8. Given two n-tuples of positive operators X and Y, then 
(9 T,, .(x : Y) G T,, .(W : T,, .tY>~ 
(3 P,, ,(X : y> G p,, .m : P,, “03 
Reminder: X:Y denotes the n-tuple (Xi: Yi,...,X,: Y,,). 
Proof. It is sufficient to consider the case where X and Y are invertible; 
the general case follows by taking limits. For (i) the following inequalities 
suffice: 
T,,,(X:Y) =T,,“(X-1 +Y-l) -I 
= [ P,_,+l,,(x-l +Y-‘)I -I 
G [P,,+l,"~x-')+P,-,+l,,,ty-l)l -l 
= [Lr+l,nwl)l - : [L+l,tl<y-l)l -l 
= T,,,(X): T,,,(Y) 
The proof of (ii) is similar. 
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This concludes our development of the individual means P, n and T, 11, In 
Section 4 we shall discuss relations between these means for different T: 
Since the functions P,,,(X) and T,,,(X) are not equal for n > 2, the 
theorems above do not completely characterize these means. However, for 
n = 2 the situation is different. 
In fact Kubo and Ando [14] have shown that the properties expressed in 
Theorem 4 and its corollaries, together with a specific scalar formula, com- 
pletely determine a mean of two operators. The special case of the harmonic 
mean was characterized earlier by Nishio and Ando [20]. 
3. NETWORK MOTIVATION 
Our definitions for symmetric means are based on series-parallel networks 
of resistors. A fundamental principle used in analyzing networks is the result 
of Maxwell that among all current distributions satisfying Kirchhoff’s current 
law, the actual current distribution in a network will be the one which yields 
minimum power. The voltages may be interpreted as Lagrange multipliers for 
this variational problem: the power will be a minimum if and only if the 
voltage laws are satisfied. A corollary of this fundamental principle is that if 
branches are added to a network, the resistance decreases. This is because the 
added branches enlarge the feasible set of currents over which the minimum 
is taken. 
The concept of networks of resistors can be extended to allow positive 
operators in the branches [2,4,18,22]. Thus we consider a parallel connection 
as shown in Figure 1, with input current u. The parallel sum of the operators 
is then defined by (A:Ba,a)=min{(Aa,a)+(B/3,/?)]~~+/3=a}. For 
invertible operators A and B the minimum is attained, with (Y = (A + B) ~ ‘Bu 
and /? = (A + B)-‘Au. The voltage is then A(A + B))‘Bu = B(A + B)-‘Au, 
where equality holds as long as A + B is invertible. 
All the properties of the parallel sum can be motivated by these network 
considerations. For example consider the network shown in Figure 2. When 
the switch is open the resistance is (A,, + A&: (A,, + A,). When the 
switch is closed the (necessarily smaller) resistance is Ai,: A,, + A,s: A,. 
Thus the series-parallel inequality may be derived. 
The inductive definitions for T and P translate directly into the network 
picture. In fact the networks for r and v are even easier to draw; this is our 
reason for introducing the extra notation. Our constructions for T, n and 
P,, _ r+ 1, n give dual networks; Theorem 2 is then a standard network ‘theory 
result. Theorem 4 is a direct consequence of the minimization problem. 
It should be noted that the fundamental results on parallel addition are 
given purely analytic proofs in [3]; the networks merely furnish motivation. 
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4. RELATIONSHIPS 
-B- 
FIG. 1. 
BETWEEN THE MEANS 
In this section we continue our investigation of the symmetric function 
means. Whereas in the scalar case there is only one set of means with 
different representations, in the operator case there are two sets of means, the 
P ‘s and the T ‘s. At the end of this section we give an example illustrating the 
difference in the means. We begin by showing that the P’s and the T’s are 
bounded by the arithmetic and harmonic means. 
THEOREM 9. Let X be an n-tuple of positive operators. Then for T = 1,. . , , n 
the following inequalities hold: 
P,,tm~ P,,“(X) a Pn,nW, 
Tl, rm a T,, n(x) 2 Tn, nm 
Proof. By the symmetry of P, 
Pr.n(x)=P,,nGL..~ Xn)=Pr,n(XI+j' x2,+jY***?xr+j), 
j =l,...,n, subscripts mod n. 
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Therefore 
Pr,n(‘)= it n-lpl,n(Xl+j~ XZ2+jr***9Xn+j) 
j=l 
~P,,.(n-lCXl+j,n-lCx,+j,...,n-‘CX,+j) by Theorem 3 
= ~,,n(pl,n(x>Y...~pl,“(x)) 
=Lm Q.E.D. 
The same computation will prove that T,, JX) < TI, .(X). The theorem then 
follows using Theorem 2 and Corollary 6. n 
Theorem 9 is also true for scalars; in fact a stronger result is available. 
Newton [19] states that for x an n-tuple of scalars the following inequality 
holds: 
P,,,(x)>P,+,,,(x) for r=l,..., n-l, 
or equivalently, since P and T are the same for scalars, 
T,,,(x)>T,+,,,(x) for r=l,..., n-l 
Proofs of this result are given in [6,13,16,17]. We conjecture that this result is 
true for operators. 
Next we consider an iterative definition of a geometric mean for operators. 
THEOREM 10. Let X be an n-tuple of positive operators. Define the 
sequence Xi by 
x0=x, 
xj+l= (Pl,,(xj),P2,,(xj) ,..., p 
lI,R 
(xi)). 
Then the sequence Xi converges strongly to a limit X”, and the components 
of X” are equal. 
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Proof. By Theorem 9 the components Xi form a decreasing sequence, 
from j = 1 on, and these have a limit XT. Similarly, there is a limit Xc, since 
all X;i, are bounded above by Xi. From Theorem 9 the other components of 
each Xj are bounded between Xi and Xi; therefore it suffices to show that 
Xy = Xc. Suppose (Xya, o) - (X,“(Y, a) = A > 0 for some vector cy; then we 
can choose a j such that (Xia, CY) - (X,“(Y, o) < A/(n - 1). It is a simple 
computation to show that in this case (X{+‘a, o) < (Xya, a), contradicting 
the definition of Xp. n 
COROLLARY 11. Zf x is an n-tuple of scalars, then the components of xw 
are all equal to the geometric mean (x,, x2,. . . ,x,,)l/“. 
Proof. It is easy to see that the product r{ . . . x;’ is preserved throughout 
the iteration. n 
For operators the limit can again be called the geometric mean. For n = 2 
this mean has been extensively studied [ll, 12,141. However, as we know, the 
T means are different from the P means; therefore for n > 2 we could have 
used the T, n means and obtained a different limit. It is not clear how to best 
generalize the concept of geometric means to more than two operators. 
COROLLARY 12. Let A be an operator, and let X, = A, X, = . . . = X, = 1. 
Then the components of X” all equul A’/“. 
Proof This is effectively the scalar case, since all the operators commute 
at each stage. n 
Other iterative constructions for nth roots have recently been given 
[8,211. 
We conclude our results with the following theorem, which provides a 
relation between the two families of means. 
THEOREM 13. Let X be an n-tuple of positive operators. Then P,_ 1, JX) 
G T,. n(X). 
Proof. We use a network argument. The proof could, of course, be made 
purely algebraic, but this approach seems preferable. We assume that X- ’ 
exists; the general result follows by familiar arguments. Let Y = X, + . . * + 
X 
“‘The network for T, n is n - 1 parallel copies of the network (Nl) in Figure 
3, and the network for ‘Pn _ 1, n is n - 1 series copies of (N2). 
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(N2) X2 
--Xl X3 I XIl 
Xl 
X2 x3 -m 
X77 
FIG. 3. 
Now consider the quadratic form (If’, ,,(X)a, a) for an arbitrary vector (Y. 
For convenience let (Y = (n - l)j?. Then for a current (Y input to the network 
for T,,,, there wiIl be by symmetry a current j3 to each of the n - 1 identical 
networks (Nl). The equilibrium current distribution is 
ui = Y_‘(Y - X,)/3 through the branch -Xi -, 
ai = Y-1x$ through the parallel branch. 
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FIG. 4. 
The total power is then given by (T,, ,(X)a, a) = (n - l)CF= ,(( Xiaj, ui) + 
Cj+i(xjsi,6i))* I n order to prove the desired inequality, it suffices to 
produce a current distribution in the network for Pnpl, n which satisfies 
Kirchhoff’s current law and gives the same power; the minimum will be lower 
unless the voltage laws are also satisfied. 
LetL=Z(i,j)beaLatinsquarewithdiagonalZ(i,i)=i,i=l,...,n.Such 
squares exist for n > 3 [9]. In the network (N2) let the current ui pass through 
-Xi - and Slci, jj pass through the -Xi - which is in series with -Xi -. 
It is easy to see that this current distribution has the desired properties. n 
COROLLARY 14. T&X)> P&X). F or invertible X equality holds if and 
only if X,(X, + X, + XJIXj = Xj(X, + X, + X3)-lXi. 
Proof. The inequality is an instance of the theorem. For equality, 
consider the parallel branches in Figure 4. The voltage in -X,- is X,6,, 
and in - X, - is X,8,. If these are equal, and equality holds in the analogous 
pairs, then Kirchhoff’s voltage law holds, so that the minimum power has 
been attained. If not, then the minimum power has not been attained. n 
Ando has given another proof of this corollary based on entirely different 
considerations [5]; he uses a network model analyzed by Flanders [lo]. 
We close with a numerical example. This example illustrates that the P 
and T means are different for operators, and since we illustrate using T2,3 and 
P2,3, we also show the inequality of Corollary 14. 
Let 
x=1 0 1 [ 1 0 0’ 
x=1 2 
2 
[ 1 2 5’ x,= [ l -; . -2 1 
Then 
T,,,(X) [ 2 9 1 P2,.0> I 3 0 = and = u 1 . 
o B o 18 
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