ABSTRACT
INTRODUCTION
Ant colony optimization (ACO) is a stochastic search algorithm for problem solving that takes inspiration from the foraging behaviors of ants. The main idea of ACO rests on the indirect communication among individuals in an ant colony based on the pheromone trails that real ants use for communication. ACO has been formalized into a meta-heuristic for combinatorial optimization problems by Dorigo et al., and many applications are now available [1] - [3] . In particular, many studies on ACO have been performed using the traveling salesman problem (TSP [4] ), and it has been shown that ACO is superior to other meta-heuristics [5] , [6] for this type of problem.
In this paper, we deal with real-world delivery problems (RWDPs) for home delivery services as an extension of the TSP, where a large number of roads exist in cities and the traffic on the roads rapidly changes with time. This scenario reflects the typical traffic congestion in a wide area urban road network.
The problems that deal with finding optimal tours with time-dependent travel time have been studied as TSPs, delivery problems [7] , and vehicle routing problems [8] . Conventional problemsolving methods using ACO repeat a search when the traffic flow changes during movement [9] - [11] . However, finding the global optimal solution by this method is difficult because when the traffic changes rapidly, the information obtained from an old search may not be helpful. Furthermore, research based on real road maps and traffic information services in the real world is seldom found.
In this paper, we propose a new method to solve RWDPs using ACO and Dijkstra's algorithm (DA). Search techniques based on only the predicted traffic have previously been presented for real-world time-dependent TSPs using ACO [12] and real-world time-dependent vehicle routing problems using ACO [13] , an evolution strategy [14] , and a genetic algorithm [15] . When these methods make mistakes with the prediction values, solution accuracy may deteriorate. We previously proposed a hybrid ACO that combined real-time data with predicted traffic data for RWDPs [16] . In that method, the calculation time was not discussed, even though traffic on roads changes with time. The proposed method combines the hybrid ACO technique [16] with this previous method in order to improve the search rate of the MAX-MIN Ant System [12] .
In the following section, we start by describing the problem. Then, we detail the algorithm of the proposed method. Finally, we present the results of experiments using a map of central Tokyo and real traffic data.
OVERVIEW
In this paper, we regard the RWDP as an extension of the TSP: a vehicle starts from a depot, visits all customers without any time constraint, and finally returns to the depot. This type of problem is also called a one-to-many-to-one delivery problem [7] . Here, we first describe the time-dependent TSP (TDTSP) [17] and the calculation of the tour travel time. Next, we explain the RWDP and a traffic information service in the real world. Then, we give a brief description of ACO and provide details about MAX-MIN Ant System (MMAS) as an example of typical ACO. Finally, we present our method to improve the search rate of MMAS.
Time-Dependent Traveling Salesman Problem (TDTSP)
The TSP [4] can be represented by a complete graph G = (N, A) , where N is a set of nodes, i.e. cities, n = |N| is the number of nodes, and A is the set of arcs fully connecting the nodes. Each arc (i, j) ∈ A is assigned a value d ij (= d ji ), which represents the distance between nodes i and j. The TSP then is the problem of finding the shortest closed tour that visits each of the nodes of G exactly once. The TSP instances used in this paper are taken from the TSPLIB benchmark library: http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/.
The TDTSP [17] extends the original TSP so that traffic congestion can be included. Let T ij (t) be the travel time between nodes i and j at time t; T ij (0) means the original travel time of a given TSP, i.e. T ij (0) = d ij . Traffic congestion can be represented by a change in the travel time. Here, this change is defined by the following formulas:
where ∆t is an updated interval of travel time, R jam and B upper are the parameters showing the rate and the upper bound of traffic congestion, respectively, and u ∈ [−1, 1] is a uniform random number. The time when a salesman leaves city 1 is set to t = 0, and he always starts from and returns to city 1.
In the following, the time required to travel around a tour is called the tour travel time. The tour travel time for solution S can be calculated by the following formulas:
where t i is the time when a salesman reaches or leaves node i.
Real-World Delivery Problem
The RWDP can be represented by a quadruple
} is a set of optimal paths from C i to C j at time t i when a vehicle reaches C i , and M RW and T RW are a road map and a set of time-series traffic data in the real world, respectively. Each P ij (t i ), generally ≠P ji (t i ), can be calculated using T RW on M RW . It is necessary to calculate the optimal path between customers in RWDPs, while the distance between cities is given in TSPs. The RWDP then is the problem of finding a shortest-travel-time tour when a vehicle starts from C 1 and returns to C 1 visiting each of the customers {C 2 ,...C n } exactly once.
The road map M RW used in this paper is the standard map database that is used in actual car navigation systems. This map includes all drivable roads in Japan and its format was developed and established by the Navigation System Researchers' Association.
Historical time-series traffic data T RW are also used to calculate the travel time of a vehicle. In Japan, traffic meters are installed at more than 20,000 locations along principal roads throughout the country. These meters measure the average travel time of cars passing through specific road links at intervals of one or five minutes. The data so obtained is collected at a traffic information center and provided to subscribers in real time. Figure 1 shows an example of time-series traffic data. The vertical axis represents the average speed of cars on a link calculated directly from the traffic data. In this figure, data in the range of 0:00 to 5:00, 5:00 to 8:00, 8:00 to 18:00, and 18:00 to 20:00 correspond to no congestion, outbreak of congestion, heavy congestion, and dissolution of congestion, respectively. Thus, time-series traffic data is highly nonlinear, which makes it difficult to perform accurate predictions. Application to real-world scenarios must take the prediction error rate into consideration.
Ant Colony Optimization (ACO)
The generic ACO meta-heuristic [1] is shown in Fig. 2 . After initialization, the meta-heuristic iterates over two phases. First, a number of solutions are constructed by the ants, and second, before the start of the next iteration, the pheromone trails are adapted to reflect the search experience of the ants. There have been many attempts to improve the performance of ACO. MAX-MIN Ant System (MMAS) [18] has demonstrated an especially impressive performance [1] , so we used the MMAS, except for constructing the ant solution described in section 3.4, as the ACO in the proposed method.
MAX-MIN Ant System (MMAS)
Here, we describe the MMAS for original TSPs. The MMAS constructs ant solutions and updates pheromone by following (7) and (12), respectively. The MMAS has two main characteristics [2] : only the best ant updates the pheromone trails, and the value of the pheromone is bound. Here, the best means that the length of the tour is shortest. The pheromone τ ij , associated with the arc joining cities i and j, is updated using (7):
where ρ is the evaporation rate, τ max and τ min are respectively the upper and lower bounds imposed on the pheromone, and L best is the length of the tour of the best ant. Some guidelines have been provided for defining τ max , τ min , and L best on the basis of analytical and empirical considerations. This paper defines these parameters by the following three formulas [18] :
where L gb is the length of the best tour from the beginning of the algorithm (global-best), L ib is the length of the best tour found in the current iteration (iteration-best), and p best is a parameter.
In the construction of a solution, ants select the next city to be visited through a stochastic mechanism. When ant k is in city i and has so far constructed the partial solution, the probability of going to city j is given by
where N k is the set of cities not yet visited by the ant k. The parameters α and β control the relative importance of the pheromone trail and the heuristic information η ij , which is given by
Effective Initialization of Pheromone Trail
An effective solution of TDTSP requires the early convergence for the reasons below.
・
It is necessary to calculate the optimal path between customers in practical problems, while the distance between cities is given in TSPs. Consequently, the order of visiting customers is calculated by ACO and the path between customers is calculated by Dijkstra's algorithm, etc.
When traffic congestion changes during traveling, the path should be re-evaluated. Though the traffic congestion information on main roads is provided every one or five minutes in Japan, this calculation must be performed within one minute.
We previously proposed a method to improve the search rate of MMAS for TDTSPs [12] . The strategies of this method are listed below.
In addition to the usual initial pheromone trails, additional pheromones are deposited on the solution built before the first iteration. The method helps to guide the search and so might reduce the number of points visited in the search space by giving deviations from the initial pheromone trails.
This reduction is conducted using solutions built by a greedy algorithm. These solutions, i.e., initial solutions, can include candidate partial solutions of the global optimal solution. Moreover, the computational time of the greedy algorithm is very short; it can be considered to have no influence on the computational time of the method.
In TDTSPs, a salesman starts from city 1 and the travel time between cities might change. In order to generate many tours using the greedy algorithm, we change the first visited city from city 1 in the greedy algorithm.
The pheromone trail initialization is shown in Fig. 3 and below: , ) (
where S 0 best is the best solution of the initial solutions, S 0k (k = 1 to n -1) is the kth initial solution, and r (0 ≤ r ≤ 1) is a parameter.
Here, the first term in the right side of (15) means the uniform distribution of pheromones, and the second term means centralizing of the pheromones around the initial solutions. The parameter r indicates the ratio of the decentralization of the initial pheromone trails and the centralization of the initial pheromone trails. When r = 0, the method corresponds to the MMAS. In contrast, when r = 1, the initial pheromone is distributed only on the arcs contained in the initial solutions.
PROPOSED METHOD

General Procedure
The general procedure of the proposed method is shown in Fig. 4 . A target road map including the depot and all customers is prepared along with the historical traffic data for principal roads on the map. Index i in the outermost loop corresponds to the turn at which a vehicle visits customers. When the vehicle is moving, the search is repeated. Real-time traffic data for the principal roads are input at ∆t intervals, so updating the travel time, re-calculating the predicted traffic, and planning the tour of the vehicle are performed at this interval. The prediction system, as we have already reported [19] , [20] has an interpolation function as well as a prediction function. This system can estimate traffic on roads not installed with detectors from the traffic on roads that are installed with detectors. Constructing a tour by hybrid ACO is described in the next section. 
Constructing a Tour by Hybrid ACO
In the proposed method, the paths between customers are planned by Dijkstra's algorithm (DA) and the route of visiting customers is constructed by ACO. The DA is widely used as a path planning method, and ACO is superior to other meta-heuristics including genetic algorithms [5] and simulated annealing [6] in terms of constructing a tour. Figure 5 shows the general procedure of hybrid ACO, where C v is a current customer of a vehicle and N v is a set of customers visited by the vehicle. Ants start from the current location of the vehicle and construct a route to the depot. When the ant k is at the customer C i in constructing a route, selection probabilities for all C j ∈ N k are calculated by the following formulas:
In conventional methods [13] - [15] , paths connecting each pair of customers are calculated before the algorithm, and the calculation time of the algorithm is not considered. In the proposed method, we calculate these paths individually when they are required for the first time. The DA procedure is shown in Fig. 6 , where s is the starting node, g is the destination node, t s is the time at which a vehicle leaves node s, and n cl is a parameter of the candidate lists [1] . These candidate lists constitute a small set of promising neighbors of the current partial solution and their use enables the ACO algorithms to focus on the more relevant components, thus significantly reducing the dimensions of the search space. A sort algorithm is normally required in order to use candidate lists, but since the DA already includes a sort function, the proposed method does not need any additional sort algorithm for making the candidate lists. Initialization for Dijkstra's algorithm; c = 0; while ( c ≤ n cl ) do Execute Dijkstra's algorithm until an optimal path between customers is defined; c += 1; end-while Create candidate list of s at time t s ; while ( an optimal path between s and g is not defined ) do Execute Dijkstra's algorithm until the optimal path between s and g is defined; end-while Store the optimal paths from s to other nodes in the memory; Store the travel time from s to other nodes in the memory; end-procedure Figure 6 . General procedure of path planning by DA.
EXPERIMENTS
Experiments with TSP Instances (TDTSP)
Experimental Methods
To evaluate how well the proposed method performs, we first conducted experiments using the TSP instances eil51, eil76, kroA100, u159, and d198 from the TSPLIB. The number of cities seems small in TSPLIB. However, considering correspondence with real-world problems, since the number of cities (or customers) that a salesman (or a vehicle) can visit in one day is at most 200, this number should be suitable as a scale for benchmark problems.
TDTSPs were generated by the method described in section 2.1. Parameters R jam and B upper were respectively set to 0.5 and 5 by reference to real-world traffic. Minutes and seconds are assumed as units of travel time for instances {eil51, eil76} and {kroA100, u159, d198}, respectively. So, the update interval of travel time ∆t is 5 and 300 for instances {eil51, eil76} and {kroA100, u159, d198}, respectively.
We compared the minimal tour travel time obtained by the proposed method with those by the conventional methods below.
・
Plain method: Search is conducted once before a vehicle starts using static traffic T ij (0).
Repeat method [9] - [11] : Search is repeated while a vehicle is moving using real-time traffic T ij (t).
Prediction method [13] , [21] : Search is conducted once before a vehicle starts using predicted traffic T′ ij (t, t i ).
Prediction and repeat method: The proposed method.
We assumed two kinds of prediction errors, i.e., 20% and 50% in Fig. 7 . The predicted traffic with error rate can be calculated as follows,
where t is the current time, t i is the departure time from
is the error rate given by Fig.  7 , and u ∈ [−1, 1] is a uniform random number. This is based on experience in which short-term prediction has a smaller error rate than long-term prediction. In the prediction method, since the search is conducted only once before a vehicle starts, T′ ij (t, t i ) is calculated only once (t = 0). In contrast, since the proposed method repeatedly searches for the best tour while a vehicle is moving, T′ ij (t, t i ) is calculated every time real-time traffic is updated.
In this section, we assume that computational time is not limited and so we used original MMAS 
Experimental Results
First, since the optimal solutions of TDTSPs are not known, we obtain them by the prediction method without error, which knows the exact travel time on all the links at all times. We assumed the best solution of 30 trials to be the optimal solution. Table 1 lists the number of cities, the optimal solution known in a static environment, the optimal solution in a dynamic environment, the update interval of travel time in a dynamic environment, and the number of updates for each instance. The number of updates ranged from 68 to 207-in other words, the traffic flow changed very frequently. Figure 8 shows the computational results of the prediction method without error. The plots on the left show the development of the ratio of the tour travel time to the optimal tour travel time and the plots on the right show the development of the average λ-branching factor, which measures the distribution of the pheromone trail values [1] . Each plot in Fig. 8 is the average of 30 trails using different random number sequences. These results demonstrate that the terminal condition, 3000 iterations, is sufficient to achieve convergence on every instance. Table 2 lists the ratio of the tour travel time of each method to the optimal tour travel time. Each value in Table 2 is the average of 30 trials using different random number sequences; the standard deviation was about 5 to 10%. Table 2 reveals three main findings. • Compared with the plain method, the performances of the other methods are improved.
• When the prediction error rate becomes large (50%), the prediction method is inferior to the repeat method.
• The proposed method is superior to the other methods, even when the error rate is large (50%).
Experiments with Real-World Problems (RWDP)
Experimental Methods
Next, to evaluate the proposed method in a real-world environment, we applied it to the RWDP described in section 2.2. Figure 9 shows a map of central Tokyo, which was the target area of this experiment. This map is 9 km long by 11 km wide and includes 10056 links and 3542 nodes and represents the most congested area in Japan. The positions of the depot and the customers are randomly selected from the nodes. The travel time of a vehicle was calculated from historical traffic data on June 17, 2003 . An example of the data is shown in Fig. 1 . We also assumed the prediction error rate in Fig. 7 . We performed nine experiments. The numbers of customers are 50, 100 and 200. The departure times from the depot are 6:00 (morning), 12:00 (noon), and 18:00 (night). The instances are described as "the number of customers-the departure time from the depot," i.e., 50-6, 50-12 ... 200-18.
In a real-world scenario, the calculation time of the tour planning is limited. In Japan, traffic meters measure the average travel time of cars passing through specific road links at 1-minute intervals. When a state-of-the-art prediction system [22] is used in the proposed method, the calculation time of the prediction system is about 20 seconds. Therefore, we chose 10 seconds, 20 seconds, 40 seconds, and 3000 iterations (unlimited calculation time) as the terminal condition of MMAS. The other parameter values of MMAS were set the same as in section 4.1. The code was written in C++ and the experiments were executed on an Intel Core i7-870 (2.93 GHz). Figure 10 shows the best tours obtained by all experiments. The red and blue circles indicate a depot and customers, respectively. As shown, the tour depends on the time period. Crosses and returns appear in some parts of the tour in 2D, but in the 3D real-world, the tour is a complete circuit. 
Experimental Results
