INTRODUCTION
The advantages of using genomic information in breeding, such as reduction in the generation interval and/or an increase in the prediction accuracy of young animals, have led to industrywide application of genomic selection (GS), especially in dairy cattle (VanRaden et al., 2009) . Pig breeding companies keep a range of pure sire and dam lines that are selected ABSTRACT: Pig breeding companies keep relatively small populations of pure sire and dam lines that are selected to improve the performance of crossbred animals. This design of the pig breeding industry presents challenges to the implementation of genomic selection, which requires large data sets to obtain highly accurate genomic breeding values. The objective of this study was to evaluate the impact of different reference sets (across population and multipopulation) on the accuracy of genomic breeding values in 3 purebred pig populations and to assess the potential of using crossbreed performance in genomic prediction. Data consisted of phenotypes and genotypes on animals from 3 purebred populations (sire line [SL] 1, n = 1,146; SL2, n = 682; and SL3, n = 1,264) and 3 crossbred pig populations (Terminal cross [TER] 1, n = 183; TER2, n = 106; and TER3, n = 177). Animals were genotyped using the Illumina Porcine SNP60 Beadchip. For each purebred population, within-, across-, and multipopulation predictions were considered. In addition, data from the paternal purebred populations were used as a reference set to predict the performance of crossbred animals. Backfat thickness phenotypes were precorrected for fixed effects and subsequently included in the genomic BLUP model. A genomic relationship matrix that accounted for the differences in allele frequencies between lines was implemented. Accuracies of genomic EBV obtained within the 3 different sire lines varied considerably. For within-population prediction, SL1 showed higher values (0.80) than SL2 (0.61) and SL3 (0.67). Multipopulation predictions had accuracies similar to within-population accuracies for the validation in SL1. For SL2 and SL3, the accuracies of multipopulation prediction were similar to the within-population prediction when the reference set was composed by 900 animals (600 of the target line plus 300 of another line). For across-population predictions, the accuracy was mostly close to zero. The accuracies of predicting crossbreed performance were similar for the 3 different crossbred populations (ranging from 0.25 to 0.29). In summary, the differences in accuracy of the within-population scenarios may be due to line divergences in heritability and genetic architecture of the trait. Within-and multipopulation predictions yield similar accuracies. Across-population prediction accuracy was negligible. The moderate accuracy of prediction of crossbreed performance appears to be a result of the relationship between the crossbreed and its parental lines.
to improve the performance of crossbred animals (the final "finisher" product of the pig industry). This design of the pig industry is posing specific challenges to the implementation of GS because phenotypes of interest are expressed by crossbreeds and individual pure lines are relatively small. Data on crossbreeds could, therefore, provide a powerful addition to the reference set because these animals have close relationships with their pure lines ancestors. However, a large number of crossbred animals with genotype as well as phenotype information is typically not (yet) available in pig breeding programs. Therefore, the size of training data sets may be increased by adding data from other populations (multipopulation GS) or using a reference set completely composed of animals from a different, unrelated population (across-population GS). Multi-and across-population reference sets have been tested in simulation studies (Ibáñez-Escriche et al., 2009; Toosi et al., 2010; Zeng et al., 2013) and with real data from cattle (Hayes et al., 2009b) , sheep (Legarra et al., 2014) , pigs (Hidalgo et al., 2015) , and chickens (Simeone et al., 2012) . Simulation has pointed to significant gains in accuracy mainly from multipopulation reference sets, whereas studies that use real data have shown favorable as well as unfavorable outcomes. The objective of this study was to evaluate the prediction accuracy of purebreed performance using different reference sets (within and across populations and multipopulation) and the prediction accuracy of crossbreed performance using the purebred sire line population as the reference set.
MATERIAL AND METHODS
Data recording and sample collection were conducted strictly in line with the Dutch law on the protection of animals.
Data
Data for this study consisted of phenotypes and genotypes on animals from 3 purebred pig populations (sire line [SL] 1, n = 1,146; SL2, n = 682; and SL3, n = 1,264) and 3 crossbred finishing pig populations (Terminal cross [TER] 1, n = 183; TER2, n = 106; and TER3, n = 177). Sire line 1 is a Duroc-based population, SL2 is a population based on a combination of Large White and Pietrain populations, and SL3 is a Pietrain population. Terminal cross 1, TER2, and TER3 are commercial finishing pigs resulting from a cross between an F 1 dam (Large White × Landrace) and a sire from SL1, SL2, or SL3, respectively. Animals were genotyped using the Illumina Porcine SNP60 Beadchip (Ramos et al., 2009 ). The package GenABEL (Aulchenko et al., 2007) implemented in R (http://www.R-project.org; accessed 20 June 2014) was used for sample and SNP quality control. Individuals with call rates <95% and markers with call rates <95% and/or minor allele frequency <0.01 within each population were excluded. For the purebreed populations, SNP that deviated from HardyWeinberg equilibrium (HWE; P < 10 -7 ) were also removed. Genotypes from crossbred animals were not tested for HWE, because the assumptions are not applicable. Single nucleotide polymorphisms located on sex chromosomes were also excluded. Missing genotypes of SNP that were retained after quality control were imputed using the software BEAGLE 3.3.2 (Browning and Browning, 2009 ) assuming the default parameters.
The trait evaluated in this study was backfat thickness (BF), and a summary of the genotype and phenotype data is presented in Table 1 . The response variables used in the genomic predictions were phenotypes precorrected for fixed effects instead of the original observations. To more accurately account for the contemporary group effects, they were estimated in a larger data set (706,023 animals) that included all contemporaneous animals of the genotyped animals in the precorrection of the phenotypes. The estimates of the fixed effects used for the precorrections of the phenotypes were obtained fitting a single trait pedigree-based linear model using ASReml version 3.0 (Gilmour et al., 2009) . The model consisted of sex, herd-year-month, and the covariate weight at the time of measuring BF as fixed effects, and the additive genetic effect (animal), common litter and residual as random effects
Multidimensional Scaling
To evaluate the relationships between and within breeds, a multidimensional scaling (MDS) was applied to the genomic relationship matrix (G) that was computed as described by Van Raden (2008) : G = ZZ′/2∑p i q i , in which Z is a matrix of centered genotypes and p i and q i are the allelic frequencies of the ith SNP based on observed genotypes. The SNP genotypes were coded 3 The initial number of SNP was 64,232.
4 Computed using only pedigree information.
as 0, 1, and 2. Multidimensional scaling maps a highdimensional space to a low-dimensional projection of the data while preserving, as closely as possible, the pairwise distances between data points (Bishop, 2006) . The method rests on the eigenvalue decomposition of the distance matrix to find a configuration of points in a space where each point represents one of the objects or individuals (Cox and Cox, 2008) . The analysis was done using the function cmdscale implemented in R (http://www.R-project.org).
Scenarios
For each sire line, predictions were made within (scenario 1) and across (scenarios 2 and 3) populations and with multiple populations (scenarios 4 to 7). The size of the reference set was kept constant at 600 animals, except for the multipopulation scenarios. In the multipopulation scenarios, an additional situation was tested, supplementing the within-population reference set with 300 animals from a different line (scenarios 5 and 7). In scenarios 8 through 10, the potential to predict crossbreed performance with the paternal line as reference set was investigated.
Animals were randomly assigned to the reference and validation sets. The predictions were repeated 20 times with different reference and validation sets (20-fold cross validation).
Statistical Analysis
The genomic BLUP model was used for the prediction of genomic EBV (GEBV) in all evaluated scenarios with the model y = 1μ + Zg + Wc + e, in which y is the phenotype corrected for fixed effects; μ is the overall mean; g is the vector of breeding values, g ~ N(0, σ 2 g G); c is the vector of random litter effect, c ~ N(0, σ 2 c I); e is the vector of residuals, e ~ N(0, σ 2 e I); and Z and W are the incidence matrices for g and c, respectively.
In the multipopulation scenarios, a fixed effect of population was added to the model. The genomic relationship matrix was built according to Chen et al. (2013) , accounting for differences in allele frequencies between populations. Summarizing, X was a matrix with genotype values coded as -1, 0, and 1 for the 3 SNP genotypes and with dimension n × m (number of animals × number of SNP). Matrix X included all animals from both the reference and validation sets. The matrix X was organized into 2 blocks: X = [X 1 X 2 ]′, in which X1 represented the genotypes of line 1 and X2 represented the genotypes of line 2. P was a matrix of allele frequencies P = [P 1 P 2 ]′ corresponding to X, and each row in P 1 (or P 2 ) was a replicated row vector p1 (or p2) with the frequency of allele A for SNP k in line 1 (or line 2). The matrix Z was computed to set mean values of the allele effects to 0: Z = [Z 1 Z 2 ]′ = X -2P + 1, in which 1 represents a matrix of ones.
A 2-population genomic relationship matrix was constructed as (Chen et al., 2013 
The software ASReml (Gilmour et al., 2009 ) was used to predict the genomic breeding values with G* entered as a user-defined matrix (grm option). Animals assigned to the validation set had their phenotypes removed before predicting GEBV.
The accuracy of the breeding values was computed as the Pearson correlation between the predicted genomic breeding value and the corrected phenotype divided by the square root of the heritability. To measure the bias of the GEBV, the slope coefficient for the regression of the corrected phenotypes on GEBV was calculated for each scenario. Values of slope different from 1 indicate a prediction bias.
RESULTS

Genomic Relationships between Populations
In the MDS, the first 2 eigenvalues of G explained a high proportion of the covariance across individuals (96%) and distinguished the 6 evaluated populations (SL1, SL2, SL3, TER1, TER2, and TER3; Fig. 1 ). In addition, the crossbred lines (TER1, TER2, and TER3) were projected near their parental line. Although the crossbreed populations share 50% of their genetic origin, because they are descendents of the same F 1 cross, they could be distinguished using the 2 dimensions.
The heat map of individual animal relationships (Fig. 2) showed that the relationships within line (darker blocks along the diagonal) are higher than relationships between lines and a higher relationship between SL2 and SL3 is evident in comparison with the relationship of SL1 with these 2 lines. As expected, each terminal crossbreed population had the highest relationship with its paternal line.
Prediction Accuracies
The within-population accuracies were 0.80, 0.61, and 0.67 for SL1, SL2, and SL3, respectively (Table 2) . In general, the across-populations predictions (scenarios 2 and 3) resulted in low accuracies that were not significantly different from zero. Only when predicting SL1 performance with SL3 animals as reference set was a somewhat higher accuracy observed (0.27; Table 2 ). In the across-population scenarios, the relationship between animals in the reference and validation sets were low, with no individuals having a relationship >0.1 between populations (Table 2 ).
In the multipopulation scenarios with 600 animals in the reference set (scenarios 4 and 6), the outcome depended on the sire line used as validation set. For the validation in SL1, the accuracies were similar to the within-population scenarios (0.76-0.82), whereas for SL2 and SL3, the accuracies were lower than the accuracies of the within-population scenarios. For scenarios 5 and 7, where a multipopulation data set with 900 animals (600 + 300) was used, the accuracies for SL1 increased slightly, from 0.84 to 0.86, compared with the withinpopulation scenarios, whereas for SL2 and SL3, the accuracies from a multipopulation data set were similar to within-population scenarios. In the scenarios 8 through 10, we used the parental sire line to predict the crossbreeds. For these scenarios, the accuracies were similar (0.25-0.29) for all 3 crossbreed populations ( Table 2) .
The slope coefficients showed that the withinpopulation prediction was generally unbiased whereas across-population prediction showed some evidence of bias, resulting in under-or overestimated breeding values. For multipopulation scenarios, the slope ranged from 0.7 to 1.2, and in crossbreed prediction, the slope ranged from 0.51 to 1.17.
In the scenarios where SL1 was used as the reference set, the genomic heritability was always higher than in the scenarios where the reference set was formed by SL2 and/or SL3 (Fig. 3) .
DISCUSSION
The investigated scenarios (within-, across-, and multipopulation) were repeated with 3 sire lines in the validation set. Within-and multipopulation results were similar and across-population accuracies were very low (ranging from 0.01 to 0.27).
Within-Population Prediction
Between sire lines, the level of accuracy for within-population predictions varied considerably, with SL1 having higher accuracies than SL2 and SL3. A number of factors can influence the accuracy of genomic predictions, including the relationship between reference and validation sets (Wientjes et al., 2013) , levels of linkage disequilibrium (LD), the size of the reference population, the heritability of the trait, and the genetic architecture of the trait (number of QTL and distribution of QTL variance; Hayes et al., 2009b) . The LD in these populations was evaluated in Veroneze et al. (2014) and the highest LD was observed in SL2, whereas SL1 and SL3 showed similar but lower LD. Consistent with the higher LD, the heat map (Fig. 2) shows a higher level of overall relationships within SL2. The number of animals with relationship >0.1 between reference and validation sets was also higher for SL2 in comparison with SL1 and SL3.
Based on the higher LD and higher relationships, high accuracy of genomic prediction was expected for SL2, which, however, was not observed. The pedigree-based heritabilities were similar for SL2 and SL3 whereas SL1 presented high heritability (Table 1) . Therefore, because we kept the size of the reference set constant, the variation in accuracy between the sire lines was attributed to differences in heritability and genetic architecture (number of QTL controlling the trait and the distribution of the trait variance in different QTL) of BF between the populations.
The high pedigree-based heritability in SL1 was also reflected in higher genomic heritability in this line than in SL2 and SL3 (Fig. 3) . The trait heritability has a direct effect on the accuracy (Hayes et al., 2009b) ; therefore, the high heritability for BF of SL1 may be an explanation for the highest prediction accuracy in this line. Although the same trait was analyzed and, therefore, a similar genetic architecture might have been expected, these populations do have a different history of selection and differences in their genetic backgrounds as well as demography. These differences may result in a genetic architecture of the trait that is specific to each population, which also affects the accuracies of the breeding values of each line and reflects on the genomic heritabilities.
Two other studies also reported quite different accuracies for prediction of BF although their reference populations were similar size. Using a population of 983 Yorkshire pigs with deregressed EBV, Badke et al. (2014) found accuracies of 0.68 for BF when the accuracy was computed as correlation of genomic breeding value and EBV and accuracies of 0.80 when the correlation was adjusted by reliability of EBV. Studying a population of Duroc with 1,047 animals in the reference set and precorrected phenotypes, Jiao et al. (2014) found an accuracy of 0.36 for BF. In addition to investigating different breeds, these 2 studies also applied different methodologies, which may have affected the differences in accuracy for the genomic breeding value of the same trait but the different breeds also are expected to play a role. In our study, the same method was applied to all 3 populations and the impact of the breed (divergences in the trait variability and genetic architecture) is the only explanation for differences in accuracy. 2 Pearson correlation between genomic EBV and corrected phenotypes divided by the square root of the heritability.
3 The average SD across scenarios was 0.06.
Across-Population Prediction
For most of the across-population predictions, the accuracies were near to zero, which can be explained by (1) the low relationship between lines (Table 2) , (2) the fact that the number of SNP used was not sufficient to provide the same LD phase across the purebred lines (Veroneze et al., 2014) , and (3) the possibility that different functional mutations may be segregating in the populations. The patterns of relatedness found using the G matrix (Fig. 2) matched the persistence of phase results reported in Veroneze et al. (2014) . The differences in accuracy observed in across-and multipopulation scenarios can, at least in part, be explained from these differences in LD phase. Evaluating across-population prediction in 2 dam lines, Hidalgo et al. (2015) found accuracies of zero for age at first insemination and for total number of piglets born whereas accuracies for litter birth weight were between 0.17 and 0.26 and accuracies for litter variation were between 0.12 and 0.18. Evaluating Jersey and Holstein breeds, Hayes et al. (2009b) showed that a limited relationship between the breeds exists and that the genomic breeding value accuracies were low for across-population prediction. Studying Angus and Charolais, Chen et al. (2013) found accuracies between 0.10 and 0.22 for across-breed genomic prediction. In the current study, we observed that even for lines that have the same breeds in their genetic background (SL2 and SL3), the accuracy from across-population prediction is very limited. This is an important outcome for the pig breeders because in several cases, lines in a breeding program have common genetic backgrounds, but acrossline prediction does not appear to be successful given the number of samples and SNP that are currently used.
Multipopulation Prediction
In multipopulation predictions, accuracies were similar to the within-population predictions for the validation in SL1 but considerably lower for the validation in SL2 and SL3 for a same-size reference set. For the validation in SL2 and SL3, the accuracies increased by 17% or more when SL2 and SL3 were combined in comparison with combinations with SL1 (Table 2 ; scenarios 4 vs. 6 and 5 vs. 7). These results are consistent with the higher genomic relationships (Fig. 2 ) and higher persistence of phase (Veroneze et al., 2014) between SL2 and SL3 than between these 2 lines and SL1.
When the same reference set was used in multipopulation scenarios (scenario 4 for example for lines SL1 and SL2), the accuracies were always found to depend quite strongly on which population was used as the validation set (0.82 for SL1 and 0.35 for SL2). As the reference set was the same, we can conclude that the effects identified by the SNP were equal for prediction in both populations. Then, this result may be explained by differences in the true effect of the QTL, in the LD between marker and QTL, and in the allele frequencies of the SNP that is tracking the QTL in the 2 different validation populations.
To evaluate the effect of expanding a reference set with individuals from another line, we investigated scenarios where 300 extra animals from another line were added to the reference set of 600 from the target line (scenarios 5 and 7). For SL1, the accuracy with these additional 300 animals was slightly higher than without them, whereas for SL2 and SL3, the accuracies were lower or similar when adding animals from a different line. Evaluating multipopulation prediction in pig dam lines, Hidalgo et al. (2015) also found that adding animals from another population did not increase the accuracies. Using a data set with 6 breeds of sheep, Legarra et al. (2014) concluded that the addition of animals from another population marginally increased the accuracy just for a couple of breeds and that pooling populations did not increase the accuracy of genomic evaluations in dairy sheep. However, studying a multipopulation reference set for Jersey and Holstein breeds, Hayes et al. (2009a) found comparable or higher accuracies when multipopulation reference sets were used in comparison with a purebreed reference set. The drop in the relationships between reference and validation sets in the multipopulation scenarios in comparison with within-population scenarios may be preventing an increase in accuracy, even though a larger reference population was used. It has been shown that the accuracy of genomic prediction can be improved by reducing distances between the reference and validation animals and by increasing distances between animals within the reference population (Pszczola et al., 2012 ). In the current study and in the studies mentioned above, ani- mals that were added to the multipopulation reference set were selected at random from the other populations. An increase in the accuracy may be observed if animals with higher relatedness to the target population were added to the reference set (M. P. L. Calus, Wageningen University, personal communication).
In addition to careful selection of animals to be combined in the reference set, predictions using multipopulation reference might improve with denser genotyping, because the LD phase between the populations studied is not persistent using the Porcine SNP60 Beadchip (Veroneze et al., 2014) . Moreover, we expect that models that consider the interaction between SNP effects and genetic background could also improve the predictions because the genetic architecture of the trait appears to be different between the lines.
Crossbreed Prediction
Simulation studies have suggested that data from crossbreeds could be used to successfully select purebreeds for crossbreed performance (Ibánẽz-Escriche et al., 2009; Toosi et al., 2010; Zeng et al., 2013) . The results of predicting crossbreed performance using purebreed data give an indication of what could be expected from such a scenario. Accuracies in the crossbred scenarios were generally higher than in the across-population predictions. Presumably this is because of the higher relationships between the animals from a sire line and the crossbreeds produced with that same sire line. Accuracies were similar for the 3 crosses evaluated (0.25-0.29), which may reflect the fact that the genome sharing (50%) of the sire line with the crossbreed is the same for the 3 scenarios evaluated.
Despite the existence of relatively high relationships between crossbreeds and their parental line, the accuracies were moderate, which might be an indication of differences in the genetic architecture of the traits between the purebred and crossbred populations. The inclusion of the maternal line (F 1 cross) in the reference set may result in an increase in accuracy because it might raise the relationships between reference and validation populations. The maternal line (F 1 ) and crossbreeds exhibited high persistence of LD (Veroneze et al., 2014) , which reflect the relationship between them.
Although the most interesting scenario for the pig industry should be the use of crossbreed information to select purebreeds, the scenario evaluated in this study is useful to illustrate what we could expected when predicting breeding values for crossbred animals. This is done in the pig industry in particular occasions, that is, when populations are crossed for the development of a new line.
In summary, within-or multipopulation predictions yield similar accuracies. Across-population prediction accuracy was negligible even when the lines had common breeds in their genetic background. Backfat thickness appears to have different genetic variability and architecture in the populations evaluated, which can influence the level of accuracy attainable from genomic predictions. The moderate accuracy of prediction of crossbreed performance appears to be a result of the relationship between the crossbreed and its parental lines.
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