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1. Introduction
We will prove a result concerning extendibility of a differentiable function f deﬁned on a closed set F ⊂ Rn to a differ-
entiable function on Rn .
The most known result of this type is the special case of the famous Whitney’s extension theorem (see Theorem W
below) which concerns extendibility to a C1 function on Rn .
In [1], V. Aversa, M. Laczkovich and D. Preiss proved a result concerning extendibility to a differentiable (not necessar-
ily C1) function on Rn (see Theorem ALP below).
Our result (unnumbered Theorem below in this section, proved as Theorem 3.1) is a natural joint generalization of these
two theorems. It can be roughly described as a theorem on extendibility to a differentiable function with preserving the
continuity of the derivative. The proof is a combination of the proofs of the two theorems mentioned above.
Moreover, in the proof we need a reﬁnement of a theorem on (special) extensions of Baire one functions from closed
subsets of metric spaces [1, Theorem 6], which is basic for the proof of Theorem ALP. This reﬁnement (Theorem 2.4), which
is proved using the result of [1] and “ﬁne topology methods” of [9], can be perhaps of an independent interest.
Other results on C1 and differentiable extensions from “thick” subsets of Rn are also proved in Section 4 (Theorem 4.6,
Corollary 4.7 and Proposition 4.10). Short Section 5 is devoted to the one-dimensional case.
In the sequel, we will identify Rn with its dual space (Rn)∗ of all linear functionals on Rn . If v,w ∈ Rn then v · w will
denote the scalar product. The norm in Rn will be denoted by | · |. The open ball with center x ∈ Rn and radius r > 0 will be
denoted by B(x, r). We put B(x,0) := ∅. In a metric space, the symbol der F will denote the set of all accumulation points
of a set F and B1(F ) will denote the set of all Baire one functions on F .
To recall Whitney’s result, the result from [1], and to formulate our result, we need some terminology.
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(i) La is a (Fréchet) derivative of f at a (with respect to F ) if either a ∈ der F and
lim
x→a
x∈F
f (x) − f (a) − La · (x− a)
|x− a| = 0,
or a is an isolated point of F .
(ii) La is a strict derivative of f at a (with respect to F ) if either a ∈ der F and
lim
y→a
x→a
x,y∈F , x=y
f (y) − f (x) − La · (y − x)
|y − x| = 0 (with x = a, y = a allowed), (1.1)
or a is an isolated point of F .
We say that L : F → Rn is a (relative) derivative (resp. strict derivative) of f if L(a) is a derivative (resp. strict derivative)
of f at each a ∈ F .
The term “strict derivative” was possibly ﬁrst used in 1967 by N. Bourbaki in [2] (E.B. Leach [8] in 1961 used the term
“strong differential”). For the case n = 1, the notion dates back to G. Peano (1892) (cf. [11, p. 153]), and in this particular
case, formula (1.1) can be equivalently rewritten to the form
La = limy→a
x→a
x,y∈F , x=y
f (y) − f (x)
y − x .
It is well known and easy to prove that a function f on an open set G ⊂ Rn is strictly differentiable if and only if f ∈ C1(G).
Notation 1.2. Let F ⊂ Rn be a closed set and assume f : F → R and L : F → Rn are given functions. Let K ⊂ F be compact.
For δ > 0, we will denote
K (δ) := sup
{ | f (y) − f (x) − L(x) · (y − x)|
|y − x| : 0< |y − x| δ, x, y ∈ K
}
,
where we put sup∅ := 0.
Theorem W. (See [4, Whitney’s Extension Theorem].) Let F ⊂ Rn be a nonempty closed set, f : F → R and L : F → Rn continuous
functions and let K (δ) → 0 as δ → 0+ for each compact set K ⊂ F . Then there exists a function f : Rn → R such that
(i) f is C1 on Rn,
(ii) f (x) = f (x) and ( f )′(x) = L(x) for x ∈ F .
Theorem ALP. (See [1, Theorem 7].) Let F ⊂ Rn be a nonempty closed set, f : F → R a function and L : F → Rn a derivative of f .
Then f can be extended to an everywhere differentiable function f on Rn such that ( f )′ = L on F if and only if L ∈ B1(F ).
The following theorem is our main result (proved as Theorem 3.1). It generalizes the “if-part” of Theorem ALP and also
easily implies Theorem W (see Remark 3.2).
Theorem. Let F ⊂ Rn be a nonempty closed set, f : F → R a function and L : F → Rn a derivative of f such that L ∈ B1(F ). Then f
can be extended to an everywhere differentiable function f on Rn such that f is C∞ on Rn \ F , ( f )′ = L on F and ( f )′ is continuous
at all points a ∈ F , at which both L is continuous and L(a) is a strict derivative of f at a.
Note that if the derivative of a differentiable function f on Rn is continuous at a ∈ Rn , then it is easy to see (via Mean
Value Theorem) that f is strictly differentiable at a.
2. A result on extensions of Baire one functions
In the proof of Theorem ALP, the authors essentially used their result on extensions of Baire one functions which reads
as follows.
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Then there exists a function g1 : (X \ H) → R such that
lim
x→a
x/∈H
∣∣g1(x) − l(a)∣∣dist(x, H)
(x,a)
= 0
for every a ∈ ∂H.
For the proof of our main theorem, we need a reﬁnement of Theorem EB1 which can be perhaps of some independent
interest. This result (Theorem 2.4) asserts that the extended function from Theorem EB1 can preserve points of continuity.
In its proof, we will use Theorem EB1 and the following “ﬁne topology extension theorem” of [9] which we apply to the
“ﬁne boundary topology” of [9] (see Deﬁnition 2.2).
Theorem 2.1. (See [9, Theorem 3.30].) Let τ be a ﬁne topology on a metric space (X,) having the Lusin–Menchoff property, H ⊂ X
a nonempty τ -closed set, f1 and − f2 -upper semicontinuous functions on X and g0 a -Baire one function on X such that g0|H is
τ -continuous on H and f1  g0  f2 on X. Then there exists a τ -continuous -Baire one function g2 on X such that
(a) g2 = g0 on H,
(b) g2 is -continuous on X \ H,
(c) g2 is -lower semicontinuous at those points of H at which g0|H is -lower semicontinuous, and -upper semicontinuous at
those points of H at which g0|H is -upper semicontinuous,
(d) f1  g2  f2 on X.
Deﬁnition 2.2. (See [9, Section 7.D].) Let H be a nonempty closed subset of a metric space (X,). We deﬁne the ﬁne
boundary topology τH on X by saying that a set G ⊂ X is τH -open if G \ H is -open and
lim
n→∞
dist(xn, H)
(xn, x)
= 0
whenever xn
−→ x, xn /∈ G , x ∈ G ∩ H .
Remark 2.3. The previous deﬁnition of the ﬁne boundary topology τH is a special case of the deﬁnition of ﬁne boundary
topology τ (H,ω) from [9, Section 7.D] with ω(t) = t for t ∈ [0,∞). It is easy to show that τH is actually a topology which
is ﬁner than , coincides with  on X \ H and induces a discrete topology on H . It is slightly more diﬃcult to prove
that τH has the Lusin–Menchoff property (see [9, Theorem 7.19]). We will later also need the following easy fact (cf. [9,
Exercise 7.D.4 (c)]):
Let H be a nonempty closed subset of a metric space (X,) and h an arbitrary function on X. If z ∈ H, then h is τH -continuous at z
if and only if limn→∞ h(zn) = h(z) whenever zn −→ z and there is ε > 0 such that dist(zn,H)(zn,z) > ε.
Theorem 2.4. Let (X,) be a metric space, H ⊂ X a nonempty closed set and l : H → R a Baire one function on H. Then there exists
a function g : (X \ H) → R such that
(i) limx→a, x/∈H g(x) = l(a), if a ∈ ∂H and l is continuous at a,
(ii) limx→a, x/∈H |g(x) − l(a)| dist(x,H)(x,a) = 0 for every a ∈ ∂H.
Proof. By Theorem EB1, we ﬁnd a function g1 : (X \ H) → R such that (ii) (with g := g1) holds.
Further, set
u(x) := lim
r→0+
sup
{
l(t): t ∈ H ∩ B(x, r)}, x ∈ H .
Then u : H → R∗ is nonnegative. Moreover, u is clearly upper semicontinuous and so Z := {x ∈ H: u(x) = ∞} is closed.
Putting v(x) := ∞ for x ∈ H , by Michael’s insertion theorem (see [6, Theorem 3]), there exists a nonnegative continuous
function ϕ : H → R∗ such that
u(x) ϕ(x), x ∈ H and u(x) < ϕ(x) < v(x) = ∞, x ∈ H \ Z .
Applying Michael’s insertion theorem again, there exists a nonnegative continuous function ψ : X → R∗ which extends ϕ
such that 0< ψ(x) < ∞ for x ∈ X \ H .
Set g0 := l on H and g0 := ψ on X \ H . Since H is closed, it is easy to show that g0 is a Baire one function on X . Put
f1 := −ψ , f2 := ψ and let τ denote the ﬁne boundary topology τH on X (see Deﬁnition 2.2). Since τ induces a discrete
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τ -closed. Thus all assumptions of Theorem 2.1 are clearly met and there exists a τ -continuous Baire one function g2 on X
such that g2 = g0 = l on H , g2 is continuous at those points of H at which g0|H = l is continuous and −ψ = f1  g2 
f2 = ψ on X .
Set
V := {x ∈ X \ Z : max{1,ψ(x)}dist(x, H) < dist2(x, Z)}. (2.1)
Since Z is closed and ψ is continuous, we obtain that V is an open set. Put
g := g1 on (X \ H) \ V and g := g2 on (X \ H) ∩ V . (2.2)
First, ﬁx a ∈ ∂H such that l is continuous at a. Since l(a) ∈ R and l is continuous at a, clearly u(a) = l(a) < ∞ and thus
a /∈ Z . Since ψ(a) = ϕ(a) < ∞, we get a ∈ V . Since V is open, g = g2 on V \ H and g2 is continuous at a, we get
lim
x→a
x/∈H
g(x) = lim
x→a
x∈V \H
g(x) = g2(a) = l(a)
and condition (i) is proved.
Now suppose that condition (ii) does not hold. Then, by the choice of g1 and (2.2), there exists a ∈ ∂H such that
limsup
x→a
x/∈H
∣∣g(x) − l(a)∣∣dist(x, H)
(x,a)
= limsup
x→a
x∈(X\H)∩V
∣∣g2(x) − l(a)∣∣dist(x, H)
(x,a)
> 0. (2.3)
We will show that this is impossible, distinguishing between the cases a ∈ Z and a /∈ Z . First observe that, for each x = a,∣∣g2(x) − l(a)∣∣dist(x, H)
(x,a)
ψ(x)dist(x, H)
(x,a)
+ ∣∣l(a)∣∣dist(x, H)
(x,a)
. (2.4)
If a ∈ Z , then dist(x, Z) (x,a), and so (2.1) and (2.4) give
limsup
x→a
x∈(X\H)∩V
∣∣g2(x) − l(a)∣∣dist(x, H)
(x,a)
 limsup
x→a
x∈(X\H)∩V
(
dist2(x, Z)
(x,a)
+ ∣∣l(a)∣∣dist2(x, Z)
(x,a)
)
= 0,
which is a contradiction.
Now suppose a /∈ Z . Then (2.3) easily implies that there exists a sequence {xn}∞n=1 ⊂ (X \ H)∩ V such that limn→∞ xn = a,
limsupn→∞ |g2(xn) − l(a)| dist(xn,H)(xn,a) > 0 and either
lim
n→∞
dist(xn, H)
(xn,a)
= 0, or (2.5)
there exists ε > 0 such that
dist(xn, H)
(xn,a)
> ε for every n ∈ N. (2.6)
If (2.5) holds, observe that ψ(a) = ϕ(a) ∈ R, and so the continuity of ψ , (2.4) and (2.5) imply limsupn→∞ |g2(xn) −
l(a)| dist(xn,H)(xn,a) = 0, which is a contradiction.
If (2.6) holds, observe that g2(a) = l(a). So, since g2 is τ -continuous at a, we obtain limn→∞ |g2(xn) − l(a)| = 0 by
Remark 2.3. Since dist(xn, H) (xn,a), we get limn→∞ |g2(xn) − l(a)| dist(xn,H)(xn,a) = 0, which is a contradiction. 
The following corollary is an easy consequence of the previous theorem.
Corollary 2.5. Let F ⊂ Rn be a nonempty closed set and L : F → Rn a mapping such that L ∈ B1(F ). Then there exists a mapping
A : (Rn \ F ) → Rn such that
(i) limx→a, x/∈F A(x) = L(a), if a ∈ ∂ F and L is continuous at a,
(ii) limx→a, x/∈F |A(x) − L(a)| dist(x,F )|x−a| = 0 for every a ∈ ∂ F .
Proof. Let L(u) = [L1(u), . . . , Ln(u)] for u ∈ F . For every i = 1, . . . ,n, the functions Li : F → R are of Baire class one and, by
Theorem 2.4 (with X = Rn , H = F and l = Li), there are functions gi : (Rn \ F ) → R such that
lim
x→a gi(x) = Li(a), if a ∈ ∂ F and Li is continuous at a
x/∈F
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lim
x→a
x/∈F
∣∣gi(x) − Li(a)∣∣dist(x, F )|x− a| = 0 for every a ∈ ∂ F .
Put A(x) := [g1(x), . . . , gn(x)] for x ∈ (Rn \ F ). Then the mapping A : (Rn \ F ) → Rn has all the desired properties. 
3. Main result and its proof
Our main result is the following.
Theorem 3.1. Let F ⊂ Rn be a nonempty closed set, f : F → R a function and L : F → Rn a derivative of f such that L ∈ B1(F ). Then
there exists a function f : Rn → R such that
(i) f is differentiable on Rn,
(ii) f (x) = f (x) and ( f )′(x) = L(x) for x ∈ F ,
(iii) if a ∈ F , L is continuous at a and L(a) is a strict derivative of f at a, then ( f )′ is continuous at a,
(iv) f is C∞ on Rn \ F .
Proof. For every x ∈ Rn , we set
r(x) := 1
20
min
(
1,dist(x, F )
)
. (3.1)
Further, for every x ∈ Rn \ F , we choose any point x̂ ∈ F such that
|x− x̂ | = dist(x, F ).
Step 1: Locally ﬁnite smooth partition of unity in Rn \ F .
We will use the same locally ﬁnite smooth partition of unity in Rn \ F that is used in the proof of C1-case of
Whitney’s Extension Theorem in [4]. We will not repeat the construction (for details see [4, pp. 245–247]), we only sum-
marize the properties of constructed objects that we will use. Namely, we will need that there exist {x j}∞j=1 ⊂ Rn \ F ,
{φ j}∞j=1 ⊂ C∞(Rn \ F ) and C > 0 such that
Card(Sx) (129)n, (3.2)
1
3
 r(x)
r(x j)
 3 if x j ∈ Sx, (3.3)
0 φ j  1, (3.4)
sptφ j ⊂ B
(
x j,10r(x j)
)
, (3.5)
∞∑
j=1
φ j(x) = 1, (3.6)
∞∑
j=1
φ′j(x) = 0, (3.7)
∣∣φ′j(x)∣∣ Cr(x) (3.8)
for every j ∈ N and x ∈ Rn \ F , where
Sx :=
{
x j: B
(
x,10r(x)
)∩ B(x j,10r(x j)) = ∅}.
(Note that different notation is used in [4]. In particular, U , v j and C3 stand for Rn \ F , φ j and C . Moreover, conditions
(3.2), (3.3), (3.6), (3.7) and (3.8) occur in the construction in [4] explicitly, whereas conditions (3.4) and (3.5) are contained
there only implicitly.)
Step 2: Deﬁnition of the extended function f and a proof of (iv).
Let A : (Rn \ F ) → Rn be the mapping constructed in Corollary 2.5. Deﬁne f : Rn → R by
f (x) :=
{
f (x) if x ∈ F ,∑∞
j=1 φ j(x)[ f (x̂ j) + A(x j) · (x− x̂ j)] if x ∈ Rn \ F .
(3.9)
(Note that the formula (3.9) is taken from [1]. In the deﬁnition of f in [4], L(x̂ j) stands instead of A(x j).)
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( f )′(x) =
∑
x j∈Sx
{
φ j(x)A(x j) + φ′j(x)
[
f (x̂ j) + A(x j) · (x− x̂ j)
]}
(3.10)
for every x ∈ Rn \ F . Consequently, f ∈ C∞(Rn \ F ) and condition (iv) is fulﬁlled.
Step 3: Some elementary estimates.
Let a ∈ F . For arbitrary x ∈ Rn \ F and x j ∈ Sx , by (3.1) and (3.3), we get
|x j − x| 10r(x j) + 10r(x) 40r(x) 2dist(x, F ), (3.11)
|x j − x| 10r(x j) + 10r(x) 40r(x j) 2dist(x j, F ), (3.12)
| x̂− x j| | x̂− x| + |x− x j| dist(x, F ) + 2dist(x, F ) = 3dist(x, F ), (3.13)
|x̂ j − x j| | x̂− x j| 3dist(x, F ),
|x̂ j − x̂ | |x̂ j − x j| + |x j − x̂ | 3dist(x, F ) + 3dist(x, F ) = 6dist(x, F ), (3.14)
|x̂ j − x| |x̂ j − x j| + |x j − x| 3dist(x, F ) + 2dist(x, F ) = 5dist(x, F ), (3.15)
|x̂ j − x| |x̂ j − x j| + |x j − x| dist(x j, F ) + 2dist(x j, F ) = 3dist(x j, F ). (3.16)
Since dist(x, F ) |x− a|, by (3.11) and (3.15), we obtain
|x j − a| |x j − x| + |x− a| 3|x− a|, (3.17)
|x̂ j − a| |x̂ j − x| + |x− a| 6|x− a|, (3.18)
| x̂− a| | x̂− x| + |x− a| 2|x− a|. (3.19)
Step 4: Proof of condition (ii).
It follows directly from the deﬁnition of f that f = f on F . Since ( f )′(a) = L(a) clearly holds for a ∈ Int(F ), we will
further assume that a ∈ ∂ F . Fix ε > 0. By Corollary 2.5 (ii), there exists δ1 > 0 such that∣∣A(t) − L(a)∣∣dist(t, F )|t − a| < ε for every t /∈ F , |t − a| < δ1. (3.20)
Since L(a) is a derivative of f at a (with respect to F ), there exists δ2 > 0 such that∣∣ f (z) − f (a) − L(a) · (z − a)∣∣ ε|z − a| for every z ∈ F , |z − a| < δ2. (3.21)
If x ∈ Rn \ F and |x−a| <min{ δ13 , δ26 }, then, for every x j ∈ Sx , using (3.17) and (3.18) we get |x j −a| < δ1 and |x̂ j −a| < δ2.
Thus by (3.2), (3.4), (3.5), (3.9), (3.16), (3.17), (3.18), (3.20) and (3.21), we obtain∣∣∣∣ f (x) − f (a) − L(a) · (x− a)x− a
∣∣∣∣= |
∑∞
j=1 φ j(x)[ f (x̂ j) + A(x j) · (x− x̂ j) − f (a) − L(a) · (x− a)]|
|x− a|
= 1|x− a|
∣∣∣∣∣
∞∑
j=1
φ j(x)
[
f (x̂ j) − f (a) − L(a) · (x̂ j − a) −
(
L(a) − A(x j)
) · (x− x̂ j)]
∣∣∣∣∣
 1|x− a|
(∑
x j∈Sx
∣∣ f (x̂ j) − f (a) − L(a) · (x̂ j − a)∣∣+ ∑
x j∈Sx
∣∣L(a) − A(x j)∣∣|x− x̂ j|)
 1|x− a|
(∑
x j∈Sx
ε|x̂ j − a| +
∑
x j∈Sx
∣∣A(x j) − L(a)∣∣dist(x j, F )|x j − a| |x− x̂ j|dist(x j, F ) |x j − a|
)
 1|x− a|
(
(129)nε6|x− a| + (129)nε9|x− a|)= 15(129)nε.
Since ε > 0 was arbitrary and L(a) is a derivative of f at a with respect to F , we ﬁnally get
lim
x→a
f (x) − f (a) − L(a) · (x− a)
|x− a| = 0
and so ( f )′(a) = L(a).
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Clearly, the conclusion holds for a ∈ Int(F ) and thus we can further assume that a ∈ ∂ F . For x ∈ Rn \ F , by (3.5), (3.6),
(3.7) and (3.10), we have
( f )′(x) =
∑
x j∈Sx
φ j(x)A(x j) +
∑
x j∈Sx
φ′j(x)
[
f (x̂ j) + A(x j) · (x− x̂ j)
]
=
∑
x j∈Sx
φ j(x)L(a) +
∑
x j∈Sx
φ j(x)
[
A(x j) − L(a)
]
+
∑
x j∈Sx
φ′j(x)
[
f ( x̂ ) + L(a) · (x− x̂ )]
+
∑
x j∈Sx
φ′j(x)
[
f (x̂ j) − f ( x̂ ) − L(a) · (x̂ j − x̂ )
]
+
∑
x j∈Sx
φ′j(x)
[(
L(a) − A(x j)
) · (x̂ j − x)]
= L(a) +
∑
x j∈Sx
φ j(x)
[
A(x j) − L(a)
]
+
∑
x j∈Sx
φ′j(x)
[
f (x̂ j) − f ( x̂ ) − L(a) · (x̂ j − x̂ )
]
+
∑
x j∈Sx
φ′j(x)
[(
L(a) − A(x j)
) · (x̂ j − x)]. (3.22)
Fix ε > 0. By Corollary 2.5 (i), there exists δ1 > 0 such that∣∣A(t) − L(a)∣∣< ε for every t /∈ F , |t − a| < δ1. (3.23)
Since L(a) is a strict derivative of f at a (with respect to F ), there exists δ2 > 0 such that∣∣ f (z) − f (y) − L(a) · (z − y)∣∣ ε|z − y| for every y, z ∈ F , max{|y − a|, |z − a|}< δ2. (3.24)
If x ∈ Rn \ F and |x − a| < min{ δ13 , δ26 ,1}, then, for every x j ∈ Sx , using (3.17), (3.18) and (3.19), we get |x j − a| < δ1,|x̂ j − a| < δ2 and | x̂− a| < δ2. Using |x− a| < 1, we infer from (3.1) and (3.8) that∣∣φ′j(x)∣∣ 20Cdist(x, F )
for every j ∈ N. Thus by (3.2), (3.4), (3.14), (3.15), (3.22), (3.23) and (3.24), we obtain∣∣( f )′(x) − L(a)∣∣ ∑
x j∈Sx
∣∣A(x j) − L(a)∣∣
+
∑
x j∈Sx
∣∣φ′j(x)∣∣∣∣ f (x̂ j) − f ( x̂ ) − L(a) · (x̂ j − x̂ )∣∣
+
∑
x j∈Sx
∣∣φ′j(x)∣∣∣∣L(a) − A(x j)∣∣|x̂ j − x|
 (129)nε + (129)n 20C
dist(x, F )
6dist(x, F )ε
+ (129)n 20C
dist(x, F )
5dist(x, F )ε = [1+ 220C](129)nε.
Since ε > 0 was arbitrary and ( f )′(a) = L(a), ( f )′ is continuous at a.
Since (ii) and (iv) imply (i), the proof is completed. 
Remark 3.2. Theorem 3.1 easily implies the C1-case of Whitney’s extension theorem (see Theorem W in the Introduction).
Indeed, suppose that the assumptions of Theorem W are fulﬁlled. It suﬃces to show that L(a) is a strict derivative of f at
a for every a ∈ F , since then we get the desired extended function f by applying Theorem 3.1.
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the continuity of L at a, there exists ω > 0 such that |L(x) − L(a)| < ε2 for every x ∈ B(a,ω) ∩ F . Put K := B(a,ω) ∩ F . Since
K (δ) → 0 as δ → 0+ , there exists 0< δ0 < ω such that K (δ0) < ε2 . For x, y ∈ B(a, δ0) ∩ F , we get∣∣ f (y) − f (x) − L(a) · (y − x)∣∣ ∣∣ f (y) − f (x) − L(x) · (y − x)∣∣+ ∣∣(L(x) − L(a)) · (y − x)∣∣
 K (δ0)|y − x| +
∣∣L(x) − L(a)∣∣|y − x| ε|y − x|.
Since ε > 0 was arbitrary, L(a) is a strict derivative of f at a.
4. Extension from special closed sets F ⊂Rn
In this section we show that for special closed sets F ⊂ Rn , which have large contingent cones in non-isolated points
(in the sense that condition (C) of Theorem 4.6 is satisﬁed), our main Theorem 3.1 reduces to a substantially simpliﬁed
version (Theorem 4.6). An immediate corollary (Corollary 4.7) of Theorem 4.6 can be considered as a natural n-dimensional
generalization of Whitney’s one-dimensional C1 extension theorem (see Theorem W1 in the next section) and so it is
probably known. However, we were not able to ﬁnd Corollary 4.7 in the literature.
Deﬁnition 4.1. Let H ⊂ Rn and x ∈ Rn . A vector v ∈ Rn is called a tangent vector to H at x if there exist {xk}∞k=1 ⊂ H and{αk}∞k=1 ⊂ [0,∞) such that xk → x and αk(xk − x) → v . The set of all tangent vectors to H at x is called a contingent cone
of H at x and will be denoted by Tan(H, x).
Remark 4.2.
(a) Let H ⊂ Rn and x ∈ Rn . A vector v ∈ Rn is a tangent vector to H at x if and only if lim infr→0+ dist(x+rv,H)r = 0.
(b) Let H ⊂ Rn and x ∈ Rn . It is easy to prove that if v ∈ Tan(H, x) and |v| = 1, then there exists a sequence {xk}∞k=1 ⊂ H
such that xk → x and xk−x|xk−x| → v .
In [1], V. Aversa, M. Laczkovich and D. Preiss proved the following results:
Lemma U. (See [1, Corollary 2].) Whenever H ⊂ Rn and a ∈ H, the following statements are equivalent:
(i) For every function f : H → R differentiable at a, the derivative f ′(a) is determined uniquely.
(ii) Tan(H,a) spans Rn.
Theorem B1. (See [1, Theorem 4 (ii)].) If H ⊂ Rn can be covered by countably many relatively closed subsets Hk such that
inf
{
sup
{∣∣det(v1, . . . , vn)∣∣: v1, . . . , vn unit vectors from Tan(H, x)}: x ∈ Hk}> 0
for each k, then the derivative of every function differentiable on H is a Baire one function on H.
Note that in [1], the authors actually proved Theorem B1 with det(v1, . . . , vn) instead of |det(v1, . . . , vn)|. However their
proof can be modiﬁed in a straightforward way to obtain the result formulated above.
Combining Theorem B1 with Theorem ALP (from the Introduction), we immediately obtain the following corollary (that
is not mentioned in [1] explicitly):
Corollary 4.3. Let F ⊂ Rn be a nonempty closed set that can be covered by countably many relatively closed subsets Fk such that
inf
{
sup
{∣∣det(v1, . . . , vn)∣∣: v1, . . . , vn unit vectors from Tan(F , x)}: x ∈ Fk}> 0
for each k and let f : F → R be a differentiable function. Then f can be extended to an everywhere differentiable function on Rn.
The following easy algebraic lemma will be used in proofs of Lemma 4.5 and Lemma 4.9.
Lemma 4.4. Let L be a linear form onRn such that |L| > ε > 0 and v1, . . . , vn unit vectors inRn satisfying |det(v1, . . . , vn)| > d > 0.
Then there exists i ∈ {1, . . . ,n} such that |L · vi | > dεn .
Proof. Suppose on the contrary that |L · vi |  dεn for every i ∈ {1, . . . ,n}. Since |L| > ε, there exists a unit vector v ∈ Rn
such that |L · v| > ε. Since v1, . . . , vn are clearly linearly independent, there exist λ1, . . . , λn ∈ R such that v =∑ni=1 λi vi .
By Cramer’s rule, λi = det(v1,...,vi−1,v,vi+1,...,vn) for every i ∈ {1, . . . ,n}. Moreover, since v1, . . . , vn, v are unit vectors, usingdet(v1,...,vn)
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|L · v| = |∑ni=1 λi L · vi | < nd dεn = ε, which is a contradiction. 
Lemma 4.5. Let F ⊂ Rn, x ∈ der F , f : F → R and let L be a derivative of f at x. Let |L| > ε > 0, v1, . . . , vn ∈ Tan(F , x) be unit
vectors and |det(v1, . . . , vn)| > d > 0. Then limsupy→x, y∈F | f (y)− f (x)||y−x| > dεn .
Proof. By Lemma 4.4, there exists i ∈ {1, . . . ,n} such that |L · vi | > dεn . Since vi ∈ Tan(F , x) and |vi | = 1, there exist
{xk}∞k=1 ⊂ F such that xk → x and xk−x|xk−x| → vi (cf. Remark 4.2 (b)). It follows by continuity of L that L ·
xk−x|xk−x| → L · vi .
Since L is a derivative of f at x and xk → x, we have | f (xk)− f (x)−L·(xk−x)||xk−x| = |
f (xk)− f (x)|xk−x| − L ·
xk−x|xk−x| | → 0 and so
| f (xk)− f (x)||xk−x| →
|L · vi | > dεn . Consequently, limsupy→x, y∈F | f (y)− f (x)||y−x| > dεn . 
Theorem 4.6. Let F ⊂ Rn be a nonempty closed set, f : F → R a function and let a derivative of f at x exist for every x ∈ der F .
Moreover, let the following condition hold:
(C) for every x ∈ der F there exist rx,dx > 0 such that
inf
{
sup
{∣∣det(v1, . . . , vn)∣∣: v1, . . . , vn unit vectors from Tan(F , y)}: y ∈ der F ∩ B(x, rx)}> dx.
Then there exists a function f : Rn → R such that
(i) f (x) = f (x) for every x ∈ F ,
(ii) f is differentiable on Rn and f is C∞ on Rn \ F ,
(iii) if either a ∈ der F and f is strictly differentiable at a, or a ∈ F \ der F , then ( f )′ is continuous at a.
Proof. To be able to apply Theorem 3.1, we will construct a function L : F → Rn such that L ∈ B1(F ), L(x) is a derivative
of f at x for every x ∈ F and L is continuous at a provided a ∈ F and L(a) is a strict derivative of f at a.
If der F = ∅, it clearly suﬃces to put L(x) := 0 for every x ∈ F .
Further suppose that der F = ∅. For x ∈ der F , the assumptions of the theorem imply that Tan(F , x) spans Rn and thus
the derivative f ′(x) of f at x is uniquely determined by Lemma U. If z ∈ F \ der F , choose yz ∈ der F such that |z − yz| =
dist(z,der F ) and put
z := min
(
dist(z, F \ {z})
3
,
|z − yz|2
max(1, | f ′(yz)|)
)
. (4.1)
Let H := der F ∪⋃z∈F\der F B(z,z). Note that all B(z,z) are pairwise disjoint and relatively closed in H . Using condi-
tion (C), Lindelöf property of der F and countability of F \ der F , it is easy to show that H can be covered by countably
many relatively closed subsets Hk such that
inf
{
sup
{∣∣det(v1, . . . , vn)∣∣: v1, . . . , vn unit vectors from Tan(H, x)}: x ∈ Hk}> 0 (4.2)
for each k. We will construct a differentiable function g : H → R such that g extends f . Put g(x) := f (x) for x ∈ F and
g(x) := g(z) + f ′(yz) · (x − z) for x ∈ B(z,z), whenever z ∈ F \ der F . It is easy to see that this deﬁnition is correct and
g is differentiable at each point of H \ der F . Let a ∈ der F . We show that f ′(a) is a derivative of g at a. Clearly, f ′(a) is
a derivative of g at a with respect to F . Fix ε > 0. There exists δ0 > 0 such that |g(z) − g(a) − f ′(a) · (z − a)|  ε2 |z − a|
whenever z ∈ B(a, δ0) ∩ F . Now consider arbitrary 0 < δ < δ02 and x ∈ (H \ F ) ∩ B(a, δ). There exists (unique) z ∈ F \ der F
such that |x − z| < z . By (4.1), it follows that 3z  |z − a| < |x − a| + z and thus |z − a| < 32 |x − a| < δ0. Further, recall
that yz ∈ der F fulﬁlls |z− yz| = dist(z,der F ) and so, by (4.1), max(1, | f ′(yz)|)|x− z| <max(1, | f ′(yz)|)z  dist2(z,der F )
|z−a|2 < 94 |x−a|2 < 94 δ|x−a|. By these inequalities and the deﬁnition of g , we have |g(x)− g(z)| | f ′(yz)||x−z| < 94 δ|x−a|.
Therefore∣∣g(x) − g(a) − f ′(a) · (x− a)∣∣ ∣∣g(z) − g(a) − f ′(a) · (z − a)∣∣+ ∣∣g(x) − g(z)∣∣
+ ∣∣ f ′(a) · (z − a) − f ′(a) · (x− a)∣∣
 ε
2
|z − a| + ∣∣ f ′(yz)∣∣|x− z| + ∣∣ f ′(a)∣∣|x− z|
<
(
3ε
4
+ 9(1+ | f
′(a)|)
4
δ
)
|x− a|.
Thus, for suﬃciently small δ > 0, we obtain |g(x)− g(a)− f ′(a) · (x−a)| ε|x−a| and so f ′(a) is a derivative of g at a. Put
L(x) := g′(x) for x ∈ F . By Theorem B1 and (4.2), g′ is a Baire one function on H and so L : F → Rn is a Baire one function
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and L(a) is a strict derivative of f at a. The continuity of L at points of F \ der F is obvious. Let a ∈ der F and suppose that
L(a) is a strict derivative of f at a. Without loss of generality we can assume that L(a) = 0 (otherwise we would consider
f˜ (u) = f (u) − L(a) · u and L˜(u) = L(u) − L(a) instead of f and L). Fix ε > 0. Since 0 is a strict derivative of f at a, there
exists 0 < δ < ra such that | f (y) − f (z)| daεn |y − z| whenever y, z ∈ B(a, δ) ∩ F , where ra,da > 0 are as in condition (C).
Let x ∈ B(a, δ2 ) ∩ F be arbitrary. We show that |L(x)|  ε. For the contrary suppose that |L(x)| > ε. If x ∈ F \ der F , put
tx := yx where yx is deﬁned as above (i.e. yx ∈ der F and |x − yx| = dist(x,der F )). If x ∈ der F , set tx := x. In both cases,
tx ∈ der F ∩ B(a, δ) and L(tx) = L(x). Hence |L(tx)| > ε. If tx = a then we get a contradiction immediately. Otherwise, by
condition (C), there exist unit vectors v1, . . . , vn ∈ Tan(F , tx) such that |det(v1, . . . , vn)| > da . Applying Lemma 4.5, we get
limsupy→tx, y∈F
| f (y)− f (tx)|
|y−tx| >
daε
n . Therefore we can ﬁnd y ∈ B(a, δ) ∩ F such that | f (y) − f (tx)| > daεn |y − tx|, which is
a contradiction.
Finally, applying Theorem 3.1 (with F , f and L), we obtain a function f : Rn → R. It is easy to check that f has all the
desired properties. 
An immediate consequence of Theorem 4.6 is the following simply formulated C1 extension result.
Corollary 4.7. Let F ⊂ Rn be a nonempty closed set, f : F → R a function and let a strict derivative of f at x exist for every x ∈ der F .
Moreover, let the following condition hold:
(C) for every x ∈ der F there exist rx,dx > 0 such that
inf
{
sup
{∣∣det(v1, . . . , vn)∣∣: v1, . . . , vn unit vectors from Tan(F , y)}: y ∈ der F ∩ B(x, rx)}> dx.
Then there exists a C1 extension of f on Rn.
Assuming in Corollary 4.7 that Tan(F , x) spans Rn for every x ∈ der F instead of stronger condition (C), it is possible
to prove the existence of a differentiable extension of f (see Proposition 4.10). However, under this weaker assumption,
it is not possible to prove the existence of a continuously differentiable extension of f (see Example 4.14 where even
condition (C) is violated at merely one point). The rest of this section is devoted to the proof of these two facts.
Deﬁnition 4.8. Let H ⊂ Rn and x ∈ Rn . A vector v ∈ Rn is called a paratangent vector to H at x if there exist {xk}∞k=1, {yk}∞k=1 ⊂
H and {αk}∞k=1 ⊂ R such that xk → x, yk → x and αk(xk − yk) → v . The set of all paratangent vectors to H at x is called
a paratingent cone of H at x and will be denoted by Ptg(H, x).
Note that clearly Tan(H, x) ⊂ Ptg(H, x) for every H ⊂ Rn and x ∈ Rn .
The following simple lemma is an analogue of Lemma 4.4 for strict derivative and paratingent cone instead of derivative
and contingent cone.
Lemma 4.9. Let F ⊂ Rn, x ∈ der F , f : F → R and let L be a strict derivative of f at x. Let |L| > ε > 0, v1, . . . , vn ∈ Ptg(F , x) be unit
vectors and det(v1, . . . , vn) > d > 0. Then limsupy→x, z→x, y,z∈F , y =z | f (y)− f (z)||y−z| >
dε
n .
Proof. By Lemma 4.4, there exists i ∈ {1, . . . ,n} such that |L · vi | > dεn . Since vi ∈ Ptg(F , x) and |vi | = 1, there exist
{yk}∞k=1, {zk}∞k=1 ⊂ F such that yk, zk → x and yk−zk|yk−zk | → vi . It follows by continuity of L that L ·
yk−zk|yk−zk | → L · vi . Since
L is a strict derivative of f at x and yk, zk → x, we have | f (yk)− f (zk)−L·(yk−zk)||yk−zk | = |
f (yk)− f (zk)|yk−zk | − L ·
yk−zk|yk−zk | | → 0 and so| f (yk)− f (zk)||yk−zk | → |L · vi | > dεn . Consequently, limsupy→x, z→x, y,z∈F , y =z
| f (y)− f (z)|
|y−z| >
dε
n . 
Proposition 4.10. Let F ⊂ Rn be a nonempty closed set, f : F → R a strictly differentiable function and let Tan(F , x) span Rn for
every x ∈ der F . Then there exists a differentiable extension of f deﬁned on Rn.
Proof. Let L : F → Rn be a strict derivative of f on F . Note that L is uniquely determined on der F by Lemma U (and L(x)
can be chosen arbitrarily for x ∈ F \ der F ). By Theorem ALP from the Introduction, it is suﬃcient to prove that L is a Baire
one function on F .
Let m ∈ N be ﬁxed and denote
Fm :=
{
x ∈ der F : sup{det(v1, . . . , vn): v1, . . . , vn unit vectors from Ptg(F , x)} 1
m
}
.
Using the deﬁnition of paratingent cone and a standard compactness “subsequence” argument, it is easy to prove that Fm
is closed. Next, we show that L is continuous on Fm . Let a ∈ Fm be arbitrary. Without loss of generality we can assume
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whenever y, z ∈ B(a, δ) ∩ F . Let x ∈ B(a, δ2 ) ∩ Fm be arbitrary. It suﬃces to show that |L(x)|  ε. For the contrary suppose
that |L(x)| > ε. Since x ∈ Fm , there exist unit vectors v1, . . . , vn ∈ Ptg(F , x) such that det(v1, . . . , vn) > 12m . By Lemma 4.9,
we get limsupy→x, z→x, y,z∈F , y =z | f (y)− f (z)||y−z| >
ε
2mn . Hence we can ﬁnd y, z ∈ B(x, δ2 ) ∩ F ⊂ B(a, δ) ∩ F , y = z, such that
| f (y)− f (z)| > ε2mn |y− z|, which is a contradiction. Hence L is continuous on Fm . Since Tan(F , x) spans Rn and Tan(F , x) ⊂
Ptg(F , x) for every x ∈ der F , it follows that der F =⋃∞m=1 Fm . Let C ⊂ Rn be a closed set. Then
L−1(C) = ((F \ der F ) ∩ L−1(C))∪ ∞⋃
m=1
(
L−1(C) ∩ Fm
)
.
Since each L−1(C) ∩ Fm is closed and F \ der F is countable, we conclude that L−1(C) is an Fσ set, and so L is a Baire one
function on F . 
We omit the obvious proof of the following easy fact.
Lemma 4.11. Let H ⊂ Rn and x ∈ Rn. Let A : Rn → Rn be an aﬃne mapping of the form A = a + L where a ∈ Rn and L : Rn → Rn is
linear. Then L(Tan(H, x)) = Tan(A(H), A(x)) and L(Ptg(H, x)) = Ptg(A(H), A(x)).
The next lemma uses Glaeser’s example from [5].
Lemma 4.12. Let T be the closed triangle in R2 with vertices (0,0), (1,0), (0,1). There exists a perfect set P ⊂ T such that (0,0) ∈ P ,
Tan(P , z) spans R2 for every z ∈ P , Ptg(P , z) = {(0, t): t ∈ R} ∪ {(t,0): t ∈ R} for every z ∈ P and x1 + y1 = x2 + y2 whenever
(x1, y1), (x2, y2) are different points in P .
Proof. Let P be the set constructed by G. Glaeser in [5, Example 1], i.e.
P :=
{
(x, y) ∈ [0,1]2: x =
∞∑
i=1
α(i)
1
2(2i)2
, y =
∞∑
i=1
β(i)
1
2(2i+1)2
for some α,β ∈ {0,1}N
}
.
Then P ⊂ T , P is clearly perfect and it is easy to show that Ptg(P , z) = {(0, t): t ∈ R} ∪ {(t,0): t ∈ R} for every z ∈ P (we
refer the reader to [5, Example 1] for a sketch of the proof of this easy fact). Obviously, (0,0) ∈ P .
It is also easy to check that Tan(P , z) spans R2 for every z ∈ P . Indeed, let z = (∑∞i=1 α(i) 12(2i)2 , ∑∞i=1 β(i) 12(2i+1)2 ) for
some α,β ∈ {0,1}N . If β(i) = 0 for inﬁnitely many i ∈ N, it is clear that (0,1) ∈ Tan(P , z). In the opposite case, clearly
(0,−1) ∈ Tan(P , z). Similarly, either (1,0) ∈ Tan(P , z) or (−1,0) ∈ Tan(P , z).
Let (x1, y1), (x2, y2) ∈ P be arbitrary points such that x1 + y1 = x2 + y2. There exist α1, β1,α2, β2 ∈ {0,1}N such that∑∞
i=1 α1(i) 12(2i)2 +
∑∞
i=1 β1(i) 12(2i+1)2 =
∑∞
i=1 α2(i) 12(2i)2 +
∑∞
i=1 β2(i) 12(2i+1)2 . Using clear facts about dyadic expansions, we
conclude that α1 = α2 and β1 = β2. Therefore (x1, y1) = (x2, y2). 
Lemma 4.13. Let 0< s < 1. Put T (s) := {(x, y) ∈ R2: 0 x s, |y| sx}. There exists a nonempty perfect set F (s) ⊂ T (s) such that
(0,0) ∈ F (s),
(i) Tan(F (s), z) spans R2 for every z ∈ F (s),
(ii) |y2 − y1| s|x2 − x1| whenever (x1, y1), (x2, y2) ∈ F (s).
Proof. Let M : R2 → R2 denote the aﬃne mapping that maps the closed triangle with vertices (0,0), (1,0), (0,1) onto T (s)
so that M((0,0)) = (0,0), M((1,0)) = (s,−s2) and M((0,1)) = (s, s2). Put P (s) := M(P ), where P is the set constructed in
Lemma 4.12.
Clearly, P (s) is a nonempty perfect subset of T (s) and (0,0) ∈ P (s). Moreover, by Lemma 4.11, Tan(P (s), z) spans R2
for every z ∈ P (s) and Ptg(P (s), z) = {t(1, s): t ∈ R} ∪ {t(1,−s): t ∈ R} for every z ∈ P (s). The last assertion of Lemma 4.12
says that, for any different p1, p2 ∈ P , the segment p1p2 is not parallel to the segment (1,0), (0,1), and so the segment
M(p1)M(p2) is not parallel to the y axis. Thus
x1 = x2 whenever (x1, y1), (x2, y2) are different points from P (s). (4.3)
We will show that there exists c > 0 such that |y2 − y1|  c|x2 − x1| whenever (x1, y1), (x2, y2) ∈ P (s). Supposing the
contrary, by (4.3), there exist sequences {(xn1, yn1)}∞n=1, {(xn2, yn2)}∞n=1 ⊂ P (s) such that∣∣yn − yn∣∣/∣∣xn − xn∣∣→ ∞. (4.4)2 1 2 1
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n
1) → (x1, y1) and (xn2, yn2) → (x2, y2), where (x1, y1), (x2, y2) ∈ P (s).
We obtain that x1 = x2 by (4.4), and so y1 = y2 by (4.3). Thus (x1, y1) = (x2, y2) and (4.4) clearly implies that (0,1) ∈
Ptg(P (s), (x1, y1)), which is a contradiction.
Setting A((x, y)) := (x,min(1, sc )y), it is easy to check that F (s) := A(P (s)) has all the desired properties. 
Example 4.14. There exist a nonempty perfect set F ⊂ R2 and a strictly differentiable function f : F → R so that Tan(F , p)
spans R2 for every p ∈ F and f cannot be extended to a continuously differentiable function deﬁned on R2.
Proof. For n ∈ N, put sn := 4−n and Fn := (sn,0)+ F (sn), where F (sn) is as in Lemma 4.13. Further, put F := ((−∞,0]×R)∪⋃∞
n=1 Fn . For (x, y) ∈ F , set f (x, y) := 0 if x 0 and f (x, y) := y if x > 0. Using Lemma 4.13 (i), it is easy to see that F is
perfect and Tan(F , p) spans R2 for every p ∈ F . Further, f is clearly strictly differentiable at each p ∈ F \ (0,0). To prove
strict differentiability of f at (0,0) (with strict derivative (0,0)), consider n ∈ N and two different points p1 = (x1, y1),
p2 = (x2, y2) in B((0,0), sn) ∩ F such that x1  x2. We will distinguish several possible cases.
If x1  x2  0, then | f (p2)− f (p1)|/|p2 − p1| = 0. If x1  0< x2, then p2 ∈ F (sk) for some k > n. So | f (p2)| = |y2| (sk)2
and |p2 − p1|  |x2 − x1|  sk . Consequently, | f (p2) − f (p1)|/|p2 − p1|  sk < 4−n . If 0 < x1  x2, then p1 ∈ F (sk) and
p2 ∈ F (sl) for some n < l k. If l = k, then Lemma 4.13 (ii) implies | f (p2)− f (p1)|/|p2− p1| |y2− y1|/|x2−x1| sk < 4−n .
If l < k, then |y2| (sl)2, |y1| (sk)2 < (sl)2 and |x2 − x1| sl/2. Consequently,∣∣ f (p2) − f (p1)∣∣/|p2 − p1| |y2 − y1|/|x2 − x1| 2(sl)2
2−1sl
= 4sl  4−n.
So we easily obtain that (0,0) is a strict derivative at (0,0).
Finally, suppose on the contrary that there exists a continuously differentiable extension f : R2 → R of f . Since Tan(F , x)
spans R2 for every x ∈ F , the derivatives f ′(0,0) = (0,0) and f ′(sn,0) = (0,1) (n ∈ N) are uniquely determined by Lemma U.
So ( f )′(0,0) = (0,0) and ( f )′(sn,0) = (0,1), which yields a contradiction, since (sn,0) → (0,0). 
Remark 4.15. Let F be a nonempty perfect set constructed in the previous example. An easy computation shows that
condition (C) is satisﬁed for every x ∈ F \ (0,0).
5. One-dimensional case
The next theorem is an almost immediate reformulation of [14, Theorem I] for the case m = 1.
Theorem W1. Let F ⊂ R be a closed set and f : F → R a function. Then f can be extended to a C1 function on R if and only if there
exists a strict derivative of f at x for every x ∈ der F .
The following theorem contains a classical result about extending a differentiable real function from a closed subset of R
to a differentiable function on R. It was proved by V. Jarník in [7] for the case of perfect sets (in a stronger form with
preservation of ﬁnite Dini derivatives). For arbitrary closed sets it was proved by J. Marˇík in [10] (even with some additional
estimates for the derivative of the extended function). Other versions of this theorem can be found in [13] and [12].
Theorem JM. Let F ⊂ R be a closed set and f : F → R a function differentiable with respect to F at every point of der F . Then there
exists a differentiable extension of f on R.
The following result is a natural joint generalization of Theorem W1 and Theorem JM. Since, for n = 1, the condition (C)
from Theorem 4.6 is clearly satisﬁed, it is an immediate consequence of Theorem 4.6. However, we present also a sketch of
an alternative proof (based directly on Theorem 3.1), which is essentially simpler than the proof of Theorem 4.6. Note that
this proof uses Theorem JM instead of Theorem B1.
Theorem 5.1. Let F ⊂ R be a nonempty closed set, f : F → R a function and let the derivative f ′(x) := limy→x, y∈F f (y)− f (x)y−x exist
for every x ∈ der F . Then there exists a function f : R → R such that
(i) f (x) = f (x) for every x ∈ F ,
(ii) f is differentiable on R and f is C∞ on R \ F ,
(iii) ( f )′(x) = f ′(x) for every x ∈ der F ,
(iv) if either a ∈ der F and f ′(a) is a strict derivative of f at a, or a ∈ F \ der F , then ( f )′ is continuous at a.
Sketch of proof. Since the assumptions of Theorem JM are met, there exists a differentiable function g : R → R such that
g(x) = f (x) for x ∈ F and g′(x) = f ′(x) for x ∈ der F . It is well known that g′ ∈ B1(R) and so f ′ ∈ B1(der F ).
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of f at x for every x ∈ F and L is continuous at a provided a ∈ F and L(a) is a strict derivative of f at a. Put L(x) :=
f ′(x) for x ∈ der F . If x ∈ F \ der F , we distinguish two cases. If both sets (−∞, x) ∩ F and (x,∞) ∩ F are nonempty,
we put L(x) := f (y2)− f (y1)y2−y1 where y1 = max((−∞, x) ∩ F ) and y2 = min((x,∞) ∩ F ). Otherwise, we put L(x) := 0. Since
f ′ ∈ B1(der F ) and F \ der F is countable, it is easy to prove that L ∈ B1(F ). Clearly, L(x) is a derivative of f at x for every
x ∈ F (cf. Deﬁnition 1.1 (ii)). Supposing that a ∈ F and L(a) is a strict derivative of f at a, it is easy to show that L is
continuous at a.
Applying Theorem 3.1 (with F , f and L), we obtain a function f : R → R. It is easy to check that f has all the desired
properties. 
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