Abstract-We consider the uniqueness of solutions to underdetermined linear systems in terms of a single element of the unknown vector, and given prior information such as nonnegativity. In particular we consider the effect of linear inequality constraints on the solution, and formulate conditions in terms of convex optimization theory. We apply these conditions to the concept of resolution, defining it as the size of a region who's average value may be uniquely determined. We consider optimization problems for estimating resolution cells which allow us to include prior information in the form of these inequality constraints. We demonstrate the computation of element-wise and data-dependent resolution estimates which take into account constraints on the system and sparsity of the unknowns.
I. INTRODUCTION
I N this paper we use optimization theory and algorithms to address the problem of solving underdetermined linear systems of equations for inverse problems. We start with the system Ax = b, where A is the (known) m × n system matrix, b is measured data, and x is the unknown vector we would like to estimate. We are particularly interested in how our knowledge about x changes as we include additional information in the form of linear inequality constraints.
A key issue in dealing with such systems is the question of when x may be uniquely determined. First and foremost it is necessary for the system Ax = b to be compatible, that is to say at least one solution must exist [23] . We will assume this is true throughout this paper. When there is no additional information, a case we will refer to as the equality-constrained case, then for example we can uniquely determine the true x if A is nonsingular. Otherwise some form of regularization is needed to find a solution.
The case where x is regularized to have minimal one-norm (average of absolute values of elements) has received a great deal of interest. In large part this is because the problem of finding the minimum one-norm solution can be formulated as a linear program [17] , [10] , [22] , [11] , [26] , and linear programs can be solved very efficiently [12] , [3] . We will refer to this as the L1-regularized case. This in turn is extremely interesting because under the right conditions (properties of A in addition to sufficient sparsity of x) the L1-regularized solution is unique and is equal to the optimally sparse solution (e.g. [18] , [16] , [7] ). These conditions for uniqueness come in several forms, such as the restricted isometry property [7] , the null-space property [18] , and geometric properties related to the neighborliness of polytopes [16] , [19] , [29] . We will relate the approach used here to the geometric perspective, which might be viewed as a dual form of uniqueness conditions, similar to [29] . Keith Dillon and Yeshaiahu Fainman are with the University of California, San Diego.
Systems with the constraint that x be non-negative (i.e. x ≥ 0), which we will refer to as the non-negative case, have received increased interest recently due to their relationship to the above L1-regularized case [20] , [4] , [32] , [27] , [31] , [5] , [6] . Conditions have been found for the matrix A such that if the true value of x is sparse enough, x may be uniquely determined [4] , [32] , [31] , [5] , [6] . Note that this is not a regularized result, but rather may be viewed as a generalization of the nonsingularity condition from the equality-constrained case. An additional necessary condition that arises in the non-negative case is that the rowspace of A must intersect the positive orthant [31] , which we showed in [14] to be equivalent to the condition that finite bounds may be found for all elements of the unknown x. To understand this consider an equality-constrained case where Ax = b is underdetermined. The set of all possible solutions x forms an affine subspace and it will not be possible to find bounds for all elements of x. But if we include additional information in the form of non-negativity constraints, the set of all possible solutions is the intersection of this affine space with the non-negative orthant, forming a polytope [34] . This polytope may or may not be finite in size (e.g one may be able to find a hypercube containing the polytope). If the rowspace of A intersects the positive orthant, the polytope will always have a finite extent with finite bounds on the possible ranges each element may take.
Sparsity of x and non-negativity constraints x ≥ 0 are related of course in that a sparse x has many of these non-negativity constraints active. Non-negativity conditions on x may be replaced with more general linear inequality constraints, e.g. Dx ≥ d for which non-negativity is a special case with D = I and d = 0. Box constraints on x are another special case that has received much more limited interest [28] , [21] .
In all the above results, uniqueness of the solution refers to situation where the set of possible solutions x contains only a single point, i.e. the set is a singleton. In this paper we will instead consider the question of when a chosen single element of x is uniquely determined. This has a number of advantages. First, a single element takes on only scalar values, obviously, which is well-suited to optimization formulations. Second, element-wise results provide additional information about the problem for cases where the solution set is not a singleton. In such cases, some elements may still be uniquely determined while other elements are not. For structured systems this may occur quite often, particularly if one is attempting to get the maximum available information about the solution of an inverse problem.
A special class of structured systems is those in which the known vector b is essentially a lower resolution version of the unknown vector x. In such problems A (i.e. the system) is thought of as having some resolution cutoff above which information about x is lost. Clearly the concept of resolution itself is closely related to uniqueness. Most literally, resolution denotes the smallest spatial scale below for which details may be discerned in an image. This might be measured in practice by measuring the minimum distance between two points such that they can still be differentiated, the so-called Rayleigh criterion [24] . In terms of the uniqueness problems introduced above, we will define the resolution as the size of a region (i.e. a resolution cell) who's average value may be uniquely determined.
The problem of estimating x given a lower-resolution representation is of course known as super-resolution. There are a variety of super-resolution techniques. The techniques of interest here are those that employ forms of additional information such as non-negativity [9] , sparsity [33] , [15] , or smoothness constraints [2] . Indeed, the uniqueness problems discussed above, such as estimation of x given a sparsity assumption, might be described as super-resolution [15] . In [8] the authors define a super-resolution factor as a ratio between the resolution of an achievable higher-resolution sampling of the signal and that of the (lower resolution) collected samples. However when the additional information used is a true statement about the unknown, e.g. non-negativity constraints which might be known to hold for physical reasons, we should view such information on an equal footing as the linear system itself. We have a combined system of equations and inequalities to solve, not simply a linear system. To ignore the known inequalities when estimating resolution yields a result just as wrong as if we ignored them when estimating the true signal. From this perspective, the resolution that may be achieved given the additional information is the true system resolution. As the ability to find unique solutions in these cases may depend on x itself, for example its sparsity, we might say the resolution of the system is data-dependent. Further, the resolution can be defined on an element-wise basis as well, as we will demonstrate, given the ability to test element-wise uniqueness.
As an example, consider the case where we are attempting to solve for an x consisting of only a single non-zero element. Clearly, if this level of sparsity is known a priori then one can easily find the true x even with a very low resolution measurement, for example by finding the peak. We might say, then, that this system can achieve very high resolution for this particular sparse x. Ultimately of course there would come a point where the resolution is so low (hence A is so poorlyconditioned) that noise will dominate the results. Such issues are beyond the scope of this paper, but we will also suggest how they may be approached with the optimization problems used here.
In this paper we will give the conditions for a single element of x to be uniquely determined, provide optimization problems to test these conditions, then relax these problems to find resolution cells for which uniqueness holds. The uniqueness conditions we derive will be related to those cited above for the geometric perspective (neighborliness of polytopes), and we will point out the relationship, but the conditions will also be applicable to a single element at a time. We will also generalize the results to arbitrary linear constraints. This will allow us to provide resolution estimation results on an element-wise basis and with general constraints. We will start in the next section by reviewing the case of an equality-constrained system. Then we will give the conditions for a non-negative system and we will relate this to the case of the L1-regularized unconstrained case (e.g. basis pursuit). We will then generalize the conditions to the case of general linear inequality constraints. Finally we will show how the conditions may be relaxed to produce a data-dependent estimate of resolution and provide two simulated example. The first example will essentially consider super-resolution via prior information, the second will analyze a simulation of a tomography system with limited data.
II. BOUNDS
The starting point for our approach is optimization problems to solve for bounds on each element of x. When we refer to bounds on an element, we imply the maximum and minimum on the widest possible range that element may take, given the system and data we have. We assume the data b is noise-free and the range of the bounds results purely from the fact that the system is underdetermined. The bounds of the k th element of a solution to a system are the scalar values given by Eqs.
(1) and (2).
The set F is the set of all solutions to the system in question, which we will also refer to as the feasible set. For example in the case of the linear system, Ax = b, we have
We will refer to this system as the equality-constrained case. In this paper, bold upper-case letters denote matrices, while italicized upper-case letters denote sets. Bold lower-case letters denote vectors while italicized lower-case letters denote scalars. A bold "0" or "1" denotes a vector of appropriate length containing all zeros or ones, respectively. When we consider the k th element of a n × 1 vector x, which we write as x k , k may be any value in the range {1, 2, . . . , n}, i.e. it may denote any element of x.
We will always assume F is nonempty, so it either contains a unique x (i.e. F is a singleton) or an infinite number of solutions. However even in the case of an infinite number of solutions, some of the elements of x may be restricted by the system to only take on a single value. For such elements, we expect the bounds described above to be equal. Throughout this paper, by "equal bounds" we will imply the situation where
, always in a context of considering some element k.
Theorem 1. For the compatible equality-constrained system, the necessary and sufficient condition for equal bounds is that a solution y can be found to Eq. (4).
The vector e k is a vector of zeros except for a one at the k th element.
Proof. Eq. (4) states that e k is in the rowspace of A, which means it is perpendicular to all vectors in the nullspace of A. So e T k p = p k = 0 for every p ∈ N (A), i.e. such that Ap = 0. Any two feasible x ∈ F EC , say x and x will have x − x = p ∈ N (A). And since p k = x k − x k = 0, x k can only take on a single unique value. Conversely, if there is no solution to Eq. (4), then e k has a component in N (A), and x k can be increased or decreased without bound using this component as a descent direction in N (A). This is the same as the condition for finite bounds to exist for this case [14] . The condition states that we can find a linear combination of elements of the known vector b such that we can retrieve x k , since
If this condition is fulfilled for all n elements of x, then each solution y provides a row of the left inverse of A and we can invert the linear system to solve for x. Now we consider the system with the added constraint of x non-negative, which we will refer to as the non-negative case.
The problem of finding the bounds (i.e. solving Eqs. (1) and (2)) can be addressed by the linear programming problems of Eqs. (7) and (8).
In this case the question of existence of bounds (in particular the upper bound) and the question of whether the bounds are equal can have different answers. Clearly that the bounds exist is a necessary condition for equal bounds. The requirement for finite bounds to exist for x k as discussed in [14] is that a solution y may be found to Eq. (9).
This is the generalization of Eq. (4) to the non-negative case, but only in terms of the existence of finite bounds (in particular a finite upper bound, the lower bound always exists due to nonnegativity). We consider whether the bounds are equal in the next section.
III. UNIQUE NON-NEGATIVE CASE
We can relate the non-negative case to the equalityconstrained case by separating out the inequality constraints we know to be active. We form the set of elements of indices of x we know to be zero Z b = {i|x (max) i = 0}. Note that other elements may be zero in the true x, but Z b contains only the elements we can prove to be zero given b. For all other indices, which we designate as S b =Z b , we can find a positive feasible value. In other words, for j ∈ S b we can find a x ∈ F with x j > 0. We can find all elements bounded to be zero with a single nonlinear optimization problem,
Note that this problem solves for the densest x, which is a much easier problem than finding the sparsest x. If we approximate the zero-norm with a p-norm for p < 1 then the objective would be concave over the non-negative orthant and we are seeking its maximum. This is equivalent to minimizing a convex objective. Once we have solved for S b (for example as the indices of positive elements of x * above) we can restrict the problem to those dimensions in S b and form the system
where A S contains only the columns of A corresponding to i ∈ S b , and x S the corresponding subset of x. Now we consider any positive feasible vector x (+) which solves this system. At x (+) , there are no active non-negativity constraints on x S so the only way an element may be uniquely determined given our data is if the conditions of Eq. (3) hold for this system,
To understand this case better, we consider the dual of the linear program for the maximum bound from Eq. (7). The dual can be written as
When the optimal value of the objective of Eq. (7) is zero, then the maximum for x k is zero. Obviously the minimum here must be zero also due to the non-negativity constraint, so the bounds are equal and zero. We may use strong duality to say we have a dual optimal which is also zero, and hence we have a y * that fulfills the following conditions,
Geometrically, we can view the set {b | b = Ax, x ≥ 0}, the set of non-negative combinations of the columns of A, as a convex cone. The assumption that our non-negative system is compatible (in this case that Ax = b, x ≥ 0 has at least one solution x) means that b is in the cone. The condition A T y * ≥ e k may be relaxed to give the necessary condition that A T y * ≥ 0, y = 0, which requires a y describing a hyperplane containing the entire cone in one halfspace. Given that we have assumed b is in the cone, this means y * describes a supporting hyperplane for the cone, since it requires the hyperplane to contain at least one point in the cone and it must also contain the cone in one halfspace. The intersection of a supporting hyperplane with a cone is a face of the cone, and so these conditions imply that b must be in a face of the cone.
Further, the k th row of the condition A T y * ≥ e k is the inequality a T k y * ≥ 1. Since any positive scaling of y * would also have b T y * = 0, this can also be written as the condition a T k y * > 0. Geometrically, this condition requires that a k , the k th column of A, not be contained in the face containing b. So the maximum value of x k will be zero if a face of the cone of A can be found that does not contain a k but does contain b. And y is the normal vector which defines the hyperplane containing this face. We can further see how this geometric condition relates to sparsity of the vector x. An active non-negativity constraint x i = 0 is implied via complementary slackness from a slack dual constraint a T i y * > 0. This is an element-wise version of the geometric conditions for uniqueness as in [20] for non-negative constraints. For example if the cone formed by non-negative linear combinations of the columns of A was k-neighborly, then all b formed by a sufficiently-sparse x must be in a face. We got to this perspective by considering the dual of the optimization problems for bounds, so in a sense the above geometric conditions may be viewed as the dual feasibility conditions for optimality. But here we only considered the case when the bounds were equal and zero (i.e. the maximum bound of Eq. (7) was zero). In the next section we address optimality conditions like these conditions more generally.
IV. GENERAL EQUAL-BOUND CONDITIONS
We define the gap between the k th bounds as
. We may solve for δ k using the individual linear programs above, or we may combine them to form the linear program of Eq. (16). 
If we assume the primal problem of Eq. (17) has an optimal solution, then we can use strong duality to get conditions for equal bounds. Eq. (18) is the extension of Eq. (4) to nonnegative x for uniqueness.
The first equation enforces the constraint that the objective of Eq. (17), and by strong duality the objective of Eq. (16), is zero.
Defining the set U k as the solutions to system of Eq. (18), we can test uniqueness of the k th element of x with the feasibility problem,
We can similarly derive conditions for more general inequality constraints. If we have the feasible set of Eq. (20) ,
Then by forming the combined linear program to solve for the gap we can derive the conditions of Eq. (21) for bounds to be equal.
By defining A, D, b, and d in Eq. (20) appropriately we may reproduce the conditions for the equality-constrained and non-negative cases. Another example is box constraints, defined as the system
where d min and d max are vectors defining the box. We can formulate this as Eq. (20) with the definitions
Theorem 2. The bounds on x k for x ∈ F N N or x ∈ F M are equal if and only if there exists a (y, y ) or (y, y , z, z ) such that the system of Eqs. (18) or (21), respectively, can be solved.
Proof. Here we focus on the non-negative case, the proof for the general case is the same but with the appropriate primal and dual linear programs. First note that δ (max) k ≥ 0, since if we had a feasible x and x such that x k − x k < 0, then by the symmetry of the system we could swap x and x and have a x k − x k > 0. Hence the maximum is non-negative. Now, for the forward direction we start from the dual. If y and y exist which solve Eqs. (18), then they must be the optimal solution to the linear program of Eq. (17), since via weak dualityδ
The converse can be seen by starting with the primal problem. Equal bounds means δ (max) k = 0, and hence the primal problem of Eq. (16) is feasible and bounded which means the dual problem of Eq. (17) is also feasible and bounded, and further we can use strong duality to sayδ
A. L1 Regularization
Because of it's importance we will quickly review how the basis pursuit problem of Eq. (25) relates. The L1-regularized equality-constrained case (i.e. basis pursuit) is a special case of non-negative constraints. The basis pursuit result is
In this case we are interested in the uniqueness of the solutions in the following set,
This is equivalent to the following non-negative system,
With the definitionsÂ
This can be seen by defining x =x (1) −x (2) , wherex
We relate bounds found using the feasible set of Eq. (27) to the bounds for the set of Eq. (26) by noting that at the minimum, where we get α as the optimal for Eq. (25),x (1) andx (1) are complementary. If they were not, we could take advantage of this fact to reduce the minimum of x 1 =x (1) +x (2) further.
V. ELEMENT-WISE RESOLUTION
Now we will consider an application of the dual conditions which have been derived. When bounds are not equal the element of interest cannot be uniquely determined given the system and data we have. In imaging terms, the pixel represented by the element in question can not be resolved. But for some systems, it is possible to find a representation with larger pixels, which we refer to as "resolution cells", who's values can be uniquely determined. So here we suggest a definition of system resolution based on the size of the most compact region that may be uniquely resolved, and we give optimization problems to estimate it.
The dual variables y may be viewed as a filter which, when applied to the data, computes the desired unknown element as in Eq. (5). If we cannot find this dual solution y, then we seek a lower resolution approximation for which we can find a solution. We relax the conditions by replacing e k with c in the bounds problems of Eqs. (1) and (2), yieldinḡ
and we seek a c that is as localized around x k as possible, under the constraint that the bounds on our lower-resolution estimatesx An example is shown in Fig. 1 . The ideal maximumresolution resolution cell is only nonzero at the k th element (i.e. ideally, c = e k itself), while the estimate for a case with unequal bounds has some spread about the k th element. We can combine the last two conditions into the inequality constraints e k ≤ c ≤ 1. The first condition, c concentrated near c k , we address with a weighted objective as in the following optimization problem for the equalityconstrained case
where W (k) is a weighting matrix which increasingly weights values away from k in order to enforce compactness.
Theorem 3. If we find a resolution cell c * k which is a minimizer solving Eq. (33), then the bounds on the resolution cell are equal.
Proof. The proof is essentially the same as the forward direction of the Proof of Theorem 1, with c replacing e k . The constraint A T y = c states that c is in the rowspace of A, which means it is perpendicular to all vectors in the nullspace of A. So c T p = 0 for every p ∈ N (A). Any two feasible x ∈ F EC , say x and x , will have x − x = p ∈ N (A). The ojective whether minimizing or maximizing will always be c T x = c T (x + p ) = c T x , and hence the bounds will be equal.
There may be many possible resolution cells depending on the heuristic chosen for the objective. Further it may not be possible to find a feasible c * k , so the conditions of Eqs. (32) may need to be relaxed.
A. Bounds Gap
For systems with inequality constraints, we may also have finite gaps between the maximum and minimum bound on an element. Rather than requiring that the bounds be equal, i.e.
, we can relax the requirement to
This is interesting for two reasons. First it allows flexibility in the problem to deal with numerical precision, model errors, and noise in the data. And more generally, it allows a tradeoff between the size of the resolution cell, and a confidence interval on its value. We might increase our confidence in the location estimate of a source of measured signal (i.e. the resolution), at a cost of reducing our confidence in the value of that source strength. In a case where the non-zero values are known to be approximately a constant value, say spikes always of the same approximate size, the gap allows us to set a threshold.
For the non-negative system the objective of Eq. (17) would become
And the optimization problem for the best resolution cell for the nonnegative case is Proof. Again we focus on the non-negatively constrained case. The general case is the same but with general inequality constraints on the primal and dual linear programs. Computation of a minimizer c * k for the problem of Eq. (36) implies we also have a y * and y * which provide a feasible point for the problem analogous to Eq. (17), but with c * k replacing e k . The objective takes a value b T (y * − y * ) ≤ . And by weak duality this means a feasible point for the primal problem analogous to Eq. (16) (again with c * k replacing e k ) can be found with the objective c * T
, which is the gap on bounds for our resolution cell.
VI. SIMULATION To demonstrate the resolution estimate we first simulated a system which convolves the input vector with a Gaussian then downsamples, with n = 100 and m = 20. The convolution kernel is shown in Fig. 2 .
The topic of system condition and sensitivity is beyond the scope of this paper, but for the simulation we address them with two techniques. First we will eliminate singular values of the matrix A below a cutoff of one percent of the max singular value (and so set small singular values to zero). And second, we allow a small gap in the bounds as described in the previous section. The test input is shown in Fig. 3 and the simulated measurement is shown in Fig. 4 . We used CVX [25] , [1] to solve the linear programs for this system. The bounds were estimated with this data and the results are shown in Fig. 5 for the non-negative case. We also estimated the bounds given box constraints of 0 ≤ x k ≤ 0.3, k = 1 . . . n, and the results are given in Fig. 6 .
The resolution functions c * k were estimated for each element of x for the different cases (equality-constrained, non-negative, and box-constrained). The L1 norm (sum of absolute values of the elements) was used as the norm in the objectives, and a weighting W k that increased linearly away from the k th pixel. For the non-negative and box-constrained problems, a gap of 0.01 was used as .
Examples of c * k are given in Figs. 7 and 8 for k = 35 and k = 77. For the non-negative case, we see that where x is sufficiently sparse, the optimization finds c * k = e k , so maximum resolution in achieved. In the denser region of x, the non-negative result reduces to the equality-constrained result. The interpretation of the equality-constrained result is relatively intuitive. For a resolution cell to be uniquely-determined, it must include all other elements that the element of interest (the k th ) is dependent on. The goal of our optimization problem is to find the fewest other elements possible. Hence the resolution cell essentially reproduces the span of the convolution kernel. But when a combination of constraints and sparsity mean neighboring elements (normally averaged with x k ) cease to be relevant to x k , they do not need to be included in the resolution cell. Hence the effective resolution becomes higher but is data-dependent. We estimated the element-wise resolution by computing the full width at half maximum for each c * k . The results are plotted in Fig. 9 . Next we simulated a tomography system with limited views. We used the Shepp-Logan phantom [30] of size 101 × 101 shown in Fig. 10 . We simulated the 35 projections shown in Fig. 11 , representing an undersampling of about one half. There are 7521 unknown pixel values (the inscribed circular region in a 101 × 101 square) but only 35 × 101 = 3535 measurement values. Each projection corresponds to a slice in the Fourier domain, or k-space, via the projection-slice theorem [13] , and the spectral region occupied by these measurements is given in Fig. 12 . In Fig. 13 we given the mean-squared estimate of the image given these projections, and in Fig. 14 the non-negative least-squared (NNLS) estimate. Finally we show the resolution cells estimated at multiple locations using both the equality-constrained (Fig. 15 ) and non-negatively constrained (Fig. 16) approaches. The resolution cells are added together into single images, as each resolution cell is relatively compact about the element k for which it is computed. For the non-negatively constrained case, we see that perfect resolution is achieved in the exterior region where the image is zero, while only small improvements are achieved in the interior.
VII. DISCUSSION
In this paper we considered the conditions for each element of an underdetermined linear system to be uniquely determined, and extended the results to include additional linear inequality constraints as well as a relaxations to provide a tradeoff between sample value and resolution. First we reviewed the conditions for the equality-constrained system (i.e. the linear system with no additional constraints) to be bounded for an element, which is the same as the condition for the bounds to be equal for that element. Then we looked at the non-negatively constrained case and noted the relationship to geometric conditions for uniqueness based on dual variables. Based on this idea we formulated the conditions for the bounds to be equal in terms of the dual variables, and showed how it can be extended to arbitrary linear inequality constraints. Finally, we considered that when the conditions for equal bounds were not met, we could relax the problem to find the best possible "resolution cell" for which a relaxed set of conditions were met, and we simulated examples of this with different constraints on the unknown.
The resolution cell estimate is very interesting as it yields a data-dependent result. This result depends on the sparsity of the elements which are mixed with our element of interest. In the case of more general inequality constraints, sparsity would be replaced with number of active constraints. For the first simulated case, essentially a low-pass filter, this mixing is localized so a concentrated resolution estimate makes sense. For more arbitrary systems a concentrated resolution cell may not be achievable, though as the second simulation demonstrated, a tomography system with equally-spaced angular measurements results in concentrated resolution cells also, though even the equality-constrained resolution is spatiallyvarying.
One could imagine a variety of ways to estimate the most compact resolution cell for each pixel. The L1 norm was used here as it demonstrated a reasonable ability to produce a sparse result, which is clearly desirable. One could also imagine other approaches to optimize the resolution cell, such as simply testing various sized cells with the uniqueness conditions. The weighting can also be increased with distance at a higher rate than the linear-with-distance approach used here, and can incorporate a hard cutoff at some maximum distance.
The extension to noisy and nonlinear problems is relatively straightforward, at least in theory. We compute the dual of the analogous bounds problems to get the conditions which, via weak duality, give us an estimate of resolution cells given some gap. Of course the question of which problems may be solved efficiently becomes an issue.
