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Abstract
This is the necessary and sufficient conditions to the regularity of solution of elliptic problems on non
smooth domains in R3 . I study a boundary value problem for elliptic partial differential equation.
I study the regularity of solution to the problem in non smooth domain. I obtain the necessary and
sufficient conditions of the problem to belong to Cm+2+α.
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1. Introduction
The regularities of the solutions on nonsmooth domains are typically described in terms of usual
Sobolev spaces and the asymptotic expansions where the solutions are decomposited into regular
and singular parts (see [1-12]).
In engineering applications many problems in R3 are characterized by partial differential equa-
tions with piecewise analytic data such as nonsmooth domains, abruptly changes of types of bound-
ary conditions, piecewise analytic coefficients and boudary conditions, etc., for instance, the physical
domains of structral mechanical problems often have edges and vertices, interfaces between di?erent
materials and material cracks [13-15]. The solutions of these problems have strong sin- gularities at
the edges and vertices and around the cracks, which make the conventional numerical approximation
extremely difficult and inefficient. Hence comprehensive study on the regularity of the solutions of
elliptic problems in R3 with piecewise analytic data is of great significance not only for theoretical
reasons but also for the desigh of effective computations and the optimal convergence of numerical
method for these problems [16-20].
? E-mail: Gharibmusa@gmail.com
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These regularity results are important and useful for the regularity theory for elliptic problems
on nonsmooth domains and for solving these problems by conventional numerical approaches. But
these results do not characterize sufficiently the class of solutions of the problems in applications.
The conformal mapping and boundary value problems for harmonic functions; see, Lubuma [21],
Maz’ya [22] or Maz’ya [23] was the earliest impetus. And the physical applications; examples can
be found in [24], [25] and other standard monographs see also [26] and [27]. Also those problems
play a role in numerical analysis, particulary in the study of the accuracy of finite element and finite
difference approximation, acceleration of convergence, general convergence analysis, subtraction of
singularities and other numerical techniques [28].
Theorem
Consider the initial Dirichlet problem
4u− ut = f(x, y, t), (x, y, t) ∈ Ω, (1)
u(x, y, 0) = K(x, y),
u|Γ0 = φ(y, t) 0n Γ0 × J
u|Γ0 = ψ(r, t) 0n Γω × J (2)
where r = (x2 + y2)
1
2 ·
The necessary and sufficient conditions for the solutions of problem (1) - (2) to belong to
Cm+2+α(Ω) are:
(i) f(x, y, t) ∈ Cm+α(Ω¯), φ(y, t) ∈ Cm+2+α(Γ0 × J) and ψω(r, t) ∈ Cm+2+α(Γ1 × J)
(ii) φ(y, 0) = K(0, y) φ(0, t) = ψ(0, t)
(iii) ψ(γq)ω = (−1)γφγq0 +
γq∑
p=2
{
p
2∑
j=1
[
p
2−j∑
k=0
(−1)k(k+j−1j−1 )(γqp ) · cosγq−p ω sinp ωP (p−2k−2j,γq−p+2k)j−1 −
(−1)γ+k(
[p
2]
j ) · φγq−2kj ]}, γ = 1, 2, . . . , [
m+ 2 + α
q
].
The necessity of conditions (i) and (ii) is obvious. To prove the necessity of condition (iii), we
notice that
2
u(γq)ω (r, t) =
γq∑
p=0
(γqp ) cos
γq−p ω sinp ω u(p,γq−p)(x, y, t),
and form equation (5) we obtain
u(γq)ω (r, t) = cos
γq ωu(0,γq)(x, y, t) + (γq1 ) cos
γq−1 ω sinω u(1,γq−1)(x, y, t)+
γq∑
p=2
(γqp ) cos
γq−p ω sinp ω[
p
2∑
j=1
p
2−j∑
k=0
(−1)k(k+j−1j−1 )f (p−2k−2j,γq−p+2k)j−1 (x, y, t)−
p
2∑
k=0
(−1)k(
p
2
k )u
(p−2 p2−2j,γq−p+2k)
k (x, y, t)] = Lf −
γq
2∑
p=0
(γq2p) cos
γq−2p ω sin2p ω
p
2∑
k=0
(−1)k(
p
2
k )u
(0,γq−2k)
k
−
γq
2∑
p=1
(−1)p−1(γq2p−1) cosγq−2p+1 ω sin2p−1 ω
p
2∑
k=0
(−1)k(
p
2
k )u
(1,γq−2k)
k
ψγqω = Lf −
p
2∑
k=0
(−1)γ+k(
p
2
k )φ
(0,γq−2k)
k ,
where (cosω + i sinω)γq = (−1)γ and
Lf =
γq∑
p=2
p
2∑
j=1
p
2−j∑
k=0
(−1)k(γqp )(k+j−1j−1 ) cosγq−p ω sinp ωf (p−2k−2j,γq−p+2k)j−1 .
Proof
The sufficiency of the conditions depends on a constructed function (c.f. lemma 2). This function
is constructed to remove the discontinuities at the boundary Γ0. These discontinuities are appeared
where we continue the solution by symmetry across the boundary Γ0. The new boundary functions
and right hand side of the equation are then shown to satisfy the compatibility condition (7′). By
repeating this process we can extend the domain until the angle is pi, with the boundary function
belonging to Cm+2+α.
We first prove
Lemma 1.
By the function f(x, y, t) ∈ Cm+α(Ω¯), we can construct functions f?p (x, y, t), P = 0, 1, · · · ,m,
defined on the whole plane and having the properties.
I. f?p (0, y, t) =
∂pf(0,y,t)
∂xp , 0 ≤ y ≤ a, t ≥ 0,
II. f?p (−x, y, t) = f?p (x, y, t),
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III. f?p (x, y, t) ∈ Cm−p+α(Ω¯),
IV. xi
∂jf?p (x,y,t)
∂xj1∂yj2∂tj3
∈ Cm−p−j+i+α(Ω¯), i ≥ j,
V.
∂2j1+j3f?p (0,y,t)
∂x2j1−2i∂y2i∂tj3 = A
p
j
∂2j1+j3f?p (0,y,t)
∂x2j1∂tj3
, 0 ≤ y ≤ a, Apj > 0.
Proof
For simplicity we prove the lemma only for p = 0, the same proof can be used for p = 1, 2, · · · ,m.
Consider an averaging kernel K(s) ∈ C∞, −∞ < s <∞, with the properties
(a) K(s) ≥ 0 if | s |< 1, K(s) = 0 if | s |≥ 1,
(b) K(s) is an even function,
(c)
∫∞
−∞K(s)ds = 1.
Setting f(x, y, t) = 0 if (x, y, t) /∈ Ω¯, we define f?(x, y, t) = f?0 (x, y, t) as follows
f?(x, y, t) =
∫ ∞
−∞
K(s)f(0, y − xs, t− xs)ds. (3)
Setting η = y − xs, ξ = t− xs, using the mean value theorem, we obtain from (3)
f?(x, y, t) =
∫ 1
−1
K(s)f(0, y−xs, t−xs)ds = f(0, y−xs0, t−xs0)
∫ 1
−1
K(s)ds = f(0, y−xs0, t−xs0),
(4)
where s0 ∈ (−1, 1). Letting x tends to zero we obtain property I.
Changing s to −s in (3), and noting that K(s) is even, we obtain property II.
It is clear that f?(x, y, t) ∈ Cα(Ω¯), for
|f?(x2, y2, t2)− f?(x1, y1, t1)| ≤
∫ 1
−1
K(s)|f(0, y2 − x2s, t2 − x2s)− f(0, y1 − x1s, t1 − x1s)|ds
≤ B{[(y2 − x2s)− (y1 − x1s)]2 + [(t2 − x2s)− (t1 − x1s)]2}α2 .
But (a− sb)2 ≤ (2(a2 + s2b2) ≤ 2(a2 + b2), |s| ≤ 1.
Then
(|f?(x2, y2, t2)− f?(x1, y1, t1)| ≤M [(x2 − x1)2 + (y2 − y1)2 + (t2 − t1)2]α2 , .
where
∫ 1
−1K(s)ds = 1, and for any K ≤ m,
∂kf?(x, y, t)
∂xk1∂yk2∂tk3
=
∫ ∞
−∞
∂k1+k2K(s)
∂xk1∂yk2
∂k3
∂tk3
f(0, y − sx, t− sx)ds
=
∫ ∞
−∞
∂k1K(s)
∂xk1
[
∂k2+k3
∂ηk2∂ξk3
f(0, y − sx, t− sx)]ds (5)
4
=∫ ∞
−∞
K(s)(−s)k1
k1∑
i=0
(k1i )
∂k1
∂ηk1−i∂ξi
∂k2+k3
∂ηk2∂ξk3
f(0, y − sx, t− sx)ds,
and this may be shown as before to belong to Cα(Ω¯. This proves property III. Equation (5) may be
written as
∂kf?(x, y, t)
∂xk1∂yk2∂tk3
=
∫ ∞
−∞
K(s)(−s)k1
k1∑
i=0
(k1i )
∂k1
∂ηk1−i∂ξi
(−x)−(k2+k3) ∂
k2+k3
∂sk2+k3
f(0, η, ξ)ds
∫ ∞
−∞
K(s)(−s)k1(−x)−k ∂
k
∂sk
f(0, η, ξ)ds.
Then
xk
∂kf?(x, y, t)
∂xk1∂yk2∂tk3
= (−1)k2+k3
∫ ∞
−∞
K(s)(s)k1
∂k
∂sk
f(0, η, ξ)ds,
which, after integrating by parts k times, gives
xk
∂kf?(x, y, t)
∂xk1∂yk2∂tk3
= (−1)k1
∫ 1
−1
dk
dsk
[K(s)(s)k1 ]f(0, η, ξ)ds, (6)
where
[
dk−n
dsk−n
[K(s)(s)k1 ]
∂n−1
∂sn−1
f(0, η, ξ)]1−1 = 0, n = 1, 2, · · · , k, k(s) = 0, |s| ≥ 1.
As before this may be shown to belong to Cm+α(Ω¯)
i.e. xk ∂
kf?(x,y,t)
∂xk1∂yk2∂tk3
∈ Cm+α(Ω¯).
Property IV follows since
∂i−j
∂xi1∂yi2∂ti3
(xi
∂jf?(x, y, t)
∂xj1∂yj2∂tj3
) =
i∑
k=j
βkx
k ∂
kf?(x, y, t)
∂xk1∂yk2∂tk3
,
where xk ∂
kf?(x,y,t)
∂xk1∂yk2∂tk3
∈ Cm+α(Ω¯), then xi ∂
jf?p (x,y,t)
∂xj1∂yj2∂tj3
∈ Cm−p−j+i+α(Ω¯), i ≥ j
From (11) we obtain
∂kf?(x, y, t)
∂xk1∂yk2∂tk3
=
∫ ∞
−∞
[K(s)(−s)k1 ][
k∑
j=0
(kj )
∂kf(0, η, ξ)
∂ηk−j∂ξj
]ds,
∴ ∂
2k1+k3f?(x, y, t)
∂x2k1−2i∂y2i∂tk3
= [
k∑
j=0
(kj )
∂kf(0, y − xs0, t− xs0)
∂ηk−j∂ξj
]
∫ 1
−1
[K(s)(s)2k1−2i]ds
= αk−i[
k∑
j=0
(kj )
∂kf(0, y − xs0, t− xs0)
∂ηk−j∂ξj
],
where s0 ∈ (−1, 1) and, αk =
∫ 1
−1[K(s)(s)
2k]ds > 0.
Letting x tends to zero we obtain
5
∂2k1+k3f?(0, y, t)
∂x2k1−2i∂y2i∂tk3
= αk−i[
k∑
j=0
(kj )
∂kf(0, y, t)
∂yk−j∂tj
],
put i = 0, then
∂2k1+k3f?(0, y, t)
∂x2k1−2i∂y2i∂tk3
= A0k
∂2k1+k3
∂x2k1∂t
k3
f(0, y, t).
From this, property V follows with A0k =
αk−i
αk
, 0 < A0k < 1. Then the lemma is proved.
Lemma 2.
There exist functions gp(x, y, t) ∈ Cm+2+α(Ω¯), p = 0, 1, . . . ,m with the property that
(4− ∂
∂t
)gp =
xp
p!
f (p,0,0)(0, y, t) +
n−1∑
j=0
n−1−j∑
k=0
apkjx
p+2+2k+2j{ ∂
2k
∂x2k
[f (p,0,j+1)(0, y, t)−
f?
(p,0,j+1)
(0, y, t)]}+ o(xm),
where apkj are some constants.
Proof.
We construct gp(x, y, t) as follows
gp(x, y, t) =
n∑
j=0
n−j∑
k=0
apkjx
p+2+2k+2j ∂
2k
∂x2k
[f?
(p,0,j)
(x, y, t)],
where ap0j =
1
(p+2+2j)! , and we fined the other coefficients a
p
kj by induction
4gp = x
p
p!
f?
(p,0,0)
(x, y, t) +
2xp+1
(p+ 1)!
∂
∂x
f?
(p,0,0)
(x, y, t) +
xp+2
(p+ 2)!
[
∂2f?
(p,0,0)
∂x2
+
∂2f?
(p,0,0)
∂y2
]
+ap10[(p+ 4)(p+ 3)x
p+2 ∂
2f?
(p,0,0)
∂x2
+ . . .] +4
n∑
k=2
apk0x
p+2+2k ∂
2k
∂x2k
[f?
(p,0,0)
(x, y, t)]+
xp+2
(p+ 2)!
f?
(p,0,0)
(x, y, t) +
2xp+3
(p+ 3)!
∂
∂x
f?
(p,0,1)
(x, y, t) +
xp+4
(p+ 4)!
[
∂2f?
(p,0,1)
∂x2
+
∂2f?
(p,0,1)
∂y2
]
+ap11{(p+ 6)(p+ 5)xp+4
∂2f?
(p,0,1)
∂x2
+ 2(p+ 6)xp+5
∂3f?
(p,0,1)
∂x3
+ xp+6[
∂4f?
(p,0,1)
∂x4
+
∂4f?
(p,0,1)
∂y4
]}
+4{
n−1∑
k=2
apk1x
p+4+2k ∂
2k
∂x2k
[f?
(p,0,1)
(x, y, t)] +
n∑
j=2
n−j∑
k=0
apkjx
p+2+2k+2j ∂
2k
∂x2k
[f?
(p,0,j)
(x, y, t)]}.
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Expanding the functions involved and using the properties of f?p (x, y, t) we obtain
4gp = x
p
p!
[f
(p,0,0)
(0, y, t) +
x2
2!
∂2
∂x2
f
(p,0,0)
(0, y, t) + · · · ] + 2x
p+1
(p+ 1)!
[
x∂2f
(p,0,0)
(0, y, t)
∂x2
+ · · · ]
+
(1 +Ap1)x
p+2
(p+ 2)!
[
∂2
∂x2
f
(p,0,0)
(0, y, t) + · · · ] + ap10[(p+ 4)(p+ 3)xp+2
∂2f
(p,0,0)
(0, y, t)
∂x2
+ . . .]
+
xp+2
(p+ 2)!
[f
(p,0,1)
(0, y, t) +
x2
2!
∂2
∂x2
f
(p,0,1)
(0, y, t) + · · · ] + 2x
p+3
(p+ 3)!
[
x∂2f
(p,0,1)
(0, y, t)
∂x2
+ · · · ]
+
(1 +Ap1)x
p+4
(p+ 4)!
[
∂2
∂x2
f
(p,0,1)
(0, y, t) + · · · ] + ap11[(p+ 6)(p+ 5)xp+24
∂2f
(p,0,1)
(0, y, t)
∂x2
+ . . .]
+4{
n∑
k=2
apk0x
p+2+2k ∂
2k
∂x2k
[f
(p,0,0)
(x, y, t)] +
n−1∑
k=2
apk1x
p+4+2k ∂
2k
∂x2k
[f?
(p,0,1)
(x, y, t)]
+
n∑
j=2
n−j∑
k=0
apkjx
p+2+2k+2j ∂
2k
∂x2k
[f?
(p,0,j)
(x, y, t)]}.
We choose ap10 such that the coefficient of x
p+2 ∂
2f
(p,0,0)
(0,y,t)
∂x2 vanishes, and then we choose a
p
11
from the relation
1
2!(p+ 2)!
+
2
(p+ 3)!
+
(1 +Ap1)
(p+ 4)!
+ (p+ 5)(p+ 6)ap11 = a
p
10.
Suppose now that ap10, a
p
20, · · · , ap(s−1)0 have been already found, such that the coefficients of
xp+2k ∂
2f
(p,0,0)
(0,y,t)
∂x2 , k = 1, 2, · · · , s − 1 vanish and then we choose apk,j+1, k = 1, 2, 3, · · · , s − 2 −
j & j = 0, 1, 2, · · · , s− 2 such that
1
(2k)!(p+ 2 + 2j)!
+
2
(2k − 1)!(p+ 3 + 2j)! +
(1 +Ap1)
(2k − 2)!(p+ 4)!+
j+k−1∑
i=j
{[ (p+ 6 + 2i)(p+ 5 + 2i)
(2k + 2j − 2i− 2)! +
2(p+ 6 + 2i)
(2k −−2i− 3)! +
(1 +Ap1−j+2)
(2k + 2j − 2i− 4)! ]a
p
i−j+1,j+1} = apk,j .
Then ∆gp(x, y, t) may be written as
∆gp(x, y, t) =
xp
p!
f
(p,0,0)
(0, y, t) + αsx
p+2s ∂
2s
∂x2s
f
(p,0,0)
(0, y, t)
+4
n∑
k=s
apk0x
p+2+2k ∂
2k
∂x2k
[f?
(p,0,0)
(x, y, t)] +
s−2∑
j=0
s−2−j∑
k=0
apkjx
p+2+2k+2j ∂
2k
∂x2k
[f
(p,0,j+1)
(x, y, t)]
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+∆
n∑
j=s
n−j∑
k=0
apkjx
p+2+2k+2j ∂
2k
∂x2k
[f?
(p,0,j)
(x, y, t)] +O(xp−2+2s).
Choosing aps0 =
−αs
(p+2s+2)(p+2s+1) , the coefficient of x
p+2s ∂2s
∂x2s f
(p,0,0)
will vanish and then choose
apk,j+1, where k = 1, 2, 3, · · · , s− 1− j & j = 0, 1, 2, 3, · · · , s− 1.
Then, we get
∆gp(x, y, t) =
xp
p!
f
(p,0,0)
(0, y, t) +
n−2∑
j=0
n−1−j∑
k=0
apkjx
p+2+2k+2j ∂
2k
∂x2k
[f
(p,0,j+1)
(0, y, t)] +O(xm).
Noting that
n∑
j=0
n−j∑
k=0
Apkj =
n∑
j=0
n−1−j∑
k=0
Apkj +
n−1∑
j=0
Apn−j,j +A
p
0n.
Then, the proof of lemma is complete.
We now complete the proof of the theorem. In Ω¯ we define a function φ(x, y, t) ∈ Cm+2+α(Ω¯),
that coincides on x = 0 with ψ(y, t) i.e.
φ(x, y, t)|
Γ0
= ψ(y, t).
The function V (x, y, t) = u(x, y, t)− φ(x, y, t) satisfies in Ω the Dirichlet problem
∆V − Vt = g?(x, y, t),
V = ψ?(x, t) on Γω,
V = φ1(y, t) = 0 on Γω,
where
R(x, y, t) = ∆φ− φt,
g?(x, y, t) = f(x, y, t)−R(x, y, t),
ψ?(r, t) = ψ(r, t)− ξ(r, t).
Then R ∈ Cm+α(Ω¯), ξ(0, t) = ψ(0, t), and form the compatibility condition (III), we get
ξ(υq)ω = LR−
[ p2 ]∑
k=0
(−1)υ+k([
p
2 ]
k )φ
0,υq−2k
k . (7)
Then the functions g?(x, y, t), ψ? and φ1 satisfy the compatibility conditions
ψ?
(υq)
ω = Lg
?. (8)
8
Thus to prove the theorem, it is sufficient to consider the problem
∆U − Ut = f(x, y, t), U |Γω = ψ(r, t), U |Γ0 , (9)
where f and ψ satisfy the compatibility condition
ψ
(υq)
ω = Lf, (10)
consider the function g(x, y, t) ∈ Cm+2+α(Ω¯) given by g(x, y, t) =
∑m
p=0 gp(x, y, t), where gp(x, y, t)
are the function constructed in lemma 2. Now
(∆− ∂
∂t
) = R?,
R?(x, y, t) =
m∑
p=0
{x
p
p!
f
(p,0,0)
(0, y, t) +
n−1∑
j=0
n−1−j∑
k=0
apkjx
p+2+2k+2j ∂
2k
∂x2k
[f
(p,0,j+1)
(0, y, t)
−f?(p,0,j+1)(x, y, t)]}+O(xm). (11)
Consider the function V (x, y, t) = U(x, y, t)−g(x, y, t). This function satisfies in Ω the initial Dirichlet
problem
∆V − Vt = h(x, y, t), where
h(x, y, t) = f(x, y, t)−R?(x, y, t),
V = ψ?(x, t) = ψ(x, t)− g(x, 0, t) on Γ1.
Since for the function g(x, y, t) ∈ Cm+2+α(Ω¯) we can prove that
g(υq)ω (0, t) = LR
? −
[ p2 ]∑
k=0
(−1)υ+k([
p
2 ]
k )g
0,υq−2k
k (0, 0, t). (12)
From (11) and g(x, y, t) = O(x2), we have
g(0,2υ)r (0, y, t) = 0, υ = 1, 2, 3, · · · , n+ 1, r = 0, 1, 2, 3, · · · ,m+ 2, and
ψ(υq)ω (0, t)− g(0,υq)ω (0, 0, t) = L(f −R?),
h(x, y) and ψ? satisfy the compatibility condition (10), which may now be written in the form
ψ?
(υq)
ω (0, t) = 0, υ = 0, 1, · · · , [
m+ 2 + α
q
]. (13)
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Consider now the sector of cylinder Ω, bounded by the two planes (Y1×J), Y1 = {y : y = x cotω}
and (Y2 × J), Y2 = {y : y = x cotω} and the surface y = r(x, t). In Ω1 we define the functions
u1(x, y, t) and f1(x, y, t) as follows
u1(x, y, t) =

V (x, y, t) if (x, y, t) ∈ Ω¯
−V (−x, y, t) if /∈ Ω¯,
f1(x, y) =

h(x, y, t) if (x, y, t) ∈ Ω¯
−h(−x, y, t) if /∈ Ω¯.
In Ω1, u1(x, y, t) ∈ C2 and f1(x, y, t) ∈ Cm+α ¯(Ω) and
∆u = f1(x, y, t), (14)
10
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