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Abstract
This project has made new findings regarding the role of computational fluid 
dynamics (CFD) in understanding flow and dispersion.
This portfolio of new results arising from the application of CFD methods to 
atmospheric flows on process plants has increased the confidence that can be put 
in CFD to model certain classes of atmospheric flows. Using comparisons of 
results to full scale and wind tunnel measurements, it was found that CFD 
provides numerous benefits over other approaches, although an appreciation of its 
limitations when applied to atmospheric modelling is required. Key issues when 
using CFD have been investigated, in particular those arising when modelling 
atmospheric flow and dispersion. This has also led to the discovery of situations 
and flows where CFD methods are not appropriate. A method for modelling a 
congested region as a volume of homogenous porosity has been developed, and 
with reference to full scale measurements, we found that this method can reliably 
reduce the complexity of a problem.
We have found that CFD can fill gaps in our understanding of atmospheric flow 
and dispersion, and in applications involving their prediction. It can complement 
and supplement full-scale and wind- tunnel scale experiments, and in some 
situations it can provide an alternative. It can guide and validate the use of simpler 
models and inform experimental and theoretical work required to develop simpler 
models. New, more accurate and efficient methods of hazard assessment have 
been developed and demonstrated. The role of CFD in these new approaches is 
now clear.
Improvements to the health, safety and environmental performance of gas, oil and 
chemicals companies can be realized from this work by
• Guiding and validating full scale measurement strategies and improving 
the interpretation of this data into emission fluxes
• Guiding the use of simpler models that are necessary for risk assessments 
of hazardous gas concentrations
• Using the new explosion hazard assessment methods that have been 
pioneered, which are designed to assess both likelihood and severity
• Using the new CFD technique that has been developed for screening out 
‘hazardous’ plant designs, which strikes a balance between over­
simplification and unfeasible levels of detail.
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1. Introduction
The prediction of near-field atmospheric dispersion is of utmost importance for 
many environmental, health and safety reasons. The dispersion of any harmful 
emissions, whether they be domestic, industrial or mobile, needs to be predicted 
accurately in order to identify the relative importance of sources that are 
impacting receptors and focus emission reduction efforts on the most important 
sources. Existing prediction techniques are not sufficiently reliable over the full 
range of relevant applications particularly where dispersion takes place within or 
close to complex process plant. There is a need for a programme of development 
and improvement in dispersion modelling where the atmospheric flow is strongly 
affected by local topography. In this portfolio we examine several practical 
examples of dispersion problems requiring a new approach and present novel 
solutions to each. The work presented here will be useful for almost all dispersing 
material, regardless of source and scale (fugitive, accidental, toxic, flammable) 
and the benefit is not restricted to local effects, as long range dispersion models 
require more accurate local scale models that can better define initial conditions.
Obstacles occurring in flow and dispersion fields add extra complexity that is 
beyond the scope of many prediction techniques. Computational Fluid Dynamics 
(CFD) provides numerous benefits over physical and analytical models, although 
these techniques remain valuable for validation purposes as well as developing 
understanding of the underlying physical process. A major benefit is the capability 
to model arbitrary combinations of complex effects [1]. It also strikes a fine 
balance between accuracy and efficiency when used optimally. That said, an 
appreciation of its limitations when applied to atmospheric modelling is required. 
The CFD method is designed for, and well validated for bounded flows, but its 
validity for atmospheric dispersion is not as certain considering this is a relatively 
novel application area. Attention must be given to issues such as domain size, grid 
design, numerical schemes and turbulence models in evaluating the performance 
of CFD methods.
Near-field dispersion occurs in the vicinity of buildings on the scale of the 
building dimensions, in contrast to medium and long range dispersion, which 
involve scales of 1- -30 km in the former case and greater than -30 km in the 
latter. This study treats a comprehensive range of obstacle complexity, from single 
obstacles through groups of obstacles, to arrays of obstacles that are too 
complicated for all of the details to be modelled.
1.1. Industrial motivation: Improving social and environmental performance o f 
the gas & oil industry.
This research was motivated by the need to achieve continuous improvement in 
the environmental, health and safety performance of Shell companies. The Royal 
Dutch/Shell group has a Commitment to Health, Safety and the Environment 
(HSE) which states that we are all committed to:
• pursue the goal of no harm to people;
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• protect the environment;
• use material and energy efficiently to provide our products and services;
• publicly report on our performance;
• manage HSE matters as any other critical business activity.
• promote a culture in which all Shell employees share this commitment
In this way Shell aims to have an HSE performance they can be proud of, to earn 
the confidence of customers, shareholders and society at large, to be a good 
neighbour and to contribute to sustainable development.
To meet Group Policy, operating companies are required to demonstrate that HSE 
risks are managed effectively. Every Shell company is responsible for the 
identification and assessment of HSE hazards, implementation of control and 
recovery measures, and maintenance of a documented demonstration that major 
HSE risks have been reduced to As Low As Reasonably Practicable (ALARP). 
The Hazards and Effects Management Process is represented in figure 1, which 
shows the hazards that need to be identified, and the risk events that could escalate 
into consequences impacting on people, environment, assets and reputation. 
Barriers must be identified and put in place to prevent the consequences.
Barriers
Risk
Event
Figure 1 Hazards and Effects Management Process
Atmospheric emissions from process plant are an example of a risk event that can 
lead to a range of adverse consequences. Plant emissions fall into two broad 
categories: controlled releases and accidental releases. Controlled releases, for 
example via stacks, are regulated in the UK under Integrated Pollution Control 
legislation and their environmental impact can be calculated. Incidental losses 
(e.g. pressurised leaks from flanges, pumps and valves; evaporative losses from 
tanks, and spills) of volatile organic compounds (VOC’s) are known as ‘fugitive 
emissions’. Depending on conditions, VOC emissions can have social, 
environmental, health and safety implications. Plant emissions are one of the key 
elements that can damage corporate reputation, and avoidance of asset damage is 
another important incentive. There can be strong fiscal reasons for reducing 
fugitive emissions too. Fugitive emissions are therefore assessed for several 
reasons, including inventorising emissions, determining product loss, locating and
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eliminating sources1. These rely on the ability to interpret concentration 
measurements and wind field information. The challenge is to complement the 
limited measurements available using mathematical modelling to generate 
information about emission fluxes and sources.
Large accidental releases due to, for instance, the failure of plant structures or 
transportation accidents are also unforeseen and can have devastating impacts. In 
rare and unfortunate cases explosions and toxic concentrations of gas can result in 
injury or loss of life. This is in addition to impacts on the environment, assets and 
reputation. The likelihood and severity of such events needs to be assessed, so that 
appropriate safety measures can be established. Safety measures (‘barriers’ in 
figure 1) protecting against consequences from a risk event, such as an explosion, 
will be designed either to prevent the risk event in the first place or protect against 
its consequences. An example of the former would be to design a process area to 
ensure adequate ventilation that would prevent the build-up of flammable 
concentrations. This ‘barrier’ would appear between the hazard and the risk event 
in the representation in figure 1. An example of the latter, which would appear 
between the risk event and the consequence in figure 1, could be the provision of 
a safe refuge to prevent harmful consequences.
1.2. Key Questions
The following questions arose from the requirement for developments in the 
prediction of emissions dispersion using CFD methods.
• What is the most efficient and effective method of achieving a detailed 
understanding of near-field atmospheric flow and dispersion 
characteristics?
• What are the key issues when using CFD, in particular for atmospheric 
flow and dispersion?
• What is the role of CFD in understanding atmospheric flow and 
dispersion?
• Can it help to achieve health, safety and environmental improvements?
• Is it possible to model a congested region as a porous volume?
• Which situations is the porous model suitable for?
• Which models and approaches are appropriate for different kinds of hazard 
and risk assessments?
This work has attempted to answer these questions.
1.3. CFD Background
CFD works by solving an approximation of the governing equations of fluid 
dynamics, the Navier-Stokes equations, on a mesh (i.e. at a number of points) in a
1 if  we know the dispersion characteristics of emissions from sources, the sources can be located 
using statistical techniques that choose the source location that has the greatest probability of 
returning the observed concentration from a distribution.
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region of interest. The Navier-Stokes equations cannot be solved analytically, so 
although many of the key ideas for numerical solution methods for partial 
differential equations were established more than a century ago, they were of little 
use before computers appeared.
The instantaneous Navier-Stokes equations form a closed set of four equations 
which cannot be solved directly apart from a very few simple flows. Engineers 
need computational procedures which can supply adequate information about the 
turbulent processes, but which avoid the need to predict the effects of each and 
every eddy in the flow. Mean quantities are therefore used; but in performing the 
time-averaging operation on the momentum equations we obtain six additional 
unknowns, the Reynolds stresses. Similarly, time averaged scalar transport 
equations show extra terms. The complexity of turbulence usually precludes 
simple formulae for the extra stresses and turbulent scalar transport terms. It is the 
main task of turbulence modelling to develop computational procedures of 
sufficient accuracy and generality for engineers to predict the Reynolds stresses 
and the scalar transport terms.
Over the last ten years CFD using the Reynolds Averaged Navier-Stokes 
equations has become a standard industrial simulation tool for the design, 
analysis, performance determination and investigation of engineering systems 
involving fluid flows. This development had been driven by the ready availability 
of robust in-house and commercial CFD software and by the massive increase in 
affordable computer speed and memory capacity, leading to a steady reduction in 
the costs of simulations compared to prototype and model experiments. Relatively 
few new technical developments in fluid flow modelling, in particular for 
turbulence modelling, have been made in this period.
There are a number of general-purpose CFD solvers commercially available, and 
this study provides specific examples of the CFD approach using AEA 
Technology’s CFX code [2]. Both CFX-4 and CFX-5 were used in this project, 
the main difference between them being the meshing technique. CFX-4 has 
structured or regular meshing, so the points at which the equations are solved are 
on a grid of hexahedral cells. Often it is not possible to fit a regular mesh to the 
complex geometries encountered. The unstructured meshes in CFX-5 use 
tetrahedral elements that can describe more complex geometries.
General-purpose CFD codes may be extremely powerful tools, but their operation 
still requires a high level of skill and understanding from the operator to obtain 
meaningful results in complex situations. Aside from the physical difficulties of 
modelling the effects of turbulence, and practical issues such as convergence and 
grid independence, there needs to be some qualitative and quantitative 
understanding of fluid dynamics by the user.
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2. Validation of CFX-5 for near-field flow and dispersion around tanks 
- comparisons with wind tunnel measurements [3,4]
Full scale measurements are difficult and costly to achieve whereas wind tunnel 
studies present an opportunity to carry out controlled measurements for a variety 
of geometries. In a study published in the ‘International Journal of Wind and 
Structures’, [3], CFD was used to model flow and dispersion around cylindrical 
storage tanks and the results compared to wind tunnel measurements [4].
The quality of any CFD simulation depends on the user settings, of which there 
are many. The relative importance of various settings were investigated, as it is 
vital for users to know what the effect of these will be. Turbulence models have 
been the focus of much attention for many years, although their influence on 
dispersion modelling is not so thoroughly tested, especially for flow around 
circular cylinders. Two turbulence models were tested and, as it transpired more 
importantly, the effect of the mesh quality was also investigated. The effect of 
boundary conditions, the differencing scheme, and convergence criteria were also 
examined.
The numerical model captured the qualitative features of the dispersing plumes 
quite accurately, such as the difference in the distance of the plume dropping to 
the ground behind the different ‘buildings’. It was found that the more complex 
Reynolds stress turbulence model gave slightly better solutions than the k-8 
model, although not in proportion to the increased complexity of the model. The 
Reynolds stress model has the capability to predict anisotropic turbulence so one 
would expect this model to capture the preferential lateral spreading in the plume 
that was found in the wind tunnel studies. However the lateral spreading predicted 
by the Reynolds Stress model was only slightly greater than that predicted by the 
k-s model [4]. It was thought that this may be due to the inability to set the 
individual Reynolds stresses at the boundaries -  a shortcoming of the specific 
CFD model -  but the Reynolds stresses were anisotropic in the near wake of the 
cylinder. Further research into factors contributing to this deficiency would be 
valuable.
It was found that the quality of the mesh was more influential than the turbulence 
model. Changing the elements on the walls from tetrahedral to prismatic gave 
larger improvements than changing the turbulence model. Prismatic mesh 
elements provide mesh density in the direction of rapidly changing gradients in 
the wall region. Much research attention has been focused on turbulence models, 
but increasing the mesh density can improve a solution more than using a more 
complex turbulence model.
This work shows that CFD can be valuable for modelling the effects of different 
geometries. Although the concentration predictions were up to twice as high as the 
experimental values in some locations in the wake of the 45° cube and cylinder, 
and the preferential lateral spreading of the plume was not captured in strong 
streamline deflection cases, the model correctly predicted most of the critical 
features of the flow caused by different geometrical arrangements. A crucial 
advantage of CFD is the provision of all of the values that characterise a flow 
throughout an entire domain, rather than purely the measured parameters at a
limited number of monitoring points. This, coupled with the agreement with the 
experimental results gives us the confidence to say that it is a valuable supplement 
to wind tunnel studies, but checks on accuracy and caution are required if it is the 
sole predictive method employed.
The study was motivated by the need to guide and validate a simpler model, 
ADMS (Atmospheric Dispersion Modelling System), which is a Gaussian plume 
model that takes seconds for one simulation. Use of such models, rather than 
CFD, is necessary for situations where tens to thousands of simulations are 
required to assess the concentrations caused by different wind conditions and 
geometric configurations. ADMS can model the effects of cuboid buildings at any 
angle to the flow, but no other geometries. The hazard to be treated in this case is 
from potentially toxic concentrations of material evaporating from storage tanks 
with or without bund walls. CFD and wind tunnel studies were used to show that 
ADMS could be used to model the tanks. It was found that emissions in the wake 
of a tank (of geometry H=D) behave similarly to emissions in the wake of a 45° 
cube, and emissions in the wake of such a tank with a bund behave similarly to 
emissions in the wake of a cube at 0° to the wind [4]. The experiments and 
numerical simulations revealed the reasons for this: the bund round the tank 
reduces the size of the recirculation region and almost eliminates mean streamline 
deflections compared to the tank without a bund. These changes, particularly the 
elimination of streamline deflection, are very similar to those observed when a 
cube is rotated from 45° to 0° orientation.
Another role of CFD has therefore been revealed: guiding and validating simpler 
models. A further example of this role is provided by some recent work carried 
out to guide the development of an integral model designed for jets, 
AEROPLUME [5]. Although CFD results themselves need validating against 
data, CFD offers the potential to generate more information about a flow-field 
than can be measured in a physical experiment, and the observations can guide 
further experimental and theoretical work.
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3. Ventilation, gas accumulation and explosion assessment of a
congested building [6]
This study demonstrates a new explosion assessment technique. It involves 
finding the flowfield, coupling this with a ‘random-walk’ model [7] to calculate 
the gas concentrations, and from this calculating the explosion severity. This 
three-step process is represented in figure 2. The effects of potential explosions on 
one specific geometry were of interest in this study. The geometry is a building 
which has forced ventilation and several large blockages inside, and plant 
containing high pressure gas. CFD is assumed to provide a sufficient level of 
accuracy to calculate the flowfield because firstly, the main features (blockage 
scale) of the flow are of interest rather than the details, as these have most 
influence on the movement of the gas; and due to the high momentum of the 
escaping gas, the background flow is not as influential as it is in passive release 
cases. The main blockages inside the building and the flow around them need to 
be resolved, so a simpler zone or integral model that does not account for 
separated flow is not appropriate. And due to the intensity of data required to 
describe a complete wind field, a wind tunnel study was not feasible. CFD was 
therefore used to model the background flow. This study does not investigate the 
performance of the models used; rather, it demonstrates a new approach to 
dispersion modelling for hazard assessments. A role of CFD in hazard mitigation 
is also explored; modelling design alterations.
The structure of potential gas clouds were assessed using a relatively simple 
random walk technique named DICE (Dispersion In Congested Environments
[7]). There can be several hundred gas release locations and orientations, and 
DICE can treat several release locations and orientations simultaneously. Each 
release scenario can be calculated much more rapidly using the random walk 
model and the background wind field than using CFD alone, such that several 
hundred release scenarios can be simulated. DICE calculates the size of a gas 
cloud by simulating the release of several thousand particles that are driven by 
their release momentum and the background wind field. The distribution of the 
particles then represents the gas concentration. The explosion modelling stage 
involved the largest occurring gas cloud being ignited with three different ignition 
locations and this was modelled using the CFD based explosion model, EXSIM
[8]. Overall, hundreds of simulations were required to find the worst possible 
explosion and assess its effects.
It was found that very large explosions could occur that would compromise the 
structure, but the likelihood of these was very low [6]. Proposed modifications to 
the design involved increasing the ventilation in the areas where the largest gas 
clouds (and hence explosions) were occurring. These modifications were 
modelled and were predicted to have the effect of reducing the severity of the 
largest explosions. No further measures were required to reduce the risks to a 
level ‘as low as reasonably practical’. The computational technique has thus been 
demonstrated as having the ability to model design modifications quickly and 
easily. This method is one of the most accurate available given time and resource 
limitations; but although each of the models has been validated separately, 
experimental studies to establish their combined accuracy are essential. If the 
technique was found to be correct for a selection of scenarios, then we could
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assume that the effect of small modifications to the design would be captured by 
the technique.
4. Calculating Ventilation of Offshore Modules using the Porous 
Approximation in CFX [9,10]
In the final project [9], a congested region is modelled using a porous block 
approximation. The ‘congested region’ is defined as a volume of which a 
percentage is occupied by solid blockages, such as pipes, pumps and containers. 
Geometry is represented as a porous volume in CFX using the Porosity 
Distributed Resistance (PDR) formulation of the governing equations. The model 
is a generalisation of the Navier-Stokes equations for fluid flow and of Darcy’s 
law commonly used for flows in porous regions. Homogenous porosity 
approximations have been used in CFD to model 2D porous fences [11], and 
small volumes of congestion too small to be resolved by the grid, but the 
representation of complete geometries as a single block of homogenous porosity 
has not previously been investigated. Congested regions are time consuming to 
model in every detail, and in many cases it is the overall flow pattern that is of 
interest rather than the details of the flow around the individual elements. Methods 
of determining to sufficient accuracy the flow through congested regions are 
therefore highly valuable.
In the PDR method, the presence of obstructions modifies the governing equations 
in two ways. Firstly, the volume is represented such that only the non-blocked 
areas are available for fluid flow; and secondly, the additional flow resistance 
from the obstacles must be modelled. If the geometry is known then the porosity 
(proportion of open volume) is straightforward; however deriving the resistance 
that describes the congestion is highly challenging. Of the three methods 
investigated, a method that used CAD data to sum the drag of all the individual 
obstacles was considered to be the most accurate, as the other two methods were 
more appropriate for 2D porous fences and tube banks where the fluid was unable 
to flow around the porous region.
The CFX results using the porous block approach were compared to 
measurements of velocity from a full scale module [12], and to the results from a 
code designed primarily for explosion modelling, EXSIM [8]. EXSLM also uses a 
PDR formulation, but takes into account more of the details of the congestion by 
using CAD data to calculate a porosity and resistance appropriate to the 
congestion in each cell on a relatively coarse grid. The k-s turbulence model in 
EXSIM includes turbulence source terms appropriate to flow through congested 
regions, derived and validated using experimental data.
CFX was found to perform well in comparison to flow measurements, in 
consideration of the fact that the modelled geometry is not the same as the 
geometry around which the flow was measured; internal obstructions are not 
modelled explicitly in the porous region. It is not therefore a direct comparison. 
Rather, it indicates the ability of the homogenous porosity model to predict the 
flow features that occur at similar lengthscales to the porous volume. The majority
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of values agreed relative to one another, and most of the values were not more 
than 20% different from the experimental results. The turbulence intensity on the 
other hand, is seriously underpredicted in comparison to the EXSIM explosion 
model. This is mainly because CFX does not model the turbulence created by 
obstacles, so a method of improving the turbulence modelling in CFX is proposed.
One particular application of this work is predicting flows through modules on 
offshore oil and gas platforms. In the past, gas explosion assessment for on- and 
off-shore process plant relied on analysis of worst case scenarios. A more realistic 
approach is to evaluate the likely severity of potential explosions as a function of 
their probability of occurrence. To do this, we therefore need to test a variety of 
plant configurations, wind, release and ignition conditions. Less is generally 
known about the conditions that cause the most severe explosions than for the 
case described in section 3 above, and thousands of situations need to be 
modelled.
I II III
External
wind
conditions
Gas Release: 
Rate, Location, 
Material,
State
Ignition location 
and time after 
release
Confinement of 
geometry 
Congestion in 
volume
Velocity field 
and/or
ventilation rate
Tools; Z on e  
m ode! o r CFD
Flammable gas 
cloud volume
Tools: E m pirical or 
'random walk  ’ 
m o d el
Explosion
severity
Tools; Em pirical 
or
num erical m odels
Figure 2 The stages o f an explosion assessment (seventy and likelihood)
Dividing the explosion simulation into three stages and using simplified models 
for each stage, as shown in figure 2, is the most flexible way of investigating 
many different scenarios.
I) The first stage involves predicting the ventilation flow through the 
geometry. The congested region can be modelled as a porous region in 
CFX. (However, if the flow within the congested region is expected to 
be relatively simple, with no significant regions of separated flow, then 
a zone model [13] may be more suitable.)
II) Secondly, the flow field information is combined with source terms to 
calculate the flammable volume of the emitted gas. For each wind field 
many release scenarios would be tested to arrive at the most hazardous 
gas clouds.
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Ill) Thirdly, the explosion severity is calculated. Empirical or 
phenomenological models would be used to establish the ‘worst’ 
ignition locations and the explosion severity.
In this study, ventilation flows (stage I) have been modelled for several perimeter 
confinement arrangements and orientations of a typical offshore oil or gas 
platform module under a range of wind speeds.
The ventilation information provides valuable input to explosion assessments at a 
hierarchy of levels. It is crucial to screen out designs, such as very confined 
modules, that might lead to severe explosions occurring, and a rapid assessment 
method is required at this screening stage. At the most basic level, ventilation 
rates are provided for use with simple analytical calculations that test the effect of 
different designs at the planning stage. The zone models mentioned previously, 
which are appropriate for simple flow conditions within a module, require 
pressure boundary conditions. These pressures are difficult to quantify but are 
now available from the CFD simulations. For a more accurate yet still rapid 
method of screening out poor designs, the velocity vector fields that are required 
for the flammable volume calculations using a random walk model are also 
available from the CFD simulations. This approach is more widely applicable than 
the zone model for more complex flows and dispersion fields, although the 
turbulence predictions do need to be improved.
The representation of the congested region as a volume of homogeneous porosity 
in the CFD code is crucial in design screening situations because a generic picture 
of the flow through a congested region is required. This is because the precise 
layout of the process area is not known at the early design stage. However, overall 
blockage as a ratio of the open volume tends to have a small range of values and 
this can be used to define the porosity. The homogenous porosity approximation is 
justified by the comparisons with measurements which showed that the details of 
the geometry are not highly influential on the overall flow-field. And finally, huge 
savings in computation time are made when we avoid resolving the details of a 
process area.
Ventilation was found to be proportional to the wind-speed and dependent on the 
arrangement and orientation of the module. In general, the more confined the 
volume, the lower the ventilation, though there are exceptions to this rule. There 
are many interacting effects that cannot be foreseen by simple approximate 
methods. This was demonstrated by a comparison of the CFD results with a 
technique designed to provide rapid estimates of ventilation velocities (namely, 
the Workbook method [14]).
Partners in a Joint Industry Project including the UK Health and Safety Executive 
had identified a need for a rapid technique for estimating a flammable volume 
arising from a release. The Joint Industry Project Workbook method was designed 
to give operationally acceptable values that would be easy to apply in practice, 
could be found readily, and would be valid for a wide range of situations. In the 
Workbook method, the ventilation velocity is calculated first, then the flammable 
volume as a function of the ventilation velocity and the release characteristics. 
The approximations in the Workbook are mostly based on the results of an
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experimental programme [12]. The ventilation rates found using CFD with the 
porous block approximation were compared to those found using the Workbook 
method. Regarding the effects of perimeter confinement and orientation, it was 
found that the Workbook method gives too much ventilation in many of the cases 
we considered. Overall we find that, while the Workbook method is ideal for 
relatively simple flows, empirical rules are difficult to apply to a range of 
situations due to the complexity of the interacting effects [9, Section 8]. The CFD 
results indicate the more complicated cases where the assumptions of the 
Workbook method begin to be stretched. These are key areas for further 
developments to the Workbook method.
The porous block CFD method of calculating ventilation through congested 
regions is not limited to offshore process modules. Any congested region, such as 
onshore plant in the processing and energy sectors, can be modelled using this 
method. This new approach also makes a crucial step in improving dispersion 
modelling of all emissions from a process plant beyond the fence-line of the plant. 
It demonstrates that representing the plant as a porous volume can reliably reduce 
the complexity of the problem.
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5. Summary of findings
Significant progress has been made in answering the key questions posed in 
section 1.2. Although some can only be answered fully on a case-by case basis, 
for instance, the best methods of understanding atmospheric flow and dispersion, 
and the best approaches for hazard and risk assessments, are all case-specific, we 
find that:
• One of the most efficient and effective methods of achieving a detailed 
understanding of near-field atmospheric flow and dispersion 
characteristics is to use CFD techniques validated by experiments.
• User errors and uncertainties such as the mesh and differencing scheme 
can be more influential than the turbulence model in determining the 
quality of CFD simulations and due attention must be paid to these factors 
-  although resource limitations are a major factor. The physical issue of 
turbulence modelling and its influence on dispersion remains a challenge 
for atmospheric cases.
• CFD has clear roles in giving a deeper understanding of near-field 
atmospheric flow and dispersion. It is valuable for complementing other 
methods of gaining information about atmospheric flow and dispersion, 
such as wind tunnel modelling, large-scale measurements and simpler 
models. It can increase understanding of the flow and dispersion structures 
with the information it gives throughout the entire domain.
• Numerical methods can help to achieve health, safety and environmental 
improvements by indicating key measurement points and improving 
emission flux determination. They can be used to validate and guide the 
use of simpler models, and they can be used to model certain stages of 
hazard assessment processes.
• Although CFD can be used to model details in a congested area, the whole 
region can also be modelled as one of homogenous porosity. The value of 
this approach has been demonstrated in design stage explosion hazard 
assessments.
• This technique is ideal for design screening, as it captures the separation 
from the volume perimeter but has relatively low computing demands. 
Simpler models and approximations of ventilation have limited 
applicability due to the complexity of interacting effects in naturally 
ventilated congested volumes. However, the turbulence prediction from 
this method is not satisfactory for coupling with random-walk dispersion 
models. Further work is required to improve the turbulence prediction.
• The type of risk assessment should determine the models and approach. If 
‘worst case’ conditions are known then this can be modelled in its entirety 
with a CFD model. At the other extreme, if nothing is known about the 
worst case conditions or their likelihood, more cases need to be modelled 
so faster, simpler models are required. A combination of models with a 
range of complexity will be appropriate, such as random-walk, gaussian 
plume, and empirical models. Results should be validated against 
experiments, especially where accurate assessment of a specific scenario is 
required.
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This portfolio of new results arising from the application of CFD methods to real 
industrial problems increases the confidence that can be put in using CFD to 
model certain classes of atmospheric flows. This confidence is gained from the 
results of comparisons that were made with both large-scale experimental data and 
small-scale wind tunnel data. This is important not only in understanding when we 
can trust the technique to give the reliable results, but also for realising its inherent 
limitations.
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6. Further work
The sampling frequency and experimental conditions of the field measurements 
taken in an open roof tank were inadequate to allow comprehensive validation of 
the CFD turbulence predictions. More controlled, higher frequency full scale 
measurements of atmospheric flow and turbulence would be valuable to make a 
precise comparison.
The comparisons of CFD with wind tunnel studies showed that refinement of 
mesh can improve predictions more than increasing the complexity of the 
turbulence model. Ideally, all CFD solutions should be completely grid- 
independent, but some compromise in mesh size is nearly always inevitable due to 
resource limitations. Further research into options that provide greater 
improvements with fewer resources will therefore be valuable.
The wind-tunnel comparisons also highlighted the shortcomings of the turbulence 
and dispersion models. Anisotropy was being predicted with the Reynolds stress 
modelling but the preferential lateral spreading of the plume spreading was not -  
it appears that the anisotropy does not affect the diffusivities in CFX. Further 
investigation into whether this is also an issue for other general-use CFD codes 
would be valuable and if so, codes need to be altered to improve this major 
shortcoming.
The comparisons of the porous model with full-scale measurements showed a 
good agreement, but a comparison with an explosion model showed that the 
turbulence predictions might be lacking. Recommendations regarding 
improvements to the turbulence model [9, Section 7.3] are made. Ideally, the 
source terms of the code should be altered and further measurements of full-scale 
turbulence should be used to indicate the appropriate changes. Alternatively, 
turbulence can be introduced locally as ‘sources’ through the volume, the level of 
which can be found by resolving the congestion in the volume in a simulation. 
Further full-scale measurements of naturally ventilated congested volumes would 
also be useful to refine empirical models of ventilation.
There remains much work to be done in achieving more understanding of the 
errors and variability involved in the application of numerical techniques so that 
their use can be judged from an informed position. There is clearly a need for 
‘codes of best practise’ to ensure a degree of uniformity in both evaluation studies 
and practical application. Continuing research in these areas will lead to 
increasing credibility and general acceptability of numerical models for complex 
flow and dispersion problems.
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A literature review of CFD modelling of atmospheric flow and 
dispersion in the vicinity of structures
A literature review of CFD modelling of atmospheric flow and dispersion in 
the vicinity of structures
Summary:
To meet business and regulatory requirements for effective environmental control, 
there is a need to develop environmental technology to assess the environmental 
impact of accidental gaseous losses from process operations. CFD modelling of 
atmospheric flow and dispersion is used to improve the accuracy by which 
fugitive emissions can be detected. A review of existing knowledge of the 
application of CFD to atmospheric dispersion in the vicinity of structures has been 
carried out, to provide a basis for further study. Other methods of predicting flow 
and dispersion and their shortcomings are reviewed first. The review then goes on 
to describe the difficulties posed by atmospheric flow and dispersion for CFD 
modelling. These are encountered in the use of approximations of real physical 
processes , the numerical grid and numerical schemes. Turbulence models and 
porous modelling are of particular relevance to this application. The success of 
CFD for this application is assessed by reviewing examples of CFD modelling of 
flow and dispersion in the vicinity of firstly, simpler structures, and secondly, 
more complex structures which require porous modelling. Key areas for future 
work are identified, in particular, turbulence modelling and porous modelling.
Keywords: CFD; atmospheric dispersion; complex structures
2
Literature Review
CONTENTS
1. IN T R O D U C T IO N ........................................................................................................................................... 5
2 . PR E D IC T IN G  F L O W  A N D  D IS P E R S IO N ....................................................................................... 6
2.1. Experimental......................................................................................................................................... 6
2.1.1. Field measurements........................................................................................................ 6
2.1.2. Laboratory....................................................................................................................... 8
2.2. T h e o r e t ic a l  m o d e ls ...........................................................................................................................8
3. C FD  M O D E L L IN G ..................................................................................................................................... 11
3.1. B ackground......................................................................................................................................... 11
3.2. Errors in numerical solutions................................................................................................... 11
3.2.1. Mathematical Classification........................................................ 12
3.2.2. Discretization................................................................................................................12
3.2.3. Physical approximations..............................................................................................12
3.3 U nsteady  Reynolds-averaged N avier-Stokes (RANS) m ethod ........................................13
3.4 Large-eddy  sim ulation ......................................................................................................................... 14
3.5 The limitations of time averaged solutions for hazard assessm ent .............................16
4 . M A T H E M A T IC A L  C L A SSIF IC A T IO N  O F F L O W S ................................................................19
4.1 Elliptic.................................................................................................................................................... 19
4.2 Parabo lic .............................................................................................................................................. 19
4.3 Hyperbolic............................................................................................................................................19
4.4 Specification of boundary  conditions................................................................................... 20
5. D ISC R E T IZ A T IO N  A P P R O A C H E S ................................................................................................. 22
5.1 Finite difference ............................................................................................................................... 22
5.2 Finite element..................................................................................................................................... 22
5.3 Spectral m eth ods............................................................................................................................. 23
5.4 Finite vo lum e .......................................................................................................................................23
6. N U M E R IC A L  S C H E M E S .........................................................................................................................25
7. N U M E R IC A L  G R I D .................................................................................................................................. 2 6
7.1 Structured grid ...........................................................................................................     26
7.2 U nstructured  g r id s ........................................................................................................................ 27
7.3 Self-adaptive meshing.....................................................................................................................29
8. T U R B U L E N C E  A N D  ITS M O D E L L IN G ....................................................................................... 30
8.1 Eddy-viscosity m odels................................................................................................................... 31
8.1.1 Zero-equation models......................................................................................................31
8.1.2 One-equation models....................................................................................................... 31
8.1.3 Two-equation models....................................................................................................... 31
8.3 M o d ifica tio n s  t o  th e  s ta n d a r d  k  -e m o d e l ...........................................................................32
8.3.1 RNG formulation o fk - e .................................................................................................. 32
8.3.2 Non-linear k -e  models......................................................................................................33
8.2.3 k -e with preferential dissipation modification............................................................ 33
8.2.4 ‘tuned ’ k -e models..........................................................................................................33
8.3 A lgebraic stress equation m o d e l s ..........................................................................................34
8.4 Reynolds stress equation m o dels ........................................................................................... 34
8.5 The use of CFD for D ispersion modelling............................................................................. 35
8.6 Comparison of turbulence m odels.......................................................................................... 39
9. PO R O U S M O D E L L IN G .......................................................................................................................... 4 2
3
Literature Review
10. APPLICATIONS............................................................................................... 44
10.1 S im pl e  g e o m e t r ie s ............................................................................................................................................44
10.1.1 Dispersion in the vicinity o f simple structures...........................................................44
10.1.2 Urban pollution..............................................................................................................45
10.1.3 Topographical applications......................................................................................... 46
10.1.4 Dispersion o f subsea releases......................................................................................47
10.2 C o m p l e x  g e o m e t r ie s ...................................................................................................................................... 47
10.2.1 Building Ventilation............................................................................................................49
11. CONCLUSION................................................................................................. 50
12. REFERENCES.................................................................................................. 52
APPENDIX 1...........................................................................................................63
4
Literature Review
1. INTRODUCTION
Modelling the dispersion of emissions to the atmosphere is important in many 
situations; safety assessments and emergency planning, predicting the impacts of 
airborne pollution, and sourcing fugitive emissions to meet regulatory 
requirements. Shell is therefore concerned with developing environmental 
technology to predict flow and dispersion within, and downwind of, process sites. 
The modelling of interactions between external flows and the discharge of 
stack/vent gases, and the accidental release of hazardous materials are also of 
interest.
Flow and dispersion through process sites is strongly influenced by the 
aerodynamic and roughness effects of the complex geometries. Modelling of such 
flows has been approached in a variety of ways. These include using wind tunnel 
modelling, simple extensions to the Gaussian plume model and other analytical 
techniques, or computational fluid dynamics (CFD). However, the key failing of 
Gaussian dispersion models and other analytical techniques is that they are limited 
to predicting the dispersion of gases over flat terrain with simple corrections for 
the presence of buildings at the source location. CFD techniques on the other 
hand, offer the capability to simulate the complex topography and structures found 
on process sites. Also, models often have to account for atmospheric stability, 
source buoyancy and momentum effects. CFD techniques therefore offer the 
potential to model arbitrary combinations of complex effects in a flexible way.
Environmental and meteorological uses of CFD are increasing, as are safety- 
related applications. There is also a growing body of work pertaining to dispersion 
on offshore structures, but the use of CFD to estimate flow and dispersion within 
and down-wind of process sites has not been exploited.
The aim of this review is to ratify the use of CFD for modelling atmospheric flow 
and dispersion and establish present knowledge on the use of CFD for this 
application. This involves reviewing other methods of predicting flow and 
dispersion and describing their shortcomings. Having provided evidence to 
support the pursuit of CFD, the review goes on to describe current research into 
the difficulties posed by atmospheric flow and dispersion for CFD modelling. This 
is dealt with in a systematic fashion, dealing with the problems as they would be 
encountered in carrying out a CFD simulation. This involves the various 
approximations of real physical processes that are used, the numerical grid and 
numerical schemes. Any study of dispersion cannot be separated from the 
turbulence model employed, and this is dealt with in detail. Porous modelling is 
also particularly relevant for simulating flow through complex structures. The 
success of CFD for this application is assessed by investigating examples of its 
application to dispersion in the vicinity of firstly, buildings and topography and 
secondly, more complex structures akin to process sites. Although validation is 
not given for all of these, some assessment is given in terms of the usefulness for 
specific envisaged applications. Literature search methodology is given in 
Appendix 1.
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2. PREDICTING FLOW AND DISPERSION
The prediction of air flow and diffusion in complex terrain may be based on 
experimental or theoretical techniques. Experimental measurements can be made 
at full scale or in the laboratory, whilst theoretical modelling ranges from 
empirical formulae through analytical methods to full numerical solution. Table 1 
identifies some of the advantages and disadvantages of each method.
Advantages Disadvantages
Experiment Full-scale ‘Real’ flow and geometry. 
Public acceptance of results
Expensive. Limited resolution.
No control over meteorological 
conditions.
Site-specific
Laboratory Complex site investigations before 
construction.
Control of flow parameters 
Reasonable resolution
Truncated domain
All scale-similarity requirements
cannot be met simultaneously.
Theory Empirical Cheap and quick - 
User-friendly
Suitable for use in emergency 
(rapid response), and for 
probabilistic risk assessment with 
large matrix of cases.
Little or no physics.
Accuracy of extrapolation depends 
on data by which it is calibrated.
Analytical/
Integral
Fairly quick and inexpensive. 
Physics accounted for.
Approximation and modelling 
assumptions necessary.
Idealised input conditions.
Numerical Flexible geometry 
Fully non-linear
Control of inflow conditions and
output type/location
Can isolate different physical
effects
Discrete, truncated domain. 
Modelling assumptions necessary. 
Requires large computers and can 
be time consuming.
Requires expertise.
Table 1. Comparison of methods for predicting flow and dispersion
2.1. Experimental
2.1.1.Field measurements
A number of full-scale measurements of atmospheric dispersion have been carried 
out in the vicinity of complex structures. These include both monitoring studies 
for existing industrial pollution sources and deliberate releases near isolated 
terrain features to study generic effects. Most quantitative studies have focused on 
ground-level concentrations, although advances in remote-sensing technology - in 
particular, the development of LIDAR (Laser Interferometry Detection And 
Ranging) - now permit the resolution of vertical plume structure. The mobility of 
vehicle-mounted instrumentation also has benefits over fixed sampling arrays 
when the ambient wind direction is unreliable.
Moros & Akhurst (1993) made full scale measurements of hydrocarbon losses 
from tanks. The quantity of hydrocarbon that leaks from tanks is influenced by the 
pressure distribution and the flow patterns in the vicinity of the tank. CFD 
calculations were also made.
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Moros et al (1992) also took full scale measurements of concentrations using 
artificial smoke releases on a North Sea platform. They compared both flow and 
concentration measurements with a CFD simulation.
The degree of dispersion also depends on the nature of the flow field in which a 
release takes place, including the velocity and turbulence characteristics of the 
flow. Field measurements of flow are available for the Texas Tech building. This 
has been modelled by several workers. Selvam and Konduru (1993) presented 
CFD predictions of roof comer pressures for wind directions at 20 degree intervals 
over the full 360 degree range. The computed mean pressure coefficients at 
upwind comers of the roof were under-predicted by as much as 60%, and it was 
concluded that other turbulence models needed investigation.
The National Physical Laboratory, ICI, and SILSOE also have full-scale datasets, 
some of which have been compared to wind-tunnel and computational results.
The many full-scale measurements campaigns carried out by Shell Research Ltd 
are, perhaps, of more relevance. (For instance, the recent emissions survey at the 
Bacton process site) Their mobile Differential Absorption LIDAR (DIAL) 
technique uses the back scatter from particulates in the atmosphere. Beam 
reflectors are therefore not required so beams can be scanned in all directions to 
produce 3D concentration profiles. These measurements, and those from infra-red 
spectroscopy, have been correlated to wind direction and wind turbulence. Flow 
and concentration data from the Tranmere process site is another example of a 
dataset that will be useful for validating CFD, although, as outlined below, some 
compromises must be made.
Model scale field measurements allow a greater number of geometries to be 
examined while retaining the advantage of full atmospheric turbulence. One 
example examined the local characteristics of flow and dispersion in the vicinity 
of individual obstacles embedded in an array of cuboid buildings, using model 
obstacles that represented real structures. A comparison is presented between 
dispersion around an isolated building and around the same building embedded in 
an array of cubes, which represented an urban area. The results suggest that 
enhanced mixing and dispersion occur within the array. Furthermore, differences 
in concentrations measured in the wake of obstacles of different shape and 
orientation with respect to the mean wind direction are reduced within the array, 
compared with the isolated obstacle case (Mavroidis, 2001). Another study 
investigated the effect of increasing aspect ratio of buildings in an array and 
compared the results to wind tunnel studies, finding that a plume tends to be wider 
in the field, depending on the building layout (Macdonald, 1998). Further details 
of this study are given in section 8.6.
It is acknowledged that the ideal data set for validating CFD would meet the 
following criteria:
• release buoyancy and momentum specified
• windspeed and turbulence characteristics of approach flow specified
• measurements of the concentration field should be made in all three dimensions
• mean and fluctuating concentration values should be given
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• details of the turbulent flow around the structures should be provided
However, the above criteria are virtually impossible to meet in field trials so it is 
inevitable that some compromises must be made. Nonetheless, results from field 
trials provide a true indication of the complexity of dispersion phenomena in the 
‘real world’ and do not involve any of the problems associated with smaller scale 
experiments. It is therefore important that validation against such studies is 
pursued.
2.1.2. Laboratory
Laboratory simulations of atmospheric flow and diffusion have been conducted in 
wind tunnels and water flumes or towing tanks. The increasing importance of 
pollution-dispersion assessment has prompted the development of facilities for 
simulating density stratified boundary layers. In the wind tunnel, as in the 
atmosphere, this is achieved by differential heating. Stable atmosphere cases 
present some difficulties due to lower operating speeds, forced by scaling laws, 
and problems of maintaining constant cooling water flow rate and temperature. 
Scaling also makes modelling buoyancy or dense releases complicated. Snyder 
(1972) provides a review of the similarity criteria which must be met in such scale 
simulations. Facilities for simulating density stratification effects are being 
continuously developed (Castro and Robins, 1993). A recent presentation 
(Steggel, 1999) of an EPSRC project on wind tunnel modelling of wakes in 
density stratified boundary layers carried out at the ENFLO wind tunnel reported 
encouraging progress.
Further recent wind tunnel simulations have been carried out of gaseous pollutant 
dispersion in the atmospheric convective boundary layer capped by a temperature 
inversion. A horizontally evolving, sheared convective boundary layer was 
reproduced in a thermally stratified wind tunnel. The diffusive and mixing 
properties of turbulence were found to be essentially dependent on the stage of the 
convective boundary layer evolution, and the influence of surface wind shear and 
capping inversion strength on the pollutant dispersion and turbulent exchange 
across the top could be demonstrated (Fedorovich, 2002).
Wind tunnels have provided the largest source of data for the study of dispersion 
in the vicinity of structures. This is undoubtedly because they provide a controlled 
environment and tend to be more cost effective than full scale data. Validation 
cases for realistic situations (complex structures, non-neutral stability 
atmospheres) have been rather limited although progress is being made (e.g. Hort, 
2002). This is important because the general accuracy of CFD codes can only be 
evaluated properly on the basis of a large number of validation cases.
2.2. Theoretical models
One of the most common types of atmospheric dispersion model currently in use 
is the simple Gaussian plume model. This type of model is often used to assess
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dispersion from point sources in an unobstructed flow. The plume is assumed to 
have a Gaussian profile in both the horizontal and vertical directions with the 
spreads given by a y and a Zj both of which are functions of the distance downwind 
as well as factors such as the surface roughness and atmospheric stability.
Thus, for a point source plume in uniform flow away from boundaries the mean 
concentration is given by
where q = source strength, and errand crzare the plume crosswind spread 
parameters in the lateral and vertical directions.
Gaussian dispersion models have long been tools of the trade for regulatory 
authorities notably R-91 in the UK and ISC in the USA. The reasons for this are 
that such models are quick and easy to apply, require few input parameters, little 
expert knowledge, small computer resources and can be used to cover a large 
matrix of cases comparatively quickly.
These were largely developed with data that represented neutral stability, 
moderate to high wind speeds, winds perpendicular to the building face, and 
nonbuoyant or low buoyancy plumes. It is perhaps not surprising therefore, that 
Schulmans’ (1996) evaluation of the ISC model found faults relating to its original 
development. It does not include the stack location with respect to the building, 
the influence of streamline deflection on plume trajectory, the effect of wind angle 
on wake structure and the effects of plume buoyancy and vertical wind speed 
shear on plume rise near buildings. Hanna (1990) found studies with a Gaussian 
model to give 70% uncertainty in predicting source emission rates.
This kind of ‘simple’ model can be modified to assess dispersion from an area 
source, such as a building wake, by assuming that the release is from a virtual 
source some distance upwind of the actual source location. There follows a 
number of examples of modifications to the Gaussian plume model. The basic 
model for steady wind situations (e.g. ADMS, ISC, R-91) has been adapted for 
building wakes, variable wind (CALPUFF), accidental releases and variable 
sources.
Meroney (1982) reviews building wake treatments. He discusses the structure of 
the wake and the influence of the source location on the subsequent dispersion. In 
particular, it provides details of building wake dispersion models which 
incorporate estimates of concentration distribution within the wake.
Considering building geometries, analytical models are only capable of 
representing simple cuboid shapes. For instance, ADMS-Urban combines the 
basic model, which includes a line and area source model, with a street canyon 
model, in addition to a chemistry model and a traffic emissions database 
(Carruthers 1997). Regarding calculations of wind flow and dispersion over
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topography (e.g. in the FLOWSTAR component of ADMS), the methods are 
limited to slopes up to one in three. Sites with large step changes in elevation 
cannot therefore be represented accurately. Accuracy has been found by Robins
(1996) to be within a factor of three for dispersion in the vicinity of a cube. As the 
complexity increases in terms of geometry and release conditions, the accuracy 
would be expected to become increasingly uncertain.
Puff models such as CALPUFF and SCIPUFF (Second-order Closure Integrated 
Puff, Sykes, 1997) simulate plumes by a series of puffs released at equal time 
intervals. They model the effects of variable winds using a separate wind field 
module such as CALMET (Scire 1997).
Few authors have attempted to produce simple models for buoyant, dense or 
momentum dominated release in the vicinity of a building. One example is Duijm 
& Webbers (1994) method for assessing the effect of fences on dense gas 
dispersion. This uses a standard ‘box’ model for unobstructed dispersion, and 
matches the height of the plume to that of the fence to give a virtual source.
The US Department of the Environment (1998) evaluated thirty public domain 
atmospheric dispersion models (including those mentioned above) and reported 
key issues that weren’t accounted for:
• increased roughness typically associated with plant sites
• short-duration releases
• removal mechanisms, including wet and dry deposition
• aerodynamic effects of buildings and structures on near-surface releases.
More sophisticated models have been developed than those mentioned above but 
in general, all simple analytical models tend to fail in that they are unable to 
account satisfactorily for:
• building shape
• release location
• building orientation to wind
• release momentum and buoyancy
A more satisfactory assessment is obtained from a combination of experimental 
and theoretical methods, rather than a single means in isolation, since each makes 
some modelling assumption. It has become increasingly common to find one 
approach being used to validate another.
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3. CFD MODELLING
There are now several commercially available CFD codes which are suitable for 
dispersion modelling although atmospheric dispersion and environmental flows 
present numerous problems for the general purpose solver. These are encountered 
in the process of carrying out a CFD simulation; in the numerical classification of 
flows, setting boundary conditions, meshing, the numerical scheme used, and 
approximations of physics. These are dealt with in the following sections. The 
atmospheric boundary layer is characterised by variations in wind direction that 
are not generally reproduced in time-averaged computational methods. In the 
following sections numerical methods for unsteady flows are considered; namely, 
unsteady Reynolds-Averaged Navier Stokes equations and large eddy simulations. 
The limitations of time averaged results for hazard assessments are also discussed.
3.1. Background
CFD involves the solution of the conservation equations that describe fluid flow. 
These Navier-Stokes equations (Schlichting, 1979) cannot be solved analytically, 
except for a very few simple laminar flows, so although many of the key ideas for 
numerical solution methods for partial differential equations were established 
more than a century ago, they were of little use before computers appeared. From 
the 1960s onwards the aerospace industry has integrated CFD techniques into the 
design, R&D, and manufacture of aircraft and jet engines. More recently the 
methods have been applied to the design of internal combustion engines, 
combustion chambers of gas turbines and furnaces. Motor vehicle manufacturers 
routinely predict drag forces, under-bonnet airflows and the in-car environment. 
CFD is now finding its way into process, chemical, civil and environmental 
engineering. Optimisation in these areas can produce large savings in equipment 
and energy costs and in reduction of environmental pollution. The availability of 
affordable high performance computing hardware and the introduction of user- 
friendly interfaces have led to an upsurge of interest which looks set to continue.
3.2. Errors in numerical solutions
In outline the numerical solution methods involve the following steps: 
approximation by simple functions of unknown flow variables, discretization by 
substitution of the approximations into the governing flow equations and 
mathematical manipulation, and solution of the algebraic equations. However, it 
must be borne in mind that obtaining accurate numerical solutions to the Navier- 
Stokes equations for high Reynolds flows is extremely difficult. Errors arise from 
each part of the process used to produce numerical solutions, whose combined 
influence on predictive realism is never apparent (Leschziner 1993)
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3.2.1. Mathematical Classification
All mathematical models of fluid flow require initial and boundary conditions in 
conjunction with the conservation equations. Physical behaviour, and hence the 
Navier-Stokes equations, can be classified into three types: hyperbolic, parabolic 
and elliptic (see section 4) However, as is explained in section 4, this creates 
problems in the specification of boundary conditions for general purpose CFD 
codes.
3.2.2. Discretization
Numerical discretization produces a transformation of the partial differential 
equations into a numerical analogues. Section 5 discusses four numerical 
discretization techniques: the finite difference method, the finite element method, 
spectral methods, and the finite volume method. The approximations are made in 
the discretization process add to the uncertainty of a solution. Discretization errors 
can be reduced by using more accurate interpolation and approximations or by 
applying the approximations to smaller regions but this usually increases the time 
and cost of obtaining the solution.
3.2.3. Physical approximations
The equations of motion may be simplified to reduce computing effort, thus 
introducing more approximations. For instance the fluid density may be assumed 
constant, or only treated as variable in the gravitational term (Boussinesq 
approximation) This approximation introduces errors of the order of 1% if the 
temperature differences are below 15 degrees in air. The error may be more 
substantial when temperature differences are larger. For instance, Buckle (1992) 
even gives an example of a solution which was qualitatively wrong. Another 
important simplification is the time-averaging of the instantaneous continuity and 
Navier-Stokes equations. The instantaneous equations form a closed set which 
cannot easily be solved directly. Mean quantities are adequate for most 
applications, but averaging the fundamental conservation and transport equations 
introduces additional unknowns so that the resulting system of equations are not 
closed. It is the main task of turbulence modelling achieve computational 
procedures of sufficient accuracy and generality to achieve closure and predict the 
unknown terms. Section 8 details approaches to turbulence modelling. In solving 
the discretized equations, iterative methods are used. The exact solutions of the 
discretized equations are only produced if they are run for a very long time, and 
this can also affect the accuracy of the solution.
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3.3 Unsteady Reynolds-averaged Navier-Stokes (RANS) method
Unsteady flows that are referred to in this discussion are actually statistically 
stationary, but they possess periodic motion and intermittent behaviour. Unsteady 
RANS approaches tend to be applied to statistically stationary or slowly time- 
varying flows. However the unsteady RANS model, described below, is more 
suitable for truly non-stationary flows.
Unsteady RANS models only allow for time variation in quantities that have been 
set a priori at the boundary conditions including, for instance, the release of a 
scalar at internal boundary conditions. The solution can also vary due to moving 
boundary conditions, i.e. changing geometry. All the quantities calculated in a 
flowfield such as velocity, turbulence, and scalar concentration are mean 
quantities. In a case with varying wind direction and a time-dependent scalar 
release rate within the flowfield, the code tries to converge the solution at each 
time step for each new set of boundary conditions. It is therefore a ‘pseudo’ 
unsteady method, where a set of steady solutions for slightly different boundary 
conditions are collated in order to monitor the time development. The unsteady 
RANS model does account for inertia effects by adding a new term into the 
momentum equations, but ultimately it is not ‘unsteady’ in the same sense that 
turbulence in unsteady.
The turbulent flow around bluff-bodies features a variety of complex phenomena, 
e.g. streamline curvature, separation and the formation of large unsteady vortical 
structures. In particular, an accurate representation of the interaction between 
mean transient motion and residual turbulence poses a challenge to numerical 
simulation procedures.
In virtually all commercial simulation packages, the representation of turbulence 
relies on Reynolds-averaged Navier-Stokes (RANS) equations in conjunction with 
Boussinesq-viscosity models. This enhances the numerical efficiency at the 
expense of a strong model dependency. As a consequence, RANS methodologies 
are unable to model some features when applied to transient flows.
Lubcke et al (2001) assessed the predictive prospects of algebraic stress models 
(ASM), in unsteady bluff-body flows. The recently developed ASM aims to 
return improved modeling capabilities for complex engineering shear flows by 
means of efficient non-linear stress-strain relations and related modifications to 
the background model. ASMs have revealed remarkable improvements of the 
RANS methodology for several steady flows at low computational costs, which 
motivated their investigation in unsteady turbulent bluff-body flows. Lubcke 
carried out a comparison of the k-s and Algebraic Stress turbulence models and 
large-eddy simulation (LES)* and measurements. Examples included refer to three 
different cylinder flows with periodic boundary conditions.
Results indicate that the predictive accuracy obtained from an ASM is in close 
proximity to LES results, whereas the computational requirements remain
1 LES approaches are described in the next section.
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moderate in comparison with a linear Boussinesq-viscosity models. Results 
obtained from the ASM show many features of the large-eddy simulations carried 
out, but it does not reproduce the same level of agreement with experimental data 
as the LES. In this study, the ASM needed only 5% of the LES computing time 
and yet captured the important flow features, which will make it attractive in 
engineering calculations. The methodology enhances the predictive accuracy in 
unsteady flow conditions and significantly outperforms the linear Boussinesq- 
viscosity models. Lubcke concludes that the predictive failures of a turbulence 
closure therefore often pertain to an inaccurate representation of steady 
phenomena, e.g. flow-impingement, streamline curvature or massive straining. 
The RANS approaches adopted in Lubcke’s work confirm that deficits inherent to 
the baseline turbulence model tend to foster a deterioration of the overall 
performance in unsteady flows.
Generally, unsteady statistical modelling approaches rely on the formal existence 
of a spectral gap between the time scales of the mean transient flow and the 
residual turbulence. Particularly in the wake, the duration of the flow distortion 
due to unsteady effects is much smaller than the intrinsic time scale of the 
turbulence and the assumption of a spectral gap is violated. The poor performance 
of unsteady RANS methods is therefore related to use outwith its viable range of 
applicability.
3.4 Large-eddy simulation
While much progress has been made in understanding the qualitative behaviour of 
atmospheric flow and dispersion, we have only limited ability to confidently 
predict them accurately. This is because quantities have been shown to be 
critically dependent on the turbulence, and hence, in any numerical model, to the 
turbulence closure employed (Belcher, 1993). In the past, the Reynolds-averaged 
Navier-Stokes equation (RANS) seemed to be the only way to calculate turbulent 
flows of industrial relevance. Large eddy simulation (LES) is now known to be a 
viable approach to simulate unsteady turbulent flows and has recently become 
very popular as computers have increased in performance (e.g. Lataar, 2002; Cai, 
2002).
In turbulent flows large scale motions are by far the most effective transporters of 
the conserved properties. The large eddy approach therefore simulates the 
transport of flow field fluctuations of large length scale and models the effects of 
fluctuations at sub-grid length scales. The approach differs from the above in that 
the Navier-Stokes equations are averaged in space only, and that the averaging is 
carried out by a Gaussian filter. The resulting momentum equations are unsteady, 
and employ a model for the Reynolds stresses which involve a turbulent viscosity 
proportional to the width of the Gaussian filter used. It is assumed that the width 
of the filter can be related to the grid size used in the simulation of the flow field. 
The most commonly used subgrid scale model is one proposed by Smagorinsky 
(1963), an eddy viscosity model based on the notion that the effects of the sub­
grid scale Reynolds stress are increased transport and dissipation.
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The theoretical advantage of this technique is that less dependence is placed on the 
turbulence model as the most important eddies are directly resolved. The smaller 
scale eddies that are actually modelled are reportedly more isotropic in nature due 
to the damping nature of the fluid viscosity and the modelled subgrid scale 
stresses only contribute a small fraction of the total turbulent stresses (Wright & 
Easom 2000). The primary advantage of LES is the reduced influence of the 
turbulence model. In addition, this technique also allows for the full transient 
nature of the flow to be captured.
LES has been proven to be a powerful tool in modelling the homogenous 
atmospheric boundary layer (Mason, 1994) but, primarily due to lack of 
computational power, its potential in modelling near field flow and dispersion has 
yet to be realised.
In addition considerable skill is required to obtain accurate results. For instance, 
Hobson (1999) applied the LES technique to neutral flow over a flat but 
inhomogenous surface and achieved a well-resolved grid-independent simulation; 
but they also demonstrated that with inadequate resolution a LES can produce 
results that are worse than results obtained with a simple mixing-length closure 
which has even coarser resolution.
Another challenge is the absence of universal wall functions, which would allow 
for a reduction of grid points in the near-wall region and the simplicity of present 
subgrid-scale modelling, which is not able to capture all relevant flow phenomena 
with sufficient accuracy. Hence, LES demands very fine near-wall resolution to 
directly resolve the turbulent structures. For this reason, wall-resolving LES 
remains fairly time consuming. Piomelli & Balarus (2001) review the 
methodologies available for by-passing the wall layer, and finds that each has a 
different range of applicability but there are still many unresolved issues in wall- 
layer modelling in the context of engineering applications.
Sandham (2001) summarises guidelines for the application of existing LES 
technology which emerged from a 6-month research programme on turbulence at 
the Isaac Newton Institute in Cambridge. These show how a new user can begin to 
gain trust in results gained from LES.
• Validate the code against simpler theory and Direct Numerical Simulation 
databases
• Use smoothly varying near-orthogonal grids and avoid diffusive numerical 
methods
• Vary numerical and physical parameters (grid, box size, numerical method, 
etc.)
• Use explicit filtering and incorporate LES predictions at different ratios of 
filter width to grid spacing.
They address the issue of whether LES is actually ready for complex engineering 
calculations yet. The lack of a definite ‘yes’ in their conclusions should be taken 
as a warning to those who propose that LES will replace RANS for practical 
calculations at high Reynolds numbers over the foreseeable future, although many
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applications at lower Reynolds numbers will be amenable to wall-resolved LES. 
Significant progress has been made in LES technology in the past ten years 
including subgrid scale models and numerical methods for complex 
configurations. However application of LES to industrial problems will require 
accurate and robust numerical algorithms for complex geometry (Moin, 2002). As 
well as developing the technology, the challenge for academics is to try to 
communicate the requirements and limitations of the method to users.
Detached eddy simulations use RANS turbulence models in the wall region as 
opposed to wall functions or resolving the flow to the wall with the simple subgrid 
scale model. Recent development of detached eddy simulation models have 
suggested that this technique might be able to replace LES within the next decade 
(Schmidt, 2002). Results of a fully unsteady three-dimensional case with strong 
streamline curvature (flow past a square cylinder) which is known to be a major 
problem for RANS methods, show that this approach is quite inexpensive 
compared to LES while capturing the most important features of the flow, while 
RANS only gives a poor representation of the unsteady flow phenomena. 
Although the computational effort for an unsteady DES is generally higher than 
for a typical steady RANS simulation, promising results can be obtained in a 
reasonable amount of time. From a LES point of view, DES is a way out of the 
limitation given by resolution constraints, which have to be obeyed by wall- 
resolving LES and opens up a wide range of industrial related 3D applications.
3.5 The limitations of time averaged solutions for hazard assessment
The projects in this portfolio of work use time-averaged RANS methods. A key 
application of atmospheric modelling is in hazard assessment, but the implications 
of the shortcomings of CFD in atmospheric flow and dispersion applications must 
be appreciated. We will consider three particular types; these are assessments of 
harmful gas concentrations, calculation of emission fluxes for emissions 
assessment, and calculating flow fields to feed into particle tracking dispersion 
models for explosion assessments.
The first type of hazard assessment we consider involves numerical modelling of 
pollutant dispersion. Risk assessment of a toxic gas release requires the prediction 
of the exposure concentration. Two issues influence the relevance of time- 
averaged models for this application. The first is that virtually instantaneous 
concentrations are of interest in terms of the inhalation of toxic gas.
The highest peak concentrations are of particular interest as it is often necessary to 
estimate whether concentrations are likely to exceed certain limits, even though 
the time-averaged mean concentrations may be very low. Studies of concentration 
fluctuations of a plume have shown that the dispersion process is highly 
intermittent with some occasional high peaks occurring over periods of zero 
concentration levels. It is also important to quantify the plume behaviour with the 
probability of occurrence of these peak concentrations. One of the early studies 
(Fackrell & Robins, 1982) presented wind tunnel results for the variance, 
intermittency, peak values, probability density functions and spectra of
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concentration fluctuations for two passive plumes. The probability density 
function measured at an elevated level was shown to change from an exponential 
form towards a more Gaussian one near the ground. Several other workers have 
investigated the appropriate probability density functions for single and multiple 
sources (Hanna, 1984), near and far from the plume centreline (Sawford et al. 
1985), and meandering plumes as opposed to well mixed plumes (Mylne, 1991). 
Recent work has shown that the dispersion at the extremities of a plume close to 
the source have relatively higher intermittency than that further from the source 
(Cheung, 2000). In summary, the probability distribution frequency for a 
dispersion process may take any form from exponential through to Gaussian, log­
normal or clipped normal, depending on the range, height and building 
geometries. Time-averaged models remove the concentration fluctuations and will 
therefore predict neither the instantaneous highs nor their probability of 
occurrence.
The second issue that limits the applicability of time-averaged concentrations is 
that the time-averaged concentrations are overpredicted in comparison to wind 
tunnel and atmospheric measurements due to the lack of intermittent behaviour 
and mixing (Meroney, 1999).
One study investigated the toxic load caused by intermittent highs and lows as 
opposed to a constant mean. Long intermittent periods of zero concentration can 
have a significant effect on the predicted toxicity by allowing individuals some 
recovery time. A numerical stochastic simulation of intermittent concentration 
fluctuation time series was constructed based on the physics of the dispersion and 
dilution process that causes the fluctuations (Hilderman, 1999). The output of this 
model is a time series of non-zero concentration fluctuations with a physically 
realistic distribution of intermittent periods of zero concentration. This model was 
tested by comparison with data obtained from an atmospheric simulation in a 
water channel experimental facility. The importance of accounting for these 
fluctuations and intermittent periods of zero concentration in risk assessment is 
evaluated by calculating the toxic load accumulated from a release using a 
uniform mean concentration value and comparing it to the stochastic simulation. 
They show that fluctuations and long intermittent periods lead to lower 
accumulated toxic load than would be expected using a uniform concentration for 
the entire duration of exposure. The work therefore shows that the accumulated 
toxic load is higher if using mean values than intermittent ones; and the time- 
averaged calculation gives higher mean concentrations than those measured. The 
time-averaged model would therefore amplify this effect and lead to a higher, 
conservative estimate of toxic load.
These features of time-averaged solutions - the lack of prediction of instantaneous 
highs and over-prediction of mean concentration due to lack of turbulence and 
mixing - act in opposite ways; but the processes are too complex to suggest that 
they cancel one another. There is the issue that the plume predicted numerically is 
too narrow (Meroney 1999), so locations outside of the plume would give lower 
time averages than in reality. The plume location will move depending on the 
wind direction, although the effect of direction fluctuations are not so relevant for 
some geometries and sources of interest. For instance, the plume downwind of a
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circular storage tank will have the same mean shape regardless of the direction of 
the wind impinging on it. Time-averaged numerical models can therefore provide 
reasonably accurate concentration fields, although they may be conservative. They 
can also indicate the qualitative effects of changes in geometry or other parameters 
of interest.
The second type of hazard assessment we will consider deals with environmental 
hazards. Emission flux calculations use concentrations measured downwind of a 
source and use the wake velocity profile to arrive at an emission flux from the 
concentrations and the volume flow rate. In these cases the fluxes of interest are 
over time periods of days, and dispersion modelling is not involved. It must be 
acknowledged that, if the turbulence is not predicted correctly, then this can affect 
the mean flow; but CFD is useful for this application nonetheless.
Explosion assessments are the third type of hazard assessment we consider. 
Efficient explosion hazard assessments use CFD flow fields coupled with 
Lagrangian particle tracking models, so time-averaged flow fields are also 
appropriate in this situation. Flow fields provided by CFD are adequate to feed 
into particle tracking models of dispersion, provided that the turbulence predicted 
by the numerical model effects have the correct influence on the dispersing 
particles. Again, numerical modelling of the dispersion is not required in this 
application so numerical prediction of the flow is useful. Ventilation rates of 
congested regions can be used in simple methods to arrive at hazardous gas 
volumes and explosion severity.
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4. MATHEMATICAL CLASSIFICATION OF FLOWS
A well-posed mathematical model of a fluid flow requires initial and boundary 
conditions in conjunction with the conservation equations of fluid flow. To 
establish initial and boundary conditions, physical behaviour is categorised into 
problems characterised by elliptic, parabolic and hyperbolic equations. The way in 
which changes at one point affect events at other points depends on whether a 
physical problem represents a steady or transient phenomenon and whether the 
propagation speed of disturbances is finite or infinite. Patankar (1980) explains the 
classification of physical behaviours, and hence attendant PDEs, into elliptic, 
parabolic and hyperbolic problems.
4.1 Elliptic
Many equilibrium problems and other steady state situations are governed by 
elliptic equations. Elliptic problems can be solved by specifying conditions on the 
dependent variable on all the boundaries of the solution domain. An important 
feature of elliptic problems is that disturbance signals travel in all directions 
through the interior solution. Consequently, the solutions to physical problems 
described by elliptic equations are always smooth even if the boundary conditions 
are discontinuous. This is advantageous when designing the numerical method. To 
ensure that information propagates in all directions, the numerical techniques for 
elliptic problems must allow events at each point to be influenced by all its 
neighbours.
4.2 Parabolic
Parabolic equations describe time-dependent problems which involve significant 
amounts of dissipation. A disturbance at a point in the interior of the solution 
region can only influence events at later times. The solutions move forward in 
time and diffuse in space. Dissipative effects ensure that the solutions are smooth 
in the interior at times t > 0 even if the initial conditions contain discontinuities.
4.3 Hyperbolic
Hyperbolic equations dominate the analysis of vibration problems. They appear, in 
general, in time-dependent processes with negligible amounts of dissipation, 
although some hyperbolic flows (e.g. flows with shocks) can be dissipative. 
Solution to hyperbolic equations can be obtained by specifying two initial 
conditions. Disturbances at a point can only influence a limited region in space. 
The speed of disturbance propagation through an hyperbolic problem is finite and 
equal to the wave speed.
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4.4 Specification of boundary conditions
In summary, there are three distinct types of physical behaviour, elliptic, parabolic 
and hyperbolic. The governing Navier-Stokes equations and its reduced forms can 
be classified (Fletcher, 1991) using a matrix approach, but in practise, many fluid 
flows behave in a complex way. Problems with the formal classification into three 
distinct types result firstly from boundary-layer-type behaviour in flows at high 
Reynolds numbers and secondly, from compressibility effects at Mach numbers
greater than or approximately equal to one (Versteeg, 1997)11 For instance, 
Shapiro (1953) illustrates the complexities that can arise in inviscid flows due to 
compressibility effects. These lead to severe difficulties in the specification of 
boundary conditions for completely general purpose CFD procedures working at 
any Reynolds number and Mach number.
The complicated mixture of elliptic, parabolic and hyperbolic behaviours has 
particularly noticeable implications for the way in which boundary conditions 
enter into a flow problem at locations bounded by fluid boundaries. Outflow 
boundaries are commonly positioned at locations where the flow is approximately 
unidirectional and where surface stresses take known values. For high Reynolds 
number flows far from solid objects in an external flow there is no change in any 
of the velocity components in the direction across the boundary. Gresho (1991) 
reviews the intricacies of open boundary conditions in incompressible flow and 
states that there are some ‘theoretical concerns’ regarding open boundary 
conditions which use this assumption, but its success in CFD practise leaves him 
to recommend it as the simplest and cheapest form when compared with 
theoretically more satisfying selections.
Fletcher (1991) notes that under-specification of boundary conditions normally 
leads to failure to obtain a unique solution. Over-specification, however, gives 
rise to flow solutions with severe and unphysical ‘boundary layers’ close to the 
boundary where the solution is applied. If the location of the outlet or far field 
boundaries is chosen far enough away from the region of interest within the 
solution domain is it possible to get physically meaningful results (Hall 1997). 
Most careful solutions test the sensitivity of the interior solution to the positioning 
of outflow and far field boundaries.
'* Versteeg & Malalasakera (1995) show that the steady Navier-Stokes equations and the enthalpy 
equations are formally elliptic and the unsteady equations are parabolic. The mathematical 
classifications of inviscid flows equations is different from the Navier-Stokes and energy equations 
due to the complete absence of the (viscous) higher-order terms. The classification of the resulting 
equation set depends on the extent to which fluid compressibility plays a role and hence on the 
magnitude of the Mach number M. The elliptic nature of inviscid flows at Mach numbers below 1 
originates from the action of pressure. If M  < 1 the pressure can propagate disturbances at the 
speed of sound which is greater than the flow speed. But if M >  1 the fluid velocity is greater than 
the propagation speed of disturbances and the pressure is unable to influence events in the 
upstream direction. Limitations to the zone of influence are a key feature of hyperbolic phenomena, 
so the supersonic inviscid flow equations are hyperbolic. In thin shear layer flows all velocity 
derivatives in the flow direction are much smaller than those in the cross-stream direction. 
Boundary layers, jets, mixing layers and wakes as well as fully developed duct flows all fall within 
this category. In these conditions the governing equations contain only one diffusion term and are 
therefore classified as parabolic.
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Experience with the finite volume method has yielded a set of auxiliary conditions 
that give physically realistic flow solutions in many industrially relevant 
problems. Richards and Hoxey (1993) outline appropriate boundary conditions for 
wind engineering models using the k-s model. The most complete problem 
specification includes, in addition to the initial values of all flow variables, the 
following boundary conditions: specification of all variables at all inlets; 
specification of pressure at one location inside the flow domain; zero gradients of 
all variables in the flow direction at outlets; and specification of all variables or 
their normal gradients at solid walls.
In practise, other considerations for specification of boundary conditions include 
maintaining equilibrium boundary conditions across the mesh. Hall (1996) found 
turbulence profiles to show sensitivity to the choice of roughness parameter, so 
failure to maintain equilibrium boundary conditions can cause significant flow 
field changes quite independently of building and gas release effects.
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5. DISCRETIZATION APPROACHES
As mentioned before, there are four main numerical solution techniques: finite 
difference, finite element, finite volume and spectral methods.
5.1 Finite difference
The finite difference method is the oldest method for the numerical solution of
thPDE’s, believed to have been introduced by Euler in the 18 century. It is also the 
easiest method to use for simple geometries. The starting point is the conservation 
equation in differential form. At each grid point in the solution domain, the 
differential equation is approximated by replacing the partial derivatives by 
approximations in terms of the nodal values of the functions. The result is one 
algebraic equation per grid node, in which the variable at that and a certain 
number of neighbour nodes appear as unknown. In principle, the finite difference 
method can be applied to any grid type. However, it is almost always applied to 
structured grids as the grid lines serve as local co-ordinate lines. Smith (1985) 
gives a comprehensive account of all aspects of the finite difference method.
5.2 Finite element
The theory of finite elements was developed initially for structural stress analysis, 
but a standard work for fluids applications is Zienkiewicz and Taylor (1991). For 
the finite element method (FEM), the domain is broken into a set of discrete 
volumes or finite elements that are generally unstructured; in 2D, they are usually 
triangles or quadrilaterals, while in 3D tetrahedra or hexahedra are most often 
used. The distinguishing feature of FEM is that the equations are multiplied by a 
weight function before they are integrated over the entire domain. In the simplest 
FE methods, the solution is approximated by a linear shape function within each 
element in a way that guarantees continuity of the solution across element 
boundaries. Such a function can be constructed from its values at the comers of 
the elements. The weight function is usually of the same form. This approximation 
is then substituted into the weighted integral of the conservation law and the 
equations to be solved are derived by requiring the derivative of the integral with 
respect to each nodal value to be zero; this corresponds to selecting the best 
solution within the set of allowed functions (the one with minimum residual). The 
result is a set of non-linear algebraic equations.
An important advantage of FEM is the ability to deal with arbitrary geometries; 
there is an extensive literature devoted to the constmction of grids for finite 
element problems. The grids are easily refined; each element is simply subdivided. 
FEM are relatively easy to analyse mathematically and can be shown to have 
optimal properties for certain types of equations. The principal drawback, which is 
shared by any method that uses unstructured grids, is that the matrices of the 
linearized equations are not as well structured as those for rectangular grids 
making it more difficult to find efficient solution methods.
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5.3 Spectral methods
Spectral methods approximate the unknowns by means of truncated Fourier series 
or series of Chebyshev polynomials. Unlike the finite difference or finite element 
approach the approximations are not local but valid throughout the whole 
computational domain. The unknowns in the governing equation are replaced by 
the truncated series. The constraint that leads to the algebraic equations for the 
coefficients of the Fourier or Chebyshev series is provided by a weighted residuals 
concept similar to the finite element methods or by making the approximate 
function coincide with the exact solution at a number of grid points. Pinelli et al
(1997) discretize the unsteady incompressible Navier-Stokes equations with a 
combined Fourier-Legendre spectral method. They illustrate the potentialities of 
the discretization technique with a direct numerical simulation (DNS) of a fully 
turbulent plane channel flow.
5.4 Finite volume
The finite volume method was originally developed as a special finite difference 
formulation. It is central to four of the five main commercially available CFD 
codes: PHOENICS, FLUENT, FLOW-3D and STAR-CD. Thomas (1996) gives 
details of the finite volume method. The numerical algorithm involves firstly, 
formal integration of the governing equations of fluid flow over all the (finite) 
control volumes of the solution domain. Secondly, discretization involves the 
substitution of finite-difference type approximations for the terms in the integrated 
equations representing flow processes such as convection, diffusion and sources. 
This converts the integral equations into a system of algebraic equations. The 
algebraic equations are then solved by an iterative method.
The control volume integration distinguishes the finite volume method from all 
other CFD techniques. Variable values are calculated at the computational node at 
the centroid of each control volume. Interpolation is used to express variable 
values at the control volume surface in terms of the nodal values. Surface and 
volume integrals are approximated using suitable quadrature formulae. The 
resulting statements express the (exact) conservation of relevant properties for 
each finite size cell. This clear relationship between the numerical algorithm and 
the underlying physical conservation principle is one of the main attractions of the 
finite volume method and makes its concepts much easier to understand by 
engineers than finite element and spectral methods.
The finite volume method can accommodate any type of grid, so it is suitable for 
complex geometries. The grid defines only the control volume boundaries and 
need not be related to a coordinate system. The method is conservative by 
construction, so long as surface integrals are the same for control volumes sharing 
the boundary.
The disadvantage of finite volume methods compared to finite difference schemes 
is that methods of order higher than second are more difficult to develop in 3D.
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This is due to the fact that the finite volume approach requires two levels of 
approximation: interpolation and integration.
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6. NUMERICAL SCHEMES
Accurate numerical schemes are needed to avoid excess numerical diffusion. 
Most CFD codes incorporate a selection of differencing schemes such as the first- 
order accurate ‘upwind differencing’ scheme and some higher-order schemes. The 
upwind differencing scheme is computationally cheaper than higher-order 
schemes but is less accurate and introduces false diffusion. This occurs when the 
flow is not aligned with the grid lines, causing the distributions of transported 
properties to become smeared. The solution corresponds to a larger diffusion 
coefficient, which is sometimes much larger than the actual diffusivity. Trials 
have shown that in high Reynolds number flows, false diffusion can be large 
enough to give physically incorrect results (Huang et al, 1985).
Higher order schemes, such as QUICK (quadratic upstream interpolation for 
convective kinetics) of Leonard (1979), can minimise false diffusion errors but are 
less computationally stable. This manifests itself as small over- and under-shoots, 
for instance negative concentrations near a source.
Alternatively, most CFD codes have a ‘blended’ scheme such as the hybrid 
differencing scheme of Spalding (1972) These combine a higher-order accuracy 
scheme with the upwind differencing scheme, the blending factor being derived 
from local gradients. Such schemes are designed to be bounded and so do not 
introduce non-physical behaviour, but they are less accurate than the pure higher- 
order schemes.
The under- and over-shoots of the QUICK scheme has led to the development of 
second-order schemes that avoid these problems. Rodi (1993) found that at least a 
second-order accurate differencing scheme is necessary in most cases to detect 
vortex shedding. Section 10 considers more implications of the choice of 
differencing scheme.
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7. NUMERICAL GRID
The discrete locations at which the variables are to be calculated are defined by 
the numerical grid which is essentially a discrete representation of the geometric 
domain on which the problem is to be solved. Structured, unstructured and self- 
adaptive gridding techniques are reviewed here.
The most critical regions for modelling flows round buildings are sharp leading 
edges where the flow is most likely to separate. Fine mesh resolution is therefore 
needed in these areas to capture the flow details accurately. The nature of wall 
boundary conditions needs to be considered when choosing mesh spacing close to 
walls. Fine mesh resolution is also needed in the vicinity of gas sources to capture 
large gradients of velocity, turbulence, and scalar quantities. Coarse meshes result 
in numerical diffusion and excessive plume spreading rates. For site safety studies, 
it is usually important to be able to determine gas concentrations and doses at 
distances from a hundred metres to 2km from the source. Attention must therefore 
be given to mesh resolution in the wake.
7.1 Structured grid
Structured grids consist of families of grid lines with the property that members of 
a single family do not cross each other and cross each member of other families 
only once. This allows the lines of a given set to be numbered consecutively. The 
position of any grid point (or control volume) within the domain is uniquely 
identified by a set of two (in 2D) or three (in 3D) indices. Nakamura (1996) gives 
a detailed discussion of structured grid generation.
This is the simplest grid structure, since it is logically equivalent to a Cartesian 
grid. Each point has four nearest neighbours in two dimensions and six in three 
dimensions; one of the indices of each neighbour of a point differs by one from 
the corresponding index of the point. This neighbour connectivity simplifies 
programming and the matrix of the algebraic equation system has a regular 
structure, which can be exploited in developing a solution technique. Indeed, there 
is a large number of efficient solvers applicable only to structured grids. The 
disadvantage, however, is that they can only be used for geometrically simple 
solution domains. Another disadvantage is that it may be difficult to control the 
distribution of grid points: concentration of points in one region for reasons of 
accuracy produces unnecessarily small spacing in other parts of the solution 
domain and a waste of resources. This problem is exaggerated in 3D problems. 
Long thin cells may also affect the convergence adversely.
In a block structured grid, there is a two (or more) level subdivision of a solution 
domain. On the coarse level, there are blocks which are relatively large segments 
of the domain; their structure may be irregular and they may or may not overlap. 
On the fine level (within each block) a structured grid is defined. Special 
treatment is necessary at block interfaces. A block-structured grid is more flexible 
as it allows the use of finer grids in regions where greater resolution is required.
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The non-matching interface can be treated in a fully conservative manner. The 
programming is more difficult than for grid types described above, although 
complex flow domains can be treated with these grids.
Block-structured grids with overlapping blocks obtain boundary conditions for 
one block by intepolating the solution from the other (overlapped) block. The 
disadvantage of these grids is that conservation is not easily enforced at block 
boundaries, but complex domains are dealt with more easily and it can be used to 
follow moving bodies: one block is attached to the body and moves with it, while 
a stationary grid covers the surroundings. This type of grid is not very often used, 
although it has strong supporters. (Zhang and Street 1995)
7.2 Unstructured grids
For very complex geometries, the most flexible type of grid is one which can fit 
an arbitrary solution boundary. In principle, such grids could be used with any 
discretization scheme, but they are best adapted to the finite volume and finite 
element approaches. Lohner (1996) gives a detailed account of unstructured 
gridding. The elements or control volumes may have any shape and there is no 
restriction on the number of neighbour elements or nodes. In practice, grids made 
of triangles or quadrilaterals in 2D, and tetrahedra or hexahedra in 3D are most 
often used. Such grids can be generated automatically by existing algorithms. The 
grid can be made orthogonal, the aspect ratio is easily controlled, and the grid may 
be easily locally refined. However, the advantage of flexibility is offset by the 
disadvantage of the irregularity of the data structure. Node locations and 
neighbour connections need to be specified explicitly. The matrix of the algebraic 
equation system no longer has regular, diagonal structure. The solvers for the 
algebraic equation systems are usually slower than those for rectangular grids.
Venkatekrishnans’ (1996) survey of unstructured grid flow solvers notes that 
significant progress has been made in the areas of spatial and temporal 
discretization and adaptive and parallel algorithms. Newly developed turbulence 
models mesh well with the unstructured grid framework. Based on these 
developments, it is stated that unstructured grid technology is almost on par with 
structured grid technology, although encumbered with additional memory and 
computational costs.
Unstructured grids are increasingly used with finite volume methods. Computer 
codes for unstructured grids are more flexible - they need not be changed when the 
grid is locally refined, or when control volumes of different shapes are used. 
Generating meshes around arbitrary complex geometries has become much easier 
with the advent of graphics-oriented mesh generators and further advances in 
terms of the ease and speed of set-up are possible by using computer aided design 
(CAD) packages. In addition, automatic mesh generation techniques are being 
implemented in the main commercial CFD codes, for instance in Version 5 of 
CFX. Hinks (1998) indicates the intention to use the unstructured meshing in 
CFX-5 for tackling geometrically complicated leak hazard scenarios. The user 
only needs to define surfaces, while the internal mesh is generated automatically.
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Depending on the geometrical complexity, this could more than halve the time 
taken to build the mesh.
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7.3 Self-adaptive meshing
In practice, it is unlikely that the optimum level of mesh refinement can be 
achieved everywhere. For instance, the trajectory and spreading rate of a passive 
release will depend largely on the local wind effects around the building. This 
has led to the development of CFD codes with a self-adaptive meshing capability. 
For instance, Xu et al (1998) describe a new algorithm for adaptivity of Delaunay
triangulations111. It distinguishes between regions of mesh according to whether 
they are to be refined, unaltered or coarsened. The method automatically identifies 
nodes of the mesh which are candidates for deletion. For a region to be coarsened, 
a node deletion process is proposed. After coarsening, the mesh retains a high 
quality for two reasons: the first is because a set of nodes have been used to obtain 
the coarse mesh, which are equi-distant apart, in some sense defined by the 
original mesh; the second is because the triangulation is Delaunay. The mesh 
refinement procedure sub-divides elements into a number of similar elements in 
the regions to be refined. Two- dimensional examples demonstrate the quality of 
the mesh after coarsening/refinement.
Hart (1998) used adaptive gridding techniques for multi-scale atmospheric 
dispersion modelling. They address the requirement for models which resolve 
species profiles with an atmospheric transport-reaction modelling strategy which 
is based on a solution grid generated using time dependent adaptive techniques. 
These provide a finer grid around regions of high spatial error in order to 
adequately resolve species concentration profiles. The techniques were applied in 
two dimensions employing emissions from both point and area sources. 
Preliminary results show that the application of adaptive gridding techniques to 
atmospheric dynamics modelling can provide more accurately resolved species 
concentration profiles, accompanied by a reduced CPU time invested in solution. 
They conclude that such a model can provide the basis for high resolution studies 
of the multiple scale interactions between spatially inhomogeneous source patterns 
in urban and regional environments.
Such techniques are unfortunately not yet robust enough to be incorporated into 
commercial CFD codes, but continuing research will no doubt offer advances in 
the near future.
Delaunay triangulation is a method to achieve mesh generation having described bounding 
surfaces, element type, size and shape. In 1850, Dirichlet first proposed a method whereby a given 
domain could be systematically decomposed into a set of convex polyhedra. Given a set of points, 
one may define a set of volumes assigned to each of the points, satisfying the criteria that any 
location within a volume must be closer to one of its points than any other of the points. Joining all 
the pairs of points across polyhedral boundaries results in the Delaunay triangulation. The set of 
tetrahedra that form the Delaunay triangulation satisfy the property that no other point is contained 
within the circumsphere formed by the nodes of the tetrahedra (Lohner, 1996)
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8. TURBULENCE AND ITS MODELLING
The accuracy of CFD modelling, in the absence of numerical errors, is governed 
largely by the ability of the turbulence model to represent the complex fluid 
dynamic processes present in the atmosphere. For pollutant dispersion 
applications, the turbulent transport of a scalar is of paramount importance. The 
main issues for turbulence modelling are building effects on local velocity and 
turbulence regimes, the prevailing anisotropic effects of the atmospheric surface 
layer, and the effect of density stratification (due to molecular mass or temperature 
effects) on turbulence regimes.
Before expanding on the above, it is useful to mention a classification of methods 
for predicting turbulent flows. According to Bardina et al. (1980) there are six 
categories (presented in Table 2) each of which can be divided into subcategories. 
As one progresses down the list, more of the turbulent motions are computed and 
fewer are approximated. Therefore the latter methods are more exact but have 
higher computing times.
Method Description
Correlations Correlations of, e.g., heat transfer as a function of Reynolds and Prandtl 
numbers, restricted to simple flows
Integral
equations
Derived from equations of motion by integrating over one or more co­
ordinates, reducing the problem to one or more ordinary differential 
equations.
One-point
closure
Equations of motion are averaged over time, leading to the Reynolds 
averaged Navier-Stokes equations (RANS). These do not form a closed set 
so this method requires the introduction of approximations (turbulence 
models)
Two-point
closures
Uses equations for the correlation of the velocity components using the 
Fourier transform of these equations.
Large Eddy
Simulation
(LES)
Solves for the largest scale motions of the flow while modelling only the 
small scale motions. Compromise between one point methods and DNS 
(below)
Direct
Numerical
Simulation
(DNS)
Solves Navier-Stokes equations for all motions in turbulent flow.
Table 2. Classification o f  methods fo r  predicting turbulent flow s
Section 3.2.3 explained that the Reynolds averaged Navier-Stokes (RANS) 
equations do not form a closed set. Turbulence models are therefore required to 
predict the unknowns in the RANS equations and achieve closure. The turbulence 
models can be classified into eddy-viscosity models (EVMs), algebraic stress 
models (ASMs), and Reynolds Stress equation models (RSMs). This hierarchy is 
represented in Figure 1.
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Predicting Turbulent Flows
Correlations Integral Equations One-point closure
Eddy Viscosity Models Reynolds stress models
two-equation
k-epsilon
k-e+pdm dual-time scale k-e'tuned' k-enon-linear k-eRNG formulation
Two-point closure LES
Algebraic Stress Models
DNS
one-equationzero-equation
Figure 1. Hierarchy of methods ofpredicting turbulent flows
8.1 Eddy-viscosity models
EVMs are divided into zero-, one- and two- equation models. Two-equation 
models are most often used for industrial applications.
8.1.1 Zero-equation models
The Reynolds averaged momentum transport equations use an empirically 
derived eddy viscosity. The mixing length is useful for flows where turbulence 
properties develop in proportion to a mean flow length scale. This gives the 
opportunity for non-isotropic formulations to be applied and is cheap, but is 
completely incapable of describing flows with separation and recirculation.
8.1.2 One-equation models
An additional scalar transport equation is solved. This is combined with an 
empirical relationship for the turbulence length scale and the eddy viscosity 
hypothesis to calculate a distribution of effective turbulent viscosity.
8.1.3 Two-equation models
Two additional scalar transport equations are used, one for the turbulent kinetic 
energy (k) and one for either its rate of dissipation (s), or (less commonly) the 
length scale (/). The transport equations also contain a number of modelling 
constants whose values have been established by experiment. The values of k and 
s at each grid node are used to calculate an eddy viscosity, using a constant value 
based on the assumption of turbulent equilibrium.
The k -s model is the simplest turbulence model for which only initial and 
boundary conditions need to be supplied. It exhibits excellent performance for 
many engineering flows, and is well established as the most widely validated 
turbulence model.
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The deficiencies of the k -s model are, however widely reported. Hanjalic (1994) 
and others identifies the inability of a linear stress-strain relationship based on a 
single eddy viscosity to cope with, for example:
• history of anisotropy: e.g. wake flows
• anisotropic body forces: e.g. buoyancy, Coriolis forces
• complex strains: e.g. curved flows, alongwind pressure gradients
• viscous effects in low-Reynolds-number and transitional flows
• non-equilibrium flow near walls
• flows with more than one length or time scale
However, eddy-viscosity models are readily incorporated into existing laminar 
viscous codes through a stability-enhancing addition to the implicit diffusion term. 
There is, therefore, widespread appeal for the idea of adjusting the eddy-viscosity 
models for particular types of flow.
8.3 Modifications to the standard k -s model
This section reviews four modifications to the standard k -s model; the RNG 
formulation of k -s, non-linear k -s models, k -8 with a preferential dissipation 
modification, and ‘tuned’ k -8 models.
8.3.1 RNG formulation o f k - s
Recently, the application of re-normalisation group theory to the derivation of 
turbulence models has led to the development of a range of modifications. In the 
case of the standard k -s model, this entails changes to the constants used, and the 
addition of a term to the dissipation equation, related to the total rate of fluid 
strain and the turbulent viscosity. It is claimed that the RNG formulation of the 
two-equation approach is more accurate, but this has only been confirmed for 
certain flows.
There are various reasons for the RNG k-s model’s improvement over the 
standard k-s model. The RNG model incorporates revised model constants used to 
close the transport equations. Furthermore the s equation includes a strain 
dependent term to aid the model in dealing with flows that experience large rates 
of deformation. The reduced value of certain constants have the beneficial 
consequence of decreasing both the rate of production of k and the rate of 
destruction of s, leading to smaller eddy viscosities. Secondly, the strain 
dependent term in the modified s equation has the effect of modifying the rate of 
dissipation depending on whether the flow is subject to isotropic or strongly 
anisotropic turbulence. In areas of high straining the strain dependent term 
increases the production of energy dissipation term, the net result of which will be 
to further reduce the eddy viscosity returned. Although this model incorporates 
simple additions to the energy dissipation equation that significantly improve its 
performance it is still an isotropic turbulence model. Furthermore is has been 
noted that the additions to the equation, which are not systematically derived from
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the Navier-Stokes equations, can cause the model to destabilise in certain flow 
fields.
8.3.2 Non-linear k - s  models
These models are based on solutions of the k -s transport equations (in standard or 
RNG form), but use non-linear relationships to compute Reynolds stresses from 
rates of fluid strain and the eddy viscosity. The gradients of these Reynolds 
stresses are used in the momentum equations to allow the modelling of non­
isotropic turbulence.
These models aim to obtain a width of applicability approaching that of second 
moment closure. Non-linear expansions of the Boussinesq hypothesis should 
produce universal improvements, in contrast to ‘ad-hoc’ improvements that may 
only improve predictions for a particular application of the model. This model 
uses the full kinetic energy production term so the overproduction of turbulent 
kinetic energy, which is a problem for the standard k-s model, is not such an issue.
8.2.3 k - s  with preferential dissipation modification
It has already been mentioned that the standard k -s model is unable to model 
flows with complex strains, such as along wind pressure gradients. This can result 
in an underprediction of dissipation in decelerating boundary layer flows. This 
results in unphysical levels of turbulence upwind of bluff bodies. This enhances 
momentum transport across the separated shear layer, leading to early 
reattachment, decelerated boundary layers respectively. Unphysical levels of 
turbulence upwind of bluff bodies also result in failure to predict flow separation.
Hanjalic and Launder (1980) concluded that streamwise strains are more effective 
than simple shear in promoting transfer of energy from large to small scales, so 
enhancing the dissipation rate, and proposed increasing the source term in the 
dissipation equation for normal strains. This idea of a preferential response of 
dissipation to normal strains was taken up by Leschziner and Rodi (1981) who 
created a model for the production term in the dissipation equation.
Packwood and Castro (1999) found that, for flow through porous fences in thick 
boundary layers, k -s with a preferential dissipation modification (PDM) gave a 
reasonable approximation, capturing separation and reattachment in one case, and 
giving a slightly better representation than a RSM overall.
8.2.4 ‘tuned *k - s  models
Benodekar et al (1987) used the standard isotropic k -c model with anisotropy 
ratios (ratios of the turbulent stresses in the along-wind, cross-wind and vertical 
directions) ‘tuned’ according to the Castro and Robins experiments. The transport 
equation for scalar concentration was modified to include anisotropic eddy
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diffusivities. The eddy diffusivity in the vertical direction was obtained from the 
standard k -8 turbulence model. Ratios of along-wind and cross-wind diffusivities 
to the vertical diffusivities were taken from the measured turbulent stresses in the 
longitudinal and lateral directions with respect to the main flow. Good agreement 
with experimental results was achieved for passive releases in the vicinity of 
buildings. Peak ground-level concentrations were overpredicted in the cavity 
region downwind of the building, but the accuracy was reported to be within a 
factor of two to three of the wind tunnel measurements.
Richards and Hoxey (1993) adjusted the constant which is related to the
turbulent kinetic energy k, in the atmospheric surface layer and the friction 
velocity, w*, by the expression
ul
* = 7 ^ r
M
For the real atmosphere, appropriate values o f k /  ul range from about 5.5 to 9. In
comparison, the standard value of CM of 0.09 leads to k /  ul = 3.33, while the
value for C of about 0.03 suggested by Richards and Hoxey leads to k / ul =
5.8. It is recognised that other constants should also be tuned for atmospheric 
flows.
Another example of an improved k -s model is the dual time-scale model (Chen 
and Kim 1987) Overall, there seems to be no consensus on which modified k -s 
model to use.
8.3 Algebraic stress equation models
Algebraic stress models seek to calculate the Reynolds stresses from a set of 
equations derived from the Reynolds stress transport equations. The chief 
assumptions are that each component of the Reynolds stress tensor is transported 
and diffused at the same rate as the turbulent kinetic energy, and scales like the 
turbulent kinetic energy. The result is a quadratic equation for each of the 
Reynolds stresses. The main advantage of the approach is that it provides a model 
of non-isotropic turbulence, which is closely related to the Reynolds stress 
transport model, but without the complication or computational effort associated 
with its solution. The main disadvantage is that it is often not clear which of the 
two roots of the quadratic equations for the Reynolds stresses is the admissible 
solution.
8.4 Reynolds stress equation models
The drawbacks of the k -s model (inability to predict flows with complex strain 
fields or significant body forces) can be overcome by solving the Reynolds stress 
transport equations, thus accounting for the directional effects of the Reynolds
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stress field. It is generally accepted that the Reynolds stress equation model has 
the potential to describe all the mean flow properties without case-by-case 
adjustment. Numerous studies have shown the RSM approach to provide more 
accurate solutions than the standard k -s for certain flows, although it is by no 
means as well validated as the k -s model. It is not as widely used in industrial 
flow calculations, because of the cost of computations (involving seven extra 
PDEs), the need for further empiricism for some of the terms, and complexities in 
the formulation of boundary conditions. The extension and improvement of these 
models is a very active area of research.
8.5 The use of CFD for Dispersion modelling
There are increasing levels of accuracy available in turbulence and dispersion 
modelling, from simple turbulence models through to large-eddy simulations. This 
study uses RANS methods. The limitations of these for hazard assessment have 
been reviewed in section 3.5. The specific issue of modelling dispersion with 
time-averaged models are discussed in more detail here, followed by a review of 
Lagrangian models which use time averaged flowfields and LES for dispersion 
modelling.
There are many challenges in capturing atmospheric dispersion effects with time- 
averaged models. Different scales of turbulence cause wind direction fluctuations, 
which are not modelled in wind tunnel simulations, and intermittent and periodic 
behaviour, which can be seen in wind tunnel studies. In addition the turbulence is 
anisotropic.
The variability of the wind direction is of considerable importance for the 
dispersion of pollutants. Over short periods (up to approximately one hour) the 
causes of this variability vary as the stability of the atmosphere changes. In 
unstable conditions the wind direction variability is controlled by lateral 
turbulence which is understood through the traditional similarity theory of the 
atmospheric boundary layer (e.g. Panofsky and Dutton, 1984). In strongly stable 
conditions however, the similarity approach, which would predict a reduction in 
direction variations as stability increases, fails for averaging times of more than 
about 10 minutes. Instead the direction variability increases as a result of low- 
frequency meanders which may be partly boundary-layer motions and partly larger 
mesoscale effects. These motions are probably associated with a variety of causes, 
such as drainage flows and other terrain effects, cloud cover variations, 
inhomogeneities in surface properties, gravity waves, and turbulence intermittency 
(Davies, 1999). Over longer time periods of several hours (in both stable and 
unstable conditions) larger scale meso- and synoptic-scale eddies contribute to 
directional variability.
The potential effects of wind direction fluctuations were exemplified by 
MacDonald (1998) in his comparison of results from scaled field and wind tunnel 
modelling of dispersion in arrays of obstacles. Because of the inability to model 
the large scale eddies which cause the wind direction fluctuations, incomplete
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modelling of the atmospheric turbulence occurs. The contribution of wind 
meandering was reduced somewhat in their data by a selective averaging process, 
whereby only three minute periods of steadiest wind direction (+ 7° of the nominal 
direction) were chosen for calculating the field averages. However, even under 
conditions of neutral stability, the unobstructed plumes in the field were almost 
twice as wide as in the wind tunnel, although the vertical spread in the field and 
the wind tunnel were more similar. The plume downwind of an array of cubes was 
found to be nearly identical in the wind tunnel and the field, suggesting that the 
diffusion was obstacle-dominated and upstream turbulence characteristics had less 
influence on the dispersion. On the other hand, arrays of larger aspect ratio 
obstacles produced relatively wider plumes in the field, although the vertical 
growth was the same. A possible explanation for the wider plumes in these arrays 
in the field is the amplification of small changes in mean wind direction in the 
field. The arrays with larger aspect ratio obstacles can produce significant 
channelling of the wind, which displaces the plume centreline laterally. In this 
study, we propose to assess the dispersion downwind of single finite length 
circular cylinders, so the wider plume caused by channelling from wide obstacles 
will not be an issue, and we expect the diffusion to be dominated by the 
turbulence created by the obstacle rather than upstream turbulence effects.
Methods using CFD have been developed to take explicit account of the effect of 
variations of mean wind direction on near field concentrations (Quinn et al 1992). 
A technique based on the weighted summation of concentration fields for 
individual wind direction results according to the probability density function of 
the wind direction was used. The computed flow field was compared to mean 
concentrations measured in the wake of a full scale building. The weighted 
solutions, taking account of wind direction, give significantly improved solutions 
over unweighted results -  this result shows the effect of eddies which create 
direction fluctuations over a 40 degree range. The concentrations were over­
predicted in the weighted results nonetheless, which is linked to inadequate 
resolution of flow features and mixing in the CFD model.
This brings us on to the second issue: the smaller scale turbulence that is 
characterised by periodic behaviour and intermittency. Intermittent behaviour is an 
effect of turbulence that can be seen in wind tunnel experiments. Measurements of 
fluctuating pressure and velocity, and instantaneous smoke-flow visualisations 
have been carried out to reveal the unsteady structure of a separated and 
reattaching flow (Cherry et al 1984). Low frequency motion was detected through 
the separation bubble, which is most significant close to separation, where it leads 
to a weak ‘flapping’ of the shear layer. Free-stream turbulence has been found to 
enhance the shear-layer entrainment rates, and modify the relatively low-frequency 
flapping motion of the shear layer (Castro 1998). This low frequency motion is a 
major contributor to dilution of a scalar, as Meroney et al (1999) found in their 
investigation of several building shapes. Concentrations predicted using numerical 
modelling were consistently larger than those measured in the wind tunnel. Their 
flow visualisation also demonstrated that flow circulations are intermittent. The 
intermittent nature of bluff-body flows explains why numerical calculations 
consistently over-predict surface concentration downwind of sources.
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Finally, within the atmospheric surface layer, ‘building-scale’ turbulence is 
markedly anisotropic. Local isotropy can occur in an unobstructed boundary layer 
at 10m at frequencies above 1Hz, but at frequencies below 1Hz the turbulence 
becomes increasingly anisotropic (Richards et al 1997). Anisotropy also increases 
in stable atmospheres. The effect of stability on dispersion is to increase the decay 
duration, (the time it takes for the gas to become fully detrained from the wake), 
mainly due to the lower wind speeds and higher concentrations observed under 
these conditions (Mavroidis, 1997). The standard k-s model assumes that 
turbulence is isotropic, but the Reynolds Stress model calculates transport 
equations for each of the Reynolds Stresses, and therefore predicts anisotropy in 
the turbulence. An obvious result of a lack of anisotropy in the turbulence results 
in decreased lateral spreading of a plume. Reynolds stress models have been found 
to provide improvements in dispersion predictions, in particular lateral plume 
spread, although not in every case. Some examples are reviewed in the next 
section.
These issues of wind direction fluctuations, intermittent behaviour in 
concentration distributions and turbulence anisotropy are not well handled in time- 
averaged methods, but the method can give good qualitative and in some cases 
quantitative information about dispersing plumes nonetheless. The capabilities of 
two-equation and Reynolds stress for dispersion modelling is an area that would 
benefit from further investigation.
The coupling of RANS methods with Lagrangian particle tracking models is an 
approach that is increasing in popularity. The RANS equations delivers the flow 
field with its turbulent statistical properties, and the Lagrangian module employs 
these data to track individual particles. The RANS scalar diffusion approach for 
simulating turbulent dispersion does have its own advantages as compared to 
Lagrangian methods. For flow laden with a large amount of particles the 
quantitative description of the variation in particle concentration is much simpler 
by means of the scalar diffusion method since, for the same purpose, statistical 
sampling is required with the Lagrangian description. Lagrangian methods may 
also face problems whenever the cloud of particles tracked is larger than the fluid 
parcel over which volume averaging is performed (Lakehal, 2002). And apart 
from that, the scalar diffusion approach allows both phases to be computed over a 
single grid, whereas the Lagrangian methods require the interpolation of quantities 
between the fixed grid nodes and the local position of particles. However, treating 
particles via the Lagrangian formalism is in essence natural because their motion 
is tracked as they move through the flow field, which preserves their actual non­
continuum behaviour and accounts for their history effects in a natural way. In 
addition, if attention is now redirected towards turbulence modelling, the 
Lagrangian approach holds a fundamental advantage over the Eulerian one in the 
sense that it does not require closure assumptions for turbulence correlations of 
tracer concentration and velocity fluctuations.
Ichikawa (2002) report an airflow model based on the algebraic Reynolds stress 
turbulence closure model and a Lagrangian particle dispersion model. The ratio of 
the maximum concentration and the distance of the point of the maximum 
concentration from the source over topography to the respective values over a flat
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plane were derived. The atmospheric dispersion model was applied to the 
topography around a power plant with a maximum elevation of more than 1,000 
m. The results were highly similar to the results of a wind tunnel experiment. They 
conclude that, when the slope of a hill or mountain is similar to the topography 
considered in this study, it is possible to evaluate topographical effects on exhaust 
gas dispersion with reasonable accuracy using the coupled RANS-Lagrangian 
technique.
As discussed previously, LES has the capability to model unsteady turbulent 
flows, but its potential in dispersion has not yet been discussed. Sykes and Henn 
(1992) use a large eddy simulation to generate statistics of a fluctuating 
concentration field. Results were compared with wind-tunnel experiments and 
showed reasonably good agreement. One of the most important statistics the LES 
generates is the scalar fluctuation dissipation rate. This quantity is important in the 
second-order closure prediction of the fluctuating variance, and is very difficult to 
measure in laboratory experiments.
In another study, a 2D large- eddy simulation approach is used to give detailed 
information on pollutant transport mechanism within a covered roadway (Lataar, 
2002). They find that the dispersion process is highly dependent on the flow 
turbulence and advection dominated due to the fact that the pollutant is carried 
outside the covered region by large unsteady structures produced in the shear 
region. The gas dispersion from the covered section takes place through an 
intermittent "vortex and purging" release, governed by the interactions between 
the large structures. Comparisons with experimental data are in good quantitative 
agreement but the LES results slightly overestimate the concentration levels -  
although this may be partially due to the 2D representation.
Another recent study used 3-D LES to predict the unsteady flow field, and 
concentration was calculated using the finite difference method, in which the LES 
is expanded for concentration. The flow field around a cubical building and the 
diffusion of stack-gas, emitted from an elevated point source at an upstream 
position of the building, were calculated. Numerical calculation results were 
compared with experimental measurements of concentration fluctuations. 
Although there were some discrepancies in the calculated windward length of a 
cavity region behind the building and those found in the wind tunnel experiments, 
the calculated mean velocity and turbulent intensity showed good agreement with 
those of the wind tunnel experiments. The calculated concentration fluctuation 
showed good agreement regarding the fluctuating concentration signals, and also 
mean concentration, fluctuation intensity and high-concentration values (Sada, 
2002).
A disadvantage of the LES technique for calculating concentration statistics stems 
from its intensive computational requirements. One simulation is equivalent to 
only one field experiment, but to construct ensemble statistics (e.g., for 
concentration fluctuation variance) one may require at least ten runs Kima (2001).
Time-averaged CFD models are still much used in industrial applications, due to 
their robustness, ease of application and speed. As such, further research into the
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capabilities and appropriate applications of such models are useful to inform 
common current practise, while other techniques such as Eulerian-Lagrangian 
methods and LES merit further investigation for a longer term future.
8.6 Comparison of turbulence models
Hall (1996) compared the k -s model, the re-normalisation group (RNG) theory 
model and a Reynolds stress model (RSM) for flow and dispersion round a surface 
mounted cube. Turbulence and diffusion in the atmospheric boundary layer are 
markedly anisotropic, being characterised by turbulent velocity components in the 
along-wind, cross-wind, and vertical directions, typically occurring in the ratio 
1:0.68:0.45. The anisotropic behaviour results in increased lateral spreading of a 
plume and reduced vertical spreading near the ground. The k -e and RNG 
turbulence models provide only an isotropic treatment and therefore tend to give 
similar spreading rates in the along-wind, cross-wind and vertical directions. The 
net effects, shown by their cube results, is primarily an underprediction of the rate 
of decay of concentration in the streamwise direction. The RSM model represents 
these anisotropic effects, since transport equations are solved for the full set of 
turbulent stresses. The RSM results were better, although the computational effort 
was greater. The model generated spuriously high levels of turbulence energy due 
to the significant normal straining rates in the flows. This excess of turbulence 
energy was then convected downwind and seriously degraded the solution.
The RNG performs better in separated flows; for examples, in a simple backward 
facing step problem, the RNG predictions agree quite closely with experimental 
results, while the k -s underpredicts the length of the recirculation zone by about 
20%. In the cube test case the RNG predicted the flow separation at the leading 
edge of the roof, but the k -s model did not. The RSM predictions of flow were 
also better than the k -s results. The predicted flow separation at the leading edge 
was similar to that predicted in the RNG results, but the velocities in the reversed 
flow were stronger. The predicted concentration results were better than those of 
the standard k -s and RNG turbulence models, but there were still significant 
differences compared with the experimental results. The RSM model 
overpredicted the peak ground-level concentration by 80%, although this may 
have been due to the differencing scheme used.
Rodi (1993) reviewed calculations of vortex-shedding flow past long cylinders at 
high Reynolds numbers using a range of turbulence models from eddy-viscosity 
models through Reynolds stress equation models to large-eddy simulations. While 
the calculations did not provide a uniform picture, certain trends were discerned: 
calculations of flow past a triangular cylinder with the k -s model, wall functions 
and a hybrid differencing scheme yielded vortex shedding and a realistic 
prediction of the global flow parameters. However the same approach produced no 
vortex shedding for the square cylinder. The k -s model yielded poor results for 
the square cylinder case because the periodic motion is strongly underpredicted; in 
the flow past a rectangular lip at least the global parameters were reasonably well 
predicted. Moving to a model based on Reynolds-stress equations, be it an ASM
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or RSM model, yielded stronger periodic motion and better agreement with 
experiments. This is to be expected considering the eddy-viscosity concept is not 
valid in certain flow areas. Even the calculations using RSM are not fully 
satisfactory; the periodic motion is overpredicted which leads to poor results for 
circular cylinder cases. Also, the centres of the shed vortices are predicted too far 
off the cylinder axis causing periodic fluctuations on the axis not observed in 
experiments.
2D LES calculations are found to be clearly inferior to 3D LES calculations; they 
are of doubtful validity because they exclude certain important flow mechanisms. 
3D LES calculations produced encouraging results, and it became clear that the 
3D LES method is best suited to cope with the very complex vortex-shedding 
flows involving large-scale structures. This approach does most justice to the 
physics, but at the price of high computing cost.
Savory et al (1996) compared k -s and RSM for dispersion applications. The k -s 
model was criticised for failing to predict the diffusion of vorticity in the 
longitudinal direction. Murakami (1993) also compared k -s, ASM and LES 
models for flow past a surface mounted cube. It was indicated that ASM and RSM 
were effective when the flow field was highly anisotropic and for predicting 
surface pressures or turbulence statistics, while LES provided greater accuracy at 
the expense of greater computing times.
Wright et al (1999) completed a thorough study of a variety of turbulence models. 
These ranged from the standard k-s model, through several modifications to the 
standard k--s model to the Reynolds stress model. The following modifications to 
the standard k—s model were considered: the RNG formulation, the 
Murakami,Mochida and Kondo (MMK) modification, and the non-linear 
quadratic versions of the k-s model. The models were judged by their ability to 
predict the velocity and pressure distributions around a building. The k-s model 
was found to overpredict the wake re-attachment point and the turbulent kinetic 
energy at the windward face, which results in the flow remaining attached to the 
roof and a poor flow field prediction. The MMK model attempts to reduce the 
production of turbulent kinetic energy at the front face of a cube, by varying the 
standard model constant depending on the ratio of vorticity to shear. At flow 
impingement areas this results in reduced eddy viscosity. In that respect it was 
found to overcompensate as the turbulent kinetic energy produced at the front 
comer appears to be too small, and there is no flow reattachment on the roof, 
although the pressure distributions are also more accurate. The RNG k-s model 
produces good results with the prediction of a roof re-circulation zone with 
reattachment and a shorter wake re-circulation zone. Overall however the most 
accurate prediction was produced by the non-linear quadratic k-s model. The 
Reynolds stress model which is the most complex of all the models tested 
produces surprisingly poor results for the roof flow field, although this is 
attributed to the omission of wall reflection terms in the pressure strain model. 
Other problems with the Reynolds stress model include a lack of stability and the 
high computational overheads, although the solution times are improving rapidly
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with methods such as multigrid linear solvers in the latest versions of 
commercially available software.
Most authors agree that eddy-viscosity models (EVMs) are appropriate for 2- 
dimensional simulations, in particular street canyons, due to the relatively simple 
flow structure. Several comparisons of canyon model results with data have 
proven the usefulness of the k-s model for street canyon modelling (Jeonga, 
2002). At the same time, there do seem to be many different opinions on the range 
of suitability of different turbulence models. For instance, Kim et al (2001) use 
EVMs to model concentrations in an exhaust plume and report that EVMs provide 
viable tools for formulating the physical phenomena important to plume 
dispersion, such as turbulent mixing, convection, diffusion, temperature gradients, 
and species transport among others. Coulter-Flowe (2000) similarly show that a 
k-s closure in the FLUENT model can be used to facilitate modelling of fluid 
flow fields with stack geometry generated by a variety of building shapes, and they 
‘prove the usefulness’ of the computational model’ through comparisons with 
experimental results. However, Lakehal (2002) reports that the error in the 
dispersed concentration field around blunt structures may attain 100% when 
resorting to EVMs, and that Reynolds stress models are the minimum level of 
closure required for the mixing of contaminants around a single obstacle, where 
turbulence is highly anisotropic. Wright (1999) on the other hand, argues that the 
non-linear k-s model surpasses Reynolds stress models due to its high 
computational stability, rapid solution times and ability to predict anisotropy. 
Recent LES applications to similar flows have shown a clear superiority over 
RANS simulations. The interest in LES for the prediction of atmospheric 
dispersion is now gaining momentum, and promising results have already been 
communicated. However, both simpler RANS methods and LES merit 
investigation; RANS methods still have huge potential for immediate use in a 
wide range of industrial applications, while LES has more potential on a more 
distant horizon.
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9. POROUS MODELLING
There is substantial literature surrounding the general topic of flow over bluff 
obstacles in turbulent shear flows, but porous obstacles have been less well 
studied (with the exception of shelter fences, e.g. Wang & Tackle 1995). 
However, many structures of industrial importance are essentially porous (e.g. 
offshore oil platforms), and in some cases whole sites could be considered as a 
single porous obstruction rather than a collection of individual obstacles. It is 
usually impractical to represent all the precise geometry of complex structures, so 
the effect of the overall array on the boundary layer flow must be modelled in 
some other way. Obviously the flow within the porous structure will not be 
modelled accurately, but if the overall drag of the array can be modelled 
appropriately, then the far wake, and possibly even features of the near wake can 
be captured.
The ‘porosity distributed resistance’ method implemented in CFD has been found 
to predict the pressure drop caused by a porous media very accurately in 
application to air treatment filters (Baleo, 2000). However, such a case is less 
complex than the complicated geometries referred to above because firstly, the 
flow is forced to go through the porous media, and secondly, the porous media 
itself consists of parallel or staggered arrays of rectangular and cylindrical 
arrangements of fibres, and is therefore more akin to a region of homogenous 
porosity, than, for instance, an offshore platform.
The way in which porosity affects the mean flow has received some attention, 
following early work by Castro (1972) on the nature of the wake behind a two- 
dimensional strip in free flow. More recent work by Speirs (1998) on 3-D porous 
arrays have shown that, as found earlier in the context of 2-D ‘free’ flow cases, 
porosity acts first to shift the turbulent reversed flow region further downstream of 
the obstacle. Further increases in porosity eventually lead to this reversed flow 
region ‘blowing away’, so that the region of weaker turbulence in the wake is 
more extensive.
These qualitative features were not captured by the porous model in Packwood 
and Castros initial (1997) computations, which incorporated a body force and/or 
‘volume porosities’ to represent the porous arrays. Nonetheless, there was some 
evidence that the overall drag of the array was adequately modelled. The complex 
three dimensional data and lack of turbulence data made separating the effects of 
inadequacies in the turbulence and porosity models very difficult. Castro & Garo 
(1998) therefore took wind tunnel measurements of mean and turbulence 
parameters in the near wake of 2-D porous fences to quantify the effect of porosity 
on the presence and character of the reversed flow region.
Packwood and Castro (1999) then investigated the extent to which the modelling 
techniques used in CFX 4 could yield accurate predictions of flow behind 2D 
porous blockages. They compared changes in the porosity and resistance factors, 
and the model appeared to be slightly more sensitive to changes in porosity than 
resistance factors. The ability of the simple resistance model to represent the
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porous fences was good, but more data on resistance to flow in thicker porous 
volumes would be useful.
They acknowledge that three-dimensionality and the juxtaposition of multiple 
porous obstacles is likely to be more demanding of CFD codes, especially if the 
near-wake details are required for dispersion modelling. However, solid 
understanding of the simpler case is required to allow the development of anything 
other than non-general empirical approaches for ‘real’ situations.
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10. APPLICATIONS
The review now moves to examples of the application of CFD codes to 
atmospheric flow and dispersion in the vicinity of complex structures. These are 
divided firstly into simpler geometries such as buildings and stacks which are 
represented explicitly by the grid. Secondly there are more complex structures 
including arrays of obstacles too small to be resolved by the grid, which are 
represented as porous blockages.
10.1 Simple geometries
Examples include dispersion in the vicinity of buildings, urban pollution, 
topographical applications, and subsea releases.
10.1.1 Dispersion in the vicinity o f simple structures
Gotting et al. (1995) used a CFD model to simulate the dispersion of a passive 
pollutant from the stack of a power plant. The influence of site buildings and the 
buoyant plume of an adjacent cooling tower were considered. The simulations 
were performed using a k -s model and a finite volume structured mesh, adapted 
to follow the nature of the underlying terrain. Wind tunnel studies were carried out 
using a 1:1000 scale model under neutral stability conditions. The tracer SF6 was 
used to investigate the impact of the buildings and the interaction between the two 
plumes. The simulations were noteworthy in a number of respects: the large 
downwind extent of the domain, the size of the models (460,800 cells) and the 
relatively short computing times. In comparison with the experimental results, the 
CFD model tended to overpredict concentrations downwind from the stack The 
biggest discrepancies occurred when the plumes from the stack and the cooling 
tower dispersed side by side, as the double vortex nature of the cooling tower 
plume which affected the stack plume was not fully captured. The ground-level 
concentrations were overpredicted by CFD by about 30% at 2km downwind from 
the stack and by about 50% at 3km downwind.
Another example involving the interaction of cooling tower plumes was carried 
out by Bomoff (1994) using CFX-4. They also employed the k -s turbulence 
model and a finite volume structured mesh. The main flow features such as 
primary contrarotating vortices and kidney shaped cross section temperature 
profiles were obtained. They found that, for a tandem arrangement, the upstream 
source shielded the downstream source enabling the latter to rise quickly before 
being deflected by the crosswind. Although the simulation was of a wind tunnel 
arrangement rather than a full scale situation, no comparisons with experimental 
data were given.
A useful case for CFD validation of flows around buildings is the Silsoe 
Structures Building. Computational modelling of wind flow around this building 
was described by Richards and Hoxey (1992) using the PHOENICS code. The
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combination of atmospheric boundary layer conditions at the inlet and appropriate 
wall functions for the bottom boundary resulted in an equilibrium boundary layer 
giving outlet conditions identical to the inlet conditions in the absence of the 
building. The main conclusions of the study were that the CFD failed to reproduce 
the ‘delta-wing’ vortices near the gable ends with oblique flows, but in general 
adequately represented the variations of pressure coefficients with direction.
Zhang et al (1996) compared CFD and physical modelling results for atmospheric 
flow and dispersion around a cube under stably stratified conditions. The CFD 
code, TEMPEST, used the standard k -s model with a first-order accurate 
numerical scheme. The Froude number was decreased from oo (neutral stability) to 
3 (moderate stratification) and then further decreased to 1 (very strong 
stratification). The dispersion results compared well under weakly stratified 
conditions, for a source located in the recirculation region of the building, but 
poorly under stratified conditions. It was argued that stratification will rarely be a 
significant factor in influencing the flow structure in the near vicinity of a 
building, because the Froude number will rarely be less than three, even in the 
night-time stable boundary layer.
Perdikaris & Mayinger (1994) described comparisons between CFD and wind 
tunnel modelling of a continuous dense gas release from a short stack on top of a 
cuboid building. It was commented that ‘agreement appeared to be good’ . 
Predictions were also shown for a time-dependant chlorine release at an industrial 
site. The effects of different wind directions and atmospheric stabilities were 
examined. It was concluded that the CFD method was flexible but that the 
computational effort was ‘huge’. It was suggested there that CFD should be used 
for site planning rather than for emergency response predictions.
Moros et al (1992) described predictions of fugitive hydrocarbon emissions from 
oil storage tanks. In such tanks, the roof floats on the oil, thus when the oil level is 
low the roof settles below the level of the rim of the tank wall, forming a cavity. 
The tanks in question were 20m high and 25m in diameter. Three different levels 
of the roof below the top of the tank rim were examined. It was demonstrated that 
the detailed flow patterns in the cavity and the height of the roof with respect to 
the rim of the tank were important parameters in estimating emissions from open 
floating roof tanks.
10.1.2 Urban pollution
There are several papers describing the use of CFD for modelling aspects of urban 
pollution. For example, Sini (1996) used the CHENSI code to model flow over 
and within a street canyon in two dimensions. Good qualitative agreement with 
wind tunnel data was observed.
Eichom et al (1996) presented an example of dispersion from a point source 
amongst a U-shaped building. The MISCAM code used the k -s model and 
modified wall boundary conditions to achieve realistic predictions of flow 
separation at building edges. This involved setting a zero longitudinal velocity at
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the upper front edges of buildings. ‘Almost exact agreement’ with wind tunnel 
results was claimed.
Delauney et al (1996) presented CFD predictions for traffic exhaust dispersion 
from road tunnels. They used the PHOENICS code with the ‘dual time-scale’ 
variant of the k  -s model. This was intended to prevent the overprediction of 
turbulent kinetic energy in impinging flows. Similar results were obtained for both 
first- and second-order accurate numerical schemes, suggesting that the mesh 
resolution was adequate for the purpose. The results were found to be similar to 
those of the RNG model, but rather dissimilar to those of the standard k -s model.
Hassan (1998) used PHOENICS to solve for air flow and dispersion in a street 
canyon ventilated by a cross wind. The k-s turbulence model was used for 
turbulence modelling with pollutant sources at ground level. The highest values of 
pollutant concentrations occurred at the leeward walls of the upwind buildings, 
and the lowest values on the windward walls of the downwind buildings. The 
predicted results were compared with field observations and reasonable agreement 
was obtained. They conclude that the dispersion characteristics can be simulated 
in terms of structural configurations.
Recent work investigated the flow field around several buildings of different 
height-width ratios using the commercially available CFD code FLUENT. The 
flow field was examined to determine the length of the recirculation cavity both in 
front of and behind the building as a function of the ratio of building width to 
building height. The recirculation cavity in the front of the building have 
previously not been included in regulatory models so this was of particular 
interest. The usefulness of the computational model was investigated through 
comparisons with experimental results. They find that, although FLUENT is less 
than a perfect match for all measured parameters in all parts of the flow field, it 
does reveal the areas of greatest variability (and hence interest) and will be a 
useful way to efficiently take the limited measurements for development and 
confirmation of future model improvements (Coulter-Flowe, 2000)
10.1.3 Topographical applications
A comparison between CFD and wind tunnel results for wind flows over and 
through forests on two-dimensional hills was reported by Kobayashi et al (1994) 
The effects of vegetation on airflow and turbulence were represented by inclusion 
of an additional drag force in the momentum equations and additional terms in the 
k -s model. A second-order accurate numerical scheme was used. The suitability 
of the k -8 model for this application was discussed in some detail. The 
pronounced flow curvature over the hill and the overprediction of turbulent kinetic 
energy near the crest on the upwind slope where the wind tends to impinge on the 
hill were both perceived to be problems for the model, although it was concluded 
that the model tested in the study was ‘globally satisfactory’.
A database of test cases for CFD validation is maintained by the University of 
Surrey on behalf of ERCOFTAC (European Research Community for Flow,
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Transport and Combustion) This includes some test cases for wind flow over hills 
which have been used by some commercial CFD vendors to demonstrate the 
capabilities of their codes.
It is interesting to note that all of the above involve smooth symmetrical hills. 
There do not appear to have been any validation cases for more realistic complex 
terrain.
10.1.4 Dispersion o f subsea releases
Moros (1992) used FLUENT to model a subsea release; results compared 
favourably with a Gaussian model, but no validation against experimental data 
was presented.
Radosavljevic (1999) used PHOENICS and the standard k -e model to simulate 
atmospheric dispersion under a number of environmental conditions. In order to 
allow for a temperature inversion layer, the temperature (energy) equation was 
also solved. They found that the presence of an inversion layer only has a marginal 
effect on plume behaviour, due to the huge mass of gas released; but the most 
hazardous scenario occurs for a much smaller release area when the inversion 
layer becomes important. Despite the fact that the physical model took into 
account the results of a range of atmospheric dispersion studies, there were no 
comparisons with experiments.
10.2 Complex geometries
Several offshore CFD applications have been reported in the literature. These have 
been concerned with air flow regimes and gas buildup in naturally ventilated 
modules, exhaust dispersion and smoke movement.
Using the FIDAP finite element code, Holdo (1993) modelled a complete platform 
with about 30,000 elements. Predictions were compared with wind tunnel results 
obtained with a 1/200 scale model of a platform with similar proportions. On the 
windward side of the platform, the predicted and measured pressures agreed to 
within about 7%, while in the leeward regions there was a difference of about 20- 
25%. The dispersion of gas turbine exhaust fumes was also presented, including 
time-dependant simulations of an exhaust plume. Mariathasan (1993) also used 
same code to model the natural ventilation of a module on an offshore platform. 
Full scale measurements were compared, and qualitative agreement was observed.
Ronold (1993) described the modelling of ventilation flows within petroleum 
process plants on an offshore platform. The whole platform was represented by a 
Cartesian geometry model (50,000 cells) and flow predictions made for three wind 
speeds and eight wind directions. These results were combined with wind 
frequency data to provide an estimate of the frequency of occurrence of the 
number of air changes in all areas of the installation considered. An example of a 
major gas release in the wellhead area of an offshore platform and the subsequent 
dispersion were also presented, although no comparisons with measurements were 
reported.
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Moros et al (1994) gave a comparison of CFD modelling and field experiments 
conducted on an offshore platform. Artificial smoke releases were undertaken 
from different locations. Air flow velocities were measured using a hand held 
vane anemometer, and optical smoke sensors were used to measure smoke 
concentrations. FLUENT was used for a grid of 140,000 computational cells. At 
the solid platform boundaries, an aerodynamic roughness of 0.5m was used to 
account for stair cases, etc. Obstacles such as louvre walls and chimney arrays 
were treated as porous structures. On average, the predicted wind speeds were 
within a factor of two of the measured values and in some areas to within 50%. 
The predicted concentrations were to within a factor of three of the measured 
values at almost all the monitoring points.
Thompson et al{\991) carried out gas accumulation and smoke dispersion studies 
for a Floating Production, Storage & Offloading facility. FLUENT was used to 
perform the calculations. Both steady state and transient calculations were 
performed. Geometry was created using a combination of specially written 
routines to convert the CAD solid model into a format compatible with FLUENTs 
preprocessor, Geomesh. A hexahedral mesh of 125,000 cells was used initially, 
but time constraints required the complexity of the mesh to be reduced. Areas 
which contained large numbers of pipe runs were modelled as porous blocks, the 
properties of which were defined using simple tube bundle equations. This 
reduced the mesh to 80,000 cells. They concluded that CFD can be used in 
predicting the buildup of gas clouds in offshore installations, although the mesh 
generation facility inhibits its wider use. They also noted that fluid flow 
experience are required in carrying out the simulations and in the interpretation of 
the results, especially in safety cases.
White (1998) used FLUENT to model carbon dioxide dispersion on a floating 
production and storage vessel. A mesh of 95,000 cells with a second-order 
discretization and the standard k -8 turbulence model was used. Recognition was 
given to the fact that the results were specific to the boundary conditions set but 
they conclude that CFD can be used to model the dispersion problems posed and 
solve them within a reasonable time frame. The complex geometry of the problem 
plays an important part in the development of the flow pattern. Although handling 
this complexity is time-consuming, it produces results that could not be achieved 
without serious experimentation.
Hinks et al (1998) outlines the methodology of modelling ventilation, gas 
dispersion and remediation in gas turbine enclosures using CFX-4. Due to the 
complexity of the geometry, small scale features such as gas supply pipes were 
modelled in terms of resistances. Enclosures, burners, walkways, air inlets and 
exits were represented explicitly by the mesh. Despite the lack of comparison with 
experiment, it is decided that CFD is a useful tool in achieving a robust gas safety 
case.
Overall, CFD modelling has been successfully applied to large, complex industrial 
and urban sites, topography, neutral and stable conditions, and a wide variety of 
release conditions. The size of the models has grown dramatically, over 1,000,000
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cells in one study, reflecting a growing confidence in the use of CFD as a 
dispersion tool.
10.2.1 Building Ventilation
A number of simple models are available for the analysis of building ventilation, 
but behaviour in terms of air change rates, air temperature and ventilation 
efficiency are not well known. Simple correlations have the disadvantage that they 
require input data that are actually not known a priori, such as, for example, 
discharge coefficients (or equivalent effective area of the opening), or pressure 
drop coefficients. Numerical methods based on RANS have therefore been 
increasing in popularity for ventilation assessment.
The application of CFD to ventilation includes studies to improve human comfort 
within buildings (Ayad, 1999; Papakonstantinou, 2000), the determination of the 
effective depth of fresh air distribution in a room (Gan, 2000) and investigations 
into the effectiveness of contaminant ventilation in reducing risk of inhalation by 
human occupants (Hayashia 2002). Numerical methods have also found a niche in 
modelling design alterations, such as evaluating the effectiveness of several 
different mechanical ventilation and air conditioning systems (Chow, 2001), and 
optimising the design of combined natural day-lighting and natural Ventilation 
systems (Varga, 2000).
However even complex prediction models when used to simulate the temperature, 
concentration and velocity fields inside a naturally ventilated room, may yield 
results whose reliability must be thoroughly checked, especially when the air 
flows through large openings. CFD allows the detailed modelling of both thermal 
and fluid-dynamic fields, but as Frascatoro (2002) warns, less experienced users 
may obtain meaningless results.
An area of study which would benefit from further investigation is the 
development of dual purpose CFD ventilation modelling techniques which rival 
the time-effectiveness of simple zone models, but can also provide flowfields to 
feed into Lagrangian particle tracking models. Such dual purpose ventilation 
models will be investigated in this project through the development of porous 
region modelling.
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11. CONCLUSION
A literature search has been carried out to establish the present state of knowledge 
of modelling atmospheric flow and dispersion in the vicinity of complex 
structures.
The review shows that although physical and analytical modelling are vital for 
validation, they have many shortcomings. CFD provides many benefits that other 
approaches cannot, the main one being the capability to model arbitrary 
combinations of complex effects. This includes real site geometries, different 
stability atmospheres, and sources with buoyancy and momentum effects. There 
are no scaling problems, and detailed predictions of flows and concentrations are 
automatically obtained throughout the region of interest, not only at a small 
number of monitoring locations.
That said, an appreciation of the limitations of CFD are required. It is difficult to 
obtain accurate solutions to the Navier-Stokes equations for several reasons. The 
mathematical classification of physical behaviour which is required to establish 
initial and boundary conditions is problematic for completely general purpose 
CFD codes. Accurate numerical schemes are required to prevent excess numerical 
diffusion. Grid-independence checks are also important, although self-adaptive 
meshing techniques are continuously being developed. Increasing the accuracy of 
numerical schemes and porous modelling are also areas of continuing research, the 
findings of which will be vital for optimal CFD simulations.
Once numerical errors are minimised, the accuracy of CFD predictions becomes 
limited by the turbulence model. The standard k-s model is used in most cases, but 
has important shortcomings. There is no consensus regarding modifications to 
improve the performance of the k-s model. More sophisticated turbulence models, 
such as RSM, have been shown to provide greater accuracy in certain cases, but in 
general have not been applied to practical dispersion application. LES has great 
potential but requires substantially greater computing resources.
Several applications for both flow and dispersion have been reported. These have 
covered flow and dispersion in the vicinity of both simpler geometries which 
have been modelled explicitly, and more complex geometries including arrays of 
obstacles too small to be resolved by the grid, which are represented as porous 
blockages. The examples cited have demonstrated the importance of grid- 
independence checks, accurate numerical schemes, appropriate boundary 
conditions and turbulence models. For the majority of cases, however, CFD 
simulations have produced useful results of the which achieved the accuracy 
required for the specific application, thus confirming the feasibility of using CFD 
for practical industrial dispersion applications.
Progress is also being made in reducing the variability of CFD results, through the 
continuing development of guidelines for CFD use. CFD modelling allows 
considerable degrees of freedom, so the monitoring of, and adherence to, such 
guidelines will obviously be important for credible CFD simulations.
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The proposal, therefore, is to research the issues involved in simulations of 
dispersion in the vicinity of complex structures and optimise simulations by 
accounting for all of the issues identified in the review and evaluating 
developments specific to this application.
It has become apparent that certain areas require further work. Boundary 
condition specification and near wall modelling require further investigation. Of 
particular importance for this application however, is the modelling of anisotropic 
turbulence and porous blockages. This will involve comparing and developing 
turbulence models, and investigating the most appropriate methods of porous 
modelling.
Many authors have different opinions on the suitability of eddy-viscosity models 
(EVM), Reynolds stress models and transient simulation methods. Ultimately, the 
appropriate turbulence model depends on the information required from the 
simulations. EVMs have been extensively tested for flow fields but industrial 
dispersion applications would merit further study. Of particular importance are the 
key issues that industrial CFD users should be aware of. Investigations into the 
range of suitability of different turbulence models, in for instance Eulerian- 
Lagrangian model combinations and simple ventilation flows for hazard 
assessments will also be important.
Such research will help to address the specific challenges that will be encountered 
in actually performing optimal CFD simulations of environmental flow.
Validation for appropriate geometries, with non-neutral stability and large 
downwind distances is limited. Considering the accuracy of CFD codes can only 
be evaluated properly on the basis of a large number of validation cases, the 
research proposes to identify and contribute to experimental datasets, and include 
regular validation.
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APPENDIX 1
Literature search methodology.
A database search was carried out on BIDS (Bath Information and Database 
Services) Compendex, ISI, ISTP and Ingenta Journals. BIDS Compendex is a 
database of engineering journal articles, BIDS ISI lists science journal articles, 
BIDS ISTP contains science and technological conference proceedings and 
Ingenta journals has the full text of some articles available online. Keywords 
searched for included: ‘atmospheric dispersion modelling’ ‘adaptive meshing’, 
‘self-adaptive meshing’, ‘turbulence modelling’, ‘numerical simulation’ and 
‘porous modelling’. The extensive library of journal articles and reports which had 
been collated by the industrial supervisor over the years were supplemented by 
journal articles, company reports, web searches and personal contacts in industry 
and academia.
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Validation of CFX-5 for near-field flow and dispersion.
Summary
Methods are required to assess the environmental, health and safety implications 
of emissions from product storage facilities. Full-scale measurement is 
prohibitively expensive, so the most efficient method is to use simple practical 
models. However the simple model assumptions are violated in more complicated 
cases. Computational fluid dynamics (CFD) is a method which offers a means of 
accounting very precisely for differences in geometry. The CFD method is well 
validated for bounded flows, but the validity of the method for atmospheric 
dispersion needs to be tested. Wind tunnel experiments were being carried out by 
the Environmental Flow (Enflo) Research Centre (University of Surrey) for ICI, 
who made the experimental data available, so a CFD study was carried out in 
parallel and the experimental data was used to assess the performance of CFD.
The relative influence of user inputs to CFD simulations are reviewed. These are 
the boundary conditions, the mesh, the turbulence model, the differencing scheme, 
and convergence criteria. The comparison with experimental data shows that 
scaling issues are negligible. Meshes with prisms on the walls and the Reynolds 
stress model give slightly better solutions. Overall the concentration predictions 
tend to be higher, but within a factor of two of the experimental values. The study 
proves that CFD is a valuable method for modelling the effects of different 
geometries, guiding and validating simpler models and supplementing 
experimental data.
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Notation list
h building height, m
8  depth of a boundary layer, m
uu alongwind component of the turbulent stress
ww vertical component of the turbulent stress
m* friction velocity, m/s
Ur reference velocity -  velocity at the top of the boundary layer, m/s
z vertical height, m
z0 aerodynamic roughness
k Von Karmans constant
9 9k turbulent kinetic energy,, m /s
s  rate of turbulence dissipation, m3/s3
/  turbulence intensity
£  non-dimensional depth of the boundary layer
lt turbulent lengthscale, m
vt turbulent viscosity, m /s
y + nominal depth of the laminar sublayer (dimensionless)
E parameter in wall function equation
Azp distance of the near-wall cell node to the wall, m
v kinematic viscosity, m Is
tw shear stress at the wall, kg/m.s
p  density of air, 1.23 kg/m3
xcr critical distance of laminar flow downwind of a flat plate
Rexcr critical Reynolds number downwind of a flat plate
8cr depth of the laminar boundary layer, m
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1. Introduction
The most commonly used regulatory model in the UK, Atmospheric Dispersion 
Modelling System (ADMS), is a Gaussian plume-type approximation, practical 
for modelling a range of atmospheric conditions which multiply to produce many 
cases. An important feature is its ability to estimate dispersion behind buildings. 
ADMS has wake cavity parameterisations for cubes at 0° and 45° to the flow, but 
it cannot a priori predict the features of dispersion in the wake of other structures 
such as cylinders or more complex geometries. Cylinders are important structures 
because approximately 50% of total site losses arise from circular cylindrical 
storage tanks, and the concentrations of gas in the vicinity of the tanks are of 
particular health and safety concern. Wind tunnel experiments were therefore used 
to predict whether plumes dispersing from tanks and tanks with bunds were more 
similar to cubes at 0° or 45° to the flow, reported in [1].
Numerous experimental studies have investigated flow and dispersion in the 
vicinity of cylinders [2-4]. A few computational studies have looked at either flow 
round cylinders or dispersion influenced by buildings [5-8] indicating the 
capability of computational fluid dynamics (CFD) to account precisely for 
differences in geometry. CFD has the potential to efficiently model arbitrary 
combinations of complex effects that were previously only possible in wind tunnel 
experiments, and it offers a way of predicting near-field atmospheric dispersion 
more accurately than any other model. Numerical studies of dispersion in the 
wake of finite length circular cylinders have not subsequently been addressed. The 
experimental data was therefore invaluable for validating the CFD technique. CFD 
results are compared with velocities, turbulence, and concentrations measured in 
the wind tunnel.
CFD solutions are strongly dependent on the model set-up [9,10]. The influence of 
inputs to the CFD model were therefore tested here, in particular the mesh design 
and turbulence model. The effect of different geometries and the performance of 
the model are summarised. The findings regarding the setup and performance of 
this general-purpose CFD solver for modelling atmospheric dispersion will 
provide guidance to future users. Together the experimental and numerical study 
will increase the understanding of flow and dispersion in the vicinity of this 
common and yet previously neglected geometry, and help to assess the 
environmental, health and safety impacts of fugitive emissions from product 
storage tanks.
2. Inputs to the CFD study
Simulations were made of dispersion of a neutral density passive release from the 
centre top of four ‘buildings’. These were
• a cube at 0° to the flow
• a cube at 45° to the flow
• a circular cylinder
• a circular cylinder with bund. _____
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The scale and Reynolds number were chosen to match the wind tunnel 
experiments. The ‘building’ height, h, was 0.1m and the height to width ratio was 
1:1. The buildings were mounted on a rough wall immersed in a boundary layer 
§/h = 10, 8 being the depth of the boundary layer. The Reynolds number of the 
flow was 1.54 x 105.
The commercially available CFD code, CFX-5.3, was used for the CFD 
simulations. This is a finite volume unstructured grid code with a coupled solver. 
The simulations were run on a Pentium in  800 workstation with a 800 MHz 
processor and using the Microsoft NT operating system.
Solutions provided by CFD can be affected by many of the choices in the set up of 
the problem. This section explains the inputs used in the simulations and the 
influence of these on the results. These are the boundary conditions, wall 
treatments, the mesh, the differencing scheme, and the convergence criteria. This 
provides a standard from which the selected parameters of interest (geometry, 
mesh element shapes, turbulence model) are varied.
2.1 Boundary conditions
Velocity was set at the inlet (Figure 1). Expressions for turbulent kinetic energy 
(TKE) and the rate of turbulence eddy dissipation (TED) were applied at the inlet 
with the k-s model, and turbulence intensity and length scale with the Reynolds 
stress model. These were derived from experimental data and are described in 
detail in Appendix A. The bottom wall of the domain was rough to maintain the 
boundary layer profile. Symmetry boundaries were used at the top and sides. 
Initially, an ‘opening’ boundary was used at the downwind end which allows bi­
directional flow. However this hindered convergence, perhaps due to the lack of a 
realistic estimate of relative pressure. To enable convergence velocity was 
prescribed at the downwind opening. Previous studies [9] have shown that a 
distance of 15h from the ‘building’ to the downwind opening is large enough for 
the near wake behaviour to remain unaffected.
Inlet
Velocity
Symmetry planes
Figure 1. Boundary conditions.
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2.2 Sensitivity to mesh cell sizes
In order to achieve numerical accuracy a CFD solution should be independent of 
the mesh cell sizes. Of all the parameters tested, the mesh resolution had the 
greatest influence on the flow and dispersion fields. The sensitivity of the solution 
to mesh cell sizes was tested in one of the most complex flow areas, a vertical 
profile in the recirculation region 3A h downwind of the cylinder centreline. Grid 
independence was achieved in this area. Details in Appendix B show that 
approximately 100 cells are required over the height of the obstruction to resolve 
the recirculation region as accurately as possible.
The standard wall function approach was used to model the viscous sub-layer 
between the near-wall cell node and the wall. The near-wall cell node should 
therefore be outside the viscous sub-layer. However the grid-independent solution 
required a mesh resolution that forced the near-wall cell inside the theoretical 
viscous sub-layer. The function within CFX-5.3 for fixing the depth of the wall 
function regardless of the near-wall cell was tested, but gave erroneous results 
(Appendix C2). Comparisons with experiments shown in Appendix Cl indicate 
that a grid-independent solution is more important than achieving near wall cell 
sizes which are consistent with the theoretical values imposed by the wall function 
approach, i.e. near wall cell nodes outwith the smooth wall laminar sub-layer. This 
may be due to the reduced depth of the laminar sub-layer on rough walls [11-13].
8
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2.3 Solver parameters
2.3.1 Algebraic approximations are required to calculate fluxes. The 
accuracy depends on the difference between the approximation and the exact 
formulation based on a Taylor series expansion. A second order scheme is 
consistent with the exact formulations up to the term with a power of two [14]. 
The hybrid differencing scheme benefits from the robustness of a first-order 
scheme but is more accurate. This was compared to a fully second order 
accurate scheme, which was found to cause unrealistic spreading of the plume, 
(Appendix D) so a hybrid differencing scheme was used.
2.3.2 Convergence criteria. Iterative algorithms are used to give 
progressively better estimates of the solution of the algebraic equations in 
CFX-5.3. For each iteration during the solution, an error, or residual, is 
reported as an overall measure of the conservation of the flow properties. The 
residuals indicate how far the present approximate solution is away from the 
exact cancellation of flux balances in each cell [14]. CFX recommend that a 
target value of IE-4 for the root mean square normalised residual will give an 
adequately converged solution. This was tested in an area of complex flow 
(Appendix B2). Solutions with normalised residuals below IE-4 were no 
different from solutions whose residuals had reduced by a further two orders 
of magnitude so a target value of IE-4 was used in all simulations.
9
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2.4 Reynolds number sensitivity
The experimental and numerical simulations modelled small scale cylinders. In 
order to extrapolate the results to full scale situations we need to be confident that 
the flow and dispersion behaviour is the same regardless of the Reynolds number 
of the flow. Model scale and full scale simulations were compared. From the 
results shown in Appendix E, it was concluded that the flow and dispersion fields 
are sufficiently insensitive to the scale of the problem to warrant the use of the 
results to predict full scale behaviour.
10
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Figure 2. Mean concentration contours o f a plume dispersing in the wake o f a tank
Figure 3. Mean concentration contours o f a plume dispersing in the wake o f a cube at 
45° to the flow
11
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Figure 4. Mean concentration contours o f a plume dispersing in the wake o f a tank with 
a bund
Figure 5. Mean concentration contours o f a plume dispersing in the wake o f a cube at 0° 
to the flow
12
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3. Results & Discussion
3.1 Effects of different geometries
The experimental studies showed that dispersion in the wake of a tank is similar to 
dispersion in the wake of a cube at 45° to the flow (Figures 2 & 3), while 
dispersion in the wake of a storage tank with a bund is similar to that of a cube 
normal to the flow (Figures 4 & 5). The concentrations are higher at ground level 
closer to the tank and the cube at 45° to the flow. The plume stays more elevated 
behind the normal cube and the tank with a bund, and ground level concentrations 
do not reach the same high levels until greater distances from the building. 
Another distinct similarity in the dispersion regimes found in the experiments is 
the increased lateral and reduced vertical spreading of the plume behind the tank 
and the cube at 45° to the flow, compared to the almost equal lateral and vertical 
spreading of the plume behind the normal cube and the tank with the bund (Figure 
F10 in Appendix F). The experimental simulations therefore showed that if 
ADMS is to be used to model these geometries tanks should be represented by 
cubes at 45° to the flow and tanks with bunds should be represented by cubes at 0° 
to the flow.
The numerical model captured the qualitative features of the dispersing plumes 
quite accurately. The model reproduced the differences in the distance of the 
plume dropping to the ground behind the different ‘buildings’. The CFD flow 
field prediction was particularly useful for revealing the link between flow and 
dispersion. The plume is carried to the ground by the recirculation region in the 
immediate wake of the tank and 45° cube case. The plume stays elevated behind 
the normal cube and the tank with a bund, because the bund prevents the flow 
recirculating behind the tank. However the CFD studies predicted, unlike the 
experiments, that the lateral and vertical spreading were almost equal. In the case 
of the k-s model this is to be expected as the prediction of turbulence and hence 
diffusion co-efficients in the three co-ordinate directions are isotropic. As is 
discussed in more detail in section 3.3, contrary to expectations the Reynolds 
stress model also predicts near isotropic turbulence which may in turn be a result 
of the inability to set anisotropic turbulence components in the approach flow in 
this version of the model.
Overall the mesh with prisms was found to give better predictions than a 
completely tetrahedral mesh, and the Reynolds stress model gave slightly better 
predictions than the k-s model in comparison to wind tunnel data. This was 
considered to be the optimal combination of mesh type and turbulence model in 
this study. This resulted in concentrations that were too high but within a factor of 
two in most areas of the concentration field.
3.2 Mesh cell shapes
In near wall regions gradients change rapidly normal to the surface. Cells that are 
finely resolved normal to the wall and coarse parallel to the wall are more
13
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computationally efficient. Meshes made completely of tetrahedral elements were 
compared to meshes with a layer of large aspect ratio prismatic cells on all walls 
and tetrahedral elements in the remainder of the domain (Figure FI in Appendix 
F).
The mesh with prisms on the walls predicted the flow , turbulence, and the length 
to the reattachment of the recirculation region behind obstacles more accurately, 
especially for curved wall geometries (Table FI, Figures F2 & F3, Appendix F). 
As shown in Figure F7 in Appendix F, plume characteristics and ground level 
concentrations are captured better as a result. Capturing the point of separation 
from curved walls is important as it dictates the extent of the recirculation region 
and influences the plume behaviour. It requires the fine mesh resolution normal to 
the walls that the prisms provide. However the potential for complications with 
meshing probably means that it is not worthwhile in cases where the point of 
separation from the body is well defined, i.e. a building with sharp edges.
3.3 Turbulence model
The k-s model predicts higher turbulent kinetic energy than the Reynolds stress 
model on the windward side of the obstructions resulting in later separation and a 
smaller recirculation region (Figure F4, Appendix F). When compared with data 
the Reynolds stress model emerges as giving a slightly better prediction of 
concentration (Figures F5-F8, Appendix F) but not turbulence (Figures F2 & F3, 
Appendix F). The Reynolds stress model has the capability to predict anisotropic 
turbulence so it was expected, as it has done in previous studies [15], that it would 
capture the preferential lateral spreading of a plume (Figure F10, Appendix F). 
However the Reynolds stresses were predicted to be near isotropic (Figure 6).
The isotropic distribution of the Reynolds stresses at the inlet probably has an 
influence on this. CFX-5.3 distributes the Reynolds stresses isotropically at the 
inlet (Figure 7) whereas the measured Reynolds stresses uu and ww are 
anisotropic. This may be responsible for the poor prediction of anisotropy in the 
wake and in turn the poor prediction of the vertical and lateral spread of a plume, 
because the diffusion coefficient varies with the turbulent viscosity (assuming the 
turbulent Schmidt number is constant). This problem should be improved by the 
capability to set the individual Reynolds stresses in the forthcoming version of the 
software, CFX-5.4.1.
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4. Conclusions & Recommendations
The experimental studies of different geometries showed that, if ADMS is being 
used to model the dispersion of emissions from tanks with and without bunds then 
tanks should be represented by cubes at 45° to the flow and tanks with bunds 
should be represented by cubes at 0° to the flow. The numerical studies replicated 
qualitative features of the dispersing plumes, and revealed some of the links 
between flow regimes and dispersion characteristics. Quantitative agreement was 
also achieved in some cases. In general the concentrations, although within a 
factor of two, are overpredicted. This would therefore give conservative estimates 
in health and safety assessments of hazardous gases, although the opposite is true 
for inverse modelling.
The method of deciding and implementing CFD user inputs and their influence on 
solutions were described in detail, and the optimal boundary conditions, 
differencing scheme, and convergence criteria were found given computing 
resource limitations. It was shown that scaling effects are negligible.
The study of mesh cell shapes led to the conclusion that a layer of prismatic cells 
should be used on all walls if resources allow, and are necessary on curved walls 
where wake effects are important. Overall the effect of different turbulence 
models was not striking. The more complex Reynolds stress turbulence model 
gave slightly more accurate results so this is recommended, again if resources 
allow, although the k-s model will normally be required first to give a sensible 
initial guess from which convergence of the Reynolds stress calculation is 
possible. These findings provide guidance for future studies using CFD for 
atmospheric dispersion modelling.
Several areas of potential in CFD for atmospheric dispersion modelling were 
exposed
• Providing fundamental fluid dynamics understanding of flow and dispersion.
• Showing the effect of different geometries on flow and dispersion.
• Guiding and validating simpler models.
• Supplementing experimental data. CFD gives more comprehensive flow and 
dispersion field information throughout a domain, and often provides values of 
quantities that are difficult or impossible to measure.
• Overall CFD is more cost-effective than wind tunnel studies, in terms of time 
and equipment.
If actual concentration data is required then a CFD study will be more time- 
consuming than if a purely qualitative insight is sought. Full tests of the sensitivity 
to various parameters in the numerical model, in particular the mesh and the 
differencing scheme would be required. Appropriate boundary conditions are also 
required to achieve figures that can be used with confidence. The experience of 
the user is also a major factor affecting the time involved in achieving converged 
and accurate solutions.
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Key areas of further research will involve the examination of the relationship 
between plume spreading characteristics and anisotropic turbulence components 
for simulations using anisotropic Reynolds stresses at the boundaries. This should 
be possible with CFX-5.4.1. In addition, situations which require more accurate 
surrounding flow conditions, influenced either by obstructions or stability, need to 
be investigated. These studies will lead to more generic guidelines on the use of 
CFD for atmospheric dispersion modelling.
17
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APPENDIX A
Inlet boundary conditions
Inlet conditions were measured in the Enflo* small wind tunnel.
Al. Inlet velocity
The mean wind velocity was fitted with a log law profile with friction velocity 
u*=0.058Ur = 0.1375m/s in this case, and roughness height z0= 0.001m.
f Inr \  zI* J UJ
In CFX 5.3 the k-s model requires k and s at the inlet and the Reynolds stress 
model requires intensity and a length scale.
A2. K-s model turbulence boundary conditions
Measurements of uu and ww were provided from the undisturbed wind tunnel 
boundary layer. Turbulent kinetic energy k was calculated using
(uu + vv + ww) — (uu + ww)
k =  ---------------   where vv = ----- ------2 2
This gave a profile of k plotted in figure A-l. The equation k = a£eb^ m was fitted
to this profile, where , a=102.9m2/s2, b=8.4, m=0.247. The curve, ‘k’ in
o
Figure Al, is a good approximation of the measured values of k, ‘k exp’ in Figure 
1.
* Environmental Flow Research Centre, University of Surrey
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Turbulence dissipation
j j 3 -1
£ = 0.0049- y  (4")
delta being the depth of the boundary layer and 
Ur =U  at z = S ,
This is e in figure Al below.
0.2
0.15-J5
NE
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o
a.a*
"e
0.05
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ztzo
Figure Al. Comparison o f the experimental values o f k, ‘k exp the equation fit to the 
empirical k values, ‘k ’, and ‘s ’, the function for turbulence eddy dissipation.
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A3. Reynolds Stress model turbulence boundary conditions
It is not possible to set expressions at the inlet for turbulent kinetic energy, k and 
turbulence energy dissipation, e with the Reynolds Stress model. An expression 
for the turbulence intensity and lengthscale have to be set instead, k, s, and the 
Reynolds stresses are then calculated from this. Turbulence intensity is u/U. This 
profile was derived from the wind tunnel measurements of (u2)1/2/U (Figure A2).
The shape of the curve is similar to that of the turbulent kinetic energy so the 
same function
/  =
was again used where I = turbulence intensity, ^ = non-dimensional depth of the 
boundary layer, and a = 8332, b = -12 and m = 0.155.
This gives the turbulence intensity profile /  shown in figure A3.
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Figure A2. U, uuand turbulence intensity (u2) I/2/U.
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Figure A3. Function ‘F  fitted to turbulence intensity, compared to measured turbulence 
intensity ‘Ie x p ’
Length scale was derived from the expression for turbulent lengthscale lt which is 
given in the CFX-5 online help,
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The Reynolds stress model that is incorporated in CFX-5.3 calculates the 
Reynolds stresses, turbulent kinetic energy and turbulent eddy dissipation from 
the length scale and turbulence intensity. The model calculates an isotropic
distribution of the Reynolds stress, whereas the measured Reynolds stresses uu 
and ww are anisotropic. It should be possible in future to set the individual 
Reynolds stresses in CFX-5.4.1.
Figure A4 shows that the expressions describing length scale and turbulence 
intensity used for boundary conditions to the Reynolds stress simulations yield a 
very similar turbulent eddy dissipation profile to the one set for use with the k-s 
model, but a higher level of turbulent kinetic energy than those set for the k-s 
model. The turbulent viscosity gives a better insight into the effect of turbulence 
on the flow than k or s alone. The turbulent viscosity is slightly higher at the inlet 
to the simulations using the Reynolds stress model as a consequence (figure A5). 
Overall, this implies that the k-s and Reynolds stress simulations are not entirely 
comparable because the boundary conditions are slightly different. It does not 
however appear to have a significant effect on the diffusion.
In the immediate wake ( 3A h downwind) of the obstacle the k-s model predicts 
higher turbulent kinetic energy and eddy dissipation rate, especially the latter, 
compared to the Reynolds stress model (Figure A6). In addition to providing a 
more comprehensive measure of the effect of the turbulence on the flow, the 
turbulent viscosity is proportional to the diffusion co-efficient. The turbulent 
viscosity predicted by the k-s model in the immediate wake of the building is 
slightly lower than that predicted by the Reynolds stress model (Figure A7), but 
both models are predicting a lot lower turbulent viscosity than at the inlet.
Admittedly this massive reduction in turbulence viscosity between the inlet and 
the lee of the obstacle would appear less if it were plotted as a proportion of the 
local velocity, which is very low in the wake; but there is the possibility that the k, 
s and turbulent viscosity profiles develop throughout the domain. Considering 
lower turbulent viscosity translates into lower diffusion co-efficients, the low level 
of turbulent viscosity may be influencing the overprediction of gas concentration. 
The influence of the turbulent viscosity on the gas concentrations and should be 
investigated.
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Figure A4. Turbulent kinetic energy and turbulent eddy dissipation set for the k-s model, 
and calculated for the Rs model at the inlet.
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Figure A5. Turbulent viscosity calculated by the k-s and Reynolds stress models at the 
inlet.
25
Validation of CFX-5
0.2 T
0.15 -
0.05 -
0.10.02 0.03 0.04 0.05 0.06 0.07 0.08 0.090.01
k/ur2; TED/ur3
Figure A6 Turbulent kinetic energy and turbulent eddy dissipation at x = 3/4h, y=0, 
predicted by the k-s and Reynolds stress models.
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Figure A7. Turbulent viscosity at x = 3/4h, y=0 predicted by the k-s and Reynolds stress 
models.
26
Validation of CFX-5
APPENDIX B
Bl. Achieving grid-independent solutions
Meshes of three different resolutions were compared to wind tunnel experiments.
• The coarse mesh cylinder had 25 cells over its height.
• The finer mesh had 100 cells over the height of the tank.
• The finest mesh had 10 inflated layers, and an additional line mesh control 
extending lh into the wake and 200 cells over the height of the cylinder.
The maximum element mesh length scale in all three domains was h/2. Figure Bl 
shows that the u-component of velocity at % h downstream of the cylinder 
centreline calculated on the coarse and medium meshes altered dramatically but 
there was no difference between the medium and fine meshes. This shows that the 
mesh was refined until the solution was no longer grid dependant in this region of 
refinement in the near wake.
Further studies investigated the effect of mesh resolution on dispersion 
characteristics. Figure B2 shows that mesh refinement could have a significant 
influence on dispersion characteristics. The solution was shown to be independent 
of the mesh in the immediate wake. Ideally solutions should be checked for grid- 
independence in all areas of interest in the domain.
Different timesteps for the iterations were used for these two simulations. The 
finer mesh used a local timestep factor to reduce the timestep where the elements 
are small, and increase it where the timescales are locally large. This allowed 
convergence on the fine mesh. The equations throughout the coarser domain 
converged more quickly using a fixed timestep size for all cells, so the model 
simulated 5 seconds of flow. This may not be enough for the plume, which had a 
co-flowing velocity of 1.5m/s at the source, in a domain 2.6 metres long, to reach 
the steady state situation. This said, the residual errors had reduced to below 
values that had previously been found to provide adequate solutions. Nonetheless 
the effect of timestep size and simulation time should be investigated. Ideally all 
but the parameter of interest should be held constant but it is thought that the 
effect is not significant in this case.
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Figure B l. Comparison o f  u-component o f  velocity, 3A h downwind o f  cylinder 
centreline on coarse, medium and fine mesh resolutions.
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Figure B2. The dispersion o f  a plume calculated on a coarse mesh.
Figure B3. The dispersion o f a plume calculated on a fine  mesh.
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B2. Convergence criteria
The recommended values of the root mean square residuals, by which stage it is 
assumed that the equations have adequately converged, is IE-4. Solutions where 
the residuals had reduced to IE-4 and IE-6 were compared on three different 
resolution meshes.
Figure B4 shows that the solutions for u-velocity did not alter with two orders of 
magnitude reduction in the residuals so the recommended root mean square 
residuals are appropriate.
0.16
0.14
0.12
0.08
0.06
unconverqed (coarse) 
converqed (coarse) 
unconverqed (fine) 
converqed (fine)
0.04
0.02
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.80.3 -0.2 -0.1 0
Figure B4. Partially converged solutions were compared to fu lly converged 
solutions on the coarse and fine  meshes.
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APPENDIX C
Issues in achieving grid independent solutions - wall functions
Wall functions [1] are used to avoid solving the flow in the viscous (laminar) sub­
layer. This has the advantage of modelling high gradient shear layers with a 
relatively coarse mesh. For the wall function approach to be valid the cell node 
nearest the wall must be outwith the laminar sublayer. In the wall function 
approach the changeover from laminar to turbulent flow as the distance from the 
wall increases is assumed to occur at y+=l 1.63 which is the solution of
y+ = 1 /k  In (Ey+)
with E=9.8, where E is an integration constant which depends on the roughness of 
the wall.
In the implementation of smooth walls, which is appropriate to the surfaces of the 
cube, cylinder and bund, the value of y+ must be in the region of 11.63 for the near 
wall cell node to be in the log-law region of a turbulent boundary layer.
Methods of achieving y+>l 1.63 were investigated by calculating the minimum cell 
size next to the wall using two different methods. Minimum Azp, distance of the 
near wall cell node to the wall, was calculated using
where v is the kinematic viscosity, 1.46E-5 m /s for air. 
The friction velocity
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Shear stress at the wall rw interpolated from wind tunnel measurements of the 
Reynolds stresses is 0.0233 kg/m.s2 , and p  the density of air is 1.23 kg/m3, 
giving
u = 0.13 m/s.
However it was recommended [3] that u* = 0.058Ur be used yielding the similar
value of
u* = 0.1438 m/s.
This yields Azp = 0.001 m.
Alternatively we can look at the laminar boundary layer thickness.
For any fluid, the laminar boundary thickness is found from
[4]
where x is the distance from the front edge of a flat plate.
The boundary layer remains laminar up to
_  v R e * r
u
Thus, if we assume Rexcr= 5 x 10 we obtain
5x 105 „ .
Xer -  2 5 ~ V X 1 0  V
and = S = 5 — (2 x l0 5) 2.5v }
1/2
141v
v = 1.46E-05 m /s
= 0.002 m
The larger value resulting from the two methods is used to ensure that y+ is greater 
than 11.63. In these examples, a local element length scale set to 0.02m yielded a 
near wall cell mesh length scale of Azp = 0.02/5 = 0.004 m (because the layer of 
prismatic elements is forced to shrink to the local element length scale set by the 
mesh controls). As expected the value of y+ reported on the tank walls was greater 
than 11.63 at 13.
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Looking at the recirculation behind a cylinder, the solution with y+ approximately 
correct (‘coarse mesh’ in figure Bl) was not as good as the finer mesh solution 
where y+ was smaller than the minimum value (‘fine mesh’ in figure Bl). It
appears that a fine mesh is of more importance than achieving optimal values of
+y •
Roughness reduces the thickness of the laminar sub-layer so the log-law layer 
moves closer to the wall [5]. Ideally E should be adjusted on the basis of measured 
absolute roughness values for rough walls. Any given roughness is correlated with 
its equivalent sand grain roughness. By measuring the velocity distribution it is 
possible to determine the shearing stress on the rough wall using the logarithmic 
formula, and hence the equivalent sand grain roughness. A new value of y+ will 
result [6], although y+ is not strictly the correct parameter in the case of a rough 
wall [7].
The laminar boundary layer thickness is used as a means of estimating the near 
wall cell size because in the log-law region of a turbulent boundary layer, wall 
function formulae associated with the log law are used to calculate shear stress, 
heat flux and other variables. Calculation of mean properties using approximate 
analytical expressions avoids the need for detailed numerical resolution of the 
sublayer. In order for the wall function to be valid, the first node from the wall 
must be located not in the viscous layer, where gradients are steep and rapidly 
changing, but in the fully turbulent region of the log-law region. Therefore, if the 
near wall cell size is greater than the laminar sublayer, the wall function approach 
will be valid. On the other hand, if the near wall cell node is within the laminar 
sublayer then the functions will be artificially forced over too small a distance.
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Fixed wall distance model
The wall function approach dictated a mesh that was too coarse to resolve all of 
the flow features. The function for switching off the wall function and modelling 
the flow right to the wall was therefore investigated. The function within CFX-5 
for fixing the wall function distance regardless of the distance of the near-wall cell 
node to the wall was tested. This was implemented to attempt to overcome 
problem of small mesh lengths normal to the walls making y+ too small.
y+ was fixed with the ‘expert’ parameter ‘FIXED_WALL_DISTANCE_MODEL 
= T ’ [5]. The default value o f 11.63 was used. Figure Bl shows that fixing y+ 
results in less development of an undisturbed boundary layer. In other words, the 
solid lines in the graph, which represent y+ fixed, differ less from the experimental 
values over the length of the domain than simulations where y+ was dependent on 
the mesh.
0.8 experiment
x=5h
x=10h
x=15h
x=20h
x=25h
0.6
y+ fixed
u/ur
0.4
x=5h A  
x=10h I  y+ 
x=15h ^ d e p e n d e n t  
x=20h I  on m esh  
x=25h>J
v
0.4 0.5 0.60.2 0.30.10
z /  8
Figure Cl. Velocity profiles at increasing distances from the inlet in an undisturbed 
boundary layer, h-0.18. 8 is the depth o f the boundary layer, the height at which 
velocity = 0.99 o f outer value. Symbol plots show results y+ dependant on the near wall 
cell size. Line plots show y+ was fixed.
However fixing y+ in simulations of tanks and tanks with bunds gives much 
poorer results (Figures C2 & C3). It is assumed this is due to flaws in the 
implementation of the fixed wall distance model [8].
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Figure C2 Comparing u-velocity x=3A h downwind o f cylinder, experiment, y + normal 
and y+fixed.
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Figure C3 Comparison o f u-velocity x=3A h downwind o f a cylinder with a bund, 
experimental values and computational values w ithyh normal andy+ fixed.
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APPENDIX D
Differencing schemes
The accuracy of the algebraic approximations which are used to calculate fluxes 
can be calculated up to the Taylor series expansion term with a power of two, 
which is know as a second order scheme. The central differencing scheme is 
accurate to second order, and can be employed when convection is low and 
diffusion is high. The upwind differencing scheme, which is accurate to first 
order, is more stable and can be used where convection is high and diffusion is 
low. Because it is more stable it may help to achieve a converged initial guess. 
The hybrid differencing scheme [1] is based on a combination of central and 
upwind differencing schemes. The hybrid differencing scheme exploits the 
favourable properties of the upwind and central differencing schemes. The scheme 
is highly stable when compared with higher order schemes.
Second order schemes are stable and accurate only if convection is low and 
diffusion is high. This is only satisfied if velocity is small, hence in diffusion- 
dominated low Reynolds number flows, or if the grid spacing is small [2]. In the 
problem under study convection dominates the dispersion of the plume, so it was 
expected that a 2nd order scheme would not be appropriate.
This assumption was tested by repeating one case first with hybrid and then with 
2nd order differencing. The flow recirculation in the lee of the obstacle was the 
same length for both cases. However the second order differencing caused an 
unrealistic increase in the alongwind spread of the plume. The hybrid differencing 
scheme was therefore used in this set of simulations, using a differencing blend 
factor of 0.75.
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Figure D1 Dispersion prediction using a blend o f first- and second-order differencing 
schemes.
Figure D2 Dispersion prediction using fully second order differencing scheme.
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APPENDIX E
Reynolds number sensitivity of finite length circular cylinders.
It is known that flow past infinite circular cylinders is sensitive to the Reynolds 
number. As the Reynolds number increases, the region ahead of the cylinder in 
which viscous effects are important becomes smaller, with the viscous region 
extending only a short distance ahead of the cylinder. With the increase in 
Reynolds number, the fluid inertia becomes such that it cannot follow the curved 
path round the rear of the body. At still larger Reynolds numbers, the area affected 
by visous forces is forced closer to the cylinder and into an unsteady wake region 
that extends far downstream of the cylinder. Viscous effects are confined to the 
boundary layer and wake regions because the velocity gradients in these regions 
are much larger than those in the remainder of the flow field, and the shear stress 
(i.e. viscous effect) is the product of the fluid viscosity and the velocity gradient.
There are some studies to suggest that finite length circular cylinders are also 
sensitive to the Reynolds number [1,2]. In practice, Reynolds number effects are 
likely to be small because these are low aspect ratio cylinders in highly turbulent 
and sheared wall flow, and many of the edges are also sharp. Spurious Reynolds 
number dependence may arise in the CFD through changes in the y+ value of cells 
adjacent to the cylinder walls as the scale of the problem is changed.
The effects of modelling the cylinders at full scale is tested here by increasing the 
size of the model. The geometry is scaled up rather than the velocity, because this 
increases the Reynolds number without affecting other parameters. Model scale, 
h=d=0.1m , and full scale simulations , h=d=50m, were compared. The free 
stream velocity remained the same at 2.5 m/s. The velocity scale was kept constant 
and it is assumed that the roughness length z0 scales with the rest of the model. 
The roughness length scaled directly from 0.001m in the model scale simulation to
0.5m in the full scale simulation. The Reynolds numbers are shown in table El.
Figures El to E3 show that finite length circular cylinders appear to be only 
slightly sensitive to the Reynolds number. The number of cells in the domain were 
comparable (Table El) although the meshes were slightly different due to the 
unstructured nature of meshing. There were also differences in y+. On the small 
scale mesh y+ averaged 11 on the tank walls. On the large scale mesh y+ averaged 
7800. As explained in Appendix C, y+ must be close to 11.6 for the wall function 
model to be valid. If y+ > 11.6, the near wall cell node is not in the viscous sub­
layer where the wall function is correct, but in the turbulent layer. For the wall 
function to be implemented correctly, higher mesh resolution would be required 
over the tank in the full scale case; but such a fine mesh would increase the 
numerical accuracy and alter the solution, thus introducing other variables in 
addition to varying the Reynolds number. Ideally, both solutions should be grid 
independent, although y+ might then be incorrect on the small scale model. In 
summary, due to possible mesh and wall modelling effects in this work, further 
work is required to be certain that Reynolds number effects are negligible. 
Changes in the solution caused by changes in the y+ value of cells as the scale of
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the problem is changed could be avoided if the flow speed is changed along with 
the scale.
Small scale Full scale
Mesh 190772, tetrahedral 187315, tetrahedral
Reynolds number 5.416E+04 3.179E+07
Inlet turbulence k and epsilon functions for wind k and epsilon functions for wind
tunnel tunnel but adapted to 500m
boundary layer
‘Outer loop iterations’ 96 427
RMS Target residual IE-07 IE-06
Table El. Simulation setup
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Figure El. Velocity and turbulent kinetic energy 3h/4 downwind o f tank centreline. h=0.1S
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Figure E2. Small scale mesh and dispersion prediction
Figure E3. Full scale mesh and dispersion prediction.
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Abstract
Accidental gaseous losses from industrial processes can pose considerable health 
and environmental risks but assessing their health, safety and environmental 
impact is problematic. Improved understanding and simulation of the dispersion of 
emissions in the vicinity of storage tanks is required.
The present study aims to assess the capability of the turbulence closures and 
meshing alternatives in a commercially available CFD code for predicting 
dispersion in the vicinity of cubes and circular cylindrical storage tanks. The 
performance of the k-epsilon and Reynolds Stress turbulence models and meshing 
alternatives for these cases are compared to experimental data. The CFD 
simulations are very good qualitatively and, in many cases, quantitatively. A mesh 
with prismatic elements is more accurate than a tetrahedral mesh. Overall there is 
very little difference between the two turbulence models.
1. Introduction
Accidental gaseous losses from industrial processes pose considerable health and 
environmental risks but assessing their impact is problematic. On a typical 
petrochemical process site approximately 50% of total site losses arise from the 
tanks in which feedstock and products are stored. This occurs during filling, by 
evaporation, and from the failure of seals. Of particular health and safety concern 
are the concentrations of gas in the vicinity of tanks. Current methods of assessing 
gas concentrations in these areas involve extensive measurement or the use of 
models which are unable to account directly for the effects of complicated process 
plant structures on flow and dispersion. Therefore improved understanding and 
modelling of the dispersion of emissions in the vicinity of storage tanks is 
required. Many storage tanks are surrounded by a low-lying surrounding wall 
known as a bund. These are used on industrial sites to capture the contents of the 
storage tank if it fails. Their effect on flow and dispersion is of interest in addition 
to providing a challenging test case for CFD.
Numerous experimental studies have investigated flow, and in some cases, 
dispersion, around circular cylinders (Probert, 1973). Holroyd (1983) reported 
flow structures around short surface mounted cylindrical obstacles submerged in a
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deep boundary layer, in particular the horse-shoe vortex with vertical dimension 
the same order as the building height. Lim and Lewkowicz (1986) found a 
recirculating zone to extend approximately one building height from the 
downwind end of the obstacle.
Computational studies of flow and dispersion around buildings are not as 
numerous as experimental studies. Lakehal (1999) computed the flow around 
circular cylinders of finite length and used surface roughness to simulate the effect 
of higher turbulence on the separation point. Two separate studies of flow inside a 
floating-roof storage tank using CFX-4 have been found to agree well with full- 
scale measurements (Fothergill 1998; Pasley 2000). Meroney (1999) investigated 
the flow and dispersion of gases near different building shapes. Concentrations 
were consistently over-predicted in the vicinity of bluff bodies by numerical 
models using Reynolds-averaged turbulence models, although the Reynolds Stress 
model produced somewhat more realistic results than the k-s or RNG models.
Numerical studies of dispersion around finite length circular cylinders is an area of 
interest that has not been subsequently addressed. The present study aims to assess 
the capability of the turbulence closures and meshing capabilities in a 
commercially available CFD code for predicting dispersion in the vicinity of 
cylindrical storage tanks. The reliability of CFD solutions for turbulent flow is 
strongly influenced by the turbulence model, particularly in complex flows around 
buildings and structures. The original k-s model proposed by Launder and 
Spalding (1974) is based on the eddy-viscosity concept. It assumes that the 
turbulent viscosity pt is isotropic, in other words that the ratio between Reynolds 
stress and mean rate of deformation is the same in all directions. This assumption 
fails in flows which are dominated by strong anisotropic and non-equilibrium 
effects (Wright and Easom 1999). The Reynolds stress equation model (RS 
model) provides the extra turbulent momentum fluxes from the solution of full 
transport equations. This method is more computationally demanding but it 
accounts for anisotropy and the transport of the Reynolds Stresses. The results of 
the k-epsilon and Reynolds Stress turbulence models and meshing alternatives are 
compared to detailed experimental data.
2. Methodology
Simulations were made of dispersion of a neutral density passive release from the 
centre top face of four geometries: a cube at 0° to the flow, a cube at 45° to the 
flow, and circular cylinders with and without bunds. In every case obstruction 
height h was 0.1m and height to width ratio was 1:1. The buildings were mounted 
on a rough wall immersed in a boundary layer 8/h = 10, 8 being the depth of the 
boundary layer. The Reynolds number of the flow was 1.54 x 105.
The commercially available CFD code, CFX-5.3, was used for the CFD 
simulations. This is a finite volume unstructured grid code with a coupled solver. 
The simulations were run on a Pentium III 800 MHz using the Microsoft NT 
operating system.
The transport equation for a scalar in the presence of turbulence is given by
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where p is the density, </> is the concentration, f  /p  is the conserved quantity per 
unit mass, S j is a volumetric source term, is the kinematic diffusivity of the 
scalar and p t is the turbulent viscosity, with Sct the turbulence Schmidt number.
Velocity, turbulence and concentration were measured around the geometries 
mentioned above in the Enflo atmospheric boundary layer wind tunnel at the 
University of Surrey (Hort & Robins, 1999). CUL2/QCS from the wind tunnel and 
simulations were compared, where C is measured concentration, U the reference 
velocity, L the reference length scale, Q the volumetric flow rate of the release and 
Cs the concentration at the source.
A solution domain extending 5 h vertically, laterally, and upwind of the 
obstruction, and 15 h downwind of the obstruction was used, following the 
guidelines in the Evaluation of Modelling Uncertainty report (Hall 1996).
The effect of grid cell shape was investigated. In near wall regions gradients are 
greatest normal to the surface. Computationally efficient meshes in these regions 
require that the elements are finely resolved normal to the wall, but coarse parallel 
to it. This requirement is addressed by using a layer of prismatic, 5-sided elements 
near all walls (Figure FI). Solutions on completely tetrahedral meshes, and 
meshes with a layer of prismatic elements near the surfaces, were compared. It 
was ensured that the solution was independent of grid cell size in the region of the 
body.
teaawBMBBi
W&nSZ&SSSSS
Figure FI. Unstructured mesh of tetrahedral elements and tetrahedral mesh with a layer o f 5 
prismatic elements on walls.
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The inlet boundary conditions were matched to the wind tunnel measurements of 
velocity and turbulence parameters. A hybrid differencing scheme (Spalding, 
1972) was used for all simulations.
3.Results & Discussion
Length to reattachment, x/h
Turbulence model and mesh type
Cube at 0° 
to the flow
Cylinder
k-s model, tetrahedral mesh 2.35 1.35
k-s model, mesh with prisms 2.3 1.55
RS model, tetrahedral mesh 2.6 1.2
RS model, mesh with prisms 2.3 1.75
Experiment [M eroney; Robins] 2.28 1.6
Table FI. Comparison o f distance to reattachment o f recirculation region measured 
from centrepoint of obstruction. All simulations and experiments have similar Reynolds
numbers.
The mesh with prismatic elements on the walls is superior to the tetrahedral mesh 
in a number of ways. It predicts the length to reattachment of the recirculation 
region behind the cube at 0° to the flow and the cylinder (Table FI), and the flow 
and turbulent kinetic energy (Figures F2 &F3) more accurately. The drop of the 
plume to ground level behind the cylinder found in the wind tunnel is only 
captured on the mesh with prisms (Figure F7), due to the prediction of the 
recirculation region behind the cylinder (Figure F2) which carries the plume to the 
ground. The ground level concentrations are also more accurate behind the 
cylinder and bunded cylinder,
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Figure F2. u velocity and turbulent kinetic energy, (ur is u at z=S), 3A h downwind o f cylinder 
centreline.
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Figure F3. u velocity and turbulent kinetic energy, % h downwind of cylinder with bund on 
centreline.
although the plume centre remains elevated behind the bunded tank because the 
bund prevents the development of a recirculation region. The mesh with prisms 
also captures the lateral spreading better than the tetrahedral mesh (Figures F9 & 
F10). However the tetrahedral mesh predicts ground level concentrations slightly 
more accurately in the case of the cubes at 0° and 45° (Figures F5 & F6) to the 
flow.
The mesh with prisms on the walls gives improved predictions in the vicinity of 
curved wall geometries because prediction of the point of flow separation from 
curved walls requires the turbulent energy normal to the wall to be achieved 
precisely. The fine mesh resolution normal to the walls models these rapid 
gradients and is closer to achieving the correct point of separation from the body. 
This is key in determining the extent of the recirculation region and the plume
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characteristics. The point of separation from a sharp edged geometry is easier to 
predict, so separation, recirculation and concentrations behind the cubes is 
predicted similarly well on both meshes.
o
0.05
0 0.02 0.04 0.06
k/Ur2
o
CD"O 0.05
0.060.02 0.04
k /u r2
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Figure F4. Turbulent kinetic energy on the windward side o f the obstruction. From top left, cube 
at 0 °to the flow, cube at 45 °to the flow, cylinder and cylinder with bund.
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Tetrahedral mesh and k-s model, cube at 0° to the flow
04
■*S4L|y:V
• ...... -i
Mesh with prisms on walls and k-s model, cube at 0° to the flow
Tetrahedral mesh and RS model, cube at 0° to the flow
Mesh with prisms and RS model, cube at 0° to the flow
Experiment
Figure F5. CULA2/QCs in centreline downwind o f cube at 0 °to the flow.
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Completely tetrahedral mesh and k-s model
*2
Mesh with prisms on walls and k-s model
on
|3Jt
Completely tetrahedral mesh and RS model
J4
Mesh with prisms on walls and RS model
Experiment
Figure F6. Centreline CULA2/QCs in the wake o f a cube at 45 °to the flow
50
Validation o f CFX-5
Completely tetrahedral mesh and k-s model
Mesh with prisms on walls and k-s model
if
Completely tetrahedral mesh and RS model
<54
Mesh with prisms on walls and RS model
Experiment
FigureF 7. Centreline CULA2/QCs in the wake o f a cylinder
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32
Completely tetrahedral mesh and k-e model
Mesh with prisms on walls and k-e model
Completely tetrahedral mesh and RS model
Mesh with prisms on walls and RS model
Experiment
Figure F8. Centreline CULA2/QCs in the wake o f a cylinder with a bund
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Figure F9. CULA2/QCs at 1.5h downwind o f obstruction centrepoint
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Cube at 0° to flow Cube at 45° to flow Cylinder
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completely tetrahedral mesh, k-e model
mesh with prisms, k-e model
completely tetrahedral mesh, RS model
Reynolds stress model, mesh with prisms
Experiment
Figure F10. CULA2/QCs at 10.5h downwind o f obstruction centrepoint.
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The most distinct difference between the k-s and Reynolds stress models is the 
higher prediction of turbulent kinetic energy by the k-s model on the windward 
side of the obstructions in Figure F4. This is due to the difference in the modelling 
of the turbulence production term Pk. Eddy viscosity models tend to return 
excessive levels of energy and turbulent diffusion in the presence of strong 
compressive strain. One possible manifestation of this is late separation and a 
narrower wake, resulting in less lateral spreading which is predicted by the k-s 
model behind the cylinders and the cube at 0° to the flow (Figures F9 & F10).
Despite the difference in prediction of turbulence on the windward side of the 
obstructions, neither of the turbulence models emerges as giving a better 
prediction of turbulence, flow or concentration in the wake region. In most cases 
the alongwind concentrations, and in every single case the vertical concentrations, 
are too high by between 50-100% at more than 1.5h downwind (Figures F5-F10). 
Lateral spreading at lOh downwind, is very accurate in the cube 0° and bunded 
cylinder case but is underpredicted in the cube at 45° case and the cylinder case 
(Figure F10). It is also underpredicted at 1.5h downwind (Figure F9). This may be 
due to the fact that turbulent kinetic energy (Figures F2 & F3) and hence turbulent 
diffusion in the wake is too low. The wake region exhibits strong turbulence 
anisotropy where the v V  lateral Reynolds stress component dominates 
(Murakami 1993). The k-s model underestimates the value of v V  in the wake 
region. The net result is that the kinetic energy, calculated as the sum of the 
Reynolds stress, is underestimated by the k-s model.
Previous studies have found the Reynolds stress model to give improved 
dispersion predictions due to its calculation of the anisotropic distribution of the 
turbulent stresses. The domination of the lateral Reynolds stress component results 
in increased lateral spreading of a plume and reduced vertical spreading (Hall 
1997). The k-s model provides an isotropic treatment and therefore tends to give 
similar spreading rates in the three co-ordinate directions. However the Reynolds 
stress model has not delivered significant improvements in flow and turbulence 
solutions. It must be acknowledged that, although the Reynolds stress model has 
been found in many studies to yield more accurate flow and concentration 
predictions, at least in some parts of the flow field (Hall, 1997, Meroney, 1999, 
Packwood, 1998), numerous examples can also be found where the RS model 
yields no decisive improvement in comparison with EVMs (Bradshaw et al 1991, 
Hanjalic, 1994). In this case it may be influenced by the fact that the Reynolds 
stresses set at the inlet were isotropic.
Solutions were only tested for grid sensitivity at 1.5h downwind of the 
obstructions so the possibility that the solution is grid sensitive at greater than 1.5h 
downwind remains. The k-s and RS models were nonetheless run using the same 
mesh and should be comparable. The new release of CFX-5 will incorporate 
adaptive meshing which may reduce uncertainty due to grid-sensitivity.
Uncertainties in wall modelling need to be addressed. The wall functions used in 
the k-s model do not differentiate between the effects of viscosity and wall
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proximity on the turbulent motion, leading to poor predictions of flow regions 
where these effects take different magnitudes. In the Reynolds stress model the 
pressure-strain correlation uses the ‘isotropization of production’ model of 
Launder, Reece and Rodi (1975), which does not account for wall reflection, and 
performs poorly in swirling flows and impingement regions (Craft and Launder 
1991).
4. Conclusion
The study shows that solutions are more dependent on mesh design than the 
turbulence model. Meshes with prismatic elements on the walls predict flow, 
turbulence, and qualitative characteristics of dispersion more accurately, especially 
for curved wall geometries. The higher prediction of turbulence at the leading 
edge of the obstructions by the k-s model leads to late separation, a smaller 
recirculation and a narrower wake, in turn resulting in decreased lateral and 
downward extension of the plume. The lack of difference in dispersion predictions 
between the two turbulence models may be due to the isotropic treatment of the 
Reynolds stresses in the approach flow in the CFX-5 implementation of the 
Reynolds stress model. Turbulent kinetic energy is generally too low in the wake, 
which can be explained for the k-s model but one would expect improved 
turbulence prediction from the more complex Reynolds stress model. 
Uncertainties in the treatment of boundary conditions, the sensitivity of the 
solution to the grid, and numerical errors may be obscuring the real performance 
of the turbulence models, all of which highlights the continued difficulty for CFD 
practitioners in obtaining reliable solutions.
Despite the shortcomings of the model, the discrepancies in solutions are less 
significant than those obtained from simpler models. CFD can provide resolution 
of concentration gradients in regions of separated and secondary flows, without 
making the gross assumption of uniform concentration that is sometimes used in 
simple wake cavity and street canyon parameterisations. The present study has 
therefore enhanced understanding of flow and dispersion characteristics in the 
vicinity of storage tanks which is useful in guiding the use of alternative models 
such as ADMS. The detailed information provided by CFD simulations can 
improve the efficiency of the calculation of emission rates and help identify 
sources of fugitive emissions. Overall the study has increased understanding of the 
errors and variability involved in the application of numerical techniques, but 
further work is required to judge their use from an informed position.
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Ventilation, gas accumulation and explosion assessment of a congested
building
2
Summary:
The threat of explosion to the administration buildings on a gas plant is 
investigated here. The work involves a detailed study using several sophisticated 
models to investigate worst case release scenarios within a building containing gas 
compressors. The pressures caused by explosions are modelled, and we investigate 
the effect of different engineering modifications, in particular ventilation, to 
reduce the effect of explosions resulting from gas releases.
As part of this work a new development in the explosion assessment technique has 
been pioneered. This is the use of the computational fluid dynamics model CFX to 
model the air flow within the compressor house. This is combined with a model 
for dispersion in congested environments, DICE, and an explosion simulation 
model,EXSIM.
Keywords: CFD; Ventilation; Gas; Dispersion; Explosion
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1. Introduction
When calculating the consequences of an explosion, the approach taken depends 
on the information available and the level of detail required. In some design and 
hazard assessment processes, rapid methods are required to compare possible 
module designs to one another [1] and in those cases there is no detailed 
information about the module geometry, so generic, relative information is 
adequate.
In this study, the actual pressures generated by explosions in a specific geometry 
are of interest, because there are concerns about the resistance of brick walls to an 
internal explosion and the fate of the bricks which might cause missile damage to 
adjacent areas. The brick building contains six natural gas fuelled propane 
compressors that are used to refrigerate the incoming natural gas as part of its 
treatment before entering the UK’s gas distribution network. There are louvres in 
the building walls which may allow the pressure pulse from an explosion reaching 
the control room. There are already a number of steps taken to reduce the 
explosion risk. Roof extracts and floor level forced air inlets are designed to 
reduce the size of a gas cloud that might arise due to a release, and explosion 
panels in the roof are designed to reduce the effect if a gas cloud is ignited .
The approach taken involves three modelling stages. First the ventilation flow is 
calculated. Gas cloud build up is then calculated using a random walk code for 
dispersion in congested environments (DICE) [2], which predicts the gas cloud 
arising from jet releases given the flow field and other boundaries. From these the 
explosion severity is modelled using EXSIM. EXSIM is a CFD based explosion 
simulation model, which represents complicated geometry by using a Porosity 
Distributed Resistance subgrid model to assign a different porosity to each cell on 
a coarse grid. The explosion capability models combustion, flame acceleration, 
volume expansion due to heating and subsequent overpressures. The turbulence 
source terms in EXSIM have been altered so that the turbulence is closer to levels 
that occur amongst repeated obstacles.
The use of CFD to calculate a detailed ventilation flow to feed into the explosion 
modelling process has been pioneered and is described here. The DICE 
simulations of flammable volumes and the predictions of the potential explosions 
were carried out by other members of the team. These are described for 
completeness and to put the CFD ventilation simulations in context. Several 
approaches to mitigation are considered. The effect of modifying the compressor 
house ventilation to reduce the flammable gas cloud size and explosion risk is 
investigated using CFX.
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2. The Compressor House
2.1 Building Structure
The building of interest in this study is a compressor house. It is approximately 80 
metres long, 11 metres wide and 7 metres high. The 25 metres at the East end has 
a pit 2.5 metres deep covered by grating. This part of the building has explosion 
vents in the roof, whereas the rest of the building has louvres in the North wall. 
The building is steel framed, and clad in a brick cavity wall which is tied to the 
steel girders.
In this instance we are particularly interested in the strength of the brick cladding, 
which if it fails could lead to projectiles causing damage. The walls are of cavity 
wall construction, brick inside and out, with no cavity wall insulation added. The 
report on the testing following the Ronan Point disaster [3] gives a technique to 
calculate the response of a wall to a blast. They use static load/deflection curves, 
and pressure/time curves to allow extrapolation to walls of different dimensions. 
Some tests are explicitly modelled and calculated failure pressures are in 
agreement with the tests. The rules from the experiments were used by 
Richardson [4] to estimate the failure pressure for the walls. This lead to an 
estimation of the failure pressure to be 75 mbar for the top two-thirds and 100 
mbar for the bottom third. The bottom of the wall is stronger due to it being nearer 
to the pinned bottom edge, and to the weight of the bricks above as walls are 
stronger in compression.
2.2 Plant Details
The six compressors are natural gas powered internal combustion engines driving 
integral propane compressors. The propane is at much higher pressure than the 
natural gas supply. This makes a severe leak more likely because the plant itself is 
under more stress, and in the event of a pipe break or some such failure, the 
release rate and hence volume of gas released will be much greater. In addition, 
for equivalent amounts of the two gases experiments show that the overpressures 
generated by a propane explosion are typically 60% greater than for natural gas
[5], As a result this study is focused on the possibility of a propane release and its 
subsequent fate.
2.3 Details of obstructions
A key component in carrying out an explosion assessment is to determine the 
extent of the congestion resulting from pipe, plant, vessels, girders etc in the 
region where the explosion occurs. The intensity of an explosion is determined by 
several factors of which the turbulence caused by interaction between the flame 
front and the obstructions is a key component in the feedback mechanism that 
accelerates the process. The explosion simulation model selected, EXSIM [6], is 
a CFD model which represents the detailed geometry of the compressor house as 
porosity distributed resistances on a coarse grid. This requires information about
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the volume blockage and the locations of the obstructions. Obtaining this 
information can be difficult as only the most modem plant is supported by 3D 
computer aided design (CAD) models, and such models are not available for this 
compressor house. Producing a three dimensional geometry from drawings, 
photographs and measurements is a time consuming and expensive operation. A 
better approach is to use a semi-computerised technique known as 
photogrammetry, and this project is the first use of this technique to provide a 3D 
geometry for EXSIM.
> B ac ton .egv  - EXSIM Geometfy Viewer
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Geometry Viewer
Figure 1. Photogrammetry model o f the compressor house
Photogrammetry involves marking locations on the plant, and taking many 
photographs of the internal stmcture. By cross correlating the same marks in 
different pictures using a computer system, an operator can accurately determine 
the positions of other objects within the pictures. In practice a minimum size has 
to be set otherwise the task would involve a great deal of time modelling 
extremely fine detail. In this case the minimum size was 2” pipes. The model 
created by the photogrammetry (figure 1) includes obstacles that will create 
turbulence in the event of an explosion including electrical boxes, cable trays, 
conduits, and control panels.
The details of the internal congestion were not modelled in the ventilation 
calculation as this was not required or desirable considering the time-consuming 
nature of simulations of complicated geometry. In other cases where the detail is 
required for a ventilation or dispersion simulation, then the photogrammetry 
technique will be invaluable. The CAD models produced from photogrammetry 
can interface directly with CFD models.
3. Ventilation
The compressor house has forced ventilation, comprising extractors in the roof, 
and air blown in via ducts about a metre above floor level. Zone models or 
integral models can be used to calculate ventilation if the ventilation flow is 
simple, and EXSIM can be used to calculate complex flows in naturally ventilated 
regions. At that time EXSIM was unable to model forced extraction (although this 
functionality has since been added). In order to obtain a flow field for a building 
with forced extraction, the commercially available computational fluid dynamics 
model CFX [7] was used to model the flow.
3.1 Boundary conditions
The CFD domain comprised the building itself, so the walls of the building are the 
boundaries of the model. The external flow field was not modelled as it has very 
little effect on a building with forced ventilation. In any case, it is possible to 
impose velocities at the boundaries of a CFX domain, but not inside a domain.
The velocities at the inlet and outlet boundaries were derived from information 
about the design of the fans. The extract fans were modelled as ‘outlet* boundaries 
with a specified velocity in CFX. The older extract fans on the roof centreline 
contribute 12.5 m3/s each, and the newer fans are also rated at 13.7 m3/s, except 
for the two in the East end which are rated at 8 m3/s. The velocity was obtained 
using the area of the duct. The supply fans forcing air into the building are rated to 
match the total extraction, with any small balance being corrected by the free 
venting on the louvred North wall. The ventilation rate for the small vents in the 
pit area had to be estimated relative to the main inlets from which they obtain their 
forced air supply. The ducting for these is 14% of the main vent area, giving a 
flow rate of 0.7 m3/s, which is in turn split between two outlets. These were 
modelled as ‘inlet’ boundaries. There are also extensive louvres on the top half of 
the North wall extending about two thirds of the length of the building and about 
2.5 metres high. The louvres were treated as a free boundary and no external wind 
field was imposed. The locations of the extract fans, supply fans, vents and 
louvres were obtained from plans of the building and checked against the 
photographs and observations taken onsite.
3.2 Level of detail
The large obstructions inside the building (i.e. the compressors) were modelled, 
but the smaller obstructions, of which there were approximately 2000, were not 
modelled for reasons of expediency, and because they were considered not to 
affect the overall ventilation pattern significantly. The smaller obstructions are 
taken into account in the explosion simulation, where they do have a significant 
influence. The mesh was designed to give more detail around the inlets, extracts, 
and obstructions within the building, in order to capture the entrainment in the 
regions of the jets into the building, and the complex flow patterns in the region of 
the obstructions. Initially the mesh could not be built with sufficient accuracy 
because the Global Model Tolerance had the default value of 0.01. This forces the
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minimum mesh length scale to be greater than 0.01 of the largest dimension of the 
domain. This meant that the minimum mesh cell size (lm) was not adequate for 
vents of lm  diameter. The Global Model Tolerance was therefore reduced to 
0.003 to allow mesh cell length scales down to 0.25m. Figure 2 shows a section of 
the mesh to demonstrate the unstructured meshing and mesh refinement. The 
simulations were considered to be converged when further decrease of the 
residuals did not create any significant changes in the flow field.
Figure 2. Section o f unstructured mesh with refinement around compressors and fans
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3.3 Ventilation results
Extracts
Inlets
>, © in O m ©
Figure 3. 3D view o f the velocity field.
Figure 4. Detailed aerial view o f velocity field
The compressor house is viewed from the north in figure 3 (the west end is on the 
right and east end is on the left). The extracts in the ceiling and the inlets on the 
near side are indicated. The opposite side has the equivalent number of inlets. 
Velocity is indicated by the surface colour, indicating that the West end of the 
building is the least well ventilated (also shown in figure 5).
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Figure 4 shows the complicated flow between two of the compressors in more 
detail. Velocity is indicated by both vector colour and length.
QRnP
Figure 5. Flow through the louvres.
Interestingly the flow field shows air being drawn into the building through the 
louvres at the West end, and forced out of the louvres at the East end (figure 5). 
This means that the ventilation is higher than would be expected if only taking the 
forced air supply and extraction into account.
The DICE flammable volume calculations require the velocity vectors and 
turbulence parameters to be given at locations on a regular grid. The unstructured 
meshing in CFX-5 calculates the velocities on an irregularly spaced mesh. The 
velocities and turbulence were therefore interpolated to a regular Vi m grid in the 
CFX post-processor. The grid was defined using two-dimensional planes (XY 
planes) at Vi m intervals in the vertical direction. The file structure of the output 
information was then adjusted to be compatible with the DICE model.
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4. Gas Releases and gas clouds
Having determined the ventilation flow field, DICE was then run by another 
member of the team to investigate the flammable gas cloud volumes arising from 
releases in different locations. The locations and release orientations were 
randomly selected within parts of the plant where propane pipes are present. The 
investigation involved some 1500 DICE runs. This is reported in full in [4].
Due to the fact that DICE only currently allows for a steady release rate, the 
normal conservative assumption used is to take the initial rate. The initial rate is 
greater than the average release rate, because the pressure in the vessel or 
pipework containing the propane lowers as the gas is released so the release rate 
also lowers. It is therefore necessary to test the data to see if the volume of gas 
released to form the steady state gas cloud exceeds the available inventory, which 
could happen if the release rate is too high over a long period of time. If the gas 
cloud exceeds the available inventory, then the flammable cloud volume is 
decreased proportionally. Figure 6 shows the DICE generated flammable volumes 
sorted by volume both before (flammable volume) and after the correction for the 
available inventory (scaled flammable volume). The ‘rank’ on the x-axis of the 
graph is the grade of the size of the gas cloud, so ‘1’ is the largest gas cloud, ‘2’ is 
the second largest, and so on.
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Figure 6. Gas Cloud Size Distributions before and after scaling for inventory available
Figure 6 shows that the largest gas cloud size after scaling for the inventory 
available is 2200 m3.
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Figure 7. Location o f cloud centroid versus cloud volume
In figure 7 the x co-ordinate is as defined in the original photogrammetry 
geometry, with the West end of the compressor house being at x= llm , and the 
East end at x=92m. The largest gas clouds arise in the vicinity of the compressors 
at the East end of the building. This is in line with expectations as this part of the 
building includes the pit, which the CFX model indicates is relatively poorly 
ventilated. The compressors at the East end also include the largest potential leak 
inventories.
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5. Explosion Assessment
5.1 Model Selection
The project requirements include a detailed investigation of the pressure pulse 
experienced by the walls, including production of pressure/time traces for specific 
locations. As a result EXSIM was chosen as the explosion prediction tool for this 
project. EXSIM is a sophisticated model based on CFD and is better able to 
handle complex geometries than simpler models such as SCOPE [8]. The EXSIM 
simulations are reported in full in [4].
5.2 Explosions Modelled
The explosion modelling using EXSIM is based on the largest gas cloud size from 
the gas cloud modelling (2200 m3). These clouds occur in the region of the new 
compressors at the East end. Three ignition source locations were selected based 
on the plant in that location. The first was one of the lights in the pit, the second 
was at the top of one of the compressor engines (they are gas engines, so have HT 
leads), and the third was one of the ceiling lights. The model allows pressure 
sensors to be located anywhere to record the pressure/time relationship.
The failure criterion is based on static loading. The failure pressure of a brick wall 
under gas explosion conditions is close to that determined from a static pressure 
test1, as confirmed by experiments [9]. The wall was modelled as failing at 75 
mbar for the top two-thirds and 100 mbar for the bottom third.
* In addition to the fact that the predicted failure pressure of 100 mbar is exceeded by at least a 
factor o f six by the predicted overpressures, the failure pressure o f a brick wall is close to the static 
pressure for the following reasons. In simple terms, the structural response to an internal gas 
explosion will broadly depend on both the peak pressure and on the ratio o f the duration o f the 
imposed pressure load and the natural period of vibration o f the structure. This ratio determines to 
a large degree the extent to which a structure ‘feels’ the pressure generated by an explosion. Three 
basic types of response can be defined. In the first type the duration of the explosion overpressure 
is longer than the natural period o f vibration of the structure, and the loading experienced will 
effectively be equivalent to a static load of a magnitude equal to the peak pressure generated in an 
explosion. In the second type the duration of the explosion overpressure is about the same as the 
natural period of vibration of the structural element, and the loading experienced will effectively be 
equivalent to a static loading of a magnitude greater than the peak overpressure generated in the 
explosion. And in the third regime, the duration of the explosion overpressure is shorter than the 
natural period o f vibration of the structure, the pressure is effectively partially absorbed, and the 
loading experienced will be equivalent to a static loading of a magnitude lower than the peak 
overpressure generated in the explosion. In other words, in this case a structure could withstand a 
higher dynamic pressure than the static load necessary to cause failure.
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5.3 Results
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Figure 8. Ignition in the pit
The pit includes lights which could be a source of ignition. The peak overpressure 
is 1.55 bar (figure 8). The walls fail between 75 and 100 mb so they would fail at 
this pressure.
 44 metres
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 74 metres
Case 26 - South Wall Overpressures 
Sensor distances are from West end of compressor house
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Figure 9. Ignition at engine top
Ignition at the top of the engine leads to the ignited cloud expanding in many 
directions at once. The resulting pressure traces are more complex. The peak 
pressure is briefly 2 bar (Figure 9).
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Figure 10. Ignition at the ceiling
When the ignition is in the ceiling the flame front passes through an area of low 
congestion before reaching the region around the compressors. This leads to a 
significant reduction in the overpressure compared to the other ignition sources 
(figure 10).
The overpressures created by the worst case explosions with ignition at the three 
different locations modelled are all large enough to destroy the walls.
5.4 Impact beyond the compressor house
Concerns have been expressed regarding the impact of an explosion in the 
compressor house on the current control room location some 140 metres to the 
North West. To assess this an EXSIM explosion simulation was run with a 2200 
m3 cloud in the east end of the compressor house. Explosions at the West end 
would be nearer the existing control room, but the higher ventilation rate, and 
lower inventory has been shown to produce smaller gas cloud sizes at this end of 
the building which would tend to cancel out the shorter distance.
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Figure 11. Free-field, overpressure towards existing control room
Figure 11 shows the pressures at increasing distance from the control room. The 
control room is at x=0m and the compressor house is at x=140m. The peak 
pressure falls off as the pressure wave travels outwards and is at 50 mbar by the 
time it reaches the control room. The control room is therefore not at risk of 
failure, but other parts of the plant should also be considered.
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6. Mitigation Options
6.1 Mitigation measures
Mitigation measures could include :
• Explosion vents . An EXSIM simulation of the worst case explosion was 
carried out with no walls or roof, to represent explosion vents on all sides. Due 
to the size of the gas cloud and the subsequent explosion, this had a limited 
effect on the overpressure. This suggests that no amount of work on the 
explosion vents is likely to achieve a useful reduction in peak pressure.
• Alternative refrigerant. An alternative used in LNG trains is multi-component 
refrigerant (MCR), but a brief investigation of the flammability of MCR 
suggested that it would only lead to a small reduction in explosion overpressure 
compared with propane (about 20%). In any case the existing compressors 
would have to be modified for the alternative fluids, and prior alterations to the 
compressors cast doubt on whether the compressors could be converted.
• Explosion mitigation systems, such as the Kidde system introduce features such 
as deluge to reduce the risk of an explosion. This option is worth further 
consideration.
• Early detection. Gas detectors could be used to trigger the existing emergency 
shutdown valves earlier.
• Reinforced walls. West et al [10] present some results of resistance of cavity 
walls with and without wall insulation. Filling cavity walls with polyurethane 
foam made them stronger by a factor of 2.5 to 3. The strength of the wall 
reinforced by a suitable fill in the cavity was estimated to be 300 mbar. For 
worst case gas clouds ignited at the three locations modelled previously, it was 
found that the maximum overpressure is similar to that for the walls that are 
not reinforced, between 0.7 and 2.2 bar [4]. The size of the explosion is such 
that the failure of the weaker parts of the building (such as the roof and 
louvres) does little to reduce the pressures. The reinforced walls would 
therefore fail if a worst case explosion occurs, but for smaller explosions that 
create overpressures between 75mb and 300mb, reinforcements would prevent 
the failure of the walls. This would be beneficial because smaller explosions 
have a much higher probability of occurrence than the worst case largest 
explosion.
• Increased ventilation. The smaller releases seem to have their size controlled 
by the rapid ventilation rate. Better ventilation may reduce the biggest gas 
clouds. This was investigated by modelling the effects of increasing the 
extraction and supplied air using CFX. This is detailed in section 6.2
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6.2 Modifications to Ventilation
The ventilation flows modelled using CFD showed that there is considerable 
stagnation in the East end of the compressor house compared with the older part 
of the house. This is in part due to the extra volume resulting from the pit.
As a result it was decided that revised ventilation would be modelled to assess its 
affect on the maximum gas cloud size. Additional ventilation was added to the 
CFD model at the same volumetric rates as the inlets elsewhere, but venting into 
the pits. Two extra extract ducts were added to the roof to balance the extra air 
flow. These are shown in figure 12.
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Figure 12. New inlets and extracts and pits with velocity colouring two surfaces
Figure 13. Flow field inside building with increased air supply in pit
new extracts
new inlets
2 0
Figure 13 shows the increase in ventilation due to the extra air being forced into 
the pit. The ventilation is localised. It does not appear to set up any building-scale 
circulation, rather the velocities are increasing in the locality of the new inlets. 
The air velocities are still, in general, higher in the west end of the building.
The extra ventilation reduced the maximum flammable cloud size by about 20%, 
and correcting for the maximum inventory available this meant a maximum cloud 
size of 1700 m (see ‘Scaled Flammable volume (Runs 6)’ plot in figure 14). This 
is a significant reduction in the maximum cloud size.
The largest clouds are still centred at the East end (figure 15), reflecting the larger 
inventories available from the compressors at this end of the building. The 
flammable volumes still show a small number of releases can lead to big clouds 
which could cause an explosion large enough to destroy the building. These are all 
due to the 50mm hole size releases.
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Figure 14. Influence o f enhanced ventilation on gas cloud size.
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Figure 15. The influence o f enhanced ventilation on gas cloud location
The net result of increased ventilation, and reinforced walls, still results in the 
prediction of large gas clouds in the East end of the compressor house in the event 
of a 50mm pipe break. Further CFD studies could investigate the effect of other 
approaches such as partitioning, in order to prevent the creation of large gas 
clouds.
7. Conclusion
The compressor house is well ventilated ensuring any fugitive emissions are 
unable to form significant explosive gas clouds, however a 50mm hole or pipe 
break would release sufficient propane to overpower the forced ventilation and 
create a large gas cloud.
An investigation into enhanced ventilation has shown that gas clouds are reduced 
by approximately 20%, but clouds may still form which could compromise the 
structure. It would be valuable to investigate further alterations to the ventilation, 
or alterations to the design of the compressor house such as partitioning. This 
could prevent the build up of a large gas cloud.
The strength of the worst case blast is such that the walls would fail whether 
reinforced or not. Reinforcing the walls would nonetheless be valuable for saving 
the structure from much more common smaller explosions. Calculation of the 
blast outside the compressor house, arising from the worst case explosion, shows 
that the existing control room is likely to suffer a worst-case ffee-field 
overpressure of approximately 50 mbar. EXSIM has been used to show that 
modification to the explosion vents would have limited benefit. The overpressure 
largely arises due to the size of the gas cloud and the degree of congestion in 
which it forms.
Further development of the flow, gas cloud and explosion modelling will probably 
improve the results, as uncertainties presently in the models have to err on the 
conservative side. In particular, the steady state limitations of DICE mean that a 
higher release rate has been used. If there is a leak in pipework containing a fixed 
inventory of gas, the pressure drops over time and the release rate reduces. Due to 
the fact that DICE only currently allows for a steady release rate, the normal 
conservative assumption used is to take the initial rate. If the inventory is large 
and the release rate is small then this is a fair assumption, however this is not the 
case for the larger release rates modelled in this case. The release rate would 
therefore be reduced by the drop in pressure, giving the forced ventilation a better 
chance of removing the gas.
A further consideration is the likelihood of the worst case cloud occurring. There 
are many uncertainties and probabilities involved in predicting the frequency of 
explosions of sufficient size to cause the walls to fail. The incidence of the large 
leaks that overpower the ventilation system are rare. Oil industry data suggests 
50mm leaks in pipes of 3” or less occur approximately once every 140,000 years 
per metre of pipe. The likelihood of the gas accumulating rather than being vented 
is small, as is the likelihood of a stoichiometric mixture occurring -  in most cases 
the gas does not mix evenly and contains significant areas of rich and lean 
concentrations. And only a small proportion of the large gas clouds created will 
result in the delayed ignition required to cause a large explosion. However such 
probability studies depend on suitable statistics for each stage being available.
Further work is therefore required to determine the probability of an explosion 
occurring. The use of a risk-based approach is becoming more common to assess
23
the likelihood of leaks occurring, and the risk of a leak forming a large gas cloud 
and then igniting.
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Summary:
In the past, gas explosion assessment relied on worst case scenarios. A more 
realistic approach is to look at the probability of explosions and their likely 
severity. The most flexible way of investigating many different scenarios is to 
predict the ventilation flow through the module, feed this into a flammable 
volume calculation and then to calculate the explosion severity. In this study, 
ventilation flows have been modelled for all perimeter confinement arrangements 
and orientations of a typical module under a range of windspeeds. This provides 
valuable input to explosion assessments at a hierarchy of levels. At the most basic 
level, ventilation velocities can be provided for simple calculations that would be 
used to test the effect of different designs at the planning stage. For simple flows 
where zone models are appropriate, the pressure boundary conditions have been 
calculated. And the vector fields required for the flammable volume calculations 
suitable for more complex flows are now available.
A new method is used to model the congestion inside the module; it is represented 
as a region of homogeneous porosity in the CFD code, CFX. Deriving the 
resistance that describes the congestion is challenging, and a variety of methods 
are analysed. CFX performs very well in comparison to experiments, especially 
considering the internal obstructions are not modelled explicitly in the porous 
region. CFX underpredicts turbulence intensity in comparison to the EXSIM 
explosion model, mainly because CFX does not model the turbulence created by 
obstacles. A method of improving the turbulence modelling in CFX is therefore 
proposed.
Ventilation was found to be proportional to the windspeed and dependent on the 
arrangement and orientation of the module. In general, the more confined the rig, 
the lower the ventilation, but there are exceptions to this rule. There are many 
interacting effects that cannot be foreseen using a simpler approximate method. 
This is proven with a comparison of the CFD results with a technique designed to 
estimate ventilation velocities rapidly: the Workbook method. Many of the
empirical relations in the Workbook are flawed, because the experimental results 
are too sparse to be reliable. The CFD results are recommended as a viable and 
accurate alternative to the Workbook approximation.
Keywords: Ventilation, porous media, CFD, offshore modules
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Notation list
Ub frontal area of obstacles in a porous region
db ratio of frontal area of obstacles to the cross-sectional area
A frontal area of a porous volume
Amin minimum cross-sectional area between tubes normal to the 
flow direction in a tube bank, m2
A C PH air changes per hour
cD drag co-efficient of an object
CDo 2D drag coefficient for elements that make up the mesh
D drag, Newtons
L length of a porous block in the x direction
Ltpm turbulent length scale in a porous region, m
h summed length of blockage in a porous volume
lby> Ibz summed length of blockage in the y and z directions 
respectively.
h correlation which gives effect of congestion on Uv
f s correlation which gives effect of geometry and orientation 
on Uv
f t correlation which gives effect of confinement on Uv
Gmax W /A min , kg/s m2
K pressure loss coefficient, kg/m3 
turbulent kinetic energy, m Is2k
P pressure kg/m2
n number of grids
Nt the number of rows of tubes a fluid passes through
t time
Ui mean velocity vector in the i-direction
Ua ambient wind speed upwind of a module
uv ventilation velocity through a module.
u* friction velocity, 0.14m/s
Ri resistance in the i-direction, kg/m2
Rx resistance in the x-direction, kg/m2
Ra resistance constant in the i-direction, kgs/m3
Rpi speed resistance factor in the i-direction, kg/m4
Rfx speed resistance factor in the x-direction, kg/m4
V volume of porous block (module)
vb volume blockage
w mass flow rate through a bank of tubes, kg/s
z height in the boundary layer
Zo aerodynamic roughness
p volume porosity
A area porosity in the i-direction
£ rate of turbulent eddy dissipation, m3/s3
P density of air, 1.23 kg/m3
K wall shear stress, kg/ms2
°ij stress tensor
pressure drop co-efficient
K Von Karmans constant = 0.41
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Calculating Ventilation of Offshore Modules using the porous
approximation in CFX
1. Introduction
Understanding flow and dispersion in complex geometries is important for many 
health, safety and environmental applications, including hazard assessments and 
reducing environmental pollution.
Over the past few years, work has been carried out to assess the consequences of 
gas explosions in offshore modules. This work has often included studies of a 
‘worst case’ scenario, in which a module has been filled with a flammable gas-air 
mixture and the pressure that has been generated as a result of the combustion of 
the mixture has been recorded. The results of these studies have provided 
information to assess the maximum severity of a gas explosion in offshore 
modules and on the circumstances in which the explosions can be mitigated, for 
example, through the use of water sprays. The studies have also helped guide the 
development or validation of mathematical models for gas explosions.
However, these studies by themselves do not provide an accurate assessment of 
the hazards produced by a specific gas release in a module. In particular, a 
specific gas release may not result in a uniform flammable mixture throughout the 
module. The pressures created from the explosion of a realistic gas cloud have 
been proven to be lower than those created by a ‘worst case’ explosion arising 
from the ignition of a stoichiometric gas cloud extending through the entire 
module [1]. This may have implications for the design of modules and their 
protective systems.
The aim of this work is to investigate methods of modelling congested regions, 
validate these, and provide ventilation information for naturally ventilated 
offshore modules. Besides providing input for simple ventilation models, this will 
provide input for either simple approximate methods or more complex random 
walk methods that calculate the flammable volume. The flammable volume is 
then used to calculate the explosion severity.
These explorations provide general understanding of the effect of wind speed and 
complex configurations on ventilation. This is of use because we require an 
efficient method of assessing explosion hazards. Ideally, each of the parameters 
that affects the severity of an explosion needs to be simplified, so that a greater 
portion of the parameter space can be explored. We are therefore looking for 
correlations so that the requirement for detailed individual simulations of each of 
the stages in an explosion simulation is reduced.
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We also need to identify cases where it is not possible to approximate complex 
effects. Some of these cases are highlighted in the assessment of a simple 
‘Workbook’ method for calculating ventilation against the CFD results.
Accurate calculation of ventilation flows is not only useful for feeding into 
explosion models; accidental releases of toxic materials are also important in 
terms of human health. This applies both offshore and onshore. Many types of 
onshore plant are enclosed, partly to provide some form of containment and hence 
to mitigate the effects of any release. The gas or vapour released will undergo 
some mixing before emerging from any openings, and the degree of mixing will 
depend upon the building geometry and the nature of the ventilation. The method 
which has been developed is ideal for such situations.
Building ventilation is also important in terms of air quality and providing energy- 
efficient heating and cooling mechanisms. Ventilation and air movement is 
forecast to become the dominant heat and cooling loss mechanism in buildings of 
the next century [2], leading to a significant impact on global energy. This work 
can help to determine indoor air quality and optimal ventilation needs and to 
identify alternative energy efficient strategies to control the indoor environment.
With sophisticated post-processing, the CFD model of congested regions could be 
inverted to locate leaks on process plant. And for long range dispersion, congested 
areas such as process plants could be treated as porous regions with the source 
inside the porous region.
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2. Background
Explosion calculations can be approached in a number of ways depending on the 
complexity of the problem. The most efficient method has three main stages; first 
calculate the ventilation, then the flammable volume and from this calculate the 
explosion severity. The stages of the calculation procedure and the inputs to the 
calculations are represented in figure 2.1.
This procedure allows many parameters to be varied efficiently. A CFD model 
could use all of the inputs (external wind conditions, module configuration, 
release conditions and ignition location) for one individual scenario to arrive 
directly at the explosion severity, but each variation of the input parameters would 
involve another computationally expensive simulation.
External wind 
conditions
Confinement & 
Congestion in 
module
Ignition location 
& time after 
release
Ventilation 
Rate or 
Velocity 
Field
(zone model 
Or CFD)
Flammable gas 
Cloud volume
(empirical or 
Random walk  
method)
Explosion
Severity
(empirical or 
Complex 
M odels)
Gas release: 
Leak rate 
Material 
State 
Location
Figure 2.1 Stages o f  the explosion calculation
The following sections compares the methods available in the three step process.
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2.1. Ventilation flow
The design and layout of different types of offshore module vary considerably. 
The extent of the perimeter confinement on the modules ranges from structures 
that are almost completely open, with porous roofs and floors, through to 
essentially closed volumes. The amount of internal congestion varies, both in 
terms of the total amount and also the size of obstacles that are present. Predicting 
the detailed flow through such structures presents a considerable challenge.
Zonal methods can be used to calculate the natural ventilation of an empty volume 
with almost completely solid roofs, floors and walls. Integral methods are 
appropriate for an unconfined congested volume. These two methods are analysed 
below.
2.1.1. Zone models
Zone models are limited to buildings that have solid walls containing a small 
number of openings that occupy a small fraction of the total area of each face. 
They were developed from standard ventilation calculations to calculate the 
transfer of air through building openings [3] into more sophisticated models 
which solve equations representing air flow and between zones within a building 
and between the inside and outside of a building.
Zone models generally require pressure coefficients as an input [4], so the method 
relies on the accuracy of the values specified for the pressure coefficients to 
determine the balance of the flows. These values can be obtained from a number 
of sources. Tables of pressure coefficients for different building shapes normal to 
the wind are most frequently used, with interpolation for the cases when the wind 
impinges at other angles. More accurate data can be provided by carrying out 
detailed wind studies, or, with less expense, CFD simulations. The pressures on 
the boundaries of several different module arrangements have been calculated in 
this study. So, for cases with no reversed flow where zone models are appropriate, 
accurate boundary conditions will be available.
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2.1.2. Integral method
In the idealised case of a regularly spaced array of obstacles placed perpendicular 
to a unidirectional, steady flow, the momentum deficit associated with the reduced 
flow through the obstructed region can be equated to the drag force experienced 
by the obstacles within the region. By simplifying this relationship, and using the 
conservation of volume, a single equation can be deduced for the average 
effective ventilation velocity within the array. Provided suitable values can be 
defined for the effective drag coefficient of the given distribution of obstacles, the 
above approach can be applied for a generally obstructed region.
In terms of its layout and amount of congestion, an offshore module will lie 
somewhere between the empty box with openings where flow can be defined 
using a zone model, and the obstacle array where flow can be defined using an 
integral method. A module will have both partial perimeter confinement and some 
internal congestion. A method is required that can predict the effects of both of 
these features.
2.1.3. Workbook method
In the ‘Workbook’ method [5], the idea is to define a method to calculate a 
representative value that is easy to apply in practice, can be found readily, and is 
valid for a wide range of situations. The Workbook method aims to provide a 
rapid and robust estimation technique together with operationally acceptable 
accuracy. It can be used for estimating the flammable volumes arising from 
various individual hypothetical release scenarios. It can also be used as part of a 
quantitative risk assessment where statistical analysis is required for many 
possible release and meteorological scenarios.
The Workbook method involves first calculating the ventilation velocity, then the 
flammable volume is calculated as a function of the ventilation velocity and the 
release characteristics. The approximations in the Workbook are mostly based on 
the results of an experimental programme and as such involves a large degree of 
approximation and empiricism. This was a joint industry project entitled ‘Gas 
Build Up from High Pressure Natural Gas Releases in Naturally Ventilated 
Offshore Modules’. A series of 66 large scale experiments were carried on a test 
rig that represented at full scale an offshore process module of the type in 
operation in the North Sea.
The approach assumes that the ventilation velocity will be between 0 and 100% of 
the ambient velocity, so Uv/Ua ranges between 0 and 1. Approximations are then 
made of how Uv/Ua is affected by the geometry and orientation, congestion and 
confinement. The assumptions and empirical relations derived from experiments 
in the Workbook method are tested here against the results of CFD simulations, to 
indicate where the Workbook makes reasonable assumptions and where it could 
be improved.
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2.1.4. CFD simulations
We require generic understanding of the flow characteristics of naturally 
ventilated modules, and this requires all possible module arrangements to be 
considered. In comparison to zonal and integral models, CFD simulations account 
for both the perimeter confinement and the internal congestion by modelling most 
of the actual physical effects and their interactions with one another. The less 
complex models do have the advantage that they are computationally more 
efficient, allowing more simulations to be performed and therefore explore a 
wider range of parameters. The method used in these CFD simulations benefits 
from these efficiencies to some extent, because the congested region is not 
modelled explicitly.
The large-scale (module scale) flow patterns can be modelled in CFD by 
representing the congestion in the module as a volume of homogenous porosity 
and resistance. This approximation was used because:
• It is computationally more efficient, allowing a large number of 
confinement arrangements under a range of windspeeds to be modelled.
• The results need to be applicable to any module, so one single internal 
arrangement would not be appropriate as it would create specific flow 
patterns that would not be appropriate input for calculating flammable 
volumes.
• The details of the flow inside the module are not required by simpler 
flammable volume models that use the ventilation velocity.
• The evaluation of this method will be valuable for many other 
applications.
When representing a congested region as a region of homogenous porosity in the 
CFX-4 CFD model, a resistance and porosity is required. A number of methods 
for achieving the resistance are considered. One of the possible shortcomings of 
the method chosen is tested. The results of the porous simulations are validated 
against full scale experimental measurements and another CFD code, EXSIM.
The CFD model was used to provide the flow fields in offshore modules. All of 
the possible confinements in all wind directions were required for an offshore 
module of typical dimensions. Therefore, the non-uniform flowfields of complex 
regions are readily available for future explosion assessments.
2.2. Estimating flammable volumes to feed into explosion models
Predicting the likely gas cloud size produced by a given leak is a particularly 
challenging technical problem. Close to the leak the mixture of gas with air will 
be too rich for combustion to take place; sufficiently far from the leak the mixture 
will be too lean. And the diversity and complexity of the geometry, the wide range 
of possible release types, positions, orientations, and rates, and the variety of
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externally imposed wind fields all contribute to the difficulty of providing 
appropriate solutions with reasonable resources.
2.2.1. Simple correlations
Despite the complexity of predicting the flammable volume, it has been 
demonstrated previously that, if a ‘characteristic’ ventilation velocity is known, 
then a number of simple correlations can be used together with the high pressure 
natural gas release characteristics inside a module to arrive at the flammable 
volume [5]. This provides a rapid technique for estimating the flammable volume 
arising from the release of natural gas within a naturally ventilated offshore 
process module.
2.2.2. Random walk method
An accurate method of calculating the flammable volume has been developed by 
Shell Research. This new technique [6] uses random walk theory to predict the 
flammable gas cloud from a release in a congested environment. The technique -  
named Dispersion in Congested Environments (DICE) -  simulates the turbulent 
dispersion of released gas by following the paths of a large number of particles. 
Each particle represents a small mass of gas. The trajectories of the particles are 
governed by release momentum, the local velocity and the local turbulence. If 
sufficient particle trajectories are followed then the distribution of those particles 
represents the concentration distribution of the gas cloud. Many different release 
scenarios can be calculated with one single flow field as the basis, while the 
release location, orientation, flow rate and composition are all varied. The 
efficiency of the DICE technique means that many thousands of simulations can 
be performed in order to construct a statistically sound picture of the probable 
flammable gas clouds.
The background flowfield for the DICE method is predicted using a technique 
appropriate for the likely complexity of the flow. Correlation based techniques or 
zone models are appropriate where the flow is expected to be spatially uniform. In 
more complex regions the flow field can contain significant areas of non­
uniformity such as recirculation regions. For these cases the flow field needs to be 
calculated using CFD.
2.3. Explosion modelling stage
The flammable volume information is then used within an explosion model to 
determine the effects of igniting the gas clouds. The explosion models range from 
simple empirical methods such as the Shell congestion assessment method, CAM, 
[7] through phenomenological models like Shells’ SCOPE model [8] to CFD 
models such as EXSIM [9]. The model complexity required is case dependent and 
in many situations it is appropriate to apply more than one model.
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3. Method
3.1. Confinement arrangements, orientation and windspeed
The complete range of perimeter confinements were investigated, from no 
confinement, through one, two or three faces blocked with and without the top 
blocked. This led to 16 different arrangements of the perimeter confinement.
A comprehensive range of orientations to the wind was also covered. Considering 
wind directions normal to, and 45° to every face, resulted in 72 module 
orientations of different arrangements. Figure 3.1 shows the types of module 
arrangements and how symmetry allows the number of wind directions modelled 
to be reduced. Appendix A contains diagrams of the complete set of module 
confinements and orientations.
1 long & 1 short side blocked 2 short sides blocked 1 long side & top
blocked
Figure 3.1 Examples o f  confinement arrangements and wind directions
A range of windspeeds from a typical distribution was modelled -  4m/s, 8m/s and 
12 m/s. The wind speed frequency came from meteorological data from the North 
Sea. 55 of the 72 orientation and confinement arrangements were run at the 3 
windspeeds. The remaining 17 cases were run at one windspeed, because it was 
assumed that the ventilation was proportional to the ambient windspeed in the 
cases were no reversed flow was expected. This was found to be the case in 
scoping simulations of simple flows. Overall 182 simulations were carried out.
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3.2. Model details
Because we are looking for generic rules that can be applied to all modules, we 
looked at a module of typical dimensions (20m x 10m x 10m).
3.2.1. Domain, Grid and Convergence
The flow domain extended 4 module heights (40m) vertically, upwind, downwind 
and laterally from the module. This domain size is appropriate because we are 
investigating the flow through the module itself, rather than the wake. Distance 
upwind of the module was not required for a boundary layer profile to develop. 
The reasoning for this is explained in the boundary conditions section.
Bearing in mind that we required the simulations to run as efficiently as possible, 
two grid distributions were tested. The coarse and fine grids had cell distributions 
of 20 x 10 x 10 and 40 x 20 x 20 across the module (resulting in 2,000 and 16,000 
cells within the module) respectively. Example (1) is a module with two long 
faces blocked and example (2) is a module with two long faces and one short face 
blocked. The time taken, and air changes per hour calculated (ACPH) are 
compared in Figure 3.2.
The air changes per hour were calculated by outputting the convection on the 
block walls (this required extra commands to the CFX input using a FORTRAN 
file). This gave the mass of air entering and leaving the block per second. This net 
flux (kg/s) is used with the module volume to calculate the air changes per hour 
using the following:
ACPH = 360()f
{  V j
When the simulation is converged, the mass flow in and out of the module 
balances. The simulations were considered to be converged when the mass flow in 
and out of the module was within 2.5% of balancing.
The fine grid predicts effectively the same ventilation in example (1) and 20% 
more ventilation in example (2). Bearing in mind that both examples took 
approximately 4.5 times longer on the finer mesh (115 and 85 minutes on the fine 
mesh compared to 25 and 18 minutes on the coarse mesh), the coarser level of 
detail was considered to provide an adequate level of accuracy. The study would 
become unfeasible if the simulations took any longer, and in addition, using a 
slightly coarser mesh leads to a conservative estimate (i.e. lower ACPH).
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Figure 3.2. Effect o f coarse and fine grids on ACPH results and simulation time
3.2.2. Boundary conditions
Offshore modules are elevated from the sea surface, so they are in the upper 
section of the boundary layer profile considering atmospheric boundary layers 
over the sea are not as thick relative to those over land. It was therefore assumed 
that a constant velocity profile impinged on the module. In addition, using a 
boundary layer profile requires an extra FORTRAN routine to be used, which 
increases the time involved in solving each run.
Due to the elevation of the modules above the sea surface, the bottom wall of the 
domain was treated as a symmetry boundary. Not only is this more accurate than 
forcing a velocity on this boundary, it also helped to speed the convergence. The 
top surface of the domain was also treated as a symmetry boundary. The low x 
and low y boundaries were set as inlets, and the high x and high y boundaries 
were set as pressure boundaries in the geometry file. These allow flow across the 
boundary in any direction. The boundary conditions are shown in figure 3.3.
High y side: 
Pressure 
2 0  boundary
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Svmmetrv boundary
Inlet Pressure
boundary
low y side: Inlet
Low z side: Symmetry boundary
Figure 3.3 Boundary conditions o f  domain
These original boundary conditions can be altered in the command file. So, if a 
wind impinging diagonally on the high x and high y faces of the module is 
required, the pressure boundaries can be changed to inlets, and vice versa. In this 
way, only one geometry file is required per module arrangement for all of the 
wind directions impinging on it.
3.2.3. Consecutive runs
A ‘runner’ file was used to start runs automatically. The runner file contains the 
names of all of the input files required, and the output files to be generated. One 
of the input files is a FORTRAN user routine which is used to extract the pressure 
and velocity data required from the simulations. The routine used indicates the 
values and the region they are required, and these are written to a file with their 
x,y,z co-ordinates. Extracts from the runner file, input command file, and user 
routine are all contained in Appendix B.
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4. Modelling Porosity and Resistance
Modelling complicated geometries as porous regions in CFD is a relatively 
untouched area, and methods for representing porous regions are not well 
established. The approach is described here, first of all with an analysis of the 
physical processes of flow through porous obstacles, followed by a description of 
the method for modelling porous blockages in the AEA Technology code, CFX.
A region of homogenous porosity is described by porosity and resistance in CFX. 
The porosity of a volume is the fraction of a volume which is open to flow, while 
the blockage is the proportion of solid volume. This is used to represent the 
volume of the actual obstruction in the control volume in such a way that only the 
non-blocked areas are available for fluid flow. Secondly, the resistance (kg/m4) is 
used to represent the additional flow resistance caused by the drag of the obstacles 
on the flow in a porous volume. Porosity and resistance are independent inputs 
which must both be specified in CFX to describe a porous region, even though 
they are in fact related because they are strongly coupled in some problems.
Three methods are considered for establishing the resistance term. One possible 
shortcoming of the chosen method is investigated. It was decided for reasons 
explained below that porosity and resistance should remain constant throughout 
the program of simulations. The sensitivity of the ventilation to these parameters 
was tested.
4.1. Porous obstacle flow
The body of research concerning wakes behind two- and three-dimensional, 
surface mounted porous obstacles, such as fences and wind breaks, is not 
particularly extensive although the basic features of the perturbed flow are 
reasonably well understood [10-12] The three-dimensional problem especially 
has been largely neglected, even though it is of considerable industrial relevance. 
One experimental study [13] that was carried out to address some of the issues 
showed that the main flow features are common to both the two and three- 
dimensional cases.
The study found that a number of flow regimes can be identified, depending on 
the porosity of the obstacle (defined as the ratio of the open area to the total area). 
The important factor is the ratio of the ‘bleed flow’ through the porous obstacle 
and the ‘displaced flow’ over and, in the three dimensional case, around it. 
Recirculation immediately behind a solid body is eliminated by sufficient bleed 
flow, though recovery in the near-wake and entrainment into its bounding shear 
layers may lead to a recirculation region forming downwind. This region shrinks 
and eventually vanishes as the porosity and associated bleed flow are increased.
The actual flow inside a porous region has rarely been considered for free­
standing regions in atmospheric flow, the closest examples being investigations 
into groups of buildings [14].
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4.2. Modelling flow through porous media
Geometry is represented as a porous region in CFX using the Porosity Distributed 
Resistance (PDR) formulation of the governing equations. The model is a 
generalisation of the Navier-Stokes equations for fluid flow and of Darcy’s law 
commonly used for flows in porous regions. The model retains both advection and 
diffusion terms and so can be used for flows in rod or tube bundles where such 
effects are important. This method was first proposed by Patankar and Spalding 
[15] and has been applied for the analysis of heat exchangers, regenerators and 
nuclear reactors.
4.2.1. Darcy’s law
Flow through porous media is governed by an empirical law which is known as 
Darcy's law. The resistance of a column of sand can be calculated by measuring 
the pressure drop and flow rate of water flowing through the column of sand. 
Figure 4.1 shows a schematic of Darcy's original experiment.
water
column
3.5 m0.35 m __
(ID)
sand
Figure 4.1. The Darcy experiment
Darcy's law expresses the volume flow rate of a viscous fluid through a porous 
media as proportional to the area of cross section of the media and the pressure 
differential applied across the length of the media. The velocity depends on the 
pressure gradient. For a 1-dimensional flow it can be written as
where,
Q = volumetric flow rate (m /s),
A = flow area perpendicular to L (m2), 
K = hydraulic conductivity (m/s),
L = flow path length (m), 
h = hydraulic head (m ), and
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A denotes the change in h over the path L.
When the Reynolds numbers is less than 1, the pressure drop is proportional to the 
fluid velocity. However, it was soon verified that Darcy’s law was inconsistent 
with a higher Reynolds number. As a result, an extra squared fluid velocity term 
has been added to match experimental results [16].
4.2.2. Modelling porous media in CFX
In order to obtain the best geometry description and representation with the PDR 
method, the presence of obstructions should modify the governing equations in 
two ways. Firstly, the volume and area of the actual obstruction should be 
represented in the actual control volume in such a way that only the non-blocked 
areas are available for fluid flow. Secondly, an obstacle gives additional flow 
resistance which must be modelled. CFX-4 allows both of the above to be 
modelled, whereas CFX-5 allows the specification of the flow resistance only. 
CFX-4 was therefore used in this study because it models more of the physics of a 
porous media.
In CFX the porous regions are modelled using a generalization of Darcy’s Law. 
The modified Navier-Stokes momentum equation is written as
where Ui is the mean velocity vector in the i-direction, /? is the volume porosity, 
is the area porosity in the i direction, and
R ,= -fi{R Ci+RFf i , \ p l
Ra (kgs/m3) is the resistance constant in the i-direction and Rfi (kg/m4) is the 
speed resistance factor in the i-direction. The linear resistance term Ra can be set 
to zero due to the highly turbulent nature of the flow.
4.2.3. Use of the porous model in CFD
The porous model capability in CFD codes is normally used for geometry that is 
too small to be resolved by a grid; only recently has it been used for efficiency in 
volumes that could be resolved by a grid. Hoang [17] simulated the flow inside a 
cold store using CFD, representing the air cooler unit with an appropriate body 
force and resistance. The results were validated against experiments and a relative 
error of 26% was found. They concluded that a finer grid was required to improve 
the predictions. This finding does not just apply to porous region simulations; any 
complex flows will require enough grid resolution to capture the details of the 
flow. Tests on grid sensitivity were carried out, bearing in mind a balance 
between time efficiency and accuracy is required. These are described in Chapter 
3.
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The porous approximation has been used to model porous fences. Typical 
examples of these are shelter belts and windbreaks [18]. Understanding their 
effect on airflow has applications, for instance, in reducing soil erosion. 
Packwood [19] tested the performance of two turbulence models for flow 
downstream of two-dimensional fences of varying porosity. In comparisons with 
experiments, both the modified k-s and the Reynolds stress model were shown to 
have weaknesses but overall the much simpler, modified k-e model worked 
surprisingly well. The k-e turbulence model was therefore used in these 
simulations for the sake of simplicity and because eddy-viscosity models had been 
shown to perform relatively well in a similar application. The study also described 
the method for determining the resistance of the porous fences, which is detailed 
in section 4.3.1. It was recommended that further work on modelling thicker 
porous volume was still required.
4.3. The resistance term
Deriving the theoretical values of porosity and resistance for an array of obstacles 
is complicated and can be approached in a number of ways. Three methods are 
considered here. The first uses an empirical relationship to give a body force 
resistance. The second uses a tube bank approximation to represent the array of 
obstacles, which has the advantage of taking into account the spacing of the 
obstacles. The third sums the drag of all the obstacles within a module. This 
approach does not take into account the effect of spacing on drag, so this is 
investigated.
4.3.1. Empirical data
Packwood [19] used CFX-4.2 to simulate porous obstructions which were set up 
in a wind tunnel study [13]. The porous volumes were composed of 2,3 or 4 grids 
of various area porosity ranging from 30-70% open area. The literature does not 
hold much information on the resistance of screens that do not span a tunnel 
cross-section, i.e. where there is some flow around the screen. Hoemer [20] does, 
however, give some drag data for porous screens in ‘open’ flow. Hoemer’s drag 
coefficient Cd is based on upstream velocity and screen area perpendicular to the 
flow.
The CFX resistance factor R r  has units of kg/m4. We are using drag to arrive at 
the resistance, and RU2 = drag/unit volume, so
n  - p C DU2A __ Drag _ 2 _ PCd
F* VU2 U 2AL 2 L
where V is the volume of the porous block with frontal area A and length in the x 
direction L. For n grids spaced axially this was modified to become:
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VbCD
Hoemer calculated the pressure drop co-efficient £  where f  , V& =
volume blockage = 1-/3, P  is the porosity and CDq is the 2D drag coefficient for
the elements that make up the mesh or grid. For the grids simulated, which had 
rectangular cross-sectioned elements, CDq = 2 was used.
Packwoods’ results for simulations using the resistance model described above, 
based on data from Hoemer, were found to give a reasonable estimate for the 
horizontal speed resistance factor for a single grid but suggested values too low 
when multiple grids were used. Increasing these factors to values that gave 
velocities similar to the experiments still yielded solutions substantially different 
from the overall wake structures found in experiments. The overall drag was 
being correctly predicted in some cases nonetheless.
The main deficiency found in the porous blockage model is that high resistance 
terms yield too low a bleed flow. The approximation probably overestimates the 
total resistance in cases where grid are closely spaced, as there will be a partial 
shielding effect of an upstream grid on a downstream one. Nonetheless, the drag 
is likely to increase as the number of grids is increased.
It was recommended that the effects of changing lateral and vertical resistances be 
examined for a two-dimensional case since the pressure fields over the upstream 
and downstream surfaces of the porous arrays are almost certainly not uniform. 
Therefore suitably distributed resistances, rather than uniform, could be used.
4.3.2. Tube bank method
The Engineering Sciences Data Unit Item 74040 [21] provides a method for 
estimating the pressure drop across different arrangements of tube banks. It 
assumes that the flow is constrained to go through the tube matrix rather than 
around it. The pressure drop across the bank of tubes can be approximated by
A N 0K G lx
Ap  ---- -------2 p
where
Umax = W/Amin
kg/s m2
W = mass flow rate through the bank 
kg/s
Amin = minimum cross-sectional area between tubes normal to the flow direction 
m2
N,j) = the number of rows of tubes the fluid passes through 
K  = the pressure loss coefficient and p the fluid density 
kg/m3
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The pressure loss co-efficient K  depends on the spacing of the tubes and the 
Reynolds number of the flow. This method has the disadvantage that it assumes 
all of the obstructions are circular cylinders. Another major disadvantage for our 
application is that it assumes that the flow is forced through the tube array, which 
will alter the pressure drop considerably. The method is useful for testing the 
effect of spacing. This subject is returned to in section 4.3.4
4.3.3. Sum drag method
It is difficult to establish an accurate value for resistance because it depends on the 
shapes of the blockages within a module and the percentages of large volume to 
small volume obstacles in a certain total volume of blockage. A program was 
written [22] to calculate the actual drag of each of the obstacles and sum this to 
arrive at the overall resistance.
This method rests on the assumption that the total drag caused by an array of 
obstacles is equal to the summation of the drag of each individual obstacle. This is 
not entirely founded due to shielding and blocking effects (which do in fact act 
opposite to one another). The effect of obstacle spacing on drag is investigated in 
section 4.3.4 and Appendix C. Unlike the tube bank method tested in section
4.3.2, the flow is free to move around the outside of the obstacle array. Finally, we 
assume that the drag co-efficient information available in the literature [23] for 
various obstacle shapes are appropriate for the obstacles encountered in our 
congested region.
As explained in section 4.3.1,
where V = total volume, U = flow speed and D = drag (Newtons). The drag on an 
individual object can be written
D = ^ C dA
where p is density, Cd is the drag coefficient, and A is the frontal area. The 
effective drag of the entire module and all of its internal congestion was then 
taken to be the sum of the drag of each obstacle:
D = 'Z ^ p u 1C<?Am
where Cd(,) and A(l) are values for an individual obstacle.
Therefore,
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and
i X Q ('>
The program calculates the actual drag for four categories of obstruction: boxes, 
rectangular section beams, and cylinders aligned with the flow and perpendicular 
to the flow. The boxes were defined as having an aspect ratio between 1 and 4 of 
the long edge on the frontal area to the short edge on the frontal area (Figure 4.2).
Each of the shapes have different drag coefficients. Any object with fluid moving 
past it will experience a drag -  a net force in the direction of flow due to the 
pressure and shear forces on the surface of the object. This net force, a 
combination of flow direction components of the normal and tangential forces on 
the body, can be determined provided the distributions of pressure, p and wall 
shear stress, t w9 are known. Only in very rare instances can these distributions be 
determined analytically.
Most of the information pertaining to drag on objects is a result of numerous 
experiments with wind tunnels, water tunnels, towing tanks and other ingenious 
devices that are used to measure the drag on scale models. Drag co-efficient 
information for a wide range of objects is now available in the literature [23].
This method of summing the drag of all the individual obstacles was used in the 
simulations because it gives the most accurate value of resistance readily 
available. There was some concern about the effect of the spacing of the obstacles 
on ventilation so this was investigated.
4.3.4. Effect of spacing on drag
Summing the drag of all of the obstacles within the module may overpredict the 
overall resistance due to shielding of obstacles by another obstacles downstream.
Wind direction
Figure 4.2 Ratio of short edge to long edge is between 1 and 4 for ‘boxes ’
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In one study a similar approach represented the effect of a group of obstacles 
using the resistance [24]. The drag for each obstacle was interpolated from a 
database, and then corrections were made for obstacles lying in the wake of 
another obstacle. The correction was made by reducing the size of an obstacle in 
the wake of another obstacle. Similarly, the drag of two obstacles adjacent to one 
another and perpendicular to the flow might be smaller than if they were spaced 
further apart due to the interaction of the displaced fluid. This theory was tested 
by comparing the resistance using the method which sums the drag, and the 
method which takes into account the spacing of the obstacles, for two arrays of 
different spacing. The details and calculations of the test case are in Appendix C.
It was found that, if we assume that the ESDU method is correct, then the effect of 
spacing on the resistance and hence ventilation is relatively small. A difference of 
7.5% was found in the ventilation if the resistance was calculated taking the 
spacing into account opposed to calculating the resistance from summing the 
drags of all of the obstacles. This difference is negligible when considering the 
role of the ventilation figures in the calculation of gas cloud size and explosion 
assessments. Nonetheless, the discrepancy indicates that this is an area that could 
be improved.
4.4. Sensitivity of ventilation to porosity and resistance
The effect of the resistance and porosity on the ventilation is of interest first of all 
because resistance and porosity are kept constant in this set of simulations, and 
secondly we can estimate how the ventilation should be altered if the porosity and 
resistance of a module is known.
Precise CAD data describing the localities of each object in an offshore module 
are often unavailable. This can occur for example because the design is at an early 
stage, the CAD database has not been maintained or the platform predates the use 
of CAD. In these cases it is difficult to establish the resistance of the module other 
than with time-consuming subjective methods. Often in practice, the resistance 
could not or would not be calculated. Typical values are therefore required. The 
following sections give typical values of porosity and resistance for an offshore 
platform and test the sensitivity of ventilation calculations to those values.
4.4.1. Changing porosity
Volume blockage typically ranges between 0.06 and 0.14 [5], so the effect of a 
range of blockages on air changes per hour were tested - 5,10,15 and 20 % 
blockage.
Figure 4.3 shows that air changes per hour decrease linearly as the volume 
blockage increases. It will be possible to calculate the ACPH for different levels 
of porosity.
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Figure 4.3 Relationship between volume blockage and ventilation
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Figure 4.4 Relationship between windspeed and ACPH
The air changes per hour were also found to be proportional to the wind velocity 
(Figure 4.4) so ACPH was non-dimensionalised by the velocity and the module 
length using the following method. ACPH has units of modules per hour, so
A.L.ACPH
3600
where A is the frontal area and L is the length of the module, has units of m /s. 
A*u has the same units, so we non-dimensionalised using
L.ACPH 
3600u
The following relationship, shown in figure 4.5, is found:
L.ACPH = _qM V  +Q 21 , 0.05 < Vb < 0.2 
3 6 0 0 m
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Figure 4.5 Relationship between windspeed and ACPH
Using this relationship, the maximum likely alteration to a ventilation rate due to 
internal blockage would be 5%, considering volume blockage typically ranges 
between 0.06 and 0.14. It is therefore acceptable for volume blockage not to be 
altered for separate cases.
In the main program of simulations the volume blockage was kept constant at 
0.13, which is the average of the three modules on North Sea platforms whose 
resistance information is given in table 4.1.
4.4.2. Effect of changing resistance
The sensitivity to the resistance was calculated using a typical range of values. 
Effective drag data for four modules was available (Table 4.1). The first is a large 
scale experimental test facility and the others are modules on North Sea platforms.
Module Cd, main direction Cd, cross direction Cd, vertical
Test rig 0.19 0.25 0.25
Module A 0.39 0.37 0.57
Module B 0.33 0.33 0.43
Module C 0.26 0.30 0.27
Table 4.1 Values o f effective drag calculated fo r  four modules
The drag co-efficient in the main direction ranged between 0.19 and 0.39. It was 
decided to test a larger range of values, between 0.1 and 0.6. The relationship 
between resistance, R, and the drag coefficient Cd, is as follows
R = \pc<
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This led to resistance values between 0.06kg/m4 and 0.37kg/m4 in the x direction 
and values of the same proportionality found in the resistance calculations in the 
y- and z- directions (Table 4.2).
Cdx Rx (kg/m4) Cdv Rv (kg/m4) Cdz Rz (kg/m4)
Low value 0.1 0.0615 0.1 0.0615 0.135 0.083
Mid value 0.36 0.22 0.35 0.215 0.5 0.308
high value 0.6 0.369 0.6 0.369 0.835 0.514
Table 4.2 Effective drag and associated resistance in x,y,and z directions over the chosen range of
values.
The windspeeds 4m/s, 8m/s, and 12 m/s were tested, and porosity was kept 
constant at 10%.
Results
The air changes per hour for a range of module resistances were once again found 
to be proportional to the wind speed.
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Figure 4.6. Effect of resistance on non-dimensionalised ACPH
The log law which fits the data in figure 4.6 has the form
L- ACPH = _o o61nff -t-0.17 , 0.06 <RX<0.37
3600u
If we look at table 4.1 we see that the effective drag in the four modules ranges 
between 0.19 and 0.39, so the resistances range from 0.12 kg/m4 to 0.24 kg/m4. 
Over this range, the maximum difference in ACPH between the highest and 
lowest resistance is 13%. This is more significant than the effect of altering the 
porosity. If the database of ventilation values produced as part of this project are 
being used, they could be refined further by evaluating the resistance of individual
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modules, and adjusting the ventilation figure according to the resistance using the 
log law found above.
In this program of simulations, the resistance was kept constant. The values from 
the modules in the North sea were averaged, as these were considered more 
realistic than the test rig. This gives Rx=0.20 kg/m4 , Ry=0.20 kg/m4, Rz=0.26 
kg/m4.
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5. Validation
As explained in Chapter 4, the geometry of the module is represented as a block 
of homogenous porosity. The ability of the porous block approximation in the 
CFX CFD code to represent flow through congested modules was assessed. 
Simulations were compared to measurements from a full scale module and to the 
results from another code, EXSIM [9], which resolved more of the complex 
geometry within the rig.
5.1. Method
Five simulations were run with the models and compared to experimental results. 
These simulations were all of the same geometry, with one long side and one 
short side blocked in an L-shape and the top blocked. This case was chosen 
because it created the most complicated flow of the three cladding configurations 
in the experimental programme. The blocked sides are shown in figure 5.3. Five 
different wind speeds were modelled, ranging from 2.7m/s to 7.8m/s, and the 
same wind direction was used in every case, with the wind impinging on the short 
blocked side of the module.
5.1.1. Experimental programme
The experimental programme was funded by a Joint Industry Project with eleven 
participating companies [25]. They measured velocity inside a large scale model 
of an offshore module, in different wind speeds and with different amounts of 
cladding on the walls. Ten anemometers were placed in two planes, one at eight 
metres along the length of the rig, and the other at twenty metres along the length 
of the module(Figure 5.1).
4m
Urn 4m
X  =  8  m
4m
Urn 4m
X = 20 m
Figure 5.1 Locations o f  anemometers in module
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The model dimensions were 28m x 12m x 8m. The model was on open land with 
trees and buildings in the vicinity, so this had to be taken into account in the 
model.
5.1.2. CFD model setup
The domain in the CFD model extended 5 module heights around the module and 
15 heights downwind, in accordance with guidance [26]. The domain was divided 
into cells on a 0.5m grid. The inlet velocity was fitted with a log law profile
(  « * 1 Inf - 'u  = -----
\  K  ) ^ 0J
la:
Ground Floor
|  N
□ □
B  #
Mcrjuninc Deck Level
Figure 5.2 . Geometry o f experimental rig
A surface roughness length of zo=0.5m was used which is appropriate for the 
location of the model, where the ground cover consisted of low obstructions, 
occasional trees and buildings. The k-e turbulence model was used, and turbulent 
kinetic energy at the inlet was derived from wind tunnel measurements. 
Resistance and porosity were derived using the method described in Chapter 4. 
Figure 5.2 shows the congestion inside the rig.
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The internal congestion of the module was represented by a porous block. CAD 
data was available for the module, and the porosity and resistance were calculated, 
giving porosity = 0.93 and RFX=0.11kg/m4.
With regards to the convergence of the simulations, the solution was judged to be 
converged when the sum of the net mass fluxes into or out of every cell in the 
domain was less than 10'8.
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5.1.3. EXSIM modelling
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Figure 5.3. Level o f detail of simulation in EXSIM
The EXSIM model takes account of more of the details of the rig. A coarse mesh 
is created in EXSIM which has larger cells than those in the CFX model. In this 
case it used a lm grid. For each of the mesh cells the CAD geometry data is used 
to calculate a porosity and resistance appropriate to the congestion in that cell. A 
sub-grid model is then used to calculate the effects of the porosity and resistance 
in each cell. The k-8 turbulence model used in EXSIM is modified to increase the 
turbulence to levels that have been found in experiments in congested regions.
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5.2. Results
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Figure 5.4. Flow vectors in and around module from CFX
In the vector plot (figure 5.4) the ambient wind is coming from the left hand side 
and impinging on the short blocked side. The blocked walls are shown but the top 
has been left open to show the vectors. It shows how the flow is being ‘pulled out’ 
at the upwind end of the long open side, and flow is entering at the downwind end 
to compensate for this.
Velocities measured at the ten locations within the module(figure 5.1) were 
compared against CFX and EXSIM. The velocities for the different windspeeds 
were non-dimensionalised by the ambient windspeed in each case. The non- 
dimensionalised values were then averaged to give a single value for each model 
at each location.
Figures 5.5, a, b, and c show the u, v, and w components of the velocity predicted 
and measured at the ten anemometer locations. The reversed flow shown in the 
vector plot (figure 5.4) helps to explain why the u velocities predicted by CFX are 
all negative.
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The CFX prediction of the velocity component is close to the experimental values 
in almost every case. This is surprisingly good because the CFD velocity is 
representative of the entire cell and so is an average over 0.5m and lm in the CFX 
and EXSIM cases respectively. The anemometers on the other hand are amongst 
of the geometry of the module and measure the local wind vector at that point, 
which will be affected by any nearby obstructions. Thus we would not expect 
precise agreement with the measurements. EXSIM also tends to predict values 
that are reasonably close to the experimental values, although on the plane at 
x=20m, anemometers 6,7, and 10 show a significant difference between the 
EXSIM and experimental values. This may be due to the module configuration in 
these locations. Some of the velocities are in the opposite direction to those 
measured, which may be due to the effect of the local obstructions on the flow 
past the anemometers.
Overall the two CFD models perform reasonably well in comparison to the 
experimental values. This is particularly good for CFX considering the 
homogenous porosity block does not model any of the internal obstructions and 
therefore would not predict any local flow effects. This gives confidence that the 
overall flow pattern is sufficiently close to the local flow patterns, that the general 
flow pattern can be used in explosion assessments.
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Turbulence predicted by CFX and EXSIM was also compared. The comparison 
was of the same arrangement with two adjacent sides and the top blocked, and the 
wind impinging on the short blocked side. One ambient windspeed was 
modelled: 5.4m/s
TKE predicted by CFX and EXSIM
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Figure 5.6 a, b. Turbulent kinetic energy (TKE) and turbulent eddy dissipation (TED)
predicted by CFX and EXSIM.
Figures 5.6 a and b show that the both the turbulent kinetic energy and the 
turbulent eddy dissipation predicted by CFX is much lower than EXSIM. The 
most important reason for the difference in turbulence is that EXSIM uses a 
source term to increase turbulence in the wake of obstacles. The turbulence source 
term has been altered so that the turbulence is closer to levels that occur amongst 
repeated obstacles. The increase in turbulence when flow impinges on an obstacle 
is very significant, and the role of turbulence is well established as a mechanism 
for increasing flame burning velocity by fragmenting the flame front and 
increasing the surface area of flames propagating in explosions [27]. EXSIM is 
primarily an explosion model, so it is important that these effects are captured 
within EXSIM.
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Another factor contributing to this may be the coarser EXSIM mesh, where the 
turbulence intensity is over a different range of scales of motion than the CFX 
simulations. Energy in small scale recirculations and other features that are too 
small to be resolved on the coarser EXSIM mesh, but are large enough to be 
resolved on the CFX mesh would be counted as turbulent energy by EXSIM. 
Another contributing factor is the velocity predicted by EXSIM which tends to be 
higher and will account for some of the extra turbulence.
If all of the obstacles in the geometry were resolved in CFX then all of the flow 
structures and turbulence would be predicted. But the increase in turbulence is 
not accounted for in the CFX porous approximation; the approximation purely 
predicts the effect on the mean flow, and not on the turbulence levels. The method 
being developed here, i.e. predicting flammable volume using the release 
characteristics and the ventilation rate, would benefit from turbulence prediction 
in CFX. EXSIM can be used but is not as computationally efficient. A technique 
to improve the turbulence prediction is considered in Chapter 6.
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6. Results
51 of the cases (module arrangements and orientations) were run at three wind 
speeds. The internal congestion in the 20m x 10m x 10m module had been kept 
constant with volume blockage = 0.13 and resistances RFx=0.20kg/m4, RFy=0.20 
kg/m4, RFz=0.26 kg/m4. The air changes per hour were calculated as before.
6.1. Linear Relationship between ACPH and windspeed.
In simple cases with no solid walls on a porous volume, a linear relation between 
ACPH and wind speed is to be expected if the wind speed is the only velocity 
scale. Indeed, a linear relationship had been found between ventilation and 
windspeed in the first calculations which were carried out on an unconfined 
module with varying porosity and resistance. It was assumed therefore that this 
relationship would hold in other simple flows where no recirculation was 
expected -  these were cases where the blocked faces are parallel to the ambient 
flow. However, it was thought that other velocity scales may exist in more 
complicated flow cases with blocked walls perpendicular to the wind. These cases 
were modelled at three wind speeds. Of the 51 cases modelled at three 
windspeeds, the ventilation was found to be proportional to the windspeed in 45 
of those cases. In the cases where the ACPH was not proportional with the 
windspeed, the ACPH for the windspeeds which did not fit with the linear 
relationship had not converged. So, rather than continuing the run to full 
convergence, it was assumed that a linear relationship existed as for all the other 
cases.
One remaining case showed a weak exponential relationship (Figure 5.1) and yet 
it was converged by the standard set here -  the mass flow across the boundaries of 
the module was balanced.
250
200
150
100
Windspeed, m/s
Figure 6.1 Relationship between windspeed and ACPH
This is an unusual result, considering other similar cases showed linear 
relationships. This case had the wind impinging on the short blocked side of a 
module with one long side blocked and one short side blocked (Figure 6.1). The 
same arrangement with the top blocked showed a linear relationship, and the case 
with the wind impinging on the long blocked side also had a linear relationship. 
No obvious changes were detected in the flow regimes for the different 
windspeeds. The relationship is close to a linear one, so this approximation was 
made to allow the analysis to be carried out. This situation would benefit from 
further investigation, for instance by ensuring the case had fully converged in
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terms of measures other than mass balance, such as residuals, and checking other 
windspeeds.
After the proportionality between the windspeed and ventilation had been 
discovered, it was found that 3 arrangements at a range of orientations remained 
to be modelled, so it was assumed that a linear relationship would exist for these 
cases, and only one windspeed was modelled.
6.2. Ventilation diagrams
A linear relationship between windspeed and ventilation was found in most of the 
cases and assumed for the remaining cases, so ACPH/U was plotted for each of 
the wind directions. The compass points have been used for wind directions e.g. 
N, NE,E, (these are the directions from which the wind is coming) for the sake of 
brevity, rather than, for instance, ‘wind impinging on short side’. In reality the 
wind impinging on the short side could be from any direction, depending on the 
orientation of the module.
In figure 6.2 the yellow blocks indicate that the roof is not blocked, and the grey 
blocks represent modules with blocked roofs. The thicker lines indicate the 
blocked walls. The cases with three sides plus the top blocked have not been 
plotted as there was zero ventilation predicted for all wind directions.
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Figure 6.2. Ventilation of various module arrangements and orientations.
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7. Analysis
7.1. General trends
As would be expected, in most cases, the more confined the rig, the lower the 
ventilation. To aid the analysis, the ventilation of the module was plotted in terms 
of the proportion of the maximum ventilation through the module. The ‘maximum 
ventilation’ occurs on a completely unconfined module, although it does have the 
same internal congestion as the rest of the cases.
In Figure 7.1 below, the different module arrangements appear along the x-axis of 
the graph in order of increasing confinement. The coloured lines each represent 
the wind impinging on long or shorts faces or a comer of the module whether it be 
open or blocked. It is not possible to place the module arrangements precisely in 
order of increasing confinement, because the level of confinement itself depends 
on the wind direction -  for instance if two parallel faces are blocked, the module 
would be considered more confined if the wind is normal to the blocked faces 
than parallel to the blocked faces.
Module arrangement - blocked side/s
-■—open long side open short side open corner
h— sem i blocked corner blocked short side blocked long side
blocked corner
Figure 7.1. Module arrangements against proportion of maximum ventilation for a number of 
wind directions.
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7.1.1. Increasing confinement and reducing ventilation
The graph shows that, in general, the more confined the module, the lower the 
ventilation. There are exceptions to this rule. For instance, the case with two short 
sides plus the top blocked and the wind impinging on the semi-blocked comer 
(the green line), has higher ventilation than some less confined module, such as 
that with one long side blocked, because it actually allows almost free flow 
through the module.
Table 7.1 shows that blocking the top of the module creates an increasing 
reduction in ventilation as the module becomes more confined. Therefore, 
blocking the top, or any of the sides of the module for that matter, does not have a 
consistent reduction in ventilation. This suggests positive feedback which creates 
greater reductions in ventilation as more sides are blocked.
Blocking the 
top in addition 
to:
1 short side 
blocked
1 long side 
blocked
2 short sides 
blocked
2 long sides 
blocked
Reduction in 
ventilation 13% 23% 45% 59%
Table 7.1. Reduction in ventilation due to blocking the top o f  the module in addition to 
other faces
1.1.2. Wind impinging on closed or open side
The graph shows that the side that the wind is impinging on has a consistent effect 
on the ventilation. If we look at any of the module arrangements, when the 
ambient wind is impinging on a blocked face, then the ventilation is always much 
lower than when the wind is impinging on an open face or open faces. This trend 
continues as the confinement increases.
7.1.3. Aspect ratio
The aspect ratio of the module is also important. Comparing ‘2 long sides 
blocked’ to ‘2 short sides blocked’ in Figure 6.2, if the two short walls are 
blocked and the wind is flowing through the long open faces, then the ventilation 
is twice as much than the case with the long walls blocked and the wind blowing 
through the two short faces. The factor of two for a module twice as long occurs 
because it takes the air twice as long to flow through. This can be thought of in 
terms of a uniform flow speed, u, through a module of length L, where ACPH= 
3600u/L.
Another example of the importance of the aspect ratio is provided by the 
comparison of a module with one short side blocked and a module with one long 
side blocked. Despite being similar configurations, the ventilation patterns are 
completely different. This is partly due again to the fact that time taken for the air 
to flow through is proportional to the distance travelled.
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The addition of the roof gives a surprising result. Looking at ‘2 short sides 
blocked’ and ‘2 short sides and top blocked’, when the flow is impinging on the 
module diagonally, the addition of the roof does not affect the ACPH. But when 
the flow is through the two open faces, then the addition of the roof reduces the 
ventilation by 60%.
7.1.4. Deviations from the trends
The graph also highlights unusual results -  for instance the case with two short 
sides and one long side blocked has relatively high ventilation when the wind 
impinges on the only open side. This is because the wind enters the open end and 
leaves through the open top. Therefore simple ‘rules of thumb’ are difficult to 
apply. There are many other effects that could not be foreseen using a simpler 
approximate method. The ventilation is surprisingly low in the cases with only 
one face open; one reason for this is discussed in section 7.2.
7.2. Using boundary mass flow for ACPH
In cases where three sides plus the top are blocked, we could expect extremely 
low ventilation, but it appeared that there was no ventilation at all. Potentially this 
is a highly dangerous situation which should be avoided in design or mitigation 
measures.
Other types of ventilation could come into play at low wind speeds. Particularly in 
the kinds of structures that we are considering, ventilation could be induced by 
buoyancy flows from heated pieces of plant and machinery. Surfaces can also 
become heated by sunlight. Ventilation could also be created by mechanical 
movements such as turbines and extractor fans.
Wind driven ventilation itself is often considered to have two components -  a 
mean component driven by the mean pressure field at the ventilation openings, 
and a fluctuating component driven by the fluctuating pressures and unsteady 
flows around the openings. The former is likely to be dominant when there are a 
number of openings around the buildings, in regions of different wind-induced 
pressures. This is the only component that is considered in this study given the 
time-averaged nature of the model.
The fluctuating component of ventilation can be further considered to consist of a 
number of distinct phenomena. The first mechanism represents fluctuations in the 
ventilation flow caused by surface pressure fluctuations at the openings across a 
wide range of frequencies, and is thus termed broad banded ventilation. The 
second mechanism is pulsation flow, caused by a body of fluid being driven 
perpendicular to an opening by the difference between the external and internal 
pressures. The third is known as eddy penetration, and is caused by fluid transfer 
due to eddies in unstable shear layers that exist when the external flow is across 
the orifice. This is referred to as shear layer ventilation.
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Straw et al [28] calculated mean ventilation from velocity measurements and 
calculated the resonant ventilation using orthogonal decomposition of surface 
pressure distributions. In a case where the wind was flowing normal to the 
openings in the enclosure, the resonant ventilation was found to be less than 1% 
of the total ventilation, whereas the resonant ventilation accounted for up to 10% 
in the parallel flow case. The resonant ventilation component is therefore 
relatively small for both configurations, although for single opening enclosures 
this type of ventilation might play a greater role. The shear layer ventilation is 
assumed to have a more significant role, at approximately 10% for the normal 
flow case and up to 50% for the parallel flow case. This element of ventilation is 
not considered in this study due to the nature of the application; a gas released in a 
volume will not be ‘flushed’ out by the fluctuating component of ventilation; this 
is discussed further at the end of this section.
It was found that using the mass flow over the boundaries to arrive at ACPH in 
cases where all of the flow is over one boundary gives a value of ACPH that is too 
small. This is because the net flow over the boundary will be balanced (zero), but 
this disregards the fact that flow comes in and goes out over that boundary. This is 
shown in figure 7.2 where flow is crossing the only open boundary. The example 
has a symmetry boundary on the left hand side, and the open side is at the bottom 
of the plot.
Symmetry
Boundary
Figure 7.2 Vector plot showing flow over single open boundary
The air is therefore changing within the module, although the ACPH would be 
calculated as zero if using net mass flow. Another example is given by a case with 
two adjacent faces open. This case had surprisingly low ventilation when the wind 
was impinging on an open comer. The cases had converged so the flow pattern 
was investigated using a streamline plot (figure 7.3).
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Figure 7.3. Flow streamline for a module with two sides and top blocked. Wind impinges on open
corner
The ambient wind direction is from the bottom right hand comer of the plot. The 
streamlines show that most of the flow impinging on the two open faces enters 
and leaves the same face, i.e. very little of the flow is coming in one face and 
leaving another face. Therefore, the net mass flow over each face, and hence mass 
flow through the module, will be close to zero.
Another method was therefore tested, which takes the flow in and out over a 
single face into account in the ACPH. The case with two short ends blocked and 
the top blocked, and the wind impinging on a short end was used. The velocities 
over the open boundary were extracted at each cell centre on the two faces. The 
post-processor for CFX-4 does not allow 2-D planes of data to be extracted, so 20 
lines of data were extracted across each face. From this, the velocity at a point on 
the face was assumed to be the average velocity over the corresponding cell 
(hence introducing a degree of error) and the mass flow was calculated. It was 
found that there was actually 80 ACPH (at 8m/s) as opposed 0 originally 
calculated. While this is a significant difference from the value obtained using the 
net mass flow, this is low ventilation compared to the majority of cases.
Using the simpler method of net mass flow over each boundary does lead to a 
conservative estimate of ACPH. Also, it may be better to treat the ‘shallow’ 
ACPH as zero ACPH, because all of the air within the module is not changing. If 
we look at the vector plot in figure 7.2, we can see that the air that is changing is 
only in the quarter nearest the open side. If there were a release in the stagnant 
area, the ACPH in that part is effectively zero.
It would be possible to calculate the ACPH from the velocities method for every 
single case, but in view of the time involved and the partial air changes that are 
occurring, it is better to use the conservative estimate here. The flow will only
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balance over a single face in the more confined cases (one face, or two adjacent 
faces open), so the ventilation flow for the more open cases (two opposite faces or 
three faces open) is likely to be well predicted by summing the net mass flow over 
the boundaries. Using the velocities over open faces could nonetheless be used to 
further improve the ventilation calculation in more confined cases.
7.3. Turbulence modelling
In performing the time-averaging operation on the momentum equations six 
additional unknowns, the Reynolds stresses, arise in the time-averaged 
momentum equations. Turbulence modelling is required to develop computational 
procedures of sufficient accuracy to predict the Reynolds stresses. The most 
common two-equation turbulence model adopted is the k-e turbulence model [29]. 
It uses an eddy-viscosity hypothesis for the turbulence. The turbulent stress tensor 
is modelled in analogy with the laminar stress tensor by the Boussinesq 
approximation. The turbulent diffusive fluxes are modelled by the gradient 
diffusion hypothesis in a similar way [30].
An array of obstacles does more than just create a pressure drop and modify the 
velocity. It also induces turbulence. When the obstacles are not fully resolved in 
CFX then the turbulence created by them is not calculated at all, unlike EXSIM, 
which calculates the turbulence created by obstacles. This is a serious 
shortcoming of the porous model in CFX, because turbulence increases mixing, 
and can alter the mean flow.
The turbulence created by flow through obstacles can be visualised as a number of 
jets which form independently and then gradually spread and coalesce with 
neighbouring jets. Energy of the mean flow is thus converted into energy of 
turbulence by the eddies produced in the zone of intense shear surrounding each 
jet [31]. The effect of turbulence on flames is even more significant. Several 
experiments show that flame speed is increased by turbulence in an unbumed gas 
[32]. Numerical simulations and experiments have also shown that obstacles in 
the path of a flame can accelerate the flame to many times its nominal speed.
In this application, the lack of turbulence is only an issue in terms of its effect on 
mean flow and mixing, not in terms of its effect on flames, because the explosion 
modelling is carried out using a specific explosion model. In the Workbook 
method a ventilation velocity is used to calculate flammable volumes, then the 
flammable volumes are used in an explosion model that uses empirical 
relationships. In a more sophisticated approach, such as DICE, velocity and 
turbulence fields are required to provide information to the random walk model to 
predict the flammable volume probabilities. For uniform flow simulations 
correlations can be used for the turbulence. For more complex flow fields the 
EXSIM turbulence can be used, but EXSIM simulations are not as 
computationally efficient as CFX simulations. Turbulence prediction would also 
be of value because it would affect the gas concentrations due to mixing.
Introducing turbulence modelling into the CFX porous approximation would 
improve the ventilation and flammable volume predictions, and potentially,
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enable explosion modelling and therefore expand the flexibility and efficiency of 
the available techniques. One possible approach is discussed below.
The problem encountered in porous media is that one does not have a continuous 
flow and averaged velocity gradients, but interrupted flow fields with strong local 
gradients of the velocity field. These strong gradients are a source of extra 
production of turbulence that is not accounted for by the general flow turbulence 
model because
(1) they are not explicitly calculated,
(2) the grid cannot resolve them and
(3) the general flow turbulence length scale is much larger than that in the 
porous media, which is an order of magnitude closer to the interstice size 
than the main domain dimensions.
While the best approach would be to define a source term in the k-e equations, the 
CFX set-up means that this is complicated to do. The values of turbulence can be 
more simply be calculated locally. These are dependent on the local flow 
conditions.
Experience at AEA Technology [33] indicates that a model similar to that which 
is typically implemented at boundary conditions such as inlets, based on the local 
velocity field and local turbulence length scale is adequate. This can be 
implemented in CFX by using a user FORTRAN routine named USRSRC, which 
is designed to introduce a source of any kind at any location within a domain. The 
general turbulence model (for instance k-e model) values k and s should be 
replaced by values calculated locally using the following:
C k 3/2
k = ClU2 e = -* -----
Ltpm
Ltpm is the turbulent length scale in the porous media, akin to the interstice size. 
Ci and C2 are constants. These are usually calibration values and are problem 
specific. It is therefore difficult to recommend such a value as there is no generic 
constant. One method of finding the constant values would be to set up a model 
of rods in a fluid, with the rods representing the porous region explicitly. Then 
this could be compared with the same model where the obstructions are modelled 
as a porous media. The local turbulence constants required to achieve similar 
levels of turbulence could then be determined (Figure 7.4).
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Flow Porous Media 
in CFX-44
No p orou s media but explicit rod s to  
represent th e porous media a s  it 
physically is
Flow
CFX-4 Model
Figure 7.4 Explicit modelling of the porous media to give turbulence constants.
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8. Comparison with the Workbook method
As mentioned previously, the UK Health and Safety executive technical 
committee identified the need for a rapid technique for estimating the flammable 
volume arising from the release of natural gas within a naturally ventilated 
offshore process module. The approach adopted in the Workbook is to provide 
separate methods to determine the ventilation flow through a confined, congested 
region and to determine the flammable volume based on that ventilation flow, the 
gas release characteristics and the geometry of the region. The technique is based 
on the results of the experimental programme.
The approach adopted in the analysis is to describe the flow and dispersion in 
terms of a number of relevant non-dimensional variables. The flow through the 
module is characterised by a representative ‘ventilation velocity’. This is the 
volume flow rate divided by the cross-sectional area. It is recognised that, in 
reality, there will be a distribution of velocities within a module that range from 
values above to values below this characteristic value. The ventilation velocity is 
assumed to be related to the external wind field in a functional way as:
= fi  (geometry & orientation, confinement, congestion)
where Ua is the ambient wind speed upwind of the module and Uv is the 
ventilation velocity through the module. The assumption that the ventilation 
velocity scales with the ambient wind velocity despite variations in geometry and 
orientation, confinement and congestion, is demonstrated to be valid by the CFD 
simulations carried out. In forty-seven different cases varying geometry, 
orientation and porosity, the mass flow through the module is proportional to the 
ambient wind speed in every case.
‘Geometry and orientation’ refers to the basic module structure and its orientation 
' to the wind.
‘Confinement’ is the openness of the perimeter of the module while ‘congestion’ 
is the amount of tanks, pumps, pipework, etc. within the perimeter of the module.
Uv/ Ua is expected to range between 0 and 1, so a reasonable approximation is that 
= f  2 (congestion) f 3 (geometry & orientation) / 4 (confinement)
The correlation for geometry and orientation uses different factors for three 
different wall arrangements at varying orientations. The congestion correlation 
uses the volume blockage to estimate the effect on the ventilation velocity, and in 
terms of confinement, the experimental results are used to define a relationship 
between the obstructions on an open face and the effect on the ventilation 
velocity. So ii, f3 and f4 each range between 0 and 1 (corresponding to how much
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that factor reduces the ventilation velocity). They are then multiplied together to 
give the fraction of the ventilation velocity. The values were derived using 
assumptions or experimental data, so information from CFD simulations has been 
used to inform these values more accurately.
8.1. Congestion
The congestion correlation f2 addresses how the ventilation is reduced by the 
obstacles internal to the module. The most common measure of congestion is the 
volume blockage Vb which is the ratio of the volume of the interior obstacles to 
the module volume.
In the Workbook method, the flow through a module containing obstacles is 
considered to be represented by
1
1 + a[
. 1 / 2
bj
where a^ is the ratio of frontal area of the obstacles to the cross-sectional area of 
the module.
Taking the module which was used in the CFD simulations as an example, if we 
derive ab assuming a proportional distribution of obstacles in all directions, i.e. 
the area blockage in any direction is proportional to the cross-sectional area, then 
we find that the equation above gives a reasonable, although slightly high Uv/Ua.
However, if we derive ab using an empirical relationship from the Joint Industry 
Project experiments, then we find that the Uv/Ua is far too low (see Figure 8.1).
The working leading to this finding appears below.
8.1.1. Assuming proportional distribution of obstacles
The module of interest is of dimensions X = 50m, Y = 25m and Z = 11.5m, with 
wind blowing in the x direction. To find ab, we need to calculate the frontal area 
of the obstacles. The actual volume blockage = Vb XYZ m3, and define
lb =ltVbXYZ
Using an example where Vb = 0.1 then lb = 11.3m. If we assume that the blockage 
length in the y and z directions is proportional to the module Y and Z dimensions,
and that L = MXYZ = 23.6m, then
lby=(Y/L)lb m d l bt=(Z/L)lb
Iby and hz are the summed length of blockage in the y and z directions 
respectively. hy-  12.0m and hz =5.5m.
Therefore
« S = V te=66m2
and
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4 ,
Uv/Ua is then calculated to be 0.9.
Note that ab’=( Vb)2/3 with this method. This provides a much simpler way to 
calculate this value, without need for calculating the summed length of blockage 
in each of the co-ordinate directions.
The method was used to calculate Uv/Ua for Vb = 0.05, 0.1, 0.13, 0.15 and 0.2. 
The results are given in figure 8.1 entitled ‘proportional distribution’.
= —  = 0.23 
YZ
8.1.2. Using the empirical relation 
The empirical relation arrives at ab by using the assumption that
“* =V‘ T
and
ab =aab
In the experiments Vb = 0.09, X = 28m, L = 13.9m, <3^ =0.181 and C//C/a=0.4. 
Thus a  = 29.0, compared with lfYZ  for the proportional distribution method.
The correlation proposed for the effects of congestion is therefore
A =
( x V/2
1 + 29V*X/L
U /U a was calculated using this method for Vb = 0.05, 0.1 ,0.13 ,0.15 and 0.2 for 
the 50m x 25m x 11.5m module as above. This gives the results entitled 
‘empirical relation’ in figure 8.1.
8.1.3. CFD results.
CFD simulations were carried out of a module of dimensions X = 50m, Y = 25m 
and Z = 11.5m. The module had no confinement on the walls or the roof but the 
volume blockage was varied as above: Vb = 0.05, 0.1, 0.13, 0.15 and 0.2, because 
we are investigating the effect of congestion rather than confinement here. The 
ventilation velocity (volume flow rate/cross-sectional area) was calculated using 
the mass flow rate. The results are entitled ‘CFD’ in figure 8.1.
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Effect of volume blockage on Uv/Ua
CFD
1.00
0.80
Workbook -
proportional
distribution
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Empirical
relation
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0.40
0.20
0.00 Poly. (CFD)
0.05 0.15 0.2
Volume blockage
Figure 8.1. Comparison of three methods for predicting the effect of congestion on Uv/Ua
8.1.4. Results and analysis.
If we assume that the area blockage is proportional to the cross-sectional area, 
then this gives UfUa higher than that predicted by CFD. If the empirical relation 
is used then UJUa is only around 10% of the UJUa predicted using CFD. The 
discrepancy arises because the empirical relation seeks to account for the frontal 
area of each obstacle, whereas the proportional distribution method looks at the 
projected area of a uniform array of obstacles. From these results it would seem 
that the basic relation between UJUa and a f  used in the Workbook is flawed. 
The assumption behind the derivation of ab, namely
also introduces a large degree of inaccuracy. The experimental results upon 
which the empirical relation is based appear to be too sparse to be reliable. Due to 
the lack of data, it was assumed in the Workbook method that a module with two 
opposite faces blocked and throughflow parallel to the blocked faces, had the 
same ventilation velocity as a case with no faces blocked. However the CFD 
simulations show that the presence of blocked faces in line with the flow reduce 
the ventilation by 50%.
The CFD results give the most accurate method of predicting the effect of 
congestion on Uv/Ua. The equation which fits the data from the CFD simulations 
is drawn in figure 8.1 and has the form
U -  = 8.59V,,2-3.1V,, +1 , 0 < Vb < 0.2
U.
This is an polynomial relationship, but is appropriate over the range of volume 
blockage found, i.e., 0 < V* < 0.2
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8.2. Module Geometry and Orientation
The ‘geometry and orientation’ correlation, f3 , addresses the basic module 
structure and orientation. The correlation is for the characteristic ventilation 
velocity determined solely by the geometric arrangement of the module walls.
These function values were compared to the CFD results. The ventilation 
velocities were calculated from the mass flow rates given by the CFD simulations. 
This function describes the effect of the perimeter confinement alone and not the 
internal congestion, but all of the CFD simulations were carried out with the same 
amount of congestion. Therefore, the effect of congestion on the flow was 
estimated from simulations of five different levels of congestion. The ventilation 
velocities were then corrected to represent flow through an uncongested volume.
The approach relies on denoting the various walls of the structure as being ‘solid’ 
or ‘open’. This is rarely clear cut but the objective is to locate two surfaces which 
could be described as being ‘open’ and regarding all the others as being ‘closed’ . 
The implication of this is that the ventilation flow might be described as passing 
through the two open surfaces. Denoting other walls as ‘solid’ even though flow 
could also pass through them will lead to a conservative estimate i.e. an under­
prediction of the ventilation velocity.
With two walls denoted as being open, several module/ambient flow 
arrangements are considered in the Workbook method for determining f3 .
8.2.1. Module arrangement Type 1
This module has the open faces at opposite ends of the module. In this case the 
function f3 is taken as 1 for the wind normal to the ends of the module and equal 
to cos 0° where 0° is the angle between the wind direction and the normal to the 
open face of the module. Two series of experiments used this module 
arrangement.
A difficulty arises when the ambient wind is parallel to the open faces and 0=90°. 
This situation is dealt with in the Workbook method by assuming that a variation 
in direction of +10° for a nominally uni-directional wind is to be expected. This 
would correspond to an f3 up to 0.17. A minimum value is set at about half that 
figure, that is f3 = 0.1.
Four cases of module arrangement Type 1 were investigated using CFD. Three 
wind directions were chosen, which, due to symmetry, represent the complete 
range of possible wind directions at 45° intervals.
0=45°
• Two long sides blocked
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Two long sides and top blocked
• Two short sides blocked
Two short sides and top blocked
It was found that the Workbook method gives too much ventilation in every case 
(see figure 8.2). This is particularly when the wind is impacting on a blocked side 
leading to lower ventilation, where, for instance, it gives up to 26 times too much 
ventilation. In the most extreme case, the CFD simulation showed no ventilation 
whatsoever, compared to a ventilation velocity 10% of the ambient velocity 
recommended by the Workbook method. Admittedly the Workbook method 
includes an approximation for large scale turbulence, which may increase the 
ventilation, but this cannot be relied upon. Overall, there is a very large variation 
in the value of Uv found, due to differences in the length of the blocked sides, and 
extra blocked faces (the top). Therefore they cannot be treated as a single type.
The values from the CFD simulations (table 8.1) are recommended because, 
rather than estimating the effect of confinement and orientation, the actual flow 
has been modelled. The values can be interpolated for wind directions between 
those modelled.
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flowing through parallel to walls
45 degrees to corner45 degrees to corner
0.2
impacting closed faceimpacting closed face
45 degrees to corner45 degrees to corner
flowing through parallel to walls
f3 from workbook CFD - 2 long sides blocked —W— CFD - 2 long sides + top blocked
CFD - 2 short sides blocked •  CFD - 2 short sides + top blocked
Figure 8.2. f 3  values from Workbook method and CFD for module with two opposite
faces open.
W1nd^irectiofr^^_
2 long sides 
blocked
2 long sides + 
top blocked
2 short sides 
blocked
2 short sides + 
top blocked
Flowing through 
parallel to walls 0.8 0.48 0.86 0.65
45 degrees to comer
0.57 0.28 0.64 0.53
Impacting closed 
face 0.03 0 0.04 0.04
Table 8 .1 fs values from CFD simulations for the type 1 module arrangement.
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8.2.2. Module arrangement Type 2
This module is of a type where two adjacent faces are ‘open’. If the wind is 
directed towards either of these faces or any angle in between, then f3 = 1 in the 
Workbook method. For any wind direction angle where the ‘open’ faces are in 
the wake of the module, the correlation is assumed to be f3 = 0.1, a representative 
value of the velocity field in the wake of a solid structure. For any other angle of 
wind direction f3 is taken as cos 0°, where 0° again is the angle between the wind 
direction and the normal to the open face of the module.
Two of the module configurations in the CFD simulations matched this type: two 
adjacent sides blocked, and two adjacent sides plus the top blocked.
normal to blocked side
45 deg to semi open comer 45 deg to blocked corner
0.6
0.4
normal to open side normal to blocked side
to open sidei 45 deg to semi open corner
normal to open side
f3 from workbook CFD - 2 adjacent sides blocked
CFD - 2 adjacent sides + top blocked
Figure 8.3. f j  values from workbook method and CFD for module with two adjacent 
faces blocked.
Looking at a comparison of the f3 values from the Workbook and the CFD 
simulations (figure 8.3), again we see that the value from the Workbook is too 
high for all but two wind directions where the wind is impinging on a closed side 
or comer. This is due to the flow displacement which occurs prior to impacting an 
obstruction, so the overall throughflow is slower than the ambient velocity.
63
Porous volume ventilation
The addition of a blocked roof makes a large difference to the ventilation -  for 
one wind direction (impinging on the open comer), the ventilation is 70 times 
smaller when the roof is blocked. This effect should be taken into account. The 
Workbook method would lead to a serious over-estimation of the ventilation 
velocity in this case. The values from the CFD simulations appear in the table 
below.
_ _
2 adjacent sides blocked 2 adjacent sides + top blocked
normal to blocked short side 0.07 0.11
45 deg to blocked comer 0.14 0.06
normal to blocked long side 0.39 0.07
45 deg to semi open comer 0.44 0.47
normal to open short side 0.63 0.50
45 deg to open sides 0.70 0.01
normal to open long side 1.00 0.46
Table 8.2. values from  CFD simulations fo r  the type 2 module arrangement -  two 
adjacent faces open.
8.2.3. Module arrangement Type 3
In the case where there is only one ‘open’ face and it is exposed to external 
ambient the Workbook method uses a modified form of the result in the British 
Standard BS5925 which can be interpreted as
lb -  = 0.025
Ua
for the flow normal to the ‘open’ face.
This can be generalised by using = 0.025 cos 0° where 0° is the angle
between the wind direction and the normal to the open face of the module.
For all other angles the minimum value of 0.1 Ua is thought to be appropriate.
Three module configurations modelled in CFD were of this type. These were 
modules with
• two short sides and one long side blocked
• two long sides and one short side blocked
• two short sides, one long side and the roof blocked.
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impacting opposite open side 
0.65
45 deg to closed corner 45 deg to closed corner
0.4
impacting closed side impacting closed side
45 deg to semi open corner45 deg to semi open corner
normal to open side
Workbook result for one face open -  'CFD - 2 short & 1 long side blocked
CFD - 2 short, 1 long side & top blockedCFD - 2 long & 1 short side blocked
Figure 8.4. f 3  values from Workbook method and CFD for module with two adjacent
faces blocked.
The comparison of the Workbook values and the CFD values (figure 8.4) 
shows that there is a large variation in the ventilation of these three 
configurations, even though they are all of the same type. For the module with 
two short sides and one long side blocked, the Workbook predicts too little 
ventilation when the wind is approaching the open side at any angle. Similarly 
too little ventilation is given in the Workbook for those same approach 
directions impinging on a module with two long sides and one short side 
blocked. The Workbook estimate is close to the CFD estimate for this 
configuration when the wind is impinging on the open side . The ventilation in 
that case is relatively low, but this is realistic considering the configuration. 
However, the key problem with the Workbook estimate for this type is that the 
ventilation is assumed to be lower when it is impinging on the open side, 
which is opposite from the CFD findings in every case.
The Workbook method would give a conservative estimate in most cases, but 
highly conservative estimates are not efficient. The values from the CFD 
simulations are recommended for use, and appear in table 8.3 below.
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Wind^^
2 short & 1 long 
side blocked
2 long & 1 short 
side blocked
2 short, 1 long side & top 
blocked
impacting opposite open side 0.00 0.18 0.06
45 deg to closed comer 0.09 0.12 0.09
impacting closed side 0.11 0.01 0.07
45 deg to semi open comer 0.63 0.37 0.09
normal to open side 0.06 0.53 0.05
45 deg to semi open comer 0.63 0.37 0.09
impacting closed side 0.11 0.01 0.07
45 deg to closed comer 0.09 0.12 0.09
Table 8.3. f  3 values from CFD simulations for the type 3 module arrangement -  only 
1 open face.
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8.3. Confinement
The confinement correlation represents the effect of obstructions on the open face 
such as louvres and how it reduces the ventilation velocity. No CFD simulations 
of partially confined faces were carried out due to the complexity of designing 
such a model, so no comparisons have been made. The Workbook method 
deduced the confinement correlation from the experiments, and this would be 
recommended for use. Alternatively, a program of CFD simulations could be 
designed to investigate this situation.
Overall, we find that the Workbook method is too approximate to be used in 
flammable gas cloud calculations and the values from the CFD simulations are 
recommended for use.
The CFD results could be generalised to modules of other dimensions in some 
cases easily, although with more difficulty in other cases. If the parameter of 
interest is the ventilation velocity, then this will remain the same for a module of 
the same shape, aspect ratio, and orientation to the wind, but a different size. A 
module of different aspect ratio, for instance 2:2:1, would have the same 
ventilation velocity for the cases where no reversed flow was expected, for 
instance unconfined modules or modules with flow parallel to the blocked walls. 
But when more complex flows are encountered due to other confinement 
arrangements, the flow patterns would be changed such that CFD simulations 
would be required to establish the effect on ventilation velocity. It may be 
possible to establish a few ‘rules’ and generalise these to other cases.
If the air changes per hour are of interest, the ACPH has units of modules per 
hour, so we non-dimensionalise by the module length and the ambient velocity. 
So, for the simple non-reversed flows described above, the ACPH will be 
proportional to the length. This will be the case regardless of the cross-sectional 
area. If reversed flow is encountered due to confinement, then this rule may not 
apply. The ACPH would still be related to the distance the air travels, but this 
distance will be subject to the flow patterns. Winds impinging diagonally on the 
module will also be more complicated to calculate. The length in the direction of 
the wind is not clear in these cases. The number of CFD simulations required to 
establish the effects of the more complex flows on ventilation and ACPH could be 
reduced with careful planning. Ideally, the effects of changing the size and shape 
of modules would be established and extrapolated to other cases.
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9. Conclusion
In the past, gas explosion assessment relied on worst case scenarios. A more 
realistic approach is to look at the probability of explosions and their likely 
severity. The most flexible way of investigating many different scenarios is to 
estimate a ventilation flow to give a flammable volume and then to calculate the 
explosion severity. If using a precise method of calculating the flammable 
volume, then the actual flow field is required. But if an approximate method is 
being used, then a characteristic ventilation velocity is all that is required.
CFD is the most physically accurate of the models available for calculating 
ventilation flow fields. This complex method benefits from the efficiency of the 
simpler methods if a congested region is represented as a porous region. We need 
generic understanding of the effect of module configuration on ventilation, by 
looking at all possible module arrangements, which requires many simulations, 
and also provides inputs for the random walk method of calculating flammable 
volume. Therefore, the congested region is best represented as a porous region. 
CFX-4 was chosen over CFX-5 because it models porous regions more 
accurately.
Three methods for achieving the resistance are considered. The first of these uses 
an empirical approximation, the second treats the congested region as a tube bank, 
and the third method sums the individual drags of all the obstacles. This final 
method was considered to be the most accurate method available for 3D volumes 
congested by a variety of obstacle shapes. One possible shortcoming of the 
method is that it does not take into account the spacing. The effect of the spacing 
on the drag and hence the ventilation was tested, and found to be relatively small 
-  causing approximately 7.5% difference in ventilation. This method was 
therefore used. The resistance term could be improved by developing the method 
to take the spacing into account.
When assessing the potential for explosions on a module, very often the CAD data 
(which describes the module congestion electronically) are not available. It is 
therefore very difficult to establish the volume blockage and resistance. Therefore, 
the most realistic typical resistance and blockage that could be derived were used, 
because generic values would be used in practice.
The effect of the level of internal congestion was investigated nonetheless, first of 
all to check whether it has a significant effect on the ventilation, and secondly to 
give a relationship to use if the volume blockage and resistance of the module is 
known. It was found that the maximum likely alteration to a ventilation rate due to 
internal blockage would be 5%. This is considered to be negligible. Resistance, on 
the other hand, could cause a difference in ACPH of up to 13%. If the ACPH 
figures found in this work are to be used for explosion assessments, and the 
resistance of individual modules can be evaluated, then the ACPH figures could 
be improved by adjusting the ventilation according to the relationship found with 
resistance.
68
Porous volume ventilation
The ability of the porous block approximation in the CFX CFD code to represent 
flow through congested modules was assessed. Simulations were compared to 
measurements from a full scale module, and to the results from another code, 
EXSIM, which resolved more of the complex geometry within the module.
Overall, CFX performs reasonably well in comparison to the experimental values. 
This is particularly impressive considering the homogenous porosity block does 
not model any of the internal obstructions and therefore would not predict any 
local flow effects. This gives confidence that the overall flow pattern is 
sufficiently close to the local flow patterns that it can be used in explosion 
assessments. However further measurements, especially turbulence, would be 
valuable.
Turbulence predicted by CFX is much lower than EXSIM. The main reason is that 
EXSIM uses a source term to increase turbulence in the wake of obstacles. 
EXSIM is primarily an explosion model, so it is important that these effects are 
captured within EXSIM. However the increase in turbulence caused by obstacles 
in the flow is not predicted in the CFX porous approximation. When the obstacles 
are not fully resolved then the turbulence created by them is not calculated at all. 
When predicting flammable volumes using the release characteristics and the 
ventilation rate, an explicit turbulence prediction is not required. But this remains 
a serious shortcoming of the porous model, because turbulence increases mixing, 
and can alter the mean flow. A technique to improve the turbulence prediction is 
therefore proposed, to improve the flexibility and accuracy of the model. This 
would involve introducing a source of turbulence in the porous region using a 
FORTRAN routine. The level of turbulence required could be determined by 
calculating the obstructions explicitly first.
Of the 51 cases modelled at three windspeeds, the ventilation was found to be 
proportional to the windspeed in 45 of those cases. In all of the other cases, one of 
the windspeed simulations had not properly converged, and the remaining case 
was almost linear, so it was assumed that ventilation was proportional with 
windspeed in every case.
As would be expected, in most cases, the more confined the module, the lower the 
ventilation. Blocking the top of the module creates an increasing reduction in 
ventilation as the module becomes more confined. This suggests positive 
feedback which reduces the ventilation more and more as more sides are blocked. 
Therefore, blocking the top, or any of the sides of the module for that matter, does 
not create a consistent reduction in ventilation.
Whether the wind is impinging on a closed or open face has a relatively consistent 
effect on the ventilation. If we look at any of the module arrangements, when the 
ambient wind is impinging on a blocked face, then the ventilation is always much 
lower than when the wind is impinging on an open face or open faces. This trend 
continues as the confinement increases. The aspect ratio of the module is also 
important. Whether it is a short or long face that is blocked affects the ACPH.
It was found that summing net flows over each boundary to arrive at ACPH in 
cases where all of the flow is over one face, gives a value to ACPH that is too
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low. This is because the flow over the boundary will be balanced if it is the only 
one that has free flow over it. Therefore the net mass flow over the boundary will 
be zero. Another method using the velocities to estimate the mass flow over the 
boundary was tested, and the ACPH was found to be higher, although not all of 
the air in the module was being renewed. In view of the fact that this is mainly an 
issue for cases with one face open, and the partial air changes that are occurring, 
we chose to use the conservative estimate for this study. However, this area would 
merit further investigation. The technique which was used to estimate the ACPH 
from the velocities at the boundary could also be improved.
There are many other interacting effects that could not be foreseen using a simpler 
approximate method. Therefore simple ‘rules of thumb’ are difficult to apply. 
This was proven with a comparison of the CFD results with a rapid estimation 
technique: the Workbook method.
In terms of the effect of congestion on the ventilation, it appeared that one of the 
basic relations in the Workbook was flawed, because the experimental results 
upon which the empirical relation is based are too sparse to give the information 
required to make robust assumptions. Another basic assumption about the relation 
of the area blockage to the volume blockage did not fit in with the CFD results 
either.
In terms of perimeter confinement and orientation, it was found that the 
Workbook method gives too much ventilation in almost every case. Overall, there 
is a very large variation in the ventilation of different modules, which were 
classified as the same type in the Workbook method, due to differences in the 
length of the blocked sides, and extra blocked sides (the top). They cannot be 
treated as a single type. The values from the CFD simulations are recommended 
because the actual flow has been simulated, rather than approximating the 
relationships. The database of CFD simulations is a viable and accurate alternative 
to the Workbook approximation for these types of simulations.
This work provides valuable input to explosion assessments at a hierarchy of 
levels. At the most basic level, ventilation velocities can be provided for simple 
flammable volume calculations, that would be used for instance, to test the effect 
of different designs at the planning stage. For simple flows in modules of different 
dimensions, where zone or integral models are appropriate, the pressure input data 
for these models has been provided. And for more complex flows, the vector 
fields required for the flammable volume calculations are available, for all module 
confinements. Methods of improving the CFX simulations, including turbulence 
modelling, have also been considered.
A realistic model of complex obstructions which does not require every detail of 
the geometry to be resolved is of immense value for predictions of flow and 
dispersion through process plant structures. In view of the ubiquity of porous 
structures and the validity of modelling arrays of solid objects as a single porous 
structure that has been found in this work, there is much merit in undertaking 
further modelling studies.
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APPENDIX A
Module confinements and orientations.
The combinations of perimeter confinement and orientations to the wind that were 
modelled are shown in the following diagrams. The arrows indicate the 
orientation to the ambient wind direction.
Unconfined
\ i
One short side blocked
i
One long side blocked
\  i
Top blocked 1 short side + top blocked 1 long side + top blocked
2 short sides blocked 2 long sides blocked1 long & 1 short side blocked
1 long, 1 short side + top blocked 2 short sides +top blocked 2 long sides + top blocked
2 long & 1 short side blocked 
blocked
2 short & llong side blocked 2 long,l short sides + top
2 long, 1 short side and top blocked
x±_/
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CFX Files
APPENDIX B
The ‘runner’ file was used to start the runs automatically. The runner file contains 
the names of all of the input files required, and the output files to be generated. 
The input files are the geometry file (*.geo), the command file (*.fc), and the user 
fortran file (*.f). An extract from a runner file is below.
runsolve4 -c mN04.fc -f mpuvw.f -g m l23.geo -enviro N04_123 
runsolve4 -c mN08.fc -f mpuvw.f -g ml23.geo -enviro N08_123 
runsolve4 -c mN12.fc -f mpuvw.f -g ml23.geo -enviro N12_123 
runsolve4 -c mNE04.fc -f mpuvw.f -g ml23.geo -enviro NE04_123 
runsolve4 -c mNE08.fc -f mpuvw.f -g ml23.geo -enviro NE08_123 
runsolve4 -c mNE12.fc -f mpuvw.f -g ml23.geo -enviro NE12_123
The above commands would start runs of a module with sides 1,2, and 3 blocked, 
(short north and south sides, long east side) under North and Northeast wind 
directions and at wind speeds 4,8, and 12m/s. The output files would begin with 
the letters at the end of each line.
The command file referred to in the above extract (e.g. N04.fc) sets, among other 
things, the values at the boundaries, the turbulence model, the resistance and 
porosity of the porous region, and the convergence criteria. An example appears 
below:
»C FX 4 
»OPTIONS 
THREE DIMENSIONS 
BODY FITTED GRID 
CARTESIAN COORDINATES 
POROUS FLOW 
TURBULENT FLOW 
ISOTHERMAL FLOW 
INCOMPRESSIBLE FLOW 
STEADY STATE 
»U SER  FORTRAN 
USRTRN 
»M ODEL TOPOLOGY 
»MODIFY PATCH 
OLD PATCH NAME 'POROUS_BLOCK'
NEW PATCH GROUP NUMBER 1 
»M ODEL DATA 
»BO D Y  FORCES 
PATCH NAME 'POROUS_BLOCK'
RESISTANCE SPEED FACTOR 2.020000E-01 2.040000E-01 2.660000E-01 
»PHYSIC AL PROPERTIES 
»STANDARD FLUID 
FLUID 'AIR'
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STANDARD FLUID REFERENCE TEMPERATURE 2.7300E+02 
»POROUS REGION PARAMETERS 
PATCH GROUP NUMBER 1 
VOLUME POROSITY 8.7000E-01 
»SOLVER DATA 
»PROGRAM CONTROL 
MAXIMUM NUMBER OF ITERATIONS 500 
MASS SOURCE TOLERANCE 1.0000E-06 
»M ODEL BOUNDARY CONDITIONS 
»IN LET BOUNDARIES 
PATCH NAME TNLET_r 
U VELOCITY 4.0000E+00
V VELOCITY 0.0000E+00 
W VELOCITY 0.0000E+00
»IN LET BOUNDARIES 
PATCH NAME 'INLET_4'
U VELOCITY 4.0000E+00
V VELOCITY 0.0000E+00 
W VELOCITY 0.0000E+00
»PRESSURE BOUNDARIES 
PATCH NAME 'PRESS_2'
PRESSURE 0.0000E+00 
»PRESSURE BOUNDARIES 
PATCH NAME 'PRESS_3'
PRESSURE 0.0000E+00 
»ST O P
A fortran user routine created the files containing pressure and velocity. The 
extract below shows how the u,v, and w values were requested and the volume of 
interest was set.
DIMENSION
+
U(NNODE,NPHASE),V(NNODE,NPHASE),W(NNODE,NPHASE),P(NNODE, 
NPHASE)
+,VFRAC(NNODE,NPHASE),DEN(NNODE,NPHASE),VIS(NNODE,NPHASE
)
+,TE(NNODE,NPHASE),ED(NNODE,NPHASE),RS(NNODE,NPHASE,6) 
+,T(NNODE,NPHASE),H(NNODE,NPHASE),RF(NNODE,NPHASE,4) 
+,SCAL(NNODE,NPHASE,NSCAL)
DIMENSION
+ XP(NNODE), YP(NNODE),ZP(NNODE)
+, V OL(N CELL), ARE A(NF ACE,3), VPOR(N CELL) ,ARPOR(NF ACE, 3)
+, WFACT(NF ACE),CONV(NF ACE,NPHASE)
+,IPT(*),IBLK(5,NBLOCK)
+,IPVERT(NCELL,8),IPNODN(NCELL,6),IPFACN(NCELL,6),IPNODF(NFAC
E,4)
’ +,IPNODB(NBDRY,4),IPFACB(NBDRY)
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+,IWORK(*),WORK(*),CWORK(*)
DIMENSION SGNWL(6)
C++++++++++++++++ USER AREA 3 
+++++++++++++++++++++++++++++++++++++++++
C—  AREA FOR USERS TO DIMENSION THEIR ARRAYS 
C
C—  AREA FOR USERS TO DEFINE DATA STATEMENTS 
C
PAR AMETER(XMIN 1 =-10,XM AX 1 =40)
P AR AMETER( YMIN1=-10, YM AX 1 =30)
PARAMETER (ZMIN1=0,ZMAX 1 =20)
C++++++++++++++++ END OF USER AREA 3 
++++++++++++++++++++++++++++++++++
The pressures were required on the faces of the module, so a surface was set in the 
geometry file called ‘USER2D_BLOCKSURFACES’, then the pressures on this 
USER2D surface requested in the fortran as follows:
C++++++++++++++++ USER AREA 5 
+++++++++++++++++++++++++++++++++++++++++
IF(NITER.GT. 1 )THEN 
IPHASE = 1
CALL IPALL('USER2D_BLOCKSURFACES','*','PATCH','CENTRES'
+ ,IPT,NPT,C W ORK,IW ORK)
WRITE(36,1000)'X’,'Y','Z','PRESSURE'
DO 3001=1,NPT 
INODE = IPT(I)
IBDRY=INODE-NCELL 
INODER=IPNODB (IBDRY, 1)
IF ACE=IPFACB (IBDRY)
WRITE(36,1 lOO)XP(INODE), YP(INODE),ZP(INODE),CONV(IFACE, IPHASE) 
300 CONTINUE
WRITE(36,1000)'X',’Y','Z','U’,'V',’W'
DO 400 I=1,NCELL
IF(XP(I).GT.XMIN 1. AND.XP(I).LT.XMAX1 )THEN 
IF(YP(I).GT.YMIN1.AND.YP(I).LT.YMAX1)THEN 
IF(ZP(I).GT.ZMIN 1. AND.ZP(I).LT.ZMAX1)THEN 
WRITE(36,1200)XP(I),YP(I),ZP(I),
+ U(I,IPHASE),V(I,IPHASE),W(I,IPHASE)
ENDIF 
ENDIF 
ENDIF 
400 CONTINUE 
ENDIF 
1000 FORMAT(6A16)
1100 FORMAT(1P4(E15.8,1 X))
C++++++++++++++++ END OF USER AREA 5 
++++++++++++++++++++++
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APPENDIX C
Testing the effect of spacing on drag.
The effect of spacing on drag was tested by comparing the resistance found when 
using the method which sums the drag, to the resistance found when using the 
method which takes into account the spacing of the obstacles.
A simple test case was designed with tubes of lm  diameter and lm  spacing. The 
dimensions were chosen to be similar to a typical offshore module, 9m by 19m, so 
there are 5 tubes perpendicular to the flow and 10 tubes longitudinal to the flow. 
Diagram D1 is a sketch of the test case (not to scale). A windspeed of 8m/s was 
chosen.
Wind direction
19m
Cl. Diagram of the test case 
Cl. Calculating the resistance by summing the drag
In this test case the cylinder drag co-efficient, 1.2, is the same value used in the 
program written to calculate resistance automatically. This is a standard value for 
relatively high Reynolds number flow that can be found in other references, e.g. 
Munson et al (1998) Roos (1989).
The resistances were calculated for the three co-ordinate directions. In the x and y 
directions Cd(1) = 1.2. The frontal area A(I) is the diameter x height = 10m . There 
are 50 tubes. The volume of the entire module is 1710m2. The resistances in the x 
and y directions were calculated:
_ _ 1 , 50x1.2x10 4Rx - R  = — x l.2 3 ---------------- = 0.216kg / m
In the z (vertical) direction, Cd(1) = 0.82 and A(1) = 0.79, so
1 , 50x0.82x0.79 ,
R v = —x l.2 3 --------------------- = 0.012 k g / m
z 2 1710
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C2. Calculating the resistance using the method which takes the spacing into 
account
From ESDU 74040 the pressure drop across the bank of tubes can be 
approximated by
n *k g L
Ap = 2 p  
where
Gmax = W/Amin ; W = mass flow rate through the bank
A mjn = minimum cross-sectional area between tubes normal to the flow direction 
N<j) = the number of rows of tubes the fluid passes through 
K = the pressure loss coefficient and p the fluid density.
In this case the mass flow rate through the bank = 585.4 and Amin = 40 so Gmax = 
14.6.
The number of rows the fluid passes through is 10.
The pressure loss co-efficient depends on the spacing and the Reynolds number. 
In this case the longitudinal and transverse tube pitch to diameter ratios Xi and Xi 
are both = 2. The Reynolds number in the tube bank depends on the velocity 
within the tube bank, so it was assumed that the internal velocity was the area 
porosity, P (0.55), multiplied by the free stream velocity (8m/s).
Re = ^ ®  = 3 x l0 5
Curve 13c in figure 4a (p41, ESDU) is relevant for cases with Xi = Xi = 2. At the 
above Reynolds number, the pressure loss coefficient K = 0.21.
Therefore
A = = 10x021x146^ = 1 8 2 k ^ m 2
2 p  2x1.23
_  0To find the CFX resistance factor R, where RU is the force per unit volume, the 
pressure drop across the porous region is balanced with the resistance term
2 t7  _ r» 4 Phence ApA = RU V or R = rrLW
So
Ap 182 4R =— i-T = -------  = 0.15kg/m
LU 2 19x8
The effect of a range of resistances on the ventilation rate were tested. Resistances 
ranging from 0.06 to 0.37 were tested in simulations of three different
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windspeeds. This range of resistances is larger than that which would be expected, 
as the range of volume blockage anticipated is not large. It was found that the 
resistance does not alter the linear relationship between ventilation and 
windspeed. For the cases tested, it was possible to link ACPH/U with the 
resistance in the following graph.
0.3 0.40.1 0.2
Figure C2. Relation between resistance and ventilation
The data in the graph follows the relationship
ACPH■ = 33.6/T0 2, 0.05 < R < 0.4u
It is evidently not a perfect fit, but it is adequate to give an idea of the effect of 
resistance on ACPH for a typical range of resistances.
Using the relation above, if the resistance were calculated taking the spacing into 
account we find that the ACPH/U is 49.1, whereas the ACPH/U is 45.7 if the 
drags of all of the obstacles are summed. This difference of 7.5% in the ACPH is 
negligible when considering the use of the ventilation figures in the calculation of 
gas cloud size.
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Abstract
In the past, gas explosion assessment relied on worst case scenarios. A more 
realistic approach is to look at the probability of explosions and their likely 
severity. The most flexible way of investigating many different scenarios is to 
estimate a ventilation flow, feed this into a flammable volume calculation and 
then calculate the explosion severity. The procedure allows many parameters to be 
varied efficiently. A Computational Fluid Dynamics porous model is evaluated 
for modelling the ventilation flow through congested regions, including a new 
method that has been developed to derive the resistance. Comparison with 
velocity measurements from a large scale model of an offshore module showed 
that overall the CFD model performs very well, especially considering that the 
homogenous porosity block does not model any of the internal obstructions and 
therefore would not predict any local flow effects. This gives confidence that the 
overall flow pattern is sufficiently close to the local flow patterns, to be used in 
explosion assessments. The porous approximation in CFX is found to 
underpredict the turbulence intensity in the obstacle array compared to the 
explosion model EXSIM. Improving the turbulence prediction in the porous 
model would be valuable, so a relatively simple method of increasing the 
turbulence in porous regions is proposed. The CFD model will provide the non- 
uniform natural ventilation flowfields of complex regions for future explosion 
assessments at a hierarchy of levels.
Keywords: CFD; porous model; explosion assessment
Introduction
In the past, gas explosion assessment relied on worst case scenarios. A more 
realistic approach is to look at the probability of explosions and their likely 
severity. For instance, a gas release may not result in a uniform flammable 
mixture throughout the module; and the pressures created from a ‘worst case’ 
explosion arising from the ignition of a stoichiometric gas cloud extending 
through the entire module have been proven to be higher than those created by a 
realistic gas cloud (Johnson et al 2002).
The most flexible way of investigating many different scenarios is to estimate a 
ventilation flow, feed this into a flammable volume calculation and then calculate 
the explosion severity (figure 1). The procedure allows many parameters to be 
varied efficiently, unlike a single step process where a CFD model could calculate 
the explosion severity of one individual scenario directly, but each variation of the
1
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input parameters would involve another computationally expensive simulation. A 
new method of modelling the ventilation flow through congested regions is 
evaluated here. This involves representing a congested region as a volume of 
homogenous porosity in the CFX-4 CFD model. The method chosen to 
parameterise the porous region is described and assessed here. The results of the 
porous simulations are validated against full scale experimental measurements 
and another CFD code, EXSIM (http://www.exsim.com).
Background
Three main methods are currently available for the rapid calculation of ventilation 
flow; zone models, integral models and empirical approximations. These
techniques are appropriate where the flow is expected to be spatially uniform 
(Grosso,1992), but in more complex regions the flow field can contain significant 
areas of non-uniformity such as recirculation regions and these cases need to be 
calculated using CFD. The large-scale flow circulations and patterns within the 
module can be modelled by representing the congestion in the module as a 
volume of homogenous porosity and resistance. This approximation is used 
instead of fully resolving the obstacles because:
• It is computationally more efficient, allowing a large number of 
confinement arrangements under a range of windspeeds to be modelled.
• The results need to be applicable to any module, so one single internal 
arrangement would not be appropriate as it would create specific flow 
patterns that would not be appropriate input for calculating flammable 
volumes.
• The details of the flow inside the module are not required by simpler 
flammable volume models that use the ventilation velocity.
• The evaluation of this method will be valuable for many applications.
Research concerning wakes behind surface mounted two-dimensional porous 
obstacles (Shiau, 2000, Lee, 1999, Raju, 1988) has allowed the basic features of 
the perturbed flow to be reasonably well understood. The large scale general flow 
patterns inside a free-standing porous region in atmospheric flow has rarely been 
considered, the closest examples being investigations into groups of buildings 
(Macdonald, 2000).
The flammable volume is calculated using a method suitable to the likely 
complexity of the problem. Simple correlations can be used to arrive at the 
flammable volume (Cleaver, & Britter, 2001) if a ‘characteristic’ ventilation 
velocity is known. A more accurate method (Chynoweth, 2001) uses random 
walk theory. Many different release scenarios can be calculated with one single 
flow field as the basis, while the release location, orientation, flow rate and 
composition are all varied. The efficiency of the technique means that many 
thousands of simulations can be performed in order to construct a statistically 
sound picture of the probable flammable gas clouds. The explosion models use 
the flammable volume input, and range from simple empirical methods (Puttock, 
1995) through phenomenological models (Puttock, 1995) to CFD models (Saeter, 
1998). The model complexity required is case dependent and in many situations it 
is appropriate to apply more than one model.
2
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Porous model in CFD
Geometry is represented as a porous region in CFX using the Porosity Distributed 
Resistance (PDR) formulation of the governing equations. The model is a 
generalisation of the Navier-Stokes equations for fluid flow and of Darcy’s law 
commonly used for flows in porous regions (Miguel, 2001). This method was first 
proposed by Patankar and Spalding (1974). In the PDR method, the presence of 
obstructions modifies the governing equations in two ways. Firstly, the volume of 
the obstruction is represented in the control volume in such a way that only the 
non-blocked areas are available for fluid flow. Secondly, obstacles give additional 
flow resistance which must be modelled. The modified Navier-Stokes momentum 
equation is written as
where Uj is the mean velocity vector in the i-direction, p  is the volume porosity, /?, 
is the area porosity in the i direction, and
r , = - m c,
Rex (kgs'Vm"3) is the resistance constant in the x-direction and Rfx (kg/m4) is the 
speed resistance factor in the x-direction. The linear resistance term Rcx can be set 
to zero due to the highly turbulent nature of the flow.
The porous approximation has been used to model two-dimensional porous fences 
(Takahashi, 1998). Packwood (2000) used a resistance based on empirical data 
from Hoemer (1965) and tested the performance of a modified k-s and the 
Reynolds stress model for flow downstream of fences. Overall the much simpler, 
modified k-s model worked surprisingly well. The three-dimensional problem has 
been largely neglected, although Spiers’ (1997) experimental study showed that 
the main flow features were common to both the two and three-dimensional cases. 
Another study of 3D volumes compared CFD PDR results to experiments 
(Hoang, 2000) and found 26% error in the CFD simulations, but this was thought 
to be mostly due to mesh quality.
Despite these studies, methods for representing complicated geometries as porous 
regions in CFD are not well established. The value for resistance depends on both 
the shapes of the blockages within a module and the distrbution of large volume 
and small volume obstacles. The drag on the flow through a porous region can be 
estimated by calculating the drag due to each individual obstacle and then 
summing these values to arrive at the overall resistance.
The speed resistance factor Rpi (kg/m4) equates to
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where V is the total volume, u is the averaged flow speed and D is the drag. SI 
units are used throughout. The drag on an individual object can be written
D = ^ p u2CDA
where p is density, Cd is the drag coefficient, and A is the frontal area. The 
effective drag of the entire module and all of its internal congestion was then 
taken to be the sum of the drag of each obstacle:
i ^
where C d (i) and A(l) are values for an individual obstacle.
Therefore,
D ^ p u ^ C f A "
and
_ , M /
F' 2 V
The formulation above uses CAD data to calculate the actual drag for four 
categories of obstruction, and each of the shapes have different drag coefficients, 
available in the literature (Munson, 1998).
Implicit in the above formulation is the assumption that obstacles are sufficiently 
well spaced. This issue has been addressed in another study using a resistance 
parameter, (TNO, 1989) where corrections were made for obstacles lying in the 
wake of another obstacle. In Packwood’s (2000) simulations the main deficiency 
found is that it overestimates the total resistance in cases where grids are closely 
spaced, due to the partial shielding effect of an upstream grid on a downstream 
one. A technique which sums the drag of all of the obstacles within the module 
may similarly overpredict the overall resistance.
The Engineering Sciences Data Unit Item 74040 (1974) provides a method for 
estimating the pressure drop across tube banks which takes into account the 
spacing of the obstacles. This method was used to test the effect of spacing. It 
assumes that all of the obstructions are circular cylinders, and that the flow is 
constrained to go through the tube matrix rather than around it. The resistance of 
an array of typical dimensions and lm spacing were calculated using both the 
ESDU method and the method that sums the drag. A difference of 7.5% was 
found in the ventilation. This is negligible when considering the role of the 
ventilation figures in the calculation of gas cloud size and explosion assessments, 
but indicates that the method could be improved nonetheless.
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Validation
The ability of the porous block approximation in the CFX code to represent flow 
through congested modules was evaluated using measurements from a full scale 
module and the results from another code, EXSIM (http://www.exsim.com). 
EXSIM is a CFD based software tool specifically designed for explosion 
modelling, which models more of the complex geometry within a congested 
region.
Simulations were carried out of the flow through a module of dimensions 28m x 
12m x 8m with one long side, the adjacent short side and the top blocked. Five 
different wind speeds were modelled, ranging from 2.7m/s to 7.8m/s, and the 
same wind direction was used in every case, with the wind impinging on the short 
blocked side of the module. Velocities from CFX were compared at the locations 
where measurements were taken in the module. The velocities for the different 
windspeeds were non-dimensionalised by the ambient windspeed in each case. 
The non-dimensionalised values from each different wind speed simulation were 
then averaged to give a single value at each location for the measurements and the 
model.
The experimental programme was carried out in a Joint Industry Project with 
eleven participating companies (BG Technology, 1999). Velocities were 
measured inside an experimental rig representative of an offshore module, in 
different wind speeds. The rig was on open land with trees and buildings in the 
vicinity. Ten anemometers were placed in two planes, one at eight metres along 
the length of the rig, and the other at twenty metres along the length of the rig.
The domain in the CFX model extended 5 module heights around the module and 
15 heights downwind, in accordance with guidance found in Casey (2000). The 
domain was divided into cells on a 0.5m grid. The inlet velocity was fitted with a 
log law profile
A surface roughness length of zo=0.5m, appropriate for the location of the model,
was used. The k-s turbulence model was used, and turbulent kinetic energy at the 
inlet was derived from wind tunnel measurements. The CAD data describing the 
module was used with the method described above, which sums the drag of all the 
individual obstacles. This gave the porosity and resistance of the porous block that 
represented the internal congestion of the module, with porosity = 0.93 and 
Rx=0.1 lkg/m4. Figure 3 shows the congestion inside the module.
The EXSIM model takes account of more of the details of the congestion, by 
using CAD data to calculate a porosity and resistance appropriate to the 
congestion in each cell on a coarse (lm) grid to use in the PDR formulation. The 
k-s turbulence model in EXSIM includes turbulence source terms appropriate to 
flow through congested regions.
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Results & Analysis
The vector plot in figure 4 illustrates, in plan view, the results of the CFX 
simulations with an ambient wind speed of 6.7m/s. The ambient wind is 
approaching from the left hand side and impinging on the short blocked side. The 
flow leaves the module at the upwind end of the long open side due to the 
pressure reduction, and flow is entering at the downwind end to compensate for 
this. Figure 5, a, b, and c show the u, v, and w components of the velocity 
predicted and measured at the ten anemometer locations. The reversed flow 
shown in the vector plot (figure 4) helps to explain why the u velocities predicted 
by CFX are all negative. The CFX prediction of the velocity component is close 
to the experimental values in almost every case. This is surprisingly good because 
the CFD velocity is representative of the entire cell and so is an average over
0.5m. The anemometers on the other hand are amongst the geometry of the 
module and measure the velocity at that point, which will be affected by any 
nearby obstructions. Thus we would not expect precise agreement with the 
measurements. A few of the velocities are in the opposite direction to those 
measured, which will be due to the effect of the local obstructions on the flow past 
the anemometers.
Turbulence predicted by CFX and EXSIM was also compared. The comparison 
was of the same arrangement with two adjacent sides and the top blocked, and the 
wind impinging on the short blocked side. Figure 6 a & b show that the both the 
turbulent kinetic energy and the turbulent eddy dissipation predicted by CFX is 
much lower than EXSIM. The coarser EXSIM mesh will account for part of the 
difference because small features that could be resolved on the CFX mesh would 
be counted as turbulent energy by EXSIM. The most important reason for the 
difference in turbulence is that EXSIM uses a source term to increase turbulence 
in the wake of obstacles. The increase in turbulence when flow impinges on an 
obstacle is significant, and its role as a mechanism for increasing flame speed in 
explosions is well established (Brandeis, 1985, Dorge, 1976). EXSIM is primarily 
an explosion model that has been designed to capture these effects, and therefore 
provides a more accurate prediction of turbulence than the CFX porous model. If 
the obstacles in the geometry were resolved in CFX then the turbulence would be 
predicted, but the CFX porous approximation purely reduces the volume available 
for free flow, and adds resistance to the flow. The porous model in CFX would 
benefit from improved turbulence prediction because of the effects on the mean 
flow, and because this would allow the flammable volumes to be calculated more 
accurately when using the random walk method.
While the best approach would be to define a source term in the k-s equations, 
this is complicated to do in CFX at the application level. One technique to 
improve the turbulence prediction is to use a model similar to that which is 
typically implemented at boundaries such as inlets, based on the local velocity 
field and local turbulence length scale. This can be implemented in CFX using an 
extra FORTRAN routine which can introduce a source of any kind at any location 
within a domain. The turbulent kinetic energy k and the turbulent eddy dissipation 
g could be replaced by values calculated locally using the following:
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k = C,C/2 C2k ,n  £ = — -----
where Ltpm is the turbulent length scale in the porous media, akin to the interstice 
size, and C\ and C2 are constants. The values of these are problem specific, and 
as such are difficult to recommend. One method of finding the constant values 
would be to set up a model of obstacles representing the porous region explicitly. 
The local turbulence constants required to achieve similar levels of turbulence in 
the porous media could then be determined.
Conclusions
A new method has been developed to derive the resistance that is used to modify 
the Navier-Stokes equations in the Porosity Distributed Resistance formulation. A 
large scale model of an offshore module was simulated using CFX-4. Comparison 
with the measurements showed that overall the CFD model performs very well, 
especially considering that the homogenous porosity block does not model any of 
the internal obstructions and therefore would not predict any local flow effects. 
This gives confidence that the overall flow pattern is sufficiently close to the local 
flow patterns to be used in explosion assessments.
The porous approximation in CFX is found to underpredict the turbulence 
intensity in the obstacle array. The PDR formulation does not account for the 
significant turbulence created by obstacles, whereas the EXSIM k-s turbulence 
model has been modified to capture the extra turbulence. Improving the 
turbulence prediction in the porous model would be valuable, firstly because it 
would provide more accurate inputs to random walk methods of calculating 
flammable volume, and secondly because the turbulence itself can affect the mean 
flow. A relatively simple method of increasing the turbulence in porous regions ls 
has been proposed, by locally specifying the turbulence to raise it to levels found 
when the obstacles are modelled explicitly.
The CFD model can be used to provide the non-uniform natural ventilation 
flowfields of complex regions for future explosion assessments at a hierarchy of 
levels, whether simple approximate methods are adequate or more complex 
methods are required to calculate the flammable volume, in addition to providing 
pressure boundary conditions for simple zone models.
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Figure 3 Flow vectors in and around module from CFX
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EngD in Environmental Technology 
FLOWS THROUGH AND AROUND PROCESS PLANT STRUCTURES
C.E. Fothergill, P.T. Roberts, A.R. Packwood
Shell Research Ltd, Thornton Research and Technology Centre, CHI 3SH
Abstract
To meet business and regulatory requirements for effective environmental control, 
there is a need to develop technology to assess the impact of accidental gaseous 
losses from process operations. Shell is therefore concerned with developing 
techniques to predict flow and dispersion within, and downwind of, process sites. 
CFD (Computational Fluid Dynamic) modelling of atmospheric flow and 
dispersion is used to improve the accuracy by which emissions can be detected 
and measured.
One source of emissions are leaks from floating roof storage tanks. These are 
open-topped tanks with a roof floating on the liquid surface. Emissions from the 
roof seals and fittings of the tanks are largely wind-driven. Simulations of wind 
flow over floating roof storage tanks are validated against field data, and good 
agreement between simulation and field data is obtained.
1. Introduction
Methods to quantify and control industrial emissions need to be developed to 
reduce the environmental impact of industrial processes. The effective control of 
emissions requires understanding of their nature, frequency of occurrence and 
behaviour. Quantification methods must therefore be developed as part of a 
control strategy.
Accidental losses of VOCs (e.g. evaporative losses from tanks; pressurised leaks 
from flanges, pumps and valves; spills; losses during water treatment processes), 
are difficult to detect, locate and control. Developing a control strategy is 
motivated by two main incentives. Firstly, these emissions are a major contributor 
to the environmental impact of process operations. Secondly, it has been estimated 
that, for a typical refinery, 0.2% of the plants annual feedstock is lost through 
fugitive emissions and this can cost up to $2 million per annum (Spiers 1997). 
This represents a clear financial incentive for a control strategy. The emphasis of 
the research is therefore developing methods of locating and controlling fugitive 
emissions. Dispersion models are used backwards from concentration 
measurements to locate an emission source. Modelling the dispersion of emissions 
to the atmosphere is also important for safety assessments, emergency planning, 
and predicting the impacts of airborne pollution.
The implementation of monitoring techniques and prediction of source 
information from measurements therefore requires an accurate model of 
dispersion downwind of process structures. The main benefit provided by CFD,
1
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compared to theoretical and physical modelling, is its ability to model arbitrary 
combinations of complex effects, including real site geometries, different stability 
atmospheres, and buoyant or dense gas releases with significant source 
momentum effects. There are no scaling problems, and detailed predictions of 
flows and concentrations are automatically obtained throughout the region of 
interest, not only at a small number of monitoring locations (Hall 1995). 
Modelling dispersion in the wake of process plants can use a representation of 
arrays of solid objects as a single large porous structure. Porous structures can also 
be used for modelling flows through process plants where it is impractical to 
define all the precise geometry. It is practical however, to define some geometries 
specifically, such as circular cylinders, which represent pipes, stacks, cooling 
towers and tanks.
Site studies have shown floating roof tanks to be responsible for a large proportion 
of fugitive emissions. Floating roof tanks are open topped tanks with a roof that 
floats on the liquid surface. They are used to store liquids in many industrial 
sectors. The investigation of flow over a floating roof tank gives an insight into 
the effect of windspeed on evaporation rates, and wind pressure on the tank walls 
which creates gaps between the tank roof and walls. The generic features of flow 
round circular cylinders are also of interest. These preliminary studies are of flow 
alone. However, accurate simulations of the flow, particularly turbulence, are 
required to predict dispersion. One application of modelling dispersion from a 
floating roof tank will be establishing a relationship between pollutant 
concentrations across the roof of the tank and pollutant concentrations downwind 
of the tank. Pollutant concentrations downwind of a tank are often too low to be 
detectable, whereas pollutant concentrations across the roof of the tank are higher 
and thus detectable.
CFD does involve a wide range of interacting issues such as turbulence modelling, 
boundary conditions and numerical approximations. Supporting evidence from 
comparison between predictions and experimental data is therefore required at 
every stage (Leschziner 1993). Full-scale field data tends to be more difficult to 
obtain than wind tunnel data, but it is important to validate against full-scale field 
data in addition to wind tunnel data. This is partly due to the incomplete 
modelling of atmospheric turbulence in most wind tunnel experiments due to the 
inability to capture the large scale eddies (MacDonald, 1998). Comparison with 
field data is therefore reported here.
2. Numerical simulation
2.1 Method
AEA Technology’s finite volume code, CFX 4.1 was used for the calculations. It 
is a robust solver for swirling flows, and has been validated for many practical 
problems. Wind velocity and turbulent boundary layer profiles can be specified in 
CFX in a straightforward way with user programming.
2.1.1 Turbulence model
The numerical solver uses turbulence models due to the computational expense of 
obtaining the full numerical solution of the turbulent flow equations. Historically, 
the standard k-epsilon model has been used for most applications due to the
2
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computational expense and additional inlet parameters required for higher order 
closure. However, Hanjalic (1994) and others identified a number of deficiencies 
of the standard k-epsilon model. These include its inability to model flows with 
complex strains, such as along wind pressure gradients. This can result in an 
underprediction of dissipation in decelerating boundary layer flows which results 
in unphysical levels of turbulence upwind of bluff bodies. Leschziner & Rodi 
(1981) proposed a modification to the dissipation production term to enhance 
dissipation. Packwood (1998) adapted this preferential dissipation modification 
(PDM) into the k-epsilon model of CFX. In this case, and other simulations (Rodi, 
1993), the k-epsilon model with the PDM showed significantly improved 
solutions to the standard k-epsilon model and was therefore used for these 
simulations.
2.1.2 Computational grid and boundary conditions
In the atmospheric boundary layer, the velocity of flow approaching the tank 
increases with increasing height. This could obviously affect the flow within and 
downstream of the tank, a factor which has not been included in previous studies 
of flow over floating roof tanks (Pasley 1997). The atmospheric boundary layer 
was modelled using parameters derived from wind tunnel measurements of a deep 
boundary layer (Packwood & Castro 1997). The boundary layer in the 
computational domain is maintained by the friction caused by a rough surface. To 
do this, the bottom of the computational domain was specified as a rough wall.
A single floating roof tank was simulated with the roof at half of the tank height. 
The tank is cylindrical, with diameter, d = 47.5m, and height, h = 24.4m. The 
distance to the tank from the inflow, outflow, and lateral boundaries had to be 
such that it avoids having an influence on the solution in the vicinity of the tank. 
The extent of the computational domain was therefore similar to that used by 
various authors in the ‘Evaluation of Modelling Uncertainty’ project (Hall et al 
1997). Symmetry conditions allow only half of the width of the flow to be 
calculated. Critical regions for finer spacing of the computational grid were 
identified to be near the walls of the tank.
2.2 Results of Numerical Simulation
Figure 1 is a vertical section through the tank centreline with flow from left to 
right. The roof is at half the height of the tank. Separation occurs at the leading 
edge of the tank and the flow recirculates within the cavity. Figure 2 shows a 
horizontal section through the tank just above the roof. The reversed flow region 
is strongest directly above the centre of the roof. These findings are in common 
with other studies of flow over floating roof tanks (Pasley 1997, Holyroyd 1982). 
The simulation does not capture the separation from the curved wall expected for 
flow past a rough walled cylinder in a high Reynolds number flow, which leads to 
the horseshoe vortex illustrated in figure 3. Separation can be affected by either 
global parameters, such as the interaction between turbulent structures and mean 
flow, or local parameters like surface roughness (Lakehal 1999; Zdravkovich 
1990) It is vital that boundary-layer separation, and other phenomena associated 
with cylinder-like flows such as vortex-shedding motion, are captured for
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dispersion modelling. This will be especially important for modelling groups of 
tanks as well as dispersion from a single tank.
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Figure 1. Vertical section through tank centreline, roof at h/2
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Figure 2. Horizontal section through h/2 with tank roof at h/2
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Figure 3. Mean streamlines of airflow around tank deduced from smoke-flow 
visualisation, by Holroyd, 1983
3. Comparison with field measurements
3.1 Method
Pulsed wave sonic anemometers measured horizontal and vertical windspeed at 
four sampling locations within a tank at the Tranmere process site, England. Wind 
direction was also measured. Three sampled along a North-South axis (the 
predominant wind direction was from the South) on the roof of the tank, which 
was at h/2. A fourth sampled in the centre of the tank at h. (See figure 4) Wind 
direction and speed were measured at 5 second intervals for approximately 8 hours 
on each of three days. External horizontal wind speed and direction were 
measured at 20 second intervals upwind of the tank at tank height h.
Instantaneous u (velocity in direction of flow), v (velocity normal to flow 
direction) and w (vertical velocity) were derived from the measured time series. 
Samples 1-3 are half hour periods of constant approach direction over which u’,v \ 
and w’ were averaged to give mean u,v, and w for the three samples.
< r ->■’47.5m-
Figure 4. Sampling locations within tank
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3.2 Results and discussion
Modelled and measured mean velocity in the u direction are compared along a line 
at half tank height from half a diameter upwind of the tank to half a diameter 
downwind of the tank in figure 5. The simulation predicts a region of reversed 
flow which in the cavity created by the tank roof and walls, which is strongest 
further from the walls. Magnitude and direction both confer very well. Simulated 
and measured velocity in the lateral direction, v, is are compared along the same 
line in figure 6. The agreement between modelled and measured velocity is less 
satisfactory in this case. The values extracted from the model were not well 
aligned with the sampling locations so this could be the cause of the discrepancy. 
Figure 7 compares simulated and measured vertical velocity, w. The simulated 
and modelled vertical velocity have the same direction at each sampling point. 
Overall, the simulated and measured velocities agree very well. The simulation 
will nevertheless require further validation, as the combined and possibly 
interacting effects of Reynolds number, turbulence model, and inlet parameters 
must be assessed.
4. Conclusions
Of the current methods of leak detection, the combination of open-path techniques 
with a dispersion model and inverse statistical methods to identify sources (from 
concentration and wind field information) represents the most cost effective 
accurate method of detecting fugitive emissions. An accurate dispersion model is 
therefore required. The advantages of CFD include its flexibility in modelling 
arbitrary combinations of complex effects. CFD does however require constant 
validation, against both wind tunnel and, perhaps more importantly, field 
measurements. The numerical simulations not only agreed very well with the field 
measurements, but were also in common with studies by other authors. The 
validation against field data showed that the turbulence model, boundary layer 
profiles, boundary conditions and numerical approximations used in the CFD 
simulation formulated a close representation of the real situation. Improvements to 
the model have nevertheless been identified, and validation will continue to be a 
requirement for credible CFD simulations. The study has also given an insight into 
the behaviour of emissions from tanks, which is necessary to control and reduce 
them. Overall, the results have been encouraging enough to suggest that CFD is an 
appropriate tool for modelling flow and dispersion through and around process 
plant structures.
5. Further work
These initial simulations have identified both short term and long term avenues of 
research. Short term plans involve improvements in the accuracy of the simulation 
of flow over a single floating roof tank. Similarity to the real situation will be 
improved by scaling the turbulence and roughness parameters to those found in 
the field. Dynamic similarity must be achieved, and the sensitivity of the solution 
to the grid will also be tested. The field measurements are also valuable for 
guiding future flow measurement strategies which will employ further 
instrumentation. Autocorrelations and spectra of the field data show that higher 
sampling frequencies are required, and the importance of simultaneous
8
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measurement has also been highlighted. This will allow more comprehensive 
validation.
Longer term plans focus on dispersion modelling. Accurate turbulence modelling 
is of utmost importance for dispersion modelling. The standard k-epsilon model 
seems to consistently overpredict ground-level centreline concentrations 
downwind of the source. This is due to the incorrect prediction of the eddy 
viscosity which is used in the diffusion coefficient (Moros, 1994). Extended k- 
epsilon and more advanced techniques such as Reynolds Stress Modelling and 
Large Eddy Simulation have been shown to perform better in certain cases (Hall, 
1995). The variation in the roof level will also affect emission rates and dispersion 
from a tank. Dispersion in the wake of arrays of tanks will be important, as tanks 
are rarely found in isolation. Prediction of boundary-layer separation with 
appropriate turbulence models and tank surface roughness will be an important 
consideration for tank arrays. Validation for models of dispersion downwind of 
cubes and circular cylinders will be readily available as wind tunnel studies have 
already been conducted.
Circular cylinders with cavities, singly and in arrays, represent relatively simple 
geometries compared to the complex configurations found on real plant. Once the 
simulations of circular cylinders have been validated, research will move on to 
complex geometries, using Computer Aided Design (CAD) software to import 
exact geometries into CFD simulations. Subgrid-scale geometric detail will be 
modelled as a porous blockage, and the validity of modelling arrays of solid 
objects as a single porous structure will also be investigated.
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Abstract
Accidental gaseous losses from industrial processes pose considerable health and 
environmental risks but assessing their impact is problematic. Current methods 
involve extensive measurement or the use of models which are unable to account 
for the effects of complicated process plant structures. Computational fluid 
dynamics (CFD) is a method that can take into account the effects of complicated 
obstructions. Historically CFD has been used for the prediction of internal 
bounded flows. Its application to unbounded flow and dispersion in the vicinity of 
structures is still in its infancy.
Considering the recency of CFD to unbounded flow applications, validation is of 
vital importance. The present study validates CFD simulations of flows around 
cubes and finite length circular cylinders against detailed experimental data. The 
performance of the k-epsilon and Reynolds Stress turbulence models and meshing 
alternatives for these cases are compared. The CFD simulations are very good 
qualitatively and, in many cases, quantitatively. The applicability of CFD to near­
field dispersion modelling is discussed in light of the results.
Keywords: CFD, dispersion modelling, near-field, storage tanks.
1. Introduction
Accidental gaseous losses from industrial processes pose considerable health and 
environmental risks but assessing their impact is problematic. Current methods 
involve extensive measurement or the use of models which are unable to account 
directly for the effects of complicated process plant structures on flow and 
dispersion. Computational fluid dynamics (CFD) is a method that can take into 
account various complex influences and the effects of complicated obstructions. 
Historically CFD has been used for the prediction of internal bounded flows. Its 
application to unbounded flow and dispersion in the vicinity of structures is 
relatively modem.
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On a typical process site approximately 50% of total site losses arise from storage 
tanks by evaporation during filling, and from the failure of seals. Therefore 
improved understanding and simulation of the dispersion of emissions in the 
vicinity of storage tanks is required.
Considering the recency of CFD to unbounded flow applications, validation is of 
vital importance. The present study aims to assess the capability of the turbulence 
closures and meshing capabilities in a commercially available CFD code for 
predicting dispersion in the vicinity of cylindrical obstacles. Numerous studies 
have investigated dispersion in the vicinity of obstacles submerged in a deep 
turbulent boundary layer, [e.g. 1-3] however few have dealt with dispersion 
around finite length circular cylinders in a turbulent boundary layer.
CFD simulations of flows around cubes and finite length circular cylinders are 
validated against detailed experimental data. The performance of the k-epsilon and 
Reynolds Stress turbulence models and meshing alternatives for theses cases are 
compared. The applicability of CFD to near-field dispersion modelling is 
discussed in light of the results.
2. Methodology
Concentration, velocity and turbulence measurements were made around a series 
of ‘buildings’ in the Enflo atmospheric boundary layer wind tunnel at the 
University of Surrey [4]. The buildings were immersed in a lm deep, neutral, 
rough wall boundary layer. Several geometries were investigated. The present 
study compared the following geometires to numerical simulations: a circular 
cylinder (representing a storage tank) with height (h) = diameter (d), and a 
cylinder with a surrounding low-lying wall called a bund; a cube at 0° and at 45° 
to the flow. H= 100mm in all cases. Concentration measurements were made for 
building centre roof top passive releases.
Commercially available CFD software, CFX-5.3 was used for all of the CFD 
simulations. This is a finite volume unstructured grid code. The simulations were 
run on Pentium HI 800 MHz using Microsoft NT operating system.
The inlet boundary conditions were matched to the wind tunnel measurements of 
velocity and turbulence parameters. The logarithmic velocity profile U is 
described by an equation of the form
*
K  Z 0
Where
u = friction velocity =0.058 Ur
Ur = reference velocity = 2.48 m/s. (velocity at the top of the boundary layer) 
k  = Von Karmans constant = 0.41 
z = vertical height 
zo = roughness height = 0.01m
2
EngD Conference Paper 2000
Tests on sensitivity to inlet turbulence parameters were carried out. In one case the 
turbulence production, k, and dissipation, 8, were set with the same value. The 
flow acted laminarly as turbulence production was cancelled by the dissipation. In 
another case the turbulence dissipation was set higher than the wind tunnel 
situation, and in this case the turbulence levels were too low and concentrations 
were higher due to decreased turbulent mixing. Therefore the turbulence 
production was set exactly the same as in the wind tunnel, uu and ww were 
measured in the wind tunnel so turbulence production, k, was derived as follows
— uu + ww
and
k =
UU +  VV +  w w
A function was then fit to the k profile.
The rate of turbulence dissipation s was based on the assumption that this is equal 
to production near the wall so
s -
( *3\ 
U
kS j
-1
In all cases the solution domain was designed to avoid the boundary conditions 
forcing unnatural conditions in the vicinity of the obstruction, so the guidelines in
[5] were followed, which recommend a domain that extends 5 h vertically, 
laterally, and upwind of the obstruction, and 15 h downwind of the obstruction.
WWViV
Figure 1. Unstructured mesh of tetrahedral elements and with layer of 5 prismatic elements on 
wallstcircular cylinder)
3
EngD Conference Paper 2000
The density of the grid of nodes upon which the Reynolds Averaged Navier 
Stokes equations are solved was found to have a large influence on the solution. 
Grid independance in the region of the body was ensured in these simulations. The 
effect of grid cell shape was also investigated. In near wall regions, boundary layer 
effects give rise to velocity gradients which are greatest normal to the surface. 
Computationally efficient meshes in these regions require that the elements are 
finely resolved normal to the wall, but coarse parallel to it. If tetrahedra are used 
then a prohibitively fine surface mesh would be required to avoid generating 
highly distorted tetrahedral elements at the surface. The advancing front and 
inflation (AFI) mesher overcomes this problem by using a layer of prismatic, 5- 
sided elements near all surfaces. Solutions on completely tetrahedral meshes, and 
meshes with a layer of prismatic elements near the surfaces, were compared.
The reliability of CFD solutions for turbulent flow is strongly influenced by the 
turbulence model. This is particularly true for the complex features of the flows 
around buildings and structures. There are numerous engineering models ranging 
from simple algebraic models to second-moment closure models. Among them, 
the original k-s model proposed by Launder and Spalding [6] almost three decades 
ago seems to remain the most widely used among building aerodynamics due to 
its simplicity, robustness and reasonable accuracy. Despite their efficacy, 
however, the conventional k-s model has inherent drawbacks associated with the 
underlying hypotheses (isotropic eddy-viscosity hypothesis). The conventional k-s 
models have been found by many investigators to give mediocre results in 
situations where the flows are dominated by strong anisotropic and 
nonequilibrium effects. Murakami et al [7] made a careful study of a number of 
standard engineering turbulence models including the standard k-s model, 
attempting to shed light on the causes for the poor performance of the isotropic 
eddy-viscosity based k-s models for bluff body flows.
Second-moment closure models which solve the transport equations for the 
individual Reynolds stresses are increasingly being used. This method is more 
computationally demanding but it accounts for anisotropy and the transport of the 
Reynolds Stresses. In previous studies the Reynolds Stress (RS) model has been 
found to predict concentrations more accurately [8], due to the reproduction of 
anisotropic effects form the solution of the full set of turbulent stresses.
3. Results & Discussion
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Figure 3. u velocity and turbulent kinetic energy. 3/4 h downwind of tank centreline.
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Figure 4a. Concentration measurements along centreline downwind of circular cylinder
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Figure 4b. Concentration prediction using a completely tetrahedral mesh and the k-s 
model
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Figure 4c. Concentration prediction using a mesh with prisms on walls and the k-s 
model
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Figure 4d. Concentration prediction using a completely tetrahedral mesh and the RS 
model
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Figure 4e. Concentration prediction using mesh with prisms on walls and the RS model
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Figure 5a. Concentration measurements in centreplane downwind of a cube at 0° to the flow
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Figure 5b Concentration prediction using a completely tetrahedral mesh and the k-s model
D.2
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Figure 5c Concentration prediction using a mesh with prisms on walls and the k-s model
The differencing scheme was found to influence the dispersion calculation 
significantly
(although not the flow field solution). Concentrations were overpredicted when 
using a second order differencing scheme. Therefore a blended differencing 
scheme was used for all simulations.
3.1 Completely tetrahedral mesh versus mesh with prisms on walls.
In the case of the circular cylinder, the mesh with a layer of prismatic elements
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captures the recirculation behind the cylinder but the completely tetrahedral mesh 
does not, with either the k-epsilon or Reynolds Stress model. This is shown in 
figure 3 where both the solutions on meshes with prisms (ke prisms and RS 
prisms) have negative values of u-velocity, i.e. reversed flow, at % of the tank 
height downwind of the tank centreline. However the soutions from the 
completely tetrahedral mesh with different turbulence models (ke tets and RS tets) 
show virtually no reversed flow. The prediction of turbulent kinetic energy is also 
better on the meshes with prismatic elements, especially with the k-s model.
Due to the lack of a recirculation region behind the tank, the plume is more 
elevated rather than being pulled to the ground on the tetrahedral mesh. (Figure 4b 
and 4d) Despite this qualitative difference the concentrations are more accurate on 
the completely tetrahedral mesh. The 3.2 concentration level reaches about 2.25h 
downwind in the wind tunnel (Figure 4a), but 3.5h and 4h on the completely 
tetrahedral mesh (for the k-s and Reynolds Stress models respectively) The 3.2 
concentration level reaches 4.5h and 5.5h on mesh with prismatic elements 
(Figures 4c and 4e)
u
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Figure 6a. Concentration measurements in centreplane downwind o f  bunded tank
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Figure 6b. Concentration prediction using completely tetrahedral mesh and k-s model
0.2
0.4
0.8
Figure 6c. Concentration prediction using mesh with prisms and k-e model
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Figure 6d. Concentration prediction using completely tetrahedral mesh and RS model
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Figure 6e Concentration prediction using mesh with prisms and RS model
Simulations of a cube at 0° to the flow showed that the recirculation region 
downwind of the obstruction is the same length on both the meshes. Both the 
tetrahedral mesh and mesh with prisms capture the drop of the plume to the 
ground (Figure 5). This is because the recirculation is captured on both of these 
meshes. With regards concentration predictions, the maximum downwind extent 
of the 3.2 nondimensionalised concentration level is at about 4h on the completely 
tetrahedral mesh and 6h on the mesh with prismatic elements on the walls. 
Compared to the wind tunnel measurements, the 3.2 level reaches downwind to 
about 3h. As in other cases, the completely tetrahedral mesh is more accurate for a 
cube at 0° to the flow.
Downwind of the cube at 45° to the flow, the recirculation lengths are virtually the 
same. The concentration predictions show very little difference between the 
prismatic and tetrahedral meshes apart from the concentration contours adopt a 
convex shape between the roof top and the ground on the tetrahedral mesh, but the 
tip of the plume has a concave shape on the prismatic elements. The completely 
tetrahedral mesh therefore gives a slightly more accurate solution in this case too. 
Only the k-epsilon model was used for this case.
In the case of the circular cylinder with a bund (Figure 6) the mesh with prisms 
predicted very slightly higher concentrations than the completely tetrahedral mesh.
The wind tunnel studies show similarity between the tank and the 45° cube as well 
as between the bunded tank and the 0 ° cube. The tank and the 45° cube show the 
plume stretching toward the surface. In the simulations this drop of the plume to 
ground level behind the tank is only captured by the model with prisms, because it 
predicts the recirculation behind the tank. The tetrahedral mesh does not predict 
the recirculation behind the tank and does not predict this pulling to ground. 
However the concentrations are too high on the mesh with prisms. The 
concentrations are more accurate on the model with tetrahedral elements. Wind 
tunnel and numerical studies of the bunded tank and the 0° cube both show the
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plume centre elevated above ground level. This is because the recirculation region 
is disrupted by the tank and so does not pull the plume to ground.
Overall the prismatic mesh, especially on curved-wall geometries, predicts the 
flow more accurately, and captures qualitative features more accurately. Bodies 
with curved surfaces such as the cylinder studied here require the prismatic 
elements on the walls to predict the rapid gradients normal to the walls and predict 
the separation from the body correctly. However the tetrahedral mesh predicts the 
quantitative values more accurately. The favourable dispersion in the direction of 
the long axis of the prisms suggests that the transport of quantities is artificially 
enhanced in the direction of the long axis of the cells.
3.2 k-s versus Reynolds Stress turbulence model
The Reynolds Stress model predicts velocity closer to the wind tunnel 
experiments. In the circular cylinder case the reversed flow is predicted (Figure 3) 
The rooftop recirculation on the cube at 0° to the flow is also predicted by the 
Reynolds Stress but not by the k-s model. The k-s model predicts the turbulent 
kinetic energy more accurately on the mesh with prismatic elements (Figure 3). 
The higher prediction of turbulent kinetic energy by the k-s model may explain the 
lower concentrations due to the presumably greater turbulent mixing. However the 
diffusion coefficient also depends on the rate of turbulence dissipation s, so the 
production and dissipation must be considered together to establish the influence 
on the diffusion coefficient.
There is little difference in the concentration predictions whichever turbulence 
model is chosen. The overprediction of concentration is in the region of 100% in 
all cases. In the case of the single cylinder k-s model predicts concentrations 
slightly closer to the wind tunnel result (Figure 4). However in the bunded 
cylinder case the Reynolds Stress model is slightly more accurate (Figure 6).
5. Conclusion
The study shows that solutions are more dependent on mesh design than the 
turbulence model. Results indicate that the difference in concentration prediction 
between the k-s model and Reynolds Stress model is not significant, although the 
k-s model is more accurate in some cases. The completely tetrahedral mesh is 
more appropriate for dispersion prediction but prismatic elements are required to 
predict flow, turbulence, and qualitative characteristics of dispersion more 
accurately. Previous studies have also shown solutions to be very sensitive to the 
modelling decisions employed [5,9]. Despite the shortcomings of the model, the 
discrepancies in solutions are less significant than those obtained from simpler 
models. CFD can provide resolution of concentration gradients in regions of 
separated and secondary flows, without making the gross assumption of uniform 
concentration that is sometimes used in simple wake cavity and street canyon 
parameterisations.
The present study has therefore enhanced understanding of flow and dispersion 
characteristics in the vicinity of storage tanks, and has been useful in guiding the 
use of alternative models such as ADMS. The detailed information provided by
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CFD simulations can improve the efficiency of the measurement of emission rates 
and help identify sources of fugitive emissions. The code has been validated 
against full-scale measurements of velocities within a storage tank, which gave 
encouraging results [10]. A number of issues, in particular approach flow 
characteristics and surface roughness, need to be considered for extrapolation of 
numerical simulations of small scale to the full scale situation.
There are advantages to the computational approach, not least of which is the 
lower overheads associated with a microcomputer compared to a wind tunnel 
modelling facility. Computational fluid dynamics has now reached a state where 
it is claimed that problems such as flow and dispersion in large groups of 
obstacles can be solved with acceptable precision [8]. However CFD is unlikely 
to be widely used for routine regulatory use for quite some time [11]. Regulatory 
use usually involves estimating urban or building affected dispersion to assess 
concentrations or doses relative to regulatory limits. To do this many hundreds of 
calculations are usually carried out to cover the full range of meteorological 
conditions that are experienced at a given site (i.e. wind speed, wind direction, 
stability, precipitation etc.). The whole calculation needs to be carried out in a 
reasonable time. This is not feasible with numerical modelling, where one 
relatively simple case may take several hours to complete. Computing power 
continues to improve, but the time when environmental assessment may be 
conducted solely through numerical modelling remains distant.
The most likely impact of numerical simulations is as an alternative to wind 
tunnel modelling. This is a trend we can expect to continue. Dual wind tunnel and 
numerical investigations are very promising, because of the in-built checks on 
accuracy and applicability. For the present, we need a better understanding of the 
errors and variability involved in the application of numerical techniques so that 
their use can be judged from an informed position. There is clearly a need for 
‘codes of best practice’ to ensure a degree of uniformity in both evaluation studies 
and practical application. Continuing research in these areas will lead to 
increasing credibility and general acceptability of numerical models for complex 
flow and dispersion problems.
Acknowledgments
The author would like to thank Dr. Martin Tasker, Huntsman Ltd, for sponsoring 
the experimental investigations and providing unpublished results, and Prof. Alan 
Robins and Dr. Matthew Hort, University of Surrey, for carrying out the 
experimental investigations.
[1] Murakami, S. ‘Comparison of various turbulence models applied to a bluff 
body’ J. Wind Eng. and Ind. Aero., 46 & 47 (1993) 21-36
[2] Meroney, R., N., ‘Wind-tunnel and numerical modelling of flow and 
dispersion about several building shapes’ J. Wind Eng. and Ind. Aero., 81 (1999) 
333-345
[3] Pasley, H. & Clark, C. ‘Computational fluid dynamics study of flow around 
floating roof storage tanks’, J. Wind Eng. and Ind. Aero., 86 (2000) 37-54
10
EngD Conference Paper 2000
[4] Hort, M. & Robins, A ‘The Dispersion of Fugitive Emissions from Storage 
tanks: Ground Level Concentration Measurements’ Unpublished, Report 
completed for Huntsman, University of Surrey ME-FD/99.102, 1999
[5] Hall, R.C., (ed) ‘Evaluation of Modelling Uncertainty; CFD Modelling of 
Near-Filed Atmospheric Dispersion’ Project EMU final report, WS Atkins, (1997) 
WSA/AM5017/R7
[6] Launder, B.E., & Spalding, D.B., ‘ The numerical computation of turbulent 
flows’ Computational Methods in Applied Mechanical Engineering, 1974, 3, 269- 
289
[7] Murakami, S., Mochida, A., Hayashi, Y., ‘Scrutinizing k-s EVM and ASM by 
means of LES and wind tunnel for flowfield around a cube’ 8th Symposium on 
Turbulent Shear Flows, 17-1-1, 1991
[8] Hall, R. ‘Dispersion of releases of hazardous materials in the vicinity of 
buildings. Phase II - CFD modelling’ London, HSE Research Contract RSU 8000, 
Report WSA/8013, 1996
[9] Cowan, I.R., Castro, I.P., Robins, A.G., ‘Numerical Considerations for 
simualtions of flow and dispersion around buildings’ J. Wind Eng. and Ind. Aero., 
67-8 (1997) 535-545
[10] Fothergill, C.E. ‘Flow over a floating roof tank. Comparison of field data 
and CFD simulations’ Shell RTS Report OP.99.47120[5] Hall, R.C., et al 
‘Evaluation of Modelling Uncertainty: CFD Modelling of Near-Field Atmospheric 
Dispersion’ European Commission Contract EV5V-CT94-0351 , 1995
[11] Robins, A.R., & MacDonald, R. ‘A Review of Flow and Dispersion in 
theVicinity of Groups of Buildings’ University of Surrey Mechanical Engineering 
Report,(2000) ME-FD/00.XX
11
EngD Conference Paper 2000
Proceedings o f the 2002 Conference for the Engineering Doctorate in Environmental Technology
INVESTIGATING GAS DISPERSION USING MODELS OF 
AIRFLOW THROUGH OFFSHORE RIGS
Fothergill, C. 1^,2\  Roberts, P .(1^ , Packwood, AS2\
1. Shell Global Solutions, Cheshire Innovation Park, P.O. Box 1, Chester, CHI 3SH
2. Mechanical Engineering, University of Surrey, Guildford, Surrey, GU2 5XH
Abstract
In order to design safer offshore modules, and to design safety features on 
existing offshore modules, it is necessary to know the potential effects o f  any 
explosions caused by accidental releases o f flammable gas. The volume o f  
flammable gas resulting from an accidental release, and therefore the potential 
impact o f  an explosion, depends, amongst other things, on the amount o f  air 
flowing through the module. It is therefore important to understand firstly, how 
the module design (e.g. proportion o f volume blocked and cladding on walls) 
affects the ventilation and secondly, the effects o f  ventilation rate on gas build 
up. Computational Fluid Dynamics (CFD) is a technique which, in conjunction 
with other methods, is proving extremely valuable in this application. While the 
ventilation (and gas build up) characteristics o f individual module designs can 
be studied using fully resolved geometries in wind tunnel studies or 
computational studies, it is more useful to develop a generic quantification o f  
the dependence o f ventilation on module design. In this work the effects o f  
module design on ventilation rate are investigated with CFD, using a porous 
block approximation for the complex geometry o f the module. The results are 
validated against simulations o f a more highly resolved geometry from another 
CFD model, and fu ll scale experimental data. Results show that the porous 
block approximation is appropriate for predicting ventilation flow.
Keywords: CFD, porous blockages, flow, dispersion, validation.
1 Introduction
In order to design offshore platforms where the likelihood of serious explosions 
are reduced, and to introduce safety features on existing platforms, it is necessary 
to know the designs that decrease the probability of explosions. A generic model 
of the probability of explosions in certain designs of platform speeds the process 
of screening alternatives. Ultimately this reduces the cost of designing safer, more 
efficient platforms.
The potential impact of an explosion depends on the volume of flammable gas 
mixture resulting from an accidental high pressure gas release. The volume of
1
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flammable gas depends on the release characteristics (location, leak rate, 
composition and state of material released) and also on amount of air ventilating 
the module. If the ventilation flow through a module on a platform is known, then 
the flammable volume can be determined using an expression that has been 
derived. The expression gives the flammable volume as a function of the 
ventilation rate [Cleaver, 2001]. The ventilation flow depends on the wind speed 
and direction, the congestion in the module, the cladding which confines the 
perimeter (cladding is used to protect personnel from the elements) and the 
dimensions of the module.
While the ventilation (and gas build up) characteristics of individual module 
designs can be studied in detail using CFD , wind tunnel studies or otherwise 
[Gilham, 1997], it is useful to develop a generic quantification of the dependence 
of ventilation on module design, to allow rapid screening of alternative module 
designs. Many of the objects comprising the congestion, e.g. pipes, are smaller 
than the dimensions of any feasible computational cell, so the computation of a 
fully resolved flow field is not feasible. Also, in order to arrive at a ‘best estimate’ 
of the likely severity of a gas explosion, many different release conditions and 
ventilation rates are investigated for a whole range of different module structures. 
We therefore need to know ventilation rates for all possible module structures and 
wind conditions, and the computation of a fully resolved flow field is not feasible 
for this number of cases.
The geometry of the rig is therefore represented as a block of homogenous 
porosity. The ability of the porous block approximation in the CFX CFD code to 
represent flow through congested modules has been assessed. First of all, 
simulations were compared to measurements from a full scale rig, and then to the 
results from another code, EXSIM [Saeter, 1998, A. Ungut, private 
communication], which resolved more of the complex geometry within the rig.
2. Method
2.1 Experimental programme
The experimental programme was funded by a Joint Industry Project with eleven 
participating companies [BG Technology, 1999]. They measured velocity inside a 
large scale model of an offshore module, in different wind speeds and with 
different amounts of cladding on the walls. The model dimensions were 28m x 
12m x 8m. The case that was chosen to be modelled computationally had one 
long side and one short side blocked in an L-shape and the top was also blocked. 
This case was chosen because it created the most complicated flow of the three 
cladding configurations in the experimental programme.
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2.2 Deriving porosity and resistance
A porous block in CFX is described by its porosity and resistance. The porosity is 
the percentage of open volume as opposed to blocked volume within the region. 
Resistance in very slow flows is directly proportional to U. However in turbulent 
atmospheric flow through open structures, resistance is proportional to the 
velocity squared, U [Hoemer,1965]. A process was programmed to derive the 
resistance [Chynoweth, 2001]. The programme uses CAD data to give the drag co­
efficient of each individual obstacle within a module. The geometry of the module 
being modelled is shown in Figure 1. It adjusts the drag co-efficients according to 
whether they are circular cylinders or cuboids in shape. CFX uses a resistance, R, 
to represent the drag, so the following operation was carried out to arrive at R. The 
relationship between the drag, D, and the drag co-efficient Cd is
where p is the density and A is the frontal area. For a collection of obstacles, the 
overall drag was assumed to be equal to the sum of the drag of all the individual 
obstacles:
Where CD^  and are the values for an individual obstacle.
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Figure 1. Geometry of experimental rig
4
EngD Conference Paper 2002
Proceedings o f the 2002 Conference for the Engineering Doctorate in Environmental Technology
Then the resistance can be calculated from the drag as follows: 
D
R  =
Vuz
where V is the total volume, and D is the drag.
2.3 CFD model setup
The domain in the CFD model extended 5 module heights around the module and 
15 heights downwind, in accordance with guidance [Casey, 2000]. The domain 
was divided into cells on a 0.5m grid. The inlet velocity was
u
fitted with a log law profile U  = InV K J
f  \  z
This used a surface roughness length zo=0.5m which is appropriate for the location 
of the model, where the ground cover consisted of low obstructions, occasional 
trees and buildings. The k-s turbulence model was used, and turbulent kinetic 
energy at the inlet was derived from wind tunnel measurements. With regards to 
the convergence, for each iteration during the solution, a residual is reported as a 
measure of the conservation of the flow properties. The solution was judged to be 
converged when the imbalance in the conservation equations was less than l%.
2.4 EXSIM modelling
EXSIM modelled more of the details of the rig. EXSIM creates a coarse cartesian 
mesh which has larger cells than those in the CFX model. In this case it used a im  
grid. For each of the mesh cells it uses the CAD geometry data to calculate a 
porosity and resistance appropriate to the congestion in that cell. It then uses a 
sub-grid model to calculate the effects of the porosity and resistance in each cell. 
Five simulations were run with EXSIM. These were all of the same geometry, 
with two adjacent sides and the top blocked, but five different wind speeds were 
modelled, ranging from 2.7m/s to 7.8m/s. As in the CFX simulations, the k-s 
turbulence model was used, but the turbulence model in EXSIM is altered so that 
the turbulence is increased to levels which have been adjusted according to 
empirical data. As in the CFX simulations, the solution was judged to be 
converged when the imbalance in the conservation equations was less than l%.
3. Results
The flow streamlines through the porous block are shown in figure 2 below. Air 
changes per hour (ACPH) and velocities at ten locations within the rig measured 
in the experiments were compared against CFX for five different windspeeds. The 
ten anemometers were placed in two planes, one at eight metres along the length 
of the rig, and the other at twenty metres along the length of the rig. ACPH was
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calculated from the measurements by estimating a flow rate across each of these 
planes. The five different windspeeds covered a range of windspeeds from 2.7m/s 
to 7.8m/s, and the velocities at the individual locations were non-dimensionalised 
by this ambient windspeed.
Figure 2. Flow streamlines through porous block
Figures 3a,b,& c show the u,v, and w components of the velocity predicted at the 
ten anemometer locations, and the velocities measured at those locations. The 
non-dimensionalised experimental values are more scattered than those from the 
numerical modelling. This is probably due to the fact that the anemometers were 
placed in amongst all of the geometry of the module. Therefore they measured the 
local windspeed at that point, which would be affected by any nearby obstructions. 
The CFX prediction of the velocity component is within the range of experimental 
values in almost every case. EXSIM also tends to predict values that are within the 
range of experimental values, although there is a noticeable difference in the 
prediction of the u-component of the velocity on the plane at 20m along the length 
of the module. Some of the velocities are in the opposite direction to those 
measured, which may be due to the effect of the local obstructions on the flow 
past the anemometers.
In the comparison of ventilation (Figure 4), CFX overpredicts the ACPH 
calculated from the measurements. However, the ACPH was calculated from the 
measurements by estimating the flow rates across two planes, which is not an 
accurate measure of ACPH. In cases where flow is recirculating inside the 
module, as it is shown to be in figure 2, then the flow across a plane within the 
module will not be representative of the average flow passing through the module. 
The ACPH calculated from the CFX simulations was derived from the mass flow 
across boundaries, which is an exact measure of the ACPH. The level of error also 
suggest that the CFX resistance may not be high enough, perhaps due to the drag.
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Turbulence predicted by CFX and EXSIM was also compared (Figures 5a,b). 
Turbulence predicted by CFX is much lower than EXSIM. The EXSIM mesh is 
coarser so the turbulence intensity is over a different range of scales of motion 
than the CFX simulations. Eddies that could be resolved on the CFX mesh would 
be counted as turbulent energy by EXSIM, which will account for part of the 
difference. Velocity predicted by EXSIM also tends to be higher which will 
account for some of the extra turbulence. Another important reason for the 
difference in turbulence is that EXSIM uses a source term to increase turbulence 
in the wake of obstacles. The turbulence source term has been altered so that the 
turbulence is closer to levels that occur amongst repeated obstacles. The increase 
in turbulence when flow impinges on an obstacle is very significant, and the role 
of turbulence is well established as a mechanism for increasing flame burning 
velocity by fragmenting the flame front and increasing the surface area of flames 
propagating in explosions [Jarvis 2001]. This increase in turbulence is an 
important effect of obstacles that is not included in the CFX porous 
approximation. If all of the obstacles in the geometry were resolved then all of the 
flow structures and turbulence would be predicted. However the porous block 
approximation purely predicts the effect on the mean flow, and not on the 
turbulence levels. EXSIM, on the other hand, uses the turbulence it predicts to 
model explosions, so the turbulence must be correct. However, the method being 
developed here, i.e. predicting flammable volume using the release characteristics 
and the ventilation rate, does not require the turbulence prediction from CFX.
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Figure 5 a,b. Turbulent kinetic energy (TKE) and turbulent eddy dissipation (TED) 
predicted by CFX and EXSIM.
5. Application
Several runs have been carried out which encompass all possible perimeter 
confinements, i.e. 1,2, and 3 sides blocked in different combinations. Each of 
these confinements have been modelled from 8 different wind directions: 
N,NE,E,SE,S,SW,W,NW. Each of these wind directions has been modelled for 
three different wind speeds, 4m/s, 8m/s and 12m/s. These cover the range of wind 
speeds that have been recorded in the North Sea, which is the primary area where 
this technique will be applied. In general, the rate of ventilation increases roughly 
linearly with the windspeed. However, in some cases, for instance where the wind 
impinges on the inside of a comer, the ventilation actually decreases with 
increasing windspeed, due to the complicated flow effects. In cases where three 
sides and the top are blocked, then there is little or no ventilation regardless of the 
windspeed, which is an important consideration for module design. The model 
also calculated the pressures on the boundaries of the module. These were 
calculated to provide boundary conditions for a simple ‘zone’ model which can 
calculated the internal flow of the module quickly, if more detail of the flow is 
required. Other anomalous cases where the flow behaves differently from the way
□  CFX 
BEKSIM
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one would expect will emerge from further analysis. Ultimately the configurations 
that create a higher probability of leading to explosions will be found.
4. Conclusion
The porous model in CFX predicts velocities surprisingly well considering the 
assumption of homogenous porosity. CFX does not compare well to the ACPH 
calculated from the measurements, but this is probably due to and inaccurate 
measure of ACPH from the measurements, considering the relative accuracy of 
the local velocity predictions. Clearly the actual ACPH (mass flow at the 
boundaries of the block) is not the same as the ACPH extrapolated from the 
measurements. Comparisons of the velocities measured within the actual test rig 
can serve to increase understanding of the validity of the concept of a 
homogeneous porous block, although there is limited value in assessing the 
accuracy of the CFD method itself. This is because the porous block 
approximation gives an overall picture of the flow within the module, but does not 
model any of the details inside the module. The experimental measurements on 
the other hand, are taken in amongst the real geometry and represent the local 
conditions. In any case many validation studies have shown CFD to give 
maximum modelling accuracy achievable in these applications [Hall, 1996]. The 
effect of spacing on drag is an area that requires investigation. The closer two 
obstacles are to one another, then it is likely that their combined drag will 
decrease. It may be possible to introduce a correction factor for spacing.
The overall performance of the porous model is of sufficient accuracy in order to 
calculate ACPH and boundary pressures for a range of rig configurations and 
wind conditions which has provided a generic quantification of the effect of 
module structure and wind characteristics on ventilation, and a database of 
ventilation rates to be used in models that calculate the flammable volume 
resulting from a gas release. Ventilation rates can also be calculated quickly using 
a zone model, and the CFD results provide pressure boundary conditions for a 
zone model. The generic understanding will be useful in other areas, such as 
locating fugitive emissions in process plant, improving emission measurement and 
improving design to minimise risk.
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Preface
Gaseous emissions from petrochemical industrial plant pose considerable 
environmental, health and safety risks but assessing and reducing their impact is 
problematic. Current methods of assessing risks include measurement and the use 
of simple models, but these are often inadequate or inefficient. More complex 
models, such as computational fluid dynamics (CFD), can validate, provide input, 
and guide the use of simpler models and replace or supplement experimental data 
efficiently. Increasing the accuracy of emissions location helps to optimise 
maintenance and repair programmes. CFD has proven an immensely useful tool 
for examining a range of engineering flow problems, but unbounded atmospheric 
flows present a number of difficulties for general purpose solvers. Therefore the 
optimal use of the model, firstly in terms of internal modifications for atmospheric 
flows, and secondly whether it should be used alone or in combination with other 
techniques, requires investigation. The overall aims of the research are to advise 
the use of general-purpose CFD software for modelling atmospheric flow and 
dispersion in the vicinity of complex structures (termed the near-field).
Objectives
1) Evaluate the capability of CFD to model near-field atmospheric flow and 
dispersion in the vicinity of complex structures.
2) Recommend modifications to general-purpose CFD software to increase the 
accuracy of near-field atmospheric dispersion modelling.
3) Advise best practise in the application of CFD to problems requiring near-field 
atmospheric dispersion modelling.
Contribution to knowledge
The aims and objectives outlined above constitute a contribution to knowledge. 
The deployment of the results are potentially wide-ranging, not least due to the 
paucity of information in this field at present. Knowledge of the fundamentals of 
flow and dispersion in the vicinity of complex structures will be furthered, in 
particular flow and dispersion characteristics of finite length circular cylinders 
which represent storage tanks.
Methodological approach
The methodology employed is to use CFD in specific examples to build up a body 
of knowledge in applying the model to a range of near-field atmospheric 
dispersion situations. Despite the wide-ranging applications, the fundamental flow 
and dispersion modelling techniques can be improved. Validation is an integral 
part of the study. To date the model has been validated at both full and and small 
scales. Further opportunities for model validation have been identified. 
Recommendations will be made based on the knowledge gained.
Present and proposed journal articles
‘Flow and dispersion around storage tanks. A comparison between numerical and 
wind tunnel simulations’ Assessing turbulence closures and meshing alternatives 
in commercially available CFD for predicting dispersion in the vicinity of cubes
3
24 month dissertation
and circular cylindrical storage tanks. Submitted to the Journal o f Wind and 
Structures
‘Modifications to general-purpose CFD to increase the accuracy of near-field 
atmospheric dispersion modelling’ Describing optimal user choices. It is proposed 
that this will be submitted to Atmospheric Environment in 2002.
4
24 month dissertation
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1. Introduction
Modelling the dispersion of emissions to the atmosphere is important in many 
situations; safety assessments and emergency planning, predicting the impacts of 
airborne pollution, and sourcing fugitive emissions to meet regulatory 
requirements. Shell is therefore concerned with developing predictive methods to 
estimate flow and dispersion within industrial process sites. The modelling of 
interactions between external flows and the discharge of vent gases, and the 
accidental release of hazardous materials are also of interest.
The overall aims of the research have altered somewhat due to the distribution of 
air quality measurement activities to other business units within Shell, and the 
condensing of dispersion modelling activities into hazard and risk assessments. 
The original aims included developing a methodology to advise which flow 
measurements need to be made during on-site environmental audits in order to get 
accurate quantification of emission fluxes. The focus has shifted to predicting gas 
concentrations in the vicinity of complex structures for safety assessments, 
although the techniques developed are nonetheless useful for reducing 
environmental impacts.
Firstly, other methods of predicting flow and dispersion are reviewed and their 
shortcomings described. The difficulties posed by CFD modelling, in particular 
atmospheric flow and dispersion are dealt with. These involve the various 
approximations of real physical processes that are used, the numerical grid and 
numerical schemes. Any study of dispersion cannot be separated from the 
turbulence model employed, and this is dealt with in detail. Porous modelling is 
also particularly relevant for simulating flow through complex structures. The 
suitability of this approximation within CFD has been assessed with reference to 
experiments.
With these considerations in mind we look at some examples where the code has 
been validated, and how these, and other CFD studies of gas safety, have been 
useful. Validation studies include the full-scale validation of flow over an open- 
roof storage tank, and wind tunnel validation of flow and dispersion in the vicinity 
of cubes, circular cylindrical storage tanks, and storage tanks with bunds. This 
study assessed the capability of the turbulence closures and meshing alternatives 
in a commercially available CFD code for predicting dispersion in the vicinity of 
cubes and circular cylindrical storage tanks. The performance of the k-epsilon and 
Reynolds Stress turbulence models and meshing alternatives for these cases are 
compared to experimental data.
CFD was applied to environmental and safety assessments. These include a study 
of the internal and external flow exchanges in a rim vented fixed roof storage tank, 
and classifying hazardous areas during the filling of road tankers and the 
maintenance of storage tanks.
The key issues in tackling atmospheric flows, identified from the validation 
studies and ongoing literature review, are then summarised. This leads to several 
areas of future research which will achieve the final objectives, focusing in
7
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particular on atmospheric effects. The expected final achievements, the industrial 
relevance, and the environmental contribution are then reviewed.
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2. The Requirement for CFD
Flow and dispersion through process sites is strongly influenced by the 
aerodynamic and roughness effects of the complex geometries present. Modelling 
of such flows has been approached in a variety of ways. These include using wind 
tunnel modelling, simple extensions to the Gaussian plume model and other 
analytical techniques, or computational fluid dynamics (CFD). See table 1 for the 
advantages and disadvantages of different approaches.
Advantages Disadvantages
Experimen
t
Full-scale ‘Real’ flow and geometry. 
Public acceptance of results
Expensive. Limited resolution. 
No control over meterological 
conditions.
Site-specific
Laboratory Complex site investigations before 
construction.
Control of flow parameters 
Reasonable resolution
Truncated domain.
All scale-similarity requirements 
cannot be met simultaneously. 
Time consuming.
Theory Empirical Quick and inexpensive 
User-friendly
Suitable for use in emergency 
(rapid response), and for 
probabilistic risk assessment with 
large matrix of cases.
Little or no physics.
Accuracy of extrapolation 
depends on data by which it is 
calibrated.
Analytical/
Integral
Fairly quick and inexpensive. 
Physics accounted for.
Approximation and modelling 
assumptions necessary.
Idealised input conditions.
Numerical Flexible geometry 
Fully non-linear
Control of inflow conditions and
output type/location
Can isolate different physical
effects
Discrete, truncated domain. 
Modelling assumptions 
necessary.
Computationally intensive and 
potentially time consuming. 
Requires expertise.
Table 1. Advantages and Disadvantages o f complex geometry flow modelling.
The key failing of Gaussian dispersion models and other analytical techniques is 
that they are limited to predicting the dispersion of gases over flat terrain with 
simple corrections for the presence of buildings at the source location. On the 
other hand CFD techniques offer the capability to simulate the complex 
topography and structures found on process sites. Models often have to account 
for atmospheric stability, source buoyancy and momentum effects. CFD 
techniques therefore offer the potential to model arbitrary combinations of 
complex effects in a flexible way.
Environmental (e.g. Gotting 1995; Radosavljevic, 1999), meteorological (e.g. 
Montavon 1998), and safety-related (e.g. Zhang 1996; Perdikaris 1994; Hinks 
1998) applications of CFD are increasing, although few of the studies reviewed 
give any statement of accuracy or even the level of accuracy required. The use of 
CFD to estimate flow and dispersion within process sites has not been exploited.
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2.1. CFD Process
CFD codes consist of three elements: a pre-processor, a solver, and a post­
processor.
Preprocessing consists of the input of a flow problem and involves:
• definition of the geometry of the computational domain
• grid generation
• selection of the physical phenomena that need to be modelled
• definition of fluid properties
• specification of appropriate boundary conditions
In general, the larger the number of cells the better the solution accuracy. However 
users are required to design a grid that is a suitable compromise between desired 
accuracy and solution cost.
The finite volume method is the most well-established and general purpose 
numerical solution method. In outline the numerical solution methods involve the 
following steps: approximation by simple functions of unknown flow variables, 
discretisation by substitution of the approximations into the governing flow 
equations and mathematical manipulation, and solution of the algebraic equations. 
Obtaining accurate numerical solutions to the Navier-Stokes equations for high 
Reynolds flows is difficult however and the combined influence of errors arising 
from each part of the process on predictive realism is far from apparent 
(Leschziner 1993)
2.2. Governing Equations
CFD involves the solution of the conservation equations that describe fluid flow. 
A complete description of turbulent flow in space and time is subject to 
computing limitations, so the 3-D time-dependant Navier-Stokes equations are 
averaged over time (Schlichting, 1979). Reynolds averaging results in equations 
for the mean velocity and temperature fields that are the same as in steady laminar 
flow, with the addition of gradients of extra apparent stresses or heat fluxes 
representing the extra transport of momentum or thermal energy by turbulence. 
The basic set of equations solved by the program comprise equations for 
conservation of mass, momentum, and energy (the Navier-Stokes equations). 
These are the continuity equation
10
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f +v.(pu) = o
the momentum equation 
^ ^  + V-(/?U®u ) = B + V-ct
(A
where <7 is the stress tensor:
O- = -ps+[c- | / / J  v • VS+ //(vu + (vu)r)
and the energy equation:
^  + V • (pVH)  -  V • (XVT) = ^
where H  is the total enthalpy, given in terms of the static (thermodynamic) 
enthalpy h by:
H = h + -  U2 
2
here p  is the fluid density, U = (U,V,W) the fluid velocity, p  the pressure, T  the
temperature and t is time, B is a body force, p is the molecular viscosity, £ is the 
bulk viscosity and X is the thermal conductivity.
These equations represent 5 transport equations in the 7 unknowns U, V, W, p, T, 
p, h. They are completed by adding two algebraic equations from 
thermodynamics, the equation of state, relating density to temperature and 
pressure,
p  = p ( T , p )
and the constitutive equations, relating static enthalpy to temperature and pressure 
h = h ( T , p ) .
All of the above transport equations can be expressed as a scalar advection- 
diffiision equations, given in co-ordinate free notation by:
11
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where r  is the diffusion co-efficient, and S is a source or sink term representing 
creation and destruction of <D. When any discussion is independent of whether we 
are referring to the transport of momentum, heat or mass, this generic equation is 
referred to. The code includes the option of solving the equations of convection 
and diffusion of any number of additional species.
2.3. Turbulence modelling
In performing the time-averaging operation on the momentum equations six 
additional unknowns, the Reynolds stresses, arise in the time-averaged momentum 
equations. The time averaged scalar transport equations also contain extra terms. 
Turbulence modelling is required to develop computational procedures of 
sufficient accuracy to predict the Reynolds stresses and the scalar transport terms.
The most common two-equation turbulence model adopted is the k-s turbulence 
model (Launder 1972). It uses an eddy-viscosity hypothesis for the turbulence. 
The turbulent stress tensor is modelled in analogy with the laminar stress tensor by 
the Boussinesq approximation. The turbulent diffusive fluxes are modelled by the 
gradient diffusion hypothesis in a similar way (Launder, 1974; Bradshaw, 1997).
Predicting Turbulent Flows
One-point dosureCorrelations Integral Equations Two-point closure LES DNS
Eddy Viscosity Models Algebraic Stress Models Reynolds stress models
zero-equation one-equation two-equation
k-epsilon
RNG formulation k-epsilon+ pdmnon-linear k-epsilon 'tuned1 k-epsilon dual-time scale k-epsilon
Table 2. Hierarchy o f methods o f predicting turbulent flows. Coloured boxes indicate the 
turbulence models currently available in CFX 5.3
2.4. Modelling flow through porous regions
There is substantial literature surrounding the general topic of flow over bluff 
obstacles in turbulent shear flows, but porous obstacles have been less well 
studied (with the exception of shelter fences, e.g. Wang & Tackle 1986)
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However, many structures of industrial importance are essentially porous (e.g. 
offshore oil platforms), and in some cases whole sites could be considered as a 
single porous obstruction rather than a collection of individual obstacles. It is 
usually impractical to represent all the precise geometry of complex structures, so 
the effect of the overall array on the boundary layer flow must be modelled in 
some other way. Obviously the flow within the porous structure will not be 
modelled accurately, but if the overall drag of the array can be modelled 
appropriately, then the far wake, and possibly even features of the near wake can 
be captured.
The way in which porosity affects the mean flow has received some attention, 
following early work by Castro (1972) on the nature of the wake behind a two- 
dimensional strip in free flow. More recent work by Speirs (1997) on 3-D porous 
arrays have shown that, as found earlier in the context of 2-D ‘free’ flow cases, 
porosity acts first to shift the turbulent reversed flow region further downstream of 
the obstacle. Further increases in porosity eventually lead to this reversed flow 
region ‘blowing away’, so that the region of weaker turbulence in the wake is 
more extensive.
These qualitative features were not captured by the porous model in Packwood 
and Castro’s initial (1997) computations, which incorporated a body force and/or 
‘volume porosities’ to represent the porous arrays. Nonetheless, there was some 
evidence that the overall drag of the array was adequately modelled. The complex 
three dimensional data and lack of turbulence data made separating the effects of 
inadequacies in the turbulence and porosity models very difficult. Wind tunnel 
measurements of mean and turbulence parameters in the near wake of 2-D porous 
fences were than undertaken to quantify the effect of porosity on the presence and 
character of the reversed flow region.
Packwood and Castro (1999) then investigated the extent to which the modelling 
techniques used in CFX 4 could yield accurate predictions of flow behind 2D 
porous blockages. They compared changes in the porosity and resistance factors, 
and the model appeared to be slightly more sensitive to changes in porosity than 
resistance factors. The ability of the simple resistance model to represent the 
porous fences was good, but more data on resistance to flow in thicker porous 
volumes would be useful.
They acknowledge that three-dimensionality and the juxtaposition of multiple 
porous obstacles is likely to be more demanding of CFD codes, especially if the 
near-wake details are required for dispersion modelling. However, solid 
understanding of the simpler case is required to allow the development of anything 
other than non-general empirical approaches for ‘real’ situations. Interested 
readers should refer to Fothergill (2000).
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3. Preliminary study of floating roof tanks
On a typical petrochemical process site, approximately 50% of emissions arise 
from the tanks in which product and feedstock is stored (Figure 1). These are 
circular cylindrical storage tanks with a floating roof, i.e. the roof floats on the 
surface of the tank contents, thus creating a cavity when the contents are reduced. 
Measurements had indicated far higher gas concentrations above certain tanks, 
and it was thought that roof height is related to emissions. Modelling such 
processes would be valuable, and we therefore aimed to investigate the 
capabilities of CFD for such applications.
The aim of this study was therefore to explore the capabilities of the model, 
investigate the process of carrying out comparisons of numerical and experimental 
data, and make further recommendations for the validation of the code from some 
preliminary data that had been collected. Validating against full-scale field data is 
important due to the incomplete modelling of atmospheric turbulence in most 
wind tunnel experiments (MacDonald, 1998).
3.1. Field data analysis
Pulsed wave sonic anemometers measured wind direction, horizontal and vertical 
windspeed inside a tank for 42 hours at 5 second intervals. Four anemometers 
were placed along an axis of the tank diameter in the direction of the external 
wind direction (Figure 2). The roof of the tank was at h/2 (where h = tank height).
Figure 1.Product storage tank, height c. 25m, diameter c. 50m
Figure 2. Sampling locations within tank
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Instantaneous u’ (velocity in direction of flow), and v’ (velocity normal to flow 
direction) were derived from the horizontal speed and direction using the formula,
u’ = s cos 9 
v* = s sin 9
where s is the horizontal speed and 9 is the degrees from north. 29 minute time 
periods within the time series were selected where the external wind direction only 
fluctuated 29° either side of the mean.
3.2. Numerical simulation
Simulations of flow around tanks using the general-purpose CFD code, CFX 4.1, 
available from AEA Technology, were carried out. The flow was solved on a 
structured mesh of hexahedral elements. The atmospheric boundary layer, a 
feature which had previously not been included in simulations of flow over 
floating roof tanks (Pasley 1997), was modelled using parameters derived from 
wind tunnel measurements of a deep boundary layer (Packwood & Castro 1997). 
The boundary layer in the computational domain is maintained by a rough surface 
at the bottom of the computational domain.
The turbulence model chosen included a preferential dissipation modification 
(PDM), to the k-e model in CFX implemented by Packwood (1998). This 
modification addresses the underprediction of dissipation upwind of bluff bodies, 
characteristic of the k-s model (Hanjalic 1994), and gives significant 
improvements over the standard k-s model (Rodi, 1993).
3.3. Discussion & recommendations
The modelled and measured u and w components, compared along the centreline 
of the tank on the tank roof, show reasonable agreement (figure 3).
2.5
-0.5 t-
00
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2.0
0.0
- 2.0
Figure 3 . Comparison o f u and v components o f velocity along axis o f tank roof
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However there is much work to be done in gaining full scale data which is suitable 
for validating numerical models. The sampling intervals of the data, at 5 seconds, 
were too long to provide information about the turbulence of the flow. Sampling 
times were too short - longer sampling periods would have provided periods with 
less variability in wind direction. In addition the number of sampling points are 
too sparse to make a full comparison.
Figure 4. Vertical section through tank
The numerical simulations are also at the preliminary stage. The CFD results do 
not show the expected pattern on the outside of the tank: the predicted flow 
patterns (figure 4) show no separation and reattachment downwind of the tank. 
They may therefore not be reliable for the internal flow. This may be due to the 
preferential dissipation modification to the turbulence model, which enhances 
upstream turbulence and hence delays separation. The grid-independence of the 
solution was not tested for but the symmetry boundary along the centreline of the 
tank may force unrealistic behaviour, and the roughness of the tank walls may 
also be crucial.
This preliminary study was useful for understanding what is involved in 
processing, non-dimensionalising and comparing numerical data and 
measurements. This is a fascinating problem to tackle numerically. To investigate 
further we should look at the dependence of the solution on the mesh density. The 
effect of the turbulence model on separation from the curved walls of the tank is 
of interest, as is the effect of the roughness of the tank walls and the symmetry 
boundary condition. Finally, in order to validate numerical models, the turbulence 
description in the code is as important as the mean flow properties. Higher 
frequency data is therefore required to measure the turbulence in the flow.
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4. Wind tunnel validation of flow and dispersion.
Emissions from tanks on petrochemical process sites occur during filling, by 
evaporation, and from the failure of seals. Of particular health and safety concern 
are the concentrations of gas in the vicinity of tanks. Current methods of assessing 
gas concentrations in these areas involve extensive measurement or the use of 
models which are unable to account directly for the effects of complicated process 
plant structures on flow and dispersion. Therefore improved understanding and 
modelling of the dispersion of emissions in the vicinity of storage tanks is 
required. Many storage tanks are surrounded by a low-lying surrounding wall 
known as a bund. These are used on industrial sites to capture the contents of the 
storage tank if it fails. Their effect on flow and dispersion is of interest in addition 
to providing a challenging test case for CFD.
This study has a direct application to health and safety assessments, because the 
most widely-used dispersion model, Atmospheric Dispersion Modelling System 
(ADMS) does have parameterisations for cubes at 0° and 45° to the flow. 
Therefore similarity of flow and dispersion characteristics in the wake of a circular 
cylindrical storage tank and a storage tank with a bund, to cubes at 0° and 45° to 
the flow required investigation.
Wind tunnel and numerical experiments were used to show that the plume in the 
wake of a cylinder is most similar to that in the wake of a cube at 45 degrees to the 
flow, while a the plume in the wake of a cylinder with a low lying surrounding 
wall (designed to represent a bund) is more similar to that in the wake of a cube at 
0 degrees to the flow. Two different meshes were tested and the mesh with prisms 
was found to give more accurate solutions on the curved wall geometries due to 
the increased resolution in areas where the separation point is difficult to predict. 
The Reynolds stress model provided some improvements in flow predictions but 
this did not extend to dispersion predictions. This work was presented at the 
Computational Wind Engineering Conference 2000 and details are published in 
the Journal of Wind and Structures (Fothergill et al 2002). This paper can also be 
found in Appendix F of the report in this volume entitled ‘Validation of CFX-5 for 
near-field flow and dispersion’.
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5. Applications
The research into atmospheric modelling has been applied to two cases involving 
storage tanks; firstly, release locations for emission flux calculation, and secondly, 
maintenance safety issues. It is intended that a third case will simulate gas 
concentrations arising from road tanker filling.
5.1 Internal and external flow exchange on rim vented fixed roof tank.
o  -*  w  <Ji <j > M
no w  o j  ^  ^
Figure 6. Exchange o f flow at vents in tank rim
The exchange between the flow internal and external to a cylindrical cone-roof 
storage tank (figure 5) with five vents at rim level, was of interest in calculating 
emission fluxes. The emissions from the downwind vent, where one would expect 
the polluted gas to be emitted, were measured in order to calculate the emissions 
rate. However the measured concentrations were extremely low in relation to the 
concentrations measured downwind in the wake.
The unstructured meshing code, CFX-5.3 was used to build a cone roof tank with 
five vents at rim height, a geometry which would be far more time-consuming to 
build with a structured meshing facility. The CFD study showed that, contrary to 
the hypothesized situation, the flow is emerging at the two of the downwind vents 
but not the third (Figure 6). Therefore these two vents on the downwind side are 
key locations for the measurement of concentrations to assess emission fluxes.
Figure 5. Cone roof tank with vents at
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5.2 Maintenance of storage tanks
CFD will be used to assess hazardous concentrations of gas in the vicinity of 
buildings and storage tanks. One specific case which may be studied involves two 
maintenance covers at ground level, at the upwind and downwind ends of a 
storage tank. The gas escaping from the maintenance covers built up to such a 
level that an ignition source caused an explosion. This led to the question of which 
maintenance cover had the gas escaped from. Initial studies indicate that the mean 
flow streamlines originating at the upwind maintenance cover recirculate in the 
wake of the tank for a longer period of time (Figure 7) than those originating at the 
downwind manhole cover, most of which simply stagnate (figure 8) . Therefore 
gas slumping out of the upwind maintenance cover is more likely to cause high 
concentrations of gas in the wake.
flow streamlines originatmgHJijj^wiiid side at ground level.
Figure 7.
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originalMean flow streamlines downwind side at ground level.
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Figure 8.
5.3 Road tanker filling
Hazardous concentrations of gas are created when road tankers are filled with fuel 
for transportation to filling stations. For situations when the wind is carrying the 
hydrocarbon vapour in the direction of the cab, it is difficult to make simplifying 
assumptions about the hazardous concentrations of gas, due to the complexity of 
the geometry and the non-neutral buoyancy of the vapour.
The situation will be simulated with CFX-5. At this stage the mesh has been built
(see figure 9).
Figure 9. Geometry of 
road tanker created in 
pre-processor
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6. Atmospheric turbulence and dispersion modelling
Atmospheric boundary layer flows present a number of difficulties for general 
purpose solvers. Stability has a significant effect on turbulent dispersion. The flow 
fields are unbounded so there is no unique length scale, as there is in internal 
flows. The distribution of turbulent energy is length scale dependant and many 
flows are characterised by low frequency turbulence which in many cases cannot 
be distinguished from unsteadiness.
Turbulence and diffusion in the atmospheric boundary layer are markedly 
anisotropic, being characterised by turbulent velocity components in the along- 
wind, cross-wind, and vertical directions, typically occurring in the ratio 
1:0.68:0.45 (Hall 1996). The anisotropic behaviour results in increased lateral 
spreading of a plume and reduced vertical spreading near the ground. The k -s 
model and variants provide only an isotropic treatment and therefore tend to give 
similar spreading rates in the along-wind, cross-wind and vertical directions. The 
RSM model represents anisotropic effects, since transport equations are solved for 
the full set of turbulent stresses although the computational effort is greater. 
Wright (2000) recommends the non-linear k-s model which incorporates both 
anisotropic turbulence modelling and high computational stability. However this 
model is not implemented in the available CFD model.
Dispersion simulations carried out to date show that the concentrations predicted 
by the Reynolds Stress model are largely similar to the concentrations predicted by 
the k-s model, giving the appearance of an isotropic treatment of the turbulent 
diffusivities, i.e. the scalar diffusivities in the three co-ordinate directions appear 
not to be scaled to the turbulent fluxes. However this was based on the flawed 
assumption that the Reynolds Stress model would predict noticeably different 
turbulent fluxes in the three co-ordinate directions. This assumption needs to be 
examined.
In two-equation turbulence models, transport equations for the turbulent kinetic 
energy k and either a length scale or a derived scale, are solved. In the widely used 
k-s turbulence model the second transport equation is that for the dissipation rate 
s. The turbulent velocity scale and mixing length scale (equal to the dissipation 
length) are calculated to give an eddy viscosity
Modelled transport equations are solved for k and s. These transport equations use 
the constants
CM = 0.09, Cei =1.44, Ce2 = 1.92, a k= 1, cr8 = 1, a 0= 0.9,
With the exception of a e these are the values recommended by Launder and 
Spalding (1974).
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The model is most sensitive to , which sets the general level of turbulence. In
principle, C can be determined from the structure constant (x/k)2, which implies
C = 0.03 for rough-wall boundary layers (Raithby et al., 1987). The more
conventional value C = 0.09, based on Klebanoff s original smooth-walled flat-
plate data does however have the advantage of being optimised to the values of 
Csi = 1.44, Cg2 = 1.92 above. If CM is altered then the other constants also need to
be changed.
Decreasing the coefficient increases the levels of turbulent kinetic energy. 
Hall’s (1995) study found the alteration of CM from 0.09 to 0.03 changed turbulent
9  9  9 9kinetic energy levels from 0.78m /s to 1.37m /s . However this did not alter the 
eddy viscosities. Hall states that the eddy viscosity is not affected by changes in 
C but the effect on the diffusion coefficient requires investigation.
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7. Future research, October 2000-September 2002
The application of CFD to near field atmospheric dispersion problems will be 
refined and evaluated.
7.1 Improvements to increase computational accuracy
Increased computational accuracy means closer to the actual numerical solution 
rather than closer to the measured values.
7.1.1 Ensuring grid independance
The design of the mesh has been found to be the area where efforts should be 
focused in order to improve computational accuracy.
7.1.2 CCCT discretisation scheme
The CCCT discretisation is scheme is fully second-order and unlike the 
hybrid discretisation scheme used in the current simulations, which is a 
combination of first- and second-order discretisation, it is bounded, so numerical 
diffusion is reduced and over- and under- shoots are prevented. This has been 
found in previous studies by CFX practitioners to have a greater effect than the 
turbulence model chosen. In order for CCCT to be implemented, CFX 5.4.1 will 
be installed, once potential computing memory shortages are resolved.
7.1.3 New CFD users should be alerted to the requirements for the 
convergence of the solution.
7.2 Further analysis of results from experimental validation of near-field flow 
and dispersion.
7.2.1 Atmospheric (anisotropic) dispersion. It has already been mentioned 
that turbulence and diffusion in the atmospheric surface layer are markedly 
anisotropic. The ratio of turbulent fluxes in the three co-ordinate directions in 
the wind tunnel measurements will be investigated, as will the capability of the 
Reynolds stress model to predict these. According to the CFX vendors, the 
turbulent diffusivity is proportional to the turbulent stresses in the Reynolds 
stress model, so this relationship between the turbulent stresses and the 
turbulent diffusivities in the three co-ordinate directions will be examined. The 
discrepancies between wind tunnel and computational dispersion 
characteristics, specifically the ratio of lateral to vertical spreading behind 
circular cylinders and cubes at 45 degrees to the flow, will be investigated in
23
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light of the analysis if the ratios of Reynolds stresses. Existing discrepancies 
may be due to the inaccurate prediction of the turbulent stresses.
7.2.2 Investigate the effect of wall modelling within the Reynolds Stress 
model. As mentioned in Chapter x, the omission of wall reflection terms can 
cause poor prediction in impingement regions. Relevant literature will be 
reviewed to identify the requirements of further research into this area.
7.2.3 Testing Reynolds number dependancy. Flow around circular cylinders 
is particularly sensitive to the Reynolds number of the flow. The highest 
Reynolds number achievable in the wind tunnel simulations of flow round a 
circular cylinders was approximately a factor of 400 lower than a full scale 
tank at the same wind speed. The Reynolds number differences can be 
examined with CFD. The Reynolds number of the flow may have a significant 
implications for the translation of wind tunnel results to the full scale.
7.2.4 Validating flow around a cube. Validation against flow and turbulence 
measurements around a cube is important as it will allow difficulties that the 
code has with modelling the separation effects of finite length circular 
cylinders to be distinguished from the problems that occur when modelling 
simpler geometries. Two databases of validation data have been identified. 
One of these datasets is part of a larger investigation into stable and unstable 
boundary layers by Chris Mare' at the Environmental Flow Research 
Laboratory at the University of Surrey, and would be useful for comparisons to 
stability simulations.
7.3 Altering the coefficient in the eddy viscosity. See Chapter 6 for details. This 
will involve investigation into the capability of altering empirical constants within 
CFX-5.3.
7.3.1 Full scale validation. Full scale effects can be investigated by 
simulating a flow around a 6m cube in the atmospheric boundary layer which 
has been measured at Silsoe Research Institute. Although this has been done 
by a number of authors it will give extra confidence that the results from CFX- 
5 are not anomalous. Velocity, pressures and turbulent kinetic energy have 
been measured, so the discrepancies between the small scale modelled and 
measured turbulence can be compared with the difference between the full 
scale modelled and measured turbulence. The full-scale turbulence 
components are not currently available but the possibility of obtaining these 
for validating the anisotropy predicted by the Reynolds stress model will be 
investigated.
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7.4 Neutral/stable/unstable boundary layers. Investigations into modelling 
stable boundary layers will involve a literature review to establish the 
recommended boundary conditions which simulate stability. Validation data may 
be available from current wind tunnel investigations into the same. It has 
previously been found (at Imperial College) difficult to achieve a steady state 
boundary layer throughout the domain. If the CFD code is unable to model a 
stable boundary layer then a literature review should be carried out so that the 
effects on dispersion of different stability atmospheres can be implied.
7.5 Investigating alternative dispersion modelling techniques
7.5.1 Heavy gas dispersion. This has been investigated in some detail for 
simple geometries, but it has not been validated for complex cases. It may be 
possible to compare CFD to a simple model. Full scale measurements of heavy 
gas dispersion in the vicinity of a fence have (Thomey Island) been identified 
which may provide validation data.
7.5.2 Source emission rates. Fugitive, as opposed to catastrophic and routine, 
emissions from tanks are dependant on wind speed and the vapour pressure of 
the evaporating substance. It may be possible to model a source that is 
dependant on wind speed. Alternatively different source strengths can be 
modelled. The development of a methodology for implying the effects of 
different source strengths will be investigated. Defining the source emission 
rate in most situations is abitraiy so this will be investigated.
7.6 Post-processing techniques
7.6.1 Wind speed and direction fluctuations. Overall direction fluctuations 
might have the effect of increasing plume spreading. However this should not 
have a significant effect on large-obstacle, near field dispersion. It may be 
possible to develop a post-processing methodology which accounts for the 
effects of wind direction fluctuations such as weighting or increased 
dispersion.
7.6.2 Concentration fluctuations. The importance of concentration 
fluctuations in gas safety studies will be judged, and, if appropriate, a post­
processing methodology to characterise gas concentrations as a mean wind 
speed and mean concentration with a single measure of fluctuation intensity on 
these parameters will be developed.
7.7 Applying expertise to atmospheric dispersion modelling
Further issues worthy of research may arise during the execution of the plan. If 
resources do not allow their inclusion within the study, they will nonetheless be 
considered and outlined in research proposals.
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8 Deliverables by September 2001
7.8.1 Report on flow and dispersion around tanks and other ‘buildings’ in 
full. Although written in a paper (submitted to the Journal of Wind and 
Structures), this did not allow sufficient detail to document the methodology 
and findings of the study. Further investigation into the degree of anisotropy 
captured by the Reynolds stress model, the effect of modelled anisotropy on 
scalar diffusion, wall modelling, and Reynolds number effects will be reported 
(see 7.2).
7.8.2 Research note on altering the eddy viscosity coefficient, and full-scale 
and small-scale validation of flow and turbulence characteritics in the vicinity 
of cubes (see 7.3).
7.8.3 Research note reporting investigation into modelling stability (see 
7.4).
7.8.4 Work on identifying hazardous area classifications will be reported 
(see 7.7).
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8. Expected final achievements
8.1 Aim
The overarching aim is to improve expertise and knowledge about the application 
of a general-purpose CFD solver to near field atmospheric dispersion. The key 
word here is atmospheric, as CFD was originally designed for internal flows with 
definable lengthscales. Atmospheric situations, as reviewed previously, involve 
many considerations such as anisotropic turbulence and unstable boundary layers. 
In addition to this there are features internal to a CFD model that can be adjusted. 
At a more fundamental level there are guidelines that apply to any CFD study. 
Several examples have been utilised, and several more have been identified, which 
give scope to explore the scientific details. The solver has been validated against 
two sets of data and. The aim of improving expertise in the application of CFD to 
near field atmospheric dispersion can be embodied in guidelines on use.
8.2 Guidelines on problem solving with CFD
8.2.1 Sensible reduction of complexity
CFD simulations can potentially include more detail and physics than is 
necessary. However a clear understanding of the processes in play is required 
in order to decide where simplifying assumptions can be made. Therefore 
guidelines should try to address questions about replacing geometric detail 
with roughness, modelling exchanges between internal and external flows 
simply as an inlet from the internal flow to the external flow, or replacing 
actual upstream features with an upstream boundary condition. If CFD is to be 
applied practically to near-field dispersion problems then such simplifications 
will be required.
This said, in solving fluid flow problems we need to be aware that the underlying 
physics is complex and the results generated by a CFD code are at best as good as 
the physics embedded in it and at worst as good as its operator. To elaborate on 
the latter issue, the user of a code must have skills in identifying and formulating 
the flow problem in terms of the physical and chemical phenomena that need to be 
considered. All but the simplest problems require assumptions to reduce the 
complexity to a manageable level whilst preserving the salient features of the 
problem in hand. It is the appropriateness of the simplifications introduced at this 
stage that at least partly governs the quality of information generated by CFD, so 
the user must continually stay aware of all the assumptions, clear cut and tacit, that 
have been made.
8.2.2 Applying the technique to risk assessments.
Ideally, guidelines will be written which detail the best use of CFD in near-field 
atmospheric dispersion problems, what approximations can be made and need to 
be bom in mind in the analysis, where other models are more appropriate, and
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where it can be used in conjunction with other models. In particular the guidelines 
should include techniques for effective analysis of the results with a view to gas 
safety; for instance, how to establish flammable limits and how this translates 
from CFD results.
8.3 Industrial relevance
The existence of CFD expertise in the hazard and risk assessments is of import for 
two reasons. Firstly, CFD can be used to solve the most complex problems for 
which simplifying assumptions cannot be made, for instance, judging the 
hazardous areas due to gas releases in the vicinity of complicated geometries. The 
classification of hazardous areas during the filling of road tankers, and during the 
maintenance of storage tanks (Chapter x) are examples of this.
Secondly, it can be used as validation for simpler models, testing complex 
situations to assess which simplifying assumptions are accurate, thus guiding the 
use of simpler models. The study of the appropriate orientation of a cube (0° or 
45° to the flow) to effectively simulate storage tanks and tanks with bunds in 
ADMS was another example of this. Therefore CFD is required to increase the 
credulity and quality of safety assessments.
CFD is also used to replace or supplement experimental measurements, where 
resources do not allow a full experimental study. CFD provides information 
throughout the complete flow or dispersion field and in many cases predicts 
quantities that are impossible to measure. Finally, CFD can provide boundary 
conditions for other models, such as pressure conditions on the boundaries of 
simple models used to simulate ventilation rates in offshore structures, or gas 
concentrations to input into explosions models such as EXSIM (Saeter 1998).
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8.4 Environmental Technology
Improving methods of atmospheric dispersion modelling has many indirect 
influences on reducing environmental impacts.
8.4.1 To date the technique developed has improved emissions
inventorisation and location prediction. In the first instance these enable leak 
detection and repair programmes to be carried out more effectively than before, 
and are generally applicable to a wide range of problems in the built environment. 
The emphasis throughout is to provide solutions for reducing environmental 
impacts through the novel application of technology.
8.4.2 Computation of accurate gas concentration fields has the potential to 
highlight the conservativeness of simpler estimates. This could lead to 
improved leak detection and repair to ensure compliance to environmental 
regulation.
8.4.3 Local environmental impacts will be reduced by preventing explosions.
8.4.4 Simulations of wake profiles show the error in emission flux 
estimates. More accurate emission flux calculations have the potential to 
reduce environmental impact through, for instance, carbon trading, or 
identifying leaky tanks.
A hiatus exists between director level statements about emissions quantification 
and measurement, and the practicality of implementing these due to the fractured 
nature of the business units. It is hoped that recommendations for practical 
environmental improvements can be made.
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APPENDIX 1
Further research alternatives considered at planning stage.
3 alternative research options were considered. These were
1) Investigating the ideal scale at which CFD models can be taken up to and that 
mesoscale meteorological models can be reduced to and combine the two 
different-resolution models. However much work has been done in this very 
active field and it is not particularly applicable to a refinery; the nature of the 
source does not matter at the meteorological scale.
2) Continuing validation of the code against the experimental data of tanks in 
arrays was also considered. However at this stage the validation that has been 
carried out gives sufficient confidence in CFDs ability to model dispersion in 
the vicinity of relatively complex geometries. Although the discrepancies are 
not insignificant, they are at least consistent. The degree of accuracy can hence 
be brought into consideration for other studies. Further validation would be 
useful, so this may included if resources allow.
3) Investigating porous modelling was also considered. Work done to date gives 
some indication as to where this is a useful approximation. The examples 
included may require porous approximations. However this research is not as 
appropriate to gas safety applications as to air quality quantification.
The option chosen, optimising CFD for near-field atmospheric dispersion,
develops the skills gained to date, and suits the business requirements of the
Department.
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University of Surrey Engineering Doctorate in Environmental 
Technology (1998-2002) Progress Report, October 1998 - March
1999
6 month report
University of Surrey Engineering Doctorate in 
Environmental Technology (1998-2002) Progress Report, 
October 1998 - March 1999
Summary
This note records progress made toward the Engineering Doctorate in Environmental 
Technology in collaboration with the Universities o f  Surrey and Brunei
TASKS, TARGETS AND DELIVERABLES OCTOBER 1998 - APRIL 1999 
Targets
1) Fulfil the requirements of the Engineering Doctorate program.
2) Gain knowledge and understanding of the fluid dynamics of environmental 
flows.
3) Gain expertise in applying CFD to environmental flows.
4) Develop an understanding of the business.
5) Develop the general knowledge and skills required to carry out the above.
Tasks and deliverables required to fulfil targets
1) Engineering Doctorate
Tasks
1. Attending modules and completing assignments on time and to appropriate 
quality
2. Demonstrate clear and regular communications with Eng.D. and academic 
supervisor
3. Transfer taught module skills to air quality team members.
Deliverables
1. An up to date and indexed portfolio with copy held by academic supervisor
2. Regular communications with academic supervisor and course director
3. Verbal contributions/presentations to AQ team as appropriate.
2) Fluid Dynamics - Knowledge
Tasks
1. Understand the phenomenology of base flows of interest to the AQ team.
2. Understand what is meant by the closure problem in turbulent flow (isothermal, 
incompressible)
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3. Understand principles of fluid modelling (wind tunnels) and work done in 1998 
at the University of Surrey on fence flows.
4. Read LS portfolio.
Deliverables
1. Short essay summarising work done on porous wakes including the 2D wind 
tunnel measurements and suggesting how these can be used to test CFD.
2. Short essay on closure modelling.
3. Report (by Ian Castro and Alan Packwood ) describing contract work done in 
1998. Scope and timings of publication on same.
3) CFD - Expertise
Tasks
1. Become familiar (by means of training and practice) with the software package 
CFX 4.1 and its pre and post processors.
2. Understand the basic assumptions made in implementing closure in CFD 
models and the difference between k-e models and Reynolds stress models.
3. Carry out simulations of wind tunnel experiments and compare with data.
4. Review of literature on the computational fluid dynamic (CFD) modelling of 
atmospheric flow and dispersion in the vicinity of buildings and structures.
Deliverables
1. Training and practice with software package CFX 4.1
2. Literature review on CFD modelling of atmospheric flow.
4) Knowledge of the Business
Tasks
1. Understand the basic business and drivers of the air quality team.
2. Understand Shell’s Environmental policy and how the current project is 
Environmental Technology.
Deliverables
1 .Essay on Shell’s Environmental policy.
5) General Knowledge / Skills
Tasks
1. Complete mathematics foundation course making full use of available help.
2. Become familiar with principles of computing including UNIX workstation 
operation and basics of the Fortran programming language.
3. Identify training opportunities wherever possible.
4. Demonstrate time management/planning activities.
Deliverables
1. Regular discussion with supervisors.
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2. PROGRESS AGAINST TARGETS
1) Engineering Doctorate
Tasks
1. Assignments were completed for modules on:
• Communication and Leadership
• Project Management
• Life Cycle Assessment
• Clean Technology and Sustainability
2. Communication with academic supervisor via email regularly, and monthly 
meetings. Weekly progress meetings with industrial supervisor.
3. ‘Visit reports’ to team after attendance at modules (via email) and 
communication of ideas in person.
Deliverables
1. Done. Academic supervisor holds a copy of the indexed portfolio.
2. Done.
3. Done.
2) Fluid Dynamics - Knowledge
Tasks
1. An essay looking at work done on porous wakes was completed. Many 
structures of industrial importance are essentially porous. However, porous 
obstacles have not been as well studied as flow over bluff bodies. The exception is 
work on shelter belts, used as a means of modifying microclimates for agricultural 
purposes. The studies of shelterbelts clearly showed the qualitative features of the 
mean flow behind screens of various porosity. A recently completed study by 
Spiers (1997) included an experimental investigation of the flow through arrays of 
porous screens, designed to represent a process plant. These measurements were 
used to test CFD. Further measurements of turbulence characteristics behind 2D 
porous fences were made (Castro 1998) and compared with CFD simulations. The 
ability of CFX to model porous blockages was encouraging, and the intention is to 
extend the experiments and computation to modelling three dimensional porous 
blockages, having identified the key parameters.
2.The closure problem arises from the time-averaging of the momentum 
equations. This results in six additional unknowns, the Reynolds stresses. 
Similarly, time average scalar transport equations show three extra unknowns. The 
complexity of turbulence precludes simple formulae for the extra stresses and 
turbulent scalar transport terms.
Deliverables
1. Completed.
2. Completed.
3. Completed. Publication of findings involves rewriting and targeting journals. 
Further inquiries into timings will be made.
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3) CFD - Expertise
Tasks
1. A training course at AEA Technology, Harwell, was attended.
Practice was provided by simulating the example of flow over an open floating 
roof tank. This was completed with advice from CFX user support, and 
‘troubleshooting’ sessions with another CFX user. This was useful for ‘scoping’ a 
larger project to simulate flow over floating roof tanks with different tank heights 
which will help identify more efficient methods of monitoring emissions.
2. It is the main task of turbulence modelling to develop computational procedures 
of sufficient accuracy and generality to predict the Reynolds stresses and scalar 
transport terms. Reynold stress models are more accurate, but more 
computationally expensive, than k-s models. The literature review describes 
current knowledge in detail.
3. Simulations of wind tunnel experiments have been adapted and run, although 
they were run from files set up by AP. These were compared with data which had 
also been processed already by AP. More validation of the CFD is required so this 
will be pursued in the next six months.
4. A review of literature relating to CFD modelling of flow and dispersion near 
buildings and structures has been completed. The aim of the review was to 
establish the present state of knowledge of CFD modelling of flow and dispersion 
which is affected by buildings and structures similar to those found in oil 
refineries, in particular, looking at the CFD modelling of non-isotropic flow. 
Studies reviewed included experimental and analytical methods of predicting flow 
and dispersion, in comparison to CFD modelling. The CFD was divided into 
component elements and the challenges posed by simulating atmospheric flows 
identified. The elements of CFD dealt with were mathematical classification, 
discretisation approaches, numerical schemes, the numerical grid, turbulence and 
porous modelling. Applications of CFD to flow in the vicinity of buildings, 
topography and complex structures were also discussed. This made the avenues of 
research clear. The key area to research is reducing the variability of results, 
especially through improved turbulence and porous modelling.
Deliverables
1. Done.
2. Done.
4) Knowledge of the business
Tasks
1. Understanding of the business and drivers of the air quality team was developed 
by attendance at meetings and personal communication.
2. A discussion of Shells Environmental policy was subsumed within the 
assignment for Clean Technology and Sustainable development. Shells 
Environmental policy lays great emphasis on Sustainable development, although 
the implications of this for different Shell Group companies obviously differ in 
emphasis.
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Deliverables
1. Not completed. Moved to next quarter
5) General knowledge/skills
Tasks
1.Mathematics covered the closure problem in turbulent flow, and different types 
of turbulence models.
2. Use of CFX 4.1 required UNIX workstation operation, and implementing user 
routines also required basic knowledge of Fortran programming language. These 
will be expanded on with the further use of CFX.
3. Training opportunities: Attended Research Methodology course as an optional 
elective. Training course at AEA Technology already mentioned. Various other 
courses and conferences have been identified. Most are later in the program, and 
in any case will be more useful in future.
4. Project management assignment included project calendar and four year plan, in 
addition to weekly progress meetings.
Deliverables 
1 .Done.
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3. TARGETS FROM APRIL 1999-OCTOBER1999
Targets
1) Fulfil the requirements of the Engineering Doctorate program.
2) Develop expertise in applying CFD, evaluating CFD results and gaining 
physical understanding of flows.
4) Develop an understanding of the business.
5) Develop general knowledge and skills required to carry out the above.
1) Engineering Doctorate
Tasks
1. Attend modules on Sociology of the Environment, Risk Perception and 
Communication, and Hands on Audit
2. Prepare paper for EngD conference, September 1999
3. Arrange and attend bi-monthly target-setting meetings with both supervisors
Deliverables
1. Complete module assignments.
2. Conference paper and presentation 
due date: 1/9/99
3. Meeting minutes including agreed tasks, targets and deliverables to be lodged 
with course director.
2) Knowledge of fluid dynamics and expertise in CFD
Tasks
1. Carry out further simulations of flow over tanks and validate against Tranmere 
data.
2. Carry out comparisons of flow and dispersion modelling and measurements
3. Discuss collaboration with Silsoe involving sharing CFD and experimental 
results.
Deliverables
1. Instruction sheets on approaching CFD from a non-users perspective, including 
all possible problems encountered and error messages dealt with.
Due date: 1/5/99
2. Research note on accuracy of CFD for different scenarios simulated and 
validated.
Due date: 1/6/99
3. Dialogue with Silsoe, 1/6/99
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3) Knowledge of the business
Tasks
1. Understand the business and drivers of the air quality team
2. Understand how the current project is Environmental Technology
Deliverables
1. Essay on Shell’s Environmental Policy and how the current project is 
Environmental Technology Due date: 16/7/99
4) General knowledge/ skills
Tasks
1. Identify training opportunities wherever possible
2. Demonstrate time management/planning activities
Deliverables
1. Regular discussion with supervisors.
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University of Surrey Engineering Doctorate in Environmental 
Technology (1998-2002) Progress Report, April 1999 -
September 1999
12 month report
University of Surrey Engineering Doctorate in 
Environmental Technology (1998-2002) Progress Report, 
April 1999 - September 1999
Summary
This note records progress made toward the Engineering Doctorate in 
Environmental Technology in collaboration with the University of Surrey.
TARGETS from April 1999 - September 1999
1) Engineering Doctorate
Tasks
1. Attend modules on Sociology of the Environment, Risk Perception and 
Communication, and Hands on Audit
2. Prepare paper for EngD conference, September 1999
3. Arrange and attend bi-monthly target-setting meetings with both supervisors
Deliverables
1. Complete module assignments.
2. Conference paper and presentation 
due date: 1/9/99
3. Meeting minutes including agreed tasks, targets and deliverables to be lodged 
with course director.
2) Knowledge of fluid dynamics and expertise in CFD
Tasks
1. Carry out further simulations of flow over tanks and validate against Tranmere 
data.
2. Investigate collaboration with Silsoe involving sharing CFD and experimental 
results.
Deliverables
1. Instruction sheets on approaching CFD from a non-users perspective, including 
all possible problems encountered and error messages dealt with.
Due date: 1/5/99
2. Research note on accuracy of CFD for different scenarios simulated and 
validated.
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Due date: 1/6/99
3) Knowledge of the business
Tasks
1. Understand the business and drivers of the air quality team
2. Understand how the current project is Environmental Technology
Deliverables
1. Essay on Shell’s Environmental Policy and how the current project is 
Environmental Technology Due date: 16/7/99
4) General knowledge/ skills
Tasks
1. Identify training opportunities wherever possible
2. Demonstrate time management/planning activities
Deliverables
1. Regular discussion with supervisors.
2. PROGRESS AGAINST TARGETS
1) Engineering Doctorate
Tasks
1. Attended modules on
• Sociology of the Environment
This module introduced ideas about the need for social research, as sociological 
research is often vital even for scientific projects. Social research methods were 
considered. For the assignment a proposal was written for a piece of social 
research investigating the market for expertise and services offered by Shells’ Air 
Quality Team.
• Risk Perception and Communication
This module broadened our understanding of environmental risk management. 
Risk communication is required in the current socio-political climate to mitigate 
public conflict and promote strategic thinking about risks.
• Research methodology
The optional research methodology module considered the philosophy and 
approach required for successful research, covered publishing and intellectual 
property rights, and carried out mock viva examinations.
Hands on Audit will be attended in 2000
2. A paper was prepared and given at the EngD Environmental Technology annual 
conference, September 1999, (Fothergill C.E., Roberts, P.T., & Packwood, A.R.
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(1999) ‘Flows through and around process plant structures’ Proceedings, 
Engineering Doctorate in Environmental Technology Annual Conference 1999, 
195-204) This paper reflected technical work done in support of the business over 
the period. Simulations of wind flow over floating roof storage tanks are validated 
against field data, and good agreement between simulation and field data is 
obtained.
3. Meetings were not bi-monthly due to logistical problems. Communications are 
adequate, although they could be improved.
Deliverables
1. Done
2. Done
3. Done
2) Knowledge of fluid dynamics and expertise in CFD
Tasks
1. Carried out further simulations of flow over tanks and validated against 
Tranmere data. The Tranmere field data required considerable processing, to 
derive the appropriate values for comparison with the numerical simulation. The 
numerical simulation used a logarithmic inlet velocity profile to represent the 
atmospheric boundary layer, and the k-epsilon turbulence model with a 
preferential dissipation modification to prevent overprediction of turbulence 
upwind of the bluff body. The simulated and field values corresponded very well.
2. Silsoe’s activities in flow and dispersion modelling were investigated. They 
conduct full-scale, wind-tunnel, and computational modelling of flow and 
dispersion for agricultural applications. At the full scale they have a building, 
fences, an embankment and cylindrical tanks to investigate wind flows. They have 
conducted computational fluid dynamic modelling of flow and dispersion, and 
lagrangian models of scalar dispersion. A presentation was given to an audience 
including Silsoe staff.
Deliverables
1. Done
2. This was included in the draft report of flow over a tank, currently under 
review.
3) Knowledge of the business
Tasks
1. The business and drivers of the air quality team were learnt through discussions 
and participating in meetings with the members of the team, and various other 
activities. A study of simulations of flow over floating roof tanks was carried 
out to support LEDAR studies, and a technical discussion was led at ICI which 
put the work in the context of their research. Commercial implications were
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considered in the discussion of the research proposal for CFD. A CFD group 
within the Hazard, Risk and Air Teams was set up to discuss common interests.
2. There are a number of reasons why the current project is Environmental 
Technology. Three of the main ones are, firstly, CFD can be utilised to increase 
the accuracy and efficiency of calculating emissions fluxes by allowing fewer 
and simpler measurements on site. Secondly the CFD model can be inverted to 
locate emissions. Thirdly CFD can be used to simulate and evaluate different 
designs for reducing emissions. Improvement of the measurement of emissions 
is just one small, although very important, facet of Shells environmental policy.
Deliverables
1. Done
4) General knowledge/ skills
Tasks
1. Several CFD and fluid dynamics courses were considered. A module on Fluid 
Mechanics, from UMISTs’ MSc in Thermal Power and Fluids Engineering was 
started in September.
2. Project management plan has been updated, and regular progress meetings 
were held with both supervisors.
Deliverables
1. Done.
3. TARGETS FROM OCTOBER 1999-MARCH 2000 
Targets
1) Fulfil the requirements of the Engineering Doctorate program.
2) Further investigations into flow around floating roof tanks
3) Understand the parameterisation of porosity
5) Develop general knowledge and skills required to carry out the above.
1) Engineering Doctorate
Tasks
1) Attend module on Environmental Law 
Deliverable
1) Complete module assignments
2) Further investigations into flow around floating roof tanks
Tasks
6
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1) Gain value from simulations of flow and dispersion around tanks for LIDAR 
measurements.
2) Investigate flow and dispersion from floating roof tanks further, using ICI’s 
wind tunnel data for validation.
Deliverables
1) Report on floating roof tanks
2) Conference paper on floating roof tanks
3) Understand the parameterisation of porosity
Tasks
1) Understand the sub-grid parameterisation in EXSIM explosions model.
2) Support the Shearwater offshore platform ventilation project as required.
Deliverables
1) Note on porosity in CFX context.
4) Develop general knowledge and skills required to carry out the above
Tasks
1) Attend MSc module on fluid dynamics.
2) Lead CFD discussion group and hold regular meetings.
3) Initiate contacts with other research groups.
Deliverables
1)CFD group meeting minutes.
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University of Surrey Engineering Doctorate in Environmental 
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18 month report
University of Surrey Engineering Doctorate in 
Environmental Technology (1998-2002) Progress Report, 
September 1999 - March 2000
Summary
This note records progress made toward the Engineering Doctorate in Environmental 
Technology in collaboration with the University o f  Surrey, and sets targets and 
deliverables for April 2000 - September 2000.
1. TARGETS FROM OCTOBER 1999-MARCH 2000 
Targets
1) Fulfil the requirements of the Engineering Doctorate program.
2) Further investigations into flow around floating roof tanks
3) Understand the parameterisation of porosity
5) Develop general knowledge and skills required to carry out the above.
1) Engineering Doctorate
Tasks
1) Attend module on Environmental Law 
Deliverable
1) Complete module assignments
2) Further investigations into flow around floating roof tanks
Tasks
1) Gain value from simulations of flow and dispersion around tanks for LIDAR 
measurements.
2) Investigate flow and dispersion from floating roof tanks further, using ICI’s 
wind tunnel data for validation.
Deliverables
1) Report on floating roof tanks.
2) Conference paper on floating roof tanks.
3
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3) Understand the parameterisation of porosity
Tasks
1) Understand the sub-grid parameterisation in EXSIM explosions model.
2) Support the JIP offshore platform ventilation project as required. 
Deliverable
1) Note on porosity in CFX context.
4) Develop general knowledge and skills required to carry out the above
Tasks
1) Attend MSc module on fluid dynamics.
2) Lead CFD discussion group and hold regular meetings.
3) Initiate contacts with other research groups.
Deliverables
1)CFD group meeting minutes.
4
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2. PROGRESS AGAINST TARGETS
1) Engineering Doctorate
Tasks
1. The Environmental Law module was postponed due to its coincidence with the 
MSc. Fluid Mechanics module exam. This will be attended in April 2001.
2. Hands on Environmental Review and Audit was attended in February 2000. 
This module was based at Federal-Mogul Camshaft Castings in Lydney, 
Gloucester. An introduction to Environmental Law was given and auditing 
skills reviewed. The attendees were then divided into teams investigating the 
environmental impacts of the company on air, land, and water. The focus on air 
pollution controls is useful for putting the EngD research project into practise. 
Attendees sat the Environmental Auditors Registration Association (EARA) 
exam which credits five points out of fifteen required to be accredited to the 
EARA.
Deliverable
1. Done. See ‘Federal-Mogul Camshaft Castings Ltd. Environmental Review ’
Brunei University, February 2000
2) Further investigations into flow around floating roof tanks
Tasks
1) Emission fluxes from tanks calculated from LIDAR measurements were aided 
by CFD simulations of flow in a number of ways. Simulations of a cone- 
shaped fixed roof tank with five vents around the circumference of the roof 
were carried out. This was to help estimate the flow direction and relative 
pressure at each of the vents given an ambient wind direction. The simulations 
indicated that firstly, fewer of the vents have adverse pressure gradients 
between inside and outside than anticipated. Secondly the cone shaped roof 
affected the flow separation and reattachment in the wake having implications 
for dispersion in the wake. Simulations of such detailed geometry would be 
very time consuming if not unfeasible with the structured meshing package in 
CFX-4. CFX-5s unstructured meshing allows much greater flexibility and 
speed in meshing.
2) Flow around tanks in a rough wall boundary layer was investigated further, 
using ICFs wind tunnel data for validation. The comparison gave a valuable 
opportunity to optimise the model for boundary layer flow. Several findings 
were made about the use of CFX-5s unstructured meshing and coupled solver 
for this type of flow. With regards the mesh, it is necessary to use prismatic as 
opposed to tetrahedral elements on all walls to capture the rapid gradients 
normal to the wall. In order for the mesh to be fine enough to capture the 
features of the flow without y+ being too small, it is necessary to use the expert 
parameter ‘fixed wall distance model’. The most appropriate boundary
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conditions were also investigated. By default CFX-5 very often outputs a 
solution before it has converged, so it was necessary to monitor the solution 
and alter the solver parameters accordingly. Overall the computed flow closely 
resembles the wind tunnel experiments. The results o f simulations o f flow  
around tanks and tanks with bunds are due to be presented
to ICI in May 2000.
Deliverables
1) Done. See ‘Flow over a floating roof tank. Comparison o f field data and CFD 
simulations’ OP.99.47120
2) The abstract o f a paper was accepted for presentation at Computational Wind 
Engineering 2000. The paper will be completed in advance o f the conference.
3) Understand the parameterisation of porosity
Tasks
1) The EXSIM explosions model has a flow resistance and turbulence generation 
model for densely packed regions. It uses the porosity distributed resistance (PDR) 
method for describing both single objects and densely packed regions at the sub­
grid scale. The k-s turbulence model is used with a modification for PDR 
representation.
2) A  meeting was held to discuss the aims of, and requirements from, flow and 
dispersion measurements which were to be carried out on the Shearwater offshore 
platform. The aim o f the measurements was to validate the model used for the 
safety assessments o f ventilation on the platform. It was hoped also that the 
dataset could validate other models used and developed in Air, Hazard and Risk. 
An appropriate measurement strategy was outlined given the minimal resources. 
Comparison with the measurements indicated that the ventilation model was not 
entirely reliable, but was sufficiently accurate for the application.
Deliverable
1) 60% o f first draft prepared , see SRTCT Research Note ‘Modelling Porous 
Obstacles ’.
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4) Develop general knowledge and skills required to carry out the above
Tasks
1) The fluid mechanics MSc module has been invaluable for gaining proper 
understanding o f  the fundamental physics o f  processes and the mathematical 
representation o f  fluid dynamics. This understanding is required to make 
modelling decisions and to comprehend the computational method o f  solving 
the flow equations. The assessment comprised o f  a laboratory class on the 
measurement o f  mean velocity and Reynolds stress profile in turbulent pipe 
flow (10% o f  overall mark) and an examination (90% o f overall mark). 10 
masters credits were gained for the module which w ill count as an elective.
2) Regular meetings o f  the CFD discussion group were organised and held. The 
main topics o f  discussion were firstly the strengths o f  the group and a research 
contact list was compiled. The Shearwater platform dispersion measurements 
were decided upon. Hardware and software issues with CFX were also 
discussed. For business reasons it was decided that CFX should be run on 
Windows NT. Ongoing and upcoming computational modelling projects were 
also discussed, including the development and validation o f  a zone model for 
modelling porous regions, a project on autoignition and projects using EXSIM.
3) Contact was initiated by Silsoe Research Institute (SRI). A  day o f discussions 
were held at SRI. The Air Quality & Emissions team and Silsoe agricultural 
research have several coinciding interests, including flow and dispersion 
modelling from storage tanks, emissions measurement and ammonia in 
particular, and continuous monitoring. The discussions were continued and a 
proposal for a joint project on ammonia measurement was written.
Deliverables
l)Done.
1
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3. TARGETS FROM APRIL 2000 - SEPTEMBER 2000 
Targets
1) Fulfil the requirements o f the Engineering Doctorate program.
2) Gain expertise in modelling porous blockages.
3) Understand and implement dispersion modelling with CFX.
5) Develop skills in atmospheric modelling, networking and contextualising 
research.
1) Engineering Doctorate
Tasks
1) Attend modules on Risk Management and Advanced Leadership.
2) Attend EngD Conference 2000.
3) Attend oral examination.
Deliverables
1) Complete module assignments.
2) Prepare paper and poster for EngD Conference 2000, due 3/7/2000
3) Complete dissertation which reflects on the first two years progress and defines 
the final goals o f the project, due 29/9/2000
3) Gain expertise in modelling porous blockages.
Tasks
1) Gain in-depth understanding and experience o f modelling porous blockages.
2) Collaborate with and support porous modelling activities in the department.
Deliverables
1) Finalise report in draft on modelling porous media.
3) Understand and implement dispersion modelling with CFX
Tasks
1) Optimise the use o f  CFX-5 for atmospheric dispersion modelling and validate 
against Enflo wind tunnel data.
2) Investigate heavy gas dispersion modelling.
Deliverables
1) Conference paper for Computational Wind Engineering 2000 on performance 
o f CFX-5 for dispersion modelling due 30/7/2000.
4) Developing atmospheric modelling skills, networking and contextualising 
research.
Tasks
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1) Compare and contrast advantages and disadvantages o f  CFX-4 and CFX-5.
2) Optimise and validate CFX-5 for atmospheric modelling, and i f  resources 
allow, model atmospheric flow around a full-scale cube to compare with full- 
scale data and present at CWE 2000 competition.
3) Contact other researchers in the field, in particular Nottingham University.
4) Understand the varying application areas o f  the current research.
Deliverables
1) Install CFX on Windows NT.
2) Note on CFX-4 compared to CFX-5.
3) Minutes o f  meeting with other research groups.
4) Minutes o f  meeting with ICI.
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18 month report
University of Surrey Engineering Doctorate in Environmental 
Technology (1998-2002) Progress Report, October 2000 - March
2001
2
month
University of Surrey Engineering Doctorate in 
Environmental Technology (1998-2002) Progress Report, 
October 2000 - March 2001
Summary
This note records progress made toward the Engineering Doctorate in 
Environmental Technology in collaboration with the University o f  Surrey, and sets 
targets and deliverables for April 2001 - September 2001.
1. TARGETS FROM OCTOBER 2000-MARCH 2001 
Targets
1) Fulfil the requirements o f  the Engineering Doctorate program.
2) Record in full the methodology and findings o f  the study into flow and 
dispersion in the vicinity o f  tanks.
3) Investigate hazardous area classification.
4) Develop and diversify skill base.
1) Engineering Doctorate
Task
1) Collate information from environmental sampling carried out on 
Advanced Leadership course.
Deliverable
1) Complete report on environmental sampling by 28/02/01
2) Record the methodology and findings of the study into dispersion around 
tanks.
Tasks
1) Describe and justify the choice o f  boundary conditions.
2) Explore sensitivity o f simulations to mesh cell sizes, solver parameters 
and Reynolds number.
3) Analyse the performance o f  the k-s and Reynolds stress models, in 
particular the degree o f  anisotropy predicted by the latter and its effect 
on dispersion.
Deliverables
1) Complete report on the methodology and analysis o f  experimental 
validation o f  dispersion round tanks.
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3) Investigate hazardous area classification
Tasks
1) Investigate the effect on the recirculation zone o f introducing flow into the 
wake.
2) Investigate stable stratification caused by releases o f heavy gas
3) Investigate buoyant gas dispersion.
Deliverables
1) Report work investigating hazardous area classification
2) Research note reporting investigation into modelling stability
4) Develop and diversify skill base
Tasks
1) Integrate the project research with Environmental Technology.
2) Provide guidance to other Engineering Doctorate projects in the 
department.
3) Plan time and resources required to carry out work items.
4
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2. PROGRESS AGAINST TARGETS
1) Engineering Doctorate
Tasks
1. 80% complete. As part o f the ‘Advanced Leadership, Teamwork and 
Communication’ module, the Research Engineers were set the task o f  
investigating the environmental issues on a Site o f  Special Scientific 
Interest (SSSI) in Brecon, Wales. Soil and water samples were collected. 
The water samples were analysed on-site and the soil samples were 
returned to Surrey University to be analysed by MSc students. As one o f  
the two group leaders, I was given the responsibility o f  co-ordinating the 
compilation o f  the report. The results o f  the chemical analysis o f  the soil 
samples were received from the MSc students. However the original 
information that had been collected was also required to compile a report. 
There was some difficulty in tracking down this information, because the 
MSc students who were carrying out the analysis had kept the information 
not realising that it was still required. All o f  the information is now  
complete. It was decided that the report should be written when all o f  the 
group members are together on the next module in May. Roles have been 
assigned to the group members for the completion o f  the report. 
Information will be sent out to the group members prior to our meeting. A  
new date for completion has been agreed with the module provider.
Deliverable
1. To be met by the later date o f June 2001.
2) Further investigations into flow around floating roof tanks
Tasks
1) Complete. The velocity boundary conditions were measured in the Enflo 
wind tunnel so these were copied in the simulations. The boundary 
conditions for turbulence consisted o f  turbulent kinetic energy and 
turbulent eddy dissipation. Two o f  the Reynolds stresses were measured in 
the wind tunnel so it was possible to derive the turbulent kinetic energy 
profile from these. Turbulent eddy dissipation was derived using its 
relation to the velocity profile. Velocity was also prescribed at the 
downwind end o f the domain to enable convergence, and symmetry 
boundaries used at the other ‘free’ sides o f  the domain. The bottom wall o f  
the domain was rough to maintain the boundary layer.
2) Complete. O f all the parameters tested, the mesh resolution had the 
greatest influence on the flow and dispersion fields. With regards to the 
differencing scheme, the hybrid differencing scheme was found to be more 
accurate than first or second order differencing. It was found that the 
convergence criteria recommended by the software vendors were adequate 
because solutions were not sensitive to reductions in these below the 
recommended value. Finally, it was found that the solutions were not
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sensitive to the Reynolds number, which was tested by increasing the scale 
o f the geometries.
3) Complete. The effect o f the two different turbulence models was not 
striking. The more complex Reynolds stress model gave slightly more 
accurate results. However the Reynolds stresses were predicted to be near 
isotropic, which is probably due to the isotropic distribution o f the 
Reynolds stresses at the inlet. This in turn probably influences the poor 
prediction o f  the lateral spread o f the plume.
Deliverable
1) Met. See ‘Validation o f CFX-5 for near-field flow  and dispersion ’ Report 
No. OP.OO.47117
3) Investigate hazardous area classification
Tasks
1) Completed. The effect on the wake flow o f a release inside a building was 
tested by modelling the flow round a typical ‘building’ with flow emerging 
from the downwind end o f the building. The amount o f flow emerging 
from the downwind end o f  the building varied from 1/60 to 1/5 o f  the flow  
impinging on the upwind face. It was found that increasing the flow into 
the recirculation zone shifted the recirculation zone downwind. It was 
removed completely by the 1/5 flow level. These results were remarkably 
similar to those measured in wind tunnel experiments investigating flow  
through porous blockages (Spiers, 1994).
2) Complete. Heavy gas dispersion was calculated in the wake o f the 
building. The density o f the gas was increased by 3%, 5% and 10%. It took 
a relatively long time for the first two cases to converge and the final case 
did not converge at all. The qualitative behaviour o f the plume nonetheless 
slumped out o f  the release area suggesting that at least the qualitative 
behaviour is sensible.
3) Complete. Buoyant gases with density 8% and 16% less than that o f air 
were modelled. These cases converged very easily. The quality o f the 
buoyant gas modelling in CFX will be assessed via comparison to wind 
tunnel studies carried out at the Warren Spring Laboratory by David Hall.
Deliverable
1) Met. The work was reported at a meeting with the Health and Safety 
Executive who are amending the Hazardous Area Classification code. It 
was decided that the possibilities for evaluating the CFD study should be 
investigated.
2) Not completed. CFX simulations o f unstable conditions have however been 
carried out.
4) Develop and diversify skill base
Tasks
1) Environmental Technology was integrated by investigating the air 
quality issues associated with emissions from aircraft.
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2) Guidance was given to other Engineering Doctorate projects on 
reporting, EngD requirements, and project planning.
3) Estimating the amount o f  time and resources that is required to 
complete a task is an important skill that was practised by compiling a 
proposal for the work on modelling dense and buoyant releases from 
ventilated buildings. Time planning is also employed daily although 
less formally.
Extra work
1) Air quality issues associated with aviation emissions were investigated. 
This provided practise in applying information processing skills to 
broader issues, and provided some experience in environmental 
consultancy which will be useful in future. A  draft report entitled ‘The 
Impact o f  Emissions from Aviation’ was satisfactorily completed.
2) Atmospheric dispersion from a jet was investigated with CFX. A
research note on the ability o f  CFX to model jets was completed.
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3. TARGETS FROM APRIL 2001 - SEPTEMBER 2001
Targets
1) Fulfil the requirements o f the Engineering Doctorate program.
2) Evaluate CFX treatment o f buoyancy influenced dispersion problems.
3) Optimise the methods o f  modelling porous blockages in CFX.
4) Develop transferable skills.
1) Engineering Doctorate
Tasks
1) Co-ordinate the production o f  a report on environmental sampling for the 
Advanced Leadership module.
2) Attend Environmental Law module
3) Study distance learning Marketing module
4) Attend Sociology o f the Environmental module
5) Attend Economic Approaches module
6) Attend Materials module
7) Attend EPSRC Graduate School
Deliverables
1) Advanced Leadership environmental sampling assignment by 29/6/01
2) Environmental Law assignment
3) Marketing assignment by 31/5/01
4) Sociology o f the Environment assignment
5) Economic Approaches assignment
6) Materials assignment
2) Evaluate CFX treatment of buoyancy influenced dispersion problems.
Tasks
1) Search for experimental studies o f  buoyant plume dispersion.
2) If validation data is found then compare the results o f  buoyant gas 
modelling with experimental data.
Deliverable
1) Report the evaluation o f buoyant gas modelling in CFX as appropriate.
3) Investigate methods of modelling porous blockages in CFX
Tasks
1) Develop a method for deriving a resistance factor for 3-D porous 
blockages in CFX.
2) Establish the availability o f experimental data to compare computations o f  
flow through porous blockages.
3) Carry out simulations o f  porous blockages with varying confinement to 
provide boundary conditions for a simple model o f flow through porous 
blockages.
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Deliverable
1) Report on modelling 3-D porous blockages with CFX.
4) Develop transferable skills
Tasks
1) Improve communication skills
2) Employ broader ‘environmental’ thinking in order to strengthen the 
argument for the environmental technology contribution o f  the research 
being carried out.
3) Increase experience in the delivery o f  environmental consultancy.
Deliverables
1) Give a presentation to the Hazard and Risk Management forum on CFD 
calculations o f  flow and dispersion in the vicinity o f  storage tanks and 
validation against experimental data.
2) Record consultancy advice in Research Note format as required.
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University of Surrey Engineering Doctorate in 
Environmental Technology (1998-2002) Progress Report, 
April 2001 - September 2001
Summary
This note records progress made toward the Engineering Doctorate in Environmental 
Technology in collaboration with the University o f  Surrey, and sets targets and 
deliverables for October 2001 - March 2002.
1. TARGETS FROM APRIL 2001 - SEPTEMBER 2001 
Targets
1) Fulfil the requirements o f  the Engineering Doctorate program.
2) Evaluate CFX treatment o f buoyancy influenced dispersion problems.
3) Optimise the methods o f  modelling porous blockages in CFX.
4) Develop transferable skills.
1) Engineering Doctorate
Tasks
1) Co-ordinate the production o f  a report on environmental sampling for the 
Advanced Leadership module.
2) Attend Environmental Law module
3) Study distance learning Marketing module
4) Attend Sociology o f the Environmental module
5) Attend Economic Approaches module
6) Attend Materials module
7) Attend EPSRC Graduate School
Deliverables
1) Advanced Leadership environmental sampling assignment by 29/6/01
2) Environmental Law assignment
3) Marketing assignment by 31/5/01
4) Sociology o f  the Environment assignment
5) Economic Approaches assignment
6) Materials assignment
2) Evaluate CFX treatment of buoyancy influenced dispersion problems.
Tasks
1) Search for experimental studies o f  buoyant plume dispersion.
2) If validation data is found then compare the results o f  buoyant gas 
modelling with experimental data.
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Deliverable
1) Report the evaluation o f  buoyant gas modelling in CFX as appropriate.
3) Investigate methods of modelling porous blockages in CFX
Tasks
1) Develop a method for deriving a resistance factor for 3-D porous 
blockages in CFX.
2) Establish the availability o f experimental data to compare computations o f  
flow through porous blockages.
3) Carry out simulations o f  porous blockages with varying confinement to 
provide boundary conditions for a simple model o f  flow through porous 
blockages.
Deliverable
1) Report on modelling 3-D porous blockages with CFX.
4) Develop transferable skills
Tasks
1) Improve communication skills
2) Employ broader ‘environmental’ thinking in order to strengthen the 
argument for the environmental technology contribution o f the research 
being carried out.
3) Increase experience in the delivery o f environmental consultancy.
Deliverables
1) Give a presentation to the Hazard and Risk Management forum on CFD 
calculations o f  flow and dispersion in the vicinity o f  storage tanks and 
validation against experimental data.
2) Record consultancy advice in Research Note format as required.
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2. PROGRESS AGAINST TARGETS
1) Engineering Doctorate
Tasks
1) The reporting o f  environmental sampling carried out on the Advanced 
Leadership course was co-ordinated. Soil samples had been taken in the 
vicinity o f mining waste on a Site o f Special Scientific Interest, in Brecon, 
Wales, where there were concerns that the runoff from the mining waste 
was contaminating the soil. It was found that vegetation type was linked to 
certain chemicals in the soil, but no direct evidence was found o f  
contamination from the mining waste. Each o f  the groups that had taken 
soil samples in an area reported the results in a format that had been agreed 
beforehand. The effect o f  pollution on the SSSI from a proposed road was 
also estimated by investigating the local flow characteristics, and it was 
concluded that the local geography was such that air pollution effects 
would be increased.
2) The Environmental Law module examined the English law system and the 
way in which it controls and deals with the consequences o f  environmental 
impacts. This included the civil process and prosecution for offences in the 
criminal courts. Some substantive environmental laws were also covered, 
including waste and packaging laws, water and atmospheric pollution and 
planning law. For the assignment issues that are pertinent to the Health, 
Safety and Environment department in Shell were investigated: land 
contaminated by oil. The laws surrounding the liabilities, clean-up and sale 
o f  land polluted from storing oil were investigated.
3) The Marketing module (a distance learning module) gave an understanding 
o f  what is meant by marketing, an appreciation o f  the strategic significance 
o f  marketing, and detailed the activities that comprise marketing such as 
identifying and meeting customer needs. For the assignment, the role that 
marketing plays in ensuring that manufacturing and retailing companies 
develop good environmental policies and practises and how these can be 
used to increase profits through either higher prices or lower costs was 
discussed.
4) The Sociology o f  the Environment module developed a critical approach to 
environmentalism. We addressed questions such as who is involved in 
environmentalism, the merits and problems o f  the strategies promoted for 
environmental change, and why people become involved in environmental 
activity. An essay discussing the changes that Greens advocate in order to 
achieve a more sustainable society and evaluating the claims that such 
changes would be socially as well as environmentally beneficial comprised 
the assessment for this module.
5) The Environmental Economics module gave an understanding o f  the 
derivation and use o f  valuation tools to measure environmental costs and 
benefits, and made sense o f  economic arguments in environmental issues 
with reference to case studies at the ‘macro’ society level and the ‘micro’
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corporate level. The assignment studied the use o f  environmental 
economic arguments in large corporations.
6) The role o f  Materials in Environmental Technology was investigated by 
looking at the concerns that have arisen over the adverse effects to the 
environment during the production, design, manufacture and use o f  
materials, and assessing new materials that have less environmental 
impact. The module assessment involved a comparison o f  the 
environmental impacts through the life cycle o f a product, diesel, to the life 
cycle impacts o f another product which fulfils the same function but is less 
environmentally damaging: biodiesel. The barriers to the adoption o f new 
products were highlighted.
7) The date o f  the EPSRC Graduate School module was changed to the 4th-9th 
October 2001.
Deliverables
1) Advanced Leadership environmental sampling assignment completed by 
29/6/01.
2) Environmental Law assignment completed.
3) Marketing assignment completed.
4) Sociology o f the Environment assignment completed.
5) Economic Approaches assignment completed.
6) Materials assignment completed.
2) Evaluate CFX treatment of buoyancy influenced dispersion problems.
Tasks
1) An experimental study o f  buoyant plume dispersion was found which 
appeared to provide validation data. This was a wind tunnel study from the 
Warren Spring Laboratory investigating buoyant emissions from a 
building. However, on further inspection the experimental information and 
results did not give enough detail to carry out a comparison between 
simulations and experiments.
2) The modelling o f  buoyant gas was not compared to experiments, although 
CFX simulations o f dense plumes were compared to HG System in a 
summer placement project. Guidance was given to the student on how to 
carry out the simulations. This work was very useful for further 
establishing the capabilities o f CFX.
Deliverable
1) A report on validation was not possible due to the lack o f validation data.
3) Investigate methods of modelling porous blockages in CFX
Tasks
1) A  method for deriving a resistance factor for 3-D porous blockages in CFX 
was established. The resistance factor is the drag per unit volume. If 
Computer Aided Design (CAD) data is available, the drag o f each obstacle 
can be calculated using a function which is part o f  the EXSIM CFD
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package. These are then summed and divided by the volume to give the 
resistance factor.
2) Experimental data o f  flow through porous blockages was found. A  joint 
industry project funded by 11 participating companies investigated gas 
build up from high pressure natural gas releases in naturally ventilated 
offshore modules. The test rig, located at the Spadeadam BG Technology 
test site, had internal congestion and varying perimeter confinement. The 
flow field was measured at 10 points within the rig, before, during and 
after the releases, which allowed the comparison o f  the measured and 
calculated flow fields within the rig. The ventilation rate in air changes per 
hour was also used as an overall measure to compare the experiments with 
simulations.
3) Simulations o f  porous blockages with varying confinement continue to be 
carried out. All possible confinements and the full range o f  wind speeds 
and directions are being simulated. The original aim o f  this work, which is 
to provide boundary conditions for a simple model o f flow through porous 
blockages, has increased. We now seek to develop an understanding o f the 
effect o f  rig structure and orientation on ventilation rates.
Deliverable
1) Report is in final stages o f completion.
4) Develop transferable skills
Tasks
1) Communication skills have been enhanced through presentations and 
increasing interaction with other members o f  staff on work where they are 
involved.
2) Employ broader ‘environmental’ thinking in order to strengthen the 
argument for the environmental technology contribution o f the research 
being carried out. The modules that have been completed in the past six 
months have encouraged broad ‘environmental’ thinking, and have helped 
clarify the environmental technology contribution. Environmental 
improvements are sometimes disguised.
3) Assistance has been provided in a project to implement a Product 
Stewardship management system. This has involved arranging meetings 
with people to establish different perspectives, and gathering and 
synthesising information.
Deliverables
1) A presentation about CFD calculations o f flow  and dispersion in the 
vicinity o f storage tanks was presented to the Hazard and Risk 
Management forum.
2) The work will be reported upon completion in October 2001.
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1. TARGETS FROM OCTOBER 2001 - MARCH 2002
Targets
1) Fulfil the requirements o f the Engineering Doctorate program.
2) Further investigations o f  the effect o f rig structure and orientation on 
ventilation rates
3) Develop transferable skills.
1) Engineering Doctorate
Tasks
1) Attend EPSRC Graduate School, 4th-9th October 2001
2) Attend Writing Skills module 11th October 2001
3) Attend Talking to the Media module, 22nd-26th October 2001
4) Investigate requirements for completing the o f  Portfolio o f  work. 
Deliverables
1) Complete Writing Skills module assignment.
2) Complete Talking to the Media module assignment.
3) Complete a paper and give a presentation at the EngD Conference
4) Write a draft o f the Executive Summary for the Portfolio.
2) Further investigations of the effect of rig structure and orientation on 
ventilation rates.
Tasks
1) Investigate the accuracy o f the porous blockage approximation o f  
congested regions using experimental data.
2) Investigate the relationship between rig structure, wind speed and 
direction and ventilation rates.
3) Provide a database o f  values for air change per hour (ACPH) , flow  
characteristics and pressures on the boundary o f  the block which can be 
used as boundary conditions for a simple zone model.
Deliverables
1) Report on comparison o f computations to experimental data.
2) Report on the effect o f rig structure, wind speed and direction on 
ventilation.
3) Database o f ACPH, flow  fields and pressures on block boundaries.
4) Present work to leaders in the field  and gain their feedback.
5) Submit a paper on the work.
4) Develop transferable skills
Tasks
1) Improve teamworking skills
2) Increase experience in the delivery o f environmental consultancy. 
Deliverables
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1) Report on Product Stewardship Best Practises and assessments o f the 
performance o f Oil Products.
2) Report on a CFD study o f the ventilation o f a compressor house which is to be 
used in an explosion risk assessment. This work is part o f a project fo r  Shell.
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University of Surrey Engineering Doctorate in Environmental 
Technology (1998-2002) Progress Report, October 2001 -  March
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42 month report
University of Surrey Engineering Doctorate in 
Environmental Technology (1998-2002) Progress Report, 
October 2001 -  March 2002
Summary
This note records progress made toward the Engineering Doctorate in Environmental 
Technology in collaboration with the University o f  Surrey, and sets targets and 
deliverables for April 2002 -  September 2002
1. TARGETS FOR OCTOBER 2001 - MARCH 2002 
Targets
1) Fulfil the requirements o f the Engineering Doctorate program.
2) Further investigations o f the effect o f  rig structure and orientation on 
ventilation rates
3) Develop transferable skills.
1)Engineering Doctorate
Tasks
1) Attend EPSRC Graduate School, 4th-9th October 2001.
2) Attend Writing Skills module 11th October 2001
3) Attend Talking to the Media module, 22nd-26th October 2001
4) Investigate requirements for completing the Portfolio o f  work.
Deliverables
Task 2) deliverable: Complete Writing Skills module assignment.
Task 3) deliverable: Complete Talking to the Media module assignment.
Task 4) deliverable 1: Complete a paper and give a presentation at the EngD 
Conference
Task 4) deliverable 2: Write a draft o f the Executive Summary fo r the
Portfolio.
2) Further investigations of the effect of rig structure and orientation on 
ventilation rates.
Tasks
1) Investigate the accuracy o f  the porous blockage approximation o f  
congested regions using experimental data.
2) Investigate the relationship between rig structure, wind speed and 
direction and ventilation rates.
3) Provide a database o f values for air change per hour (ACPH) , flow  
characteristics and pressures on the boundary o f  the block which can be 
used as boundary conditions for a simple zone model.
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Deliverables
Task 1) deliverable 1: Report on comparison o f computations to 
experimental data.
Task 1) deliverable 2:Present work to leaders in the field  and gain their 
feedback.
Task 2) deliverable: Report on the effect o f rig structure, wind speed and 
direction on ventilation.
Tasks 1) & 2) deliverable: submit a paper on the work 
Task 3) deliverable: Database o f ACPH, flow  fields and pressures on 
block boundaries.
3)Develop transferable skills
Tasks
1) Improve teamworking skills
2) Increase experience in the delivery o f environmental consultancy. 
Deliverables
Task 1) deliverable: Report on Product Stewardship Best Practises and 
assessment o f the performance o f Oil Products.
Task 2) deliverable: Report on a CFD study o f the ventilation o f a 
compressor house which is to be used in an explosion risk assessment. This 
work is part o f a project for Shell Expro.
2. PROGRESS AGAINST TARGETS
l)Engineering Doctorate
Tasks
1) The EPSRC Graduate School, 4th-9th October 2001 was a week o f  
workshops and activities involving team building exercises, 
communication and exploring career options, cultures o f different 
organisations and values. In addition to reviewing job hunting strategies 
the course also providing a network o f contacts. Overall, the course 
provided inspiration and confidence in our abilities.
2) An exemption was gained from the Writing Skills module 11th October 
2001 because it was agreed with the Course Director that the course was 
not required at that time. However, the module information has been 
obtained, and a module covering portfolio writing and completion was 
attended (14th March 2002.)
3) The Talking to the Media module, 22nd-26th October 2001, involved 
interactive learning (including television and radio interviews) in how to 
communicate effectively with the media. The skills o f simplifying a 
message and communicating it clearly are transferable to any situation 
where a message needs to be communicated to an audience.
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4) The requirements for completing the Portfolio o f  work were established, 
and issues which need to be addressed have been identified. All o f  the 
reports which need to be completed in order to complete the Doctorate 
have been identified. The function o f  the Executive Summary has been 
established. It needs to communicate the context and value o f  the work 
and the aims and conclusions (specific and general). It should also guide 
the reader as to the order and importance o f  the documents in the 
portfolio.
Deliverables
Task 2) deliverable: Completed. The Writing Skills module was not attended, 
but the assignment required a paper to be published, so this objective has 
already been met.
Task 3) deliverable: Assignment completed on time.
Task 4) deliverable 1: Met in full. A paper on the modelling o f ventilation o f  
offshore rigs was completed and presented at the EngD Conference, 10th-11th 
January 2002.
Task 4) deliverable 2: The draft o f the Executive Summary fo r  the Portfolio 
is in progress.
2) Further investigations of the effect of rig structure and orientation on 
ventilation rates.
Tasks
1) The accuracy o f  the porous blockage approximation o f  congested 
regions was tested using experimental data. The full scale Spadeadam 
data showed that the porous blockage represents the overall effects o f  
the complex geometry reasonably well.
2) The relationship between rig structure, wind speed and direction and 
ventilation rates was investigated using CFD. It was found, that in 
every case, the ventilation is proportional to the external wind speed, 
despite the variety o f  configurations tested. One o f the simple methods 
available for estimating the ventilation was tested against the results 
from the CFD simulations. The simple method was shown to be 
lacking due to the complexity o f  the flows.
3) A  database containing the values for air change per hour (ACPH) , the 
flow field and the pressures on the boundary o f  the block (which can 
be used as boundary conditions for a simple zone model) was created.
Deliverables
Task 1) deliverable 1: Deliverable met. The comparison o f  computations to 
experimental data was reported in a paper submitted to the EngD 
conference 2002. More details o f the work will appear in the final report. 
Task 1) deliverable 2: Deliverable met in full. The work was presented at 
the European Research Community for Flow, Turbulence and Combustion 
annual workshop, Lyon, October 2001.
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Tasks 1) & 2) deliverable: submit a paper on the work. Deliverable met. A 
paper was presented at the EngD conference.
Task 2) deliverable: Report on the effect o f rig structure, wind speed and 
direction on ventilation. Deliverable in progress. The first draft o f the 
report on the effect o f rig structure, wind speed and direction on 
ventilation has been submitted.
Task 3) deliverable: Database o f ACPH, flow  fields and pressures on 
block boundaries. Deliverable met in full. Database provided in CD 
format.
3)DeveIop transferable skills
Tasks
1) Working in a team on an explosion assessment problem, we discussed the 
requirements with the customer and decided that CFD would make a 
valuable contribution. Having extracted the inputs required from the 
customer, CFD was used to calculate the ventilation o f a congested 
building. These results were explained to the other team members and used 
in an explosion assessment, which showed that safety precautions were 
required. This stimulated a discussion o f possible solutions. We then used 
CFD to identify a cost-effective solution to the problem -  increasing the 
ventilation o f the building.
2) Working to a deadline in a team, we carried out an assessment o f product 
stewardship in the Shell Oil Products organisation in Europe. We 
identified the key requirements and interviewed experts working in the 
area. From this work we recommended improvements to the system
Deliverables
Task 1) deliverable: Report on Product Stewardship Best Practises and 
assessment o f the performance o f Oil Products. The Report on
Product Stewardship Best Practises requires approximately 5 more days 
work. The dates for delivery are in the Gantt chart.
Task 2) deliverable: Report on a CFD study of the ventilation of a compressor house 
which is to be used in an explosion risk assessment. This work is part of a project 
being carried out for a Shell customer. The report on a CFD study o f the 
ventilation o f a compressor house (for purposes o f an explosion risk 
assessment) requires approximately 5 more days work.
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3. TARGETS FROM APRIL 2002 - SEPTEMBER 2002
Targets
1) Fulfil the requirements o f the Engineering Doctorate program.
2) Write up work completed to date.
3) Develop transferable skills.
1) Engineering Doctorate
Tasks
1) Write the Executive Summary for the portfolio o f work. The purpose o f  
the Executive Summary (maximum 4,000 words) is to describe the work 
and its value, and the general and specific aims and conclusions.
2) Complete the Portfolio o f  work.
Deliverables
Task 1) deliverable: Complete the Executive Summary -  see Gantt Chart for
timing.
Task 2) deliverable: Ensure that all reports are no longer confidential and
submit the Portfolio o f work by the 1st July 2002.
2) Write up work completed to date.
Tasks
1) An extensive study o f the ventilation o f  offshore modules has been 
carried out. The effect o f  the module configuration and orientation on 
ventilation is o f  interest for explosion assessments, among many other 
applications. The simulations involved representing the module as a 
block o f  homogenous porosity and resistance. A  report on this work 
needs to be completed.
2) A  CFD study o f  the ventilation o f a congested building (a compressor 
house) was carried out. This used the approach o f  modelling the 
majority o f  the blockages in detail, as opposed to treating the complete 
area as a porous block. The results were used in an explosion 
assessment. This work needs to be completed.
Deliverables
Task 1) deliverable: Complete a report on the ventilation o f offshore 
modules. (First draft complete)
Task 2) deliverable: Complete a report on the results o f detailed modelling 
of a congested building.
3)Develop transferable skills
Tasks
1) Increase experience in delivering consultancy.
2) Improve time-management and organisational skills.
3) Improve communication, including supervisory ability i f  appropriate.
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4) Increase project participation/planning and financial management if  
possible.
Deliverables
Tasks 1)2) deliverable: Report on Product Stewardship activities in Shell.
Task 3) deliverableTransfer CFD skills.
H P  ^  l o o i r v  I
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