We present a linear algorithm for the computation of the illuminant change occurring between two color pictures of a scene. We model the light variations with the von Kries diagonal transform and we estimate it by minimizing a dissimilarity measure between the piecewise inversions of the cumulative color histograms of the considered images. We also propose a method for illuminant invariant image recognition based on our von Kries transform estimate. 
Color across Light
The color of an image recorded by a camera depends on the spectral power of the light illuminating the scene, on the geometrical and physical conditions of the scene and on the characteristics of the device used for the acquisition. Therefore, the same scene viewed under two different illuminants produces two different color images. For instance, a white object appears white in the daily light, but red when illuminated by a red light. In the human vision system, the illuminant invariance is achieved by the color constancy process. This is a chromatic adaptation mechanism, that detects and removes possible chromatic dominants and illuminant incidents from the observed scene, so that the same scene under different illuminants is perceived as the same entity [20] . Color is one of the most widely used features in many computer vision fields, like image retrieval and indexing [27] , image segmentation [25] and object tracking [10] , but its instability with respect to changes of light adversely affects the performances of the algorithms based on its analysis. To overcome this problem, many methods for discounting the illuminant color sensitivity from an image have been developed. For instance, the color enhancement algorithms, as the well known Gray-World algorithm, the comprehensive color normalization [16] , the Retinex theory [22] , [14] , and the automatic color enhancement (ACE) [8] , discard the color illuminant dependency by processing the image in the color space and transforming its color. In other methods, like the gamut mapping approaches [3] , the color-by-correlation techniques [5] , and the machine learning strategies as [6] , [9] , [1] , the color constancy is achieved by computing the transformation relating the illuminant of the input image and a reference canonical illuminant. The input image is therefore remapped as it was taken under the known canonical illuminant. Color constancy can be obtained also without modifying or remapping on to a standard reference the input image, but simply by describing it by a set of illuminant invariant features, like the color invariant histograms proposed in [7] , [15] and [17] or the edge-based features employed in [23] and [19] . However, the algorithmic simulation of the human color constancy mechanism is a hard problem: generally, the algorithms make strong assumptions circumscribing their usage, like hypotheses about the uniformity of the illuminant, the characteristics of the device used for recording the scene, the number and the position of the light sources, the reflectance properties of the materials in the scene. Moreover, many methods, as for instance ACE, use thresholds to be fixed empirically, while the machine learning techniques need for the choice of a training set and of a training phase, that is often computationally expensive. A comparison of the most used computational color constancy algorithms is presented in [29] and [31] . In this work, we propose a novel algorithm for estimating the illuminant change occurring between an image of a scene and a re-lighted version of it, so that color constancy is achieved by remapping the re-lighted image on its canonical reference. We assume that the illuminant variation is homogeneous over the whole image and we approximate it by the von Kries transform [18] . These hypotheses are assumed by a lot of color constancy algorithms. We represent the colors of each image by the histograms of the three channels red, green, blue, and we define a piecewise inversion of the cumulative channels histograms. We compute the von Kries light variation by minimizing a measure of dissimilarity between the piecewise inversions of the cumulative color histograms of the images considered. The color representation by histograms makes the method robust to image rescaling and in-plane rotating. Our approach is very efficient from the computational point of view, also in comparison with other techniques discussed in the Sections 4.4 and 4.5: no user interaction is requested, except for setting up two integer numbers N and M regarding the color quantization and the algorithm complexity is linear with respect to the number of image pixels and to the sum N + M . Moreover, differently from many color constancy algorithms requiring the usage of a particular color space like [5] , [3] , [4] , our algorithm works directly in the RGB color space. We also illustrate how our estimate can be used for the illuminant invariant image recognition. The problem is stated as follows: given a set of known images, said references, and an unseen image, termed query, we want to find the reference that, if re-lighted, is the most similar to the query. To solve this problem, we firstly compute the von Kries transform possibly relating the query and each reference, and then we select the reference I whose relighted version is the most similar to the query. The similarity we use here is defined in the space of the piecewise inversion of the cumulative color histograms of the query and of the references. The tests carried out on synthetic and real-world datasets showed good performances both for our illuminant estimate and for its application to image recognition. The paper is organized as follows: Section 2 illustrates the von Kries diagonal model, Section 3 explains our technique for estimating the illuminant changes; Section 4 describes the experiments measuring the accuracy on the von Kries transform estimate; Section 5 presents an illuminant invariant image recognition strategy based on our estimate of illuminant variations; finally Section 6 outlines our conclusions and future work.
The von Kries Diagonal Model
The response of a camera to the light reflected from a point in a scene is coded in a triplet (p 0 , p 1 , p 2 ), with for each i = 0, 1, 2
In this formula, λ is the wavelength of the light illuminating the scene, E its spectral power distribution, S the bidirectional reflectance distribution function (BRDF) of the illuminated surface to which the point belongs, and F i is the spectral sensitivity function of the sensor. The integral ranges over the visible spectrum, i.e. Ω = [380, 780] nm. The BRDF depends on the directions on the incoming and of the reflected light. For a wide range of matte surfaces, which appear equally bright from all viewing directions, the BRDF is well approximated by the Lambertian photometric reflection model [12] . Moreover, as proved in [24] , under this assumption, the surface reflectance can be expressed by a linear combination of three basis functions S k (λ) with weights σ k , k = 0, 1, 2, so that equation (1) can be re-written as follows:
where p = (p 0 , p 1 , p 2 ), σ = (σ 0 , σ 1 , σ 2 ), and W is the 3×3 matrix with entry
captured under an illuminant with spectral power E ′ is then given by p ′ T = W ′ σ T . Therefore, since the spectral reflectance of the surface in the scene does not depend on the illumination, the responses p and p ′ are related by the linear transform
Note that Equation (3) makes sense only when the matrix W ′ is not singular, i.e. when the functions E ′ , S k and F k (k = 0, 1, 2) differ from the null function. Since we assume that the surface reflectance and the camera responses are not identically zero, the inverse of W ′ exists when E ′ = 0 for all wavelengths.
The von Kries diagonal model we use in this work, approximates the spectral sensitivity of the camera sensor by the delta function, i.e. it assumes that each sensor responds only to a single wavelength of light:
Under this assumption, Equation (3) becomes
i.e. the von Kries diagonal model approximates the change of illuminant mapping p onto p ′ by a simple linear transformation that rescales each channel independently. In the following, for each i = 0, 1, 2,we set
and we refer to the parameters α 0 , α 1 and α 2 as the von Kries coefficients. The diagonal model has been proved to be a good approximation for the illuminant changes [18] , especially in the case of narrow-band sensory systems, and it is assumed by many color constancy algorithms, like the Gray-World and the gamut mapping based approaches.
Computing von Kries Transform
In our method, the color of an image is described by the triplet H := (H 0 , H 
Let H be a channel distribution. We define the cumulative channel distribution of H as the function
where x ranges over [0, 255] . Function Φ is monotonically increasing, continuous and generally not injective.
In fact if H is zero on an interval J ⊂ [0, 255], then the restriction * of Φ on J is constant and equal to Φ(min(J)). In this case, there exists a partition t 0 < t 1 < t 2 < . . . < t n of [0, 255] with t 0 = 0, t n = 255, such that Φ is strictly monotonically increasing (resp. constant) on the ith interval and constant (resp. strictly monotonically increasing) on the (i+1)th interval and i = 0, . . . , n−1. We note that
Without loss of generality, we can suppose that Φ is strictly monotonically increasing on the ith interval and constant on the (i + 1)th interval. We define the following function:
such that the restriction of Ψ to each interval Φ([t j , t j+1 )) is the restriction of Φ −1 on [Φ(t j ), Φ(t j+1 )), i.e. for each j,
Function Ψ is the piecewise inversion of the cumulative channel distribution H. It is piecewise continuous and since it is the inverse of a monotonically increasing function, it is monotonically increasing on each interval [Φ(t j ), Φ(t j+1 )). This implies that it is integrable too. If Φ is bijective, we simply consider the trivial partition [t 0 , t 1 ] = [0, 255] and we take Ψ = Φ −1 . Let H and H ′ be the distributions of a channel of two images I and I ′ respectively. If the two images represent the same scene under two different illuminant, i.e. if there exists α in (0, +∞) such that H(
We estimate the von Kries coefficient α by minimizing the L 2 distance between the functions Ψ and αΨ ′ :
In our implementation, the channel distributions are represented by histograms of N bins, where N ranges in {1, . . . , 256}. Thus Equation (3) becomes
The piecewise inversions of the cumulative distributions are quantized on a grid of M nodes equi-spaced on the interval [0, 1], so that formula (9) becomes
The von Kries coefficient α is hence given by
Note that the M th bin is excluded from the computation of δ. In fact, since the values of p 0 , p 1 , p 2 range in [0, 255] , the values of α 0 R 0 , α 1 G 0 , α 2 B 0 that are greater than 255 are cast to 255 (saturated pixels). Therefore, to make the estimate of the von Kries coefficients robust (as much as possible) with respect to the pixel saturation, the M th value of the functions Ψ and Ψ ′ are not considered. However, it is clear that the performances decrease by incrementing the number of saturated pixels (see the experiments). The algorithm for estimating the von Kries coefficients takes as input two images I and I ′ and the parameters N and M for the color quantization. It consists of three steps: (i) firstly it computes the color histograms of I and I ′ , then (ii) the cumulative histograms and their piecewise inversions, and finally (iii) estimates by the equation (11) the von Kries coefficients. The algorithmic complexity of all the steps is linear. More precisely, for step (i), the complexity is O(N I + N I ′ ), where N I and N ′ I are the number of pixels of the images I and I ′ respectively; for step (ii) it is O(N + M ), and for step (iii) it is O(M ). The total complexity of the proposed approach is therefore linear with respect to the numbers of image pixels and to the quantization parameters N and M .
Performance Evaluation
The accuracy on the estimate of the von Kries diagonal transform has been tested on different synthetic and real-world databases. In 4.1, 4.2, 4.3 we report the results obtained on the synthetic database TESTS51 [26] and on the real-world datasets ALOI [21] and BARNARD [28] . In the Subsections 4.4 and 4.5, we present a comparative analysis of our approach with other methods (BEST-FIT, the color transfer technique [4] and the color constancy methods in [31] ). Each database consists of a set of images taken under a reference illuminant (reference images) and a set of re-lighted versions of them (test images). For all the three databases, we measure the accuracy on the estimate of the von Kries transform K relating each test image I to the correspondent reference image I 0 as follows:
where
) is the L 1 distance computed on the RGB space between I and the transform K est (I 0 ) of I 0 , and K est indicates the von Kries transform we estimate. This distance has been normalized to range in [0,1]. Therefore, the closer to 1 A is, the better the estimate of the von Kries transform is. To quantify the benefit of our estimate, we compared the accuracy (12) with the value
that measures the similarity of the reference to the test image when no color enhancement is applied. The test images of TESTS51 have been generated synthetically by rescaling the RGB channels of 51 natural pictures by a set of 11 real numbers {β w } ranging in [0.5, 3.0] (see Subsection 4.1). Therefore, in addition to the values of (12) and (13), for TESTS51 we measure the precision on the estimate of the von Kries coefficients by computing the error
where β est w is our estimate of β w . The closer ε w to zero is, the better the accuracy on the determination of the von Kries transform is. A strictly negative (positive, resp.) value of ε w indicates that the estimate is greater (smaller, resp.) than the real coefficient.
For the comparison in Subsection 4.4 we used the mean accuracies (12) , while for the comparison in Subsection 4.5, we use two error measures defined in [31] and detailed next.
We measured the sensitivity of our estimates with respect to the color quantization by the mean values of (12) and (14) (averaged on the number of test images) by varying the values of N and M . More precisely, we considered N = 256, 128, 64, 32, 16 bins and M = 10, 30, 50, 100 bins. We observed that the accuracy (12) and the error (14) critically depend on N , while changing M does not affect significantly the estimation performances. Therefore, here we discuss the robustness of our method with respect to both the parameters N and M only for the synthetic dataset TESTS51, while in the experiments on ALOI and BARNARD we fixed M = 100 and we vary N .
TESTS51
The dataset TESTS51 is freely available at http://www-cvr.ai.uiuc.edu/ponce grp/data/. It consists of a set of images of 8 different objects and of a set of 51 test-pictures in which the objects appear under different conditions (occluded, rescaled, rotated, differently illuminated, . . . ). In this work, we took the 51 test pictures as references and we generated synthetically the test images by changing the color appearance of each reference by the von Kries transforms with β w = 0.5 + 0.25w, and w = 0, . . . , 10. Some examples are shown in Figure 1 . Figure 2 shows the mean errors (14) and the mean accuracies (12) versus the color quantization, for N = 256, 32, 16 and M = 10, 30, 50, 100. In this figure, we omit to show the results obtained for N = 128 and N = 64 because they are very similar to those obtained for N = 256. We note that apart from the case M = 10, for N = 256, the error is negative for β w < 1, positive otherwise. On the contrary, for M = 10 and N = 64, 32, 16, the error is positive for β < 1, negative otherwise. This behavior is due to the color quantization and to the algorithm used for minimizing (9) . Clearly, for β w = 1.0, F βw is the identity function and so the accuracy is 1.0 and the error is 0.0 for every quantization. Figure 3 shows the mean accuracy (13) and the values of (12) for different color quantizations. By increasing β w , the number of saturated pixels increases too, and consequently the accuracy on our estimate decreases. This is more noticeable for β w ≥ 1.75, i.e. when the brightness of the test images is 1.75 times that of the correspondent references. The best results are obtained for N = 256, and M = 100: for this color quantization, the accuracy (12) between the test images and the color-remapped references are on average 10 times smaller than the value (13) between the tests and the references. No remarkable differences are obtained by using M = 30, M = 50 or M = 100, while for M = 10 the performances are not satisfactory.
ALOI
The database ALOI is a collection of 110,250 images of 1,000 objects recorded under different circumstances. It is freely available at http://staff.science.uva.nl/˜aloi/. Each frontal object view has been taken under 12 different light conditions, produced by varying the color temperature of five lamps illuminating the scene. More precisely, the lamp voltage was controlled to be V j = j × 0.047 Volts with j ∈ J = {110, 120, 130, 140, 150, 160, 170, 180, 190, 210, 230, 250}. An example of an object view under the 12 different lights is shown in Figure 4 . For each pair of illuminants (V j , V k ) with j = k, we took the images captured with lamp voltage V j as references and those captured with voltage V k as tests. Therefore, we considered 132 pairs of reference and test sets.
For ALOI we do not know the actual values of the von Kries coefficients that approximate the considered changes of light. Therefore, we cannot measure the accuracy of our estimates of α i by the formula (14) . For shortness, we report only the values obtained with N = 256 bins in the Table (4) at the end of this paper. A more detailed analysis about the result dependency on N can be found in the Technical Report [32] . Figure 5 shows for all the sets of references and tests the mean accuracy (13) and the values of (12) when N = 256. As reported in [32] , the mean accuracies do not change remarkably when N = 128 or N = 64, and the worst results are obtained for N = 16.
BARNARD
In this Section we report the experiments carried out on the real-world image dataset [28] downloadable from http://www.cs.sfu.ca/˜colour/. This database -that we refer as BARNARD -is composed by 321 pictures grouped in 30 categories. Each category contains a reference image taken under an incandescent light Sylvania 50MR16Q (canonical illuminant) and a number (from 2 to 11) of relighted versions of it (test images) under different lights. The illuminant is specified image by image by a triplet (p 0 , p 1 , p 2 ). We computed the accuracy of our estimates by the formulas (12) and (13) . The results are shown in Figure  6 for different values of N , while M = 100, while Table 1 shows the estimated coefficients of the von Kries transform mapping the test images on to the references for N = 256, and M = 100.
Comparison with BEST-FIT and with a Color Transfer Method
When the test and the reference images are related just by an uniform change of light, and no rescaling and changes of in-plane orientation occur, the von Kries transform approximating the illuminant variation can be estimated by a best fit method (BEST-FIT for short), that we explain here. Let p i r and p i t be the sensory responses at the ith pixel of the reference and test images respectively, and let (p i r ) j and (p i t ) j indicate their jth component (j = 0, 1, 2). By the von Kries model, (p i r ) j = α j (p i t ) j , where α j is the jth von Kries coefficient. For each j, BEST-FIT estimates the value of α j by the least square method that minimizes the energy functional
Here N I denotes the number of pixels in the reference (or test) image. In order to make the estimates of the von Kries coefficient robust to the saturated pixels, from the summation in (16) we exclude the pairs ((p i r ) j , (p i t ) j ) in which at least one element is 255. Differently from BEST-FIT, the color transfer method presented in [4] is invariant to changes of size and inplane orientation of the images. Like our method, color transfer employs statistical information about the color distribution of the images. Color transfer borrows the colors of an image onto an other. This approach is not tailored for the illuminant problem, but it is a general method largely used in Computer Graphics for correcting the color of an image with respect to a reference. The algorithm proposed in [4] (here denoted by CT) performs color transfer by means of a simple statistical analysis on the decorrelated orthogonal color space lαβ [11] . Firstly the RGB responses of the reference image r and of the test image t are converted by a nonlinear transform in the lαβ space. For both the images, the mean values (indicated by the brackets ) and the standard deviations of the channels l, α, β are computed. The mean values are then subtracted from the sensor responses expressed in the lαβ coordinates:
The color correction is performed by applying the transform
where σ t and σ r indicates the standard deviations of the coordinates in the superscript. The correction of the test image on the reference is then obtained by re-converting the new lαβ coordinates into RGB. As for BEST-FIT, also for CT we remove from the computation of the mean and of the standard variations the pixels with value 255. Table 2 shows the mean accuracies (averaged on the test sets) obtained on the datasets TESTS51, ALOI and BARNARD by our approach, BEST-FIT and CT and when no color enhancement is performed. The best results are obtained by BEST-FITS, but the discrepancy between the accuracies of BEST-FIT and our method is very small, while the worst results are given by CT. Moreover, thanks to the color description by normalized histograms, our approach (as well as CT) recovers the von Kries coefficients also in case of rescaled and/or rotated images, while BEST-FIT is not invariant to these transforms. In these experiments we set N = 256 and M = 100. The gap between the performances of CT and the other two methods is particularly remarkable for TESTS51, also when saturated pixels are removed from the mean and standard deviation computation. This is because the mean value used in CT captures just a small part of the color information. Table 2 : Comparison of the mean accuracy obtained without applying any color balancing and by using BEST-FIT, the color transfer algorithm [4] and our approach.
Comparison with Color Constancy Algorithms
In this Section we compare our approach and BEST-FIT with the color constancy methods presented and tested in [31] on the dataset BARNARD. The color constancy approaches considered in [31] are listed in Table 3 . They include two Gray-World methods (GW and DB-GW), a version of the Retinex algorithm (SCALE-BY-MAX), several variants of a gamut mapping approach (CRULE-MV, CRULE-AVE, ECRULE-AVE, ECRULE-ICA, ECRULE-MV, CIP-AVE, CIP-MV, CIP-ICA), two neural network methods (SP-NEURAL-NET, NEURAL-NET), and some color by correlation techniques (Cby-C-MLM, C-by-C-MAP, C-by-C-MMSE, C-by-C-01). In AVE-ILLUM the illuminant of each image is assumed to be the average of the all illuminants in the database. NOTHING indicates that no color balancing has been applied. These algorithms have been applied on the dataset images to determine their illuminants. Several error measures are taken into account for computing the accuracy of the illuminant estimate. Here we consider two error measures, for which the results are available for all the color constancy methods in [31] . The first measure is the angular error between an illuminant I gt = (p 0 , p 1 , p 2 ) of the ground-truth and its estimate I e = (p e 0 , p e 1 , p e 2 ):
Here · indicates the Euclidean norm. The second measure is the L 2 distance between the chromaticities (r gt , g gt ) and (r e , g e ) of the illuminants I gt and I e respectively. The chromaticity of an illuminant
The chromaticity-based error on the illuminant estimate is defined as 
where Q is the total number of illuminant pairs (I gt , I e ) taken into account. In BEST-FIT and in our approach, the illuminant of an image has been computed by scaling the canonical illuminant by the estimated von Kries coefficients. In our approach we used the finest color quantization (N = 256 bins, M = 100 bins).
There is a remarkable discrepancy between the errors output by BEST-FIT and by our approach and those obtained by the color constancy algorithms in [31] . This is due to the different inputs of the considered algorithms. In fact, the color constancy methods in [31] take as input just the canonical illuminant Ill c and an image, and use them to estimate the illuminant of the image Ill I . Then they compute the von Kries transform relating the Ill c and the estimate of Ill I and correct the input image as it would be captured under the reference illuminant. BEST-FIT and our approach require as input a reference image (NOT the canonical illuminant) and a test image, and calculate the von Kries transform relating the reference to the test. Then they correct the test image by rescaling its channels according to the estimated von Kries coefficients. If Ill c is known, the illuminant of the test image is estimated simply by scaling each components of Ill c by the correspondent von Kries coefficient. Using a reference image instead of the canonical illuminant makes the estimate of the von Kries coefficients more accurate and therefore provides a better image correction. While the color constancy approaches in [31] are successfully applied in Computer Graphics, for instance to improve the quality of digital photos, they are often not adequate for image and object recognition [30] . On the contrary, in Section 5 we prove that the color enhancement based on our estimate of the illuminant variation allows good performances in the illuminant invariant image recognition. 
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Image Recognition
In this Section we show how the estimate of the von Kries transform can be used for achieving the illuminant invariant image recognition.
We stated the recognition problem as follows: let D be a database of known images (references), and let F a set of illuminant transformations, and let d be a dissimilarity measure between images. Given a new unknown image I (query), the recognition of I from D consists in finding the image I 0 of D and a transform
To find the reference (possibly relighted) most similar to an input query, we compute the von Kries transforms mapping each reference onto the query, and we associate a dissimilarity score to each of these transforms. The solution is the reference whose von Kries transform has the minimum dissimilarity from the query. In particular, we define the image dissimilarity as
where Ψ i and Ψ ′ i are the inversions of the cumulative histograms of the ith channel of the query and reference respectively. We note the i-th term in (20) is the L 1 distance between the functions α i Ψ i and Ψ ′ i (i = 0, 1, 2). The dissimilarity score ∇ between a query I r and a reference I depends on the transform K mapping I r onto I, and therefore it is not a distance in the mathematical sense. In fact, because of it dependency on the von Kries coefficients, it does not satisfy triangular inequality. Nevertheless, ∇ is a query-sensitive dissimilarity measure, in the sense that it depends on the query. A mathematical formulation of the classification and retrieval problem in case of query-sensitive measures is illustrated in [2] .
In the following, we say that a query I r is correctly recognized if the reference image I of D minimizing (20) is a re-lighted version of I r . The performance of our approach has been evaluated by the recognition rate, defined as the ratio between the number of test images correctly recognized and the total number of test images.
In our experiments, we considered the reference and the test sets of TESTS51 and ALOI defined in Section 3. When no color normalization is applied, the mean recognition rate is about 0.10 for TESTS51, and about 0.76 for ALOI. Figure 7 shows the recognition rates of TESTS51 for different values of N , while Figure 8 shows the recognition rates for the different reference and test sets of ALOI when N = 256 (Right) and when no color enhancement is used (Left). An analysis about the recognition robustness with respect to the color quantization for the dataset ALOI is reported in Figure 9 (Left), that shows for each reference set the mean recognition rate on all the test sets considered.
In the case of ALOI datasets, we compared our recognition rates with those obtained by using the color normalization methods Gray-World and ACE. We normalized the reference and query colors by Gray-World and ACE and we matched the color enhanced images by the dissimilarity measure (20) with α i = 1.0 for each i = 0, 1, 2. Figure 9 (Right) shows, for each reference set, our recognition rates averaged on all the test sets, along with the recognition rates obtained by Gray World, ACE and without color enhancement. Both in terms of recognition rate and program run time, our approach and the Gray-World based method show similar results, while the use of ACE gives the worst performances. The smallest recognition rates output by our retrieval method are obtained for the lamp voltages V 140 and V 230 , that produce a large number of saturated pixels, determining a low accuracy on the determination of the von Kries coefficients and as consequence a decrement of the recognition performances. In fact, for these voltages the image brightness is higher than in the other cases.
Conclusions and Future Directions
In this paper we presented a new algorithm for computing the illuminant change possibly occurring between two images of a scene. Our approach approximates the illuminant variations with the von Kries model and hence assumes that the surfaces of the objects in the scene obey the Lambert's reflectance laws. The illuminant change between two pictures is computed by minimizing a dissimilarity measure between the piecewise inversions of The main advantages of our estimate are: i) linear complexity with respect to the number of image pixels and to the color quantization, and consequent small run time for computing the von Kries coefficients (less than 0.04 seconds on an image of size 150 × 200 pixels on a standard CPU Pentium4, 2.8 GHz), ii) only two parameters to be set up (N and M ), iii) robustness to pixel saturation, image rescaling and in-plane rotating. The experiments illustrated in Section 4 showed a high accuracy on the computation of the von Kries transform and on the image color correction also by varying the color quantization parameters N and M . We compared our approach with a best-fit method and with the color constancy algorithms described in [31] . Differently from these color constancy techniques, given a single input image, our approach and BEST-FIT are not able to determine its illuminant. These simply compute the von Kries map relating two pictures, and provided the illuminant of one picture is known, they estimate that of the other. Nevertheless, BEST-FIT and our approach are more adequate for the illuminant invariant image recognition than the color constancy algorithms. Given a set of reference images and an unknown input image, the problem is to find the reference possibly relighted that is the most similar to the query. In this work we show how this goal can be achieved simply by estimating the von Kries coefficients relating the query to each reference and by using as dissimilarity measure the score (20) . The proposed recognition method avoids the color correction step, necessary in the recognition approaches based on the color constancy methods, and guarantees higher performances. Moreover, differently from BEST-FIT, our method allows the recognition of rescaled and/or rotated images. The retrieval results reported in Section 5 aim at showing how our algorithm compares to others when only color information is used, but we are aware that a color analysis cannot be sufficient for image recognition in the majority of the real world applications. In general other features, like texture and edges, are to be employed in addition to colors. In this framework, our technique can be integrated in a more complete object and image recognition system to provide information about possible changes of light and to enhance the image colors. In particular, we plan to integrate our technique in the object and image recognizer MEMORI [33] , in order to make it invariant to changes of light. Moreover, we would like to investigate possible extensions of our approach to non Lambertian surfaces and to the case of non uniform illumination. Considered that the von Kries model cannot be applied on images taken with different devices, we are interested to develop new strategies or models in order to make our estimate device-invariant.
