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a b s t r a c t
In this paper, a new numerical approach via reconstructed Legendre orthogonal polyno-
mials (LOPs) is presented to solve the linear quadratic optimal control problems (LQPs).
By using the elegant operational properties of orthogonal polynomials, a computationally
attractive algorithm is developed for calculating LQP. A numerical example illustrates the
techniques and demonstrates the accuracy and efficiency of these controllers.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The linear-quadratic optimal control problems (LQPs) played important part in the classical calculus of variations.
Regarding to optimal control (OC) theory, linear quadratic problems represent an immediate extension of linear optimal
control problems not having any analogs in the calculus of variations [1]. A powerful model class for OC is the class of
linear quadratic systems. Such systems arise naturally in many applications, for example in the case of forward-looking
systems of the kind that naturally arise in economic policy problems. The application of lateral motion of aircraft is also
very encouraging [2]. General characterization of their solutions and useful numerical algorithms to compute them are now
available in many recent works [3–6].
In the past few decades, orthogonal functions have been extensively used in obtaining an approximate solution of OC
described by Riccati differential equations [7,8]. The approach is based on converting the differential equations into an
integral equation through integration. Moreover, the state and/or control involved in the LQP are approximated by finite
terms of orthogonal Chebyshev series [9,2], while the operational matrix of integration is used to eliminate the integral
operations in other works [10–12].
The authors in [13] developed the LQP by an indirect Legendre pseudospectral method. They approximate the system
dynamic by the way of a differentiation matrix at the Legendre–Gauss–Lobatto points. Recently, the method in [14] is
based on converting the differential equations into an integral equation through integration. The authors used finite
terms of shifted Legendre polynomials to approximate the state and control variables involved in the equation and used
an operational matrix of integration to eliminate the integral operations. Moreover, the authors in [15] presented a
method to obtain the operational matrices of integration considering the Jacobi polynomials. In Ref. [16], the authors
proposed a direct solution technique for solving the integrated forms of high even-order differential equations, using the
Bernstein–Petrov–Galerkin method approximations.
In this paper, a new algorithm for solving LQP is presented. The proposed algorithm describes an alternative technique
based on converting the problem under consideration into non-linear programming problem (NLP) with unknown
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coefficients. This technique aims to use the orthogonal property to eliminate the integral operation in the performance index
without using operational matrix of integration. In order to eliminate the integral operations, the algorithm approximates
the solution of the state xN and control uN by a finite series of reconstructed Legendre polynomials up to degree N . In the
systemdynamics, we used collocationmethod to approximate the derivatives arising in the differential equations and hence
converted also to algebraic equations.
The main advantage for using a reconstructed Legendre series is the equation error decreases very fast with increasing
approximation degree N [17]. Thus, by using few terms of these series, the L2-norm of the equation error will presumably
become very small.
The paper is organized as follows. In Section 2,we introduce reconstructed Legendre orthogonal polynomials. In Section 3,
the reconstructed Legendre orthogonal polynomial for solving LQP is presented. In Section 4, numerical examples are given
to clarify the proposed method and compared with other methods. In Section 5, remarks, conclusions of the work are
presented.
2. Reconstructed Legendre orthogonal polynomials
In this section, some results concerning the Legendre polynomials are introduced. Consider the Legendre–Gauss–Lobatto
(LGL) node points. There is no need for additional nodes with LGL since the endpoint−1 and+1 are collocation points. That
is, t0 = −1 < t1 < · · · < tN = 1, for t0 = −1, tN = 1 and tk ∈ (−1, 1), k = 1, . . . ,N − 1 are the zeros of P ′n(t), where
P ′n(t) is the derivative of the nth order Legendre polynomial Pn(t), i.e.
{ti : (1− t2i )P ′n(ti) = 0, i = 0, 1, . . . ,N}, (1)
where, (1− t2)P ′n+1(t) = (n+ 1)(Pn(t)− tPn+1(t)).
The three terms of recursive formula are:
(n+ 1) Pn+1(t)− (2n+ 1) tPn (t)+ nPn−1 (t) = 0, (2)
with P0 (t) = 1 and P1 (t) = t .
The orthogonality for a set {Pn(t), n = 0, . . . ,N} over the interval [−1, 1]with weightw(t) = 1 is given by: 1
−1
Pn(t)Pm(t) dt = δnm, (3)
where, δnm =
 2
2n+ 1 n = m
0 n ≠ m
.
If f (t) is integrable in [−1, 1], then the reconstructed finite Legendre approximation considered here is:
fN(t) =
N
i=0
aiP˜i(t) = aTP(t) −1 < t < 1, (4)
where, aT = [a0 a1 . . . aN ] are given by:
ai = 2N + 12
 1
−1
fN(t)P˜i(t)dt; i = 0, 1, . . . , (5)
andP(t) =

P˜0(t) P˜1(t) . . . P˜N(t)
T
, the reconstructed Legendre orthogonal polynomials in t ∈ Rn of degreeN are as follows:
P˜i(t) =

Pi(t) 0 ≤ i < N2
PN−i(t)
N
2
≤ i ≤ N.
Let Z be a square matrix whose entries (zij), i, j = 0, . . . ,N are all constant values. The computational method used in this
paper relies on the sum of squares decomposition of orthogonal polynomials. This can be shown equivalent to the existence
of a special quadratic form stated: 1
−1
PT(t)ZP(t) dt =
N
n=0
2βn
2n+ 1 ,
where, βn =

znn if diag(Z) ≠ 1
1 if diag(Z) = 1.
Moreover, if fN(t) = aTP(t), then the quadratic form is as follows: 1
−1
f 2N (t)dt = 2

N
i=0
a2i
2i+ 1

. (6)
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3. Reconstructed Legendre approximations for LQP
Even though the general LQP is very hard to solve, there are very useful simplifications that lead to closed form solutions.
Assuming that the linear system is time invariant as well, then the state and output equations are:
x′(t) = A x(t)+ Bu(t)
x(0) = x0

; (7)
where x(t) = [x(0)(t) x(1)(t) . . . x(N)(t)]T ,u(t) = [u(0)(t) u(1)(t) . . . u(M)(t)]T are referred to the state and control vectors,
respectively and A ∈ RN × RN is the state dynamics matrix, B ∈ RN × RM is the control dynamics matrix. In the LQP, the
regulation performance is measured by a quadratic performance criterion of the form:
J = 1
2
x(tf )THx(tf )+ 12
 tf
0
[x(t)TQx(t)+ u(t)TRu(t)]dt, (8)
where H ∈ RN × RN is the terminal state penalty matrix, Q ∈ RN × RN is a positive semi-definite state matrix, and
R ∈ RM × RM is a positive definite control matrix.
However, the set of reconstructed Legendre polynomials is complete, this means that the state x(k)(t) and control u(j)(t)
variables with finite L2 norm:x(k)(t)2 = (⟨x(k)(t), x(k)(t)⟩)1/2, and u(j)(t)2 = (⟨u(j)(t), u(j)(t)⟩)1/2
can be approximated by:
xˆ(k)(t) =
N
i=0
a(k)i P˜i(t), and (9a)
uˆ(j)(t) =
M
i=0
b(j)i P˜i(t), (9b)
for k = 0, 1, . . . ,N, j = 0, 1, . . . ,M and with arbitrary small error:
εx = (⟨x(k)(t)− xˆ(k)(t), x(k)(t)− xˆ(k)(t)⟩)1/2 and
εu = (⟨u(j)(t)− uˆ(j)(t), u(j)(t)− uˆ(j)(t)⟩)1/2.
The main reason for the use of reconstructed Legendre orthogonal expansions is that it results in the simplification of the
cost function J , this is due to the fact that the integral of the multiplication of non-identical orthogonal terms is zero.
3.1. Performance index approximation
Consider the reconstructed Legendre approximations of the state x(t) and control u(t) variables have the following
components, respectively
x(k)(t) = a(k)T P(t), k = 0, 1, . . . ,N1 and u(j)(t) = b(j)T P(t), for j = 0, 1, . . . ,M1,
where ti, i = 0, 1, . . . ,N are LGL points, and the vectors of Legendre coefficients are:
a(k) =

a(k)0 a
(k)
1 . . . a
(k)
N
T
, and b(j) =

b(j)0 b
(j)
1 . . . b
(j)
M
T
.
The performance index (8) is approximated for the transferred time I = [−1, 1] as follows:
J = 1
2
xT (1)Hx(1)+ tf
4
 1
−1
[aTP(t)TQP(t)a+ bTP(t)TRP(t)b]dt.
To this end, applying the orthogonality (3) and Eq. (6) gives us the following minimum approximation of the objective J:
JN(α) = 0.5IH + 0.5tf (IQ + IR), (10)
where
IQ =
N1
m=0
N1
k=0
N1
j=0
a(k)j a
(m)
j qkm
2j+ 1 ; IR =
M1
m=0
M1
k=0
M1
j=0
b(k)j b
(m)
j rkm
2j+ 1 and IH =
N1
i=0
N1
j=0
x(i)(1)x(j)(1)hij.
The feedback gains of unknown coefficients are:
α = (a(0)0 . . . a(0)N . . . a(N)0 . . . a(N)N b(0)0 . . . b(0)M b(M)0 . . . b(M)M )T .
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The coefficients a(k)j are weighted stronger if qjj > 0 are large enough in the quadratic objective JN(α). Moreover, the control
components rjj have to be positive to avoid the unrealistic solution. Referring to these facts, it results that the control vector
u has a feedback component b(k)j with a constant depending on R. Whereas a positive defined matrix R ensures the system
stability after the final moment if the state components qjj are vanished. However, the error estimation in the objective
JN(α) is:
|JN(α)− JN−1(α)| < ε;
where ε ≤ εx + εu. Therefore, the feedback gains α of the LOP on the convergence of the performance index JN(α) are
optimum. The authors in [18] are presented an analytical proof of the algorithm convergence.
3.2. System dynamic approximation
The system dynamics (7) can be approximated as follows. Substituting from (9a) and (9b) into (7) we have for each
k = 0, . . . ,N:
N1
i=1
a(k)i ξiPi−1(t)−
N1
i=1
a(k)i ξitPi(t)−
N
j=0
N1
i=0
Akja
(j)
i Pi(t) =
M
j=0
M1
i=0
Bkjb
(j)
i Pi(t);
where ξi = i(1−t2) , ti ∈ (−1, 1). Let N1 = M1, then equating the coefficients gives us:
a(k)n+1ξn+1 − a(k)n tξn =
N
j=0
Akja(j)n +
M
j=0
Bkjb(j)n , n = 1, . . . ,N, i = 1, . . . ,N − 1, k = 0, . . . ,N (11)
with auxiliary initial constraints:
a(k)1 ξ1 =
N
j=0
Akja
(j)
0 +
M
j=0
Bkjb
(j)
0 , i = 0, 1, . . . ,N. (12)
The LQP has been now reduced to the following NLP:
Minimize: J = JN(α) (13)
Subject to: g(α) = 0. (14)
The algorithm to solve LQP can be summarized as follows:
1. Set kk = 0 (no. of iterations) and select initial trajectories x0(t) and u0(t).
2. Approximate state and control variables by a finite reconstructed Legendre equation (9).
3. Determine the objective (10) as well as equality constraint information (11) and (12).
4. Find the optimal solution of NLP in (13) and (14) using an active NLP solver.
5. Stop if |JN(α)− JN−1(α)| is sufficiently small.
6. Increment kk by 1 and repeat from step 2 with N Increment by 2.
The above algorithm is easy to program and is computationally fast. Furthermore, the original problem, however, is
formulated in terms of Legendre coefficients rather than in the form of elements of integration and/or differentiation
matrices. We can also introduce artificial parameters to construct the LQP in the form a1/2n and b
1/2
n to avoid rounding errors
in performance index. The resulting NLP problem can be solved using well-known solvers such as MINOS, or IPOPT.
4. Illustrative examples
In this section, we present some numerical results using the proposed method and compare the results with other
methods. The performance of the proposed reconstructed Legendre approach was evaluated by identifying parameters for
a number of variables in LQP.
Example 1. Find the optimal control u(t) that minimizes the objective:
J = 1
2
 1
−1

0.625x2 + 0.5xu+ 0.5u2 dt.
Subject to: 2x′(t) = 0.5x(t)+ u(t), and x(−1) = 1. This problem has exact solution given by
u∗(t) = −

tanh
(1− t)
2
+ 0.5

cosh
(1− t)
2

cosh(1), t ∈ [−1, 1]
with optimal cost: J∗ = e2 sinh(2)/(1+ e2)2 ≃ 0.380797.
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0.380814
0.380812
0.38081
0.380808
0.380806
0.380804
0.380802
0.3808
0.380798
0.380796
Chebyshev Legendre
Objective convergance
0 2 4 6 8 12 14 16 18
Fig. 1. The objectives of Chebyshev and LOP approximations.
Table 1
Simulation results of Example 1.
N J∗ |JN+1 − JN | CPU time (s) εx εu
4 0.380810 2.1E−03 1.3 7.1E−02 0.9E−01
6 0.380797 2.1E−07 1.9 2.2E−05 2.7E−05
8 0.380797 1.0E−07 2.8 1.5E−08 3.3E−09
10 0.380797 1.0E−08 3.9 1.0E−09 2.4E−09
Table 2
Computational operations for N = 8 of Example 2.
Methods No. of iterations |JN+1 − JN | CPU time (s)
Vlassenbroeck [17] 9 2.12E−07 5.4
H. Jadu [6] – 4.17E−06 4.7
Present method (LOP) 3 9.45E−09 2.7
For this implementation, the results obtained by the proposed approach are presented and comparedwith the collocation
method based on Chebyshev approximations [2]. Fig. 1 shows the objective of both methods and we found that the
LOP approach based on reconstructed Legendre approximations is faster convergence than Chebyshev technique. All the
computation times reported here were obtained using a low cost platform, PC Core 2 Duo 2.0 GHz.
The problem is solved for N = 4; 6; 8 and 10. For all these cases acceptable convergence is achieved in three iterations.
Table 1 summarizes some of these optimal values.
Example 2. Find the optimal control u(t) that minimizes the performance index:
J = 1
2
 1
−1

x21(t)+ x22(t)+ 0.005 u2(t)

dt.
Subject to the system dynamic: x˙ =

0 0.5
0 −0.5
 
x1
x2

+

0
0.5

uwith initial conditions x(−1) = (0− 1)T and the inequality:
x2(t) − 2 t2 + 0.5 ≤ 0. For the problem considered here, we used Eq. (9) at N = 8 to avoid the integration in objective
function. Applying themethod presented in [17], we found an optimal value of J∗ = 0.1800 using the Chebyshev polynomial
method, whereas the author in [6] found an optimal value of J∗ = 0.17084880 (after several restarts from the best solution
and very long iterations). In this work, the optimal result was also obtained with the LOP method, which converged to
essentially the value J∗ = 0.16915587. Finally, Figs. 2 and 3 present the optimal states and control variables.
However,wenotice that 53%of the computational operation time is put away as shown in Table 2. The collocationmethod
considered in [6,17] has several coefficients which can greatly influence their performance, both in terms of efficiency and
robustness.
Some of the computational operations are listed in Table 3. We see that the error grows at the same rate as theminimum
value of the sum of the elements of the objective. The convergence is achieved after three iterations for each N .
5. Conclusion
A numerical method is presented to solve linear quadratic optimal control problems. The algorithm LOP seems to
be an effective technique to solve a great number of problems. Nevertheless, it should be specified that the traditional
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Fig. 2. Optimal state trajectories of Example 2.
Fig. 3. Control u(t) of Example 2.
Table 3
Computational operations of Example 2.
N J∗ |JN+1 − JN | CPU time (s) ∥x1(t)∥2 ∥x2(t)∥2 ∥u(t)∥2
4 0.17003 2.03E−04 1.5 1.12E−07 5.19E−06 5.57E−07
6 0.16994 6.11E−05 2.1 4.07E−08 6.08E−08 2.91E−08
8 0.16916 2.48E−07 2.7 3.44E−09 7.67E−09 3.50E−09
10 0.16916 6.92E−08 3.6 8.09E−11 5.29E−11 6.19E−10
discretization methods create problems of optimization of management of the large-sized LQP with high numerical
precision. The method is based on the orthogonality property of reconstructed Legendre approximations. Therefore, our
method prevents the need for solving the backward integration of the matrix Riccati differential equation or inverting ill-
conditioned transition matrices. The algorithm can be modified easily to handle the other internal constraints also, which
is left for future investigations.
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