Background: Electronic health information routinely collected during health care delivery and reimbursement can help address the need for evidence about the real-world effectiveness, safety, and quality of medical care. Often, distributed networks that combine information from multiple sources are needed to generate this real-world evidence.
E lectronic health records and other information routinely collected during health care delivery and reimbursement can help address the critical need for evidence about the realworld effectiveness, safety, and quality of medical care. [1] [2] [3] [4] [5] [6] [7] Consequently, state and federal agencies, private payers, and others are seeking to use these data to generate timely and actionable evidence and realize the benefits of a learning health system. [8] [9] [10] Even the largest individual data resources are insufficient to investigate interventions with limited use, evaluate rare conditions, identify rare outcomes, and to enable timely decision making. 1 Combining data from diverse clinical settings also strengthens the generalizability of findings. Therefore, combining multiple data sources is often necessary. Using multiple data resources for comparative effectiveness research (CER) requires efficient mechanisms to access the data while respecting the regulatory, legal, proprietary, and privacy implications of use. In principle, a distributed network or a centralized database could support multi-site CER. The US Food and Drug Administration (FDA) 4, 11, 12 and the Office of the National Coordinator for Health Information Technology, 13 among others, support using distributed data networks that allow data partners to maintain physical control over their data, while permitting authorized users to query the data. 11, 12, [14] [15] [16] [17] [18] [19] In distributed networks data partners maintain control of their data and its uses. Distributed networks typically rely on a common data model that enables queries to be executed identically by all data partners. [20] [21] [22] [23] [24] Distributed networks address many of the security, proprietary, legal, and privacy concerns common to multi-site research. 19, 25, 26 An added benefit is that the data are held by those who are best able to consult on proper use and interpretation. Both single-use 27, 28 and multi-use networks are possible. Multi-use networks such as the HMO Research Network (HMORN), 29, 30 the CDC-sponsored Vaccine Safety Datalink, [31] [32] [33] and the FDA-sponsored Mini-Sentinel 12 build and maintain data and administrative infrastructure to support multiple studies. Multi-purpose networks often refresh their data as new information becomes available.
Unfortunately, idiosyncratic data quality issues in multi-site environments can arise from variation in data capture, differences and changes in medical coding terminologies and coding practices, local business-rules regarding data adjudication, clinical workflows, and delivery system differences such as formularies, provider contracts, and payment contracts. 34, 35 Without a strategy to identify and address cross-site and temporal data quality issues, the evidence generated by CER using such networks is subject to validity concerns. Therefore, a framework for data quality checking is needed to help researchers identify and resolve these issues. In this paper we (1) review the pragmatic data quality framework developed by Kahn et al, 36 (2) assess several existing data quality checking approaches, (3) provide several worked examples of data quality checking, and (4) recommend multi-site data checking approaches. These data checking domains are commonly found in multi-site data quality checking approaches. However, data quality checking in distributed data networks has not been well described in the literature, and is generally more complex due to privacy and proprietary concerns and variation in data capture.
KAHN'S DATA VALIDITY CONCEPTUAL FRAMEWORK

DATA QUALITY CHECKING APPROACHES USED BY SELECTED DISTRIBUTED DATA NETWORKS
There are no guidelines to determine whether electronic health data are "valid" or of high "quality" nor any consensus on how to define "valid" or "quality." Hall et al 37 set out guidelines for good pharmacoepidemiologic practice for database selection and use, and included several reco-mmendations for single-site and multi-site studies. 37 They provide suggestions for data checking, including assessment of the completeness and accuracy of key study variables, check of external validity (eg, is the rate of some metric consistent with external estimates), logic and plausibility checks (eg, assessment of age ranges, missingness, and clinical plausibility), and trending assessments. 37 Several networks have published their data checking procedures, with varying levels of detail. The HMORN conducts annual data quality checks of their distributed database-the HMORN Virtual Data Warehouse (VDW). They assess compliance with the common data model, evaluate summary statistics for continuous measures, proportions for categorical variables, missingness frequencies, and trends. 38 Output is reviewed by data area workgroups that consist of HMORN analysts and investigators. HMORN sites must get a "passing" grade before their data are considered acceptable for inclusion in the VDW. The specific metrics needed to earn a "passing" grade are determined by the workgroup.
The Observational Medical Outcomes Partnership (OMOP) has several tools to assess data quality. 39, 40 The OMOP approach is similar to the HMORN with respect to review of categorical and continuous variables across an entire database and without focus on a specific study topic. OMOP has a standardized approach to representing the results, 39 and flagging potential problems. 40 The FDA's Mini-Sentinel project describes 4 levels of data checking. 41, 42 Level 1 checks review consistency with the Mini-Sentinel Common Data Model data dictionary, focusing on variable names, lengths, formats, and values. For example, acceptable values for the variable SEX are "M," "F," "A," and "U" so any other value will generate an error flag. Level 2 checks focus on completeness and integrity between variables within a table, or variables between tables. For example, every person identifier in the pharmacy dispensing table must have a record in the demographic file. Level 1 and level 2 checks apply attribute domain constraints and relational integrity rules to generate binary flags. Level 3 checks-similar to historical data rules-focus on patterns, trends, and cross-variable relationships, but not necessarily relationships that can be characterized as true or false. For example, a graph of monthly pharmacy dispensings or a table of the annual distribution of inpatient and outpatient encounters can identify unusual patterns or cross-site variability. Potential issues are flagged by visual inspection of trends and review of expected within and cross-site consistency. Finally, level 4-similar to attribute dependency rules-data checks focus on specific clinical scenarios for which there is a reasonable a priori expectation for the findings. Examples include trends in dispensing rates of specific medications by age and sex, vaccinations by age and sex, and the frequency of specific procedures by age and sex.
PRACTICAL SUGESTIONS FOR ASSESSING DATA VALIDITY IN A DISTRIBUTED DATA NETWORK
The approaches described above are consistent in focus and approach. On the basis of the work reviewed above and our experience operating several multi-site networks, we present a series of practical approaches to help identify data issues and ensure data validity in multi-site multi-purpose distributed networks. Our recommendations have been extensively "field tested" across thousands of data extractions and hundreds of studies. Although we continue to find unusual data quality issues, the proposed methods comprise the core data quality checking procedures used in multiple active national networks. We also present considerations related to data security, privacy, and proprietary issues. Data quality checking for specific studies can use many of the same approaches, but additional study-specific checks are recommended.
Review Adherence to the Common Data Model
Many multi-site distributed networks use a common data model to facilitate cross-site analysis. Once the common data model is determined and sites conduct an extracttransform-load (ETL) procedure to populate the model, the ETL process must be checked against the data model. These checks compare the extracted data against the data model data dictionary to ensure syntactic consistency and adherence to the data model. There are at least 3 basic consistency checks: the first evaluates simple syntactic consistency, the second focuses on the table structure, and the third targets expected relationships between tables.
Syntactic correctness refers to whether the transformed variable names, values, length, and format meet the data model specifications. For example, a patient identifier variable could have 4 checks-it must be nonmissing, be a character format, be left-justified, and be called PATID. The variable "sex" might have 5 checks-must be a character format, have a length of 1, be nonmissing, have values of "F," "M," or "U," and be called SEX.
Consistency with coding terminologies should be evaluated. For example, Healthcare Common Procedure Coding System codes should be 5 digits, National Drug Codes (NDCs) should not contain any letters, and International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) codes should always begin with a number, an "E," or a "V." For variables that use standardized coding terminologies, all values contained in a dataset can be checked against a reference library of all valid values for that terminology. Finally, data models may specify that certain variables include or exclude decimals, dashes, and modifiers and data check should verify that those rules were followed.
Data models are often organized into specific tables that can be linked by person or encounter identifiers. Each Finally, expected cross-table relationships should be checked for consistency with the data model. These checks rely on identifying relationships that should always be true based on the data model and verifying that the data meet those expectations. For example, in some networks every patient in the pharmacy file should have a corresponding row in the demographic file, and every patient in the utilization file should be in the enrollment file. Violation of these basic data model rules should generate errors for review. Table 1 illustrates the output of a cross-site, cross-table data check in the Mini-Sentinel program. Sites 5, 14, and 17 have low match rates between the enrollment and demographic files. This finding is a result of those sites providing care for nonmembers. This can occur in integrated delivery systems that operate medical facilities, but should not be observed for insurance companies that do not operate medical facilities. This example highlights that interpretation of differences may require information about data sources that exists outside of the dataset and that observed differences may not be indicative of poor data quality.
Review Each Data Domain
Data models are commonly divided into domains such as enrollment, demographics, medication dispensing, prescribing, medical utilization, laboratory results, and vital signs. Examples include the HMORN VDW, OMOP, the Mini-Sentinel Common Data Model, the Vaccine Safety Datalink, and Electronic medical record Support for Public health. 43 Models that combine information across domains into a single table (eg, star schemas) 44 can be stratified by domain to help simplify comparisons.
Independent of the data model, we suggest extending data domain checks by evaluating (1) frequency and proportions for categorical variables; (2) distributions and extreme values for continuous variables; (3) missingness; (4) "out-of-range" values (as defined by the data curator); (5) expected relationships between variables within the domain; (6) normalized rates (eg, per person, per member, or per person per month); and (7) temporal trends (weekly, monthly, quarterly, or annual). Trends in counts or proportions should be presented overall and by site and can be stratified by age group, sex, or other relevant characteristic. The 7 basic checks listed above provide a view of the entire database over time and should be implemented across all data domains. These checks should be modified to investigate a specific cohort of patients or topic. We present a series of examples by domain for guidance.
Membership/Enrollment
Key temporal components such as the start and stop dates of enrollment stratified by the type of coverage and demographic characteristics should be assessed. 
Demographics
Checks of categorical and continuous variables, including missingness and "out-of-range" values should be assessed. Sites can review age and sex distributions to verify consistency with expectations.
Medication Use
Medication information typically includes the medication dispensed/prescribed, the days of supply, number of units (eg, pills, canisters), and the date dispensed/prescribed. If standard coding terminologies such as RXnorm or NDCs are used, the recorded values should match valid values the terminology dictionary. Suggested medication checks include:
Frequency of records by days supplied and amount dispensed/prescribed, including identification of unexpected values such as < 0, 0, 0 to < 1, andZ 100. 
Medical Utilization
Medical utilization data often include care setting (eg, inpatient, ambulatory, emergency department), diagnoses Diagnoses by diagnosis code type (eg, ICD-9-CM, SNOMED-CT). Encounters per patient and per member per month. Figure 2 shows encounters by month for 2 consecutive ETLs for 1 site. The saw-tooth pattern is unexpected; it could be the result of a data capture issue or a change in the ETL logic that was introduced in the most recent data extraction. Discussion with the data partner identified a data extraction error that was corrected. Temporal comparisons of ETLs within a site can help identify missing data [(Supplemental Digital Content 5, Figure 4 , http://links.lww.com/MLR/ A514) illustrates 2 sequential data extracts, the second of which had a month of missing data].
Clinical Data
Data such as laboratory results and vital signs can be tested like the other domains, with relevant stratifications.
Investigation of laboratory test results is complex because results can be idiosyncratic and data capture can vary substantially across sites. Basic clinical expectations should be reviewed for validity such as men weighing more than women and blood pressure increasing by age. Examples of temporal trends include the number of tests per month, tests per member per month, and average values per year. 
Assess Expected Clinical Relationships
Expected clinical relationships should be assessed. For example, the rate of hip fractures among 60-65-year-old women, and ankle fractures among 18-22-year-old males are metrics that can be compared across sites with the expectation of cross-site consistency. The intent is to identify a clinical condition or event with an expected pattern or expected consistency across sites, and test the hypothesis of similarity. We also recommend evaluating relationships that should never occur such as the number of pregnant men and women with prostate cancer. [45] [46] [47] [48] [49] Because most electronic data contain these types of errors, a dataset with no "never" relationships is itself suspect and it is up to the researcher to investigate with the data partner the process used to implement the cleaning.
Additional Considerations
Data checking in a distributed multi-site environment requires the transfer of information from the sites to a coordinating center that acts as data curator. Transfer of information to any external entity raises security, privacy, and proprietary concerns. In addition, data partners interpret privacy regulations differently, but most prohibit transfer of patient-level information or tables with low cell counts without approval of their Institutional Review Board and/or privacy officer. Data checking output can avoid patient privacy issues by transferring only stratified count information. Proprietary concerns can introduce additional barriers. Examples include dispensings by NDC or generic name (this can allow identification of preferred pharmacy vendors or the formulary status of products), per member per month counts, and counts of members by diagnosis code, procedure code, or other clinical codes as this can expose implied quality measures. Finally, some partners may object to the sheer volume of information often required for comprehensive data checking, requiring a balancing of partner needs with those of the multi-site network data curator.
Study-specific data checks also should be performed. Study-specific checks should investigate the exposure, outcome, and covariates of interest in detail. Assessment of metrics such as days supplied per dispensing, dispensings per user, and total days of exposure per user can help identify cross-site variability. These checks can identify data quality issues not observed by the network data checking process.
DISCUSSION
Assessing data validity in multi-site distributed data networks is complex. There are no clear rules for what constitutes a "valid" data resource or even which metrics to Data Quality in Distributed Networks use to assess data validity. Data validity approaches often rest on the experience of the investigator and work of data curators. We recommend a range data checks for CER studies to help identify potential data issues and provide assurance to CER stakeholders that routine and appropriate data quality checking was conducted.
The data checks recommended are generic by design and do not address all possible data domains or scenarios. The domains included above represent the most common data domains for CER, but because the conceptual frame is the same for all domains, the data checking steps listed here can be applied to other domains such as patient reported outcomes, registry data, and other elements in electronic health records. In addition, multi-site networks (and specific studies) often incorporate data updates or "refreshes" that add newer data to the network. In such instances, all data checking must be repeated to ensure that the updates did not introduce new data quality problems, as illustrated in our examples. Our experience is that data updates using a previously validated ETL offers no protection against new data quality problems resulting from unknown or underappreciated changes in the local data resources. In fact, it is not uncommon for data partners in distributed networks to learn of local data changes from the network data checking process.
Data quality checking is typically conducted "behind the scenes," with results excluded from public reports. We suggest changing this paradigm by including information about the data quality approach and results as part of the standard CER reporting template. At a minimum, investigators should report key data checking metrics for the primary exposure, outcome, and covariate measures. This would help ensure that investigators implement extensive data checks and provide stakeholders with enough information to assess the likelihood that the data sources are appropriate for the study design.
Well-conducted CER requires the appropriate combination of data resources, study design, and statistical analysis. Poor choice of any of the 3 can result in invalid results. Well-designed data checking activities can identify data issues and determine the suitability of the data source for the study design and statistical method. To fully realize the potential of electronic health data for CER, our understanding of data issues, including methods for identifying them, must advance in parallel with advances in study design and statistical methods. Only when all 3 legs of the CER stool are solid will CER take its rightful place in evidence generation.
