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Kapitel 1
Mortalita¨t und Dialyse
Das chronische Nierenversagen ist eine in Deutschland und weltweit stark verbreitete
Krankheit. Allein in Deutschland werden u¨ber 70000 gesetzlich Versicherte pro Quartal
wegen Nierenversagen behandelt (Medical Netcare GmbH, 2008). Als Behandlung wird
typischerweise eine Blutwa¨sche – die Dialyse – durchgefu¨hrt. Dabei wird der Patient
in der Regel dreimal wo¨chentlich fu¨r mehrere Stunden an ein Dialysegera¨t angeschlos-
sen. Die chronische Dialysebehandlung stellt mit Kosten von 55000e pro Patient und
Jahr in Deutschland die Obergrenze dessen dar, was heute allgemein als kosteneﬀektive
Therapie angesehen wird (Keller et al., 2007).
Durch die hohen Kosten entsteht eine Situation, in der Nachweise von den Dialysean-
bietern verlangt werden, dass die Dialyseleistung ordnungsgema¨ß erbracht wird. Dazu
hat der Gemeinsame Bundesausschuss (kurz: G–BA) die Qualita¨tssicherungsrichtlinie
Dialyse (Gemeinsamer Bundesausschuss, 2005) beschlossen, nach der die Dialyseleis-
tung anhand einfach zu erhebender Daten gemessen und u¨berpru¨ft werden soll. Dabei
sind bereits explizit Mo¨glichkeiten zur Erweiterung dieser Richtlinie enthalten. Eine
mo¨gliche Erweiterung der Kriterien wa¨re z.B. eine U¨berpru¨fung der Lebensdauer oder
–qualita¨t unter Dialyse.
Zusa¨tzlich wird die steigende Lebenserwartung und die Alterung der Gesellschaft (Sta-
tistisches Bundesamt, 2006) dazu fu¨hren, dass die Zahl der Patienten mit chronischem
Nierenversagen in Zukunft ansteigen wird. Die Behandlung der Dialysepatienten qua-
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litativ zu optimieren um ihnen ein langes Leben zu ermo¨glichen ist auch daher von
großem Interesse.
Dialysepatienten haben ein erho¨htes Mortalita¨tsrisiko. So wurden z.B. der Organisation
QuaSi–Niere im Jahr 2006 12124 Todesfa¨lle gemeldet (QuaSi–Niere, 2007), was 18 %
der dort registrierten Dialysepatienten entspricht. Das United States Renal Data Sys-
tem (USRDS) geht mit 181 Todesfa¨llen pro 1000 beobachteten Lebensjahren (USRDS,
2008) von einer a¨hnlich hohen Mortalita¨t aus. Damit liegt die Mortalita¨t der Dialyse-
patienten deutlich u¨ber der Mortalita¨t der Normalbevo¨lkerung, die in Deutschland mit
etwa 10 Personen pro 1000 Einwohner angegeben wird (Statistisches Bundesamt, 2009).
Die Mortalita¨t unter Dialyse ist ein wichtiges Forschungsgebiet. Vor allem das USRDS
im amerikanischen Raum und die Dialysis Outcomes and Practice Patterns Study
(DOPPS) im europa¨ischen Raum liefern viele Daten zur Dialysebehandlung. Diese wur-
den unter anderem von Block et al. (2004), Goodkin et al. (2003) und Kalantar-Zadeh
et al. (2005b) untersucht. Schwerpunkt dieser und anderer Arbeiten waren einerseits
einzelne Aspekte des Dialysemanagements, wie z.B. die Dialysequantita¨t (Bloember-
gen et al., 1996; Held et al., 1996; Marshall et al., 2006; Owen et al., 1998; Port et al.,
2002; Scribner und Oreopoulos, 2002), der Kalziumphosphathaushalt (Block et al.,
2004; Teng et al., 2003), der Eisenhaushalt (Kalantar-Zadeh et al., 2005b; Feldman
et al., 2004) oder die Blutarmut (Ana¨mie) (Regidor et al., 2006; Avram et al., 2003).
Andererseits gibt es auch einige Arbeiten, die die Mortalita¨t in der Dialysepopulati-
on unter epidemiologischen Gesichtspunkten beschreiben (Rayner et al., 2004; Leavey
et al., 1998; Goodkin et al., 2003). Insgesamt liegen jedoch wenige Arbeiten vor, die
das U¨berleben unter Dialyse unter dem Gesichtspunkt der Patientenversorgung be-
schreiben oder sich speziell auf den deutschen Raum beziehen. Diese Lu¨cke soll mit der
vorliegenden Arbeit geschlossen werden.
In Bezug auf die Modellierung der U¨berlebenszeiten ist die Beru¨cksichtigung von zeit-
vera¨nderlichen Variablen ein bisher wenig untersuchtes Gebiet. Dieses soll in der vor-
liegenden Arbeit na¨her untersucht werden. Ein weiterer Schwerpunkt dieser Arbeit ist
die Modellierung stetiger Einﬂu¨sse. Wie z.B. in Arbeiten von Regidor et al. (2006) oder
Block et al. (2004) werden in der bisherigen Literatur stetige Daten in erster Linie grup-
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piert ausgewertet. Dadurch entsteht ein Informationsverlust. Hier sollen verschiedene
stetige Modellierungsansa¨tze erprobt und verglichen werden. Eine weitere Besonderheit
ist der Zugriﬀ auf die elektronischen Patientenakten vieler Patienten des Kuratoriums
fu¨r Dialyse und Nierentransplantation (KfH). Damit steht eine weit reichende Palette
von mo¨glichen Einﬂussfaktoren zur Verfu¨gung, die untersucht werden ko¨nnen.
Die große und zunehmende Bedeutung der Dialyse in Deutschland und die hohe Mor-
talita¨t von Patienten mit chronischem Nierenversagen unterstreichen die Bedeutung
einer Dialyse, die eine hohe Lebenserwartung ermo¨glicht. Dabei kann man zwischen
inha¨renter und behandlungsbedingter Mortalita¨t unterscheiden. Die inha¨rente Morta-
lita¨t beschreibt das Mortalita¨tsrisiko, welches der Patient aufgrund seines Alters oder
seiner Historie mitbringt (Komorbidita¨ten, Vorerkrankungen). Sie kann im Allgemei-
nen nicht durch die Behandlung im Dialysezentrum beeinﬂusst werden. Im Gegensatz
dazu steht die behandlungsbedingte Mortalita¨t. Diese beschreibt die Mortalita¨t, die
im Zusammenhang mit der Behandlung beeinﬂusst werden kann. Diese Arbeit befasst
sich vor allem mit der behandlungsbedingten Mortalita¨t. Die inha¨rente Mortalita¨t wird
dabei als Sto¨rgro¨ße beru¨cksichtigt.
In dieser Arbeit wird die U¨berlebenszeit der Dialysepatienten eines großen Dialysean-
bieters in Deutschland untersucht. Die hier benutzten Daten stammen aus der Qualita¨t
in der Nephrologie (QiN) Datenbank des KfH aus den Jahren 1999 bis einschließlich
2006. Sie werden in Kapitel 2 beschrieben.
Um die Mortalita¨t zu erfassen wird ein Cox Proportional Hazard Modell zugrunde
gelegt. Dabei wird beru¨cksichtigt, dass nicht fu¨r alle Einﬂu¨sse auf die Mortalita¨t die
Annahme proportionalen Risikos gelten kann. Es werden zeitvera¨nderliche Koefﬁzien-
ten (Sargent, 1998; Rabbat et al., 2000; Hilsenbeck et al., 1998) und zeitvera¨nderliche
Kovariablen gegenu¨bergestellt (Kalantar-Zadeh et al., 2005a; Feldman et al., 2004;
Kalantar-Zadeh et al., 2005b; Teng et al., 2005; Leavey et al., 1998; Kalantar-Zadeh
et al., 2006).
Weiterhin wird zugelassen, dass die Einﬂu¨sse auf die Mortalita¨t nicht linear in das
Modell eingehen. Hierbei werden Polynome, fraktionale Polynome und Splines ge-
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genu¨bergestellt. Fraktionale Polynome werden von Royston und Altman (1994) be-
schrieben und von Royston et al. (1999), Sauerbrei et al. (1999) und Royston et al.
(2006) in U¨berlebenszeitmodellen angewandt. Die Beschreibung von Splines liefern Ei-
lers und Marx (1996) sowie Hall und Opsomer (2005). Anwendungsbeispiele in der
U¨berlebenszeitanalyse ﬁnden sich in Li und Luan (2005), Kattan et al. (2001) und
Gray (1992). Eine direkt Gegenu¨berstellung von fraktionalen Polynomen und Splines
ist in Simulationsstudien bereits von Royston und Sauerbrei (2005) durchgefu¨hrt wor-
den. Ein Vergleich basierend auf den Daten einer großen epidemiologischen Studie –
wie hier angestrebt – stellt den na¨chsten Schritt in dieser Forschungsrichtung dar.
Weiterhin wird ein Zentrumseﬀekt als Frailty in das Modell aufgenommen (McGilchrist
und Aisbett, 1991). Diese Art zufa¨lliger Eﬀekt wird von Carvalho et al. (2003) und
Johansen et al. (2007) auf Dialysepatienten angewendet. Mit Hilfe einer Variablense-
lektion werden schließlich nicht signiﬁkante Einﬂu¨sse aus dem Modell entfernt.
Im weiteren Verlauf der Arbeit wird das Modell Bayesianisch gescha¨tzt. Bayesianische
Methoden in der U¨berlebenszeitanalyse werden von Sargent (1998) und Sinha und Dey
(1997) zusammenfassend beschrieben. Ibrahim et al. (2001) bieten eine grundlegendere
Einfu¨hrung. Einzelne Aspekte Bayesianischer Analysen ﬁndet man auch in Vaida und
Xu (2000), Ma et al. (2003) und Ducrocq und Casella (1996).
In dieser Arbeit wird dargelegt, wie im Bayesianischen Kontext die Mortalita¨t er-
fasst werden kann und eine Modellierung mit geeigneten a priori Verteilungen mo¨glich
ist. Ein Vergleich der gescha¨tzten Eﬀekte auf die Mortalita¨t zwischen Likelihood– und
Bayesmodell ermo¨glicht eine Diskussion u¨ber Vor– und Nachteile beider Ansa¨tze.
In einem weiteren Schritt werden die Daten des Jahres 2006 in das Modell aufge-
nommen. Damit kann das Modell weiter verbessert werden. Außerdem ist es mo¨glich,
die Analyse aller Daten in einem Schritt der Analyse der Daten in zwei Schritten ge-
genu¨berzustellen und die Gleichwertigkeit der Ansa¨tze zu zeigen.
Die verwendeten Methoden werden in Kapitel 3 vorgestellt. Die Modellerstellung ist
in Kapitel 4 beschrieben. In Kapitel 5 wird das Modell gescha¨tzt. Die gewonnenen
KAPITEL 1. MORTALITA¨T UND DIALYSE 5
Erkenntnisse werden in Kapitel 6 zusammengefasst und in Kapitel 7 diskutiert.
Kapitel 2
Datengrundlage
In diesem Kapitel werden die der Arbeit zugrunde liegenden Daten vorgestellt. Zuna¨chst
wird die Datenerhebung im QiN Programm beschrieben (Abschnitt 2.1 und 2.2) und
die erfassten Variablen vorgestellt (Abschnitt 2.3). In den Abschnitten 2.4 und 2.5
werden die U¨berlebenszeiten deﬁniert und erla¨utert welche vorbereitenden Schritte zur
Datenaufbereitung durchgefu¨hrt werden.
2.1 Das QiN Programm
Zur Qualita¨tsverbesserung bei der Dialyse sammelt das QiN Programm des KfH seit
1999 Behandlungsdaten von Patienten mit chronischem Nierenversagen.
Die Aufgabe des QiN Programmes ist es, den teilnehmenden Dialysezentren einen Ver-
gleich der Behandlung der Patienten zu ermo¨glichen und so die Qualita¨t zu verbessern.
Seit 2005 liefert das QiN Programm auch den vom G–BA geforderten Nachweis u¨ber
die Behandlungsqualita¨t. Dazu werden vier Behandlungsparameter bestimmt und an
festgelegten Grenzwerten gemessen (siehe Abschnitt 2.3.2).
Die Teilnahme am QiN Programm beruht auf Freiwilligkeit. Dabei muss sowohl das
Zentrum an QiN Programm teilnehmen als auch der einzelne Patient einwilligen, seine
Behandlungsdaten dem QiN Programm zur Verfu¨gung zu stellen. Das QiN Programm
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steht dabei allen in Deutschland behandelnden Dialyseeinrichtungen oﬀen. Insgesamt
nehmen etwa 90 % der Patienten des KfH am QiN Programm teil.
Im Jahr 2005 hat der G–BA die Qualita¨tssicherungsrichtlinie Dialyse (Gemeinsamer
Bundesausschuss, 2005) verabschiedet, um einen kontinuierlichen Qualita¨tsverbesser-
ungsprozess in Gang zu setzen. Darin werden alle Dialysezentren verpﬂichtet, bei ihren
Patienten eine bestimmte Leistung zu erbringen.
Dazu wurden vier Pﬂichtparameter (siehe Abschnitt 2.3.2) festgelegt. Fu¨r jeden dieser
Pﬂichtparameter ist ein Zielbereich deﬁniert. Dieser Zielbereich darf von nicht mehr
als 15% der Patienten pro Zentrum verfehlt werden. Damit entsteht eine Verpﬂichtung,
diese Variablen bei allen Patienten zu dokumentieren. Gegen Ende des hier untersuch-
ten Zeitraumes ist die Annahme der Freiwilligkeit der Teilnahme einzelner Patienten
kritischer zu betrachten. Die beobachteten Patienten gleichen damit mehr einer Voller-
hebung aus dem KfH.
Bei der Betrachtung einfacher demographischer Merkmale, wie des Alters oder des
Geschlechts, konnte keine Abweichung von den deutschlandweit publizierten Daten
festgestellt werden (siehe Abschnitt 2.3.1). Daher wird davon ausgegangen, dass die
beobachtete Population fu¨r die gesamtdeutsche Dialysepopulation repra¨sentativ ist.
2.2 Beru¨cksichtigte Dialysezentren
Aufgrund des hohen Aufwandes an Technik, Personal und Zeit wird die Dialyse in spe-
zialisierten Dialysezentren oder Dialysepraxen durchgefu¨hrt. Bis Ende 2005 lieferten
153 Dialysezentren Daten an das QiN Programm und stehen somit fu¨r die Analyse zur
Verfu¨gung.
Im Dezember 2005 wurde ein KfH Zentrum in Jena in ein Mutter– und ein Tochterzen-
trum unterteilt. Durch die Umstellung wurden die Patientendaten dupliziert und mit
anderer Zentrumskennung erneut erfasst. Um eine Doppelgewichtung dieser Informa-
tionen auszuschließen, wird das Tochterzentrum in der Analyse nicht beru¨cksichtigt.
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2.3 Erhobene Variablen
Die wichtigste Form der Behandlung bei der chronischen Niereninsuﬃzienz ist die Dia-
lyse. Man unterscheidet dabei imWesentlichen zwei Arten der Dialyse, die Ha¨modialyse
und die Peritonealdialyse. Die dabei eingesetzten Verfahren werden nach verschiede-
nen Kriterien bewertet. Dies, und die Tatsache, dass sich die behandelten Patienten-
kollektive unterscheiden, erschwert den Vergleich. Bei der Ha¨modialyse wird weiterhin
unterschieden, ob die Behandlung im Dialysezentrum oder beim Patienten zu Hause
stattﬁndet. Auch hier unterscheiden sich die Patientenkollektive stark. Daher werden
in dieser Arbeit lediglich die Patienten mit einer Ha¨modialyse im Zentrum betrachtet.
Diese stellen u¨ber 90% der im QiN Programm gemeldeten Patienten.
Um die Behandlungsqualita¨t zu beurteilen, ko¨nnen verschiedene Variablen herangezo-
gen werden. Zuna¨chst werden in Abschnitt 2.3.1 die allgemeinen Patientenkennzahlen
beschrieben, die das QiN Programm erfasst. Vier davon – die Pﬂichtparameter – wer-
den in Abschnitt 2.3.2 erla¨utert. Weitere Behandlungsparameter werden in Abschnitt
2.3.3 beschrieben. Da die Laborkennzahlen aufgrund ihrer Erhebungsweise eine Son-
derstellung einnehmen, werden sie getrennt dargestellt (Abschnitt 2.3.4).
2.3.1 Allgemeine Patientenkennzahlen
Als allgemeine Patientenkennzahlen eines Patienten bezeichnet man die perso¨nlichen
Daten, die im Rahmen des QiN Programmes erhoben werden. Aufgrund des Daten-
schutzes fa¨llt der Umfang dieser Daten gering aus.
Dazu za¨hlen das Alter in Jahren, das Geschlecht des Patienten und sein Gewicht.
Mit Gewicht bezeichnet man bei der Dialyse das
”
Trockengewicht”, d.h. das Gewicht
des Patienten nach der Dialyse. Das durchschnittliche Gewicht ist dabei mit ca. 72 kg
nur wenig niedriger als der bundesdeutsche Durchschnitt (Wagner et al., 2007).
Die Patienten des QiN Programms sind mit einem medianen Alter von 66 Jahren
in etwa so alt wie andere Dialysepatienten in Deutschland (QuaSi–Niere, 2007). Auch
der Anteil von Frauen ist mit 42 % der Patienten vergleichbar (QuaSi–Niere, 2007).
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Weiterhin sind von den Patienten die Nationalita¨t und der ho¨chste Schulabschluss
bekannt. Da von den insgesamt vorkommenden 89 Nationalita¨ten etwa 86 % der Pati-
enten der deutschen Nationalita¨t zugeho¨rig sind, werden nur die deutschen Patienten
mit Patienten anderer Nationalita¨t verglichen. Bei etwa 1700 Patienten (8 %) liegt
keine Angabe zur Nationalita¨t vor.
Beim Schulabschluss sind insgesamt 10 Kategorien vorhanden. Aufgrund geringer Fall-
zahlen werden die Kategorien
”
Volksschulabschluss” und
”
Mittlere Reife” den Kate-
gorien
”
Hauptschulabschluss” respektive
”
Realschulabschluss” zugeordnet. Bei den er-
reichten Schulabschlu¨ssen dominiert mit 61 % der Hauptschulabschluss. Dies erscheint
ungewo¨hnlich, da lediglich etwa 20 % der aktuellen Schulabga¨nger einen Hauptschulab-
schluss besitzen (Statistisches Bundesamt, 2008). Auf die deutsche Gesamtbevo¨lkerung
bezogen verfu¨gen jedoch 39 % u¨ber einen Hauptschulabschluss als ho¨chsten Schulab-
schluss (Statistisches Bundesamt, 2008). Von den 50–ja¨hrigen haben sogar 54 % einen
Hauptschulabschluss. Betrachtet man nur die 70–ja¨hrigen, so haben sogar 62 % einen
Hauptschulabschluss (Wagner et al., 2007). Auch der Anteil anderer Schulabschlu¨sse
stellt die Bildungslandschaft der vergangenen Jahrzehnte dar.
Schließlich ist noch bekannt, ob die Patienten geraucht oder Sport getrieben haben,
welchen Familienstand sie haben und ob sie unter Diabetes Mellitus leiden. Diabetes
Mellitus ist eine Stoﬀwechselerkrankung und ein ha¨uﬁger Auslo¨ser der chronischen Nie-
reninsuﬃzienz. Aufgrund dieses Zusammenhangs ist die Pra¨valenz von Diabetes Mel-
litus im QiN Programm mit etwa 35 % deutlich ho¨her als in der Gesamtbevo¨lkerung
mit 5− 10 % (Deutsche Diabetes Stiftung, 2008).
Von den im QiN Programm beobachteten Patienten sind 59 % verheiratet, weitere
19 % sind verwitwet, geschieden oder leben in Trennung. Rauchen ist mit 14 % im QiN
Programm verbreitet. Vergleicht man die Patienten des QiN Programmes mit denen
der entsprechenden Altersgruppe der Gesamtbevo¨lkerung der BRD, lassen sich keine
Unterschiede feststellen.
Weiterhin werden der Karnofski Index (Karnofsky und Burchenal, 1949) und die Inzi-
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denz der Dialyseerkrankung in das QiN Programm als allgemeine Patientenkennzahlen
gehandhabt. Der Karnofski Index beschreibt die Pﬂegebedu¨rftigkeit eines Patienten.
Dabei sind Werte zwischen 0 und 100 mo¨glich, wobei 100 voller selbststa¨ndiger Le-
bensfa¨higkeit entspricht und 0 totaler Hilfebedu¨rftigkeit. Als Inzident bezeichnet man
Patienten, die spa¨testens 90 Tage nach dem Start der Dialysepﬂicht in QiN aufgenom-
men wurden.
Zwei Punkte charakterisieren die allgemeinen Patientenkennzahlen. Das erste wich-
tige Merkmal dieser Variablen ist es, dass sie von den einzelnen Dialysezentren nicht
beeinﬂusst werden ko¨nnen und somit keine Mo¨glichkeiten zur Verbesserung der Be-
handlung ergeben. Der zweite Punkt ist die Bedeutung fu¨r das U¨berleben. So kann
z.B. das Alter eines Patienten nicht vernachla¨ssigt werden, wenn es darum geht, die
U¨berlebensdauer eines Patienten zu betrachten.
2.3.2 Pﬂichtparameter der G–BA Richtlinie
Mit Hilfe der sogenannten Pﬂichtparameter kann man die Behandlungsqualita¨t des
Patienten einfach beschreiben. Der G–BA benutzt diese Variablen zur Quantiﬁzierung
der erbrachten a¨rztlichen Leistung. Mit dem Jahr 2005 ist es verbindlich geworden,
die Behandlungsqualita¨t mit Hilfe dieser Variablen zu belegen. Dazu hat der G–BA
Grenzwerte festgelegt, die von lediglich 15% der Patienten pro Zentrum unterschritten
werden du¨rfen. Aufgrund dieser Verpﬂichtung sind die Pﬂichtparameter gut dokumen-
tiert.
Die Dialyse reinigt das Blut des Patienten von Stoﬀwechselprodukten, die von der
Niere nicht mehr ausgeschieden werden ko¨nnen. Wichtige Variablen der Behandlung
sind daher die Dauer der Dialyse [h] und deren Ha¨uﬁgkeit [/Woche]. Als Zielbereiche
hat der G–BA eine Dialysedauer von mindestens 4 Stunden und eine Dialysefrequenz
von mindestens dreimal pro Woche angesetzt.
Ein dritter Pﬂichtparameter bezieht sich ebenfalls auf die Dialyseleistung. Das Kt/V
ist eine einheitenlose Kenngro¨ße und beschreibt die erbrachte Dialyseleistung wa¨hrend
einer Dialyse. Diese setzt sich aus den Harnstoﬀwerten vor und nach der Dialyse (K),
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der Dialysedauer (t) und dem Gewicht (V) des Patienten zusammen. Dabei existieren
verschiedene Mo¨glichkeiten das Kt/V zu bestimmen. Im QiN Programm benutzt man
die vom G–BA geforderte Berechnung des Kt/V single pool (kurz: Kt/V sp) nach der
Formel von Daugirdas (siehe Anhang B.1). Das so berechnete Kt/V soll 1,2 nicht un-
terschreiten.
Der vierte Pﬂichtparameter beschreibt das Blutbild des Patienten. Der Ha¨moglobin-
gehalt im Blut soll laut G–BA Richtlinien nicht unter 10 g/dl sinken. Ha¨moglobin
ist ein Protein in den roten Blutko¨rperchen. Ein Mangel an Ha¨moglobin deutet auf
eine Ana¨mie hin. Da ein Vorprodukt des Ha¨moglobins (das Erythropoetin, siehe Ab-
schnitt 2.3.3) in der Niere gebildet wird, ist es ein Ziel der Dialysebehandlung, die
Ha¨moglobinversorgung zu gewa¨hrleisen und eine Blutarmut zu vermeiden.
2.3.3 Behandlungsmerkmale der Dialyse
Neben den Pﬂichtparametern gibt es weitere Variablen, welche die Behandlungsqualita¨t
kennzeichnen. Die meisten beziehen sich direkt auf die Dialyse, einige wenige beschrei-
ben die Medikation und weitere Betreuung des Patienten.
Eine wichtige Aufgabe der Niere ist es, Stoﬀwechselprodukte wie z.B. den Harnstoﬀ
aus dem Blut zu ﬁltern. Eine Betrachtung der Harnstoﬀkonzentration im Blut kann
die erbrachte Dialyseleistung beschreiben. Im Rahmen des QiN Programmes werden
regelma¨ßig die Harnstoﬀwerte im Blut vor und nach der Dialyse [mmol/l] gemessen.
Der Quotient dieser beiden Harnstoﬀwerte wird als Harnstoﬀreduktionsrate bezeichnet.
Die Harnstoﬀreduktionsrate wird auch in der Berechnung des Kt/V sp (siehe Abschnitt
2.3.2) verwendet. Weiterhin wird der Blutﬂuss [ml/min] betrachtet, der durch die Dia-
lysemaschine ﬂießt.
Ein weiteres Merkmal der eigentlichen Dialyse ist der Typus des sogenannten Shunt
betrachtet. Mit Shunt wird der Zugang des Dialysegera¨tes an den Blutkreislauf des
Patienten bezeichnet. Hierbei wird zwischen den Typen
”
AVK”,
”
AVG” und
”
ZVK”
unterschieden.
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Neben den Dialysen wird auch die Begleitmedikation betrachtet. Insbesondere ist hier
die Erythropoetin–Gabe (kurz: Epodosis) von Interesse. Durch die Epodosis kann die
Bildung roter Blutko¨rperchen angeregt werden, so dass der Ha¨moglobinwert (siehe Ab-
schnitt 2.3.2) steigt. Die Epodosis wird in Internationalen Einheiten [I.E.] angegeben.
Weiterhin ist bekannt, dass sowohl ein zu hoher als auch ein zu niedriger Blutdruck das
U¨berleben der Patienten erschwert. Daher wird der systolische Blutdruck vor der Dia-
lyse [mmHg], der Pulsdruck [mmHg] und die Herzfrequenz [Schla¨ge/Minute] erfasst.
2.3.4 Laborkennzahlen
Eine Sonderstellung bei den hier untersuchten Dialysemerkmalen nehmen die Labor-
kennzahlen ein. Sie unterscheiden sich in erster Linie darin, dass sie keine regelma¨ßig
bei der Dialyse anfallenden Beobachtungen sind. Sie werden einmal im Quartal geson-
dert erhoben. Zur Bestimmung der Laborwerte am Beginn der Behandlung werden die
Messungen aus den ersten 180 Tagen nach Eintritt in das QiN Programm herangezogen.
Laborkennzahlen ko¨nnen unter anderem durch die Erna¨hrung beeinﬂusst werden und
sind somit ein Indikator fu¨r die Einhaltung der Dia¨t. Phosphat [mmol/l] ist ein Mi-
neralstoﬀ, der meist nicht ausreichend abgebaut wird. Weiterhin fu¨hrt ein erho¨hter
Phosphatspiegel zu Kalziumentzug, weswegen auch das Kalzium [mmol/l] mitbetrach-
tet wird.
Auch das Parathormon [pmol/l] beeinﬂusst den Kalziumhaushalt. Dabei hebt das Pa-
rathormon den Kalziumspiegel. Hier wird das
”
Parathormon intakt” (kurz: PtH intakt)
betrachtet.
Auch mit dem Protein Albumin [g/l] la¨sst sich die Erna¨hrung des Patienten beschrei-
ben. Der Albuminpegel misst in erster Linie die ausreichende Erna¨hrung der Dialyse-
patienten.
Das C-reaktive Protein (CRP) ist ein Entzu¨ndungsmarker. CRP [mg/l] steigt schnell
und deutlich bei Entzu¨ndungen infektio¨ser und nichtinfekto¨ser Art an. Entzu¨ndungen
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ko¨nnen unter anderem am Shunt entstehen und beeinﬂussen maßgeblich den Gesund-
heitszustand und das U¨berleben des Patienten.
Ferritin [μg/l] ist eine rasch verfu¨gbare Eisenreserve und beschreibt wie viel Eisen
fu¨r die nach der Dialyse notwendig Blutbildung zur Verfu¨gung steht. Die Transfer-
rinsa¨ttigung [%] gibt an, wie viele der Transferrin Proteine ein Eisenion transportieren.
2.3.5 Interaktionen
Eine bei der Dialyse oft bestimmte Interaktion ist das Kalziumphosphatprodukt. Bei
der Bewertung der Erna¨hrungssituation wird oft ein Marker beno¨tigt, der sowohl das
Kalzium als auch das Phosphat bewertet. Daher wird auf das Produkt dieser beiden
zuru¨ckgegriﬀen, um das Kalziumphosphat zu bestimmten. Konsequenterweise ist die
Einheit mmol2/l2.
Eine weitere Interaktion ist das Ha¨modialysatprodukt (kurz: HDP) (Scribner und Oreo-
poulos, 2002). Hier wird versucht, die Dialyseleistung zusammenzufassen. Dazu wird
die Dialysedauer mit dem Quadrat der Dialysefrequenz multipliziert. Die so erhaltene
Gro¨ße wird in h/(Woche)2 angegeben.
2.4 U¨berlebenszeiten
In dieser Studie wird das U¨berleben der Patienten zwischen ihrer Aufnahme in das QiN
Programm und ihrem Ausscheiden aus dem QiN Programm untersucht.
Dabei gilt es zu beachten, dass die Aufnahme in das QiN Programm nicht vor Ja-
nuar 1999 – dem Start des QiN Programms – oder der Aufnahme des Zentrums in
das QiN Programm und der Unterzeichnung der Einversta¨ndniserkla¨rung durch den
Patienten erfolgen kann.
Ein Ausscheiden aus der Studie erfolgt aufgrund des Todes des Patienten, einer Nie-
rentransplantation oder aufgrund nicht fortgesetzter Beobachtung. Die Beobachtung
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kann dann nicht fortgesetzt werden, wenn der Patient z.B. aufgrund eines Umzuges
das Zentrum verla¨sst oder zum Stichtag, dem 31. Dezember 2005, lebend in der Stu-
die verbleibt. Lediglich im Falle des Todes wird eine Beobachtung registriert, in allen
anderen Fa¨llen spricht man von einer Zensierung.
Bei der Betrachtung der U¨berlebenszeiten ist zu beachten, dass gerade zu Beginn
der Dialysepﬂicht viele Komplikationen auftreten ko¨nnen. Diese sind oft auf Faktoren
zuru¨ckzufu¨hren, die vor der dialysepﬂichtigen Zeit lagen oder sind auf die Umstellung
auf die Dialyse zuru¨ckzufu¨hren. Es wird davon ausgegangen, dass sich die Gru¨nde fu¨r
ein Ausscheiden innerhalb der ersten 90 Tage grundlegend von den Gru¨nden fu¨r ein
Ausscheiden danach unterscheiden. In dieser Arbeit wird der langfristige Einﬂuss der
Dialyse auf das U¨berleben untersucht. Daher wird lediglich der Zeitraum nach dem
90. Tag im QiN Programm betrachtet. Damit folgt man dem Vorgehen im USRDS
(USRDS, 2007).
2.5 Datenaufbereitung
In diesem Abschnitt werden einige Vereinfachungen des Modells auf Datenebene erla¨u-
tert und Schritte zur Datenaufbereitung dargelegt.
Im QiN Programm sind Patienten aus u¨ber 80 Nationen vertreten. Gleichzeitig stam-
men etwa 86% aller Patienten aus Deutschland. Bei weiteren 8% ist die Nationalita¨t
nicht angegeben. Bei lediglich 7% der Patienten ist eine nicht deutsche Nationalita¨t
bekannt. Um sinnvolle Aussagen treﬀen zu ko¨nnen, werden in dieser Arbeit lediglich
die Nationalita¨ten
”
deutsch”,
”
andere Nationalita¨t” und
”
Nationalita¨t unbekannt” un-
terschieden.
Wie in Abschnitt 2.3.1 beschrieben, werden die Kategorien
”
Volksschule” und
”
Haupt-
schule” bzw.
”
Realschule” und
”
Mittlere Reife” zu einer Kategorie zusammengefasst.
Auch bei den Shunttypen wurde eine vereinfachende Klassiﬁkation vorgenommen. Die
Shunttypen
”
AV–Anastomose” und
”
Cimino–Brescia–Fistel” wurden zu
”
AVF” (arterio-
KAPITEL 2. DATENGRUNDLAGE 15
veno¨se Fisteln), die Typen
”
Gefa¨ßprothese”,
”
Interponat”,
”
Loop” und
”
Straight” wur-
den zu
”
AVG” (arterio-veno¨sen Grafts) und die Typen
”
Port Implantation”,
”
Vorhof
Katheder” und
”
Shaldon Katheder” zu
”
ZVK” (zentraler Venenkatheter) zusammen-
gefasst. Alle anderen Shunttypen wurden mit
”
Shunttyp andere” klassiﬁziert.
Bei den weiteren Parametern la¨sst sich eine Klassiﬁzierung nicht vornehmen. Kommt
es hier zu fehlenden Werten, kann der Patient nicht ausgewertet werden.
Weiterhin wurden einige Patienten nicht in die Analyse mit einbezogen, bei denen
die zuru¨ckgemeldeten Werte medizinisch nicht plausibel erschienen. Dies betraf:
• 1 Patient mit dem Geschlecht
”
U”,
• 14 Patienten mit einer Dauer der Dialysebehandlung von mehr als 30 Jahren,
• 27 Patienten mit einem Blutﬂuss unter 100 ml/min oder u¨ber 1000 ml/min,
• 11 Patienten mit einem Dialysatﬂuss unter 100 ml/min oder u¨ber 1500 ml/min,
• 16 Patienten mit mehr als 7 Dialysen pro Woche,
• 64 Patienten mit einem Albumin u¨ber 100 g/dl,
• 69 Patienten mit einem CRP u¨ber 100 mg/l,
• 78 Patienten mit einem Ferritin u¨ber 2500 μg/l,
• 71 Patienten mit einer Transferrinsa¨ttigung u¨ber 100 %,
• 58 Patienten mit einem Parathormon u¨ber 150 pmol/l,
• 1 Patient mit einer Epodosis u¨ber 30.000 Einheiten.
Insgesamt werden 6536 Patienten bei der Analyse beru¨cksichtigt.
Bei der Variablenauswahl ist zu beachten, dass einige Variablen miteinander stark kor-
relieren. Dies liegt zum Teil daran, dass sie a¨hnliche Behandlungsziele oder Krankheits-
bilder beschreiben. Andererseits ergeben sich auch funktionale Zusammenha¨nge. Typi-
sches Beispiele fu¨r a¨hnliche Behandlungsergebnisse sind zum Beispiel die durch ho¨here
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Epodosis erzielten Ha¨moglobinwerte, die Beschreibung der Erna¨hrungssituation durch
den Kalziumphosphathaushalt (Block et al., 2004), die Kennzeichung des kardialen Zu-
standes durch den Blutdruck, Pulsdruck und die Herzfrequenz oder der Zusammenhang
zwischen Geschlecht und Gewicht.
Funktionale Zusammenha¨nge treten beim HDP als Funktion von Dialysedauer und
Frequenz und bei der Beschreibung des Harnstoﬀes durch Harnstoﬀ vor Dialyse, Harn-
stoﬀ nach Dialyse, Harnstoﬀreduktion und Kt/V sp auf. Diese Zusammenha¨nge fu¨hren
zu einer u¨berlappenden Beschreibung des Krankheits– und Behandlungszustandes.
Bei der Betrachtung des Einﬂusses auf die Mortalita¨t kann es daher vorkommen, dass
verschiedene Variablen darum konkurrieren, das gleiche Mortalita¨tsrisiko zu erkla¨ren.
In diesem Fall wird die Variablenselektion die Variable auswa¨hlen, welche die mathe-
matisch beste Anpassung liefert.
Kapitel 3
Methodik
In diesem Kapitel werden die statistischen Methoden vorgestellt, die im Rahmen dieser
Arbeit Anwendung ﬁnden. In wird Abschnitt 3.1 zuerst eine allgemeine Notation der
U¨berlebenszeiten eingefu¨hrt. Abschnitt 3.2 bescha¨ftigt sich mit dem Cox Proportional
Hazard Modell vorgestellt. Um die Methode der Modellscha¨tzung geht es in den Ab-
schnitten 3.3 und 3.4.
Abschnitt 3.5 bescha¨ftigt sich mit der Analyse von Residuen in der U¨berlebenszeitana-
lyse. Mo¨glichkeiten, die Annahmen des Cox Proportional Hazard Modells zu u¨berpru¨fen,
werden in Abschnitt 3.6 vorgestellt. Die sich daraus ergebenden Mo¨glichkeiten zur
Einscha¨tzung der Modellgu¨te werden in Abschnitt 3.7 erla¨utert. Die Methodik zur
Beru¨cksichtigung von Frailtyfaktoren, nichtlinearen und nichtproportionalen Einﬂu¨ssen
in das Modell wird in den Abschnitten 3.8, 3.9 und 3.10 vorgestellt.
3.1 U¨berlebenszeitanalyse
Die Analyse von Zeiten bis zum Eintritt eines Ereignisses ist weit verbreitet. Da das
interessierende Ereignis ha¨uﬁg die Zeit ist, die der Patient u¨berlebt, hat sich der Begriﬀ
U¨berlebenszeitanalyse durchgesetzt.
Die U¨berlebenszeitanalyse weist verschiedene Besonderheiten in Bezug auf die sta-
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tistische Auswertung auf. Dies liegt zum einen an den Eigenheiten der Daten, zum
anderen an den betrachteten Funktionen.
Bei U¨berlebensdaten kommt es vor, dass das interessierende Ereignis nicht beobachtet
wird. In diesem Fall ist nur bekannt, dass der Patient u¨ber einen gewissen Zeitraum
kein Ereignis gehabt hat. Solche Beobachtungen nennt man zensiert.
Die tatsa¨chliche U¨berlebenszeit Xi, i = 1, . . . , n, eines Individuums i wird nur dann
beobachtet, wenn vorher keine Zensierung stattgefunden hat. Sei fu¨r Beobachtung i
die Ereigniszeit Xi ∼ H und die zugeho¨rige Zensierungszeit Ci ∼ G mit G und H als
Verteilungsfunktion, dann beobachtet man lediglich das Tupel (Ti, δi). Dabei ist Ti das
Minimum der beiden Zeiten Ti = min(Xi, Ci) und δi = 1, wenn ein Ereignis beobachtet
wurde bzw. δi = 0, falls eine Zensierung vorliegt. Sollte es vorkommen, dass die Ereig-
niszeit gleich der Zensierungzeit ist, also Xi = Ci, so geht man davon aus, dass das Er-
eignis beobachtet wurde, also (Ti, δi) = (Xi, 1). Unter der Annahme der Unabha¨ngigkeit
von Zensierungszeiten und Ereigniszeiten gilt: P (Ti > t) = [1−H(t)][1−G(t)].
In der U¨berlebenszeitanalyse wird im Allgemeinen die Zeit T bis zu einem bestimmten
Ereignis beobachtet. Dieses Ereignis kann z.B. der Tod sein, aber auch die Einweisung
in ein Krankenhaus. Die U¨berlebenszeiten sind dabei positiv und oft rechtsschief. Wird
die Zeit T als Zufallsvariable angesehen, kann ihre Verteilung durch die Dichte f(t)
bzw. die Verteilungsfunktion F (t) beschrieben werden. Interessanter sind aber ha¨uﬁg
die U¨berlebensfunktion S(t) und die Risikofunktion h(t). Insgesamt genu¨gt es eine die-
ser Funktionen zu kennen, da sich alle anderen daraus eindeutig bestimmen lassen.
So ist die U¨berlebensfunktion S(t) die Gegenwahrscheinlichkeit zur Verteilungsfunkti-
on, also die Wahrscheinlichkeit zum Zeitpunkt t das Ereignis noch nicht erfahren zu
haben:
S(t) = P (T > t) = 1− F (t) =
∫ ∞
t
f(s)ds.
Die U¨berlebensfunktion ist eine monoton fallende Funktion, die zum Zeitpunkt Null
den Wert 1 annimmt und sich fu¨r t → ∞ der Null anna¨hert.
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Die Risikofunktion λ(t) wird auch als momentane Hazardrate bezeichnet. Sie ergibt
sich als Quotient der Dichte und der U¨berlebensfunktion und triﬀt eine Aussage u¨ber
das Risiko zum na¨chsten Zeitpunkt t das Ereignis zu beobachten, gegeben das Ereignis
trat bisher nicht ein, d.h.:
λ(t) = lim
Δt↓0
P (t ≤ T < t+Δt|T ≥ t)
Δt
=
f(t)
S(t)
.
Die Risikofunktion kann jeden Wert gro¨ßer oder gleich Null annehmen. Sie und die
kumulierte Risikofunktion Λ(t) =
∫ t
0
h(s)ds lassen sich gut scha¨tzen und modellieren.
Daher ist die Risikofunktion ein zentraler Bestandteil des Cox Proportional Hazard
Modells.
3.2 Das Cox Proportional Hazard Modell
Das Proportional Hazard Modell von Cox (1972) ist das am weitesten verbreitete Mo-
dell fu¨r die Regression von U¨berlebenszeitdaten. Die Gru¨nde dafu¨r sind vielfa¨ltig, doch
zwei sind fu¨r diese Arbeit von herausragender Bedeutung und sollen daher hervorge-
hoben werden. Zum einen ergibt sich eine sehr einfache Interpretation der gescha¨tzten
Eﬀekte, zum anderen erlaubt es das Cox Proportional Hazard Modell, das sogenannte
”
Baseline”–Risiko h0(t) unbestimmt zu lassen.
Die Idee des Proportional Hazard Modells ist es, das Risiko h(t; z), welches von der Zeit
t und den Einﬂussvariablen z abha¨ngt, aufzuteilen. Die Teilung wird dabei so gewa¨hlt,
dass ein Teil – das sogenannte
”
Baseline”–Risiko oder Baselinehazard – nur von der
Zeit t abha¨ngt und der andere Teil nur von den Einﬂussvariablen z. Es ergibt sich:
h(t; z) = h0(t)ψ(z).
Da das Risiko h(t; z) positiv ist, muss auch ψ(z) > 0 fu¨r alle z sein. Im Cox Propor-
tional Hazard Modell setzt man ψ(z) = eβz.
Dies fu¨hrt zu einer einfachen Interpretation: betrachtet man zwei Individuen, welche
sich in einer quantitativen Einﬂussvariablen zk, k = 1, . . . , p um eine Einheit unter-
scheiden und in allen anderen p − 1 Einﬂussvariablen identisch sind, dann ergibt sich
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fu¨r das Verha¨ltnis der Risiken:
h(t, z1, . . . , zk + 1, . . . , zp)
h(t, z1, . . . , zk, . . . , zp)
=
h0(t)e
βkzk+βk1
h0(t)eβkzk
= eβk .
Die Erho¨hung der k–ten Kovariablen zk um 1 fu¨hrt also zu einer multiplikativen
Vera¨nderung des Risikos um eβk . Ist βk > 0 bedeutet dies eine Erho¨hung des Risi-
kos fu¨r ho¨here Werte von zk und damit eine ku¨rzere Lebenserwartung.
Fu¨r das
”
Baseline” Risiko werden keine parametrischen Annahmen getroﬀen. Daher
handelt es sich beim Cox Proportional Hazard Modell um ein semiparametrisches Mo-
dell.
Bei der Interpretation ist der Einﬂuss des
”
Baseline”–Risikos zu vernachla¨ssigen. Dies
macht man sich auch bei der Scha¨tzung des Parametervektors β = (β1, . . . , βp) zu
nutze. Zur Likelihood des Cox Proportional Hazard Modells siehe Abschnitt 3.3.
3.3 Maximum Likelihood Scha¨tzung im Cox Pro-
portional Hazard Modell
Die Scha¨tzung der Parameter im Cox Proportional Hazard Modell erfolgt u¨ber die Ma-
ximum Likelihood Methode. Aus Gru¨nden der Einfachheit wird zuerst der Fall eines
Datensatzes beschrieben, bei dem alle Ereignisse zu verschiedenen Zeitpunkten statt-
ﬁnden.
Sowohl Cox (1972) als auch Kalbﬂeisch und Prentice (1973) haben u¨ber verschiede-
ne Herleitungen gezeigt, dass die Scha¨tzung der Parameter sich auf die sogenannte
partielle Likelihood Funktion stu¨tzen kann. Sei dazu Rj = {l : Tl ≥ tj} die Menge der
Individuen unter Risiko zum Zeitpunkt tj, j = 1, . . . J . Dann ist die Wahrscheinlichkeit,
dass das Individuum i zum Zeitpunkt tj ein Ereignis hat, gegeben der Wahrscheinlich-
keit, dass zum Zeitpunkt tj ein Ereignis stattﬁndet
h(tj, zi)∑
l∈Rj h(tj, zl)
=
h0(tj)e
βzi∑
l∈Rj h0(tj)e
βzl
=
eβzi∑
l∈Rj e
βzl
.
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Das Produkt dieser Wahrscheinlichkeiten u¨ber die d Ereignisse ergibt sich dann die
partielle Likelihood Funktion
PL(β) =
d∏
i=1
eβzi∑
l∈Rj e
βzl
.
Dabei wird der Za¨hler lediglich von Beobachtungen der Patienten bestimmt, die ein
Ereignis erfahren haben. In den Nenner ﬂießen dagegen alle Beobachtungen ein.
Sind mindesten zwei der beobachteten U¨berlebenszeiten gleich groß, so liegen Bin-
dungen vor. In diesem Fall la¨sst sich die partielle Likelihood nicht so einfach notieren.
Werden beispielsweise zwei Ereignisse d1 und d2 von zwei Individuen mit den Ein-
ﬂussvariablen z1 und z2 zur gleichen Zeit beobachtet, ergibt sich nach Therneau und
Grambsch (2000) die Likelihood aus einer Kombination von
eβz1∑
l∈Rj e
βzl
eβz2
(
∑
l∈Rj e
βzl)− eβz1
und
eβz2∑
l∈Rj e
βzl
eβz1
(
∑
l∈Rj e
βzl)− eβz2 .
Solche Berechnungen werden fu¨r eine große Anzahl von Bindungen schnell aufwa¨ndig.
Daher wurden verschiedene Approximationen vorgeschlagen. Die wohl bekannteste
stammt von Peto (1972) und Breslow (1974). Aufbauend auf der Notation von Klein
und Moeschberger (1997) seien t1 < t2 < . . . < tB die B unterschiedlichen geordneten
Ereigniszeitpunkte. Weiterhin sei bi die Anzahl der Ereignisse zum Zeitpunkt ti und Bi
die Gruppe von Individuen, die zum Zeitpunkt ti sterben.
Dann ergibt sich die Approximation als
PL(β) =
B∏
i=1
e
∑
j∈Bi βzj[∑
j∈Ri e
βzj
]bi .
Efron (1977) schla¨gt dagegen vor
PL(β) =
B∏
i=1
e
∑
j∈Bi βzj∏bi
k=1
[∑
j∈Ri e
βzj − k−1
bi
∑
j∈Bi e
βzj
]
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zu verwenden. Es ist anzumerken, dass lediglich die exakte Likelihood unverzerrte
Scha¨tzer liefert. Genau in diesem Fall ist sie aber schwer zu berechnen. Klein und
Moeschberger (1997) und Hosmer und Lemeshow (1999) stellen fest, dass Breslow’s
Approximation fu¨r viele Bindungen normalerweise verzerrte Scha¨tzer liefert, sie ist
aber leichter zu berechnen. Die Approximation von Efron liegt typischerweise zwischen
der exakten Likelihood und Breslow’s Approximation. In dieser Arbeit wird Efron’s
Approximation verwendet.
Ausgehend von der partiellen Likelihood bildet man die Log–Likelihoodfunktion LL(β)
= log(PL(β)). Um das Maximum der Likelihood zu erhalten, berechnet man den Score–
Vektor
U(β) =
δLL(β)
δβ
.
Der Ausdruck U(β)
!
= 0 wird mit Hilfe eines Newton–Raphson Algorithmus gelo¨st. Der
so erhaltene Maximum Likelihood Scha¨tzer βˆ ist laut Therneau und Grambsch (2000)
konsistent und asymptotisch normal verteilt mit Erwartungswert β und Varianz I(β)−1.
Dabei wird
I(β) =
δ2LL(β)
δβ2
als Informationsmatrix bezeichnet.
Diese Eigenschaften von βˆ erlauben es, einfache Tests fu¨r die Hypothese H0 : β = β0
zu entwickeln. Dazu za¨hlt der Likelihood Quotienten Test. Bei diesem wird die Log–
Likelihood Funktion des Maximum Likelihood Scha¨tzers mit der Log–Likelihood von
β0 verglichen. Als Teststatistik erha¨lt man
X2 = 2
[
LL(βˆ)− LL(β0)
]
.
Diese ist χ2 verteilt mit p Freiheitsgraden. Dabei bezeichnet p die La¨nge des Vektors
β. Die hier vorgestellte Maximum Likelihood Scha¨tzung wird mit Hilfe des Paketes
Survival (Therneau und Lumley, 2011) aus dem Programm R (R Development Core
Team, 2007) durchgefu¨hrt.
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3.4 Bayesianische Scha¨tzung im Cox Proportional
Hazard Modell
Eine Alternative zur Scha¨tzung der Parameter des Modells u¨ber die Likelihood bietet
der Bayesiansische Ansatz. Hier wird nicht die Likelihood Funktion maximiert, sondern
die Verteilung der Parameter aufgrund der gegebenen Daten bestimmt. Die Grundla-
ge dafu¨r bietet der Satz von Bayes. Die so deﬁnierte Verteilung der Parameter la¨sst
sich zwar selten in ihrer analytischen Form wiedergeben, allerdings ist es mo¨glich, ei-
ne Stichprobe aus der Verteilung der Parameter zu generieren. Dazu erzeugt man mit
dem Gibbs Sampler eine Markovkette. Die Konvergenz dieser Kette wird mit einem
von Brooks und Gelman (1998) entwickelten und von Gelman und Rubin (1992) wei-
terentwickelten Test u¨berpru¨ft.
In Abschnitt 3.4.1 wird die a posteriori Verteilung der Parameter aufgrund der Da-
tenbasis theoretisch hergeleitet und in Abschnitt 3.4.2 wird gezeigt, wie Markovketten
benutzt werden ko¨nnen, um eine Stichprobe aus dieser a posteriori Verteilung zu zie-
hen. Dieser Abschnitt erla¨utert auch, wie man eine Markovkette mit den gewu¨nschten
Eigenschaften erzeugt.
Die Markovkette soll erstens gegen eine stationa¨re Verteilung konvergieren und zweitens
soll diese stationa¨re Verteilung die a posteriori Verteilung sein. Dies wird mit einem
Gibbs Sampler erreicht, der in Abschnitt 3.4.3 vorgestellt wird, bevor in Abschnitt
3.4.4 die Brooks–Gelman–Rubin Teststatistik eingefu¨hrt wird.
3.4.1 Satz von Bayes
Der Satz von Bayes ermo¨glicht Rechnungen mit bedingten Wahrscheinlichkeiten. Er
besagt
P (θ|D) = P (D|θ)P (θ)
P (D)
.
Es ist also mo¨glich, die bedingte Wahrscheinlichkeit P (θ|D) des Parametervektors θ
gegeben der Daten D aus den unbedingten Wahrscheinlichkeiten P (θ) fu¨r θ und P (D)
KAPITEL 3. METHODIK 24
fu¨r D und der bedingten Wahrscheinlichkeit P (D|θ) von D gegeben θ zu bestimmen.
P (θ|D) wird auch a posteriori Wahrscheinlichkeit genannt. Die sich aus allen a poste-
riori Wahrscheinlichkeiten ergebende Verteilung heißt a posteriori Verteilung.
Durch die Auswahl eines Modells, welches nach Scha¨tzung des Parametervektors θ
die Daten vorhersagt, ergibt sich P (D|θ). Die Wahrscheinlichkeit P (θ) muss gewa¨hlt
werden. Die Verteilung von P (θ) wird auch a priori Verteilung genannt. Dabei ist es
mo¨glich, schon vorhandene Informationen aus fru¨heren Analysen einﬂießen zu lassen.
Es ist aber auch mo¨glich, ein P (θ) zu wa¨hlen, so dass sich eine nichtinformative a priori
Verteilung ergibt.
Die Verteilung der Daten D ist am schwierigsten zu bestimmen. Das Modell la¨sst
lediglich eine Annahme u¨ber P (D|θ) zu. So gilt
P (D) =
∫
Θ
P (D|θ)P (θ)dθ
wobei Θ der Parameterraum von θ ist. Dieses Integral la¨sst sich lediglich in den wenigen
Fa¨llen analytisch bestimmen. In diesem Fall bezeichnet man die a priori Verteilung
P (θ) und die Verteilung P (D|θ) als konjugiert. Eine Alternative zur Ermittlung der
Verteilung von D bieten Markov Chain Monte Carlo Verfahren.
3.4.2 Markov Chain Monte Carlo (MCMC) Verfahren
Eine Markovkette ist eine Folge von Zufallsvariablen M1,M2,M3, . . .. Die Wahrschein-
lichkeit des (i+1)–sten Folgegliedes den Wert mi+1 anzunehmen ha¨ngt dabei lediglich
vom i–ten Folgeglied ab. Es gilt die sogenannte Markov Eigenschaft
P (Mi+1 = mi+1|M1 = m1, . . . ,Mi = mi) = P (Mi+1 = mi+1|Mi = mi).
Die Wahrscheinlichkeit P (Mi+1|Mi) ist dabei die U¨bergangswahrscheinlichkeit vom Zu-
stand mi in den Zustand mi+1.
Konstruiert man die Markovkette mit einem Metropolis Hastings Algorithmus (Has-
tings, 1970; Metropolis et al., 1953) oder mit einem Gibbs Sampler (Geman und Geman,
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1984; Gefand und Smith, 1990; Casella und George, 1992), so konvergiert die Markov-
kette gegen die stationa¨re Verteilung. Die Glieder der Markovkette verhalten sich wie
Stichproben aus der stationa¨ren Verteilung. Dabei kann die Markovkette so gebildet
werden, dass die stationa¨re Verteilung der a posteriori Verteilung entspricht.
Die Phase, in der die Markovkette noch nicht in die stationa¨re Phase konvergiert ist,
wird auch als
”
burn–in” bezeichnet. Die Daten der
”
burn in” Phase kann nicht fu¨r die
statistische Analyse der a posteriori Verteilung benutzt werden. Die La¨nge der
”
burn
in” Phase kann bespielsweise mit Hilfe der Brook–Gelman–Rubin Statistik bestimmt
werden (siehe Abschnitt 3.4.4).
Von den nachfolgenden Gliedern der Markovkette kann man z.B. den Mittelwert oder
die Quantile der stationa¨ren Verteilung berechnen und daraus auf die entsprechenden
Kennzahlen der a posteriori Verteilung schließen. In dieser Arbeit wird dazu auf das
Paket BRugs (Thomas et al., 2006) der Software R (R Development Core Team, 2007)
verwendet. Das Paket BRugs greift dabei auf OpenBUGS (Lunn et al., 2009) zuru¨ck.
3.4.3 Gibbs Sampler
Zur Erstellung einer Markovkette schlagen Metropolis et al. (1953) und Hastings (1970)
den folgenden Algorithmus vor. Sei θ∗ ein mo¨glicher Parametervektor, θi ein Glied aus
der Markovkette und h eine Vorschlagsdichte mit∫
h(θ∗|θi)dθi = 1.
Dann durchla¨uft der Metropolis Hastings Algorithmus nacheinander folgende Schritte
Schritt 0 Wa¨hle ein beliebiges θ0 als Startwert.
Schritt 1 Generiere θ∗ aus h(θ∗|θi) und eine gleichverteilte Zufallsvariable U auf dem
Intervall [0;1]
Schritt 2 Setze θi+1 = θ
∗ wenn U ≤ α(θi, θ∗) und θi+1 = θi sonst, mit der Annahme-
wahrscheinlichkeit α
α(θi, θ
∗) = min
{
1,
P (θ∗|D)h(θi|θ∗)
P (θi|D)h(θ∗|θi)
}
und springe zu Schritt 1.
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Es ist festzuhalten, dass dieser Algorithmus nicht das Integral
∫
Θ
P (D|θ)P (θ)dθ beno¨tigt.
Roberts et al. (1998) und Thierney (1995) zeigen, dass der so konstruierte Algorithmus
gegen die a posteriori Verteilung P (θ|D) konvergiert.
Da der Parametervektor θi = (θi1, . . . , θip) viele Parameter zusammenfasst, ist es meis-
tens einfacher, die Iterationen einzeln fu¨r jeden Parameter θij, j = 1, . . . , p, durch-
zufu¨hren, anstatt fu¨r den gesamten Parametervektor θi.
Man benutzt also die Vorschlagsdichte h(θ∗i+1,j|θi+1,−j, θi,j). Hierbei ist
θi+1,−j = (θi+1,1, . . . , θi+1,j−1, θi,j+1, . . . , θi,p)
der Stand von θi vor der j–ten Iteration ist. Damit ergibt sich die Annahmewahrschein-
lichkeit
α(θi,−j, θi,j, θ∗j ) = min
{
1,
P (θ∗j |θi,−j, D)h(θi,j|θ∗j θi,−j)
P (θi|D)h(θ∗j |θi,j, θi,−j)
}
.
Grenander (1983) und Geman und Geman (1984) haben vorgeschlagen, als Vorschlags-
dichte die vollsta¨ndig bedingte Dichte zu verwenden
h(θ∗ij|θi,j, θi,−j) = P (θ∗j |θi,−j).
Damit ist die Annahmewahrscheinlichkeit immer 1 und der Annahmeschritt im Metro-
polis Hastings Algorithmus entfa¨llt. Diesen Spezialfall des Metropolis Hastings Algo-
rithmus nennt man Gibbs Sampler.
Casella und George (1992) erla¨utern den Gibbs Sampler in Zusammenhang mit Baye-
sianischen Scha¨tzmethoden. Dabei weisen sie darauf hin, das nicht die gesamte durch
den Gibbs Sampler erzeugte Markovkette fu¨r die Analyse zu verwenden ist.
Ha¨uﬁg kommt es vor, das die direkt aufeinander folgenden Glieder der Markovkette
miteinander korreliert sind. Die Korrelation zwischen aufeinander folgenden Gliedern
einer Markovkette bezeichnet man auch als Autokorrelation. Fu¨r ein genu¨gend großes
r gilt jedoch, dass Kettenglieder, zwischen denen mehr als r Iterationen liegen, un-
abha¨ngig voneinander sind. Daher betrachtet man nur jedes r–te Folgeglied. Dieses
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Verfahren wird auch als Ausdu¨nnen oder
”
Thinning” bezeichnet.
Weiterhin muss die Markovkette zuerst vom Startvektor θ0 ausgehend in ihre stati-
ona¨re Verteilung konvergieren. Um diese Konvergenz zu beobachten werden in Casel-
la und George (1992) mehrere Verfahren vorgestellt, von denen in dieser Arbeit die
Brook–Gelman–Rubin Statistik verwendet wird.
3.4.4 Brooks–Gelman–Rubin Statistik
Die Statistik von Brooks, Gelman und Rubin u¨berpru¨ft die Konvergenz von Markov-
ketten. Gelman und Rubin (1992) schlagen dazu einen Ansatz vor, der A¨hnlichkeiten
mit einer Varianzanalyse hat. Dabei startet man u > 1 Markovketten und von diesen
werden nu Kettenmitglieder zur Auswertung herangezogen. Die Startpunkte der Mar-
kovketten werden dabei u¨ber den vermuteten Zielbereich verteilt, um zu verhindern,
dass lediglich ein lokales Maximum gefunden wird.
Nun vergleichen Gelman und Rubin (1992) die Varianz W innerhalb der Ketten mit
der Gesamtvarianz V . Die gescha¨tzte Gesamtvarianz Vˆ ist dabei die gewichtete Sum-
me der Varianz W innerhalb der Ketten und der Varianz A zwischen den Ketten und
ergibt sich aus
Vˆ =
nu − 1
nu
W +
u+ 1
u
A.
Daraus leiten Brooks und Gelman (1998) eine Gro¨ße Rˆ her, die als
”
potential scale
reduction factor” oder kurz PSRF bezeichnet wird. Sie ergibt sich aus
Rˆ =
Vˆ
W
.
Konvergieren die Markovketten, so unterscheidet sich die gescha¨tzte Gesamtvarianz Vˆ
nicht von der Varianz innerhalb der Ketten W und die PSRF nimmt den Wert 1 an.
Sind die Ketten nicht zur a posteriori Verteilung konvergiert oder zu kurz, um die a
posteriori Verteilung komplett abzudecken, so ist die gescha¨tzte Gesamtvarianz gro¨ßer
als die Varianz innerhalb der Ketten und die PSRF gro¨ßer als 1.
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Da man die Varianzen Vˆ und W nicht kennt, sondern scha¨tzt, schlagen Brooks und
Gelman (1998) eine Korrektur von Rˆ vor. Sie zeigen, dass θˆ approximativ Student–t
verteilt mit v Freiheitsgraden und scha¨tzten v mit der Momentenmethode. Die Gro¨ße
Rˆc =
v + 3
v + 1
Rˆ
bezeichnet den korrigierten
”
scale reduction factor” (CSRF).
Teilt man die Markovkette in c Abschnitte mit der La¨nge p, p = 1, . . . , n/c, so kann
man fu¨r jeden Abschnitt die Statistiken Rˆc(p), Vˆc(p) und Wc(p) berechnen.
Die so erhaltenen Statistiken Rˆc(p), Vˆc(p) und Wc(p) werden in einer Graphik dar-
gestellt und mit einer Linie verbunden. Konvergenz liegt vor, wenn die Linien parallel
zur x–Achse verlaufen. Schwanken die Linien stark, so ist keine Konvergenz in den
Markovketten eingetreten.
BRugs (Thomas et al., 2006) verwendet eine leicht andere Darstellung. Anstatt Vˆ
und W wird die Breite des 80% Kredibilita¨tsintervalls, das heißt des Bereiches in dem
sich 80% der Glieder der Markovkette beﬁnden, dargestellt und dieses aus Gru¨nden der
Darstellbarkeit so normiert, dass der maximaler Wert bei 1 liegt. Dementsprechend er-
gibt sich Rˆ als das Verha¨ltnis beider Kredibilita¨tsintervalle.
Hat man durch eine U¨berpru¨fung der Brooks–Gelman–Rubin Statistik die Konver-
genz der Markovkette sichergestellt, so kann man im Anschluss die Gu¨te des Modells
bewerten. Neben den in Abschnitt 3.7 vorgestellt Gu¨tekriterien werden dabei auch die
in Abschnitt 3.5 vorgestellten Residuen betrachtet.
3.5 Residuen
Die in den Abschnitten 3.3 und 3.4 vorgestellten Methoden dienen dazu, den Zusam-
menhang zwischen Einﬂuss– und Zielvariable zu scha¨tzen. Dieses Kapitel bescha¨ftigt
sich damit, wie die Gu¨te dieses Zusammenhangs beschrieben werden kann.
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Dazu werden die Diﬀerenzen zwischen beobachteten und durch das Modell vorhergesag-
ten Werten betrachtet. Fu¨r das Cox Proportional Hazard Modell wurden verschiedene
Residuen vorgeschlagen. Dabei hat jede Berechnungsmethode unterschiedliche Vor–
und Nachteile.
3.5.1 Martingalresiduen
Die laut Therneau und Grambsch (2000) am ha¨uﬁgsten benutzten Residuen basieren
auf Martingalen, d.h. einem stochastischen Prozess. Ausgehend von der in Anhang B
dargestellten Deﬁnition B.1 eines stochastischen Prozesses werden die fu¨r die Martin-
galresiduen wichtigen Begriﬀe einer Filtration (Deﬁnition B.2) und eines Za¨hlprozess
(Deﬁnition B.3) eingefu¨hrt.
Bei einer rechtszensierten Stichprobe ist Ni(t) = I[Ti ≤ t] mit I als Idendita¨tsfunktion
ein Za¨hlprozess. Dieser ist 0 bis das Individuum i das interessierende Ereignis erfa¨hrt
und 1 danach. Der Prozess N(t) =
∑n
i=1Ni(t) =
∑n
i=1 I(Ti ≤ t) ist ebenfalls ein
Za¨hlprozess.
Darauf aufbauend wird das Martingalresiduum fu¨r den Za¨hlprozess N(t) bei einem
Cox Proportional Hazard Modell mit kumulierter Risikofunktion Λ(t; x; β) deﬁniert als
M(t) = N(t)− Λ(t; x; β).
Das Martingalresiduum stellt die Diﬀerenz aus dem beobachteten Za¨hlprozess N(t)
und dem vom Modell vorhergesagten Risiko Λ(t; x; β) dar, also der bekannten Darstel-
lung von beobachteten Werten abzu¨glich der vorhergesagten Werte. Wie Hosmer und
Lemeshow (1999) zeigen, existiert das Martingalresidum theoretisch fu¨r jeden beob-
achteten Zeitpunkt t.
Die so bestimmten Residuen sind 1, wenn eine Beobachtung bei keinem vorhergesagem
Risiko auftritt und na¨hern sich −∞ wenn trotz hohem Risiko eine lange U¨berlebenszeit
beobachtet wird. Therneau und Grambsch (2000) zeigen, dass Martingalresiduen ge-
eignet sind, Beobachtungen mit schlechter Vorhersage zu idendiﬁzieren.
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3.5.2 Skalierte Scho¨nfeldresiduen
Einen weiteren Ansatz zur Berechnung von Residuen lieferte Scho¨nfeld (1982). Ba-
sierend auf den Beitra¨gen der einzelnen Variablen zur Log–Likelihood wird die erste
Ableitung des Einﬂussfaktors βk, k = 1, . . . , K betrachtet
∂Lp(β)
∂βk
=
n∑
i=1
ci(xik − x¯wik)
mit ci = 1 bei unzensierten Beobachtungen, ci = 0 sonst. Hierbei ist
x¯wik =
∑
j∈R(ti) xjke
βxj∑
j∈R(ti) e
βxj
ein gewichtetes Mittel u¨ber die xjk, die zum Zeitpunkt ti noch unter Beobachtung
stehen. Das gescha¨tzte Scho¨nfeld Residuum rˆik fu¨r Beobachtung i und Einﬂussfaktor
βk ergibt sich also als Diﬀerenz zwischen der beobachteten Variablenauspra¨gung und
den gewichteten Variablenauspra¨gungen zum Zeitpunkt des beobachteten Ereignisses.
Fu¨r ein gescha¨tztes βˆk also
rˆik = ci(xik − ˆ¯xwik)
wobei
ˆ¯xwik =
∑
j∈R(ti) xjke
βˆxj∑
j∈R(ti) e
βˆxj
.
Da βˆk der partielle Maximum Likelihood Scha¨tzer ist, ist die Summe der Scho¨nfeld-
residuen Null. Grambsch und Therneau (1994) schlagen vor, die Scho¨nfeldresiduen
mit einem Varianzscha¨tzer zu skalieren, um bessere Eigenschaften fu¨r die Diagnostik
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zu erhalten. Dazu wird die Varianz der Scho¨nfeldresiduen durch m V̂ar(βˆ) approxi-
miert, wobei m die Anzahl der unzensierten Beobachtungszeiten ist. Die skalierten
Scho¨nfeldresiduen rˆ∗ik ergeben sich damit als
rˆ∗ik = mV̂ar(βˆ)rˆik. (3.1)
Die so bestimmten skalierten Scho¨nfeldresiduen sind geeignet, die Abweichung der Be-
obachtungen von den erwarteten Werten bezu¨glich eines Einﬂussfaktors zu bestim-
men. Gleichzeitig werden die Residuen fu¨r die jeweiligen Ereigniszeitpunkte bestimmt.
So kann laut Therneau und Grambsch (2000) die Annahme der Proportionalita¨t fu¨r
einzelne Einﬂussfaktoren durch die Residuen u¨berpru¨ft werden. Dies wird auch in Mar-
tinussen et al. (2002) und Winnett und Sasieni (2001) diskutiert.
3.6 Modellannahmen
Das Cox Proportional Hazard Modell beruht auf der Annahme des proportionalen Ri-
sikos. Diese muss bei der Erstellung eines Cox Proportional Hazard Modells u¨berpru¨ft
werden.
Dazu schlagen Therneau und Grambsch (2000) vor, die skalierten Scho¨nfeldresiduen
(siehe Abschnitt 3.5) zu betrachten. Abgetragen gegen die Zeit veranschaulichen sie
den Wert des Parameterscha¨tzers u¨ber die Zeit. Zur besseren U¨bersicht wird eine Ge-
rade oder eine gegla¨ttete Funktion an die skalierten Scho¨nfeldresiduen angepasst und
in einer zugeho¨rigen Graphik dargestellt (Therneau und Grambsch, 2000).
Ist die Annahme des proportionalen Risikos erfu¨llt, so hat die angepasste Gerade die
Steigung γ = 0 und die gegla¨ttete Funktion variiert kaum.
Therneau und Grambsch (2000) schlagen nun vor, die Hypothese
H0 : ”
γ = 0“ vs. H1 : ”
γ = 0“
zu testen.
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Seien t1 < t2 < . . . < tk < . . . < tB die B unterschiedlichen geordneten Ereignis-
zeitpunkte und p die Anzahl der Parameter im Modell. Dann kann jeder von der Zeit
t abha¨ngige Einﬂussparameter dargestellt werden als βj(t) = βj + ζ(gj(t)− (g)j), j =
1, . . . , p, mit g(t) als einer Funktion der Zeit und (g)j als Mittelwert der gj(tk). Als
Nullhypothese kann nun H0 : ζj ≡ 0, j = 1, . . . , p vs. H1 : ∃ζj = 0 u¨berpru¨ft werden.
Mit G wird dann eine p × p Diagonalmatrix deﬁniert, an deren (j, j)–ter Position
gj(t)− (g)j steht. Damit sei
Q =
∑
GkVˆkGk − (
∑
GkVˆk)(
∑
Vˆk)
−1(
∑
GkVˆk)
′,
mit Vˆk = V (βˆk, tk). Der Scha¨tzer von θ sei
θˆ = Q−1
∑
Gksk,
wobei sk der Vektor der Scho¨nfeldresiduen fu¨r den k–ten Ereigniszeitpunkt ist. Die
Teststatistik
T = θˆQθˆ = (
∑
Gksk)
′Q−1(
∑
Gksk),
ist dann unter der Annahme des proportionalen Risikos χ2 verteilt mit p Freiheitsgra-
den.
3.7 Modellgu¨te
Die Qualita¨t eines Cox Proportional Hazard Modells ist schwierig zu erfassen. Bekannte
einfache Gro¨ßen wie das Bestimmtheitsmaß R2 eignen sich nicht. Wie Schemper und
Stare (1996) zeigen, kann auch ein sehr gut angepasstes Modell ein sehr kleines R2
besitzen. Die vorgeschlagenen Bestimmtheitsmaße ha¨ngen im Allgemeinen stark vom
Anteil zensierter Beobachtungen ab. Als einfaches und gut zu benutzendes Bestimmt-
heitsmaß wird laut Hosmer und Lemeshow (1999) vor allem
R2p = 1−
{
exp
[
2
n
(L0 − Lp)
]}
verwendet. Hierbei stellt L0 die partielle Log–Likelihood fu¨r das Nullmodell und Lp die
partielle Log–Likelihood fu¨r das erstellte Modell.
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Aussagekra¨ftiger ist ein sogenannter Arjas Plot. Dabei werden die Beobachtungen grup-
piert und die Vorhersage fu¨r jede Gruppe u¨berpru¨ft. Die Gruppierung kann wie Hos-
mer und Lemeshow (1999) vorschlagen anhand des modellierten Risikos erfolgen. Die
Qualita¨t der Vorhersage wird u¨berpru¨ft, indem man die Anzahl der vorhergesagten
Ereignisse mit der Anzahl der beobachteten Ereignisse vergleicht. Dazu schla¨gt Arjas
(1998) vor, die Martingalresiduen heranzuziehen. Die Martingalnotation erlaubt es,
sowohl beobachtete als auch erwartete Fa¨lle fu¨r jeden Zeitpunkt zu bestimmen und
gegeneinander abzutragen. Die resultierenden Punkte sollen in einem Arjas Plot auf
der Winkelhalbierenden liegen.
Eine Mo¨glichkeit verschiedene Modelle zu vergleichen stellt das Akaike Informations
Kriterium (AIC) dar. Es wurde von Akaike (1974) vorgestellt und wird wie folgt be-
rechnet:
AIC = 2ln(L)− 2 · k
wobei k die Anzahl der Parameter imModell und L der Wert der Log–Likelihoodfunktion
ist. Das AIC wird rein explorativ eingesetzt.
Schließlich wird fu¨r den Modellvergleich das Deviance Information Criterion (DIC) her-
angezogen. Das DIC wurde von Spiegelhalter et al. (2002) vorgestellt und besteht aus
einem Anpassungs– und einem Komplexita¨tsterm. Der Komplexita¨tsterm beschreibt
die Anzahl der Parameter wie folgt:
pD = D(θ)−D(θ¯),
und der Anpassungsterm – die Bayesianische Devianz D – ist deﬁniert als:
D(θ) = −2 log (p(y|θ)) + 2 log (f(y))
mit θ der Parametervektor und y den beobachteten Daten wie in Abschnitt 3.4 deﬁniert.
Wie Spiegelhalter et al. (2002) zeigen, kann das DIC nun formuliert werden als:
DIC = D(θ¯) + 2pD
= D(θ) + pD.
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Die fu¨r das DIC beno¨tigten Werte werden bei Bayes Modellen den Modellstatistiken
der Pakete BRugs und survival entnommen.
3.8 Frailty Modelle
Wie viele andere Modelle triﬀt das Cox Proportional Hazard Modell die Annahme,
dass alle beobachteten U¨berlebenszeiten unabha¨ngig voneinander sind. Diese Annah-
me ist nu¨tzlich, da sie eine Scha¨tzung vereinfacht. Dennoch triﬀt sie in der Praxis kaum
zu. So ko¨nnen U¨berlebenszeiten von Patienten, die in der gleichen Dialyseeinrichtung
behandelt werden, korreliert sein. Das diese natu¨rliche Variabilita¨t in der Modellierung
beru¨cksichtigt werden muss, hat auch Aalen (1988) im Allgemeinen und Johansen et al.
(2007) fu¨r Dialysepatienten gezeigt. Wienke et al. (2005) zeigen, dass sowohl die Ma-
ximum Likelihood Scha¨tzung als auch ein MCMC Verfahren geeignet sind, eine solche
Variabilita¨t zu beru¨cksichtigen. Eine U¨bersicht u¨ber Mo¨glichkeiten der Frailty Modelle
bietet z.B. Glidden und Vittinghoﬀ (2004) und Andersen et al. (1999). Na¨heres zur
Scha¨tzung ﬁndet sich unter Klein (1992) und Nielsen et al. (1992).
Man geht davon aus, dass die natu¨rliche Variabilita¨t auf einen gemeinsamen Faktor
wie a¨hnliche Erna¨hrung oder Behandlung des Patienten zuru¨ckgeht. Dieser Faktor wird
nicht beobachtet bzw. kann nicht sinnvoll beobachtet werden, er ist jedoch fu¨r alle Be-
obachtungen eines Zentrums gleich. Eine derartige Zentrumsfrailty wurde bereits von
Carvalho et al. (2003) im Kontext der Dialyse beschrieben.
Um dies zu erfassen, hat sich eine Erweiterung des Cox Proportional Hazard Modells
durchgesetzt (Therneau und Grambsch, 2000), bei der das Risiko mit einem
”
Frailty”
Faktor w(i) > 0, i = 1, . . . , r, wobei r die Anzahl der Zentren ist, multipliziert wird
λi(t) = λ0(t)e
βzw(i).
Patienten mit einer großen Frailty w(i) > 1 haben dabei ein erho¨htes Risiko das Ereig-
nis zu erfahren. Ist die Frailty w(i) < 1 so sinkt das Risiko der Patienten des Zentrums.
Man nimmt dabei an, dass die w(i) Zufallsvariablen mit einer gemeinsamen Verteilung
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sind. Da w(i) > 0 gilt, bietet sich hier die Γ–Verteilung an. Therneau und Grambsch
(2000) weisen darauf hin, dass auch andere Verteilungen benutzt werden ko¨nnen. So
verwenden McGilchrist und Aisbett (1991) eine Log–Normal–Verteilung.
3.9 Nichtlineare Einﬂussfaktoren
Ein wichtiges Ziel dieser Arbeit ist es, die Einﬂu¨sse verschiedener Patientencharakte-
ristika zu scha¨tzen. Bei stetigen Variablen tritt dabei die Besonderheit auf, dass die
Einﬂu¨sse verschiedenste Formen annehmen ko¨nnen. So gehen Zager et al. (1998) von ei-
nem ’U’–fo¨rmigen Zusammenhang zwischen Mortalita¨t und Blutdruck aus. Block et al.
(2004) zeigen, dass das Mortalita¨tsrisiko bis zu einem Phosphatwert von 1,8 mmol/l
konstant bleibt und danach linear ansteigt.
Ein Cox Modell geht immer von einem linearen Zusammenhang aus. Eine Vielzahl
von Methoden wurde vorgeschlagen, um nichtlineare Einﬂussfaktoren ada¨quat zu be-
ru¨cksichtigen. Dabei werden oft Methoden verwendet, die auch außerhalb der Cox
Modellierung benutzt werden, um nichtlineare Einﬂussfaktoren darzustellen.
Ein weit verbreiteter nichtparametrischer Ansatz ist die Gruppierung der Daten. Auch
aktuell wird sie z.B. von Zager et al. (1998), Wiggins et al. (2007) oder auch Block
et al. (2004) benutzt, um Unterschiede im U¨berleben darzustellen. Klein und Moesch-
berger (1997) weisen darauf hin, dass die Auswahl der Gruppengrenzen sinnvoll und
im Kontext des Problems stehen soll. Dieser Ansatz hat jedoch den Nachteil, dass
durch die Gruppierung der Daten, Informationen verloren gehen. Eine Mo¨glichkeit die-
sem Informationsverlust zu begegnen, ist die Kovariable zu skalieren wie es Hosmer
und Lemeshow (1999) vorgestellen und z.B. Grambsch et al. (1995) na¨her untersuchen.
Weit verbreitet sind aber auch parametrische Modelle, die in dieser Arbeit verwendet
werden. Es ist zu beachten, dass auch eine skalierte Kovariable in ein einﬂießen kann,
wie Royston und Sauerbrei (2006) zeigen.
Die Anzahl der verwendeten parametrischer Ansa¨tze ist sehr groß und kann hier nicht
vollsta¨ndig dargestellt werden. Bei der Auswahl des parametrischen Zusammenhangs
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kommt es auf die gewa¨hlte Funktion an. Wichtig ist dabei, dass die gewa¨hlte Funktion
den Zusammenhang ﬂexibel darstellen kann und robust gegenu¨ber Ausreißern ist.
Um die passende funktionelle Form zu ﬁnden, werden drei verschiedene Methoden
gegenu¨bergestellt. Die klassische Form der Polynome, die fraktionellen Polynome und
Splines werden in den folgenden Abschnitten genauer erla¨utert.
3.9.1 Polynome
Die Scha¨tzung von Einﬂu¨ssen mit Polynomen ist seit langer Zeit bekannt und weit
verbreitet. Der Charakter eines Standardverfahrens wird dadurch unterstrichen, dass
bei der Vorstellung anderer Verfahren Polynome oft als Vergleich herangezogen werden
(siehe Hastie und Tibshirani (1990b)). Bei Polynomen werden ganzzahlige Potenzen
der Einﬂussvariablen z mit Vorfaktoren a multipliziert und aufaddiert. Therneau und
Grambsch (2000) weisen darauf hin, dass so ein hohes Maß an Kontrolle u¨ber den
modellierten Zusammenhang behalten wird. Ein Polynom vom Grad s wird beschreiben
als:
g(z) = a0 + a1z + a2z
2 + . . .+ asz
s = a0 +
s∑
j=1
ajz
j.
Jede stetige Funktion, la¨sst sich auf einem kompakten Intervall durch ein Polynom
approximieren. Daher ist es mo¨glich, die funktionelle Form des Zusammenhangs zwi-
schen Einﬂussvariable und Ereignis beliebig genau anzupassen. Je nach Komplexita¨t
kann dies allerdings ein Polynom hohen Grades und damit die Scha¨tzung vieler Para-
meter erfordern. Daher gilt es abzuwa¨gen, wie viele Parameter beno¨tigt werden, um
den Einﬂuss zu scha¨tzen.
Die weite Verbreitung von Polynomen beruht auf ihren positiven Eigenschaften. Neben
der Mo¨glichkeit, Funktionen zu approximieren, sind Polynome leicht anzupassen und
ebenso leicht zu interpretieren. Als solche sind sie geeignet funktionale Zusammenha¨nge
zu beschreiben wie sie z.B. Block et al. (2004) oder Zager et al. (1998) in ihren Arbeiten
beschreiben.
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Allerdings ist zu beachten, dass sich ein Polynom u¨ber den gesamten Wertebereich
der Einﬂussvariablen erstreckt. Dies fu¨hrt vor allem bei ho¨hergradigen Polynomen oft
zu einer schlechten Anpassung an den Ra¨ndern des Variablenbereiches. In diesem Punkt
unterscheiden sie sich z.B. von Splines und fraktionalen Polynomen. McCullagh und
Nelder (1989) zeigen weiterhin, dass Polynome asymptotisches oder beschra¨nktes Ver-
halten schlecht wiedergeben ko¨nnen.
3.9.2 Fraktionale Polynome
Fraktionale Polynome wurden von Royston und Altman (1994) vorgestellt. Royston
und Sauerbrei (2006) zeigen, dass fraktionale Polynome allgemein nichtlineare Zusam-
menha¨nge modellieren ko¨nnen. Weiterhin zeigen Royston et al. (2006) und Royston
et al. (1999), dass fraktionale Polynome in Cox Proportional Hazard Modellen einge-
setzt werden ko¨nnen. Fraktionale Polynome ko¨nnen auch benutzt werden, nichtpropor-
tinale Risiken zu modellieren. Fu¨r einen U¨berblick u¨ber fraktionale Polynome in Cox
Modellen wird Berger et al. (2000) empfohlen.
Fraktionale Polynome bieten eine Mo¨glichkeit zur Modellierung, die die wu¨nschens-
werten Eigenschaften der Polynome mit der Asymptotik an den Ra¨ndern verbindet.
Dazu lassen sie neben ganzzahligen Polynome auch gebrochene Potenzen, Logarithmen
und ihre Produkte zu.
Da die fraktionalen Polynome aus den Polynomen entstanden sind, a¨hneln sie ein-
ander in der formellen Darstellung. Anstatt der ganzzahligen Potenzen j = 1, . . . , s
arbeitet man nun mit Potenzen ξ1, . . . , ξs.
g(z) = a0 +
s∑
j=1
ajz
ξj . (3.2)
Wobei ξj, j = 1, . . . , s aus einer vorher festgelegten Gruppe P von Potenzen stammt.
Royston und Altman (1994) schlagen dabei vor, die MengeP = {−2,−1,−0.5, 0, 0.5, 1,
2, 3} zu verwenden. Aber auch andere Potenzen sind mo¨glich, z.B. 1/3 falls mit Volu-
men gearbeitet wird.
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Eine Besonderheit stellt die Potenz ξ = 0 dar. Bei fraktionellen Polynomen wird die
Box–Tidwell Transformation (Box und Tidwell, 1962) verwendet, um Logarithmen zu-
zulassen:
zξj =
{
zξj wenn ξj = 0
log(z) wenn ξj = 0
.
Im Allgemeinen werden die Potenzen ξ durch das Modell so gewa¨hlt, dass die Devianz
minimiert wird. Ist dabei die Anzahl der ausgewa¨hlten Polynome s ≥ 2, so kann es
vorkommen, dass eine Potenz mehrfach ausgewa¨hlt wird. In diesem Fall kann gezeigt
werden, dass:
lim
ξ2→ξ1
(a0 + a1z
ξ1 + a2z
ξ2) = a0 + a
∗
1z
ξ1 + a∗2z
ξ1 ln(z)
gilt (Royston und Altman, 1994).
Durch die Hinzunahme von Bru¨chen und Logarithmen in P ist es no¨tig die Bedin-
gung z > 0 einzufu¨hren. Eine Mo¨glichkeit damit umzugehen stellt die Transformation
z∗ = z − min(z) dar. Bei den in dieser Arbeit betrachteten Variablen tritt der Fall
z ≤ 0 jedoch nicht auf.
Es muss sorgfa¨ltig darauf geachtet werden, wie groß die Anzahl der Polynome s sein
soll. Royston und Altman (1994) berichten aus Erfahrung, dass s ≤ 2 u¨blicherweise
genu¨gend Flexibilita¨t la¨sst. Weiterhin weisen sie darauf hin, dass fu¨r s > 3 der Rechen-
aufwand stark ansteigt.
Fraktionale Polynome stellen eine interessante Erweiterung der Polynome dar. Sie bie-
ten die Mo¨glichkeit, auch Asymptotik zu modellieren. Dafu¨r mu¨ssen aber nicht nur
die Koeﬃzienten a sondern auch die Potenzen ξj gescha¨tzt werden. Ebenso wie die
klassischen Polynome erlauben sie eine einfache Interpretation.
3.9.3 Splines
Splines bieten eine weitere Mo¨glichkeit, den Einﬂuss von stetigen Gro¨ßen zu scha¨tzen.
Urspru¨nglich zur Interpolation von Daten entwickelt, sind sie sehr ﬂexibel, lassen sich
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allerdings eher graphisch interpretieren. Therneau und Grambsch (2000) bezeichnen
Splines als besonders nu¨tzliche Klasse von Funktionen, um nichtlineare Einﬂu¨sse in
einem Cox Modell zu erfassen. Hastie und Tibshirani (1990b) diskutieren die Vorteile
von Splines gegenu¨ber Polynomen und Gruppierungen. Weiterhin ﬁnden Splines in Cox
Modellen auch bei der Modellierung nichtproportionaler Einﬂu¨sse Verwendung. Giorgi
et al. (2003) und Heinzl und Kaider (1997) weisen darauf hin, dass Splines auch zur Mo-
dellierung nichtproportionaler Risiken eingesetzt werden ko¨nnen. Wie in Kauermann
(2005) oder Abrahamowicz et al. (1996) zeigen ko¨nnen Splines z.B. zur Modellierung
zeitvera¨nderlicher Koeﬃzienten eingesetzt werden.
Splines werden in der U¨berlebenszeitanalyse vielfa¨ltig eingesetzt. Darunter fallen so-
wohl diagnostische Methoden (Therneau und Grambsch, 2000) die auch in dieser Arbeit
zum Beispiel in Abschnitt 4.1 angewandt werden. Hastie und Tibshirani (1990a) schla-
gen vor, Splines zu benutzen um nichtlineare Eﬀekte in Cox Modellen zu erkunden
und zu modellieren. Dies wurde unter anderem von Li und Luan (2005), Kattan et al.
(2001) und Gray (1992) umgesetzt.
Splines setzen sich aus einfachen Polynomen zusammen(Hastie und Tibshirani, 1990b).
Oft sind dies Polynome dritten Grades und werden in diesem Fall auch kubischen Spli-
nes genannt. Die Polynome beschreiben dabei lediglich einen Teil der Gesamtfunktion.
Verbunden werden sie an K+1 sogenannten Knoten. Dort erfu¨llen sie Stetigkeitsbedin-
gungen, d.h. sie stimmen z.B. in Funktionswert, erster und zweiter Ableitung u¨berein.
So entsteht eine Funktion, die sehr ﬂexibel die Daten interpolieren kann. Gleichzeitig
wird sichergestellt, das die Funktion keine Spru¨nge oder Zacken aufweist.
Obwohl die Vorstellung von Splines als Verknu¨pfung vieler Polynome sehr anschau-
lich ist, benutzt man oft eine Schreibweise, bei der die verschiedenen Polynome in
einer Gleichung zusammengefasst werden. So kann man einen kubischen Spline etwa
darstellen als
g(z) = β0+β1z+β2z
2+β3z
3+
K∑
i=1
β3+i(z−κi)++βK+3+i(z−κi)2++β2K+3+i(z−κi)3+
Dabei ist K die Anzahl der Knoten, κi der i–te Knoten und die Funktion (·)+ =
max(·, 0).
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In einem kubischen Spline sind 3K + 1 Parameter β zu scha¨tzen. Durch die Stetig-
keitsbedingungen in den Knoten verringert sich diese Anzahl jedoch.
Das Aussehen und die Anpassungsgu¨te eines Splines ha¨ngt in erster Linie von der
Lage und der Anzahl der Knoten ab. Liegen viele Knoten in einem Bereich, so ist der
Spline dort sehr ﬂexibel. Dies kann jedoch lediglich bei vorhandenem a priori Wissen
ausgenutzt werden.
Ohne a priori Wissen u¨ber den funktionellen Zusammenhang, schlagen Eilers und
Marx (1996) vor, die K Knoten a¨quidistant zwischen Minimum und Maximum der
Einﬂussvariablen z zu verteilen oder auf die i/(K − 1), i = 0, . . . , K − 1, Quantile der
Einﬂussvariablen zu legen. Um sicherzustellen, dass damit nicht zu wenig Knoten in
Bereichen liegen, an denen Flexibilita¨t erforderlich ist, wird ein großes K gewa¨hlt.
Durch die Wahl eines großen K kommt es vor, dass in einem Bereich wo keine Flexi-
bilita¨t erforderlich ist, der Spline die Messwerte interpoliert. Dies fu¨hrt dazu, dass der
Zusammenhang zwischen Einﬂuss– und Zielvariable u¨berdeckt wird.
Hastie und Tibshirani (1990b) schlagen daher vor, einen Strafterm einzufu¨hren, der
fu¨r eine Gla¨ttung des Spline sorgt. In sogenannten P–Splines werden große Werte in
der zweiten Ableitung bestraft
min
g(z)
(
(1− ρ)
n∑
i=1
(yi − g(z))2 + ρ
∫
g′′(z)2
)
.
Fu¨r ρ → 1 na¨hert sich der Spline der Regressionsgeraden an, fu¨r ρ → 0 versucht der
Spline die beobachteten Werte zu interpolieren. Da in dieser Arbeit die Anzahl der
Beobachtungen groß ist, wird ein ρ nahe 1 vorgeschlagen, um dem Strafterm ein ent-
sprechendes Gewicht zuzumessen.
Man erha¨lt einen P–Spline, der die wichtigsten Eigenschaften des Zusammenhangs
zwischen Einﬂuss– und Zielvariablen darstellen kann, unabha¨ngig davon, wie dieser
aussieht. Durch die vielen auftretenden Parameter ist dieser Zusammenhang nicht mit
einer einfachen Formel zu fassen, was die Vorhersage neuer Werte erschwert. Eine gra-
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phische Darstellung ist jedoch problemlos mo¨glich und gut interpretierbar.
3.10 Nichtproportionale Risiken
Das Cox Proportional Hazard Modell setzt proportionale Risiken voraus, d.h. man
geht davon aus, dass u¨ber die gesamte Beobachtungszeit zwischen zwei Individuen der
Quotient des Risikos konstant ist. Diese Annahme ist jedoch nicht immer erfu¨llt. Da-
zu wurden viele Erweiterungen vorgeschlagen, siehe auch O’Sullivan (1988), O’Quigley
und Pessione (1989), Hastie und Tibshirani (1990a), Gray (1994), Hess (1994), Abraha-
mowicz et al. (1996) oder Berger et al. (2003). Einen generellen U¨berblick u¨ber Tests
zur Nichtproportionalita¨t wird z.B. in Sasieni (2005) oder Therneau und Grambsch
(2000) gegeben.
Wird eine Nichtproportionalita¨t gefunden, kann dies tatsa¨chlich auf eine Vera¨nderung
des Risiko und damit auf ein zeitvera¨nderliches Risiko hindeuten. Dann sind die in
Abschnitt 3.9 beschriebenen Ansa¨tze eine gute Wahl, dass zeitvera¨nderliche Risiko zu
modellieren. Alternativ kann die gefundene Nichtproportionalita¨t auch auf eine zeit-
vera¨nderliche Kovariable zuru¨ckzufu¨hren sein. Liegen Folgebeobachtungen zu dieser
Kovariablen vor, so kann versucht werden eine zeitvera¨nderliche Kovariable zu mo-
dellieren. Der Unterschied zwischen einem zeitvera¨nderlichen Scha¨tzer und einer zeit-
vera¨nderlichen Kovariable ist fu¨r die medizinische Praxis bedeutend und wird daher in
dieser Arbeit im Vordergrund stehen.
Ausgehend von Therneau und Grambsch (2000) wird das Cox Proportional Hazard
Modell auf ein Modell mit stu¨ckweisem proportionalem Risiko erweitert. Dem wird ein
Modell mit einer zeitvera¨nderliche Kovariablen gegenu¨bergestellt. In beiden Ansa¨tzen
wird die Beobachtungszeit in vorher festgelegte Abschnitte unterteilt.
Eine Erweiterung des Modells um ein zeitvera¨nderliches Risiko ist der u¨blichere Ansatz.
So haben unter anderem Rabbat et al. (2000) schon stu¨ckweise konstante Risiken fu¨r
das U¨berleben kanadischer Nierenempfa¨nger modelliert und Sargent (1997) stu¨ckweise
konstante Risiken im Rahmen einer Bayesianischen MCMC Scha¨tzung als angemessen
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bezeichnet. Weiterhin ist zu erwa¨hnen, dass nichtproportionale Risiken auch schon mit
Hilfe von Splines z.B. von Hilsenbeck et al. (1998) oder fraktionale Polynomen z.B. von
Berger et al. (2000) oder Sauerbrei et al. (2007) modelliert wurden. Berger et al. (2003)
diskutieren Vor- und Nachteile der fraktionalen Polynome bei nichtproportionalen Ri-
siken. Kauermann (2005) gibt einen U¨berblick u¨ber Splines in diesem Zusammenhang.
Bei den zeitvera¨nderlichen Variablen wird auf eine Sta¨rke der im QiN Programm vor-
handenen Daten zuru¨ckgegriﬀen, es werden Folgemessungen herangezogen. Solche Da-
ten liegen nicht immer vor, ko¨nnen aber nichtproportionale Risiken ebenfalls erkla¨ren
wie Kalantar-Zadeh et al. (2006) am Beispiel von Ha¨modialysepatienten zeigen. Marti-
nussen et al. (2002) bieten einen tiefergehenden Einblick in die dahinterliegende Mar-
tingaltheorie.
Fu¨r die Unterteilung der Beobachtungszeit wird auf das von Prentice et al. (1981)
entwickelte bedingte Modell zuru¨ckgegriﬀen. Dabei werden die Ereignisse
”
u¨berlebt 6
Monate”,
”
u¨berlebt 1 Jahr”,
”
u¨berlebt 2 Jahre” und
”
u¨berlebt 3 Jahre” eingefu¨hrt.
Erlebt ein Patient mindestens eines dieser Ereignisse, so wird sein Beobachtungszeit-
raum in mehrere sich nicht u¨berlappende Beobachtungsperioden unterteilt. Die erste
Beobachtungsperiode beginnt dabei mit dem Tag 1 und endet wie bekannt mit dem
interessierenden Ereignis (Tod), einer Zensierung und Ausschluss aus der Studie zum
beobachteten Zeitpunkt oder alternativ mit einer Zensierung aufgrund des Ereignisses
”
u¨berlebt 6 Monate” nach 6 Monaten. Bei einer Zensierung aufgrund des Ereignisses
”
u¨berlebt 6 Monate” beginnt eine zweite Beobachtungsperiode mit 6 Monaten und 1
Tag und endet wie bekannt mit dem interessierenden Ereignis, Zensierung und Aus-
scheiden oder alternativ mit Zensierung aufgrund von
”
u¨berlebt 1 Jahr”. Die Beobach-
tungszeit wird so in maximal fu¨nf Abschnitte unterteilt. Fu¨r jeden Abschnitt wird eine
Beobachtung eingefu¨hrt, die durch einen Startzeitpunkt, Endzeitpunkt und δ = 1 fu¨r
das interessierende Ereignis, δ = 0 sonst beschrieben wird.
3.10.1 Zeitvera¨nderliches Risiko
Eine Mo¨glichkeit mit nichtproportionalen Risiken im Modell umzugehen, bieten zeit-
vera¨nderliche Risiken. Risiken ko¨nnen sich u¨ber die Zeit vera¨ndern, wenn z.B. eine
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soziale Pra¨gung einen starken Eﬀekt zu Beginn der Beobachtungszeit hat, dieser je-
doch im Laufe der Behandlung abnimmt. Auch ist es mo¨glich, dass der Eﬀekt eines
Medikamentes zu Beginn der Beobachtungszeit noch gering ist und erst ab einer er-
reichten kumulierten Dosis zur vollen Entfaltung kommt.
Betrachtet man die gesamte Beobachtungszeit, so ist die Annahme der proportiona-
len Risiken verletzt. Sie kann jedoch erfu¨llt sein, wenn man lediglich Abschnitte der
Beobachtungsperiode betrachtet. Wie Therneau und Grambsch (2000) erla¨utern, kann
man die Beobachtungsperiode zerteilen und proportionale Risiken auf jedem Abschnitt
anpassen.
Das resultierende Modell wird also von λ(x, t) = λ0(t) exp(xβ) erweitert zu
λ(x, t) = λ0(t) exp(xβ(t)). (3.3)
Hierbei ist β(t) konstant u¨ber jedem der beobachteten Zeitabschnitte 0 – 6 Monate, 6
Monate – 1 Jahr, 1 Jahr – 2 Jahre, 2 Jahre – 3 Jahre und 3 Jahre bis
”
Studienende”.
Aufgrund seiner Gestaltung kann ein zeitvera¨nderliches Risiko vor allem A¨nderungen
in der Gro¨ße des Eﬀektes erfassen.
3.10.2 Zeitvera¨nderliche Kovariablen
Im Allgemeinen geht man bei einem Cox Proportional Hazard Modell davon aus, dass
alle Variablen zu Beginn der Beobachtungsperiode bestimmt werden. Einige der be-
stimmten Parameter ko¨nnen sich im Verlauf der Beobachtungszeit jedoch stark a¨ndern,
wie z.B. der Blutdruck. In diesem Fall liefert ein proportionales Risiko eine schlechte
Scha¨tzung des Eﬀektes.
Eine Mo¨glichkeit dieser Tatsache im Modell Rechnung zu tragen, sind zeitvera¨nderliche
Kovariablen. Dazu mu¨ssen aus der Beobachtungszeit weitere Messwerte des Parameters
vorliegen. Auch hier kann die Unterteilung der Beobachtungszeit von Prentice et al.
(1981) genutzt werden. Statt eines zeitabha¨ngigen Scha¨tzers β(t) und konstanten x wer-
den konstante β und zeitabha¨ngige x(t) benutzt, so dass sich fu¨r das Cox Proportional
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Hazard Modell die folgende Form ergibt
λ(x; t) = λ0(t) exp(x(t)β). (3.4)
Hierbei ist x(t) konstant u¨ber jedem der beobachteten Zeitabschnitte.
Zeitvera¨nderliche Kovariablen sind vor allem dann erfolgreich, wenn x sich im Verlauf
der Beobachtungsperiode tatsa¨chlich a¨ndert und diese A¨nderung fu¨r das U¨berleben von
Bedeutung ist.
Kapitel 4
Modellerstellung
In diesem Kapitel werden die Methoden aus Kapitel 3 auf die in Kapitel 2 beschriebe-
nen Daten angewendet. Ziel ist es, ein Cox Proportional Hazard Modell anzupassen.
Dazu werden in Abschnitt 4.1 die Annahme des proportionalen Risikos u¨berpru¨ft.
Dort wo die Modellannahmen verletzt sind, werden in Abschnitt 4.2 die Kovariablen
bzw. die Scha¨tzer zeitvera¨nderlich dargestellt. In Abschnitt 4.3 wird u¨berpru¨ft, ob die
Beru¨cksichtigung stetiger Kovariablen als nichtlineare Einﬂu¨sse zu einer verbesserten
Anpassung fu¨hrt. In Abschnitt 4.4 wird das Modell um Frailty Eﬀekte auf Zentrumsebe-
ne erweitert. Um ein mo¨glichst sparsames Modell aufzustellen werden die relevanten
Kovariablen mit Hilfe einer Variablenselektion in Abschnitt 4.5 identiﬁziert.
4.1 Proportionales Risiko
Ein erster Schritt bei der Anpassung eines Cox Proportional Hazard Modells ist die
U¨berpru¨fung der Annahme des proportionalen Risikos. Ausgegangen wird hierbei vom
vollen Modell mit allen Variablen wie in Gleichung 4.1 dargestellt.
λ(x; t) = λ0(t) exp
(∑
p∈P
βpxp
)
(4.1)
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mit P = {Alter, Inzidenz: ja, Geschlecht: Weiblich, Diabetes Mellitus: ja, Diabe-
tes Mellitus: unbekannt, Nationalita¨t: Nicht Deutsch, Schulabschluss: Realschulab-
schluss, Schulabschluss: Abitur, Schulabschluss: Fachhochschulreife, Schulabschluss:
Universita¨tsabschluss, Schulabschluss: kein Bildungsabschluss, Schulabschluss: Sons-
tiger Schulabschluss, Schulabschluss: unbekannt, Raucher: Nein, Raucher: Unbekannt,
Karnofski Index, Familienstatus: Ledig, Familienstatus: Geschieden, Familienstatus:
Verwitwet, Familienstatus: Getrennt lebend, Familienstatus: Unbekannt, Sport: Nein,
Sport: Unbekannt, Dialysedauer, systolischer Blutdruck vor Dialyse, Puls vor, Herz-
frequenz, Blutﬂuss, Dialysatﬂuss Gering, Dialysatﬂuss Erho¨ht, Gewicht, HDP, Dialy-
sefrequenz, Kt/V sp, Harnstoﬀ vor, Harnstoﬀ nach, Harnstoﬀreduktion, Ha¨moglobin,
Phosphat, Kalzium, Kalziumphosphat, CRP, Ferritin, Transferrinsa¨ttigung, PtH in-
takt, Epodosis, Albumin, Shunttyp AVG, Shunttyp ZVK }. Dabei ist zu beachten,
dass die Menge P aus den in Anhang A in Tabelle A.1 aufgefu¨hrten Variablen be-
steht. Fu¨r die kategoriellen Variablen sind die fett hervorgehobenen Auspra¨gungen die
Referenzgruppe, fu¨r die kein Parameter gescha¨tzt werden muss.
Dazu betrachtet man zuerst das Modell mit zeitabha¨ngigen Einﬂu¨ssen und testet auf
die Konstanz dieser Einﬂu¨sse u¨ber den modellierten Zeitraum mit Hilfe eines χ2–Tests,
wie Abschnitt 3.6 erla¨utert.
Variable Auspra¨gung ρ χ2 p–Wert
Alter Jahre 0.07 8.50 0.004
Inzidenz Ja −0.01 0.27 0.600
Geschlecht Weiblich 0.02 0.52 0.471
Diabetes Mellitus ja 0.06 7.03 0.008
Diabetes Mellitus Unbekannt 0.00 0.01 0.921
Nationalita¨t Nicht Deutsch −0.00 0.00 0.968
Schulabschluss Realschulabschluss −0.05 3.86 0.049
Abitur 0.03 1.85 0.173
Fachhochschulreife −0.01 0.26 0.613
Universita¨tsabschluss −0.01 0.19 0.665
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Variable Auspra¨gung ρ χ2 p–Wert
kein Bildungsabschluss 0.02 0.57 0.450
Sonstiger Schulabschluss 0.02 0.48 0.488
unbekannt −0.02 0.84 0.359
Raucher Nein 0.01 0.16 0.689
Unbekannt −0.03 1.76 0.185
Karnofski Index einheitenlos 0.08 9.63 0.002
Familienstatus Ledig 0.05 5.05 0.025
Geschieden 0.00 0.00 0.959
Verwitwet −0.01 0.07 0.794
Getrennt lebend 0.01 0.09 0.760
Unbekannt 0.00 0.00 0.980
Sport Nein −0.01 0.26 0.611
Unbekannt 0.01 0.22 0.636
Dialysedauer Stunden −0.01 0.10 0.752
systolischer Blutdruck
vor Dialyse
mmHg 0.04 3.06 0.080
Pulsdruck vor Dialyse mmHg −0.01 0.06 0.806
Herzfrequenz 1/min −0.04 2.67 0.102
Blutﬂuss ml/min 0.01 0.19 0.661
Dialysatﬂuss Gering 0.02 0.50 0.479
Erho¨ht −0.03 1.56 0.211
Gewicht kg 0.01 0.10 0.757
HDP h/Woche2 0.10 22.33 <0.001
Dialysefrequenz 1/Woche 0.04 3.17 0.075
Kt/V sp einheitenlos 0.06 6.36 0.012
Harnstoﬀ vor Dialyse mg/dl 0.01 0.35 0.552
Harnstoﬀ nach Dialyse mg/dl −0.03 1.69 0.193
Harnstoﬀreduktion % −0.08 11.32 0.001
Ha¨moglobin g/dl 0.01 0.05 0.822
Phosphat mmol/l 0.04 3.40 0.065
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Variable Auspra¨gung ρ χ2 p–Wert
Kalzium mmol/l 0.04 2.81 0.093
Kalziumphosphat mmol2/l2 −0.04 2.67 0.102
CRP mg/l −0.04 2.93 0.087
Ferritin μg/l −0.03 1.97 0.161
Transferrinsa¨ttigung % 0.08 9.80 0.002
PtH intakt pg/ml 0.01 0.11 0.737
Epodosis I.E. −0.02 0.45 0.501
Albumin g/l 0.06 5.03 0.025
Shunttyp AVG 0.00 0.01 0.909
ZVK −0.01 0.23 0.628
Tabelle 4.1: Korrelationskoeﬃzienten ρ zwischen skalier-
ten Scho¨nfeldresiduen und der Zeit, χ2 Teststatistik und
p–Wert fu¨r Test auf Zeitabha¨ngigkeit des Einﬂusses
Tabelle 4.1 stellt die Ergebnisse dieser Tests dar. Die zum Signiﬁkanzniveau von α =
0, 05 signiﬁkanten Einﬂu¨sse des Alters, des Diabetes Mellitus: ja, Schulabschlusses: Re-
alschulabschlusses, Karnofski Indexes, die Familienstatus: Ledig, des HDP, des Kt/V
sp, der Harnstoﬀreduktion, der Transferrinsa¨ttigung und des Albumins sind fett her-
vorgehoben. Ebenfalls fett hervorgehoben sind die Einﬂu¨sse, die zu einem Signiﬁkanz-
niveau von α = 0, 1 die Annahme des proportionalen Risikos verletzten, namentlich die
Faktoren fu¨r systolischen Blutdruck vor Dialyse, Dialysefrequenz, Phosphat, Kalzium
und CRP.
Fu¨r die Variablen ergeben sich nun die Fragen, worauf die gefundenen Nichtpropor-
tionalita¨ten zuru¨ckgehen und welchen Einﬂuss sie auf die Auswertung haben wer-
den. Therneau und Grambsch (2000) weisen darauf hin, dass nicht jede so gefunde-
ne Nichtproportionalita¨t die Auswertung tatsa¨chlich beeinﬂusst. Zu einer genaueren
Untersuchung hilft eine graphische Darstellung der Eﬀekte u¨ber die Beobachtungszeit
(Therneau und Grambsch, 2000), wie in Abschnitt 3.6 dargelegt. Dabei werden die
in Gleichung 3.1 vorgestellten skalierten Scho¨nfeldresiduen u¨ber die Beobachtungszeit
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abgetragen und ein Spline als Scha¨tzer fu¨r die Gro¨ße der Residuen angepasst. Die
Scho¨nfeldresiduen bestimmen zu jedem Ereigniszeitpunkt die Abweichungen zwischen
beobachteten und erwarteten Werten. Sie werden durch einen Spline approximiert, der
in den folgenden Graphiken als Linie dargestellt wird. Die proportionalen Scha¨tzer
werden als waagerechte gestrichelte Linie in die Graphik eingefu¨gt und die Abweichun-
gen zwischen dem Spline und dem proportionalen Scha¨tzer betrachtet. Therneau und
Grambsch (2000) weisen darauf hin, dass geringe Abweichungen vom proportionalen
Scha¨tzer nicht unbedingt zu einer nichtproportionalen Modellierung fu¨hren mu¨ssen.
Auch bei Abweichungen, die lediglich im Bereich weniger Beobachtungen auftreten,
wie es in dieser Arbeit auf Abweichungen bei langen U¨berlebenszeiten zutriﬀt, kann
auf eine proportionale Modellierung des Risikos zuru¨ckgegriﬀen werden. Im Rahmen
dieser Arbeit werden Bereiche in denen der proportionale Scha¨tzer außerhalb der 95 %
Konﬁdenzintervalle des Splines liegt, als Abweichungen betrachtet.
In Abbildung 4.1 (a) sind die skalierten Scho¨nfeldresiduen der Variable Alter fu¨r die
beobachteten Zeiten dargestellt. Der Eﬀekt der Variable Alter liegt dabei fu¨r alle Zeit-
punkte nah am gescha¨tzten Eﬀekt und variiert nur schwach. Lediglich im Bereich um
Tag 1500 liegt die gegla¨ttete Kurve leicht u¨ber der Scha¨tzung. Diese Abweichung ist
allerdings gering, so dass fu¨r den Alterseﬀekt dennoch von einem proportionalem Risi-
ko ausgegangen wird.
Bei dem gegla¨tteten Scha¨tzer fu¨r Diabetes Mellitus: Ja in Abbildung 4.1 (b) ist am
verschobenen Konﬁdenzband zu erkennen, dass der Scha¨tzer fu¨r den Bereich 90 - 800
Tage auf einem niedrigeren Niveau verharrt als im Bereich 1000 - 2500 Tage. Der hier
dargestellte Einﬂuss erfu¨llt die Proportionalita¨tsbedingung nicht. In Abschnitt 4.2 wird
dieser Eﬀekt genauer untersucht.
Fu¨r den Scha¨tzer Schulabschluss: Realschulabschluss kann keine Nichtproportionalita¨t
attestiert werden. Wie in Abbildung 4.1 (c) zu sehen, liegt bis zum Tag 1800 um den
proportionalen Scha¨tzer. Erst danach sind Abweichungen festzustellen. Diese beruhen
jedoch auf wenigen Beobachtungen, so dass eine proportionale Modellierung angebracht
ist.
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Abbildung 4.1: Graphische Darstellung der skalierten Scho¨nfeldresiduen mit gegla¨tteter
Funktion (—–) fu¨r (a) Alter, (b) Diabetes Mellitus: Ja, (c) Schulabschluss: Realschul-
abschluss, (d) Karnofski Index, (e) Familienstatus: Ledig und (f) Dialysefrequenz mit
Grenzen der 95% Konﬁdenzba¨nder ( - - - ), Parameterscha¨tzer ( - · - ) und Nulllinie
(· · · )
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Beim Karnofski Index wird die Verletzung der Annahme der Nichtproportionalita¨t
von einem zweigeteilten Einﬂuss der gegla¨tteten Kurve dargestellt. Wie in Abbildung
4.1 (d) zu erkennen, liegt in den ersten 1000 Tagen die Kurve mit dazugeho¨rigem Kon-
ﬁdenzband unter dem gestrichelt gekennzeichnetem Scha¨tzer. Fu¨r den Bereich nach
Tag 1000 liegt die Kurve mit dazugeho¨rigem Konﬁdenzband daru¨ber. Im Abschnitt
4.2 kann gezeigt werden, dass eine zeitvera¨nderliche Variable zu einem Scha¨tzer mit
proportionalem Risiko fu¨hrt.
Beim Familienstatus: Ledig zeigt die graphische Auswertung der Nichtproportiona-
lita¨t in Abbildung 4.1 (e), dass vor allem im Bereich von 90 - 300 Tagen die gegla¨ttete
Kurve unterhalb des proportionale Scha¨tzers und fu¨r Tage u¨ber 300 oberhalb liegt.
Insgesamt schwankt der Scha¨tzer stark und die Annahme des proportionalen Risikos
wird verworfen.
Fu¨r die Dialysefrequenz kann die Annahme des proportionalen Risikos nicht getrof-
fen werden. Wie beim Scha¨tzer fu¨r Familienstatus: Ledig sind im Bereich von 90 bis
300 Tagen Abweichungen vom proportionalen Scha¨tzer zu erkennen (siehe Abbildung
4.1 (f)).
Beim Scha¨tzer fu¨r das HDP kann man in Abbildung 4.2 (a) eine Zweiteilung erkennen.
Im Bereich unter 1000 Tagen liegt der gegla¨ttete Scha¨tzer unterhalb des proportionalen
Scha¨tzers danach daru¨ber. Hier wird die Annahme der Proportionalita¨t verworfen.
Fu¨r die Harnstoﬀreduktion, dargestellt in Abbildung 4.2 (b), ist kaum eine Abweichung
zwischen dem Scha¨tzer des Cox Proportional Hazard Modells und der gegla¨tteten Kur-
ve zu erkennen. Auch hier wird von einem proportionalen Scha¨tzer ausgegangen.
Betrachtet man die in Abbildung 4.2 (c) dargestellten Scho¨nfeldresiduen fu¨r das Phos-
phat, so fa¨llt eine Zweiteilung ins Auge. Bis zum 1500. Tag liegt der Scha¨tzer auf
der gegla¨tteten Kurve durch die Scho¨nfeldresiduen. Danach liegt die gegla¨ttete Kurve
zuna¨chst leicht, spa¨ter deutlich oberhalb des Scha¨tzers. In diesem Bereich liegen aller-
dings nur noch wenige Beobachtungen vor, was sich auch in einem stark erweiterten
Konﬁdenzband der Kurve a¨ußert. Daher ist es vertretbar, auch hier mit einem propor-
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Abbildung 4.2: Graphische Darstellung der skalierten Scho¨nfeldresiduen mit gegla¨tteter
Funktion (—–) fu¨r (a) HDP, (b) Harnstoﬀreduktion, (c) Phosphat, (d) CRP, (e) Trans-
ferrinsa¨ttigung und (f) Albumin mit Grenzen der 95% Konﬁdenzba¨nder ( - - - ), Para-
meterscha¨tzer (- · -) und Nulllinie (· · · )
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tionalen Scha¨tzer zu arbeiten.
In Abbildung 4.2 (d) sind die skalierten Scho¨nfeldresiduen mit gegla¨tteter Kurve und
Scha¨tzer des CRP dargestellt. Hier liegen vor allem in den Bereichen 90 bis 300 Tage
und u¨ber 2000 Tage Abweichungen zwischen gegla¨tteter Kurve und Scha¨tzer vor. Die
Abweichungen bei mehr als 2000 Tagen ko¨nnen auf die geringe Anzahl von Beobach-
tungen in diesem Bereich zuru¨ckgefu¨hrt werden. Fu¨r den Bereich von 90 bis 300 Tagen
gilt dies jedoch nicht. Da das CRP ein Entzu¨ndungsmarker ist, kann ein erho¨htes Ri-
siko innerhalb dieses Zeitraumes auch medizinisch begru¨ndet werden. Daher wird in
Abschnitt 4.2 ein Ansatz mit zeitvera¨nderlichen Variablen entworfen, um auf die Nicht-
proportionalita¨t Ru¨cksicht zu nehmen.
Die in der Abbildung 4.2 (e) dargestellte gegla¨ttete Kurve fu¨r die Transferrinsa¨ttigung
weicht nur gering vom proportionalen Scha¨tzer ab. Lediglich gegen Ende der Beob-
achtungszeit liegt die Kurve leicht u¨ber dem proportionalen Scha¨tzer. Da hier wenige
Beobachtungen vorliegen und das Konﬁdenzband um die gegla¨ttete Kurve entspre-
chend groß ist, wird von einem proportionalen Risiko ausgegangen.
Ebenfalls im Test auf Nichtproportionalita¨t auﬀa¨llig ist das Albumin. Abbildung 4.2 (f)
stellt den Scha¨tzer gegen die skalierten Scho¨nfeldresiduen dar. Dabei fallen vor allem
eine Abweichung im Bereich von 90 bis 300 Tagen und eine weitere im Bereich u¨ber
1500 Tagen auf. Die Abweichung im Bereich u¨ber 1500 Tagen kann durch die geringe
Anzahl an Beobachtungen in diesem Bereich erkla¨rt werden. Die Abweichung im Be-
reich unter 300 Tagen deutet allerdings auf eine Nichtproportionalita¨t des Scha¨tzers
hin, die nicht ignoriert werden sollte. Daher wird in Abschnitt 4.2 ein Modell mit zeit-
vera¨nderlichen Variablen angepasst, die der Nichtproportionalita¨t Rechnung tra¨gt.
In Abbildung 4.3 (a) sind die skalierten Scho¨nfeldresiduen des systolischen Blutdrucks
vor Dialyse dargestellt. Hier existiert eine Abweichung im Bereich unter 300 Tagen.
Da dieser Bereich durch Beobachtungen gut dokumentiert ist, wird von einem nicht-
proportionalen Risiko ausgegangen. Der Nichtproportionalita¨t wird in Abschnitt 4.2
Rechnung getragen.
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Abbildung 4.3: Graphische Darstellung der skalierten Scho¨nfeldresiduen mit gegla¨tteter
Funktion (—–) fu¨r (a) systolischen Blutdruck vor Dialyse, (b) Kt/V sp, (c) Kalzium
mit Grenzen der 95% Konﬁdenzba¨nder ( - - - ), Parameterscha¨tzer (- · -) und Nulllinie
(· · · )
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Auch bei den skalierten Scho¨nfeldresiduen fu¨r das Kt/V sp in Abbildung 4.3 (b) er-
gibt sich fu¨r den Bereich von 90 bis 300 Tagen eine leichte Abweichung vom linea-
ren Scha¨tzer. Hier umfasst das Konﬁdenzband jedoch den Parameterscha¨tzer des Cox
Proportional Hazard Modells. Daher wird auch hier von einem proportionalen Risiko
ausgegangen.
Der letzte Einﬂussfaktor mit auﬀa¨lligen Werten zur Nichtproportionalita¨t ist das Kal-
zium. In Abbildung 4.3 (c) kann man erkennen, dass sich hier vor allem Abweichungen
im Bereich von 2000 bis 2500 Tagen ergeben. In diesem Bereich liegen jedoch wenige
Beobachtungen vor, so dass die Annahme der Proportionalita¨t keine Verzerrung dar-
stellt.
Die Annahme der Proportionalita¨t wird also verworfen fu¨r die Faktoren Diabetes Mel-
litus: Ja, Schulabschluss: Realschulabschluss, Karnofski Index, Familienstatus: Ledig,
CRP, systolischer Blutdruck vor Dialyse, das HDP und Albumin.
4.2 Zeitvera¨nderliche Einﬂu¨sse
In Abschnitt 4.1 wurden acht Variablen identiﬁziert, deren Einﬂuss nicht durch ein
u¨ber die Zeit proportionales Risiko beschrieben werden kann. Diese Nichtproportio-
nalita¨t muss im Modell entsprechend beru¨cksichtigt werden. Dazu bieten sich zeit-
vera¨nderliche Scha¨tzer und zeitvera¨nderliche Kovariablen an.
Zeitvera¨nderliche Scha¨tzer, wie von Therneau und Grambsch (2000) und Natarajan
et al. (2009) beschrieben, bieten die Mo¨glichkeit, einen sich u¨ber die Beobachtungsdau-
er vera¨ndernden Einﬂuss zu modellieren. Ein typisches Beispiel wa¨ren Medikamenten-
gaben, die nach einer gewissen Dauer an Eﬀekt verlieren oder umgekehrt, erst nachdem
sich eine gewisse Dosis im Ko¨rper angelagert hat, ihren vollen Eﬀekt erreichen. Hierbei
wird im Folgenden von zeitvera¨nderlichen Scha¨tzern geredet.
Die hier modellierten zeitvera¨nderlichen Scha¨tzer sind stu¨ckweise konstant. Zu den Zeit-
punkten 6 Monate, 1 Jahr, 2 Jahre und 3 Jahre wird untersucht, ob eine Vera¨nderung
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des Scha¨tzers eine Verbesserung in der Modellgu¨te liefert. Dazu werden zuna¨chst die
Modelle betrachtet, bei denen an nur einem dieser Zeitpunkte eine Vera¨nderung des
Scha¨tzers auftritt. Die Akaike Informations Kriterien (AIC) dieser Modelle werden mit-
einander verglichen und das Modell mit dem kleinsten AIC wird ausgewa¨hlt. In einem
zweiten Schritt wird u¨berpru¨ft, ob eine weitere Verbesserung dieses Modells mo¨glich
ist. Ausgehend vom im ersten Schritt ausgewa¨hlten Modell wird u¨berpru¨ft, ob die Auf-
nahme eines weiteren Zeitpunktes fu¨r die Vera¨nderung des Risikos zu einem niedrigeren
AIC fu¨hrt. Dies kommt lediglich beim CRP vor. Das Risiko zu einem dritten Zeitpunkt
zu variieren, fu¨hrt bei keiner hier betrachteten Variablen zu einem niedrigeren AIC.
Eine zweite Mo¨glichkeit stellen zeitvera¨nderliche Kovariablen dar. Ebenfalls von Ther-
neau und Grambsch (2000) und Hosmer und Lemeshow (1999) beschrieben, werden
hier die Kovariablen im Verlauf der Beobachtungsdauer durch aktuellere Werte er-
setzt. Dazu ersetzen beobachtete Werte aus einem vorher festgelegten Folgequartal die
zu Beginn beobachteten Werte. Dazu wird der von Prentice et al. (1981) und in Ab-
schnitt 3.10 beschriebene vorgeschlagene Ansatz benutzt. Die Patienten werden nach
einer festgesetzten Zeit, hier 6 Monate, 1 Jahr, 2 Jahre und 3 Jahre zensiert. Die ver-
bleibende Beobachtungszeit sind sie dann als neue Beobachtung mit den dann aktuellen
Werten unter Risiko. So kann der Einﬂuss von Kovariablen gescha¨tzt werden, die sich
im Verlauf der Zeit stark a¨ndern, im folgenden zeitvera¨nderliche Kovariable genannt.
Da noch nicht bekannt ist, welcher Ansatz zu einer besseren Modellanpassung fu¨hrt,
werden beide Ansa¨tze gegenu¨bergestellt und bezu¨glich ihrer Modellanpassung vergli-
chen.
Dabei werden die in Abschnitt 3.10 vorgestellten Gleichungen 3.3 und 3.4 verwen-
det. Exemplarisch werden fu¨r den Diabetes Mellitus: ja beide Modellgleichungen noch
einmal wiedergegeben. Fu¨r die zeitvera¨nderlichen Koeﬃzienten ergibt sich die folgende
Gleichung
λ(x; t) = λ0(t)e
xDMjβDMj(t)+
∑
p∈P\{DMj} βpxp
und fu¨r die zeitvera¨nderlichen Kovariablen die untenstehende Gleichung
λ(x; t) = λ0(t)e
xDMj(t)βDMj+
∑
p∈P\{DMj} βpxp .
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In beiden Gleichungen ist P wie in Gleichung 4.1 beschrieben und DMj steht fu¨r
”
Dia-
betes Mellitus: ja ”.
In Tabelle 4.2 sind die erzielten Modellgu¨ten in Form des AIC fu¨r die acht in Ab-
schnitt 4.1 identiﬁzierten Variablen dargestellt. Dabei fa¨llt auf, dass bei sieben von
Zeitvera¨nderliche Zeitvera¨nderlicher
Kovariable Scha¨tzer
Diabetes Mellitus: ja 12227,90 12230,98
Schulabschluss: Realschule 12219,90 12224,57
Karnofski Index 12178,66 12221,56
Familienstatus: Ledig 12223,40 12224,32
CRP 12154,84 12211,95
systolischer Blutdruck vor Dialyse 12158,92 12215,45
HDP 12232,80 12211,72
Albumin 12195,74 12221,07
Tabelle 4.2: Tabelle mit Akaike Informations Kriterium (AIC) fu¨r zeitvera¨nderliche
Kovariablen und zeitvera¨nderliche Koeﬃzienten bei Beru¨cksichtigung der verschiedenen
Einﬂussvariablen
acht Variablen zeitvera¨nderliche Kovariablen zu einem niedrigeren AIC fu¨hren als zeit-
vera¨nderliche Scha¨tzer.
Insgesamt sind die Log–Likelihoods jedoch sehr groß und die Unterschiede in den AIC
klein. Bei einigen der betrachteten Kovariablen sind zeitvera¨nderliche Kovariablen oder
zeitvera¨nderliche Scha¨tzer aus medizinischer Sicht weniger plausibel. Daher werden die
zeitvera¨nderlichen Kovariablen und zeitvera¨nderlichen Koeﬃzienten graphisch betrach-
tet, um eine Aussage zu treﬀen, ob der Verbesserung des AIC oder der medizinischen
Plausibilita¨t Vorrang gewa¨hrt wird.
In Abbildung 4.4 (a) ist der Scha¨tzer fu¨r die zeitvera¨nderliche Kovariable Diabetes Mel-
litus: ja dargestellt. Eine gegla¨ttete Kurve durch die sich fu¨r dieses Modell ergebenden
skalierten Scho¨nfeldresiduen schwankt nur leicht um den konstanten Scha¨tzer. In Ab-
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Abbildung 4.4: Darstellung der Scha¨tzung fu¨r (a) zeitvera¨nderlichen Kovariable Dia-
betes Mellitus: ja, (b) zeitvera¨nderlichen Scha¨tzer von Diabetes Mellitus: ja, (c) zeit-
vera¨nderlichen Kovariable Schulabschluss: Realschulabschluss, (d) zeitvera¨nderlichen
Scha¨tzer von Schulabschluss: Realschulabschluss, (e) zeitvera¨nderlichen Kovariable
Karnofski Index und (f) zeitvera¨nderlichen Scha¨tzer von Karnofski Index
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bildung 4.4 (b) ist die Anpassung durch das Modell mit zeitvera¨nderlichem Scha¨tzer fu¨r
den Diabetes Mellitus: ja dargestellt. Die an die skalierten Scho¨nfeldresiduen angepasste
Kurve zeigt den aus Kapitel 4.1 bekannten Anstieg. Dieser wird vom zeitvera¨nderlichen
Scha¨tzer gut nachempfunden. Beide Methoden sind in der Lage das nichtproportionale
Risiko ada¨quat zu modellieren. Aufgrund der besseren Modellgu¨te wird das Modell mit
zeitvera¨nderlicher Kovariable Diabetes Mellitus: ja bevorzugt.
Fu¨r die Einﬂussgro¨ße Schulabschluss: Realschulabschluss ist der Scha¨tzer bei zeit-
vera¨nderlicher Kovariable in Abbildung 4.4 (c) und der zeitvera¨nderliche Scha¨tzer in
Abbildung 4.4 (d) dargestellt. Der Scha¨tzer bei zeitvera¨nderlicher Kovariable erfu¨llt
die Annahme des proportionalen Risikos. Fu¨r den zeitvera¨nderlichen Scha¨tzer gilt dies
im Bereich bis ca. 2000 Tage. Danach weichen der Scha¨tzer und die an die skalierten
Scho¨nfeldresiduen angepasste Kurve voneinander ab. Daher wird der Scha¨tzer bei zeit-
vera¨nderlichem Kovariable bevorzugt.
Bei den Scha¨tzern fu¨r den Karnofski Index fa¨llt auf, dass beide Ansa¨tze die An-
nahme des proportionalen Risikos erfu¨llen. In Abbildung 4.4 (e) kann man erkennen,
dass die an die skalierten Scho¨nfeldresiduen angepasste Kurve vom Scha¨tzer der zeit-
vera¨nderlichen Kovariable Karnofski Index gut abgebildet wird. Der in Abbildung 4.4
(f) dargestellte zeitvera¨nderliche Scha¨tzer bildet die zeitliche Vera¨nderung ebenfalls
gut ab. Aufgrund der besseren Modellanpassung wird die zeitvera¨nderlicher Kovaria-
ble Karnofski Index bevorzugt.
Fu¨r den Scha¨tzer der zeitvera¨nderlichen Kovariable Familienstatus: Ledig kann, wie
in Abbildung 4.5 (a) zu erkennen, die Annahme des proportionalen Risikos getroﬀen
werden. Dies gelingt auch fu¨r den zeitvera¨nderlichen Scha¨tzer in Abbildung 4.5 (b). Da
sich beim Familienstatus: Ledig die AICs fast nicht unterscheiden und sich der Famili-
enstatus selten im Verlauf der Dialyse a¨ndert, wird der der zeitvera¨nderliche Scha¨tzer
als plausibler betrachtet und bevorzugt.
Der zeitvera¨nderliche Scha¨tzer beim CRP erfasst die zeitlichen Schwankungen eben-
falls sehr gut, wie in Abbildung 4.5 (d) zu erkennen ist. Beim Scha¨tzer fu¨r die zeit-
vera¨nderliche Kovariable CRP in Abbildung 4.5 (c) la¨sst sich eine Abweichung der
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Abbildung 4.5: Darstellung der Scha¨tzung fu¨r (a) zeitvera¨nderlichen Kovariable Fa-
milenstatus: Ledig, (b) zeitvera¨nderlichen Scha¨tzer von Familenstatus: Ledig, (c)
zeitvera¨nderlichen Kovariable CRP, (d) zeitvera¨nderlichen Scha¨tzer von CRP, (e)
zeitvera¨nderlichen Kovariable systolischen Blutdruck vor Dialyseund und (f) zeit-
vera¨nderlichen Scha¨tzer vom systolischen Blutdruck vor Dialyse
KAPITEL 4. MODELLERSTELLUNG 61
0 500 1000 1500 2000 2500−
0.
02
0.
00
0.
01
0.
02
Zeit in Tagen
E
ffe
kt
gr
öß
e
Splineschätzer der Residuen mit Konfidenzbändern
geschätzer zeitunveränderlicher Einfluss
0 500 1000 1500 2000 2500−
0.
02
0.
00
0.
01
0.
02
Zeit in Tagen
E
ffe
kt
gr
öß
e
Splineschätzer der Residuen mit Konfidenzbändern
geschätzer zeitunveränderlicher Einfluss
zeitveränderlicher Schätzer
(a) (b)
0 500 1000 1500 2000 2500−
0.
15
−0
.0
5
0.
05
0.
15
Zeit in Tagen
E
ffe
kt
gr
öß
e
Splineschätzer der Residuen mit Konfidenzbändern
geschätzer zeitunveränderlicher Einfluss
0 500 1000 1500 2000 2500−
0.
15
−0
.0
5
0.
05
0.
15
Zeit in Tagen
E
ffe
kt
gr
öß
e
Splineschätzer der Residuen mit Konfidenzbändern
geschätzer zeitunveränderlicher Einfluss
zeitveränderlicher Schätzer
(c) (d)
Abbildung 4.6: Darstellung der Scha¨tzung fu¨r (a) zeitvera¨nderlichen Kovariable HDP,
(b) zeitvera¨nderlichen Scha¨tzer von HDP, (c) zeitvera¨nderlichen Kovariable Albumin
und (d) zeitvera¨nderlichen Scha¨tzer von Albumin
gegla¨tteten Kurve vom Scha¨tzer feststellen. Diese fa¨llt jedoch gering aus. Aus Tabelle
4.2 kann man entnehmen, dass der Scha¨tzer der zeitvera¨nderlichen Kovariable CRP
eine deutlich bessere Modellanpassung bietet. Daher wird er bevorzugt.
Auch beim systolischen Blutdruck vor Dialyse kann fu¨r den zeitvera¨nderlichen Scha¨tzer
Proportionalita¨t angenommen werden (siehe Abbildung 4.5 (f)). Beim Scha¨tzer fu¨r die
zeitvera¨nderliche Kovariable systolischer Blutdruck vor Dialyse, dargestellt in Abbil-
dung 4.5 (e), la¨sst sich ein gute Anpassung erkennen. Aus Tabelle 4.2 kann man ent-
nehmen, dass der Scha¨tzer der zeitvera¨nderlichen Kovariable systolischer Blutdruck vor
Dialyse eine deutlich bessere Modellanpassung bietet.
Fu¨r den Scha¨tzer der zeitvera¨nderlichen Kovariable HDP kann, wie in Abbildung 4.6
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(a) zu erkennen, die Annahme des proportionalen Risikos nicht getroﬀen werden. Lei-
der ist auch die Anpassung fu¨r den zeitvera¨nderlichen Scha¨tzer in Abbildung 4.6 (b)
schlecht. Aufgrund des AIC wird beim HDP der zeitvera¨nderliche Scha¨tzer mit dem
besseren AIC bevorzugt.
Der Scha¨tzer der zeitvera¨nderlichen Kovariablen Albumin und der entsprechende zeit-
vera¨nderliche Scha¨tzer sind in den Abbildungen 4.6 (c) bzw. (d) dargestellt. Beide
erfassen die zeitlichen Schwankungen des Einﬂusses gut. Aufgrund der besseren Mo-
dellanpassung wird eine zeitvera¨nderliche Kovariable Albumin angepasst.
Insgesamt fu¨hren die Scha¨tzer bei zeitvera¨nderlichen Variablen zu niedrigeren AICs
und damit besseren Modellen. Vor allem bei Variablen die sich u¨ber die Zeit stark
vera¨ndern – wie dem Karnofski Index, dem CRP, dem systolischen Blutdruck und dem
Albumin – kommt es zu großen Verbesserungen. Bei Variablen die im Laufe der Zeit
konstant bleiben – der Diabetes Mellitus: ja, der Schulabschluss: Realschule, das HDP
und der Familienstatus: ledig – werden dagegen lediglich leichte Verbesserungen oder
sogar Verschlechterungen in den AICs beobachtet.
4.3 Nichtlineare Einﬂu¨sse
Neben der Annahme des proportionalen Risikos u¨ber die Zeit wird im Allgemeinen
auch von einem linearen Eﬀekt u¨ber den Wertebereich ausgegangen. Diese Annahme
wird in diesem Abschnitt u¨berpru¨ft. Dazu werden die metrischen Variablen jeweils ein-
zeln genauer betrachtet.
Den linearen Einﬂu¨ssen werden in diesem Abschnitt polynomiale Einﬂu¨sse, fraktio-
nale Polynome und Splines gegenu¨bergestellt. Dabei wird die funktionale Form des
Cox Proportional Hazard Modells erweitert zu
λ(x; t) = λ0(t) exp(f(xq)) (4.2)
wobei q die stetigen Variablen der Menge P aus Gleichung 4.1 umfasst. Genauer gilt
q ∈ { Alter, Karnofski Index, Dialysedauer, systolischer Blutdruck vor Dialyse, Puls-
druck vor Dialyse, Herzfrequenz, Blutﬂuss, Gewicht, HDP, Dialysefrequenz, Kt/V sp,
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Harnstoﬀ vor Dialyse, Harnstoﬀ nach Dialyse, Harnstoﬀreduktion, Ha¨moglobin, Phos-
phat, Kalzium, Kalziumphosphat, CRP, Transferrinsa¨ttigung, Ferritin, PtH intakt,
Epodosis, Albumin }.
Bei polynomialen Einﬂu¨ssen wird der funktionale Zusammenhang zwischen Risiko und
Einﬂussgro¨ße durch ein vorab deﬁniertes Polynom beschrieben (siehe auch Abschnitt
3.9.1), dass sich u¨ber den gesamten Variablenbereich erstreckt. In Gleichung 4.2 ist
f(xq) = βq4x
4
q + βq3x
3
q + βq2x
2
q + βq1xq.
Bei fraktionalen Polynomen wird in Abha¨ngigkeit von der Modellgu¨te eine Funkti-
on aus einer Gruppe ausgewa¨hlt, wie in Abschnitt 3.9.2 beschrieben und in Glei-
chung 4.2 dargestellt. Bei den fraktionalen Polynomen ist f(xq) =
∑2
j=1 ajz
ξj mit
ξj ∈ {−2,−1,−0.5, 0, 0.5, 1, 2, 3}. Auch hier erstreckt sich der Zusammenhang u¨ber
den gesamten Variablenbereich.
Bei den Splines werden mehrere lokale Anpassungen vorgenommen. Durch die in Ab-
schnitt 3.9.3 beschriebene Randbedingungen ist sichergestellt, dass der funktionale Zu-
sammenhang plausibel und erkla¨rbar ist. Die in Gleichung 4.2 angegebene Funktion hat
hier die Gestalt: f(xq) = β0 + β1xq + β2x
2
q + β3x
3
q +
∑K
i=1 β3+i(xq − κi)+ + βK+3+i(xq −
κi)
2
+ + β2K+3+i(xq − κi)3+, wobei (·)+ = max(·, 0) und K die Anzahl der Knoten ist.
Fu¨r die quantitativen Variablen werden alle 3 Ansa¨tze angepasst und im Hinblick auf
den funktionalen Zusammenhang mit dem AIC und graphisch auf ihre Anpassung hin
untersucht.
Linear Polynom Spline Fraktionales
Polynom
Alter 15126,02 15123,90 15123,58 15122,65
Karnofski Index 14981,12 14968,08 14966,99 14966,03
Dialysedauer 15338,06 15340,18 15338,53 15337,56
systolischer Blutdruck vor Dialyse 15375,84 15320,41 15328,06 15327,89
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Linear Polynom Spline Fraktionales
Polynom
Pulsdruck vor 15425,12 15399,79 15402,87 15398,32
Herzfrequenz 15393,06 15391,37 15391,14 15392,56
Blutﬂuss 15357,13 15329,46 15354,41 15344,88
Gewicht 15390,14 15385,55 15384,10 15384,60
HDP 15380,86 15345,84 15351,51 15353,19
Dialysefrequenz 15424,15 15419,87 15418,90 15417,91
Kt/V sp 15370,03 15344,02 15344,41 15341,02
Harnstoﬀ vor Dialyse 15408,90 15385,65 15393,01 15389,84
Harnstoﬀ nach Dialyse 15428,83 15401,14 15401,45 15400,42
Harnstoﬀreduktion 15356,46 15342,54 15342,09 15340,57
Ha¨moglobin 15413,66 15409,00 15409,34 15411,08
Phosphat 15425,08 15425,29 15425,15 15424,58
Kalzium 15425,28 15422,42 15426,19 15424,78
Kalziumphosphat 15421,65 15423,43 15421,55 15421,15
CRP 15368,53 15354,16 15354,81 15334,02
Ferritin 15424,74 15427,44 15426,16 15424,24
Transferrinsa¨ttigung 15422,68 15417,62 15416,44 15417,13
PtH intakt 15425,67 15427,45 15425,92 15425,17
Epodosis 15409,44 15409,13 15409,02 15408,94
Albumin 15275,65 15204,48 15248,80 15209,94
Tabelle 4.3: Tabelle mit Akaike Informations Kriterium
(AIC) bei verschiedenen Kovariablen als linearer Einﬂuss,
Polynom 4. Grades, Spline oder fraktionalem Polynom
Bei der Bewertung der Funktion wird in erster Linie auf das AIC zuru¨ckgegriﬀen. Die
erzielten AIC sind in Tabelle 4.3 dargestellt. Da in dieser Studie die Daten von u¨ber
6000 Patienten vorliegen, werden funktionale Zusammenha¨nge bei denen sich das AIC
um weniger als 10 unterscheidet als a¨quivalent hinsichtlich der Modellanpassung be-
trachtet. Weiterhin werden funktionale Zusammenha¨nge, bei denen die nichtlinearen
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Funktionen deren AIC das der linearen Funktion um weniger als 40 unterscheidet, gra-
phisch auf einen nichtlinearen Zusammenhang u¨berpru¨ft. Im Folgenden wird fu¨r den
systolischen Blutdruck vor Dialyse die Funktionsauswahl genauer erla¨utert. Fu¨r alle
anderen Variablen werden lediglich die Ergebnisse vorgestellt. Die dazugeho¨rigen Gra-
phiken sind in Anhang C aufgefu¨hrt.
Werden die Funktionen fu¨r den systolischen Blutdruck vor Dialyse angepasst, so scha¨tzt
das fraktionale Polynom einen funktionalen Zusammenhang mit x2 und log(x)x2. Die
erreichten AIC beﬁnden sich in Zeile 4 der Tabelle 4.3 und die modellierten Risiko-
funktionen sind in Abbildung 4.7 dargestellt.
Beim systolischen Blutdruck vor Dialyse wird bei allen 3 Ansa¨tzen ein Minimum des
Risikos fu¨r einen mittleren Blutdruck um etwa 140 mmHg modelliert. Damit kommt es
zu einer kleinen Abweichung von den Ergebnissen von Zager et al. (1998), die ein Mi-
nimum zwischen 150 und 159 mmHg beobachten. U¨bereinstimmend mit Zager et al.
(1998) gibt eine
”
U”–Kurve das Mortalita¨tsrisiko in Abha¨ngigkeit vom systolischen
Blutdruck vor Dialyse am besten wieder.
Insgesamt sehen sich die Graphiken jedoch sehr a¨hnlich, sowohl was die funktionale
Form als auch die Gro¨ße des beobachteten Eﬀektes angeht. Mit einem um 55 gegenu¨ber
dem linearen Modell verminderten AIC liefert das Polynom die beste Modellanpassung
und wird daher im Folgenden zur Modellierung des funktionalen Zusammenhangs her-
angezogen.
Fu¨r das Alter zeigt das fraktionale Polynom einen nahezu konstanten Anstieg, der le-
diglich im Bereich unter 40 Jahre etwas steiler verla¨uft. Hier beﬁnden sich jedoch wenige
Beobachtungen, so dass die Abweichung kaum Einﬂuss auf das Modell nimmt. Der Spli-
ne und das Polynom unterscheiden sich lediglich minimal vom fraktionalen Polynom.
Eine nichtlineare Modellierung ist nicht erforderlich und wird auch von Kalantar-Zadeh
et al. (2005b), Zimmermann et al. (1999) oder Beddhu et al. (2003) nicht durchgefu¨hrt.
Auch beim Karnofski Index ist eine lineare Modellierung mo¨glich. Das fraktionale Po-
lynom weist zwar ein AIC aus, das um 15 unter dem des linearen Zusammenhangs liegt,
KAPITEL 4. MODELLERSTELLUNG 66
80 100 120 140 160 180−
0.
5
0.
0
0.
5
1.
0
1.
5
2.
0
syst. Blutdruck vor Dialyse in mmHg
R
is
ik
o
80 100 120 140 160 180−
0.
5
0.
0
0.
5
1.
0
1.
5
2.
0
syst. Blutdruck vor Dialyse in mmHg
R
is
ik
o
(a) (b)
80 100 120 140 160 180−
0.
5
0.
0
0.
5
1.
0
1.
5
2.
0
syst. Blutdruck vor Dialyse in mmHg
R
is
ik
o
(c)
Abbildung 4.7: Darstellung der modellierten Risikofunktionen fu¨r den systolischen
Blutdruck vor Dialyse als (a) Polynom 4. Grades, (b) Spline und (c) fraktionales Po-
lynom (x2 und log(x)x2)
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aber die graphische U¨berpru¨fung la¨sst eine lineare Modellierung plausibel erscheinen.
Auch fu¨r die Dialysedauer und die Herzfrequenz wird eine lineare Modellierung des
Risikos als ada¨quat betrachtet. Die Verbesserung in den AIC der nichtlinearen Modelle
ist kleiner als 10 im Vergleich zum AIC des linearen Modells.
Fu¨r den Pulsdruck liegen die AIC der drei nichtlinearen Ansa¨tze deutlich unterhalb
des AIC der linearen Modellierung. Auch mit Hilfe der graphischen U¨berpru¨fung kann
die lineare Modellierung verworfen werden. Aufgrund des geringsten AIC wird das frak-
tionale Polynom als funktionaler Zusammenhang akzeptiert.
Beim Blutﬂuss liegen die AIC der nichtlinearen Modellierungen unterhalb des AIC der
linearen Modellierung. Hier liefert die graphische U¨berpru¨fung jedoch nur schwache
Hinweise auf einen nichtlinearen Zusammenhang. Daher geht in der weiteren Model-
lierung der Blutﬂuss linear ein.
Beim Gewicht und der Dialysefrequenz wird eine lineare Modellierung des Risikos vor-
gezogen. Hier liegen die AIC der nichtlinearen Modelle um weniger als 10 unterhalb des
AIC der linearen Modellierung. Fu¨r das HDP wird ein Polynom 4. Grades angepasst.
Das AIC des Polynoms 4. Grades liegt unter dem der anderen nichtlinearen Ansa¨tze
und 35 unter dem des linearen Ansatzes.
Das Kt/V sp kann als linearer Zusammenhang modelliert werden. Die AIC der nicht-
linearen Zusammenha¨nge liegen unterhalb des AIC des linearen Zusammenhangs. Bei
der graphischen U¨berpru¨fung erscheint der lineare Zusammenhang aber ada¨quat. Dies
stimmt mit den Ergebnissen von Marshall et al. (2006), Held et al. (1996) und Bloem-
bergen et al. (1996) u¨berein.
Der Harnstoﬀ vor Dialyse la¨sst sich nicht durch eine lineare Funktion darstellen. Alle
drei nichtlinearen Ansa¨tze zeigen fu¨r den Bereich bis 30 mg/dl ein eher abfallendes
Risiko und fu¨r den Bereich u¨ber 30 mg/dl ein ansteigendes Risiko. Außerdem besit-
zen sie deutlich niedrigere AIC. Hier wird das Polynom zur Modellierung herangezogen.
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Auch beim Harnstoﬀ nach Dialyse sind die AIC der nichtlinearen Ansa¨tze geringer.
Hier ist im Bereich bis 10 mg/dl ein eher konstantes Risiko und danach ein leicht
ansteigendes Risiko zu erkennen. Die graphische U¨berpru¨fung zeigt jedoch, dass eine
lineare Funktion den Zusammenhang ausreichend wiederspiegelt.
Auch fu¨r die Harnstoﬀreduktion wird von einem linearen Zusammenhang ausgegan-
gen. Dies entspricht den Ergebnissen von Port et al. (2002) und Owen et al. (1998).
Dies ist beim Ha¨moglobin a¨hnlich. In U¨bereinstimmung mit der Literatur von Regidor
et al. (2006) und Avram et al. (2003) wird ein linearer Zusammenhang modelliert.
Fu¨r das Phosphat, das Kalzium und das Kalziumphosphat wird jeweils der lineare
Zusammenhang zur Anpassung der Daten ausgewa¨hlt. Dies wurde bereits von Teng
et al. (2003) im Allgemeinen vorhergesagt. Block et al. (2004) zeigen, dass diese li-
nearen Zusammenha¨nge vor allem unter Beru¨cksichtigung anderer Variablen wie dem
Alter und Geschlecht zu Tage tritt.
Fu¨r das CRP wird von einem linearen Zusammenhang ausgegangen. Dies entspricht
den Ergebnissen von Zimmermann et al. (1999). Die AIC der nichtlinearen Funktionen
liegen bis zu 34 unter dem der linearen Funktion. Doch die graphische U¨berpru¨fung
legt einen linearen Zusammenhang nahe.
Fu¨r das Ferritin zeigt sich im Großen und Ganzen ein stetiger Anstieg, der durch
einen linearen Zusammenhang gut interpoliert wird. Feldman et al. (2004) kommen
zum gleichen Ergebnis, auch wenn sie mit gruppierten Daten arbeiten. Fu¨r die Trans-
ferrinsa¨ttigung ko¨nnen Feldman et al. (2004) keine Aussage treﬀen, da sie lediglich 2
Gruppen bilden. Hier legen die AIC einen linearen Zusammenhang nahe.
Fu¨r das Parathormon intakt modelliert das fraktionale Polynom einen linearen Zu-
sammenhang, der damit auch angenommen wird. Block et al. (2004) und Teng et al.
(2003) ﬁnden diesen auch fu¨r amerikanische Patienten.
Fu¨r die Epodosis wird ebenfalls von einem linearen Zusammenhang ausgegangen. Wie-
der liefert die Arbeit von Feldman et al. (2004) einen Hinweis, dass diese Modellierung
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angemessen ist.
Schließlich wird aufgrund des hohen Unterschiedes in den AIC fu¨r das Albumin ein
nichtlinearer Zusammenhang durch das Polynom 4. Grades modelliert. Dieser la¨sst
sich auch aus den gruppierten Daten von Zager et al. (1998), Yeun et al. (2000) und
Feldman et al. (2004) ablesen.
Die lineare Modellierung erweist sich in vielen Fa¨llen als ausreichend, um zumindest
im Bereich der typischen Werte eine gute Anpassung zu erzielen. Lediglich fu¨r den
systolischen Blutdruck vor Dialyse und den Pulsdruck vor Dialyse wird das fraktionale
Polynom bevorzugt. Fu¨r das HDP, den Harnstoﬀ vor Dialyse und das Albumin wird
ein Polynom 4. Grades zur Modellierung verwendet. Im ﬁnalen Modell werden diese
Erweiterungen zusammengefu¨hrt.
4.4 Zentrumseﬀekte
Neben den durch die demographischen Kennzahlen und Behandlungsparametern be-
schriebenen Einﬂu¨ssen auf die Mortalita¨t kann diese weiteren Faktoren unterliegen.
Diese Faktoren sind dadurch gekennzeichnet, dass sie nicht explizit bekannt sind und
damit im Rahmen des QiN Programms nicht erhoben werden. Dennoch sollen diese
Einﬂu¨sse nicht ignoriert werden.
Es wird angenommen, dass die Mortalita¨t vor allem durch Behandlungs– und Lebens-
qualita¨tsparameter beeinﬂusst wird. Die hier nicht erfassten Behandlungsparameter
umfassen vor allem zentrumsspeziﬁsche Kennzahlen, z.B. Anschluss an ein Kranken-
haus oder Spezialisierungen innerhalb des A¨rzteteams. Die Lebensqualita¨tsparameter
sind vor allem von regionalen Unterschieden, z.B. in der Erna¨hrung, dominiert (AGEV,
2001).
Dass Frailty Eﬀekte bei der Mortalita¨t von Dialysepatienten zum Tragen kommen,
haben bereits McGilchrist und Aisbett (1991) und Carvalho et al. (2003) gezeigt. Mc-
Gilchrist und Aisbett (1991) geht dabei von einer patientenindividuellen Frailty aus.
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Carvalho et al. (2003) zeigen, dass auch zentrumsspeziﬁsche Frailtys die Mortalita¨t
erkla¨ren. Als Frailty Verteilung wird die Gamma Verteilung von Carvalho et al. (2003)
und die Log–Normal Verteilung von McGilchrist und Aisbett (1991) herangezogen.
Wienke et al. (2005) zeigen, dass die Wahl der Frailty Verteilung nur einen geringen
Einﬂuss auf die Scha¨tzer der nicht zufa¨lligen Parameter hat.
Diese Einﬂu¨sse werden mit einem zentrumsspeziﬁschen zufa¨lligen Eﬀekt im Modell ab-
gebildet. Dieser zufa¨llige Eﬀekt wird als zentrumsspeziﬁsche Frailty, wie in Abschnitt
3.8 beschrieben, aufgenommen. Die zufa¨lligen Eﬀekte folgen dabei einer Gamma, Log–
Normal– oder Log–t–Verteilung. Es gilt also
λ(x; t) = λ0(t) exp
(∑
p∈P
f(xp) · b(xZentrum)
)
(4.3)
mit P wie in Gleichung 4.1 und b(xZentrum) als ein vom Zentrum abha¨ngiger Frailty-
faktor aus einer der oben beschriebenen Verteilungen.
Abbildung 4.8 zeigt die Unterschiede in den Verteilungen gescha¨tzt fu¨r die Datensi-
tuation. Bei allen angenommenen Verteilungen liegt der Großteil der gescha¨tzten Zen-
trumseﬀekte zwischen 0,5 und 1,5. Liegt den zufa¨lligen Eﬀekten eine Gamma Verteilung
AIC
Ohne Frailty 12060,08
Gamma Verteilung 11898,94
Log–Normal–Verteilung 11904,06
Log–t–Verteilung 11877,17
Tabelle 4.4: Modellgu¨te fu¨r verschiedene Verteilungen der zufa¨lligen Zentrumseﬀekte
zugrunde, wie in Abbildung 4.8 (a), so verteilen sich die Werte leicht rechtsschief um
den Wert 1, wobei keine Werte unter 0,2 und u¨ber 2,5 gescha¨tzt werden. Bei den in
4.8 (b) dargestellten Eﬀekten liegt eine Log–Normal–Verteilung zugrunde. Die darge-
stellten Werte verteilen sich a¨hnlich wie die zufa¨lligen Eﬀekte bei zugrunde liegender
Gamma Verteilung. Im Gegensatz dazu fu¨hrt eine Log–t–Verteilung zu einer deutlich
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Abbildung 4.8: Absolute Ha¨uﬁgkeiten der Zentrumseﬀekte fu¨r (a) die Gamma Vertei-
lung, (b) Log–Normal–Verteilung und (c) Log–t–Verteilung
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gro¨ßeren Streuung der Werte. Wie in Abbildung 4.8 (c) zu erkennen ist, werden hier
auch Werte unter 0,2 und u¨ber 2,5 gescha¨tzt. Grundlegend ist allerdings auch hier eine
leicht rechtsschiefe Verteilung.
Unabha¨ngig von der gewa¨hlten Frailty Verteilung liefern alle Modelle eine bessere
Modellgu¨te als das Modell ohne Frailty Verteilung (siehe Tabelle 4.4). Es wird also
davon ausgegangen, dass Zentrumseﬀekte existieren. Aufgrund der besten Modellgu¨te
wird als Verteilung fu¨r die zufa¨lligen Eﬀekte die Log–t–Verteilung herangezogen. Eine
weitergehende Untersuchung der Zentrumseﬀekte erfordert zusa¨tzliche Daten aus den
Zentren. Es ko¨nnte z.B. untersucht werden, ob die Zentrumsgro¨ße, Schulungen im Zen-
trum oder andere Faktoren den Einﬂuss der Frailty teilweise oder ganz erkla¨ren. Da
solche Daten im Rahmen des QiN Progamms nicht zur Verfu¨gung stehen, wird auf eine
weitergehende Interpretation der Zentrumseﬀekte verzichtet.
4.5 Variablenselektion
Ein weiterer wichtiger Schritt bei der Modellbildung ist die Identiﬁzierung der signiﬁ-
kanten Einﬂussfaktoren. Dazu wird eine schrittweise Variablenselektion durchgefu¨hrt,
bei der nicht signiﬁkante Variablen nach und nach ausgeschlossen werden.
Ausgegangen wird vom vollen Modell. Dazu wird das Cox Proportional Hazard Modell
erstellt. Neben den proportionalen und linearen Einﬂu¨ssen ﬂießen die in Abschnitt 4.2
beschriebenen nichtproportionalen Einﬂu¨sse, die in Abschnitt 4.3 beschriebenen nicht-
linearen Einﬂu¨sse und der in Abschnitt 4.4 beschriebene Frailtyfaktor ein. Das Modell
hat also die Gestalt
λ(x; t) = λ0(t) exp
(∑
p∈P ′
βpxp +
∑
q∈Q′
f(xq) +
∑
r∈R′
βrxr(t) +
∑
s∈S′
f(xs(t))
+
∑
u∈U ′
βu(t)xu
)
· b(xZentrum) (4.4)
mit linearen u¨ber die Zeit konstanten Einﬂu¨ssen P ′ = {Alter, Inzidenz: Ja, Ge-
schlecht: Weiblich, Diabetes Mellitus: Unbekannt, Nationalita¨t: Nicht Deutsch, Rau-
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cher: Nein, Raucher: Unbekannt, Familienstatus: geschieden, Familienstatus: verwit-
wet, Familienstatus: getrennt lebend, Familienstatus: Unbekannt, Sport: Nein, Sport:
Unbekannt, Dialysedauer, Herzfrequenz, Blutﬂuss, Dialysatﬂuss: Gering, Dialysatﬂuss:
Erho¨ht, Gewicht, Dialysefrequenz, Kt/V sp, Harnstoﬀ nach Dialyse, Harnstoﬀredukti-
on, Ha¨moglobin, Phosphat, Kalzium, Kalziumphosphat, Ferritin, Transferrinsta¨ttigung,
PtH intakt, Epodosis},
den nichtlinearen Einﬂu¨ssen Q′ = {systolischer Blutdruck vor Dialyse, Pulsdruck vor
Dialyse, HDP, Harnstoﬀ vor Dialyse},
den zeitlich vera¨nderlichen Kovariablen R′ = {Diabetes Mellitus: Ja, Schulabschluss:
Realschulabschluss, Schulabschluss: Abitur, Schulabschluss: Fachhochschulreife, Schul-
abschluss: Universita¨tsabschluss, Schulabschluss: kein Bildungsabschluss, Schulabschluss:
Sonstiger Schulabschluss, Schulabschluss: Unbekannt, Karnofski Index, CRP},
den zeitlich vera¨nderlichen Kovariablen mit nichtlinearen Scha¨tzern S ′ = {Albumin},
den zeitvera¨nderlichen Scha¨tzern U ′ = {Familienstatus: Ledig} und dem Zentrumsef-
fekt b.
Mit Hilfe der Funktion stepAIC aus dem Paket MASS (Venables und Ripley, 2002)
des Programms R (R Development Core Team, 2007) wird eine Variablenselektion
durchgefu¨hrt. Grundlage der Variablenselektion bildet hierbei das AIC. Kann durch
das Entfernen einer Variable das AIC gesenkt werden, so wird diese Variable entfernt.
Triﬀt diese Bedingung auf mehrere Variablen zu, so wird die Variable entfernt, die die
gro¨ßte Senkung des AIC bewirkt. Diese Prozedur wird wiederholt, bis sich das AIC
nicht mehr verringern la¨sst. Im Verlauf der Variablenselektion werden insgesamt 11
Variablen eliminiert. In Tabelle 4.5 sind die Selektionsschritte und die entfernten Va-
riablen dargestellt.
Einﬂussvariable AIC
Familienstatus (alle Faktoren) 24080
Epodosis 24075
HDP 24071
Shunttyp (alle Faktoren) 24068
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Einﬂussvariable AIC
Raucherstatus (alle Faktoren) 24065
Kalzium 24063
Kalziumphosphat 24060
Pulsdruck vor Dialyse 24057
systolischer Blutdruck vor Dialyse 24056
Pth intakt 24055
Dialysefrequenz 24055
Tabelle 4.5: Ausgeschlossene Variablen in der Variablen-
selektion mit dazugeho¨rigem Akaike Informations Krite-
rium (AIC)
Von den demographischen Variablen werden der Familien– und der Raucherstatus aus-
geschlossen. Beim Familienstatus wird davon ausgegangen, dass die konstante Betreu-
ung durch das Dialysepersonal ein Mindesmaß an sozialer Bindung darstellt. McClel-
lan et al. (1993) zeigen einen Zusammenhang zwischen familia¨rer Unterstu¨tzung und
U¨berleben, dieser wird oﬀensichtlich durch den Familienstatus nur unzureichend wie-
dergegeben. Die Elimination des Raucherstatus ist eher verwunderlich. Sie kann ledig-
lich durch hohe konkurrierende Risiken der Dialyseerkrankung erkla¨rt werden, wie es
auch Goodkin et al. (2003) in der DOPPS Studie zeigen.
Auﬀa¨llig ist ebenfalls, dass Parameter, welche die Dialyseleistung beschreiben, aus
dem Modell eliminiert werden. Die Dialysefrequenz und das HDP werden aus dem
Modell entfernt. Insbesondere der G–BA (Gemeinsamer Bundesausschuss, 2005) zieht
die Dialysefrequenz als Parameter fu¨r ada¨quate Dialyseleistung heran. Ein Einﬂuss auf
die Mortalita¨t kann im vollen Modell jedoch nicht festgestellt werden. Der von Scribner
und Oreopoulos (2002) festgestellte Einﬂuss des HDP auf die Dialyseleistung, kann in
Bezug auf die Mortalita¨t ebenfalls nicht festgestellt werden.
Auch der Shunttyp erkla¨rt keine zusa¨tzliche Mortalita¨t, genauso wie der Pulsdruck
und der systolische Blutdruck vor Dialyse. Der Pulsdruck vor Dialyse und der systo-
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lische Blutdruck vor Dialyse beschreiben den kardiovaskula¨ren Zustand des Patienten
a¨hnlich der Herzfrequenz. Kardiovaskula¨re Risiken sind oﬀenbar ausreichend mit der
Herzfrequenz beschrieben. Der von Zager et al. (1998) gefundene Eﬀekt des systoli-
schen Blutdrucks kann besta¨tigt werden.
Von den Parametern der Erna¨hrung verbleibt lediglich das Phosphat im Modell. Das
Kalzium, das Kalziumphosphat und das Parathormon werden eliminiert. Damit wer-
den die Ergebnisse von Block et al. (2004) nur teilweise reproduziert. Auch hier scheint
ein Parameter ausreichend um die Einhaltung der Dia¨t zu dokumentieren.
Schließlich wird die Epodosis eliminiert. Das die Epodosis liefert keine zusa¨tzliche Er-
kla¨rung zur Mortalita¨t liefert, kann durch das Verbleiben des Ha¨moglobins im Modell
erkla¨rt werden, da das Hauptziel der Epogabe ein hohes Ha¨moglobin ist.
Insgesamt 9 der 11 eliminierten Variablen sind behandlungsrelevante Parameter. Of-
fenbar werden viele behandlungsrelevante Parameter von anderen Parametern erkla¨rt.
23 Einﬂussvariablen verbleiben im Modell. Davon sind 15 Behandlungsparameter und
8 charakterisieren die Demographie des Patienten.
Das resultierende Modell hat die in Gleichung 4.5 dargestellte Modellgleichung.
λ(x; t) = λ0(t) exp
(∑
p∈P ′
βpxp +
∑
q∈Q′
f(xq) +
∑
r∈R′
βrxr(t) +
∑
s∈S′
f(xs(t))
)
·b(xZentrum)
(4.5)
mit linearen u¨ber die Zeit konstanten Einﬂu¨ssen P ′ = {Alter, Inzidenz: Ja, Ge-
schlecht: Weiblich, Diabetes Mellitus: Unbekannt, Nationalita¨t: Nicht Deutsch, Sport:
Nein, Sport: Unbekannt, Dialysedauer, Herzfrequenz, Blutﬂuss, Dialysatﬂuss: Gering,
Dialysatﬂuss: Erho¨ht, Gewicht, Kt/V sp, Harnstoﬀ nach Dialyse, Harnstoﬀreduktion,
Ha¨moglobin, Phosphat, Ferritin, Transferrinsta¨ttigung},
den nichtlinearen Einﬂu¨ssen Q′ = {Harnstoﬀ vor Dialyse},
den zeitlich vera¨nderlichen Kovariablen R′ = { Diabetes Mellitus: Ja, Schulabschluss:
Realschulabschluss, Schulabschluss: Abitur, Schulabschluss: Fachhochschulreife, Schul-
abschluss: Universita¨tsabschluss, Schulabschluss: kein Bildungsabschluss, Schulabschluss:
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Sonstiger Schulabschluss, Schulabschluss: Unbekannt, Karnofski Index, CRP},
den zeitlich vera¨nderlichen Kovariablen mit nichtlinearen Scha¨tzern S ′ = {Albumin}
und dem Zentrumseﬀekt b.
Kapitel 5
Modellscha¨tzung und Vergleich
In diesem Kapitel wird das in Gleichung 4.5 beschriebene Modell zuna¨chst mit der
Likelihood Methode gescha¨tzt (Abschnitt 5.1). Zum Vergleich der Methodik geschieht
dies in Abschnitt 5.2 Bayesianisch. Die Ergebnisse der zwei Modellscha¨tzungen werden
in Abschnitt 5.3 verglichen. In Abschnitt 5.4 wird eine Vorhersage der Daten des Jah-
res 2006 versucht und in Abschnitt 5.5 diese Daten zur sequentiellen Bayesianischen
Analyse hinzugezogen. In Abschnitt 5.6 werden die Daten bis 2006 mit der Likelihood
Methode gescha¨tzt. Alle Modelle werden in Abschnitt 5.7 einander gegenu¨bergestellt
und verglichen.
5.1 Likelihood Scha¨tzung
Nach der in Abschnitt 4.5 durchgefu¨hrten Variablenselektion ergibt sich ein Modell mit
insgesamt 18 Einﬂussvariablen. Bevor die ermittelten Scha¨tzer beschrieben und einge-
ordnet werden, wird die Qualita¨t der Anpassung u¨berpru¨ft. Dazu werden die Martin-
galresiduen im, in Abschnitt 3.7 beschriebenen, Arjas Plot dargestellt.
Der in Abbildung 5.1 dargestellte Arjas Plot unterteilt die Beobachtungen anhand
des Risikos in vier Quartile. Die erwarteten und beobachteten Todesfa¨lle wurden, wie
in Abschnitt 3.7 beschrieben, berechnet und gegeneinander abgetragen.
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Abbildung 5.1: Arjas Plot: Beobachtete und erwartete Todesfa¨lle fu¨r 4 Risikoquartile
In der Abbildung ist zu erkennen, dass sich die beobachteten und erwarteten Fa¨lle
aller Risikoquartile kaum unterscheiden. Fu¨r die ersten drei Risikoquartile liegen die
Kurven des Arjas Plots leicht oberhalb der Winkelhalbierenden, d.h. es werden etwas
mehr Fa¨lle erwartet als beobachtet. Die Kurve fu¨r das vierte Quartil liegt leicht un-
terhalb der Winkelhalbierenden. Die Abweichungen von der Winkelhalbierenden sind
insgesamt jedoch gering.
Um die Abweichungen besser einscha¨tzen zu ko¨nnen, werden die absoluten Werte
der Martingalresiduen betrachtet. Die meisten Martingalresiduen sind vom Betrag her
klein. Lediglich fu¨r 23 Beobachtungen (etwa 0,35 %) werden Residuen unterhalb der
Werte von −2 beobachtet und fu¨r lediglich 2 Beobachtungen (etwa 0,03 %) wird ein
Residuum kleiner als −5 beobachtet.
Fu¨r diese beiden Beobachtungen werden trotz langer U¨berlebenszeit von 738 bzw.
1253 Tagen hohe Mortalita¨tsrisiken modelliert. Die hohen Mortalita¨tsraten sind ein-
mal auf ein hohes CRP zuru¨ckzufu¨hren und im anderen Fall auf eine Kombination
aus sehr geringem Karnofski Index und sehr geringer Harnstoﬀreduktion, die lange
u¨berlebt werden. Da insgesamt mehr als 6000 Beobachtungen modelliert wurden, kann
man dennoch von einer guten Anpassung sprechen.
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Die vom Modell gelieferten Scha¨tzer bieten einfache Interpretationen. Die resultieren-
den Scha¨tzer, exponierten Scha¨tzer und Standardabweichungen sind in Tabelle 5.1
dargestellt. Weiterhin entha¨lt Tabelle 5.1 die Konﬁdenzintervalle der Scha¨tzer.
Variable : Auspra¨gung Scha¨tzer Expon. SD Untere Obere
Scha¨tzer Grenze Grenze
KI KI
Alter : Jahre 0,03740 1,03811 0,00277 0,03197 0,04284
Geschlecht : Weiblich -0,14394 0,86594 0,03046 -0,20364 -0,08425
Gewicht : kg -0,02195 0,97829 0,00251 -0,02686 -0,01703
Diabetes Mellitus : ja 0,13908 1,14922 0,05581 0,02970 0,24846
: unbekannt 0,06056 1,06244 0,33717 -0,60029 0,72142
Karnofski Index : einheiten-
los
-0,02861 0,97180 0,00200 -0,03253 -0,02469
Inzidenz : ja -0,11348 0,89272 0,06296 -0,23688 0,00991
Nationalita¨t : nicht deutsch -0,30711 0,73557 0,15004 -0,60120 -0,01302
Schulabschluss : Realschul-
abschluss
-0,08956 0,91434 0,13848 -0,36098 0,18186
: Abitur -0,22334 0,79984 0,11978 -0,45811 0,01143
: Fachhochschulreife -0,58295 0,55825 0,45444 -1,47365 0,30775
: Universita¨tsabschluss 0,04484 1,04586 0,26401 -0,47261 0,56229
: kein Bildungsabschluss -0,63752 0,52860 0,34238 -1,30859 0,03355
: Sonstiger Schulabschluss -0,65569 0,51909 0,31735 -1,27769 -0,03368
: Unbekannt -0,04979 0,95143 0,11652 -0,27816 0,17858
Sport : nein -0,32184 0,72482 0,15800 -0,63151 -0,01216
: unbekannt -0,25657 0,77370 0,18590 -0,62093 0,10778
Blutﬂuss : ml/min -0,00286 0,99714 0,00088 -0,00458 -0,00115
Dialysatﬂuss : Erho¨ht -0,51441 0,59786 0,08714 -0,68519 -0,34362
: Gering -0,55791 0,57240 0,06536 -0,68601 -0,42981
Herzfrequenz : 1/Minute 0,02940 1,02984 0,00335 0,02284 0,03597
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Variable : Auspra¨gung Scha¨tzer Expon. SD Untere Obere
Scha¨tzer Grenze Grenze
KI KI
Dialysedauer : h 0,10274 1,10820 0,08048 -0,05501 0,26049
Kt/V sp : einheitenlos -0,35017 0,70457 0,27296 -0,88517 0,18483
Harnstoﬀreduktion : % -0,06435 0,93768 0,01347 -0,09076 -0,03795
Harnstoﬀ vor Dialyse : Fak-
tor 1
24,72482 5,5·1010 13,78422 -2,29224 51,74189
: Faktor 2 19,03528 1,8 ·108 4,07261 11,05297 27,01760
: Faktor 3 2,58579 13,27376 4,04454 -5,34151 10,51309
: Faktor 4 -5,25878 0,00520 3,84522 -12,79541 2,27785
Harnstoﬀ nach Dialyse :
mg/dl
-0,08506 0,91846 0,04861 -0,18034 0,01023
Ha¨moglobin : g/dl -0,08908 0,91477 0,02780 -0,14357 -0,03460
Ferritin : μg/l 0,00015 1,00015 0,00008 0,00000 0,00030
Transferrinsa¨ttigung : % -0,00651 0,99351 0,00255 -0,01151 -0,00151
CRP : mg/l 0,01389 1,01399 0,00112 0,01170 0,01608
Phosphat : mmol/l 0,29657 1,34523 0,06083 0,17735 0,41579
Albumin : Faktor 1 -32,68572 0,00000 5,38539 -43,24109 -22,13035
: Faktor 2 -27,50854 0,00000 25,74235 -77,96355 22,94646
: Faktor 3 12,22435 2,0 ·106 40,72135 -67,58950 92,03820
: Faktor 4 -33,59071 0,00000 26,92763 -86,36885 19,18744
Tabelle 5.1: Likelihood Scha¨tzer fu¨r das Risiko mit ex-
poniertem Scha¨tzer, Standardabweichung und Konﬁden-
zintervallen im Modell mit den Daten vor 2006
Bei den typischen allgemeinen Patientenkennzahlen wie Alter, Geschlecht und Gewicht
liefert die Scha¨tzung die erwarteten Ergebnisse. Pro Lebensjahr erho¨ht sich das Risiko
zu Sterben um etwa 4 %, a¨hnlich dem in den Registern von DOPPS (Goodkin et al.,
2003; Rayner et al., 2004) und USRDS (Leavey et al., 1998; USRDS, 2007). Frauen
haben ein um 13 % geringeres Risiko, was ein schwa¨cherer Eﬀekt ist als bei DOPPS
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oder USRDS beschrieben. Fu¨r das Gewicht ergibt sich ein linear abfallendes Risiko
um etwa 2 % pro Kilogramm. Einen protektiven Eﬀekt fu¨r das Gewicht konnte auch
Beddhu et al. (2003) belegen.
Fu¨r das Vorhandensein eines Diabetes Mellitus wird ein um 15 % ho¨heres Risiko als fu¨r
das Fehlen eines Diabetes Mellitus angegeben, was sich nicht deutlich von den in Ray-
ner et al. (2004) und USRDS (2007) berichteten Werten unterscheidet. Der gescha¨tzte
Eﬀekt fu¨r den Status Diabetes Mellitus: unbekannt ist kleiner als der gescha¨tzte Eﬀekt
fu¨r Diabetes Mellitus. Damit verbunden ist aber eine geringe Fallzahl von Diabetes
Mellitus: unbekannt und eine entsprechend große Varianz.
Fu¨r den Karnofski Index ergibt sich ebenfalls eine Risikoverminderung von etwa 3 %
pro Punkt auf der Skala. Inzidente Patienten haben ein etwa 11 % vermindertes Risiko,
was auf die ku¨rzere Restlebenszeit mit terminaler Niereninsuﬃzienz zuru¨ckzufu¨hren ist.
Fu¨r die Scha¨tzer zum Schulabschluss ergeben sich im Vergleich zur Referenzkategorie
Schulabschluss: Hauptschulabschluss meist Risikoreduzierungen. Diese Reduzierungen
ko¨nnen groß werden. Gleichzeitig sind einige der Scha¨tzer mit geringen Fallzahlen und
entsprechend großer Varianz behaftet. Lediglich die Scha¨tzer fu¨r Schulabschluss: Re-
alschulabschluss, Schulabschluss: Abitur und Schulabschluss: Sonstiger Schulabschluss
stellen mehr als 5 % der Beobachtungen und nur fu¨r den Scha¨tzer von Schulabschluss:
Sonstiger Schulabschluss ergibt sich ein signiﬁkanter Eﬀekt. Patienten ohne deutsche
Staatsbu¨rgerschaft haben ein verringertes Mortalita¨tsrisiko im Vergleich zu Patienten
mit deutscher Staatsbu¨rgerschaft.
Die oben beschriebenen Scha¨tzer lassen sich in der Regel nur schwer vom Arzt be-
einﬂussen. Dennoch liefern sie teilweise große Beitra¨ge zum Mortalita¨tsrisiko. Daher
ist davon auszugehen, dass auch bei konstant guter Behandlung weiterhin Unterschie-
de in der Mortalita¨t beobachtet werden. Dies sollte bei einer Aufnahme der Mortalita¨t
in medizinische oder abrechnungsrelevante Vergleichskriterien beru¨cksichtigt werden.
Beim Scha¨tzer fu¨r den Sport ergeben sich u¨berraschende Ergebnisse. Fu¨r Patienten,
die nicht am Sportprogramm teilnehmen und fu¨r Patienten bei denen nicht bekannt
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ist, ob sie am Sportprogramm teilnehmen, wird eine Risikoreduzierung im Vergleich
zu Patienten modelliert, die am Sportprogramm teilnehmen. Es konnte kein Hinweis
in der Literatur gefunden werden, der sportliche Beta¨tigung mit erho¨hter Mortalita¨t
bei Dialysepatienen in Verbindung bringt. Daher wird davon ausgegangen, dass die
sportliche Beta¨tigung einen hier nicht erhobenen Einﬂussfaktor verdeckt oder die Teil-
nahme am Sportprogramm eine Risikoselektion markiert. Diesen zu identiﬁzieren sollte
ein Ziel weiterfu¨hrender Arbeiten sein.
Fu¨r einen um 1ml/min ho¨heren Blutﬂuss ergibt sich eine leichte Absenkung des Risikos
um etwa 0,3 %. Da sich die Blutﬂu¨sse um 100ml/min oder mehr unterscheiden ko¨nnen,
sind hier deutliche Risikoverminderungen realisierbar. Einschra¨nkend ist hinzuzufu¨gen,
dass die meisten beobachteten Blutﬂu¨sse unter 350 ml/min liegen. Aussagen u¨ber
ho¨here Blutﬂu¨sse sind anhand der hier betrachteten Daten nur eingeschra¨nkt mo¨glich.
Dass sowohl verringerter als auch erho¨hter Dialysatﬂuss mit verbesserter Risikoprogno-
se gescha¨tzt werden, macht eine allgemeine Interpretation schwierig. Insgesamt scheint
es fu¨r die Mortalita¨t gu¨nstig zu sein, den Dialysatﬂuss auf den Patienten abzustimmen.
Eine hohe Herzfrequenz wirkt sich ebenfalls negativ auf das Mortalita¨tsrisiko aus. Hier
steigt das Risiko zu Versterben um etwa 3 % je Schlag pro Minute.
Eine erho¨hte Dialysedauer zeigt u¨berraschenderweise einen Anstieg des Mortalita¨ts-
risikos. Dies ist allerdings im Zusammenhang mit der Harnstoﬀreduktion und dem
Kt/V sp zu betrachten. Auf beide Faktoren wirkt sich eine hohe Dialysedauer posi-
tiv aus. Daher sind erho¨hte Mortalita¨tsrisiken in einem multivariaten Zusammenhang
durchaus plausibel, wie auch Marshall et al. (2006) gezeigt haben.
Die Harnstoﬀreduktion ist ein guter Indikator fu¨r die bei der Blutwa¨sche entfernten
Moleku¨le. Dies macht eine Risikoverminderung um 6 % pro Prozent Harnstoﬀreduk-
tion aus. In Verbindung mit der hohen Korrelation mit dem Kt/V sp ergibt sich hier
ein starker Hinweis darauf, dass eine intensive Blutwa¨sche die Mortalita¨t senkt. Dies
ist auch das Ergebnis viele anderer Arbeiten unter anderem Owen et al. (1998), Port
et al. (2002) und Held et al. (1996). A¨hnliches gilt fu¨r das Kt/V sp.
KAPITEL 5. MODELLSCHA¨TZUNG UND VERGLEICH 83
Der Harnstoﬀ vor Dialyse und auch das Albumin wird als Polynom angepasst. Po-
lynome ko¨nnen in R mit der Funktion poly faktorisiert werden. Dies erleichtert die
Scha¨tzung, ist allerdings bei der Betrachtung der Scha¨tzer zu beachten. Eine Ein-
scha¨tzung des Eﬀektes wird daher mit Hilfe der graphische Darstellung in Abbildung
5.2 vorgenommen.
Aus dieser Abbildung geht hervor, dass der gescha¨tzte Eﬀekt fu¨r den Harnstoﬀ vor
Dialyse den Erwartungen entspricht. Ein hoher Harnstoﬀ vor Dialyse und ein geringer
Harnstoﬀ nach Dialyse – siehe Tabelle 5.1 – sind mit erho¨htem Mortalita¨tsrisiko ver-
bunden. Einen geringen Harnstoﬀ nach Dialyse zu erreichen ist ein wichtiges Ziel der
Dialyse und Owen et al. (1998), Bloembergen et al. (1996), Port et al. (2002), Marshall
et al. (2006) und Held et al. (1996) belegen eine protektive Wirkung einer hohen Harn-
stoﬀreduktion, d.h. einen niedrigen Harnstoﬀ nach der Dialyse. Es ist zu beachten, daß
das Konﬁdenzintervall des Scha¨tzers die Null umfasst. Eine Risikoverminderung durch
einen erho¨hten Harnstoﬀ nach Dialyse kann hier nicht belegt werden.
Ein erho¨hter Ha¨moglobinanteil im Blut fu¨hrt zu einer Risikoverminderung um 9 %
pro g/dl, was in einer a¨hnlichen Gro¨ßenordnung liegt, wie die Eﬀekte die Avram et al.
(2003) und Regidor et al. (2006) ﬁnden. Das Modell unterstreicht die Wichtigkeit, ei-
nem Blutmangel entgegenzuwirken. Das Ferritin liefert auf den ersten Blick nur einen
kleinen Beitrag zum Mortalita¨tsrisiko a¨hnlich zu den Ergebnissen von Feldman et al.
(2004). Die Ferritinwerte ko¨nnen jedoch auch um 100 μg/dl oder mehr schwanken, so-
dass auch hiermit ein Teil der Unterschiede in der Mortalita¨t erkla¨rt werden kann. Die
Transferrinsa¨ttigung erkla¨rt dagegen nur einen kleinen Teil des Mortalita¨tsrisikos. Auch
diese Ergebnisse werden in Gro¨ße und Richtung von Feldman et al. (2004) besta¨tigt.
Hinter der 1 prozentigen Risikoerho¨hung pro mg/l durch das CRP verbirgt sich ein
deutliches Risiko, da das CRP bei Entzu¨ndungen stark ansteigen kann.
Ein erho¨hter Phosphatwert indiziert eine schlechtere Einhaltung der Dia¨t und ist mit
35 % Risikoerho¨hung pro mmol/l ein deutlicher Risikofaktor. Damit besta¨tigt sich das
Ergebnis von Block et al. (2004). Schwankungen um 1 mmol/l werden beim Phos-
phat selten realisiert, dennoch sollten die Mo¨glichkeiten, den Patient in seiner Dia¨t
zu unterstu¨tzen, ausgenutzt werden. Fu¨r das Albumin ergibt sich mit einer Risikover-
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Abbildung 5.2: Graphische Darstellung des mit der Likelihood Methode modellierten
Mortalita¨tsrisikos fu¨r den (a) Harnstoﬀ vor Dialyse und (b) das Albumin im Modell
mit den Daten vor 2006
minderung um 6 % pro g/dl – siehe Abbildung 5.2 (b) – ein kleinerer Eﬀekt als bei
Feldman et al. (2004).
Insgesamt bieten vor allem eine gute Harnstoﬀreduktion und ein guter Ha¨moglobinwert
Mo¨glichkeiten zur Mortalita¨tsreduzierung. Risikoreduzierungen von bis zu 30 % sind
durchaus realisierbar. Hohe Blutﬂu¨sse und ein gut eingestellter Kreislauf mit entspre-
chender Herzfrequenz ko¨nnen zu einer deutlichen Verringerung des Mortalita¨tsrisikos
fu¨hren.
Das Mortalita¨tsrisiko kann aber auch von demographischen Parametern dominiert wer-
den. Hier kann z.B. das Geschlecht mit einer 14 prozentigen Risikoverminderung fu¨r
Frauen im Vergleich zu Ma¨nnern, aber auch das Alter mit 4 % pro Lebensjahr eine
gute oder schlechte Behandlung egalisieren.
5.2 Bayesianische Scha¨tzung
Bei der Bayesianischen Scha¨tzung wird das in Gleichung 4.5 beschriebene Modell mit
Hilfe des in Abschnitt 3.4.2 beschriebenen MCMC–Algorithmus gescha¨tzt. Fu¨r den Al-
gorithmus wurden zwei Markovketten verwendet. Die Anzahl der Iterationen betrug
46.000 ohne burn–in Periode. Als burn–in Periode wurden 1000 Interationen benutzt.
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Fu¨r die Parameterscha¨tzer werden analog zur Likelihood Scha¨tzung (Therneau und
Grambsch, 2000) Normalverteilungen als a priori Verteilung ausgewa¨hlt. Dann gilt
βp ∼ N (μp, σ2p), fu¨r die in Gleichung 4.5 selektierten Parameter. Fu¨r die Parame-
terscha¨tzer wurden Normalverteilungen mit Mittelwert 0 und einer Pra¨zision von 0, 1 a
priori angenommen. Dies entspricht einer Standardabweichung von 10. An dieser Stelle
wurden zwei Ausnahmen gemacht. Anhand der Untersuchung an Daten von DOPPS
(Rayner et al., 2004) und USRDS (USRDS, 2007) wurden fu¨r das Alter und das Ge-
schlecht zwei informative a priori Verteilungen konstruiert. Dabei wurde fu¨r das Alter
ein Eﬀekt von 3 % pro Lebensjahr mit einer Normalverteilung N (log(1, 03); 0, 05) als
a priori Verteilung angenommen. Fu¨r das Geschlecht wird ein Eﬀekt von 32 % mit
einer Normalverteilung N (log(0, 68); 0, 2) modelliert. Die erhaltenen a posteriori Ver-
teilungen sind normalverteilt. Dies gilt auch fu¨r die anderen a posteriori Verteilungen,
auszugsweise dargestellt fu¨r das Albumin in Abbildung 5.3.
Weiterhin muss fu¨r ein Bayesianisches U¨berlebenszeitmodell ein Baselinehazard de-
ﬁniert werden, wie Sargent (1998) und Sinha und Dey (1997) zeigen. In diesem Fall
wird eine nichtparametrische Baselinehazardfunktion modelliert. Diese wird so gestal-
tet, dass ein Risiko fu¨r jeden Ereignisszeitpunkt gescha¨tzt wird. Fu¨r die Risiken zu ei-
nem Zeitpunkt t wird eine Gamma Verteilung angenommen, es gilt λ0(t) ∼ Γ(μ, r) mit
μ = 0.01 und r = 0.1. Damit verliert das Modell seinen semiparametrischen Charakter.
In Voranalysen wurden auch andere Verteilungen mit gro¨ßeren Standardabweichun-
gen untersucht. Diese fu¨hrten jedoch zu a¨hnlichen Scha¨tzern. Die benutzten a priori
Verteilungen sind hinreichend unbestimmt, um den Einﬂuss der Daten auf die a pos-
teriori Verteilungen nicht zu u¨berdecken. Die Ausnahmen bilden die Eﬀekte fu¨r Alter
und Geschlecht. Diese werden in Abschnitt 5.2.2 na¨her diskutiert.
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Abbildung 5.3: Q–Q–Normalverteilungs Plot der a posteriori Verteilung fu¨r das Albu-
min in den beiden Ketten
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Abbildung 5.4: Autokorrelationen fu¨r das Alter in den beiden Ketten
5.2.1 Konvergenz der Markovketten
Zur Untersuchung der Konvergenz wird die Autokorrelation der Markovketten und
die Brooks–Gelman–Rubin Statistik betrachtet. Mit der Autokorrelation wird festge-
stellt, ob die Glieder der Markovkette als unabha¨ngig voneinander angenommen werden
ko¨nnen oder ein Thinning Parameter eingefu¨hrt werden muss. Mit Hilfe der Brooks–
Gelman–Rubin Statistik wird festgestellt, ob die Markovkette konvergiert und den
gesamten Bereich der a posteriori Verteilung abdeckt.
Dabei kommt es nur zu geringen Autokorrelationen in den Ketten wie in Abbildung
D.10 fu¨r das Alter und in Anhang D fu¨r die anderen Parameter zu erkennen ist. Schon
bei einem Lag von 1 ist praktisch keine Autokorrelation mehr zu erkennen. Die aus der
Markovkette gezogenen Parameter werden als voneinander unabha¨ngig betrachtet. Ein
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Abbildung 5.5: Brooks–Gelman–Rubin Statistiken fu¨r (a) das Geschlecht: weiblich und
(b) das Alter
Thinning wird nicht durchgefu¨hrt.
Dies triﬀt fu¨r fast alle Parameter zu. Eine Ausnahme stellt der Parameter Sport: Nein
dar. Hier ist eine Autokorrelation zu erkennen. Die Mitglieder der Markovkette nicht
komplett unkorreliert und das Kredibilita¨tsintervall des Parameterscha¨tzers sollte vor-
sichtig interpretiert werden.
In Voranalysen hat sich eine
”
Burn in” Periode von 1000 Iterationen bewa¨hrt. Die-
se wird auch hier zugrunde gelegt und die Brooks–Gelman–Rubin Statistik nur fu¨r
die folgenden Iterationen berechnet. Die Teststatistik wird fu¨r die Scha¨tzer des Ge-
schlecht: weiblich und des Alters in Abbildung 5.5 dargestellt, die Teststatistiken fu¨r
weitere Scha¨tzer beﬁnden sich in Anhang E. In der Abbildung fa¨llt auf, dass sich schon
nach wenigen Iterationen die Varianz in den Ketten der Varianz zwischen den Ket-
ten anna¨hert. Das daraus resultierende Verha¨ltnis liegt nahe 1. Daher wird von einer
ausreichenden Abdeckung des Variablenbereiches durch die Markovkette ausgegangen.
Eine la¨ngere
”
Burn in” Periode ist nicht vonno¨ten.
5.2.2 A posteriori Scha¨tzer
Das erstellte Modell liefert die in Tabelle 5.2 dargestellten Scha¨tzer. Dabei werden der
a posteriori Scha¨tzer, die Standardabweichung (SD) sowie die obere und untere Grenze
des 95 % Kredibilita¨tsintervalles (KI) dargestellt.
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Variable : Auspra¨gung Scha¨tzer Expon. SD Untere Obere
Scha¨tzer Grenze Grenze
KI KI
Alter : Jahre 0,03912 1,03990 0,00240 0,03442 0,04382
Geschlecht : Weiblich -0,37140 0,68977 0,05810 -0,48528 -0,25752
Gewicht : kg -0,02217 0,97807 0,00184 -0,02578 -0,01856
Diabetes Mellitus : ja 0,23830 1,26909 0,05230 0,13579 0,34081
: unbekannt 3,50800 33,38144 0,11630 3,28005 3,73595
Karnofski Index : einheiten-
los
-0,02963 0,97080 0,00160 -0,03277 -0,02649
Inzidenz : ja -0,02501 0,97530 0,06020 -0,14300 0,09298
Nationalita¨t : nicht deutsch -0,02015 0,98005 0,10320 -0,22242 0,18212
Schulabschluss : Realschul-
abschluss
1,25100 3,49384 0,09020 1,07421 1,42779
: Abitur 1,08700 2,96536 0,06790 0,95392 1,22008
: Fachhochschulreife 2,10400 8,19890 0,11560 1,87742 2,33058
: Universita¨tsabschluss 2,07400 7,95659 0,11250 1,85350 2,29450
: kein Bildungsabschluss 1,28800 3,62553 0,12020 1,05241 1,52359
: Sonstiger Schulabschluss 1,69400 5,44120 0,11650 1,46566 1,92234
: Unbekannt 1,19700 3,31017 0,07210 1,05568 1,33832
Sport : nein 1,29200 3,64006 0,09390 1,10796 1,47604
: unbekannt 0,76660 2,15244 0,08330 0,60333 0,92987
Blutﬂuss : ml/min -0,00545 0,99457 0,00080 -0,00702 -0,00388
Dialysatﬂuss : Erho¨ht -0,49790 0,60781 0,06210 -0,61962 -0,37618
: Gering -0,44460 0,64108 0,07330 -0,58827 -0,30093
Herzfrequenz : 1/Minute 0,03466 1,03527 0,00320 0,02839 0,04093
Dialysedauer : h 0,13030 1,13917 0,05960 0,01348 0,24712
Kt/V sp : einheitenlos -0,11810 0,88861 0,10060 -0,31528 0,07908
Harnstoﬀreduktion : % -0,04215 0,95873 0,00420 -0,05038 -0,03392
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Variable : Auspra¨gung Scha¨tzer Expon. SD Untere Obere
Scha¨tzer Grenze Grenze
KI KI
Harnstoﬀ vor Dialyse : Fak-
tor 1
0,99230 2,69743 10,12000 -18,84290 20,82750
: Faktor 2 0,14270 1,15338 10,07000 -19,59450 19,87990
: Faktor 3 -0,44640 0,63993 8,96800 -18,02368 17,13088
: Faktor 4 -0,48750 0,61416 9,96700 -20,02282 19,04782
Harnstoﬀ nach Dialyse :
mg/dl
0,02542 1,02575 0,01200 0,00190 0,04894
Ha¨moglobin : g/dl -0,13860 0,87058 0,02500 -0,18760 -0,08960
Ferritin : μg/l -0,00001 0,99999 0,00010 -0,00020 0,00019
Transferrinsa¨ttigung : % -1,80600 0,16431 8,36300 -18,19748 14,58548
CRP : mg/l 0,01671 1,01685 0,00100 0,01475 0,01867
Phosphat : mmol/l 0,19220 1,21191 0,05280 0,08871 0,29569
Albumin : Faktor 1 -0,09576 0,90868 10,35000 -20,38176 20,19024
: Faktor 2 1,28700 3,62190 10,00000 -18,31300 20,88700
: Faktor 3 0,99540 2,70581 9,95800 -18,52228 20,51308
: Faktor 4 -1,63900 0,19417 10,09000 -21,41540 18,13740
Tabelle 5.2: Bayesianische a posteriori Scha¨tzer mit ex-
poniertem Scha¨tzer, Standardabweichung und Kredibi-
lita¨tsintervalle (KI) im ﬁnalen Modell
Fu¨r den Faktor Alter wird ein 4 prozentiger Anstieg pro Lebensjahr modelliert. Fu¨r
Frauen wird ein 31 prozentig verringertes Mortalita¨tsrisiko gescha¨tzt. Damit liegt man
in beiden Fa¨llen bezu¨glich des Mittelwertes in der Na¨he der a priori Verteilung, aber
nur beim Alter auch in der Na¨he des mit der Likelihood Methode gescha¨tzten Eﬀektes
(siehe Abbildung 5.6).
Beim Gewicht wird eine 2 prozentige Risikoverminderung pro kg Ko¨rpergewicht ge-
scha¨tzt. Dies erscheint ungewo¨hnlich, da in der Literatur bei hohen Gewichten oft von
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Abbildung 5.6: Graphische Darstellung der a priori (– –) a posteriori (—) und der
Likelihood Scha¨tzer (· · · ) fu¨r die Einﬂu¨sse (a) des Alters und (b) des Geschlechtes auf
das Risiko
einem ho¨heren Mortalita¨tsrisiko gesprochen wird (Romero-Corral et al., 2006). Fu¨r die
Dialyse konnte Beddhu et al. (2003) einen protektiven Eﬀekt belegen.
Der Bayes Scha¨tzer fu¨r Diabetes Mellitus: ja modelliert einen Risikoanstieg um ca.
27 %. Beim Diabetes Status: unbekannt wird ein starker Risikoanstieg modelliert. Der
Scha¨tzer fu¨r Diabetes Mellitus: ja entspricht den Erwartungen aus der Literatur (Ray-
ner et al., 2004; USRDS, 2007). Auch der Scha¨tzer fu¨r Inzident mit einer 2,5 prozentigen
Risikoverminderung und der Scha¨tzer fu¨r den Karnofski Index mit einer 3 prozentigen
Risikominimierung pro Punkt weisen keine Abweichungen zu den mit der Likelihood
Methode ermittelten Scha¨tzern auf.
Die Scha¨tzer zum Schulabschluss modellieren alle eine Risikoerho¨hungen im Vergleich
zum Schulabschluss: Hauptschulabschluss.
Fu¨r den Faktor Sport: nein ergibt der Bayesianische Scha¨tzer eine plausible Risi-
koerho¨hung im Vergleich zu Sport: ja. Fu¨r den Faktor Sport: unbekannt wird ebenfalls
ein Anstieg des Risikos gescha¨tzt.
Fu¨r einen um 1 ml/min ho¨heren Blutﬂuss ergibt sich eine leichte Absenkung des Ri-
sikos um etwa 0,5 %. Dies ist vergleichbar mit dem Scha¨tzer im Likelihood Modell.
Ebenfalls analog zum Likelihood Modell werden sowohl fu¨r den verringerten als auch
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den erho¨hten Dialysatﬂuss eine Risikominderungen gescha¨tzt.
Der Scha¨tzer der Herzfrequenz liegt im erwarteten Bereich. Hier wird pro Schlag pro
Minute eine 3,5 prozentige Risikoerho¨hung modelliert. Der Scha¨tzer der Dialysedauer
deutet u¨berraschenderweise auf einen Anstieg des Risikos hin. Wie schon in Abschnitt
5.1 dargelegt, ist dies allerdings auf die Eﬀekte des Kt/V sp und der Harnstoﬀreduktion
zuru¨ckzufu¨hren.
Fu¨r das Kt/V sp wird eine leichte, mit großen Unsicherheiten behaftete, Risikore-
duzierung modelliert. Fu¨r die Harnstoﬀreduktion wird eine Minimierung des Risikos
um 5 % pro Prozent Harnstoﬀreduktion gescha¨tzt.
Fu¨r den Harnstoﬀ vor Dialyse wird ein erho¨htes Risiko fu¨r ho¨here Werte modelliert,
siehe Abbildung 5.7 (a). Dies geschieht auch beim Harnstoﬀ nach Dialyse. Dies ist wie
schon in Abschnitt 5.1 diskutiert, vermutlich auf die Harnstoﬀreduktion zuru¨ckzufu¨hren.
Weiterhin werden fu¨r hohe Ha¨moglobin–, Ferritin– und die Transferrinsa¨ttigungswerte
verminderte Risiken gescha¨tzt. Bei der Transferrinsa¨ttigung ist diese Scha¨tzung jedoch
mit einer hohen Unsicherheit behaftet. Ho¨heres Phosphat und ho¨heres CRP fu¨hren zu
einer Risikoerho¨hung. Dahinter ko¨nnen die schlechtere Dia¨t bzw. ein oft durch Shunt-
probleme hervorgerufenens Entzu¨ndungsrisiko stehen.
Schließlich wird in Abbildung 5.7 (b) der Einﬂuss des Albumin betrachtet. Hier sind
vor allem niedrigere Albuminwerte mit hohem Risiko behaftet.
Insgesamt bietet eine gute Dialyse, dargestellt durch einen hohen Ha¨moglobinwert und
eine hohe Harnstoﬀreduktion, Mo¨glichkeiten das Mortalita¨tsrisiko zu vermindern. Auch
Patienten mit einem gut eingestellten Kreislaufsystem, hier gemessen am systolischen
Blutdruck vor Dialyse und der Herzfrequenz, weisen ein la¨ngeres U¨berleben auf. A¨hnlich
große Unterschiede ko¨nnen jedoch durch ein niedrigeres Alter und das weibliche Ge-
schlecht hervorgerufen werden.
Die Ha¨uﬁgkeit der Gro¨ße der gescha¨tzten Zentrumseﬀekte ist in Abbildung 5.8 dar-
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Abbildung 5.7: Graphische Darstellung der a posteriori Scha¨tzung fu¨r die Einﬂu¨sse (a)
des Harnstoﬀ vor Dialyse und (b) des Albumins auf das Risiko
gestellt. Dabei fa¨llt auf, dass die Bayesianisch gescha¨tzten Eﬀekte im Vergleich zu den
mit der Likelihood Methode gescha¨tzen Zentrumseﬀekten (siehe Abbildung 4.8) eine ge-
ringere Streuung besitzen. Bei der Bayesiansichen Scha¨tzung wird also ein nicht ganz
so ausgepra¨gter Zentrumseﬀekt modelliert. Dies kann daran liegen, dass die kleinen
Unterschiede in den gescha¨tzten Eﬀekten der Qualita¨ts– und Laborparameter mehr
beobachtete Varianz erkla¨ren. Insgesamt sind die zufa¨lligen Zentrumseﬀekte jedoch
schwer zu interpretieren. Weitere Untersuchungen, die die Zentrumseﬀekte mit zen-
trumsspeziﬁschen oder auch regionalen Merkmalen verbinden, ko¨nnten diesen Punkt
kla¨ren.
5.3 Vergleich der gescha¨tzten Parameter
Beim Vergleichen der Modelle fallen einige Gemeinsamkeiten und Unterschiede zwi-
schen den in Tabelle 5.1 dargestellten Scha¨tzern des Likelihood Modells und den in
Tabelle 5.2 dargestellten Scha¨tzern des Bayesianischen Modells auf. Insgesamt kann
man die Scha¨tzer in verschiedene Gruppen einteilen.
In die erste Gruppe fallen Scha¨tzer, deren Konﬁdenz– und Kredibilita¨tsintervalle sich
u¨berlappen. Diese Gruppe umfasst 27 von 38 Parameterscha¨tzern. Hier wird von kei-
nem Unterschied zwischen Likelihood– und Bayesianischer Scha¨tzung ausgegangen.
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Abbildung 5.8: Verteilung der mit der Bayes Methode gescha¨tzten Zentrumseﬀekte
Die zweite Gruppe umfasst Scha¨tzer, deren Konﬁdenz– und Kredibilita¨tsintervalle sich
nicht u¨berlappen. Bei einigen dieser Scha¨tzer entziehen sich die beobachteten Unter-
schiede der Interpretation. Bei Scha¨tzern fu¨r demographische Faktoren wie den Schul-
abschluss oder schwierig zu beschreibende Gruppen wie Diabetes Mellitus unbekannt
bzw. Sport: unbekannt kann der Unterschied lediglich festgehalten werden. Fu¨r eine
Interpretation oder Bewertung dieser Scha¨tzer sind genauere Charakterisierungen die-
ser Gruppen bezu¨glich ihrer dialyserelevanten Lebensweisen vonno¨ten.
Fu¨r den Scha¨tzer des Faktors Sport: nein und das Geschlecht werden ebenfalls Un-
terschiede beobachtet. Fu¨r den Faktor Sport: nein wird in der Likelihoodscha¨tzung
eine Risikoverminderung im Vergleich zu Sport: ja modelliert, bei der Bayesianischen
Scha¨tzung eine Risikoerho¨hung. Hier wird die Bayesianische Scha¨tzung als glaubwu¨rdi-
ger eingestuft, da Stack et al. (2005) ebenfalls eine Risikoverminderung fu¨r moderaten
Sport bei Dialysepatienten ﬁnden.
Fu¨r das Geschlecht scha¨tzt das Bayesianische Modell einer Risikoverminderung von
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32 % im Vergleich von nur 13 % im Likelihood Modell. Hier liegt der Scha¨tzer des
Bayesianischen Modelles nah an der a priori Verteilung wie sie aufgrund der Daten von
DOPPS (Rayner et al., 2004) und USRDS (USRDS, 2007) erstellt wurde. Daher wird
hier der Scha¨tzer des Bayes Modelles fu¨r plausibler erachtet.
Insgesamt liefert der MCMC Algorithmus eine a posteriori Verteilung, deren Para-
meterscha¨tzer nah an den Scha¨tzern der Likelihood Methode liegen. Nur in wenigen
Fa¨llen wie z.B. beim Geschlecht oder dem Schulabschluss kommt es zu Abweichungen
in den gescha¨tzten Parametern.
5.4 Mortalita¨tsvorhersage
Die Identiﬁzierung von Hochrisikopatienten an der Dialyse ist ein wichtiges Ziel der
Dialyseforschung. Kotanko et al. (2009) geht dabei von einem retrospektiven Ansatz
aus und untersucht, welche Vera¨nderungen vor dem Tod eintreten, um Hochrisiko-
patienten zu identiﬁzieren. Diese Arbeit geht den umgekehrten Ansatz und versucht
ausgehend vom aktuellen Zustand der Patienten, Faktoren zu identiﬁzieren, die zu ei-
nem la¨ngeren U¨berleben fu¨hren.
Mit Hilfe der in Abschnitt 5.2 gescha¨tzten Parameter wird nun versucht, das U¨berleben
der Patienten im Jahr 2006 vorherzusagen. Dazu wird die Anzahl vorhergesagter Ereig-
nisse mit den tatsa¨chlich beobachteten Ereignissen verglichen. Dazu liegen die Daten
von 2721 Patienten mit 154 Ereignissen aus dem bisher noch nicht betrachteten Jahr
2006 vor.
Aufgrund des kurzen Zeitraumes von nur einem Jahr liegen fu¨r die meisten Patienten
kleine Martingalresiduen vor. Dies entspricht einer geringen Eintrittswahrscheinlichkeit
des Ereignisses. Dennoch liegen die durchschnittlichen Martingalresiduen fu¨r die Pati-
enten, bei denen das Ereignis beobachtet wird um etwa 15 % u¨ber denen der Patienten,
bei denen kein Ereignis beobachtet wird. Eine Diskriminierung zwischen Verstorbenen
und U¨berlebenden ﬁndet also statt.
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Abbildung 5.9: Arjas Plot: Beobachtete und erwartete Todesfa¨lle fu¨r die Daten des
Jahres 2006
Auch die Zeitpunkte, an denen ein Ereignis auftritt werden ada¨quat vorhergesagt.
Der in Abbildung 5.9 dargestellt Arjas Plot zeigt eine gute U¨bereinstimmung zwischen
vorhergesagten und beobachteten Ereignissen. Das in Abschnitt 5.2 gescha¨tzte Modell
ist in der Lage die Patienten nach Risiko zu unterteilen und die Ereignisse im zeitlichen
Rahmen vorherzusagen.
5.5 Sequentielle Analyse
Das Bayes Modell bietet den Vorteil, dass weitere Daten sequentiell aufgenommen wer-
den ko¨nnen. Daher werden im letzten Abschnitt der Auswertung die Daten des Jahres
2006 in das Bayesianische Modell aufgenommen. Dazu wird das in Abschnitt 5.2 er-
stellte Modell verwendet. Fu¨r das Jahr 2006 stehen Daten von 2721 behandelten Pati-
enten zur Verfu¨gung. Der Einschluss neuer Daten fu¨hrt dazu, dass die Scha¨tzer genauer
bestimmt werden ko¨nnen. Prinzipiell bietet die sequentielle Analyse die Mo¨glichkeit,
vergangene Daten anders zu gewichten als aktuelle. Darauf wird hier allerdings ver-
zichtet. Weiterhin mu¨ssen fu¨r eine sequentielle Analyse vergangene Daten nicht noch
einmal ausgewertet werden, was bei einer Bayesianischen Scha¨tzung einen Zeitgewinn
ermo¨glicht.
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Die in Abschnitt 5.2.2 beschriebenen Scha¨tzer werden als a priori Verteilungen fu¨r
die Parameterscha¨tzer des neuen Modells verwendet. Fu¨r die Markovkette wurden die
gleichen Einstellungen bezu¨glich Anzahl der Ketten, der Burn in Periode verwendet
wie im Modell mit den vorherigen Daten (siehe Abschnitt 5.2).
Die in Tabelle 5.3 dargestellten Scha¨tzer fu¨r das Modell mit Folgedaten a¨hneln den
in Tabelle 5.2 dargestellten Scha¨tzern fu¨r das Modell ohne Folgedaten. In 36 Fa¨llen
liegt der Scha¨tzer in beiden Fa¨llen u¨ber oder unter der 0, d.h. der gescha¨tzte Eﬀekt
geht in beiden Modellen in die gleiche Richtung. Lediglich bei zwei Fa¨llen liegt einmal
u¨ber und einmal unterhalb der 0, d.h. der gescha¨tzte Eﬀekt geht in unterschiedliche
Richtungen. In beiden dieser Fa¨lle liegt die 0 innerhalb des Kredibilita¨tsintervalles.
Die a posteriori Scha¨tzer liegen nahe an den a priori Scha¨tzern, d.h. der a priori
Scha¨tzer hat einen dominierenden Einﬂuss auf den a posteriori Scha¨tzer. Da fu¨r den a
priori Scha¨tzer mehr als 6000 Beobachtungen u¨ber mehrere Jahre ausgewertet wurden
und fu¨r den a posteriori Scha¨tzer lediglich 2700 Beobachtungen u¨ber maximal ein Jahr,
entspricht dies den Wu¨nschen bei der Modellierung.
Variable : Auspra¨gung Scha¨tzer Expon. SD Untere Obere
Scha¨tzer Grenze Grenze
KI KI
Alter : Jahre 0,03955 1,04034 0,00240 0,03485 0,04425
Geschlecht : Weiblich -0,35480 0,70131 0,05280 -0,45829 -0,25131
Gewicht : kg -0,22960 0,79485 0,01690 -0,26272 -0,19648
Diabetes Mellitus : ja 0,26180 1,29927 0,05040 0,16302 0,36058
: unbekannt 3,42200 30,63062 0,09000 3,24560 3,59840
Karnofski Index : einheiten-
los
-0,02845 0,97195 0,00150 -0,03139 -0,02551
Inzidenz : ja -0,07534 0,92743 0,05640 -0,18588 0,03520
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Variable : Auspra¨gung Scha¨tzer Expon. SD Untere Obere
Scha¨tzer Grenze Grenze
KI KI
Nationalita¨t : nicht deutsch -0,00183 0,99817 0,09210 -0,18235 0,17868
Schulabschluss : Realschul-
abschluss
1,17700 3,24463 0,07950 1,02118 1,33282
: Abitur 1,07200 2,92122 0,06470 0,94519 1,19881
: Fachhochschulreife 2,01600 7,50823 0,10050 1,81902 2,21298
: Universita¨tsabschluss 2,00600 7,43352 0,10080 1,80843 2,20357
: kein Bildungsabschluss 1,25600 3,51135 0,09590 1,06804 1,44396
: Sonstiger Schulabschluss 1,50800 4,51769 0,09050 1,33062 1,68538
: Unbekannt 1,13500 3,11117 0,06670 1,00427 1,26573
Sport : nein 1,22200 3,39397 0,08900 1,04756 1,39644
: unbekannt 0,71240 2,03888 0,07740 0,56070 0,86410
Blutﬂuss : ml/min -0,00421 0,99580 0,00080 -0,00577 -0,00264
Dialysatﬂuss : Erho¨ht -0,43400 0,64791 0,06180 -0,55513 -0,31287
: Gering -0,45100 0,63699 0,06610 -0,58056 -0,32144
Herzfrequenz : 1/Minute 0,03363 1,03420 0,00350 0,02677 0,04049
Dialysedauer : h 0,12980 1,13860 0,05480 0,02239 0,23721
Kt/V sp : einheitenlos -0,03496 0,96564 0,09600 -0,22312 0,15320
Harnstoﬀreduktion : % -0,04013 0,96066 0,00400 -0,04797 -0,03229
Harnstoﬀ vor Dialyse : Fak-
tor 1
1,08000 2,94468 10,22000 -18,95120 21,11120
: Faktor 2 0,21340 1,23788 10,01000 -19,40620 19,83300
: Faktor 3 -1,05400 0,34854 8,82400 -18,34904 16,24104
: Faktor 4 5,76200 317,98366 1,40800 3,00232 8,52168
Harnstoﬀ nach Dialyse :
mg/dl
0,01392 1,01402 0,01160 -0,00882 0,03666
Ha¨moglobin : g/dl -0,13610 0,87276 0,02460 -0,18432 -0,08788
Ferritin : μg/l 0,00004 1,00004 0,00010 -0,00016 0,00024
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Variable : Auspra¨gung Scha¨tzer Expon. SD Untere Obere
Scha¨tzer Grenze Grenze
KI KI
Transferrinsa¨ttigung : % -6,65800 0,00128 5,98300 -18,38468 5,06868
CRP : mg/l 0,01572 1,01584 0,00100 0,01376 0,01768
Phosphat : mmol/l 0,20730 1,23035 0,05080 0,10773 0,30687
Albumin : Faktor 1 -0,49560 0,60921 9,91500 -19,92900 18,93780
: Faktor 2 1,17100 3,22522 9,92200 -18,27612 20,61812
: Faktor 3 1,08500 2,95944 10,02000 -18,55420 20,72420
: Faktor 4 -1,65000 0,19205 10,33000 -21,89680 18,59680
Tabelle 5.3: Bayesianische a posteriori Parameterscha¨tzer
mit exponiertem Scha¨tzer, Standardabweichung und Kre-
dibilita¨tsintervallen (KI) im Modell mit Daten aus dem
Jahr 2006
Weiterhin war es ein Ziel der Modellierung, eine geringere Varianz im Vergleich zum
Modell ohne die Daten von 2006 zu erhalten. In 32 Fa¨llen ist die a posteriori Varianz
geringer als die a priori Varianz, d.h. das Ziel wurde ha¨uﬁg erreicht.
Insgesamt erfu¨llt die sequentielle Analyse die Erwartungen. Die Scha¨tzer werden nur
leicht verschoben und die Varianzen der Scha¨tzer verringern sich, d.h. die Genauigkeit
nimmt zu.
Weiterhin ist zu beachten, dass die sequentielle Analyse a¨hnliche Ergebnisse liefert
wie die Bayesianische Analyse der kompletten Daten in einem Ein Schritt Verfahren.
Die Scha¨tzer aus Tabelle 5.3 unterscheiden sich nicht von den in Tabelle F.1 in Anhang
F dargestellten Werten. Dies entspricht den Erwartungen, da die sequentielle Analyse
mit den gleichen Informationen arbeitet wie das Ein Schritt Verfahren. Ein wichtiger
Unterschied ist jedoch, dass beim Ein Schritt Verfahren in nur 30 Fa¨llen die a poste-
riori Varianz kleiner ist als die Varianzen des Bayes Modells ohne die Daten von 2006.
Darauf wird in Abschnitt 5.7 genauer eingegangen.
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Als Alternative ha¨tte man als a priori Verteilung des zweiten Schrittes nicht die a
posteriori Verteilung des ersten Schrittes verwendet. Stattdessen ha¨tte man die a poste-
riori Verteilung des ersten Schrittes modiﬁzieren ko¨nnen, um entweder externe Studien
zu beru¨cksichtigen oder seiner Unsicherheit u¨ber die
”
alten” Daten im ersten Schritt
Ausdruck zu verleihen. Ein Veralten der Daten ist in diesem Zusammenhang nicht zu
erwarten und die Information vergleichbarer Studien ﬂoss in die a priori Verteilung des
ersten Schrittes ein. Daher wurde die a posteriori Verteilung des ersten Schrittes nicht
vera¨ndert.
5.6 Erweiterte Likelihoodanalyse
Zusa¨tzlich zur sequentiellen Analyse mit der Bayes Methode soll hier noch die Analyse
der Daten bis 2006 mit der Likelihood Methode untersucht werden. Dazu werden die
Daten bis 2005 mit den Daten von 2006 kombiniert und mit der Likelihood Methode
gescha¨tzt. Die so erhaltenen Scha¨tzer sind in Tabelle 5.4 dargestellt.
Dabei stellt man fest, dass sich die Scha¨tzer des Likelihood Modells mit den Daten
bis 2006 nicht wesentlich von den Scha¨tzern des Likelihood Modells mit den Daten
ohne 2006 – dargestellt in Tabelle 5.1 in Abschnitt 5.1 – unterscheiden. Lediglich fu¨r
den Dialysatﬂuss ergeben sich Abweichungen.
Weiterhin ist auﬀa¨llig, dass die in Tabelle 5.4 gescha¨tzten Parameter in 31 von 38
Fa¨llen eine kleinere gescha¨tzte Standardabweichung aufweisen als die in Tabelle 5.1
gescha¨tzten Parameter. Dies kann mit der erho¨hten Fallzahl im Modell mit den Daten
bis einschließlich 2006 erkla¨rt werden.
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Variable : Auspra¨gung Scha¨tzer Expon. SD Untere Obere
Scha¨tzer Grenze Grenze
KI KI
Alter : Jahre 0,03822 1,03896 0,00264 0,03304 0,04340
Geschlecht : Weiblich -0,14779 0,86261 0,02894 -0,20452 -0,09106
Gewicht : kg -0,02084 0,97937 0,00237 -0,02549 -0,01620
Diabetes Mellitus : ja 0,17608 1,19253 0,05299 0,07222 0,27993
: unbekannt 0,05839 1,06013 0,33191 -0,59215 0,70893
Karnofski Index : einheiten-
los
-0,02643 0,97392 0,00189 -0,03013 -0,02273
Inzidenz : ja -0,17335 0,84084 0,05988 -0,29071 -0,05599
Nationalita¨t : nicht deutsch -0,27891 0,75661 0,14194 -0,55712 -0,00070
Schulabschluss : Realschul-
abschluss
-0,07803 0,92494 0,12219 -0,31752 0,16146
: Abitur -0,20485 0,81477 0,10932 -0,41911 0,00941
: Fachhochschulreife -0,44538 0,64058 0,36085 -1,15265 0,26189
: Universita¨tsabschluss 0,12748 1,13597 0,22140 -0,30645 0,56142
: kein Bildungsabschluss -0,33663 0,71418 0,25993 -0,84609 0,17283
: Sonstiger Schulabschluss -0,39134 0,67615 0,24161 -0,86489 0,08221
: Unbekannt -0,03937 0,96140 0,10447 -0,24412 0,16538
Sport : nein -0,29520 0,74438 0,15007 -0,58933 -0,00107
: unbekannt -0,26482 0,76734 0,17786 -0,61343 0,08379
Blutﬂuss : ml/min -0,00254 0,99746 0,00083 -0,00416 -0,00092
Dialysatﬂuss : Erho¨ht 0,00682 1,00684 0,09002 -0,16961 0,18325
: Gering 0,49762 1,64480 0,08434 0,33231 0,66293
Herzfrequenz : 1/Minute 0,02846 1,02887 0,00318 0,02222 0,03470
Dialysedauer : h 0,08040 1,08372 0,07544 -0,06747 0,22826
Kt/V sp : einheitenlos -0,16318 0,84943 0,25157 -0,65627 0,32990
Harnstoﬀreduktion : % -0,07097 0,93149 0,01242 -0,09533 -0,04662
Harnstoﬀ vor Dialyse : Fak-
tor 1
31,47526 4,7 ·1013 13,64740 4,72635 58,22417
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Variable : Auspra¨gung Scha¨tzer Expon. SD Untere Obere
Scha¨tzer Grenze Grenze
KI KI
: Faktor 2 21,67069 2,5 ·109 3,99866 13,83331 29,50807
: Faktor 3 3,89488 49,14994 3,93957 -3,82669 11,61644
: Faktor 4 -3,85334 0,02121 3,72550 -11,15532 3,44863
Harnstoﬀ nach Dialyse :
mg/dl
-0,11390 0,89234 0,04575 -0,20357 -0,02424
Ha¨moglobin : g/dl -0,09091 0,91310 0,02654 -0,14292 -0,03889
Ferritin : μg/l 0,00009 1,00009 0,00007 -0,00005 0,00024
Transferrinsa¨ttigung : % -0,00499 0,99502 0,00241 -0,00972 -0,00026
CRP : mg/l 0,01294 1,01302 0,00112 0,01073 0,01514
Phosphat : mmol/l 0,32200 1,37988 0,05803 0,20826 0,43574
Albumin : Faktor 1 -33,86076 0,00000 5,45121 -44,54513 -23,17640
: Faktor 2 -31,75137 0,00000 25,42629 -81,58689 18,08415
: Faktor 3 0,31931 1,37618 40,90142 -79,84747 80,48609
: Faktor 4 -37,53418 0,00000 27,69646 -91,81924 16,75087
Tabelle 5.4: Likelihood Scha¨tzer mit exponiertem
Scha¨tzer, Standardabweichung und Konﬁdenzintervallen
im Modell mit Daten aus dem Jahr 2006
Vergleicht man die Scha¨tzer aus Tabelle 5.4 mit den Bayesianischen Scha¨tzern der se-
quentiellen Analyse aus Tabelle 5.3, so zeigen sich einige Unterschiede. Bei den meisten
Parametern umfassen die Konﬁdenzintervalle der Likelihood Scha¨tzer die a posterio-
ri Scha¨tzer oder die Kredibilita¨tsintervalle der a posteriori Scha¨tzer die Likelihood
Scha¨tzer. Dort wo dies nicht der Fall ist, sind die Unterschiede oft medizinisch nicht
relevant.
Wie schon in Abschnitt 5.3 beobachtet, ergeben sich bei den Schulabschlu¨ssen und
der Teilnahme am Sportprogramm unterschiedliche Scha¨tzer. Die dort getroﬀenen
U¨berlegungen bezu¨glich der Interpretation gelten auch hier. Die unterschiedlichen Scha¨t-
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Abbildung 5.10: Vergleich der Parameterscha¨tzer fu¨r den Diabetes Mellitus: Ja (a)
und die Harnstoﬀreduktion (b) mit den Konﬁdenz– bzw. Kredibilita¨tsintervallen mit
der Likelihood Methode und der Bayes Methode auf den Daten vor 2006 und der
Likelihood Methode und der Bayes Methode auf allen Daten (von rechts nach links)
zer des Faktors Dialysatﬂuss: Gering werden auf kleine Fallzahlen zuru¨ckgefu¨hrt.
Insgesamt liefert die Likelihood Scha¨tzung des Modells mit den Daten einschließlich
2006 die erwarteten Ergebnisse. Im Vergleich zur Likelihood
Scha¨tzung ohne die Daten von 2006 gleichen sich die Scha¨tzer oft und haben ha¨uﬁg
eine geringere Varianz. Beim Vergleich mit der sequentiellen Bayesianischen Analyse
werden ebenfalls einige Abweichungen in den Scha¨tzern gefunden.
Dies kann sehr gut in Abbildung 5.10 (a) abgelesen werden. Hier sind die Scha¨tzer
fu¨r den Diabetes Mellitus: Ja mit verschiedenen Methoden und mit den verschiedenen
Datengrundlagen dargestellt. Die Parameterscha¨tzer unterscheiden sich kaum und die
Kredibilita¨ts– bzw. Konﬁdenzintervalle u¨berlappen einander.
Unterschiede fallen bei der Harnstoﬀreduktion auf. Die mit der Likelihood Metho-
de ermittelten Parameterscha¨tzer – dargestellt an erster und dritter Position – deu-
ten einen sta¨rkeren protektiven Eﬀekt an, als die mit der Bayes Methode ermittelten
Parameterscha¨tzer – dargestellt an zweiter und vierter Position. Weiterhin sind die
Kredibilita¨tsintervalle der mit der Bayes Methode ermittelten Parameterscha¨tzer klei-
ner als die Konﬁdenzintervalle der mit der Likelihood Methode ermittelten Parame-
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terscha¨tzer. Dieser Unterschied wurde schon in Abschnitt 5.3 diskutiert und auf die
Unterschiede in der Scha¨tzung zuru¨ckgefu¨hrt. Bei der Bayes Methode wird neben den
Parameterscha¨tzern auch die Baselinehazard gescha¨tzt. Da diese bei der Likelihood
Methode nicht gescha¨tzt wird, kommt es zu gro¨ßeren Konﬁdenzintervallen.
Weiterhin ist zu beobachten, dass die auf den Daten vor 2006 ermittelten Parame-
terscha¨tzer – dargestellt an erster und zweiter Position in Abbildung 5.10 – leicht
gro¨ßere Kredibilita¨ts– bzw. Konﬁdenzintervalle besitzen als die auf allen Daten ermit-
telten Parameterscha¨tzer – dargestellt an dritter und vierter Position.
5.7 U¨bersicht der Modelleigenschaften
In diesem Abschnitt werden die Modelle gegenu¨bergestellt und verglichen. Dabei wird
die Form der Modelle beru¨cksichtigt, die gescha¨tzten Parameter verglichen und die
Modellgu¨te betrachtet. Die betrachteten Kriterien sind in Tabelle 5.5 dargestellt.
In Kapitel 4 wird der funktionale Zusammenhang der Parameter bestimmt und in allen
hier betrachteten Modellen angewandt. Daher kann gesagt werden, dass alle Modelle
eine a¨hnliche Komplexita¨t aufweisen. Unterschiede bestehen nur zwischen den mit der
Likelihood Methode und den mit der Bayes Methode gescha¨tzten Modellen. Bei den
mit der Bayes Methode gescha¨tzten Modellen wird die Baselinehazard mitbestimmt.
Dies wird als Vorteil der Bayes Methode gewertet.
In Kapitel 4 ist weiterhin eine Variablenselektion durchgefu¨hrt worden. Ziel der Va-
riablenselektion war es, die Variablen mit einem Einﬂuss auf die Mortalita¨t zu identi-
ﬁzieren und Variablen ohne Einﬂuss auf die Mortalita¨t zu eliminieren. Daher werden
die Variablen betrachtet, deren Konﬁdenzintervall nicht die 0 umfasst. Dies triﬀt fu¨r
20 Variablen in den Likelihood Modellen und 25 Variablen in den Bayes Modellen zu.
Die Bayes Modelle sind in diesem Kriterium den Likelihood Modellen u¨berlegen.
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Kriterium Likelihood Bayes Bayes Likelihood Bayes
ohne 2006 ohne 2006 2 Schritt mit 2006 1 Schritt
Baselinehazard
mitgescha¨tzt
Nein Ja Ja Nein Ja
Anzahl signiﬁkan-
ter Variablen
20 25 25 20 25
Anzahl unplausi-
bler Scha¨tzer
2 1 0 3 0
Devianz -11862 -19979 -23453 -13319 -23487
Devianz pro Pati-
ent
-0,517 -0,870 -0,913 -0,519 -0,915
Parameter mit ver-
ringerter Varianz
bezogen auf das
Modell ohne die
Daten von 2006
– – 32 31 30
Tabelle 5.5: Vergleichskriterien der betrachteten Modelle
Weiterhin ist festzustellen, dass die mit der Likelihoodmethode gescha¨tzten Modelle fu¨r
die Scha¨tzer Sport: Nein eine Risikoverminderung abbilden. Weiterhin modelliert die
Likelihoodmethode mit und das Bayes Modell ohne die Daten von 2006 einen Risiko-
anstieg fu¨r den Harnstoﬀ nach Dialyse. Beide Eﬀekte sind unerwartet und nicht durch
die Literatur zu belegen. Hier werden die mit der Bayes Methode gescha¨tzten Modelle
mit den Daten von 2006 als plausibler eingeordnet. Schließlich werden die Scha¨tzer fu¨r
das Geschlecht bei den mit der Likelihood Methode gescha¨tzten Modellen aufgrund der
Literatur als zu niedrig erachtet.
Die Modellgu¨te wird anhand der Devianz verglichen. Hierbei ist eine Devianz nahe
an 0 zu bevorzugen. Die Devianz ist bei den mit der Likelihood Methode gescha¨tzten
Modellen niedriger als bei den mit der Bayes Methode gescha¨tzten Modellen und bei
den Modellen ohne die Daten von 2006 niedriger als bei den Modellen mit den Daten
von 2006. Ein Unterschied zwischen dem Ein Schritt und dem Zwei Schritt Verfahren
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kann nicht festgestellt werden.
Der Unterschied zwischen den Modellen mit und ohne die Daten von 2006 liegt in der
Deﬁnition der Devianz. Diese misst den Abstand der vorhergesagten und beobachteten
Werte. Bei Modellen mit mehr Daten ist die Summe der Absta¨nde gro¨ßer. Betrachtet
man die Devianz pro im Modell untersuchten Patienten, so relativiert sich der Ab-
stand. Die mit der Likelihood Methode gescha¨tzten Modelle sind so nahezu a¨quivalent.
Bei den mit der Bayes Methode gescha¨tzten Modelle bleibt ein Unterschied bestehen.
Das Modell ohne die Daten von 2006 ist in Bezug auf die Devianz besser. Dies kann
z.B. daran liegen, dass die Daten vor 2006 bezu¨glich der Baselinehazard homogener
sind. Der Unterschied zwischen den Likelihood Modellen und den Bayes Modellen wird
auf die Tatsache zuru¨ckgefu¨hrt, dass die Bayes Modelle die Baselinehazard mitscha¨tzen.
Die Modelle mit den Daten von 2006 haben jedoch den Vorteil, dass sie kleinere
Varianzen aufweisen, d.h. die Scha¨tzer genauer sind. Dies triﬀt unabha¨ngig von der
Scha¨tzmethode fu¨r mindestens 30 der 38 Parameter zu. Die Likelihood Methode ver-
ringert die Varianz von 32 Parametern, das 2 Schritt Bayes Verfahren fu¨r 31 Parameter
und das 1 Schritt Bayes Verfahren fu¨r 30 Parameter.
Insgesamt sind die Bayes Modelle aufgrund der mitgescha¨tzten Baselinehazard, der
Anzahl signiﬁkanter Parameter und der Anzahl unplausibler Scha¨tzer zu bevorzugen.
Die Unterschiede in der Devianz liegen in der mitgescha¨tzten Baselinehazard und stellen
keine Einschra¨nkung dieser Wertung dar. Unter den Bayes Modellen sind sind die Mo-
delle mit den Daten von 2006 nahezu a¨quivalent. Das 2 Schritt Verfahren liefert jedoch
eine leicht bessere Devianz, so dass es in diesem Fall bevorzugt wird. Es wird jedoch
nicht angenommen, dass das 2 Schritt Verfahren dem 1 Schritt Verfahren grundsa¨tzlich
u¨berlegen ist. Eine solche Aussage muss mit weiteren Studien belegt werden.
Die Bayes Modelle mit den Daten von 2006 liefern ha¨uﬁg kleinere Varianzen fu¨r die
Parameterscha¨tzer als das Modell ohne die Daten von 2006. Damit sind sie dem Modell
ohne die Daten von 2006 u¨berlegen. Die erho¨hte Devianz wird auf homogenere Daten
des Modelles ohne die Daten von 2006 zuru¨ckgefu¨hrt. Wie Inhomogenita¨t in einem 2
Schritt Verfahren zu beru¨cksichtigen ist, sollte in weiteren Studien untersucht werden.
KAPITEL 5. MODELLSCHA¨TZUNG UND VERGLEICH 106
Insgesamt wird also das mit dem 2 Schritt Bayes Verfahren gescha¨tzte Modell als das
Modell mit der besten Anpassung betrachtet.
Kapitel 6
Zusammenfassung
In dieser Arbeit werden die Daten des QiN Programmes benutzt, um Behandlungspa-
rameter zu identiﬁzieren, die das U¨berleben von Dialysepatienten beeinﬂussen. Dazu
wird ein Cox Proportional Hazard Modell mit zeitvera¨nderlichen Einﬂussparametern,
nichtlinearen Einﬂu¨ssen und Zentrumsfrailtyeﬀekten erstellt.
In Abschnitt 4.1 werden die Voraussetzungen des Cox Proportional Hazard Modells
u¨berpru¨ft. Dabei wird festgestellt, dass die Annahme des proportionalen Risikos fu¨r
acht Einﬂussfaktoren nicht erfu¨llt ist. Diese sind der Diabetes Mellitus: Ja, der Schulab-
schluss: Realschulabschluss, der Familienstatus: Ledig, der Karnofski Index, das HDP,
der systolische Blutdruck vor Dialyse, das CRP und das Albumin. Fu¨r diese Variablen
wird in Abschnitt 4.2 u¨berpru¨ft, ob eine stu¨ckweise Variation des Risikos u¨ber die Zeit
oder eine zeitliche Aktualisierung der Werte eine Modellierung mit proportionalem Ri-
siko zula¨sst. Beide Ansa¨tze liefern zufriedenstellende Ergebnisse, doch die zusa¨tzliche
Aktualisierung u¨ber den Beobachtungszeitraum der Werte liefert insgesamt die besseren
Resultate. Beim Karnofski Index, dem HDP, dem systolischen Blutdruck vor Dialyse,
dem CRP und dem Albumin erlaubt eine wiederholte Messung im Beobachtungszeit-
raum eine verbesserte Risikoabscha¨tzung. Diese Vera¨nderung von Laborparametern vor
dem Tod ist ein typisches Pha¨nomen (Kotanko et al., 2009). Vera¨nderungen beim Dia-
betes Mellitus, dem Familienstatus und dem erreichten Schulabschluss werden nicht
erwartet. Hier ist die zeitvera¨nderliche Modellierung eher auf Eﬀekte im Verlauf der
Erkrankung zuru¨ckzufu¨hren.
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Die Annahme des proportionalen Risikos ist fu¨r demographische Faktoren, Laborpara-
meter und Komorbidita¨ten verletzt. Es kann daher keine Verallgemeinerung getroﬀen
werden, welche Variablen von nichtproportionalen Risiken betroﬀen sind oder nicht.
Fu¨r die weitere Untersuchung der Mortalita¨t ist es wichtig festzuhalten, dass die An-
nahmen des Cox Proportional Hazard Modells oft nur in grober Na¨herung erfu¨llt sind.
Auch andere Arbeiten (Kalantar-Zadeh et al., 2006) zeigen die Bedeutung nichtstetiger
Mortalita¨tsrisiken in der Dialyse. Insgesamt wird diesem Thema jedoch oft zu wenig
Beachtung geschenkt.
Eine weitere Annahme des Cox Proportional Hazard Modells ist die des stetigen Eﬀek-
tes u¨ber den Bereich der Einﬂussvariablen. Im Standardmodell wird davon ausgegan-
gen, dass der Einﬂuss eines Parameters konstant u¨ber seinen Wertebereich zu– oder
abnimmt. Davon ist jedoch nicht immer auszugehen. Daher werden die gescha¨tzten li-
nearen Einﬂu¨sse mit gescha¨tzten Polynomen, fraktionalen Polynomen und mit Splines
verglichen.
Insgesamt werden bei fu¨nf Einﬂussparametern Abweichungen vom linearen Zusam-
menhang festgestellt. Diese sind der systolische Blutdruck vor Dialyse, Pulsdruck vor
Dialyse, Harnstoﬀ vor Dialyse, HDP und das Albumin.
Beim systolischen Blutdruck vor Dialyse und dem Pulsdruck vor Dialyse werden
”
U”–
fo¨rmige Zusammenha¨nge modelliert, d.h. ein verringertes Mortalita¨tsrisiko fu¨r Werte
in der Mitte des vom Parameter abgedeckten Wertebereiches und ein erho¨htes Morta-
lita¨tsrisiko fu¨r Werte am Rand des Wertebereiches. Diese werden als fraktionale Poly-
nome modelliert. Fu¨r den Harnstoﬀ vor Dialyse, das HDP und das Albumin werden
Zusammenha¨nge modelliert, bei denen das Mortalita¨tsrisiko mal sta¨rker oder schwa¨cher
ansteigt oder abfa¨llt. Diese werden durch Polynome 4. Grades modelliert.
Im Rahmen dieser Arbeit bieten fraktionale Polynome und Polynome einen guten Rah-
men, um Nichtlinearita¨t zu beschreiben. Den Vorteil fraktionaler Polynome besta¨tigen
auch die Arbeiten von Royston et al. (1999) und Sauerbrei et al. (1999). Die fraktio-
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nalen Polynome ko¨nnen vielfa¨ltige Formen annehmen und bieten mit der Auswahl von
Funktionen wie z.B. 1/x auch am Rand des Wertebereiches glaubwu¨rdige Aussagen.
Gegenu¨ber den ebenfalls hier benutzten Splines haben sie den Vorteil, einfache funk-
tionale Zusammenha¨nge zu beschreiben. Die Polynome liefern vor allem aufgrund ihrer
großen Flexibilita¨t bei 4 Parametern eine gute Modellanpassung.
Weiterhin ﬂießen die Zentren als zufa¨llige Eﬀekte in das Modell ein. Hierbei werden die
Log–Normal–, die Gamma– und die Log–t–Verteilung als mo¨gliche Verteilungen des
zufa¨lligen Eﬀektes untersucht. Die mit Hilfe der Log–t–Verteilung gescha¨tzten Zen-
trumseﬀekte streuen sta¨rker um die 1 als die mit Hilfe der Log–Normal– oder Gamma-
verteilung gescha¨tzten Zentrumseﬀekte. Die sta¨rkere Streuung fu¨hrt zu einer besseren
Modellgu¨te. Daher wird die Log–t–Verteilung bevorzugt. Insgesamt bleibt festzuhalten,
dass es weiterhin unbeobachtete Faktoren gibt, die zusa¨tzliche Varianz erkla¨ren.
Bei einer Variablenselektion werden die Einﬂussparameter Familienstatus, Epodosis,
HDP, Shunttyp, Raucherstatus, Kalzium, Kalziumphosphat, Pulsdruck vor Dialyse,
systolischer Blutdruck vor Dialyse, PtH intakt und Dialysefrequenz eliminiert.
Im Modell verbleiben dennoch Einﬂussfaktoren aus vielen Bereichen. Sowohl der de-
mographische Hintergrund eines Patienten, als auch patientenimmanente Faktoren
wie Alter und Geschlecht spielen eine wichtige Rolle. Bei den behandlungsrelevan-
ten Faktoren wird eine ganze Reihe von wichtigen Punkten bei der Dialysebehandlung
hervorgehoben. Insgesamt ist die Dialyseleistung, die Erna¨hrung, der Blutdruck, das
Entzu¨ndungsbild und das Blutbild von Bedeutung.
Bei der Dialyseleistung wird unterstrichen, dass vor allem eine gute Harnstoﬀredukti-
on von großer Bedeutung ist. Eine bessere Beschreibung der Dialyseleistung durch das
HDP, wie von Scribner und Oreopoulos (2002) postuliert, kann nicht festgestellt wer-
den. Wichtig ist auch, dass Blut– und Dialysatﬂuss Mo¨glichkeiten bieten, das U¨berleben
zu verbessern. Durch einen ho¨heren Blutﬂuss und einen patientengesteuerten Dialysat-
ﬂuss la¨sst sich das Mortalita¨tsrisiko stark vermindern. An dieser Stelle muss allerdings
beachtet werden, dass diese Aussage nur fu¨r die in dieser Studie beobachteten Blut-
ﬂu¨sse bis etwa 350 ml/min gilt.
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Bei der Erna¨hrung ist vor allem das Phosphat als wichtiger Bestandteil von Adenosin-
triphosphat geeignet die Mortalita¨t zu modellieren. Faktoren wie das Kalzium oder das
Parathormon liefern hier keine zusa¨tzliche Erkla¨rung. Die Herzfrequenz beschreibt die
kardiovaskula¨ren Risiken ausreichend. Hierbei ist eine zu hohe Frequenz zu vermeiden.
Der Blutdruck und der Pulsdruck liefern keine zusa¨tzliche Erkla¨rung.
Beim Entzu¨ndungs– und Blutbild ist vor allem ein niedriges CRP und ein hohes
Ha¨moglobin ein Indikator fu¨r gutes U¨berleben. Das niedrige CRP kann vor allem durch
Vermeidung von Entzu¨ndungen erreicht werden. Ein gutes Ha¨moglobin kann z.B. durch
die Erythropoetingabe gesteuert werden.
Insgesamt fa¨llt auf, dass das U¨berleben an Dialyse von vielen unterschiedlichen Fak-
toren abha¨ngt. Diese beschreiben verschiedene Risiken, die das Ereignis Tod eintreten
lassen. Dennoch scheint es ausreichend, jedes dieser Risiken mit wenigen Einﬂu¨ssen
zu beschreiben. Eine erweiterte Palette an Einﬂu¨ssen liefert in dieser Arbeit keine
zusa¨tzliche Erkla¨rung fu¨r die Mortalita¨t.
Wie in Abschnitt 5.4 dargestellt, liefert das hier gescha¨tzte Modell eine Mo¨glichkeit, die
Mortalita¨t von Dialysepatienten zu beschreiben. Auch allgemeine Behandlungsrichtli-
nien ko¨nnen direkt aus den hier gescha¨tzten Parametern abgeleitet werden.
Beim Vergleich der Likelihood– und Bayesianischen Scha¨tzung fa¨llt die große A¨hn-
lichkeit der gescha¨tzten Parameter auf. Auch die gewa¨hlte a priori Information beein-
ﬂusst die gescha¨tzten Werte nur gering. Lediglich die Varianzen der Bayesianischen
Scha¨tzer liegen unterhalb der gescha¨tzten Varianzen der Likelihoodscha¨tzer. Dies wird
darauf zuru¨ckgefu¨hrt, dass im Bayesianischen Modell neben den Scha¨tzern auch die
Baselinehazardfunktion speziﬁziert wird. Dies ist bei der Scha¨tzung mit der partiellen
Likelihood nicht der Fall.
Die in Abschnitt 5.5 durchgefu¨hrte sequentielle Bayesianische Analyse mit den Da-
ten aus dem Jahr 2006 und die nichtsequentielle Bayesianische Analyse fu¨hrt zu einer
Verbesserung der Ergebnisse vor allem in Hinsicht auf kleinere Varianzen. Die in Ab-
KAPITEL 6. ZUSAMMENFASSUNG 111
schnitt 5.6 durchgefu¨hrte Likelihood Analyse aller Daten lieferte a¨hnliche Ergebnisse.
In Abschnitt 5.7 wurden die Modelle gegenu¨bergestellt. Die Bayesianischen Modelle
werden den Likelihood Modellen aufgrund der Anzahl signiﬁkanter Variablen und der
Anzahl unplausibler Scha¨tzer vorgezogen. Unter den Bayesianischen Modellen wird die
sequentielle Analyse mit den Daten von 2006 bevorzugt. Dies wird mit den verringerten
Varianzen und der leicht besseren Devianz begru¨ndet.
Kapitel 7
Diskussion und Ausblick
In dieser Arbeit konnten Behandlungsparameter identiﬁziert werden, die das U¨berleben
an der Dialyse beeinﬂussen. Dabei wurde festgestellt, dass das Ha¨moglobin, als ein vom
G–BA in der Qualita¨tssicherungsrichtlinie identiﬁzierter Qualita¨tsparameter (Gemein-
samer Bundesausschuss, 2005), einen Einﬂuss auf die Mortalita¨t hat. Auch einige der
vom G–BA bestimmten und vom Berichtersteller erhobenen Variablen wie das Phos-
phat, das Albumin, die wo¨chentliche Erythropoetin Dosis und der systolische Blutdruck
vor Dialyse haben einen Einﬂuss auf die Mortalita¨t. Bei der anstehenden Aktualisierung
der Qualita¨tssicherungsrichtlinie sollten diese Parameter besondere Beachtung ﬁnden.
Auch die hier getroﬀene Feststellung, dass der Einﬂuss der erbrachten Dialyseleistung
auf die Mortalita¨t von wenigen Variablen ada¨quat beschrieben werden kann, ist fu¨r die
Qualita¨tssicherungsrichtlinie von Bedeutung.
Genauso wie die Qualita¨tssicherungsrichtlinie erweitert werden kann, sollte auch der
Rahmen des QiN Programmes erweitert werden. Dabei mu¨sste sowohl auf Patientene-
bene als auch auf Zentrumsebene angesetzt werden.
Auf Patientenebene wird weiter nach Mo¨glichkeiten gesucht, die Mortalita¨t direkter
mit verschiedenen Behandlungsansa¨tzen zu verbinden. Ein Schwerpunkt zuku¨nftiger
Arbeiten liegt hierbei sicherlich auf weiteren bisher nicht beru¨cksichtigten Medika-
mentengaben, die in Zukunft im QiN Programm besser dokumentiert werden ko¨nnen.
Damit ist es mo¨glich neben dem Erythropoetin auch Eisengaben zu analysieren, die
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z.B. von Kalantar-Zadeh et al. (2005b) oder auch Feldman et al. (2004) als wichti-
ge Einﬂu¨sse identiﬁziert wurden. Einen weiteren interessanten Ansatz liefern Kotanko
et al. (2009). Hier werden die Monate vor dem Tod des Patienten untersucht. Da-
bei wird nachgewiesen, dass einige Parameter, wie z.B. Albumin, kurz vor dem Tod
stark abfallen. Diesen Trend ko¨nnte man bei der Modellierung der Laborparameter
beru¨cksichtigen und in die Mortalita¨tsanalyse mit einbeziehen.
Weiterhin hat die Analyse der Zentrumseﬀekte gezeigt, dass auf Zentrumsebene noch
unbeobachtete Eﬀekte vorliegen. Von Interesse wa¨re es hier zu bestimmen, ob der Per-
sonalschlu¨ssel oder spezielle Schulungsmaßnahmen im Zentrum die Mortalita¨t beein-
ﬂussen. Auch eine Einbeziehung der geographischen Lage im Rahmen einer ra¨umlichen
Analyse bietet sich an. In eine solche Analyse ko¨nnen auch Daten aus anderen Re-
gistern oder amtlichen Statistiken einbezogen werden. Li und Ryan (2002) zeigen, wie
ra¨umliche Daten in eine U¨berlebenszeitanalyse eingebunden werden. Best et al. (2000)
erla¨utern Wege, mit denen Daten in unterschiedlicher Auﬂo¨sung in ein solches Modell
einﬂießen ko¨nnen.
Außerdem ko¨nnen die Ereignisse nach Todesart oder zumindest nach kardiovaskula¨ren
und nicht kardiovaskula¨ren Gru¨nden fu¨r den Tod untersucht werden. Allgemeine Un-
tersuchungen zum kardiovaskula¨ren Risiko im Vergleich zur allgemeinen Mortalita¨t
sind weit verbreitet und unter anderem von Herzog et al. (1998), Yeun et al. (2000)
und Regidor et al. (2006) angegangen worden. Eine Modellierung mit konkurrierenden
Ereignissen wa¨re geeignet, kardiovaskula¨re und andere Ereignisse gemeinsam zu unter-
suchen. Im Moment liegen die dazu beno¨tigten Todesursachen allerdings noch nicht im
QiN Programm vor.
Außerdem sollte die in Abschnitt 5.5 begonnene sequentielle Analyse mit weiteren
Daten fortgesetzt werden. Die dazu beno¨tigten Daten sollten im Laufe des folgenden
Jahres bereitgestellt werden. Dieser Schritt kann fu¨r zuku¨nftige Auswertungen stan-
dardisiert werden, da das QiN Programm stetig neue Daten liefert. In Abschnitt 5.7
wurden eine mangelnde Homogenita¨t der verschiedenen Datensa¨tze angesprochen. Da-
her ist es interessant zu analysieren, ob diesem Einﬂuss begegnet werden kann, wenn
statt der a posteriori Verteilung des ersten Schrittes eine modiﬁzierte Verteilung als a
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priori Verteilung eines zweiten Schrittes verwendet wird.
Schließlich ist zu beachten, dass die hier gewonnenen Erkenntnisse auf den beobach-
teten Daten aus den Patientenakten beruhen. Es ist nicht auszuschließen, dass wis-
sentlich oder unwissentlich bestimmte Behandlungsmethoden bei besonders gesunden
oder besonders kranken Patienten angewendet werden. Ein typisches Beispiel in die-
sem Zusammenhang ist die Erythropoetingabe. Diese wird vor allem bei Patienten mit
einem niedrigen Ha¨moglobinwert, also besonders kranken Patienten angewendet. Eine
hohe Erythropoetingabe ist daher mit einer hohen Mortalita¨t assoziiert, ohne diese zu
verursachen. Es ist daher angebracht, die abgeleiteten Behandlungsrichtlinien in einer
kontrollierten Anwendungsstudie zu u¨berpru¨fen.
Bei der Modellgestaltung ließe sich ebenfalls untersuchen, in wie weit sich zeitver-
a¨nderliche Koeﬃzienten statt mit schrittweisen Funktionen besser mit Splines oder
fraktionalen Polynomen darstellen lassen, wie es unter anderem Sauerbrei et al. (2007)
anregen.
Weiterhin kann im Fall der Likelihood Scha¨tzung eine Modellierung mit Baselineha-
zard angegangen werden. Damit ließe sich der Vergleich zwischen Bayesianischer und
Likelihoodscha¨tzung erleichtern. Hierzu bietet der von Wienke et al. (2005) vorgestellte
Ansatz eine Mo¨glichkeit. Die dazu beno¨tigte funktionelle Annahme der Baselinehazard
muss allerdings noch auf Richtigkeit gepru¨ft werden.
Insgesamt ist es gelungen vielgestaltige Einﬂu¨sse auf die Mortalita¨t unter Dialyse in
einem Cox Modell zu analysieren. Dabei konnte gezeigt werden, dass Bayesianische
Methoden plausible Parameter Scha¨tzer liefern. Das sequentielle Verfahren hat sich an
diesem Datensatz bewa¨hrt.
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Anhang A
Tabellarische U¨bersicht der
Variablen
Variable Einheit / Auspra¨gung
Alter Jahre
Inzidenz Ja / Nein
Geschlecht Ma¨nnlich / Weiblich
Diabetes Mellitus Ja / Nein / Unbekannt
Nationalita¨t Deutsch / Nicht Deutsch
Schulabschluss Hauptschulabschluss
Realschulabschluss
Abitur / Fachhochschulreife
Universita¨tsabschluss
kein Bildungsabschluss
sonstiger Schulabschluss
Schulabschluss unbekannt
Raucher Ja / Nein / Unbekannt
Karnofski Index einheitenlos
Familienstatus verheiratet / Ledig / ge-
schieden
verwitwet / getrennt lebend
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Variable Einheit / Auspra¨gung
unbekannt
Sport Ja / Nein / Unbekannt
Dialysedauer h
systolisch Blutdruck vor
Dialyse
mmHg
Puls vor mmHg
Herzfrequenz 1/min
Blutﬂuss ml/min
Dialysatﬂuss Standard / Erho¨ht / Ge-
ring
Gewicht kg
HDP h / Woche2
Dialysefrequenz 1 / Woche
Kt/V sp einheitenlos
Harnstoﬀ vor mg/dl
Harnstoﬀ nach mg/dl
Harnstoﬀreduktion %
Ha¨moglobin g/dl
Phosphat mmol/l
Kalzium mmol/l
Kalziumphosphat mmol2/l2
CRP mg/l
Ferritin μ g/l
Transferrinsa¨ttigung %
PtH intakt pg/ml
Epodosis I.E.
Albumin g/l
Shunttyp AVF / AVG / ZVK
Fortsetzung auf na¨chster Seite
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Fortsetzung von vorheriger Seite
Variable Einheit / Auspra¨gung
Tabelle A.1: Beobachtete Variable und Einheiten oder
Auspra¨gungen, mit Auspra¨gungen die als Baseline fest-
gelegt werden fett hervorgehoben
Anhang B
Formeln und Deﬁnitionen
Kt/V sp = −log((HstnD/HstvD)− (0.008 ∗ t))
+(4− (3.5× (HstnD/HstvD)))× (GewvD −GewnD)/GewnD (B.1)
mit HstnD bzw. HstvD als den Harstoﬀwerten nach bzw. vor der Dialyse im Blut in
mmol/l. GewvD bzw. GewnD als das Gewicht des Patienten vor bzw. nach der Dialyse
in kg und t als der Dauer der Dialysesitzung in Minuten.
Deﬁnition B.1
Ein stochastischer Prozess ist eine Familie von Zufallsvariablen Ψ = {Ψ(t) : t ∈
Γ} u¨ber einem Raum Γ; beide deﬁniert auf dem gleichen Wahrscheinlichkeitsraum
(Ω,F, P ). Dabei ist Γ meist die Zeit, also [0,∞) in dieser Arbeit.
Deﬁnition B.2
Sei {Ft : t ≥ 0} eine aufsteigende Familie von sub–σ–Algebren u¨ber der σ–Algebra F:
es gilt also: ∀s < t gilt: Fs ⊂ Ft. Dann ist Ft eine Filtration.
Deﬁnition B.3
Ein Za¨hlprozess ist ein stochastischer Prozess {N(t) : t ≥ 0} auf einer Filtration {Ft : t ≥ 0}
mit N(0) = 0 und N(∞) < ∞ f.s. . Mit Wahrscheinlichkeit eins ist N(t) rechtsstetig,
stu¨ckweise konstant und hat nur Spru¨nge von der Ho¨he +1.
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Anhang C
Graphiken zu nichtlinearen
Einﬂu¨ssen
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Abbildung C.1: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r das Alter (a)
Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom (log(x)) und den Karnofski
Index (d) Polynom 4. Grades, (e) Spline und (f) fraktionales Polynom (x2)
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Abbildung C.2: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r die Dialysedau-
er (a) Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom (x) und die Herzfrequenz
(d) Polynom 4. Grades, (e) Spline und (f) fraktionales Polynom (x)
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Abbildung C.3: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r den Pulsdruck
vor Dialyse (a) Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom (1/x1/
√
x)
und das Gewicht (d) Polynom 4. Grades, (e) Spline und (f) fraktionales Polynom (1/x)
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Abbildung C.4: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r den Blutﬂuss
(a) Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom (1/x2log(1/x2)) und das
CRP (d) Polynom 4. Grades, (e) Spline und (f) fraktionales Polynom (1/x2
√
x)
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Abbildung C.5: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r das
Ha¨modialyseprodukt (a) Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom
(1/x2x) und das Kt/V sp (d) Polynom 4. Grades, (e) Spline und (f) fraktionales Poly-
nom (1/x2log(1/x2))
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Abbildung C.6: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r das
Ha¨moglobin (a) Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom (1/x2) und
den Harnstoﬀ vor Dialyse (d) Polynom 4. Grades, (e) Spline und (f) fraktionales Poly-
nom (x3log(x3))
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Abbildung C.7: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r den Harnstoﬀ
nach Dialyse (a) Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom (x2log(x2))
und die Harnstoﬀreduktion (d) Polynom 4. Grades, (e) Spline und (f) fraktionales
Polynom (x3log(x3))
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Abbildung C.8: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r das Phosphat
(a) Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom (x) und das Kalzium (d)
Polynom 4. Grades, (e) Spline und (f) fraktionales Polynom (x)
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Abbildung C.9: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r das Kalzi-
umphosphat (a) Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom (x) und die
Dialysefrequenz (d) Polynom 4. Grades, (e) Spline und (f) fraktionales Polynom (1/x2)
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Abbildung C.10: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r das Ferritin
(a) Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom (x) und die Transfer-
rinsa¨ttigung (d) Polynom 4. Grades, (e) Spline und (f) fraktionales Polynom (1/
√
x)
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Abbildung C.11: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r das PtH in-
takt (a) Polynom 4. Grades, (b) Spline, (c) fraktionales Polynom (x) und die Epodosis
(d) Polynom 4. Grades, (e) Spline und (f) fraktionales Polynom (x)
ANHANG C. GRAPHIKEN ZU NICHTLINEAREN EINFLU¨SSEN 144
20 25 30 35 40 45 50
−1
0
1
2
3
Albumin in g/dl
R
is
ik
o
20 25 30 35 40 45 50
−1
0
1
2
3
Albumin in g/dl
R
is
ik
o
(a) (b)
20 25 30 35 40 45 50
−1
0
1
2
3
Albumin in g/dl
R
is
ik
o
(c)
Abbildung C.12: Graphische Darstellung der nichtlinearen Scha¨tzung fu¨r das Albumin
(a) Polynom 4. Grades, (b) Spline und (c) fraktionales Polynom (log(x)log(x)2)
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Abbildung D.1: Autokorrelation fu¨r Schulabschluss: Realschulabschluss (a) Kette 1, (b)
Kette 2 , Abitur (c) Kette 1, (d) Kette 2 und Fachhochschulreife (e) Kette 1, (f) Kette
2
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Abbildung D.2: Autokorrelation fu¨r Universita¨tsabschluss (a) Kette 1, (b) Kette 2, kein
Bildungsabschluss (c) Kette 1, (d) Kette 2 und Sonstiger Schulabschluss (e) Kette 1,
(f) Kette 2
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Abbildung D.3: Autokorrelation fu¨r Schulabschluss unbekannt (a) Kette 1, (b) Kette
2, Dialysatﬂuss
”
Erho¨ht” (c) Kette 1, (d) Kette 2 und Dialysatﬂuss
”
Gering” (e) Kette
1, (f) Kette 2
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Abbildung D.4: Autokorrelation fu¨r CRP (a) Kette 1, (b) Kette 2, Diabetes Mellitus
(c) Kette 1, (d) Kette 2 und Diabetes Mellitus
”
Unbekannt” (e) Kette 1, (f) Kette 2
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Abbildung D.5: Autokorrelation fu¨r Geschlecht (a) Kette 1, (b) Kette 2, Gewicht (c)
Kette 1, (d) Kette 2 und Dialysedauer (e) Kette 1, (f) Kette 2
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Abbildung D.6: Autokorrelation fu¨r Ha¨moglobin (a) Kette 1, (b) Kette 2, Herzfrequenz
(c) Kette 1, (d) Kette 2 und Harnstoﬀreduktion (e) Kette 1, (f) Kette 2
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Abbildung D.7: Autokorrelation fu¨r Inzident (a) Kette 1, (b) Kette 2, Karnofski Index
(c) Kette 1, (d) Kette 2 und Blutﬂuss (e) Kette 1, (f) Kette 2
ANHANG D. GRAPHIKEN ZUR AUTOKORRELATION 153
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
(a) (b)
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
(c) (d)
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
(e) (f)
Abbildung D.8: Autokorrelation fu¨r Phosphat (a) Kette 1, (b) Kette 2, Nationalita¨t:
Nicht Deutsch (c) Kette 1, (d) Kette 2 und Ferritin (e) Kette 1, (f) Kette 2
ANHANG D. GRAPHIKEN ZUR AUTOKORRELATION 154
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
(a) (b)
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
(c) (d)
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
0 5 10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
lag
Au
to
ko
rr
el
at
io
n
(e) (f)
Abbildung D.9: Autokorrelation fu¨r Sport
”
Nein” (a) Kette 1, (b) Kette 2, Sport
”
Un-
bekannt” (c) Kette 1, (d) Kette 2 und die Transferrinsa¨ttigung (e) Kette 1, (f) Kette
2
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Abbildung D.10: Autokorrelation fu¨r Albumin Faktor 1 (a) Kette 1, (b) Kette 2, Al-
bumin Faktor 2 (c) Kette 1, (d) Kette 2 und Albumin Faktor 3 (e) Kette 1, (f) Kette
2
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Abbildung D.11: Autokorrelation fu¨r Albumin Faktor 4 (a) Kette 1, (b) Kette 2, Harn-
stoﬀ vor Dialyse Faktor 1 (c) Kette 1, (d) Kette 2 und Harnstoﬀ vor Dialyse Faktor 2
(e) Kette 1, (f) Kette 2
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Abbildung D.12: Autokorrelation fu¨r Harnstoﬀ vor Dialyse Faktor 3 (a) Kette 1, (b)
Kette 2, Harnstoﬀ vor Dialyse Faktor 4 (c) Kette 1, (d) Kette 2 und Harnstoﬀ nach
Dialyse (e) Kette 1, (f) Kette 2
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Abbildung D.13: Autokorrelation fu¨r Kt/V sp (a) Kette 1, (b) Kette 2
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Abbildung E.1: Brooks–Gelman–Rubin Graphiken fu¨r (a) Schulabschluss: Realschul-
abschluss, (b) Abitur, (c) Fachhochschulreife, (d) Universita¨tsabschluss (e) kein Bil-
dungsabschluss und (f) Sonstiger Schulabschluss
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Abbildung E.2: Brooks–Gelman–Rubin Graphiken fu¨r (a) Schulabschluss: Unbekannt,
(b) Blutﬂuss, (c) CRP, (d) Dialysatﬂuss: Erho¨ht (e) Dialysatﬂuss: Gering und (f) Ge-
wicht
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Abbildung E.3: Brooks–Gelman–Rubin Graphiken fu¨r (a) Diabetes Mellitus: Ja, (b)
Diabetes Mellitus: Unbekannt, (c) Albumin Faktor 1, (d) Albumin Faktor 2 (e) Albumin
Faktor 3 und (f) Albumin Faktor 4
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Abbildung E.4: Brooks–Gelman–Rubin Graphiken fu¨r (a) Ha¨moglobin, (b) Herzfre-
quenz, (c) Harnstoﬀreduktion, (d) Harnstoﬀ vor Dialyse Faktor 1 (e) Harnstoﬀ vor
Dialyse Faktor 2 und (f) Harnstoﬀ vor Dialyse Faktor 3
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Abbildung E.5: Brooks–Gelman–Rubin Graphiken fu¨r (a) Harnstoﬀ vor Dialyse Faktor
4, (b) Harnstoﬀ nach Dialyse, (c) Inzidenz, (d) Karnofski Index (e) Phosphat und (f)
Transferrinsa¨ttigung
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Abbildung E.6: Brooks–Gelman–Rubin Graphiken fu¨r (a) Sport: Nein, (b) Sport: Un-
bekannt, (c) Dialysedauer, (d) Nationalita¨t: Nicht Deutsch (e) Ferritin und (f) Kt/V
sp
Anhang F
Bayes Parameterscha¨tzer fu¨r das
Ein Schritt Verfahren
Variable : Auspra¨gung Scha¨tzer Expon. SD Untere Obere
Scha¨tzer Grenze Grenze
KI KI
Alter : Jahre 0,03975 1,04055 0,00240 0,03505 0,04445
Geschlecht : Weiblich -0,34500 0,70822 0,05390 -0,45064 -0,23936
Gewicht : kg -0,23160 0,79326 0,01710 -0,26512 -0,19808
Diabetes Mellitus : ja 0,25300 1,28788 0,05040 0,15422 0,35178
: unbekannt 3,45400 31,62665 0,09170 3,27427 3,63373
Karnofski Index : einheiten-
los
-0,02856 0,97184 0,00150 -0,03150 -0,02562
Inzidenz : ja -0,07103 0,93143 0,05650 -0,18177 0,03971
Nationalita¨t : nicht deutsch -0,00714 0,99289 0,09320 -0,18981 0,17553
Schulabschluss : Realschul-
abschluss
1,18900 3,28380 0,08060 1,03102 1,34698
: Abitur 1,07600 2,93292 0,06510 0,94840 1,20360
: Fachhochschulreife 2,05300 7,79124 0,10070 1,85563 2,25037
: Universita¨tsabschluss 2,02000 7,53832 0,10130 1,82145 2,21855
: kein Bildungsabschluss 1,27600 3,58228 0,09810 1,08372 1,46828
: Sonstiger Schulabschluss 1,51800 4,56309 0,09340 1,33494 1,70106
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: Unbekannt 1,15200 3,16452 0,06710 1,02048 1,28352
Sport : nein 1,23500 3,43838 0,08790 1,06272 1,40728
: unbekannt 0,72390 2,06246 0,07780 0,57141 0,87639
Blutﬂuss : ml/min -0,00445 0,99556 0,00080 -0,00602 -0,00289
Dialysatﬂuss : Erho¨ht -0,43390 0,64798 0,06170 -0,55483 -0,31297
: Gering -0,46100 0,63065 0,06680 -0,59193 -0,33007
Herzfrequenz : 1/Minute 0,03355 1,03412 0,00340 0,02689 0,04021
Dialysedauer : h 0,12780 1,13633 0,05530 0,01941 0,23619
Kt/V sp : einheitenlos -0,01933 0,98086 0,09660 -0,20867 0,17001
Harnstoﬀreduktion : % -0,03996 0,96083 0,00400 -0,04780 -0,03212
Harnstoﬀ vor Dialyse : Fak-
tor 1
1,04400 2,84056 10,19000 -18,92840 21,01640
: Faktor 2 0,17390 1,18994 9,97400 -19,37514 19,72294
: Faktor 3 -0,91120 0,40204 8,86300 -18,28268 16,46028
: Faktor 4 5,78300 324,73193 1,40400 3,03116 8,53484
Harnstoﬀ nach Dialyse :
mg/dl
0,01218 1,01225 0,01160 -0,01056 0,03492
Ha¨moglobin : g/dl -0,13640 0,87249 0,02460 -0,18462 -0,08818
Ferritin : μg/l -0,00000 1,00000 0,00010 -0,00020 0,00019
Transferrinsa¨ttigung : % -6,58900 0,00138 5,96100 -18,27256 5,09456
CRP : mg/l 0,01587 1,01600 0,00100 0,01391 0,01783
Phosphat : mmol/l 0,20400 1,22630 0,05080 0,10443 0,30357
Albumin : Faktor 1 -0,47090 0,62444 10,01000 -20,09050 19,14870
: Faktor 2 1,19400 3,30026 9,93800 -18,28448 20,67248
: Faktor 3 1,11600 3,05262 10,00000 -18,48400 20,71600
: Faktor 4 -1,65600 0,19090 10,31000 -21,86360 18,55160
Tabelle F.1: Bayes Parameterscha¨tzer mit expo-
niertem Scha¨tzer, Standardabweichung und Kredibi-
lita¨tsintervallen im Modell mit Daten aus dem Jahr 2006
bei der Auswertung in einem Schritt
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