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Abstract:We consider a two-component system of cubic nonlinear Schro¨dinger equations in
one space dimension. We show that each component of the solutions to this system behaves
like a free solution in the large time, but there is a strong restriction between the profiles of
them. This turns out to be a consequence of non-trivial long-range nonlinear interactions.
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1 Introduction
This paper deals with the global in time behavior of solutions u = (u1(t, x), u2(t, x)) to{ Lu1 = −i|u2|2u1,
Lu2 = −i|u1|2u2, (t, x) ∈ (0,∞)× R, (1.1)
with the initial condition
uj(0, x) = ϕ
0
j (x), x ∈ R, j = 1, 2, (1.2)
where i =
√−1, L = i∂t + (1/2)∂2x, and ϕ0 = (ϕ01(x), ϕ02(x)) is a given C2-valued function
of x ∈ R which belongs to an appropriate weighted Sobolev space and satisfies a suitable
smallness condition.
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First of all, let us summarize the backgrounds briefly. As is well-known, cubic nonlinearity
gives a critical situation when we consider large time behavior of solutions to the nonlinear
Schro¨dinger equation in R. In general, cubic nonlinearity should be regarded as a long-range
perturbation. For example, according to Hayashi–Naumkin [3], the small data solution
u(t, x) to
Lu = λ|u|2u (1.3)
with λ ∈ R\{0} behaves like
u(t, x) =
1√
it
α±(x/t)ei{
x2
2t
−λ|α±(x/t)|2 log t} + o(t−1/2) in L∞(Rx)
as t → ±∞, where α± is a suitable C-valued function on R. An important consequence of
this asymptotic expression is that the solution to (1.3) decays like O(|t|−1/2) uniformly in
x ∈ R, while it does not behave like the free solution (unless λ = 0). In other words, the
additional logarithmic correction in the phase reflects a typical long-range character of the
cubic nonlinear Schro¨dinger equations in one space dimension. If λ ∈ C in (1.3), another kind
of long-range effect can be observed. For instance, according to [15] (see also [8], [5], [1], etc.),
the small data solution u(t, x) to (1.3) decays like O(t−1/2(log t)−1/2) in L∞(Rx) as t→ +∞
if Imλ < 0. This gain of additional logarithmic time decay should be interpreted as another
kind of long-range effect. There are various extensions of these results. In the previous works
[10] and [11], several structural conditions on the nonlinearity have been introduced under
which the small data global existence holds for a class of cubic nonlinear Schro¨dinger systems
in R, and large time asymptotic behavior of the global solutions have also been investigated
(see also [7], [14] and the references cited therein for related works). We do not state these
conditions here, but we only point out that the small data global existence for (1.1) follows
from the results of [10] and [7] but the large time asymptotic behavior of solutions is not
covered by these results. We note that the system (1.1) possesses two conservation laws
d
dt
(
‖u1(t)‖2L2 + ‖u2(t)‖2L2
)
= −2
∫
R
|u1(t, x)|2|u2(t, x)|2 dx
and
d
dt
(
‖u1(t)‖2L2 − ‖u2(t)‖2L2
)
= 0. (1.4)
However, these are not enough to say something about the large time asymptotics for u(t),
and this is not trivial at all. To the authors’ knowledge, there are no previous results which
cover the asymptotic behavior of solutions to (1.1)–(1.2).
Our motivation of considering (1.1) comes from the recent work [12], in which the system
of semilinear wave equations{
(∂2t −∆)v1 = −|∂tv2|2∂tv1,
(∂2t −∆)v2 = −|∂tv1|2∂tv2, (t, x) ∈ (0,∞)× R
2, (1.5)
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has been treated in connection with the Agemi-type structural condition (that is a kind of
weak null conditions). From the viewpoint of conservation laws, there are a lot of similarities
between (1.1) and (1.5). It has been shown in [12] that global solutions to (1.5) with small
data behaves like solutions to the free wave equations, but there is a strong restriction in the
profiles. Although the approach of [12] does not use the conservation laws directly, it may
be natural to expect that an analogous phenomenon can be observed for solutions to (1.1).
The aim of the present paper is to reveal it.
Before stating the main result, let us introduce some notations. For s, s′ ≥ 0, we denote by
Hs the L2-based Sobolev space of order s, and the weighted Sobolev space Hs,s
′
is defined by
{φ ∈ L2 | 〈 · 〉s′φ ∈ Hs} equipped with the norm ‖φ‖Hs,s′ = ‖〈 · 〉s
′
φ‖Hs, where 〈x〉 =
√
1 + x2.
The Fourier transform F is defined by
Fφ(ξ) = φˆ(ξ) = 1√
2π
∫
R
e−iyξφ(y) dy, ξ ∈ R.
We also set U(t) = exp(i t
2
∂2x), so that U(t)φ =: w(t) solves the free Schro¨dinger equation
Lw = 0 with w(0) = φ.
The main result is as follows.
Theorem 1.1. Suppose that ϕ0 = (ϕ01, ϕ
0
2) ∈ H2 ∩ H1,1 and ε = ‖ϕ0‖H2∩H1,1 is suitably
small. Let u = (u1, u2) ∈ C([0,∞);H2 ∩ H1,1) be the solution to (1.1)–(1.2). Then there
exists ϕ+ = (ϕ+1 , ϕ
+
2 ) ∈ L2 with ϕˆ+ = (ϕˆ+1 , ϕˆ+2 ) ∈ L∞ such that
lim
t→+∞
‖uj(t)− U(t)ϕ+j ‖L2 = 0, j = 1, 2.
Moreover we have
ϕˆ+1 (ξ) · ϕˆ+2 (ξ) = 0, ξ ∈ R. (1.6)
Remark 1.1. We emphasize that (1.6) should be regarded as a consequence of non-trivial
long-range nonlinear interactions because such a phenomenon does not occur in the usual
short-range situation. To complement this point, we will give auxiliary results on the final
state problem for (1.1) in Appendix B.
Remark 1.2. In the case where u1 = u2, the system (1.1) is reduced to the single equation
(1.3) with λ = −i, so we can adapt the result of [1] to see that ‖u(t)‖L2 converges to 0 as
t→ +∞ without restrictions on the size of the initial data. However, this is an exceptional
case. We are interested in general situations of (1.1)–(1.2). When ‖ϕ01‖L2 6= ‖ϕ02‖L2 in (1.2),
it follows from the conservation law (1.4) and the L2-unitarity of U(t) and F that at least
one of ϕˆ+1 or ϕˆ
+
2 does not identically vanish. This implies that solutions u = (u1, u2) to
(1.1)–(1.2) do not converge to 0 as t → +∞ in L2 for generic initial data being suitably
small. In this sense, our problem is much more delicate than the single case (1.3) with λ = −i.
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Remark 1.3. It is worthwhile to note that the presence of −i in the right-hand sides of (1.1)
is essential for our result. Indeed, if we drop −i from the right-hand sides of (1.1) (that is,
Lu1 = |u2|2u1 and Lu2 = |u1|2u2), we can show that the solutions have logarithmic phase
corrections as in the single case (1.3) with λ ∈ R\{0} (see e.g. [16] for detail).
Remark 1.4. The above theorem concerns only the forward Cauchy problem (i.e., for t > 0).
In the backward case (or, equivalently, in the case where −i is replaced by +i in the right-
hand sides of (1.1)), even the small data global existence may fail in general. See [13] and
the references cited therein for more information and the related works on this issue.
We close this section with the contents of this paper. We introduce some preliminary
lemmas in Section 2. Theorem 1.1 is proved in Section 3. In Appendix A, we give a proof
of a technical lemma. Appendix B is devoted to auxiliary observations on the final state
problem for (1.1).
2 Preliminaries
In this section, we collect several identities and inequalities which are useful in the proof of
Theorem 1.1. In what follows, we will denote various positive constants by the same letter
C, which may vary from one line to another. We set J = x + it∂x. It is well-known that
[L,J ] = 0 and [∂x,J ] = 1, where [·, ·] stands for the commutator, that is, [A,B] = AB−BA
for two linear operators A and B. Also we have
J = U(t)xU(−t), (2.1)
‖φ‖L∞ ≤ Ct−1/2‖φ‖1/2L2 ‖J φ‖1/2L2 , t > 0, (2.2)
and
J (φ1φ2φ3) = (J φ1)φ2φ3 + φ1(J φ2)φ3 − φ1φ2J φ3.
Let u = (u1, u2) be a smooth solution to (1.1)–(1.2) on [0,∞)× R. We define α = (α1, α2)
by
αj(t, ξ) = F
[
U(−t)uj(t, ·)
]
(ξ) (2.3)
for j = 1, 2. Then from (1.1) it follows that
∂tα1 = −iFU(−t)Lu1 = −FU(−t)(|u2|2u1) = −1
t
|α2|2α1 +R1, (2.4)
where
R1 =
1
t
|α2|2α1 − FU(−t)
[|u2|2u1].
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Similarly we have
∂tα2 = −1
t
|α1|2α2 +R2, (2.5)
where
R2 =
1
t
|α1|2α2 − FU(−t)
[|u1|2u2].
Concerning estimates for R = (R1, R2), we have the following estimate.
Lemma 2.1. Let R be as above. For t ≥ 1, we have
|R(t, ξ)| ≤ C
t5/4〈ξ〉
(‖u(t)‖H1 + ‖J u(t)‖H1)3.
This estimate is not a new one (see e.g. Lemma 5.2 in [10]). For the convenience of the
readers, we will give a proof in Appendix A.
Next we recall the basic decay estimates for global solutions u to (1.1)–(1.2). From the
argument of [10], we already know the following result.
Lemma 2.2. Let 0 < γ < 1/12. Suppose that ε = ‖ϕ0‖H2∩H1,1 is suitably small. Then the
solution u to (1.1)–(1.2) satisfies
‖u(t)‖H2 + ‖J u(t)‖H1 ≤ Cε〈t〉γ
for t ≥ 0 and
|α(t, ξ)| ≤ Cε〈ξ〉−1 (2.6)
for t ≥ 0, ξ ∈ R, where α is given by (2.3).
As a by-product of Lemmas 2.1 and 2.2, we have
|R(t, ξ)| ≤ Cε
3
t5/4−3γ〈ξ〉 (2.7)
for t ≥ 1. Roughly speaking, this means that the evolution of α = (α1, α2) may be governed
by
∂tα1 = −1
t
|α2|2α1, ∂tα2 = −1
t
|α1|2α2
up to the harmless remainders. We also note that u(t) = U(t)F−1α(t). This point of view,
whose original idea goes back to Hayashi–Naumkin [3], is the key of our approach.
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3 Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. The main step is to show the following.
Proposition 3.1. Let α = (α1(t, ξ), α2(t, ξ)) be given by (2.3) for the solution u = (u1, u2) to
(1.1) satisfying the assumptions of Theorem 1.1. There exists α+ = (α+1 (ξ), α
+
2 (ξ)) ∈ L2∩L∞
such that
lim
t→+∞
‖αj(t)− α+j ‖L2 = 0 (3.1)
for j = 1, 2. Moreover we have α+1 (ξ) · α+2 (ξ) = 0 for ξ ∈ R.
Once this proposition is obtained, we can derive Theorem 1.1 immediately by setting
ϕ+j = F−1α+j . Indeed we have
‖uj(t)− U(t)ϕ+j ‖L2 = ‖F(U(−t)uj(t)− ϕ+j )‖L2 = ‖αj(t)− α+j ‖L2 → 0
as t→ +∞.
In the rest of this section, we will prove Proposition 3.1. Note that many parts of the
arguments below are simliar to those in [12], though we need several modifications to fit for
the present situation. Before going into the proof, let us recall the following lemmas.
Lemma 3.1. Let C0 > 0, C1 ≥ 0, p > 1, q > 1 and t0 ≥ 2. Suppose that Φ(t) satisfies
dΦ
dt
(t) ≤ −C0
t
|Φ(t)|p + C1
tq
for t ≥ t0. Then we have
Φ(t) ≤ C2
(log t)p∗−1
for t ≥ t0, where p∗ is the Ho¨lder conjugate of p (i.e., 1/p+ 1/p∗ = 1), and
C2 =
1
log 2
(
(log t0)
p∗Φ(t0) + C1
∫ ∞
2
(log τ)p
∗
τ q
dτ
)
+
(
p∗
C0p
)p∗−1
.
For the proof, see Lemma 4.1 in [6].
Lemma 3.2. Let t0 > 0 be given. For λ, Q ∈ C ∩ L1([t0,∞)), assume that y(t) satisfies
dy
dt
(t) = λ(t)y(t) +Q(t)
for t ≥ t0. Then we have
|y(t)− y+| ≤ C3
∫ ∞
t
(|y+||λ(τ)|+ |Q(τ)|) dτ
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for t ≥ t0, where
C3 = exp
(∫ ∞
t0
|λ(τ)| dτ
)
and
y+ = y(t0)e
∫
∞
t0
λ(τ) dτ
+
∫ ∞
t0
Q(s)e
∫
∞
s
λ(τ) dτ ds.
For the proof, see Lemma 4.2 in [12].
Proof of Proposition 3.1. We first show the pointwise convergence of α(t, ξ) as t→ +∞. We
fix ξ ∈ R and introduce
ρ(t, ξ) = 2Re
[
α1(t, ξ)R1(t, ξ)− α2(t, ξ)R2(t, ξ)
]
.
Then it follows from (2.4) and (2.5) that
∂t
(
|α1(t, ξ)|2 − |α2(t, ξ)|2
)
= 2Re
[
α1∂tα1 − α2∂tα2
]
= ρ(t, ξ).
Also (2.6) and (2.7) lead to∫ ∞
2
|ρ(τ, ξ)| dτ ≤ C
∫ ∞
2
|α(t, ξ)||R(t, ξ)| dτ ≤
∫ ∞
2
Cε4〈ξ〉−2τ 3γ−5/4 dτ ≤ Cε4〈ξ〉−2
for 0 < γ < 1/12. Therefore we obtain
|α1(t, ξ)|2 − |α2(t, ξ)|2 = |α1(2, ξ)|2 − |α2(2, ξ)|2 +
∫ t
2
ρ(τ, ξ) dτ = m(ξ)− r(t, ξ), (3.2)
where
m(ξ) = |α1(2, ξ)|2 − |α2(2, ξ)|2 +
∫ ∞
2
ρ(τ, ξ) dτ
and
r(t, ξ) =
∫ ∞
t
ρ(τ, ξ) dτ
for t ≥ 2. Note that
|m(ξ)| ≤ |α(2, ξ)|2 +
∫ ∞
2
|ρ(τ, ξ)| dτ ≤ Cε2〈ξ〉−2
and
|r(t, ξ)| ≤
∫ ∞
t
|ρ(τ, ξ)| dτ ≤ Cε4〈ξ〉−2t3γ−1/4 (3.3)
for 0 < γ < 1/12. Now we divide the argument into three cases according to the sign of
m(ξ) as follows.
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• Case 1: m(ξ) > 0. First we focus on the asymptotics for α2. By (3.2), we can rewrite
(2.5) as
∂tα2(t, ξ) = −1
t
|α2(t, ξ)|2α2(t, ξ)− m(ξ)
t
α2(t, ξ) +
r(t, ξ)
t
α2(t, ξ) +R2(t, ξ)
for t ≥ 2. So we have
∂t
(|α2(t, ξ)|2) = 2Re(α2∂tα2) ≤ 0− 2m(ξ)
t
|α2(t, ξ)|2 + Cε4〈ξ〉−2t3γ−5/4
for t ≥ 2, whence
∂t
(
t2m(ξ)|α2(t, ξ)|2
) ≤ Cε4〈ξ〉−2t3γ+2m(ξ)−5/4.
Integration in t leads to
t2m(ξ)|α2(t, ξ)|2 − 22m(ξ)|α2(2, ξ)|2 ≤ Cε4〈ξ〉−2
∫ t
2
τ 3γ+2m(ξ)−5/4dτ ≤ Cε4〈ξ〉−2
for t ≥ 2. Therefore we see that
|α2(t, ξ)| ≤ Cε〈ξ〉−1t−m(ξ). (3.4)
In particular, α2(t, ξ)→ 0 as t→ +∞. Next we turn our attentions to the asymptotics
for α1. Since (2.4) can be viewed as
∂tα1(t) = λ(t)α1(t) +Q(t)
with λ(t) = −|α2(t, ξ)|2/t and Q(t) = R1(t, ξ), we can apply Lemma 3.2 to obtain
|α1(t, ξ)− β+1 (ξ)| ≤ C
∫ ∞
t
( |β+1 (ξ)||α2(τ, ξ)|2
τ
+ |R1(τ, ξ)|
)
dτ
for t ≥ 2, where
β+1 (ξ) = α1(2, ξ)e
−
∫
∞
2
|α2(τ,ξ)|2
dτ
τ +
∫ ∞
2
R1(s, ξ)e
−
∫
∞
s
|α2(τ,ξ)|2
dτ
τ ds.
By (2.6), (2.7) and (3.4), we have
|β+1 (ξ)| ≤ |α1(2, ξ)|+
∫ ∞
2
|R1(s, ξ)|ds ≤ Cε〈ξ〉−1 (3.5)
and ∫ ∞
t
( |β+1 (ξ)||α2(τ, ξ)|2
τ
+ |R1(τ, ξ)|
)
dτ ≤ C
∫ ∞
t
(
ε3〈ξ〉−3
τ 1+2m(ξ)
+
ε3〈ξ〉−1
τ 5/4−3γ
)
dτ
≤ Cε
3〈ξ〉−3
2m(ξ)t2m(ξ)
+
Cε3〈ξ〉−1
t1/4−3γ
for t ≥ 2. Therefore we conclude that α1(t, ξ)→ β+1 (ξ) as t→ +∞.
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• Case 2: m(ξ) < 0. Similarly to the previous case, we have
lim
t→+∞
|α1(t, ξ)| = 0, lim
t→+∞
|α2(t, ξ)− β+2 (ξ)| = 0
for each fixed ξ ∈ R, where
β+2 (ξ) := α2(2, ξ)e
−
∫
∞
2
|α1(τ,ξ)|2
dτ
τ +
∫ ∞
2
R2(s, ξ)e
−
∫
∞
s
|α1(τ,ξ)|2
dτ
τ ds.
Remark that |β+2 (ξ)| ≤ Cε〈ξ〉−1.
• Case 3: m(ξ) = 0. By (2.4), (2.6), (2.7), (3.2) and (3.3), we have
∂t
(|α1(t, ξ)|2) ≤ −2
t
|α1(t, ξ)|4 − 2r(t, ξ)
t
|α1(t, ξ)|2 + 2|α1(t, ξ)||R1(t, ξ)|
≤ −2
t
|α1(t, ξ)|4 + Cε4〈ξ〉−2t3γ−5/4
for t ≥ 2, and 0 < γ < 1/12. Thus we can apply Lemma 3.1 with Φ(t) = |α1(t, ξ)|2 to
obtain
|α1(t, ξ)| ≤ C
(log t)1/2
→ 0 (t→ +∞).
Also (3.2) gives us |α2(t, ξ)| =
√|α1(t, ξ)|2 + r(t, ξ)→ 0 as t→ +∞.
Summing up the three cases above, we deduce that α(t, ξ) converges as t→ +∞ for each
fixed ξ ∈ R. To obtain (3.1), we set
α+1 (ξ) :=
{
β+1 (ξ) (m(ξ) > 0) ,
0 (m(ξ) ≤ 0) , α
+
2 (ξ) :=
{
0 (m(ξ) ≥ 0) ,
β+2 (ξ) (m(ξ) < 0) ,
and α+(ξ) = (α+1 (ξ), α
+
2 (ξ)) for ξ ∈ R, where β+1 (ξ) and β+2 (ξ) are shown in Cases 1 and 2,
respectively. Then it is obvious that α+1 (ξ) · α+2 (ξ) = 0 for ξ ∈ R. Also, by virtue of (3.5),
we have α+ ∈ L2 ∩ L∞(R) and
∣∣α(t, ξ)− α+(ξ)∣∣2 ≤ Cε2〈ξ〉−2 ∈ L1(R)
for t ≥ 2. Moreover, it holds that
lim
t→+∞
∣∣α(t, ξ)− α+(ξ)∣∣2 = 0
for each fixed ξ ∈ R. Therefore Lebesgue’s dominated convergence theorem yields (3.1).
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A Proof of Lemma 2.1
We give a proof of Lemma 2.1. For this purpose, we introduce some notations. We define
the operators M(t), D(t) and W(t) by
(M(t)φ)(x) = eix22t φ(x), (D(t)φ)(x) = (it)−1/2φ(x
t
)
, W(t)φ = FM(t)F−1φ,
so that U(t) = exp(i t
2
∂2x) is decomposed into
U(t) =M(t)D(t)FM(t) =M(t)D(t)W(t)F . (A.1)
An important estimate is
‖(W(t)− 1)φ‖L∞ + ‖(W(t)−1 − 1)φ‖L∞ ≤ Ct−1/4‖φ‖H1, (A.2)
which comes from the Gagliardo-Nirenberg inequality ‖φ‖L∞ ≤ C‖φ‖1/2L2 ‖∂xφ‖1/2L2 and the
inequality
|eiθ − 1| ≤ C|θ|σ (θ ∈ R, 0 ≤ σ ≤ 1) (A.3)
with θ = x2/(2t), σ = 1/2. Note also that
‖W(t)FU(−t)φ‖H1 + ‖W(t)−1FU(−t)φ‖H1 ≤ C(‖φ‖L2 + ‖J φ‖L2) (A.4)
and
‖FU(−t)[φ1φ2φ3]‖L∞ ≤ C‖φ1‖L2‖φ2‖L2‖φ3‖L∞ , (A.5)
where the constant C is independent of t (see e.g., [10] for the proof). In what follows, we
will occasionally omit “(t)” from M(t), D(t), W(t) if it causes no confusion.
Let α be given by (2.3). By (A.1), we have
FU(−t)[|u2|2u1] =W−1D−1M−1[|MDWα2|2MDWα1] = 1
t
W−1[|Wα2|2Wα1],
whence
R1 =
1
t
(
|α2|2α1 −W−1
[|Wα2|2Wα1])
=
1
t
(1−W−1)[|Wα2|2Wα1]+ 1
t
|Wα2|2(1−W)α1
+
1
t
(Wα2)((1−W)α2)α1 + 1
t
((1−W)α2)α2α1.
Therefore (A.2), (A.4), (A.5) and the Sobolev imbedding H1(R) →֒ L∞(R) lead to
|R1(t, ξ)| ≤ Ct−5/4(‖u‖L2 + ‖J u‖L2)3. (A.6)
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Next we observe that
iξR1 =
iξ
t
|α2|2α1 − FU(−t)
[
∂x
(|u2|2u1)]
=
1
t
(
α
(1)
2 α2α1 −W−1
[
(Wα(1)2 )(Wα2)Wα1
])
+
1
t
(
α2α
(1)
2 α1 −W−1
[
(Wα2)(Wα(1)2 )Wα1
])
+
1
t
(
α2α2α
(1)
1 −W−1
[
(Wα2)(Wα2)Wα(1)1
])
,
where α
(1)
j = iξαj. Then we see as before that
|ξR1(t, ξ)| ≤ Ct−5/4(‖u‖H1 + ‖J u‖H1)3. (A.7)
The desired estimate for R1 follows immediately from (A.6) and (A.7). The estimate for R2
can be shown in the same way.
B Final state problem for (1.1)
To complement Remark 1.1, we give two auxiliary results on the final state problem for (1.1),
that is, finding a solution u = (u1, u2) to (1.1) which satisfies
lim
t→+∞
‖uj(t)− U(t)ψ+j ‖L2 = 0, j = 1, 2, (B.1)
for a prescribed final state ψ+ = (ψ+1 , ψ
+
2 ). Roughly speaking, the propositions below imply
that (B.1) holds if and only if
ψˆ+1 (ξ) · ψˆ+2 (ξ) = 0, ξ ∈ R. (B.2)
This indicates that our problem must be distinguished from the usual short-range situation,
because (B.1) should hold in the short-range case regardless of whether (B.2) is true or not
(see e.g. [2]).
The precise statements are as follows.
Proposition B.1. Let T0 ≥ 1 be given, and let u be a solution to (1.1) for t ≥ T0 satisfying
sup
t≥T0
(
t−γ‖U(−t)u(t)‖H1,1 + ‖FU(−t)u(t)‖L∞
)
<∞ (B.3)
with some γ ∈ (0, 1/12). If there exists ψ+ ∈ L2 with ψˆ+ ∈ L∞ such that (B.1) holds, then
we must have (B.2).
Proposition B.2. Suppose that ψ+ satisfies ψˆ+ ∈ H0,s ∩ L∞ with some s > 1, and that
δ = ‖ψˆ+‖L∞ is suitably small. If (B.2) holds, then there exist T ≥ 1 and a unique solution
u to (1.1) for t ≥ T satisfying U(−t)u ∈ C([T,∞);H0,1) and (B.1).
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We are going to give a proof of them. Note that the arguments below are essentially the
same as those given in Section 5 of [9]. We also remark that the regularity assumptions in
these propositions are certainly not optimal. It may be possible to relax them (see e.g. [4]),
but that is out of the present purpose.
Proof of Proposition B.1. In what follows, we write N1(v) = |v2|2v1, N2(v) = |v1|2v2 and
N(v) = (N1(v), N2(v)) for v = (v1, v2). Let α be given by (2.3) for the solution u to (1.1).
Then, similarly to (2.4), we have
∂tαj(t, ξ) = −1
t
Nj(ψˆ
+(ξ)) + Sj(t, ξ) +Rj(t, ξ), j = 1, 2,
where
Sj(t, ξ) =
1
t
(
Nj(ψˆ
+(ξ))−Nj(α(t, ξ))
)
and
Rj(t, ξ) =
1
t
Nj(α(t, ξ))−F
[
U(−t)Nj(u(t, ·))
]
(ξ).
Now we shall argue by contradiction. If (B.2) is not true, then we can take η > 0 such that
‖Nj(ψˆ+)‖L2 ≥ η for j = 1, 2. By (B.3) and Lemma 2.1, we have ‖Rj(t)‖L2 ≤ Ct−5/4+3γ for
t ≥ T0. We also note that
‖Sj(t)‖L2 = 1
t
‖Nj(ψˆ+)−Nj(FU(−t)u(t))‖L2
≤ C
t
(‖ψˆ‖2L∞ + ‖FU(−t)u(t)‖2L∞)‖F(ψ+ − U(−t)u(t))‖L2
≤ C
t
‖U(t)ψ+ − u(t)‖L2,
whence, by (B.1), we can take T ∗ ≥ T0 such that ‖Sj(t)‖L2 ≤ η/(2t) for t ≥ T ∗. Summing
up, we obtain
‖U(−2t)uj(2t)− U(−t)uj(t)‖L2 = ‖αj(2t)− αj(t)‖L2
≥ η
∫ 2t
t
dτ
τ
−
∫ 2t
t
‖Sj(τ)‖L2dτ −
∫ 2t
t
‖Rj(τ)‖L2dτ
≥ η
2
log 2− Ct−1/4+3γ
for t ≥ T ∗. Letting t→∞, we have
0 = ‖ψ+j − ψ+j ‖L2 ≥
η
2
log 2 > 0,
which is the desired contradiction.
Proof of Proposition B.2. With T ≥ 1 to be fixed, let us introduce the function space
XT =
{
φ = (φ1(t, x), φ2(t, x))
∣∣∣ U(−t)φ(t, ·) ∈ C([T,∞);H0,1)}
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and the norm
‖φ‖XT = sup
t∈[T,∞)
(
tµ+1/2‖φ(t)‖L2 + tµ‖J φ(t)‖L2
)
,
where 0 < µ < (s0 − 1)/2 and s0 = min{2, s}. For v = (v1, v2) ∈ XT , we set
Φj [v](t) = U(t)ψ+j −
∫ ∞
t
U(t− τ)Nj(v(τ)) dτ, j = 1, 2, (B.4)
and Φ[v] = (Φ1[v],Φ2[v]). We also put w
♯(t) = M(t)D(t)Fψ+, w♭(t) = U(t)ψ+ − w♯(t),
κ = ‖ψ+‖H0,s0 and
YT =
{
φ ∈ XT
∣∣∣ ‖φ− w♯‖XT ≤ κ
}
.
Since (B.2) yields N(ψˆ+) = 0, it follows from (A.1) that
U(−τ)N(w♯(τ)) = 1
τ
M(τ)−1F−1N(ψˆ+) = 0. (B.5)
We observe the basic estimates for w♯(t) and w♭(t):
‖w♯(t)‖L∞ = t−1/2‖ψˆ+‖L∞ = δt−1/2,
‖w♯(t)‖L2 = ‖ψ+‖L2 ≤ κ,
‖w♭(t)‖L2 ≤ ‖(M(t)− 1)ψ+‖L2 ≤ Ct−s0/2‖ψ+‖H0,s0 ≤ Cκt−s0/2,
‖Jw♯(t)‖L2 = ‖xψ+‖L2 ≤ κ,
‖Jw♭(t)‖L2 ≤ ‖x(M(t)− 1)ψ+‖L2 ≤ Ct−(s0−1)/2‖ψ+‖H0,s0 ≤ Cκt−(s0−1)/2,
where we have used (2.1), (A.1) and (A.3) with σ = s0/2 or (s0 − 1)/2.
Now we are going to show that Φ is a contraction mapping on YT by choosing δ and T
appropriately. Let v ∈ YT . By using (B.5), we rewrite (B.4) as
Φ[v](t)− w♯(t) = −
∫ ∞
t
U(t− τ)
(
N(v(τ))−N(w♯(τ))
)
dτ + w♭(t).
It follows from (2.2) that
‖v(t)− w♯(t)‖L∞ ≤ Ct−1/2‖v(t)− w♯(t)‖1/2L2 ‖J (v(t)− w♯(t))‖1/2L2 ≤ Cκt−3/4−µ.
So we have
‖v(t)‖L∞ ≤ ‖w♯(t)‖L∞ + ‖v(t)− w♯(t)‖L∞ ≤ C(δ + κT−1/4−µ)t−1/2.
Therefore
‖Φ[v](t)− w♯(t)‖L2 ≤ C
∫ ∞
t
(‖v(τ)‖2L∞ + ‖w♯(τ)‖2L∞)‖v(τ)− w♯(τ)‖L2 dτ + Cκt−s0/2
≤ C(δ + κT−1/4−µ)2κ
∫ ∞
t
dτ
τ 3/2+µ
+ CκT−(s0−1)/2+µt−1/2−µ
≤ C(δ2 + κ2T−1/2−2µ + T−(s0−1)/2+µ)κt−1/2−µ. (B.6)
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Also, because of the estimate
‖J (N(v(t))−N(w♯(t)))‖L2 ≤C(‖v‖2L∞ + ‖w♯‖2L∞)‖J (v − w♯)‖L2
+ C(‖v‖L∞ + ‖w♯‖L∞)(‖J v‖L2 + ‖Jw♯‖L2)‖v − w♯‖L∞
≤C(δ2 + κ2T−1/2−2µ)κt−1−µ
+ C(δ + κT−1/4−µ)t−1/2 · C(κt−µ + κ) · Cκt−3/4−µ
≤C(δ2 + κ2T−1/2−µ + δκT−1/4)κt−1−µ,
we obtain
‖J (Φ[v](t)− w♯(t))‖L2 ≤
∫ ∞
t
‖J (N(v(τ))−N(w♯(τ)))‖L2 dτ + Cκt−(s0−1)/2
≤ C(δ2 + κ2T−1/2−µ + δκT−1/4)κ
∫ ∞
t
dτ
τ 1+µ
+ CκT−(s0−1)/2+µt−µ
= C(δ2 + κ2T−1/2−µ + δκT−1/4 + T−(s0−1)/2+µ)κt−µ. (B.7)
Combining (B.6) and (B.7), we arrive at
‖Φ[v]− w♯‖XT ≤ C(δ2 + κ2T−1/2−µ + δκT−1/4 + T−(s0−1)/2+µ)︸ ︷︷ ︸
(∗)
κ.
Hence we have Φ[v] ∈ YT if we choose δ so small and T so large that the term (∗) does not
exceed 1. Next we take v, v˜ ∈ YT . Then we have
Φ[v](t)− Φ[v˜](t) = −
∫ ∞
t
U(t− τ)
(
N(v(τ))−N(v˜(τ))
)
dτ
and we can see as before that
‖Φ[v]− Φ[v˜]‖XT ≤
1
2
‖v − v˜‖XT
by choosing δ and T suitably. Therefore Φ : YT → YT is a contraction mapping, and thus,
admits a unique fixed point. In other words, there exists u ∈ YT such that
u(t) = U(t)ψ+ −
∫ ∞
t
U(t− τ)N(u(τ)) dτ,
which gives the desired solution to (1.1) for t ≥ T . Moreover we have
‖u(t)− U(t)ψ+‖L2 ≤ ‖u(t)− w♯(t)‖L2 + ‖w♭(t)‖L2
≤ κt−1/2−µ + Cκt−s0/2
→ 0
as t→ +∞. This completes the proof of Proposition B.2.
14
Acknowledgments
The work of H. S. is supported by Grant-in-Aid for Scientific Research (C) (No. 17K05322),
JSPS.
References
[1] N. Hayashi, C. Li and P. I. Naumkin, Time decay for nonlinear dissipative Schro¨dinger
equations in optical fields, Adv. Math. Phys., 2016, Article ID 3702738.
[2] N. Hayashi, C. Li and T. Ozawa, Small data scattering for a system of nonlinear
schro¨dinger equations, Differential Equations & Applications, 3 (2011), no.3, 415–426.
[3] N. Hayashi and P. I. Naumkin, Asymptotics for large time of solutions to the nonlinear
Schro¨dinger and Hartree equations, Amer. J. Math., 120 (1998), no.2, 369–389.
[4] N. Hayashi and P. I. Naumkin, Domain and range of the modified wave operator for
Schro¨dinger equations with a critical nonlinearity, Comm. Math. Phys., 267 (2006),
no.2, 477–492.
[5] G. Jin, Y. Jin and C. Li, The initial value problem for nonlinear Schro¨dinger equations
with a dissipative nonlinearity in one space dimension, J. Evol. Equ., 16 (2016), no.4,
983–995.
[6] S. Katayama, A. Matsumura and H. Sunagawa, Energy decay for systems of semilinear
wave equations with dissipative structure in two space dimensions, NoDEA Nonlinear
Differential Equations Appl., 22 (2015), no.4, 601–628.
[7] D. Kim, A note on decay rates of solutions to a system of cubic nonlinear Schro¨dinger
equations in one space dimension, Asymptot. Anal., 98 (2016), no.1–2, 79–90.
[8] N. Kita and A. Shimomura, Large time behavior of solutions to Schro¨dinger equations
with a dissipative nonlinearity for arbitrarily large initial data, J. Math. Soc. Japan, 61
(2009), no.1, 39–64.
[9] C. Li, Decay of solutions for a system of nonlinear Schro¨dinger equations in 2D, Discrete
Contin. Dyn. Syst.,32 (2012), no.12, 4265–4285.
[10] C. Li and H. Sunagawa, On Schro¨dinger systems with cubic dissipative nonlinearities
of derivative type, Nonlinearity, 29 (2016), no.5, 1537–1563; Corrigendum, ibid., no.12,
C1–C2.
[11] C. Li and H. Sunagawa, Remarks on derivative nonlinear Schro¨dinger systems with
multiple masses, to appear in the proceedings of the conference “Asymptotic Analysis for
Nonlinear Dispersive and Wave Equations” held at Osaka in September 2014 (available
at arXiv:1603.04966).
15
[12] Y. Nishii and H. Sunagawa, Remarks on Agemi-type structural condition for systems of
semilinear wave equations, preprint, 2019 (available at arXiv:1904.09083).
[13] Y. Sagawa, The lifespan of small solutions to a system of cubic nonlinear Schro¨dinger
equations in one space dimension, SUT J. Math., 54 (2018), no.2, 145–160.
[14] D. Sakoda and H. Sunagawa, Small data global existence for a class of quadratic deriva-
tive nonlinear Schro¨dinger systems in two space dimensions, preprint, 2018 (available
at arXiv:1804.05540).
[15] A. Shimomura, Asymptotic behavior of solutions for Schro¨dinger equations with dissipa-
tive nonlinearities, Comm. Partial Differential Equations, 31 (2006), no.7–9, 1407–1423.
[16] V. Vilac¸a Da Rocha, Asymptotic behavior of solutions to the cubic coupled Schro¨dinger
systems in one space dimension, Dyn. Partial Differ. Equ., 13 (2016) no.1, 53–74.
16
