The processing costs involved in regional accent normalization were evaluated by measuring differences in lexical decision latencies for targets placed at the end of sentences with different French regional accents. Over a series of 6 experiments, the authors examined the time course of comprehension disruption by manipulating the duration and presentation conditions of accented speech. Taken together, the findings of these experiments indicate that regional accent normalization involves a short-term adjustment mechanism that develops as a certain amount of accented signal is available, resulting in a temporary perturbation in speech processing.
The study of accent perception and recognition offers not only a privileged insight into the phonological and prosodic representations used in speech perception but also the methods used by humans' language processing device to cope with variability. In most classical word-recognition models, interspeaker variability is largely overlooked, as it is assumed that this variability has little importance when dealing with abstract lexical representations (e.g., Lahiri & Marslen-Wilson, 1991; McClelland & Elman, 1986; Norris, 1994; Pallier, Colomé, & Sebastián-Gallés, 2001 ). These models assume that prior to lexical matching, the acoustic signal is cleaned of all extraneous noise, resulting in a normalized representation at the prelexical level of speech processing. Although there has been considerable research on the processes behind prelexical processing and the merits of various representations (e.g., Floccia, Kolinsky, Dodane, & Morais, 2003; Mehler, Dommergues, Frauenfelder, & Segui, 1981; Sebastián-Gallés, Dupoux, Segui, & Mehler, 1992 ; see Kolinsky, 1998 , for a review), the normalization required for the requisite processing at this level is poorly specified. It is not known exactly what kinds of variability need to be normalized at a prelexical level nor how this "irrelevant" variability could be removed. Exemplar-based models of lexical access propose a different approach, with lexical entries represented by detailed acoustic traces (Goldinger, 1996; Johnson, 1997; Klatt, 1981; Pisoni, 1997) . Lexical search is then a matter of matching the incoming input to a myriad of acoustic forms stored in the lexicon, or to a quantized perceptual space, in which exemplars are encoded as weight modifications rather than through explicit storage (Johnson, 1997) . This hypothesis is supported by research showing that low-level cues such as speaker identity and speaking rate are represented in long-term memory and have an impact on word-recognition tasks (Bradlow, Nygaard, & Pisoni, 1999; Pisoni, 1997) .
It is clear that the effectiveness of both methods of lexical access is reliant on an effective method of dealing with speech variability. Not only must this mechanism be able to cope with the subtle acoustic differences between similar speakers, but it must also be capable of dealing with the gross phonetic, phonological, phonotactic, and prosodic variations found among accents. Accent perception and recognition has received relatively little attention in experimental psycholinguistics compared with different types of variability, namely, speaker identity (e.g., Bradlow et al., 1999; Martin, Mullennix, Pisoni, & Summers, 1989; McLennan & Luce, 2005; Mullennix, Pisoni, & Martin, 1988 ; see also Jusczyk & Luce, 2002) and compressed speech (e.g., Altmann & Young, 1993; Dupoux & Green, 1997; Pallier, Sebastián-Gallés, Dupoux, Christophe, & Mehler, 1998; Sebastián-Gallés, Dupoux, Costa, & Mehler, 2000) . The aim of the present study was to contribute to the debate between proponents of exemplar-based and abstract lexical representations models of word recognition, by examining the process by which a speech recognition device copes with an unfamiliar regional accent.
Thus far, the vast majority of research on accent normalization has focused on foreign accents (Bradlow & Bent, 2003; Clarke, 2000; Clarke & Garrett, 2004; Gass & Varonis, 1984; Labov, 1989; Lane, 1963; Munro & Derwing, 1995 Schmid & Yeni-Komshian, 1999; van Wijngaarden, 2001; Weil, 2001; Wingstedt & Schulman, 1987) , whereas regional accent adaptation has been largely overlooked, to the extent that only a single relevant empirical study has been published in this area (Evans & Iverson, 2004) . It is often acknowledged that accents can be ranked on a perceptual scale according to their acoustic distance from native speech (e.g., Clarke & Garrett, 2004) , with most foreign accents standing at the far end of the perceptual scale and regional accents standing somewhere in between. Under this assumption, the mechanisms underlying regional accent processing would simply be attenuated versions of those activated during foreign accent processing. However, there are at least two reasons to suppose that regional and foreign accents may recruit different normalization procedures. First, foreign accents embody many irrelevant variations that have no relation to the listener's maternal language, which may necessitate the activation of "offline" rescue procedures. For instance, when presented with the English accent, French native speakers would have to distinguish stress patterns, a property that is not lexically contrastive in French and has shown to cause processing difficulties in word-classification tasks (Dupoux, Pallier, Sebastián-Gallés, & Mehler, 1997) . Additionally, foreign speakers will usually be forced to adapt their own output phonology to that of a nonnative language, resulting in phonetic variations that are not known to the listener. On the other hand, although regional accents may be characterized by lexical or even syntactic differences, they mainly consist of coherent deviations in phonetic, phonological, phonotactic, and prosodic information found within the language (e.g., Wells, 1982) . For example, Southern English speakers produce the word bath with an advanced, long, low, tense, unrounded vowel /ɑ /, whereas northern English speakers tend to use the short, lax and unrounded vowel /ae/ (Wells, 1982) . Both of these phonemes are found in southern and northern English accents; therefore, in order to adapt to each other, listeners with these accents simply have to learn the differences in the lexical distribution of these two vowels. On the contrary, the vowel /ae/ does not form part of the phonemic inventory of Parisian French speakers (see Tranel, 1987) . Also, although their inventory does contain /ɑ/, the long version /ɑ / also exists, but this length distinction is not lexically contrastive. As a consequence, when a Parisian French speaker produces the vowel of the word bath, the speaker can target three possible realizations: /ae/, /ɑ/, and /ɑ /. However, the first of these vowels will not be familiar to the speaker, and the second may not be familiar to native English speakers; as in Received Pronunciation English, this vowel only exists in its longer form, (/ɑ /). Therefore, one can see that the variability in the speech signal resulting from the foreign Parisian French accent is likely to require more complex normalization mechanisms than those involved in differentiating differences between the lexical distribution of /ae/ and /ɑ / between the north and the south of England.
With both qualitative and quantitative differences between regional and foreign accents, it is clear that a thorough understanding of underlying normalization processes will require further empirical research linking adaptation to both types of accents. To this end, we present a series of six experiments designed to reveal the initial cost caused by exposure to a regional accent in continuous speech in comparison with that involved with foreign accents. This study will be presented in light of the available literature on accent normalization and the theoretical predictions of two models of lexical access that make specific claims for accent processing (Johnson, 1997; Norris, McQueen, & Cutler, 2003) .
Comprehension Disruption Resulting From a Foreign Accent
As with any other normalization mechanism, accent adaptation should be typified by two distinct phases: an initial period, in which comprehension is disrupted, followed by an adaptation phase leading to the total or partial recovery of baseline comprehension. Language processing impairments due to foreign accents have been noted in a number of studies, and they have been found to affect both syntactic and semantic processing. In a study by Munro and Derwing (1995) , both comprehension and truth judgment tasks revealed that foreign accents-in this case, Chinese speakers producing English sentences-delayed judgments by an average of 30 ms compared with native accents. Similarly, Schmid and Yeni-Komshian (1999) presented English listeners with sentences containing intentional pronunciation errors produced by native and nonnative speakers. As in the previous study, they found that their participants were significantly better at detecting the errors when the sentences were produced by native speakers. This led to the conclusion that foreign accent processing comes at a cost (also see Lane, 1963; van Wijngaarden, 2001) , requiring the intervention of top-down mechanisms similar to those used for phonemic restoration.
Adaptation to a Foreign Accent
One of the clearest examples of foreign accent adaptation was shown in a seminal study by Gass and Varonis (1984) , in which participants were asked to transcribe sentences produced by a nonnative speaker. They found that transcription accuracy improved if participants were first exposed to a story also read in the same nonnative accent, suggesting that prolonged exposure to an accent could reduce associated processing costs (also see Bradlow & Bent, 2003; Clarke, 2000; Weil, 2001; Wingstedt & Schulman, 1987) . This study was then extended by Clarke and Garrett (2004) , who went on to investigate how much prior exposure was necessary for full foreign accent adaptation to take place. In this study, three groups of native English speakers were tested in a crossmodal matching task, which tested the time taken to match visual probes with the final word of test sentences produced with either a native accent or a Spanish accent. Each group was exposed to 16 sentences, each having duration of 2 s. In the first group, the 12 initial sentences were produced in participants' native accent, followed by 4 in a Spanish accent. In the second group, all of the sentences were produced with a Spanish accent, and they were produced in the third group by a native accent. Clarke and Garrett found that listeners initially took on average 100 -150 ms longer to identify the target words when the target sentences were produced with the Spanish accent, rather than the native accent, revealing a strong disruption effect of the accent. They also found that adaptation to a foreign accent, shown by a resumption of baseline reaction times (RTs), required less than 1 min of prior exposure to the accent and that, under some circumstances, this could occur after prior exposure to only 2-4 sentences. These findings confirmed the existence of a two-stage normalization process, with initial disruption of comprehension followed by a rapid adaptation; however, these findings do not shed any light on the origins of these two mechanisms (lexical vs. prelexical, bottom up or top down).
Adaptation to a Regional Accent To our knowledge, the only relevant empirical study on the topic of regional accent adaptation is that of Evans and Iverson (2004) , who examined how vowel perception is modified to accommodate regional accent differences. Listeners from either the north or south of England were asked to rate synthesized vowels embedded in carrier words according to their match with natural equivalents. Prior to this step, each of the participants was presented with a 2-min story spoken with either a familiar or unfamiliar accent to habituate them to a particular accent. They found that the listeners adjusted their responses in the vowel-categorization task according to the accent used in habituation and that their listeners differed from other descriptions of how listeners perceive foreign-accented speech. That is, whereas foreign-accented phonemes tend to be assimilated into native categories (e.g., Best, McRoberts, & Goodell, 2001; Flege, 1995) , listeners in this task were able to adjust to regional phonemic variations and change their responses accordingly. This finding suggests that a regional accent can lead to modifications of the phonological representations used for analyzing the incoming speech signal, rather than to post hoc shifts in phonemic categorization found with foreign accents. This study further reinforces the idea that it is necessary to distinguish between regional and foreign accent normalization.
Theoretical Accounts of Accent Normalization
A number of speech processing models have direct bearing on accent adaptation, although none have been specifically designed to account for these types of speech variations. For instance, an exemplar-based model of speech perception developed by Johnson (1997) does not include any speaker normalization processes per se; however, the auditory properties that distinguish speakers, such as accent, are retained in the exemplars. In this model, accent variations are compensated by the variability inherent in the remembered exemplars; therefore, some effects of accent familiarity would emerge naturally without the application of a normalization mechanism. A foreign accent would disrupt normal comprehension because it violates the usual frame of reference. However, continued exposure to a foreign accent would result in a progressive shift in the weights used to represent the speech signal leading to adaptation and a return to baseline speech processing performance.
Even if abstract entries are used for lexical storage, accentrelated variability can still disrupt normal comprehension because of inadequate prelexical processing. When discussing the merits of lexical feedback to assist online perception or perceptual learning, Norris et al. (2003) claimed that, over time, information available from the lexical level of analysis can lead listeners to retune their prelexical categories. They postulated that the interpretation of prelexical information can be altered by providing top-down information from the lexicon in the form of a training signal. According to this model, an unfamiliar accent would cause initial disruption due to inaccurate prelexical processing. When the listener eventually establishes the identity of the words, lexicon can begin to instruct the prelexical processing levels to interpret mismatched phonemes or accent patterns to fit the unfamiliar accent.
This proposal complements those made by Dupoux and Green (1997) after an investigation of humans' ability to rapidly adapt to compressed speech. They proposed that this type of adaptation results from the conjugate action of two mechanisms, a short-term adjustment to local parameters and a long-term learning process that encodes phonological and lexical information from this new speech style. By suggesting that these same mechanisms are used to adapt to either regional or foreign accents, Dupoux and Green proposed that, parallel to the accent-normalization process, listeners must be able to extract information about the encountered accent and store it in long-term memory (see Clarke & Garrett, 2004 , for a similar proposition). Although this accent template bank has sociolinguistic application, allowing researchers to identify a given accent, it can also be used to accelerate and optimize online accent-normalization mechanisms.
As we have seen, the literature is rich with studies showing impaired speech processing due to presentation of foreign accents, with broad theoretical accounts of possible adaptation mechanisms. However, further empirical data are clearly required before researchers can reach an understanding about the underlying normalization processes involved in accent adaptation, especially in regional accent perception. In this study, we investigated the perceptual cost involved in processing these accents, allowing us to discuss the mechanisms used to adapt within the coherent phonological and prosodic variation of the maternal language. In each of the six experiments, lexical decision tasks were used to compare differences in detection latencies for target wordspseudowords placed at the end of sentences produced by speakers with different regional accents. By measuring the word identification cost due to an unfamiliar accent over continuous speech, we found that accent-related variations are not simply limited to phonemic or phonotactic differences but extend to prosodic differences (for a similar methodological choice, see also Bradlow & Bent, 2003; Clarke & Garrett, 2004; Munro & Derwing, 1999; Schmid & Yeni-Komshian, 1999) . Listeners were presented with all of the linguistic cues characterizing a nonfamiliar accent, offering an ecologically valid basis for the testing of processes involved in accent normalization. Naturally, this methodological approach is not without its own concerns, as it does not allow for the precise control of all aspects of accent-related variability. However, in an effort to alleviate potential methodological concerns over the locus of effects attributed to accent, we examined the perception of five regional French accents (Franche-Comté, Aix-en-Provence, Toulouse, Swiss French from Fribourg, and Parisian) in two French populations (the Franche-Comté region in Experiments 1-5 and the Toulouse region in Experiment 6), with examples of each accent being produced by multiple speakers (see also Munro & Derwing, 1999; Schmid & Yeni-Komshian, 1999) , to generalize our findings across speakers, accents, and the listeners' regional origins.
Experiment 1
This aim of this experiment was to ascertain the existence of a speech processing cost due to unfamiliar regional accents. This hypothetical processing cost was examined by asking participants to make a lexical decision on the final word of sentences produced by speakers with regional French accents that are native, familiar, and unfamiliar to the participants. Foreign-accent processing costs of between 100 and 150 ms were observed by Clarke and Garrett (2004) , using a cross-modal matching task on sentence-ending words. However, according to their proposition of accent ranking (regional accents being perceptually less distant from the familiar input than foreign accents), full adaptation should occur more rapidly in our experiment, and the word identification cost associated with an unfamiliar regional accent should be smaller in size.
Method
Participants. Twenty participants (including 6 men) with an average age of 23 years 11 months were tested in this experiment. In this and all other experiments apart from Experiment 6, participants were monolingual French students at the University of Franche-Comté with no known hearing defects. The regional linguistic origin of the participants was ascertained by questionnaire, ensuring that all of the participants were local to the Franche-Comté region. Moreover, any participant who had been absent from the region for over a year or who had parents who were not native to the region was excluded from the experiment. The same recruitment procedure was used in all experiments in the study, except for Experiment 6.
Regional accents in French. Phonological and phonetic analyses of French suggest a broad perceptual boundary between northern, including the so-called "standard" Parisian accent conveyed by the media, and southern accents (Carton, Rossi, Autesserre, & Léon, 1983; Hintze, Pooley, & Judge, 2001 ). This also corresponds to the boundary between the dialects of Oïl in the north, east, west, and south-central regions and the dialects of Oc, which cover the south part of France. A third family is identified as the Franco-Provençal dialects, which include the region between Grenoble, Lyons, and Geneva as well as the Suisse Romande part of Switzerland and the Aoste Valley in Italy (Battye, Hintze, & Rowlett, 2000; Rash, 2002; Singy, 2002) . Further diversity is also evident within each of these regions and is now being evaluated as part of a database collected under the framework of the international Francophone project, "Contemporary French Phonology" (Durand, Laks, & Lyche, 2002) . In our experiments, we examined the effect of French regional accent variations by contrasting processing costs for three types of accent we have labeled as home, familiar, and unfamiliar.
The first of these, the home accent, refers to the regional accent spoken by all of the participants of this study (apart from those in Experiment 6). This accent is local to the Franche-Comté region of northeastern France and is perceptually (and geographically) close to the French-speaking Swiss accent, although it belongs to a different dialect family (Oïl vs. Franco-Provençal). The second accent was categorized as familiar, as it refers to the Parisian accent, familiar to all residents of France because it is the accent predominantly used in the French mass media (see Tranel, 1987 , for a description). The Franche-Comté home accent is typified by a number of differences to the Parisian accent, including the closure and lengthening of vowels in closed syllables (that normally should be open and short: neige [snow] produced as /ne / instead of /nε /) and the opening of vowels when they are in the word-final position (normally should be close: pot [tin] produced as /pɔ/ instead of /po/). There is also a tendency for /r/ and some voiced occlusives to be unvoiced (encore [again] produced as /ɑ koR ᮀ / instead of /ɑ kɔR/). Also, although Parisian speakers would tend to lengthen the last syllable of a word, speakers from the Franche-Comté region will use stress in diverse syllabic positions (maison [house] produced with a first long syllable and a second short, instead of the reverse pattern; Konopczynski, 1979; Rittaud-Hutinet, 2001 ).
Our unfamiliar accents comprised two very similar accents from the south of France, each very different from the accents found in any other region of France. The first of these, from Aix-en-Provence (used in Experiment 1), is typified by the consistent closure of /e/ in open syllables (avais [had] produced as /ave/ instead of /avε/) and by representing a with a front vowel instead of a back vowel used in other French accents. Other features include the production of nasal vowels with nasal consonant elements (aucun [none] produced as /okoeoe N/ instead of /okoe /), the simplification of intervocalic consonant clusters (/gz/ becomes /z/), and the devoicing of /r/ when it appears in the word-final position, or rounding in other positions. In addition, the consistent group stress found on the final syllable of utterances in other accents will move if the final word ends in a schwa (in le ver de terre [the worm], the accent is carried by the two syllables of terre, /tεRə/). Our second unfamiliar accent, from Toulouse in the southeast of France (used in Experiments 2-6), is very similar to that of Aix-en-Provence (they also happen to be geographically close, even if this is not a sufficient condition). Only minor features differentiate these accents, such as the closure of vowels (cordes [strings] , produced as /koRd/ instead of /kɔRd/), systematic production of schwa (uniquement [only] , produced as /ynikəmɑ / instead of /ynikmɑ /; although it is not produced in front of a vowel), and consonant germination in certain cases (dans le circuit [in the circuit] produced /dɑ lləsirkɥi/ instead of /dɑ ləsirkɥi/; see Carton et al., 1983) .
The Swiss French accent (used in Experiment 6) belongs to the FrancoProvençal dialect set (Matthey, 2003; Rash, 2002) . Even though this accent varies depending on the region or canton, it is generally characterized by its resistance to oxytonie. That is, contrary to that of the inner French accents, French-speaking Swiss do not accentuate the last syllable of a word or group but any other syllable (Knecht & Rubattel, 1984; Matthey, 2003) . Another characteristic of this accent is the relatively slow speaking rate, when compared with other French dialects. This feature has never been investigated seriously but forms part of the intuitions of Swiss linguists and speakers (Singy, 2004) . Additional distinctive features of this accent include the use of final vowel length to distinguish gender on words such as amie versus ami (girlfriend vs. boyfriend; /ɑmi / vs. /ɑmi/) and a tendency to produce the phonemes /͐/ and / / as /t͐/ and /t /, respectively). Recordings of all of the accents used in this study can be obtained from Caroline Floccia.
Stimuli. Target items consisted of 19 high-frequency disyllabic words (mean frequency in Lexique, designed by New, Pallier, Ferrand, & Matos, 2001: 66.4 , from 5 to 399) and 10 pseudowords. Each of these words was placed at the end of 12 carrier sentences, 4 for each of the accents under analysis. For example, in the carrier sentence Anne n'a jamais vu de mouton (Ann has never seen any sheep), participants were asked to make a lexical decision on the target word mouton (sheep). Carrier sentences were formed from three different syntactic frames, comprising between 6 and 14 syllables. In addition, each sentence was constructed such that the final word of the sentence would remain ambiguous until it was spoken (as ascertained by a pilot completion test). Sentences produced for the three regional accents were split between two female speakers native to their respective regions. Multiple speakers were used for each region to ascertain whether any accent effects were general to the regional characteristics of speech rather than to the idiosyncrasies of a particular speaker. This organization of stimuli resulted in a total of 348 different sentences, with each speaker producing a subset of 58 sentences. A list of the target words and pseudowords used in this experiment can be seen in the Appendix.
No attempt was made to control for the particular phonetic or phonological features characterizing each accent in the target stimuli or in the carrying sentences. It was supposed (and subsequently validated) that any chosen sentence would carry sufficient information about the speaker's accent.
Procedure. The experiment was controlled using the software EXPE (Pallier, Dupoux, & Jeannin, 1997) with sentences presented in two equalsized blocks (separated with a pause) in random order with an interstimulus interval of 6 s. Lexical decisions were indicated in a go/no-go task, with participants pressing a button with their favored hand if the target, being the final word-pseudoword of the sentence, was lexical. RTs were measured from the onset of the target. A small number of training sentences were presented before the main experimental block, although none of these sentences were subsequently used in the main experiment.
Results
Out of the 4,560 required lexical decisions, 9 were missing, 24 were anticipatory (decision made before the target word was presented), and 75 were rejected as being too slow (RT above 2.5 times the standard deviation of each participant), leaving 4,452 lexical response times (2.36% error rate). For the 2,400 pseudowords, participants responded with 52 false alarms (2.2% error rate).
Lexical response times were examined using an analysis of variance (ANOVA), with two within-participant variables: accent (three modalities: home, familiar, and unfamiliar) and speaker (two speakers per accent). The main effect of accent was found to be significant by participant (F 1 ) and item (F 2 ), F 1 (2, 38) ϭ 17.29, p Ͻ .001, and F 2 (2, 36) ϭ 8.21, p ϭ .0012, because of longer RTs in detecting words with unfamiliar accent (743 ms) than those with familiar (711 ms) and home (709 ms) accents. Further analyses showed that although the difference between familiar and home accents was not significant, F 1 (1, 19) Ͻ 1, and F 2 (1, 18) Ͻ 1, there was a significant difference between the unfamiliar accent and both the home, F 1 (1, 19) ϭ 33.69, p Ͻ .001, and F 2 (1, 18) ϭ 18.74, p Ͻ .001, and familiar, F 1 (1, 19) ϭ 26.80, p Ͻ .001, and F 2 (1, 18) ϭ 6.95, p ϭ .017, accents. Finally, speaker effects were not found to be significant for any of the familiar, F 1 (1, 19) Ͻ 1, and F 2 (1, 18) Ͻ 1, or home, F 1 (1, 19) ϭ 3.86, p ϭ .064, and F 2 (1, 18) Ͻ 1, accents, and was only found to be marginally significant in the unfamiliar accent, F 1 (1, 19) ϭ 4.42, p ϭ .049, and F 2 (1, 18) ϭ 1.81, ns.
These results show that there is a significant increase in lexical RTs associated with the processing of unfamiliar accents. Furthermore, as there was no robust difference in the RTs between the two speakers of each of the accents, we can assume that they were each representative of their linguistic origins. This indicates that the observed between-accents differences were due to differences in accent, rather than to individual idiosyncrasies of our speakers; therefore, we did not examine interspeaker differences in further analyses.
Although the unfamiliar accent gave rise to longer detection latencies, there remains the possibility that this effect could be due to basic differences in stimuli across accents, rather than to a reflection of increased processing costs. That is, speakers from the unfamiliar accent region could have spoken at a different rate than those of the other regions. The unfamiliar southern French accent is characterized, among other things, by restoration of the schwa that could lead to slower speaking rates than the other, northern, accents. Rate normalization or compressed speech studies have shown that rate changes can produce delays in word identification (see Dupoux & Green, 1997) . Also it is well known that increasing the length of an auditory token also increases identification responses.
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In order to examine the relation among RTs, target word length, and sentence length, we computed separate regression equations for each participant and for each accent. Each equation involved regression from the 76 observations from each participant to the two predictor variables, namely, target word length and sentence duration (up to the beginning of the target word). To test whether each regression coefficient differed reliably from zero, we ran single group t tests for each variable coefficient set. This analysis follows the recommendation of Lorch and Myers (1990) for regression analyses of repeated measures data.
As can be seen in Table 1 , the coefficients of regression relating RTs and target word length were significantly positive, with longer words increasing RTs. However, although unfamiliar accent words were found to be significantly longer than home accent words, F(1, 75) ϭ 24.26, p Ͻ .001, their duration was similar to that of the familiar accent words, F(1, 75) Ͻ 1. This indicates that target word durations are unlikely to be the cause for the differences in RT latencies between accents.
A similar comparison of target RT and sentence duration shows that utterance duration, also shown in Table 1 , was significantly longer for the unfamiliar accent. However, an examination of RT and sentence duration within each accent revealed significant negative regression coefficients between the two factors in home and unfamiliar accents. Therefore, it appears that, within each of the accents, there is an inverse relationship between sentence length and RTs, possibly because of a classical signal-go effect or also an increase in word predictability with longer sentences. In any case, these within-accent effects do not explain our betweenaccents differences, as the sentences produced in the unfamiliar accent have both the longest duration and RT.
Discussion
The main result of this first experiment is that an unfamiliar regional accent elicits a 30-ms delay in word identification in continuous speech. This can be compared with a related study by Clarke and Garrett (2004) , who reported a 100-to 150-ms delay in word identification with a foreign accent. This apparent difference in processing delays between regional and foreign accents would appear to give credence to the claim of Clarke and Garrett that postulates that accents can be ranked on a perceptual scale as a function of their distance from the native home accent. Regional accents would stand between the reference accent and the foreign accents and would thus trigger fewer mismatch signals when first presented to the listeners. However, a more pragmatic reason for the difference in the magnitude of the delay could also stem from Clarke and Garrett's use of a cross-modal matching task, which would tend to consume more resources than our lexical decision task, resulting in increased RT delays. However, before entering into this discussion too deeply, we must further investigate to confirm whether the effects we have found in this first exploratory experiment were due to the unfamiliarity of an accent in continuous speech and not to other confounding variables.
The first possible confound we wish to address is the possibility that the disparity in RT between familiar and unfamiliar accents could be due to differences in the production of the target words. That is, rather than revealing word identification disruption due to the preceding sentence, the difference in RT observed in Experiment 1 could be due to the accent carried by the test item itself. In the second experiment, we have attempted to differentiate between these factors by testing lexical decision on isolated words versus words embedded in sentences.
Experiment 2
In this experiment, we examined whether the processing cost due to an unfamiliar accent found in Experiment 1 is evident in the presentation of isolated words. Participants were asked to make a lexical decision on target words produced in either their home accent or in an unfamiliar accent (from the Toulouse region). The target words were presented both in isolation and at the end of a carrier sentence (as in Experiment 1).
Method
Participants. Thirty-three participants (including 4 men) with an average age of 23 were tested in this experiment. Three additional participants were tested but rejected: 1 whose RTs were too slow (above 800 ms), another for failing to understand the task, and another for missing too many trials (more than 50%).
Stimuli. Target items consisted of 10 high-frequency disyllabic words (mean frequency from Lexique: 35.4, from 5 to 104) and six pseudowords, each of which started with an unvoiced plosive to facilitate extraction. As in the previous experiment, two female speakers were used to produce sentences for each of the accents (home accent and unfamiliar accent from Toulouse). Two sets of 64 sentences were used (comprising 12 to 14 syllables each), the first set forming a block of stimuli (sentence block) in which the targets were presented at the end of their respective carrier sentence. For the second set of sentences, each of the target words was extracted for presentation in isolation. Each of these extracted words was presented twice in a randomized block of 128 isolated words-pseudowords (isolated target block). A list of all of the target words and pseudowords used in this experiment can be seen in the Appendix. Procedure. The procedure was the same as in Experiment 1, diverging only in the software used to control the experiment, changed to EPRIME (Schneider, Eschman, & Zuccolotto, 2002) , and the length of the interstimulus interval, which was now 3 seconds. Of the 33 participants tested in this experiment, 8 were randomly assigned to the word-sentence group. In this group, the participants were initially presented with the isolated target block and then the sentence block; the remaining participants were assigned to the sentence-word group, where the block order was reversed.
Results
Out of the 3,960 required lexical decisions, 38 were missing, 3 were anticipatory, and 99 were rejected as being too slow (RT above 2.5 times the standard deviation of each participant), leaving 3,820 valid lexical response times (3.5% error rate). For the 2,376 pseudowords, participants responded with 106 false alarms (4.5% error rate).
ANOVAs of the RT responses of our participants were performed with one between-participants variable, presentation order (word-sentence or sentence-word), and three within-participant variables, accent (home or unfamiliar), target type (isolated or sentence carrier), and speaker (two per accent). Examining the potential effect of presentation order, we found that there was no significant interaction between this factor and accent, F 1 (1, 31) Ͻ 1, and F 2 (1, 18) Ͻ 1, nor speaker, F 1 (1, 31) Ͻ 1, and F 2 (1, 18) Ͻ 1. However a significant interaction was found with target type, F 1 (2, 62) ϭ 10.52, p Ͻ .001, and F 2 (2, 36) ϭ 28.49, p Ͻ .001, revealing a familiarization effect, with responses tending to be faster in the second block than in the first. An effect of speaker was found with the home accent, F 1 (1, 31) ϭ 30.8, p Ͻ .001, and F 2 (1, 18) ϭ 10.22, p ϭ .005, but not with the unfamiliar accent, F 1 (1, 31) ϭ 2.23, and F 2 (1, 18) Ͻ 1.
A main effect of accent was observed, F 1 (1, 31) ϭ 7.98, p ϭ .008, and F 2 (1, 18) ϭ 2.09, p ϭ .17, showing that participants were faster with the familiar accent than with the unfamiliar one (587.7 ms vs. 598.1 ms, respectively). Although there was no significant interaction found between the factors of accent and target type, F 1 (2, 62) ϭ 1.88, and F 2 (2, 36) ϭ 1.26, an effect of accent was observed when targets were preceded by a sentence, F 1 (1, 31) ϭ 6.65, p ϭ .015, and F 2 (1, 18) ϭ 1.75, but not when they were presented in isolation, F 1 (1, 31) Ͻ 1, and F 2 (1, 18) Ͻ 1 (see Figure 1 ).
2 Experiments 2-6 used a different set of stimuli than Experiment 1 because they were part of a project involving testing of young children. Stimuli were selected as a function of their high frequency in Lexique (New et al., 2001 ) but also as a function of their familiarity with that population. Contrary to the previous experiment, no correlation was found between sentence duration and lexical decision times in the sentence block, as revealed by the distribution of individual regression coefficients (mean B ϭ 0.01), t(32) ϭ 1.22. This finding showed that equalizing the sentence duration in this block resulted in the disappearance of the signal-go effect found in the previous experiment. However, regression of RTs on target word length resulted in significantly positive coefficients, both in the isolated word block (mean B ϭ 0.09), t(32) ϭ 5.88, p Ͻ .001, and in the sentence block (mean B ϭ 0.31), t(32) ϭ 8.98, p Ͻ .001. As can be seen in Table 2 , the duration of the targets produced by the home accent speakers was shorter than those of the unfamiliar accent. However, it is unlikely that these differences could account for the accent effect, as this was found only for stimuli in the sentence block. If stimulus duration was the cause of the effect of accent, we would expect to see the same effect in both blocks, as there are similar durational differences for the targets across blocks.
Discussion
The main aim of this experiment was to evaluate the locus of the accent effect seen in Experiment 1 (e.g., to ascertain whether the processing cost of unfamiliar accents seen in that experiment was due to accent differences in the target word or to differences in the carrier sentences). In this experiment, a main effect of accent familiarity was found, which was not significantly weaker for isolated target words than for those preceded by a carrier sentence. This suggests that the word identification cost associated with unfamiliar accents observed in Experiment 1 could have been due to the accent on the target, rather than to a normalization process passed down along the carrier sentence.
However, the isolated words used in Experiment 2 were extracted from a carrier sentence and, as such, carry suprasegmental information not normally found in words uttered in isolation. This could explain the lack of a significant difference between isolated words and those found in carrier sentences, whereas, as can be seen in Figure 1 , there is a tendency for a stronger effect of accent when carrier sentences are used. In light of these inconclusive results, the next experiment was designed to investigate the significance of signal duration on accent adaptation by examining the effect of unfamiliar accents as a function of duration of the whole utterance.
Experiment 3
The main aim of this experiment was to examine whether the accent-related word identification cost is sensitive to signal length in continuous speech. By varying the length of carrier sentences, we aimed to ascertain how much signal is required to trigger accent detection mechanisms. Contrary to the previous experiment, which compared isolated words and sentences, Experiment 3 was designed to contrast full-formed sentences of different lengths (short: 7-9 syllables; middle length: 12-14 syllables; and long: 17-19 syllables), therefore providing participants with the complete set of phonological and suprasegmental accent-related information. One prediction for this experiment was that listeners may need to gather a certain amount of unfamiliar accent evidence before triggering the accent normalization process, after which a constant word identification cost should be observed across all lengths of carrier sentence. Alternatively, it is possible that disruption decreases as more signal is made available, suggesting that subsequent adaptation is taking place.
Method
Participants. Thirty-five participants (including 6 men) with an average age of 21 years 5 months were tested in this experiment. Three additional participants were tested but rejected: 1 whose RTs were too slow (above 800 ms) and the others for missing too many trials (more than 50%).
Stimuli. In this experiment, both the target words and pseudowords used in Experiment 2 were used in the generation of three blocks of sentences, each of differing length. As in the previous experiments, each block consisted of 64 different sentences presented in random order, one for each of the targets produced by four speakers (two speakers each for the home and unfamiliar Toulouse accent). The three blocks consisted of short (7-9 syllables), medium (12-14 syllables; this block is identical to that used in the previous experiment), and long (17-19 syllables) sentences.
Procedure. After a training session, all participants were initially presented with the medium block, with the order of presentation for the short and long blocks counterbalanced across participants.
Results
Out of the 4,200 required lexical decisions, 21 were missing and 108 were rejected as being too slow (RT above 2.5 times the standard deviation of each participant), leaving 4,071 lexical response times (3.0% error rate). For the 2,520 pseudowords, participants responded with 70 false alarms (2.8% error rate). ANOVAs of the RT responses of our participants were made with one between-participants variable, presentation order (medium-short-long or medium-long-short), and three withinparticipant variables, accent (home or unfamiliar), carrier sentence length (short, medium, and long), and speaker (two per accent). Examining the potential effect of presentation order, we found that there was no significant interaction between this factor and accent, F 1 (1, 33) ϭ 3.04, p ϭ .09, and F 2 (1, 18) ϭ 1.08. However, a significant interaction was found with sentence length, F 1 (2, 66) ϭ 4.54, p ϭ .014, and F 2 (2, 36) ϭ 6.18, p ϭ .005, revealing a familiarization effect, with responses tending to be slower in the first block of medium-length sentences than the following blocks of short and long sentences, F 1 (1, 33) ϭ 10.53, p ϭ .003, and F 2 (1, 18) ϭ 48.86, p Ͻ .001. An effect of speaker was found with the unfamiliar accent, F 1 (1, 33) ϭ 38.8, p Ͻ .001, and F 2 (1, 18) ϭ 11.1, p ϭ .004, but not with the home accent, F 1 (1, 33) Ͻ 1, and
The factor of regional accent was also found to have a significant effect in this experiment, F 1 (1, 33) ϭ 18.8, p Ͻ .001, and F 2 (1, 18) ϭ 8.41, p ϭ .0096, with lexical decisions significantly faster for sentences produced with a home accent than the unfamiliar accent (558.9 ms vs. 573.6 ms, respectively). The effect of regional accent was also found to interact with sentence length, F 1 (2, 66) ϭ 7.10, p ϭ .0016, and F 2 (2, 36) ϭ 2.99, p ϭ .06, even when the medium-length sentences were removed (because of the possible block order effect) and only short and long sentences were compared, F 1 (1, 33) ϭ 11.29, p ϭ .002, and F 2 (1, 18) ϭ 5.77, p ϭ .027.
As can be seen in Figure 2 , the processing cost associated with unfamiliar accents increases along with the length of the sentence. In short sentences, the difference between accents is not significant, F 1 (1, 33) Ͻ 1, and F 2 (1, 18) Ͻ 1, however, this rises to significance with medium sentences, F 1 (1, 33) ϭ 8.86, p ϭ .0054, and F 2 (1, 18) ϭ 1.86, and increases still further with long sentences, F 1 (1, 33) ϭ 22.94, p Ͻ .001, and F 2 (1, 18) ϭ 11.93, p ϭ .0028.
Regression analyses of RTs revealed that both sentence duration (mean B ϭ 0.011), t(34) ϭ 2.87, p ϭ .007, and target word length (mean B ϭ 0.25), t(34) ϭ 8.93, p ϭ .000, were significantly correlated with RTs, with longer words eliciting slower RTs. An examination of mean RTs for each of the speakers, shown in Table  3 , reveals that one of the unfamiliar accented speakers elicited considerably longer RTs than the other speakers. However, the duration of target words produced by this speaker was not significantly longer than those produced by the other speaker from the unfamiliar accent group, F(1, 9) ϭ 1.02. Therefore, it is unlikely that the slow RTs with this speaker can be attributed to target duration.
Discussion
The findings of this experiment reveal that the word identification costs associated with the processing of unfamiliar accents increase with signal length, indicating that the process of regional accent adaptation gradually impairs comprehension as information on the accent is gathered from the speech signal. At first glance, these results contrast with those of Experiment 2, in which we failed to obtain a clear interaction between target type (isolated words vs. sentences) and accent familiarity. However, some light might be shed on these inconsistencies if we compare the effects of accent seen with medium sentences with those found in isolated words in Experiment 2 and the short sentences in Experiment 3 (as the medium sentences were identical in both experiments and elicited similar effects 3 ). When we considered only medium utterances and short sequences (words in Experiment 2, short sentences in Experiment 3) and pooled the results across participants in both experiments, a significant by-participant effect of accent was found, F 1 (1, 66) ϭ 12.21, p Ͻ .001, and F 2 (1, 18) ϭ 2.62, p ϭ .12, which interacted significantly with utterance length, F 1 (1, 66) ϭ 5.23, p ϭ .025, and F 2 (1, 18) Ͻ 1. The triple interaction among utterance length, accent, and experiment was not significant, F 1 (1, 66) Ͻ 1, and F 2 (1, 18) Ͻ 1, showing that the difference in the effect of accent seen between medium sentences and shorter utterances was equivalent across experiments. Thus far, we have compared familiarly versus unfamiliarly accented utterances ranging from isolated words to long sentences in Experiments 2 and 3. Combining the results of both of these experiments indicates that the word identification disturbance due to an unfamiliar accent becomes more robust as more information is available from the speech signal.
Studies of foreign accent adaptation (e.g., Clarke & Garrett, 2004; Gass & Varonis, 1984) indicate that these processing costs should eventually drop and fall back to baseline processing after exposure to the accent has been sufficient to allow for complete adaptation. If this reversion holds for regional accent adaptation, then it would appear that even the longest sentences do not contain sufficient information for the participants to fully adapt to the unfamiliar regional accent. In this and all previous experiments, 3 We verified that medium sentences elicited similar RTs in both experiments (mean RTs in Experiment 2: 581.8 ms; in Experiment 3: 585.8 ms), F 1 (1, 66) Ͻ 1, and F 2 (1, 18) Ͻ 1. Overall, there was a main effect of accent familiarity F 1 (1, 66) ϭ 14.94, p Ͻ .001, and F 2 (1, 18) ϭ 1.96, which did not interact significantly with the experiment, F 1 (1, 66) Ͻ 1, and F 2 (1, 18) Ͻ 1. the accent of the sentences presented to the participants changed in an unpredictable manner, roughly every sentence. Therefore, it is likely that the change in accent from one sentence to the next disrupted the adaptation process before the associated costs could drop down to baseline levels. In Experiment 4, we evaluated this hypothesis by looking at longer term adaptation by blocking home and unfamiliar accents separately.
Experiment 4
In Experiment 4, we investigated the evolution of the word identification processing cost observed in the previous experiments by blocking home and unfamiliar accents separately. Under these conditions, we predicted no difference in RTs between the two blocks, as the processing cost associated with the unfamiliar accent should disappear during the presentation of the block due to complete adaptation. However, whether listeners fully recover their speech processing efficiency with a regional accent is still an open question, and RTs for the unfamiliar accent block could be still slower than for the home accent block.
In addition, to provide direct comparisons with foreign accent studies, we introduced a foreign accent condition in this experiment in which each participant heard a final block of Englishaccented long sentences. Lexical decision costs associated with that accent were expected to be higher than for the regional accent.
Method
Participants. Twenty participants (including 5 men) with an average age of 29 were tested in this experiment.
Stimuli. In addition to the stimuli previously used in Experiment 3, an additional block of 32 long sentences (17-19 syllables), one for each of the usual 16 targets, was recorded by two British women. Each of these women was an experienced French speaker but had acquired the language late in life (after puberty). Both had lived in the home accent region for 2 years prior to the experiment and were originally from south London.
Procedure. The procedure was similar to that used in previous experiments, diverging only in the blocking of accents, where sentences with home, unfamiliar, and foreign accents were grouped into separate blocks. For the home and unfamiliar accent groups, sentences were also blocked into length, with half of the participants presented with blocks in the order middle, short, long, and the others in the order middle, long, short. The order of home and unfamiliar accent blocks was also counterbalanced among the participants, with the foreign accent block always presented last. This organization of stimuli resulted in seven blocks, starting with 2 three-block (for the three lengths of sentences) groups of home and unfamiliar accented sentences, and a final block of sentences produced with a foreign accent. Between each of the accent groups, there was a pause of a few minutes.
Results
Out of the 2,800 required lexical decisions, 15 were missing and 54 were rejected as being too slow (RT above 2.5 times the standard deviation of each participant), leaving 2,731 lexical response times (2.4% error rate). Errors due to slow RTs were predominantly found in foreign accented words (44% of errors), rather than home (30% errors) or unfamiliar (26% errors) accents. For the 840 pseudowords, participants responded with 32 false alarms (3.8% error rate).
ANOVAs of the RTs for home and unfamiliar accents were made with two between-participants variables, length presentation order (medium-short-long or medium-long-short) and accent presentation order (home-unfamiliar or unfamiliar-home). Three within-participant variables were considered: accent (home, unfamiliar, and foreign), speaker (two per accent), and sentence length (short, medium, and long). Summarizing significant ( p Ͻ .05) main effects and interactions, we found that, as in Experiment 3, sentence length, F 1 (2, 32) ϭ 10.09, p Ͻ .001, and F 2 (2, 72) ϭ 10.0, p Ͻ .001, had a significant effect on participants' responses, with faster RTs for short (581 ms) and long sentences (587 ms) than medium sentences (611 ms). This effect is thought to be due to habituation, as the medium sentences were always presented first. Similarly, although accent presentation order had no main effect, F 1 (1, 16) Ͻ 1, and F 2 (1, 36) Ͻ 1, it did interact with accent, F 1 (1, 16) ϭ 7.21, p ϭ .016, and F 2 (1, 36) ϭ 24.97, p Ͻ .001, showing that participants were faster during the presentation of the second accent than the first. On examination of the effect of speaker, we found that post hoc comparisons showed significant differences between speakers with home accent, F 1 (1, 16) ϭ 10.34, p Ͻ .001, and F 2 (1, 36) ϭ 3.69, p ϭ .06, and unfamiliarly accented sentences, F 1 (1, 16) ϭ 17.71, p Ͻ .001, and F 2 (1, 36) ϭ 10.37, p Ͻ .001, as can be seen in Table 4 . Finally, it must be noted that responses, summarized in Figure 3 , showed no significant main effects of regional accent, F 1 (1, 16) Ͻ 1, and F 2 (1, 36) Ͻ 1, nor, contrary to that found in Experiment 3, was there any interaction between accent and sentence length, F 1 (2, 32) ϭ 1.80, and F 2 (2, 72) ϭ 1.5. This interaction remained nonsignificant even when the medium-length sentences were removed (because of the possible block order effect) and only short and long sentences were compared, F 1 (1, 19) ϭ 3.61, p ϭ .073, and F 2 (1, 9) ϭ 1.54.
To assess the impact of experimental design (random presentation of accents as in Experiment 3 vs. blocked presentation as in Experiment 4) on the observation of the accent familiarity effect, we examined the interaction between accent (familiar vs. unfamiliar) and experiment (participants from Experiment 3 vs. Experiment 4), finding a significant interaction by participant, F 1 (1, 53) ϭ 4.02, p ϭ .045, and F 2 (1, 18) ϭ 2.32, p ϭ .14, showing that performance with an unfamiliar accent improved with a blocked design.
An additional ANOVA was made comparing the foreign accented sentence block with those of home and unfamiliar accents. This analysis revealed that participants were significantly slower with the foreign accent words (average of 716.9 ms) than nativeFrench accents (average of 592.9 ms for home accent and average of 595.1 ms for unfamiliar accent), F 1 (2, 32) ϭ 117.11, p Ͻ .001, and F 2 (2, 72) ϭ 192.54, p Ͻ .001. This difference was still highly significant when only long sentence blocks were compared across accents.
As might be expected, the duration of foreign accented sentences (average of 4,230 ms) was much longer than those produced by French natives (average of 1,629 ms and 1,613 ms for home and unfamiliar accent long sentences, respectively). However, each of the accents showed a significant correlation between sentence duration and RTs (home accent: mean B ϭ 0.017, t [19] Therefore, if target or sentence duration differences were responsible for the foreign accent effect observed in this experiment, differences should have emerged between the home and the unfamiliar accent (see the duration of targets and sentences in Table 3 ).
Experiment 4 was not specifically designed to evaluate the time course of adaptation to regional accent; rather, it was designed for comparison with the findings of previous experiments under an accent blocking condition. However, post hoc analyses were conducted to examine the evolution of the word identification cost in each accent block across time. For each participant, we divided the medium sentence length blocks into three periods (10 first, 10 middle, and 12 last sentences). As can be seen in Figure 4 , there was no robust evidence of initial disruption caused by unfamiliar accents, as RTs remained relatively constant across the three periods (main effect of period for each accent), F 1 (2, 18) Ͻ 1. Similarly, the processing cost associated with the foreign accent remained constant across these three periods, F 1 (2, 18) Ͻ 1.
Given that Clarke and Garrett (2004) found that the processing of a foreign accent returns to baseline performance after only 2-4 sentences, we could reasonably assume that regional accent adaptation would occur over a similar time frame. However, in this experiment, the results of fine-grained analyses remain inconclusive because of the use of a go/no-go design. Because RT data were available only from go responses, representing only two thirds of all responses, there were insufficient observations for a robust statistical examination of the evolution of RTs across individual sentences.
Discussion
In previous experiments, the maximum amount of accented speech offered for adaptation was usually no longer than 19 syllables in length. Over this time period, the processing costs due to adaptation were seen to rise steadily, resulting in a processing delay of around 30 ms. In this experiment, we examined the effects of long-term adaptation by blocking accents separately, increasing the amount of uninterrupted accented speech by a factor of 32. It appears that, with this design, there was no longer any significant difference between detection latencies for the unfamiliar and the home accent. When combined, these findings support our main hypothesis of regional accent normalization, that being a two stage process with initial word identification disruption, followed by eventual adaptation leading to a full recovery in comprehension speed.
However, this hypothesis also predicted that the very first presentation of the unfamiliar accent in Experiment 4 should elicit a word identification delay when compared with the familiar accent. Post hoc analyses failed to reveal such an effect, possibly because of the use of a go/no-go paradigm, which meant that a third of the possible responses at the moment of accent change were not recorded, thus reducing the power of sentence-by-sentence finegrained analysis. Further data will be needed to address the issue of the time course of full adaptation to a regional nonfamiliar accent (Floccia, Ellis, & Goslin, 2006) .
Data collected with the foreign accented speech showed that full accent adaptation is not always assured. As we have seen, the magnitude of the lexical decision delays due to this accent was much greater than that observed for regional accents (about 120 ms vs. 30 ms, respectively) even after presenting participants with 32 sentences of uninterrupted accented speech. This result contrasts with those obtained by Clarke and Garrett (2004) , who saw a return to baseline processing with foreign accents, and we will return to address the reasons for this disparity in the General Discussion.
Although the findings we have reported thus far appear relatively clear cut, supporting our main hypothesis on regional accent adaptation, two methodological issues remain, which could confound our conclusions. The first of these concerns the relatively small number of target words used in each of the experiments; in many cases, only 10 target words were used in each condition. Because participants were asked to respond to the same words on multiple occasions (as often as 12 times in Experiments 3 and 4), it is possible that this repetition could have an impact on their responses. The second issue relates to the generality of the unfamiliar accent effect we have found in our experiments. Thus far, we have assumed that the participants from Franche-Comté encountered word identification delays with the Toulouse accent because of their lack of familiarity to this accent. However, it is also possible that this effect was specific to the speaking style typified by this particular accent, rather than a product of unfamiliarity itself. Therefore, before advancing to the General Discussion, we present two experiments that address these issues.
Experiment 5
In this experiment, we examined the potential impact of target item repetition on the behavior of the participants in the previous experiments. In all of the experiments we have reported up to now, the participants have been asked to respond to the same word presented on multiple occasions. Because mass repetition is unusual in these types of experiments, it is possible that this design could have had a significant impact on the results reported thus far. For example, in Experiments 3 and 4, the repetition priming effect, found when comparing responses from the initial and later stimuli blocks, is larger than the accent effect. Although this effect could be due to task habituation, it is also possible that participants learned to predict the target words of the sentences, thus reducing RTs in subsequent repetitions. In this experiment, we addressed these concerns by attempting to replicate the regional accent familiarity effect seen in the previous experiments without using repeated target items.
Method
Participants. Twenty participants (including 2 men) with an average age of 19 years were tested in this experiment.
Stimuli. In this experiment, we reused all of the target words and pseudowords used in Experiments 1 and 3; items common to both experiments were only used once in this experiment. Each of these 28 words and 16 pseudowords formed the final word of two sentences: one produced in the home accent, the other in the unfamiliar accent. Four speakers were used to produce the sentences for each accent group, with unfamiliar accented sentences split between speakers from the Toulouse and Aix-enProvence 4 regions. Each of the sentences was arranged into two equalsized blocks, labeled A and B, such that none of the target items were repeated within each block. In addition, the assignment of either the home or unfamiliar accented versions of each target item was randomly assigned between blocks such that each contained an equal mix of home and unfamiliar accented sentences. This meant that the participants heard each target item twice, once in both blocks, produced with a different accent each time. For example, the item bateau (boat) was presented in Block A in the home accent and in Block B in an unfamiliar accent, although piano was presented in Block A with an unfamiliar accent and in Block B with the home accent. Block presentation order was counterbalanced across participants.
Procedure. The procedure was the same as in Experiments 1-4.
Results
Out of the 1,120 required lexical decisions, 14 were missing, 24 were rejected as being too slow (RT greater than 2.5 times the standard deviation of RT for the participant), and 11 were rejected for anticipation (RT below 2.5 times the standard deviation or inferior to 300 ms), leaving 1,071 lexical response times (4.4% error rate). For the 640 pseudowords, participants responded with 37 false alarms (5.8%).
Mean RTs were examined using ANOVA. These analyses were conducted with three within-participant/item variables: accent (home vs. unfamiliar), speaker (four per accent), and block (A vs. B). A between-participants condition was also used to measure the effect of block order (either A-B or B-A). These analyses revealed that RTs were significantly faster with the home accent than the unfamiliar accent (709.4 vs. 740.3 ms), F 1 (1, 18) ϭ 9.78, p ϭ .006, and F 2 (1, 26) ϭ 3.64, p ϭ .067, and that there was no significant interaction between this factor and the stimuli block (A or B), F 1 (1, 18) ϭ 1.96, and F 2 (1, 26) Ͻ 1. The main effect of block was also found to be significant, F 1 (1, 18) ϭ 8.05, p ϭ .01, and F 2 (1, 26) ϭ 1.14, with RTs faster for Block A (700.2 ms) than Block B (734.7 ms). As to the possible effects of target item repetition, we found that the between-participants effect of block order did not have any significant effect, F 1 (1, 18) ϭ 1.15, on RTs nor did it significantly interact with accent, F 1 (1, 18) Ͻ 1. Additionally, no significant interaction was found among the factors of accent, block, and block order, F 1 (1, 18) Ͻ 1, showing that there was no significant difference in the magnitude of the accent effect between the first (26.3 ms) and second (30.5 ms) presentation of the target items. Finally, significant effects of individual speakers were found for both accents (home accent: Table 5 .
Further regression analyses of individual coefficients revealed that sentence length had no significant effect over RTs (mean B ϭ Ϫ0.003), t(39) Ͻ 1, although target word length effect was significant (mean B ϭ 0.14), t(39) ϭ 3.53, p ϭ .001. However, as can be seen in Table 5 , the duration of targets produced by the speakers with different accents was highly similar, t(27) ϭ 1.23; therefore, it is unlikely that the effect of accent familiarity was due to differences in stimuli duration.
Discussion
The main aim of this experiment was to verify that the findings of the previous four experiments were not being colored by effects arising from the repetition of target items. This experiment explicitly tested the possible effects of repetition on unfamiliar accent processing by comparing the costs associated with this adaptation between the first and second presentation of target items. Our findings reveal that the processing delay resulting from unfamiliar accents was not significantly affected by repetition. This would rule out the possibility that the previously obtained accent adaptation effects could be due to learning effects from target item repetition.
Experiment 6
Throughout this study, we have assumed that the word identification delay encountered by our participants when faced with the Toulouse accent was due to its unfamiliarity. However, an alternative interpretation of these findings is that they are due to features specific to the Toulouse accent, rather than to generic accent adaptation. In this experiment, we evaluated these alternative explanations by reversing the conditions used in our previous experiments, that is, by testing participants native to Toulouse with their own accent and alternative unfamiliar accents. If the effects seen in the previous experiments were due to specific effects of the Toulouse accent, then we would predict RT delays similar to those we have seen in the previous experiments, that is, longest RTs for the Toulouse accent. On the other hand, generic effects resulting from adaptation to unfamiliar accents would result in a reverse pattern to that observed in the previous experiments, that is, shortest RTs for the now-native Toulouse accent.
One of the unfamiliar accents chosen for the Toulouse participants was that of Franche-Comté, the native region of the participants from the previous experiments. However, a potential problem with the Franche-Comté accent is that it may not be distinct enough from the Parisian accent, used as a familiar accent in Experiment 1. In that experiment, there was no significant difference found between the processing of the participants' native Franche-Comté accent and that of the Parisian accent. Therefore, in addition to the Franche-Comté accent, we have introduced another unfamiliar accent, that of the francophone Swiss, which is perceptually more distant from the Parisian accent than that of Franche-Comté (Carton et al., 1983) . This accent belongs to the Franco-Provençal dialect set, whereas the Franche-Comté accent is related to the dialects of Oïl, in common with the standard massmedia accent (Battye et al., 2000; Rash, 2002) .
Method
Participants. Nineteen participants (including 6 men) with an average age of 23 years 5 months were tested in this experiment. The data of 1 additional participant were removed because of a high rate of false alarms (more than 20%). All of these participants were tested in the Toulouse region and were selected using the same criteria as those from the previous experiments, except that their home region and accent should now be Toulouse.
Stimuli. In this experiment, we reused the long sentences previously tested in Experiments 3 and 4 for the home (then unfamiliar) and unfamiliar Franche-Comté (then home) accents. Additional sentences were recorded for the unfamiliar Swiss French accent by two native female monolingual French speakers from Fribourg, a Swiss canton where the majority of the population are French speaking. As in Experiments 3 and 4, each speaker produced one sentence for each of the 10-word and 6-pseudoword targets.
Procedure. The procedure was the same as in Experiment 3 but with only one block of 96 long sentences randomly presented to the participants. Note. RT ϭ reaction time.
Results
Out of the 1,140 required lexical decisions, 18 were missing and 29 were rejected as being too slow (RT above 2.5 times the standard deviation of each participant), leaving 1,093 lexical response times (4.1% error rate). For the 684 pseudowords, participants responded with 34 false alarms (5.0%).
ANOVAs of the RTs were conducted with two withinparticipant variables: accent (home, unfamiliar Franche-Comté, and unfamiliar Swiss French) and speaker (two per accent). These analyses revealed an effect of speaker with the home accent but not with either of the unfamiliar accents (home accent: F 1 [1, 18] The behavior of Franche-Comté listeners in Experiment 3 was directly compared with those of Toulouse in this experiment by examining possible interactions between participant group and accent (Franche-Comté vs. Toulouse). The outcome of this analysis was found to be significant by participant, F 1 (1, 52) ϭ 6.68, p ϭ .013, and F 2 (1, 28) ϭ 3.52, p ϭ .071, showing that the two groups of participants displayed different behaviors with the same accents.
Regression of RTs and sentence duration were found to be significant for the home accent only (mean B ϭ 0.055), t (18) Table 6 shows that the words produced by Swiss speakers were significantly longer than those produced by the home accent speakers, t(19) ϭ 4.18, p Ͻ .001, which could explain why participants were slower to identify words in this accent. However, comparisons between the Swiss speakers revealed that the speaker who produced the longest words (643 vs. 568 ms), t(9) ϭ 3.67, p ϭ .005, elicited the fastest RTs (708 vs. 727 ms). Therefore, it seems unlikely that the slow RTs elicited by the Swiss unfamiliar accent were purely due to durational differences.
Discussion
Experiment 6 was designed to determine whether the accent effects obtained in the preceding experiments were due to participants' familiarity with the accents or to a specific difficulty in processing the speech local to Toulouse. In this experiment, participants from Toulouse were presented with their own, home, accent plus two unfamiliar accents from the Franche-Comté and French-speaking Swiss regions. Analyses of RT differences elicited by these accents revealed that participants from the Toulouse region had significantly different responses to the two unfamiliar accents. In previous experiments, natives of the Franche-Comté region encountered comprehension delays when processing the Toulouse accent. However, in this experiment, participants from Toulouse had no greater difficulty processing sentences produced by the Franche-Comté accent than their own native accent. In contrast, when sentences were produced in the Swiss French accent, the participants were significantly slower to react to target items than they were in their native Toulouse accent. This result clearly shows that the word identification deficits seen in this and prior experiments are due to the accent unfamiliarity rather than to specific aspects of speech style used in Toulouse.
As stated in the introduction of this experiment, the perceptual distance between the Franche-Comté accent and that of the Parisian, mass-media, accent is relatively narrow. This would explain why our participants were relatively familiar with its idiosyncrasies and thus did not suffer from any processing delays due to adaptation. However, the Swiss French accent has far less in common with the Parisian accent, and although most French people might be able to recognize a stereotypical Swiss French accent, exposure to this accent would have been minimal. For example, the Swiss French accent is typified by systematic paroxytonie (accentuation of nonfinal syllables) as opposed to the oxytonie of Parisian French (accentuation of the last syllable). Although this property is also evident in the Franche-Comté accent, it is not systematic and thus is far less frequent than in the Swiss French accent (Carton et al., 1983) .
General Discussion
The main findings of this study, summarized in Table 7 , indicate that regional accent normalization is typified by an initial temporary perturbation in speech processing, which becomes evident after only a certain amount of accented signal has been processed. In our initial experiment, we found that when an unfamiliar southern French accent was presented to participants from the FrancheComté region, word identification was delayed by approximately 30 ms. Experiments 2 and 3 explored the amount of signal necessary to obtain this processing cost, with Experiment 3 revealing rising adaptation as the amount of accented signal presented to the participant increased. In the early stages of this process, with short sentences of between seven and nine syllables, the disruption caused by this process was below significance. However, when between 12 and 14 syllables of accented speech had been presented to the participants, the processing delay became significant and subsequently increased with longer sentences. In Experiment 4, we established that the disruption to word identification was not observed under blocked presentation of accents, suggesting that after sufficient information on the accent has been gathered, comprehension returns to baseline levels, indicating full adaptation. However, this last conclusion must be taken cautiously, because post hoc analyses failed to demonstrate any initial disruption of word identification immediately following accent change, although this could have been due to the low power of the go/no-go design. The final two experiments were conducted to investigate two methodological concerns that arose from the design of the previous experiments. In all of the previous experiments, the same target words and pseudowords were presented to the participants on multiple occasions, raising the possibility that the results of these experiments could have been colored by repetition effects. In Experiment 5, we addressed this concern by comparing unfamiliar accent adaptation on the first and the second presentation of target items. This experiment revealed that repetition had no significant effect on the accent-related comprehension delays that were noted in previous experiments. The second issue relates to the generality of the unfamiliar accent effect we have found in our experiments. In most of the experiments, the unfamiliar accented conditions were represented by a single accent, that of the Toulouse region. Therefore, it was possible that the effects previously ascribed to general effects of accent unfamiliarity could have been specific to the speaking style of this region, rather than to a product of unfamiliarity itself. This potential confound was investigated in Experiment 6, where we reversed the conditions of the previous experiments presenting participants from Toulouse with accents from Franche-Comté and the French-speaking region of Switzerland. The results of this experiment revealed that these participants had no greater difficulty in processing the Franche-Comté accent than they did their own, although they did show the previously noted unfamiliarity effect with the Swiss accent. These findings indicate that the participants were able to assimilate the FrancheComté with the familiar Parisian accent, an accent that did not incur an adaptation cost in listeners from Franche-Comté either (see Experiment 1). However, adaptation was required for the Swiss accent, as it was not familiar to the participants nor was it perceptually similar to any other familiar accent. These results show that the processing delay caused by regional accent adaptation is not specific to any particular speaking style; rather, it is the result of listeners' unfamiliarity with an accent. Later in this discussion, we examine the implications of the initial disruption of word identification following unfamiliar accent presentation to theoretical accounts of accent normalization.
Another potential concern for the conclusions of this study lies in the robustness of the accent effects presented in this study and whether they may simply be ascribed to individual differences between speakers, rather than to accent. Although recurrent within-accent speaker effects were found between Experiments 2 and 6, these effects were highly inconsistent. In some experiments, interspeaker differences were found between the speakers representing the home accent (Experiments 2 and 5), although there were differences between speakers representing unfamiliar accents (Experiments 3 and 5). It is this inconsistency, especially when compared with the consistent and significant effects of accent seen throughout our experiments, which lead us to ascribe interspeaker differences as sampling effects. To test this supposition, we examined the consistency of accent and speaker effects across experiments, comparing the RTs of Franche-Comté participants when presented with the same two speakers of the Toulouse and home accents. Under these conditions, participant responses were pooled from Experiment 2 (middle-length sentences), Experiment 3 (middle and long sentences), and Experiment 5 to form a between-participants factor of a repeated measures ANOVA, with within-participant factors of accent (Franche-Comté vs. Toulouse) and speaker (two per accent). This analysis revealed a main effect of accent, F 1 (1, 85) ϭ 12.48, p ϭ .001, which, most important, did not interact with the between-participants factor of experiment, F(2, 85) ϭ 1.06. On the other hand, although speaker effects were found across both accents (home accent: p Ͻ .000). This analysis indicates that the accent effect observed with Toulouse and Franche-Comté speakers is highly robust and can be generalized across speakers of the same region. This effect can be compared with the variation arising between the speakers of the two accents, which was found to change between experiments and is therefore most likely to be due to a simple sampling effect.
Disrupting Word Identification
According to Johnson's (1997) model of lexical access, speech variability is an inherent part of the stored exemplars used to represent words. However, by definition, an unfamiliar accent will contain variability that falls outside of the listener's experience and will not be encapsulated within the stored exemplars. In this case, the partial mismatch between stored exemplars and the incoming accented speech would reduce the efficiency of word recognition and thus lead to increased RTs. However, as more accented speech is presented to the listener, this would cause a progressive shift in the weights used to represent the relevant dimensions of the signal, finally leading to full adaptation. According to the model of lexical feedback proposed by Norris et al. (2003) , mismatches between incoming phonological forms and those sorted in the lexicon will trigger training signals back to the prelexical level to signal adaptation. As in the previous model, this mismatch will initially result in poor lexical activation until the creation of a filter capable of matching the incoming phonemic forms onto those used in the lexicon.
Initial Disruption and Utterance Length
One finding of particular note arising from this study was the amount of accented speech required before the observation of a robust comprehension deficit. It is unlikely that the first 10 -15 syllables of an utterance were bereft of cues indicating the use of an unfamiliar accent, as the participants reported that they were able to detect these accents even in isolated words. Additional analyses conducted by trained phoneticians also revealed that systematic pitch and rhythmic differences were evident between accented sentences, showing that accent-related prosodic patterns were present in all lengths of utterances. Unfortunately, it is difficult, if not impossible, to quantify all of the accent-related variations found in speech, a reason why most research in this domain is focused on phonemic contrasts, rather than on the perception of continuous speech. However, it is not unreasonable to suppose that the longer the utterance, the more accent-related information is revealed to the listener. How can the two described models of accent processing account for this finding?
One possible explanation for this progressive deterioration, which holds for the two types of models, is that as lexical activation becomes weaker, checking procedures are used to examine possible reasons for this failure. As these procedures are likely to consume both time and resources, they could progressively slow the lexical identification device. Another potential explanation stems from a weakening of feedback from higher levels of language processing caused by a weakening in the spread of activation from lexical levels. In this case, the progressive deterioration in lexical access is explained by a circular spread of weaker activation from both bottom-up and top-down processing.
Perhaps a more viable alternative explanation for progressive word identification disruption stems from the finding that participants are aware of unfamiliar accents well before any associated processing costs are evident. This leads us to suggest that this processing cost is not directly associated with a reduction in lexical activation, but rather it is an indication of a general slowing in the speech perception system. This slowing is caused by the selection and retrieval of an appropriate accent model from long-term memory containing phonological, phonotactic, and prosodic details about the previously encountered accents. This selection process would require the listener to extract information about the accent and to make a comparison with those already stored in memory. Therefore, as more information is gathered about an accent, the complexity of cross-checking stored entries increases, resulting in a progressive slowing of the speech processing system. Finally, when sufficient information has been gathered to make a match, the required representation can be retrieved from memory and used to adapt to the incoming signal.
Comparing Regional and Foreign Accents
According to Clarke and Garrett (2004) , accents can be ranked on a perceptual scale as a function of their distance to the home dialect. They also proposed that the same processes are used for both accented and nonaccented speech and that differences observed between accents are due to exaggeration of these processes. This suggests that both the time course and amplitude of accentrelated effects should be similar in foreign and regional accents, with a simple modulation reflecting their relative distance to the native accent. Our observations appear to support this hypothesis, at least over the initial stages of normalization, as the word identification delays caused by regional accents were found to be smaller for regional (30 ms) accents than foreign accents (100 -150 ms). However, our findings diverge from those predicted by Clarke and Garrett when we consider the differences we observed in the time course of normalization for foreign accents. Participants in Clarke and Garrett's study were sometimes found to return to baseline processing levels after the presentation of only 2-4 sentences of foreign accented speech, indicating that they had achieved full adaptation. However, in our study, we found that the processing deficit observed with a foreign accent did not reduce over time, even after the presentation of a contiguous block of 32 sentences. A possible explanation for the disparity in foreign accent adaptation could lie in our use of multiple speakers for each of the accents, whereas the foreign accented speech used by Clarke and Garrett was produced by only a single speaker. For complete adaptation to take place in our experiment, it would have been necessary for listeners to transfer adaptation across the two speakers.
A number of studies have examined the transfer of foreign accent adaptation across speakers, with mixed results. Gass and Varonis (1984) reported that recognition accuracy in foreign accented sentences improved after exposure to different speakers of the same accent when compared with exposure to different foreign accents, indicating a possible transfer of adaptation across speakers. In a study by Weil (2001) , English speakers were trained with words, sentences, and prose uttered by a native of Marathi. It was found that the resultant adaptation only transferred across to another Marathi speaker when the participants were presented with a certain sentence length utterances. According to Jongman, Wade, and Sereno (2003) , this failure may have been due to the training task's emphasis on differences rather than on similarities across speakers. Still, Jongman et al. hypothesized that for robust learning effects to occur, participants would require exposure to multiple speakers of a given foreign accent. To test this hypothesis, they exposed English listeners to Spanish-accented English words uttered by many different speakers. However, contrary to their predictions, no improvement was reported when the participants were presented with new Spanish-accented words uttered by unfamiliar speakers (see also Clarke, 2000) .
In light of this evidence, it is clear that the transfer of foreign accent adaptation is far from being assured and as such could account for the failure of our participants to fully adapt to foreign accent. Because two speakers were used to produce the sentences in Experiment 4, it is possible that the subsequent changes in speaker within the block of 32 sentences could have disrupted adaptation. These findings are in stark contrast to those found with regional accents, where long-term habituation to unfamiliar accents was found under similar conditions. As each block was represented by a random mix of sentences produced by two speakers, it is clear that listeners must have been able to transfer regional accent adaptation between speakers for this habituation to take place.
Although highlighting fundamental differences between adaptation mechanisms, the disparity between the transfer of regional and foreign accent adaptation also has important implications for models of lexical access. The architecture of the Johnson (1997) exemplar-based model predicts that accent adaptation should transfer across speakers with either foreign or regional accents. When a speaker is encountered with an unfamiliar accent, the weights used to represent multiple dimensions should be modified accordingly. However, even when a new speaker is presented, the weight changes previously instigated should still be relevant to the processing of the accent; therefore, there should not be any significant disruption to adaptation. In the model of Norris et al. (2003) , the use of abstract prelexical representations should ensure than any within-speaker differences within the same accent should be normalized at the prelexical level of processing. That is, the acoustic speaker-related information should already have been removed before the phonological representation is used to access the lexicon. Therefore, any adaptation to existing prelexical representations resulting from accented speech should be relevant to all speakers within that accent. Although this may be the case for regional accents, which we can expect to be relatively homogeneous, foreign accents are more likely to be highly speaker specific. For nonnative speakers, differences in the levels of fluency or linguistic experience can have a significant impact on their production of the language. The phonetic realizations of particular phonemes produced by these speakers can range from their own native representations toward those used in the particular region in which they learned the language. Therefore, it is possible that interspeaker differences are greater than those found within the same foreign accent, meaning that the resulting adaptation is not general to the accent but specific to the speaker.
In conclusion, the main findings of this study point toward a normalization mechanism that causes an increasing delay in word identification latency, although information is gathered on the unfamiliar accent. Further research will be required to gain a fuller understanding on the mechanisms by which provision of sufficient accented speech should eventually lead to full adaptation and a return to baseline speech processing performance, allowing researchers to explain how humans' language comprehension system adapts to accent variation.
