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ABSTRACT
Nonlinear systems with dynamics evolving in distinct slow and fast time-scales are common
in science and engineering. Geometric singular perturbation theory is a powerful tool for controller
design for such systems over multiple-time-scales. Aerospace vehicles such as aircraft and spacecraft
are examples of nonstandard multiple-time-scale systems, for which the control synthesis is more
challenging than for standard systems. Most control methods for nonstandard systems assume
deterministic model and full-state feedback. This dissertation extends the current capabilities of
multiple-time-scale control for nonstandard systems by developing novel theories of control design
for uncertain systems and using output feedback. Both of slow state tracking and simultaneous
slow and fast state tracking for nonstandard systems are considered as control objectives. Using
the time-scales of the slow states, slow actuators, fast states and fast actuators, the control laws
developed over four-time-scales can account for multiplicative and additive uncertainties. The
controller uses estimates of the unknown parameters and the unmeasured states, and ensures
Lyapunov-stability of the lower-order reduced subsystems. The estimates are updated by an online
parameter estimator and a nonlinear state observer respectively. They are designed using the
composite Lyapunov analysis. This analysis also proves the boundedness of errors and establishes
bounds of time-scale separation to accomplish the same. The theory is applied to perform attitude
tracking for a generic spacecraft with uncertain inertias, and large-amplitude combined longitudinal
and lateral/directional maneuvers of a nonlinear six-degree-of-freedom aircraft with uncertain
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NOMENCLATURE
DOF Degrees Of Freedom
LPM Leading Principal Minor
MRP Modified Rodriguez Parameter
R Set of real numbers
x slow states OR kinetic slow states




xU unmeasured slow states
σ time-scale parameter for slow actuators
ε time-scale parameter for fast states
ρ time-scale parameter for fast actuators
p∗, p
∗ lower and upper bounds of a time-scale parameter p for a
deterministic system with full-state feedback
p∗∗, p
∗∗ lower and upper bounds of a time-scale parameter p for an
uncertain system with full-state feedback
p∗∗∗, p
∗∗∗ lower and upper bounds of a time-scale parameter p for an
uncertain system with output feedback
p̂, χ̂ estimate of an unknown parameter p or an unmeasured state
χ
αi weights of individual Lyapunov functions in the composite
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1. INTRODUCTION
1.1 Merits of Multiple-Time-Scale Control Using Geometric Singular Perturbation
Dynamics evolving in distinct slow and fast time-scales are observed in systems such as aircraft
[1], spacecraft [2], robotic manipulators [3], electrical power systems [4], biochemical reactions
[5], nuclear reactors [6], production planning in manufacturing [7], and so on. Geometric singular
perturbation theory [8, 9] gives an asymptotic view of the evolution of the states of the system in
two different time-scales. In the fast time-scale, the fast states evolve to an equilibrium manifold,
while the slow states remain frozen at the initial conditions. In the slow time-scale, the slow states
evolve, while the fast states stay on the manifold. Using this physical insight of the dynamics,
control laws can be designed in two distinct time-scales. For a two-time-scale system with one
state evolving in the slow time-scale and one state in the fast time-scale, the state-space model has
a small positive parameter ε such that 0 < ε << 1. This parameter is called the perturbation
parameter or the time-scale separation parameter. Two extremes of time-scale separation can be
described as follows: the case of infinite separation of time-scales is represented by ε = 0, and
the case of no separation is represented by ε = 1. For control law design, geometric singular
perturbation theory suggests the use of lower-order reduced subsystems by artificially substituting
ε = 0, i.e. assuming infinite time-scale separation. The difference between the full-order dynamics
with finite time-scale separation and the reduced-order dynamics with infinite time-scale separation
is taken care of by a separate stability analysis, called the composite Lyapunov analysis [10]. This
analysis produces bounds of the time-scale separation parameter ε within which the control law
is guaranteed to keep the closed-loop system stable. In addition to slow and fast system states, a
system can have actuators working in slow and fast time-scales. For example, aircraft have velocity
and aerodynamic and kinematic angles as slow states, while angular rates are fast. Aircraft also
have slow engine dynamics, and fast dynamics of the aerodynamic control surfaces. Inclusion of
actuator dynamics is an important consideration for control design, and it may lead to additional
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time-scales in the model. In such cases, the concepts from the geometric singular perturbation
theory can be extended to state-space models with more than one perturbation parameters, and the
control law can be designed in more than two time-scales [11].
Controller design using the geometric singular perturbation approach has a few major benefits.
First, it results in a nonlinear controller for a nonlinear system, and does not involve any linearization
or gain-scheduling in the development. This is of particular advantage for aircraft control design,
since it does not require approximate linear models using short-period and phugoid approximations
followed by gain-scheduling. Second, this approach does not treat the slow and the fast dynamics
as two completely isolated subsystems; it rather takes care of the coupling between them in
different time-scales. Third, the use of reduced subsystems obtained by artificially substituting
ε = 0 makes the control design mathematically easier. However, the control law still works on
the full-order dynamics as long as the perturbation parameter ε is within the bounds determined by
composite Lyapunov analysis. Fourth, for systems like aircraft, the time-scale separation parameter
is not a function of system parameters. It is not known exactly, and added artificially in the model
to separate the slow and the fast states. If it is possible to design a compensator which does not
require explicit time-derivatives with respect to the fast time-scale, the control design does not
require exact knowledge of the time-scale separation parameter ε. However, closed-loop stability
can still be guaranteed as long as ε is within a bound established by the composite Lyapunov
analysis.
1.2 Literature Review
A review of the important historical developments in singular perturbation and its applications
in control theory can be found in the works of Kokotovic et. al. [12], Naidu and Calise [13],
Naidu [14], and O’Malley [15, 16]. The concept of singular perturbation originated as an integral
part of Prandtl’s boundary layer theory in the field of fluid dynamics. For high Reynolds numbers
the velocity profile in an incompressible viscous flow past an object changes very rapidly from
zero at the boundary to the value as given by the solution of the Navier–Stokes equation. This
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change takes place in a region near the wall, called the boundary layer. The thickness of this
boundary layer is inversely proportional to the square root of the Reynold’s number. The works of
Tikhonov [17] and Vasileva [18] on systems of differential equations containing small parameters
multiplying the derivatives of the highest order built some of the most important foundations of the
singular perturbation theory.
In the second half of the twentieth century singular perturbation methods became popular
in control theory, particularly for systems described by stiff high-order differential equations.
The source of the stiffness and high order is the presence of some “parasitic” parameters such
as small time constants, resistances, inductances, capacitances, moments of inertia, Reynolds
number, etc. Each of these parasitic parameters can be small or large. If the original parameter
is large such as the Reynold’s number, the reciprocal of the original parameter can be thought
of as a small parameter. In case a small parameter multiplies the highest-order derivative of a
differential equation, equating the parameter to zero results in a degenerate lower-order differential
equation. This indicates a singularity, since a lower-order differential equation cannot satisfy all
the initial or boundary conditions for the original higher-order differential equation. Tikhonov’s
theorem [17] enabled the analysis of such high-order systems as a combination of two lower-order
subsystems working in two different time-scales: an ‘outer layer’ subsystem evolving in a slower
time-scale, and a ‘boundary layer’ subsystem evolving in a faster time-scale. This is how singular
perturbation began to serve as a powerful model reduction technique in systems and control. Model
order reduction using singular perturbation is the focus of Refs. [19, 20]. Singular perturbation
techniques were first applied in optimal control problems in the works of Kokotovic and Sannuti
[21–23]. Both of the open-loop formulation leading to two-point boundary value problems and the
closed-loop formulation leading to the matrix Riccati equation were studied. Further work on the
application of singular perturbation on optimal control problems can be found in Refs. [24–26].
In addition to continuous-time systems, singular perturbation techniques were applied for control
of discrete-time systems in Refs. [27, 28]. A recent work of Zheng et. al. [29] focused on system
identification and control of nonlinear singularly perturbed systems.
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The work of Lagerstrom and Casten [30] provided a review of the method of asymptotic
expansion to solve singularly perturbed differential equations. In contrast, Fenichel [8] proposed
a geometric approach which gave a physical insight into the time-scale evolution of singularly
perturbed systems. This approach introduced the notion of the ’equilibrium manifold’. It was
seen previously that suppressing the time-scale separation parameter ε for a two-time-scale system
results in the fast dynamics reducing to a system of algebraic equations. Tikhonov’s theorem
[17] mentioned the existence of an isolated real root for the fast states, obtained by solving the
system of algebraic equations. The geometric approach established the notion of the ‘equilibrium
manifold’ of the fast states as a physical equivalent of the ‘isolated real root’. Following the
geometric approach, a control synthesis technique called composite control [10] was developed
for two-time-scale systems. This technique assumed a structure of the control as a sum of a
slow component and a fast component. The slow component was present in both of the slow
and the fast time-scales, and ensured that the slow states evolved to their desired reference. The
fast component, present only in the fast time-scale, ensured that the fast states evolved to their
‘equilibrium manifold’.
A major limitation of the analysis and control methods developed so far was that they relied on
the existence of an isolated real root or an equilibrium manifold. This was obtained by solving the
algebraic equation resulting from setting the time-scale separation parameter to zero. The implicit
function theorem [31] states a sufficient condition for the existence of such isolated real roots. One
of the ways the existence of a manifold is guaranteed for a two-time-scale system is when the
fast dynamics are linear in the fast states. On the other hand, if the fast dynamics are nonlinear
in the fast states, the existence of a unique equilibrium manifold is not always guaranteed. At
this point singularly perturbed systems were classified as standard and nonstandard, depending
on whether the existence of an “isolated real root” for the fast states is guaranteed or not. The
angular rates are the fast states for aircraft and spacecraft. Their evolution equations have inertial
coupling, which involve products of angular rates. As a consequence aircraft and spacecraft are
examples of nonstandard systems. The control synthesis tools based on Tikhonov’s theorem are
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not applicable for nonstandard systems. Several works of Narang-Siddarth and Valasek [11, 32–
34] developed control techniques for nonstandard systems. Their works considered two different
control objectives: (1) slow state tracking, (2) simultaneous slow and fast state tracking.
The fundamental idea behind the design of slow state tracking controllers is to drive the fast
states to a suitable equilibrium manifold in the fast time-scale, and then drive the slow states to their
reference in the slow time-scale. For nonstandard systems, finding a suitable equilibrium manifold
is a challenge. Depending on how the manifold is selected, slow state tracking controllers have
been developed for nonstandard systems using two different methods. The method of modified
composite control approximates the manifold. This is a two-stage design method in which the
nonlinear control law is designed as a sum of slow and fast components. In essence it is an
extension of the regular composite control method [10] for standard systems, except for the fact
that an approximate solution for the manifold is obtained using ideas based on the center manifold
theorem [11,32]. Subsequently the stability of the closed-loop system is established using Lyapunov
analysis. However, it is not always straightforward to find an approximation of the manifold.
To avoid this issue, an alternative method called sequential control specifies the manifold of the
fast states as an intermediate control variable to achieve slow state tracking, and then designs the
control so the fast states can be stabilized on the manifold. In addition to being mathematically
more convenient, sequential control has another major advantage over modified composite control.
In modified composite control the slow and fast components of the controller are selected using
any nonlinear control synthesis technique, and subsequently the stability is investigated using
Lyapunov analysis. On the other hand, sequential control is a Lyapunov design method. The
manifold of the fast states and the control are designed such that the equilibrium points for the
reduced subsystems are guaranteed to be Lyapunov-stable. The subsequent Composite Lyapunov
analysis helps establish the stability of the full-order system. These advantages make the sequential
control method suitable to extend to more than two time-scales. In the literature the method of
sequential control was extended to include slow and fast actuator dynamics in addition to slow and
fast system states, thus increasing the number of time-scales from two to four [11].
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Several aerospace applications of these slow state tracking control methods can be found in
the literature. Modified composite control was implemented on a nonlinear six-degree-of-freedom
(6-DOF) generic F/A-18A commanded to perform a 45 degree left turn [33]. It was seen that
the controller could track the three commanded states: angle-of-attack, sideslip angle and heading
angle. However, the aircraft lost almost half of its initial airspeed as it completed the turn. This was
because velocity was not considered for tracking. The slow engine dynamics were not accounted
for, and throttle was kept constant. In order to have better control over velocity, it was necessary to
consider the slow dynamics of the engine and the fast dynamics of the aerodynamic actuators. This
needed an application of the four-time-scale version of sequential control which accounts for slow
and fast actuator dynamics. The work of Saha et. al. [35] developed a four-time-scale sequential
controller to accomplish a large-amplitude combined longitudinal and lateral/directional maneuver
of a generic F-16A. For an evaluation maneuver comprising of a 90 degree left turn followed by
a 90 degree right turn [36], it was observed that the inclusion of slow and fast actuator dynamics
in the control synthesis reduced the loss of airspeed during turn from 50% to 5%. In addition, the
velocity came back to the commanded value as each turn was complete.
In contrast to slow state tracking, the sequential approach does not work when it is required
to track simultaneously both the slow and fast states of a nonlinear, nonstandard two-time-scale
system. For this problem, the fast states have to reach a commanded reference trajectory. This
reference trajectory may not be a suitable equilibrium manifold to enable the slow states to evolve
to their reference. As a result, the state-of-the-art for simultaneous slow and fast state tracking
is a coupled two-stage design of the control instead of the sequential design [11]. The control is
assumed to be a sum of two components. One component is present in both the slow and the fast
time-scales, and it is designed such that the slow states track their reference in the slow time-scale.
An additional component is present only in the fast time-scale, and it is designed such that the fast
states track their reference. The stability of the full-order closed-loop system is then established
using Composite Lyapunov analysis. This method was applied on a nonlinear 6-DOF generic
F/A-18A aircraft commanded to perform an aggressive climb and roll maneuver [11]. Similar to
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the 45 deg turn maneuver, it was seen that the controller could track the three commanded states:
sideslip angle, body-axis roll rate and pitch rate. However, velocity was not tracked, and throttle
was kept constant. As a result, the aircraft lost almost 50% of its airspeed as it climbed. A later
work of Saha and Valasek [37] followed the two-stage design method to develop a simultaneous
slow and fast state tracking controller for a nonlinear 6-DOF generic F-16A. This paper showed
that the inclusion of velocity as a commanded state and throttle as an automatic control was able
to reduce the loss of airspeed from 50% to 25% using military thrust. The controller was able to
reduce the loss of airspeed even further using the afterburner thrust level. Moreover, the velocity
came back to its commanded value as the aircraft completed the climb.
1.3 Contributions of this Dissertation
This dissertation significantly extends the capabilities of the control synthesis techniques for
finite-dimensional, affine in control, nonlinear, nonstandard, multiple-time-scale systems by addressing
a few major limitations of the previous methods, and developing new theories to overcome them.
The new development seeks to fulfill three different research objectives.
The first objective the current research seeks to address is to investigate a theory of
slow state tracking control law design for finite-dimensional, affine in control, nonlinear,
nonstandard multiple-time-scale systems with multiplicative and additive uncertainties, and
slow and fast actuator dynamics, assuming full-state feedback. A major limitation of the
current sequential design approach for slow state tracking is that it assumes the model to be
deterministic. In practice it is not possible to have a perfect knowledge of the model structure
and parameters. The stability guarantees for a deterministic model may not hold if one or more
parameters of the system are not known exactly, or if there are additive uncertainties. For aircraft, it
is often difficult to obtain accurate values of the inertias. Moreover, the aerodynamics are modeled
using stability and control derivatives. While both types of derivatives are difficult to obtain
accurately, in particular it is more difficult to obtain accurate values of the control derivatives than
those of the stability derivatives. Furthermore, the throttle is a slow actuator due to the slow engine
dynamics. While the turbomachinery can be modeled as a first-order actuator, the time-constant
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of the engine is difficult to obtain accurately. In addition, additive uncertainties appear as the
aerodynamic forces and moments are approximated using first-order Taylor series expansions,
with the partial derivatives being the stability and control derivatives. Therefore, it is needed to
develop a new theory to account for multiplicative and additive uncertainties, and establish new
bounds of the time-scale separation parameters for stability of the full-order nonlinear system.
In the literature there are some works where the singular perturbation approach has been used
for controller design for uncertain nonlinear systems. For a nonlinear system in strict feedback
form with nonlinear input uncertainties, a high gain scaling control design was developed in
Krishnamurthy and Khorrami [38]. To recover the trajectories of a nominal control design in
presence of uncertain nonlinearities, time-scale separation based robust redesign techniques are
proposed in Chakrabortty and Arcak [39]. Insights from this approach were utilized in the control
design with high gain filters for a nonlinear system with matched and unmatched uncertainties in
Asadi and Khayatiyan [40]. This approach creates time-scales for the control design such that
the uncertainty is estimated in a faster time-scale, and the nominal controller works in a slower
time-scale. However, this approach does not consider time-scales in the dynamics of the system.
The first objective of the current research addresses time-scales in the model itself, along with
model uncertainties and actuator dynamics.
Figure 1.1 shows a schematic of the slow state tracking controller design over four time-scales.
The numbers in Figure 1.1 indicate the order in which the design variables are selected. In the
slowest time-scale, the manifold of the fast states and that of the slow actuators are chosen as
intermediate control variables such that the slow states reach the desired reference. In the second
slowest time-scale, the slow controls are selected such that the slow actuators reach their manifold.
In the second fastest time-scale, the manifold of the fast actuators is selected such that the fast
states reach their manifold. Finally, in the fastest time-scale, the fast controls are selected such that
the fast actuators go to their manifold.
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Figure 1.1: Slow state tracking control design approach
The novelty of this work for slow state tracking is to develop a theory such that multiplicative
and additive uncertainties in the nonlinear nonstandard model can be accounted for. Multiplicative
uncertainties are parametric, and to address the same the four-time-scale sequential controller
shown in Figure 2.18 uses the estimates of the unknown parameters. An online parameter estimator
updates the estimates. The additive uncertainties are handled by the composite Lyapunov analysis.
Moreover, the slow states to be tracked are divided into kinetic and kinematic slow states. The
idea came from the development of the four-time-scale aircraft controller in Saha et. al. [35]. The
classification of slow states as kinetic and kinematic made it possible to decouple the selections of
the manifolds of the fast states and the slow actuators. The utility of this classification to handle
uncertainties was mentioned as a comment in Ref. [41], and used as a fundamental consideration
in Refs. [42,43]. The evolutions of the kinematic states describe only the properties of the motion,
and therefore do not have any uncertainty. Kinetic states, however, have uncertainties in their
evolution.
The first objective of the current research seeks to develop following for slow state tracking of
nonstandard multiple-time-scale systems with uncertainties and actuator dynamics using full-state
feedback:
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• a procedure to construct reduced subsystems in presence of uncertainties
• a method to design the slow and fast control commands to achieve slow state tracking and
guarantee Lyapunov-stability of the reduced subsystems in presence of uncertainties
• a method to design the online parameter estimator: which parameter needs to be updated in
which time-scale, and parameter update laws
• a proof that the tracking errors, manifold errors and parameter estimation errors are bounded:
conditions needed on the system parameters, functions, matrices, controller gains, and lower
and upper bounds of the three perturbation parameters to ensure the boundedness of errors.
The development starts with a two-time-scale spring-mass-damper system, and complexity
of the class of systems is increased progressively. Attitude tracking of a rigid spacecraft with
uncertain inertias is shown as a three-time-scale example, and large-amplitude combined longitudinal
and lateral/directional maneuvers of aircraft are shown as four-time-scale examples.
The second objective of the current research is to investigate a theory of simultaneous
slow and fast state tracking control design for finite-dimensional, affine in control, nonlinear,
nonstandard multiple-time-scale systems with multiplicative and additive uncertainties, and
slow and fast actuator dynamics, assuming full-state feedback. There are two major limitations
of the existing two-stage design used for simultaneous slow and fast state tracking. This method
can handle slow and fast system states, but all actuators are assumed infinitely fast. Even in the
case of the improved performance shown in the work of Saha and Valasek [37], the closed-loop
speeds of response of the states were adjusted with the controller gains, and actuator dynamics
were included only in simulation. A new theory is needed to account for the actuator dynamics
realistically in the control synthesis. Since the actuators do not have a reference, they can be
commanded to go to any suitable equilibrium manifold so the states can track their reference.
Unlike the sequential method for slow state tracking, it is not straightforward to extend the two-stage
design method to add actuator dynamics. A second limitation of the existing two-stage design is the
assumption of a deterministic model. Similar to the case of slow state tracking, it is possible that the
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stability guarantees derived for a deterministic system may not hold in presence of uncertainties.
Therefore, a new theory needs to be developed accounting for model uncertainties in the design.
Figure 1.2 shows the new approach developed in this work to accomplish simultaneous slow
and fast state tracking in four time-scales. The numbers 1,2,3,4 indicate the sequence in which they
are selected. In the fastest time-scale, the fast actuators evolve from their initial condition to their
equilibrium manifold. This equilibrium manifold acts as an intermediate control variable which
drives the fast states to their reference trajectory in the second-fastest time-scale. In the second
slowest time-scale, the slow actuators evolve from their initial conditions to their equilibrium
manifold. Finally, in the slowest time-scale, the manifolds of the slow and fast actuators and
the reference for fast states drive the slow states to their reference.
Figure 1.2: Simultaneous slow and fast tracking control design approach
The new approach is in essence a sequential approach for slow and fast state tracking. This
is to some extent similar to slow state tracking, except for the fact that no kinematic slow state is
considered for tracking. Only the kinetic slow states and the fast states are tracked. Furthermore,
to address the issue of multiplicative or parametric uncertainties an online parameter estimator is
designed. The parameter update laws chosen from the composite Lyapunov analysis. The additive
uncertainties are handled directly by the composite Lyapunov analysis.
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The second objective of the current research seeks to develop the following for simultaneous
slow and fast state tracking of nonstandard multiple-time-scale systems with uncertainties and
actuator dynamics using full-state feedback:
• a procedure to construct reduced subsystems in presence of uncertainties
• a method to design the slow and fast control commands to achieve simultaneous slow and
fast tracking and guarantee Lyapunov-stability of the reduced subsystems
• a method to design the online parameter estimator: which parameter needs to be updated in
which time-scale, and parameter update laws
• a proof of boundedness of the tracking errors, manifold errors and parameter estimation
errors: conditions needed on the system parameters, functions, matrices, controller gains,
and lower and upper bounds of the three perturbation parameters to ensure boundedness of
errors.
The application considered for this objective is a large-amplitude combined longitudinal and
lateral/directional maneuver of a nonlinear 6-DOF aircraft. The controller tracks the same reference
used for the climb and roll maneuver in Saha and Valasek [37] in presence of slow and fast actuator
dynamics and uncertainties in the following: inertias, control derivatives and engine time-constant.
The third objective of the current research is to investigate a theory of output feedback
control design for slow state tracking as well as simultaneous slow and fast state tracking
of finite dimensional, affine in control, nonlinear, nonstandard multiple-time-scale systems
with multiplicative and additive uncertainties, and slow and fast actuator dynamics. A
major limitation of most control design approaches for nonlinear, nonstandard multiple-time-scale
systems is the requirement of full-state feedback. In practice, measurement of all the states may not
always be possible, and hence is the need for output feedback. One way of dynamic compensation
using output feedback is to use state observers to feed the estimates of the states to the controller
designed assuming full-state feedback. For linear systems, the well-known separation principle
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enables controller and observer to be designed independently of each other. For nonlinear systems,
the separation principle does not work, and the designs are likely to be coupled. In literature
there are some works on observer-based feedback design for two-time-scale systems. For a robotic
manipulator, a linear observer for the fast state is proposed in the works of Ashayeri et al. [44]
and Tavasoli et al. [3]. For a discrete linear two-time-scale system, an output feedback control
scheme based on genetic algorithm is proposed in Pan and Chen [45] and Pan et al. [46]. A Linear
Quadratic Gaussian (LQG) controller in two time-scales is developed for a missile autopilot in
Moghaddam and Zarabadipour [47]. Design of observer-based controllers for linear time-delay
systems with two-time-scale dynamics is discussed in Chiou [48]. Observer design for linear
two-time-scale systems with Lipschitz constraint is considered in Wang and Liu [49]. Hofmann
and Sanders [50] present an observer-based torque control of an induction machine. In all of the
above works, the observer design is based on the system dynamics being linear or linearized, and
standard. For a nonlinear two-time-scale spring-mass-damper with one slow and one fast states,
both of the controller and the observer were designed in two time-scales [51]. This observer-based
feedback design was an extension of the method of sequential control developed earlier with the
assumption of full-state feedback [11]. The Lyapunov design of observers in two time-scales led to
guaranteed stability of the corresponding reduced subsystems. A total of six cases - two different
cases of dynamics and three difference cases of measurement - were described, and results were
presented for four of them. The cases of dynamics were (a) high damping and (b) high stiffness.
The cases of measurement were (a) only the slow state measured, (b) only the fast state measured,
(c) a linear combination of the states measured. While this paper demonstrated how the sequential
control can be extended to observer-based feedback, the stability of the full-order nonlinear system
including the controller and the observer in the loop was not investigated. For one of the four
cases in this paper, the procedure was extended further to a nonlinear spring-mass-damper with
multiple slow and fast states [52]. This work showed an approach to analyze closed-loop stability
of the full-order system by using an extension of the composite Lyapunov analysis. The composite
Lyapunov function for the full-order system was a linear combinations of the individual Lyapunov
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functions used to design the controller and the state observer.
While the previous works of the authors [51, 52] addressed the controller and observer design
using reduced subsystems in two time-scales, a few issues have not been investigated yet. One
of the previous works [52] established an acceptable range of the time-scale separation parameter
graphically by plotting the eigenvalues of a matrix. Moreover, there was no guideline on acceptable
ranges of gains to obtain a suitable bound of time-scale separation. A more rigorous analytical
treatment of the composite Lyapunov analysis is needed for output feedback. In addition, the
model used in this work [52] is such that the nonlinearity is present in the reduced subsystems.
This nonlinearity can be canceled in part by the controller design. However, the analysis becomes
more challenging when the nonlinearity is present in the full-order dynamics but is not captured
in the reduced subsystems. The cases of high damping in the authors’ another previous work [51]
fall under this category, and the stability analysis for them is yet to be investigated. Furthermore,
how the different cases of measurement alter the bounds of stability is yet to be investigated.
Moreover, none of the authors’ previous works considered output feedback in the presence
of uncertainties and slow and fast actuator dynamics. Intuitively, one way of control synthesis
for such a system is to have a controller which uses the estimates of the unknown parameters and
unmeasured states. An online parameter estimator updates the parameter estimates, and a nonlinear
observer updates the estimates of the unmeasured states. In the literature there are some works
on design of nonlinear observers for simultaneous parameter and state estimations of nonlinear
systems [53] and adaptive output feedback control [54,55], but the problem of multiple-time-scale
output feedback design for uncertain nonlinear, nonstandard systems have not been investigated.
The third objective of the current work seeks to develop the following for slow state tracking as
well as simultaneous slow and fast state tracking of uncertain nonstandard multiple-time-scale
systems with uncertainties and actuator dynamics using output feedback:
• how the system dynamics should be modified from the one used for the first two objectives,
and how to select the measurement vector so output feedback with observer can be used
• a method to design the slow and fast controls to guarantee Lyapunov-stability of the reduced
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subsystems in presence of uncertainties
• a method to select the parameter update laws for an online estimator as well as the state
observation laws for a nonlinear observer
• a proof of boundedness of the tracking errors, manifold errors, parameter estimation errors,
state observation errors: conditions needed on the system parameters, functions, matrices,
controller gains, and lower and upper bounds of the three perturbation parameters to ensure
boundedness of errors.
The application considered for this objective is a large-amplitude combined longitudinal and
lateral/directional maneuver of a nonlinear 6-DOF aircraft. The output feedback controller performs
all of the maneuvers considered for full-state feedback, when the angle-of-attack and the sideslip
angle are not measured. The controller works in presence of slow and fast actuator dynamics and
uncertainties in the following: inertias, control derivatives and engine time-constant.
1.4 Organization of the Dissertation
The theoretical developments and applications in this dissertation are organized as follows. The
first research objective of slow state tracking in the presence of uncertainties and actuator dynamics
using full-state feedback is the focus of Chapter 2. Chapter 3 deals with simultaneous slow and
fast tracking using full-state feedback for uncertain multiple-time-scale systems. Output feedback
design is in Chapter 4. Chapter 5 discusses the conclusions based on the results in Chapters 2-4.
Future directions of research are in Chapter 6.
15
2. SLOW STATE TRACKING IN THE PRESENCE OF UNCERTAINTIES AND
ACTUATOR DYNAMICS WITH FULL-STATE FEEDBACK
2.1 Introduction
This chapter addresses the first objective of slow state tracking control for nonlinear, nonstandard
multiple-time-scale systems with uncertainties and actuator dynamics, using full-state feedback.
The complexity of the class of systems is progressively increased in this chapter. To show how
the current work makes improvements over the previous work, the control law development for a
deterministic two-time-scale system is reviewed in Section 2.2. With uncertainties added in the fast
dynamics of a two-time-scale system, a new theory is developed in Section 2.3. Section 2.4 extends
the theory when a two-time-scale system contains uncertainties both in the fast dynamics and in
the control distribution. Section 2.5 shows how the theory is extended when there is an increment
in the number of time-scales from two to three as actuator dynamics are included. Attitude control
of a rigid spacecraft with uncertain inertias is shown as an example of a three-time-scale control
problem. Section 2.6 extends the theory when the system has a total of four time-scales: one
time-scale each for slow states, slow actuators, fast states and fast actuators. The uncertainties are
assumed more generic. Both the slow and fast dynamics are assumed to have multiplicative and
additive uncertainties. In addition, the actuator dynamics have multiplicative uncertainties. This
Section also demonstrates the application of the theory to a nonlinear, 6-DOF aircraft commanded
to perform a large-amplitude combined longitudinal and lateral/directional maneuver. Concluding
remarks are in Section 2.7.
2.2 Review of Sequential Control: Slow State Regulation of a Deterministic
Nonstandard System with Two Time-Scales
In the literature the method of composite control was developed for standard singularly perturbed
systems [10]. This method assumed a structure of the control variable as a sum of a slow component
and a fast component, and relied on the fast states being stabilized on an “isolated real root" or
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manifold in the fast time-scale. However, for nonstandard systems, a unique manifold for the
fast states may not be found analytically. A modified composite control approach was developed
in the work of Narang-Siddarth and Valasek [11] to extend the ideas of composite control to
nonstandard systems. This method relied on finding an approximation of the manifold, which
can often be cumbersome. A new method called sequential control was developed [11] to avoid
this approximation. In this method the manifold of the fast states was designed as an intermediate
control variable to achieve slow state regulation or tracking. Part of the work in Saha and Valasek
[51] showed how the method of sequential control can be applied for slow state regulation of
a nonstandard spring-mass-damper system. A modified version of the work is presented in this
Section as a review of how sequential control works, and what its limitations are. Saha and
Valasek [51] considered two different cases of dynamics for a nonlinear spring-mass-damper:
(1) when the damping is significantly higher than the spring stiffness, and (2) when the spring
stiffness is significantly higher than the damping. Mathematically, the two cases differ in where the
time-scale separation parameter ε appears in the fast dynamics. The class of systems in this section
is similar to the second case, with a more generic form of the nonlinearity. The two-time-scale
model is
ẋ = z
εż = bzf(x, z)− εz + u
(2.1)
where displacement x is the slow state, velocity z is the fast state, bz is a known constant parameter,
f(x, z) is a known function which can be nonlinear in both x and z, and the control input is
u. The fast dynamics in (2.1) can be nonlinear in the fast state z, and it may not be possible
to obtain an analytical solution z0 by substituting ε = 0 in the fast dynamics. Therefore, the
system is nonstandard. To accomplish the control objective of driving the slow state x from its
initial condition x(0) to the origin, a sequential controller can be designed over two-time-scales
according to the following procedure.
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2.2.1 Development of Control Law Using Lower-Order Reduced Subsystems
2.2.1.1 Step I: Design of Manifold in the Slow Time-Scale
The artificial substitution of ε = 0 in (2.1) converts the ż equation from a differential to an
algebraic one. Physically it means the following: the fast state z has evolved infinitely fast to an
equilibrium manifold, say z0, and is not evolving independently any more. At the same time, it
results in a reduced-order subsystem which dictates how the slow state x evolves, given the fast
state z is on its manifold z0. In the first step, this manifold z0 is designed as an intermediate control
variable which ensures that the slow state x reaches the origin. To design the manifold, the reduced
slow subsystem is obtained by setting ε = 0 in (2.1) as
ẋ = z0
0 = bzf(x, z
0) + u0
(2.2)
where u0 is the effective component in the slow time-scale of the control u. In order that the slow
state x reaches the origin, a positive-definite candidate Lyapunov function for the reduced slow





Its time-derivative for the reduced slow subsystem (2.2) is
V̇sc|(2.2) = xẋ|(2.2) = xz0 (2.4)
where the notation f(.)|(i) stands for the value of the function f(.) for the system denoted by
equation (i). If the manifold is selected as
z0 = −k1x (2.5)
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where k1 > 0 is a gain, the time-derivative (2.4) becomes
V̇sc|(2.2) = −k1x2 (2.6)
which is negative-definite. Therefore, the equilibrium x = 0 of the reduced slow subsystem (2.2)
is Lyapunov-stable.
2.2.1.2 Step II: Design of Control in the Fast Time-Scale
In the second step, the control is designed such that the fast state z reaches the manifold z0
designed in the previous step. In the fast time-scale τ = t
ε
the full-order dynamics (2.1) become
x′ = εz
z′ = bzf(x, z)− εz + u
(2.7)
where the ‘prime’ denotes differentiation with respect to the fast time-scale τ . The artificial
substitution of ε = 0 in (2.7) results in another reduced-order model, the reduced fast subsystem:
x′ = 0
z′ = bzf(x, z) + u.
(2.8)
This reduced subsystem physically indicates the following: in the fast time-scale, the slow state x
is ‘frozen’ at its initial condition while the fast state z is evolving. Since the fast state z needs to
go to its equilibrium manifold z0, a positive-definite candidate Lyapunov function for the reduced




(z − z0)2. (2.9)
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Its time-derivative for the reduced fast subsystem (2.8) is
V ′fc |(2.8) = (z − z
0)(z′|(2.8) − z0
′|(2.8))
= (z − z0)(z′|(2.8) + k1x′|(2.8))
= (z − z0)(bzf(x, z) + u+ 0)
= (z − z0)(bzf(x, z) + u).
(2.10)
If the control u is selected as
u = −bzf(x, z)− k2(z − z0) = −bzf(x, z)− k1k2x− k2z (2.11)
where k2 > 0 is another gain, the time-derivative (2.26) becomes
V ′fc |(2.8) = −k2(z − z
0)2 (2.12)
which is negative-definite. Therefore, the equilibrium z = z0 of the reduced fast subsystem (2.8)
is Lyapunov-stable.
2.2.2 Stability Analysis of the Full-Order System:
The Bound of Time-Scale Separation
Having designed the manifold and control with the artificial substitution of ε = 0, or from a
physical standpoint, using the asymptotic behavior of the system under infinite time-scale separation,
the question now is this: is the control law guaranteed to work for finite time-scale separation?
In other words, within what bounds of time-scale separation ε is the control law guaranteed
to ensure stability of the full-order system? This Subsection performs a composite Lyapunov
analysis [10] to establish the bound ε∗ of the time-scale separation parameter ε such that the
stability of the full-order system (2.1) under the full-state feedback control law (2.11) is guaranteed
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for 0 < ε < ε∗. A candidate composite Lyapunov function for the full-order system (2.1) is
Vc = α1Vsc + α2Vfc (2.13)
which is positive-definite for any α1, α2 > 0. Along the trajectories of the full-order dynamics
(2.1) or equivalently (2.7), the time-derivative of this composite Lyapunov function is
V̇c|(2.1) = α1V̇sc |(2.1) +
α2
ε
V ′fc |(2.7). (2.14)
Introducing the reduced subsystems for which the time-derivatives of the individual Lyapunov
functions Vsc and Vfc are known, equation (2.14) becomes
V̇c|(2.1) = α1V̇sc |(2.2) +
α2
ε
V ′fc|(2.8) + α1(V̇sc |(2.1) − V̇sc|(2.2)) +
α2
ε
















k2(z − z0)2 + α1x(z − z0) +
α2
ε








k2(z − z0)2 + α1x(z − z0) + α2(k1 − 1)(z − z0)(z − z0 − k1x)
= −α1k1x2 − α2[
k2
ε
− (k1 − 1)](z − z0)2 − [α2k1(k1 − 1)− α1]x(z − z0)
= −
[
x z − z0
] α1k1 12(α2k1(k1 − 1)− α1)
1
2






The time-derivative of the composite Lyapunov function, represented by equation (2.15), will be
negative-definite if the 2× 2 matrix
 α1k1 12(α2k1(k1 − 1)− α1)
1
2
(α2k1(k1 − 1)− α1) α2[k2ε − (k1 − 1)]
 is
positive-definite; i.e. its 1× 1 and 2× 2 Leading Principal Minors (LPMs) are positive. Since α1
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− (k1 − 1)] >
1
4
(α2k1(k1 − 1)− α1)2
⇔4α1α2k1k2
ε
> (α2k1(k1 − 1)− α1))2 + 4α1α2k1(k1 − 1)
⇔4α1α2k1k2
ε
> (α2k1(k1 − 1) + α1)2
⇔ε < 4α1α2k1k2
(α2k1(k1 − 1) + α1)2
(2.16)
Therefore, the equilibrium x = 0, z = z0 of the full-order system (2.1) will be globally asymptotically
stable for all ε in the range 0 < ε < ε∗, where ε∗ := 4α1α2k1k2
(α2k1(k1−1)+α1)2 .
2.2.3 Numerical Results
This subsection shows in simulation slow state regulation using the control law developed in
Subsection 2.2.2 on the nonlinear, nonstandard system (2.1). The initial conditions, parameter,
nonlinear function in the fast dynamics, and controller gains are: x(0) = 1, z(0) = 1, bz =
−0.1, f(x, z) = x2z3 sin2 z, k1 = 1, k2 = 1. The time-scale separation parameter ε is assumed






















Figure 2.1: States and control in the fast time-scale
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Figure 2.1 shows the states and the control in the fast time-scale. It can be seen that the
displacement x is almost frozen at its initial condition x(0) = 1, and that the velocity z evolves to
its equilibrium manifold z0 = −k1x = −x. Figure 2.2 shows the states and the control in the slow
time-scale. It can be seen that the velocity now stays on its manifold z0 = −k1x = −x, and that
the displacement evolves to its desired value of zero.
For the controller gains k1 = 1, k2 = 1 and choosing the weights α1, α2 in the composite
Lyapunov function as α1 = 1, α2 = 1, the upper bound of time-scale separation is obtained as
ε∗ = 4. In addition to the controller gains k1, k2, the weights α1, α2 are the ‘tuning knob’s which





















Figure 2.2: States and control in the slow time-scale
2.2.4 Limitations of the Approach
While sequential control has the advantages of convenient design of the manifold and guaranteed
Lyapunov-stability of the reduced subsystems as well as the full-order system, the major limitations
of this method are as follows:
1. Assumption of a deterministic model: While applying the method of sequential control, it
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is assumed that the model structure and parameters are known exactly. In practice, however,
every model is imperfect. A new theory is needed to address uncertainties in model structure
and parameters. This will be the focus of the rest of Chapter 2.
2. Assumption of full-state feedback: The method of sequential control assumes that all the
states are available for feedback. In practice, some states may be difficult to measure, or
sometimes a linear combination of the states may be easier to measure than the individual
states themselves. A new theory of output feedback is needed to address this. This will be
the focus of Chapter 4.
2.3 Slow State Regulation of a Nonstandard Two-Time-Scale System
with Uncertainties in the Fast Dynamics
1 This section develops a theory of control design when uncertainties are included in the model
structure and parameters of a class of nonlinear, nonstandard two-time-scale systems. This class
was investigated in Saha et. al. [56]. It is similar to the nonlinear spring-mass-damper investigated
in the authors’ previous work [51], but the nonlinearity of the spring is assumed differently. It is
assumed that the spring force is a sum of two uncertain components: one with a known functional
form and a constant but unknown parameter, and another with an unknown function of the slow
state. The nonlinear state equations are
ẋ = z
εż = bzf(x, z) + ∆(x)z − εz + u.
(2.17)
In (2.17), the position of the mass is the slow state x. The velocity of the mass is the fast state z.
u is the force acting on the mass. bz is the constant but unknown parameter. f(x, z) is a known
smooth function that can be nonlinear in both x and z, and bounded when x and z are bounded.
∆(x) is an unknown function with a known upper bound D, and its first-order derivative with
respect to x is bounded when x is bounded. The parameter ε satisfying 0 < ε << 1 represents
1Section 2.3 of this dissertation is from Saha et. al. [56], c©2018 IEEE, reprinted with permission from IEEE.
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how well-separated the slow and the fast time-scales are. It can be seen that for ε = 0, the fast
dynamics reduce to an algebraic equation, indicating infinite time-scale separation and a singularity
in the model. Similar to Section 2.2, it can also be seen that the presence of the generic nonlinear
function f(x, z) in the fast dynamics makes the system nonstandard.
The control objective is to drive the slow state x from its initial condition x0 to the origin in
the presence of the uncertainties present in the model (2.17). To achieve this, the control must
also ensure that the fast state z reaches a suitable equilibrium manifold and stay there. Using a
formulation similar to the sequential control developed in the work of Narang-Siddarth and Valasek
[11] but taking care of the uncertainties present in the fast dynamics of (2.17), the control law is
developed over two time-scales as follows.
2.3.1 Development of Control Law Using Reduced Subsystems
2.3.1.1 Step I: Design of Manifold in the Slow Time-Scale
In the slow time-scale, the fast state z is assumed to have reached its manifold z0, and stay
on the same. The manifold z0 is designed as an intermediate control which ensures that the
slow state x reaches the origin. The manifold is designed on the reduced slow subsystem. For
a deterministic model, the reduced subsystem is obtained by simply setting ε = 0 in the full-order
dynamics. However, in presence of uncertainties it must be considered how the uncertain terms will
be handled in the reduced subsystems. A way to add the uncertain terms is to use the best estimate
for the uncertain parameter bz and the worst-case scenario for the uncertain function ∆(x). As a
result the reduced slow subsystem is obtained from the full-order system (2.17) as
ẋ = z0
0 = b̂zf(x, z
0) +Dz0 + u0
(2.18)
where b̂z is the best estimate of the unknown parameter bz, and u0 is the effective component in the
slow time-scale of the control u. In order that the slow state x reaches the origin, a positive-definite
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Its time-derivative for the reduced slow subsystem (2.18) is
V̇sc|(2.18) = xẋ|(2.18) = xz0. (2.20)
If the manifold is selected as
z0 = −k1x (2.21)
where k1 > 0 is a gain, the time-derivative (2.20) becomes
V̇sc|(2.18) = −k1x2 (2.22)
which is negative-definite. Therefore, the equilibrium x = 0 of the reduced slow subsystem (2.18)
is Lyapunov-stable.
2.3.1.2 Step II: Design of Control in the Fast Time-Scale
The control is designed such that the fast state reaches the manifold z0 which was designed in
the previous step. In the fast time-scale τ = t
ε
the full-order dynamics (2.17) become
x′ = εz
z′ = bzf(x, z) + ∆(x)z − εz + u
(2.23)
where the ‘prime’ denotes differentiation with respect to the fast time-scale τ . Setting ε = 0 in
(2.7), using the best estimate of the parameter bz and the worst-case scenario for the function ∆(x),
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the reduced fast subsystem is obtained as
x′ = 0
z′ = b̂zf(x, z) +Dz + u.
(2.24)





(z − z0)2. (2.25)
Its time-derivative for the reduced fast subsystem (2.24) is
V ′fc |(2.24) = (z − z
0)(z′|(2.24) − z0
′|(2.24))
= (z − z0)(z′|(2.24) + k1x′|(2.24))
= (z − z0)(b̂zf(x, z) +Dz + u+ 0).
(2.26)
If the control is selected as
u = −b̂zf(x, z)−Dz − k2(z − z0)
= −b̂zf(x, z)− k1k2x− (D + k2)z
(2.27)
where k2 > 0 is another gain, the time-derivative (2.26) becomes
V ′fc|(2.24) = −k2(z − z
0)2 (2.28)
which is negative-definite. Therefore, the equilibrium z = z0 of the reduced fast subsystem (2.24)
is Lyapunov-stable.
2.3.2 Stability Analysis of the Full-Order System
For deterministic dynamics, an approach to analyze the stability of the full-order nonlinear
system is to use a composite Lyapunov function [10], which is a linear combination of the two
Lyapunov functions used for the control design. In the presence of uncertainties, however, the
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control law (2.27) designed using the reduced subsystems uses the best estimate of the unknown
parameter. Since this uncertainty appears in the fast dynamics, by intuition the estimate b̂z should
be updated in the fast time-scale. An online parameter estimator is designed for this update. A




(bz − b̂z)2. (2.29)
Including this Lyapunov function for parameter estimation to the ones used for controller design,
a candidate composite Lyapunov function for the full-order system (2.17) is
Vc = α1Vsc + α2Vfc + α3Vfp . (2.30)
where α1, α2, α3 > 0. By this choice the composite Lyapunov function is positive-definite. The
following theorem gives the sufficient conditions for stability of the equilibrium x = 0, z = z0 of




























Suppose that the gains are selected such that a21−4a2a0 > 0 and ε∗∗ > ε
(1)
∗∗ . Furthermore, suppose




(z − z0)f(x, z) = α2
α3
(z + k1x)f(x, z). (2.32)
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Then the equilibrium x = 0, z = z0, b̂z = bz of the full-order nonlinear system (2.17), (2.32) is
stable in the sense of Lyapunov, and x→ 0, z → z0 as t→∞ for all ε in the range
max(ε(1)∗∗ , ε
(2)
∗∗ ) < ε < ε
∗∗. (2.33)
Proof. The proof of Theorem 1 is shown over the next two Subsubsections. The first Subsubsection
derives the parameter update law and establishes the bounds of ε for stability. The second
Subsubsection uses Barbalat’s lemma [57] to prove the convergence of the states to their equilibria.
2.3.2.1 Selection of Parameter Update Law
and Bounds of Time-Scale Separation
The time-derivative of the composite Lyapunov function (2.30) for the full-order system (2.17),
or equivalently (2.23), is
V̇c = α1xẋ|(2.17) +
α2
ε




(bz − b̂z)(0− b̂′z). (2.34)
This uses the fact that the unknown parameter bz is constant, so its time-derivative equals zero.
Introducing appropriate reduced subsystems and differences between the full-order and reduced-order
systems, the time-derivative of the composite Lyapunov function becomes
V̇c = α1xẋ|(2.18) +
α2
ε
(z − z0)(z′|(2.24) − z0











Substituting for all the derivatives leads to
V̇c = −α1k1x2 −
α2
ε










Separating the quadratic and the other terms, (2.36) becomes
V̇c = −α1k1x2 −
α2
ε




(bz − b̂z)(z − z0)f(x, z) +
α2
ε




An upper bound of the term (∆(x)−D)z(z − z0) can be found in the following manner.
















Since−D ≤ ∆(x) ≤ D,−2D ≤ ∆(x)−D ≤ 0. As a result, (∆(x)−D) ≤ 0 and−(∆(x)−D) ≤
2D. Therefore, (2.38) reduces to











(z − z0)f(x, z) = α2
α3
(z + k1x)f(x, z).
Using this parameter update law and the upper bound of the term (∆(x) − D)z(z − z0) found
in (2.39), and expressing z(z − z0) = (z − z0)2 − k1x(z − z0), the derivative of the composite
Lyapunov function given by (2.37) can be expressed as the following inequality:
V̇c ≤ −α1k1x2 −
α2
ε
k2(z − z0)2 + α1x(z − z0)






Grouping terms, (2.40) can be expressed in the following vector-matrix form:
V̇c ≤ −XTKX (2.41)
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where K :=
 α1k1 − Dα2k212ε 12(α2k1(k1 − 1)− α1)
1
2
(α2k1(k1 − 1)− α1) α2(k2ε − (k1 − 1))
 and X := [x z − z0]T . If K
is positive-definite, the time-derivative of the composite Lyapunov function in (2.41) is negative
semi-definite since it does not depend on the parameter estimation error (bz − b̂z).
To find the conditions under which K is positive-definite, it can be noticed that the 1×1 Leading







Inequality (2.42) yields a possible lower bound ε(1)∗∗ of the time-scale separation parameter:













− (k1 − 1)) >
1
4
(α2k1(k1 − 1)− α1)2. (2.44)
Simplifying, this leads to the following quadratic inequality in ε:
a2ε
2 + a1ε+ a0 < 0 (2.45)
where a0, a1, a2 are given by (2.31). Since the coefficient of ε2 is positive, if the discriminant
a21 − 4a2a0 > 0, the quadratic expression in (2.45) is negative between the two real roots of
a2ε
2 + a1ε+ a0 = 0. Hence, the 2× 2 LPM of K is positive for
ε(2)∗∗ < ε < ε
∗∗ (2.46)




∗∗ is the lower bound obtained from the
1× 1 LPM of K, then the time-derivative of the composite Lyapunov function in (2.77) is negative
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semi-definite as long as max(ε(1)∗∗ , ε
(2)
∗∗ ) < ε < ε∗∗.
V̇c being negative semi-definite implies that Vc(t) ≤ Vc(0) ∀t ≥ 0. Since the Lyapunov function
is non-increasing, it can be concluded that the slow state x, the fast state manifold error (z − z0)
and the parameter estimation error (bz− b̂z) remain bounded as the time t approaches infinity. This
alone does not guarantee the convergence of the states x and z to their equilibria. The convergence
is addressed in the next Subsubsection.
2.3.2.2 Convergence Using Barbalat’s Lemma
The two-time-scale model (2.17) without the control term u is autonomous, since the dynamics
do not have explicit dependence on time. However, the control u uses the parameter estimate b̂z,
which evolves with time according to the parameter update law (2.32). This makes the closed-loop
system non-autonomous. Barbalat’s lemma [57] gives sufficient conditions under which the derivative
of a function approaches zero as time approaches infinity. The application of Barbalat’s lemma to
the stability analysis of non-autonomous systems leads to a Lyapunov-like lemma [57] for the case
where the time-derivative of the Lyapunov function is negative semi-definite. For this problem, the
Lyapunov-like lemma can be used to show the convergence of the fast state z to its manifold z0
and that of the slow state x to zero. With the parameter update law chosen according to (2.69), the
time-derivative of the composite Lyapunov function is
V̇c = −α1k1x2 −
α2
ε
k2(z − z0)2 + α1x(z − z0)





Differentiating (2.47) with respect to time and substituting for all the individual derivatives, the
second-order derivative of the composite Lyapunov function V̈c is
V̈c = −2α1k1xz − 2
α2
ε2
k2(z − z0)(z′ − z0
′
) + [α1z +
α2
ε




















where the rate changes of z and z − z0 after substituting for the control input u, are
z′ = (bz − b̂z)f(x, z) + (∆(x)−D)z − εz − k2(z − z0)
z′ − z0′ = (bz − b̂z)f(x, z) + (∆(x)−D)z + (k1 − 1)εz − k2(z − z0).
(2.49)
It can be seen from from (2.48) and (2.49) that the second-order derivative consists of terms
involving x, z, (z − z0), the unknown function ∆(x) and its derivative with respect to x, the
parameter estimation error (b̂z − bz), the known function f(x, z), the gains k1, k2, α1, α2 and
the time-scale separation parameter ε. Since it is already shown that (z − z0) is bounded, and
z0 = −k1x is bounded since x is bounded, it can be concluded that z is bounded. As a result, the
known function f(x, z) is also bounded. Furthermore, (bz− b̂z) was also shown to be bounded, and
∆(x) and its derivative with respect to xwere assumed to be bounded. Therefore, the second-order
derivative V̈c is bounded. Consequently, the first-order derivative V̇c is uniformly continuous. Using
the Lyapunov-like lemma derived from Barbalat’s lemma [57], it can be concluded that V̇c → 0
as t → ∞. Therefore, its upper bound −XTKX → 0 as t → ∞. Since K is positive-definite,
−XTKX → 0 implies that X → 0, i.e. x → 0 and (z − z0) → 0 as t → ∞. This completes the
proof.
The proof of Theorem 1 reveals the following two insights.
Remark 1. The time-derivative of the composite Lyapunov function is independent of the parameter
estimation error (bz − b̂z) and therefore negative semi-definite instead of negative-definite. As a
consequence, the closed-loop system is guaranteed to be stable, but not asymptotically stable.
Even though asymptotic stability is not guaranteed, it is rigorously proven that the control law
(2.63) makes the fast state converge to its manifold and the slow state to its desired value of zero.
This is achieved even when the estimated parameter b̂z does not necessarily converge to the actual
parameter bz. It is guaranteed, however, that the parameter estimation error (bz − b̂z) remains
bounded.
Remark 2. If there is no uncertainty in the model structure, the function ∆(x) and its upper bound
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D will be zero. For D = 0, the possible lower bound of ε coming out of the 1 × 1 LPM of K will
reduce to ε(1)∗∗ = 0. The quadratic inequality coming out of the 2 × 2 LPM of K will become
a2ε
2 + a1ε < 0, where a2 = (α2k1(k1 − 1) + α1)2 and a1 = −4α1α2k1k2. As a result the bound
of ε for closed-loop stability will become 0 < ε < ε∗∗, where ε∗∗ = 4α1α2k1k2
(α2k1(k1−1)+α1)2 . It can be seen
that in this special case ε∗∗ = ε∗, where ε∗ is the upper bound resulting from the regular composite
Lyapunov analysis in the absence of uncertainties in Section 2.2.
2.3.3 Numerical Results
This section demonstrates in simulation the regulator control law on the nonlinear, nonstandard
system (2.17). For the simulation, the time-scale separation parameter ε is selected as 0.01. The
initial conditions of the states are x(0) = 1, z(0) = 0. The known function in the fast dynamics is
f(x, z) = x2z3 sin2 z. The unknown function in the fast dynamics is taken as ∆(x) = 0.1 cos(x+
π
4
), so its known upper bound is D = 0.1. The actual value of the constant but unknown parameter
bz is -0.1, and its initial estimate is taken as b̂z(0) = 1. The controller gains are selected as
k1 = 2, k2 = 2. The weights of the individual Lyapunov functions in the composite are selected as
α1 = 0.2, α2 = 0.01 and α3 = 0.25. The states, control, and estimate of the unknown parameter






























Figure 2.3: Time histories of the states, control, and estimate of the unknown parameter; from
Saha et. al. [56], c©2018 IEEE, reprinted with permission from IEEE.
34
It can be seen that the fast state z approaches its equilibrium manifold z0 = −k1x = −2x
within approximately 0.5 sec into the simulation, and stays at its manifold for the remaining time.
The slow state x reaches the origin in spite of the uncertainties. The estimated parameter does
not converge to its actual value; however, the controller is able to achieve slow state regulation.
The parameter estimation error, as pointed out in the proof of Theorem 1, remains bounded. The
control signal remains bounded as well.
For the choice of gains used for the simulation, the sufficient conditions stated in Theorem
1 are satisfied. The bounds of the perturbation parameter obtained are ε(1)∗∗ = 0.0050, ε
(2)
∗∗ =
0.0051, ε∗∗ = 0.6545. Therefore, stability is guaranteed for 0.0051 < ε < 0.6545.
2.4 Two-Time-Scale Slow State Regulation with Uncertainties
Both in Fast Dynamics and in Control Distribution
Consider a generic nonlinear system
Ẋ = f(X) + g(X)u (2.50)
The notion “uncertainty in dynamics” refers to that in f(X), whereas the notion “uncertainty in
control distribution” refers to that in g(X). Considering both types of uncertainties, this section
develops a two-time-scale controller for slow state regulation of a class of systems which is an
extension of the nonlinear spring-mass-damper taken up in [51] and [56]. In the previous Section,
uncertainty was assumed in the fast dynamics, but the control distribution term was assumed to be
known. However, aerospace applications such as aircraft have uncertainties in control derivatives,
which multiply the control surface deflections. In addition, aircraft and spacecraft have inertias
as a major source of uncertainty. Both f(.) and g(.) will involve the inverse of the inertia matrix.
Therefore, uncertainties in inertias can be reflected as both f(.) and g(.) being uncertain. With this
foresight, it is important to address uncertainties in control distribution as well as the dynamics.
For the class of systems taken up in this section, uncertainties are assumed in the characteristics of
35
the nonlinear spring as well as the forcing mechanism. The nonlinear state equations are
ẋ = z
εż = bzf(x, z) + γ(x, z)− εz + [λg(x, z) + µ(x, z)]u.
(2.51)
In (2.51), the position of the mass is the slow state x. The velocity of the mass is the fast state z. u
is the force acting on the mass. The parameter ε satisfying 0 < ε << 1 represents the separation
between the slow and the fast time-scales. The nonlinear spring is characterized by a sum of two
uncertainties. One is a parametric uncertainty represented by a constant but unknown parameter bz
multiplying a known function f(x, z). The second one is a state-dependent uncertainty represented
by γ(x, z). The forcing mechanism is characterized by a sum of two similar uncertainties. The
parametric uncertainty is represented by a constant but unknown parameter λ multiplying a known
function g(x, z). The state-dependent uncertainty is represented by µ(x, z). The known functions
f(x, z) and g(x, z) are continuous in both x and z. The functions γ(x, z) and µ(x, z) are assumed
to be of the form
γ(x, z) = γ1(x, z)x+ γ2(x, z)z
µ(x, z) = µ1(x, z)x+ µ2(x, z)z
(2.52)
where γ1(x, z), γ2(x, z), µ1(x, z), µ2(x, z) are unknown functions such that
∣∣γ1(x, z)∣∣ ≤ G1,∣∣γ2(x, z)∣∣ ≤ G2, ∣∣µ1(x, z)∣∣ ≤ M1 and ∣∣µ2(x, z)∣∣ ≤ M2 for all values of x and z. Moreover, they
have bounded first-order partial derivatives with respect to x and z. For the class of state-dependent
uncertainties represented by (2.52), the nonlinear state equations become
ẋ = z
εż = bzf(x, z) + γ1(x, z)x+ γ2(x, z)z − εz + [λg(x, z) + µ1(x, z)x+ µ2(x, z)z]u.
(2.53)
The ż equation in (2.53) reduces to an algebraic one for ε = 0, implying a singularity due to infinite
separation of the time-scales. Moreover, the presence of several generic functions nonlinear in z
in the ż equation makes the system nonstandard. The control objective is to drive the slow state x
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from its initial condition x(0) to the origin in presence of all the parametric and state-dependent
uncertainties present in the model (2.53).
2.4.1 Development of Control Law Using Reduced Subsystems
2.4.1.1 Design of Manifold in the Slow Time-Scale
The objective at this step is to design the manifold of the fast state to drive the slow state
to origin. Similar to Section 2.3, the reduced subsystems are obtained by substituting ε = 0
and using the best estimates of parametric uncertainties and the upper bounds of state-dependent
uncertainties. the reduced slow subsystem is
ẋ = z0
0 = b̂zf(x, z
0) +G1x+G2z
0 + [λ̂g(x, z0) +M1x+M2z
0]u0
(2.54)
where b̂z and λ̂ are the best estimates of the unknown parameters bz and λ, and u0 is the effective
component in the slow time-scale of the control u which is yet to be designed. In order that the
slow state x reaches the origin, a positive-definite candidate Lyapunov function for the reduced





Its time-derivative for the reduced slow subsystem (2.54) is
V̇sc|(2.54) = xẋ|(2.54) = xz0. (2.56)
If the manifold is selected as
z0 = −k1x (2.57)
where k1 > 0 is a gain, the time-derivative (2.56) becomes
V̇sc|(2.54) = −k1x2 (2.58)
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which is negative-definite. Therefore, the equilibrium x = 0 of the reduced slow subsystem (2.54)
is Lyapunov-stable.
2.4.1.2 Design of Control in the Fast Time-Scale
The objective at this step is to design the control such that the fast state z reaches the manifold
z0 specified in the previous step. In the fast time-scale τ = t
ε
the full-order dynamics (2.53)
become
x′ = z
z′ = bzf(x, z) + γ1(x, z)x+ γ2(x, z)z − εz
+ [λg(x, z) + µ1(x, z)x+ µ2(x, z)z]u.
(2.59)
where the ‘prime’ denotes differentiation with respect to the fast time-scale τ . Setting ε =
0 in (2.59), using the best estimates of the parameters bz and λ and the upper bounds of the
state-dependent uncertainties, the reduced fast subsystem is obtained as
x′ = 0
z′ = b̂zf(x, z) +G1x+G2z + [λ̂g(x, z) +M1x+M2z]u.
(2.60)
Keeping in mind that the fast state z needs to go to its equilibrium manifold z0, a positive-definite




(z − z0)2. (2.61)
Its time-derivative for the reduced fast subsystem (2.60) is
V ′fc |(2.60) = (z − z
0)(z′|(2.60) − z0
′ |(2.60))
= (z − z0)(z′|(2.60) + k1x′|(2.60))
= (z − z0)(b̂zf(x, z) +G1x+G2z
+ [λ̂g(x, z) +M1x+M2z]u).
(2.62)
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If the control is selected as
u =
−b̂zf(x, z)−G1x−G2z − k2(z − z0)
λ̂g(x, z) +M1x+M2z
=
−b̂zf(x, z)− (G1 + k1k2)x− (G2 + k2)z
λ̂g(x, z) +M1x+M2z
(2.63)
where k2 > 0 is another gain, the time-derivative (2.62) becomes
V ′fc|(2.60) = −k2(z − z
0)2 (2.64)
which is negative-definite. Therefore, the reduced fast subsystem (2.60) is Lyapunov-stable. It is
to note from (2.63) that the following condition needs to hold for all values of λ̂, x, z so the control
does not become unbounded:
λ̂g(x, z) +M1x+M2z 6= 0. (2.65)
2.4.2 Stability Analysis of the Full-Order System
Similar to Subsection 2.3.2, this subsection selects the parameter update laws, derives the
stability bounds ε∗∗ and ε∗∗ and proves the converges of the slow and fast states to their respective
equilibrium using Barbalat’s lemma. An online parameter estimator is designed to update the









where w1, w2 > 0. Including this Lyapunov function for parameter estimator and the ones used for
controller design, a candidate composite Lyapunov function for the full-order system (2.53) is
Vc = α1Vsc + α2Vfc + α3Vfp (2.67)
where α1, α2, α3 > 0. By this choice the composite Lyapunov function is positive-definite. The
following theorem gives the sufficient conditions for stability of the full-order nonlinear system
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(2.53).
Theorem 2. Suppose that the magnitude limit of the actuator is ±U ; i.e. |u| ≤ U at all times. Let
a2 := (α2k1(k1 − 1) + α1)2
a1 := 4α2
∣∣α2k1(k1 − 1)− α1∣∣ [(G1 +M1U) + k1(G2 +M2U)]
− 4α1k1α2[k2 − 2(G2 +M2U)]
a0 := 4α
2














Suppose that the gains are selected such that a1 < −2
√
a2a0, and that the estimates of the




(z − z0)f(x, z) = α2
α3w1




(z − z0)g(x, z)u = α2
α3w2
(z + k1x)g(x, z)u
(2.69)
where u is the control law designed according to (2.63). Furthermore, suppose that the condition
(2.65) holds. Then the equilibrium x = 0, z = z0, b̂z = bz, λ̂ = λ of the full-order nonlinear system
(2.53), (2.69) is stable in the sense of Lyapunov, and x → 0, z → z0 as t → ∞ for all ε in the
range
ε∗∗ < ε < ε
∗∗. (2.70)
Proof. The time-derivative of the composite Lyapunov function (2.157) for the full-order system
(2.53), or equivalently (2.59), is
V̇c = α1xẋ|(2.53) +
α2
ε





[w1(b̂z − bz)b̂′z + w2(λ̂− λ)λ̂′].
(2.71)
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Introducing appropriate reduced subsystems and differences between the full-order and reduced-order
systems, the time-derivative of the composite Lyapunov function becomes
V̇c = α1xẋ|(2.54) +
α2
ε
(z − z0)(z′|(2.60) − z0




(z − z0)[(z′|(2.59) − z′|(2.60))− (z0





[w1(b̂z − bz)b̂′z + w2(λ̂− λ)λ̂′].
(2.72)
Substituting for all the derivatives leads to
V̇c = −α1k1x2 −
α2
ε




(z − z0)[(bz − b̂z)f(x, z) + (γ1(.)−G1)x+ (γ2(.)−G2)z




[w1(b̂z − bz)b̂′z + w2(λ̂− λ)λ̂′].
(2.73)
The terms involving (b̂z − bz) and (λ̂ − λ) be canceled if the update laws b̂′z and λ̂′ are selected
according to (2.69). The cancellations lead to
V̇c = −α1k1x2 −
α2
ε




(z − z0)[(γ1(.)−G1)x+ (γ2(.)−G2)z
+ (k1 − 1)εz + ((µ1(.)−M1)x+ (µ2(.)−M2)z)u].
(2.74)
Rewriting z(z− z0) as (z− z0 + z0)(z− z0) = (z− z0)2 + z0(z− z0) = (z− z0)2− k1x(z− z0)
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and grouping terms, (2.74) reduces to
V̇c = −α1k1x2 − α2(
k2
ε
− (k1 − 1))(z − z0)2






















Considering absolute values of the indefinite terms as upper bounds, (2.75) leads to
V̇c ≤ −α1k1|x|2 − α2(
k2
ε
− (k1 − 1))
∣∣z − z0∣∣2
+


















∣∣µ2(.)−M2∣∣|x|∣∣z − z0∣∣|u| .
(2.76)
In order to find bounds of the terms
∣∣γi(.)−Gi∣∣ and ∣∣µi(.)−Mi∣∣; i = 1, 2, it is to be noted that∣∣γi(.)−Gi∣∣ ≤ ∣∣γi(.)∣∣ + Gi ≤ Gi + Gi = 2Gi; i = 1, 2. Similarly, ∣∣µi(.)−Mi∣∣ ≤ 2Mi; i = 1, 2.
Using these upper bounds and|u| ≤ U , the time-derivative (2.76) can be expressed in the following
vector-matrix form:











∣∣α2k1(k1 − 1)− α1∣∣+ 2α2
ε











If K is positive-definite, the time-derivative of the composite Lyapunov function in (2.77) is
negative semi-definite. To find conditions under which K is positive-definite, it is to be noted
that the 1× 1 Leading Principal Minor (LPM) of K is K11 = α1k1 which is already positive. The
2 × 2 LPM of K will be positive if K11K22 > K212. Expanding and simplifying, it leads to the
quadratic inequality
a2ε
2 + a1ε+ a0 < 0 (2.79)
where a2, a1, a0 are given by (2.68). Since a2, a0 > 0, if a1 < −2
√
a2a0 is satisfied, the quadratic
inequality (2.79) will hold between two real positive roots of a2ε2 + a1ε+ a0 = 0. These roots are
ε∗∗ and ε∗∗ given in (2.68).
Therefore, for all ε satisfying ε∗∗ < ε < ε∗∗, the time-derivative of the Composite Lyapunov
function is negative semi-definite. Hence, the slow state x, the difference between the fast state and
its manifold (z − z0) and the parameter estimation errors (b̂z − bz) and (λ̂− λ) remain bounded.
Differentiating (2.74) with respect to time t, the second-order derivative will involve the following:
the states x, z and their derivatives ẋ, ż; the control u and its derivative u̇; the difference between
state-dependent uncertainties and their upper bounds (γi(.)−Gi); (µi(.)−Mi); i = 1, 2; the partial








; i = 1, 2; the gains
k1, k2, α1, α2 and the time-scale separation parameter ε. It is already shown that x and z − z0 are
bounded. Since z0 = −k1x, the fast state z remains bounded. Moreover, the parameter estimation
errors are shown to be bounded, and the actual parameters are bounded, so the estimated parameters
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are bounded. The term (λ̂g(x, z) + M1x + M2z) appears in the denominator of u, and the square
of this expression will appear in the denominator of u̇. By condition (2.65), this remains bounded.
As a consequence, the second derivative of the composite Lyapunov function is bounded, so its
first derivative is uniformly continuous. Using Barbalat’s lemma [57], the first derivative V̇c → 0
as t → ∞. Therefore, its upper bound −XTKX → 0 as t → ∞. Since K is positive-definite,
−XTKX → 0 implies that X → 0, i.e. |x| → 0 and
∣∣z − z0∣∣ → 0 as t → ∞. Therefore, the fast
state reaches its manifold, and the slow state reaches the origin as time approaches infinity. This
completes the proof.
The proof of Theorem 2 reveals the following two insights.
Remark 3. Similar to the analysis in [56], the time-derivative of the composite Lyapunov function
is negative semi-definite, but not negative-definite. Therefore, the closed-loop system is guaranteed
to be stable, but not asymptotically stable. Using Barbalat’s lemma, it is shown that the fast state
reaches its manifold and that the slow state reaches zero, even though the estimated parameters
do not necessarily converge to their actual values. It is guaranteed, however, that the parameter
estimation errors remain bounded.
Remark 4. In the special case of no state-dependent uncertainty, the constant term a0 in the
quadratic inequality (2.76) will be zero, and (2.76) will reduce to a2ε2 + a1ε < 0, where a2 =
(α2k1(k1 − 1) + α1)2 and a1 = −4α1α2k1k2. As a result the bound of ε for closed-loop stability
will become 0 < ε < ε∗∗, where ε∗∗ = 4α1α2k1k2
(α2k1(k1−1)+α1)2 is the same as the upper bound that would
result from the regular composite Lyapunov analysis for the corresponding deterministic system.
This is still valid if only parametric uncertainties are considered. Therefore, the bounds of the
time-scale separation parameter differ from the deterministic case because of the state-dependent
uncertainties, not the parametric uncertainties.
2.4.3 Numerical Results
This subsection demonstrates in simulation slow state regulation for the nonstandard system
(2.53) using the controller developed in Subsections 2.4.1 - 2.4.2. For the simulation, the time-scale
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separation parameter ε is selected as 0.01. The initial conditions of the states are x(0) = 1,
z(0) = 0. The parametric uncertainties are assumed as follows. The known function in the
fast dynamics is f(x, z) = x2z3 sin2 z. The actual value of the constant but unknown parameter
multiplying f(x, z) is assumed as bz = −0.1, and its initial estimate is b̂z(0) = 1. The known
function in the control distribution is g(x, z) = (1 + x3)(1 + z2). The actual value of the constant
but unknown parameter multiplying this function is assumed as λ = 2. Its initial estimate is λ̂(0) =
1. The state-dependent uncertainties in the dynamics and control distribution are assumed as
follows: γ1(x, z) = G1e−|x| sin z; γ2(x, z) = G1e−3|z| cosx;µ1(x, z) = M1 cos(x + z);µ2(x, z) =
M2 sin(x
2e−z). All of the upper bounds G1, G2,M1,M2 are selected as 0.05. The controller gains
are selected as k1 = 2, k2 = 2. The weights of the individual Lyapunov functions in the composite
are selected as α1 = 0.2, α2 = 0.01 and α3 = 0.25. The weights in the parameter estimator
Lyapunov functions are selected as w1 = 5, w2 = 0.1. The states, control, and estimates of the









































Figure 2.4: Time histories of the states, control, and estimates of the unknown parameters
It can be seen in Figure 2.4 that the fast state z approaches its equilibrium manifold z0 =
−k1x = −2x within approximately 0.5 sec into the simulation, and stays at its manifold for the
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remaining time. The slow state x reaches the origin in spite of all the uncertainties. Neither of
the estimated parameters converge to their actual values, however the controller is able to achieve
slow state regulation. The parameter estimation errors, as pointed out in the proof of Theorem 1,
are seen to be bounded. The control signal remains bounded as well.
For the choice of gains used for the simulation, the sufficient conditions stated in Theorem 1
are satisfied. To obtain the bounds of the perturbation parameter ε, the actuator magnitude limit is
assumed as U = 2. The bounds obtained according to Theorem 2 are ε∗∗ = 0.0071, ε∗∗ = 0.9383.
Therefore, the full-order nonlinear system is guaranteed to be stable for 0.0071 < ε < 0.9383.
2.5 Three-Time-Scale Slow State Tracking with Uncertainties
in Dynamics and Control Distribution: Spacecraft Attitude Control
2 This section develops a three-time-scale slow state tracking controller by accounting for
uncertainties and actuator dynamics. Although Sections 2.3 and 2.4 showed how uncertainties can
be addressed for nonstandard systems using baseline controllers and online parameter estimators,
the theory developed so far has a few limitations. First, the systems had only one slow state
and one fast state. Second, actuator dynamics were not considered. Third, only the regulation
problem of the slow state was studied. This section makes a number of improvements in terms
of the capability of the theory. Systems with multiple slow and fast states are considered, and
actuator dynamics are realistically accounted for in the design. A separate time-scale is assigned
to the actuators, increasing the number of time-scales from two to three. Instead of the slow
state regulation problem, the theory developed in this section considers the more general problem
of slow state tracking. The theory is applicable to control the rotational motion of a generic
nonlinear, nonstandard rigid spacecraft model with one major source of uncertainty: the inertias.
For a spacecraft rotating in a orbit, it is difficult to obtain the moments and products of inertias
accurately. Attitude parameters are the slow states of a spacecraft, whereas the angular velocities
are fast. Attitude tracking with uncertain inertias can be thought of as a slow state tracking problem
2Section 2.5 of this dissertation is from Saha and Valasek [60], reprinted by permission of the American Institute
of Aeronautics and Astronautics, Inc.
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for a nonstandard multiple-time-scale system with parametric uncertainties. In the literature,
there are some works on attitude control of spacecraft using time-scales, and some other works
on adaptive control to account for model uncertainties, but not both. Shahravi and Azimi [2]
developed a two-time-scale attitude and vibration controller for a deterministic spacecraft model.
On the other hand, the works of Tandale and Valasek [58,59] accounted for uncertainties in inertias
to design structured adaptive model inversion controllers, but time-scales in the dynamics were not
considered. Attitude tracking using the benefits of geometric singular perturbation theory as well
as handling parametric uncertainties has not been investigated yet.
The development shown here is from a recent work of Saha and Valasek [60]. A nonlinear
multiple-time-scale slow state tracking control method is developed for a generic rigid spacecraft,
realistically accounting for actuator dynamics and uncertainties in inertias. The control law can
handle a total of three time-scales: the slowest time-scale of the attitudes, the second fastest
time-scale of the angular velocities and the fastest time-scale of the actuators. To be able to
apply the time-scale techniques for nonstandard systems to control the rotational dynamics of
a spacecraft, the angular velocity dynamics must be modified to a form which does not have
the uncertain inertia matrix multiplying the angular accelerations, and is linear in the uncertain
parameters. In order to obtain such a form, a linearly overparameterized system is constructured
using the inertia matrix itself and its inverse in Subsection 2.5.1. The final form derived in this
Subsection has parametric uncertainties both in dynamics and in control distribution. The constant
but unknown parameters are functions of the inertias. Using the best estimates of these parameters,
a three-time-scale sequential controller is designed in Subsection 2.5.2. This controller guarantees
the stability of the reduced subsystems. Subsection 2.5.3 uses the composite Lyapunov analysis
to select update laws for the estimates of the uncertain parameters. This analysis also proves
the ultimate boundedness of the tracking error, manifold error and parameter estimation error.
Time-histories of states, controls and uncertain parameters corresponding to attitude tracking are
presented in Subsection 2.5.4.
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2.5.1 Linearly Overparameterized Three-Time-Scale Spacecraft Model
The rotational dynamics of a rigid spacecraft considered in this work are similar to the one in
Tandale and Valasek [59] with a few modifications. The system is assumed to evolve in a total
of three time-scales. The Modified Rodriguez Parameters (MRPs) are the slow states evolving in
the slowest time-scale. The body-axis angular velocities evolve in the second fastest time-scale.
The actuators exerting torque evolve in the fastest time-scale. To indicate the second fastest and
the fastest time-scales, small positive perturbation parameters ε and ρ with 0 << ρ << ε <<
1 are introduced artificially in the model. In addition, actuator dynamics are included. The
three-time-scale model is
ξ̇ = T (ξ)ω
εIω̇ = −ω×Iω + δ
ρδ̇ = fδ(δ) +Gδ(δ)u.
(2.80)




. The 3 × 3 matrix T is T (ξ) := 1
4
[(1 −
ξT ξ)I3×3 + 2ξ





 being a 3 × 3 skew-symmetric matrix










 is the symmetric 3 × 3 matrix of constant but unknown inertias. This
matrix is pre-multiplied by another 3× 3 skew-symmetric matrix corresponding to cross-product,













represent the actuators and the commanded torques respectively. The vector of functions fδ(.) and
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the matrixGδ(.) represent the dependence of actuator dynamics on the actuators themselves and the
commanded torques respectively. It can be seen in equation (2.80) that the angular accelerations
ω̇i are nonlinear in the angular velocities ωi due to the matrix product ω×Iω. Therefore, the
three-time-scale spacecraft model (2.80) is nonstandard.
The control objective is to drive the MRPs ξ(t) to a smooth reference attitude trajectory ξr(t). In
a multiple-time-scale framework, this objective can be classified as slow state tracking. According
to geometric singular perturbation theory, this can be achieved in the slowest time-scale, provided
that the fast states and actuators can be stabilized onto suitable equilibrium manifolds in the faster
time-scales. The theoretical developments in Sections 2.3 and 2.4 are based on a model linear in
the uncertain parameters, and the parameters are estimated online using update laws based on the
composite Lyapunov analysis. For the attitude tracking problem, the spacecraft model (2.80) is first
represented as an overparameterized model, linear in the uncertain parameters, and subsequently
the time-scale controller and parameter estimator are designed.
The angular accelerations in (2.80) can be written as
εω̇ = −I−1ω×Iω + I−1δ







:= I−1 is a 3 × 3 matrix of constant but unknown parameters. This matrix
S can be thought of representing the uncertainty in control distribution multiplying the actuation
vector δ. The uncertainty in the dynamics can be written as







3 ω1ω2 ω2ω3 ω3ω1
]T
is a 6×1 column vector of nonlinear functions





is a 3 × 6 matrix of constant but unknown
parameters in terms of the elements of the matrices S and I. The individual elements of matrix B
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are provided in Appendix A. Using (2.81) and (2.82), equation (2.80) can be written as
ξ̇ = T (ξ)ω
εω̇ = Bf(ω) + Sδ
ρδ̇ = fδ(δ) +Gδ(δ)u.
(2.83)
The slow state vector ξ is to reach its reference ξr. The slow state error is defined as eξ := ξ − ξr.
This can be achieved if the actuation vector δ can be stabilized on a suitable equilibrium manifold
δ0 in the fastest time-scale, and the fast state vector ω can be stabilized on a suitable equilibrium
manifold ω0 in the second fastest time-scale. Keeping this in mind, two more error vectors are
defined as eω := ω − ω0 and eδ := δ − δ0. The nonlinear state-space model (2.83) in the error
coordinates is
ėξ = T (ξ)(eω + ω
0)− ξ̇r
εėω = Bf(ω) + S(eδ + δ0)− εω̇0
ρėδ = fδ(δ) +Gδ(δ)u− ρδ̇0.
(2.84)
A few assumptions are made to prove boundedness of errors later in this section. The inertias are
unknown, but each of them are bounded between a maximum and a minimum. As a consequence,
Bij ∈ [
¯
Bij, B̄ij] and Sij ∈ [S̄ij, S̄ij] for every element Bij and Sij of the parameter matrices B and
S respectively. Furthermore, there exist constants v1, v2 such that the maximum singular values of
the matrices T and S satisfy σ̄(T ) ≤ v1, σ̄(S) ≤ v2.
2.5.2 Development of Control Law Using Reduced Subsystems
2.5.2.1 Selection of the Manifold of Fast States in the
Slowest Time-Scale
The sequential controller is designed over three time-scales. In the slowest time-scale it is
assumed that the fast states are already on their manifold ω0, and therefore the error eω remains
at zero. The manifold ω0 is specified as an intermediate control variable such that the slow states
ξ track their reference ξr, or equivalently the slow state tracking error eξ reaches zero. From the
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full-order dynamics (2.84), the reduced subsystem in the slowest time-scale is extracted as
ėξ = T (ξ)ω
0 − ξ̇r. (2.85)









Along the trajectories of the reduced slow subsystem (2.85), the time-derivative becomes
V̇1|(2.85) = eTξ (T (ξ)ω0 − ξ̇r). (2.88)
If the manifold of the fast states is selected as
ω0 = T−1(ξ)(ξ̇r −Kξeξ) (2.89)
where Kξ is a gain matrix, then the time-derivative of the Lyapunov function V1 becomes
V̇1|(2.85) = −eTξKξeξ (2.90)
which is negative-definite for any Kξ > 0. Therefore, the equilibrium eξ = 0 of the reduced
subsystem (2.85) is asymptotically stable.
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2.5.2.2 Selection of Actuator Manifold in the
Second Fastest Time-Scale
In the second fastest time-scale it is assumed that the actuators are already on their manifold
δ0; therefore, the error eδ remains at zero. The manifold δ0 is specified as an intermediate control
variable such that the fast states ω reach their manifold ω0, or equivalently the fast state error eω










represent the best estimates of the constant
but unknown parameter matrices B and S respectively. Using these estimates and setting the
perturbation parameter ε = 0, from the full-order dynamics (2.130) the reduced subsystem in the
second fastest time-scale is extracted as
e′ω = B̂f(ω) + Ŝδ0. (2.91)





Its time-derivative with respect to the time-scale tε = tε is





Along the trajectories of the reduced subsystem (2.91), the time-derivative becomes
V ′2 |(2.91) = eTω(B̂f(ω) + Ŝδ0). (2.94)
If the manifold of the fast actuators is selected as
δ0 = Ŝ−1(−B̂f(ω)−Kωeω) (2.95)
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where Kω is a gain matrix, then the time-derivative of the Lyapunov function V2 becomes
v′2|(2.91) = −eTωKωeξ (2.96)
which is negative-definite for any Kω > 0. Therefore, the equilibrium eω = 0 of the reduced
subsystem (2.91) is asymptotically stable.
2.5.2.3 Selection of Control in the Fastest Time-Scale
In the fastest time-scale the control u is designed such that the actuators δ reach their manifold
δ0, or equivalently the actuator error eδ reaches zero. Setting ρ = 0, from the full-order dynamics
(2.130), the reduced subsystem in the fastest time-scale is extracted as
ĕδ = fδ(.) +Gδ(.)u. (2.97)









Along the trajectories of the reduced subsystem (2.97), the time-derivative becomes
V̆3|(2.97) = eTδ (fδ(.) +Gδ(.)u). (2.100)




where Kδ is a gain matrix, then the time-derivative of the Lyapunov function V3 becomes
V̆3|(2.97) = −eTδKδeδ (2.102)
which is negative-definite for any Kδ > 0. Therefore, the equilibrium eδ = 0 of the reduced
subsystem (2.97) is asymptotically stable.
2.5.3 Stability Analysis of the Full-Order System: Selection of Parameter
Update Laws and Bounds of Time-Scale Separation
For slow state regulation problem in presence of parametric uncertainties, Sections 2.3 and 2.4
used a composite Lyapunov function which was a weighted sum of the Lyapunov functions used
for controller design and the Lyapunov functions to represent parameter estimator errors. In this











:= S − Ŝ. A candidate composite Lyapunov
function for the full-order system (2.84) can be chosen as









where αi > 0; i = 1, ..., 5 represent the weights of the individual Lyapunov functions in the
composite, and tr(A) represents the trace of a matrix A. Suppose that lij; i = 1, ...,m; j = 1, ..., n






the composite Lyapunov function (2.103) contains a weighted sum of squares of all the parameter
estimation errors. To show the estimation errors explicitly, equation (2.103) can be written as


















The time-derivative of this function along the trajectories of the full-order system (2.84) is
V̇c = α1V̇1|(2.84) +
α2
ε




















Introducing appropriate reduced subsystems, the time-derivative can be written as
V̇c = α1V̇1|(2.85) +
α2
ε
V ′2 |(2.91) +
α3
ρ
V̆3|(2.97) + α1(V̇1|(2.84) − V̇1|(2.85)) +
α2
ε






















Making substitutions for the time-derivatives of individual Lyapunov functions along the trajectories
of the reduced subsystems and the dynamics corresponding to the difference terms and simplifying,
the time-derivative of the composite Lyapunov function becomes








ξ T (ξ)eω +
α2
ε
eTωSeδ − α2eTω ω̇0






















j − Ŝ ′ij)S̃ij
(2.107)
where eωi is the i
th element of the fast state vector eω, fj(ω) is the jth element of the vector of
functions f(ω), and δj0 is the j
th element of the fast actuator manifold δ0.
For slow state regulation of an uncertain two-time-scale system in Sections 2.3 and 2.4, the
parameter update laws were selected so the parameter estimation error terms were eliminated from
the V̇c equation. However, for the current problem it is desired to keep parameter estimation error
terms, and therefore update laws are chosen differently. In the work of Park et. al. [61], the adaptive
laws were selected using sigma-modification. For sigma-modification, the parameter estimates
tend to approach zero when the errors in the states become small. For this problem, should
the parameters associated with control effectiveness become close to zero, the control law using
inverses of the parameter estimate matrices will have numerical issues. Therefore, the parameter




















where θ1 > 0, θ2 > 0, B0ij,S0ij are design variables. Part of each update law is to cancel the
corresponding parameter estimation error term, and the remaining is to let the estimate settle to a
suitably selected final value, following a first-order dynamics with a suitably chosen time-constant.
With this selection of parameter update laws, the time-derivative (2.107) becomes
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It is to be noted that that for any constant but unknown parameter p bounded as
¯
p ≤ p ≤ p̄, the
expression p̃(p̂− p0) can be bounded as follows:
p̃(p̂− p0) = p̃(p− p̃− p0)
= p̃(p− p0)− p̃2
≤ 1
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where p+ := max
¯
p≤p≤p̄
(p − p0)2. Using this result, the time-derivative (2.109) can be rewritten as the
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following inequality:
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Equation (2.111) has several terms for which the upper bounds are to be found. Some of these terms
involve analytical expressions of manifolds and their time-derivatives. Given the design based on
the reduced subsystems, using the exact expressions of the manifolds and their time-derivatives
can make the stability analysis cumbersome. This has similarities with backstepping for nonlinear
systems in strict-feedback form. In backstepping the states not to be tracked are specified as
intermediate controls before the actual control is designed. A major limitation of backstepping is
the ‘explosion of terms’ due to explicit differentiation of the intermediate controls. For sequential
control of singularly perturbed systems, artificially equating the perturbation parameters to zero
eliminates the time-derivatives of the manifolds and the ‘explosion of terms’ in the reduced-order
subsystems. However, it is to be addressed in the composite Lyapunov analysis. A method
to overcome the issue of explicit differentiation during backstepping is dynamic surface control
developed in the work of Swaroop et. al. [63, 64]. This method uses first-order filters to replace
the explcit evaluation of the derivatives of the intermediate controls. An adaptive version of this
method can be found in Yip and Hedrick [65]. Applications of this method in robotics can be
found in Park et. al. [61] and Cao et. al. [66]. For the current problem, additional first-order filters
are not needed, but boundedness of tracking error is to be proven. One of the results used to prove
the boundedness of tracking error for dynamic surface control is the extreme value theorem, which
states that a continuous function in a compact set has a maximum. Using this result, inferences can
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be drawn for some of the terms present in the time-derivative (2.111).
The combined dimension of the states and unknown parameters for this problem is 3 + 3 +
3 + 18 + 9 = 36. Consider a compact set Q1 ∈ R36, characterized by the composite Lyapunov
function in (2.30) upper-bounded by V̄ ; i.e. Vc ≤ V̄ for some V̄ > 0. Again, the combined
dimension of the references and their time-derivatives of first and second orders is 3 + 3 + 3 = 9.






≤ R2 for some R > 0.
Then Q := Q1 × Q2 is a compact set in R36+9 = R45, and all the elements of the vectors ω̇0 and
δ̇0 are continuous functions in the compact set Q. Therefore, each element of these vectors has a
maximum, and consequently there exist constants M1,M2 such that
∥∥ω̇0∥∥∞ = M1,∥∥∥δ̇0∥∥∥∞ = M2.
Upper bounds of the cross-terms involving ω̇0 and δ̇0 present in the time-derivative (2.111) can
now be found as follows.



























The last step in (2.113) was obtained using the Young’s inequality: ab ≤ 1
2
(a2 + b2). The constant
ν1 can be arbitrarily chosen. Similarly,











where the constant ν2 can be arbitrarily chosen. The other cross-terms involving product of two
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error vectors can be bounded as follows:
α1e
T
































Using inequalities (2.113) - (2.116), the time-derivative of the composite Lyapunov function in
(2.111) can be written as
































































This can further be rewritten as



































































where λmin(A) represents the minimum eigenvalue of a matrix A. Grouping the quadratic and
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other terms, the time-derivative becomes


















































































































Inequality (2.119) indicates that the tracking error eξ, the manifold errors eω, eδ and the parameter
estimation errors B̃ij, S̃ij will be ultimately bounded. In order to find the bounds on the time-scale
separation parameters ε and ρ guaranteeing ultimate boundedness, the following form of the
inequality (2.119) is considered:
V̇c ≤ −η‖e‖22 + µ (2.122)
where









eξ eω eδ B̃ij S̃lm
]
; i = 1, 2, 3; j = 1, ..., 6; l = 1, 2, 3;m = 1, 2, 3
(2.123)
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It can be seen that e contains all the errors: the tracking error for the slow states ξ, the manifold
error for the fast states ω and actuators δ, and the estimation errors for all parameters in the B
and S matrices. Suppose that it is desired to keep the error vector e uniformly ultimately bounded
within a ball of radius θr; i.e. V̇c < 0 on the boundary of the ball represented by‖e‖2 = θr. This
is possible if −ηθ2r + µ < 0; i.e. if η >
µ
θ2r
. The inequality η > µ
θ2r
























Making substitutions and simplifying, these five conditions lead to bounds of the time-scale
separation parameters ε and ρ. The bound of ε is
ε∗∗ < ε < ε
∗∗ (2.124)
























The bound of ρ is
ρ∗∗ < ρ < ρ
∗∗ (2.126)

































This subsection shows in simulation slow state tracking using the control and estimation laws
developed in Subsections 2.5.2 - 2.5.3 on a nonlinear generic spacecraft model represented by
(2.80). The actual inertias, initial conditions of the MRPs and angular velocities are the same as
the ones in the work of Tandale and Valasek [59]. At time zero, the MRPs and angular velocities









respectively. The actuators are assumed to be at zero initial condition in the beginning of the





 kg-m2 . The initial estimates of the inertias
are assumed 20% below the actual values; i.e. to compute the initial estimates of the matrices B





 kg-m2 . Discussions
on some commonly used torque actuators such as reaction wheels and control moment gyros can
be found in the works of Vadali [67], Schaub and Junkins [68], and Hurtado [41]. A generic
first-order actuator model is proposed in the work of Kristiansen and Hagen [69]. For the current
simulation each actuator is assumed to be first-order with a time-constant of 0.1 sec. With these
sets of numbers, two different rotational maneuvers are tracked using the control and estimation
laws developed in Subsections 2.5.2 - 2.5.3.
2.5.4.1 Evaluation Maneuver I: Tracking a Set of
Lightly Damped Sinusoidal Trajectories
This is an evaluation maneuver similar to the one used in Tandale and Valasek [59]. For this




A1 sin(q1t) A2 sin(q2t) A3 sin(q3t)
]T
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with k = 0.01, Ai = 0.2; qi = 0.5; i = 1, 2, 3. The controller gain matrices are selected as Kξ =
diag[1, 1, 1], Kω = diag[10, 10, 10], Kδ = diag[10, 10, 10]. For parameter estimation, the weights
of individual Lyapunov functions in the composite are selected as α2 = 10−10, α4 = 1, α5 = 1.
The two gain factors θ1 and θ2 in the parameter estimation laws are chosen as θ1 = 0.1, θ2 = 0.1.
The design variables B0ij and S0ij are selected such that they correspond to the inertias being 5%
above the actual inertias. The simulation is run for 100 sec.
Figures 2.5 - 2.7 show the time-histories of the states and the controls. It can be seen in
Figure 2.5 that the MRPs reach their references about 5 seconds into the simulation, and tracks the
references accurately for the remaining 95 seconds. Figure 2.6 shows that the angular velocities
quickly reach and then stay on their manifolds. Figure 2.7 show that all the controls remain
bounded. Figures 2.8 - 2.10 show the evolution of the estimates of all the uncertain parameters in
the B and S matrices. It can be seen that the parameter estimates remain bounded. It is observed
that the magnitude of estimation error significantly small for the elements of the B̂ matrix. This is
due to the fact that they are formed as products of the elements of the inertia matrix and its inverse.
From figures 2.5 - 2.10 it can be concluded that the desired objective of slow state tracking is
accomplished, and the tracking errors, manifold errors and parameter estimation errors remain


















Figure 2.5: Modified Rodriguez Parameters for damped sinusoidal trajectory tracking; from




































Figure 2.6: Angular velocities for damped sinusoidal trajectory tracking; from Saha and Valasek






































Figure 2.7: Control torques for damped sinusoidal trajectory tracking; from Saha and Valasek [60],
reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc.
Figure 2.8: Uncertain parameters B11 − B23 for damped sinusoidal trajectory tracking; from
Saha and Valasek [60], reprinted by permission of the American Institute of Aeronautics and
Astronautics, Inc.
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Figure 2.9: Uncertain parameters B24 − B36 for damped sinusoidal trajectory tracking; from
Saha and Valasek [60], reprinted by permission of the American Institute of Aeronautics and
Astronautics, Inc.
Figure 2.10: Uncertain parameters S11 − S33 for damped sinusoidal trajectory tracking; from
Saha and Valasek [60], reprinted by permission of the American Institute of Aeronautics and
Astronautics, Inc.
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2.5.4.2 Evaluation Maneuver II: Three Euler Angle Rotations
in a 3-2-1 Sequence
For this evaluation maneuver, the reference trajectory is provided in terms of Euler angles, and
converted to MRPs by a transformation using the Direction Cosine Matrix. It is desired that the
spacecraft performs a 3-2-1 sequence of Euler angle rotations to point to a certain direction. It
first changes heading by 120 degrees to the left in 10 seconds, then then pitches up by 60 degrees
in 5 seconds, and finally banks to the left by 90 degrees in 7.5 seconds. For this The controller
gain matrices are selected as Kξ = diag[5, 5, 5], Kω = diag[20, 20, 20], Kδ = diag[5, 5, 5]. For
parameter estimation, the weights of individual Lyapunov functions in the composite are selected
as α2 = 10−10, α4 = 1, α5 = 1. The two gain factors θ1 and θ2 in the parameter estimation laws
are chosen as θ1 = 0.2, θ2 = 0.2. The design variables B0ij and S0ij are selected such that they































Figure 2.11: Euler angles for sequential Euler angle rotation: the bank angle φ, the pitch attitude
angle θ, and the heading angle ψ; from Saha and Valasek [60], reprinted by permission of the























Figure 2.12: Modified Rodriguez Parameters for sequential Euler angle rotation; from Saha and




































Figure 2.13: Angular velocities for sequential Euler angle rotation; from Saha and Valasek [60],






































Figure 2.14: Control torques for sequential Euler angle rotation; from Saha and Valasek [60],






















































































































Figure 2.15: Uncertain parameters B11 − B23 for sequential Euler angle rotation; from Saha and

























































































































Figure 2.16: Uncertain parameters B24 − B36 for sequential Euler angle rotation; from Saha and


































































Figure 2.17: Uncertain parameters S11 − S33 for sequential Euler angle rotation; from Saha and
Valasek [60], reprinted by permission of the American Institute of Aeronautics and Astronautics,
Inc.
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Figures 2.11 shows the tracking of the Euler angles. It can be seen that the tracking is good after
some initial tumbling motion due to the initial conditions being nonzero. A similar observation can
be made from the tracking history of the equivalent MRPs in Figure 2.12. Figure 2.13 shows that
the angular velocities reach their manifold within the first five seconds, and stay there for the rest
of the simulation. The effect of initial conditions lead to saturation of the controls for the initial
five seconds as seen in Figure 2.14. Thereafter the controls remain small in magnitude. Figures
2.15 - 2.17 show the evolution of the estimates of all the uncertain parameters in the B and S
matrices. It can be seen that the parameter estimation errors remain bounded. Similar to the earlier
evaluation maneuver, it is observed that the magnitude of estimation error significantly small for
the elements of the B̂ matrix. This is due to the fact that they are formed as products of the
elements of the inertia matrix and its inverse. From figures 2.11 - 2.17 it can be concluded that the
desired objective of slow state tracking is accomplished, and the tracking errors, manifold errors
and parameter estimation errors remain bounded and small in magnitude.
Some insightful remarks can be made from a careful observation of the theory and the numerical
results.
Remark 5. Choices of the gains in parameter update laws: Part of the parameter update
laws canceling the errors uses gains as small as 10−10, whereas the other part corresponding
to first-order dynamics uses gains of the order of 10−1. Running a case of simulation with the first
set of gains assigned a value of zero, there is no significant difference in the tracking and control
torques. However, not all parameter errors in the B matrix show a diminishing trend with time;
some increase over time although the magnitude remains small. This is expected as some of the
errors are not canceled. It is recommended to use small positive gains instead of hard zeros.
Remark 6. Robustness with respect to parametric uncertainties: This simulation has been tried
with initial estimates of the inertias anywhere between 50% below and 100% above the actual
inertias, and the controller can still ensure good tracking. This shows that the gains are so selected
that wide uncertainties in the parameters can be handled.
Remark 7. Avoiding singularity with respect to control: The unknown parameter matrix S
71
multiplies the actuator vector δ. It is important that the estimate matrix Ŝ never becomes singular.
This is ensured by adjusting the final estimates in the parameter update laws. In general, for any
parameter multiplying a control or actuator signal, the estimate is prevented from becoming zero
by setting a suitable final value in the parameter update law.
2.6 Four-Time-Scale Slow State Tracking with Uncertainties in the
Evolution of States as Well as Actuators
This section extends the theory of slow state tracking to four-time-scales with slow and fast
actuator dynamics and more generic forms of uncertainties. Section 2.5 developed the theory of
slow state tracking for a three-time-scale system in the presence of uncertainties. While actuator
dynamics were accounted for, all actuators were assumed to work in the fastest time-scale. This is a
good assumption when only the rotational dynamics of a spacecraft are to be controlled. However,
for a combined longitudinal and lateral/directional maneuver of an aircraft, it may be necessary
to control both of the translational and the rotational dynamics at the same time. For example,
for a turning maneuver of an aircraft, the velocity as well as the angles are to be controlled. The
primary control for velocity is throttle, whereas the angles can be controlled using the aerodynamic
control surfaces: elevator, aileron and rudder. Due to the slow engine dynamics, throttle is a slow
actuator, whereas the aerodynamic actuators are fast. This leads to an interesting situation which
involves time-scales in actuators, in addition to the time-scales in the system states. As a result,
aircraft models can be thought of evolving in a total of four time-scales. Velocity, angle-of-attack,
sideslip angle and the three Euler angles - bank angle, pitch attitude angle and heading angle - are
the slow states evolving in the slowest time-scale. Throttle is the slow actuator evolving in the
second slowest time-scale. Body-axis roll, pitch and yaw rates are the fast states evolving in the
second fastest time-scale. Elevator, aileron and rudder are the fast actuators evolving in the fastest
time-scale.
In some of the earlier works on multiple-time-scale aircraft flight control, velocity was not
tracked; throttle was kept constant and not used as an automatic control [33]. As a consequence,
the Mach number dropped from 0.3 to below 0.2 as the aircraft performed a 45 degree turn.
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A later work of Saha et. al. [35] accounted for slow and fast actuator dynamics and designed
a four-time-scale slow state tracking controller to reduce the loss of airspeed during turn. The
method used in this work was an extension of the sequential control with slow and fast actuator
dynamics developed in Narang-Siddarth and Valasek [11]. Similar to the first limitation pointed out
in Subsection 2.2.4, this extension of sequential control also assumed the model to be deterministic.
However, in practice, aircraft flight control laws should be able to handle these major sources
of uncertainty: inertias, control derivatives and engine time-constant. It is difficult to estimate
the inertias accurately using the inexpensive methods such as class-I methods. Typically, the
aerodynamics are modeled using stability and control derivatives, and it is more difficult to obtain
accurate estimates of the control derivatives. Additionally, for a modern fly-by-wire flight control
architecture, the control derivatives play a more significant role than the stability and damping
derivatives. Furthermore, the turbomachinery can be modeled as a first-order actuator with an
uncertain time-constant. Handling these uncertainties needs the development of a new theory
which deals with uncertainties in the dynamics and in the control distribution for both of the states
and the actuators. This is the theory developed in this section.
The next few subsections describe the theory and numerical results of four-time-scale slow state
tracking in the following order. Subsection 2.6.1 describes the class of systems for which the theory
is to be developed. Development of the control law using reduced subsystems is in Subsection
2.6.2. Selection of parameter update laws, proof of boundedness of errors along with the bounds
of time-scale separation are in Subsection 2.6.3. Subsection 2.6.4 shows the numerical results for
an example four-time-scale system and a nonlinear six-degree-of-freedom generic F-16A.
2.6.1 The Class of Systems
The class of systems considered in this section is motivated by the one used for flight control
design in Saha et. al. [35]. This class has a total of four time-scales: the slow states evolving in
the slowest time-scale, the slow actuators evolving in the second slowest time-scale, the fast states
evolving in the second fastest time-scale, and the fast actuators evolving in the fastest time-scale.
All the states and actuators have uncertainties in their evolution. This class can potentially represent
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a linearly overparameterized model of a nonlinear 6-DOF aircraft with uncertainties in the inertias,
control derivatives and engine time-constant. The exact mathematical expressions of the vectors
and matrices are provided in Appendix B.
The slow states to track are classified as kinetic and kinematic states. The kinetic slow states
can be influenced directly by the both of the slow and the fast actuators. The kinematic slow
states can be influenced directly by the fast states, but not by any actuator. The fast states can be
influenced directly by the fast actuators, but not by the slow actuators. The slow and fast states,
as well the the slow and fast actuators have parametric uncertainties in dynamics and in control
distribution. Time-dependent and state-dependent static uncertainties are added in the dynamics of
the slow and the fast states. These are the additive uncertainties. However, there is no uncertainty
in the evolution of the kinematic slow states. The theory of slow state tracking control is developed
on nonlinear state-space model
ẋ = Bxxfxx(x, ξ) +BxzFxz(x, ξ)z + γx(t, x, ξ, z) + ΛxδsGxδs(x, ξ)δs + ΛxδfGxδf (x, ξ)δf
ξ̇ = Fξz(x, ξ)z






z (x, ξ, z) + γz(t, x, ξ, z) + ΛzδfGzδf (x, ξ)δf
ρδ̇f = Bδffδf (δf ) + ΛδfufGδfuf (δf )uf .
(2.129)
Equation (2.129) represents a four-time-scale nonlinear nonstandard system with uncertainties.
Here x ∈ Rn is the vector of n kinetic slow states, ξ ∈ Rm is the vector ofm kinematic slow states,
z ∈ Rm is the vector of m fast states, δs ∈ Rn is the vector of n slow actuators, δf ∈ Rm is the
vector ofm fast actuators. The perturbation parameters σ, ε and ρ satisfy 0 < ρ << ε << σ << 1.
The ‘dot’ represents time-derivative with respect to the slowest time-scale t. The second slowest
time-scale is tσ = tσ ; the second fastest time-scale is tε =
t
ε
, and the fastest time-scale is tρ = tρ .
The parametric uncertainties in the dynamics of the kinetic slow states x are captured in the
constant but unknown matrices Bxx and Bxz. The parameter matrix Bxz is such that its largest
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singular value satisfies σ̄(Bxz) ≤ v1, where v1 is a known constant. The vector of functions fxx
represents the dependence of the slow dynamics on the slow states, and the matrix Fxz represents
the dependence of the slow dynamics on the fast states. Both fxx and Fxz are assumed to consist
of known, smooth functions. In addition, the matrix Fxz is such that its largest singular value
satisfies σ̄(Fxz) ≤ v2, where v2 is a known constant. For the kinetic slow states, the parametric
uncertainties in the control distribution corresponding to the slow and fast actuators are captured
in the constant but unknown parameter matrices Λxδs and Λxδf respectively. The dependence of
the slow dynamics on the slow and fast actuators are represented by the matrices Gxδs and Gxδf
respectively. Both of these matrices consist of known, smooth functions, and the matrix Gxδs
is nonsingular. The largest singular values of these matrices satisfy σ̄(Λxδs) ≤ v3, σ̄(Gxδs) ≤
v4, σ̄(Λxδf ) ≤ v5, σ̄(Gxδs) ≤ v6 for some known constants v3, v4, v5, v6. The vector of functions
γx(t, x, ξ, z) represent the time-dependent and state-dependent uncertainties in slow dynamics.
This is an additive uncertainty. It is known that the Euclidean norm of this vector satisfies
∥∥γx(t, x, ξ, z)∥∥2 ≤ κ1‖x‖2 + κ2‖ξ‖2 + κ3‖z‖2
for some known constants κ1, κ2, κ3 ≥ 0. In addition to kinetic slow states x, the kinematic slow
states ξ evolve in the slowest time-scale t. Their evolution depends solely on the fast state vector
z through the influence matrix Fξz. This matrix is assumed nonsingular. It consists of known,
smooth functions, and its largest singular value satisfies σ̄(Fξz) ≤ v7 for some known constant v7.
The fast dynamics have a combination of k constant but unknown parameter matrices Bkz
multiplied by known vectors of functions fkz (.). The functions f
k
z (.) represent the dependence of
the fast dynamics on the slow and fast states. This vector is assumed to consist of known, smooth
functions. The parametric uncertainties in the control distribution are captured in the constant but
unknown matrix Λzδf . The dependence of the fast dynamics on the fast actuators is represented by
the matrix Gzδf , which is assumed to be nonsingular and consisting of known, smooth functions.
The largest singular values of these matrices satisfy σ̄(Λzδf ) ≤ v8, σ̄(Gzδf ) ≤ v9 for some known
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constants v8 and v9. The vector of functions γz(t, x, ξ, z) captures the time-dependent and
state-dependent uncertainties in the fast dynamics. The Euclidean norm of this additive uncertainty
satisfies ∥∥γz(t, x, ξ, z)∥∥2 ≤ κ4‖x‖2 + κ5‖ξ‖2 + κ6‖z‖2
for some known constants κ4, κ5, κ6 ≥ 0. The matrices Bδs ,Λδsus , Bδf ,Λδfuf represent constant
but unknown parameters in the evolution of slow and fast actuators.
Each of the constant but unknown parameters in the parameter matrices are assumed to be
within lower and upper bounds; i.e. pij ∈ [
¯
pij, p̄ij], where pij is any of the constant but unknown
parameters. The vector of functions fδs , fδf represent how the actuator rates depend on the current
actuator deflections. The matrices Gδsus , Gδfuf represent how the actuator rates depend on the
control commands us and uf respectively. The matrices Gδsus and Gδfuf are assumed nonsingular.
The control objective is to design the slow control vector us and the fast control vector uf such
that the kinetic slow state vector x(t) tracks a twice differentiable reference trajectory xr(t), and
the kinematic slow state vector ξ(t) tracks a twice differentiable reference trajectory ξr(t). In order
to achieve this objective using the geometric singular perturbation approach, the fast states z need
to be stabilized on a suitable manifold z0, the slow actuators δs need to be stabilized on a suitable
manifold δ0s , and the fast actuators need to be stabilized on a suitable manifold δ
0
f . Define error
variables ex := x−xr, eξ := ξ−ξr, ez := z−z0, eδs := δs−δ0s , eδf := δf−δ0f . The tracking problem
becomes an equivalent stabilization problem in the error coordinates. The full-order system (2.129)
in the error co-ordinates become
ėx = Bxxfxx +BxzFxz(ez + z
0) + γx + ΛxδsGxδs(eδs + δ
0
s) + ΛxδfGxδf (eδf + δ
0
f )− ẋr
ėξ = Fξz(ez + z
0)− ξ̇r






z + γz + ΛzδfGzδf (eδf + δ
0
f )− εż0
ρėδf = Bδffδf + ΛδfufGδfufuf − ρδ̇0f .
(2.130)
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The following subsections develop a four-time-scale control law based on lower-order reduced
subsystems obtained from (2.130) and prove the boundedness of errors.
2.6.2 Development of Nominal Control Law Using Reduced Subsystems
This is done in four steps. A schematic of the steps is shown in Figure 2.18. The numbers 1,
2, 3, 4 on the schematic indicates the sequence in which the specific design variables are selected.
The design steps are detailed below.
Figure 2.18: Steps of four-time-scale slow state tracking control design
2.6.2.1 Design of Manifold of Fast States and Slow Actuators
in the Slowest Time-Scale
In the slowest time-scale t, it is assumed that the fast states are on their manifold z0, the slow
actuator is on its manifold δ0s , and the fast actuators are on a special case of their manifold δ
0
f |z0 .
Mathematically this is obtained by artificially substituting σ = ε = ρ = 0, as a result of which
the last three differential equations in (2.130), viz. the ėδs , ėz, ėδf equations reduce to algebraic
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equations. This indicates that the fast states, the slow actuators and the fast actuators have already
reached their manifolds and are no longer evolving independently. Only the slow state errors ex
and eξ evolve independently in this time-scale. The manifolds z0 and δ0s are selected such that
the slow states reach their reference; that is, the slow state error vectors ex and eξ go to zero.
Moreover, to construct the reduced subsystem, the constant but unknown parameter matrices Bxx,
Bxz, Λxδs , Λxδf are replaced by their best estimates B̂xx, B̂xz, Λ̂xδs , Λ̂xδf respectively, and the
additive uncertainty γx is ignored. The reduced subsystem in the slowest time-scale is
ėx = B̂xxfxx + B̂xzFxzz












Its time-derivative with respect to the slowest time-scale t is
V̇1 = e
T
x ėx + e
T
ξ ėξ. (2.133)
Along the trajectories of subsystem (2.131), the time-derivative of the Lyapunov function V1 is




Suppose that the manifold of the fast states z0 is selected as
z0 = F−1ξz (ξ̇r −Kξeξ). (2.135)
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Λ̂−1xδs (ẋr − B̂xxfxx − B̂xzFxzz
0 − Λ̂xδfGxδf δ0f |z0 −Kxex) (2.136)
where Λ̂xδs is assumed nonsingular, and δ
0
f |z0 is yet to be determined. For these choices, the
time-derivative of the Lyapunov function V1 for the reduced subsystem (2.131) becomes
V̇1|(2.131) = −eTxKxex − eTξKξeξ. (2.137)
This is negative-definite for any positive-definite Kx and Kξ, indicating that the equilibrium ex =
0, eξ = 0 of the reduced subsystem (2.131) is Lyapunov-stable. The use of kinetic and kinematic
slow states in the control design enable sequential selections of the manifolds z0 and δ0s .
2.6.2.2 Design of Slow Control in the Second Slowest Time-Scale
In the second slowest time-scale tσ = tσ , the slow controls us are designed such that the
slow actuators δs reaches their manifold δ0s , and consequently slow actuator errors eδs go to zero.
Considering time-derivatives in the second slowest time-scale, and artifically substituting σ = ε =
ρ = 0, the slow dynamics reduce to èx = 0, èξ = 0, where where è is the derivative of e with
respect to the second slowest time-scale tσ = tσ . This indicates that the slow state errors are
‘frozen’ at their initial conditions. Furthermore, the ėz and ėδf differential equations in (2.130)
reduce to algebraic equations, indicating that the fast actuators and fast states have settled on their
manifolds, and are no longer evolving independently. Only the slow actuator errors are evolving
independently in this time-scale. Replacing the unknown parameter matrices with their estimates,
the reduced subsystem in the second slowest time-scale is
èδs = B̂δsfδs + Λ̂δsusGδsusus. (2.138)
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Its time-derivative with respect to the second slowest time-scale is
V̀2 = e
T
δs èδs . (2.140)
Along the trajectories of the reduced subsystem (2.138), the time-derivative is
V̀2|(2.138) = eTδs(B̂δsfδs + Λ̂δsusGδsusus). (2.141)





then the derivative of the Lyapunov function V2 with respect to the second slowest time-scale
becomes
V̀2|(2.138) = −eTδsKδseδs (2.143)
which is negative-definite for any positive-definite Kδs . Thus the equilibrium eδs = 0 of the
reduced subsystem (2.138) is Lyapunov-stable.
2.6.2.3 Design of Manifold of Fast Actuators in the
Second Fastest Time-Scale
In the second fastest time-scale tε = tε , the manifold of the fast actuators δ
0
f is selected such
that the fast states z reach their manifold z0, or equivalently the fast state error vector ez become
zero. Considering derivatives in the second slowest time-scale and artificially substituting σ = ε =
ρ = 0, the slow state and slow actuator error dynamics become e′x = 0, e
′




‘prime’ denotes differentiation with respect to the second fastest time-scale. This indicates that the
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slow state and slow actuator errors are ‘frozen’ at their initial conditions in this time-scale. The
ėδf differential equation in (2.130) becomes a system of algebraic equations, indicating that the
fast actuators have already reached their manifold, and are no longer evolving independently. Only
the fast state error vector ez evolves independently in this time-scale. Furthermore, to construct
the reduced subsystem, the constant but unknown parameter matrices Bkz and Λzδf are replaced
by their estimates B̂kz and Λ̂zδf respectively. The additive uncertainty γz is ignored. The reduced






z + Λ̂zδfGzδf δ
0
f (2.144)





Its time-derivative with respect to the time-scale tz is





Along the trajectories of subsystem (2.144), the time-derivative is





z + Λ̂zδfGzδf δ
0
f ) (2.147)










where Λ̂zδf is assumed nonsingular, then the time-derivative of the Lyapunov function V3 becomes
V ′3 |(2.144) = −eTzKzez (2.149)
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which is negative-definite for any positive-definite Kz. This ensures that the equilibrium ez = 0 of
the reduced subsystem (2.144) is Lyapunov-stable.
By design of the fast actuator manifold δ0f , the special case δ
0
f |z0 needed in the slowest time-scale
can now be determined as







z (x, ξ, z
0). (2.150)
This is to be used to design the manifold for the slow actuators δ0s given by (4.84) in the slowest
time-scale.
2.6.2.4 Design of Fast Control in the Fastest Time-Scale
In the fastest time-scale tρ = tρ , the fast controls uf are selected such that the fast actuators δf
reach their manifold δ0f , or equivalently fast actuator errors eδf = δf − δ0f reach zero. Considering
time-derivatives in the fastest time-scale and artificially substituting σ = ε = ρ = 0 in the
full-order dynamics (2.130) lead to ĕx = 0, ξ̆ = 0, δ̆s = 0, z̆ = 0, where ĕ stands for derivative
of e with respect to the fastest time-scale tρ = tρ . This means that the slow states, slow actuators
and fast state errors are ‘frozen’ at their initial conditions in the fastest time-scale. Only the fast
actuator errors are evolving according to
ĕδf = B̂δffδf + Λ̂δfufGδfufuf . (2.151)




eTδf eδf . (2.152)






Along the trajectories of the reduced subsystem (2.151), the time-derivative becomes
V̆4|(2.151) = eTδf (B̂δffδf + Λ̂δfufGδfufuf ). (2.154)




Λ̂−1δfuf (−B̂δffδf −Kδf eδf ) (2.155)
then the derivative of the Lyapunov function V4 becomes
V̆4|(2.151) = −eTδfKδf eδf (2.156)
which is negative-definite for any positive-definite Kδf . Thus the equilibrium eδf = 0 of the
reduced subsystem (2.151) is Lyapunov-stable.
2.6.3 Stability Analysis of the Full-Order System: Selection of Parameter
Update Laws and Bounds of Time-Scale Separation
Define parameter estimation error matrices B̃xx := Bxx − B̂xx, B̃xz := Bxz − B̂xz, Λ̃xδs :=
Λxδs − Λ̂xδs , Λ̃xδf := Λxδf − Λ̂xδf , B̃δs := Bδs − B̂δs , Λ̃δsus := ΛδsusΛ̂δsus , B̃kz := Bkz − B̂kz ,
Λ̃zδf := Λzδf − Λ̂zδf , B̃δf := Bδf − B̂δf , Λ̃δfuf := Λδfuf − Λ̂δfuf . A composite Lyapunov function
for the full-order system (2.130) can be selected as






























































where αi > 0; i = 1, ..., 14 represent the weights of the individual Lyapunov functions in the
composite. Similar to the case of three-time-scale control, the composite Lyapunov function
(2.157) contains a weighted sum of squares of all the parameter estimation errors. To show the
83
estimation errors explicitly, equation (2.157) can be written as




























































































Along the trajectories of the full-order system (2.130), the time-derivative of the composite
Lyapunov function (2.158) is































































































It can be seen in (2.159) that the time-derivatives of the parameter estimation errors are taken
in the time-scale the parameters appear in the full-order dynamics (2.130). For example, the
ones appearing in the evolution of the slow state are differentiated with respect to the slowest
time-scale t; the ones appearing in the evolution of the slow actuator are differentiated with
respect to the second slowest time-scale tσ = tσ , and so on. Adding and subtracting appropriate
reduced subsystems for the derivatives of the Lyapunov functions used for controller design,
and substituting the time-derivatives of the parameter estimation errors in terms of those of the
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estimates, (2.159) reduces to






V ′3 |(2.144) +
α4
ρ




(V̀2|(2.130) − V̀2|(2.138)) +
α3
ε




























































































The expressions of V̇1|(2.131), V̀2|(2.138), V ′3 |(2.144), V̆4|(2.151) are substituted using equations (2.137),
(4.91), (2.149) and (2.156) respectively. The differences between full-order and reduced-order
dynamics are
V̇1|(2.130) − V̇1|(2.131) = eTx (ėx|(2.130) − ėx|(2.131)) + eTξ (ėξ|(2.130) − ėξ|(2.131))
V̀2|(2.130) − V̀2|(2.138) = eTδs(èδs|(2.130) − èδs|(2.138))
V ′3 |(2.130) − V ′3 |(2.144) = eTz (e′z|(2.130) − e′z|(2.144))
V̆4|(2.130) − V̆4|(2.151) = eTδf (ĕδf |(2.130) − ĕδf |(2.151)).
(2.161)
Substituting for all the dynamics terms from appropriate full and reduced systems and simplifying,
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equation (2.160) becomes












x [BxzFxzez + γx + ΛxδsGxδseδs + ΛxδfGxδf (eδf + δ
0




eTz (γz + ΛzδfGzδf eδf )− α2eTδs δ̇
0




































































































In order to retain parameter estimation error terms instead of canceling them altogether, the parameter






































































































eδf ifδf j −
θ9
α13








eδf i(Gδfufuf )j −
θ10
α14





In the update laws (2.163) - (2.166), xi denotes the i-th element of the column vector x, and the
following are design variables: θi > 0, i = 1, ..., 10; b0xxij , b
0
xzij
, λ0xδsij , λ
0
xδf ij










. With these parameter update laws, the time-derivative (2.162) becomes












x [BxzFxzez + γx + ΛxδsGxδseδs + ΛxδfGxδf (eδf + δ
0




eTz (γz + ΛzδfGzδf eδf )− α2eTδs δ̇
0

































































































At this point, a result is used similar to Subsection 2.5.3 to simplify the time-derivative (2.167).
For any constant but unknown parameter p bounded as
¯
p ≤ p ≤ p̄, the expression p̃(p̂ − p0) =
p̃(p− p̃− p0) = p̃(p− p0)− p̃2 ≤ 1
2














where p+ = max
¯
p≤p≤p̄
(p− p0)2. Therefore, (2.167) can be upper-bounded as












x [BxzFxzez + γx + ΛxδsGxδseδs + ΛxδfGxδf (eδf + δ
0




eTz (γz + ΛzδfGzδf eδf )− α2eTδs δ̇
0

































































































































































Equation (2.168) has several terms for which the upper bounds are to be found. Similar to
Subsection 2.5.3, this is done by invoking the notion of compact sets. Let N1 denote the combined
dimension of the states and the unknown parameters. Consider a compact set Q1 ∈ RN1 , in
which the composite Lyapunov function (2.157) is upper-bounded by V̄ ; i.e. Vc ≤ V̄ for some
V̄ > 0. Let N2 denote the combined dimension of the references and their time-derivatives of











≤ R2 for some R > 0. Then Q := Q1 × Q2 is a compact set in
RN1+N2 , and all the elements of the vectors z0, δ0f − δ0f |z0 , δ̇0s , ż0, δ̇0f are continuous functions in
the compact set Q. Therefore, each element of these vectors has a maximum, and consequently
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there exist constants M1,M2,M3,M4,M5 such that
∥∥z0∥∥∞ = M1,∥∥∥δ0f − δ0f |z0∥∥∥∞ = M2,∥∥∥δ̇0s∥∥∥∞ =
M3,
∥∥ż0∥∥∞ = M4,∥∥∥δ̇0f∥∥∥∞ = M5 Upper bounds of the cross-terms present in the time-derivative



























The results used in order to obtain the final form of (2.170) are (i) Cauchy-Schwarz inequality:
uTv ≤‖u‖2‖v‖2, (ii) property of induced norm of matrices:‖Ax‖ ≤‖A‖‖x‖, (iii) induced 2-norm
being the same as the largest singular value, (iv) Young’s inequality: ab ≤ 1
2
(a2 + b2). Similarly,
another one of the cross-terms can be bounded as follows:
α1e
T
x γx ≤ α1‖ex‖2‖γx‖2
≤ α1‖ex‖2 (κ1‖x‖2 + κ2‖ξ‖2 + κ3‖z‖2).
(2.171)
Writing x = ex + xr, ξ = eξ + ξr, z = ez + z0 and using the triangle inequality of vector norms
‖u+ v‖2 ≤‖u‖2 +‖v‖2, (2.171) becomes
α1e
T
x γx ≤ α1‖ex‖2 (κ1‖ex‖2 + κ1‖xr‖2 + κ2
∥∥eξ∥∥2 + κ2‖ξr‖2





The vector norms satisfy‖x‖∞ ≤‖x‖2 ≤
√
dim(x)‖x‖∞, where dim(x) indicates the dimension






∥∥z0∥∥∞ = √mM1. For the references,‖xr‖2 ≤ R,‖ξr‖2 ≤
89




































xΛxδfGxδf (eδf + δ
0





x ex + e
T
δf




























































Substituting inequalities (2.170), (2.173), (2.174) in the time-derivative of the composite
Lyapunov function (2.168) leads to a group of terms quadratic in the state errors and parameter
errors, and another group of terms linear in the norms of the state errors. Using Young’s inequality,































where constants ν1, ν2, ν3, ν4 can be arbitrarily chosen. Using (2.170), (2.173), (2.174), (2.175)
and properties of quadratic forms related to eigenvalues of matrices, the time-derivative of the
composite Lyapunov function (2.168) reduces to the following:
V̇c ≤ −β1eTx ex − β2eTξ eξ − β3eTδseδs − β4e
T















































































α1(2λmin(Kx)− (2κ1 + κ2 + κ3)− v1v2 −








































(2λmin(Kz)− (κ4 + κ5 + 2κ6)−






































and the factor µ is given by
µ := µ0 +
1
2



















with µ0 given by equation (2.169). Note that µ can be written in the form










where µi, i = 1, 2, 3, 4 are constants. Furthermore, define the following:


































max{α1, ..., α10, α11k, α12, ..., α14}
(2.180)
In addition, consider e to be the vector formed by stacking up in one column all the errors: tracking
errors for the slow states, deviation from equilibrium manifolds of fast states and actuators, and all
parameter estimation errors. The inequality (4.115) can be expressed as














. Suppose that it is desired to
keep the error vector e ultimately bounded within a ball of radius θr; i.e. V̇c < 0 on the boundary





This is equivalent to saying that every element in the set































is greater than µ
θ2r
. Therefore, if the gains and other design variables are chosen such that every
element in the set A exceeds µ
θ2r
for some σ, ε, ρ > 0, then σ∗∗, σ∗∗, ε∗∗, ε∗∗, ρ∗∗, ρ∗∗ are the lower
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and upper bounds of the time-scale separation parameters within which condition (2.182) holds,
resulting in ultimate boundedness of tracking errors, manifold errors and parameter estimation
errors.
Remark 8. Condition (2.182) leads to a set of coupled inequalities involving σ, ε, ρ. For a
nonstandard system with a form similar to (2.129) but no uncertainties in actuator dynamics, these




















The bounds of σ and ρ are



















































This subsection shows slow state tracking using the control and estimation laws developed in
Subsection 2.6.2 - 2.6.3 on an example fifth-order system as well as on a nonlinear 6-DOF generic
F-16A, which is commanded to perform two different combined longitudinal and lateral/directional
maneuvers.
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2.6.4.1 An Example Fifth-Order System
Consider a nonlinear, nonstandard four-time-scale system with two slow states, one fast states,
one slow actuator and one fast actuator. In total, the system has five state variables: three system
states and two actuators. Suppose that the full-order dynamics are
ẋ = p1(1 + x
3ξ2) + p2(e
−x2 sin ξ)z + γx(.) + p3(1 + cos
2 x)δs + p4(1 + sin
2 ξ)δf
ξ̇ = (1 + cos2ξ)z
σδ̇s = p5δs + p6us
εż = p7 + p8xz + p9ξ
2e−z + γz(.) + p10(1 + sin
2 xcos2ξ)δf
ρδ̇f = p11δf + p12uf .
(2.189)
The parametric uncertainties in the dynamics of the slow and fast states are reflected in the constant
but unknown parameters p1, p2, p3, p4, p7, p8, p9, p10. For this model, both of the slow and the
fast actuators are assumed first-order with constant but unknown time-constants, reflected in the
parameters p5, p6, p11, p12. The actual values of the constant but unknown parameters are Bxx =
p1 = 0.1, Bxz = p2 = 0.1, Λxδs = p3 = 1, Λxδf = p4 = 0.1, Bδs = p5 =
−1, Λδsus = p6 = 1 B1z = p7 = −0.1, B2z = p8 = 0.1, B3z = p9 = 0.1, Λzδf =
p10 = 1, Bδf = p11 = −1, Λδfuf = p12 = 1. The additive uncertainties are assumed as
follows:
γx(t, x, ξ, z) = 0.01(x+ 0.1ξ + 0.1z)sin(t)
γz(t, x, ξ, z) = 0.01(x+ 0.1ξ + 0.1z)cos(t)
(2.190)
The slow states are at initial conditions x(0) = 0.5, ξ(0) = −0.1. The slow actuator, fast state and
fast actuator are at zero initial conditions. The slow state tracking controller is to track sinusoidal
trajectories with different amplitudes, frequencies and initial phases for the slow states x(t) and
ξ(t). The references are xr(t) = 0.5 sin(2π4 t −
π
2




separation parameters are assumed to be σ = 0.1, ε = 0.01, ρ = 0.001.
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Given the dynamics (2.189), the known functions are as follows:
fxx(x, ξ) = 1 + x
3ξ2
Fxz(x, ξ) = e
−x2sin(ξ)
Gxδs(x, ξ) = 1 + cos
2(x)
Gxδf (x, ξ) = 1 + sin
2(ξ)




f 1z (x, ξ, z) = 1
f 2z (x, ξ, z) = xz
f 3z (x, ξ, z) = ξ
2e−z
Gzδf = 1 + sin
2(x)cos2(ξ)
fδf (δf ) = δf
Gδfuf = 1
(2.191)
Although the slow and fast states have nonlinear dynamics, for purposes of visualization the
actuators are linear, first-order with the fast actuator 100 times faster than the slow actuator.
Actuator time-constants are assumed unknown for control synthesis. The controller gains are
selected as Kx = 10, Kξ = 5, Kδs = 0.5, Kz = 10, Kδf = 0.5. In the composite Lyapunov
function, the weights of the individual Lyapunov functions are selected as α1 = 0.01, α2 =
0.01, α3 = 0.01, α4 = 0.01, α5 = 1, α6 = 1, α7 = 1, α8 = 1, α9 = 1, α10 = 1, α
1
11 =
1, α211 = 1, α
3
11 = 1, α12 = 1, α13 = 1, α14 = 1. The initial estimates of the constant but unknown
parameters are assumed to be p̂1(0) = −0.5, p̂2(0) = −0.5, p̂3(0) = 0.5, p̂4(0) = −0.5, p̂5(0) =
0.5, p̂6(0) = 0.5, p̂7(0) = 0.5, p̂8(0) = 0.5, p̂9(0) = −0.5, p̂10(0) = 0.5, p̂11(0) = −0.5, p̂12(0) =
0.5. The gains in the parameter estimator are chosen to be θ1 = 1, θ2 = 1, θ3 = 1, θ4 = 1, θ5 =
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0.1, θ6 = 0.1, θ7 = 0.01, θ8 = 0.01, θ9 = 0.001, θ10 = 0.001. The free design variables in the
parameter estimator are chosen to be p01 = 0.2, p
0
2 = 0.2, p
0
3 = 0.9, p
0
4 = 0.2, p
0
5 = −1.1, p06 =
1.2, p07 = −0.3, p08 = 0.2, p09 = 0.2, p010 = 1.2, p011 = −0.8, p012 = 1.1.
Figures 2.19 - 2.22 show the time-histories of the states, controls and the uncertain parameters
for a time span of eight seconds. Good tracking for both of the kinetic and kinematic states can be
seen in Figure 2.19, as both are able to reach and stay close to their reference trajectories. The fast
state reaches its manifold quickly and stays very close to its manifold throughout the simulation.
Figure 2.20 shows that both of the slow and the fast controls remain bounded and diminish in
less than one second. The slow actuator follows the control command with a small time-delay.
The fast actuator, which was assumed 100 times faster than the slow actuator, is seen to respond
very quickly to the change in control command. Figures 2.21-2.22 show that estimation errors for
all parameters remain small and bounded. Figures 2.19 and 2.21-2.22 together demonstrate that
the objective of slow state tracking is accomplished even though the estimated parameters do not
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Figure 2.22: The uncertain parameters p7 − p12 for four-time-scale example (2.189)
2.6.4.2 Aircraft Evaluation Maneuver I: Sequential 90 Degree
Left and Right Turn Maneuver of a Generic F-16A
Slow state tracking using the four-time-scale control and parameter estimation laws is shown in
simulation on a nonlinear 6-DOF generic F-16A commanded to perform two different evaluation
maneuvers. The first evaluation maneuver is from a previous work of Valasek [36]. For this
evaluation maneuver, the generic F-16A is initially at trim in straight and level flight with a velocity
of 800 ft/s at an altitude of 15,000 ft. The trim angle-of-attack and elevator deflection are 0.9 deg
and -1.6 deg respectively. The thrust at trim is 3265.0 lbf, which is 18.34% of the maximum
military thrust of 17,800 lbf. To ensure straight and level flight, the pitch attitude angle at trim is
the same as the trim angle-of-attack. All other angles, rates and control surface deflections are zero
at trim. The aircraft is commanded to perform a 90 deg left turn followed by a 90 deg right turn.
The heading angle is desired to change by 90 deg in 10 seconds for each turn. Bank angle and
pitch attitude angle associated with each turn are commanded to reach a maximum from zero, and
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then come back to zero as the turn is complete. The maximum bank angle and pitch attitude angle
associated with each turn are 75 deg and 15 deg respectively. Velocity is commanded to be close
to its trim value of 800 ft/s throughout the maneuver.
The uncertainties are assumed as follows. The initial estimate of each of the inertias Ixx, Iyy,
Izz, Ixz is assumed 15% below its actual value. The initial estimate of each of the control derivatives
Cxδe , Cyδa , Cyδr , Czδe , Cmδe , Clδa , Clδr , Cnδa , Cnδr is assumed 20% below its actual value. The
engine time-constant is assumed 25% above its actual value. No uncertainty is assumed for the
stability derivatives and the time-constants of the elevator, aileron and rudder.
The controller gains are selected as Kx = 10, Kξ = diag[1.2, 1.2, 1], Kδs = 0.02, Kz =
diag[100, 100, 100],Kδf = diag[0.5, 2, 0.05]. To design the parameter estimator, gains are selected
as α1 = 10−13, α2 = 10−14, α3 = 10−15, α8 = 1, α9 = 1, α10 = 1, , α111 = 1, α112 = 1, α12 =
1, θi = 0.1; i = 4, 5, 6, 7, 8. The design variables corresponding to the final value of the estimates
in the parameter update laws are chosen such that the inertias, control derivatives and engine
time-constant are 5% above the actual values. The simulation is run for 80 sec.






























































































































































































































































































Figure 2.30: Uncertain parameters B11 − B15 during left and right turn; the x-axis of each graph









































































Figure 2.31: Uncertain parameters B21 − B25 during left and right turn; the x-axis of each graph
















































































Figure 2.32: Uncertain parameters B31 − B35 during left and right turn; the x-axis of each graph
representing time in seconds
Figure 2.33: Uncertain parameters S31 − S33 during left and right turn
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Figure 2.34: Uncertain parameters L11 − L33 during left and right turn
Figures 2.23 - 2.27 shows the time-history of the aircraft states and controls. Figure 2.23 shows
the aircraft performing a 90 deg left turn followed by a 90 deg right turn. Figure 2.24 shows that
the loss of airspeed during the maneuver is within 100 ft/s. The lost airspeed is recovered as soon
as each turn is complete. Figure 2.25 show that kinematic angles are well-tracked. Figure 2.27
shows that the throttle goes from trim to full once each turn is initiated, and back to lower values
once each turn is complete. Because of the slow engine dynamics, the actual throttle follows the
commanded throttle with a time-delay. In contrast, the aerodynamic controls are seen respond
much faster to a change in the control commands. It can be seen from Figures 2.25, 2.26 and
2.27 that the angle-of-attack, sideslip angle and body-axis rates are bounded, and that the control
surface deflections are within acceptable limits.
Figures 2.28 - 2.34 show the evolutions of the uncertain parameters. It can be seen that the
parameter estimation errors remain bounded. Specifically, for the B matrix which is obtained
by multiplying inertia matrix with its inverse, the estimation errors are significantly small in
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magnitude. Overall, Figures 2.23 - 2.34 show a successful slow state tracking maneuver with
bounded and small parameter estimation errors.
2.6.4.3 Aircraft Evaluation Maneuver II: A Turn Maneuver
Performed in an Engineering Flight Simulator
The second evaluation maneuver was generated by flying an F-16A in the XPlane 10 engineering
flight simulator in the Vehicle Systems & Control Laboratory. For this maneuver, the generic
F-16A is initially at trim in straight and level flight with a velocity of 500 knots, i.e. 843.9 ft/s at
an altitude of 15,000 ft. The trim angle-of-attack and elevator deflection are 0.6 deg and -1.5 deg
respectively. The thrust at trim is 3630.3 lbf, which is 20.4% of the maximum military thrust of
17,800 lbf. The pitch attitude angle at trim is the same as the trim angle-of-attack so the flight path
angle is zero. The initial heading angle of the aircraft is 100 deg. All other angles, rates and control
surface deflections are zero at trim. In flight simulator the aircraft is commanded to perform a left
turn changing its heading angle to about 80 deg and then a right turn to change the heading to about
110 deg. Each heading change is commanded to occur over a time span of 5 sec. The maximum
bank angle and pitch attitude angle are within 60 deg and 10 deg respectively. The velocity stays
within 50 ft/s of the trim value throughout the maneuver. Uncertainties are assumed exactly the
same as the ones for the previous evaluation maneuver.
To simulate this maneuver The controller gains are selected as Kx = 5, Kξ = diag[2, 4, 2],
Kδs = 1, Kz = diag[15, 15, 15], Kδf = diag[1, 1, 1]. To design the parameter estimator, gains
are chosen as α1 = 10−13, α2 = 10−14, α3 = 10−15, α8 = 1, α9 = 1, α10 = 1, , α111 = 1, α112 =
1, α12 = 1, θi = 0.5; i = 4, 5, 6, 7, 8. The design variables corresponding to the final value of the
estimates in the parameter update laws are chosen such that the inertias, control derivatives and
engine time-constant are 5% above the actual values. The simulation is run for 22 sec.
Figures 2.35 - 2.39 shows the time-history of the aircraft states and controls during the maneuver.
Figure 2.35 shows a left turn causing the heading angle to decrease to 80 degrees, followed by a
right turn causing the heading angle to increase to 110 degrees. Figure 2.36 shows that the actual
velocity is very close the reference throughout the maneuver. Figure 2.37 show that kinematic
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angles are well-tracked. Figure 2.39 shows the throttle responding to the change in command with
a small time-delay due to the slow engine dynamics, whereas the aerodynamic controls respond
much faster to any change in command. It can be seen from Figures 2.37, 2.38 and 2.39 that
the angle-of-attack, sideslip angle and body-axis rates are bounded, and that the control surface
deflections are within acceptable limits.



























































































































































































































































































Figure 2.42: Uncertain parameters B11 − B15 during the flight simulator maneuver; the x-axis of










































































Figure 2.43: Uncertain parameters B21 − B25 during the flight simulator maneuver; the x-axis of













































































Figure 2.44: Uncertain parameters B31 − B35 during the flight simulator maneuver; the x-axis of



































































































































































Figure 2.46: Uncertain parameters L11 − L33 during the flight simulator maneuver
Figures 2.40 - 2.46 show the evolutions of the uncertain parameters. It can be seen that the
parameter estimation errors remain bounded. Specifically, for the B matrix which is obtained
by multiplying inertia matrix with its inverse, the estimation errors are significantly small in
magnitude. Similar to the previous aircraft turn maneuver, Figures 2.35 - 2.46 show a successful
slow state tracking maneuver with bounded and small parameter estimation errors.
2.7 Concluding Remarks for the Chapter
This chapter investigated and developed a theory of slow state tracking for finite-dimensional,
nonlinear, nonstandard multiple-time-scale systems with uncertainties in model structure and
parameters. The control objective of slow state tracking was accomplished using a sequential
controller using the best estimates of the unknown parameters and an online parameter estimator
updating the estimates. Spacecraft attitude control and aircraft turn maneuvers were demonstrated
as examples.
The theory developed in this chapter significantly increased the capability of slow state tracking
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control design for nonstandard systems. The theory accounted for parametric uncertainties in the
dynamics as well as in the control distribution of all of the following: slow states, slow actuators,
fast states and fast actuators. In addition, additive uncertainties in the evolution of slow and fast
states were also accounted for. The development realistically accounted for slow and fast actuator
dynamics instead of assuming all actuators to be infinitely fast, or adding actuator dynamics only
in simulation. All these aspects together were applicable to aerospace applications such as aircraft
and spacecraft with multiple time-scales and uncertainties.
The development was simplified by utilizing the fact that kinematic states do not have any
uncertainty in their evolution. Therefore, kinetic and kinematic slow states were considered
separately. In addition to how uncertainty was handled, this consideration resulted in decoupled
selections of the manifolds of the fast states and slow actuators in the slowest time-scale. For slow
state tracking of an aircraft, the selection of velocity and kinematic angles as states to be tracked
was a direct consequence of this consideration.
Using composite Lyapunov analysis, it was proved that the tracking error of the slow states, the
manifold error of the fast states and actuators, and the estimation error of the unknown parameters
remain ultimately bounded. To ensure ultimate boundedness, this method established new bounds
of the time-scale separation parameters: σ∗∗, σ∗∗, ε∗∗, ε∗∗, ρ∗∗, ρ∗∗. The explicit differentiations
of the manifolds was cumbersome for the classes of systems considered as three-time-scale and
four-time-scale. The use of compact sets and extreme value theorem helped avoid the explicit
differentiation and simplified the boundedness proof.
While this method considered actuator dynamics and thereby actuator rate limits, magnitude
limits of actuators were not realistically accounted for in the control design. The control signals
were kept within acceptable limits implicitly with gains. However, for some maneuvers such as
the sequential Euler angle rotation of spacecraft or the 90 degree left and right turn of aircraft, it
was seen that some or all of the controls were saturated for a while. An improved version of the
theory is needed to handle actuator magnitude limits realistically in the design.
Uncertainties were assumed in the deterministic sense instead of stochastic. While parametric
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uncertainties could be taken care of, handling certain types of disturbances such as gust and
turbulence in aircraft requires an improved version of the theory with stochastic uncertainties. A
major challenge to overcome is to rigorously prove stability using stochastic Lyapunov functions.
This method relied on several parameter estimate matrices being invertible, especially the ones
appearing in the control distribution. A way to ensure invertibility was to wisely choose the initial
conditions and design parameters corresponding to final values of the estimates. An updated
version of the theory is needed to realistically account for singularities in control distribution.
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3. SIMULTANEOUS SLOW AND FAST STATE TRACKING IN THE
PRESENCE OF UNCERTAINTIES AND ACTUATOR DYNAMICS
WITH FULL-STATE FEEDBACK
3.1 Introduction
This chapter addresses the second objective of simultaneous slow and fast tracking for uncertain
nonlinear, nonstandard multiple-time-scale systems using full-state feedback. In contrast to slow
state tracking, the fast states need to reach their reference trajectory instead of any suitable
equilibrium manifold, so the method of sequential control for slow state tracking cannot be applied
directly. Simultaneous slow and fast tracking was previously accomplished using a two-stage
design [11]. While the two-stage design ensured closed-loop stability, it did not consider two very
important aspects: (i) slow and fast actuator dynamics, and (ii) uncertainties.
To show a clear distinction between the two-stage design approach and the new sequential
approach developed in this work, the control law development for simultaneous slow and fast
tracking of a deterministic two-time-scale aircraft model is reviewed in Section 3.2. Section 3.3
shows the new approach which includes actuator dynamics and uncertainties. The addition of slow
and fast actuator dynamics increases the number of time-scales from two to four. In addition, the
control problem is formulated in a way that makes it convenient to use an approach similar to the
sequential approach for slow state tracking developed in Section 2.6. Concluding remarks are in
Section 3.4.
3.2 Review of the Earlier Two-Stage Design: Climb and Roll Maneuver
of a Nonlinear Six-Degree-of-Freedom Aircraft
1 A control law for simultaneous slow and fast state tracking of a generic nonlinear nonstandard
two-time-scale system along with stability guarantees was developed in Narang-Siddarth and Valasek
[11]. The authors implemented the control law on a nonlinear 6-DOF generic F/A-18A aircraft
1Section 3.2 of this dissertation is from Saha and Valasek [37], reprinted by permission of the American Institute
of Aeronautics and Astronautics, Inc.
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commanded to perform a climb and roll maneuver. For this maneuver, the velocity was not tracked,
and the throttle was kept constant. Only the three aerodynamic controls were used to track sideslip
angle and body-axis roll and pitch rates. It was seen from the simulation that the aircraft lost
almost half of its airspeed during climb. A later work of Saha and Valasek [37] followed the theory
of two-stage design but made some important modifications. This work introduced tracking of
velocity and used throttle as an automatic control to reduce the loss of airspeed. This is the work
detailed in Subsections 3.2.1 - 3.2.3. Subsection 3.2.4 explains the limitations of this approach and
establishes the need for a new theory.
3.2.1 Two-Time-Scale Aircraft Model
The 6-DOF model has a total of 12 states. The system has more states than controls, so for
developing the control law four states are chosen for tracking. Velocity and sideslip angle are the
slow states to be tracked. The fast ones to be tracked are the body-axis roll and pitch rates. The















where the vector J and the matrixK are functions of states and system parameters. These functions
are derived from the equations of motion in Appendix B. The factor ε is introduced artificially in
front of the time-derivatives of the body-axis roll rate p and pitch rate q to indicate that they are the
fast states.
3.2.2 Development of Control Law Using Reduced Subsystems
The control is to be designed such that the states vA, β, p, q track their references vAr , βr, pr,
qr respectively. The tracking problem is converted to an equivalent stabilization problem in terms
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of the error coordinates
evA := vA − vAr
eβ := β − βr
ep := p− pr
eq := q − qr
(3.2)












































The first component is the effective control vector in the slow time-scale. The second component
is the additional control which is present in the fast time-scale only. These two components are
designed in the following two steps.
3.2.2.1 Step I: Design of One Component of Control
in the Slow Time-Scale
In the slow time-scale the slow state errors go to zero. The fast state errors are assumed to have
gone to zero already; they are required to stay at zero. This is achieved by considering the reduced
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avA 0 0 0
0 aβ 0 0
0 0 ap 0















The gains are to be selected now such that the slow state errors evA and eβ reach zero and the
fast state errors ep and eq stay at zero. According to equation (3.7) the gains avA and aβ need to
be positive for closed-loop stability. Their values are to be selected to obtain the desired speed of
response for velocity and sideslip angle. Moreover, an inspection of equation (3.7) reveals that The
gains ap and aq at this point can be arbitrary non-zero numbers so the errors ep, eq stay identically
at zero. The signs of the gains ap, aq will be specified in step II.
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3.2.2.2 Step II: Design of the Second Component of Control
in the Fast Time-Scale
In the fast time-scale the slow state errors are frozen at their initial values, and the fast state
errors go to zero. This is achieved by considering the reduced fast subsystem. The full system in
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By the choice of the control vector in the slow time-scale as in equation (3.6)
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According to equation (3.14) the gains ap, aq must be positive for closed-loop stability. Their
values are to be selected to have the desired speed of response at which the fast state errors should
go to zero.
Looking at the two components of the control vector designed according to equations (3.6) and
















avA 0 0 0
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where the gains avA and aβ are to be selected to obtain the desired slow state error dynamics in the
slow time-scale, and ap and aq are to be selected to obtain the desired fast state error dynamics in
the fast time-scale. All four of these gains must be positive to ensure closed-loop stability.
3.2.2.3 Adding Actuator Dynamics in Simulation
It is to be noted here that the control law development assumed all actuators to be infinitely
fast. However, different actuators of an aircraft respond at different rates. For this problem
actuator dynamics is included in simulation. To include actuator dynamics, all four actuators are
modeled as first order systems with known time-constants. As a result the control law computes
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where Teng, Tel, Tail, Trud are the time-constants of the engine, elevator, aileron and rudder
respectively.
3.2.3 Numerical Results
This subsection shows in simulation simultaneous slow and fast state tracking for a nonlinear
6-DOF generic F-16A using the controller designed in Subsection 3.2.2. The evaluation maneuver
consists of the generic F-16 starting at steady level trim with a velocity of 800 ft/s at an altitude of
15,000 ft. The trim angle-of-attack and elevator deflection are 0.9 deg and -1.6 deg respectively.
The thrust at trim is 3265.0 lbf, which is 18.34% of the maximum military thrust of 17,800 lbf.
All other angles, rates and control surface deflections are zero at trim. A climb is commanded at a
pitch rate of 15 deg/s followed by a roll at a rate of 20 deg/s while maintaining zero sideslip angle
and velocity 800 ft/s. The reference pitch rate increases smoothly from zero to 15 deg/s, then goes
back to zero and reaches -15 deg/s before becoming zero again. Similarly the commanded roll rate
goes from zero to 20 deg/s, then decreases to zero, reaches -20 deg/s, and finally becomes zero
again.
Ref. [37] shows three cases of simulation: (i) using constant throttle, (ii) using throttle as
an automatic control, using military thrust, (iii) using throttle as an automatic control, using
afterburner thrust level. The second case is presented in this Subsection. The selected closed-loop
gains are avA = 0.75, aβ = 1, ap = 15, aq = 15. The gains are selected such that the time-scale
separation between the slow state and fast state error dynamics is maintained. Furthermore, the
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time-constant of the engine is taken as Teng = 1 sec. The time-constants of the other control
surfaces are Telev = Tail = Trud = 0.1 sec.
Figure 3.1: Trajectory of the generic F-16A during climb and roll maneuver using the earlier
two-stage design method; from Saha and Valasek [37], reprinted by permission of the American




































Figure 3.2: Velocity, angle-of-attack and sideslip angle during climb and roll maneuver using
the earlier two-stage design method; from Saha and Valasek [37], reprinted by permission of the































Figure 3.3: Bank angle, pitch attitude angle and heading angle during during climb and roll
maneuver using the earlier two-stage design method; from Saha and Valasek [37], reprinted by




































Figure 3.4: Body-axis roll, pitch and yaw rates during climb and roll maneuver using the earlier
two-stage design method; from Saha and Valasek [37], reprinted by permission of the American














































Figure 3.5: Throttle, elevator, aileron and rudder deflections during during climb and roll maneuver
using the earlier two-stage design method; from Saha and Valasek [37], reprinted by permission of
the American Institute of Aeronautics and Astronautics, Inc.
Figures 3.1 - 3.5 show the time-histories. Figure 3.2 shows that the loss of airspeed for this
case stays within 200 ft/s during the climb. The 25% loss of airspeed is still better than loss of
half the airspeed when using constant throttle [37]. Furthermore, Ref. [37] also demonstrates that
the deceleration can be reduced using afterburner thrust. From Figure 3.2 it can also be seen that
the velocity comes back and stays close to the trim value of 800 ft/s after the climb. This is a
consequence of using throttle as an automatic control. From Figures 3.2 and 3.4 it is seen that the
other three commanded states - sideslip angle, body-axis roll rate and pitch rate - are tracked well.
In addition, it can be seen from 3.1 the aircraft climbs about 700 ft during the maneuver. All the
states and controls remain bounded.
3.2.4 Limitations of the Two-Stage Design Approach
A close review of the control law development in Subsection 3.2.2 shows a few limitations.
1. The two-stage design approach does not account for actuator dynamics. For this problem,
actuator dynamics were included only in simulation. However, a more rigorous design
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methodology should realistically account for actuator dynamics in the synthesis. Aircraft
have both slow and fast actuators so more than one additional time-scales are needed to
accommodate the actuators. It is not straightforward to add actuator time-scales to the
two-stage design method, so a new theory is needed.
2. The two stage-design approach relies on the assumption of a deterministic model and full-state
feedback. Due to imperfections in models of practical systems, a new theory is needed to
address uncertainties. Moreover, it may not always be possible to measure all the states so a
new theory of output feedback is needed.
The rest of this chapter develops the theory of simultaneous slow and fast state tracking,
considering actuator dynamics and uncertainties, using full-state feedback. The development is
similar to the four-time-scale slow state tracking control design in Section 2.6. Tracking control
with output feedback will be the focus of Chapter 4.
3.3 Four-Time-Scale Slow and Fast State Tracking with Uncertainties
This section develops a new sequential approach to track simultaneously the slow and the fast
states of a four-time-scale nonlinear nonstandard system with actuator dynamics and uncertainties.
The class of systems considered in this section is similar to the one in Section 2.6 with a few major
modifications. It is assumed that the system has n slow states, n slow actuators, m fast states and
m fast actuators. Thus the number of slow states is equal to the number of slow actuators, and the
number of fast states is equal to the number of fast actuators. However, unlike slow state tracking
the slow states are not divided as kinetic and kinematic. All the slow states are kinetic slow states
and can be influenced directly by both slow and fast actuators. In contrast, the fast states can be
influenced only by the fast actuators. The types of uncertainties are similar to slow state tracking.
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The class of systems is
ẋ = Bxfx(x, z) + γx(t, x, z) + ΛxδsGxδs(x)δs + ΛxδfGxδf (x)δf






z (x, z) + γz(t, x, z) + ΛzδfGzδf (x)δf
ρδ̇f = Bδffδf (δf ) + ΛδfufGδfuf (δf )uf .
(3.18)
Equation (3.18) represents a four-time-scale nonlinear nonstandard system with uncertainties.
Here x ∈ Rn is the vector of n slow states, z ∈ Rm is the vector of m fast states, δs ∈ Rn is the
vector of n slow actuators, δf ∈ Rm is the vector of m fast actuators. The perturbation parameters
σ, ε and ρ satisfy 0 < ρ << ε << σ << 1.
The parametric uncertainties in the evolution of the kinetic slow states x are captured in the
constant but unknown matrix Bx. The known vector of smooth functions f(x, z) represents the
dependence of the slow dynamics on the slow and fast states. For the slow states, the parametric
uncertainties in the control distribution corresponding to the slow and fast actuators are captured
in the constant but unknown parameter matrices Λxδs and Λxδf respectively. The dependence of
the slow dynamics on the slow and fast actuators are represented by the matrices Gxδs and Gxδf
respectively. Both of these matrices consist of known, smooth functions, and the matrix Gxδs
is nonsingular. The largest singular values of these matrices satisfy σ̄(Λxδs) ≤ v1, σ̄(Gxδs) ≤
v2, σ̄(Λxδf ) ≤ v3, σ̄(Gxδs) ≤ v4 for some known constants v1, v2, v3, v4. The vector of functions
γx(t, x, z) represent the time-dependent and state-dependent uncertainties in slow dynamics. This
is an additive uncertainty, and he Euclidean norm of this vector satisfies
∥∥γz(t, x, z)∥∥2 ≤ κ1‖x‖2 +
κ2‖z‖2 for some known constants κ1, κ2 ≥ 0.
The fast dynamics have a combination of k constant but unknown parameter matrices Bkz
multiplied by known vectors of functions fkz (.). The functions f
k
z (.) represent the dependence of
the fast dynamics on the slow and fast states. This vector is assumed to consist of known, smooth
functions. The parametric uncertainties in the control distribution are captured in the constant but
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unknown matrix Λzδf . The dependence of the fast dynamics on the fast actuators is represented by
the matrix Gzδf , which is assumed to be nonsingular and consisting of known, smooth functions.
The largest singular values of these matrices satisfy σ̄(Λzδf ) ≤ v5, σ̄(Gzδf ) ≤ v6 for some known
constants v5 and v6. The vector of functions γz(t, x, z) captures the time-dependent and
state-dependent uncertainties in the fast dynamics. This is another additive uncertainty, and the
Euclidean norm of this uncertainty satisfies
∥∥γx(t, x, z)∥∥2 ≤ κ3‖x‖2 + κ4‖z‖2 for some known
constants κ3, κ4 ≥ 0. The matrices Bδs ,Λδsus , Bδf ,Λδfuf represent the constant but unknown
parameters in the evolution of slow and fast actuators.
Each of the constant but unknown parameters in the parameter matrices is assumed to be
within lower and upper bounds; i.e. pij ∈ [
¯
pij, p̄ij], where pij is any of the constant but unknown
parameters. The vector of functions fδs , fδf represent how the actuator rates depend on the current
actuator deflections. The matrices Gδsus , Gδfuf represent how the actuator rates depend on the
control commands us and uf respectively. The matrices Gδsus and Gδfuf are assumed to be
nonsingular.
The control objective is to design the slow control vector us and the fast control vector uf
such that the slow state vector x(t) tracks a twice differentiable reference trajectory xr(t), and the
fast state vector z(t) tracks a twice differentiable reference trajectory zr(t). In order to achieve
this objective using the geometric singular perturbation approach, the slow actuators δs need to
be stabilized on a suitable manifold δ0s , and the fast actuators need to be stabilized on a suitable
manifold δ0f . Define error variables ex := x − xr, ez := z − zr, eδs := δs − δ0s , eδf := δf − δ0f .
The tracking problem becomes an equivalent stabilization problem in the error coordinates. The
full-order system (3.18) in the error co-ordinates become
ėx = Bxfx + γx + ΛxδsGxδs(eδs + δ
0
s) + ΛxδfGxδf (eδf + δ
0
f )− ẋr






z + γz + ΛzδfGzδf (eδf + δ
0
f )− εżr
ρėδf = Bδffδf + ΛδfufGδfufuf − ρδ̇0f .
(3.19)
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The following Subsections develop a four-time-scale control law based on the lower-order reduced
subsystems obtained from (3.19) and prove the boundedness of tracking error.
3.3.1 Development of Nominal Control Law Using Reduced Subsystems
This is done in four steps. A schematic of the steps is shown in Figure 3.6. The numbers 1,
2, 3, 4 on the schematic indicates the sequence in which the specific design variables are selected.
The design steps are detailed below.
Figure 3.6: Steps of four-time-scale slow state tracking control design
3.3.1.1 Design of Manifold of Slow Actuators in the
Slowest Time-Scale
In the slowest time-scale t, it is assumed that the slow actuators are on their manifold δ0s . The
fast states have already reached their reference zr, so the fast actuators are on a special case of
their manifold δ0f |zr . Mathematically this is obtained by artificially substituting σ = ε = ρ = 0,
as a result of which the last three differential equations in (3.19), viz. the ėδs , ėz, ėδf equations
reduce to algebraic equations. This indicates that the fast states have already reached the reference.
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Moreover, the slow actuators and the fast actuators have already reached their manifolds; they
are no longer evolving independently. Only the slow state errors ex evolve independently in this
time-scale. The slow actuator manifold δ0s is selected such that the slow states reach their reference;
that is, the slow state error vector ex goes to zero. Moreover, to construct the reduced subsystem,
the constant but unknown parameter matrices Bx, Λxδs , Λxδf are replaced by their best estimates
B̂x, Λ̂xδs , Λ̂xδf respectively, and the additive uncertainty γx is ignored. The reduced subsystem in
the slowest time-scale is
ėx = B̂xfx + Λ̂xδsGxδsδ
0
s + Λ̂xδfGxδf δ
0
f |zr − ẋr. (3.20)









Along the trajectories of subsystem (3.20), the time-derivative of the Lyapunov function V1 is
V̇1|(3.20) = eTx (B̂xfx + Λ̂xδsGxδsδ0s + Λ̂xδfGxδf δ0f |zr − ẋr). (3.23)




Λ̂−1xδs (ẋr − B̂xfx − Λ̂xδfGxδf δ
0
f |zr −Kxex) (3.24)
where Λ̂xδs is assumed nonsingular, and δ
0
f |zr is yet to be determined. For these choices, the
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time-derivative of the Lyapunov function V1 for the reduced subsystem (3.20) becomes
V̇1|(3.20) = −eTxKxex. (3.25)
This is negative-definite for any positive-definite Kx, indicating that the equilibrium ex = 0 of the
reduced subsystem (3.20) is Lyapunov-stable.
3.3.1.2 Design of Slow Control in the Second Slowest Time-Scale
In the second slowest time-scale tσ = tσ , the slow controls us are designed such that the
slow actuators δs reaches their manifold δ0s , and consequently slow actuator errors eδs go to zero.
Considering time-derivatives in the second slowest time-scale, and artifically substituting σ = ε =
ρ = 0, the slow dynamics reduce to èx = 0, èξ = 0, where where è is the derivative of ewith respect
to the second slowest time-scale tσ = tσ . This indicates that the slow state errors are ‘frozen’ at their
initial conditions. Furthermore, the ėz and ėδf differential equations in (3.19) reduce to algebraic
equations, indicating that the fast actuators have settled on their manifold, and that fast states have
settled on their reference. They and are no longer evolving independently. Only the slow actuator
errors are evolving independently in this time-scale. Replacing the unknown parameter matrices
with their estimates, the reduced subsystem in the second slowest time-scale is
èδs = B̂δsfδs + Λ̂δsusGδsusus. (3.26)





Its time-derivative with respect to the second slowest time-scale is
V̀2 = e
T
δs èδs . (3.28)
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Along the trajectories of the reduced subsystem (3.26), the time-derivative is
V̀2|(3.26) = eTδs(B̂δsfδs + Λ̂δsusGδsusus). (3.29)





then the derivative of the Lyapunov function V2 with respect to the second slowest time-scale
becomes
V̀2|(3.26) = −eTδsKδseδs (3.31)
which is negative-definite for any positive-definite Kδs . Thus the equilibrium eδs = 0 of the
reduced subsystem (3.26) is Lyapunov-stable.
3.3.1.3 Design of Manifold of Fast Actuators in the
Second Fastest Time-Scale
In the second fastest time-scale tε = tε , the manifold of the fast actuators δ
0
f is selected such
that the fast states z reach their reference zr, or equivalently the fast state error vector ez become
zero. Considering derivatives in the second slowest time-scale and artificially substituting σ = ε =
ρ = 0, the slow state and slow actuator error dynamics become e′x = 0, e
′




‘prime’ denotes differentiation with respect to the second fastest time-scale. This indicates that the
slow state and slow actuator errors are ‘frozen’ at their initial conditions in this time-scale. The
ėδf differential equation in (3.19) becomes a system of algebraic equations, indicating that the fast
actuators have already reached their manifold, and are no longer evolving independently. Only
the fast state error vector ez evolves independently in this time-scale. Furthermore, to construct
the reduced subsystem, the constant but unknown parameter matrices Bkz and Λzδf are replaced
by their estimates B̂kz and Λ̂zδf respectively. The additive uncertainty γz is ignored. The reduced
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z + Λ̂zδfGzδf δ
0
f − z′r (3.32)





Its time-derivative with respect to the time-scale tz is





Along the trajectories of subsystem (3.32), the time-derivative is





z + Λ̂zδfGzδf δ
0
f − z′r) (3.35)












where Λ̂zδf is assumed nonsingular, then the time-derivative of the Lyapunov function V3 becomes
V ′3 |(3.32) = −eTzKzez (3.37)
which is negative-definite for any positive-definite Kz. This ensures that the equilibrium ez = 0 of
the reduced subsystem (3.32) is Lyapunov-stable.
By design of the fast actuator manifold δ0f , the special case δ
0
f |zr needed in the slowest time-scale
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can now be determined as







z (x, zr). (3.38)
This is to be used to design the manifold for the slow actuators δ0s given by (4.120) in the slowest
time-scale.
3.3.1.4 Design of Fast Control in the Fastest Time-Scale
In the fastest time-scale tρ = tρ , the fast controls uf are selected such that the fast actuators δf
reach their manifold δ0f , or equivalently fast actuator errors eδf = δf − δ0f reach zero. Considering
time-derivatives in the fastest time-scale and artificially substituting σ = ε = ρ = 0 in the
full-order dynamics (3.19) lead to ĕx = 0, ξ̆ = 0, δ̆s = 0, z̆ = 0, where ĕ stands for derivative
of e with respect to the fastest time-scale tρ = tρ . This means that the slow states, slow actuators
and fast state errors are ‘frozen’ at their initial conditions in the fastest time-scale. Only the fast
actuator errors are evolving according to
ĕδf = B̂δffδf + Λ̂δfufGδfufuf . (3.39)




eTδf eδf . (3.40)





Along the trajectories of the reduced subsystem (3.39), the time-derivative becomes
V̆4|(3.39) = eTδf (B̂δffδf + Λ̂δfufGδfufuf ). (3.42)
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Λ̂−1δfuf (−B̂δffδf −Kδf eδf ) (3.43)
then the derivative of the Lyapunov function V4 becomes
V̆4|(3.39) = −eTδfKδf eδf (3.44)
which is negative-definite for any positive-definite Kδf . Thus the equilibrium eδf = 0 of the
reduced subsystem (3.39) is Lyapunov-stable.
3.3.2 Stability Analysis of the Full-Order System: Selection of
Parameter Update Laws and Bounds of Time-Scale Separation
Define parameter estimation error matrices
B̃x := Bx − B̂x
Λ̃xδs := Λxδs − Λ̂xδs
Λ̃xδf := Λxδf − Λ̂xδf ,





Λ̃zδf := Λzδf − Λ̂zδf
B̃δf := Bδf − B̂δf
Λ̃δfuf := Λδfuf − Λ̂δfuf .
(3.45)
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A composite Lyapunov function for the full-order system (3.19) can be selected as

























































where αi > 0; i = 1, ..., 13 represent the weights of the individual Lyapunov functions in the
composite. The composite Lyapunov function (2.157) contains a weighted sum of squares of all
the parameter estimation errors. To show the estimation errors explicitly, equation (3.46) can be
written as




















































































Along the trajectories of the full-order system (3.19), the time-derivative of the composite
Lyapunov function (3.47) is





















































































It can be seen in (3.48) that the time-derivatives of the parameter estimation errors are taken in
the time-scale the parameters appear in the full-order dynamics (3.19). For example, the ones
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appearing in the evolution of the slow state are differentiated with respect to the slowest time-scale
t; the ones appearing in the evolution of the slow actuator are differentiated with respect to
the second slowest time-scale tσ = tσ , and so on. Adding and subtracting appropriate reduced
subsystems for the derivatives of the Lyapunov functions used for controller design, and substituting
the time-derivatives of the parameter estimation errors in terms of those of the estimates, (3.48)
reduces to






V ′3 |(3.32) +
α4
ρ




(V̀2|(3.19) − V̀2|(3.26)) +
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The expressions of V̇1|(3.20), V̀2|(3.26), V ′3 |(3.32), V̆4|(3.39) are substituted using equations (3.25), (3.31),
(3.37) and (3.44) respectively. The differences between full-order and reduced-order dynamics are
V̇1|(3.19) − V̇1|(3.20) = eTx (ėx|(3.19) − ėx|(3.20))
V̀2|(3.19) − V̀2|(3.26) = eTδs(èδs|(3.19) − èδs|(3.26))
V ′3 |(3.19) − V ′3 |(3.32) = eTz (e′z|(3.19) − e′z|(3.32))
V̆4|(3.19) − V̆4|(3.39) = eTδf (ĕδf |(3.19) − ĕδf |(3.39)).
(3.50)
Substituting for all the dynamics terms from appropriate full and reduced systems and simplifying,
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equation (3.49) becomes












x [γx + ΛxδsGxδseδs + ΛxδfGxδf (eδf + δ
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eTz (γz + ΛzδfGzδf eδf )− α2eTδs δ̇
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In order to retain parameter estimation error terms instead of canceling them altogether, the parameter





























































































eδf ifδf j −
θ8
α12








eδf i(Gδfufuf )j −
θ9
α13





In the update laws (4.126) - (4.129), xi denotes the i-th element of the column vector x, and














. With these parameter update laws, the time-derivative (3.51) becomes












x [γx + ΛxδsGxδseδs + ΛxδfGxδf (eδf + δ
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eTz (γz + ΛzδfGzδf eδf )− α2eTδs δ̇
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For any constant but unknown parameter p bounded as
¯
p ≤ p ≤ p̄, the expression p̃(p̂ − p0) =
p̃(p− p̃− p0) = p̃(p− p0)− p̃2 ≤ 1
2














where p+ = max
¯
p≤p≤p̄
(p− p0)2. Therefore, (3.56) can be upper-bounded as
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eTz (γz + ΛzδfGzδf eδf )− α2eTδs δ̇
0



















































































































































Equation (3.57) has several terms for which the upper bounds are to be found. Similar to Sections
2.5 - 2.6, this is done by invoking the notion of compact sets. Let N1 denote the combined
dimension of the states and the unknown parameters. Consider a compact set Q1 ∈ RN1 , such that
the composite Lyapunov function (3.46) everywhere in Q1 is upper-bounded by V̄ ; i.e. Vc ≤ V̄ for
some V̄ > 0. Let N2 denote the combined dimension of the references and their time-derivatives









2 ≤ R2 for some R > 0. Then Q := Q1 × Q2 is a compact set in
RN1+N2 , and all the elements of the vectors z0, δ0f − δ0f |zr , δ̇0s , ż0, δ̇0f are continuous functions in the
compact set Q. Therefore, each element of these vectors has a maximum, and consequently there
exist constants M1,M2,M3 such that
∥∥∥δ0f − δ0f |zr∥∥∥∞ = M1,∥∥∥δ̇0s∥∥∥∞ = M2,∥∥∥δ̇0f∥∥∥∞ = M3. At this
point, upper bounds of the cross-terms can be found similar to Section 2.6, and the final form of
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the time-derivative of the composite Lyapunov function becomes
V̇c ≤ −β1eTx ex − β2eTδseδs − β3e
T




































































where βi; i = 1, 2, 3, 4 and µ are functions of known constants, controller and parameter estimator
gains, and the time-scale separation parameters σ, ε, ρ. Similar to Section 2.6, the gains and other
design variables can be chosen such that the errors will be ultimately bounded within some lower
and upper bounds of the time-scale separation parameters.
Remark 9. If the actuators are assumed free of uncertainty, closed-form solutions for the bounds
of σ, ε, ρ can be obtained similar to Section 2.6.
3.3.3 Numerical Results: Climb and Roll Maneuver of
a Generic F-16A Using the Sequential Approach
This subsection shows in simulation simultaneous slow and fast state tracking using the new
sequential approach for a nonlinear six-degree-of-freedom aircraft. The new sets of control and
parameter update laws are implemented on a nonlinear 6-DOF generic F-16A commanded to
perform the same climb and roll maneuver as the one for the earlier two-stage design. The
differences between the previous simulation and the current simulation are as follows:
1. To be consistent with the new theory, yaw rate is commanded instead of sideslip angle. As
a result velocity is the slow state to be tracked, and the body-axis roll, pitch and yaw rates
are the fast states to be tracked. Zero commanded yaw rate is considered as an equivalent of
zero sideslip angle.
2. Actuator dynamics are included in the design synthesis.
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3. Model uncertainties are accounted for. The inertias, control derivatives and the engine
time-constant are assumed constant but unknown.
At time zero the generic F-16A is at steady level trim with a velocity of 800 ft/s at an altitude of
15,000 ft. The trim angle-of-attack and elevator deflection are 0.9 deg and -1.6 deg respectively.
The thrust at trim is 3265.0 lbf, which is 18.34% of the maximum military thrust of 17,800 lbf.
All other angles, rates and control surface deflections are zero at trim. A climb is commanded at a
pitch rate of 15 deg/s followed by a roll at a rate of 20 deg/s while maintaining zero yaw rate and
velocity 800 ft/s. The reference pitch rate increases smoothly from zero to 15 deg/s, then goes back
to zero and reaches -15 deg/s before becoming zero again. Similarly, the commanded roll rate goes
from zero to 20 deg/s, then decreases to zero, reaches -20 deg/s, and finally becomes zero again.
The uncertainties are assumed as follows. The initial estimate of each inertia Ixx, Iyy, Izz, Ixz
is assumed 15% below its actual value. The initial estimate of each of the control derivatives
Cxδe , Cyδa , Cyδr , Czδe , Cmδe , Clδa , Clδr , Cnδa , Cnδr is assumed 50% below its actual value. The
engine time-constant is assumed 25% above its actual value. No uncertainty is assumed for the
stability derivatives as well as the time-constants of the elevator, aileron and rudder.
The controller gains are selected such that the matrices Kx, Kδs , Kz, Kδf are positive-definite.
They are chosen as Kx = 100, Kδs = 0.005, Kz = diag[500, 1000, 500], Kδf = diag[1, 1, 1]. To
design the parameter estimator, gains are selected as α1 = 10−13, α2 = 10−14, α3 = 10−15, α7 =
1, α8 = 1, α9 = 1, , α101 = 1, α102 = 1, α11 = 1, θi = 0.5; i = 3, 4, 5, 6, 7. The design variables
corresponding to the final value of the estimates in the parameter update laws are chosen such
that the inertias, control derivatives and engine time-constant are 5% above the actual values. The
simulation is run for 40 sec.
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Figure 3.14: Uncertain parameters B11 − B15 during the climb and roll maneuver; the x-axis of










































































Figure 3.15: Uncertain parameters B21 − B25 during the climb and roll maneuver; the x-axis of












































































Figure 3.16: Uncertain parameters B31 − B35 during the climb and roll maneuver; the x-axis of


































































































































































Figure 3.18: Uncertain parameters L11 − L33 during the climb and roll maneuver
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Figures 3.7 - 3.11 show the time-histories of the states and controls during the climb and roll
maneuver. An improvement in velocity profile compared to the earlier two stage design can be
observed in Figure 3.8. The loss of airspeed is within 10% compared to 25% in the earlier design.
Good tracking of the body-axis roll, pitch and yaw rates can be observed in Figure 3.10. The
tracking errors for the rates are seen to be are almost zero at all times. All the other states and the
controls remain bounded and within acceptable limits.
Figures 3.12 - 3.18 show the time-histories of the uncertain parameters for the climb and roll
maneuver. Similar to the slow state tracking maneuvers, it can be observed that the parameter
estimation errors remain bounded and small.
3.4 Concluding Remarks for the Chapter
This chapter investigated and developed a novel approach of simultaneous slow and fast state
tracking for finite-dimensional, nonlinear, nonstandard multiple-time-scale systems with actuator
dynamics and uncertainties in model structure and parameters. This was accomplished using a
controller using the estimates of the parameters, and a parameter estimator updating them online.
A nonlinear 6-DOF aircraft simulation demonstrated the effectiveness of the new control synthesis
method and showed the improvements over the previous two-stage design method.
For simultaneous slow and fast state tracking for nonstandard systems, the theory developed in
this chapter made a transition from the earlier two-stage approach to the new sequential approach.
Unlike the two-stage approach, the sequential approach was able to account for uncertainties and
actuator dynamics. Parametric uncertainties in the evolutions of the slow states, slow actuators,
fast states, fast actuators, and additive uncertainties in the evolutions of slow and fast states were
accounted for. In addition, the development realistically accounted for slow and fast actuator
dynamics instead of assuming all actuators to be infinitely fast, or adding actuator dynamics only
in simulation.
Using composite Lyapunov analysis, it was rigorously proved that the tracking error of the
slow states, the manifold error of the fast states and actuators, and the estimation error of the
unknown parameters remain ultimately bounded. To ensure ultimate boundedness, this method
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established new bounds of the time-scale separation parameters: σ∗∗, σ∗∗, ε∗∗, ε∗∗, ρ∗∗, ρ∗∗. The
explicit differentiations of the manifolds was cumbersome for the classes of systems considered as
three-time-scale and four-time-scale. The use of compact sets and extreme value theorem helped
avoid the explicit differentiation and simplified the boundedness proof.
While this method considered actuator dynamics and thereby actuator rate limits, magnitude
limits of actuators were not realistically accounted for in the control design. The control signals
were kept within acceptable limits implicitly with gains. In the simulation the throttle was kept
at 100% whenever the computed value was 100% or more. An improved version of the theory is
needed to handle actuator magnitude limits realistically in the design.
Uncertainties were assumed in the deterministic sense instead of stochastic. While parametric
uncertainties and modeling errors could be taken care of, handling certain types of disturbances
such as gust and turbulence in aircraft requires an improved version of the theory with stochastic
uncertainties. A major challenge to overcome is to rigorously prove stability using stochastic
Lyapunov functions.
This method relied on several parameter estimate matrices being invertible, especially the ones
appearing in the control distribution. A way to ensure invertibility was to wisely choose the initial
conditions and design parameters corresponding to final values of the estimates. An updated
version of the theory is needed to realistically account for singularities in control distribution.
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4. STATE TRACKING IN THE PRESENCE OF UNCERTAINTIES AND
ACTUATOR DYNAMICS WITH OUTPUT FEEDBACK
4.1 Introduction
This chapter addresses the third objective of developing a theory of output feedback for state
tracking of nonlinear, nonstandard multiple-time-scale systems with actuator dynamics and
uncertainties. To reach the end goal, output feedback design using state observers for deterministic
systems is considered first. Section 4.2 covers the theory of output feedback design for slow
state regulation of a two-time-scale system where the reduced subsystems are linear, but the
nonlinearity appears in the full-order system. It is seen that a knowledge of the upper bound of
the nonlinearity is utilized to provide sufficient conditions to select the gains. For different cases
of measurement, Lyapunov-based observer designs are investigated. This section also produces a
new bound ε∗∗∗ of the time-scale separation parameter ε within which stability of the full-order
system is guaranteed under output feedback. This is numerically compared with ε∗, the bound for
full-state feedback. Subsequently, a more general class of four-time-scale systems is considered
for output feedback design in Sections 4.3 and 4.4. This class is assumed to have multiplicative
and additive uncertainties similar to the cases of full-state feedback, with the modification that the
kinetic slow states are divided into measured and unmeasured states. Using composite Lyapunov
analysis, update laws for both of the unknown parameters and unmeasured states are selected,
and bounds of time-scale separation σ∗∗∗, σ∗∗∗, ε∗∗∗, ε∗∗∗, ρ∗∗∗, ρ∗∗∗ are established to guarantee
ultimate boundedness of tracking error, manifold error, parameter estimation error, and state
observation error. The theory is demonstrated in simulation on a nonlinear 6-DOF generic F-16A
commanded to perform large-amplitude combined longitudinal and lateral/directional maneuvers.
Section 4.5 lists the concluding remarks for this chapter.
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4.2 Slow State Regulation of a Deterministic Two-Time-Scale System Using
Output Feedback with Lyapunov-Based Controller and Observer
It was discussed in Chapter 1 that most of the works in the literature on observer design
of multiple-time-scale systems assumed the system dynamics to be linear or linearized. For
a nonlinear two-time-scale spring-mass-damper with one slow and one fast states, both of the
controller and the observer were designed in two time-scales [51]. This observer-based feedback
design was an extension of the method of sequential control developed earlier with the assumption
of full-state feedback [11]. The Lyapunov design of observers in two time-scales led to guaranteed
stability of the corresponding reduced subsystems. A total of six cases - two different cases of
dynamics and three difference cases of measurement - were described, and results were presented
for four of them. The cases of dynamics were (a) high damping and (b) high stiffness. The
cases of measurement were (a) only the slow state measured, (b) only the fast state measured,
(c) a linear combination of the states measured. While this paper demonstrated how the sequential
control can be extended to observer-based feedback, the stability of the full-order nonlinear system
including the controller and the observer in the loop was not investigated. For one of the four
cases in this paper, the procedure was extended further to a nonlinear spring-mass-damper with
multiple slow and fast states [52]. This work showed an approach to analyze closed-loop stability
of the full-order system by using an extension of the composite Lyapunov analysis. The composite
Lyapunov function for the full-order system was a linear combinations of the individual Lyapunov
functions used to design the controller and the state observer.
While the previous works of the authors [51, 52] addressed the controller and observer design
using reduced subsystems in two time-scales, a few issues have not been investigated yet. One
of the previous works [52] established an acceptable range of the time-scale separation parameter
graphically by plotting the eigenvalues of a matrix. Moreover, there was no guideline on acceptable
ranges of gains to obtain a suitable bound of time-scale separation. A more rigorous analytical
treatment of the composite Lyapunov analysis is needed for output feedback. In addition, the
model used in this work [52] is such that the nonlinearity is present in the reduced subsystems.
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This nonlinearity can be canceled in part by the controller design. However, the analysis becomes
more challenging when the nonlinearity is present in the full-order dynamics but is not captured
in the reduced subsystems. The cases of high damping in the authors’ another previous work [51]
fall under this category, and the stability analysis for them is yet to be investigated. Furthermore,
how the different cases of measurement alter the bounds of stability is yet to be investigated. This
Section develops the theory for output feedback for a class of nonlinear nonstandard two-time-scale
systems similar to the high damping model [51] with a more generic form of the nonlinearity. The
theory takes care of the nonlinearity present in the full-order system but not captured in reduced
subsystems. All the three cases of measurement mentioned in the authors’ previous work [51] are
considered to develop the theory. An extension of the composite Lyapunov analysis includes both
controller and observer for stability of the full-order nonlinear system in closed-loop. For different
cases of measurement, the analysis produces guidelines to choose the gains as well as the bound
ε∗∗∗, which is the upper bound of the time-scale separation parameter ε to ensure global asymptotic
stability of the full-order system.
This section uses a nonlinear state-space model similar to the spring-mass-damper with high
damping used in the authors’ previous work [51], but considers a more generic form of the
nonlinearity. The following class of systems is investigated in this paper:
ẋ = z
εż = −εf(x, z)z − pz + u.
(4.1)
The quantities in model (4.1) are as follows: x is the displacement, z is the velocity, ε satisfying
0 < ε << 1 is the perturbation parameter, f(x, z) can be any nonlinear function of x and z
satisfying 0 ≤ f(x, z) ≤ θf where θf is a specified upper bound, p > 0 is a known constant
parameter, and u is the control force. The presence of ε with the time derivative of the state
z indicates that the velocity z is the fast state, whereas displacement x is the slow state. The
nonlinearity f(x, z)z being multiplied by ε means that this is present in the full-order dynamics,
but will not show up in the reduced-order dynamics obtained by the substitution ε = 0.
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4.2.1 Development of Control Law Using Reduced Subsystems
It is desired for the control to drive the slow state x from its initial condition x(0) to the origin.
The fast state z has an initial condition z(0), but does not have any specified reference. According
to the singular perturbation theory, the control u must be able to stabilize z about any suitable
manifold z0 in the fast time-scale, such that the slow state x can be regulated in the slow time-scale.
The method of sequential control [11] was developed to accomplish this objective. However, the
method assumes full-state feedback. In case all the states are not explicitly measurable, one way to
design output feedback control is to use a state observer to feed estimates of the unmeasured states
to the controller. Since the system under study is nonlinear, and the controller and observer designs
are likely to be coupled, a new theory needs to be developed in order to establish the closed-loop
stability under observer-based feedback. To be able to compare the existing full-state feedback
design and the new observer-based feedback design, this Section first addresses the design of the
full-state feedback controller. Subsequently the observer-based feedback design is discussed, and
it includes three cases of measurement: (a) only the slow state is measured, (b) only the fast state
is measured, (c) a linear combination of the slow and the fast states is measured.
The method of sequential control involves the design of the manifold and control to ensure
the Lyapunov-stability of the reduced subsystems and composite Lyapunov analysis to establish
the Lyapunov-stability of the full-order system. In this paper composite Lyapunov analysis for
full-state feedback is performed so the result can be compared with that for output feedback. The
controller design using reduced subsystems involves two steps.
4.2.1.1 Design of Manifold in the Slow Time-Scale
The first step is the design of the manifold such that the reduced slow subsystem is stabilized
about the origin. Substituting ε = 0 in the full-order dynamics (4.1) the reduced slow subsystem is
ẋ = z0
0 = −pz0 + u0
(4.2)
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where z0 is the manifold of the fast state to be designed, and u0 is the effective control in the slow








Let f(.)|(i) denote the value of the function f(.) for system denoted by equation (i). For the
reduced slow subsystem (4.2) the time-derivative of the slow Lyapunov function becomes
V̇sc |(4.2) = xẋ|(4.2) = xz0. (4.4)
Choose the manifold as
z0 = −k1x (4.5)
where k1 > 0 is a gain, such that the time-derivative of the Lyapunov function
V̇sc|(4.2) = −k1x2 (4.6)
is negative-definite. Thus the equilibrium x = 0 of the reduced slow subsystem is Lyapunov-stable.
4.2.1.2 Design of the Control in the Fast Time-Scale
The second step is to design the control u such that the reduced fast subsystem is stabilized
about the manifold z0 selected in the first step. Construct the fast time-scale τ = t
ε
. In this
time-scale, the full-order system (4.1) becomes
x′ = εz
z′ = −εf(x, z)z − pz + u.
(4.7)
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The ‘prime’ denotes differentiation with respect to the fast time-scale τ . Set ε = 0 in (4.7) to
obtain the reduced fast subsystem
x′ = 0
z′ = −pz + u.
(4.8)






V ′fc = (z − z
0)(z′ − z0′).
(4.9)
For the reduced fast subsystem (4.8), the time-derivative becomes
V ′fc |(4.8) = (z − z
0)(z′|(4.8) − z0
′|(4.8))
= (z − z0)(z′|(4.8) + k1x′|(4.8)) = (z + k1x)(−pz + u).
(4.10)
Design the control as
u = pz − k2(z − z0) = −k1k2x− (k2 − p)z (4.11)
where k2 > 0 is another gain, such that the time-derivative
V ′fc |(4.8) = −k2(z − z
0)2 (4.12)
is negative-definite. Thus the equilibrium z = z0 of the reduced fast subsystem is Lyapunov-stable.
4.2.1.3 The Bound of Time-Scale Separation ε∗ for Comparison
It is important to note that although the control is designed using the reduced subsystems given
by (4.2) and (4.8), the control is to be implemented on the full-order system given by (4.1) or
equivalently by (4.7). It is also important to note that the full-order system is nonlinear, while the
reduced subsystems are linear. The difference between the full-order and reduced-order dynamics
and the proof that the control law works on the full-order system up to a certain stability bound are
addressed in this Subsubsection.
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The composite Lyapunov analysis [10] accounts for the difference between full-order and
reduced-order dynamics. This analysis starts with selecting a composite Lyapunov function for
the full-order nonlinear system, and yields an upper bound ε∗ of the perturbation parameter ε,
up to which the control law ensures stability of the full-order system. A candidate composite
Lyapunov function for the full-order system is
Vcfs = w1Vsc + w2Vfc . (4.13)
This function is positive-definite and radially unbounded for any w1, w2 > 0. The factors w1, w2 >
0 are gains signifying the contributions of the individual Lyapunov functions to the composite.
The following theorem gives the bound of the time-scale separation parameter ε for stability of the
full-order system under full-state feedback.








2 − w22k31θf > 0
(4.14)
where θf is the upper bound of the nonlinear function f(x, z). Then the full-order system (4.1)
(or equivalently (4.7)) under the full-state feedback control law (4.11) is globally asymptotically
stable, and equivalently z → z0 and x→ 0 as t→∞ from any set of initial conditions z(0), x(0)
for 0 < ε < ε∗, where
ε∗ =




Proof. The time-derivative of the composite Lyapunov function (4.13) for the full-order system
(4.1) (equivalently (4.7)) is
V̇cfs = w1V̇sc|(4.1) +
w2
ε
V ′fc |(4.7). (4.16)
Adding and subtracting the time-derivatives of Lyapunov functions for appropriate reduced
subsystems, the time-derivative of the composite Lyapunov function for the full-order system
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becomes
V̇cfs = w1V̇sc|(4.2) +
w2
ε
V ′fc |(4.8) + w1(V̇sc|(4.1) − V̇sc |(4.2)) +
w2
ε
(V ′fc|(4.7) − V
′
fc|(4.8)). (4.17)
The first two terms in the right-hand side of equation (4.17) correspond to the reduced-order
dynamics. The third and the fourth terms correspond to the difference between the full-order
and the reduced-order dynamics. Making appropriate substitutions for the time-derivatives of the
Lyapunov functions, equation (4.17) becomes
V̇cfs = −w1k1x2 −
w2
ε




(z − z0)[(z′|(4.7) − z′|(4.8)) + k1(x′|(4.7) − x′|(4.8))].
(4.18)
Substituting for all the relevant dynamics terms, the time-derivative of the composite Lyapunov
function reduces to
V̇cfs = −w1k1x2 −
w2
ε
k2(z − z0)2 + w1x(z − z0) +
w2
ε
(z − z0)[−εf(x, z)z + k1εz].
(4.19)
Rewriting z(z− z0) = (z− z0 + z0)(z− z0) = (z− z0− k1x)(z− z0) = (z− z0)2− k1x(z− z0),
equation (4.19) can be written in the following form:
V̇cfs = −
[
x z − z0









− w2f(x, z)z(z − z0).
(4.20)
The non-quadratic term −w2f(x, z)z(z − z0) appears due to the nonlinearity being present in the
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full-order system but not in the reduced subsystems. This term can be re-written as



























x z − z0
















1 − w1) w2(k2ε − k1)
 and X2×1 :=
 x
z − z0
 such that the time-derivative
of the composite Lyapunov function can be expressed as
V̇cfs ≤ −XTKX. (4.23)
If K is positive-definite, the time-derivative of the composite Lyapunov function is negative-definite
everywhere in the state-space, and thus the origin of the full-order system (4.1) is guaranteed
to be globally asymptotically stable. K2×2 is positive-definite if its 1 × 1 and 2 × 2 Leading
Principal Minors (LPMs) are positive. The 1 × 1 LPM of K is (w1k1 − w24 k
2
1θf ). This is positive
if the first sufficient condition in (4.14) holds; that is, if k1 < 4w1w2θf . The 2 × 2 LPM of K is







1 − w1)2. Solving for ε, the 2× 2 LPM of K is positive if
ε <




Inequality (4.24) gives an upper bound of the perturbation parameter ε. If the first sufficient
condition in (4.14) holds, the numerator of the upper bound will be positive. If the second sufficient
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condition in (4.14) holds, the denominator of the upper bound will be positive. Therefore, if both
of the sufficient conditions in (4.14) hold, the full-order system (4.1) under full-state feedback is
globally asymptotically stable, and so z(t) → z0 and x(t) → 0 as t → ∞ from any set of initial




This completes the proof.
4.2.2 Design of Observer and the New Bound of Time-Scale Separation ε∗∗∗
For the two-time-scale system (4.1), the unavailability of full-state feedback means that the
measurement can be either the slow state x, or the fast state z, or a combination of x and z. In this
paper, state observer design is considered for three cases: (a) only the slow state is measured;
that is, the output equation is y = x, (b) only the fast state is measured; that is, the output
equation is y = z, (c) a linear combination of the slow and the fast states is measured; that is,
the output equation is y = c1x + c2z, where c1 and c2 are nonzero constants. The following three
Subsubsections develop the theory of observer design and stability analysis under output feedback
for the cases of measurement described above.
4.2.2.1 Slow State Measured
The full-order system with the state and output equations in the slow time-scale is
ẋ = z
εż = −εf(x, z)z − pz + ū
y = x.
(4.25)
In the fast time-scale τ = t
ε
, the full-order system is
x′ = εz




The output feedback control is denoted ū to distinguish it from the full-state feedback control u.
Since the slow state x is measured but the fast state z is not, the control law is modified from the
full-state version u given by (4.11) to
ū = −k1k2x− (k2 − p)ẑ (4.27)
with the fast state z replaced by its estimate ẑ. The manifold is z0 = −k1x, same as the one for
full-state feedback. The state z evolves in the fast time-scale. Consequently, a fast observer needs
to be designed to make the estimate ẑ converge to z in the fast time-scale. The fast observer is
designed based on the reduced fast subsystem
x′ = 0
z′ = −pz + ū
y = x.
(4.28)
Assume the fast observer dynamics to be a function of the observed fast state, control and output,
of the form
ẑ′ = φ(ẑ, ū, y). (4.29)






V ′fo = (z − ẑ)(z
′ − ẑ′).
(4.30)
For the reduced fast subsystem (4.28) the time-derivative becomes
V ′fo |(4.28) = (z − ẑ)(z
′|(4.28) − ẑ′|(4.29))
= (z − ẑ)(−pz + ū− φ(.)).
(4.31)
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Choose fast observer dynamics
φ(.) = ū− pẑ (4.32)
such that the time-derivative of the fast observer Lyapunov function becomes
V ′fo |(4.28) = −p(z − ẑ)
2 (4.33)
which is negative-definite since p > 0. Thus the fast observer is Lyapunov-stable and makes the
observed fast state ẑ converge to the actual fast state z evolving according to the reduced fast
dynamics (4.28).
An extension of the composite Lyapunov analysis is performed to account for the difference
between the full-order and the reduced-order dynamics with the observer included. Similar to the
analysis for full-state feedback, the objective here is to find an upper bound ε∗∗∗ of the perturbation
parameter ε such that the full-order system is Lyapunov-stable. A candidate composite Lyapunov
function for the full-order system is
Vcob = α1Vsc + α2Vfc + α3Vfo . (4.34)
This function is a weighted sum of the two Lyapunov functions used for the controller design and
one Lyapunov function used for the observer design. The gains α1, α2, α3 represent the weights
of the individual Lyapunov functions in the composite. The composite Lyapunov function is
positive-definite and radially unbounded for any α1, α2, α3 > 0. The following theorem gives
the bound of ε for which the full-order system (4.25) is guaranteed to be globally asymptotically
stable.
Theorem 4. Suppose that the gains k1 > 0, k2 > 0, α1 > 0, α2 > 0, α3 > 0 can be selected such
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2α3p > α2|k2 − p|
(4.35)
then the full-order system (4.25) or equivalently (4.26) under the control law (4.27) and the state
observation law (4.32) is globally asymptotically stable, or equivalently ẑ → z, z → z0, x → 0





α2(2k2 − |k2 − p|)
2α2k1 + |α2k21 − α1|+ α3θf (k1 + 1)
ε∗∗∗2 =
2α3p− α2|k2 − p|
α3θf
(4.36)
Proof. The time-derivative of the composite Lyapunov function (4.34) for the full-order system is
V̇cob = α1V̇sc|(4.25) +
α2
ε




Adding and subtracting the time-derivatives of the appropriate Lyapunov functions for the appropriate
reduced subsystems, the time-derivative of the composite Lyapunov function becomes



















The first two terms on the right-hand side of equation (4.38) correspond to the two reduced
subsystems used for controller design. The third term corresponds to reduced subsystem used
for observer design. The next three terms correspond to the difference between the full-order and
the reduced-order dynamics. Substituting for appropriate Lyapunov functions and their derivatives
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for the corresponding reduced subsystems leads to
V̇cob = −α1k1x2 −
α2
ε
k2(z − z0)2 −
α3
ε










(z − ẑ)[(z′|(4.26) − z′|(4.28))− (ẑ′|(4.26) − ẑ′|(4.28))]
. (4.39)
Substituting for all the dynamics terms,
V̇cob = −α1k1x2 −
α2
ε
k2(z − z0)2 −
α3
ε




(z − z0)[(−εf(x, z)z + ū− u) + k1εz] +
α3
ε
(z − ẑ)[−εf(x, z)z].
(4.40)
Using equations (4.11) and (4.27), the difference between the output feedback control ū and the
full-state feedback control u can be expressed as
ū− u = (k2 − p)(z − ẑ). (4.41)
Using equation (4.41) and expressing z(z−z0) = (z−z0)2−k1x(z−z0), equation (4.40) becomes
V̇cob = −α1k1x2 − α2(
k2
ε
− k1)(z − z0)2 −
α3
ε




(z − z0)(z − ẑ)− α2z(z − z0)f(x, z)− α3z(z − ẑ)f(x, z).
(4.42)
Using completion of squares, bounds of several terms present in (4.42) can be found as follows:
− (α2k21 − α1)x(z − z0) ≤
1
2
|α2k21 − α1|[x2 + (z − z0)2] (4.43)
α2(k2 − p)
ε
(z − z0)(z − ẑ) ≤ α2|k2 − p|
2ε
[(z − z0)2 + (z − ẑ)2] (4.44)








similar to the bound (4.21) obtained in the proof of Theorem 3.
−α3z(z − ẑ)f(x, z) ≤
α3
2
[z2 + (z − ẑ)2]f(x, z)
≤ α3
2




[(z − z0)2 − 2k1x(z − z0) + k21x2 + (z − ẑ)2]θf
≤ α3
2





2 + (k1 + 1)(z − z0)2 + (z − ẑ)2]θf
(4.46)
Substituting the upper bounds (4.43)-(4.46) in (4.42), the time-derivative of the composite Lyapunov
function can be written as











, with the diagonal elements k11, k22, k33 given
by
k11 = α1k1 −
1
2

















|α2k21 − α1| −
1
2ε













If all the diagonal elements of the matrix K̄ are positive, the time-derivative of the composite
Lyapunov function will be negative-definite everywhere in the state-space, and hence the full-order
system will be globally asymptotically stable. The element k11 is positive if the first sufficient
condition in (4.35) holds. The element k22 is positive if ε < ε∗∗∗1 , where ε
∗∗∗
1 is given by (4.36).
This bound is positive if the second sufficient condition in (4.35) holds. The element k33 is
positive if ε < ε∗∗∗2 where ε
∗∗∗
2 is given by (4.36). This bound is positive if the third sufficient
condition in (4.35) holds. Therefore, if all the three sufficient conditions in (4.35) hold, the
full-order system under output feedback is globally asymptotically stable for 0 < ε < ε∗∗∗ where
166
ε∗∗∗ = min(ε∗∗∗1 , ε
∗∗∗
2 ). This completes the proof.
4.2.2.2 Fast State Measured
The full-order system with the state and output equations in the slow time-scale is
ẋ = z
εż = −εf(x, z)z − pz + ū
y = z
(4.49)
In the fast time-scale, the full-order system is
x′ = εz
z′ = −εf(x, z)z − pz + ū
y = z
(4.50)
The slow state x is not measured; it is to be estimated. The slow state evolves in the slow time-scale.
In the fast time-scale, it does not vary much from its initial condition; however, the initial condition
is not known directly from measurement. As a result, the slow state needs to be estimated in both
the fast and the slow time-scales. Therefore, both fast and slow observers are needed. The fast
observer should be designed based on the reduced fast subsystem
x′ = 0



























The observability matrix is rank-deficient, so the system is not observable. Since the fast state z
is measured, it can be concluded that the unobservable state is the slow state x. Therefore, the
observer design based on reduced subsystems does not work when only the fast state is measured.
This case will not be investigated any further.
4.2.2.3 A Linear Combination of Slow and Fast States Measured
For this case the full-order system in the slow time-scale is
ẋ = z
εż = −εf(x, z)z − pz + ū
y = c1x+ c2z.
(4.54)
In the fast time-scale the full-order system is
x′ = εz
z′ = −εf(x, z)z − pz + ū
y = c1x+ c2z.
(4.55)
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Since none of the states x and z are directly measured, the control law is modified from its full-state
version (4.11) to
ū = −k1k2x̂− (k2 − p)ẑ (4.56)
where x̂ and ẑ are the estimates of the states. An observer evolving in the fast time-scale is needed
for the fast state z. For the slow state x, an observer evolving in the slow time-scale can work.
In the fast time-scale, the slow state x remains close to its initial condition; however, the initial
condition is not captured explicitly in the measurement. Therefore, both slow and fast observers
are needed. The fast observer needs to estimate both x and z, while the slow observer needs to
estimate only x.
The slow observer is designed using the reduced slow subsystem
ẋ = z̄0
0 = −z̄0 + ū0
ȳ = c1x+ c2z̄
0.
(4.57)
with the effective control in the slow time-scale ū0 = −k1x̂. Furthermore, instead of the actual
manifold z0 = −k1x, an approximation of the manifold z̄0 = −k1x̂ is used in the reduced slow
subsystem. Assume the slow observer dynamics to be a function of the observed slow state x̂, the
effective control ū0 and the effective output ȳ as
˙̂x = ψ(x̂, ū0, ȳ) (4.58)
where ψ(.) is to be chosen such that the observed slow state x̂ converges to the actual slow state x.





V̇so = (x− x̂)(ẋ− ˙̂x).
(4.59)
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For the reduced slow subsystem (4.57) the time-derivative becomes
V̇so|(4.57) = (x− x̂)(ẋ|(4.57) − ˙̂x|(4.57))
= (x− x̂)(z0 − ψ(x̂, ū0, ȳ)).
(4.60)
Select the slow observer dynamics
ψ(.) = l1ȳ − (k1(1− l1c2) + l1c1)x̂ (4.61)
where l1 is the slow observer gain. By this choice the time-derivative of the slow observer Lyapunov
function for the reduced slow subsystem is
V̇so|(4.57) = −l1c1(x− x̂)2 (4.62)
For any choice of the slow observer gain l1 such that l1c1 > 0, the slow observer is Lyapunov-stable.
The fast observer is designed using the reduced fast subsystem
x′ = 0
z′ = −pz + ū
y = c1x+ c2z.
(4.63)
Assume the fast observer dynamics to be functions of the estimated states x̂, ẑ, control ū and
output y as
x̂′ = φ1(x̂, ẑ, ū, y)
ẑ′ = φ2(x̂, ẑ, ū, y)
(4.64)
where the functions φ1(.) and φ2(.) are to be chosen such that the estimated states x̂, ẑ converge
to the actual states x, z in the fast time-scale. A positive-definite fast observer Lyapunov function
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(x− x̂)2 + 1
2
(z − ẑ)2
V ′fo = (x− x̂)(x
′ − x̂′) + (z − ẑ)(z′ − ẑ′).
(4.65)
For the reduced fast subsystem (4.63), the time-derivative becomes
V ′fo |(4.63) = (x− x̂)(x
′|(4.63) − x̂′|(4.63)) + (z − ẑ)(z′|(4.63) − ẑ′|(4.63))
= −(x− x̂)φ1(.) + (z − ẑ)(−pz + ū− φ2(.)).
(4.66)
Select the fast observer dynamics as











where l2 is the fast observer gain. By this choice the time derivative of fast observer Lyapunov
function is






− p)(z − ẑ)2 (4.68)
For any choice of l2 that satisfies the inequalities l2c1 > 0, l2 < pc1c22 , the fast observer is stable in
the sense of Lyapunov.
An extension of the composite Lyapunov analysis [10] is developed to account for the difference
between the full-order and the reduced-order dynamics with the observers included. Similar to the
case of slow state measured, the objective here is to find out an upper bound ε∗∗∗ of the perturbation
parameter ε such that the full-order nonlinear system with the controller and the observer in the
loop is Lyapunov-stable. A candidate composite Lyapunov function for the full-order system (4.54)
is
Vcob = β1Vsc + β2Vfc + β3Vso + β4Vfo (4.69)
The composite Lyapunov function is a weighted sum of the two Lyapunov functions used for
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controller design and the two used for observer design. This function is positive-definite and
radially unbounded for any β1, β2, β3, β4 > 0. The gains βi; i = 1, 2, 3, 4 represent the weights of
individual Lyapunov functions in the composite. The following theorem gives the bound of ε for
the full-order system (4.54) to be globally asymptotically stable.
Theorem 5. Suppose that the gains k1 > 0, k2 > 0, β1 > 0, β2 > 0, β3 > 0, β4 > 0 and l1, l2

















1 + k1) > 0
2k2 − k1k2 − |k2 − p| > 0
2β4l2c1 − β2k1k2 > 0






) > β2|k2 − p|
(4.70)
Then the full-order system (4.54) or equivalently (4.55) under the control law (4.56) and the
observation laws (4.61), (4.67) is globally asymptotically stable, or equivalently ẑ → z, x̂ →
x, z → z0, x → 0 as t → ∞ from any set of initial conditions ẑ(0), x̂(0), z(0), x(0) for 0 < ε <






β2(2k2 − k1k2 − |k2 − p|)
2β2k1 + |β2k21 − β1|+ β3|1− l1c2|+ β4(1 + θf (k1 + 1))
ε∗∗∗2 =
2β4l2c1 − β2k1k2






)− β2|k2 − p|
β4θf
(4.71)
Proof. The proof of this Theorem is very similar to the one of Theorem 4. An outline of the proof is
presented.The time-derivative of the composite Lyapunov function (4.69) for the full-order system
(4.54) or equivalently (4.55) is
V̇cob = β1V̇sc|(4.54) +
β2
ε
V ′fc |(4.55) + β3V̇so |(4.54) +
β4
ε
V ′fo |(4.55). (4.72)
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Adding and subtracting the time-derivatives of the Lyapunov functions for the appropriate reduced
subsystems,
V̇cob = β1V̇sc|(4.57) +
β2
ε




+β1(V̇sc|(4.54) − V̇sc|(4.57)) +
β2
ε
(V ′fc|(4.55) − V
′
fc|(4.63))
+β3(V̇so |(4.54) − V̇so |(4.57)) +
β4
ε




Substituting for the Lyapunov functions and their time-derivatives, expressing the difference
between the output feedback control ū and the full-state feedback control u as ū − u = k1k2(x −
x̂) + (k2 − p)(z − ẑ) and the difference between the actual manifold z0 and its approximation z̄0
as z0− z̄0 = −k1(x− x̂) and simplifying, the time-derivative of the composite Lyapunov function
becomes
V̇cob = −β1k1x2 − β2(
k2
ε
− k1)(z − z0)2 − (β3l1 +
β4l2
ε











+ β3(1− l1c2) + β4)(x− x̂)(z − z0) + β2
k2 − p
ε
(z − z0)(z − ẑ)
− β2z(z − z0)f(x, z)− β4z(z − ẑ)f(x, z).
(4.74)
Similar to the proof of Theorem 4, completion of squares can be used to find upper bounds of the
cross-terms involving x(z− z0), x(x− x̂), (x− x̂)(z− z0), (z− z0)(z− ẑ) and the terms involving
the nonlinearity f(x, z). Substituting all the upper bounds, the time-derivative of the composite
Lyapunov function becomes the following inequality:











m11 0 0 0
0 m22 0 0
0 0 m33 0


































































If all the diagonal elements of the matrix M are positive, the time-derivative of the composite
Lyapunov function is negative-definite everywhere in the state-space, and therefore the full-order
system is globally asymptotically stable. The elementm11 is positive if the first sufficient condition
in (4.70) is met. The element m22 > 0 if ε < ε∗∗∗1 specified in (4.71). The second sufficient
condition in (4.70) ensures that ε∗∗∗1 is positive. The element m33 > 0 if ε < ε
∗∗∗
2 specified in
(4.71). The third and the fourth sufficient conditions in (4.70) ensure that ε∗∗∗2 is positive. The
element m44 > 0 if ε < ε∗∗∗3 specified in (4.71). The fifth sufficient condition in (4.70) ensures
that ε∗∗∗3 is positive. Therefore, if all five of the sufficient conditions in (4.70) are satisfied, global




3 ). This completes the
proof.
4.2.3 Numerical Results
This section compares the performances of the full-state feedback and output feedback
controllers in simulation as well as the stability bounds within which the controllers are guaranteed
to ensure closed-loop stability. For simulation, the time-scale separation parameter ε is assumed to
be 0.01. The initial conditions are x(0) = 3, z(0) = 0. The constant parameter is p = 0.8, and the
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nonlinear function multiplying ε in the fast dynamics is f(x, z) = θfe−z
2
sin2(x) with its upper
bound θf = 1. The controller gains are chosen as k1 = 1, k2 = 1. Figures 4.1a and 4.2a show the
states and controls under the action of full-state feedback. It can be seen in figure 4.1a that the slow
state remains almost constant at its initial condition, while the fast state converges to its manifold
in the fast time-scale. Figure 4.2a show that the slow state converges to zero in the slow time-scale,
while the fast state stays on its manifold. Figures 4.1b and 4.2b show the time-histories of the
states and control in the fast and slow time-scales respectively for the case of only the slow state
being measured. For this case, the initial estimate of the fast state is ẑ(0) = 5. Figure 4.1b shows
that in the fast time-scale the estimate of the fast state converges to the actual fast state, and that
the fast state converges to its manifold z0 = −k1x = −x. Since the slow state x is almost constant
at x(0) = 3, the fast state reaches and stays close to −3. Figure 4.2b shows that the slow state x
goes to zero in the slow time-scale, and that the fast state stays on its manifold z0 = −k1x = −x.
In summary, the observed fast state reaches the actual fast state which in turn reaches its manifold,
and the slow state reaches its desired value of zero. Similar to the previous case, it can be seen
from the plots that the output feedback controller leads to state trajectories similar to the full-state
feedback controller once the observed fast state ẑ converges to the actual fast state z.
For the case of output feedback with a linear combination of slow and fast states measured,
the initial estimate of the slow state is x̂(0) = −5 and that of the fast state is ẑ(0) = 5. The
coefficients c1 and c2 in the output equation are c1 = 1, c2 = 1. The observer gains are selected
as l1 = 1, l2 = 0.6. Figures 4.3b and 4.4b show the time-histories of the states and control in the
fast and slow time-scales respectively. Figure 4.3b shows that the fast observer makes both the
slow and fast state estimates converge to the actual states, while the controller makes the fast state
converge to its manifold. Figure 4.4b shows that the slow observer ensuring the slow state estimate
remaining close to the actual slow state, which evolves from its initial condition to zero. It is also
seen in Figure 4.4b that the fast state stays on its manifold. Similar to the previous case, it can
be seen from the plots that the output feedback controller leads to state trajectories similar to the
full-state feedback controller once the observed states x̂, ẑ converge to the actual states x, z.
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(b) output feedback, slow state measured
Figure 4.1: Comparison in the fast time-scale between full-state feedback and output feedback
with slow state measured











































(b) output feedback, slow state measured
Figure 4.2: Comparison in the slow time-scale between full-state feedback and output feedback
with slow state measured
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(b) output feedback, combination of states measured
Figure 4.3: Comparison in the fast time-scale between full-state feedback and output feedback
with combination of slow and fast states measured













































(b) output feedback, combination of states measured
Figure 4.4: Comparison in the slow time-scale between full-state feedback and output feedback
with combination of slow and fast states measured
Table 4.1 shows a numerical comparison of the bounds of ε for full-state and output feedback.
The system parameters and controller gains are kept the same. However, the weights of composite
Lyapunov function are different as seen in Theorems 3.1 - 3.3. They are chosen such that all of the
sufficient conditions stated in the Theorems are satisfied. It can be seen from Table 4.1 that it is
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possible to obtain acceptable upper bounds ε∗ and ε∗∗∗ by selecting the gains and weights suitably.
‘Acceptable’ is defined here as the results being valid in the worst case when fast dynamics are
evolving only 10 times faster than the slow dynamics.
Full-state Output Output
feedback feedback feedback
y = x y = c1x+ c2z
Bound of nonlinearity θf = 1 θf = 1 θf = 1
Known parameter p = 0.8 p = 0.8 p = 0.8
Controller gains k1 = 1 k1 = 1 k1 = 1
k2 = 1 k2 = 1 k2 = 1
Weights of w1 = 0.1 α1 = 0.1 β1 = 0.03
Lyapunov functions w2 = 0.1 α2 = 0.1 β2 = 0.01
α3 = 0.05 β3 = 0.001
β4 = 0.01
Observer gains none no separate l1 = 1
observer gain l2 = 0.6
Candidate bounds ε∗ = 1 ε∗∗∗1 = 1.2 ε
∗∗∗
1 = 0.1




Bound of ε ε∗ = 1 ε∗∗∗ = 0.6 ε∗∗∗ = 0.1
Table 4.1: Comparison of stability bounds
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4.3 Slow State Tracking Using Output Feedback of a Class of Uncertain
Nonlinear Nonstandard Four-Time-Scale Systems
This section develops the theory of output feedback slow state tracking control design for the
following class of four-time-scale, nonlinear nonstandard systems with uncertainties and actuator
dynamics:
ẋ = Bxxfxx(y) + FxxU (y)xU +BxzFxz(y)z + γx(t, x, ξ, z)
+ ΛxδsGxδs(y)δs + ΛxδfGxδf (y)δf
ẋU = fxU (y) + FxUxU (y)xU +GxU δs(y)δs +GxU δf (y)δf
ξ̇ = Fξz(y)z






z (y) + γz(t, x, ξ, z) + ΛzδfGzδf (y)δf
ρδ̇f = Bδffδf (y) + ΛδfufGδfuf (y)uf .
y =
[




This class of systems is similar to the one assumed for full-state feedback design in Section 2.6, but
a few important modifications are made. The kinetic slow state vector now has two components.
There are n measured slow states, forming the measured slow state vector x. In addition, there are
n∗ slow states which are not directly measured with sensors. The vector of unmeasured slow states
is represented by xU . Even though these states are not explicitly measured, part of the measurement
vector y are nonlinear functions of the measured and unmeasured states, represented by h(.). It
is only the measured kinetic slow states x which are tracked, apart from the kinematic slow states
ξ. The unmeasured slow states are not tracked, and are assumed to have stable dynamics. In
the evolution of the measured slow states, the influence of the unmeasured slow states is via the
matrix FxxU . The constant but unknown parameter matrices in the evolution of the measured slow
states are Bxx, Bxz,Λxδf ,Λzδf . It is to be noted that none of the terms in the dynamics has a
product of an uncertain parameter and an unmeasured state. Any individual term can have at most
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one unknown quantity. Furthermore, the evolution of the unmeasured slow state do not have any
constant but unknown parameter matrix. The evolution of the unmeasured slow states have one
component fxU (.) which is known from the measurement, and another component which is linear
in the unmeasured states via the influence matrix FxUxU . It is known that λmax(FxUxU ) ≤ v0 for
some known v0. The kinematic slow states ξ, the fast states z, the slow actuators δs and the fast
actuator δf are the same as those for full-state feedback.
The parameter matrix Bxz is such that its largest singular value satisfies σ̄(Bxz) ≤ v1, where
v1 is a known constant. Both fxMxM and Fxz are assumed to consist of known, smooth functions.
In addition, the matrix Fxz is such that its largest singular value satisfies σ̄(Fxz) ≤ v2, where v2
is a known constant. The matrices Gxδs and Gxδf respectively. Both of these matrices consist
of known, smooth functions, and the matrix Gxδs is nonsingular. It is known that σ̄(Λxδs) ≤
v3, σ̄(Gxδs) ≤ v4, σ̄(Λxδf ) ≤ v5, σ̄(Gxδs) ≤ v6 for some known constants v3, v4, v5, v6. The
vector of functions γx(t, x, ξ, z) represent the time-dependent and state-dependent uncertainties
in slow dynamics. This is an additive uncertainty, and the Euclidean norm of this vector satisfies∥∥γx(t, x, ξ, z)∥∥2 ≤ κ1‖xM‖2 + κ2‖ξ‖2 + κ3‖z‖2 for some known constants κ1, κ2, κ3 ≥ 0. In
addition to kinetic slow states x, the kinematic slow states ξ evolve in the slowest time-scale t.
Their evolution depends solely on the fast state vector z through the influence matrix Fξz. This
matrix is assumed nonsingular. It consists of known, smooth functions, and its largest singular
value satisfies σ̄(Fξz) ≤ v7 for some known constant v7.
The fast dynamics have a combination of k constant but unknown parameter matrices Bkz
multiplied by known vectors of functions fkz (.). The functions f
k
z (.) represent the dependence of
the fast dynamics on the slow and fast states. This vector is assumed to consist of known, smooth
functions. The parametric uncertainties in the control distribution are captured in the constant but
unknown matrix Λzδf . The dependence of the fast dynamics on the fast actuators is represented by
the matrix Gzδf , which is assumed to be nonsingular and consisting of known, smooth functions.
The largest singular values of these matrices satisfy σ̄(Λzδf ) ≤ v8, σ̄(Gzδf ) ≤ v9 for some known
constants v8 and v9. The vector of functions γz(t, x, ξ, z) captures the time-dependent and
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state-dependent uncertainties in the fast dynamics. This is another additive uncertainty, and the
Euclidean norm of this uncertainty satisfies
∥∥γz(t, x, ξ, z)∥∥2 ≤ κ4‖x‖2 + κ5‖ξ‖2 + κ6‖z‖2 for
some known constants κ4, κ5, κ6 ≥ 0. The matrices Bδs ,Λδsus , Bδf ,Λδfuf represent constant
but unknown parameters in the evolution of slow and fast actuators. Each of the constant but
unknown parameters in the parameter matrices are assumed to be within lower and upper bounds;
i.e. pij ∈ [
¯
pij, p̄ij], where pij is any of the constant but unknown parameters. The vector of
functions fδs , fδf represent how the actuator rates depend on the current actuator deflections. The
matrices Gδsus , Gδfuf represent how the actuator rates depend on the control commands us and uf
respectively. The matrices Gδsus and Gδfuf are assumed to be nonsingular.
The control objective is to design the slow control vector us and the fast control vector uf such
that the kinetic slow state vector x(t) tracks a twice differentiable reference trajectory xr(t), and
the kinematic slow state vector ξ(t) tracks a twice differentiable reference trajectory ξr(t). In order
to achieve this objective using the geometric singular perturbation approach, the fast states z need
to be stabilized on a suitable manifold z0, the slow actuators δs need to be stabilized on a suitable
manifold δ0s , and the fast actuators need to be stabilized on a suitable manifold δ
0
f . Define error
variables ex := x − xr, eξ := ξ − ξr, ez := z − z0, eδs := δs − δ0s , eδf := δf − δ0f . The tracking
problem becomes an equivalent stabilization problem in the error coordinates. Leaving out the
evolution of the unmeasured slow states, the full-order system (4.119) in the error co-ordinates
become
ėx = Bxxfxx + FxxUxU +BxzFxz(ez + z
0) + γx
+ ΛxδsGxδs(eδs + δ
0
s) + ΛxδfGxδf (eδf + δ
0
f )− ẋr
ėξ = Fξz(ez + z
0)− ξ̇r






z + γz + ΛzδfGzδf (eδf + δ
0
f )− εż0
ρėδf = Bδffδf + ΛδfufGδfufuf − ρδ̇0f .
(4.78)
The following subsections develop a four-time-scale control law based on lower-order reduced
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subsystems obtained from (4.78) and prove the boundedness of errors.
4.3.1 Development of Control Law Using Reduced Subsystems
The development is similar to the one for full-state feedback with one modification. In addition
to using the estimates of the constant but unknown parameters, the reduced slow subsystem also
uses estimates of the unmeasured states. Mathematically, the estimate x̂U is used instead of the
actual states xU . The four steps of the development are mentioned below so as to list the reduced
subsystem, the Lyapunov function and the selected design variable at each step.
4.3.1.1 Design of Manifold of Fast States and Slow Actuators
in the Slowest Time-Scale
Using estimates of unknown parameters and unmeasured states, the reduced subsystem in the
slowest time-scale is
ėx = B̂xxfxx + FxxU x̂U + B̂xzFxzz












Its time-derivative with respect to the slowest time-scale t is
V̇1 = e
T
x ėx + e
T
ξ ėξ. (4.81)
Along the trajectories of subsystem (4.79), the time-derivative of the Lyapunov function V1 is





Suppose that the manifold of the fast states z0 is selected as
z0 = F−1ξz (ξ̇r −Kξeξ). (4.83)




Λ̂−1xδs (ẋr − B̂xxfxx − FxxU x̂U − B̂xzFxzz
0 − Λ̂xδfGxδf δ0f |z0 −Kxex) (4.84)
where Λ̂xδs is assumed nonsingular, and δ
0
f |z0 is yet to be determined. For these choices, the
time-derivative of the Lyapunov function V1 for the reduced subsystem (4.79) becomes
V̇1|(4.79) = −eTxKxex − eTξKξeξ. (4.85)
This is negative-definite for any positive-definite Kx and Kξ, indicating that the equilibrium ex =
0, eξ = 0 of the reduced subsystem (4.79) is Lyapunov-stable.
4.3.1.2 Design of Slow Control in the Second Slowest Time-Scale
the reduced subsystem in the second slowest time-scale is
èδs = B̂δsfδs + Λ̂δsusGδsusus. (4.86)





Its time-derivative with respect to the second slowest time-scale is
V̀2 = e
T
δs èδs . (4.88)
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Along the trajectories of the reduced subsystem (4.86), the time-derivative is
V̀2|(2.138) = eTδs(B̂δsfδs + Λ̂δsusGδsusus). (4.89)





then the derivative of the Lyapunov function V2 with respect to the second slowest time-scale
becomes
V̀2|(2.138) = −eTδsKδseδs (4.91)
which is negative-definite for any positive-definite Kδs . Thus the equilibrium eδs = 0 of the
reduced subsystem (4.86) is Lyapunov-stable.
4.3.1.3 Design of Manifold of Fast Actuators in the
Second Fastest Time-Scale






z + Λ̂zδfGzδf δ
0
f (4.92)





Its time-derivative with respect to the time-scale tz is






Along the trajectories of subsystem (4.92), the time-derivative is





z + Λ̂zδfGzδf δ
0
f ) (4.95)










where Λ̂zδf is assumed nonsingular, then the time-derivative of the Lyapunov function V3 becomes
V ′3 |(2.144) = −eTzKzez (4.97)
which is negative-definite for any positive-definite Kz. This ensures that the equilibrium ez = 0 of
the reduced subsystem (4.92) is Lyapunov-stable. Moreover, the special case of the fast actuator
manifold is








4.3.1.4 Design of Fast Control in the Fastest Time-Scale
The reduced subsystem in the fastest time-scale is
ĕδf = B̂δffδf + Λ̂δfufGδfufuf . (4.99)




eTδf eδf . (4.100)






Along the trajectories of the reduced subsystem (4.99), the time-derivative becomes
V̆4|(2.151) = eTδf (B̂δffδf + Λ̂δfufGδfufuf ). (4.102)




Λ̂−1δfuf (−B̂δffδf −Kδf eδf ) (4.103)
then the derivative of the Lyapunov function V4 becomes
V̆4|(4.99) = −eTδfKδf eδf (4.104)
which is negative-definite for any positive-definite Kδf . Thus the equilibrium eδf = 0 of the
reduced subsystem (4.99) is Lyapunov-stable.
4.3.2 Stability Analysis of the Full-Order System: Parameter
Update Laws, State Observation Law, Boundedness of Errors
The parameter error matrices are defined the same as in Section 2.6. In addition, the state
observation error is defined as
x̃U := xU − x̂U (4.105)
A positive-definite candidate Composite Lyapunov function is


































































































where αi > 0; i = 1, ..., 15. This function captures the tracking errors, the manifold errors,
all the parameter estimation errors and the state observation errors. Considering full-order and
reduced-order dynamics and making necessary substitutions, the derivative of this composite
Lyapunov function can be evaluated as












x [BxzFxzez + γx + ΛxδsGxδseδs + ΛxδfGxδf (eδf + δ
0




eTz (γz + ΛzδfGzδf eδf )− α2eTδs δ̇
0





































































































xFxxU x̃U + α15x̃U(fxU + FxUxUxU +GxU δsδs +GxU δf δf − ˙̂xU).
(4.107)
Suppose that the parameter update laws are selected the same as the ones for the full-state feedback










F TxxU ex + fxU + FxUxUxU +GxU δsδs +GxU δf δf − ˙̂xU)
(4.108)








where L is a positive-definite matrix, and x0U is a desired variable. It can be seen that part of the
observer dynamics are chosen to cancel or mimic some terms present in the original dynamics,
and the remaining is to drive the estimates to some desired x0U with desired rates specified by the
L matrix. One way to specify the rates for each unmeasured state is to select L to be a diagonal
matrix and choose the diagonal entries of L carefully. With these parameter update laws and
observer dynamics, the time-derivative of the composite Lyapunov function can be simplified as












x [BxzFxzez + γx + ΛxδsGxδseδs + ΛxδfGxδf (eδf + δ
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eTz (γz + ΛzδfGzδf eδf )− α2eTδs δ̇
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Since the unmeasured states are assumed to have stable dynamics, it can be assumed that xUi ∈
[
¯
xUi , x̄Ui ] for the i
th unmeasured state. If L is chosen to be a diagonal matrix, i.e. L = diag[Li]; i =
1, ..., n∗, then
α15x̃
T


































2. As a result,
α15x̃
T
UFxUxU x̃U + α15x̃
T



























































where L̄i := Li−2v0. If the observer gain matrix L is chosen such that Li > 2v0, and the parameter
update laws are chosen the same as Section 2.6, then the time-derivative of the composite Lyapunov
function simplifies to












x [BxzFxzez + γx + ΛxδsGxδseδs + ΛxδfGxδf (eδf + δ
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eTz (γz + ΛzδfGzδf eδf )− α2eTδs δ̇
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Invoking the concept of compact sets and extreme value theorem, and using all the algebraic
manipulations performed in Section 2.6 to bound the cross-terms, the final form of the time-derivative
of the composite Lyapunov function is
V̇c ≤ −β1eTx ex − β2eTξ eξ − β3eTδseδs − β4e
T


















































































Inspection of the final form indicates that tracking errors, manifold errors, parameter estimation
errors and state observation errors will be ultimately bounded. Given an ultimate bound, the
resulting inequalities similar to Section 2.6 will lead to the bounds σ∗∗∗, σ∗∗∗, ε∗∗∗, ε∗∗∗, ρ∗∗∗,
ρ∗∗∗ of the time-scale separation parameters σ, ε, ρ respectively.
4.3.3 Numerical Results
The output feedback slow state tracking control laws developed in Subsection 4.3.1 - 4.3.2
are implemented on a nonlinear 6-DOF generic F-16A, which is commanded to perform two
different large-amplitude combined longitudinal and lateral/directional maneuvers. The functions
and matrices used for the control synthesis are given in Appendix B. Uncertainties for this aircraft
are assumed as follows. The initial estimate of each of the inertias Ixx, Iyy, Izz, Ixz is assumed 15%
below its actual value. The initial estimate of each of the control derivatives Cxδe , Cyδa , Cyδr , Czδe ,
Cmδe , Clδa , Clδr , Cnδa , Cnδr is assumed 20% below its actual value. The engine time-constant is
assumed 25% above its actual value. No uncertainty is assumed for the stability derivatives and the
time-constants of the elevator, aileron and rudder.
Furthermore, it is assumed that the angle-of-attack α and the sideslip angle β are not measured.
Instead, the body-axis components of velocity U, V,W are measured. A state observer is designed
to estimate the angles α and β. These angles are known to evolve in the slowest time-scale, and
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the state observer updates the estimates in the slowest time-scale, starting from the initial estimates
α̂(0) = 0 and β̂(0) = 0. However, angular rates evolve in a faster time-scale, and the aerodynamic
terms appearing in the angular rate dynamics are functions of α and β. In the fast time-scale, these
angles do not change significantly, so they are evaluated from measurements of the body-axis







U2 + V 2 +W 2
).
(4.116)
4.3.3.1 Aircraft Evaluation Maneuver I: Sequential 90 Degree
Left and Right Turn Maneuver of a Generic F-16A
The first evaluation maneuver is from a previous work of Valasek [36]. For this evaluation
maneuver, the generic F-16A is initially at trim in straight and level flight with a velocity of 800
ft/s at an altitude of 15,000 ft. The trim angle-of-attack and elevator deflection are 0.9 deg and -1.6
deg respectively. The thrust at trim is 3265.0 lbf, which is 18.34% of the maximum military thrust
of 17,800 lbf. To ensure straight and level flight, the pitch attitude angle at trim is the same as the
trim angle-of-attack. All other angles, rates and control surface deflections are zero at trim. The
aircraft is commanded to perform a 90 deg left turn followed by a 90 deg right turn. The heading
angle is desired to change by 90 deg in 10 seconds for each turn. Bank angle and pitch attitude
angle associated with each turn are commanded to reach a maximum from zero, and then come
back to zero as the turn is complete. The maximum bank angle and pitch attitude angle associated
with each turn are 75 deg and 15 deg respectively. Velocity is commanded to be close to its trim
value of 800 ft/s throughout the maneuver.
The controller gains are selected as Kx = 10, Kξ = diag[1.2, 1.2, 1], Kδs = 1, Kz =
diag[100, 100, 100],Kδf = diag[0.5, 2, 0.05]. To design the parameter estimator, gains are selected
as α1 = 10−13, α2 = 10−14, α3 = 10−15, α8 = 1, α9 = 1, α10 = 1, , α111 = 1, α112 = 1, α12 =
1, θi = 0.1; i = 4, 5, 6, 7, 8. The design variables corresponding to the final value of the estimates
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in the parameter update laws are chosen such that the inertias, control derivatives and engine
time-constant are 5% above the actual values. For state observer design, the gains are selected
as α15 = 1, L = diag[1000, 500]. The design variables corresponding to the final values of the
estimated states were set to equal the equivalent α, β corresponding to the measurements U, V,W .
To see the performance of the output feedback controller when measurements are imperfect, the
following perturbations are added in simulation to the body-axis velocities U, V,W and angular
rates p, q, r:
δU = 80 sin(10t)
δV = 5 sin(10t)
δW = 5 sin(10t)
δp = 0.6 sin(10t)
δq = 0.3 sin(10t)
δr = 0.15 sin(10t)
(4.117)
Each velocity perturbation is in ft/s, and each angular rate perturbation is in deg/s. The
perturbation amplitudes are selected such that the velocity perturbations are about 10% of the
expected maximum, and the angular rate perturbations are about 1% of the expected maximum.
The perturbation frequency is selected such that it is significantly higher than that of the reference.
The simulation is run for 75 sec.
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Figure 4.5: Trajectory of the generic F-16A during left and right turn







































































































Figure 4.8: Body-axis roll, pitch and yaw rates during left and right turn
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Figure 4.12: Uncertain parameters B11 − B15 during left and right turn; the x-axis for each graph










































































Figure 4.13: Uncertain parameters B21 − B25 during left and right turn; the x-axis for each graph















































































Figure 4.14: Uncertain parameters B31 − B35 during left and right turn; the x-axis for each graph
representing time in seconds
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Figure 4.15: Uncertain parameters S31 − S33 during left and right turn
Figure 4.16: Uncertain parameters L11 − L33 during left and right turn
Figures 4.5 - 4.9 show the time-history of the aircraft states and controls. Figure 4.5 shows the
aircraft performing a 90 deg left turn followed by a 90 deg right turn. Figure 4.6 shows that the
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loss of airspeed during the maneuver is within 50 ft/s. The lost airspeed is recovered as soon as
each turn is complete. Additionally, the angle-of-attack and sideslip angle estimates remain very
close to the actual angles throughout the simulation. Figure 4.7 show that kinematic angles are
well-tracked. Figure 4.9 shows that the throttle goes from trim to full once each turn is initiated,
and back to trim once each turn is complete. Because of the slow engine dynamics, the actual
throttle follows the commanded throttle with a time lag. In contrast, the aerodynamic controls are
seen respond much faster to a change in the control commands. It can be seen from Figures 4.7,
4.8 and 4.9 that the angle-of-attack, sideslip angle and body-axis rates are bounded, and that the
control surface deflections are within acceptable limits.
Figures 4.10 - 4.16 show the evolutions of the uncertain parameters. It can be seen that the
parameter estimation errors remain bounded. Specifically, for the B matrix which is obtained
by multiplying inertia matrix with its inverse, the estimation errors are significantly small in
magnitude. Overall, Figures 4.5 - 4.16 show a successful turn maneuver with bounded and small
parameter estimation errors and accurate observations of angle-of-attack and sideslip angle.
4.3.3.2 Aircraft Evaluation Maneuver II: A Turn Maneuver
Performed in an Engineering Flight Simulator
The second evaluation maneuver was generated by flying a generic F-16A in the XPlane 10
engineering flight simulator in the Vehicle Systems & Control Laboratory. For this maneuver, the
generic F-16A is initially at trim in straight and level flight with a velocity of 500 knots, i.e. 843.9
ft/s at an altitude of 15,000 ft. The trim angle-of-attack and elevator deflection are 0.6 deg and
-1.5 deg respectively. The thrust at trim is 3630.3 lbf, which is 20.4% of the maximum military
thrust of 17,800 lbf. The pitch attitude angle at trim is the same as the trim angle-of-attack so the
flight path angle is zero. The initial heading angle of the aircraft is 100 deg. All other angles, rates
and control surface deflections are zero at trim. In flight simulator the aircraft is commanded to
perform a left turn changing its heading angle to about 80 deg and then a right turn to change the
heading to about 110 deg. Each heading change is commanded to occur over a time span of 5 sec.
The maximum bank angle and pitch attitude angle are within 60 deg and 10 deg respectively. The
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velocity stays within 50 ft/s of the trim value throughout the maneuver. Uncertainties are assumed
exactly the same as the ones for the previous evaluation maneuver.
To simulate this maneuver, the controller gains are selected as Kx = 5, Kξ = diag[2, 4, 2],
Kδs = 1, Kz = diag[15, 15, 15], Kδf = diag[1, 1, 1]. To design the parameter estimator, gains
are chosen as α1 = 10−13, α2 = 10−14, α3 = 10−15, α8 = 1, α9 = 1, α10 = 1, , α111 =
1, α112 = 1, α12 = 1, θi = 1; i = 4, 5, 6, 7, 8. The design variables corresponding to the final
value of the estimates in the parameter update laws are chosen such that the inertias, control
derivatives and engine time-constant are 5% above the actual values. For state observer design,
the gains are selected as α15 = 1, L = diag[500, 100]. The design variables corresponding
to the final values of the estimated states were set to equal the equivalent α, β corresponding
to the measurements U, V,W . To see the performance of the output feedback controller when
measurements are imperfect, the following perturbations are added in simulation to the body-axis
velocities U, V,W and angular rates p, q, r:
δU = 40 sin(10t)
δV = 2.5 sin(10t)
δW = 2.5 sin(10t)
δp = 30 sin(10t)
δq = 3 sin(10t)
δr = 1.5 sin(10t)
(4.118)
Each velocity perturbation is in ft/s, and each angular rate perturbation is in deg/s. The
perturbation amplitudes are selected such that the velocity perturbations are about 5% of the
expected maximum, and the angular rate perturbations are about 10% of the expected maximum.
The perturbation frequency is selected such that it is significantly higher than that of the reference.
The simulation is run for 22 sec.
Figures 4.17 - 4.21 shows the time-history of the aircraft states and controls during the maneuver.
200
Figure 4.17 shows a left turn causing the heading angle to decrease to 80 degrees, followed by
a right turn causing the heading angle to increase to 110 degrees. Figure 4.18 shows that the
actual velocity is very close to the reference throughout the maneuver. This also shows that the
estimated angle-of-attack and sideslip angle are very close to the actual angles. Figure 4.19 show
that kinematic angles are well-tracked. Figure 4.21 shows the throttle responding to the change
in command with a small time-delay due to the slow engine dynamics, whereas the aerodynamic
controls respond much faster to any change in command. It can be seen from Figures 4.19, 4.20
and 4.21 that the angle-of-attack, sideslip angle and body-axis rates are bounded, and that the
control surface deflections are within acceptable limits.
Figures 4.22 - 4.28 show the evolutions of the uncertain parameters. It can be seen that the
parameter estimation errors remain bounded. Specifically, for the B matrix which is obtained
by multiplying inertia matrix with its inverse, the estimation errors are significantly small in
magnitude. Similar to the previous aircraft turn maneuver, Figures 4.17 - 4.28 show a successful
slow state tracking maneuver with bounded and small parameter estimation errors and accurate
observations of α and β.
Figure 4.17: Trajectory of the generic F-16A during the flight simulator maneuver
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Figure 4.18: Velocity, angle-of-attack and sideslip angle during the flight simulator maneuver






























Figure 4.19: Bank angle, pitch attitude angle and heading angle during the flight simulator
maneuver
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Figure 4.20: Body-axis roll, pitch and yaw rates during the flight simulator maneuver






































































































































































































































































Figure 4.25: Uncertain parameters B21 − B25 during the flight simulator maneuver; the x-axis for














































































Figure 4.26: Uncertain parameters B31 − B35 during the flight simulator maneuver; the x-axis for














































































Figure 4.27: Uncertain parameters S31 − S33 during the flight simulator maneuver; the x-axis for





















































































Figure 4.28: Uncertain parameters L11 − L33 during the flight simulator maneuver
4.4 Simultaneous Slow and Fast State Tracking with Uncertainties
and Actuator Dynamics Using Output Feedback
This section develops an output feedback controller for simultaneous slow and fast state tracking
of a class of nonlinear, nonstandard four-time-scale system with slow and fast actuator dynamics
and uncertainties. The class of systems is very similar to the one in Section 4.3, with the exception
that the kinematic slow states are not considered for control design. Instead, the fast states are to
be tracked. The slow states are divided into measured and unmeasured slow states. The measured
slow states are tracked; the unmeasured slow states are assumed to have stable dynamics. The
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four-time-scale system is
ẋ = Bxfx(y) + FxxU (y)xU + γx(t, x, ξ, z) + ΛxδsGxδs(y)δs + ΛxδfGxδf (y)δf
ẋU = fxU (y) + FxUxU (y)xU +GxU δs(y)δs +GxU δf (y)δf






z (y) + γz(t, x, ξ, z) + ΛzδfGzδf (y)δf
ρδ̇f = Bδffδf (y) + ΛδfufGδfuf (y)uf .
y =
[




4.4.1 Control, Parameter Update and State Observation Laws
The control objective is to drive the measured slow states x(t) to a twice differentiable reference
trajectory xr(t) and to drive the fast states z(t) to a twice differentiable reference trajectory zr(t).
The control law development in four time-scales using reduced subsystems is very similar to
Section 3.3, except for the fact that the manifold of the slow actuator uses the estimates of the
unmeasured slow states instead of the actual states. The parameter update laws are exactly the
same as the ones in Section 3.3. The nonlinear observer can be designed from Composite Lyapunov
analysis, and boundedness of errors can be proved in the same way as in Section 4.3. In this section,
only the laws used for the simulation are provided for the reader’s convenience.
4.4.1.1 Control Laws




Λ̂−1xδs (ẋr − B̂xfx − FxxU x̂U − Λ̂xδfGxδf δ
0
f |zr −Kxex) (4.120)
where







z (x, zr). (4.121)
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Λ̂−1δfuf (−B̂δffδf −Kδf eδf ) (4.124)
where Kδf is positive-definite.
4.4.1.2 Dynamics of Parameter Estimator and Nonlinear Observer
The composite Lyapunov function is






















































































































































































eδf ifδf j −
θ8
α12








eδf i(Gδfufuf )j −
θ9
α13









F TxxU ex + fxU + FxUxU x̂U +GxU δsδs +GxU δf δf − L(x̂U − x
0
U) (4.130)
where αi > 0; i = 1, ..., 14; θi > 0; i = 1, ..., 9. In addition, the observer gain matrix
L is selected diagonal such that its diagonal elements satisfy Li > 2v0 where v0 is such that
λmax(FxUxU ) ≤ v0. On selecting the update laws, the time-derivative of the composite Lyapunov
function becomes of the form
V̇c ≤ −β1eTx ex − β2eTδseδs − β3e
T











































































This indicates ultimate boundedness of tracking errors, manifold errors, parameter estimation
errors and state observation errors.
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4.4.2 Numerical Results: Climb and Roll Maneuver of a Generic F-16A
This section demonstrates simultaneous slow and fast tracking for a nonlinear 6-DOF aircraft
with actuator dynamics and uncertainties using output feedback. The control and estimation laws
in the previous Subsection is implemented on a nonlinear 6-DOF generic F-16A commanded to
perform the same climb and roll maneuver as the one in Chapter 3. Velocity is the commanded
slow state, whereas the body-axis roll, pitch and yaw rates are the commanded fast states. The
difference between the earlier and the current simulations is that the angle-of-attack and sideslip
angles are not measured in this simulation; they are observed using the state observation laws
derived from the composite Lyapunov analysis.
At time zero, the generic F-16A is at steady level trim with a velocity of 800 ft/s at an altitude
of 15,000 ft. The trim angle-of-attack and elevator deflection are 0.9 deg and -1.6 deg respectively.
The thrust at trim is 3265.0 lbf, which is 18.34% of the maximum military thrust of 17,800 lbf.
All other angles, rates and control surface deflections are zero at trim. A climb is commanded at a
pitch rate of 15 deg/s followed by a roll at a rate of 20 deg/s while maintaining zero yaw rate and
velocity 800 ft/s. The reference pitch rate increases smoothly from zero to 15 deg/s, then goes back
to zero and reaches -15 deg/s before becoming zero again. Similarly the commanded roll rate goes
from zero to 20 deg/s, then decreases to zero, reaches -20 deg/s, and finally becomes zero again.
The uncertainties are assumed as follows. The initial estimate of each of the inertias Ixx, Iyy,
Izz, Ixz is assumed 15% below its actual value. The initial estimate of each of the control derivatives
Cxδe , Cyδa , Cyδr , Czδe , Cmδe , Clδa , Clδr , Cnδa , Cnδr is assumed 50% below its actual value. The
engine time-constant is assumed 25% above its actual value. No uncertainty is assumed for the
stability derivatives and the time-constants of the elevator, aileron and rudder.
The controller gains are selected as Kx = 100, Kδs = 0.005, Kz = diag[500, 1000, 500],
Kδf = diag[1, 1, 1]. To design the parameter estimator, gains are selected as α1 = 10
−13, α2 =
10−14, α3 = 10
−15, α7 = 1, α8 = 1, α9 = 1, , α101 = 1, α102 = 1, α11 = 1, θi = 0.5; i =
4, 5, 6, 7, 8. The design variables corresponding to the final value of the estimates in the parameter
update laws are chosen such that the inertias, control derivatives and engine time-constant are
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5% above the actual values. For state observer design, the gains are selected as a15 = 1, L =
diag[5000, 500]. The design variables corresponding to the final values of the estimated states
were set to equal the equivalent α, β corresponding to the measurements U, V,W . To see the
performance of the output feedback controller when measurements are imperfect, the following
perturbations are added in simulation to the body-axis velocities U, V,W and angular rates p, q, r:
δU = 80 sin(10t)
δV = 5 sin(10t)
δW = 5 sin(10t)
δp = 6 sin(10t)
δq = 3 sin(10t)
δr = 1.5 sin(10t)
(4.132)
Each velocity perturbation is in ft/s, and each angular rate perturbation is in deg/s. The
perturbation amplitudes are selected such that the velocity perturbations are about 5% of the
expected maximum, and the angular rate perturbations are about 5−10% of the expected maximum.
The perturbation frequency is selected such that it is significantly higher than that of the reference.
The simulation is run for 40 sec.
Figures 4.29 - 4.33 show the time-histories of the states and controls during the maneuver.
Figures 4.29 and 4.30 show that the loss of airspeed during climb is within 10%, and that the
velocity comes back to the trim value of 800 ft/s once it levels out at its new altitude of 18,000 ft.
4.30 also shows that the estimated angle-of-attack and sideslip angle are very close to the actual
angles. Good tracking of the body-axis roll, pitch and yaw rates can be observed in Figure 4.32.
The tracking errors for the rates are seen to be are almost zero at all times. Figure 4.33 shows that
the throttle goes from trim to full as the climb starts, and comes back to trim as the new altitude
is reached. The inclusion of engine dynamics results in a smoother profile of the actual throttle,
in contrast to the spikes in the commanded throttle profile. All the other states and the controls
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remain bounded and within acceptable limits.
Figures 4.34 - 4.40 show the time-histories of the uncertain parameters for the climb and roll
maneuver. Similar to the slow state tracking maneuvers, it can be observed that the parameter
estimation errors remain bounded and small. Overall, the desired objective of simultaneous slow
and fast state tracking has been accomplished using output feedback, with accurate estimates of
the unmeasured states, and small and bounded parameter estimation errors.
Figure 4.29: Trajectory of the generic F-16A during the climb and roll maneuver
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Figure 4.30: Velocity, angle-of-attack and sideslip angle during the climb and roll maneuver































Figure 4.31: Bank angle, pitch attitude angle and heading angle during the climb and roll maneuver
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Figure 4.32: Body-axis roll, pitch and yaw rates during the climb and roll maneuver





























































































































































































Figure 4.36: Uncertain parameters B11 − B15 during the climb and roll maneuver; the x-axis for









































































Figure 4.37: Uncertain parameters B21 − B25 during the climb and roll maneuver; the x-axis for













































































Figure 4.38: Uncertain parameters B31 − B35 during the climb and roll maneuver; the x-axis for
































































































































































Figure 4.40: Uncertain parameters L11 − L33 during the climb and roll maneuver
4.5 Concluding Remarks for the Chapter
This chapter investigated and developed a theory of output feedback control of a class of
finite-dimensional, nonlinear, nonstandard multiple-time-scale systems with uncertainties in model
structure and parameters. For a simpler system with two-time-scales, three cases of measurement
was investigated: (a) only the slow state being measured, (b) only the fast state being measured,
(c) a linear combination of the slow and the fast states being measured. For a more complex
system with four time-scales and uncertainties, the slow states were classified as measured and
unmeasured. The measurement vector was composed of all the states except the unmeasured
slow states. A tracking controller used the estimates of the parameters and the unmeasured states.
An online parameter estimator as well as a nonlinear state observer were designed based on the
composite Lyapunov analysis to update the parameter and state estimates respectively. Based on
the results presented in the chapter, the following conclusions can be drawn.
The transition from full-state feedback to output feedback did not need an entirely new design
from the beginning. The earlier approach of time-scale controller and online parameter estimator
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was modified and supplemented with a nonlinear state observer. Both of the parameter estimator
and nonlinear state observer were designed using the composite Lyapunov analysis. The state
observation laws followed a structure similar to the parameter update laws. This structure was
essentially the sum of two components: one component to mimic or cancel terms in the dynamics,
and a second component to allow each estimate to reach a desired final value following a first-order
dynamics at a desired rate.
Using composite Lyapunov analysis it was proved that the tracking error of the slow states, the
manifold error of the fast states and actuators, and the estimation error of the unknown parameters
remain ultimately bounded. To ensure ultimate boundedness, this method established new bounds
of the time-scale separation parameters: σ∗∗∗, σ∗∗∗, ε∗∗∗, ε∗∗∗, ρ∗∗∗, ρ∗∗∗. The explicit differentiations
of the manifolds was cumbersome for this class of four-time-scale systems. The use of compact
sets and extreme value theorem helped avoid the explicit differentiation and simplified the boundedness
proof.
For the case of four time-scales, it was shown that the approach developed in Chapters 2 and
3 for full-state feedback could be extended to output feedback using state observers, with some
important modifications made to the original class of systems. A number of functions used to
represent the dynamics were considered to be functions of the known states and measurements.
The dynamics were assumed such that no term contained products of uncertain parameters and
unmeasured states. An improved version of the current theory is needed to handle a more general
case of uncertainties. Moreover, the theory needs to be updated when uncertain parameters are
present in the dynamics of the unmeasured states.
While this method considered actuator dynamics and thereby actuator rate limits, magnitude
limits of actuators were not realistically accounted for in the control design. The control signals
were kept within acceptable limits implicitly with gains. An improved version of the theory is
needed to handle actuator magnitude limits realistically in the design.
Uncertainties were assumed in the deterministic sense instead of stochastic. While parametric
uncertainties and modeling errors could be taken care of, handling certain types of disturbances
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such as gust and turbulence in aircraft requires an improved version of the theory with stochastic
uncertainties. A major challenge to overcome is to rigorously prove stability using stochastic
Lyapunov functions.
This method relied on several parameter estimate matrices being invertible, especially the ones
appearing in the control distribution. A way to ensure invertibility was to wisely choose the initial
conditions and design parameters corresponding to final values of the estimates. An updated
version of the theory is needed to realistically account for singularities in control distribution.
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5. CONCLUSIONS
This dissertation investigated and developed novel theories of control design for three classes of
finite-dimensional, nonlinear, nonstandard, multiple-time-scale systems. The first class of systems
had two time-scales, and the fast state was the mathematical derivative of the slow state. The
second class of systems had three time-scales, and the third class had four time-scales. The four
time-scales included two for the slow and fast states of the system, and two more for the slow and
fast actuators. In addition to the number of time-scales, complexity was progressively introduced
in terms of the functions used in the dynamics, and uncertainties. Two different control objectives
were accomplished for four-time-scale systems: (i) slow state tracking and (ii) simultaneous slow
and fast state tracking. Based on the work, the following conclusions can be drawn.
1. The capability of the multiple-time-scale sequential control method based on geometric
singular perturbation theory was extended to address actuator dynamics and uncertainties.
The theory accounted for parametric uncertainties in the dynamics and the control distribution
of all of the following: slow states, slow actuators, fast states, and fast actuators. Furthermore,
additive uncertainties in the evolutions of the slow and the fast states were also accounted
for.
2. The two control objectives of slow state tracking and simultaneous slow and fast state
tracking were accomplished for the case when full-state feedback was not available. For a
simpler two-time-scale system, a Lyapunov-based observer was designed using lower-order
reduced subsystems. For a more complex system, a nonlinear observer was designed using
the composite Lyapunov analysis. The observer dynamics were chosen similar to the parameter
update laws. They had one component to mimic or cancel terms in the dynamics, and a
second component to allow each estimate to reach a desired final value following a first-order
dynamics at a desired rate.
3. Using composite Lyapunov analysis, the tracking errors, manifold errors, parameter estimation
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errors and state observation errors were proved to be ultimately bounded. New bounds of the
time-scale separation parameters σ, ε, ρwere established to ensure the ultimate boundedness.
The use of compact sets and the extreme value theorem alleviated the issue of differentiating
the manifolds, and simplified the stability proofs.
4. The theory accounted for four time-scales with actuator dynamics and uncertainties, and
therefore it was applicable for large-amplitude combined longitudinal and lateral/directional
maneuvers of aircraft with some of the major sources of uncertainties: inertias, control
derivatives, and speed of response of the engine. Nonlinear six-degree-of-freedom aircraft
simulations demonstrated that the control laws were adequate to achieve tracking even when
the initial estimates of the unknown parameters were off by 15% or more. In some simulations,
the initial estimates of the control derivatives were off by 50%, and the control law still
ensured good tracking. A simpler version of the slow state tracking control design accounted
for three time-scales with actuator dynamics and uncertainties, and therefore it was applicable
for large-amplitude attitude maneuvers of a spacecraft with uncertain inertias. Nonlinear
simulations demonstrated that the control and estimation laws were adequate to achieve
tracking even when the initial estimates of the inertias were off by 20%.
5. The output feedback control synthesis accounted for four time-scales with actuator dynamics
and uncertainties, along with some of the slow states not being measured. This was applicable
for large-amplitude aircraft maneuvers when the angle-of-attack and sideslip angle were not
measured. Given the trim condition, the initial estimates of the unmeasured states were close
to the actual values. This in addition to judicious choice of gains helped keep the estimated
states very close to the actual states throughout the simulation.
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6. RECOMMENDATIONS
The following are some potential directions of research in the future.
1. In this work uncertainties were assumed in a deterministic form. Some important uncertainties
such as gust and turbulence for aircraft can be handled if the four-time-scale model assumes
uncertainties in a stochastic form. A nonlinear version of the Kalman Filter such as the
Unscented Kalman Filter (UKF) or the Ensemble Kalman Filter (EnKF) can be used to
estimate the states to be used by the controller. Stochastic Lyapunov functions can be used
to prove the stability of the full-order system.
2. Both of the parameter estimator and the state observer provided dynamic compensation.
Although the bounds of time-scale separation were established by the stability proofs, for
dynamic compensation in a time-scale any other than the slowest one, the corresponding
time-scale separation parameter was to be known. Aircraft and spacecraft models used
forced singular perturbation. The time-scale separation parameters were introduced artificially,
and for simulation all three of σ, ε, ρ were assumed to be unity. It is an open problem
to perform dynamic compensation without needing to know these parameters in the first
place. A possible approach is to start with the assumption that lower and upper bounds exist
for σ, ε, ρ, and select dynamic compensator gains in terms of the bounds which are to be
computer later in the development.
3. While this work accounted for actuator dynamics and thereby rate limits of actuators, magnitude
limits of actuators were not accounted for realistically. At the best the gains were selected so
as not to exceed the actuator magnitude limits, or in some simulations the controls were seen
to be saturated. In the previous spacecraft simulations the controller was designed using the
structured adaptive model inversion approach. It can be investigated how this approach may
be extended in multiple time-scales.
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4. This work did not realistically account for singularities in the control distribution. The
parameter estimates in the control distribution were ‘stopped’ from becoming singular by
using gains and other design variables judiciously. For each of these parameters, a better
approach is to modify the update law such that the case of the estimate becoming zero is
considered separately, or to insert in the update law a component which will automatically
stop the estimate from becoming zero.
5. For output feedback, a more realistic controller should consider the presence of an uncertain
parameter and an unmeasured state on the same term in the dynamics. Lower and upper
bounds of the unknown parameter can be assumed, and it can be investigated if the nonlinear
observer can use either or both of the bounds.
6. In addition to measured and unmeasured slow states, a more generic output feedback controller
design should account for measured and unmeasured fast states. This can be handled by a
slow observer updating the estimates of unmeasured slow states in the slowest time-scale,
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PARAMETER MATRIX B FOR THREE-TIME-SCALE
SLOW STATE TRACKING
The matrix product −Sω×Iω can be evaluated as





















Using the fact that the matrix S being inverse of the symmetric inertia matrix I is also symmetric,
the final matrix product becomes
− Sω×Iω =

B11 B12 B13 B14 B15 B16
B21 B22 B23 B24 B25 B26











with the elements Bij given by
B11 = −(S13I12 − S12I13)
B21 = −(S23I12 − S22I13)
B31 = −(S33I12 − S32I13)
(A.3)
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B12 = −(S11I23 − S13I12)
B22 = −(S12I23 − S23I12)
B32 = −(S13I23 − S33I12)
(A.4)
B13 = −(S12I13 − S11I23)
B23 = −(S22I13 − S12I23)
B33 = −(S23I13 − S13I23)
(A.5)
B14 = −(S13I22 − S13I11 + S11I13 − S12I23)
B24 = −(S23I22 − S23I11 + S12I13 − S22I23)
B34 = −(S33I22 − S33I11 + S13I13 − S23I23)
(A.6)
B15 = −(S12I12 − S13I13 − S11I22 + S11I33)
B25 = −(S22I12 − S23I13 − S12I22 + S12I33)
B35 = −(S23I12 − S33I13 − S13I22 + S13I33)
(A.7)
B16 = −(S12I11 − S11I12 + S13I23 − S12I33)
B26 = −(S22I11 − S12I12 + S23I23 − S22I33)




MATRICES USED IN AIRCRAFT FLIGHT CONTROL DESIGN
B.1 Aircraft Equations of Motion




[cosα cos β(−mg sin θ + Tmδt + FAX ) + sinβ(mg cos θsinφ+ FAy)
+ sinα cos β(mg cos θ cosφ+ FAz)]
α̇ = q − p cosα tan β − r sinα tan β − sinα
mvA cos β




(mg cos θ cosφ+ FAz)
β̇ = p sinα− r cosα− sin β cosα
mvA
(−mg sin θ + Tmδt + FAx) +
cos β
mvA
(mg cos θ sinφ+ FAy)
− sin β sinα
mvA
(mg cos θ cosφ+ FAz)
Ixxṗ = (Iyy − Izz)qr + Ixz(ṙ + pq) + LA
Iyy q̇ = (Izz − Ixx)rp+ Ixz(r2 − p2) +MA
Izz ṙ = (Ixx − Iyy)pq + Ixz(ṗ− qr) +NA
φ̇ = p+ tan θ(q sinφ+ r cosφ)
θ̇ = q cosφ− r sinφ
ψ̇ = (q sinφ+ r cosφ) sec θ
ẋN = vA[cosα cos β cos θ cosψ + sin β(sinφ cosψ sin θ − cosφ sinψ)+
sinα cos β(cosφ sin θ cosψ + sinφ sinψ)]
ẏN = vA[cosα cos β cos θ sinψ + sin β(sinφ sinψ sin θ + cosφ cosψ)+
sinα cos β(cosφ sin θ sinψ − sinφ cosψ)]
ḣ = vA(cosα cos β sin θ − sin β sinφ cos θ − sinα cos β cosφ cos θ).
(B.1)
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The body-axis aerodynamic forces and moments are modeled using component build-up as










+ Cyδaδa + Cyδr δr]q̄S










+ Clδaδa + Clδr δr]q̄Sb

























+ Cyδaδa + Cyδr δr)]q̄Sb.
(B.2)
The nonlinear 6-DOF generic F-16A model and the definitions of all stability and control derivatives
and parameters are contained in Stevens and Lewis [70]. Table B.1 gives the model parameters and
constants.
The aerodynamic database contains the coefficients Cx(.), Cz(.), Cl(.), Cm(.), Cn(.) as look-up
tables for −10 deg ≤ α ≤ 45 deg,−30 deg ≤ β ≤ 30 deg,−25 deg ≤ δe ≤ 25 deg. For values
of α, β, δe not included or outside the range, the nonlinear 6-DOF simulation has routines for
interpolation and extrapolation.
B.2 Conversion to the Four-Time-Scale Form in Chapters 2 and 3
For full-state feedback control design in Chapters 2 and 3, the dependence on elevator deflection
of the coefficientsCx(.) andCm(.) need to be separated. Using linear least squares, these coefficients
are approximated as
Cx(α, δe) ≈ Cx0 + Cxαα + Cxδeδe










Ixx 9, 496 slug-ft2
Iyy 55, 814 slug-ft2
Izz 63, 100 slug-ft2
Ixz 982 slug-ft2











Table B.1: Parameters for the Generic F-16A














. The velocity dynamics can be written as
ẋ = fxx(x, ξ, α, β) + f
T
xz(x, α, β)z + gxδs (α, β)δs + g
T
xδf






































































1 sinφ tan θ cosφ tan θ











Equation (B.6) is in the form ξ̇ = Fξz(ξ)z.
The body-axis angular rates evolve according to
Ixxṗ = (Iyy − Izz)qr + Ixz(ṙ + pq) + LA
Iyy q̇ = (Izz − Ixx)rp+ Ixz(r2 + p2) +MA















(Iyy − Izz)qr + Ixzpq
(Izz − Ixx)rp+ Ixz(r2 − p2)














0 0 Ixz Iyy − Izz 0
−Ixz Ixz 0 0 Izz − Ixx

























 := I−1. The time-scale parameter










−SxyIxz SxyIxz SxxIxz + Sxz∆I1 Sxx∆I2 − SxzIxz Sxy∆I3
−SyyIxz SyyIxz SxyIxz + Syz∆I1 Sxy∆I2 − SyzIxz Syy∆I3




























































(Cnδaδa + Cnδr δr +
xcgr−xcg
b
(Cyδaδa + Cyδr δr))q̄sb

(B.10)
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f21(x, z, α, β)
f22(x, z, α, β)
































Multiplying the inverse of the inertia matrix with the matrix involving the control derivatives, the








B11 B12 B13 B14 B15
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f21(x, z, α, β)
f22(x, z, α, β)
































, f 1z =
[
p2 r2 pq qr rp
]T










, Gzδf := q̄S.
The engine, elevator, aileron and rudder are first-order actuators with time-constants Teng, Tel,
Tail, Trud respectively. The engine time-constant is uncertain. The perturbation parameters σ
and ρ are introduced artificially in the actuator dynamics. As a result, the functions, matrices and




















]. For simultaneous slow
242
and fast tracking with uncertainties and actuator dynamics in Chapter 3, the function fx(.) in the
velocity dynamics is
fx(.) = fxx(.) + f
T
xz(.)z. (B.14)
The remaining parameters, functions and matrices are the same as the ones defined above.
B.3 Matrices Used for Two-Time-Scale Aircraft Tracking Control in Chapter 3
A few simplifications are made to the original equations to reduce them to the form in (3.1).
The force coefficient Cx(α, δe) and the moment coefficient Cm(α, δe) do depend on the elevator
deflection, but they are provided as look-up tables [70] rather than analytical functions of the
elevator deflection. These two coefficients are therefore computed with the elevator δe at its trim
value. Furthermore, the product of inertia Ixz is at least one order of magnitude smaller than the
moments of inertia Ixx, Iyy, Izz. Therefore, the Ixz terms in the rotational dynamics are neglected.




[mg(cos θ sinφ sin β + cos θ cosφ sinα cos β − sin θ cosα cos β)
+ q̄S((Cx + Cxq
qc̄
2vA










Czq) sinα cos β)]
J2(.) = p sinα− r cosα +
g
vA
(sin θ sin β cosα + cos θ cos β sinφ− cos θ cosφ sin β sinα)




















































































(xcgr − xcg)Czδe 0 0

(B.16)
B.4 Matrices Used for Output Feedback Design in Chapter 4





The functions of angle-of-attack and sideslip angle in v̇A, α̇, β̇ are converted in terms of the body-axis
velocities. In addition to Cx and Cm, the other force and moment coefficients are approximated
using least squares as
Cz(α, β) ≈ Cz0 + Czαα + Czββ
Cl(α, β) ≈ Cl0 + Clαα + Clββ
Cn(α, β) ≈ Cn0 + Cnαα + Cnββ.
(B.17)




(−g sin θ) + V
vA
(g cos θ sinφ) +
W
vA























































































































































































where C̄xδe , C̄yδa , C̄yδr , C̄zδe represent the average values of those control derivatives. It is to be
noted that every constant but unknown parameter are assumed to be within a specified minimum
and maximum, so the average of the minimum and the maximum is taken as the parameter value
for this approximation.
The vector of functions f 2z (.) in the angular rate dynamics is modified. Instead of Cl(α, β) and
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Cn(α, β), their least-square approximations shown in equation (B.17) are used. This is because the
angle-of-attack and the sideslip angle are evaluated from the measurements in the fast time-scale.
The other vectors and matrices stay the same as in Section B.2. For simultaneous slow and fast
tracking, fx := fxx + Fxzz. The remaining vectors and matrices stay the same.
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