Moreover, due to the physical complexity of the area of study, the model presents different degree of accuracy between coastal and inland stations. Precipitation has also been verified by means of yes/no contingency tables as well as scatter plots. These tables have been built using 4 specific thresholds that have permitted to compute some categorical statistics. From the results found, it is shown that the precipitation forecast in the area of study is in general over-predicted, but with marked differences between the seasons of the year. Finally, dividing the available data by season of the year, has permitted us to analyse differences in the observed patterns for the magnitudes mentioned above. These results have been used to better understand the behaviour of the RAMS model within the Valencia Region.
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Introduction
The Regional Atmospheric Modeling System (RAMS) has been implemented within a real-time forecasting system over the Western Mediterranean Basin, precisely in the area delimited by the Valencia Region (Fig. 1) . This area exhibits a relevant interest from a meteorological point of view, as it is particularly sensitive to certain severe weather events. Among them, we must highlight episodes of forest fires (Gómez-Tejedor et al., 1999) and heat waves (Miró et al., 2006; Gómez et al., 2010; Gómez et al., 2013) in the summer. In addition, during the late summer and autumn, episodes of torrential rains are also common over this region (Millán et al., 1995; Estrela et al., 2002; Millán et al., 2005) . Finally, during the cold period of the year, the Valencia Region is affected by low temperatures, mainly related to the entrance of northerly Arctic air, entrance of north-easterly continental polar air or anticyclonic situations Estrela et al., 2010) .
The sensitivity of the Valencia Region to climate hazards encouraged us to design and develop a meteorological real-time forecasting system for this area (Gómez et al., 2010) . Severe weather events in the Valencia Region has been studied at the CEAM (Centro de Estudios Ambientales de Mediterráneo; Mediterranean Center for Environmental Studies) Foundation, using the Regional Atmospheric Modeling System (RAMS). Besides, RAMS has also been used in the CEAM Foundation within different research projects (Gómez et al., 2010) . As a result, the operational forecasting system running over the Valencia Region is based on this mesoscale meteorological model.
Taking into account the climatic and physical characteristics of this region, it may be seen that the usage of an atmospheric model operating at a high resolution would be useful as a warning and alert forecasting tool and to simulate the significant local In this study, the RAMS model in its version 4.4 has been used. The following two-way interactive nesting domains ( Fig. 1 ) is adopted. Firstly, Grid 1 covers the southern part of Europe at a 48-km horizontal grid resolution and the Mediterranean.
Secondly, Grid 2 covers the Iberian Peninsula and the western Mediterranean with a grid resolution of 12 km. Finally, a high resolution domain (3 km) (Grid 3) includes the Valencia Region. In the vertical, a 24-level stretched scheme has been selected, with a 50-m spacing near the surface increasing gradually up to 1000 m near the model top at 11 000 m. A summary of the horizontal and vertical grid parameters is provided in Table 1 . Although the number of vertical levels does not permit a so high model top, this grid configuration has been selected looking for a compromise between the model being able to simulate the most significant local circulations over this region in a time where the forecast is useful and the computational resources available when the model was implemented that way. Nevertheless, as only surface variables are analysed in the current work, we strongly believe that the model top employed is adequate to fulfill the purpose of this study. Furthermore, we must remark that, in terms of temperature and wind speed and direction, the results found in the present study are comparable to those found in other studies using additional vertical levels and reaching a higher model top (Palau et al., 2005; Pérez-Landa et al., 2007 ).
The RAMS model includes different options for parameterizing physical processes (Pielke, 2002; Cotton et al., 2003) . In the present study, the Mellor and Yamada (1982) level 2.5 turbulence parameterization is used. Besides, a full-column two-stream single-band radiation scheme that accounts for clouds to calculate shortwave and long-wave radiation (Chen and Cotton, 1983) , and the cloud and precipitation microphysics scheme from Walko et al. (1995) is applied in all the domains. The Kuo- (Molinari, 1985) , whereas grids 2 and 3 utilizes explicit convection only. This convective scheme has been adopted based on previous studies performed within the area of study (Palau et al., 2005; Pérez-Landa et al., 2007) . Finally, the LEAF-2 soilvegetation surface scheme was used to calculate sensible and latent heat fluxes exchanged with the atmosphere, using prognostic equations for soil moisture and temperature (Walko et al., 2000) .
RAMS initial and boundary conditions are derived from the operational global model of the National Centre for Environmental Prediction (NCEP) Global Forecasting System (GFS), at 6 h intervals and 1 x 1 degree resolution globally, using a FourDimensional Data Assimilation (FDDA) technique applied to define the forcing at the lateral boundaries of the outermost five grid cells of the largest domain. Weather forecasts were performed twice a day, at 0000 and 1200 UTC using the GFS forecast grid from its forecast cycle 12-h earlier, and for a forecast range of three complete days (today, tomorrow and the day after tomorrow). However, only the information corresponding to the 0000 UTC RAMS forecast was stored as will be described later.
Finally, RAMS forecast outputs are available once per hour for display and analysis purposes. Thus, the model verification has been limited in time to a frequency of 1-h, regardless of the frequency of available observational data.
Observational data
The CEAM automatic surface weather stations network provides a good coverage of observations within the Valencia Region (Corell-Custardoy et al., 2010) .
However, some of this meteorological stations are located in peaks at a high altitude for use in the research of passive fog collection (Estrela et al., 2008) , that the model is not able to reproduce using the current configuration. Thus, we have selected those stations in which the model is able to properly reproduce not only the orographic and physical conditions of the station location but also its surroundings. In this sense, only those stations with a difference in altitude between the station and the corresponding grid point lower than 50 m have been selected to carry out the verification of the model. This threshold in altitude has been chosen as it is approximately the thickness of the first model level using the current configuration. Due to the low density of pure coastal stations, we have merged them with pre-coastal ones. However, the behaviour of the model for those sort of stations, although nearer the one observed for the coast, is in between this locations and those placed inland, depending on the station location (not shown). As a result, a total of 6 coastal stations (including pre-coastal ones) and 12 inland stations has been selected (Fig. 1) .
Although the CEAM weather stations network stores data in a 10-minute basis, hourly measures of air temperature, relative humidity, wind speed and direction and precipitation from this network have been used in the verification process, in order to match the RAMS output frequency.
Verification procedure
RAMS output from the higher resolution domain are compared with the observations. We have developed a software tool to extract and store, for each daily simulation within the period June 2007 to August 2010, the hourly RAMS forecast temperature, relative humidity, wind speed and direction as well as precipitation at each selected CEAM station location using Grid 3 (Fig. 1 ). These data have been stored for the three days of simulation of the model. More information about the software developed may be found in Gómez et al. (2013) . (Papanastasiou, 2010; Federico, 2011; Kotroni, 2011; Hernández-Ceballos et al., 2013) . The statistical calculations carried out in both cases include the mean bias, root mean square error (RMSE) and the index of agreement (IoA) for the near-surface temperature, relative humidity and wind speed. Additionally, the RMSE for the vector wind difference (RMSE-VWD) is computed as well. Firstly, bias (or mean bias) is defined as the average of the simulated value minus the observed value and quantifies the systematic error of the model. Secondly, RMSE is the square root of the individual differences between simulated and observed values; it quantifies the accuracy of the model. In this sense, the RMSE-VWD corresponds to the RMSE of the horizontal vector-winddifference. In the third place, the IoA is a modified correlation coefficient that measures the degree to which a model's prediction is free of error. A value of 0 means complete disagreement while a value of 1 implies a perfect agreement. Finally, besides computing the mentioned statistical scores, the observed averaged value and modelled averaged value are computed as well for graphical depiction purposes.
In the case of precipitation, and as a difference with the results observed for other meteorological variables, no specific pattern has been found among coastal and inland stations. Thus, to introduce the results for this magnitude, all stations has been merged ( Fig. 1) . The verification of precipitation, includes the forecast of the total daily accumulated precipitation amount, starting at 0000 UTC, as well as the four 6-hourly accumulated precipitation forecasts of the day. With this data, a 2x2 contingency table (Martin et al., 2010) is then constructed for some precipitation thresholds. The values selected are those used by Bartzokas et al. (2010) contingency tables generated, categorical statistical scores are computed in order to describe particular aspects of precipitation forecast performance (Mazarakis et al., 2009 ). The categorical statistics include the accuracy (AC), bias score (BIAS), probability of detection (POD), false alarm ratio (FAR), threat score (CSI) and the Heidke skill score (HSS). AC expresses the fraction of the correct forecasts. That is, the percentage of observed yes events in addition to correct negatives that were properly forecast. BIAS measures the ratio of the frequency of forecast events to the frequency of observed events and it indicates whether the forecast system has a tendency to underpredict (BIAS<1) or over-predict (BIAS>1) events. POD expresses the fraction of the observed yes events that were correctly forecast. FAR expresses the fraction of the predicted yes events that actually did not occur. CSI measures the fraction of observed and/or forecast events that were correctly predicted. As a result, CSI is only concerned with those forecasts where correct negatives are not considered. Finally, HSS measures the fraction of correct forecasts after eliminating those which would be correct due purely to random chance (Bartzokas et al., 2010) .
Concerning precipitation, it is well known that the standard categorical verification statistics computed from point match-ups may lead to poorer verification results, specially regarding the double penalty problem (Rossa et al., 2008) . Therefore, spatial verification methods may be desirable if the measurement data is accessible on a grid, as the analysis of the model data depends on its horizontal resolution. However, the available data in the current study is that corresponding to the rain gauge network (Fig. 1) . Thus, the approach applied will be focused on the traditional metrics described above. Nevertheless, it is important to highlight that the purpose of this verification process is to evaluate the RAMS model precipitation for each season of the year separately. In this regard, the model configuration and the rain gauge available information is maintained throughout the whole verification period. As a consequence, we strongly believe that the procedure used in the present work is still helpful and appropriate to obtain a global evaluation of the RAMS-simulated precipitation and to remark the characteristics of rainfall forecasts for the different seasons of the year in the Valencia Region.
The operational verification for all the meteorological variables has been carried out for all days of simulation independently: today, tomorrow and the day after tomorrow, and all seasons of the year separately. Dividing the information for each day of simulation will permit to evaluate the degree of the forecasts as the simulation progresses and define the skill of the model that will be expected from its initialization.
Dividing the available data for each season would permit to evaluate the skill of the model in reproducing the meteorological characteristics within the Valencia Region for each season. Winter is defined by the months December-February, spring for months March-May, summer from June to August and the fall within the period SeptemberNovember. From the period of verification, a total of 3 winters (2007-2008, 2008-2009, 2009-2010), springs (2008, 2009 and 2010) and falls (2007, 2008 and 2009), and 4 summers (2007, 2008, 2009 and 2010) have been used in this study. For each of those periods, the statistical scores for temperature, relative humidity, and wind speed and direction, has been computed for each station individually. It has been found that all coastal stations present similar results for a particular season of the year, and the same is also true for inland stations. However, the behaviour of the model in forecasting the evaluated magnitudes for coastal stations is rather different for that found for inland ones. Thus, taking this results into account and in order to clarify the presentation of the To make the paper clearer, we present here the differences between coastal and inland stations in a seasonal way taking into account all data available for all years. The behaviour of the model found for maximum and minimum temperature taking into account coastal and inland stations separately is in accordance with the results found over this area by Gómez et al. (2013) .
Results

Temperature and Relative Humidity
The average hourly evolution of the near-surface temperature and relative humidity is included in Fig. 2c,d for the summer season. It is seen that, in the early morning until noon, the near-surface temperature is very well captured by RAMS. On the contrary, from this time on and at night, the model shows slightly higher temperatures compared to the observations. The differences between the temperatures observed and forecast are related to a greater deviation in the near-surface relative humidity. In this sense, higher disagreement in relative humidity between the observations and the model is found within this period of the day for both inland and coastal stations. In the first sort of stations, a significant difference in relative humidity has been found between day and night time. During the day time, the variance between the modelled relative humidity and the observed one is quite reduced, and the model is able to capture quite well the maximum temperature. In contrast, during night time, this difference in relative humidity raises significantly, with an overestimation of the minimum temperature. For coastal stations, it is also shown that the model is able to simulate the relative humidity observed around sunrise, with the temperatures very well captured for this period. Besides, the differences found between the modelled and observed relative humidity for the rest of the day are rather alike. Thus, as it was already stated by Gómez et al. (2013) , during summer a different behaviour of the temperature is observed between day time hours and night time for both coastal and inland stations in the Valencia Region.
Within this season of the year (Table 2 ), the IoA of the temperature for all stations is around 0.9 for coastal stations and inland stations during day time, indicating that the evolution of this magnitude is very well reproduced by the model. In general, RAMS reproduces a slight overestimation of temperature, with a global bias of 1.0 ºC for the first day of simulation. It can be seen how the tendency of the model is the same for day and night time. When only the coastal stations are considered, the model has a very little bias (0.4 ºC) for the whole day. For inland stations, the model has a global positive bias of 2 ºC. At night, more differences are observed. In this case, the tendency of the model is the same as the one observed during the day, producing a positive bias of 3 ºC, compared to a bias of 0.4 ºC for the day. Nevertheless, a high value of 0.7 for the IoA score at night is still observed. These trends are also observed in Fig. 3c,d . In relation to the relative humidity, RAMS simulates this magnitude worse than it does for temperature ( Fig. 4c,d ). The IoA for the relative humidity is lower than that computed for temperatures, with values between 0.5 and 0.7 approximately. The IoA is greater for both sort of stations during day time. It is greater than 0.7 for inland stations, i. e., reproducing quite well the day-to-day evolution of relative humidity. On the contrary, at night, this value falls to about 0.6, indicating that the model has more difficulties in capturing the evolution of this magnitude for this period of the day. The model is too dry stations. In this sense, better results in the relative humidity forecasts are found for the night time and for coastal stations, with bias of -13 % opposite to a value of -20 % for inland ones and for the first day of simulation. At day time, a bias between -8 and -9 % is found for both sort of stations. Thus, the dry bias is more pronounced at night inland.
In addition, there are low differences for the bias score between night and day in the coast. During summer time, the IoA for the relative humidity suffers a slight decrease for the second and third days of simulation in all cases, while both the bias and RMSE increase in general as the simulation progresses (not shown). Finally, the RMSE statistics for temperature is about 3 ºC, with higher values for inland stations at night, while the model shows values of RMSE around 23 % for relative humidity.
Similar results as those commented within the summer season are found in the spring, as can be seen in Table 2 . However, Fig. 2a ,b reflects that the difference in relative humidity both for coastal and inland locations is reduced compared to the summer.
In the winter, for inland stations, the model captures quite well the temperature evolution (Fig. 2g,h) . However, the model has some difficulties in the daily heating and cooling. In contrast, the modelled and observed differences in relative humidity are quite reduced in the winter (Fig. 4g,h) . As a consequence, the magnitude of the minimum temperature is better captured for this season of the year, although a delay in the time occurrence of about an hour is also observed. For coastal stations, the model has a tendency to delay the daily cooling. In this sense, it can be seen that, although the cooling observed stabilizes soon in the evening, the model continues this process. Thus, the minimum temperature is under-predicted by the model. This delay in the daily cooling produces the model to be also delayed in the daily heating. As a consequence, the forecast maximum temperatures are lower than those observed. The difference in the daily temperature evolution shows its relation to the relative humidity, where it can be seen that the significant cooling modelled by RAMS is associated with the rising curve of relative humidity while the observed magnitude is nearly constant during the end of the evening and the whole night. Table 2 shows that the IoA for the temperature is above 0.9 during the day-time while it falls at night-time. Besides, low negative bias are found for coastal stations for the whole day. For inland stations, the model has a bias of -0.9 ºC at day-time, thus producing a slight under-prediction of the temperature observed. In contrast, the model shows a low over-prediction of the temperature at night, as shown in the bias score (0.8 ºC). For this sort of stations, values up to 4 ºC are found for the RMSE statistics.
The IoA during the fall season (Table 2) for temperature shows values greater than 0.9. Thus, the model is able to capture very well the daily and day-to-day evolution of this magnitude. Besides, low values for the temperature bias score, below 1.0 ºC, are also found in general for both sort of stations. In terms of relative humidity, the model shows a general tendency to under-predict the observations (Fig. 4e,f) , but with lower differences than those found in the summer and the spring, and rather similar to those obtained for the winter season.
As shown in Fig. 4 there are significant differences in terms of relative humidity between the summer and the winter seasons when comparing the simulation with the measurements. In this sense, the summer season is characterized by a notable underestimation of this magnitude while the winter shows a tendency to overestimate the observations in general. As it will also be seen later for the wind field, the spring and the fall 
Wind Speed and Direction
The wind regime within the summer season (Fig. 5c,d) is characterized by the development of a diurnal sea-breeze advecting air from the sea to land, and a surface drainage wind from land to sea at night. It is seen how thermal circulations develop during the day, producing this advection pattern. The sea-breeze flow stabilizes during the central period of the day, as can be seen in the nearly flat curve described both by the observation and the model output for wind direction. In this case, the model reproduces very well the observed South-Eastern flow merging all stations. Besides, the summer wind transition is more marked for coastal stations both in the observations and the model.
The IoA for the wind speed is 0.4 for the first day of simulation merging all sort of stations and during day time (Table 3) , while it rises up to 0.5 at night time. In the first case, a value of 3 m/s for bias is observed, while at night, bias is lower, with values about 1.1 m/s, as it was already seen above in the time series plots. These values are fair good, due the complexity of the flow, which is more marked during the day time. For wind speed, the model is too windy both at the coast and inland, with the model performances better during the night in both cases (Fig. 6c,d ). The RMSE is about 2 m/s taking into account all stations. Finally, the RMSE-VWD reflects the day-night differences for the wind speed, as was already shown in Fig. 5c,d .
During the spring season, RAMS is able to capture rather well the wind flow regime Fig. 5a ,b. For coastal stations, the transition between both breeze processes is well reproduced by the model. However, wind speed for this kind of stations is overestim- ated by the model. For inland stations, the model is able to capture very well both the wind flow regime and the daily transitions as well as the wind speed observed. Furthermore, RAMS is able to reproduce better the wind field observed at night than it does at day time (Fig. 6a,b) , as indicated by the values of the RMSE-VWD statistics.
During the fall season, there is a marked increase in drainage flow compared to the sea breeze circulation, coinciding with a reduction of sunlight hours (Fig. 5e,f) , which is more pronounced for the winter (Fig. 6g,h ). In this last case, for coastal stations, this diurnal wind flow regime transition is maintained, although followed by a reduction in the regime flow amplitude. In this case, this transition is very well captured by the model. For inland stations, this wind flow regime is significantly reduced. In this case, land breeze controls the wind circulation and it is maintained practically throughout the whole day (Fig. 6h) . RAMS captures quite well the time evolution of this wind flow, although it provides northerly winds. Besides, the wind speed is very well captured by the model for inland stations.
In terms of the model error for the wind speed (Table 3) , the model is able to capture very well this magnitude for inland stations during the winter, with low bias merging all data. However, for coastal stations, the model is slightly windy. When taking into account all data, a bias of about 0.9 m/s is obtained. Comparing the statistics for the wind speed between the winter and the summer seasons, better results are found for this statistics within the first one, specially during the day-time. Furthermore, Fig. 6 shows the significant differences that are reproduced by RAMS between the winter and the summer seasons for all sort of stations. In this sense, RAMS establishes a well separated transition between two wind flows of different characteristics in the summer: drainage wind from land to sea at night and sea-breeze during the day. In this case, as it (Fig. 6g,h ), indicating more variability in the wind field. In the end, the spring and the fall seasons represents situations in between both cases described: the first one, close to the results found for the summer but not as notable as in this case, while the fall reproduces a similar pattern to the one found for the winter. In this case, it is still observed the transition between the summer and the winter (Fig. 6e,f) .
Finally, considering the RMSE-VWD for all stations, no significant differences are found comparing the different seasons of the year. However, the fall is the period where lower values of this statistics are recorded, but close to the values observed within the other periods.
Precipitation
The comparison between the modelled and the observed daily accumulated precipitation for the second day of simulation is presented in Fig. 7 for all seasons of the year. This figure shows that RAMS presents a clear tendency to underestimate higher values of observed precipitation. This is the pattern reproduced by the model throughout the year, independently of the corresponding season. However, the model shows the opposite trend for low precipitation. Moreover, RAMS forecasts large values of precipitation not observed. Once again, this is the pattern followed by the model throughout the year, with the exception of the winter. Even though this trend is maintained for this season of the year, it is not as pronounced as the one reproduced within the other seasons.
When dividing the accumulated precipitation data by 6-h periods, it is observed that RAMS produces a significant overestimation of the accumulated rainfall for the first 6-h interval (00:00-06:00 UTC) within the first day of simulation (not shown). This result is not observed for other time periods. Thus, although the model shows rather similar results for the three days of simulation in the second (06:00-12:00 UTC), third (12:00-18:00 UTC) and fourth (18:00-24:00 UTC) intervals, more differences are observed for the first 6-h period, causing unrealistic results of the forecast precipitation for this whole first day of simulation. As a result, comparing the three days of simulation, it is observed that the accuracy of the model slightly decreases as the simulation moves forward. Nevertheless, it has been found that for the first day of simulation, the model skill is lower than that found the second day, due to the mentioned overestimation during the period 0-6h within the first day. This result is not related to a particular season.
On the contrary, it is a constant for all seasons of the year. Besides, this result is not found for the second and third days of simulation.
During summer, the tendency of the model to over-predict the observations is more notable within the period 12-18h (Fig. 8g) , where more differences are found with the other time intervals. This result apply to the other seasons of the year, as shown in Fig. 8c for the spring.
From all seasons of the year, the fall is the one where the largest values of accumulated rainfall are observed in the Valencia Region (Fig. 7) . In this case, considerable precipitation is distributed along the whole day (Fig. 9) . In the winter, rainfall is observed throughout the whole day, with higher amount of precipitation starting in the second 6-h interval (06:00-12:00 UTC) (Fig. 9f) . Spring and summer seasons show rather alike results in terms of accumulated precipitation for the different 6-h intervals.
In this case, higher amounts are observed in the third 6-h interval (12:00-18:00 UTC), specially in the summer where thunderstorms are common over the area of study. These (Table 4 ). In general, it has been found that POD, CSI and HSS decreases as the precipitation threshold increases, with the FAR score following the opposite trend.
In addition, for higher thresholds the model shows more difficulties in forecasting the observed precipitation pattern. Besides, it is important to note that the rainfall prediction within the summer is poorer than in the other seasons of the year, increasing the FAR score. The model has a tendency to over-predict the observations in all seasons, as indicated by the positive values of the bias score, being more marked for higher thresholds. Comparing the three days of simulation separately, the first day presents the largest values of POD, CSI and HSS scores, with the lowest value of FAR statistic (not shown). However, the accuracy of the model over this period is lower than the one computed for the other two days of simulation. Besides, the bias score is higher within the first day of simulation, with higher differences for larger thresholds. Once again, these differences seem to be related to the total precipitation forecast by the model within the first 6 hours of the simulation, that was not observed. Comparing the different scores by season, it is seen that although the tendency of the model in the fall is the same as in the other seasons of the year, RAMS is more accurate in this case, specially for the highest thresholds. In addition, the model is skilful in reproducing the forecast of precipitation properly at a percentage better than 90 % in general, as indicated by the AC score. Taking into account a particular threshold, there are no significant differences between the four seasons of the year. The largest deviation between seasons is located in the bias score, specifically for the maximum thresholds selected. In this case, the rainfall observed is better represented by RAMS in the fall and the winter. In contrast, the spring and the summer show the largest differences between the observations and the model.
The above verification process has also been followed using the four 6-h periods of the day. In tables 5-8 the results for the daily 6-h period of the second day of simulation are presented. As in Bartzokas et al. (2010) , the 30 mm threshold has been omitted because of the too low number of events. In addition, as may be observed in the mentioned tables, the 15 mm threshold cannot be considered decidedly convincing for the same reason. For the period 00:00-06:00 UTC, there is a clear trend of the POD, CSI and HSS scores to decrease as the threshold increases in the spring, summer and fall. On the contrary, FAR increases for higher thresholds. During winter, however, this trend is not so clear. Moreover, within this season, the bias increases for higher thresholds, as a difference with the other seasons of the year.
A relevant result that has been mentioned in this section is that the model presents difficulties in forecasting the observed precipitation for the first day of simulation (not shown). Thus, larger values of bias are found within the period 00:00-06:00 UTC compared to those found for the second and third days of simulation. As a result, the greatest errors found for the first day of simulation within the 24 hours are related to this significant overestimation of precipitation within the 00:00-06:00 UTC period of this day. These differences are found for all seasons of the year, being more notable during the summer and the spring. Besides, tables 7 and 8 show that for these seasons of the year, higher values of bias are produced by RAMS within the period 12:00-18:00 UTC for the highest thresholds, as well as within 18:00-24:00 UTC. As introduced above, in the summer season, episodes of thunderstorms are frequent over the Valencia Region . Thus, the model is in general overestimating the amount of precipitation recorded in these sort of events. As a result, the overestimation observed in the summer and the spring for the 24-h accumulated precipitation is related to the high differences in the period 12:00-18:00 UTC for all days of simulation. In addition, for the first day of simulation, these differences are reinforced with those found within the period 00:00-06:00 UTC. This could be related to the initialization of the model. In addition, a recent study carried out by Gómez et al. (2011) shows the influence and the impact of convective parameterization in the RAMS model results for a heavy rain event within the Valencia Region. As a result, it seems that the effect of the convective parameterization configuration used in this operational forecasting system should be considered in the future in order to improve the precipitation forecasts over the region of study.
Conclusions
The RAMS model has been running operationally for the period June 2007 to August 2010 within the Valencia Region. The results are used in order to develop a meteorological high-resolution real-time forecasting system focused on the forecast of meteorological and climatological hazards. The main aim of this paper has been to perform an evaluation of the operational forecasting system implemented in the Valencia Region. In this sense, a seasonal verification has been applied dividing the surface weather stations by coastal and inland locations. Separating both sort of stations permit to evaluate differences for the model forecasts in a regional way, as well as to obtain more information of the model skill. As a result, it has been found that differences arise in all variables analysed between coastal and inland stations, except for precipitation. Moreover, the model behaves in a different way throughout the year for these stations, with marked seasonal characteristics, particularly between the summer and the winter.
The following conclusions can be drawn according to this verification analyses.
Firstly, temperature is rather well captured by the model for coastal stations in the spring and the summer. However, more differences are found during the fall and the winter. The time of minimum temperature in the summer is very well reproduced by the model, but delay is found for the rest of the seasons, specially in the fall and the winter.
For inland stations, day time temperature is slightly overestimated in the spring and the summer, but is properly captured in the fall and the winter. In contrast, a significant over-prediction of the night time temperature is found in the spring and the summer.
This magnitude is rather well reproduced by the model in the fall and the winter seasons. In addition, the model follows correctly the diurnal heating observed in the spring and the summer, for all kind of stations. Moreover, the model captures quite well the night cooling in the fall and winter. On the contrary, the model has more problems while simulating this process in the summer.
Secondly, the relative humidity is in general under-predicted by the model for all seasons of the year, but this difference is remarkably more notable during summer, both for coastal and inland stations. Thus, the model is too dry, specially at night and in the summer, producing the model to be too warm within this period of the day. In contrast, in the fall and winter, the tendency of the model changes from day time to night time, In all cases, there is a period, between 8:00 and 10:00 UTC, for both spring and summer, coinciding with the wind flow transition from night time land breeze to day time sea breeze, where the model captures very well the relative humidity observed.
In the third place, surface wind direction is rather well reproduced by the model for both inland and coastal stations, accounting for the daily regimes and cycles observed. Moreover, the onset of the wind flow transition from night time land breeze to day time sea breeze is also well captured by the model. In terms of surface wind speed, this magnitude is properly simulated by RAMS both at night and day time for inland stations in all seasons. In this case, greater differences between the modelled and observed results are found in the summer season. For coastal stations, the model shows greater differences, mainly at day time and during the summer. Thus, the model is too windy, specially over coastal stations, reducing the skill of the model in forecasting this magnitude. Nevertheless, the daily and day-to-day evolution is in general fairly captured by the model. Finally, the precipitation forecasts are in general acceptable taking into account the restrictions and limitations in the initialization of an operational forecasting system as the one described here. However, the model shows a clear tendency to overestimate the observations, as shown in the categorical statistics computed for the 24-h and the 6-h accumulated precipitation. It has been observed that this behaviour is more marked for the first day of simulation, due to a significant over-prediction of the RAMS-simulated accumulated rainfall within the first 6-h interval (00:00-06:00 UTC). This result causes unrealistic elevated amounts of simulated precipitation for this day of simulation, and seems to be the reason for the higher differences found in the 24-h accumulated rainfall for this day compared to the second and third days of simulation.
As a final conclusion of the results shown in this work, it can be said that the implementation of the RAMS model presented in this study as a forecasting tool within the Valencia Region works properly. The results found for air temperature, relative humidity, wind speed and direction, and precipitation are very similar as well for the three days of simulation, with the exception the first 6-h precipitation totals for the first day of simulation. However, some issues, as the initialization of the model, should be investigated more in depth to evaluate possible methodologies that improve the model results. Besides, the performance of the radiative transfer parameterizations used in mesoscale models have a strong impact on the meteorological variables analysed within this paper. It is well known that radiation is one of the most important physical processes that drives the thermal circulations described. Thus, this information should be taken into account. Furthermore, the same model configuration has been maintained throughout the year. However, significant differences for the near-surface relative humidity have been observed between all seasons of the year separately, specially between the summer ans the winter. It is well known that the predominant meteorological situation during the summer over the area of study is associated with mesoscale circulations . However, during the winter more variability is observed in terms of the dominant atmospheric condition . As a consequence, the mentioned differences could also be related to a variance in the RAMS model performance under distinct weather and atmospheric conditions. Although RAMS has been implemented for a concrete area within the Western Mediterranean Basin, due to its similar climate and physical characteristics, we strongly believe that the results found is this study could be projected as well to other areas in the east coast of the Iberian Peninsula. In addition, the results reproduced in the present paper are analogous to those found in other Mediterranean Regions, using the RAMS model (Pasqui et al., 2004; Federico, 2011) , and using other real-time mesoscale models (Bartzokas et al., 2010) . Likewise, considering other areas with Mediterranean-type climate regimes, it has been found that atmospheric humidity is the main cause of elevated minimum temperatures in the summer (Gershunov et al., 2009) . In contrast, taking into account the temperature field within this season of the year, a cold bias was identified in RAMS simulations over east-central Florida (Case et al., 2002) .
Considering the above mentioned points, it is the author's aim to continue the verification of this operational system by testing some improvements found in the model results in diagnostic studies, such as the analysis of the role of the convective parameterization in the precipitation forecasts. and 18:00-24:00 UTC (d). Summer: 00:00-06:00 UTC (e), 06:00-12:00 UTC (f), 12:00-18:00 UTC (g) and 18:00-24:00 UTC (h). Tables   Table 1. Rams model settings for the three simulation grids: number of grid points in the x, y and z directions (nx, ny and nz), horizontal grid spacing (dx) and timestep (t). Table 2 . Model skill against surface observations for the first day of simulation and the different seasons of the year. Index of agreement, Bias and RMSE are included for the near-surface temperature (ºC) and relative humidity (%). The "Night" value is that obtained at 05:00 UTC while the "Day" value corresponds to the one calculated at 13:00
UTC. "All" value is the one taking into account all daily data. 
