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We implement arbitrary maps between pure states in the 16-dimensional Hilbert space associated
with the ground electronic manifold of 133Cs. This is accomplished by driving atoms with phase
modulated rf and µw fields, using modulation waveforms found via numerical optimization and
designed to work robustly in the presence of imperfections. We evaluate the performance of a
sample of randomly chosen state maps by randomized benchmarking, obtaining an average fidelity
> 99%. Our protocol advances state-of-the-art quantum control and has immediate applications in
quantum metrology and tomography.
PACS numbers: 03.65.-w, 03.67.-a, 42.50.Dv, 02.30.Yy
Coherent control of complex quantum systems plays
an important and steadily increasing role across much of
modern physics. In particular, high fidelity control is a
cornerstone of quantum information science (QIS), where
it is an essential part of quantum-enhanced approaches
to computation [1], simulation [2–4], communication [5]
and metrology [6]. Because qubits are often encoded in
physical spins, these tasks generally translate into con-
trol and measurement of individual and coupled spins.
Atomic ground states, comprised of coupled nuclear and
electronic spins, are a particularly attractive platform for
QIS due to long coherence times and an existing, powerful
toolbox for control and measurement. Examples include
ion-trap quantum computers [7], neutral-atom quantum
simulators [2], quantum memories [8], and spin squeezing
for quantum-limited clocks and magnetometers [9].
One of the most basic tasks of quantum control is to
time-evolve a quantum system from a given initial to a
desired final state (state mapping). In this letter we ex-
plore the limits of state mapping between arbitrary pure
states in a large Hilbert space, using as our test-bed the
16-dimensional hyperfine manifold associated with the
electronic ground state of 133Cs atoms. The atomic evo-
lution is driven by static, radio frequency (rf), and mi-
crowave (µw) magnetic fields, which is sufficient for full
controllability in the entire ground manifold [10]. In con-
trast to past work based on the tensor light shift [11, 12],
this approach is not affected by decoherence due to light
scattering and associated optical pumping. As a result,
our state map fidelities are limited only by imperfections
in the applied magnetic fields, and we show that these can
be compensated with “robust” control techniques [13]
analogous to those used for spin-1/2 systems in nuclear
magnetic resonance [14]. Finally, we implement and test
a protocol for randomized benchmarking of state maps,
inspired by those developed for Clifford gates in single-
and few-qubit systems [15, 16]. Combining these tech-
niques, we have implemented and benchmarked a large
sample of randomly chosen state maps and measured an
average fidelity of 99.11(5)%. The corresponding infi-
delity is smaller by a factor of 5 to 10 relative to some
recent experiments with similar-sized Hilbert spaces on
other platforms [17–19], and thus represents a signifi-
cant advance in state-of-the-art quantum control. Such
high-fidelity state mapping has important applications in
quantum state preparation, e. g. known inputs for pro-
cess tomography [20], states that increase the coupling
strength in atom-light interfaces and improve the gener-
ation of spin squeezing [21], and custom initial states for
the study of non-equilibrium dynamics in spinor quan-
tum gases [22–24].
A detailed theoretical study of our scheme for quan-
tum control of hyperfine-coupled electron and nuclear
spins in alkali atoms can be found in [10]. The most
important conclusion of that work is that controllability
can be achieved with a static bias magnetic field along
z, combined with phase modulated rf magnetic fields
along x and y, and a phase modulated µw field driv-
ing a single transition between the hyperfine manifolds
F± = I±1/2. In this context, controllability means that
the Hamiltonian dynamics can generate any transforma-
tion in SU(d), where d = 2(2I+1) is the Hilbert space di-
mension of the alkali ground manifold for nuclear spin I.
In the case of 133 Cs we have I = 7/2, and thus F± = 3, 4
and d = 16. In the rotating wave approximation, taking
into account the finite nuclear magnetic moment and the
second order Zeeman shift from the bias field, and driv-
ing the |F = 3,m = 3〉 ↔ |F = 4,m = 4〉 µw transition,
the corresponding control Hamiltonian has the form
HC = H0 +H
(3)
rf (φx, φy) +H
(4)
rf (φx, φy) +Hµw(φµw).
For a derivation and the full form of this Hamiltonian,
see the accompanying supplemental information and [25].
We note that H0 is independent of the control phases φx,
φy and φµw, that H
(3)
rf and H
(4)
rf are independent SU(2)
rotations of the F± = 3, 4 manifolds controlled by the
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FIG. 1. (Color online) Schematic of the experimental setup.
Laser cooled Cs atoms are prepared in an all-glass vacuum cell
centered within a plexiglas cube supporting the bias and rf
coils. Microwave radiation is provided by two horn antennae.
Stern-Gerlach analysis is performed by letting the atoms fall
in a magnetic field gradient provided by the MOT coils, and
inferring the magnetic populations from the time dependent
fluorescence excited by a probe beam and detected with a
photodiode.
phases of the rf fields, and that Hµw is an SU(2) rota-
tion of the |F±,m = F±〉 pseudospin controlled by the
phase of the µw field. Besides the control phases, the
control Hamiltonian depends critically on an additional
set of parameters Λ = {Ω0,Ωx,Ωy,Ωµw,∆rf ,∆µw}. Here
Ω0 = 1 MHz is the Larmor frequency at which the spin
F(4) precesses in the bias field, Ωx = Ωy = 9 kHz are the
rf Larmor frequencies in the rotating frame, Ωµw = 27.5
kHz is the microwave Rabi frequency, and ∆rf = ∆µw = 0
are the detunings of the rf and µw fields from resonance.
As described below, our control fields are designed un-
der the assumption that these parameters are very close
to the indicated values; assuring that this is the case in
the laboratory is one of the main challenges of the ex-
periment. Details of how the parameters Λ are measured
and set to their design values, as well as how their spatial
and temporal inhomogeneity are estimated, can be found
in [25].
Our experimental setup (Fig. 1) consists of a vapor-cell
magneto-optic trap (MOT) and optical molasses, capable
of preparing a few million Cs atoms at temperatures as
low as 3 µK. The bias and rf magnetic fields are applied
by three orthogonal coil pairs, each with a square cross
section but otherwise close to Helmholtz configuration.
The DC current for the bias field is supplied by a mod-
ified, ultra-stable quasi-cw laser diode driver, while the
current source for the rf fields is a dual-channel arbitrary
waveform generator followed by power amplifiers. The
microwave field is generated by a µw synthesizer running
at 9.2 GHz, mixed with a 30 MHz signal from a arbitrary
waveform generator, amplified and radiated by two sep-
arate microwave gain horns. The use of two gain horns
results in significant improvement in the homogeneity of
the µw intensity across the atom cloud. Using an all-
glass vacuum cell and avoiding nearby conductive and
magnetizable materials allows us to modulate the 1 MHz
rf fields in a bandwidth of a few hundred kHz. Finally,
synchronizing the experiment at a fixed point in the 60
Hz AC powerline cycle allows us to measure and com-
pensate static and AC background magnetic fields as de-
scribed in [26]. As a result, our combined static bias and
background fields along z are accurate to 20 ppm and
stable to about 10 ppm (30 µG). The bias field along
z makes the presence of background fields along x and
y less critical, and only static compensation at the mG
level is required here.
An experimental sequence begins by releasing a cold
atom sample into free fall. We use a combination of
optical pumping and Larmor precession to initialize the
atoms in a fiducial state |F = 4,m = 4〉, at which point
the static bias field is switched on to maintain the orien-
tation of the spin. The bias field stabilizes to the required
10 ppm level in ∼ 7 ms, at which point we apply rf and
µw fields with predetermined phase modulation wave-
forms over a time T to evolve the spins until they closely
approach the desired target state. Finally we measure
the populations in the 16 magnetic sublevels |F,m〉, by
performing Stern-Gerlach analysis as described in [27]
and detecting atoms in the F± manifolds with separate
optical probe beams.
Control fields that accomplish a given state map are
found using numerical techniques common to optimal
control. Starting from some initial state, the goal is to
find a set of time dependent phases {φx(t), φy(t), φµw(t)}
such that the fidelity relative to the target state, F =
|〈ψtarget|ψ(T )〉|2, is maximized after a fixed control
time T . Maximization is done with a gradient as-
cent algorithm, where in each iteration the time-evolved
state |ψ(T )〉 is found by numerical integration of the
Scho¨dinger equation, starting from |ψinitial〉 and using
the given values of the phases. To increase the speed
of integration we keep the phases piece-wise constant in
time, typically using 30 time steps for the µw phase and
15 time steps for each rf phase in a “control waveform”
of 300 µs duration (Fig. 2a). The total number of con-
trol variables (60) is thus well above the 2d − 2 = 30
real-valued parameters required to specify the transfor-
mation |ψinitial〉 → |ψtarget〉. We begin the numerical
search for phases {φ(i)x , φ(i)y , φ(i)µw} with a random guess,
and then use a standard routine from the MatLab opti-
mization toolbox to iteratively maximize F . The result
is a control waveform corresponding to a local maximum
3FIG. 2. (Color online) Implementation of the quantum
state map |4, 4〉 → (|3, 3〉 + |3,−3〉)/√2. (a) Phase modu-
lation waveform for the rf (top, middle) and µw (bottom)
fields. (b) Numerical simulation of the evolving quantum
state, shown as density matrices for the times indicated. Pop-
ulations are shown as dark (red) and coherences (absolute val-
ues only) as light (blue) tones. Magnetic sublevels are ordered
{|4, 4〉, ..., |4,−4〉, |3, 3〉, ..., |3,−3〉} along the axes.
in the control landscape; it is our experience that dif-
ferent initial guesses lead to different control waveforms,
but that if T is large enough nearly every initial guess
will result in a waveform that achieves > 99% fidelity.
This is consistent with the expected benign nature of the
search landscape [28].
The optimization procedure can be extended to find
control waveforms that are robust in the presence of er-
rors and imperfections. In our case the dominant im-
perfections are spatial inhomogeneities and shot-to-shot
variations of the parameters in HC. A robust control
waveform can then be found by maximizing the average
fidelity F¯ = ∫
Λ
P (Λ)|〈ψtarget|ψΛ(T )〉|2dΛ, where P (Λ)
is the probability that the parameters take on values Λ,
and |ψΛ(T )〉 is the corresponding final state [29]. In prac-
tice we have found it sufficient to average over three val-
ues of the bias field, {Ω0,Ω0 ± δΩ0}, and three values of
the µw Rabi frequency, {Ωµw,Ωµw ± δΩµw}, for a total
of nine combinations of parameter values. For simplic-
ity we assume each combination is equally probable, and
use variations δΩ0 = 100 Hz and δΩµw = 140 Hz that
are slightly larger than our estimated standard devia-
tions. This relatively coarse sampling of the probability
distribution speeds optimization, and we have found that
the resulting, optimized control waveform performs well
when its fidelity is averaged using a finer sampling of the
estimated Gaussian distributions. Again, it is our expe-
rience that waveforms with fidelity in excess of 99% can
almost always be found from a single initial guess. Fig-
ure 2b illustrates the performance of a robust control
FIG. 3. (Color online) (a) Stern Gerlach analysis of magnetic
sublevel populations, in the form of arrival time distributions
at the probe beam. Each line is a separate measurement
after a state map |4, 4〉 → |F,m〉 as indicated. (b) Histogram
of the fidelities for 32 non-obust state maps of this form. (c)
Histogram of the fidelities for 32 robust state maps of this
form.
waveform designed in this fashion. The figure shows in-
termediate and final density matrices from a numerical
simulation that includes an average over Λ, with conser-
vative estimates for the uncertainty of every parameter.
The resulting final state is very slightly mixed, but the
state map fidelity remains very high.
The simplest experimental test of our state mapping
protocol is to start from |F = 4,m = 4〉, map to any one
of the states |F,m〉, and estimate the fidelity directly by
measuring the population of the target state by Stern-
Gerlach analysis. Figure 3a shows Stern-Gerlach sig-
nals for maps to each of the 16 magnetic sublevels in the
ground manifold, while Figs. 3b&c show histograms of
the estimated fidelity for 32 non-robust and 32 robust
control waveforms (the sets contain two different control
waveforms for each map |4, 4〉 → |F,m〉). The trend in
this data suggests that robust waveforms slightly out-
performs non-robust waveforms. However, the estimated
fidelities include a substantial contribution from errors in
initial state preparation and final state readout, and are
therefore not an accurate measure of the fidelity of the
state maps themselves. Furthermore, this simple tech-
nique cannot be used to estimate the fidelity of state
maps where the final state is a coherent superposition
of two or more magnetic sublevels. In [30] we used the
state mapping procedure discussed here to produce com-
plex input states for tomography, and comparisons be-
tween a few (relatively low fidelity) reconstructions and
the corresponding target states can be seen there.
4To obtain an accurate measure of state map fidelity we
employ a procedure inspired by the randomized bench-
marking protocol developed for single- and multi-qubit
Clifford gates [15, 16]. The basic idea is to apply state
maps in progressively longer sequences, i. e.
|4, 4〉 → |ψ0〉 → |4, 4〉,
|4, 4〉 → |ψ0〉 → |ψ1〉 → |4, 4〉,
|4, 4〉 → |ψ0〉 → . . .→ |ψl〉 → |4, 4〉,
and estimate the overall fidelity of each sequence by mea-
suring the population returned to |4, 4〉. To increase sam-
ple size we consider a number of such progressions, each
consisting of different sequences with intermediate states
|ψ0〉, . . . , |ψl〉 chosen at random according to the Haar
measure [31]. For each progression we design control
waveforms to perform the corresponding state maps, im-
plement these in the laboratory, and measure the overall
fidelity as function of l. Finally we average together the
fidelities observed for the different progressions, which
improves statistics and smooths out fluctuations from ac-
cidental spin-echo effects in the individual progressions.
The resulting data is fit to a function
F(l) = 1
d
+
d− 1
d
(
1− d
d− 10
)(
1− d
d− 1
)l
,
where d = 16 is the Hilbert space dimension,  is the
average error per state map, and 0 is the average com-
bined error in the preparation (optical pumping into
|4, 4〉 and mapping |4, 4〉 → |ψ0〉) and readout (mapping
|ψl〉 → |4, 4〉 and measuring the |4, 4〉 population) steps.
This generalization of the fit function used for qubits [16]
ensures proper asymptotic behavior for large and small
l. Figure 4a shows typical data from this randomized
benchmarking protocol, from which we infer a fidelity
per state map F = 1 −  of 99.11(5)% and 97.7(3)% for
robust and non-robust control waveforms, respectively.
As a final step, we use numerical modeling to check
that our benchmarking protocol yields average fidelities
in reasonable agreement with other measures. We do this
in two steps, first by generating simulated benchmark-
ing data analogous to Fig. 4a and fitting it to obtain
average state map errors B , and secondly, by calculat-
ing the standard infidelities 1 − |〈ψtarget|ψ(T )〉|2 for the
state maps used in the simulation and averaging those
to obtain an average standard error S . This process is
repeated for many parameter values Λ, each time pro-
ducing a data point (B , S) for the possible correlation
between the two measures. Figure 4b shows a large col-
lection of such data points for parameters Λ that go well
beyond the range likely to be present in our experiment.
If our benchmarking protocol is reasonable one would ex-
pect all those data points to lie near the line S = B .
In practice they appear to fall mostly below that line,
clustered roughly in the range 0.5B < S < 1.15B This
FIG. 4. (Color online) (a) Randomized benchmarking data
showing the overall fidelity for sequences of up to 4 state maps.
Points are experimental data, lines are fits of the form F(l),
for robust (red circles) and non-robust (black diamonds) con-
trol waveforms. Error bars are one standard deviation for the
average over different state map sequences. The average fi-
delity per state map inferred from the fits are 99.11(5)% and
97.7(3)% respectively. (b) Plot showing the correlation be-
tween benchmarking and standard fidelities. Each data point
(B , S) is obtained from a numerical simulation performed
with a distinct set of values for the parameters in HC . Solid
and dashed lines correspond to S = B , S = 0.5B , and
S = 1.15B , respectively.
suggests that in some situations the benchmarking pro-
tocol may overestimate the standard error by as much
as a factor of two. In the context of our experiment,
this means the average of the standard fidelity for a set
of randomly chosen state maps is likely to lie between
99% and 99.5%, a result that could not easily have been
established by other means.
In conclusion, we have demonstrated that high fidelity
quantum state mapping can be implemented in the 16-
dimensional hyperfine ground manifold of 133Cs, by driv-
ing the system solely with phase modulated rf and µw
magnetic fields. Robust controls can be efficiently de-
signed to compensate for imperfections in the driving
fields, leading to significant improvements in the accu-
racy of the state maps. A randomized benchmarking
protocol was implemented and showed that the average
fidelity of such robust state maps is 99% or greater. Fu-
ture use of this platform includes the exploration of con-
trol tasks that are more complex than state maps, e. g.,
unitary transformations on the entire ground manifold
or subspaces thereof, and partial isometries that map be-
tween subspaces. Such studies will help address questions
related to the feasibility of numerical search for control
waveforms that implement those types of transformations
[32], as well as the possibility of inhomogeneous control
5and whether control can be robust in the presence of
static and time dependent perturbations [13].
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6SUPPLEMENTARY MATERIAL
CS ATOMS IN STATIC, RADIO FREQUENCY AND MICROWAVE MAGNETIC FIELDS
The hyperfine Hamiltonian for an alkali atom in the presence of a magnetic field is
H = AI · S+ gSµBS ·B+ gIµBI ·B, (1)
where gS and gI are the electron and nuclear g-factors respectively. When the magnetic interaction is negligible
compared to the hyperfine interaction, µB|B|  A, Eq. 1 can be rewritten in terms of operators that act separately
in the F± = 3, 4 manifolds,
H =
∆EHF
2
(P (4) − P (3)) + g4µBF(4) ·B+ g3µBF(3) ·B. (2)
Here ∆EHF is the hyperfine splitting, and P
(±), F(±) = P (±)FP (±), and g± are the projectors, angular momenta,
and Lande´ g-factors associated with the F± manifolds, respectively.
In our experiment the magnetic field B(t) = B0ez+Brf(t)+Bµw(t), where the magnitude of the static bias field far
exceeds that of the rf and µw components. Even though our system is deep in the linear Zeeman regime, µBB0 << A,
a second order correction to Eq. 2 is necessary to model the dynamics with sufficient accuracy. This can be done
using the Breit-Rabi solution for the energies of the magnetic sublevels in the presence of the bias field only,
E(m±) = −∆EHF
16
+m±x¯± ∆EHF
2
√
1 +
4m±
8
x+ x2, (3)
where m± are the magnetic quantum numbers in the F± manifolds, and x¯ = gIµBB and x = µBB∆EHF (gS − gI) are the
Breit-Rabi variables. Keeping terms up to second order in x and substituting in Eq. 2, we get the static part of the
Hamiltonian including the bias field,
H0 =
(
∆EHF
2
+
∆EHFx
2
4
)(
P (4) − P (3))+ (∆EHFx
8
+ x¯
)
F (4)z
−
(
∆EHFx
8
− x¯
)
F (3)z −
∆EHFx
2
64
(
F (4)z
2 − F (3)z
2)
. (4)
Substituting ~Ω0 = (∆EHFx8 + x¯) and grel = g3/g4, this can be written
H0 =
(
∆EHF
2
− 16grel~
2Ω¯20
∆EHF
)(
P (4) − P (3))+ ~Ω0(F (4)z + grelF (3)z )
+
grel~2Ω¯20
∆EHF
(
F (4)z
2 − F (3)z
2)
, (5)
where ~2Ω¯20 = ~2Ω20 − 4x¯2/grel. For our purpose the approximation Ω¯0 ≈ Ω0 is sufficient throughout. Note that
the difference in g-factors for the F± hyperfine manifolds, grel = −1.0032, cause the two manifolds to precess in
opposite directions and at slightly different rates. Furthermore, the quadratic Zeeman term, while small, can lead to
qualitative changes in the spin dynamics, e. g. collapse and revival of the mean spin.
We next consider the addition of rf and µw fields. Our rf magnetic field has two orthogonal components, Brf(t) =
Bxcos(ωrft− φx)ex +Bycos(ωrft− φy)ey, and the Hamiltonian for the rf interaction is
Hrf = ~Ωxcos(ωrft− φx)(F (4)x + grelF (3)x ) + ~Ωycos(ωrft− φy)(F (4)y + grelF (3)y ), (6)
7where ~Ωx = g4µBBx and ~Ωy = g4µBBy. Our µw magnetic field, Bµw(t) = Bµwcos(ωµwt−φµw) is resonant with the
|F = 4,m = 4〉 → |F = 3,m = 3〉 “stretched state” transition, and the bias field ensures that all other transitions are
off-resonance by at least Ω0 and can be ignored. The Hamiltonian for the microwave interaction can then be written
as
Hµw = ~Ωµwcos(ωµwt− φµw)
(|4, 4〉 〈3, 3|+ |3, 3〉 〈4, 4|), (7)
where the Rabi frequency Ωµw depends on the intensity and polarization of the µw field.
The overall Hamiltonian, H = H0 +Hrf +Hµw, can be recast in a more useful form, by a suitable transformation
followed by a rotating wave approximation (RWA). The transformed Hamiltonian is of the form
H ′ = U†HU − i~U† dU
dt
= U†H0U − i~U† dU
dt
+ U†HrfU + U†HµwU. (8)
where
U = e
−iαt
2 (P
(4)−P (3))e−iωrf t(F
(4)
z −F (3)z ), α = ωµw − 7ωrf . (9)
Considering first the static part of the Hamiltonian, H ′0 = U
†H0U − i~U†dU/dt, and noting that the operators P (±),
F
(±)
z , U and H0 all commute, one easily finds
H ′0 = H0 −
~α
2
(
P (4) − P (3))− ~ωrf(F (4)z − F (3)z ). (10)
It is useful to rewrite this in terms of rf and µw detunings, ∆rf = ωrf − Ω0 and ∆µw = ωµw − ω|4,4〉→|3,3〉, where
ω|4,4〉→|3,3〉 = ∆EHF/~ − 7grel~Ω20/∆EHF + (4 − 3grel)Ω0 is the splitting between the |4, 4〉 and |3, 3〉 states in the
presence of the static bias field. This gives us
H ′0 =
[3~Ω0
2
(1 + grel)− 25grel~
2Ω20
2∆EHF
− ~
2
(∆µW − 7∆rf)
](
P (4) − P (3))
+ ~Ω0(1 + grel)F (3)z +
grel~2Ω20
∆EHF
(
F (4)z
2 − F (3)z
2)− ~∆rf(F (4)z − F (3)z ). (11)
Transformation of the rf part of the Hamiltonian, H ′rf = U
†HrfU , can be accomplished by noting that
e
iαt
2 (P
(4)−P (3))F (±)x,y e
−iαt
2 (P
(4)−P (3)) = F (±)x,y , (12)
and
eiωrf t(F
(4)
z −F (3)z )F (±)x e
−iωrf t(F (4)z −F (3)z ) = F (±)x cos(ωrft)∓ F (±)y sin(ωrft),
eiωrf t(F
(4)
z −F (3)z )F (±)y e
−iωrf t(F (4)z −F (3)z ) = ±F (±)x sin(ωrft) + F (±)y cos(ωrft), (13)
which gives us
H ′rf = ~Ωxcos(ωrft− φx)
(
F (4)x cos(ωrft)− F (4)y sin(ωrft) + grelF (3)x cos(ωrft) + grelF (3)y sin(ωrft)
)
+ ~Ωycos(ωrft− φy)
(
F (4)x sin(ωrft) + F
(4)
y cos(ωrft)− grelF (3)x sin(ωrft) + grelF (3)y cos(ωrft)
)
. (14)
Multiplying through and dropping terms that oscillate at frequency 2ωrf , we obtain the rf Hamiltonian in the rotating
wave approximation,
8H ′rf =
~Ωx
2
[
cos(φx)F
(4)
x − sin(φx)F (4)y
]
+
~Ωy
2
[
sin(φy)F
(4)
x + cos(φy)F
(4)
y
]
+
grel~Ωx
2
[
cos(φx)F
(3)
x + sin(φx)F
(3)
y
]
+
grel~Ωy
2
[
− sin(φy)F (3)x + cos(φy)F (3)y
]
= H
(4)
rf (φx, φy) +H
(3)
rf (φx, φy). (15)
Finally, the µw part of the Hamiltonian transforms as
H ′µw = U
†HµwU
= ~Ωµwcos(ωµwt− φµw)e iαt2 (P (4)−P (3))eiωrf t(F (4)z −F (3)z )
× (|4, 4〉 〈3, 3|+ |3, 3〉 〈4, 4|)e−iαt2 (P (4)−P (3))e−iωrf t(F (4)z −F (3)z ). (16)
Using
ei
αt
2 (P
(4)−P (3))|F (±),m〉 = e±iαt2 |F (±),m〉,
eiωrf (F
(4)
z −F (3)z )|F (±),m〉 = e±imωrf |F (±)m〉, (17)
we can rewrite this as
H ′µw = ~Ωµwcos(ωµwt− φµw)
(
ei(7ωrf+α)t|4, 4〉 〈3, 3|+ e−i(7ωrf+α)t |3, 3〉 〈4, 4|). (18)
Multiplying through, dropping terms that oscillate at frequency 2ωµw, and substituting σx = ~
(|4, 4〉 〈3, 3|+|3, 3〉 〈4, 4|)
and σy = −i~
(|4, 4〉 〈3, 3| − |3, 3〉 〈4, 4|), we obtain the µw Hamiltonian in the rotating wave approximation,
H ′µw =
~Ωµw
2
[
cos(φµw)σx − sin(φµw)σy
]
= Hµw(φµw). (19)
Finally we pull it all together to obtain the control Hamiltonian,
HC = H
′
0 +H
(4)
rf (φx, φy) +H
(3)
rf (φx, φy) +Hµw(φµw)
=
[3~Ω0
2
(1 + grel)− 25grel~
2Ω20
2∆EHF
− ~
2
(∆µW − 7∆rf)
](
P (4) − P (3))
+ ~Ω0(1 + grel)F (3)z +
grel~2Ω20
∆EHF
(
F (4)z
2 − F (3)z
2)− ~∆rf(F (4)z − F (3)z )
+
~Ωx
2
[
cos(φx)F
(4)
x − sin(φx)F (4)y
]
+
~Ωy
2
[
sin(φy)F
(4)
x + cos(φy)F
(4)
y
]
+
grel~Ωx
2
[
cos(φx)F
(3)
x + sin(φx)F
(3)
y
]
+
grel~Ωy
2
[
− sin(φy)F (3)x + cos(φy)F (3)y
]
+
~Ωµw
2
[
cos(φµw)σx − sin(φµw)σy
]
(20)
