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Starting from the stochastic thermodynamics description of two coupled underdamped Brownian
particles, we showcase and compare three different coarse-graining schemes leading to an effective
thermodynamic description for the first of the two particles: Marginalization over one particle,
bipartite structure with information flows and the Hamiltonian of mean force formalism. In the limit
of time-scale separation where the second particle locally equilibrates, the effective thermodynamics
resulting from the first and third approach is shown to capture the full thermodynamics and to
coincide with each other. In the bipartite approach, the slow part does not, in general, allow for
an exact thermodynamic description as the entropic exchange between the particles is ignored.
Physically, the second particle effectively becomes part of the heat reservoir. In the limit where
the second particle becomes heavy and thus deterministic, the effective thermodynamics of the first
two coarse-graining methods coincides with the full one. The Hamiltonian of mean force formalism
however is shown to be incompatible with that limit. Physically, the second particle becomes a work
source. These theoretical results are illustrated using an exactly solvable harmonic model.
I. INTRODUCTION
Over the past two decades, stochastic thermodynam-
ics established the tools to formulate thermodynamics for
small systems subjected to significant fluctuations and
driven far from equilibrium [1–7]. This theory has been
successful in various contexts, e.g. Brownian particles
[8, 9], electronic systems [10], chemical reaction networks
[11, 12], active matter [13, 14] and information process-
ing [15]. In a nutshell, stochastic thermodynamics con-
sistently builds a thermodynamic structure on top of a
stochastic process described by master equations [16] or
Fokker-Planck equations [17], implicitly assuming that
the traced out degrees of freedom always stay at equilib-
rium.
In this paper we want to address two apparently dis-
tinct questions within the framework of underdamped
Fokker-Planck dynamics. First, we want to shed light
on the nature of heat and work by understanding how a
subset of degrees of freedom from the system can start to
behave as a thermal bath or a work source, respectively.
For systems characterized by master equations, it was
proven that if there is a time-scale separation between
the slow and the fast degrees of freedom, the latter equili-
brate with respect to the slow coordinates and represent
an ideal heat reservoir the slow degrees of freedom are
coupled with [18]. Instead, the conditions under which
a subset of degrees of freedom can generate a stochastic
driving on the system energies that can be treated as a
work source have been identified in Ref. [19]. However,
the limit of a smooth deterministic driving of the ener-
gies requires a limit that only an underdamped Fokker-
Planck equation can provide. We aim therefore at recon-
sidering these questions in this paper within the frame-
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work of underdamped Brownian dynamics. Secondly, we
want to consider various coarse-graining schemes preserv-
ing thermodynamic consistency that have been proposed
in the literature [20–35]. In particular, we want to fo-
cus on three different well-established approaches that
have been considered for stochastic dynamics governed
by master equations: First, the most straightforward
approach where a subset of states is explicitly coarse-
grained and the effective thermodynamics is defined for
that reduced dynamics as one formally would for the full
dynamics [18, 36]. Next, an approach based on splitting
the full system in two parts resulting in effective second
laws for each parts which are modified by a term de-
scribing the transfer of mutual information between each
parts. This approach provides a convenient framework to
describe how a Maxwell demon [37] mechanism can pro-
duce an information flow that is consumed by the system
to drive processes against their spontaneous direction
[38–41]. Finally, the so-called Hamiltonian of mean force
approach which introduces a notion of energy for a sys-
tem strongly coupled to its environment [42–44]. In this
paper, we will consider these various coarse-grainings for
underdamped Brownian particles and discuss how they
are related. As we will see, far from being distinct, the
question of the connection between the different coarse-
graining schemes will provide us with a good framework
to get insight into the nature of heat and work.
To achieve these goals, we will consider two coupled un-
derdamped particles as this model already contains the
key ingredients to generalize to multiple underdamped
particles. Besides interesting formal connections between
entropic contributions appearing in the different coarse-
graining schemes, we will find that the effective thermo-
dynamics based on marginalization and the Hamiltonian
of mean force become equivalent and capture the correct
global thermodynamics in the limit of time-scale separa-
tion. In this limit, the second particle is so much faster
than the first one that it instantaneously relaxes to a local
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2equilibrium corresponding to the coordinates of the first
particle. Conversely, the thermodynamics based on the
slow part of the bipartite structure does not agree with
the full thermodynamics. The mismatch corresponds to
the entropic contribution due to the coupling of the sec-
ond particle. Physically, the coarse-grained particle be-
comes part of the heat reservoir. Moreover, in the limit
where one particle has an exceedingly large mass com-
pared to the other one, we will find that the former be-
comes a work source acting on the latter. In that case,
the effective thermodynamics emerging from the first two
coarse-graining schemes, marginalization and bipartite
structure, again captures the correct global thermody-
namics (at least up to a trivial macroscopic friction term
in the work source). In contrast, we will show that the
Hamiltonian is incompatible with that limit. These the-
oretical predictions will be confirmed using an analyti-
cally tractable model made up of two linearly coupled
harmonic oscillators.
The plan of the paper is as follows. In Sec. II A
the stochastic thermodynamics for both a single under-
damped particle and two interacting and underdamped
particles is formulated. Next, in Sec. III we for-
mulate and compare the three different coarse-graining
approaches - marginalization, bipartite perspective and
Hamiltonian of mean force - for our underdamped two-
particle system. The respective effective thermodynamic
description is furthermore compared with the full one
in the two aforementioned limits. As an example, we
consider an analytically solvable model in Sec. IV. We
conclude with an outlook to potential future works is
provided in Sec. V.
II. STOCHASTIC THERMODYNAMICS
A. Single Underdamped Particle
We consider a particle of mass m with the phase-space
coordinate Γ = (x,v)> ∈ R6, where x ∈ R3 and v ∈ R3
denote position and velocity of the particle, respectively.
The particle moves in a time-dependent potential V (x, t),
hence its Hamiltonian reads
e(Γ, t) =
m
2
v2 + V (x, t). (1)
The particle is furthermore subjected to a generic
force g(Γ, t). When the force is conservative,
g(x, t) = −∂xV (x, t), its associated potential is as-
sumed to not contribute to the Hamiltonian. In order
to discriminate g from the force −∂xV , the former is
called exclusive and the latter referred to as inclusive
force. This terminology has been used for instance in
Ref. [45]. If the force g is nonconservative, it does not
derive from a potential. For generality, and since it will
be useful later, we assume that the force may be velocity-
dependent, g(Γ, t).
The system is coupled to a heat reservoir at inverse
temperature β, giving rise to zero-mean delta-correlated
Gaussian white noise
〈ηi(t)〉 = 0, 〈ηi(t)ηj(t′)〉 = 2ξ β−1 δijδ(t− t′), (2)
for i, j = 1, 2, 3. We denote by ξ the friction the parti-
cle experiences and set kB ≡ 1 in the following. Then,
the stochastic dynamics of the system is governed by the
following Langevin equation(
x˙
v˙
)
=
(
v
1
m [−∂xV (x, t) + g(Γ, t)− ξ v + η(t)]
)
, (3)
and the equivalent Fokker-Planck equation ruling the
time evolution of the probability density P (Γ, t) reads
∂t P = −∇ · (µP ) +∇ ·
(
D · ∇P ), (4)
with the drift and diffusion matrices
µ =
(
v
1
m [−∂xV (x, t) + g(Γ, t)− ξ v]
)
(5)
Dij =
ξ δij
βm2
6∑
n=4
δin , (6)
and the nabla operator ∇ ≡ (∂x, ∂v)>. The Fokker-
Planck Eq. (4) can be cast into a continuity equation
∂tP = −∇ · J = −∇ ·
(
Ldet +Ldiss
)
P. (7)
Here, the probability current J is split into a determin-
istic contribution
Ldet =
(
v
1
m [−∂xV (x, t) + g(Γ, t)]
)
, (8)
and a dissipative one
Ldiss = − ξ
m2
(
0
mv + β−1 ∂v lnP
)
. (9)
The average energy of the particle is
E =
∫
dΓ e P, (10)
and its rate of change
dtE = Q˙+ W˙ , (11)
can be decomposed into a work current
W˙ =
∫
dΓ P ∂te+
∫
dΓ P g · v, (12)
and into a heat current
Q˙ =
∫
dΓ e ∂tP −
∫
dΓ P g · v. (13)
Eq. (11) constitutes the first law of thermodynamics en-
suring energy conservation [46]. Using Eq. (7), the heat
current can be written as follows
Q˙ = −ξ
∫
dΓ P
(
v +
1
βm
∂v lnP
)
v . (14)
3The nonequilibrium system entropy associated with the
particle at Γ is defined as [47]
s(Γ) = − lnP, (15)
where the ensemble average coincides with the Shannon
entropy
S = −
∫
dΓ P lnP. (16)
Its time-derivative
dtS =
∫
dΓ [∇ ·Ldiss]P + I˙F = βQ˙+ Σ˙ + I˙F , (17)
can be split into the entropy flow from the bath to the
system, βQ˙, and the entropy production rate
Σ˙ = β ξ
∫
dΓ P
(
v +
1
βm
∂v lnP
)2
≥ 0, (18)
whose nonnegativity constitutes the second law of ther-
modynamics. Since it will be useful later, we introduced
the notation
I˙F ≡ 1
m
∫
dΓ P ∂v · g. (19)
Defining the nonequilibrium free-energy density
f(Γ) = e(Γ) − β−1s(Γ), one has for the average
nonequilibrium free energy
F =
∫
dΓP f = E − β−1S. (20)
Eq. (20) allows us to rewrite the work and heat current
in Eqs. (12) and (14) as
W˙ =
∫
dΓ P ∂tf +
∫
dΓP g · v
Q˙ = dt(F + β
−1S)− W˙ ,
(21)
and the entropy production rate in Eq. (18) as
Σ˙ = β(W˙ − dtF )− I˙F ≥ 0. (22)
The additional term I˙F in Eqs. (17) and (22) illustrates
that the presence of the velocity-dependent nonconser-
vative force g modifies the thermodynamics as noted in
Refs. [48, 49].
B. Special Cases
1. Standard Stochastic Thermodynamics
Owing to the velocity-dependence of g(Γ, t), Eqs. (17)
and (22) constitute a generalized entropy balance and a
generalized second law, respectively. The standard ther-
modynamic formulation
dtS = βQ˙+ Σ˙, T Σ˙ = W˙ − dtF ≥ 0, (23)
is recovered for velocity-independent or nonconservative
Lorentz forces, that is forces that are orthogonal to the
velocity, ∂v · g = 0. In one dimension, this is only true
for velocity-independent forces ∂v g = 0.
2. Deterministic Limit
The dynamics is deterministic if ξ = 0, which physi-
cally corresponds to a decoupling of the particle from the
thermal reservoir. According to Eq. (14), one has Q˙ = 0
and dtE = dtW . It follows furthermore from Eq. (18)
that Σ˙ = 0, hence it holds, using Eq. (17), that
dtS =
1
m
∫
dΓP ∂v · g. (24)
Again, if g is velocity-independent or a Lorentz force,
the deterministic dynamics becomes Hamiltonian and the
rate of entropy change is identically zero, dtS = 0. In this
case the second law is a triviality.
3. Heavy Particle
Finally, we consider the limit where the mass of the
particle diverges, m → ∞. We suppose that the conser-
vative force scales with the mass, i.e. O(∂xiV/m) = 1∀i,
to avoid the trivial case of a particle in a flat potential.
If ξ and g are finite, so that ξ/m→ 0 and g/m→ 0, one
finds using Eqs. (14), (17) and (18) that
Σ˙ = −βQ˙ = βξv2t ≥ 0, dtS = 0, (25)
where vt is the solution of the deterministic Eqs.
dtxt = vt, dtvt = − 1
m
∂xV (x, t)|x=xt . (26)
According to Eq. (25), the heavy particle corresponds to
the limit of macroscopic friction.
C. Two Coupled Underdamped Particles
We now consider two particles labeled by i = 1, 2 of
mass mi with the phase-space coordinate Γi = (xi,vi)>,
as depicted in Fig. 1. The particles move in a time-
dependent potential
V (x1,x2, t) = V1(x1, t) + V2(x2, t) + V
int
12 (x1,x2, t),
(27)
that contains the interaction potential V int12 (x1,x2, t) and
the Hamiltonian therefore reads
e(Γ, t) =
m1
2
v21 +
m2
2
v22 + V (x1,x2, t)
=
∑
i
ei(Γi, t) + V
int
12 (x1,x2, t) ,
(28)
where we denote the bare Hamiltonian of each particle
by ei(Γi, t) = miv2i /2 + Vi(xi, t) with i=1,2. Moreover,
we assume that both particles are subjected to velocity-
independent nonconservative forces gi(xi, t) [50].
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Figure 1. On the left, schematics of the two underdamped
and via V int12 interacting particles 1 and 2 that are in con-
tact with heat reservoirs at inverse temperatures β1 and β2,
respectively, are illustrated. It is furthermore assumed that
both particles are subjected to nonconservative forces gi(xi).
The right depicts the coarse-grained description of solely the
first particle in the presence of an additional nonconservative
force g(1)(Γ1) that encodes the interaction with the second
particle.
Each of the particles is connected to a heat reservoir at
inverse temperature βi giving rise to uncorrelated zero-
mean Gaussian white noise
〈η(i)j (t)〉 = 0, 〈η(i)j (t)η(i)j′ (t′)〉 = 2 ξiβ−1i δj,j′ δ(t− t′),
(29)
where ξi refers to the friction the particle i experiences.
The stochastic dynamics of the two-body system is ruled
by the following Langevin equation(
x˙i
v˙i
)
=
(
vi
1
mi
[−∂xiV (x1,x2, t)+gi(xi, t)−ξivi+η(i)(t)]
)
,
(30)
and the equivalent Fokker-Planck equation governing the
time evolution of the probability density P (Γ, t) reads
∂tP = −∇ · J = −∇ ·
(
Ldet +Ldiss
)
P, (31)
with ∇ = (∂x1 , ∂v1 , ∂x2 , ∂v2)>. The probability current
J can be split into a deterministic part
Ldet =

v1
1
m1
[−∂x1V (x1,x2, t) + g1(x1, t)]
v2
1
m2
[−∂x2V (x1,x2, t) + g2(x2, t)]
 , (32)
and a dissipative one
Ldiss =

0
−ξ1
m21
(m1v1 + β
−1
1 ∂v1 lnP )
0
−ξ2
m22
(m2v2 + β
−1
2 ∂v2 lnP )
 . (33)
The average energy of the system is
E =
∫
dΓ e P, (34)
and the first law of thermodynamics reads
dtE = Q˙+ W˙ , (35)
with the heat and work current
Q˙ =
∫
dΓ e P˙ −
∫
dΓ P (g1 · v1 + g2 · v2) (36)
W˙ =
∫
dΓ e˙ P +
∫
dΓ P (g1 · v1 + g2 · v2). (37)
Using the Fokker-Planck Eq. (31), we can write the heat
current in terms of additive contributions,
Q˙ =
2∑
i=1
q˙(i), q˙(i) = −ξi
∫
dΓP
(
vi +
1
βimi
∂vi lnP
)
vi.
(38)
Like in the single-particle case (16), the nonequilibrium
system entropy is defined as
S = −
∫
dΓP lnP, (39)
and the entropy balance is thus given by
dtS =
2∑
i=1
βi q˙
(i) + Σ˙, (40)
where the non-negative entropy production rate
Σ˙=
2∑
i=1
σ˙(i), σ˙(i)=βi ξi
∫
dΓP
(
vi+
1
βimi
∂vi lnP
)2
≥0,
(41)
constitutes the second law of thermodynamics. In fact,
Eq. (41) formulates a stronger statement: the additive
contributions σ˙(i) are separately non-negative.
III. COARSE GRAINING
A. Effective Dynamics
We now shift our attention to the first particle alone.
This formally amounts to integrating the Fokker-Plank
Eq. (31) over the coordinates of the second particle
5Γ2 = (x2,v2) such that we obtain the marginalized
probability distribution of particle one, P1 ≡
∫
dΓ2 P ,
that satisfies the following effective Fokker-Planck equa-
tion
∂tP1 = −∇1 · J1 = −∇1 ·
(
Ldet1 +L
diss
1
)
P1, (42)
with ∇1 = (∂x1 , ∂v1)>. The marginal probability current
J1 can be split into a deterministic part
Ldet1 =
(
v1
1
m1
[−∂x1V1(x1, t) + g1(x1, t) + g(1)(Γ1, t)]
)
,
(43)
and a dissipative one
Ldiss1 =
(
0
−ξ1
m21
(m1v1 + β
−1
1 ∂v1 lnP1)
)
. (44)
By comparison with the exact single-particle Fokker-
Planck Eq. (7), we note that the coarse-graining of the
second particle encodes the interaction between the two
particles in the effective and nonconservative force im-
posed on particle one
g(1)(Γ1, t) = −
∫
dΓ2 P2|1(Γ, t) ∂x1V
int
12 (x1,x2, t). (45)
We note that the evolution Eq. (42) is not closed since
g(1) depends on P2|1. Thus, solving the effective Fokker-
Planck Eq. (42) is as difficult as treating the full-Fokker-
Planck Eq. (31).
B. Effective Thermodynamics
1. Marginalization
In the following, we attempt to formulate a consistent
thermodynamic description for this reduced dynamics.
Naively, it is tempting to use as an educated guess the
single-particle expressions in Sec. II A for the reduced
dynamics. In this case, the naive entropy balance reads
dtS1 = β1q˙
(1) + Σ˙(1) + I˙
(1)
F , (46)
where we use the notation from Eq. (19),
I˙
(1)
F ≡
1
m1
∫
dΓ1 P1 ∂v1 · g(1), (47)
and denote the single-particle Shannon entropy by
S1 = −
∫
dΓ1 P1 lnP1, (48)
which implies for the non-negative effective entropy pro-
duction rate
Σ˙(1) = β1ξ1
∫
dΓ1 P1
(
v1 +
1
β1m1
∂v1 lnP1
)2
≥ 0. (49)
For reasons that will become clear soon, we however de-
fine the effective entropy balance as follows,
dtS = β1Q˙
(1) + Σ˙(1) + I˙
(1)
F , (50)
where the effective heat
Q˙(1) = q˙(1) + β−11 S2|1, (51)
is supplemented by the conditional Shannon entropy
S2|1 = S − S1 = −
∫
dΓ1 P1
∫
dΓ2 P2|1 lnP2|1. (52)
The difference between the full (38) and effective (51)
heat current can be written as
Q˙− q˙(1) = q˙(2) − β−11 S2|1. (53)
Moreover, the difference between the full (41) and the
effective entropy production rate (49) is given by
Σ˙− Σ˙(1) =
∫
dΓ1 P1 Σ˙1, (54)
with the internal entropy production rate kernel
Σ˙1 = Σ˙
′
1 + Σ˙
′′
1 , (55)
that can be split in the following two non-negative con-
tributions
Σ˙′1 = β2 ξ2
∫
dΓ2 P2|1
(
v2+
1
β2m2
∂v2 lnP2|1
)2
≥ 0 (56)
Σ˙′′1 =
ξ1
β1m21
∫
dΓ2 P2|1
(
∂v1 lnP2|1
)2 ≥ 0. (57)
The first contribution Σ˙′1 is the entropy production rate
of the second particle if the coordinates of the first one
are fixed, see Eq. (41). Conversely, the second contribu-
tion Σ˙′′1 can be viewed as a contribution to the entropy
production rate due to the correlation of the particles as
we will see in Eq. (65).
An equivalent decomposition to Eq. (55) for Marko-
vian master equations was found in Ref. [18]. From the
last two equations we deduce that the effective entropy
production (rate) always underestimates the physical one
Σ˙ ≥ Σ˙(1). (58)
It is important to note that at this general level it is im-
possible to fully capture the full thermodynamics solely
in terms of properties of the reduced dynamics. The
missing contributions require knowledge about the con-
ditional probability P2|1.
2. Bipartite System
A second approach to formulate an effective thermody-
namics is provided by a bipartite system where the two-
particle system is split into two single-particle subsys-
tems. The effective entropic expressions in both subsys-
tems are defined in the same formal way as one would for
6a single particle. Subsequently, the sum of the effective
entropy balances in both subsystems is compared with
the full one of the two-particle system in order to iden-
tify the so-called information flows exchanged between
the subsystems.
Physically, a bipartite system provides a simple and
convenient representation of a Maxwell’s demon since the
thermodynamic cost of the latter becomes fully accessi-
ble [38, 40, 41]. Mathematically, the bipartite structure
identifies the non-additive contributions of the full ther-
modynamic quantities for the two particles. We first note
that the additive contributions to the two-particle heat
current (38) can be rewritten in terms of marginalized
probabilities only as follows
q˙(i) = −ξi
∫
dΓiPi
(
vi +
1
βimi
∂vi lnPi
)
vi, (59)
where the marginal probability P2 is obtained analo-
gously as P1, that is by marginalizing the two-point prob-
ability P over Γ1. Using the last Eq. along with Eqs.
(13) and (38), we see that the following relation holds,
q˙(i) =
∫
dΓi ei P˙i −
∫
dΓi Pi vi ·
(
gi + g
(i)
)
, (60)
with the nonconservative force g(2)
g(2)(Γ2, t) = −
∫
dΓ1 P1|2(Γ, t) ∂x2V
int
12 (x1,x2, t).
(61)
Conversely, the additive contributions σ˙(i) to the en-
tropy production rate in Eq. (73) can not be represented
by marginal distributions only. Therefore, the entropy-
balance equations for the subsystems of the bipartite sys-
tem can not be expressed in terms of its associated de-
grees of freedom only. We proceed by deriving the non-
additive contribution to the entropy and identifying them
as the information flow.
To this end, we first define the relative entropy (or
Kulback-Leibler divergence) as a statistical measure of
the distance between the distributions P and P1P2 as
follows
I = D[P ||P1P2] =
∫
dΓP ln
P
P1P2
≥ 0, (62)
whose non-negativity readily follows from the inequality
lnP ≤ P − 1. From Eqs. (16) and (39) follows that
the relative entropy is the non-additive part of the two-
particle system entropy, i.e.
I = S1 + S2 − S. (63)
Physically, this quantity corresponds to the mutual in-
formation that is a measure of correlations that quanti-
fies how much one system knows about the other. If I
is large, the two systems are highly correlated, whereas
small values of I imply that the two systems know lit-
tle about each other. The time-derivative of the mutual
information
dtI = I˙
(2→1) + I˙(1→2), (64)
can be split into two directional information flows
I˙(2→1) =
∫
dΓ1P1
(
1
m1
∂v1 · g(1) − Σ˙′′1
)
(65)
I˙(1→2) =
∫
dΓ2P2
(
1
m2
∂v2 · g(2) − Σ˙′′2
)
, (66)
where we used Eqs. (45) and (57) in the first equation. In
the second equation we used Eq. (61) and introduced the
integral kernel specifying the difference between the full
and the effective entropy production rate for the second
particle,
Σ˙− Σ˙(2) =
∫
dΓ2 P2 Σ˙2 =
∫
dΓ2 P2(Σ˙
′
2 + Σ˙
′′
2), (67)
with
Σ˙′2 = β1 ξ1
∫
dΓ1 P1|2
(
v1 +
1
β1m1
∂v1 lnP1|2
)2
≥ 0
(68)
Σ˙′′2 =
ξ2
β2m22
∫
dΓ1 P1|2
(
∂v2 lnP1|2
)2 ≥ 0. (69)
The directional information flows can be interpreted as
follows: When I˙(i→j) > 0, the dynamics of particle j
increases the mutual information and thus the correla-
tions between the two particles. In other words, j is
learning about i and vice versa. Conversely, I˙(i→j) < 0
corresponds to decreasing correlations between the two
particles due to the evolution of particle j, which can
be interpreted as either information erasure or the con-
version of information into energy [38]. We furthermore
point out that a positive directional information flow in-
dicates that its force contribution
I˙
(i→j)
F ≡
1
mj
∫
dΓj Pj ∂vj · g(j), (70)
dominates its entropic part
I˙
(i→j)
S ≡ −
∫
dΓj Pj Σ˙
′′
j , (71)
since the latter is non-positive according to Eq. (57).
Various other interpretations of these mutual information
flows have been discussed in the literature [51–56].
An inspection of Eq. (47) reveals that the force contri-
bution of the information flow, I˙(i→j)F , is the additional
term that enters in the effective entropy balance due to
the velocity-dependent nonconservative force g(j),
dtSj = βj q˙
(j) + Σ˙(j) + I˙
(i→j)
F . (72)
7Using Eq. (71), we furthermore find that the difference
between the effective (49) and the additive contribution
to the two-particle entropy production rate (41) corre-
sponds to the entropic part of the information flow,
I˙
(i→j)
S = Σ˙
(j) − σ˙(j). (73)
The last two equations stipulate the following effective
entropy balance equation for particle j,
dtSj = βj q˙
(j) + σ˙(j) + I˙(i→j). (74)
It is important to note that Eq. (74) states that the direc-
tional information flows are the non-additive quantities
entering in the effective entropy balance. We emphasize
that Eq. (74) is the underdamped Fokker-Planck ana-
logue of the result found for master equations in Ref.
[38]. Moreover, using Eqs. (56) and (73), it holds that∫
dΓi Pi Σ˙
′
i = σ˙
(j) = Σ˙(j) − I˙(i→j)S , (75)
which because of Eq. (41) implies that
Σ˙ = Σ˙(1) + Σ˙(2) − I˙(2→1)S − I˙(1→2)S , (76)
An identical result for bipartite master equations was
found in Ref. [57] and recently for the more general case
of systems undergoing a quantum dynamics formulated
in terms of a density matrix, where the generator is ad-
ditive with respect to the reservoirs [58].
3. Hamiltonian of Mean Force
Finally, we present a third approach to define an effec-
tive thermodynamics for the reduced dynamics of particle
1 in Fig. 1, where we set β1,2 = β and g2 = 0. For rea-
sons that will become clear soon, we furthermore consider
an explicitly time-independent bare Hamiltonian of the
second particle ∂te2 = ∂tV2 = 0. As we will see, for this
approach only a specific class of initial conditions can be
considered.
The key concept is the so-called Hamiltonian of mean
force (HMF), originally utilized in equilibrium thermo-
statics [59], which defines an effective energy for particle
1 that accounts for the strong coupling [43] to the second
particle 2. Using it, this approach attempts to overcome
the problem identified in the context of Eq. (50) that
there is a priori no systematic way to embed the global
energetics into the reduced dynamics.
The marginal of the global (Gibbs) equilibrium distri-
bution over the second particle can be expressed as
Phmf1 =
∫
dΓ2 P
eq=
∫
dΓ2 e
−β(e−F eq)=e−β(H
hmf−F eqhmf ),
(77)
where we introduced the effective free energy F eqhmf of
particle one which is defined as the difference between
the full equilibrium free energy
F eq = − 1
β
ln
∫
dΓ e−βe, (78)
and that of the second particle
F eq2 = −
1
β
ln
∫
dΓ2 e
−βe2 , (79)
that is F eqhmf = F
eq − F eq2 . Consequently the HMF is
defined as
Hhmf ≡ e1 − β−1〈e−βV int12 〉eq2 . (80)
We denote by 〈·〉eq2 and 〈·〉eq an ensemble aver-
age over the equilibrium distribution of particle two,
P eq2 = exp[−β(e2 − F eq2 )], and over the global equi-
librium distribution, respectively.
The conditional equilibrium distribution P eq2|1 is ob-
tained by dividing the global (Gibbs) equilibrium dis-
tribution by the marginal one in Eq. (77)
P eq2|1 =
P eq
Phmf1
= e
−β
(
e−F eq
2|1
)
, (81)
where the free-energy landscape of particle one for a con-
ditionally equilibrated particle two is
F eq2|1 = e1 − β−1〈e−βV
int
12 〉eq2 + F eq2 = Hhmf + F eq2 . (82)
It is noteworthy that F eq2|1 is parametrically time-
dependent, whereas F eq2 has no time-dependence due to
the choice of a time-independent Hamiltonian e2. Eq.
(82) shows that up to F eq2 , the HMF is equal to the free
energy that the locally equilibrated second particle gen-
erates for given coordinates of the first particle.
Furthermore, we note the standard equilibrium identi-
ties
F eq2|1 = E
eq
2|1 −β−1Seq2|1, (83)
Eeq2|1 = ∂β(βF
eq
2|1) =
∫
dΓ2 P
eq
2|1 e (84)
Seq2|1 = β
2∂βF
eq
2|1 = −
∫
dΓ2 P
eq
2|1 lnP
eq
2|1, (85)
which, using Eq. (80), can be rewritten as
Eeq2|1 = ∂β
[
β
(
Hhmf + F eq2
)]
(86)
Seq2|1 = β
2 ∂β
(
Hhmf + F eq2
)
. (87)
Inspired by [42], we employ the HMF (80) and its de-
rived quantities in Eqs. (86) and (87) and average them
over arbitrary nonequilibrium probabilities for particle
one, i.e.
Ehmf (t) = 〈∂β(β Hhmf )〉(t), (88)
8and
Shmf (t) ≡ S1(t) + β2〈∂β Hhmf 〉(t), (89)
where 〈·〉(t) refers to an ensemble average over a generic
nonequilibrium distribution P (t). We note that the defi-
nition of the entropy (89) also includes the single-particle
Shannon entropy of particle one in addition to the contri-
bution that stems from the HMF. Choosing a definition
of work that coincides with the global one (37),
Whmf (t) ≡
t∫
0
dt′
[
〈e˙〉(t′) +
(∫
dΓ1 P1 v1 · g1
)
(t′)
]
,
(90)
the first law of thermodynamics imposes the following
definition for heat
Qhmf (t)=−W (t)+〈∂β(β Hhmf )〉(t)−〈∂β(β Hhmf )〉(0).
(91)
Defining the nonequilibrium free energy to be of the same
form as in the standard equilibrium case (83),
Fhmf (t) = Ehmf (t)− S
hmf (t)
β
= 〈Hhmf 〉(t)− S1(t)
β
,
(92)
we can rewrite the entropy balance
∆Shmf (t) = βQhmf (t) + Σhmf (t), (93)
in the form of a second law of thermodynamics as follows
Σhmf (t) = β
[
W (t)−∆Fhmf (t)] ≥ 0. (94)
In order to prove the non-negativity of this definition for
the entropy production [42, 44], an initial condition of
the form
P (0) = P1(0)P
eq
2|1 = P1(0) e
−β(e−Hhmf−F eq2 ), (95)
is required. Indeed, using Eqs. (20) and (94), we have
Σhmf (t)− Σ(t) = β (∆F −∆Fhmf (t)) . (96)
Due to the special choice for the initial condition (95),
Eqs. (86) and (87) are valid at t = 0 so that
F (0)− Fhmf (0) = F eq2 . (97)
At later times, Eqs. (86) and (87) are no longer valid
and we need to resort to the definitions (89) and (88) to
obtain
F (t)−Fhmf (t)=〈e〉(t)−〈Hhmf〉(t)+β−1[S1(t)−S(t)].
(98)
Since the HMF can also be expressed as
〈Hhmf 〉(t) = 〈e〉(t) + β−1〈lnP eq2|1〉 − F eq2 , (99)
we have
F (t)− Fhmf (t) = F eq2 + β−1
〈
ln
P (t)
P eq2|1 P1(t)
〉
, (100)
and finally arrive at
Σhmf (t)− Σ(t) = D[P (t) ||P eq2|1P1(t)] ≥ 0. (101)
Thus, the entropy production based on the HMF always
overestimates the global two-particle entropy production
which, because of Eq. (41), proves the inequality in Eq.
(94). Furthermore, with Eq. (58) we obtain the following
hierarchies of inequalities
Σhmf (t) ≥ Σ(t) ≥ Σ(1)(t), (102)
where the equality signs hold in the limit of time-scale
separation, as will be shown further below. The last
equation is the Fokker-Planck analogue of the result
found for master equations in Ref. [44]. This reference
also identifies the conditions under which the rate of the
entropy production (94) is non-negative.
C. Limiting Cases
As already pointed out above, the effective Fokker-
Planck Eq. (42) is, in general, not closed because of the
dependence on the conditional probability P2|1. With the
results of the preceding section at hand, we now study
the three different coarse-graining schemes for two limit-
ing cases in which the effective Fokker-Planck equation
becomes closed and thus analytically tractable.
1. Fast-Dynamics Limit: The Heat Reservoir
First, we assume a time-scale separation (TSS) be-
tween the stochastic dynamics of the two particles where
particle two evolves much faster than particle one. Hence
for fixed coordinates of the first particle, the second
generically relaxes towards a nonequilibrium steady state
and the stationary conditional probability P tss2|1 can be de-
termined by solving the fast dynamics for fixed Γ1. As
a consequence, the effective Fokker-Planck Eq. (42) be-
comes closed and the effective thermodynamics follows
from replacing P2|1 by P tss2|1 in all expressions in Sec.
III B. However, this effective thermodynamics naturally
does not match with the full one, as we would neglect
hidden degrees of freedom that are out-of-equilibrium.
The latter equilibrate only if g2 = 0 and β1,2 = β, that
is when the second particle instantaneously equilibrates
with respect to each value of the slow coordinates of par-
ticle one. Then, the conditional probability is given at
any time by the Gibbs distribution [18]
P tss2|1 (x1,Γ2) ≡ P eq2|1(x1,Γ2) = e
−β
(
e−F eq
2|1
)
. (103)
9As a result, the effective force g(1) in Eq. (45), becomes a
velocity-independent force that derives from an effective
potential so that[− ∂x1V1 + g(1)]∣∣∣
tss
= −∂x1F eq2|1, (104)
where the notation Z|tss corresponds to the conditional
probability P2|1 in the expression Z being substituted
by the equilibrium one in Eq. (103). Hence in the limit
of TSS and local equilibrium, the particle is subjected to
the effective potential given by the free-energy landscape
of the first particle, F eq2|1.
Marginalization. Substituting Eq. (103) into Eq.
(52) and accounting for probability conservation, we get
dtS2|1
∣∣
tss
β
=
∫
dΓ P˙1(t)P
eq
2|1
(
e− F eq2|1
)
(105)
=
∫
dΓ P˙1(t)P
eq
2|1 e−
∫
dΓ1 P˙1(t)F
eq
2|1.
(106)
With Eqs. (60) and (82), we note the relation
q˙(1)
∣∣∣
tss
=
∫
dΓ1 P˙1(t)F
eq
2|1, (107)
from which along with Eq. (51) follows that
Q˙(1)
∣∣∣
tss
= q˙(1)
∣∣∣
tss
+ β−1dtS2|1
∣∣
tss
= Q˙
∣∣∣
tss
, (108)
hence clarifying why the effective heat (51) was defined
to contain the conditional Shannon entropy.
We have therefore proven that in the limit of TSS the
effective (51) and the global heat current (36) coincide
and the first law of thermodynamics remains formally
the same as in Eq. (35),
dtE|tss = Q˙(1)
∣∣∣
tss
+ W˙
∣∣∣
tss
= Q˙
∣∣∣
tss
+ W˙
∣∣∣
tss
. (109)
Furthermore, in the limit of TSS, the time-dependence
of all quantities stems only from the dynamics of particle
one and the parametric time-dependence of the Hamil-
tonian. Equation (108) proves that the second law of
thermodynamics formally also remains the same as in
Eq. (41),
Σ˙(1)
∣∣∣
tss
= dtS|tss − βQ˙(1)
∣∣∣
tss
(110)
= dtS|tss − βQ˙
∣∣∣
tss
= Σ˙
∣∣∣
tss
≥ 0. (111)
Hence in the limit of TSS, the full thermodynamics of
the two particles can be described solely by the reduced
dynamics of a single particle that is subjected to the
potential F eq2|1. Physically, the second particle can be
viewed as being part of the heat reservoir the first
particle is coupled to.
Bipartite System. Furthermore, substituting (103)
into Eqs. (65), (70) and (71), gives a vanishing direc-
tional information flow from the fast to the slow particle,
I˙
(2→1)
F
∣∣∣
tss
= I˙
(2→1)
S
∣∣∣
tss
= I˙(2→1)
∣∣∣
tss
= 0. (112)
This means that in the limit of TSS the information flow
is completely asymmetric, dt I|tss = dt I(1→2)
∣∣
tss
. From
the last equation follows that the additive and effective
entropy production rate (49) agrees with the global one
(41),
σ˙(1)
∣∣∣
tss
= Σ˙(1)
∣∣∣
tss
= Σ˙
∣∣∣
tss
, (113)
which in turn implies that σ˙(2)
∣∣
tss
= 0. Though, there is
a mismatch between the effective entropy balance of the
slow particle (74) and the full entropy balance (40) given
by the conditional Shannon entropy,
dtS1|tss = βq˙(1)
∣∣∣
tss
+ σ˙(1)
∣∣∣
tss
= dtS|tss − dtS2|1
∣∣
tss
.
(114)
Moreover, the effective entropy balance of the second par-
ticle reads
dtS2|tss = β dtq(2)
∣∣∣
tss
+ dtI
(1→2)
∣∣∣
tss
, (115)
that can be rewritten as
dtS2|tss − dtS2|1
∣∣
tss
= dtI
(1→2)
∣∣∣
tss
. (116)
Equation (116) stipulates that the information flow
dtI|tss = dtI(1→2)
∣∣
tss
from the slow to the fast particle
does, in general, not vanish. This is physically plausible
since the particles are still correlated. The information
flow dtI(1→2)
∣∣
tss
reflects time-varying correlations
between the two particles due to the change of the
probability distribution of both out-of-equilibrium par-
ticles. Consequently, the information flow is zero for a
global equilibrium state characterized by P eq = P eq2|1 P
eq
1 .
Hamiltonian of Mean Force. We now turn to the
HMF formalism in the limit of TSS and local equilibrium,
β1,2 = β and g2 = 0. Further, as done above in the intro-
duction of the HMF formalism, we assume that the bare
Hamiltonian of the second particle is time-independent,
∂t e2 = 0. Because of Eq. (103), the requirement of
an initial equilibrium conditional probability distribution
(95) is fulfilled at all times t. Hence Eqs. (86) and (87)
are valid at any time t and a comparison with Eqs. (88)
and (89), respectively, shows that
Ehmf (t)
∣∣
tss
= E(t)|tss − ∂β(β F eq2 ) (117)
Shmf (t)
∣∣
tss
= S(t)|tss − β2 ∂β F eq2 . (118)
This explains the choice of a time-independent Hamilto-
nian e2, since in this case F
eq
2 has no time-dependence.
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As a result, the HMF definitions of the corresponding
currents coincide with the global ones,
dtE
hmf (t)
∣∣
tss
= dtE(t)|tss (119)
dtS
hmf (t)
∣∣
tss
= dtS(t)|tss . (120)
Moreover, we conclude that an agreement of the
definitions for the time-integrated quantities would be
achieved in the limit of TSS, if the HMF was defined
as Hhmf
∗ ≡ F eq2|1 which corresponds to the definition
F eq
∗
hmf ≡ F eq. In this case, the equivalence of definitions
would still be true for a time-dependent Hamiltonian e2.
By construction, the definitions of work agree [cf. Eqs.
(37) and (90)], thus it follows from Eq. (119) that the
definitions of heat current also coincide
Q˙hmf (t)
∣∣∣
tss
= dtE
hmf (t)
∣∣
tss
− W˙ (t)
∣∣∣
tss
= Q˙(t)
∣∣∣
tss
.
(121)
Since according to Eqs. (119) and (121) the entropy pro-
duction rates are also identical,
Σ˙hmf (t)
∣∣∣
tss
= dtS
hmf (t)
∣∣
tss
− βQ˙hmf (t)
∣∣∣
tss
= Σ˙(t)
∣∣∣
tss
,
(122)
we find that at the differential level the Hamiltonian of
mean-force formalism captures the full thermodynamics
in the limit of TSS. Furthermore, we have proven that in
the limit of TSS all definitions of the entropy production
rate in Eqs. (41), (49) and (93) are equivalent, i.e.
Σ˙(t)
∣∣∣
tss
= Σ˙(1)(t)
∣∣∣
tss
= σ˙(1)(t)
∣∣∣
tss
= Σ˙hmf (t)
∣∣∣
tss
.
(123)
Together with Eq. (110), this proves the equality signs
in Eq. (102) in the limit of TSS.
This constitutes our first main result: In the limit of
TSS and local equilibrium, the effective thermodynamic
descriptions resulting from marginalization and the HMF
formalism fully capture the full thermodynamics. In con-
trast, the effective bipartite description does not match
with the full thermodynamics since it neglects the corre-
lations between the two particles.
2. Large-Mass Limit: The Work Source
We proceed by studying the limit of a diverging mass of
the second particle, m2 →∞, that has already been dis-
cussed in Sec. II B. Again, in order to avoid any triviality
we assume that the potentials scale with the mass m2 as
follows: O(∂x2iV2/m2) = 1 ∀i while ∂x2iV int/m2 → 0 ∀i
as m2 → ∞. Because of the infinite mass of particle
two its motion occurs deterministically such that we can
neglect the influence of particle one. Consequently, the
marginal probabilities become statistically independent
and the conditional distribution reads
P det2|1 (Γ2, t) = P
det
2 (Γ2, t) = δ(x2 − xt) δ(v2 − vt),
(124)
for all times t including the initial time t = 0. Here, xt
and vt are the solutions of the deterministic equations of
motion (26). As a result, the effective force (45) becomes
conservative,
g(1)(x1, t)
∣∣∣
det
= −∂x1 V int12 (x1,x2, t)
∣∣
x2=xt
, (125)
where the notation Z|tss corresponds to the conditional
probability P2|1 in the expression Z being substituted
by the delta-correlated one in Eq. (124). Thus, we are
dealing with a closed effective Fokker-Planck Eq. (42)
for the light particle one that is externally driven by the
deterministic motion of the heavy second particle.
Marginalization. Since the marginal probabilities are
statistically independent, the conditional Shannon en-
tropy (52) vanishes,
S2|1
∣∣
det
= 0 (126)
such that the definition of the effective heat (51) reduces
to the naive one (46), Q˙(1)
∣∣∣
det
= q˙(1)
∣∣
det
. Therefore, by
inserting Eq. (124) into Eq. (36), we get
Q˙
∣∣∣
det
− q˙(1)
∣∣∣
det
= q˙(2)
∣∣∣
det
= −ξ2 v2t . (127)
Thus, the first law of thermodynamics remains - up to a
macroscopic frictional term related to the heavy particle
- formally the same as in Eq. (35),
dtE|det = q˙(1)
∣∣∣
det
+ W˙
∣∣∣
det
− ξ2 v2t = Q˙
∣∣∣
det
+ W˙
∣∣∣
det
.
(128)
Here, the difference is that the time-dependence of all
quantities comes from the dynamical time-dependence of
particle one alone, the parametric time-dependence of the
Hamiltonian and from the deterministic trajectory of the
second particle (xt,vt). Further, Eq. (126) implies that
the definitions for the single-particle Shannon entropy
(48) and the full system entropy agree (39),
dtS1|det = dtS|det , (129)
which, in turn, proves that the effective second law of
thermodynamics (49) - up to a macroscopic frictional
term of the heavy particle - formally also remains the
same as in Eq. (41),
Σ˙(1)
∣∣∣
det
= dtS1|det − β1q˙(1)
∣∣∣
det
= ˙˜Σ
∣∣∣
det
, (130)
where ˙˜Σ
∣∣∣
det
= Σ˙
∣∣∣
det
− β2 ξ2 v2t . The effective thermody-
namic description for the two particles therefore reduces,
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up to a simple macroscopic term, to the standard one of
a single particle that is subjected to an external driving.
Consequently, the physical interpretation of this limit is
that the second particle represents a work source that
modulates the energy landscape of the first particle
according to a protocol (xt,vt). If the deterministic
particle is furthermore Hamiltonian, ξ2 = 0, the work
source is non-dissipative and the effective description
coincides with the full one.
Bipartite System. Owing to the statistical indepen-
dence of the marginal distributions, the mutual informa-
tion (62) and thus the information flow is identically zero,
I|det = I˙2→1
∣∣∣
det
= I˙1→2
∣∣∣
det
= 0. (131)
As a result, the effective entropy balance of the light par-
ticle coincides with the full one,
dtS1|det= β1q˙(1)
∣∣∣
det
+ σ˙(1)
∣∣∣
det
= Q˙
∣∣∣
det
+ Σ˙
∣∣∣
det
= dtS|det ,
(132)
while the corresponding effective entropy balance equa-
tion for the heavy particle takes the simple macroscopic
form
β2 q˙
(2)
∣∣∣
det
= −σ˙(2)
∣∣∣
det
= −β2 ξ2 v2t . (133)
Hamiltonian of Mean Force. The large-mass limit
represents a special case of systems away from TSS. Yet,
the assumption of a conditional Gibbs state (95) is incon-
sistent with the independent single-particle distributions
(124). Therefore, the HMF formalism and the determin-
istic limit are incompatible.
We can therefore summarize our second main result:
In the deterministic limit, the effective thermodynamics
of the first two coarse-graining schemes - marginalization
and bipartite structure - are, up to a simple macroscopic
frictional term, equivalent to the full thermodynamics. In
contrast, the HMF formalism is incompatible with the de-
terministic limit. In fact, the HMF thermodynamics only
matches with the full one in the limit of TSS. This is not
surprising since the HMF definitions [cf. Eqs. (80) and
(95)] are motivated by equilibrium thermostatics. No-
tably, in the TSS limit there is a completely asymmetric
information flow from the slow to the fast particle, while
in the deterministic limit all information flows vanish.
IV. TWO LINEARLY COUPLED HARMONIC
OSCILLATORS
A. Full Solution
In this section, the results derived above are illustrated
for an analytically solvable example. For this purpose,
we consider an isothermal version of the setup in Fig.
1 in one dimension. Moreover, the Hamiltonian (28) is
assumed time-independent
V (x1, x2) = (k1x
2
1)/2 + (k2x
2
2)/2 + β(x1x2), (134)
and the nonconservative forces gi taken zero. Conse-
quently, there is no work done on or by the two-particle
system, dtE = dtQ. The Fokker-Planck Eq. (31) reads
∂t P = −∇ · (γ · ΓP ) +∇> ·
(
D · ∇P ), (135)
with Γ = (x1, v1, x2, v2)> and ∇ ≡ (∂x1 , ∂v1 , ∂x2 , ∂v2)>.
The constant drift coefficient and diffusion matrix read,
respectively,
γ =

0 1 0 0
− k1m1 −
ξ1
m1
− βm1 0
0 0 0 1
− βm2 0 − k2m2 −
ξ2
m2
 (136)
D =

0 0 0 0
0 ξ1
βm21
0 0
0 0 0 0
0 0 0 ξ2
βm22
 . (137)
This partial differential equation is supplemented by the
initial condition P (0) = δ(Γ(t) − Γ(0)). The solution of
this Fokker-Planck equation is given by a Gaussian [60]
P =
1
(2pi)2
√
det Υ
exp
[
− 1
2
(Γ−〈Γ〉)> ·Υ−1 ·(Γ−〈Γ〉)
]
,
(138)
where the average values of the coordinates are deter-
mined as follows
〈Γ〉(t) = eγt · Γ(0), (139)
and the covariance matrix is calculated as
Υkl(t) ≡ 2
∑
i,j
1− e−(λi+λj)t
λi + λj
Cij u
(k)
i u
(l)
j . (140)
Here, we introduced the transformation matrix
C = V ·D · V >, V =
(
v(1),v(2),v(3),v(4)
)
, (141)
where λi and u(i) (v(i)) denote the ith eigenvale and
right (left) eigenvector of the drift coefficient matrix γ,
respectively, i.e.
γ · u(i) = λi u(i)
v(i) · γ = λi v(i),
(142)
such that the left and right eigenvectors of γ constitute
an orthonormal dual basis, v(i) ·u(j) = δij . Substituting
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Eq. (138) into Eqs. (38) and (41), we obtain for the heat
current and the entropy production rate
Q˙ =
2∑
i=1
[
−ξi
(
Υ2i,2i + 〈Γ2i〉2
)
+
ξi
βmi
]
=
2∑
i=1
q˙(i) (143)
Σ˙ =
2∑
i=1
[
β ξi
(
Υ2i,2i +〈Γ2i〉2
)
−2 ξi
mi
+
ξi
βm2i
Υ−12i,2i
]
=
2∑
i=1
σ˙(i),
(144)
and because of Eq. (40)
dtS(t) =
2∑
i=1
(
ξi
β m2i
Υ−12i,2i −
ξi
mi
)
. (145)
In the following, the distribution for particle one P1(t)
is needed. The latter is readily determined by marginal-
izing Eq. (138) over the coordinates Γ2 of the second
particle,
P1 =
1
2pi
√
det Υ˜
exp
[
−1
2
(Γ˜− 〈Γ˜〉)> · Υ˜−1 · (Γ˜− 〈Γ˜〉)
]
,
(146)
with Γ˜ = (x1, v1)> and the inverse of the marginalized
covariance matrix Υ˜ that is given by
Υ˜−111 =
1(
Υ−134
)2 −Υ−133 Υ−144
[(
Υ−114
)2
Υ−133 − 2Υ−113 Υ−114 Υ−134 + Υ−111
(
Υ−134
)2
+
(
Υ−113
)2
Υ−144 −Υ−111 Υ−133 Υ−144
]
Υ˜−112 =
1(
Υ−134
)2−Υ−133 Υ−144
[
Υ−114 Υ
−1
24 Υ
−1
33−Υ−114 Υ−123 Υ−134−Υ−113 Υ−124 Υ−134+Υ−112
(
Υ−134
)2
+Υ−113 Υ
−1
23 Υ
−1
44−Υ−112 Υ−133 Υ−144
]
Υ˜−122 =
1(
Υ−134
)2 −Υ−133 Υ−144
[(
Υ−124
)2
Υ−133 − 2Υ−123 Υ−124 Υ−134 + Υ−122
(
Υ−134
)2
+
(
Υ−123
)2
Υ−144 −Υ−122 Υ−133 Υ−144
]
.
(147)
Inserting Eq. (146) into Eqs. (45) and (70), gives the
force contribution to the information flow from particle
two to one
I˙
(2→1)
F = −
β
m1
(
Υ˜−112 Υ13 + Υ˜
−1
22 Υ23
)
, (148)
which can be seen by noting that
− β
m1
∫
dΓP1 x2 ∂v1P2|1 =
β
m1
∫
dΓP x2 ∂v1 lnP1.
(149)
Moreover, from Eq. (49) follows for the effective entropy
production rate
Σ˙(1)=β ξ1
(
Υ˜22+〈Γ2〉2
)
−2 ξ1
m1
+
ξ1
βm21
Υ˜−122 , (150)
from which via Eqs. (73) and (144) we get the entropic
contribution to the information flow
I˙
(2→1)
S =β ξ1
(
Υ˜22−Υ22
)
+
ξ1
βm21
(
Υ˜−122 −Υ−122
)
. (151)
Combining the last three equations with Eqs. (50), (51)
and (52), yields
I˙(2→1) = β ξ1
(
Υ˜22 −Υ22
)
+
ξ1
βm21
(
Υ˜−122 −Υ−122
)
− β
m1
(
Υ˜−112 Υ13 + Υ˜
−1
22 Υ23
)
(152)
dt S2|1 =
ξ2
βm22
Υ−144 −
ξ2
m2
− β
m1
(
Υ˜−112 Υ13 + Υ˜
−1
22 Υ23
)
− β ξ1
(
Υ˜22 −Υ22
)
− ξ1
βm21
(
Υ˜−122 −Υ−122
)
(153)
Q˙(1) =
ξ2
βm22
Υ−144 +
ξ1
m1
− ξ2
m2
− β
m1
(
Υ˜−112 Υ13 + Υ˜
−1
22 Υ23
)
− β ξ1
(
Υ˜22 + 〈Γ2〉2
)
− ξ1
βm21
(
Υ˜−122 −Υ−122
)
. (154)
B. Fast-Dynamics Limit
Since g2 = 0, the limit of TSS implies that the second
particle is at local equilibrium conditioned on the coor-
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dinates of particle one. Within TSS, the effective force
(104) reads
g(1) = β2
x1
k2
, (155)
and closes the effective Fokker-Planck Eq. (42),
∂tP1 = −∇1 ·
[(
γ1 · Γ˜
)
P1
]
+∇1 ·
(
D1 · ∇1P1
)
, (156)
with ∇1 ≡ (∂x1 , ∂v1)>. The drift coefficient and the
diffusion matrix read
γ1=
(
0 1
− k1m1 −
β2
k2m1
− ξ1m1
)
, D1=
(
0 0
0 ξ1
βm21
,
)
. (157)
This Fokker-Planck equation implies that we are deal-
ing with a bivariate Ornstein-Uhlenbeck process, thus its
solution is given by a bivariate Gaussian [60]
P1 =
1
2pi
√
det Υ˜
e−
1
2 (Γ˜−〈Γ˜〉)
>· Υ˜−1· (Γ˜−〈Γ˜〉) , (158)
where the covariance matrix Υ˜ is specified by Eq. (140)
and the averages of the coordinates Γ˜ are determined as
follows
〈Γ˜〉(t) = eγ1t · Γ˜(0). (159)
In the following of this subsection, we employ the nu-
merical values ξ1 = 0.8, β = 0.05, k1 = 1,m1 = 1,
while we consider three different spring constants k2
masses m2 and friction coefficients ξ2: (k2 = 15,m2,a =
5 , ξ2,a = 0.75), (k2 = 25,m2,b = 7.5 , ξ2,b = 0.25) and
(k2 = 50,m2,c = 10 , ξ2,c = 0.1). This choice of parame-
ters corresponds to an increasing separation of the time-
scales between the different stochastic dynamics of the
two particles. In the order a− b− c, the second particle
approaches equilibrium conditioned on the coordinates
of the first particle: Since the interaction potential scales
linearly in the inverse temperature [Eq. (134)], we chose a
relatively small value for β to implement a weak-coupling
condition between the first and second particle - a crucial
requisite for the second particle to behave like an ideal
heat reservoir [61, 62]. As k2 and m2 increases and ξ2
decreases, the relaxation time-scale of the second parti-
cle further shrinks, hence the time-scales of the particles
dynamics start to separate, as desired. Moreover, we pre-
pare the initial condition (95) with P1(0) = δ(Γ˜− Γ˜(0))
with Γ˜(0) = (2, 1)>.
Fig. 2 depicts in a) the difference between the global
Q˙ and effective heat current Q˙(1) and in b) the scaled dif-
ference between the global Σ˙ and effective entropy pro-
duction rate Σ˙(1) as a function of time t. We observe
that both the effective heat current and entropy produc-
tion rate converge to the corresponding full quantities
in the limit of TSS. The overall system remains out-of-
equilibrium as reflected by finite (effective) heat currents
and (effective) entropy production rates of the first par-
ticle. Since the corresponding single-particle definition
for the heat, q˙(1), does not agree with definition of the
effective one [not shown in a)], it follows that the time-
derivative of the conditional Shannon entropy, dtS2|1 re-
mains finite in the limit of TSS. We furthermore note
that the effective heat current and entropy production
rate are in agreement with the time-derivative of the heat
(91) and entropy production (93) using the HMF formal-
ism. Moreover, Fig. 2 c) shows that the directional in-
formation flow I˙(2→1) vanishes in the limit of TSS. This
in turn implies first that the additive contribution σ˙(2)
to the full entropy production rate becomes zero while
the inverse information flow I˙(1→2) remains finite. It fur-
thermore follows from the nonpositivity of I˙(2→1) that
the non-positive entropic contribution I˙(2→1)S dominates
over the non-negative force contribution I˙(2→1)F .
C. Large-Mass Limit
In the large-m2 limit, the effective force (125) reads
g(1) = −β x2|x2=xt , (160)
and closes the effective Fokker-Planck Eq. (42),
∂tP1 = −∇1 ·
[(
γ1 · Γ˜ + g(1)
)
P1
]
+∇1 ·
(
D1 · ∇1P1
)
.
(161)
The constant drift coefficient, the scaled effective force
vector and the diffusion matrix read
γ1 =
(
0 1
− k1m1 −
ξ1
m1
)
, g(1) =
(
0
−βxtm1
)
, D1 =
(
0 0
0 ξ1
βm21
,
)
.
(162)
This partial differential Eq. is supplemented by the ini-
tial condition P1(0) = δ(Γ˜ − Γ˜(0)) with Γ˜(0) = (2, 1)>.
The averages are determined as follows
〈Γ˜〉(t) = eγ1t · Γ˜(0) +
∫ t
0
eγ1(t−t
′) · g(1)(t′) dt′, (163)
while the coordinates (xt, vt) of the second particle follow
the solution of the deterministic equation of motion (26),
xt = 2 cos
(
k2
m2
t
)
+
m2
k2
sin
(
k2
m2
t
)
vt = cos
(
k2
m2
t
)
− 2 k2
m2
sin
(
k2
m2
t
)
,
(164)
for the initial condition as chosen above. In the following,
we employ the numerical values ξ1 = 0.3, ξ2 = 1.5, β =
1, k1 = 4 , m1 = 1, while we consider three different
masses m2 and constants k2 such that their ratio remains
constant: (m2,a = 4 , k2,a = 3.8), (m2,b = 40 , k2,b = 38)
and (m2,c = 400 , k2,c = 380). It is important to note
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Figure 2. Difference between the full Q˙ and effective heat
current Q˙(1) in a) and between the scaled full β Σ˙ and scaled
effective entropy production rate β Σ˙(1) in b) as a function of
time t. The information flow I˙(2→1) is depicted in c). More-
over, the effective quantities based on the HMF are overlaid
in Figs. a) and b).
that the set of parameters a, b, and c are chosen such
that the ratio of m2 and k2 remains constant and thus
leaves the determinstic trajectory of the second particle
invariant according to Eq. (164).
Fig. 3 depicts the variances Υ11 and Υ33 of the po-
sitional variables x1 and x2, in panels a) and b) respec-
tively. As expected, the fluctuations of the first particle
do not exhibit striking qualitative changes since the vari-
ance of the second particle vanishes with growing mass
m2. We verify that
Υij = 0, ∀ ij 6= {11, 12, 21, 22} (165)
thus confirming that the second particle behaves deter-
ministically in the large-m2 limit as prescribed by the
equations of motion (164).
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Figure 3. Variance Υ11 in a) and Υ33 in b) of the positional
degrees of freedom x1 and x2, respectively, as a function of
time t.
Next, Fig. 4 a) shows that the effective heat current,
Q˙(1), converges to the full one, Q˙, minus the macroscopic
dissipation of the heavy particle, ξ2v2t , as m2 increases.
This macroscopic term is naturally non-negative and
periodic with the frequency k2/m2 due to the choice of
a harmonic potential (134). Furthermore, Fig. 4 b) il-
lustrates the convergence of the effective entropy produc-
tion Σ˙(1) to the full one, Σ˙, plus the macroscopic dissi-
pation of the heavy particle with increasing ,m2. Since
the single-particle definitions for the heat current, q˙(1),
and the entropy production rate, σ˙(1), also converge to
the full quantities, respectively, it follows that the time-
derivative of the conditional Shannon entropy, dtS2|1,
and the information flow from the light to the heavy par-
ticle, I˙(1→2), vanish as m2 grows.
Finally, in Fig. 4 c) the directional information flow
from the heavy to the light particle I˙(2→1) is shown to
decrease in modulus with increasing m2. It is interest-
ing to note that the vanishing directional flow becomes
negative if m2 is sufficiently large. This means that the
non-positive entropic contribution converges at a slower
rate to zero than the force one does.
V. CONCLUSION
In this work, we presented three coarse-graining ap-
proaches for the thermodynamics of two interacting un-
derdamped Brownian particles: The observation of only
one particle while the other one has been coarse-grained,
the partitioning of the two-body system into two single-
particle systems exchanging information flows and the
15
−5
0
a)Q˙a − Q˙(1)a Q˙b − Q˙(1)b
Q˙c − Q˙(1)c β(Q˙c − q˙(1)c )
−ξ2 v2t
0
5
10
b)Σ˙a − Σ˙(1)a Σ˙b − Σ˙(1)b
Σ˙c − Σ˙(1)c Σ˙c − σ˙(1)c
ξ2 v
2
t
0 2 4 6 8 10
0
0.01
c)
t
I˙
(2
→
1
)
I˙
(2→1)
a
I˙
(2→1)
b
I˙
(2→1)
c
Figure 4. Difference between the full Q˙ and effective Q˙(1) heat
current in a). Moreover, the heat current associated with the
heavy particle, q˙(2) = −ξ2 v2t , as well as the difference between
Q˙ and q˙(1) is overlaid. Fig. b) is analogous to a) but depicting
entropy production rates. Information flow I˙(2→1) is shown
in panel c).
Hamiltonian of mean force formalism. We demonstrated
that the effective thermodynamics of first and third ap-
proach is equivalent to the correct global thermodynam-
ics in the limit of time-scale separation between the two
particles, where the faster evolving particle equilibrates
with respect to the coordinates of the more slowly evolv-
ing particle. Conversely, we observed a mismatch be-
tween the effective and full thermodynamics in the bipar-
tite case, since the entropic contribution due to the cou-
pling of the two particles is not taken into account. Phys-
ically, in this limit the faster evolving particle becomes
part of the heat reservoir to which the other particle is
coupled to. Conversely, if one particle becomes determin-
istic because of an exceedingly large mass compared to
the other particle’s mass, it acts as an additional work
source on the lighter particle. In this case, the effective
thermodynamics of the first two of the aforementioned
three approaches agree, up to a simple macroscopic term
related to the dissipation of the work source, with the
correct global one. The Hamiltonian of mean force for-
malism however was shown to be incompatible with the
large-mass limit. In fact, the same is true for any phys-
ical regime outside the time-scale separation limit. This
reflects that the Hamiltonian of mean force formalism
was originally motivated by and employed in equilibrium
thermostatics. These theoretical predictions were con-
firmed via an analytically tractable model made up of
two linearly coupled harmonic oscillators. We remark
that the generalization to an arbitrary many-body sys-
tem, where particle one and two are replaced by two
subsets of interacting particles is straightforward. Since
the findings for systems with arbitrarily many bodies are
identical to the results for the two-body setup reported
above, an explicit presentation of the former is omitted.
We leave the study of effective fluctuating thermody-
namics in underdamped systems for future works. In
this context, it would also be interesting to explore if
other coarse-graining schemes that were applied to jump
processes, for instance as proposed in Refs. [63, 64],
can also be utilized in underdamped Fokker-Planck
systems. These studies could give rise to new strategies
for systematically and thermodynamically consistently
coarse-graining many-body systems.
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