Abstract-This paper compares two-dimensional (2-D) and threedimensional (3-D) object modeling in terms of their capabilities and performance (peak signal-to-noise-ratio and visual image quality) for very low bitrate video coding. We show that 2-D object-based coding with affine/perspective transformations and triangular mesh models can simulate almost all capabilities of 3-D object-based approaches using wireframe models at a fraction of the computational cost. Furthermore, experiments indicate that a 2-D mesh-based coder-decoder performs favorably compared to the new H.263 standard in terms of visual quality.
model that exhibits 3-D rigid or flexible motion, while a 2-D object is represented by a shape that undergoes a 2-D spatial transformation. This paper compares 3-D versus 2-D object modeling for objectbased compression. Although various modeling approaches have been reviewed in recent surveys, such as [2] - [6] , a comparison of their performance in terms of peak signal-to-noise-ratio (PSNR) and visual quality has not been reported. Here, we compare a 3-D knowledgebased approach using a 3-D head-shoulders wireframe model, a 2-D triangular mesh-based method, and the new H.263 standard in terms of their motion compensation and compression performance. In Sections II and III, respectively, we review 3-D and 2-D object modeling. This analysis shows that a 2-D triangular mesh-based coder with affine motion mapping can simulate most capabilities of a 3-D wireframe-model-based approach under the orthographic projection. Further, 2-D mesh models (unlike 3-D wireframe models) can be easily designed for arbitrary scenes, and 2-D parametric motion estimation is a better-posed problem than 3-D motion and structure estimation. Comparative experimental results are provided in Section IV.
II. 3-D OBJECT MODELING
Modeling scene objects with 3-D structure and motion potentially enables accurate motion compensation, even in the presence of out-of-plane rotations and mild deformations, at the expense of increased complexity and sensitivity to deviations from the modeling assumptions. The first step in 3-D modeling is to detect the boundary (2-D silhouette) of objects of interest. Several methods have been proposed for automated detection of objects, which range from specialized algorithms, such as face detection modules [7] , to general techniques, such as color and motion segmentation [8] . Threedimensional model-based compression schemes can be classified as those that do not assume prior knowledge of the scene content (generic) and those which do (knowledge-based). Methods based on the source model of rigid 3-D objects (R3D) with 3-D motion [9] and flexible 3-D objects (F3D) with 3-D motion [10] belong to the former class. In these schemes, a 3-D triangular mesh (wireframe) model of an object of interest is reconstructed from its 2-D silhouette using the generalized cylinder approach. The flexible object model allows for deformations on the surface of the object due to local motion in addition to its global motion.
On the other hand, knowledge-based schemes are tailored for particular types of scenes, such as head-and-shoulders scenes. They start with a predesigned 3-D wireframe model which needs to be scaled and perhaps adapted to the scene under consideration. The MBASIC method [11] , based on an orthographic global motion model and cut-and-paste facial expression synthesis, was among the first systems using a 3-D wireframe model. Later, Li and Forcheimer proposed simultaneous global and local motion estimation based on a 3-D wireframe model, where local motion was modeled in terms of a number of action units based on the facial action coding system (FACS) [12] . In these methods, scaling and adaptation of the wireframe model have been performed prior to motion estimation. As a result, any wireframe model misfit affects motion estimation negatively. More recently, Bozdagi et al. [13] presented a method for simultaneous global/local motion estimation and 3-D wireframe (3DW) model adaptation using geometric and photometric constraints. Facial expression analysis based on the FACS can also be easily incorporated into this formulation. Finally, a codec which automatically switched from a generic object-based mode to a knowledge-based mode, using a face detection module, was presented in [14] .
In the following, we briefly review the 3DW framework proposed by Bozdagi et 
with respect to ! x , ! y , ! z , T x , T y , p i , q i , and c i where (L x ; L y ; L z ) is the unit vector in the mean illuminant direction, is the surface albedo, and Ix, Iy, and It are the partial derivatives of image intensity in x, y, and t, respectively. The last term in (3) accounts for the photometric effects (intensity variations due to 3-D motion) and can be dropped should this effect be neglected.
It is important to note that the structure parameters p i , q i , and ci are not completely independent of each other (see Fig. 1 ). Each triangular patch is surrounded by either three or two (if it is on the boundary of the object) other triangles. The fact that two neighboring patches must intersect at a straight line and three neighboring patches must meet at a point imposes constraints on the structure parameters in the form
where p j , q j , and c j denote the parameters of the jth patch, and
denote the coordinates of a point that lies at the intersection of the ith and jth patches. These constraints serve to reduce the number of independent structure parameters and preserve the connectivity of the 3-D wireframe model. A stochastic relaxation algorithm has been used to find the best global motion and independent structure parameters. The independent structure parameters p i , q i , and c i have been sequentially determined, where previously updated parameters at the same iteration cycle serve as constraints [13] . Although this formulation is quite powerful, complexity of the resulting algorithm and possible convergence to a local minimum may hamper the effectiveness of the method.
III. 2-D OBJECT MODELING
A variety of methods have been proposed for improved MC, including deformable block MC [15] , overlapped block MC [16] , region-based MC [17] - [19] , and 2-D mesh-based MC [20] - [27] . These approaches can also be applied to 2-D object-based MC given the boundaries of objects of interest. Among the region-based approaches, Hoetter [17] proposed the source model of flexible 2-D objects (F2D) with 2-D motion, where the motion of an object is characterized by a subsampled dense motion field within the object boundaries. Later, Gerken [19] developed a very low bitrate codec based on this model. Mesh-based motion compensation features a continuously varying motion field which can model affine, perspective, or bilinear spatial deformations. Brusewitz [20] proposed triangle-based motion compensation, where a triangular mesh is overlaid on the image. Sullivan and Baker [21] used quadrilateral meshes for motion compensation under the name control grid interpolation. Recently, Nakaya et al. [23] proposed a hexagonal matching procedure for motion estimation and compensation based on a regular mesh. Huang et al. extended this approach using a hierarchical uniform mesh [24] . Wang et al. [25] developed an optimization framework for motion compensation based on an active mesh, which adapts to scene content. Altunbasak et al. [26] proposed practical algorithms for content-based mesh design and tracking. Two-dimensional mesh structures have been designed to fit within given object boundaries to obtain 2-D object models [27] . This paper claims that it is possible to capture most capabilities of a 3-D wireframe model-based approach using a 2-D contentbased mesh model with triangular patches. The capabilities under consideration are: improved motion compensation, such as modeling out-of-plane rotations; simulation of facial expressions by action units; modeling of color/texture on uncovered sides of the wireframe model; and photometric effects. The improved motion compensation capability can be easily replicated by a 2-D mesh model, because: i) the orthographic/perspective projection of a wireframe model results in a 2-D mesh model with triangular patches, and ii) the 3-D motion of a planar patch can be described by an affine/perspective mapping in 2-D under the orthographic/perspective projection. Furthermore, estimation of mapping parameters is a better posed problem since it does not involve depth/structure estimation. Mapping parameter estimation methods which make it possible to realize this capability of 2-D meshes have only recently been proposed in [26] (by the authors), where closed-form expressions are derived for affine parameter estimation from a dense motion field under connectivity constraints. In the following, we show that the patch-based estimation method in [26] is a 2-D analog of the 3-D scheme discussed in Section II.
In [26] , the mapping parameters are estimated to minimize the error between the measured dense flow and the predicted parametric flow, as is the case in the 3-D method [see (2) and (3) estimation procedure (which is analogous to the sequential estimation of the independent structure parameters in [13] ) can be best explained by the following example.
Suppose we have a mesh with four patches as depicted in Fig. 2 .
Let PA = (xA; yA) and P Since there are four equations in six unknowns, there are only two free parameters in this case. Then, (6) is minimized with respect to the two free parameters using N2 estimated point correspondences. Since an affine transformation maps a straight line onto another straight line, this will ensure preserving connectivity of the mesh along the line PB PC . In the case of patch 3, only the motion vector for the node D is known, so we have four free parameters. Choosing the free parameters as a32, a33, a35 , and a36, we have Then, (6) is minimized with respect to the four free parameters using N3 estimated point correspondences. Finally, for patch 4, observe that the affine parameters can readily be estimated from the motion vectors at nodes C , D, and E , which have already been estimated. The procedure is completed when all patches are visited. For best results, processing of patches should be prioritized such that patches where we have the highest confidence on the estimated flow (correspondence) vectors and the highest spatial image activity are processed first [26] .
Standard 2-D mesh models [20] - [25] preserve connectivity over the entire frame. This limits our ability to synthesize certain facial actions, such as opening and closing of eyes and the mouth, using a 2-D mesh model. To this effect, we employ an occlusion adaptive 2-D mesh model, where discontinuities are allowed at occlusion and/or self-occlusion boundaries. The concept of occlusion-adaptive mesh is illustrated in Fig. 3 , where new nodes are generated in the uncovered background (UB), and nodes in the background-to-becovered (BTBC) are deleted. Following is a summary of the 2-D occlusion-adaptive mesh-based coding (2DM) algorithm. Given the selected node points, apply Delauney triangulation to obtain a content-based mesh.
3) Compute node-point motion vectors to minimize (6) The number of bits for MF region encoding is obtained by subtracting the bits spent for motion vector encoding from the number of bits allocated for each frame. At this time, bits allocated for each frame are input to the coder externally.
Two-dimensional mesh-based MC is interrelated to MC based on the F2D model proposed by Hoetter [17] and overlapped block MC (OBMC). Two-dimensional mesh-based object modeling can be viewed as an extension of the F2D model, whereby motion vectors at the node points of the mesh constitute an irregularly sampled motion field. The 2DM method employs a parametric dense motion field that is interpolated from these node point motion vectors by an affine mapping. While 2DM method considers affine combinations of the motion vectors to construct a smooth motion field, the OBMC method employs linear combinations of image intensities pointed by several neighboring motion vectors to obtain a smooth intensity image. Furthermore, the affine mapping (warping) originates from deterministic modeling (rigid motion of planar objects under orthographic projection), whereas OBMC may be derived by statistical modeling principles [16] .
The 2-D mesh-based approach also offers a limited capability to model photometric effects and uncovered regions. Estimation of intensity variations (photometric effects) using 2-D mesh models has been discussed in [27] . Finally, texture/color mapping from a background memory in uncovered areas can be implemented by using more sophisticated data structures, such as 2-D mosaics.
IV. RESULTS
In this section, we provide two sets of experimental results using the Miss America sequence. The first set of experiments compares 2-D and 3-D modeling in terms of their MC performance. The second set of experiments show that 2-D mesh model based coder-decoder (codec) performs favorably compared to the new H.263 standard in terms of PSNR and visual quality.
In the first set of experiments, we have utilized the CANDIDE wireframe model [29] in the 3DW-based method and its perspective projection in the 2DM-based method. The 3-D wireframe model (with 155 nodes) is interactively fitted to each frame using 11 feature points corresponding to the top of the head, the tip of the chin and the nose, left and right cheeks-upper and lower positions, and a point midway between the right and left eyes, the center of the mouth. That is, these feature points were marked manually. The scaled wireframe model overlaid on the third frame (starting from frame 0) is depicted in Fig. 5(b) . The 2DM method followed the steps described in Section III, except that the 2-D content-based mesh was replaced by the perspective projection of the CANDIDE model in this case. Ten common intermediate format (CIF) frames, from 0-27 (inclusive), skipping every two frames, are processed. Each frame is predicted from the original of the previously processed frame. The optical flow estimates were obtained by the method of Lucas-Kanade (LK) [28] . Experimental procedures follow those described in [13] and [26] . The results of comparative evaluation in terms of the average (over the ten processed frames) full-frame MC PSNR and facial MC PSNR are presented in Table I . In this case, comparison of the facial PSNR is more meaningful, since the 3-D wireframe only models the facial area. Fig. 4 depicts the full-frame MC PSNR for each processed frame of the sequence. Fig. 5(a), (c) , and (d) show The purpose of the second set of results is to compare the performance of the 2DM method with that of the new H.263 standard. To this effect, we implement a 2-D mesh-based codec, including an entropy coder, where a fixed amount of bits are allocated for each frame [26] . A content-based (adaptive) mesh is generated for the zeroth frame (shown in Fig. 6 ) which is then tracked frame-toframe using the algorithm described in Section III. The experiments were performed at 16 kb/s and 10 Hz using a quarter common intermediate format (QCIF) version of the Miss America sequence. The version 1.6 of the TMN5 by Telenor is used with the advanced prediction mode (including overlapped motion compensation) ON and OFF, respectively, for the H.263 anchor. TMN5 has a buffer control algorithm which allocates a variable number of bits per frame. Because a sophisticated rate control scheme has not been developed for the 2DM method, we have forced all three methods, 2DM, TMN5 v1.6, and TMN5 v1.6 advanced prediction mode, to process every third frame. Furthermore, the 2DM method allocated bits for each frame to match the bit allocation regime of the TMN5 v1.6 advanced prediction mode for the sake of comparison of PSNR values. The resulting decompression PSNR (full-frame) and actual bits per frame used for all algorithms are listed in Table II . It is important to observe that the 2DM method outperforms TMN5 (both baseline and advanced prediction modes). This is in spite of the fact that our software is still in development and has not been optimized in any way. Fig. 7(a)-(d) show the original and reconstructed 26th frames using the H.263 (advanced mode OFF) and the 2DM methods, respectively. Visual evaluation of motion rendition also favors the 2DM method, because the affine mappings accommodate rotation and scaling in addition to translation, and the continuity of the motion field alleviates blocking artifacts at very low bitrates.
V. CONCLUSION This paper shows that a 2-D object-based codec with a triangular mesh model can capture most capabilities of 3-D object-based codecs using a wireframe model. Furthermore, we have compared the performance of a 2-D mesh-based codec with that of the new H.263 standard for very low bit-rate coding in terms of PSNR and visual quality. The results indicate that adaptive mesh-based methods compare favorably against the H.263 standard, although some more work is needed to improve the mesh-based codec. Although 2-D object modeling has been found sufficient for motion-compensated coding applications, 3-D object modeling may be valuable for other applications including synthetic-natural hybrid coding, facial animations, and virtual reality.
