This paper studies a two-user Gaussian interference channel with an in-band-reception and out-of-band-transmission relay, where the link between the relay and the two receivers is modeled as a degraded broadcast channel. It is shown that a generalized hash-and-forward (GHF) relaying strategy can achieve the capacity region of this channel to within a constant number of bits in a certain weak relay regime, where the transmitter-to-relay link gains are not unboundedly stronger than the interference links between the transmitters and the receivers. In such a regime, the GHF relaying strategy can be performed in an incremental fashion, where the relay message to one receiver is a degraded version of the message to the other receiver. A generalized-degree-of-freedom analysis reveals that in the symmetric channel setting, each common relay bit can improve the sum rate roughly by about one bit or two bits asymptotically, and the rate gain can be thought as coming solely from the improvement of the common message rates.
I. INTRODUCTION
Interference is a key limiting factor in modern communication systems. In a wireless cellular network, the performance of cell-edge users is severely limited by intercell interference. This paper considers the use of relays in cellular networks. The use of relays to combat channel shadowing and to extend coverage for wireless systems has been widely studied in the literature. The main goal of this paper is to demonstrate the benefit of relaying for interference mitigation in the interference-limited regime.
Consider a two-cell wireless network with two base-stations each serving their respective receivers while interfering with each other, as shown in Fig. 1 . The deployment of a celledge relay, which observes a linear combination of the two transmit signals from the base-stations and is equipped with independent relay links to the receivers, can significantly help the receivers mitigate intercell interference. This model is often referred to as an in-band-reception and out-ofband-transmission relay interference channel, as the relay-toreceiver transmission can be thought of as taking place at a different frequency band.
A particular feature of the channel model considered in this paper is that the relay-to-receiver link is modeled as a Gaussian broadcast channel. This is motivated by the fact that the relay's transmission to the remote receivers takes place in a wireless medium. Consequently, the same relay message can be heard by both receivers and can potentially help both receivers at the same time. It is convenient to further model the relay-to-receiver links as digital links with capacities C 1 Fig. 1 . A two-cell network with an in-band reception and out-of-bandbroadcasting relay for interference mitigation and C 2 respectively, but where one relay message is required to be a degraded version of the other relay message, as in a stochastically degraded Gaussian broadcast channel. The goal of this paper is to quantify the benefit of such an incremetal relaying strategy in the relay-interference channel.
A. Related Work
The classic two-user interference channel consists of two transmitter-receiver pairs communicating in the presence of interference from each other. Although the capacity region of the two-user Gaussian interference channel is still not known exactly, it can be approximated to within one bit [1] using a simple Han-Kobayashi power splitting strategy [2] .
The use of cooperative communication for interference mitigation has received much attention recently. For example, [3] studied the Gaussian Z-interference channel with a unidirectional receiver cooperation link, and [4]- [7] studied the Gaussian interference channel with bi-directional transmitter/receiver cooperation links. In addition, the Gaussian interference channel with an additional relay node has also been studied extensively in the literature. Depending on the types of the links between the relay and the transmitters/receivers, the relay-interference channel can be categorized as having in-band transmission/reception [8] - [10] , out-of-band transmission/reception [11] , [12] , out-of-band transmission and inband reception [13] , or in-band transmission and out-of-band reception [14] .
B. Main Contribution
This paper considers a relay-interference channel with inband reception and out-of-band broadcasting links to the mobile terminals. The key features of the transmission strategy and the main results of the paper are as follows.
1) Incremental Relaying: This paper uses a generalized hash-and-forward (GHF) relaying strategy to take advantage of the broadcasting link from the relay to the receivers. In GHF, the relay quantizes its observation, which is a linear combination of the transmitted signals, using a fixed quantizer, then bins and forwards the quantized observation to the receivers. This strategy is ideally matched to the degraded broadcast relay-to-receiver links with capacities C 1 and C 2 , because it allows an incremental binning strategy at the relay. Assuming that C 1 ≤ C 2 , the relay may first bin its quantized observation into 2 nC1 bins, then further bin each bin into 2 n(C2−C1) subbins. Thus, the relay message to the first receiver is a degraded version of the message to the second receiver.
2) Oblivious Power Splitting: The transmission scheme used in this paper consists of a Han-Kobayashi power splitting strategy [2] at the transmitter. The common-private power splitting ratio in such a strategy is crucial. In a study of the interference channel with conferencing links [4] , Wang and Tse used the power splitting strategy of Etkin, Tse and Wang [1] where the private power is set at the noise level at the receivers. This is sensible for the conferencing-receiver model considered in [4] , but not necessarily so for the interference channel with an independent relay, unless a certain weak relay condition is satisfied. This strategy of fixing the power splitting at the transmitter to be independent of the relay is termed oblivious power splitting in [15] . Oblivious power splitting is used in this paper as well.
3) Constant Gap to Capacity in the Weak Relay Regime:
The main result of this paper is that when the relay links are not unboundedly stronger than the interfering links, i.e., max |g 1 | 2 |h 12 | 2 ,
for some fixed ρ, the capacity of the relay-interference channel with a broadcast link can be achieved to within a constant gap, where the gap is a function of ρ but otherwise independent of channel parameters. This operating regime is called the weak relay regime in this paper.
The main result of this paper is motivated by the result in [14] and [15] , where a two-user interference channel is augmented with a shared digital relay link to the receivers of rate R 0 , and a constant-gap-to-capacity result is obtained under a certain small-R 0 condition using GHF and oblivious power splitting. The relay strategy studied in this paper goes one step further in that a degraded broadcast link is considered between the relay and the receivers. Moreover, the weak relay regime studied in this paper is a counterpart of the small-R 0 regime studied in [15] . Consider the practical setup in Fig. 1 . When the mobiles are close to the cell center, the relay link capacities C 1 and C 2 are small, thereby satisfying the small-R 0 condition of [15] . In the more practically important regime where the mobile terminals are close to the cell edge, the channel falls into the weak relay regime of this paper. 
II. GAUSSIAN RELAY-INTERFERENCE CHANNEL A. Channel Model and Definitions
A Gaussian relay-interference channel consists of two transmitter-receiver pairs and an independent relay. Each transmitter communicates with the intended receiver while causing interference to the other transmitter-receiver pair. The relay receives a linear combination of the two transmit signals and helps the transmitter-receiver pairs by forwarding a message to receiver 1 and another message to receiver 2 through ratelimited digital links with capacities C 1 and C 2 respectively. We start by treating the channel with independent relay links, and later show that requiring one relay message to be a degraded version of the other is without loss of approximate optimality. As shown in Fig. 2 , X 1 , X 2 and Y 1 , Y 2 are the input and output signals, respectively. Y R is the observation of the relay. The receiver noises are assumed to be independent and identically distributed (i.i.d.) Gaussian random variables with variances one, i.e., Z i ∼ N (0, 1), i = 1, 2 and R. The input-output relationship can be described by
where h ij is the channel gain (real valued) from transmitter i to receiver j, and g j is the channel gain from transmitter j to the relay. The powers of the input signals are normalized to one, i.e., E[|X i | 2 ] ≤ 1, i = 1, 2.
Define the signal-to-noise ratios and interference-to-noise ratios as follows:
For a fixed constant ρ, define functions α(·) and β(·) as
where log(·) is base 2 and ρ is defined as
This paper considers the weak relay regime where ρ is a finite constant.
B. Achievable Rate Region and Outer Bounds
Theorem 1 (Capacity Region Outer Bounds). The capacity region of the Gaussian relay-interference channel depicted in Fig. 2 is contained in C given by
and R 1 + 2R 2 bounded by (19)-(24) with indices 1 and 2 switched. Note that, φ 2 1 and φ 2 2 are defined as
(25)
Proof: The above outer bounds can be proved in a genieaided approach. Details are omitted due to space constraint.
Theorem 2 (Achievable Rate Region). Let P denote the set of probability distributions P (·) that factor as
(26)
For a fixed distribution P ∈ P, let R(P ) be the set of all rate
where
and a 2 , ∆ã 2 , d 2 , ∆d 2 , e 2 , ∆ẽ 2 , g 2 , ∆g 2 , and ξ 2 are defined by (34)-(42) with indices 1 and 2 switched. Then
is an achievable rate region for the Gaussian relayinterference channel with indepedent relay links C 1 and C 2 as shown in Fig. 2 .
Proof: The achievable scheme consists of a Han-Kobayashi strategy at the transmitters and a generalized hashand-forward strategy at the relay. They are the same strategies as adopted in [15] except that unlike the GHF relaying scheme in [15, Theorem 2] , where the relay quantizes the received signal and broadcasts its bin index to both receivers through a shared digital link, the relay here quantizes the received signal with two different quantization resolutions, then sends the bin indices of the quantized signals to receivers through separated digital links of limited rates C 1 and C 2 . Following is a sketch of the encoding/decoding process.
Encoding: Each transmit signal is comprised of a common message of rate T i and a private message of rate S i . The common message codewords W n i (j), j = 1, 2, · · · , 2 nTi are generated according to p(w i |q). The private messages codewords X n i (j, k), k = 1, 2, · · · , 2 nSi are generated according to p(x i |w i , q). At the relay, after receiving Y n R , the relay quantizes Y n R intoŶ n R1 andŶ n R2 , then binsŶ n R1 to 2 nC1 bins, and binsŶ n R1 to 2 nC1 bins, and sends the bin indices to the receivers through the digital links.
Decoding: The decoding process follows the Han-Kobayashi framework: X n 1 and W n 2 are decoded by receiver 1 with the help of the index of the relayed messageŶ n R1 ; X n 2 and W n 1 are decoded by receiver 2 with the help of the index of the relayed messageŶ n R2 . To decode, receiver 1 first constructs a list of candidates for the relayed messagê Y n R1 , then jointly decodes X n 1 , W n 2 andŶ n R1 using typicality decoding. Similarly, receiver 2 jointly decodes X n 2 , W n 1 and Y n R2 . The rate tuple (S 1 , T 1 , S 2 , T 2 ) satisfying the following constraints is achievable:
Constraints at receiver 1:
Similar expressions apply to receiver 2. The achievable rate region consists of all rate pairs (R 1 , R 2 ) such that R 1 = S 1 +T 1 and R 2 = S 2 + T 2 . Applying the Fourier-Motzkin elimination procedure [16] gives the achievable rate region (27)-(33). 1
C. Constant Gap to Capacity
We now specialize to the Gaussian relay-interference channel and show that under the weak relay condition, the achievable rate region and the outer bounds are within a constant gap to each other. Assuming Gaussian codebooks and a Gaussian quantization scheme, the key design parameters are the choice of common-private power splitting ratio at the transmitters and the quantization level at the relay.
Our choice of design parameters is inspired by that of Wang and Tse [4] , where the capacity region of a Gaussian interference channel with rate-limited receiver cooperation is characterized to within a constant gap. Two key observations are made in [4] . First, the Etkin-Tse-Wang strategy of setting the private power to be at the noise level at the opposite receiver is used. Second, the relay quantizes its observation at the private signal level of the source in order to preserve all the information of interest to the destinations. Finally, the destinations perform a joint decoding (see [14] , [17] - [19] ) to recover the source messages.
Consider now the optimal power splitting in our setting. The Etkin-Tse-Wang strategy, i.e., setting private powers P ip as
is near optimal for the Gaussian interference channel with conferencing receivers, but is not necessarily so for relayinterference channel shown in Fig. 2 in its most general form. Consider an extreme scenario of C 1 , C 2 → ∞. In this case, the relay fully cooperates with both receivers, so the relay-interference channel becomes a single-input multipleoutput (SIMO) interference channel with two antennas at the receivers. Thus, the private powers at the transmitters must be set at the effective noise level for the two-antenna output in order to achieve capacity to within constant bits [20] [21], i.e., P 1p = min{1, (g 2 1 + h 2 12 ) −1 }, P 2p = min{1, (g 2 2 + h 2 21 ) −1 }. (49) When C 1 and C 2 are finite, the optimal power splitting strategy is expected to be a function of not only h 12 and h 21 but also g 1 , g 2 , C 1 and C 2 , lying somewhere between (48) and (49).
This complication can be avoided, however, if we focus on the weak relay regime, namely |g 1 | ≤ √ ρ|h 12 | and |g 2 | ≤ √ ρ|h 21 | for some finite constant ρ. In this case, the power splittings (48) and (49) differ by at most a constant factor. The rest of this section shows that in this weak relay regime, the Etkin-Tse-Wang's original power splitting (48) is sufficient for achieving the capacity of the Gaussian relay-interference channel to within a constant gap (as a function of ρ).
Consider next the optimal quantization level. Applying the insight of [4] to the Gaussian relay-interference channel with independent relay links shown in Fig. 2 , the quantized messages for receiver 1 and receiver 2 can be expressed aŝ
where W i and U i are common message and private message respectively, and η i ∼ N (0, q i ) is the quantization noise, i = 1, 2. Therefore, a reasonable choice of the quantization levels for receiver 1 and receiver 2 is
Now observe that in the weak relay regime, i.e., |g 1 | ≤ √ ρ|h 12 |, |g 2 | ≤ √ ρ|h 21 |, the above quantization levels (with Etkin-Tse-Wang power splitting) are both between 1 and the constant ρ + 1. Thus, we can choose constant quantization levels for both receivers and optimize between 1 and ρ + 1.
Theorem 3 (Constant Gap to the Capacity Region). For the Gaussian relay-interference channel with independent relay links depicted in Fig. 2 , in the weak relay regime, using the generalized hash-and-forward relaying scheme with quantiza-
, where ρ is defined in (4) , and the Han-Kobayashi scheme with Etkin-Tse-Wang power splitting strategy, X i = U i + W i , i = 1, 2, where U i and W i are both Gaussian distributed with the powers of U 1 and U 2 set according to P 1p = min{1, h −2 12 } and P 2p = min{1, h −2 21 }, respectively, the achievable rate region derived in Theorem 2 is within
bits of the capacity region outer bound in Theorem 1.
Proof: The main step is to show that using superposition coding X i = U i + W i , i = 1, 2, where U i ∼ N (0, P ip ) and W i ∼ N (0, P ic ) with P ip + P ic = 1 and the private message powers are set to P 1p = min{1, h −2 12 } and P 2p = min{1, h −2 21 }, each of the achievable rate constraints in (27)-(33) has a finite gap to the corresponding upper bound in (5)-(24). Specifically, it can be shown that
bits of the upper bound (5), where α(·) and β(·) are as defined in (3); • individual rate (28) is within
bits of the upper bound (6); • sum rates (29), (30), and (31) are within
bits of the upper bounds (7)-(18); • 2R 1 + R 2 rate (32) is within δ 2R1+R2 = max {2α(q 1 ) + α(q 2 ), 2β(q 1 ) + α(q 2 ), α(q 1 ) + β(q 1 ) + α(q 2 ), 2α(q 1 ) + β(q 2 ), 2β(q 1 ) + β(q 2 ) α(q 1 ) + β(q 1 ) + β(q 2 )} (57) 
bits of the upper bounds not shown explicitly but can be obtained by switching the indices 1 and 2 of (19)-(24). Since α(·) is a monotonically increasing function and β(·) is a monotonically decreasing function. In order to minimize the above gaps over q 1 and q 2 , the quantization levels should be set such that
which results in q *
. Substituting q * 1 and q * 2 into the above gaps, we prove that the constant gap is δ bits per dimension, where δ is as shown in (53).
Note that the finite capacity gap is an increasing function of ρ: smaller ρ results in a smaller gap. In the extreme scenario where the two mobile terminals are at the cell edge, the interference link has the same gain as the transmitter-to-relay link, resulting in ρ = 1. In this case, the optimal quantization levels are q * 1 = q * 2 = √ 33− 1 4 , and the gap to the capacity is given by 1 2 log 5+ √ 33 4 = 1.2128 bits.
D. Incremental Relaying
The GHF relaying scheme originally stated in Theorem 2 requires independent relay links. As shown in Fig. 3(a) , the relay observation Y n R undergoes two separate quantization and binning processes to obtain the two messages for the two receivers. However, in the weak relay regime, Theorem 3 shows that using an identical quantization level for the two receivers is without loss of approximate optimality, thus a common quantization process can be shared between the two receivers. Further, since the sameŶ n R is binned into bins of sizes 2 nC1 and 2 nC2 , this is equivalent to first binnningŶ n R into 2 nC1 bins (assuming C 1 ≤ C 2 ) then further binning each bin into 2 n(C2−C1) sub-bins, as shown in Fig. 3(b) . The message sent to receiver 2 can be thought of as the refinement of the message sent to receiver 1. This is exactly the incremental relaying strategy we seek for the Gaussian interference channel with a broadcasting relay, where the message to receiver 1 is a degraded version of the message to receiver 2 as in a degraded broadcast channel. Finally, if C 1 = C 2 = C, the relay-interference channel reduces to the universal relaying scheme studied in [15] , where a digital link is shared between the relay and the receivers, as shown in Fig. 3(c) .
The constant-gap-to-capacity result stated in Theorem 3 holds also for the Gaussian relay-interference channel with degraded broadcasting relay links, where (assuming C 1 ≤ C 2 ) the message sent through the link with capacity C 1 must be a degraded version of the message sent through the link with capacity C 2 .
E. Generalized Degrees of Freedom
We can gain further insights into the effect of relaying on the Gaussian interference channel by analyzing its generalized degrees of freedom for the symmetric rate in the symmetric channel setting. Consider the case where INR 1 = INR 2 = INR, SNR 1 = SNR 2 = SNR, SNR r1 = SNR r2 = SNR r , and C 1 = C 2 = C. In the high SNR regime, define
The generalized degrees of freedom per user is defined as
where C sym is the symmetric capacity as defined in [1] . As a direct consequence of the constant-gap result, d sym can be characterized in the weak relay regime as follows. When α ≥ 1
Interestingly, suppose that the relay links and the interference links share the same channel gain, i.e. α = β, the generalized degrees of freedom per user reduces to
for 0 ≤ α < 1, and
for α ≥ 1, which is the same as the symmetric capacity of the Gaussian interference channel with rate-limited receiver cooperation [4] . Therefore, the same symmetric capacity gain can be achieved with either receiver cooperation or with an independent in-band-reception and out-of-band-transmission relay.
We omit the detailed proof due to space constraint. In the following, we give an interpretation of this result, focusing mainly on the case of κ ≤ 1 2 for simplicity. The sum-capacity gain in this case for different values of α is listed in Table I . Fig. 4 shows a numerical example for κ = 0.2. As can be seen from the figure, the relay can improve the sum capacity by 2κ for roughly 0 ≤ α ≤ 2 3 and α ≥ 2, and by κ for roughly 2 3 ≤ α ≤ 2. In other words, in either the low and moderately low interference regimes or the very strong interference regime, every broadcast relay bit brings two bits in sum capacity gain. When the interference is moderately strong, every broadcast relay bit brings one bit in sum capacity gain.
The above result can be interpreted as if a simplified Han-Kobayashi strategy is used in which the common messages are decoded before the private messages, and the relay only improves the common-message rate. In the common-message decoding stage, W n 1 and W n 2 are jointly decoded at both receiver 1 and receiver 2 (treating private messages as noise) with the help from the relay which performs generalized hash-and-forward. Thus (W n 1 , W n 2 , Y n 1 , Y n R ) forms a multipleaccess relay channel at receiver 1. With the Etkin-Tse-Wang input strategy and the GHF relay scheme with q 1 = q 2 = √ ρ 2 +16ρ+16−ρ 4
, it is possible to show that the generalizeddegree-of-freedom region for the common messages is given by the following. When 0 ≤ α ≤ 1
By symmetry, the rate region of the multiple-access relay channel at receiver 2 can be obtained similarly by switching the indices 1 and 2.
Note that the relay can bring up to one-bit-per-bit gain to both the sum capacity and one of the individual rates of the multiple-access channel. The fact that each relay bit is worth one bit of generalized-degree-of-freedom gain is because in the high SNR regime the relay's observation becomes a deterministic function of the transmitted and received signals in the multiple-access relay channel. In deterministic channels of this type, each relay bit gives one bit of rate gain [22] . Now, the achievable rates of common messages in the interference-relay channel is obtained by intersecting the two multiple-access relay channel rate regions. Depending on the value of α, the intersection of the multiple-access channel rate regions is either constrained by the individual rates or by the sum rate. In the former case (roughly α ≤ 2 3 or α ≥ 2), since the relay improves each individual rate by κ, the sum capacity gets improved by 2κ. In the latter case (roughly 2 3 ≤ α ≤ 2), the relay improves the sum rate by only κ. The various cases are illustrated in detail in Fig. 5 .
III. CONCLUSION
This paper investigates a Gaussian interference channel augmented with an out-of-band broadcasting relay. In a weak relay regime, where the transmitter-to-relay links are not unboundedly stronger than the interfering links of the interference channel, we show that GHF leads to an incremental relaying strategy, where the relay message to one receiver is a degraded version of the message to the other receiver, and that it achieves to within a constant gap to the capacity region outer bound. Further, in a symmetric setting, each common relay bit can be worth either one or two bits in the sum capacity gain, illustrating the potential for a cell-edge relay in improving the system throughput of a wireless cellular network. 
