Ab stra ct-We propose a quality of service (QoS) management framework and a packet scheduling scheme over a shared wireless link for heterogeneous classes of traffic. The QoS management framework is developed based on the characterization of different QoS requirements of heterogeneous traffic classes. The framework comprises two subsequent packet scheduling modules and load control modules. Based on the QoS management framework, we propose an effective packet scheduling scheme that accounts for the wireless channel, status of packet queues, the degree of QoS satisfaction, and fairness among sessions. Simulation results show that the proposed packet scheduling scheme provides better performance than the previously proposed schemes in light or moderate system load, and that it provides fair sharing of QoS degradation in overload.
I. INTRODUCTION
With an increasing demand for wireless data services and multimedia applications, future wireless networks are expected to provide services for heterogeneous classes of traffic with different quality of service (QoS) requirements [1] . It is a great research challenge to develop effective methods of supporting diverse QoS requirements in a wireless link with limited resources. In next generation wireless systems, packet transmission is expected to be popular in wireless links as well as in wireline links. In a packet transmission system, packet scheduling technique provides a means for resource allocation and multiplexing of traffic flows over a shared wireless link. Hence, effective handling of heterogeneous QoS requirements in the packet scheduling is crucial to support heterogeneous classes of traffic. Most of wireless packet scheduling schemes developed so far, such as the max-C/I scheduling [2] , proportional fair scheduling [3] , and exponential scheduling schemes [4] , have been designed to be well suited to a specific traffic class. The max-C/I scheduling and proportional fair scheduling schemes are suitable for non-real-time traffic flows, while the exponential scheduling scheme is effective for real-time traffic flows. Thus, these schemes may not be effective in the presence of heterogeneous traffic flows.
In this paper, we propose a QoS management framework and a packet scheduling scheme over a shared wireless link for heterogeneous classes of traffic. The different characteristics and QoS requirements of four heterogeneous traffic classes in [5] are characterized and reflected to the QoS management framework. The proposed framework comprises two packet scheduling modules and load control modules. In the framework, packet scheduling is carried out in two sequential stages. The first stage is targeted to the traffic classes with some delay requirements, while the second stage to a traffic class with no delay requirement. Based on the QoS management framework, we propose an effective scheduling scheme at the first stage that accounts for not only the channel state information but also the queue state information and QoS state information, which are introduced in this paper. The proposed scheduling scheme is designed to increase resource utilization while guaranteeing heterogeneous QoS requirements of ongoing sessions. Due to the use of QoS state information, the scheme also provides fair sharing of QoS degradation among sessions of heterogeneous classes.
II. WIRELESS LINK MODEL AND TRAFFIC CLASSES

A. Wireless Link Model
The wireless link considered in this paper consists of one base station and K wireless terminals or K users. It is assumed that the base station serves the K users in a time division fashion, and that the K users are distributed uniformly over the cell area with radius R. Each user is dedicated to one or more sessions belonging to one of traffic classes. Under the assumption that the wireless channel of each user is fixed during a scheduling interval, the channel H k (t) between the base station and the kth user at the tth scheduling instant may be expressed as [6] ( ) ( ) ( ) ( )
where the path loss is given as
-2.86 is a constant, r k (t) is the distance between the base station and the kth user, r 0 is the reference distance, and is the path loss exponent. The log-normal shadow fading is represented as
, where X k (t) is a zero-mean Gaussian random process with variance of 2 S σ . The correlation of shadow fading between two subsequent scheduling instants is modeled using a first-order autoregressive process as
, where X ′ is an independently generated zero-mean Gaussian random variable with variance of
denotes the normalized correlation between X k (t−1) and X k (t), d k is the moving distance of the user between the (t−1)th and tth scheduling instants, and d cor is defined as the correlation distance of shadow fading. The multipath fading, denoted as ( )
, is assumed to be a complex Gaussian random process with zero mean, unit variance, and Jakes' power spectrum.
Each user moves in the cell of radius R, and the velocity
] of the kth user is updated as [6] 2 ,
where , exp( ) 
When a user deviates out of the cell boundary, the user is assumed to re-enter the cell across the opposite side of the cell, so that the total number of users does not change.
B. Traffic Classes and QoS Requirements
We present typical QoS requirements for four different classes of traffic specified in [5] : conversational, streaming, interactive, and background classes. The main distinguishing factor between these classes is delay sensitivity. The conversational class requires the most stringent and low delay, and stands for real-time traffic flows such as voice and video conferencing. The streaming class is intended to carry unidirectional real-time traffic flows such as audio streaming and video streaming. In general, the applications of the streaming class can tolerate greater delay and delay variation than those of the conversational class, due to buffering at the receiving end. The interactive and background classes are associated with nonreal-time traffic flows of popular Internet applications, such as web browsing, e-mail, and file transfer. These two classes allow relatively large delay compared with the conversational and streaming classes, but require preserving the information contents with low error rate. The two classes are often treated as a best effort class without distinction. However, the interactive class should be distinguished from the background class, in that it requires a finite response time due to the interactive nature of the applications. Hence, the interactive class requires a mechanism to restrict delay within an acceptable range to guarantee QoS requirements. On the other hand, the background class has no delay requirements, and thus can be served in the best effort fashion.
III. PROPOSED QOS MANAGEMENT FRAMEWORK AND PACKET SCHEDULING
In Section III-A, a QoS management framework is developed based on the characteristics of traffic classes described in Section II-B. In Section III-B, we propose a packet scheduling scheme for traffic classes with delay constraints, after reviewing some previously proposed schemes. Fig. 1 illustrates the proposed QoS management framework for heterogeneous classes of traffic. The ongoing sessions comprise K 1 conversational sessions, K 2 streaming sessions, K 3 interactive sessions, and K 4 background sessions. Each session is assumed to retain a separate packet queue in the buffer of the base station, and the size of each queue is assumed to be unlimited to prevent undesirable packet losses due to buffer overflow. Whenever new packets arrive at the base station, they enter the corresponding queue of a session. Based on the understanding that different QoS requirements are mainly determined from different delay requirements, we exploit delay constraints to differentiate and guarantee QoS requirements. We divide the traffic classes into two groups; one group includes the conversational, streaming, and interactive classes that have some delay constraints, and the other group corresponds to the background class that has no delay constraint. According to this grouping, packet scheduling is accomplished for each group over two sequential stages.
A. Proposed QoS Management Framework
At the first stage of scheduling, packets of the conversational, streaming, and interactive classes in the first group are manipulated. To differentiate heterogeneous delay requirements, we propose to stamp each arrived packet with an initial lifetime, which is defined as the maximum allowable delay of the packet. The initial lifetime of a packet is determined from the QoS requirements of a session to which the packet belongs, and the lifetime of each packet in a queue is decreased as time goes on. Through the use of time stamping, delay and delay variation for the conversational and streaming classes can be strictly restricted. For this purpose, expired packets with zerolifetime are dropped from the queue, and the packet drop probabilities of ongoing sessions should be maintained at acceptable levels to guarantee the QoS. On the other hand, the interactive class requires preservation of information as well as rather loose delay constraint. To satisfy these requirements, we do not drop expired packets from the queue, but count them as virtual packet drops. Consequently, the QoS requirements of the interactive class can be satisfied by maintaining the virtual packet drop probability at an acceptable level. The aforementioned QoS management policies for different traffic classes should be reflected to the scheduling algorithm. The detailed algorithm of the packet scheduling proposed in this paper will be described in Section III-B. If the radio resource is remained after serving all the sessions at the first scheduling stage, the remaining resource is allocated to packets of the background class at the second scheduling stage. Since packets belonging to the background class have no delay constraint, it may be desirable to maximize the aggregate throughput at this stage. Based on this rationale, we employ the max-C/I scheduling scheme in [2] at the second stage. According to the max-C/I scheduling discipline, the priorities of the packet transmissions are determined only from the channel status of sessions. Basically, the session admission control and congestion control modules in Fig. 1 support the packet scheduling modules. They limit the system load to the range that the packet scheduling algorithms can handle with satisfactory QoS provisioning for ongoing sessions. Whenever a new connection request arrives at the base station, the session admission control module checks whether the new request can be accepted with satisfying the QoS of the existing sessions as well as the new one. The congestion control module periodically checks and adjusts the system load to maintain the QoS of ongoing sessions. In the proposed scheduling architecture, the system load information may be extracted from the packet scheduling modules, for example, in the form of the QoS status, as depicted in Fig. 1 . Detailed algorithms for the session admission control and congestion control are beyond the scope of this paper.
B. Proposed Packet Scheduling Scheme
We first review some previous scheduling schemes proposed for wireless channels. The proportional fair scheduling scheme has been proposed to improve the system throughput of nonreal-time data traffics through the effective use of channel state information. For the proportional fair scheduling, the scheduling metric PF ( ) k M t of the kth session at the tth scheduling instant is expressed as [3] PF ( ) ( ) ( )
where R k (t) denotes the instantaneous channel state of user k at the tth scheduling instant, and ( ) k R t is the average throughput of user k. The proportional fair scheduling scheme may not be appropriate for the scheduling of delay-constrained traffic, since it has no delay control mechanism. Recently, the exponential scheduling scheme has been proposed in [4] to guarantee some delay constraints. This scheme is based on the proportional fair scheduling and a delay balancing mechanism with exponential weights. For the exponential scheduling scheme, the scheduling metric EXP ( ) k M t of the kth session at the tth scheduling instant is expressed as [4] 
where target max, , log( )
is the allowable maximum (virtual) packet drop probability of the kth session, D max,k is the initial lifetime of each packet for the kth session, H k (t) denotes the head-of-line delay for the kth session, and
We propose a modification of the exponential scheduling scheme in (5) . Note that the average throughput term ( ) k R k in the exponential scheduling is inherited from the proportional fair scheduling, where ( ) k R k is adopted to provide fair channel access chance to multiple sessions. Since fair channel access chance does not matter in the scheduling of delayconstrained packets, we eliminate this term to strengthen the effect of channel status. Another notable point in the exponential scheduling is that the head-of-line delay represents only the status of the most urgent packets in the queue, and thus does not account for the overall status of the queue. Intuitively, the more the number of packets in the queue and the smaller the lifetime of the packets for a session, the higher priority should be given to the session. To reflect the overall queue status to the scheduling metric, we define a queue state information B k (t) of the kth session as a weighted sum of the number of packets in the queue:
where N k, (t) denotes the number of packets with lifetime , φ k, is a weighting factor. Since packets with less lifetime is more urgent, φ k, should be a decreasing function of , and we use φ k, = 1/ in this paper. In designing a packet scheduling algorithm, provisioning of fairness among sessions is one of the most important criterions. In light system load, the required QoS can be guaranteed to all the ongoing sessions, and thus the fairness does not matter. In overload situations, however, QoS degradation of some sessions is inevitable. Thus, the QoS degradation should be equally shared among sessions in the viewpoint of fairness. Since the QoS requirements are different for different traffic classes, it may be reasonable to consider the fairness in terms of the degree of QoS satisfaction relative to the QoS requirement, which we refer to as QoS state information, hereafter. For the conversational and streaming classes, the QoS state information Q k (t) of the kth session is defined as the ratio of an estimate of the packet drop probability , ( ) D k P t to the maximum acceptable packet drop probability
where the packet drop probability can be estimated as , the number of dopped packets until ˆ( ) the number of transmitted or dopped packets until
(8) Applying the exponential balancing mechanism in (5) to the QoS state information instead of to the head-of-line delay, we can balance the QoS state information in (7), providing fairness among sessions. Note that the QoS measure of the interactive class is the average packet delay, and fairness among interactive sessions can be provided by the delay balancing of the exponential scheduling. Furthermore, we can provide fairness between sessions of interactive class and conversational/streaming classes, through an appropriate choice of the initial lifetime of packets for the interactive class. Based on the above investigations, the proposed scheduling metric PROP ( ) k M t of the kth session is constructed using (5)- (8) as
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denotes the QoS state information averaged over K 1 conversational sessions and K 2 streaming sessions.
IV. PERFORMANCE EVALUATION
A. Simulation Configurations
A simulator is constructed using C++ language. In simulations, the system bandwidth is assumed to be 1.024 MHz. The cell radius R and the reference distance r 0 are set to 1 km and 10 m, respectively. Every user with a wireless terminal moves in the cell area with the average speed of 20 m/sec and the mean acceleration of 5 m/sec 2 . The path loss exponent α and log standard deviation of shadow fading σ S are assumed to be 3.5 and 8 dB, respectively. The correlation distance d cor of shadow fading is set to 5 m. Each user is assumed to be dedicated to one session of a specific traffic class. Transmit power of the base station assigned for data transmission is fixed to 43 dBm, and the noise power at the receiver is assumed to be -108 dBm. The numbers of conversational, interactive, and background sessions are fixed to 30, 20, and 5, respectively. For each number of video streaming sessions, 10 simulation runs are averaged to estimate the scheduling performance, and each run is executed over 20,000 scheduling intervals. Assuming that the processing and propagation delays are negligible, only the queuing delay is counted in calculating the packet delay. The scheduling interval is set to 2 msec, and the packet size is determined according to the modulation scheme as in Table I . The wireless terminals estimate the signal-to-noise ratio (SNR) of the channel in (1) every scheduling interval, and calculate the channel state information in the form of the maximum supportable rate R k (t) at which packets can be received without error. Under the assumption of the perfect estimation of the SNR and error-free feedback, there are no packet losses due to channel error. To represent the maximum supportable rate R k (t) in (9) as a function of the SNR, we use the relationship between the spectral efficiency (SE) and SNR γ for uncoded M-ary modulation schemes [8] 2 SE( ; ) (log
where L is the packet size in bits, and P M (γ ) denotes the probability of bit error for the uncoded M-ary modulation scheme at SNR γ . We define the channel state information R k (t) of the session k as the maximum spectral efficiency in which the packet can be received without error. The SNR range and corresponding modulation schemes are tabulated in Table I . As an exception, however, we fix R k (t) = 1 for sessions of the conversational class, assuming that sufficient channel countermeasures, such as power control and diversity techniques, are adopted for sessions of the conversational class.
B. Traffic Models
For the conversational class, we adopt the ON/OFF voice traffic model with exponentially distributed ON/OFF durations [9] . The mean durations of ON and OFF periods are set to 1.0 sec and 1.5 sec, respectively. During each ON period, voice data is arrived at a fixed rate of 32 kbps. The initial lifetime of a packet is 80 msec, and the maximum acceptable packet drop probability is 10 -2 . For the streaming class, an empirical MPEG video traffic model in [10] is adopted. In the MPEG model, 25 video frames arrive per sec, and 12 subsequent video frames, denoted as IBBPBBPBBPBB, form a group of pictures, where I, B and P denote types of video frames with different characteristics. In [10] , the size of a video frame is modeled using a log-normal distribution with appropriate parameters obtained from empirical data. In this paper, the parameters are adjusted so that the average arrival rate becomes 144 kbps. The initial lifetime of each video packet is set to 1 sec, and the maximum acceptable packet drop probability is 10
As a representative of the interactive class, we use the web browsing traffic model described in [11] . In the traffic model, a web browsing session comprises a succession of packet call designating web downloads and reading time. The reading time follows a geometrical distribution with mean of 12 sec. The number of packet bursts, which are a bunch of packets, within a packet call follows a geometrical distribution with mean number of 25. The time interval between two consecutive packet bursts inside a packet call also follows a geometrical distribution with mean of 0.0104 sec. This is translated to the average arrival rate of 384 kbps during a packet call. The size of a packet burst follows a truncated Pareto distribution in [11] . The virtual lifetime of each packet is set to 10 sec, and the acceptable maximum virtual packet drop probability is 10 -3 . Finally, we use a full buffer file transfer model to stand for the background class. In this model, the queues in the base station are assumed to always have enough packets to transmit, and no delay requirement is imposed on the packets.
C. Simulation Results
In Figs. 2-4 , the packet scheduling performance of the proposed scheduling scheme is compared with that of the proportional fair scheduling and exponential scheduling schemes. Fig.  2 shows the packet drop probabilities for voice and video streaming sessions. Since the proportional fair scheduling is designed without consideration on delay, the scheme is shown to yield much worse performance than the other two schemes. In the exponential and proposed scheduling schemes, packet drops occur when the number of video sessions exceeds a certain threshold, 10 for the exponential scheduling and 12 for the proposed scheduling in Fig. 2 . Considering that the acceptable maximum packet drop probabilities are 10 -2 and 10 -3 for voice and video streaming sessions, respectively, we can observe that the exponential and proposed scheduling schemes can support up to 15 video streaming users with acceptable QoS. It is observed that only video streaming packets are dropped in overload for the exponential scheduling scheme, whereas both voice and video streaming packets are dropped for the proposed scheduling scheme. Furthermore, in the proposed scheduling scheme, the ratio of the packet drop probability to the acceptable maximum packet drop probability is about the same for voice and video streaming sessions in overload situations. This indicates that the proposed scheme provides fair sharing of QoS degradation between the voice and video streaming sessions due to the QoS state information term in (9) . The exponential scheduling scheme, however, is shown to give too high priorities to voice sessions over video streaming sessions. Therefore, the QoS degradation is much severe in video streaming sessions than in voice sessions, which is undesirable.
The average packet delay for web browsing sessions is plotted in Fig. 3 . Although the proportional fair scheduling scheme is shown to provide excellent performance in this case, the scheme cannot guarantee the QoS of voice and video streaming sessions, as explained in Fig. 2 . The proposed scheme is shown to provide better delay performance than the exponential scheduling scheme. In the exponential scheduling scheme, the packet delay quickly grows with the number of video streaming sessions increasing. On the contrary, the packet delay for the proposed scheme is well limited to the virtual lifetime of web browsing packets, 10 sec in this case. The reason for this is that the buffer state information term in (9) prevent large amount of packets from waiting for service in queues. When K 2 = 14, for example, the average packet delay is 7.5 sec for the exponential scheduling, and 3.5 sec for the proposed scheduling scheme. The results of Figs. 2-3 suggest that the proposed scheduling scheme provides better delay performance for web browsing sessions than the exponential scheduling scheme, while achieving similar performance in the packet drop probabilities for voice and video streaming sessions. Fig.  4 shows the aggregate throughput of file transfer sessions, when the max-C/I scheduling scheme is employed at the second scheduling stage. The three scheduling schemes are shown to provide similar throughput performance. This implies that that what scheduling scheme is used in the first stage does not significantly affect the aggregate throughput of the file transfer sessions.
V. CONCLUSIONS
We have proposed a QoS management framework and an effective packet scheduling scheme over a shared wireless link for heterogeneous classes of traffic. The proposed framework is based on the characterization of QoS requirements in terms of delay constraints. The proposed packet scheduling scheme accounts for not only the channel state information but also the queue state information and QoS state information, which have been introduced in this paper. The performance of the proposed scheduling scheme has been evaluated using simulations with realistic traffic models. Simulation results show that the proposed packet scheduling scheme generally outperforms the proportional fair and exponential scheduling schemes in light or moderate load. In overload, the proposed scheme is shown to provide fair sharing of QoS degradation among different sessions of heterogeneous classes. An important future research topic is to investigate the performance under various parameters and environments.
