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Abstract
By using the Baire category method we prove an existence result for boundary value problem of Dirichlet
type, for non-convex ordinary differential inclusions under Caratheodory assumptions. By counterexamples
we show that an analogous existence result is non-valid for non-convex partial differential inclusions.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
The Baire category method has proven to be a useful tool in existence problems for non-
convex differential inclusions. It was introduced in 1982 by De Blasi and Pianigiani [10] to
establish the existence of solutions to the Cauchy problem for non-convex ordinary differential
inclusions in Banach spaces
x˙(t) ∈ G(t, x(t)), x(a) = u.
The inspiration to develop this method was given by a generic type result of Cellina [6] con-
cerning the differential inclusion x˙ ∈ [−1,+1], x(0) = 0. In the following years the Baire cate-
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F.S. De Blasi, G. Pianigiani / J. Differential Equations 243 (2007) 558–577 559gory method, and variants of it, were employed by several authors (see Bressan and Colombo [2],
Bressan and Piccoli [4], De Blasi and Pianigiani [12,13], Hu and Papageorgiou [17], Papageor-
giou [21], Suslov [22], Tolstonogov [23,24]) to treat other problems, as the investigation of
extremal solutions, the study of the topological structure of the solution sets, the existence of
solutions of evolution differential inclusions, the bang-bang property, etc.
More recently in 1994, the Baire category method was used by Bressan and Flores [3] to prove
the existence of solutions to the Dirichlet problem
∇u(x) ∈ G(x,u(x)), x ∈ Ω a.e., u(x) = ϕ(x), x ∈ ∂Ω.
Subsequently the Baire category method was employed by Dacorogna and Marcellini [8] to
prove the existence of solutions to the Dirichlet problem for several important classes of scalar
and vectorial partial differential inclusions. Some developments can be found in [14]. For an
alternative approach, based on Gromov’s convex integration theory [16], see the contributions of
Müller and Sverák [19] and Müller and Sychev [20].
In the study of Cauchy, Dirichlet (and other problems) based on the Baire category method,
the assumption that the multifunction on the right-hand side is continuous plays a crucial role.
In [9] Dacorogna and Marcellini raised the question whether the continuity can be replaced by
Carathéodory type assumptions.
In the present paper we shall consider boundary value problems of Dirichlet type, under
Carathéodory assumptions, for ordinary differential inclusions
(B) x˙(t) ∈ extF (t, x(t)), x(a) = u, x(b) = v,
and for partial differential inclusions
(D) ∇u(x) ∈ extF (x,u(x)), x ∈ Ω a.e., u(x) = ϕ(x), x ∈ ∂Ω.
Here F is a Carathéodory multifunction whose values are compact convex subsets of Rn with
nonempty interior, extK stands for the set of the extreme points of K, and Ω is a nonempty open
and bounded subset of Rn.
By using the Baire category method we shall prove, under appropriate assumptions on the
Carathéodory multifunction F , that the problem (B) has actually solutions, provided the con-
vexified problem has solutions. Moreover, we will show by counterexamples that an analogous
existence result is not valid for the Dirichlet problem (D), with F Carathéodory. This furnishes
a negative answer to the question raised by Dacorogna and Marcellini.
The present paper consists of 4 sections. Section 2 contains notation and auxiliary results.
Section 3 contains an existence result for the boundary value problem (B) under Carathéodory
assumptions. In Section 4 we show, by counterexamples, that an analogous result does not hold
for the Dirichlet problem (D).
2. Notation and auxiliary results
Throughout, Rn is the n-dimensional real Euclidean space with norm | . | and B(Rn) the space
of all compact convex subsets of Rn with nonempty interior, endowed with the usual Pompeiu–
Hausdorff metric. For A ⊂ Rn we denote by intA and A the interior and the closure of A. If
A ⊂Rn is nonempty and bounded we set ‖A‖ = sup{|a|: a ∈ A}.
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a convex set A ⊂ Rn, extA stands for the set of the extreme points of K . In what follows by
measure of a set A ⊂R, denoted |A| or μ(A), we always mean the Lebesgue measure of A.
Let I = [a, b]. A multifunction F : I ×Rn → B(Rn) is said to be Carathéodory if
(h1) F (t, .) is continuous for each t ∈ I ,
(h2) F (., x) is measurable for each x ∈Rn,
(h3) ‖F(t, x)‖m(t), t ∈ I a.e., where m(t) 1 is integrable on I .
For F : I × Rn → B(Rn) a Carathéodory multifunction and u,v ∈ Rn, we consider the fol-
lowing boundary value problems:
(BF ) x˙(t) ∈ F
(
t, x(t)
)
, x(a) = u, x(b) = v,
(BintF ) x˙(t) ∈ intF
(
t, x(t)
)
, x(a) = u, x(b) = v,
(BextF ) x˙(t) ∈ extF
(
t, x(t)
)
, x(a) = u, x(b) = v.
A function x : I → Rn is said to be solution of (BF ) (respectively (BintF ), (BextF )) if
x(a) = u, x(b) = v, x is absolutely continuous and satisfies the differential inclusion x˙(t) ∈
F(t, x(t)) (respectively x˙(t) ∈ intF(t, x(t)), x˙(t) ∈ extF(t, x(t))), t ∈ I , a.e.
For F a Carathéodory multifunction, we set
MF =
{
x : I → Rn: x is solution of (BF )
}
,
MintF =
{
x : I → Rn: x is solution of (BintF )
}
,
MextF =
{
x : I → Rn: x is solution of (BextF )
}
.
We denote by C(I,Rn) the Banach space of all continuous functions x : I → Rn equipped
with the norm of uniform convergence, max{|x(t)|: t ∈ I }. In the sequel MF is supposed to be
endowed with the induced metric of C(I,Rn).
For properties of multifunctions, differential inclusions and applications, we refer to the
monographs of Aubin and Cellina [1], Hu and Papageorgiou [17], Mordukhovich [18], Tolstono-
gov [24].
We state below a few essentially known results that we shall use later.
Lemma 2.1. Let F : I ×Rn → B(Rn) be Carathéodory. Then the solution setMF of the bound-
ary value problem (BF ) is a (perhaps empty) compact subset of C(I,Rn).
Proof. It suffices to observe that, as F is compact convex-valued and continuous in the x-vari-
able, then the limit of solutions is also a solution. 
Lemma 2.2. Let F : I × Rn → B(Rn) be Carathéodory. Then there exists a selection
f : I ×Rn →Rn which is Carathéodory and satisfies
f (t, x) ∈ intF(t, x), (t, x) ∈ I ×Rn. (2.1)
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λF(t, x) + (1 − λ)f (t, x) is Carathéodory and satisfies
Fλ(t, x) ⊂ intF(t, x), (t, x) ∈ I ×Rn.
Proof. If F is continuous, then F admits a continuous selection f satisfying (2.1) (see [11]).
From this, by the theorem of Scorza–Dragoni, one can construct a Carathéodory selection f of
F satisfying (2.1). The last statement is obvious. 
Let f :Rn → R be a strictly convex function, and let K ⊂ Rn be compact and convex. Let
f ∗ :K → R be given by
f ∗(v) = sup
{
p∑
i=1
λif (vi):
p∑
i=1
λivi = v, vi ∈ K, λi  0,
p∑
i=1
λi = 1
}
,
and observe that f ∗ is concave on K .
The Choquet function of K , denoted dK :Rn → [−∞,+∞), is defined by
dK(v) =
{
f ∗(v)− f (v) if v ∈ K,
−∞ if v ∈ Rn \K.
The following properties of dK are known (see Choquet [7], Castaing and Valadier [5]):
(a1) dK(v)  0 for all v ∈ K , (a2) dK(v) = 0 if and only if v ∈ extK , (a3) dK is concave
on Rn and strictly concave on K , (a4) if ‖K‖M then dK(v)M2 for all v ∈ K , (a5) dK is
upper semicontinuous.
We now consider the case where the convex set K is variable. To this end let F : I × Rn →
B(Rn) be a continuous multifunction and define accordingly dF(t,x) by
dF(t,x)(v) =
{
f ∗(v)− f (v) if v ∈ F(t, x),
−∞ if v ∈Rn \ F(t, x).
The function dF : I × Rn × Rn → [−∞,+∞) given by dF (t, x, v) = dF(t,x)(v) is called
the Choquet function of F . dF has the following properties: (b1) dF (t, x, v)  0 for all
v ∈ F(t, x), (b2) dF (t, x, v) = 0 if and only if v ∈ extF(t, x), (b3) v → dF (t, x, v) is con-
cave on Rn and strictly concave on F(t, x), (b4) if ‖F(t, x)‖ M then dF (t, x, v) M2 for
all v ∈ F(t, x), (b5) dF is upper semicontinuous, (b6) if {xn} ⊂ MF converges to x, then
limn→∞
∫
I
dF (t, xn(t), x˙n(t)) dt 
∫
I
dF (t, x(t), x˙(t)) dt .
Let now F : I × Rn → B(Rn) be Carathéodory. Then by the Scorza–Dragoni theorem, for
every ε > 0 there exists a compact Kε ⊂ I , with μ(I \ Kε) < ε, such that the restriction of
F to Kε × Rn is continuous. In view of that, for each x ∈MF , the function dF (t, x(t), x˙(t))
is measurable on I . It is worth noting that if ‖F(t, x)‖  m(t), where m is integrable on I ,
then dF (t, x, v)  m2(t) for all v ∈ F(t, x), which does not guarantee that dF (t, x(t), x˙(t)) be
integrable on I . To ensure that, we introduce the (modified) Choquet function d∗F : I ×Rn ×Rn
given by
d∗F (t, x, v) =
{√
dF (t, x, v) if v ∈ F(t, x),
n−∞ if v ∈ R \ F(t, x).
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d∗F (t, x(t), x˙(t)) is integrable on I . The properties of d∗F stated in the following lemma follow
from the corresponding properties of dF .
Lemma 2.3. Let F : I ×Rn → B(Rn) be Carathéodory. Then the function d∗F : I ×Rn ×Rn →[−∞,+∞) has the following properties:
(i) d∗F (t, x, v) 0 if v ∈ F(t, x),
(ii) d∗F (t, x, v) = 0 if and only if v ∈ extF(t, x),
(iii) v → d∗F (t, x, v) is concave on Rn and strictly concave on F(t, x),
(iv) if ‖F(t, x)‖m(t) then d∗F (t, x, v)m(t) for all v ∈ F(t, x),
(v) d∗F is upper semicontinuous,
(vi) if {xn} ⊂MF converges to x, then
lim
n→∞
∫
I
d∗F
(
t, xn(t), x˙n(t)
)
dt 
∫
I
d∗F
(
t, x(t), x˙(t)
)
dt.
3. Ordinary differential inclusions. An existence result
In this section we use the Baire category method to establish an existence result for the bound-
ary value problem (BextF ) with F Carathéodory. More precisely we shall prove that if (BintF )
has solutions then also (BextF ) has solutions.
The following example shows that, if we replace intF with F , i.e. if we assume that (BF ) has
solutions, then (BextF ) can fail to have solutions.
Example 3.1. For (x, y) ∈ R2 let F(x, y) = [(−1, |x|), (1, |x|)], where the latter denotes the
closed linear segment with endpoints (−1, |x|) and (1, |x|). The set intF(x, y) is empty while
extF(x, y) consists of two points (−1, |x|) and (1, |x|). Consider now the boundary value prob-
lem
(BF )
(
x˙(t), y˙(t)
) ∈ F (x(t), y(t)), (x(0), y(0))= (0,0) = (x(1), y(1)).
Clearly (x(t), y(t)) = (0,0), t ∈ J = [0,1], is a solution of (BF ). Let (x(t), y(t)), t ∈ J , be any
solution of the boundary value problem
(BextF )
(
x˙(t), y˙(t)
) ∈ extF (x(t), y(t)), (x(0), y(0))= (0,0) = (x(1), y(1)).
For t ∈ J a.e. we have |x˙(t)| = 1 and so |x(t)| > 0 a.e. Thus y˙(t) > 0, t ∈ J a.e., which implies
y(1) > 0, a contradiction. Therefore (BextF ) has no solutions.
Let F : I ×Rn → B(Rn) be Carathéodory, m ∈ L1(I,Rn) and let y ∈MF .
We say that an open set J ⊂ I is admissible for (F,m, y˙) if:
(c1) μ(I \ J ) > 0,
(c2) the restrictions of y˙ and m to I \ J are continuous,
(c3) the restriction of F to (I \ J )×Rn is continuous.
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there exists an open set J ⊂ I , with μ(J ) < ε, which is admissible for (F,m, y˙). Moreover, it is
known that almost all points τ ∈ I \ J are points of density of I \ J and
lim
t→τ
1
τ − t
∫
[t,τ ]∩J
m(s) ds = 0. (3.1)
Theorem 3.1. Let F : I × Rn → B(Rn) be Carathéodory and let y ∈MintF . Let J ⊂ I be an
open set which is admissible for (F,m, y˙). Let τ ∈ I \ J , τ > a, be a density point of I \ J for
which (3.1) holds and let 0 < α < 1 be given. Then there exists τ0 < τ , τ0 ∈ I , which can be
taken arbitrarily close to τ , and there exists a solution x : [τ0, τ ] → Rn of the boundary value
problem
(Bτ0,τ ) x˙(t) ∈ intF
(
t, x(t)
)
, x(τ0) = y(τ0), x(τ ) = y(τ),
such that
(Cτ0,τ )
τ∫
τ0
d∗F
(
t, x(t), x˙(t)
)
dt < α(τ − τ0).
Proof. Since J is open there is a sequence of nonempty open disjoint intervals Lq such that
J = ⋃∞q=1 Lq . Here we are supposing the sequence to be infinite (if it is finite the argu-
ment is simpler). By assumption y˙(τ ) ∈ intF(τ, y(τ )) hence, for some 0 < γ < 1, we have
B(y˙(τ ),3γ ) ⊂ F(τ, y(τ )). By Carathéodory’s theorem y˙(τ ) is the convex combination of at
most n + 1 extreme points of F(τ, y(τ )). Since the Choquet function vanishes at these points
and is upper semicontinuous, there exist m points vi ∈ intF(τ, y(τ )), 1m n+ 1, and corre-
sponding λi > 0 with
∑m
i=1 λi = 1, such that
m∑
i=1
λivi = y˙(τ )
and
d∗F
(
τ, y(τ ), vi
)
dt < α/4, i = 1, . . . ,m.
Let M > 1 be a constant such that
M m(t) for all t ∈ I \ J,
and set
m(t) = M +m(t), t ∈ I.
Taking into account (c2), (c3) there exists 0 < δ′ < τ − a such that, if t ∈ [τ − δ′, τ ] \ J and
|x − y(τ)| < (1 + 2M)δ′, then we have
B
(
y˙(τ ),2γ
)⊂ intF(t, x), ∣∣y˙(t)− y˙(τ )∣∣< αγ (3.2)
6M
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vi ∈ intF(t, x), d∗F (t, x, vi) < α/3, i = 1, . . . ,m. (3.3)
Since at τ , a point of density of I \ J , (3.1) is satisfied, there exists δ, 0 < δ < δ′, such that
∫
[t,τ ]∩J
m(t) dt <
αγ
12M
(τ − t) for each t ∈ (τ − δ, τ ). (3.4)
Fix now τ0 ∈ (τ − δ, τ ) and set
τ ∗ = τ − α
2M
(τ − τ0). (3.5)
Clearly τ0 < τ ∗ < τ for 0 < α < 1 and M > 1. Divide the interval [τ0, τ ∗] in m intervals
[τi−1, τi], where
τi = τi−1 + λi(τ ∗ − τ0), i = 1, . . . ,m.
For k ∈N, set
Jk =
k⋃
j=1
Lj . (3.6)
We shall construct a sequence {xk} of absolutely continuous functions xk : [τ0, τ ] → Rn, de-
pending on Jk , with the following properties:
(j) xk(τ0) = y(τ0), xk(τ ) = y(τ),
(jj) |x˙k(t)|m(t), t ∈ [τ0, τ ],
(jjj) {xk} contains a subsequence which converges to a function x : [τ0, τ ] → Rn, that is a solu-
tion of the boundary value problem (Bτ0,τ ) and satisfies (Cτ0,τ ).
In the sequel we will consider the following differential inclusion
x˙(t) ∈ G(t, x(t)), (3.7)
where G : I ×Rn → B(Rn) is a Carathéodory multifunction satisfying
G(t, x) ⊂ intF(t, x), (t, x) ∈ I ×Rn.
We divide the proof in 3 steps.
Fix k ∈N and let Jk , given by (3.6), correspond.
Step 1. Construction of xk in [τ0, τ ∗].
For i = 1, . . . ,m, let pi  0 be the number of all nonempty open intervals (sij , t ij ) =
(τi−1, τi) ∩ Lj for j = 1, . . . , k. If pi  1, we denote by Fi = {(si , t i )}pi the family of suchj j j=1
F.S. De Blasi, G. Pianigiani / J. Differential Equations 243 (2007) 558–577 565intervals. For pi  0 we set t i0 = τi−1, sipi+1 = τi . By relabeling the intervals we can assume,
without loss of generality, that they are ordered as follows:
τi−1 = t i0  si1 < ti1  si2 < ti2  · · · sip < tip  sipi+1 = τi .
We shall construct xk on [τ0, τ ∗], by a recursive procedure. Set xk(τ0) = y(τ0). If xk is defined
at τi−1 we shall define xk on [τi−1, τi] in the following way.
If pi = 0, we define xk on [τi−1, τi] by
xk(t) = xk(τi−1)+ vi(t − τ0), t ∈ [τi−1, τi].
If pi  1 and if xk is defined at the point t ij , for some 0  j  pi , then we define it in the
interval [t ij , t ij+1] by
xk(t) =
{
xk(t
i
j )+ vi(t − t ij ) if t ∈ [t ij , sij+1],
zij (t) if t ∈ [sij+1, t ij+1] and j  pi − 1,
where zij : [sij+1, t ij+1] → Rn is a solution of (3.7) with zij (sij+1) = xk(sij+1).
With this recursive procedure, since xk(τ0) is known, the function xk is well defined in [τ0, τ1].
Further, as xk(τ1) is known, the function xk is well defined in [τ1, τ2] and, similarly, for all other
intervals [τi−1, τi]. Hence xk is well defined in the whole interval [τ0, τ ∗].
It is worth noting that xk : [τ0, τ ∗] →Rn is absolutely continuous and x˙k(t) satisfies⎧⎪⎨
⎪⎩
x˙k(t) =
m∑
i=1
viχ(τi−1,τi )(t) if t ∈ [τ0, τ ∗] \ Jk a.e.,
x˙k(t) ∈ G
(
t, xk(t)
)
if t ∈ [τ0, τ ∗] ∩ Jk a.e.
(3.8)
Claim 1. We have
∣∣xk(τ ∗)− y(τ ∗)∣∣<
∫
[τ0,τ∗]∩J
2m(s)ds +
∫
[τ0,τ∗]\J
∣∣y˙(s) − y˙(τ )∣∣ds. (3.9)
In fact
∣∣xk(τ ∗)− y(τ ∗)∣∣=
∣∣∣∣∣
τ∗∫
τ0
(
x˙k(s) − y˙(s)
)
ds
∣∣∣∣∣
=
∣∣∣∣∣
m∑
i=1
τi∫
τi−1
(
x˙k(s) − vi + vi − y˙(s)
)
ds
∣∣∣∣∣
m∑
i=1
∫
[τi−1,τi ]\Jk
∣∣x˙k(s) − vi∣∣ds
+
m∑
i=1
∫
[τ ,τ ]∩J
∣∣x˙k(s) − vi∣∣ds +
∣∣∣∣∣(τ ∗ − τ0)
m∑
i=1
λivi −
τ∗∫
τ
y˙(s) ds
∣∣∣∣∣.
i−1 i k 0
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second sum is bounded by m, while the third sum equals y˙(τ ). Therefore, we have
∣∣xk(τ ∗)− y(τ ∗)∣∣
∫
[τ0,τ∗]∩J
m(s) ds +
∫
[τ0,τ∗]∩J
∣∣y˙(s) − y˙(τ )∣∣ds + ∫
[τ0,τ∗]\J
∣∣y˙(s) − y˙(τ )∣∣ds,
from which (3.9) follows at once.
Step 2. Construction of xk in [τ ∗, τ ].
Let p  0 be the number of all nonempty open intervals (σj , θj ) = (τ ∗, τ ) ∩ Lj where
1  j  k. If p  1, we denote by F∗ = {(σj , θj )}pj=1 the family of these intervals. We set
θ0 = τ ∗, σp+1 = τ and we assume, without loss of generality, that these intervals are ordered in
the following way:
τ ∗ = θ0  σ1 < θ1  σ2 < θ2  · · · σp < θp < σp+1 = τ.
Here the last inequality is strict, as τ ∈ I \ J is a point of density of I \ J . If pi = 0 we set
τ ∗ = θ0, σ1 = τ .
For 0 j  p set
Δ(θj , σj+1) =
∣∣xk(θj )− y(θj )∣∣+
σj+1∫
θj
∣∣y˙(s) − y˙(τ )∣∣ds − γ (σj+1 − θj ),
and observe that Δ(θ0, σ1) is meaningful, since xk is defined at θ0 = τ ∗.
We shall construct xk in [τ ∗, τ ] by a recursive procedure. To this end suppose that xk is defined
at θj for some 0 j  p.
Let xk(θj ) = y(θj ). Then, we define xk in [θj , τ ] by
xk(t) = y(t), t ∈ [θj , τ ].
Let xk(θj ) = y(θj ) and Δ(θj , σj+1) < 0. Then we define xk in [θj , τ ] by
xk(t) =
{
xk(θj )+ y(σj+1)−xk(θj )σj+1−θj (t − θj ), t ∈ [θj , σj+1],
y(t), t ∈ [σj+1, τ ].
(3.10)
Clearly Δ(θj , σj+1) < 0 implies σj+1 = θj and thus (3.10) is meaningful.
Let xk(θj ) = y(θj ) and Δ(θj , σj+1) 0. If σj+1 > θj , we set
γj = min
{
γ,
|xk(θj )− y(θj )|
σj+1 − θj
}
, (3.11)
and we define xk in [θj , θj+1] by
xk(t) =
{
xk(θj )+ (y˙(τ )+ γj y(θj )−xk(θj )|y(θj )−xk(θj )| )(t − θj ), t ∈ [θj , σj+1],
z (t), t ∈ [σ , θ ] if j  p − 1,
(3.12)
j j+1 j+1
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degenerate, we set γj = 0 and thus, in (3.12), xk(σj+1) = xk(θj ).
With this recursive procedure, since xk(θ0) and Δ(θ0, σ1) are known, the function xk is well
defined in [τ ∗, τ ]. It is worth noting that xk : [τ ∗, τ ] → Rn is absolutely continuous.
Set now
Tk = minAk, where Ak =
{
t ∈ [τ ∗, τ ]: xk(s) = y(s) for all s ∈ [t, τ ]
}
,
and observe that Ak = ∅ if, for some 0  j  p, xk(θr ) = y(θr), or xk(θr ) = y(θr) and
Δ(θr , σr+1) < 0. The following Claim 2 shows that this is always the case, and thus the defi-
nition of Tk is meaningful.
Claim 2. There exists an index r , 0 r  p, such that one of the following is valid:
xk(θr ) = y(θr) or xk(θr ) = y(θr) and Δ(θr , σr+1) < 0.
Let p = 0. Suppose xk(θ0) = y(θ0) (otherwise there is nothing to prove). Then θ0 = τ ∗ and
σ1 = τ and hence, by virtue of (3.9), (3.4) and (3.2) we have
∣∣xk(τ ∗)− y(τ ∗)∣∣+
τ∫
τ∗
∣∣y˙(s) − y˙(τ )∣∣ds

∫
[τ0,τ∗]∩J
2m(s)ds +
∫
[τ0,τ∗]\J
∣∣y˙(s) − y˙(τ )∣∣ds
+
∫
[τ∗,τ ]\J
∣∣y˙(s) − y˙(τ )∣∣ds + ∫
[τ∗,τ ]∩J
∣∣y˙(s) − y˙(τ )∣∣ds

∫
[τ0,τ ]∩J
2m(s)ds +
∫
[τ0,τ ]\J
∣∣y˙(s) − y˙(τ )∣∣ds  αγ
6M
+ αγ
6M
< γ (τ − τ ∗),
where the last inequality holds by (3.5). Therefore Δ(θ0, σ1) < 0 and thus Claim 2 is valid if
p = 0.
Let p  1 and suppose, by contradiction, that for each j = 0,1, . . . , p,
xk(θj ) = y(θj ) and Δ(θj , σj+1) 0.
By virtue of (3.12), for j = 0,1, . . . , p, we have
∣∣y(σj+1)− xk(σj+1)∣∣=
∣∣∣∣y(σj+1)− xk(θj )−
(
y˙(τ ) + γj y(θj )− xk(θj )|y(θj )− xk(θj )|
)
(σj+1 − θj )
∣∣∣∣

∣∣y(σj+1)− y(θj )− y˙(τ )(σj+1 − θj )∣∣
+
∣∣∣∣(y(θj )− xk(θj ))− γj y(θj )− xk(θj )|y(θ )− x (θ )| (σj+1 − θj )
∣∣∣∣,
j k j
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∣∣y(σj+1)− xk(σj+1)∣∣
σj+1∫
θj
∣∣y˙(s) − y˙(τ )∣∣ds + ∣∣∣∣y(θj )− xk(θj )∣∣− γj (σj+1 − θj )∣∣.
Since, by (3.11), the expression inside the absolute value is positive, we obtain for j =
0,1, . . . , p,
∣∣y(σj+1)− xk(σj+1)∣∣ ∣∣y(θj )− xk(θj )∣∣+
σj+1∫
θj
∣∣y˙(s) − y˙(τ )∣∣ds − γj (σj+1 − θj ). (3.13)
On the other hand, xk is a solution of (3.7) on [σj+1, θj+1] and thus,
∣∣y(θj+1) − xk(θj+1)∣∣ ∣∣y(σj+1)− xk(σj+1)∣∣+
θj+1∫
σj+1
2m(s)ds, j = 0,1, . . . , p − 1.
From this and (3.13), since [σj+1, θj+1] ⊂ J , for j = 0,1, . . . , p − 1, we have
∣∣y(θj+1)− xk(θj+1)∣∣ ∣∣y(θj )− xk(θj )∣∣+
∫
[θj ,σj+1]∩J
∣∣y˙(s) − y˙(τ )∣∣ds
+
∫
[θj ,σj+1]\J
∣∣y˙(s) − y˙(τ )∣∣ds − γj (σj+1 − θj )+
∫
[σj+1,θj+1]∩J
2m(s)ds.
Further on the right-hand side the first integrand is bounded by m and, by (3.2), the second
integral is bounded by αγ6M (σj+1 − θj ). Hence
∣∣y(θj+1)− xk(θj+1)∣∣ ∣∣y(θj ) − xk(θj )∣∣+
∫
[θj ,θj+1]∩J
2m(s)ds +
(
αγ
6M
− γj
)
(σj+1 − θj )
and thus, summing up for j = 0,1, . . . , p − 1, we obtain
∣∣y(θp)− xk(θp)∣∣ ∣∣y(θ0) − xk(θ0)∣∣+ p−1∑
j=0
∫
[θj ,θj+1]∩J
2m(s)ds
+
p−1∑
j=0
(
αγ
6M
− γj
)
(σj+1 − θj ).
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∣∣y(σp+1)− xk(σp+1)∣∣ ∣∣y(θ0)− xk(θ0)∣∣
+
p−1∑
j=0
∫
[θj ,θj+1]∩J
2m(s)ds +
p−1∑
j=0
(
αγ
6M
− γj
)
(σj+1 − θj )
+
∫
[θp,σp+1]\J
∣∣y˙(s) − y˙(τ )∣∣ds + ∫
[θp,σp+1]∩J
∣∣y˙(s) − y˙(τ )∣∣ds
− γp(σp+1 − θp).
As the second integral is bounded by αγ6M (σp+1 − θp), by (3.2), and θ0 = τ ∗, σp+1 = τ , we have
∣∣y(τ) − xk(τ )∣∣ ∣∣y(τ ∗)− xk(τ ∗)∣∣+
∫
[τ∗,τ ]∩J
2m(s)ds +
p∑
j=0
(
αγ
6M
− γj
)
(σj+1 − θj )
and, by (3.9),
∣∣y(τ) − xk(τ )∣∣<
∫
[τ0,τ ]∩J
2m(s)ds +
∫
[τ0,τ∗]\J
∣∣y˙(s) − y˙(τ )∣∣ds + αγ
6M
(τ − τ ∗)
−
p∑
j=0
γj (σj+1 − θj ).
Since the first integral is bounded by αγ6M (τ − τ0), by (3.4), and the second one by αγ6M (τ ∗ − τ0),
by (3.2), we finally obtain
∣∣y(τ) − xk(τ )∣∣< αγ3M (τ − τ0) −
p∑
j=0
γj (σj+1 − θj ). (3.14)
To get a contradiction, it suffices to show that the right-hand side of (3.14) is negative. For
j = 0,1, . . . , p, we have
γj (σj+1 − θj ) γ (σj+1 − θj )−
σj+1∫
θj
∣∣y˙(s) − y˙(τ )∣∣ds.
In fact this is true whenever γj = |xk(θj )−y(θj )|σj+1−θj , since Δ(θj , σj+1)  0, while it is obvious if
γj = γ . Hence,
p∑
j=0
γj (σj+1 − θj )
p∑
j=0
γ (σj+1 − θj )−
p∑
j=0
σj+1∫
θ
∣∣y˙(s) − y˙(τ )∣∣ds. (3.15)
j
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Σ ′ = γ (τ − τ ∗)− γμ([τ ∗, τ ] ∩ Jk) γ (τ − τ ∗)−μ([τ ∗, τ ] ∩ J )> γ (τ − τ ∗)− γ12 (τ − τ ∗)
since, by (3.4), μ([τ ∗, τ ] ∩ J ) < αγ12M (τ − τ ∗) < γ12 (τ − τ ∗). Moreover, in view of (3.2) and
(3.4),
Σ ′′ 
∫
[τ∗,τ ]∩J
∣∣y˙(s) − y˙(τ )∣∣ds + ∫
[τ∗,τ ]\J
∣∣y˙(s) − y˙(τ )∣∣ds

∫
[τ∗,τ ]∩J
m(s) ds + αγ
6M
μ
([τ ∗, τ ] \ J )< γ
12
(τ − τ ∗)+ γ
6
(τ − τ ∗).
Consequently,
p∑
j=0
γj (σj+1 − θj ) = Σ ′ −Σ ′′ > 23γ (τ − τ
∗) = αγ
3M
(τ − τ0), (3.16)
for, by (3.5), τ − τ ∗ = α2M (τ − τ0). By (3.16), the right-hand side of (3.14) is negative and from
the contradiction Claim 2 follows.
Consider now the sequence {xk} where, for each k ∈ N, xk : [τ0, τ ] → Rn denotes the function
which in the intervals [τ0, τ ∗] and [τ ∗, τ ] agrees with the functions defined in Steps 1 and 2.
By construction each xk is absolutely continuous. Moreover, by Claim 2, for each k there exists
Tk ∈ [τ ∗, τ ] such that
xk(t) = y(t) for every t ∈ [Tk, τ ].
Step 3. {xk} satisfies (j)–(jjj).
(j) This is obvious since xk(τ0) = y(τ0) and xk(τ ) = y(τ), by Claim 2.
(jj) By (3.8), for almost all t ∈ [τ0, τ ∗], either x˙k(t) = vi or x˙k(t) ∈ G(t, xk(t)), and thus
∣∣x˙k(t)∣∣m(t), t ∈ [τ0, τ ∗] a.e. (3.17)
If t ∈ (Tk, τ ) we have xk(t) = y(t), and hence
∣∣x˙k(t)∣∣m(t), t ∈ [Tk, τ ] a.e. (3.18)
If t ∈ (τ ∗, Tk) \ J k then t ∈ (θj , σj+1) for some 0  j  p. Moreover, xk(θj ) = y(θj ),
since xk(θj ) = y(θj ) would imply Tk  θj , a contradiction, as θj < t < Tk . Hence, either
Δ(θj , σj+1) < 0, in which case xk is defined by (3.10), or Δ(θj , σj+1)  0, in which case xk
is defined by (3.12). In the first case, we have
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∣∣∣∣y(σj+1)− xk(θj )σj+1 − θj − y˙(τ )
∣∣∣∣
 1
σj+1 − θj
∣∣y(σj+1)− y(θj )+ y(θj )− xk(θj )− y˙(τ )(σj+1 − θj )∣∣
 1
σj+1 − θj
(∣∣y(θj )− xk(θj )∣∣+
σj+1∫
θj
∣∣y˙(τ ) − y˙(s)∣∣ds
)
< γ,
for Δ(θj , σj+1) < 0. In the second case, |x˙k(t)− y˙(τ )| = γj  γ . Thus, in either case,
∣∣x˙k(t)− y˙(τ )∣∣ γ, t ∈ [τ ∗, Tk] \ J k a.e., (3.19)
which implies |x˙k(t)|m(τ)+γ m(t), t ∈ (τ ∗, Tk)\J k a.e., for m(τ)M and γ < 1m(t).
Since, furthermore, for t ∈ (τ ∗, Tk) ∩ Jk a.e., x˙k(t) ∈ G(t, xk(t)), where G is bounded by m, we
have
∣∣x˙k(t)∣∣m(t), t ∈ [τ ∗, Tk] a.e.,
which, combined with (3.17) and (3.18), proves (jj).
(jjj) The sequence {xk} is equicontinuous and bounded and, by (jj), for each k ∈ N,
|x˙k(t)|  m(t), t ∈ [τ0, τ ] a.e. By Ascoli’s theorem and the weak sequential compactness of
{x˙k} ⊂ L1([τ0, τ ],Rn) (see [15]), by passing to subsequences, without changing notations, we
can assume that there exists an absolutely continuous function, say x : [τ0, τ ] → Rn, such that:
{xk} converges uniformly to x, {x˙k} converges weakly to x˙, and furthermore {Tk} converges to
T ∈ [τ ∗, τ ]. It is evident that |x˙(t)|m(t), t ∈ [τ0, τ ] a.e.
Clearly
∣∣x(t) − y(τ)∣∣
τ∫
τ0
∣∣x˙(s)∣∣ds  ∫
[τ0,τ ]∩J
m(s) ds +
∫
[τ0,τ ]\J
m(s) ds, t ∈ [τ0, τ ],
and thus, in view of (3.4), as m(s) = M + m(s) 2M , s ∈ [τ0, τ ] \ J , we have
∣∣x(t)− y(τ)∣∣ (1 + 2M)δ, t ∈ [τ0, τ ]. (3.20)
To complete the proof it remains to show that x satisfies (Bτ0,τ ) and (Cτ0,τ ).
It is evident that x(τ0) = y(τ0) and x(τ) = y(τ).
Let 1  i  m. For k ∈ N we have (τi−1, τi) \ J ⊂ (τi−1, τi) \ Jk . Now x˙k(t) = vi ,
t ∈ (τi−1, τi) \ Jk , and so, a fortiori, x˙k(t) = vi , t ∈ (τi−1, τi) \ J . As 1  i  m is arbitrary,
it follows x˙(t) = vi , t ∈ (τi−1, τi) \ J a.e. From this, in view of (3.3) and (3.20), we have
x˙(t) ∈ intF (t, x(t)), t ∈ [τ0, τ ∗] \ J a.e.
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and thus xk(t) = y(t), t ∈ (T ′, τ ), which implies x(t) = y(t), t ∈ (T ′, τ ). Since T ′ ∈ (T , τ ) is
arbitrary, we have
x˙(t) ∈ intF (t, x(t)), t ∈ [T , τ ] a.e.
Let T ′ ∈ (τ ∗, T ). For k large enough, say k > ν, we have (τ ∗, T ′)\J ⊂ (τ ∗, Tk)\Jk and thus,
by (3.19), |x˙k(t) − y˙(τ )| γ , t ∈ (τ ∗, T ′) \ J a.e., k > ν. As T ′ ∈ (τ ∗, T ) is arbitrary it follows
that |x˙k(t)− y˙(τ )| γ , t ∈ (τ ∗, T ) \ J a.e., k  ν. Hence |x˙(t)− y˙(τ )| γ , t ∈ (τ ∗, T ) \ J a.e.,
for {x˙k} converges weakly to x˙. Then, by virtue of (3.2) and (3.19), it follows
x˙(t) ∈ intF (t, x(t)), t ∈ [τ ∗, T ] \ J a.e.
Let ν ∈ N be arbitrary. For each k > ν we have (τ0, T ) ∩ Jν ⊂ (τ0, T ) ∩ Jk , and thus x˙k(t) ∈
G(t, xk(t)), t ∈ (τ0, T ) ∩ Jν a.e. Since xk → x and G is compact convex-valued, it follows
x˙(t) ∈ G(t, x(t)), t ∈ (τ0, T ) ∩ Jν a.e. The last differential inclusion is actually satisfied for
t ∈ (τ0, T )∩ J a.e. as J =⋃∞k=1 Jk . Then, a fortiori,
x˙(t) ∈ intF (t, x(t)), t ∈ [τ0, T ] ∩ J a.e.
for G(t, x) ⊂ intF(t, x), (t, x) ∈ I ×Rn. Hence x satisfies (Bτ0,τ ).
Clearly
τ∫
τ0
d∗F
(
s, x(s), x˙(s)
)
ds =
m∑
i=1
∫
[τi−1,τi ]\J
d∗F
(
s, x(s), x˙(s)
)
ds
+
∫
[τ∗,τ ]\J
d∗F
(
s, x(s), x˙(s)
)
ds +
∫
[τ0,τ ]∩J
d∗F
(
s, x(s), x˙(s)
)
ds.
As x˙(s) = vi , s ∈ (τi−1, τi) \ J a.e., then, in view of (3.3) and (3.20), the sum of the m inte-
grals is bounded by α3 (τ
∗ − τ0). Since, moreover, d∗F (s, x(s), x˙(s))m(s), s ∈ [τ0, τ ] a.e. and
m(s)M , s ∈ [τ0, τ ] \ J , we have
τ∫
τ0
d∗F
(
s, x(s), x˙(s)
)
ds  α
3
(τ ∗ − τ0)+
∫
[τ0,τ ]∩J
m(s) ds +Mμ([τ ∗, τ ] \ J ),
and so, by (3.4), as τ − τ ∗  α2 (τ − τ ∗),
τ∫
τ0
d∗F
(
s, x(s), x˙(s)
)
ds  α
3
(τ − τ0)+ α12 (τ − τ0)+
α
2
(τ − τ0) < α(τ − τ0).
Hence x satisfies (Cτ0,τ ). This completes the proof. 
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M=MintF ,
where the closure is in C(I,Rn). Clearly MintF ⊂M ⊂MF , by Lemma 2.1, and thus M
equipped with the induced metric is a nonempty complete metric space.
For α > 0 set
Mα =
{
x ∈M:
∫
I
d∗F
(
s, x(s), x˙(s)
)
ds < α|I |
}
.
Theorem 3.2. Let F : I ×Rn → B(Rn) be Carathéodory and assume thatMintF = ∅. Then the
boundary value problem (BextF ) has solutions.
Proof. We will prove that, for each α > 0, Mα is open and dense in M. The openness of Mα
follows at once from Lemma 2.3(vi).
To prove thatMα is dense, let z ∈M and ε > 0 be given. Without loss of generality we can
assume that z ∈MintF . Let δ > 0 be such that
∫
[τ−δ,τ ]∩I 2m(s)ds < ε, for each τ ∈ I . Let J ⊂ I
be a sufficiently small open set, which is admissible for (F,m, z˙), and is such that
∫
J
m(t) dt <
α
3 |I |. By removing from I \ J a set of measure zero, we can assume that each τ ∈ I \ J is a
point of density of I \ J and that (3.1) holds. In view of Theorem 3.1, for each τ ∈ I \ J , τ > a,
there exist points τ0 ∈ (τ − δ, τ ), τ0 ∈ I , arbitrarily close to τ and there exist corresponding
solutions x : [τ0, τ ] → Rn of the boundary value problem (Bτ0,τ ) satisfying (Cτ0,τ ). The family
of intervals [τ0, τ ] is a Vitali covering of I \ J . Then there exists a finite family {[τ i0, τ i]}ri=1
of disjoint intervals and a corresponding family {xi}ri=1 of solutions xi : [τ i0, τ i] → Rn of the
boundary value problems
x˙i (t) ∈ intF
(
t, xi(t)
)
, t ∈ [τ i0, τ i] a.e.,
xi
(
τ i0
)= z(τ i0), xi(τ i)= z(τ i), i = 1, . . . , r,
such that
∫
(I\J )\⋃ri=1[τ i0,τ i ]
m(t) dt <
α
6
|I | and
τ i∫
τ i0
d∗F
(
t, xi(t), x˙i (t)
)
dt <
α
2
(
τ i − τ i0
)
, i = 1, . . . , r.
As I \⋃ri=1[τ i0, τ i] ⊂ ((I \ J ) \ [τ i0, τ i])∪ J , we have∫
I\⋃ri=1[τ i0,τ i ]
m(t) dt <
α
6
|I | + α
3
|I | = α
2
|I |.
Define x : I → Rn by
x(t) =
{
xi(t), t ∈ [τ i0, τ i],
z(t), elsewhere.
574 F.S. De Blasi, G. Pianigiani / J. Differential Equations 243 (2007) 558–577Clearly x ∈M. Moreover, in view of Lemma 2.3(iv),
∫
I
d∗F
(
t, x(t), x˙(t)
)
dt =
r∑
i=1
τ i∫
τ i0
d∗F
(
t, x(t), x˙(t)
)
dt +
∫
I\⋃ri=1[τ i0,τ i ]
d∗F
(
t, x(t), x˙(t)
)
dt
<
r∑
i=1
α
2
(
τ i − τ i0
)+ ∫
I\⋃ri=1[τ i0,τ i ]
m(t) dt <
α
2
|I | + α
2
|I | = α|I |,
and thus x ∈Mα . On the other hand, if t ∈ [τ i0, τ i] then |x(t) − z(t)| 
∫ τ i
τ i0
2m(t) dt < ε. As
x(t) = z(t) outside ⋃ri=1[τ i0, τ i], it follows that |x(t) − z(t)| < ε, for each t ∈ I . Hence Mα is
dense inM.
Let αn = 1/n. By the Baire theorem,⋂∞n=1Mαn is nonempty and dense inM. If x belongs to
such intersection then
∫
I
d∗F (t, x(t), x˙(t)) dt = 0 which implies d∗F (t, x(t), x˙(t)) = 0, t ∈ I a.e.
By Lemma 2.3(ii) it follows that x˙(t) ∈ extF(t, x(t)), t ∈ I a.e. This completes the proof. 
4. Partial differential inclusions. Counterexamples
In this section we consider the following Dirichlet problems
(DextF ) ∇u(x) ∈ extF
(
x,u(x)
)
, x ∈ Ω a.e., u(x) = ϕ(x), x ∈ ∂Ω,
and
(DintF ) ∇u(x) ∈ intF
(
x,u(x)
)
, x ∈ Ω a.e., u(x) = ϕ(x), x ∈ ∂Ω,
where Ω is a nonempty open and bounded subset of Rn, F :Ω ×R → B(Rn) and ϕ ∈ C(Ω) ∩
W 1,∞(Ω).
As in Section 2 we say that a multifunction F :Ω × R → B(Rn) is Carathéodory if: F(x, ·)
is continuous for each x ∈ Ω , F(·, u) is measurable for each u ∈ R, and ‖F(x,u)‖  m(x),
x ∈ Ω a.e., where m is integrable on Ω .
By solution of (DintF ) (respectively (DextF )) we mean a function u ∈ C(Ω) ∩ W 1,∞(Ω)
satisfying (DintF ) (respectively (DextF )).
For partial differential inclusions it is known [14] that, if F is continuous and if the Dirichlet
problem (DintF ) has solutions, then also the problem (DextF ) has solutions.
For ordinary differential inclusions we have seen in Section 3 that, if F is Carathéodory and
if the problem (BintF ) has solutions, then also the problem (BextF ) has solutions. An analogous
result is not valid for partial differential inclusions. In fact, in the following two examples, we
shall construct an F Carathéodory for which the problem (DintF ) has solutions while the problem
(DextF ) has no solutions. This furnishes a negative answer to a question raised by Dacorogna and
Marcellini [9].
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[0,1] \J , where J =⋃∞n=1 Jn, is a ternary Cantor’s set of strictly positive measure. Thus [0,1] \
J is a perfect set and J is dense in [0,1]. Let g : [0,1] → [0,1] be given by
g(x) =
{
2−n if x ∈ Jn,
1 if x ∈ [0,1] \ J.
It is evident that g is upper semicontinuous and strictly positive. Set Ω = (0,1)2 and define
F :Ω → B(R2) by
F(x, y) = B[0, g(x)].
F is upper semicontinuous. In fact let (x, y) ∈ Ω . If x ∈ J then F is constant on a neighborhood
of (x, y) and so F is continuous at (x, y). If x ∈ [0,1] \ J then F(x, y) = B[0,1] ⊃ F(x, y),
for all (x, y) ∈ Ω , hence F is upper semicontinuous at (x, y). Therefore F is measurable on Ω .
Since ‖F(x, y)‖ 1 and F is independent of u, the multifunction F is Carathéodory.
The function w(x,y) ≡ 0 satisfies ∇w(x,y) ∈ intF(x, y) for all (x, y) ∈ Ω and so w is
solution of the Dirichlet problem
∇u(x, y) ∈ intF(x, y), (x, y) ∈ Ω a.e., u(x, y) = 0, (x, y) ∈ ∂Ω. (4.1)
Nevertheless the Dirichlet problem
∇u(x, y) ∈ extF(x, y), (x, y) ∈ Ω a.e., u(x, y) = 0, (x, y) ∈ ∂Ω, (4.2)
has no solutions.
Clearly, w is not solution of (4.2). Suppose that u ∈ C(Ω) ∩ W 1,∞(Ω) is a solution of
(4.2). By Fubini’s theorem there exists a set N0 ⊂ (0,1) of measure zero such that, for each
x ∈ (0,1) \ N0 we have ∇u(x, y) ∈ extF(x, y), y ∈ (0,1) a.e.
Let x ∈ (0,1) \N0, y ∈ (0,1). Since
u(x, y) = u(x,0) +
y∫
0
uy(x, t) dt,
u(x,0) = 0, and |uy(x, t)|  g(x) = 2−n, t ∈ (0,1) a.e., it follows that |u(x, y)|  2−n. Let
x ∈ [0,1] \ J and y ∈ (0,1) be arbitrary. Since [0,1] \ J is a Cantor set, there exists a sequence
{xkn}, with xkn ∈ Jkn \ N0, which converges to x. Then |u(xkn, y)| 2−kn , and thus u(x, y) = 0
for all (x, y) ∈ Ω,x ∈ (0,1) \ J . This implies that ∇u(x, y) = 0 for almost all (x, y) ∈ Ω , with
x ∈ [0,1] \ J . As the latter set has strictly positive measure it follows that u is not solution
of (4.2). This proves that the Dirichlet problem (4.2) has no solutions.
In the following example we shall construct a Carathéodory multifunction F :Ω × R →
B(R2) for which the Dirichlet problem (DintF ) has a solution u satisfying B(∇u(x), ε) ⊂
F(x,u(x)), x ∈ Ω a.e., with ε independent of x (in fact ε = 1). Nevertheless the problem (DextF )
has no solutions.
576 F.S. De Blasi, G. Pianigiani / J. Differential Equations 243 (2007) 558–577Example 4.2. Let J,Jn, g and Ω be as in Example 4.1 and let ρ : [0,1] ×R→ R be given by
ρ(x,u) = (g(x))|u|.
Define F :Ω ×R → B(R2) by
F(x, y,u) = B[0, ρ(x,u)].
Clearly ρ(x, ·) is continuous and strictly positive, for each x ∈ [0,1]. Moreover, for each u ∈ R,
ρ(·, u) is upper semicontinuous, as g is so. Thus, for each (x, y) ∈ Ω , F(x, y, ·) is continuous
and, for each u ∈ R, F(·,·, u) is upper semicontinuous and hence also measurable. Since, in
addition, ‖F(x, y,u)‖ 1, it follows that F is Carathéodory.
The function w(x,y) ≡ 0 is solution of the Dirichlet problem
∇u(x, y) ∈ intF (x, y,u(x, y)), (x, y) ∈ Ω a.e., u(x, y) = 0, (x, y) ∈ ∂Ω, (4.3)
and, as ρ(x,0) = 1, we have B(∇w(x,y),1) ⊂ F(x, y,w(x, y)). Nevertheless, the following
Dirichlet problem
∇u(x, y) ∈ extF (x, y,u(x, y)), (x, y) ∈ Ω a.e., u(x, y) = 0, (x, y) ∈ ∂Ω, (4.4)
has no solutions.
It is evident that w is not solution of (4.4). Suppose now that u ∈ C(Ω) ∩ W 1,∞(Ω) is a
solution of (4.4.) and let (x, y) ∈ Ω , x ∈ (0,1) \ J , be arbitrary. We claim that u(x, y) = 0.
Suppose the contrary, i.e. |u(x, y)| = 3γ for some γ > 0. Let ν ∈ N be such that n > ν implies
2−nγ < γ . Now x ∈ [0,1] \ J , a Cantor set, and thus there exists k > ν such that |u(x, y)| > 2γ
for each x ∈ Jk . As u is solution of (4.4), there is a set N0 ⊂ (0,1) of measure zero such that for
each x ∈ (0,1) \N0, ∇u(x, y) ∈ extF(x, y,u(x, y)), y ∈ (0,1) a.e.
Fix ξ ∈ Jk \N0. Since
u(ξ, y) = u(ξ, y)+
y∫
y
uy(ξ, t) dt,
and |uy(ξ, t)| ρ(ξ, t) = (g(ξ))|u(ξ,t)|, t ∈ (0,1) a.e., we have
∣∣u(ξ, y)∣∣ ∣∣u(ξ, y)∣∣−
y∫
y
g(ξ)|u(ξ,t)| dt, y ∈ [y,1]. (4.5)
Let y∗ = max{y ∈ [y,1]: |u(ξ, t)| γ for every t ∈ [y, y]}. Suppose y∗ < 1. Clearly
(
g(ξ)
)|u(ξ,t)| = 2−k|u(ξ,t)|  2−kγ , t ∈ [y, y∗],
for g(ξ) = 2−k . Combining the latter and (4.5) (with y = y∗), gives∣∣u(ξ, y∗)∣∣> 2γ − 2−kγ (y∗ − y) > 2γ − γ = γ,
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is impossible, for u(ξ,1) = 0. Therefore u(x, y) = 0, and thus u(x, y) = 0 for all (x, y) ∈ Ω ,
x ∈ [0,1] \ J . It follows that on this set, of strictly positive measure, ∇u(x, y) = 0 a.e., and
consequently u is not a solution of (4.4). This proves that the Dirichlet problem (4.4) has no
solutions.
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