Quantitative analysis and controller synthesis problems for reactive real-time systems can be formalized as optimization problems on timed automata, timed games, and their probabilistic extensions. The limiting average cost and the discounted cost are two standard criteria for such optimization problems. In theory of finite-state probabilistic systems, a number of interesting results are available relating the optimal values according to these two different performance objectives. These results, however, do not directly apply to timed systems due to the infinite state-space of clock valuations. In this paper, we present some conditions under which the existence of the limit of optimal discounted cost objective implies the the existence of limiting average cost to the same value. Using these results we answer an open question posed by Fahrenberg and Larsen, and give simpler proofs of some known decidability results on (probabilistic) timed automata. We also show the determinacy and decidability of average-time games on timed automata, and expected average-time games on probabilistic timed automata.
INTRODUCTION
A number of recent case-studies [8, 15, 14, 4] demonstrate the applicability of timed automata [1] for model based design and analysis of embedded real-time systems. Probabilistic extensions of timed automata, such as probabilistic timed automata [21] , and duration probabilistic automata [23] are useful in modeling uncertainties (component failure, probability distribution on delays etc.), Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. EMSOFT '11, October 9-14, 2011 , Taipei, Taiwan. Copyright 2011 ACM 978-1-4503-0714-7/11/10 ...$10.00.
while two-player games [3, 7] on timed automata are natural candidates for modeling open real-time systems. The success of timed automata as a model of real-time systems can be partly attributed to its theoretical properties, such as decidable model checking problems, and partly to the availability of an excellent set of tools such as UPPAAL [29] , Kronos [20] , RED [27] , and, PRISM [25] .
Performance analysis and optimal controller synthesis questions for real-time embedded systems can be reduced to optimization problems on priced extensions of (probabilistic) timed automata for a given performance metric [4, 2] . The limiting average cost and the discounted cost are two standard criteria for associating a performance metric with an (infinite) execution of a reactive system. For a given execution r let π(r) = p i ∈ R ∞ i=0 be the sequence of numbers such that p i is the price at step i. Then, the limiting average cost of the execution r is the limit, if exists, of finite length averages:
Avg(π(r)) def = lim
On the other hand, the discounted cost of the execution r for a discount factor λ ∈ (0, 1] is the total discounted sum of prices, where the price at step i is discounted by (1 − λ) i :
The notions of limiting average cost and discounted cost are, loosely speaking, quite opposite to each other: while the limiting average cost criterion is insensitive to prices appearing in the initial prefixes, the discounted cost criterion gives more weight to prices appearing early in a sequence than the later ones. Hence it is perhaps surprising at first to learn that these two criteria are related to each-other. Hardy and Littlewood [11] showed that for a bounded (or positive) sequence π, if the limit lim λ→0 + Disct λ (π) exists then the average cost Avg(π) exists as well, and it is equal to lim λ→0 + Disct λ (π). In this paper we study optimization problems on timed automata (and its generalizations) with discounted cost and average cost criteria, and show the relation between their optimal values. In addition to their purely theoretical interest, such relations yield new proofs of decidability of certain average cost games on timed automata.
Connections between optimal discounted cost and average cost criteria are well-studied for probabilistic systems. Mertens and Neyman [24] showed that for two-player zero-sum stochastic games (and hence for Markov decision processes (MDPs)) with finitely many states and actions, the value of the game with average cost objective is equal to the limit of values of games with discounted cost objectives. Lehrer and Sorin [22] showed a more general result in the context of MDPs with infinite state spaces. They proved that uniform convergence of the limit of optimal discounted cost objective implies uniform convergence of the average reward objective to the same value. The concept of Blackwell-optimal strategy is tightly coupled with the relation between the limit of optimal discounted cost and the optimal average cost. Blackwell [5] showed the existence of strategies in finite Markov decision processes that are optimal for all discount factors sufficiently close to 0. It is well known [11, 26] that every positional Blackwell-optimal strategy is also average optimal, while the opposite is not true. The result of Mertens and Neyman show the existence of Blackwell-optimal strategies on finite stochastic games. To the best of our knowledge no analog of such results is known for timed automata, and the results from finite state probabilistic systems do not automatically generalize to timed systems due to infinite state space of clock valuations.
The main contribution of this paper are the theorems relating the limit of optimal discounted cost and the optimal average cost criteria on timed automata. We also show the existence of ε-Blackwell optimal (Blackwell optimal up to a given precision ε > 0) strategies in priced timed automata. We generalize these results for probabilistic timed automata, and games on probabilistic timed automata. Our results yield a simpler proof of decidability and determinacy of optimal average-time games on timed automata, and the first proof of decidability and determinacy for expected averagetime games on probabilistic timed automata. We also prove a conjecture of Fahrenberg and Larsen [9] on the connection between continuously-discounted cost and average cost (per time-unit) optimization problem on timed automata.
The rest of the paper is organized in the following manner. We begin the technical part of the paper by introducing the concepts and the notations in a general setting of MDPs and stochastic games with infinite states and actions. In Section 3 we introduce priced timed automata and present our main result. In Section 4 and 5 we discuss the extensions of our results for probabilistic timed automata and two player games, respectively.
PRELIMINARIES
We write N for the set of natural numbers, R for the set of real numbers, and R ≥0 for the set of non-negative reals. For sets X and Y , we write [X → Y ] for the set of functions F : X → Y and [X Y ] for the set of partial functions F : X Y . A (discrete) probability distribution over a (possibly uncountable) set X is a function F : X → [0, 1] such that support set of F , i.e., supp(F ) = {x ∈ X : F (x) > 0}, is a countable set and P x∈X F (x) = 1. Let P(X) denote the set of all probability distributions over X. We say that a probability distribution F ∈ P(X) is a point distribution if F (x)=1 for some x ∈ X.
Optimization Problems
The semantics of priced timed automata are weighted state transition systems with uncountably infinite states and actions, while the semantics of probabilistic timed automata are Markov decision processes with uncountably infinite states and actions. Before we introduce priced timed automata, and priced probabilistic timed automata, let us first introduce various concepts and definitions in this general framework.
DEFINITION 1 (MARKOV DECISION PROCESSES). A Markov decision process (MDP) is a tuple M = (S, A, T, π) where:
-S is a (possibly uncountable) set of states; -A is a (possibly uncountable) set of actions; A strategy μ : FRuns→P(A) is a function mapping finite runs to probability distributions on the set of enabled actions, i.e. for all finite runs r ∈ FRuns we have supp(μ(r)) ⊆ A(last(r)). We say that a strategy μ is pure if μ(r) is a point distribution for all r ∈ Runs, while we say that it is stationary if last(r) = last(r ) implies μ(r) = μ(r ) for all r, r ∈ Runs. We also say that a strategy is positional if it is both pure and stationary. We write Σ for the set of all strategies and Π for the set of all positional strategies of the MDP M.
For a strategy μ ∈ Σ and a starting state s ∈ S we write Run(s, μ) for the set of all runs consistent with the strategy μ. Notice that if M is a weighted state-transition system and μ is a pure strategy then Run(s, μ) is a singleton set. Given a finite run r ∈ FRuns a basic cylinder set Cyl(r) is defined as the set of all infinite runs with prefix r. Let F be the σ-algebra generated by all cylinder sets. To analyze an MDP M under a strategy μ and a starting state s we define the probability space (Runs(s, μ), F, Prob(s, μ)) over the set of infinite runs Runs(s, μ) in the standard manner [26] . Note that Prob(s, μ) is the unique probability measure satisfying
for all finite runs r= s 0, a1, . . . , sn , where ri= s0, a1, . . . , si .
Given a real-valued random variable f : Runs → R over the set of infinite runs, using standard techniques from probability theory, we define the expectation E(s, μ) {f } of this variable with respect to the strategy μ ∈ Σ when starting in the state s ∈ S.
To compare the performance of an MDP under different strategies, we define optimality criteria (also known as performance criteria, or payoffs) associated with a starting state and a strategy. Discounted cost and average cost are two well-studied criteria in performance analysis of MDPs. For a run r = s 0, a1, s1, . . . we define its λ-discounted cost D λ (for λ ∈ (0, 1]) and N -average cost A N (for N ≥ 1) as:
Observe that D λ (r) is always defined for every run r since π is a bounded function. Due to non-negativity of price functions the following result follows from a result [13] 
Finally, we define optimal λ-discounted cost D λ (s) and optimal N -average cost A N (s) of M with starting state s as: Lehrer and Sorin [22] showed that in the absence of uniform convergence this relation does not hold by giving an example of an MDP with countably infinite states and finite action sets where both lim n→∞ AN (s) and lim λ→0 + D λ (s) exist and differ.
A strategy μ is D λ -optimal if for all s ∈ S we have that D λ (s) = D λ (s, μ). Observe that since the optimal λ-discounted cost D λ is defined as infimum over λ-discounted costs for an infinite set of strategies, no strategy may achieve the optimal cost. Hence, for a given precision ε>0, we define the concept of ε-optimal strategies. For ε>0 we say that a strategy μ is ε-D λ -optimal if for all s ∈ S we have that D λ (s) + ε ≥ D λ (s, μ). The concepts of AN -optimal and ε-A N -optimal strategies are defined analogously.
For a given ε > 0 we say that a strategy is ε-Blackwell-optimal if for every starting state s ∈ S there exists a λ 0 ∈ (0, 1] such that it is ε-D λ -optimal for all λ ∈ (0, λ0]. The concept of Blackwelloptimal strategy is defined in straightforward manner. For ε > 0 we say that a strategy μ is ε-limit-average optimal if for every starting state s ∈ S there exists N 0 ∈ N such that μ is ε-AN -optimal for all N ≥ N 0.
For a given state s ∈ S we also define the long-run average A(s, μ) of a strategy μ ∈ Σ and the optimal average cost A(s) as:
The concepts of average optimal and ε-average-optimal strategies are defined in straightforward manner. The following result relates these average and discounted cost criteria for finite Markov decision processes.
THEOREM 3 ([24],[26]). For a finite Markov Decision Process M and staring state s we have that
lim λ→0 + D λ (s) = lim N →∞
AN (s) = A(s).
Moreover, there exist positional Blackwell-optimal, positional ε-limit-average optimal, and positional average-optimal strategies.
Two-Player Games
Two player zero-sum games are a well-established paradigm to study competitive optimization problems arising from performance evaluation of open systems. In these games two players correspond to the controller and the environment, and the goal of the controller is to choose the controllable actions in such a way that optimizes some global objective. We are interested in games played on the infinite graph of configurations of timed automata, where the two players, player Min (typically the controller) and player Max (the environment), aim to minimize and maximize, resp., the objective function over the infinite runs of the system. We are interested in showing the relation between the optimal value of discounted cost objective and average cost objective. In this subsection, we introduce various concepts in the setting of stochastic games with infinite state and action spaces, and review some classical results. We say that a game arena Γ = (M, S Min, SMax) is deterministic if M is a weighted state-transition system. Also, we say that a game arena is finite if M is finite.
DEFINITION 2 (GAME ARENA). A (stochastic) game arena is a tuple Γ = (M = (S, A, T, π), S
A strategy of player Min is a (partial) function μ : FRuns P(A) that is defined for a finite run ending in states controlled by player Min, and returns a distribution over actions available in the last state of the run. Formally, a strategy μ is defined for finite runs r ∈ FRuns if last(r) ∈ S Min and it is such that supp(μ(r)) ⊆ A(last(r)). A strategy χ of player Max is defined analogously. The concepts of pure, stationary, and positional strategies of players are defined in a manner analogous to MDPs. We write Σ Min and ΣMax for the sets of strategies of players Min and Max, respectively, and Π Min and ΠMax for the set of positional strategies of players Min and Max, resp.
We write Runs(s, μ, χ) for all the runs of Γ starting from state s where player Min plays according to the strategy μ ∈ Σ Min and player Max plays according to strategy χ ∈ Σ Max. The probability space (Runs(s, μ, χ), F, Prob(s, μ, χ)) and the expectation E(s, μ, χ) {f } of the real-valued random variable f : Runs → R are defined in a straightforward manner.
A game on a game arena is characterized by the optimality criterion players associate with a run. In a zero-sum game it is sufficient to define the performance criterion of player Min, and the criterion of player Max is the opposite. Similar to the optimization problems discussed in Section 2.1, we consider D λ -game, AN -game, A-game corresponding to λ-discounted cost, N -average cost, and the average cost criteria, respectively.
We define the concept of the D λ -value of a strategy μ of player Min in a game Γ with starting state s as:
and D λ -value of a strategy χ of player Max in a game Γ with starting state s as:
The upper value uval(D λ ) of a D λ -game is then defined as the upper limit on the value of optimization criterion that player Min can ensure irrespective of the strategy used by player Max, and is equal to
The concept of the lower value lval(D λ ) of the D λ -game is analogous:
It is easy to verify that lval(D
In such a case, we say that the value
For a given ε > 0 we say that a strategy χ is ε-D λ -optimal if
The D λ -optimality of the strategies of player Min is defined analogously.
Notice that if the D λ -game is determined, then each player has an ε-optimal strategy for all ε>0. We say that D λ -game is positionally determined if
It is straightforward to see that if D λ -game is positionally determined, then both players have positional ε-optimal strategies for all ε>0. The concepts of upper value, lower value, optimal and ε-strategies, etc., for N -average cost games are defined in a similar fashion. For average cost games the only noteworthy difference is:
For a given ε > 0 we say that a strategy of player Min (Max) is ε-Blackwell-optimal if for every starting state s ∈ S there exists a λ 0 ∈ (0, 1] such that it is ε-D λ -optimal for all λ ∈ (0, λ0]. The concept of a Blackwell-optimal strategy of each player is defined in straightforward manner. We also define ε-limit-average optimal strategies for both players. It is well known that for finite game arenas ε-limit-average optimality is a stronger notion than ε-Blackwell optimality. PROPOSITION 4 ([24] ). For every finite stochastic game arena Γ, ε > 0, and for both players we have that every ε-limit-average optimal strategy is also ε -Blackwell optimal for ε = 2ε.
The following result relates the value of discounted cost game to the value of average cost game in a game arena. THEOREM 5 ([24] , [11] 
Moreover, both players have positional Blackwell-optimal, positional ε-limit-average optimal, and positional average-optimal strategies.
Operator Based Approach
Rosenberg and Sorin [28] studied the functional operators Φ :
and used them to show the connection between discounted cost and average cost criteria for absorbing games and incomplete information repeated games. We review these operators and some of their properties that we later exploit to prove our results for timed systems. For a game arena Γ we define the operators Φ and Ψ in the following manner: for λ ∈ (0, 1] and f : S → R ≥0 we have
where opt is inf if s ∈ SMin, and is sup if s ∈ SMax.
The following proposition follows from the fact that Φ is monotonic and for every function f :
The following equalities involving operators are easy to verify.
PROPOSITION 7 ([28]).
1.
Proposition 7 and Theorem 5 imply the following proposition (that can also be proved directly by extending the operator approach of [28] ).
PROPOSITION 8. For a finite game arena Γ we have that
for every s ∈ S.
To emphasize some set's correspondence to its game arena (or MDP) Γ, specially when it is not clear from the context, we affix Γ in the superscript. For example, we write Runs Γ and Σ Γ Min to denote the set of runs and the set of strategies for player Min, resp., in a stochastic game on Γ.
PRICED TIMED AUTOMATA
To present the syntax and the semantics of priced timed automata we need to introduce clock variables and related concepts.
Let C be a finite set of nonnegative real variables which we refer to as clocks. A clock valuation on C is a function ν : C→R ≥0 and we write V for the set of clock valuations. Abusing notation, we treat a valuation ν as a point in R We say that a timed automaton is bounded if there exists a constant
For technical convenience we restrict our attention to bounded priced timed automata. 
ν+t ∈ Enb( , a).
For all ( , ν) ∈ S, and (t, a) ∈ A(( , ν)) we have that
is the price function and it such that for ( , ν) ∈ S and (t, a) ∈ A(( , ν)) we have that
We are interested in the relation between the optimal λ-discounted cost D λ , optimal N -average cost AN , and optimal average cost A on the weighted state-transition system [[T ]]. The following theorem is our main result. 
AN (s) = A(s).
Moreover, there exist ε-Blackwell optimal and ε-limit-average optimal strategies for every ε > 0.
In order to prove this theorem we present an abstraction of priced timed automata in the next subsection, and using that we prove the correctness of the reduction of optimal λ-discounted cost and optimal N -average cost problems for a priced timed automaton to corresponding problems on a finite graph. In Section 3.2 we show the existence of ε-Blackwell optimal strategies in a timed automaton T , and in Section 3.3 we show the proof of Theorem 9 by showing a crucial Lemma 14. Finally, in Section 3.4 we prove a similar theorem for optimal continuous discounting cost problem studied by Fahrenberg and Larsen.
Region Abstractions
The decidability of the qualitative reachability problem on timed automata was shown by Alur and Dill [1] by showing a reduction to the so-called region graph. The region graph, however, is not suitable for qualitative optimization problems as it does not preserve any timing/price information. Several generalizations of region abstractions, e.g. corner-point abstraction [6, 9] , digital clocks [21] , and boundary region abstractions [18] , have been proposed to solve quantitative optimization problems on timed automata. We present the boundary region graph abstraction, and prove the correctness of the reduction of discounted cost optimization problem on priced timed automata to that on its boundary region abstraction. The boundary region graph has the property that for a fixed starting state the reachable subgraph (a state-transition system) from that state is finite. This subgraph coincides with the corner-point abstraction if the valuation ν of the starting state is a grid point, i.e. ν ∈ N |C| . Before we present the boundary region abstraction let us introduce some concepts and notation related to the region abstraction.
For a bounded timed automaton T , let SCC(ν) be the finite set of simple constraints which hold in ν ∈ V . A clock region is a maximal set R ⊆ V such that SCC(ν) = SCC(ν ) for all ν, ν ∈ R. We write R for the set of clock regions of T . Observe that every clock region is an equivalence class of the indistinguishability-byclock-constraints relation, and vice versa. For regions R, R ∈ R, we say that the clock region R is in the future of clock region R, or R is in the past of R , if there are ν ∈ R, ν ∈ R and delay d ∈ R ≥0 such that ν = ν+d; we then write R − → * R . For regions R, R ∈ R such that R − → * R we write [R, R ] for the union of the set of regions that are in the future of R and in the past of R . We say that a clock region R is thin if [ν] = [ν+ε] for every ν ∈ R and ε>0, and thick otherwise. We write R Thin and RThick for the sets of thin and thick regions, respectively. For a set X ⊆ V of valuations we write clos(X) and bd(X) for the closure and the boundary, respectively, of the set X with respect to Euclidean topology on R |C| ≥0 . The main idea of the boundary region abstraction is that in this abstraction from every configuration we permit only those time delays that let the system reach a configuration either in a thin region or close to a boundary of a thick region. There is an additional overhead of storing regions as part of configuration and timed actions, because thick regions are open sets of configurations and the configurations lying on the boundary of a thick region do not belong to the thick region itself.
DEFINITION 5 (BOUNDARY REGION GRAPH). The boundary region graph of T = (L, C, Inv , Act , Enb, Rst, δ, pr) with semantics [[T ]] = (S, A, T, π) is given by a weighted state-transition systemT =(Ŝ,Â,T ,π) where -Ŝ ⊆ L×V ×R is a set of states such that ( , ν, R) ∈Ŝ if and only if ( , ν) ∈ S and ν ∈ clos(R);
-Â = R ≥0 ×R×Act is a set of boundary timed actions; 
a) ∈Â(( , ν, R)) we havê T (( , ν, R), (t, Ra, a)) = (δ( , a), ν+t[Rst(a):=0], Ra[Rst(a):=0]
).
-π :Ŝ ×Â → R is a price function such that for s = ( , ν, R) ∈Ŝ and (t, R, a) ∈Â(( , ν, R)) we have that π(( , ν, R), (t, R , a)) = pr( ) · t + pr(a).
We writeTs for the weighted state-transition graph obtained by restricting the set of states to the set of reachable states from s ∈Ŝ.
By the definition of a boundary region graph it follows that for every ( , ν, R) ∈Ŝ if (t, R a, a) ∈Â(( , ν, R)) then
-either R a is thin, and ν + t ∈ clos(Ra), or -Ra is thick, and t = inf {t | ν + t ∈ clos(Ra)} or t = sup {t | ν + t ∈ clos(Ra)}.
Moreover, such t is a natural number if ν is a grid point, otherwise there is a clock c ∈ C and number b ∈ N such that t = b − ν(c).
The following property is now immediate.
PROPOSITION 10 ([18]). If T is a bounded priced timed automaton then for every s∈Ŝ the setÂ(s) of enabled boundary action is finite. Moreover, for every s∈Ŝ, the weighted state-transition systemT s is finite and its size is exponential in the size of T .
Now let us review the functional operators Φ and Ψ for a timed automaton T and the related operatorsΦ andΨ for its boundary region graphT . For every state s = ( , ν) ∈ S of T , a function f : S → R, and λ ∈ (0, 1] we define
Similarly, for every state s = ( , ν, R) ∈Ŝ ofT , a function f :Ŝ → R, and λ ∈ (0, 1] we definê
We say that a function f :Ŝ → R is regionally concave and C-continuous, if for every location ∈ L, and region R ∈ R the function f ( , ·, R) : ν ∈ clos(R) → f ( , ν, R) is concave and Lipschitz continuous with constant C. The following proposition is useful in showing the connection between operators on T andT . The proof of this proposition follows from the fact that if a function f :Ŝ → R is regionally concave and C-continuous thenΦ(λ, f ) andΨ(f ) are regionally concave and Lipschitz continuous with constants max {C, W } and C + W respectively. It is shown using the following properties of concave functions:
-If f : S → R is concave, and g : S × R ≥0 → S is affine, then f (g(·)) : S × R ≥0 → S is concave.
-If f 1, f2 : S → R are concave and w1, w2 ∈ R ≥0 then w 1 · f1 + w2 · f2 is concave.
-If f 1, f2, . . . , fn : S → R are concave functions, then their point-wise minimum is also concave.
The proof for Lipschitz continuity follows from these properties:
-If f 1, f2 : S → R are k1-continuous and k2-continuous, respectively, and w 1, w2 ∈ R ≥0 then w1 · f1 + w2 · f2 is w 1k1 + w2k2 continuous. 
For a state s = ( , ν) of T we write [s] = ( , ν, [ν])
for the corresponding state inT . The following relation shows the correctness of the reduction of the optimal discounted cost problem from a priced timed automaton to its boundary region graph.
PROPOSITION 12.
For every bounded priced timed automaton T , for every s ∈ S and every N ∈ N we have:
, and
PROOF. We first show by induction on
For the base case, consider 
([s], (t, R, a))+0(T ([s], (t, R, a)))=Ψ (0)(s).
The only non-trivial equality is (1) which follows as for a fixed ( , ν) the function pr( ) · t + pr(a) is concave (linear) in t, and for every concave function f : (a, b) → R we have that For the inductive step assume that
. We show that the equality holds for N + 1. Following a reasoning similar to the base case, in order to prove Ψ N +1 (0) =Ψ N +1 (0) we need to show that for every state ( , ν) ∈ S, action a ∈ Act and region R in future of ν, the function
is concave in t on the domain {t : ν + t ∈ R}. It follows easily considering the following facts:
-Ψ N (0) is regionally concave (Proposition 11).
-If f : S → R is concave, and g : R ≥0 → S is affine, then f (g(·)) : R ≥0 → S is concave as well.
-If f1, f2 : R ≥0 → R are concave and w1, w2 ∈ R ≥0 then w 1 · f1 + w2 · f2 is concave as well.
The proof for the equivalence of Φ andΦ operators is along the similar lines and hence is omitted.
Blackwell Optimal Strategies
To see the difference between different optimality criteria, consider the timed automaton shown in Figure 1 with four location 0-3 and one clock x. The triplet on a transitions shows clock constraint of the action guard, action label, and the reset clock set. Let the price of a timed action be equal to the time delay, i.e. pr( ) = 1 and pr(a) = 0 for all ∈ L and a ∈ A. In this simple example there are only three strategies.
-(Strategy a): Choose action a in location 0 after 0 time units, and then take the only available action d in location 1 every 2 time unit. The D λ cost for this strategy is 2(1 − λ), A N -cost is 2 − 2/N , and the average cost is 2.
-(Strategy b): Choose action b in location 0 after 10 time units, and then take the only available action d in location 2 every 1 time unit. The D λ cost for this strategy is 1 + 9λ, A N -cost is 1 + 9/N , and the average cost is 1.
-(Strategy c): Choose action c in location 0 after 1 time unit, and then take the only available action d in location 3 every 1 time unit. The D λ -cost, the AN -cost and the average-cost for this strategy is 1.
It is easy to see that the strategy a is D λ -optimal for all λ ≥ 0.5, while for all other λ ∈ (0, 0.5] the strategy c is optimal, hence the strategy c is Blackwell-optimal. Also, strategy c is limit-averageoptimal for all N ≥ 2. Notice that under average cost criteria both strategies b and c are optimal, while it is obvious that strategy c is always preferable to strategy b. To make this example more interesting, consider the case when the guard on the location 3 is 
Figure 1: Discount optimal, average optimal and Blackwelloptimal strategies strict, i.e. x > 1. Clearly there are no Blackwell-optimal or limitaverage-optimal strategies in this case. However, for every ε > 0 the strategy that chooses 1 + ε delay is ε-limit-average optimal for all N ≥ (2 − ε)/(1 − ε), and ε-Blackwell optimal for all λ ∈ (0, λ 0] for λ0 = 1/N0. The following theorem shows the existence of ε-Blackwell optimal and ε-limit-average optimal strategies for all bounded priced timed automaton.
THEOREM 13. For every bounded priced timed automaton T and every starting state s ∈ S there exist ε-limit-average optimal and ε-Blackwell optimal strategies for every ε > 0.
PROOF. We only sketch the existence of ε-limit-average optimal strategies. The proof for the existence of ε-Blackwell optimal strategies is along the similar lines and hence omitted.
Let us fix a state s ∈ S of T . Notice that [s] ∈Ŝ is its corresponding state in the boundary region graphT of T . From Proposition 10 we know that for every [s] ∈Ŝ the reachable weighted state-transition system ofT from [s] is finite. The existence of an ε-limit-average optimal strategy inT now follows from Theorem 3. In other words, for every ε > 0 there exists a strategy μ ε ∈ ΣT and N0 ∈ N such that for all N ≥ N0 we have
It was shown in [6, 18 ] that for every s ∈ S, ε > 0 and μ ∈ ΣT there exists μ ∈ Σ T such that for all N ∈ N we have
Notice that from Proposition 12 and 7 we have that
Combining (3) and (4) it is now easy to see that for every s ∈ S and ε > 0 there exists a strategy μ * ∈ Σ T and N0 ∈ N such that for all N ≥ N0 we have
The proof is now complete.
Proof of Theorem 9
LEMMA 14. For every bounded priced timed automaton T and every starting state s we have
PROOF. From Proposition 12 we know that for every s ∈ S we have that
Moreover since the reachable subgraph ofT from [s] is a finite weighted state-transition system, from Theorem 3 it implies that the limit lim λ→0 + D λ (s) exists. Now for every s ∈ S we show that it implies that lim N →∞ AN (s) exists and is equal to lim λ→0 + D λ (s) via the following equalities.
The first and fifth equalities are from Proposition 7. AN (s, μ) .
The existence of ε-limit-average optimal strategy (Theorem 13) implies that for arbitrarily small ε > 0 there exists a strategy μ * ∈ Σ and N 0 ∈ N such that for all N ≥ N0 we have that
Now it trivially follows that for all ε > 0 we have
Continuous Discounting
We say that a priced timed automaton is time-divergent if for every strategy σ the run Run(s, σ) = s 0, (t1, a1), s1, . . . is such that P ∞ i=1 ti = ∞. Fahrenberg and Larsen [9] studied bounded and time-divergent priced timed automata and defined continuous discounted cost criterion D λ (r) of the run r as:
where r = ( 0, ν0), (t1, a1), ( 1, ν1) , . . . , Δi = P i k=0 t k , t0=0, and pr(r) : R ≥0 → R ≥0 is defined as:
They conjectured the relation between this continuous discounting criterion with the following average cost criterion introduced in [6] : PROOF. The proof of this theorem can be shown using continuous versions of operators Φ and Ψ. However, for convenience we prove this theorem by exploiting known results [9, 6] of the correctness of the reductions of optimal continuous λ-discounted cost and optimal continuous average cost on a bounded and time-divergent priced timed automaton to its boundary region graph (corner-point abstraction).
We begin by observing that the limit lim λ→0 + D λ (s) exists since for every λ we have that D λ (s) on T is equal to D λ ([s]) onT , and finiteness (Proposition 10) of the reachable state-transition system ofT from [s] . Now from the existence of positional Blackwell optimal strategies on finite MDPs we have:
The third equality follows from the existence of positional discount optimal strategies in a finite MDPs [26] , while the proof of the last equality follows from the existence of Blackwell-optimal strategies (Theorem 3) in a finite MDP, and the proof is similar to that of the proof of (5) and (6) in the proof of Lemma 14.
For every positional strategy σ ∈ ΠT inT we know that the limit lim λ→0 + D λ (([s]) , σ) exists. Feller [10] showed that for a given Lebesgue-measurable and bounded real function g we have lim inf
Moreover, if the middle inequality is an equality then all inequalities are equalities. Combining this fact with Theorem 1 we have that
For time-divergent priced timed automata it was shown in [6] that there exist positional A-optimal strategies, and hence
Now from the correctness [6] of the reduction of average price-perreward problem for a bounded and reward diverging priced timed automaton to its boundary region graph, it follows that
PROBABILISTIC TIMED AUTOMATA
Probabilistic timed automata naturally extend both timed automata and Markov decision processes, and can model uncertainty in realtime systems. Building upon our results on timed automata, we relate expected discounted cost optimization problem to expected average cost problem on probabilistic timed automata. 
We have the following result analogous to Theorem 9 for probabilistic timed automata. THEOREM 16. For every bounded priced probabilistic timed automaton T and every starting state s we have
The proof of the existence of ε-Blackwell and ε-limit-average optimal strategies is very similar to the proof of Theorem 13. It uses following results from [16] : for every s ∈ S, strategy μ of a boundary region graphT (now a Markov decision process), and ε > 0 there exists a strategy μ in T whose N -average cost is at most ε worse than that of μ for all N ∈ N, and an analogous result for λ-discounted cost. The proof for the equivalence of lim λ→0 + D λ (s), limN→∞ AN (s) and A(s) follows the proof of Lemma 14, as also in the case of priced probabilistic timed automata, the operatorsΦ(λ, f ) andΨ(f ) stay regionally concave for every regionally concave function f :Ŝ → R ≥0 .
TIMED GAMES
Two player zero-sum games on timed automata and probabilistic timed automata can model controller synthesis problems for realtime systems. For simplicity we consider turn-based games on probabilistic timed automata. The results presented here can partially be extended to concurrent timed games model of [12] with some effort. A turn based timed game is played between two players Min (the controller) and Max (the environment) who construct an infinite run of the (probabilistic) timed automaton by choosing a timed action when the play (finite execution so far) reaches a location controlled by them. Players choose their moves in order to optimize their respective payoffs. The discussion below is for games on probabilistic timed automata, but results imply similar results for games on timed automata. 
DEFINITION 7. A probabilistic timed game arena is a tuple
Γ = (T = (L, C, Inv , Act , Enb, δ, pr), L Min, LMax),
AN (s) = A(s),
Moreover, there exist ε-Blackwell optimal and ε-limit-average optimal strategies of both players for every ε > 0.
For such game arena it was shown in [12] that D λ games are positionally determined for all λ ∈ (0, 1]. Using similar techniques, we show that A N games are determined for all N ∈ N. The proof for the equivalence of lim λ→0 + D λ (s) and limN→∞ AN (s) follows the structure of the proof of Lemma 14. However, the proof of Proposition 12 can not be lifted directly as the functionsΦ(λ, f ) andΨ(f ) are no longer regionally concave for a regionally concave function f , due to both minimum and maximum appearing on the right hand sides of the operatorsΦ andΨ. We use quasi-simple functions, introduced by [12] , in the place of concave functions to show analog of Proposition 12 for probabilistic timed games.
Due to space constraints, we only sketch the existence of ε-limitaverage optimal strategies. It follows closely the structure of the proof of Theorem 13, and uses Theorem 5 and the following fact. 
An analogous result holds for strategies of player Max.
The proof of this proposition uses the fact that the lim N →∞ AN is regionally constant and is along the same lines as the proof of Proposition 7 in [19] . Now we show the equality of lim N →∞ AN (s) and A(s). Since for all N ∈ N we know that A N -games are determined, we have Let χε ∈ ΣMax be ε-limit-average optimal strategy of player Max and hence there exists N 0 ∈ N s.t. χε is ε-optimal for player Max in all A N games for N ≥ N0. In a similar manner we show the equality of the lower values. Now the determinacy of the A-games on bounded probabilistic timed game arenas follows from the determinacy of A N -games on these arenas. The A-games on probabilistic timed game arenas are also known as expected average-time games [12, 17] . Theorem 17, along with the correctness of the reduction [12] of D λ -games on a probabilistic timed game arenas to D λ -games on corresponding boundary region graphs, shows a reduction from expected averagetime games to A-games on the finite subgraph of reachable states of the corresponding boundary region graph. The following result is now immediate.
THEOREM 19. Expected average-time games [12] on bounded probabilistic timed game arenas are decidable.
CONCLUSION
Competitive optimization problems on timed automata are central to model based performance evaluation and optimal controller design for embedded systems. Discounted cost and average cost criteria are two standard performance metrics for reactive systems. We studied the limits of λ-discounted cost and N -average cost performance criteria for timed automata and its generalizations. We showed the equivalence of these limits to the optimal average cost criterion for priced timed automata, priced probabilistic timed automata, and probabilistic timed games. Our results show a new proof of determinacy and decidability of expected average-time games on probabilistic timed automata, while simplifying an already known result for average-time games on timed automata.
