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Resu.mo 
Barp, Ana Rosa Baganha. Modelagem Chuva-V azao em Bacias Hidregraficas com Suporte em 
redes Neurais Arti:ficiais. Campinas, Faculdade de Engenharia Universidade Estadual de 
Campinas, 1999. Paginas. Tese (Doutorado) 
Este trabalho investiga a utiliza.yao de modelos deterministicos de simula<;:ao hldrol6gica 
do tipo chuva-vazao, cuja area de estudo refere-se as bacias dos rios Itapetininga, das Almas e 
Guarapiranga no estado de Sao Paulo e bacia do rio Guapore no estado de Mato Grasso. Sao 
testados dois modelos deterministicos do tipo chuva-vazao, ambos com precesso de otimiza<;ao 
dos parametres na forma irrestrita e nao linear : SMAP (Soil Moisture Accouting Procedure) -
com aplica<;ao de urn metodo de otimiza<;ao de primeira ordem; e outro modelo utilizando a 
tecnica de Redes Neurais Artificiais (RNA's), com metodo de otimiza.;:ao de segunda ordem. Em 
ambos os casos e tornado o intervalo de discretiza<;ao mensa!. A concep<;ao testada sobre a 
posi<;ao de inser<;ao do modelos de RNA's acoplado ao SMAP, tern origem na necessidade de 
investiga.;:ao do potencial das RNA's em substitui<;ao aos parametres e processos tradicionais dos 
modelos chuva-vazao e, representada diretamente a rela<;:ao chuva-vazao, partindo-se portanto, 
como entrada a serie de precipita<;oes e gerando-se as vazoes atraves da RNA. 
Palavrns Chave: Recursos hidricos - Desenvolvimento, Otimiza~ao matematica, Analise de 
sistemas, Inteligencia artificial, Redes mmrais (Computa~;ao), Bacias hidrogcificas. 
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Capitulo l - !ntrodu(Oao 
CAPITULO I 
INTRODU(:AO 
1.1 Redes Neurais Artificiais Aplicadas a Modelos Hidrologicos 
Redes neurais arti:ficiais (RNA's), tambem chamadas na linguagem cienti:fica de modelos 
matelTlliticos de redes neurais, constituem-se de aigoritmos de processamento numerico e 
computacionai que vern sendo objeto de intensa pesquisa e desenvolvimento recente, diante da 
capacidade de tratamento de grande nfunero de infon:nas:oes, adaptas:ao a sistemas e processos de 
natureza diversi:ficada bern como, capacidade de representa<;:ao de processos complexos que 
incluem niio linearidades e descontinuidades. 0 objetivo inicia! desses rnodelos era reproduzir, o 
mais proximo possivel, os mecanismos de transrnissao de infon:nac;:oes do cerebra humano, quanto 
as tarefas de tomar decis6es, processar, aprender, lembrar e otimizar as infon:nac;:6es. Mas as 
pesquisas ate aqui desenvolvidas ainda prosseguem no aperfeic;:oamento da tecnica, obviamente a 
muita distilncia da pretensa similaridade funcionai completa como modelo do cerebro humano. 
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0 grande potencial dessa ferramenta ja vern sendo comprovado em diversos trabalhos, 
quando ap!icado na analise e sintese de sistemas niio lineares, cujo processo subjacente a 
transforrna<;:ao das variaveis desde a entrada ate a saida do sistema nao e bern conhecida, ou, 
mesmo conhecida, e de elevada complexidade. As areas de comprovado reconhecimento 
dessa tecnica sao: reconhecimento de padr5es, teo ria da inforrna<;:ao, teoria de aproxima<;:ao de 
fun<;:ao, de processamento de sinais, previsao de series temporais, teoria controle 
processos e otimiza<;:ao de sistemas. 
A motiva.;ao para o desenvolvimento do trabalho aqui apresentado se deu inicialmente 
por tres caracteristicas da modelagem por Rl'\fA: (a) a possibi!idade de calibra<;ao automitica dos 
urn de e saida; (b) a vantagem das RNA 
modelagem dos processos em que estao presentes rela~;5es niio lineares entre as variaveis; (c) a 
exigencia de menor extensao de serie hist6rica para calibra;;ao de pararnetros. 
A tecnica de RNA apresenta grande competitividade com os metodos de modelagem e 
previsao com hlp6teses lineares sobre a rela;;ao entre pararnetros e variaveis (ex. ANOV A, Box-
Jenkins, Regressao ). Os metodos apresentados niio requerem a defini<;ao dos pararnetros pelo 
usuario e possuem propriedades de estabilidade e convergencia numerica bern definidas. Tais 
aspectos vern sendo relatados em diversos estudos anteriores, como em TANG et al. (1990) onde, 
atraves da compara<;ao entre os modelos de RNA e os de Box-Jenkins, conclni-se pela 
superioridade dos resultados derivados das RNA e ainda, a exigencia de menor extensao da serie 
observada para garantir a mesma qualidade das previs5es. Urn segundo estudo comparativo mais 
completo e relatado em HILL et al. (1996), onde os resultados indicam que a vantagem 
competitiva das RNA, enquanto tecnica de previsao, se da em series temporais com intervalos 
mensais, com nU:mero de observa<;5es menor que 50 e decorrentes de processos com alta 
incidencia de niio linearidades e descontinuidades. Tais trabalhos foram desenvolvidos em series de 
natureza diversi:ficada (ex. pre<;os de produtos; demanda por bens de consumo, etc.), porem os 
atrativos foram suficientes para a proposir;:ao do trabalho de pesquisa que se desenvolveu e aqui se 
apresenta, uma vez que: (a) as series hidrol6gicas de vaz5es fluviais sao produto da intera.;:ao 
complexa dos processos de transforrna.;ao chuva-vazao, os quais se representam mais 
apropriadamente atraves de rela<;5es de natureza nao linear e onde tambem incidem 
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descontinuidades; (b) a extensao das series hidrol6gicas tambem constitui urn fator limitante a 
aplica<;:ao de muitos modelos, tornando valiosas as tecnicas que pennitem extrair o milximo de 
informa<;ao de registros escassos. 
Dentre as opi(oes de modelagem do processo chuva-vazao, optou-se inicialmente por 
investir na concep<;:ao de urn mode!o do tipo conceitual com base na representa-;;ao fisica dos 
processos ocorrem no ciclo hidrol6gico, o qual deveria ser estruturado na forma de redes 
neurais sendo os parfunetros determinados pela etapa de aprendizagem da rede. Os modelos que 
utilizam a otimiza<;:ao tradicional e a simula<;ao requerem razoave! experiencia do hidr6logo, 
especialmente na fase de calibra~tao dos parfunetros. com a tecnica de RNA a participa<;ao do 
usmirio seria como ser reduzida, tambem, a margem de erro entre os 
resultados observados e os cahbrados pelo modelo. Porem, tal concep.;:ao se revelou inviavel pela 
propria formata<;;ao sistematica requerida pela modelagem em redes neurais, com o conceito de 
camadas e parfunetros bastante rigidos, sem possibilidade de associa~ao dos mesmos a qualquer 
parfunetro fisico que pudesse ter em correspondencia urn processo do ciclo hidrol6gico. 
A pesquisa exigiu entao urn redirecionamento, o que foi feito com base nas primeiras 
publica96es que surgiram na literatura relatando aplicas:oes na :irea hidrol6gica (HSU et. al., 1995; 
SMITH e ELI, 1995). Sendo trabalhos recentes na epoca, elas indicavam resultados iniciais 
promissores e sobretudo, espa<;:o e necessidade de aprofundamento da pesquisa no tema. 0 mesmo 
se concluiu da leitura das primeiras aplica<;;oes da tecnica as bacias do Brasil conforme apresentado 
por SOUZA et. al.(l995) e SARMENTO (1996). Foi neste contexte que surgiram os objetivos da 
pesquisa, a serem relatados adiante. 
1.2 Objetivo do Trabalho 
Este trabalho tern como objetivo investigar a adequa;;ao da utiliza<;;ao de modelos de 
redes neurais artificiais (RNA) para representar a rela9ao chuva-vazao de bacias hidrograficas. 
Alem do desenvolvimento e identificayao da melhor estrutura de redes neurais para representa<;;ao 
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de tal processo hidrol6gico, estuda-se o desempenho da rede neural sob grau variado de 
infonna.;ao relativo a natureza fisica do processo de transfonna<;ao chuva-vazao. estudo !anva 
mao urn mode!o conceitual de simula9ao hidrologica, o SMAP (Soil Moisture Accouting 
Procedure), o qual e usado tanto para o fracionamento dos componentes do ciclo hidrologico 
quanto como base de referenda para comparayao de resultados. Em particuiar, as seguintes 
questiies foram trabalhadas na pesquisa: 
l. Em que medida as RNA's podem extrair infonna;;;ao e representar adequadarnente o 
processo chuva-vazao, corn finalidade preditiva, tendo como entrada e saida apenas os 
totals mensais de precipita~ao e as respectivas vaziies medias mensais em diferentes bacias? 
2. Ern circunstiincias tal representa;;;ao e melhor, equivalente ou pior que as abordagens 
tradicionais, e em especial tendo como referenda o modelo de simu!a~ao chuva-vaziio 
SMAP? 
3. Quais sao os recursos existentes para a melhoria do desempenho da representa.;ao por redes 
neurais? 
4. Como se comparam os estudos dessa investiga;;;ao com outros similares? 
5. Quando se pode recomendar o emprego das RNA? 
1.3 Justificativa 
Os objetivos da utilizayao dos modelos chuva-vaziio na area de recursos hid:ricos incluem: 
(a) a busca de melhor compreensao do comportamento dos fenomenos hidrol6gicos da bacia; (b) 
previsao de cheias e efeitos resultantes da modifica;;;ao do uso da terra; (c) dimensionamento de 
obras hidraulicas e; (d) preenchimento de falhas de series hist6ricas. Tais aplica~oes, entre outras, 
justificam os esfon;:os de pesquisa empreendidos nas ultimas tres decadas na busca da 
representayao do processo de transfonna<;ao chuva-vaziio atraves de modelos computacionais, 
denorninados modelos de simula<;:ao hidrologica ou ainda, modelos conceituais chuva-vazao. 
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A despeito dos notaveis progressos, persistem dificuldades e pontos abertos a 
investiga<;ao cientifica. Urn deles consiste ainda na propria estrutura<;ao do modelo e definic;ao de 
seus parfunetros, visto que cada vez mais se conhece e se tenta incluir na modelagem a complexa 
interac;ao entre a fuse terrestre e a fuse atmosferica, com progressivos avan<;os no sentido de 
ex:tensao da mode!agem a fuse formativa do componente precipitac;tio, possivel com as 
observa.;:oes obtidas atraves de imagens de satelites e demais recursos de prevlsao. Urna vez 
definida a estrutura, resta o classico problema da decisao sobre a obten<;ao dos parfunetros do 
modele, sujeita a incertezas e erros de estimativa. Algumas incertezas podem ocorrer tanto na fuse 
de calibra<;ao manual (tentativa e erro) ou tambem na fuse de calibra<;ao autorruitica dos 
parametres. 
No contexte das dificuldades citadas, previamente, a tecnica de modelagem por RNA 
oferece urna op.;:ao alternativa que se revela promissora a partir de aplicayoes em diversas areas, 
com algumas vantagens em compara<;ao aos metodos de previsao usualmente empregados. Da 
mesrna forma que ocorreu no desenvolvimento de outras abordagens e aplica<;oes bern sucedidas 
da area de sistemas em Hidrologia, caracteriza-se, pois urn estagio inicial de investiga<;ao a partir 
do qual, somando-se diversas outras contribui<;oes, se podera chegar a sisternatiza<;ao de 
procedimentos e conclusoes sobre as questoes que foram colocadas nos objetivos desse trabaibo. 
Evidencia-se, pois a oportunidade e a conveniencia da investiga<;ao que se desenvolveu, como 
forma de trazer urna parcela de contribui<;ao a esse esfor<;o mais geral de pesquisa na area. 
1.4 Organiza~ao do Trabalho 
Esta tese esta estruturada em 6 capitulos, 9 anexos e urn apendice, constituindo o 
conteudo deste trabaibo. 
Modelos de simula9ao hldrol6gica e o titulo do capitulo 2, e trata de urna descri"ao 
resumida das origens e importancia da simula<;ao dos processos dinarmcos do ciclo hldrol6gico. 
Diante do universo dos modelos desenvolvidos para a simula<;ao dos fiuxos hldricos, a enfase e 
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dada aqueles cuja a aplica<;ao esta voltada ao gerenciamento destes recursos, particularmente ao 
modelo detenninistico conceitual chuva-vazao, referente a fase terrestre do ciclo hidrol6gico. 
No capitulo 3 - Redes Neurais Artificiais, uma breve abordagern e apresentada sobre os 
rnetodos diretos de otimiza.,:ao como parte introdut6ria para a teoria de redes neurais artificiais e o 
respective treinamento supervisionado redes do tipo perceptron de milltipias carnadas. 
Cornentarios sao atribuidos aos algoritrnos de otimiza.;;ao niio linear no treinamento destas redes, 
que sao objeto de aplica.;;ao ao modele de sirnula<;ao hidrol6gica proposto. 
0 modele de sirnula<;ao chuva-vaziio denominado SMAP, desenvolvido por LOPES et al. 
98 e descrito no capltuio 4 - Modele de Sirnula<;iio Chuva-V aziio Utilizando 
RNA's, incluindo a fonnula<;:iio te6rica, os algoritmos que fazem parte da simula<;ao, a 
metodologia de calibra<;ao e a execm;;ao do aplicativo. Na sequencia do mesmo capituio e 
destacada a topologia da rede de perceptron com milltiplas carnadas e a descri<;ao do algoritmo 
proposto para sirnuia.;ao chuva-vaziio atraves de RNA's. 
0 capituio 5 descreve, inicialmente, alguns aspectos fisiograficos da regiao em que se 
inserem as bacias selecionadas para estudo. Posterionnente, a metodologia e aplicada, seguindo-se 
a avalia9ao ponnenorizada e as discussoes dos resuitados. 
As conclusoes e as recomenda.;oes, selecionadas com base nos procedirnentos realizados 
ao Iongo do trabalho, estao itemizadas no capituio 6. Nos anexos encontram-se as listagens das 
rotinas dos prograrnas utilizadas para executar o modelo SMAP e o de redes neurals artificiais. No 
apendice encontra-se a metodo!ogia do algoritrno Backpropagation. 
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CAPITULO II 
MODELOS DE SIMULA<;AO HIDROLOGICA 
2.1 As Origem; e a Importancia da Simuhu;ao 
As tentativas de compreender OS fluxos de agua na natureza remontam a antigiiidade. 
Embora tal compreensao tenba conseguido razoavel exito em alguns componentes do dclo 
hidrol6gico e fen6menos de particular interesse a Engenbaria (ex.: equavao Chezy para ca!culo de 
vazao em canais, de 1750), a compreensao qualitativa mais ampla e a formulavao quantitativa dos 
processos de fluxo d'agua ao Iongo de todo o ciclo hidrol6gico, so se desenvolveram mais 
intensivamente ap6s a decada de 50, com o advento do computador digital. A complexa sequencia 
de fenomenos, traduzida por grande nlimero de variiiveis e parilmetros passou a ser objeto de 
pesquisas visando a sua representavao integrada atraves de programas computacionais, 
denominados simuladores. 
Embora ainda sem precisao equivalente quanto aos resultados obtidos em outras areas de 
aplicayao, nas quais as variaveis tern melhor precisao de medida e controle (ex.: simula.;;ao de 
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fluxos em circuitos eletricos, simulavao de processos quimicos em plantas industriais), pode-se 
assegurar que a simula<;ao hidrol6gica ja trouxe contribui<;5es muito significativas, seja para 
compreensao dc!o hidrol6gico, bern como a melhoria dos processos de decisao em 
ge:rentci<tm<onto de recursos hidricos. 
No funbito do Pais, merecem destaque, dentre outros, os beneficios do usos da simula<;:ao 
hidrol6gica na fuse de construyao da Usina Hidroeletrica de Tucurui quando se evitou o 
galgamento da ensecadeira (beneficia estirnado: U$ 2 bilhoes) com base nas previsoes de cheias 
fomecidas pelo modelo SSAAR (Streamflow Synthesis na Reservoir Regulation), bern como, os 
beneficios da opera<;:ao dos reservat6rios de usinas hidroeletricas de empresas geradoras (ex.: 
Companhia de Eletricidade do Estado de Sao Paulo (CESP), de Eletricidade 
Estado de Minas Gerais (CEMIG)), os quais se baseiam em modelos de simula<;:ao. 
Para que se possa uniformizar a terminologia e garantir a compreensao da representayao 
dos processos a serem objetos de modelagem, apresenta-se a seguir urna breve descriyao do ciclo 
hidrol6gico, sob o enfogue sistemico. 
2.2 0 Cido Hidmlogico 
0 ciclo hidrol6gico e urn fenomeno global de circula<;ao hermetica da agua entre a 
superficie terrestre e a atmosfera, estimulado essencialmente peia energia solar cooptada a 
gravidade e a rotas;ao terrestre. 0 ciclo hidrol6gico e fechado em termos globais na escala 
terrestre. 
0 intercfunbio existente entre as circula<;oes da superficie terrestre e da atmosfera ocorre 
em dois sentidos distintos, a saber: a) no sentido superficie-atmosfera, onde o fluxo de agua 
ocorre fundamentalmente na forma de vapor, como urn fenomeno de evapcra<;:ao e de 
transpirac;:ao, sendo este ultimo urn fenomeno biol6gico; b) no sentido atmosfera-superficie, onde a 
transferencia de agua ocorre em qualquer estado fisico, sendo mais significativa, as precipitac;:oes 
de chuva e neve. 
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Confonne a Figurn 2.1, o ciclo hidrol6gico e constituido de tres estagios 










Figura 2.1- Desenho Esquemtiiico do Cicio Hidro!Ogico 
Jusante do vapor d 'agua 
A partir de cada evento de precipitayiio (P), a agua da chuva pode ser interceptada pela 
vegetao;:ao natural ( ou evapotranspirada) ou cair diretamente sobre o solo da bacia. A parcela de 
agua que e interceptada, geralmente e de quantidade menor que a precipita<;:ao total. Portanto, a 
parcela de agua que atinge a superficie do solo podera percorrer os seguintes percursos: evaporar, 
penetrar no solo ou escoar super:ficialmente. 
A :igua in:filtrada sofre o fen6meno da ao;:ao de capilaridade, sendo retida nas camadas 
superiores do solo, se esta prevalecer sobre a forva da gravidade. A partir do tempo em que o solo 
se urnedece, a fon;:a da gravidade prevalece e a agua percola na dire.;ao das camadas profundas. 
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Para calcular o processo de transferencia de agua atraves de fonnulaviies matematicas, 
corn :fins operacionais, BRAGA e CONEJO (1983) indicarn duas fuses na sirnula<;ao do ciclo 
hidro 16 gico: 
l. solo ou terra, onde se calcula o escoarnento de entrada no cana~ conhecido por 
contribui.;:ao lateral, e 
2. Fase canal, onde se processa o "routing' quando a contribui~ao lateral escoa na rede de 
canais da bacia. 
Para a fina!idade de tornada de decisao ern engenharia, o cido hidrol6gico e descrito de 
rnaneira resurnida, urna vez que, por ser urn fen6meno complexo, torna-se 
fonnula~ao ana.litica cornpleta e detalhada. 
extensa urna 
Entender o processo de transporte de rnassa e representa-lo de maneira mais aproxirnada 
do meio natur~ e fundamental na engenharia de recursos hidricos, principalmente, quando o fator 
tempo e irnportante no planejarnento1 e tomada de decisoes de grandes projetos2• 
Sirnular hidrol6gicarnente urn sistema, "... consiste em reproduzir os processos de 
transporte de massa, que tern nas diferentes etapas do ciclo hidrologico" (HERMANN, 1980). 
Portanto, alguns dos modelos que representam estes fen6menos de transporte, aplicados a 
diversas fina!idades de estudo, serao visto a seguir. 
2.3 Desenvohi.mento dos Modelos 
Os modelos aplicados no estudo de caso sao do tipo sirnulavao chuva-vaziio e, para urna 
compreensao dos mecanismos que envolvem a sua fonnulavao, a partir da concepyao de sistema 
ate a sua operacionaliza.;:ao, sao descritos de forma sucinta, a seguir, os conceitos de sistemas, 
' Na obten~o de dados de vaz6es: a serie hidrol6gica do modelo gerado para Tucurul, s6 possula 5 anos. 
2 Na opera~o de sistemas existentes. 
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modelos e simula<;ao; aplica~oes e restri<;oes do modelo; algumas indica<;5es de como construi-lo, 
bern como suas classifica~oes, passando pelas incertezas na sua modela<;:ao. 
Modelos 
A pesquisa operacional e urn conjunto de tecnicas matematicas empregada na fonnula<;ao 
e decisao sobre urn problema, objetivando detenninar o melhor aproveitamento dos recursos 
disponiveis, usualmente escassos. V arias sao as tecnicas matematicas utilizadas, tais como: 
programa<;ao linear, programa<;ao nao-linear, programa~ao em redes, programa<;ao 
programa<;ao inteira, otimiza<;:ao combinat6ria, teoria de filas, teoria de decisao, simulayao de 
sistemas, dentre outras. 
0 emprego da pesquisa operacional justi:fica-se como urn procedimento de auxilio 
naqueles processes cuja finalidade e a tomada de decisao e o planejamento. As etapas que 
constituem o processo de aplicavao incluem (PERIN FILHO, 1995): 
I. Estudar o problema; 
2. Identi:ficar o sistema; 
3. Construir o modelo; 
4. Obter a solu<;ao; 
5. Operacionalizar a solu<;ao, e 
6. Realimentar. 
A conceituayao de PERIN FILHO (1995) para sistema e: 
"... um conjwzto estruturado de componentes que interagem de modo regular entre si e com o meio 
ambiente, satiifazendo a certas restric;Oes ambientais provenientes da escassez de recursos, para atingir 
detenninados objetivos " . 
Independentemente da associa<;ao a urn objetivo ou tomada de decisao, DOOGE (1967) 
apud SINGH (1988) conceitua sistema aplicando a seguinte definivao matematica: 
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qualquer estrutura, dispositivo, esquema ou procedimento, real au abstrato, que interrelaciona em 
um dado tempo de referenda, um input, causa ou estimulo da materia, energia ou transformaqdo e, wn 
()1.1tput, efeito ou re:,posta da informaqfio, energia ou matiria ", 
isto e, seja S urn sistema definido como sendo urn conjunto de pares ordenados de entradas e 
saidas, usualmente chamados de sinais, 
S = {xi(t), yt(t)}, i = 1,2,3, ... (2.1) 
Em que (x,,y,) denotam os pares ordenados em i=l,2,3, ... 
0 sistema e composto de entrada x(t), que sao os membros de dominios deS; da saida 
que sao os membros da serie de S e, da operacao sistema ou uma funcao H a qual contem 
urna caracterizacao matematica de urn processo que relaciona as entradas e saldas. fun<;ao 
pode ser caraterizada por urn operador diferencial, urn operador integral, urn operador integral-
diferencial ou urn operador funcional. 
Considere urn sistema dinfunico slmples, representado esquematicamente na Figura 2.2 
(representa<;iio do tipo caixa-preta), o qual recebe uma entrada x, uma fun<;ao de sistema H 
(fun<;ao resposta ao lmpulso, que determina a fun9ao de transferencia para urn sistema), operando 
sobre a entrada x e produzindo uma saida y, com a relao;;ao entre a entrada e saida dada por (BOX 









Figura 2.2- Representar;iio Esquemtitica da Entrada e Saida de uma Serie Temporal em Relar;iio a um 
Sistema Diniimico Simples 
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Urn sistema pode ser representado de forma matemitica e caracterizado, quanto a sua 
linearidade, segundo a equac;:ao diferencial ordinaria abaixo: 
+···+ + A0 X= y(t) dt (2.2) 
que x(t) e a entrada, y(t) e a salda e A, (i = 1, 2, ... ,n) sao os coeficientes de (2.2). 
Os sistemas sao compostos por componentes que sao subsistemas e que interagem entre 
si atraves das entidades, que representarn recursos importantes os quais fluem de urn componente 
para o outro. Cada sistema possui caracteristicas pr6prias, genericarnente urn sistema 
" consiste em msis de urn componente; 
'" estes componentes sao separados; eles podem ser interdependentes; 
" estes componentes sao postos juntos seguindo a mesma escolha de esquema. Isto e, urn 
sistema e urn arranjo ordenado; 
" urn sistema interrelaciona entrada e saida, causa e efeito, ou estimulo e resposta; 
" a resposta desta interrelac;:ao e urns fim.;ao principal de urn sistema; a enfuse sobre a 
fim<;:ao do sistema e so bre a sua estrutura; 
" urn sistema nao requer que a entrada e a salda sejarn semelhantes ou possuarn a mesma 
natureza; 
., urns entrada pode ser urn vetor ou pode ser completarnente distribuida no tempo e no 
espa<;:o, e 
" urn sistema pode ser real ou abstrato. 
A estrah~gia, aplicada para solu<;:ao de urn problems, pode ser seguida de tres 
procedimentos (PERIN FILHO, 1995): 
a) Experimentar;iio direta: e urn processo pelo qual se promove urn experimento sobre o 
sistema real e a partir desta escolhe-se a melhor soluc;:ao por meio de tentativa e erro; 
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b) Resolut;iio analitica: inicialrnente constr6i-se urn modelo analitico com a utiliza<;:ao de 
algum metodo matematico adequado e, conseqiientemente, obtem-se uma solu<;ao para 
o problema em estudo, e 
c) Simular;iio de sistemas: o sistema real e simu!ado a partir do desenvolvimento de urn 
programa de computador; atraves deste os experimentos sao realizados com o objetivo 
de se eleger o melhor resultado por meio de tentativa e erro. 
0 sistema a ser simulado, no estudo de caso, e o ciclo hidrol6gico de uma dada bacia nas 
regioes Sudeste e Centro-Oeste. V arios sao os componentes de seu sistema, incluindo 
precipita<;ao, intercepta<;:ao, evapora<;ao, transpira<;:ao, infiltra.;oao, deten<;ao ou reten<;ao 
armazenagem, escoamento superficial, escoamento subsuperficial e escoamento subterraneo. Os 
subsistemas que constituem o sistema hidrol6gico sao o sistema de escoamento superficial, o 
sistema de umidade do solo, o sistema de agua subterranea eo sistema fluvial. 
Na Figurn 2.3, que representa o processo de transporte de massa hidrica de uma bacia, 
foram excluidas tres etapas, as circulavoes atmosfericas, fluvials e lacustres e ocefuricas, tratando-
se apenas da estrutura basica de integra9ao dos processos relacionados ao balanvo vertical dos 
fluxos e ao escoamento da bacia. 
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Su e:rfk:ie do Terreno 
- - - - ~ Evapotranspira<;ao Potencial 
- -~ Evapora<;ao 
____ ... Precipita<;ao 
- - - ,.. Infiltra<;ao 
---.;:;;:;..;... Percola<;ao 
Figura 2.3- Desenho Esquemtitico da Simula¢o da Bacia: Fase Terra 
0 modelo e a representas:ao de forma simplificada do comportamento de urn sistema. Sao 
de diferentes tipos, assim como sao desenvolvidos com vista a diferentes propostas. Diversos 
modelos compartilham estruturas similares, em funvao da subordinas:ao de suas hlp6teses serem as 
mesmas, e outros modelos sao diferentes distintamente. Para se obter rnaior exito no processo de 
modelagem, sao acrescentadas as caracteristicas da bacia e do rio, a fumiliaridade como modelo e 
o objetivo do projeto. 
A classificavao dos sistemas e modelos esta conceituada no Quadro 2.1. 
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superp::!Si_¢o e homogeneidade sao satisfeitas 
(Cheng,l959). A partir da ~ diferencial onlinaria, 
podemos classi:ficar o sistema ern linear :invariante no 
tempo (o coeficiente e constante -A;=cte); 
Variante no tempo (o coeficiente ;.'aria no teJ.JJ.jX) ~ 
A,-f/t)). 
NOO linear ( o coeficiemee :fun~<Hia saida -A,=f,(x)). 
Hi 
Estes modelos sao bastante utilizados no gerenciamento de recursos hidricos e, dentre 
aqueles existentes', estao selecionados no presente estudo, os modelos do tipo hldrol6gico' que 
representam o comportamento de uma parte do sistema, preferencialmente, aqueles que simulam a 
transforma<;:ao de chuva em vazao. 
Outra classificavao dos modelos e quanto as escalas temporais e espaciais. A primeira, 
pode ser definida como combinaviio de dois intervalos de tempo, sendo que, urn intervalo de 
tempo e usado para calculos de entrada e intemos e, o outro e aplicado a saida e calibravao do 
3 Outras areas de aplica\ifo sao a hldniulica, meio ambiente e saneamento. 
4 Outros tipos: precipita\ifo-vaziio, vaziio-vaziio, gera~ao estocastica de vaziio, gera\ifo estocistica de precipita\ifo e 
agua subterriinea. 
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modelo. Seguindo esta classifica.;:ao, os modelos podem ser distinguidos como : a) tempo 
continuo ou baseado em evento; b) diarios; c) mensais e, d) anuais. 0 modelo pode requerer 
intervalos tempo mais curtos (horarios ou menores). 
Quanta a classifica<;ao, baseada na escala espacial, pode ser aplicado, como criteria, 
mode!o para bacias pequenas, de tamanho media e grande. Dentre as classifica~es existentes com 
rela~ao ao tamanho da bacia, 995) considera, maneira arbitraria, para pequenas 
bacias, como sendo aquelas de area rnenor ou igual a l 00 km2 , para areas compreendidas entre 
100 a 1.000 km2 seguern classifica.;:ao de baclas medias, e aqueias com areas maiores que 1.000 
km2 sao denorninadas de grandes bacias. As bacias tambem podem ser classificadas, segundo o 
uso do solo: bacias ~arico las, urbanas, tlorestad!as, 
mistas. 
desertas, montanhosas, costeiras, aridas e 
Freqiienternente, os modelos aplicados a bacias sao identificados com base no uso 
pretendido, tais como modelos de planejamento, modelos de gerenciamento e modelos de 
previsao. As tecnicas matematicas irnplementadas na resolu.;:ao destes modelos constituem-se em 
metodos nurnericos, de otimiza.;:ao, estatisticos e de geoprocessamento. 
A constru.;:ao de urn modelo hidrol6gico trata de urn processo bastante complexo, pela 
necessidade de se resolver urn problema particular ou pela investiga.;:ao cientifica da constru.;:ao do 
modelo, com vista a sua aplicas:ao na solu.;:ao de urn problema. Recomenda-se seguir alguns 
criterios basicos. Na fase de teste alguns destes criterios incluem: o modelo deve ser 
suficientemente simples para permitir sua manipula.;:ao e entendirnento representative do sistema 
dentro de uma precisao desejada e suficientemente abrangente para permitir extrapola<;:ao de 
conclus5es. As etapas tipicas de modelagem sao resumidas na Figura 2.4. 
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Definir o Problem a 
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Figura 2.4- Metodologia Sugerida para Selecionar um Modelo Matemtitico 
Fonte: DOOGE, !981 
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Todas essas etapas metodol6gicas se resumem em tres fuses as quais constituem o 
processo de como utilizar urn modelo, conceituadas no Quadro 2.2. 
Quadro 2.2- Fases da Simulariio de Modelos 
Fonte: TUCCI (1988) 
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Ha duas restri-;oes que comprorneter os mode los, quanto ao grau de desempenho: 
recursos computacionais e a base de dados acessivel. A melhora da base de dados pode ocorrer 
com a ilnplementa;;ao de recursos modemos de medi9ao em tempo real, atraves do sensoriamento 
equipamentos, rede hidrorneteorol6gica planejada em pontos estrategicos, 
diminuindo, dessa forma, as incertezas dos parilmetros calibrados. 
As variaveis que compoem os modelos podem ser classificadas conforme apresentado 
adiante (PERJN FILHO, 1995): 
" de estado: " 0 inform01;oes 
suficientes para a execu<;ilo e o acompanhamento do szr,nu.ta~'ao ". Exemplo: 
nivel de armazenamento do reservat6rio subterraneo. 
" Variaveis independentes ou ex6genas: "Seus valores silo determinados exlernamente 
ao model a". Po de ser valores gerados aleatoriamente ou prefixados no inicio de cada 
experimento. Exemplo: serie de precipitavoes mensals. 
• Variaveis dependentes ou end6genas: "Silo valores determinados pelo modelo a 
partir de outras variaveis". Exemplo: vazoes silnuladas. 
" Variaveis de desempenho: "Acumulam as observar;oes de avaliac;ilo do 
comportamento do modelo em cada cenario ". Exemplo: desvios medias quadraticos 
entre vazoes o bservadas e vazoes silnuladas. 
• Variaveis do controlador da simula<;ilo: "Existem as do tipo rel6gio que registram o 
instante da simulac;ilo ou as do tipo lista de eventos futuros que indicam o proximo 
evento da simula<;ilo". Exemplo: tamanho do passo a cada urna itera<;:ao de uma 
silnula.;ao. 
Na existencia de incertezas, o modo de obtenvao dos valores das variaveis aleat6rias e 
realizado de tres maneiras (PERJN FILHO, 1995): 
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a) a partir da simples analise de dados hist6ricos diretamente, (processo demorado exige 
bastante memoria, e inadequado nas aplica((oes de simu!ayao de sistemas); 
b) a partir de histogramas construidos com dados hist6ricos, (bastante usado na aplica<yao 
de simu!ayao de sistemas), e 
c) a partir de distribui<;:oes chissicas cujos parfunetros foram estimados atraves de dados 
hlst6ricos, (bastante usado na utiliza<;ao de simula<;ao de sistemas). 
Os pardmetros do modelo sao valores que definem as liga<;oes de cada rodada, 
caracterizando o sistema. Eles passam a ser controlados na inicializa<;ao do modelo, e a partir dal 
comportam-se como constantes ao Iongo do processo de simula<;ao. Os modelos baseados nas 
representa<;oes conceituais dos processes que governrum o escoamento da :igua sabre a 
superficie do solo, possuem dois tipos de parfunetros: 
a) pardmetros ftsicos, que representrum fisicamente as propriedades rnensuraveis de uma 
bacia, cujas medidas podem ser realizadas a partir de mapas, Sistema de Infonna<;ao 
Georeferenciado (SIG) e outros (p. ex., area de uma bacia ou area superficial de urn 
curso d'agua) e, 
b) pardmetros do processo, representam propriedades da bacia que nao sao mensuraveis 
diretamente, cuja estimativa de uma serie ( valores rn:ixirnos ou minimos ), podem ser 
determinados baseados sobre julgamentos e entendimentos da hidrologia da bacia (p. 
ex., profundidade media ou eretiva da superficie Umida do solo). 
Numa abrangencia mais generica, os modelos podem ser usados com o objetivo de 
descrever uma serie de processos hidrol6gicos e usos da aguas, tais como: (a) elementos de 
processo de escoamento (umidade do solo, precipita9ao, evapotranspira<;ao, escoamento em bacia, 
escoamento em canal, agua subterriinea); (b) elementos de qualidade da :igua ( qualidade fisica, 
quimica e biol6gica da :igua); (c) modelos de recursos hidricos (abastecimento de agua, controle 
da polui9ao, hidreletricas, irriga<;ao, controle de enchente, drenagern do solo, navega9ao, uso 
recreacional, condis;oes ecol6gicas); (d) extensao de rnodelo (condi<;oes pontuais, dominio de 
bacias de planalto, dominio de canais) e, (e) modelo de base temporal (eventos simples ou 
periodos de previsao continuos, previsao X predi<;ao ). 
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V arios fatores promo vern limita<;5es nos mode los hldrol6gicos. Os mais freqiientes sao 
devido (a) a inadequa<;ao de cariiter estrutural ou as fulhas ao incorporar certos elementos 
te6ricos; (b) limita<;ao promo vida pe!a falta de dados de campo apropriados a calibra<;ao e 
opera<;ao de mode los; (c) limita-;ao devida a forma de se adequar a capacidade cornputacional; (d) 
limita<;ao nos processos de calibrar;ao, e finalrnente (e) aquela relacionada a aplica<;:ao de 
problemas de gerer1darnento onde algumas restri<;5es operacionais (por ex: restri<;5es de cariiter 
social, opera<;ao de reservat6rio rnultiuso) nao sao incorporadas nos mode los de sirnula.;;ao 
hldro 16 gica. 
A sirnular;ao consiste em " reproduzir os aspectos essenciais de um sistema ou 
imitar uma realidade atraves de modelos, ern que esses modelos podem conservar (simular;iio 
fisicd) ou nao (simular;iio simb6lica6), as caracteristicas fisicas e 16gicas do sistema real que estii 
sendo imitado (SHIMIZU, 1975). 
0 uso da sirnular;ao de sistemas e destinado a estimativa de distribuir;ao de variaveis 
aleat6rias; ao teste de hlp6tese estatisticas; a compara<;ao de cerulrios7 representando diferentes 
solur;oes (politicas de opera<;ao, configurar;ao do sistema, etc.) para o problema em estudo; na 
avaliar;ao do comportamento de uma solu<;ao analitica e na avaliar;ao de urn processo de tomada 
de decisao em tempo real. 
Existem tres tipos de sirnuladores, os fisicos, que representam os modelos reduzidos os 
quais sirnulam o comportamento de urn prot6tipo; os anal6gicos, que sao baseados em analogias 
existentes entre fenomenos hldraulicos e eletricos, e os digitais ou matemtiticos, que sao 
construidos atraves de prograrnas de computador digital. 0 Quadro 2.3 resume a classificar;ao 
dos sirnuladores digitais, mais especificamente direcionado aos modelos do estudo de caso, que 
5 Processo de miniaturiza<;ao ou representa<;il.o parcial do sistema 
6 A parte l6gica do sistema real e expressa em forma de equa<;aes matematicas, em que as variaveis representam as 
componentes do sistema. 
7 Geralmente uma solu(iio para o problema pode representar uma configura<;ilo para o sistema ou uma politica de 
opera.;ao do sistema As solm;aes devem estar relacionadas aos cenilrios escolhidos. 
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sao modelos matematicos, com tecnicas de simula<;:ao, cuja vantagem registrada e a flexibilidade e 
a generalidade. 
Ouad1·o 2.3 - Classific~iio 
* de simuiadores 
* Modelos matematicos 
Simuladores 
lrFisicos Anal6gicos Digitais 
fModelos analiticos 
l Modelos com tecnicas de simulas;ao 
l . . . {Simuladores de sequencia hldroclimatol6gic * Mode os com tecmcas de snnula<;:i'io 
Simuladores de sistema 
* Simuladores de sistemas {
Modelos de simulayao hidro!6gica 
Modelos de simulavao 
0 processo de simulavao adotado nos modelos hidrol6gicos consiste basicamente das 
seguintes fases: escolha do modelo, selevao e aruilise das informavoes necessarias ao ajuste e 
veri:ficar;:ao do modelo, calibrar;:ao de seus parametres e validao;:ao do modelo calibrado, aplica9ao 
e estimativa das incertezas dos resultados. A metodologia proposta por DOOGE (1972), apud 
SINGH (1988) aplicada aos modelos de previsao possui os seguintes passos: 
I. Definir o problema; 
2. Especificar o objetivo; 
3. Verificar a disponibilidade dos dados; 
4. Determinar os recursos de computw;:lio disponiveis; 
5. Especificar as restrir;oes econ6micas e sociais; 
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6. Escolher uma classe particular de modelo hidrol6gico; 
7. Selecionar um tipo particular de modelo da classe dada; 
8. Calibrar 0 modelo ( isto e. ajustar OS pariimetros); 
9. Avaliar a performance do modelo; 
10. Usar o modelo para a previsiio proposta, e 
11. Embutir o modelo em um modelo mais geral (ele pode ser urn componente de urn 
modelo mais geral). 
A escolha de urn modelo consiste, basicamente, em se dispor de dados necessarios com 
qualidade'; no conhecimento detalhado da regiao de estudo e da estrutura do modelo esco!hido; 
da performance do processo de cahbras;ao do modelo e na aplicas;ao do modelo a sua finalidade', 
de maneira que possa descrever com certa fidelidade o sistema fisico escolhido. 
Durante a escolha de urn modelo, apropriado a solucao do problema proposto, as 
dificuldades que podem surgir sao multiplas. 0 objetivo e adequar urn certo modelo ao sistema 
para se obter urn resultado o mais proximo do sistema reaL Para isso e necessaria verificar se o 
modelo possui urn ntimero reduzido de parfu:netros a serem calibrados; se as escalas temporal 
(horana, diana, mensa! ou annal) e espacial (homogeneidade geologica e pedologica, declividade 
do terreno, cobertura vegetal, ocupas;ao da bacia) sao adequadas a aplica<yao operacional do 
modelo, equal a forma de distribuis;ao espacial da chuva (see considerada como media ou nao). 
Estes fatores sao essenciais na escolha do modelo. Por exemplo, se o modelo for destinado a 
extensao de series mensais de vazao para dimensionamento do volume util dos reservatorios, em 
se tratando de mode!os hidrologicos com serie temporal mensa!, o objetivo e obter uma serie com 
8 Existe a possibilidade de ocorrer a inviabilidade de executar alguns tipos de modelos com recursos mais 
sofisticados, cuja metodologia soli cite infonna<;Cies de dificil acesso ou inexistente para aquela area de estudo. 
9 Os modelos utilizados para a previsao em tempo real --+ priorizam a determinay§o do nivel ou vazao com :rapidez e precisao e; 
os modelos uti.lizados para extensao de series hidro16gicas ~ buscam representar bern as estatisticas da serie produzlda. 
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intervalos de tempo mensa!, com precisao no periodo de estiagem e erros aceitaveis na 
distribui-;;ao dos volumes no periodo de cheia. 
a do sistema e de suas variiiveis e a esco lha do mode!o, e necessiirio 
estabelecer o processo para o qual os pariimetros foram selecionados - chamado de calibrar;iio do 
mode!o. Para o caso dos modelos hidrol6gicos do tipo chuva-vazao, a calibra<;:ao e urn estudo de 
causa (chuva) e (vazao). Neste processo, o sistema inicialmente busca retirar, por meio dos 
dados de entrada, todas as informac;;oes essenciais, com vista a avaliar os valores relativos aos 
pariimetros, os quais poderao induzir o mode!o a produzir solu.;:oes mais pr6ximas do sistema 
natural a ser modelado (RAMOS, 1989). Logo, o processo se constitui de duas partes: 
a) especificar;iio dos pariimetros feita com base nas propriedades conhecidas do sistema e 
nos procedimentos de especificar uma estimativa inicial para os pariimetros do modelo 
(fisicos e de processo ), 
b) estimar;iio dos pardmetros em que ocorre o ajustamento com rela-;;ao aos dados 
observados das variiiveis de entrada ou salda, atraves de varias tecnicas voltadas a 
reduzir as incertezas na estimativa dos pariimetros de processo. 
No caso de estima<;ao dos pariimetros, que trata do processo de calibra<;ao neste 
trabalho, alguns criterios a respeito da amostra devem ser preestabelecidos, com base no uso do 
modelo, se a finalidade e a simula<;:ao de eventos curtos como enchentes ou uma estiagem ou se e 
para series continuas no tempo, onde se deseja conhecer a serie de varios anos de urn determinado 
local. No procedimento de estimativa dos pariimetros, o criterio aplicado quanto a existencia e a 
manipula<;ao dos dados existente, e classificado em quatro metodos para a divisao da amostra a 
ser simulada: subdivisao da amostra teste ("split-test"); bacia substituta ("Proxy basin test"); 
amostra diferencial ("differential split sample test") - e, bacia substituta diferencial ("Proxy 
differencial split sample test"). 
Definiremos a classifica<;:ao a ser utilizada nos modelos usados neste trabalho, que e a 
Subdivisao da Amostra Teste ("split-test) - Figura 2.5: este procedimento consiste em subdividir 
em duas partes a serie de dados selecionada existente no local - a primeira e utilizada para 0 
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amostra disponivel e pequeno, a parte da serie deve ser atribuida ao ajuste. Considera-se 
o sistema e estacionario e os dados provenientes do posto uti!izado no processo de ajuste 
passem a ser os mesmos dados onde ooorrera o processo de previsao ou prognostico. 
Figura 1.5 - Subttivisiio da Amostra Teste 
Amostra teste diferencial ("differential split sample test') - Fqgurn 2.6: este 
procedimento consiste em subdividir em dois periodos os dados dos postos existentes, urn para o 
prooesso de ajuste do modelo, correspondente a periodo antecedente as altera9oes sofridas pela 
bacia, e outro posterior as altera0es, que sera indicado para 0 processo de previsiio ou 
progn6stico. Considera-se que o sistema e nilo estaciomirio. 
Alteraylli)"·da bacia 
Figura 2.6 -Amostra Teste Diferencial 
A estimativa dos pariimetros depende da disponibilidade de dados historicos, de 
medi96es de amostras e de deterrninayiio das caraterlsticas fisicas da bacia. Os metodos 
praticados, em geral, na estimativa silo: 
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A estimativa dos parfunetros depende da disponibilidade de dados hist6ricos, de medi<;:5es 
de amostras e de detennina<;:ao das carateristicas fisicas da bacia. Os metodos praticados, em 
genu, na estimativa sao: 
1. medida ou estimativas sem dados hist6ricos - os valores dos parametros sao 
baseados nas infonna<;:oes das caraterlsticas fisicas da bacia (area de drenagem, 
comprimento da bacia medidas em campo ou tnapas); 
2. ajuste por tentativa e erro (manual) - com base nos dados observados das variavels de 
entrada e saida que compoe o modelo, os parfunetros sao calculados por tentativa ate 
encontrar o melhor ajuste entre os dados observados e os calculados (fun<;:oes estatlsticas 
hldrol6gicas sao usadas para verificar a qualidade do ajuste e verifica<;:ao ); 
3. amostragem- os valores dos parfunetros sao obtidos com base em medi96es especfficas da 
bacia ( capacidade de infiltra<;:iio de urn tipo de solo, condutividade hldraulica); 
4. ajuste por otimizm;iio (automtitica) - sao aplicada tecnicas de otimiza<;:ao as quais utilizam 
fun<;:5es objetivos implicitas que relacionam diferen((as entre os dados observados dos 
calculados pelo modelo. 
As tecnicas iterativas de otimiza<;:ao (processo de ajustamento dos parametros ), utilizadas 
na calibrayiio dos modelos neste trabalho, sao as da fonna manual e aquela que usa metodos 
computacionais automtiticos. A pratica vigente remete a realizar urn ajuste inicial utilizando a 
fonna automatica, para, posteriormente, refinat-se a calibra((iiO dos parfunetros segundo as regras 
de resoluc;ao do metodo escolhido, levando-se em conta a experiencia do analista. 
A calibrac;ao manual utiliza processos subjetivos do tipo "tentativa e erro" para o 
ajustamento dos pariimetros. 0 procedimento metodol6gico inicia com a definic;ao de urn conjunto 
de parfunetros de acordo com sugestoes do manual do modelo ou por valores esperados, segundo 
a literatura. Os pariimetros que nao apresentarem grande sensibilidade devem ficar fixos. 
Recomenda-se ate quatro parfunetros como sendo urn nfunero razoavel para ser ajustado. Como 
inicio da modelagern, variar urn parfunetro de cada vez ate que os resultados nao sofram mudan<;:as 
significativas e a seguir calculando-se o valor do erro relativo. A cada ajuste de parametro 
realizado, as hldr6grafas simuladas e observadas sao comparadas visualmente, para verificar-se se 
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as aproxima9oes sofreram alguma melhora. 0 ajuste fino deve ser realizado com base em apenas 
do is pariimetros refinando-os com os demais. 
0 acompanhamento operacional do tecnico habilitado e o seu conhecimento sobre a 
bacia, na determlnaviio de cada pariimetro, asseguram as vantagens do metodo, pois a experiencia 
e fator decisivo na interpreta<;iio dos resultados. Mas, de'Vido ao julgamento subjetivo, o criterio 
de parada (estabelece que o vetor de pariimetros calculado, quando aplicado ao modelo, possa 
produzir uma resposta proxima do sistema natural, com uma dada precisiio) passa a ser uma das 
dificuldades - se o melhor ajuste foi obtido - portanto, diferentes usuilrios, de acordo com sua 
experiencia, podem obter diferentes valores para os pariimetros em uma mesma bacia. 0 custo de 
operacionaliza.;:ao, devido a demanda de tempo de profissionais qualificados na simnla<;:iio do 
modelo, passa a ser outro futor de desvantagem desta tecnica. 
A principal vantagem deste processo e que o hidr61ogo acompanha cada passo do 
processo de calibraviio, e a desvantagem e que a tecnica e extremamente trabalhosa (quanto maior 
o nfu:nero de pariimetros a serem testados, maior o nfu:nero de combinav5es e conseqiientemente 
maior o tempo de c:ilculo ate encontrar o valor desejado ). 
A calibraviio automatica dos pariimetros e urn processo de c:ilculo matematico, o qual 
busca encontrar urn vetor de pariimetros, atraves da rninimizaviio ( ou maximizaviio) de uma 
fun.;ao objetivo e que mensura a superposiyao entre as series de vazao observada e simulada. 0 
procedimento de estima.;ao de parametres pela calibras;ao automatica consiste de quatro 
elementos, a saber: 
a) func;iio objetivo, e a expressao nurnerica usada para calcular a diferenc;a entre a saida do 
rnodelo simulado e os dados observados na bacia (p. ex., soma dos desvios absolutos 
quadraticos, soma dos desvios quadraticos, soma dos desvios quadraticos dos picos, 
soma dos desvios quadraticos do logaritrno dos picos e volumes, soma dos desvios 
quadraticos dos logaritmo do tempo normalizado, soma das diferen<;as absolutas, 
diferen<;as absolutas de picos e seus tempo, diferen<;:as absolutas de pico, dentre outras), 
cuja superfide descrita no espa<;o do pariimetro e denominada de "superficie de 
resposta". 
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b) algoritmo de otimiza<;tio e urn procedimento l6gico que e usado na busca da superficie 
de resposta, restringida pelos limites dos parfunetros, de tal forma que os valores destes 
otimizem (maximizados ou :minimizados) 0 valor nurnerico da fum;:ao objetivo 
(RAMOS, 1989 e SINGH, 1995), ex., 
" metodo de busca local: 1) metodos de busca direta- "metodo de Rosenbrock", 1960, 
"metodo Trajetoria de Busca"- Hooke e Jeeves, 1961, "metodo Simplex"- Neider e 
Mead, 1965 e; 2) metodo do gradiente - "metodo do passo descendente"; "metodo de 
Newton" e outros; 
(A.RS)" - Masri et al., 1978 e; 2) algoritmos de multiest<igios e outros. 
c) criteria de parada e usado para determinar o final da busca. A soluviio existe na area 
limitada do parfunetro onde a declividade da superficie de resposta de uma funviio e 
zero e o valor da fun9iio e minimo. Os criterios comurnente usados sao: 
• convergencia da funvao - quando o algoritmo nao estiver apto em rnelhorar o valor de 
fun - b . . - (J;_J -!,) {' {' -uma vao so re uma ou lllii1S mteravoes ~ J; < = e 1 , em que Jt-J e Jt sao 
valores da funvao nos passos (i-1)-esimo e i-esimo, respectivamente, e e1 e urn valor 
(criteria) de convergencia, que pode ser igual a 1 o·'. 
o convergencia do parfunetro - quando o algoritmo se mostrar incapaz de mudar os 
valores do parfunetro e, ao mesmo tampo, melhorar o valor da funvao sobre uma ou 
mais intera<;oes --+ 
(e(jL, -e(j),) (·) . 
(S( ·) _ e( ·) ) :5: = S0 , para cada 8 J , onde 80)t-J e } max } min 
valores de urn j-esimo parfunetro no (i-1)-esimo e i-esimo passos, respeotivamente, e se 
e urn valor ( criterio) de convergencia, que pode ser igual a 1 o·3• 
" n(Jmero de iterav5es maximas - o tempo de processamento computacional deve ser 
limitado a fun de que o algoritmo nao entre em urn loop infinito; para isto, considera-se 
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terminada a busca, caso urn nfunero maximo prefixado de intera<;:ao nao seja excedido, 
ou a menos que os criterios de fun<;:ao ou de parametros tenham sido alcans;ados. 
aa,1os de calibraqfio - a escolha dos dados de calibras;ao pode reduzir algumas 
dificuldades encontradas no processo. A quantidade de dados necessaria e suficiente 
para a calibras;ao e sugerida por SINGH (1995), sob o ponto de vista estatistico, como 
sendo vinte vezes o nfunero de parametres a ser estimado. A qualidade dos dados 
depende das informa!foes suficientes neles contidas para identi:ficar o valor do 
parametro10 - a melhor escolha recai em urn conjunto de dados que contenha muitas 
variabilidades (informa<;oes) hidrol6gicas e, nos erros embutidos, tanto por medida 
como por registro ou outras tOJltes, podem deteriorar a qualidade dados. 
Em cada passo o algoritrno calcula urn novo valor para a funs;ao objetivo, executa a 
compara<;:ao entre o ultimo valor calcuiado e prossegue seguindo em dire<;:ao onde podera 
encontrar urn menor valor da fun.;:ao objetivon. A finalizaviio do processo ocorre quando o ponto 
de minimo desta fun<;:iio for encontrado. 
Alguns problemas sao apontados dev:idos aos rnetodos de otimiza<;:iio: a) 
interdependencia entre os parametros dos modelos - erros estao embutidos nos dados referentes as 
variaveis de entrada, quando niio corrigidos produzern resultados distorcidos, b) descontinuidade 
nos algoritrnos e das fun<;:oes objetivo dos rnodelos- e, c) varios 6timos locais. TUCCI (1998) 
recornenda algumas medidas pertinentes a minimiza<;:iio deste problema no uso desta tecnica: 
I. os dados de entrada deverao ser avaliados corn a finalidade de se identificar possiveis erros 
ernbutidos que possam gerar resultados tendenciosos durante o processo de ajuste e 
verifica<;:ao do modelo; 
10 Dado selecionado num periodo seco, determinado processo de escoamento pode nao ser ativado, a resposta do 
modelo seria insensivel para algum pariimetro que determine a separayiio da mnidade entre vfuios componentes 
dos escoamentos subsuperficial e superficiaL 
11 Apesar de alguns autores afinnarem que a escolha da funyao objetivo e um processo subjetivo, esta escolha deve 
ser compativel com a deliberayiio da aplicayiio do modelo. DISKIN e SIMON (1977) e CAN'EDO (1979), apud 
RAMOS (1989), atraves de seus estudos sabre criterios para a escolha da funyao objetivo, afinnam que se a 
escolha for feita de maneira inadequada as incerte-= sobrc os resultados serao aumentadas. 
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2. o intervalo potencial de variaviio dos parfunetros deve estar bern definido; 
3. utiliza.;ao de tecnicas tradicionais de otirniza9ao e por firn efetuar a verifica<;iio de possive! 
coerencia dos resultados; 
4. os resultados :!inais serao anal.isados a luz da rnelhor solw;ao hldrol6gica referentes aos 
objetivos propostos, independentemente das verificavoes estatisticas e da otirniza.;ao dos 
parfunetros. 
Dentre as vantagens que o rnetodo possu~ destacarn-se a velocidade de processarnento; 
conforto e rnenor subjetividade na fase de calibra.;ao; facilidade no trabalho e dirninuiyao da 
subjetividade do processo manual. Como desvantagens, estao relacionados os aspectos da 
precisao e a confiabilidade da tec:nic:a, e a fulta de acompanharnento do hldr6logo na calibra<;;ao 
passo a passo dos parfunetros. 
A proxima tarefa corresponde a fase de validar;iio ou verificar;iio do modelo, a qual e 
essencial para rnostrar se resiste a qualquer aplicabilidade. A proposta e observar qualquer 
influencia que possa ter sido exercida ate os parilmetros estirnados devido a irnperfui.yoes 
existentes no procedirnento de cah"bra.yao. A validao;ao consiste ern dividir ern duas partes a serie 
dos registros hldrorneteorol6gicos disponiveis: a prirneira parte e usada no processo de calibra.yao 
e a segunda na validaviio. Esta fuse deve conternplar urna minuciosa verificar;ao visual da 
aderencia entre as series de vazoes observadas e as sirnuladas, bern como urna analise dos valores 
correspondentes as variaveis de estados dos reservat6rios, os componentes da vazao total, da 
tendencia ( caso haja) do escoarnento basico e, finalrnente, do balanr;o de massa. 
Outra fase existente no julgamento da performance de urn modelo hldrol6gico e a analise 
de sensibilidade que a funr;ao-resposta de urna bacia a urna entrada, Q(t)12 tern com rela9iio as 
varia96es de todos os parfunetros estirnados - que parfunetro pode ser considerado bern 
deterrninado (sensivel) e qual parfunetro e pouco deterrninado (insensivel)13• A irnportancia da 
12 Q(t)=S[.I'(x,t), E(x,t),e,] + e,. Sendo que S[.J representa o rnode!o hidrol6gico; .l'(x,t) a matriz de precipita0lo; 
E(x,!) a rnatriz de Evapora<;ao potencial; x e t representam o egpafO eo tempo; e, , para i=l, .. n, sao parfunetros 
do modelo e, e, e o velar do erro de estimativa do modelo corn rela<;ao ao valor real. 
13 Considerando que as variaveis de entrada sao as rnesrnas, a variavel de saida e dependente dos parfunetros -> 
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analise se traduz, principalmente, na detennina.;:ao dos valores das restri~oes que sao impastos aos 
parametres, no momenta da imcializa<;ao da fuse de calibra<;ao, como tambem conhecer a 
sensibilidade que a fim<;ao objetivo utiliz<tda no ajuste dos parametres do modelo, a qual detennina 
o grau de medida de aproxima<;ao dos dados estimados aos dados observados. 
0 procedimento imcial requer a obten<;ao de uma "regiao de indiferen<;a14" para os 
parametres estimados - regiao entomo do melhor parametro estimado. A analise desta regiao, 
pode detenninar a existencia de grande interdependencia entre dois ou mais parametres que, por 
sua vez, pode assinalar sobreparametiza<;ao ou fraca formula<;ao estrutural do modelo e ate 
inadequa<;ao do conjunto de dados de calibracao. Quanta maior a sensibilidade de urn modelo 
responder a urn pari\metro, em geral, mais breve o parametro sera otimizado, ou seja, parametres 
insensiveis freqiientemente nao alcangam seus valores verdadeiros, isto implica dizer que devemos 
incluir na otimiza<;ao apenas os parametres que sejam suficientemente sensiveis. 
A analise e dividida em sensibilidade dos parametres e sensibilidade dos cornponentes 
(SINGH, 1988): 
a) sensibilidade dos parametros: as rnudan<;as ocorridas por urn ou mais parametres alteram o 
resultado da solm;ao S = j(fJ~, 82, ••• , 8n), para i=l,2, ... ,n Ern se tratando de umadelini<;ao 





e s pode ser detenninada por diferencia<;:ao direta ou por rnetodos de perturbacoes. Alguns 
metodos de otimiza<;ao para calibra<;:ao de mode!os prornovem analise de sensibilidade; tais 
metodos mais usados ern hldrologia sao: Metoda de steepest-descent, Cauchy (1847); 
OS OS OS 
dQ"" -dB 1 +--de 2 + . .,--den 
ce1 Dez aen 
14 Metodos para obten(:3'o desta regtao nao estao bern desenvolvidos. As aruilises sao conduzidas usando 
aproxima<;bes quadraticas para uma superficie de resposta na regiao de urn melhor valor para o parilmetro e·. 
usando expansao de series de Taylor, para a segunda ordem, de uma fun(:3'o objetivo F(9) (SINGH, 1995). 
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Metodo de patter-search, Green (1970); Metodo de DeCoursey-Snyder, DeCoursey e 
Snyder (1969) e Metodo de Rosenbrock, Rosenbrock (1960). 
b) sensibilidade dos componentes: mede o efeito da variac;ao na entrada da func;ao I sobre a 
salda da func;ao S. Pode, tambem, ser usada para identi:ficar urna importancia relativa de 





A analise de erros e outro procedimento existente na simula<;ao de modelos hldrol6gicos. 
Trata dos efeitos dos erros resultantes, originados de diversas fontes, na solw;ao (output) do 
modelo. SINGH (1988) identi:ficou quatro fontes de erros: 
a) modelos matematicos sao aproximav5es idealizadas de sistemas fisicos; 
b) parfunetros de modelo sao estimados a partir de dados hlst6ricos e experimentais, estando 
sujeitos a erros de dados e de estimavao; 
c) soluv5es do modelo ocasionam erros de truncamento devido a necessidade de usar grande 
nfunero de operav5es matematicas, e 
d) procedimentos computacionais produzem erros de arredondamento na execw;ao de 
opera~;oes elementares. 
Os erros resultantes a partir dessas fontes, classi:ficam-se em erros rand6micos 
(aleat6rios) e erros sistematicos. Os primeiros ocorrem quando o modelo nao demonstra 
tendencia algurna a superestimar ou subestirnar resultados para urn nfunero sucessivo de intervalos 
de tempos. Os erros sistematicos ocorrem quando urn erro tende a persistir sobre urna serie de 
intervalos de tempo sem mudans:as de seu sinal ( erros sistematicos em dados irao refletir em 
valores de parfunetros incorretos). 
Ainda com rela<;:ao ao ajuste dos modelos hldrol6gicos, sao realizadas algumas 
estatisticas adicionais aos resultados obtidos, tanto no processo de calibra!(ao, como no processo 
de valida.;:ao dos modelos, tais como: a) erro padrao de estimativa (Root-mean-square error, 
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RMSE); b) erro percentagem de volume (Percent volume error, %VE); c) erro percentual da 
vazao m3xima (Percent error of maximum flow, %MF), dentre outras. 
resumo, de acordo com os objetivos do rnodelo, o ajuste sera verificado com base 
ern: a) va!ores observados e calculados das seguintes fun<;;5es: hidrogramas rnensais; curva de 
permanencia, e outras; b) verifica<;:ao estatistica dos ajustes. 
finalmente, a apresentavao dos resultados requer alguns cuidados quanto ao modo de 
apresenta<;;ao. As fonnas habituais usadas sao tres: simples apresentavao de resumo dos dados; 
apresentavao ern tempo real do comportamento do modelo e apresentaviio de um comportamento 
registrado anterionnente, permitindo v:isualizar a simulavao. 
2.3.2 lncertezas dos Resultados da Simular;iio 
As incertezas geradas pelos resultados dos modelos decorrem do agrupamento de varias 
fontes distintas, mesmo em se tratando de modelos exaustivamente testados. 
As principais incertezas verificadas na aruilise dos resultados de um modelo sao as 
variav5es aleat6rias e erros de medicao das variaveis de entrada e de sa:ida dos resultados; as 
limita<;oes existentes na estrutura dos modelos quando da representa<;ao do sistema e simplifica<;ao 
dos processos envolvidos e as incertezas devido as estimativas dos parfunetros. As fontes de 
incerteza sao apresentadas no Quadro 2.4. 
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Quadro 2.4 - Principais Fontes de lncerleza na Simula<;iio de Vazoes com Uso de Modelos 
Chuva-Vaziio 
Eslrutrlra dos Modelos Clruva-
Vazao 
• Conhecimento impeneito dos processos fJSicos. 
• Apro~es para que representa<;oes desses processos 
sejam trntadas de forma via vel 
• Tratamento de variaveis com variayao espacial de forma 
concentrada. 
• Tmtamento sequencia! de processos concomitantes. 
• Omissao de processos considerados tre:nos relevantes 
Fonte: O'DONNELL e CANEDO (1980), apud RAMOS (1989) 
Dentre as fonnas de avaliar a performance ( analisar a adequabilidade, a confiabilidade e o 
usa) da tecnica deterministica de modela9ao de sistema hidrico, recomenda-se identificar, isolar e 
quantificar as fontes de incerteza e seus efuitos. 
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0 de5empenho dos modelos de simula<;;ao esta relacionado de maneira direta a qualidade 
dos dados empregados, ja comentados anteriormente. Em se tratando dos dados referentes as 
carateristicas fisicas da bacia, a ausencia de dados pode ser so!ucionada atraves de campanha de 
campo, onde se podera extrair essas informa<;oes em tempo, provaveimente, hiibil. Jil para o caso 
de dados hidrometeorol6gico, isto se torna urn pouco dificil, ou seja, torna-se bastante limitante 
fazendo com que os modelos se adeqiiem. 
Na decada passada, as incertezas atribuJdas as estruturas dos modelos, em muitos casos 
eram atribuidas a problemas de disponibilidade de hardware computacional, hoje prontamente 
superada atraves dos computadores de Ultima gera<;iio. complexidade existente no fenomeno do 
ciclo hidroi6gico dificuJta a representa<;iio matematica de todo seu processo e nem sempre e 
possivel obter informa<;oes de campo. Isto leva alguns mode!os a requererem algum tipo de 
simplifica~o de sua estrutura, eliminando urn ou mais fenomeno do ciclo. Diante das 
simplificacoes, e relevante a aten<;ao na escolha do modelo, pois a sua estrutura deve ser 
compativel com a utiliza<;iio operacional do modelo. 
As maiores aten9oes devem estar voltadas para a parte do modelo que trata da descri<;:ao 
do solo, pois 
" ... as tecnicas usadas para descrever a infiltrac;fio e a percolat;iio no solo silo ainda insatisfat6rias 
quando comparadas com aquelas que descrevem outros fen6menos fisicos" e alnda " ... e aconselhavel 
que os partimetros tenham forte significado fisico e sejam, de preferencia, passiveis de medir;:i'io direta" 
RAMOS (1989), 
Algumas incertezas provenientes da fuse de calibra<;;ao dos modelos, listadas no Quadro 
2.5, podem ocorrer tanto na calibrac;ilo manual ( tentativa-e-erro) ou na calibrac;ilo automatica 
dos pariimetros. 
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2.4 Modelos de Gerendamento de Recursos Hidricos 
Os modelos usados como ferramenta fundamental no auxilio do gerenciamento 
recursos hldricos sao necessarios como rneio de quanti:ficaviio dos fenomenos que constituem o 
sistema, permitindo, assirn, avaliru: as diversas alternativas propostas no p!anejamento dos recursos 
hldricos, promovendo a melhor qualidade no processo de decisao. 
Dentre os varios tipos de modelos rnatematicos existentes sao particularmente tratados a 
seguir, os modelos hidro!6gicos do tipo chuva-vaziio, cuja tecnica rnatematica e estatistica 
(metodos numericos, otimiza<;:ao e estatistica) aplicada, e a de otimiza<;:ao dos parametros 
escolhidos na representa<;:ao do sistema em estudo e restringindo aqueles com carateristicas 
deterministicas e conceituais. 
2.4.1 Modelos de Simula<;iio Chuva-Vaziio 
Os modelos chuva-vaziio (MCV) sao instrumentos de simulavao hidrol6gica, isto e, dada 
urna serie de registros de precipitaviio e urn conjunto de parfunetros associados, permitem gerar 
series de vaziio com intervalos de discretiza<;:iio de tempo horario, diario, mensa!, dentre outros. 
Os objetivos da utiliza<;:iio dos MCV na area de recursos hidricos sao entender o 
comportamento dos fenomenos hidrol6gicos da bacia; analisar a consistencia da curva-chave; 
preenchimento de falhas; dimensionamento de obras hidniulicas; na previsao de cheias e efeitos 
resultantes da modi:fica<;iio do uso da terra. 
A caracteristica destes modelos e representar o ciclo hidrol6gico como urna sequencia de 
processos de transferencia e de armazenamento de agua entre reservatorios hlpoteticos, 
associados as carnadas de solo (CIRILO e LUCENA, 1992). 
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0 melhor modelo a ser selecionado esta intrinsecamente relacionado ao erro dos 
resultados da simula~ao, a partir da finalidade a que o modelo se destina. HERMANN 980, b) 
estabe!ece dois pontos de vista com reia~ao a escolha, 
" Do ponto de vista do hidr6logo: " ... e aquele que 
esses fen6menos ". 
detalhadamente representa 
" Do ponto de vista do engenbeiro: " ... e aquele que resulta num compromisso entre o 
custo de sua explorac;iio e a precisiio dos resultados fornecido ". 
que a performance dos Modelos Chuva-Vazao (MCV) seja alcan~ada, visando aos 
ob,JetiVCIS estabelecidos, alguns futores devem ser cuidadosamente considerados, tals como, 
a) objetivo predominantes dos resultados; (p. ex.: obten~ao do hidrograma de projeto, 
implica que a concordilncia entre as vazoes simuladas e observadas no periodo de 
enchentes deve ser bern ajustada; serie de vazoes para dimensionamento de volume de 
reservat6rio, implica que a distribuiviio dos volumes annals possua urn erro reduzido, a 
representaviio dos periodos de estiagem ( criticos) sejam bern definida e para os periodos 
chuvosos possua uma distribuiviio de vazoes medias niio tendendosa) e; 
b) dados disponiveis; no caso da inexistencia de dados de vazao para o ajuste dos 
parametres, e recomendado procurar uma bacia proxima a de estudo, a qual possua 
caracteristicas semelhantes ( cobertura vegetal, declividade media, climatologia, solo e 
forrnaviio geologica), para que se possa fazer a transposi~ao dos parametres. 
A estrutura dos MCV, segundo TUCCI, (1998), consiste em cinco elementos distintos: 
discretizavao da bacia, variaveis de entrada, estrutura basica da integraviio dos processes, 
aquisi.;:ao dos dados fisicos das bacias e detennina~ao dos parametres. 
A discretiza<;:ao da bacia e realizada com base nas seguintes estruturas: a) area de 
drenagern do curso d'agua da bacia ou da subdivisao desta em sub-bacias, constituindo-se, assim, 
de uma estrutura do tipo distribuida por bacia ou sub-bacias, cuja divisao esta relacionada a 
disponibilidade de dados, locals de interesse e variabilidade de parametres fisicos da bacia; b) a 
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area de drenagem da bacia e discretizada por formas geometricas, em que 0 detalhamento dos 
processos toma-se bern maior que na estrutura anterior- distribuida por modulos e; c) em toda a 
area da bacia considera-se urna precipita~ao media, assim como as variaveis referentes aos 
processes hidrol6gicos sao consideradas concentradas no espa~o - estrutura concentrada. 
De modo geral, as variaveis de entrada para este tipo de modelo sao a precipita~ao e a 
evapotranspira<;:ao potencial. Os dados necessaries a constru<;:ao de MCV, alem das variaveis de 
entrada sao a vazao no intervale de tempo escolhido; evapora<yao, e caracteristicas fisica da bacia 
(area, taxa de areas impermeaveis, declividade media da bacia e do rio, tipo de cobertura vegeta~ 
caracteristicas medias do solo e formaviio geologica, entre outros) (TUCCI, 1987). 
MCV tern como estrutura basica da integra.;ao dos processes hidrol6gicos procurar 
descrever OS varios percursos da agua pela superficie e pelo interior do solo, simu!ando, desta 
forma, o balanvo vertical dos fluxos e o escoamento na sub-bacia, o que chamamos de fase 
terrestre ou bacia (ex. modele SMAP, LOPES et al. (1981) e o modele apresentado pelo Soil 
Conservation Service (1975)) e, atraves das calbas fluviais, por meio de simulayao da propaga<;:ao 
das vaz5es de montantes dos rios e canals e das contribui<;:5es das bacias, chamados de fase canal 
(ex: modele STANFORD IV que apresenta duas estruturas, fuse bacia e fuse c~ criado por 
CRAWFORD e LINSLEY (1966) e o modelo SSARR (Stramjlow and Reservoir Regulation) 
desenvolvido pelo US Army Corps of Engineers (1972) que apresenta, alem das duas fuses, urn 
terceiro modulo que trata da regulariza<;iio de reservat6rios). 
A recente revolut;ao na tecnologia dos sistemas de informa<;:ao e comtmicat;ao tern 
favorecido tanto na estrutura dos modelos de hidrologicos como tambem na aquisi<;:ao dos dados 
que o compiie. Exemplos incluem tecnologias por satelite e sensoriamento remote - aquisi<yao de 
dados em areas inacessfveis; GIS (Geografic Information Systems)- gerenciamento de dados, tais 
como realimenta;;iio de dados, manipula<;:iio e organiza<;:iio; inteligencia artificial permite realizar 
modelos de bacias que possam ser operados mesmo por pessoa que nao sejam hidr6logos, e 
analises de risco e confiabilidade que providencia informat;5es sobre precisiio dos resultados do 
modele que urn usuario queira saber a respeito. 
Capitulo H- Mode!os de Simula<;ao Hldrol6gica 3'1 
V ariOS sao OS modelos que determinam seus pariimetrOS atraves de metodos de ajuste 
manuais ou por otimiza-;ao bern como por estimativas. 
l"v"in a existencia de urn grande nfunero de MCV (Quadro 2.5), amp!amente usados 
no gerenciamento de recursos hldrico, optou-se em escolher dois modelos, urn com caracteristicas 
deterministicas conceituais nao-!ineares (modelos SMAP) e outro deterministico caixa-preta nao-
linear (modelo RNA) e que, atraves de seus resultados, possam atender aos objetivos usuais na 
area de gestao e planejamento de bacias hldrogr:ificas; projetos hldrol6gicos de constru-;ao e 
operas;ao de reservat6rios, projetos de irrigas;ao ou drenagem artificial, estudos de cheias ou secas, 
dentre outros. 
Qu·am·o 2.5- Modelos Hidrologicos dos Tipos Caixa-Preta e Conceitual 
Modelo de O'Kelly, 1955; Metodo para canal 
linear e reservat6rio linear em series, Metodo 
para canals lineares em cascata proposto por 
Mathur, 1972; Modelo de Nash, 1957; Modelo 
em cascata de reservat6rios lineares desiguais; 
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2.4.1.1 Modele Deterministico Com:eitual Chuva-Vazao 
A simula<;ao simb61ica, descrita em tennos analiticos, possui uma grande complexidade 
de ca!culo devido as equa~;oes que representam o sistema (p. ex., a descri.;ao dos fluxos da fuse 
terrestre dos processes hidrol6gicos pe!as equa.;oes Navier-Stocks). Portanto, grande parte das 
simula.;:6es tern recorrido com o uso computador com equa<;6es rnais simples e segmenta<;ao da 
bacia, para obter-se resultados mais nipidos e precisos. 
0 uso da simula~;ao na engenharia possui urn grande desempenho na area do 
planejamento de recursos hidricos, ao se projetar ou ava!iar urn sistema complexo, como, por 
ex<~ID}Jlo, previsiio chela em uma bacia hidrogr:ffica, onde e rea!izado urn modelo chuva-
vazao e, partir da valida.;:ao deste, os valores da vazao decorrentes das chuvas para urn periodo 
futuro sao projetadas, ou em estudos de sistemas hidricos com gera~;ao e distribui9ao de agua em 
que se objetiva o melber aproveitamento da agua. 
Classifical(ao da simula\;ao simb61ica ( ou simulal(ao) e apresentada em tipos: simulw;iio 
de problemas determinist/cos e simular;iio de problemas estocastico ou probabilisticos15• 
Simulavao de problemas deterministicos " refere-se a resolur;iio desses tipos de problemas, tais 
como, equar;i5es diferenciais, integrais, matrizes, etc., atraves de processos experimentais em 
computadores" (SHIMIZU, 1975). 
Os modelos16 nao-lineares, que utilizam a chuva total para o ca!culo de hidrograma, 
tendem a equacionar os processes de intercepyao vegetal, detenvao superficia~ infiltral(ao, 
evaporayao e percola¢o no meio poroso, visando a estimativa do hidrograrna total. 
A grande aplicavao destes modelos hidrol6gicos na area dos recursos hidricos e 
justificada pela inclusao de todo ou parte do ciclo hidrol6gico no seu equacionamento. Para 
15 Simulavao de problemas estocasticos ·~ ... abrange os casas mais comuns e importantes da simular;fio, pais tais 
problemas (englobam os de estatistica e os de pesquisa operacional: problemas de estoque, filas, plan~jamento e 
de competic;.§o) ... ndo podem ser resolvidos atraves de metodos matemciticos u.suais e a simulap2o e o melhor ou 
muitas vezes o imico metodo de resolUfi'iO" (SHIMIZU, 1975). 
16 
"i: urn sistema imperfeito e simplijicado criado para representar um sistema complexo ". 
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RAMOS (1989), a vantagem que estes modelos exercem sobre os modelos lineares, os quais 
fazem aruilises hidrol6gicas considerando alguns eventos chuvosos separadarnente, e que aqueles 
" ... podem uma longa serie procurando melhor as niio-
linearidades contidas nos processos ligados a bacia hidrografica, propriamente dita, e a calha 
fluvial conjugada". 
A da segunda metade deste seculo, foi introduzida uma nova tecnica de modelagem 
do comportarnento das bacias hidrograficas, a qual tern como base conceitual o ciclo hidrol6gico. 
Os modelos que utilizam desta tecnica sao charnados de Modelos Conceituais Chuva-Vazao. 
mode!os conceituais possuem "... uma expressiio matenuitica complexas 
interrelar;oes entre os varios fen6menos jlsicos que compoem o ciclo hidrol6gico, permitindo, 
para uma dada regiiio, urn conhecimento mais claro do movimento da agua sob o ponto de vista 
hidrologico" (RAMOS, 1989) e, geralmente, considerarn as leis fisicas (modelos chuva-vaziio 
baseados em fonnas espacialmente unifonnes da equa9ao da continuidade e a relavao 
armazenagem-descarga). Estes modelos apresentarn bons resultados com rela.;:ao a eficiencia e 
economia para alguns tipos de problemas. 
Os modelos conceituais chuva-vazao caracterizam-se por reproduzirem condi<;oes medias 
na bacia hidrografic~ cujo objetivo central e a qualidade do hidrograrna de saida. Os processos a 
serem simulados sao a continuidade do volume eo armazenamento. Varios parfu:netros comp5em 
o modelo, sendo eles baseados em fonnula<;oes empiricas e variaveis que serao avaliadas, segundo 
seus valores medios e calculados em interva!os de tempo discretizados. 
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CAPITULO Ill 
REDES NEURAIS ARTIFICIAIS 
.. -. 
3.1 Introdm;ao 
Inicialrnente, o objetivo dos modelos de RNA's eram reproduzir o mais proximo possivel 
os mecanismos do cerebro humanos, levando-se em conta os procedimentos de tomar decisoes, 
processar, aprender, Jembrar e otimizar as infonna<;oes. Mas as pesquisas ate aqui desenvolvidas, 
ainda prosseguem nos aperfei<;oamentos da tecnica, sem ter alcan<;:ado a similaridade do metodo 
com a anatomia do cerebro humano. 
Neste sentido, as redes sao treinadas a partir do reconhecirnento de exemplos, tal como o 
ser hurnano aprende a reconhecer urn curso d'agua a partir de urn exemplo de urn rio que !he foi 
ensinado. As redes tambem tern a capacidade de-.generalizavao ap6s o treinamento, por exemplo, 
.. . 
de urna serie temporal hidrol6gica (vaz5es) como dad6s de entrada. 
Define-se RNA como sendo urn circuito composto de urn grande nfunero de elementos 
de processamento simples, que nao estao baseados na estrutura neural. Cada elemento opera 
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somente sob uma infonna<;:ao local (NIGRINI, 1992). ZURADA (1992) simplifica a conceitua;;;ao 
afirmando que o sistema neural ou RNA, sao sistema celulares fisicos os quais podem adquirir, 
annazenar e utiliza:r conhecimentos experimentais. Em outras pala'<Tas, K'JA" s sao uoidades 
processamento nurnerico, cuja arquitetura em carnada produz urn fluxo de infonna;;;oes com ou 
sem realimenta<;:ao, possuindo uma est.rutura de processamento de sinais com grande poder 
adapta<;:ao e capacidade de representa;;:ao nao linear. 
Sao representadas por uoidades interconectadas atraves de processamentos nao lineares 
estaticos, onde a( s) entrada( s) na rede sao veto res e sua respectiva( s) saida( s) sao escalares, 
chamadas de neur6nios artificiais. Apresentam grande competitividade com os metodos lineares, 
quando este nao apresentam born desempenho nos processos que, particularmente, envo!vem 
aproxima<;:ao de fun<;5es multivariaveis, identifica<;:ao e controle de sistema dinfunicos. A.s redes 
alem de calcular qualquer fun;;:ao computivel, estao habilitadas a resolverem problemas de 
classifica;;:ao e mapeamento e aproximavao de funv6es. 
A eficacia das RNA's com relavao a aplicavao nos modelos hidrol6gicos do tipo 
conceitual, e constatada devido a redu<;ao da participa<;ao do usuario ( comurnente nao 
especializado) em seu desenvolvimento, bern como, na capacidade que ela possui na determina<;ao 
automatica da solu<;ao de problema de ordem complexa, tratada nesse tipo de simulavao 
hidrol6gica. 
Nas ultimas decadas foram grandes os investimentos voltados a pesquisa e aplicav6es de 
RNA's nas mais diversas areas do conhecimento. Na agricultura, por exemplo, DECK et al (1995) 
compararam RNA com uma maquina tradicional classificadora por inspe<;ao visual e, TAO et al 
(1995) aplicaram RNA na inspeyao visual das cores de tomate e batata para urn processo seletivo. 
Nas ciencias econ6micas (TRIPP e TURDAN, 1993) e industria (TAWEL, MARKO e 
FELDKAMP, 1998) diversos sao os investimentos em busca de novas tecnologias aplicadas. 
Outras areas das ciencias estao em grande fuse de aprimoramento da aplica<;iio de RNA: 
eletr6nica, aviac;ao, automobilistica, medicina, roootica, telecomuoicav6es, linguagem, seguranva, 
entre outras. 
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Com o objetivo de posicionar o metodo de otimiza<;:ao aplicado ao algoritmo de 
simula<;:ao em modelos conceituais do tipo chuva-vazao, e apresentada uma sintese sobre os 
modelos otimiza<;:ao enfatizando-se as categorias usualmente utilizadas, seja na calibrayao 
automatica de modelos chuva-vazao tradicionais como, tambem, na modelagem proposta por 
R.NA 
Em seguida, sao descritos os fundamentos de RNA's de maneira a direcionar a 
compreensao do processo de aprendizagem a ser utilizado no tipo de configura<;:ao de rede 
escolhida para simular os diferentes cenarios do sistema proposto. 
3.2 Otimiza~io de Sistemas 
Sao apresentados alguns fundamentos de otimiza<;:ao niio linear atraves de defini~;oes de 
conceitos basicos sobre o modelo de otimiza9ao, bern como algumas aruilises serao desenvolvidas 
com rela.;:ao a solu~;ao do modelo, direcionado para o caso de problemas com restrio;:ao e, 
particularmente, sem restri<;ao, o qual constituiu o tipo de otimiza~;ao do modelo proposto. 
3.2.1 Metodos de Otimiza<;tio 
Dentre OS varios metodos de otimiza9iiO existentes, sera feita uma breve descriyaO 
daqueles que serao aplicados aos modelos em estudo. 
Na classificas;ao mais usual dos metodos de otimizas;ao global, e comum encontrarmos 
sua divisil.o segundo o aspecto deterministico ou estocasticos de solu9ao. Dentre as possiveis 
classificayoes, distingue-se as categorias dos metodos indiretos e metodos diretos de otimizafiio. 
Os metodos indiretos sao aqueles que dependern da 
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" ... comparaq:tio direta dos valores numiricos assumidos em dais ou mais pontos, ou seja, fazem uso de 
condit:;6es necessdrias para que urn ponto seja minima ou JJUiximo, expressos em relat;ao numfirica. " 
(NOVAES, 1978). 
Os metodos indiretos nao serao objeto de estudo deste trabalho, porem, OS metodos 
diretos sao descritos de forma resumida mais a diante. 
KAl'J e TIMMER ( 1989) pro poem uma nova abordagem na classifica<;:il.o destes metodos, 
baseados sob o que eles denominam de "fundamentos filosoficos de um metodo": 
a) Divisilo e Busca: neste tipo o conjunto S viavel e dividido sucessivamente em pequenas sub-
regioes Sa, entre as quais o minima global e procurado. A abcrdagem natural dos problemas 
de otimiza<;il.o global e conduzida atraves de uma generaliza<;:ao apropriada dos metodos 
branch and bound, uma tecnlca de solu<;:ao que e conhecida na area de otimiza<;:ao 
combinatorial. 
b) Aproximac;ilo e Busca: nesta abcrdagem a fun<;:il.o f e substituida por uma melhor fun<;:ao de 
aproxima.;ao de crescimento f com o c:ilculo facilitado a partir de intera.;oes 
computacionais. 
c) Decrescimo Global: este metodo visa urn melhoramento permanente nos valores de f, 
culminando com determina<;ao do minimo global. 
d) Melhoria do Minima Local. explorando a disponlbilidade de uma rotina de busca local 
eficiente este metodo procura garantir a sequencia do minimo local do valor decrescente. 0 
minimo global sera pelo menos urn resultado desta sequencia calculada. 
e) EnumerafilO do _Minima Local: e realizada uma completa enumera.;ao de minimos locais ou 
de urn subconjunto destes, e, com isso, a solw;:ao para resolver os problemas de minimo 
global e encontrada. 
Neste estudo, nos deteremos a tecnlca de otimizavil.o do decrescimo global. 
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Urn modelo de otimiza<;ao constitui-se de uma fun<;iio objetivo f (x1, x2, ..• , x,J a qual se 
deseja maximizar ou minimizar, na qual as variaveis de decisiio do problema correspondem a x1, 
Xl, ... , x"' cujos valores 6timos se busca deterrninar. Pertencem tambem ao modelo, asfunqoes de 
restriqiio (igualdade ou desigualdade) g, (x1, x2, ... , x,J, para a qual delimita a regiiio 
factivefl das variaveis de decisiio ou regiao de dominio do problema. Ao conjunto alnda fazem 
parte os pariimetros do modelo, representados por b,, em que 2, ... m. A representavao do 
problema e feita pela seguinte expressao; 
(3. 
su;•elln a 
g1 (xl'x2, ... ,xn) > b1; 
g2 (xPxl, ... ,xn) > b2; (3.2) 
0 conjunto (x1, x2, ... , Xn ) de solu<;5es satisfaz a equac;ao (3.2) e por isso e chamado de 
soluviio factlvel. Dentre estas soluvoes aquela que satisfuz (3.1) e chamada de solw;ao 6tima. 
Uma funvao f(x) definida sobre urn conjunto testado Q em R" e dita obter urn minima 
global ou absoluto sobre Q no ponto x ', se f(x) ?. f(x) para todo ponto x E Q. Se f(x) for 
definida em todos os pontos na vizinhanva o de x • em R", a funviio e dita ter urn minima local ou 
relativo emx', se existir urn z, 0 < s < o, tal que, para todo x, O::; llx- x'll ( s ,f(x) > f(x). 
A elaboraviio de urn modelo de otimizavao implica na analise detalhada do processo em 
estudo, facilitando eventuais ajustes nos casos ern que a integras;ao de dois ou rnais subsistemas 
solicitern uma otirnizac;ao global. Entiio, urn problema de otimizayao global requer estabelecer urn 
1 Regiao do espavo a qual e limitada pelas restriviies impostas pelo problema. 
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aigoritmo que, sem restri.;:oes, encontre o 6timo global (urn minimo ou nlllximo global), x', de 
uma fun<;:ao objetivo. Existem diversos problemas de natureza global, dentre eles, problemas de 
modelos tecnicos e aplica<;:oes economicas, nas quais fun<;:oes custo multimodais devem ser 
minimizadas. 
ser tra<;ada a formula<;:ao do problema, guardando a devlda rela<;:ao com 
a configura<;:ao fisica e condis;oes operacionais. Caso o problema esteja mal formulado, implica em 
resultados de otimlzas;ao erroneos ou inslgnlficantes para a solu<;:ao do problema. 0 segundo passo 
e definir os limites fisicos e operadonais, objetivando representar da melhor maneira possivel a 
situayao real em estudo. Finaltnente dentre as tecnicas disponiveis, define-se o modelo rnatematico 
adequado com vistas a otimlzas;ao desejada. Em seguida, passa-se a interpreta.;:ao dos resultados 
com eventuais ajustes nas equa<;oes ou ern seus parametros ( coeficientes ), ou ainda nos limites 
pn§-especificados. Formatado o problema e a tecnica, pode-se ainda proceder a amilise de 
senslbilidade. 
3.2.1.1 Metodos Diretos 
Os metodos diretos sao assim chamados por serem, geralmente, procedimentos iterativos 
nurnericos ou algoritmo, cujas formula<;:oes matematicas dos processes fisicos simulados, 
geralmente sao compostas por express6es nao lineares. Esses metodos operam diretamente sobre 
a fun<;ao objetivo, para a obten<;ao de respostas numericas e exigem a determinaviio e equiparas;ao 
dos valores da fun<;:ao a otimlzar, em varios pontos localizados dentro da regiao de defini<;ao das 
variaveis independentes. LOPES e PORTO (1991) alertam sobre a subjetividade da escolha da 
fun~ao objetivo como uma das criticas ao metodo. Tambem acrescentam o fato de que, esses 
metodos podem convergir a urn minimo local da fun.;:ao objetivo, sem ter passado ao ponto 
minimo globaL 
Estes problemas que empregam tecnicas de otimlzaviio utilizarn recursos de Programa~ao 
Nao Linear (PNL) e apresentam do is tipos de solu.;:oes de problemas de otirniza<;:iio de funvoes, 
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aqueles com restris;oes e os sem restris;oes. A classifica~ao dos metodos que empregam PNL 
'.A'''.u~v,l997), e dividida segundo a tecnica utilizada, ou seja, dividem-se em metodos com 
tercni,~as analiticai', as quais procuram determinar as solw;oes 6tirnas atraves de sistemas de 
equa~oes com o auxilio de derivadas e, as tecnicas de busca numerica, as quais usam infonna<;:oes 
precedentes, atraves de procedimentos iterativos, na busca de melhores solus;oes durante o 
processo otimizas;ao .HILLIER (l995) classifica os metodos de solus;ao dos problemas de 
em otimiza~ao irrestrita, otimizas;ao lineannente restrita, programa9ao quadnitica, programas;ao 
convexa, programayao supenivel, programa<;:ao nao-convexa, programayao geometrica e 
programa<;:ao fracional. Neste estudo sera aplicada a tecnica de otimiza<;:ao irrestrita multivariavel. 
problemas de PNL apesar das incertezas - em mtlitc>s casos quando a soluyao 6tima 
for a melhor encontrada dentre as possiveis solu<;:oes - na limitayao quanto ao tempo de operas;ao 
das informa<;:oes, hoje em dia sao praticamente vencidos com a capacidade e com a velocidade de 
processamento dos computadores digitais. Mas grande vantagem recai no alcance do modelo 
quando calibrado para urn detenninado sistema, este normalmente dispensar modificayoes em sua 
formulayao, aurnentando a precisao dos dados a serem calculados. 
Grande parte dos metodos de busca direta sem restri<;oes aplica-se apenas as funs;oes 
unimodais, as quais apresentam urn ponto extremo dentro desse intervalo de definiyao. Caso as 
funs;oes indiquem mais de urn ponto extremo sao ditas p!urimodais- Figura 3.1, BRAGA (1987). 
Os metodos diretos consomem tempo computacional relativamente Iongo para 
resolverem problemas de otimiza<;ao complexos. Embora nao fome<;am com precisao o ponto 
6timo existem alguns processos de otimizayao direta que permitem avaliar o intervalo de precisao 
do resultado (NOV AES, 1978). 
2 Metodo de Cillculo Diferencial, Metodo dos Multiplicadores de Lagrange e a Programa<;ao Geometrica 
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··~ 5 
Maximo Global 
Ponto de Inllexao 
I Mioimo Local 3 Minimo Global 
• 
Fonte: BRAGA, 1987. 
Fivura 3.1- Posto Es.lacior.uir.ioda Fum;iio de Unica VariaveiPlllrilnotlal, F 
Os problemas com restri;;:iies, em muitos casos3, facilitam a busca do ponto 6timo, ou 





Regiao F active! 
Fonte: NOVAES, 1978. 
Figura 3.2 - Restrir;;iio Atuanle 
3 Por exemplo: exceto para processos indiretos, em que eventuais pontos de maximo ou mfnimo localizados nas 
frontciras nao sao necessarimnente pontos estadon3.rios e em caso que as restriyOes podem eventualmente 
introduzir extremos locals. (NOV AES, 1978). 
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A verificavilo de urn ponte x' minima (truiximo) ou de inflexao de uma funyao (Quadro 
3.1), e dada a partir das condi<;:5es necessirrias e su:ficientes para a existencia destes pontes. A 
condi<;:ilo de otirnalidade para a minirnizavilo sem restri<;:5es e discutida com base nas seguintes 
proposi<;:5es: 
1. Condir;:i'io necessaria de primeira ordem e satisfeita atraves da condi<;:ilo atribuida pela 
fun<;:ilo objetivo: 
Seja f: !W -> 91, f E C1. Sex' e urn min:imizador local de f em 91", entilo Vf{x*) =0; 
2. Condir;:oes necessarias de segunda ordem tambem e satisfeita atraves da condi<;:ilo 
atribuida pela fun<;ilo objetivo: 
Sejaf: 91"-> 91,/ E C2 Sex' e urn min:imizadorlocal def em 91", entilo 
(i) VJ(x*) = 0, 
(ii) \72 j(x) e semidefinida positiva; 
3. Condir;:oes suficientes serilo definidas a partir da analise das derivadas de 2', 3' e n-
esirna ordens. 
Sejaf: 91"-> 91, J E C2• Sex' E 91", Vf(x) = 0, e V2 f(x) > 0, entilo x' e urn 
minimizador local estrito de J em 91 n • 
Quadro 3.1- Teste dos Pontos Estaciomirios F(x) 
Fonte: BRAGA,l987. 
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Na busca do ponto 6timo global ou 6timo (x*) para toda a regiao de validade x, nos 
casos de fun<;:ao de uma Unica varhivel, os conceitos de concavidade e de convexidade de uma 
fun.;ao exercem papel fundamental. Se a fun<;:iio objetivo for estritamente convexa implica 
que existe urn minimo local e tambem urn ponto de minimo global, e, caso contrario, existe urn 
JJ:Jiximo local ou ponto de JJ:Jiximo global (Figura 3.3). 
l 
Estritamente Convexa Convexa 
J=JV 
N&o-Convexa 
Figura 3.3- Hustra<;iies de Figuras Estritamente Convexa, Convexa e Niio Convexa 
Para os casos de fun<;:oes de n varlliveis (x1, x2, ... , xn) os mesmos conceitos de 
convexidade e concavidade sao estendidos, bern como a identifica<yao dos minimos ( ou JJ:Jiximos) 
local e global. 
Os metodos diretos sem restrir;oes resolvem questoes que satisfazem a expressao: 
Max (ou Min) J(x,,x,, ... ,xJ 
(3.3) 
sujeito a X E Q 
em que a equa.;ao (3.3) e a forma generica dos problemas de programar;iio niio-linear ou 
otimizar;iio global, f: 91 ~ 91n e uma fun-;:ao real e Q o conjunto de solw;;oes fuctiveis, o qual e 
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urn subconjunto aberto do ll\n. Quando Q = ll\n o problema passa a ser denominado de 
problema de otimizw;iio irrestrito. 
Sao considerados dois tipos de so!uvoes para este problema. 
(FRIEDLAJ'JDER, 1994): 
1. Um ' x E D e um minimizador local de f em se e so mente se existe s > 0 
quef(x) ?:J(x) paratodoxE Dtal que JJx-x'JJ <S. 
Se f(x) > f(x) para todo x E Q; tal que x?' x • e JJx-x 'II < s , diremos que se trata de um 
2. Um ponto x' E Q; e um minimizador global de f em Q; se e somente se f(x) 2:-f(x) para 
todo XE Q;. 
Se f(x) > f(x) para todo x E Q; tal que x;to x ', diremos que se trata de um minimizador 
global estrito em D. 
A definiviio de maximizadores locals e globais e feita de forma aruiloga, ou seja, 
maximizar f e equivalente a minimizar (-f). 
Os algoritmos aplicados a resolu.;;ao destes problernss de Programa<;:iio Nao Linear 
(PNL ), variam substancialmente com suas motiva.;:oes, aplica<;:oes e aruilises detalbadas, variando a 
partir de metodos muitos simples ate os mais complexes. Eles possuem urn fator em comurn: sao 
algoritmos iterativos4 descendentes'. 
De maneira ideal uma sequencia de pontos gerados pelo algoritmo, neste caminho 
(processo ), converge em urn nfunero finito ou infinite de passos para a so!uyiio de urn problema 
original. 0 algoritmo iterative e inicializado, especificando-se urn ponto de partida (pontos 
4 ProcedimentO realizado pelo algoritmO 0 qual gera uma serie de pontoS (SOlU\'Oes), em que cada ponto e caJcuJado 
sobre a base dos pontos precedidos por ele. 
5 Quer dizer que, cada novo ponto e gerado por algoritmo de valor correspondente a alguma fun<;iio (estimada no 
melbor ponto atual) deserente em valor. 
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arbitnirios). Caso nas diferentes inicializa<;:oes, o algoritmo garanta gerar uma sequencia de pontos 
convergentes a mesma solu<;ao entao ele e dito convergente globalmente. Nem todos os 
algoritmos possuem esta propriedade desejavel e, neste caso, alguns procedimentos sao 
implementados com o objetivo de rnodificar, particularrnente, o a!goritrno atraves de recursos 
adicionals espedais que garantarn a convergencia global. 
Quando nao podemos resolver o sistema de equa<;oes produzida por (3.3), mane ira 
analitica, a fonna adequada de se obter solu<;:oes nurnericas e aplicar algoritmos de procedimento 
de busca para obter-se x;, primeiro para k= 1 e depois para k> 1. 
Os metodos existentes para solucionar a expressao (3.3) sao dassificados segundo o tipo 
de infonna<;:oes que necessitam: Metodos de Busca ou Metoda do Gradiente6, rnetodos que usam 
a primeira derivada e Metodos da Matriz Hessiana que usam a segunda derivada da fimvao 
objetivo. 
0 algoritmo do Gradiente e urn dos metodos mais simples e e utilizado para resolver 
metodos que aplicam derivadas. Ele fonna a base de muitos metodos diretos usados em 
otimiza<;ao de problemas com e sem restriv5es, ou seja, e urn processo iterativo de resolver as 
equay5es (3.3) atraves de computadores digitais e e representado por: 
(3.4) 
Em que Yk e urn valor positivo que maximiza f (X k + y v !(X k)). Considera-se 0 valor 
mais dificil de se encontrar no processo de busca, em cada interaviio, representa o comprimento do 
pas so a ser dado. 
6 E urn metodo classico de descida que tern por objetivo determinar urn vetor de parfunetros w que minimize o erro 
quadnitico sobre o con junto de treinamento. 
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0 vetor gradiente Vf(x) da equac;ao (3.5), define a dire<;:ao chamada de direr;iio do 
Gradiente, em que a varia<;:ao f(x) e a maior poss!vel, para pequenos deslocamentos a partir de x* 
em varias dire<;:oes. A expressao e dada por: 
( 8 f(x)) Vf(x) =I ~ , k = 1, 2, ... , n 
\. oxk 
(3.5) 
Neste algoritmo caminha-se na direc;ao ern que a fim<;:iio objetivo possui maior razao de 
crescirnento. 0 vetor gradiente de uma fim<;:ao em urn detenninado ponto e normal a curva ou 
superficie de contomo passa pelo ponto. Neste caso o rnetodo corresponde a escolher dk na 
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Figura 3.4- Projet;iio do Vetor Gradiente no Ponto x, num Problema de Maximizat;iio 
0 procedirnento de busca do gradiente e feito atraves de deslocamentos na direc;ao do 
gradiente, ate ele encontrar a soluc;ao 6tirna, em que VJ(x;) = 0. Cada itera<;:iio promove 
rnudanc;as na soluc;:ao corrente de xk . Sendo assirn, para se requerer a finalizac;:ao da itera<;:ao 
Ca!litu!o!Il- Redes Neurais Artificiais 55 
aplica-se a Regra da Parada, que consiste em se estabelecer urn valor de tolerdncia e ( ou erro 
pre-constituido representado por urn escalar) para se definir a finalizaviio da iteraviio, 
, k = 1, 2, ... , n (3,6) 
A matriz Hessiana de uma funvao f(x) que possui derivadas parciais de segunda ordem, e 
simetrica e tern por defini<;ao a seguinte expressao: 




A matriz e classificada definida negativa, se seus detenninantes e as derivadas em relas:ao 
a uma mesma variavel apresentarem valores negativos, respectivamente. Se urn desses terrnos for 
igual a zero, a matriz e classificada como semidefinida negativa. Caso contrario, e classificada de 
matriz Hessiana definida positiva e semipositiva. 
Considerando urn problema de otimizavao multivariavel, sao pertinentes os seguintes 
teoremas: 
" Teorema 1: sefix) e uma fun<;ao continua definida em uma regiao fechada e limitada, entao 
essa funyao apresenta urn maximo e urn minimo global nessa regiao; 
" Teorema 2: se fix) apresenta urn maximo ou minimo local em x* e se Vfix) existe em 
alguma vizinhans:a e de x*, entao Vj(x*)=O; 
,. Teorema 3: sefix) possui derivas parciais de segunda ordem em uma vizinhan9a e em torno 
de x*, entao Vfix*)=O, como tambem H(x*) for definida negativa, entao fix) possui urn 
maximo local em x*. 
Tomando como base os dois primeiros teoremas, conclui-se que o valor maximo global 
de urna fun9iio continua fix) e atingido quando Vf e nulo ou niio existe. 
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Grande parte dos metodos que resolvem fun<;5es com uma variavel, chamados de 
metodos de busca unidimensional, necessita da tecnica de otimiza<;iio para definir o local minimo 
ou maximo da fun<;:ao e aplicam metodos numericos com base na tecnica de busca sequencia!. 
Nesta tecnica, a partir de urn deterrninado intervalo finito 11, adrnite-se que a fun<;ao seja unimodal 
e reduz-se gradativamente esse intervale comparando-se os valores da fun<;:iio objetivo. os 
metodos citados na literatura, estao o metodo de busca de Fibonacci, o metodo de busca do meio 
tenno (golden section) eo metodo DSC-Powell. 
Os metodos de otimizayiio nao lineares de problemas com mUltiplas variaveis de decisao 
independentes necessitam de urn recurso de busca da dir~o do ponto maximo ou rninimo da 
fun<;iio objetivo, no qual urn dos procedimentos e conduzido por intennedio da aplicas;ao do 
gradiente. Os algoritmos de PNL citados na literatura, que nao apresentam restri<;5es e que a 
dire<;iio de busca realizada a partir das tecnicas baseadas em derivadas de primeira e segunda 
ordem, sao o metodo de Newton-Raphson, o metodo do maior gradiente (steepest descent 
method), o metodo do gradiente conjugado e o metodo Quase-Newton, dentre outros. Para os 
casos de PNL sem restris;ao, os metodos de busca sem derivadas sao o metodo de Hooke-Jeeves, 
o metodo de Rosenbrock, o metodo de Powell e outros. Ainda existem aqueles algoritrnos de 
PNL que nao possuem restris;oes, tais como, o metodo da programas;ao por aproxirna!(iio, o 
metodo das funs;oes de penalidades e o metodo dos gradientes reduzido generalizado. BAZARAA 
(1983), apresenta diversos metodos de busca com aplica<;iio de derivadas e outros sem aplica<;iio 
de derivadas para a solus;ao de problemas multidirnencionais. 
No modelo SMAPm, o algoritmo de otimizayao aplicado na busca automatica de solu!(iio 
da funs;ao nao linear multivariavel e o algoritrno de Rosenbrook. Este algoritmo, que aplica a 
derivada na PNL, e baseado na busca explorat6ria na qual pequenos "passos" sao atribuidos 
durante os processos (ROSENBROCK, 1960)- Figura 3.5. 
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Figura 3.5- Fluxogramn EsquemJitico do Metoda de Rosenhrock 
Fonte: C!RlLO, 1997 
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Os Metodos de Busca Direta para funv5es com n variaveis sao formados por processos 
iterativos e muito usados na calibra~tao de modelos hidrol6gicos. Estes modelos relacionam 
precipitaviio e vazao de uma bacia hidrografica, podendo ser de natureza deterministica7• 
Com base no conceito na proposi<;:ao de direr;oes de descida a partir de x, 
FRIEDLANDER (1994) apresenta um modelo de algoritmos com buscas direcionais: 
" ... dado x E 9\", se Vf(x) ;e 0, sabendo-se que pela proposit;iio das condiqoes de otimalidade 
necesscirias de primeira ordem8,x nao representa um minimizador local de f em 91n . Logo, em toda a 
vizinha?!fG de X existe z E 9\n tal que f(z) < f(x). Neste caso 0 objetivo e indicar as diret;Bes a partir de 
x. entre as quais se possa encontrar um ponto z E 9\n que confirmef(z) <f(x)". 
Portanto, a proposi<;:ao matematica e da seguinte forma: 
sejamf 9\" -c> 9i,f E C1, x E 9\"tal que Vf(x) ""0, dE !Jr tal que V'f(x) d < 0. Entiio 
a > 0 tal que f(x+ a d) < f(x) para todo a E (0, a }. 0 vetor dire9ii0 e representado por d. 
A partir de valor inicial dos parametros os algoritmos possuem minimizam uma funs:ao 
objetivo, a qual estabelece a diferen.;a, por exemplo, entre os valores dos hidrograrnas observados 
e calculados pelo modelo e, com isto, requerer a varia<;:iio dos parametros por meio de algoritmos 
matematicos especificos. MAGALHAES (1989) cita diversos de!es pertencentes ao grupo de 
busca direta. 
ROMERO (1993), FRIELANDER (1994) e HILLIER (1995) apresentam alguns passos 
para definir uma nova estimativa Xk+ 1 dada pelo algoritmo do modelo: 
I. lnicializat;iio: 
" selecionar uma estimativa inicial da solu<;:iio, x0 e a seguir va para a Regra da Parada; 
Segundo DOOGE (1973) urn sistema e dito deterministico quando, para a mesma entrada o sistema produz 
sempre a mesma saida; se o sistema for estocastico o relacionamento entre a entrada e a saida nao e previsivel 
com exatidiio. 
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2. Iterw;fio: 
., Regra da Parada - encontrar uma direcao de busca dkE fR partindo de xk, garanta 
uma diminui~ao da funviio. Isto e feito se o gradiente Vf(xk) for diferente de zero. Se a 
[[vf(x;)[[ for suficientemente pequena, entao a soluviio 6tima foi obtida eo processo e 
interrompido; 
" deterrninar o tamanho do passo Yk > 0 , na direviio dk, de modo que uma diminui<;:iio 
suficiente na fu..'lviio objetivo seja obtida ( este subproblema e chamado de busca linear), 
i.e., 
(3.8) 
" atualizar a solu<;:iio de acordo com 
Xk+J = Xk + Pk, em que Pk = Yk dk = Lik+J (3.9) 
e va para a Regra da Parada. 
Outra proposiviio de busca do melhor de uma fun<;:iio e conduzida por FRIELANDER 
(1994), que considera o seguinte algoritmo para minimizar urn fun9iio j, definida em fR", em que 
xk E fR" tal que Vf(xk) * 0, cujos passos para o calculo de uma nova estimativaxk+1 sera: 
" determinat 0 tamanho do passo y k que e 0 minimizador de f(xk +y dJ sujeita a y ;:> 0. 
Este subproblema ou processo e chanmdo de busca linear exata; 
• atualizar a solw;:iio de acordo com xk+J = xk + Yk dk . Nota-se que neste processo pode 
niio ter soluviio e neste caso o algoritmo aplicado nem sempre esta bern defi11ido. 
3 Que se representa urn minimizador local defem 91n, entao 'Vf(x) = 0. 
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Sao metodos bastante nipidos, portanto muito utilizados e, em geral, neles somente 
condi<;5es adicionais impostas sabre .f(x) podem garantir que 0 minima ( ou maximo) local e 
tambem o globaL 
Algumas das express5es usadas para o calculo da dire.;ao de busca dk sao apresentadas 
no Quadro 3.2, correspondendo a cada algoritmo de PNL sem restri\05es com dire<;ao de busca a 
partir de derivadas, sejam elas de primeira ordem ou de segunda ordem. 
Quadro 3.2 - Algoritmos de Otimiza<;iio Aplicados em Treinamento da Rede 
Fonte: ROMER0,!993 
Os grupos de algoritmos de PNL que aplicam derivadas sao classificados segundo a 
"ordem" de informa<;ao que eles usam, ou seja, a ordem da derivada da fun<;ao objetivo. Como ja 
visto anteriormente, existe um grupo de algoritmos que usa a primeira derivada da funs;ao a ser 
minimizada, esses estao incluidos na classificayao dos metodos de primeira ordem (metoda padrao 
de backpropagation, backpropagation padrao com momentun, metoda do gradiente, dentre 
outros). Ja os que aplicam a segunda derivada na minimiza.;ao da funvao objetivo, estao incluidos 
na classificac,:ao dos metodos de segunda ordem (metoda de Newton, metoda do gradiente 
conjugado, metoda do gradiente conjugado escalonado, metoda Quase-Newton e outros). 
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0 modelo de RNA's aplica como metodo de otimiza<;:ao de PNL nao linear irrestrito para 
o treinamento do tipo de rede escolhida no estudo de caso, o metoda do gradiente conjugado 
escalonado, proposto MOLLER (1993). metodo fuz parte da classe de algoritmos 
chamados de metodos segunda ordem, os quais sao considerados bastantes eficientes na aplicaviio 
da tecnica RNA's. 
0 algoritmo aplicado neste metodo e descrito abaixo (MOLLER, 1993; BISHOP, 1997 e 
SILVA, 1998): 
1. Escolha urn vetor de parametres inicial So e escalares 0< cr <1 04 e l"o = 0; 
2. Fa9a: o conjunto de Po= 1"0 = -Vf(x0); k = 0; sucesso = l -+ verdadeiro; 
3. Se sucesso =l, enti'io calcule a informa9iio da segunda ordem: 
s. = Vf(x. + cr k dk )- (VJ(xk )) +'A • dk; 
cr. 
4. Se &k s 0, entao fuo;a a matriz Hessiana definida positiva: 
5. Calcule o tamanho do passo (taxa de ajuste): 
a = . 
k 0 , 
k 
6. Calcule o parfunetro de compara<;:ao: 
7. Se 1\.k 2:: 0 ( o erro pode ser reduzido ), entao atualize o vetor de pesos: 
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8. Se (k mod P) = entao reinicialize o algoritmo; 
Senao, defina urna nova dire<;ao conjugada de busca: 
entao reduza o parametro 
10. Se V\ s 0.25, entao aurnente o parametro 
Senao, uma redu<;ao no erro nao e possivel: 
Sucesso = 0 (falso ); 
11. Se •h1 > s, em que s ---+ 0, entao fu<;a: 
k = k+l; retorne ao passe 3; 
Senao, o procedimento de ajuste chegou ao fun e xk+l eo ponto de minimo. 
Notavao: s = erro pre-estabelecido ou toleriincia; y = e urn escalar que indica o 
comprimento do passo; 13 = coe:ficiente momentun ; x = e urn vetor de parametres; A.= coeficiente 
de escalonamento ou parametres de ajuste; P = matriz de dados de entrada; d = e a dire<;ao de 
busca e e a superficie de erro de urn problema de apreximas;ao. 
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3.3 Fuudameutos de RNA's 
0 conhecimento da estrutura de neuronios teve urn periodo de interu:a investigayao entre 
os cientistas hii muitos anos. natureza eletrica dos impulsos nervosos foi postulada, por volta de 
1850, por du Bois-Reymond e Hermann von Helmholtz. Mais tarde, 1 , Sanatiago Ramon 
y Cajal documentou que o trabalho de uma rede especifica de celuias nervosas detenninava a 
direc;;ao para a transmissao de informavao e, com isso, pode defini:r que os neur6nios constituem 
urn sistema biecirquico. As transmissoes quimicas de informayoes que se processam nas sinapses9 
foram estudadas entre 1920 e 1940. Mas foi atraves do modelo de Hodkin-Huxley, considerado 
urn dos primeiros modelos em redes neurais artificiais, que a da dinfunica dos impulsos 
nervosos pode ser simulada com redes eletricas simples (ROJAS, 1996). 
A publicaviio do primeiro artigo sobre propriedades matematicas de redes neurais e 
atribuida a Warren McCulloch e Walter Pitts (1943) apud KOVACS (1996). Este artigo foi 
inspirado nas propriedades eletrofisiol6gicas dos neur6nios nas teorias que indicavam ser 
booleanas a natureza essencial da inteligencia. Eles foram os primeiros a propor urn modelo 
computacional para o neuronic biol6gico (KOVAcs, 1996). 
Ao final da decada de 50 J. Von Neumann foi considerado urn dos principais cientistas a 
contribuir para o modelo do computador digital atraves da arquitetura de Von Newmann. Com a 
publicavao p6s-morte do seu livro "The Computer and the Brain ", ficaram esclarecidas, 
finalmente, as diferens:as entre o cerebro e o computador. Outro trabalho significative foi 
apresentado por F. Rosenblatt, que propos a teoria sobre o Perceptron dando uma nova 
abordagem ao problema de reconhecimento padrao e, em outro trabalho, consagrou-se com a 
demonstras:ao do teorema de convergencia do perceptron. Foi em 1949, atraves de urn trabalho 
de D.O. Hebb10, que a regrade aprendizagem fisiol6gica para modificas:ao siruiptica se consolidou, 
9 Sinapses (Synapses) sao elementos estruturais e unidades funcionais as quais intermediam as intera<;5es entre os 
neuronios, atraves dos impulses nervosos que sao transmitidos. 
10 The Orgcmization of Behavior: A Neural psychological Theory. New York: Wiley 
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sendo seguido por W. R. Ashbyu, em 1952, com urn trabalho no qua! enfatizava o aspecto 
dinfunico de urn organismo vivendo como uma maquina e o conceito re!acionado a estabilidade. 
1 M .L. Minsky12 publicou urn trabalho sobre inteligencia artificial em que fuzia referencias 
sobre o que e agora denominada rede neural. (HA YKIN, 1994 ). 
B. Widrow eM. Hoff introduziram, em 1960, urn algoritmo o qual utilizava como 
fun~ao custo a media dos minimos quadrados e o usaram na fonnul~ao do modelo linear Adaline 
(ADAptative LINear Elemente), que consiste em uma maquina para classi:ficar padroes lineares 
(WlDROW e HOFF .JR, 1960). Porem, em 1962, Widrow estruturou o Madaline, que representa 
uma rede de Adalines. Estes estudos foram os precursores para a fonn~ao da rede de 
perceptrons, conhecida como Redes de Perceptrons Multiplas Camadas ou Redes do tipo MLP 
(WlDROW,1962). Mas a grande conttibui~ao de Widrow foi com a criacao do principio de 
treinamento para as redes Adalines conhecido por Regra Delta, que ap6s algurn tempo foi 
generalizada para redes neurais mais complexas (KOVAcs, 1996). 
Ate o final da decada de 60 se admitia, com base em estudos anteriores, que as RNA 
poderiam calcular qua1quer coisa. Foi entao que MINSKY e PAPERT (1969) dernonstraram 
matematicamente que existiarn limites fundamentais sobre o que urn perceptron de camada Unica 
pode computar, o que levou a desencorajar alguns pesquisadores para trabalhos futuros. 
Foi durante a decada de 1970 que alguns fatores de ordem tecnol6gica e financeira 
contribuiram para que houvesse a1gurn desfurimo na continuidade dos estudos voltados a RNA, na 
perspectiva da fisica e das engenharias. Ainda assim, a busca por novos algoritmos de 
aprendizagem; fundamentos te6ricos e modelos aplicados a RNA foram registrados em alguns 
trabalhos. 
A decada de 80 foi de ressurgimento de novas teorias e modelos de RNA, bern como 
desenvolvimento de novos algoritrnos de aprendizado (GROSSBERG, 1980). 
11 Design for Brain. New York: Wiley. 
12 Steps towards artificial intelligence. Proceedings of the Institute of Radio Engineers. ( 49), p. 8-30. 
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J.J Hopfield em seu trabalho Neural Networkan Physical Systems with Emergent 
Collective Computational Abilities, publicado em 1982, desenvolveu a ideia de UJil.a funcao 
energia para fonnular novos percursos visando melborar a perfonnance computacional das redes 
recorrentes com concepcao siruiptica simetrica, o que originou as Redes Hopfield. Outro 
impo:rta:ate trabalho, apresentado em 1982, foi o de Kohonen sobre mapas de auto-organizacao 
usando estruturas treli<;adas ou bi-dimencionais (HA YKIN, 1994 ). 
A partir da divulga<;ao do algoritmo back-propagation, em 1986, atraves dos dois 
trabalhos de RUMELHART, HINTON e WILLIAMS (1986) e RUMELHART e 
MCCLEALAc'fD (1986) estes foram considerados como urn dos principals responsaveis pelo 
ressurgimento dos estudos sobre R.l\fA na decada de 
Holpfield em 1982. 
juntamente com o trabalbo de J. J. 
Varias sao as aplicao;:oes de redes neurais divulgadas na literatura. Na area aeroespacial 
esta sendo usada em simulao;:ao do trajeto de voos e sistemas de controle de aeronaves, na 
engenharia automotiva em sistemas de direo;:ao automatica de autom6veis, no sistema bancario em 
avaliacoes de aplica.;:oes, e se estendendo ao sistema financeiro em previsao do pre;;;o corrente. Na 
eletronica e basta:ate utilizada em controle de processos, maquina de visao, sintese de vozes e 
modelagem nao linear; na area de rob6tica existem estudos em controle de trajet6ria e 
controladores manipulador, na medicina em analise de eletroencefulograma e eletrocardiograma, 
modelos de pr6teses e otimiza.;:ao de tempo de transpla:ates, nas ciencias sociais em previsao do 
custo da violench no transito e violencia provocada pelos conflitos agrarios (MATHWORKS (b), 
1998). 
Pa:rticula:rrnente, na hidrologia tern sido uma ferramenta muito util em modelos de 
previsao de vazao destinados a opera((ao de reservat6rios em tempo real, como ferramenta 
altemativa, na constru<;:ao de programas especialistas destinados a apoiar as decis6es no 
gerenciamento de recurso hidricos, na previsao de eventos extremos como secas e cheias e 
tambem, na previsao de niveis em ca:aais de fuga. No caso preenchimento de falhas, o trabalho de 
KULIGOWSKI e BARROS (1998) especifica uma tecnica de substituicao de dados espaciais 
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ausentes - dados de precipitar;oes, a partir de medidas bern pr6ximas, usando o algoritmo de retro-
propagarao do erro - backpropagation, no treinamento de rede neurais. 
Na solw;ao de problema de otimizavao multiobjetivo, algoritmos baseados em RNA estao 
sendo aplicados no gerenciamento da qualidade de agua com vista ao controle da po!ui.;ao e no 
planejamento dos recursos hidricos. ViEN e LEE (1998) desenvolveram urn modelo de redes 
neurais artificiais, cujo algoritrno de treinamento e backpropagation - BP, no qual foi constatado a 
grande capacidade de sirnular as preferencias do tomador de decisao para resolver as soluvoes da 
programar;ao multiobjetiva (na qual existe alta niio linearidade da relar;oes entre os valores dos 
objetivos e seus pesos relatives). 
No monitoramento ambiental, CLAIRe EHRMAN (1998), apresentaram urn estudo de 
investigaviio no qual as mudan<;as climiticas sazonais podem afetar a vaziio dos rios; o nitrogenio 
e o carbona aquaticos liberados na bacia, utilizando na modeiagem a tecnica de RNA. Os 
resultados alcan9ados reproduziram os padroes annals de descargas de carbona orgiinico 
dissolvido e de nitrogenio orgiinico dissolvido em bacias do Canada. Dois modelos de 
monitoramento das condi96es biol6gicas de rios, devido a polui<;iio orgiinica, foram desenvolvidos 
aplicando a tecnica de RNA com treinamento da rede atraves do algoritmo BP (WALLEY e 
FONTANA, 1998). 
Os estatisticos usam RNA como modelo de classifica<;:iio e regressiio niio linear. Para os 
engenheiros o campo de aplica<;iio e muito extenso; pois ela pode ocorrer em processamento de 
sinais, controle autorruitico, previsiio de series temporais e etc. No campo das ciencias medicas, os 
neurofisiologistas usam a rede neural para descrever e explorar as fun<;:5es do cerebra a nivel 
medio, como por exemplo, motriddade e memoria .. 
0 campo de aplicac;ao de redes neurais val alem das areas da ciencia. Podem ser 
utilizados em servi9os publicos como, seguranc;a, educa<;iio e saude, transportes, entretenimento, 
explorac;ao de oleo e gas. 
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3.3.1 0 Neuronio Artificial 
Urn neuronio e uma unidade de processamento de informa<;ao que e fundamental na 
opera<;ao de redes neurals (HA YKIN, 1994 ). Os neuronios biol6gicos (Figura 3.6) recebem sinais 
e produzem a resposta e, este processo e realizado atraves das interconec<;:oes que existem na 
estrutura do sistema nervoso. 
.r--- membrana celular 
l~····· ;;,c."""' __ dtoplasma 





Figura 3.6- Estrutura Geral do Neuronio BiolOgico Generico 
0 neuronio, como toda celula biol6gica, e envolvido por uma fina membrana celular. Na 
rede neural biol6gica as informa<;5es sao annazenadas e os pontos de contato entre os diferentes 
neuronios sao chamados de sinapses, que nada mais sao do que regioes eletroquimicamente ativas. 
Dentro do sistema nervoso, encontram-se neuronios de diferentes tipos e fun<;5es. Sua 
estrutura minima e compreendida das sinapses, do corpo da ce!ula, tambem chamado de soma, 
que e onde ocorre o centro dos processos metab6licos da celula nervosa e, a partir dele, varias 
extensoes de filamentos sao enraizadas dando origem aos dentritos, que sao canais transmissores 
de chegada das informa<;oes, ao axonio (tambem referido como fibra nervosa ou linha de 
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transmissao e cada celula possui apenas urn) que serve para conectar a celula nervosa a outras do 
sistema e nas extremidades dos dentritos encontram-se os terminals sinapticos. 
As entradas no neuronio bio16gico sao feitas atraves das conexoes sinapticas que 
conectam todos os dentritos ou a arvore dentrital aos ax6nios de outras celulas nervosas. As 
sinapses estao compreendidas entre suas membranas: a pni-simiptica, aonde chegam os estimulos 
vindo de outra celula e, a pbs-siniiptica que e a do dentrito. Os sinais emitidos pelo corpo celular 
que chegam e percorrem os ax6nios sao impulsos eletricos (sub stan cia neurotransmissora 
produzida) chamados de impulsos nervosos ou potenciais de ayao. Estes sinais nada mais sao do 
que as infonna~oes que o neuronio ira processar, de alguma fonna, para em seguida produzir 
como saida urn outro impulso nervoso no seu ax6nio. 0 neurotransmissor podera diminuir ou 
aumentar a polaridade da membrana p6s-sinaptica, atraves da inibi9ao ou da excitavao da 
produc,:ao dos pulsos no outro neuronio conectado. 
3.3.2 Topologia das RNA's 
As redes neurais artificiais sao constituidas de elementos simples operando em paralelo, 
que armazenam conhecimentos atraves de experiencias, sendo estes elementos inspirados no 
sistema nervoso biol6gico. As RNA's sao uma tentativa de modelar a capacidade de 
processamento das infonnao;oes do sistema nervoso (Figura 3. 7). 
Figura 3. 7- Elementos de Conexiio de RNA's 
Fonte: HA YKIN, !994 
As RNA's constituem-se de uma tecnica computacional cuja representac,:ao do respectivo 
modelo matematico esta baseada na estrutura neural de organismos inteligentes, nos quais a 
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aquisi~ao do coJ!lht:ciJmento esta vinculada a experiencia adquirida. Comparando a estrutura 
urna RNA com a do neuronio bio16gico, percebeu-se que ela e constituida de canals de en1trada. 
corpo da celula e canals de saida, as sinapses iriio ser simuladas atraves dos contatos entre os 
pontos do corpo da celula e as conexoes de entrada e saida e, os pesos estarao associados a esses 
pontos. 
A Figura 3.8 mostra o modelo de urn nenronio artificial e seus elementos basicos. Sua 
estrutura e constituida de urn conjunto de entradas (xi?) que multiplicadas por urn peso sinaptico 
correspondente produz entradas ponderadas. Na seqiiencia e rea!izada urna soma pondernda 
destes sinais resultando em urn valor n~o o qual e comparado com urn valor limite (limiar para 
enliio ativar o neuronio resultando em Ilk = 'P(ntJ. Se o valor exceder o valor do limiar do 


















Figura 3.8- Arquitetura de um Neuronio Artificial com MUltiplas Entrtuias Niio Lineares 
Em que: 
XR sao os vetores de dados de entrada da rede (inputs); 
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wiR siio os pesos simipticos escalares do neuronio, referentes a cada elemento de entrada; 
x. Sao parilmetros rede neural ligados a uma conexao entre os nemonios r e i e caso seu valor 
seja positivo indica uma simipse excitatoria e caso contrario uma siniipse inibit6ria. Sao os iinicos 
parfunetros ajustiiveis da rede; 
t4 e urn threshold e bias (limiar) que representam entradas adicionais de polari~iio 
(Xo= l ou x.=-1) e um parilmetro aplicado extemamente a um neuronic k e que possui um efeito 
de rebaixamento da rede de entrada de uma futwao de ativas;iio, por outro !ado, estas entradas 
podem ser aumentadas pe!o emprego do termo - um bia e um negativo de um threshold. Os 
limiares adicionados ao somat6rio dos produtos ( w*x) formario a entrada escalar n. Esta soma e o 
argumento da funs;iio de transferencia rp(.); 
rp(.) e junt;iio de transferencia ou funfljo de ativar;iio e produz o vetor de saida at. Esta 
fun9iio e urn limitador de amplitude de um neuronio de saida e geralmente fechada em um 
intervalo de [0,1] ou altemativamente [-l,l]. Existem viirios tipos de fun90es, mas as 
comumentes usadas na modelagem de neuronios silo as fun~s Sigmoid, Threshold Logic e Hard 







F~gura 3.9- Tipos de Fun¢es de Ativariio 
~ corresponde ao parilmetro de valor limiar do neuronio, i e, 
Leo somatorio dos produtos entre os vetores linha dos pesos (w) e os vetores colooa (x) 
de entrada da rede ( w*x), mais a influencia do limiar, expressa por 




0 valor de nk passa a ser argumeoto de uma Fun¢o de Ativavao, ak = rp(nJ<), a 
propagavao desses valor para os pr6ximos neuronios, 
Para WASSERMAN (1989) as redes neurais artificias se assemelbam ao cerebro por dois 
aspactos: o conhecimento e adquirido pela rede atraves de um processo de apreodizagem; a 
intensidade das conexoes, conhecidas como pesos smpticos, sao usadas para armazenar 
aprendizagem, ou seja, de adquirir o conhecimento, 
A estrutura da rede, composta de interconexoes de neuronios, e cbamada de arquitetura 
da rede neural, podendo variar quanto ao numero de camadas, neuronios em cada camada, fun¢o 
de transferencia de um neuronio para o outro13 e nl:!mero de saidas. A Rede Multicamadas (RMC) 
ou do ingles Multi/ayers Perceptrons (MLP) esti! associada ao algoritmo de treinamento 
Backpropagation (BP). 
As arquiteturas de redes estao divididas em quatro difererrtes classes : 
l. Redes Feedforward de Camada Unica 
Sao formadas por uma camada de entrada de nos-origens ligadas a camada de saida de 
neuronio - e uma rede do tipo feedfoward - cuja propagavao direta das conexoes e 
realizada entre camadas adjacentes. Uma de suas vantagens e que possui memoria 
associativa, ou seja, ela associa um padrao de saida (vetor) com padriio de entrada (vetor). 
2. Redes Feedforward Multicamadas 
As redes neurais artificiais com perceptron de multicarnadas (MLP, do ingles Multilayer 
Perceptron) possuem uma ou mais camadas escondidas, enquanto que os calculos nos nos 
13 No caso de rede com duas camadas, por exemplo, a primeira camada com neurooios possui uma funyao de 
transferencia do tipo sigmoide e a segunda linear. 
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correspondentes sao chamados de neuronios escondidos ou unidades escondidas. Sao 
geralrnente usadas para deterrninar urn mapeamento entre dois conjuntos de dados. 
3. Redes Recorrentes 
3.3.3 
Estas redes sao semelhantes as multicamadas, apenas com a diferen<;a que estas 
possuem, pelo menos urn loop realimenta<;iio, ou seja, suas saidas sao conectadas com 
as entradas. As redes mais comuns sao as redes Ehnan e as redes Hopfield (BISHOP, 
1995). 
Estrutura Trelir;ada 
A treli<;a consiste em uma dimensao, duas on mais dimens5es ordem de neuronios com 
urn correspondente conjunto de nos origem que fomecem sinais de entrada para uma 
ordem. E uma rede com neuronio de saida combinados em linhas e colunas. (HA YKIN, 
1994). 
Rede do Tipo Perceptron Multicamada (MLP) 
Foi no fun da decada de 50 que Frank Rosenblatt deu continuidade a teoria de 
McCULLOCH e PITTS (1943), que ficou conhecida como o neuronio de McCulloch e Pitts, era 
urn dispositivo binario, ou seja, a saida poderia ser pulso ou niio pulso e os seus infuneros sinais de 
entrada possuiam urn ganho arbitnlrio e poderiam ser excitat6rias ou inibit6rias (Figura 3.10). 
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y 
Fi1rnr·a 3.10- Representaf{io Fund.tmal de um Neuronla - Perceptron de McCulwck e Pitts 
Rosenblatt criou uma rede de multiplos neuronios do tipo discriminadores lineares e deu 
o nome a esta rede de perceptron (KOVAcs, 1996). 
A estrutura de rede aplicada neste trabalho e do tipo MLP, as outras classes podem ser 
conferidas em HAYKIN (1994) e ROJAS (1996). 
A arquitetura ou topologia de uma rede neural e descrita segundo uma representayao 
grafica, em que se destacam os nos, chamados de unidades, vertices ou neuronios e as conexoes, 
denominadas tambem de pesos ou sinapses. 
A rede RNA definida como sendo urn " sistema de interconexoes de unidades 
(chamadas neuronios), baseada no sistema nervoso, que atua ap6s um estimulo externo" 
(BALLIN!, 1996), representam urn modelo Markoviano, ou seja, aquele que possui como 
caracterlstica a existencia de equa~es que nao possuem memoria. Isto significa que a saida e 
fun~o da entrada corrente e nao de valores passados. (Figura 3.11) 
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Figura 3.11 - Arquitetura de Rede Neural Multicamadas 
Existem varias notaQoes para os nomes das camadas de neuronio. As classi:ficay(ies, de 
acordo com a sua posiyao, sao: 
1. Camada de entrada, e aquela CUJOS neuronios (unidades de entrada) propagam as 
informay()es de entrada para a camada seguinte sem que ocorram modi:ficay(ies; 
2. Camada(s) intermediaria(s) ou escondidas(s), transmitem as informay(ies, por meio das 
interconexoes, entre as unidades de entrada e saida. Os neuronios desta camada sao 
denominados de unidades intermediarias ou escondidas; 
3. Camada de saida, cujos neuronios sao denominados de unidades de saida; propagam a 
resposta da RNA a entrada aplicada na camada de entrada. 
Neste trabalho serao adotadas as denominaQoes seguintes tendo como o exemplo a 
Figurn 3.11. A camada com as informa<;:oes referentes 'as variaveis de entrada, sera denominada 
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camada de entrada, a camada que produz a saida da rede, ou os dados calculados, e a camada de 
saida e as dernais intermediarias serao as camadas escondidas. Outra nota<;ao topologica para 
urna rede conectada e feita quanto ao nfunero de n6s existentes. exemplo, uma 
com nota<;ao 5-3-l on [5,3, teni cinco nos de entrada (camada de entrada), tres n6s 
escondidos (camada escondida) e 1 no de saida (camada de saida). 
Seja uma rede neural artificial multicamada representada pela nota<;ao da Figura o 
subscrito i refere-se a camada de saida da rede, j a camada escondida e k a camada de entrada. 
As saidas de cada unidade sao denotadas por A,=af para a camada de saida; Aj para a 
camada escondida e, em se tratando da camada de entrada conex5es entre a camada 
de entrada e a camada escondida de neuronio sao representadas por w1k e entre a camada 
escondida e a camada de saida por wu . Os nfuneros de neuronios correspondentes a cada camada 
de entrada, escondida e de saida, sao representados porK, J e /, respectivamente. 
Sao designados diferentes pares padroes pelo superescrito p, em que P representa o 
nfunero de padroes do conjunto de treinamento - P(xbdk) -, xk e o input e dk o valor desejado. 
Cada valor xf de entrada pode ser birulrio ou continuo. 
3.4 Processo de Aprendizagem e Generaliza~ao 
A propriedade de aprendizagem da rede neural e uma de suas caracteristicas mais 
importantes. A rede aprende atraves de processes iterativos de ajustes aplicados sobre seus pesos 
e bias, e isto consiste basicamente na rede ser estimulada externamente, softer mudanl(as 
resultantes por meio desses estimulos e, finalmente, responder face as mudan<;as ocorridas na sua 
estrutura interna. 
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A capacidade de uma rede aprender esta intrinsecamente ligada a fonna de conexoes 
entre seus neuronios, a topologia da rede, em que ambiente a rede e utilizada e no paradigma de 
treinamento. 
Entende-se por aprendizado de rede neural, urn processo em que, os parametres livres 
existentes na estrutura da rede sofrem altera.yoes devido a uma estimu!a-;;ao continua proveniente 
do ambiente no qual a rede esta envolvida. Assim, o aprendizado se concretiza, a medida que urn 
modelo implicito e obtido na representa9ao de urn sistema a ser simulado ou de uma tarefa a ser 
executada ou implementada. Isso se realiza por meio de ajustes dos respectivos parametres da 
rede. 
Da Figura 3.11, cousidere w(t) urn peso sinaptico de urn detenninado neur6nio nurn 
instante de tempo t. 0 ajuste !lw(t) a ser submetido ao peso w(t) nesse iustante t ira gerar urn novo 
valor corrigido, segundo a expressao: 
w(t+l) = w(t) + !'J.w(t) (3.11) 
Mas, a obten9ao do ajuste !'J.w(t) pode ser conduzida por varias tecnicas, definindo nesse 
caso, o tipo de aprendizado a ser submetida a rede neural. 
Urn conjunto de regras definidas para resolver o problema de aprendizagem das redes 
neurais e chamado de algoritmo de aprendizagem. Estes algoritmos diferem uus dos outros na 
fonnula9ao do ajustamento dos pesos sinapticos. 
A forma particular influenciada pelo ambiente a rede durante o periodo de aprendizagem 
e denominada de paradigma de aprendizagem. 
No aprendizado supervisionado existe urn "professor", o qual, considerando o processo 
de treinamento, "diz" a rede qual e a melhor perfonnance ou o que deve ser corrigido no 
comportamento da rede. Existem diversos metodos de aprendizado para qualquer topologia de 
rede. Destacam-se: Brain State in a Box (BSB), Fuzzy Cognitive Map (FCM), Boltzmann 
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Machine (BM), Mean Field Anne ling (MFA),. Backpropagation (BP), Extended Kalman Filter 
(EKF), Adaptive Logic Network (ALN), e outros. 
No aprendizado nao supervisionado a rede e aut6noma, ela nao necessita de urn 
"professor". 0 processo e direcionado por correla<;oes existentes nos dados de entrada: Temporal 
Associative Memory (TAM), Kohonene Self-Organization/Topology Preserving Map 
(SOM/TPM), Discrete Holpfield Association 
Memory (OLAM), Couterpropagation (CP), e outros. 
0 processo de aprendizagem e composto por cinco regra basicas e tres classes basicas de 
paradigma de aprendizagem. Figurn 
Taxionomia do Processo de Aprendizagem 
Processo de Aprendizagem 




Figura 3.12- Taxionomia do Processo de Aprendizagem 
Fonte: HA YKIN, 1994 
Neste trabalho sera aplicada a rede neural urn algoritmo de aprendizagem de correc;ao do 
erro e paradigma supervisionado. 
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Considerando o uso de qualquer algoritmo ou paradigma, ao atingirmos o objetivo 
desejado, uma representavao do conhecimento e obtida. Caso sejam seguidas algumas regras de 
procedimento (VON ZUBEM, 1999): 
Regra l - entradas similares provenientes de classes simulares de fen6menos ou eventos, tendem a 
produzir representcu;Oes similares dentro da rede, o que pode levar a classificG-la como pertencentes ii 
mesma categoria; 
Regra 2 - itens que devem ser classificados ou processados distintamente devem, provocar, de alguma 
fonna, representat;Oes distintas dentro da rede; 
Regra 3 - se uma caracteristica e imporlante, entiio devem ser alocados recursos da rede neural (por 
exemplo, neur6nios e conexOes) para representci-la devidamente. Quanta mais complexa a 
representtl{;fio, m.ais recursos devem ser alocados; 
Regra 4- a etapa de aprendizado pode ser simplificada caso as informar;:Oes conhecidas a priori e 
invan"dncia sejam embutidas diretamente no projeto da rede neural. 
Na engenharia, alguns problemas podem ser solucionados por meio de aprendizado 
supervisionado de RNA's, tais como, classifica.;:ao de padroes, previsoes de series temporais, 
identificayao de sistemas, controle de processos e outros. 
3.4.1 Normalizar;lw 
0 termo nonnalizayao e usado para representar urn processo em que urn vetor 
freqiientemente e dividido pela norma de urn vetor. Outra defini.;;ao encontrada na literatura 
refere-se ao rescalonamento14 atraves de urn minima ou media de urn vetor, para produzir dados 
ou elementos que permaner;:am entre o intervalo, por exemplo, de [0,1] ou [1,-1]. Este 
procedimento faz parte de urn estagio denominado pre-processamento do conjunto de variaveis de 
entrada, neste caso, o valor da variavel original e dado por xk e ap6s o estagio passara a valer :x •. 
0 conjunto de dados de saida da rede, a., tambem e submetido ao estagio de pos-processamento 
para converte-los a forma nurnerica requerida, ak (Figura 3. 13). 
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FiJ?ur·a 3.13- Estagios de Pre e Pos-processamento de Rede Neural 
Nas aplicay()es pniticas a escolha do estigio de pr&.processamento tern urn efeito 
significante sobre a performance da generalizao;ao e tamoom pode oferecer, geralmente, grandes 
melhoramentos no desempenho do sistema de reconhecimento padrao (BISHOP, 1995) 
dados de entrada de u:ma rede neural podem influenciar consideravelmente no 
prooesso de treinamento. 0 intervalo finito, 0 qual pertence a serie de dados de entrada apresenta 
grande variao;ao numerica em torno deste. 
Seja u:ma sene de dados de entrada pertencente a urn intervalo fecbado, apresentando 
grande varia¢o, conectada a u:ma outra unidade ou camada. Os pesos correspondentes a estas 
conexoes, seriio ajustados pelo processo de treinamento da rede e esta adaptao;ao dinamica podera 
demandar urn maior gasto de tempo computacional devido a essa varia¢o (BISHOP, 1995). 
A solu¢o desse problema e aplicar a normaliza¢o, que consiste basicamente, em 
transformar linearmente os pares padroes. Apos o treinamento; os resultados calculados pela rede 
passam por urn processo de reversiio da normaliza¢o para os valores reais. 
Dentre os varios procedimentos de normaliza¢o requeridos pelas funy()es de ativa¢o 
niio lineares, como exemplo, aplicando a equa¢o (3.11) os valores normalizados estarao no 
intervale de [0,1] ou [l,-1]. 
(3.12) 
14 Defini-se como adicionar ou subtrair a urn vetor, uma constante e, a seguir, multipl.icar ou dividir por uma 
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no qual, X e do valor da variavel, X e um valor da variavel nonnalizado, Xmax,exp e 0 valor 
mfudmo da varia vel, Xmin,exp e 0 valor minima da varia vel, x'""" e 0 valor maximo da varia vel 
nonnalizada e x' min e o valor minima da variavel nonnalizada. Case a funvao de ativa.;ao escolhida 
para o treinarnento da rede seja a tangente hiperb6lica, o intervale de escolha de x' min e x' max: 
podera ser [-1, 
3.4.2 Aprendizado Supervisionado 
A RNA possue a habilidade aprencler, ou meio de tre:imun<onto a rede tern a 
possibilidade de computar, sem que haja a necessidade de se especificar todos os detalhes desta 
computavao. Neste modele e empregado urn aprendizado15 supervisionado, no qual as entradas e 
suas respectivas saidas ( conjunto de treinarnento) sao apresentadas simultanearnente a rede, em 
cada itera.;ao do processo de treinarnento. A rede calcula o erro entre o padrao de saida desejado 
e o obtido naquela itera~ao, o erro gerado e propagado atraves da rede, Os pesos das sinapses sao 
atualizados atraves da aplica<;:ao de urn determinado algoritmo que consequentemente minimize 
este erro. Este procedimento e refeito ate que o valor do erro encontrado para o vetor de 
treinarnento seja o menor possivel. Este e o tipo de treinamento usado no algoritmo de 
retropropaga~ao (Backforward). Figura 3.14. 
constante - mudan<;a de unidade de medida de urn dado, por exemplo, passar da unidade de temperatura grau 
Celsius (C) para grau Kelvin (K). 
15 Aprendizado e definido com sendo a modificacao realizada na matriz dos pesos w de uma rede, no sentido de 
otimizar urn mapeamento dos padr6es de entrada e saida. (LIMA, 1996). 
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Figura 3.14 Treinamento Supervisionado de uma RNA 
3.4.3 Regra de Aprendizagem de Correriio do Erro 
0 primeiro processo de treinamento para rede neural linear - AD ALINE (Adaptive Liner 
Element), conhecido como Regra Delta on Metoda do Gradiente, foi criado por B. Widrow. 
Tinha como proposta, calcular o ponto de minimo por meio de urn processo de itera\ilo local, 
utilizando urn exemplo do conjunto de treinamento por vez (KOVAcs, 1996). 
No treinamento de rede RMC, um dos algoritmos de I' ordem mais utilizados e o 
Backpropagation - BP, ( ou da Retropropaga<;:ao do Sinal do Erro) - Figura 3.15. Possui como 
forma de atualiza<;:i'io (ajustamento) dos pesos a Regra Delta Generalizada (RDG), criada por 
D.E. Rummelhart, GE. Hinton e RI Williams, que implernentam o rnetodo do gradiente simples. 
Esta regra, teve como origem a Regra Delta de Widrow ou Regra de Aprendizagem de Con·eqao 
do Erro (Error-Correction Learning) e a diferenya estit na inclusao de urn parametro constante 
denominado de momentum (a), que geralmente e numero positivo. A RDG consiste em ajustar os 
pesos sinitpticos para urn intervalo de tempo. 
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Figura 3.15- Dire¢es de Propagac;lies do Sinal Funcional e do Erro 
A adiyao do momentun na regra de aprendizagem resulta em uma rede com menor 
sensibilidade as carateristicas locais da superficie de erro e maior sensibilidade as grandes 
tendencias. Tal rede pode "escapar" de superficies minimas locais. 
A plotagem da funyao custo (nesse exemplo, Soma do Erro Quadratico Sum Squared 
Error) versus os pesos siruipticos e bias, caracterizando desta forma uma rede neural, consiste em 
uma superficie multidimensional denominada supeificie da peiformance do erro ou, simplesmente, 
supeificie de erro (Error Suiface)- Figura 3.16. 
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Figura 3.16- Supoficie de Erro 
Considerando que a rede neural consiste em unidade de processamento nao linear, a 
superficie de erro oonsistini de urn mlnimo global ou, ate mesmo varios mlnimos locais. 
0 processo matematioo de treinamento da rede e realizado da seguinte maneira: para 
cada padriio apresentado a rede ( x% ), a camada escondida calcula a soma ponderada das unidades 
da camada de entrada oonectada a ela: 
(3.12) 
que sera o argumento da fun<;iio de ativa<;iio, <p(. ), resultando a saida 
(3.13) 
Cada neuronio de saida i, recebera os sinais AJ de cada unidade escondida e calculara: 
(3.14) 
ern que a partir desse resultado sera calculada a saida da rede por: 
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af =Af =cp(nf) (3.15) 
sendo que r:p(.) e a funvao de ativayao para cada unidade da rede e e sao os respectivos limiares. 
Seja d;(t) representado pelo valor desejado ou resposta meta para urn neur6nio i em urn 
tempo t de urna rede neural multicarnada e o valor calculado por ela representado por a;(t), 
correspondente ao estimulo aplicado pelo vetor input XR(t). 
Como o valor da resposta calculada e diferente do valor desejado, entao e embutido urn 
erro entre as diferenvas desses valores. 0 sinal do erro na saida do neur6nio i ap6s a t-esima 
iterayao, e definido como: 
z;(t) = dt(t) - a;(t) (3 .16) 
0 valor instantaneo da soma dos erros medio quadr:itico sobre todos os neur6nios da 





onde C corresponde ao conjunto de todos os neuronio a na carnada de saida da rede. 0 
Erro Medio Quadratico (Mean Squared Error - MSE), e obtido pelo somat6rio de E(t) e entao 





0 objetivo da aprendizagem por correvao do erro e minimizar a funvao custo ou funvao 
aproximada E(W) com relaviio aos pesos sinapticos da rede, que e urna medida sobre o erro Zk(t), 
de maneira que o valor de at(t) se aproxime o maximo possivel do valor de d;(t). A funvao custo 
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comumente usada e a do MSE, do tipo continua e diferenci<ivel para qualquer peso sendo 
representada pela expressao (3.18). Pode ser considerado outro tipo de funt;ao, por exemplo, a do 
Desvio ]vfedio Absoluto (Mean Absolute Deviation - MAD)16, ou ainda, a Soma dos 
Quadraticos (Sun Squared Error - SSE). Esta minimiza<;ao da fun-;:ao MSE com rela<;:iio aos 
parametres da rede conduz ao metodo do gradiente descendente, que consiste em dada uma 
medida de erro ou fun.;ao custo representado por buscar o rnelhor conjunto de pesos f.fj, 
deslizando no senti do descendente da superficie definida no espa<;:o W, o u seja, tenta rninimizar a 
fun<;ao (ABELEM, 1994). 
Urn dos problemas de aproxima.;:ao parametrica, incide em urna questao bern natural: 
como es,:oli1er a fun9ao de aproximac;ao melbor ajuste, ou seja, que 
parametrica deve ser inlposta ao modelo de aproximac;ao (VON ZUBEN, 1996). 
0 ajustamento ou corre.;:ao dos pesos e feito a partir do vaior do erro calculado para cada 
padrao de treinamento apresentado a rede. 0 nivel de atividade lnterna da rede n,(t) produz uma 
entrada de nao linearidade assoclada como neuronic i e tern a seguinte expressao: 
p 
n, (t )= L>'j, (t }a,~) (3.18) 
i=O 
no qual Po nfunero total de entradas (exceto os lbniares) aplicada ao neur6nio i. Logo o valor 
calculado na saida do neuronic i e: 
a,(t) = q>1 (n,(t)) (3.19) 
no qual q>(.} e a Funqiio de Ativac;iio. 
A Funr;iio de Ativar;iio (FA), representa o efeito que a entrada interna e o estado atual de 
ativa.;:ao exercem na defun<;:ao do proximo estado de ativac;;ao da unidade. 0 emprego da FA nas 
carnadas intermediarias de uma rede neural se faz pela necessidade de se introduzir a nao 
16 A vantagem que MAD exerce sobre MSE e que trata os erros de maneira igual, enquanto a outra, penaliza-os de 
maneira mais rigorosa elevando-os ao quadrado. 
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linearidade ( capacidade de representar fun<;:ao nao linear), isto e, sem a nao linearidade, as 
camadas escondidas nao se tornariam mais poderosas que os perceptrons pianos. Estes, por sua 
vez, nao possuem camadas escondidas, apenas constitnem-se de camadas de entrada e saida. A 
nao linearidade e nma das grandes caracteristicas potenciais da RMC (fun.;;oes do tipo sigmoid sao 
recomendaveis). 
reia.;;ao a camada de saida, a escolha da FA devera habilitar nma distribni<;:ao dos 
valores meta ou desejados. As fun<;:oes do tipo sigmoid, sao comumente usadas quando a serie 
meta e limitada. Quando estes valores nao sao limitados, e necessaria o uso de FA nao limitada 
(Fnnc;ao identidade) (JORDAN, 1995). 
Uma das caracteristicas requerida para nma FA e que ela satisfiwa a propriedade da 
existencia da derivada, devido a necessidade de o calculo do gradiente local de cada neuronio de 
nma RMC requerer o conhecimento da derivada de FA. Quando as propriedades dinfunicas estao 
envolvidas na defini<;:ii.o do estado de ativayii.o, sao entii.o empregados alguns tipos de fun<;:ii.o com 
caracteristicas monotonicamente nii.o decrescente, que defina o estado e ativa<;:ii.o. Urn exemplo de 
FA nao linear diferenciavel continuamente, mais aplicada em redes do tipo RMC e sigmoidal niio 
linear. Uma forma particuiar definida para urn neuronio i e pela funt;iio logistica (logistic 
function), 
(3.20) 
na qual nt(t) e o nivel atividade interna do neur6nio i. De acordo com a linearidade, a 
amplitude da saida permanece no intervalo de 0 :::; n, :::; l. 
Outro tipo de nao linearidade sigmoidal e a fun.;:ao tangente hiperb6lica, a qual assume a 
forma assimetrica com relaviio a origem e para qual a amplitude da saida permanece no intervalo 
de -1 :::; n, :::; 1, representada pela equa<;iio (HA YKIN, 1994): 
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<r(n, (t )) =a tanh(bn) (3.21) 
onde a e b sao constante. 




A corre<;ao Llwy(t) aplicada ao peso wy(t) e definida pela Regra Delta 




em que 11 e urn parilmetro constante chamado de taxa de aprendizagem do algoritmo BP, o 
subscrito i e 0 neuronio i da camada posterior e 0 subscrito j e 0 neuronio j da camada anterior. 0 
algoritmo de retropropaga<;;ao do erro (metodo de obten<;ao das derivadas parciais) e conbecido 
por Backpropation Padriio. Nele a regra da cadeia ira propagar a fun<;;ao E(W) definida na salda 
da rede, via carninho inverso, seguindo ate a entrada da rede. 
Outra forma de se representar a corre<;;ao do peso e dada pela f6rmuia: 
!lwij(t) = 11 o;(t) a;(t) (3.24) 
sendo o;(t) 0 gradiente local para 0 neuronio de saida i e definido como 0 produto do erro 
correspondente ( s,(t)) pela derivada cp1 '(n,(t)) da fun<;;ao de ativa.;ao associada. 
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Dependendo de onde o neuronio i esta localizado, pode-se definir dois casos para o 
cilculo da correyao do erro, segundo o valor do gradiente local 8i(t): 
., Caso l: Neuronic i esta na camada de saida. Neste caso existe urn valor meta a ser 
comparado e, calculado o erro s/t), a expressao que deterrnina o gradiente local 8,(1) e 
dada 
O,(t) = &/t) (rp;'(t)) (3.25) 
• Caso 2: 0 neuronic i esta na camada intermediaria. Neste caso nao existe urn valor meta 
para comparayoes e a expressao do gradiente local e rede:finida por: 
8; (t )={(jJ; {t)):L o • (t }w kj(t) (3.26) 
K 
Resurnindo, a Regra Delta e de:finida pela correyao L1w"(t) aplicada aos pesos sinapticos 













Ao ser atribuido urn dado valor a taxa de aprendizagem 11 observa-se que se este valor e 
muito pequeno a velocidade de aprendizagem da rede torna-se lenta, pois sao bern menores as 
mudanyas em w". No caso de 11 ser grande, irnplica em velocidades de aprendizagens rapidas e, as 
mudanvas dos pesos sinapticos serao grandes. Urn dos mecanismos bastante utilizado para corrigir 
estas distorvoes (instabilidade na rede, ou seja, movirnentos oscilat6rios) e o metodo modificado 
17 0 gradiente representa o fu.tor sensitive, o qual detennina a dire<;ao de busca dentro do espa~o para o peso 
simiptico wu. 
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da Regra Delta, o qual inclui o tenno momentum18 e que e chamado de Regra Delta Generalizada 
(RDG). A correviio do peso e entao dada por: 
ilwft' =a 1)1 / +ry a,(t) 
sendo a a constante momentum, geralmente urn nfunero positivo (O:S 
(3.26) 
<l) que controla o loop 
de realimentayao em tomo de Awy(t). Quando a e igual a urn, o a!goritmo BP opera sem a 
constante momentum. 
A inclusao da constante a no BP tende a implementar uma aceleravao descendente sob 
tambem, urn efeito estabilizador nas dire<;5es que oscilam. 
Muitos sao os algoritmos usados nos treinamentos de RNA's, e alguns sao baseados no 
algoritmo proposto por D.O.Hebb em 1961. Ja os mals eficientes sao baseados em trabalhos 
publicados por Widrow em 1959, Widrow e Hoff no ano del960 e Rosenblatt ern 1962. 
Indiscutivelrnente, o mals utilizado em redes rnuiticamadas e difimdido na literatura e o algoritmo 
de retropropagavao do erro ou backpropagation, apresentado no Apendice A. 
3.4.4 Modos de Treinamento de RMC 
Na pratica, os resultados de uma sirnula.;;ao decorrente do treinamento da rede por meio 
do algoritmo backpropagation resultarn de varias apresenta<;6es de urn conjunto de exemplos de 
treinamento iniclalrnente adotados (par padriio ). Quando a apresentaviio se da utilizando todo o 
conjunto de treinamento durante urn processo de aprendizagem denomina-se epoca (epoch). 
0 processo de aprendizagem e COnduzido epoca-por-epoca ate que OS peSOS sinapticos e 
os niveis de limiares (threshold ou bias) da rede encontrem a estabiliza<;:iio, simultaneamente 
18 E urn termo de incremento a retropropagavao, de tal forma que, sua finalidacte e fuzer escapar a busca dos 
minimos locals. 
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convergindo a urn valor minimo do erro, considerando aquele conjunto de treinamento 
selecionado. 
Utilizando urn processo iteJ:ativo. existem dois possiveis de metodos de treinamento 
para se calcular a atualiza<;ao dos pesos em algoritmos de aprendizagem de R,.\1C a partir de urn 
conjunto de dados para treinamento da rede. Estes algoritmos apresentam-se como (SILVA, 
1998): 
l. Metodo em Lote (Batelada ou Batch ou Off-line): este tipo apresenta apenas uma correc;ao 
dos peSOS por ciclo ( epoca), OU seja, no treinamento OS parfunetrOS sao atualizados logo 
apos a apresenta;;ao as amostras a rede, conforrne o algoritmo: 
• Defina uma condi.;;ao de iniciar w(O) para o vetor de parfunetros; 
" Atribua urn valor fixo para o tamanho do passo o e defina urn escalar E > 0, arbitrariamente 
pequeno; 
• Faya t=O e calcule E(W(t)); 
• Enquanto JzE(W(t})jN~e,fac;a 
./ Para l< 1 <N, fac;a: 
Calcule VE1(W(t); 
./ t=t+l; 
./ Calcule E(W(t)). 
ern que N e o nfunero de amostras ou padrao de treinamento, e TJ e a taxa de aprendizagem da 
rede. 
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2. Metodo Padrao-a-Padrao (Pattern Mode ou On-line): este tipo atua!iza os pesos ap6s cada 
apresenta<;:ao do par padrao ( saida! entrada) do conjunto de treinarnento. 0 metoda resume-
se no seguinte procedimento: 
,. Defina uma condi.;:ao iniciar w(O) para o vetor de pariimetros; 
" Defina urn escalar ~>0 arbitrariamente pequeno, 0 < r < l e q > 1; 
" Fa<;:a t= 0 e & =!, calcule E(W(t)): 
.. Enquanto ~2 E(W(t 'j)j N ?: ~, far;a 
¥'" Ordene a1eatoriamente os padroes de entrada-saida; 
¥'" Ca1cule 1 variando de 1 ate N, far;a: 
Ca1cule V E1(W(t); 
Enquanto E(Wrov(t+ l) ?: E(W(t)), fa.;:a; 
& = r. &; 
prov _ VE1(W(t)) . 
w (t+l)-W(t)-1111 II' 1vw1 (w(t)~ 
W(t+l) = W"'v(t+l); 
& = q. &; 
t=t+1; 
Calcule E(W(t)). 
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ponte de vista operacional, a vantagem que o modo padriio exerce sobre o modo em 
batelada e devido aquele requerer menos armazenagem local para conexao smaptica 
(PARMA, MENEZES e BRAGA, 1997). Porem a eficiencia de cada urn dependeci do problema 
em questao. 
A pesos de uma rede neural e urn dos fatores relevantes com vista ao 
melbor aji.!Ste dos pesos sinapticos e limia:res decorrentes do treinamento por retropropaga9iio do 
erro. Uma esoolba inicial errada dos palimetros livres pode levar a rede a urn fenomeno oonhecido 
como saturaf(io prematura (premature saturation) (LEE et al, 1991). Este fenomeno refere-se a 
urn determinado procedimento que ocorre durante o treinamento da rede, em que o erro medio 
quadratioo permanece quase constante por alguns periodos de tempo durante o processo de 
aprendizagem da rede, com isso, mascarando a exist&.cia do erro minimo. Neste caso, o processo 
de aprendizagem pode ser interrompido impedindo a b= do provavel erro minimo da fun9iio 
fazendo com que a converg&.cia ocorra prematuramente. (Figuras 3.17 e 3.18). 
Figura 3.17- Supeljicie de Erro- Minimo Local 
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Figura 3.18- Superficie de Erro - Minimo Global 
Melhoramentos nos algoritmos de treinamento e topologia otima da rede, apesar de 
serem uma boa estrategia de acertos voltada a inicializa9iio dos pesos, nao garantem boa 
convergencia da rede se os pesos forem mal inicializados. Urn dos procedimentos de obten9iio de 
resultados mais nipidos e precisos pode ser realizado quando o ponto de partida do processo de 
otimiza9iio estiver o mais proximo da solu9iio 6tima. 
Uma regra muito utilizada baseia-se em inicializar uma rede com pesos aleatorios 
numericamente pequenos. A motiva9iio para este procedimento e que valores absolutos muito 
grandes de pesos originam nos escondidos a serem altamente ativos ou inativos para toda a 
arnostra de treinamento e, entao, indiferentes para o processo de treinamento. Outro processo 
recomendado de inicializa9iio nao-aleatoria e linearizar a rede, e entao calcular os pesos iniciais 
por meio de regressao linear. Esta estrategia torna-se vanta josa se o problema for mais ou menos 
linear, entao, a maior parte do treinamento e feita antes do ajustamento iterative dos pesos ser 
iniciado. (LEONDES, 1998). 
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3.4.6 Taxa de Aprendizagem 
A de Aprendizagem ou tamanho do passo de treinamento ( 11) na dire<;ao do ponto 
mil:llrrto de uma fun<;ao custo e o parfunetro aplicado no algoritmo de retropropaga.;;ao do erro. 
Podendo assumir urn Unico valor, quando o treinamento for subrnetido a forma em batelada ou 
vanos valores, quando a forma de treinamento for do tipo padrao. 
No caso de urn Unico valor para a taxa, multiplica-se a dire.;ao do ajuste escalar, neste 
caso, sem altera.;;iio da dire<;ao indicada pelo ajuste. Para a outra situa<;iio, em que se admite rnais 
de urn passo de ajuste, o procedimento indica multiplicar a dire<;ao do ajuste por urna neste 
caso, a dire<;ao de ajuste sera modificada e escalonada. 
Alguns tipos de taxa de aprendizagem globais sao empregados no ajuste dos vetores do 
parfunetro peso (Figura 3.19). 
lncerteza 
Figura 3.19- Taxas de Aprendizagem Globais 
No calculo :fixo da taxa, assume-se que os padr5es de treinamento em lote, por serem 
semelhantes, iriio produzir gradientes semelhantes. Logo, o conjunto de treinamento devera ser 
divido em n subconjuntos de amostras similares, com dimensao (x1, X>, ... , xn), de tal forma que, 
quanto menor n, menor sera 11· 
Na atualiza<;iio realizada ap6s cada par padrao, e aplicada urna taxa de aprendizagem 
decrescente, em que 11 diminui durante o treinamento. Esses metodos, embora bastantes simples, 
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nao garantem a minimizayii:O dos passes, apenas OS metodos de busca unidimensionais OU metodos 
de busca, garantem uma boa minimizayao a cada intera<;iio - apesar de demandarem muito tempo 
no processo computaciona!. 
metodo de busca fixa, nao conduz a urn valor para o passo 11· Ele limita-se a 
avaliar a fum;:ao, caso ocorra a redu<;ao no erro, na primeira tentativa. 
Os metodos que atribuern urn intervale de incerteza, no qual possa estar inserido o valor 
6timo para 1'], sao Metoda de Fibonacci e Metoda da Ser;iio Aurea, que utilizam busca 
unidirecional sem a utiliza<;ao da derivada da fun.;;ao custo e, o Metoda da Falsa Ser;iio 
precede a busca utiliz:mc!o a derivada. Outra diferenva verificada entre essas tecnicas, mu'"" que 
as duas primeiras trabalharn corn a concep.;;ao da dirninuivao do intervale de incerteza, enquanto a 
outra, minimiza a funviio cp(.). SILVA (1998) descreve os respectivos algoritmos para as tres 
tecnicas de deterrnina<;:ao da taxa de aprendizagem 
3.4.7 Criterio de Parada 
Urn dos criterios de parada geralmente atribuidos a convergencia da rede, e o de 
interromper o processo iterative do treinamento, limitado por uma quantidade ou m]mero de 
intera<;:oes pre-definidos. Outros criterios sao observados por HA YKIN (1994): 
•E considerado que o algoritmo de retropropaga<;iio convergiu quando a nonna Euclidiana da 
estimativa do vetor gradiente atingiu wn valor slfficientemente pequeno; 
e£ considerado que o algoritmo de retropropagtz9iio convergiu quando a variar;lio de erro quadnitico 
de wna epoca (ou passo) para outra, atingiu wn valor suficientemente pequeno; 
•E considerado que o algoritmo de retropropagm;:Cio convergiu quando o erro quadrcitico media atingir 
um valor consideravelmente pequeno, au seja, Eme/xJ :::;; s, em que s e wn valor sz§icientemente pequeno_ 
E importante observar que se for considerado como criterio de parada, o valor minimo 
para a funvao custo, torna-se dificil garantir a convergencia do algoritmo ao valor desejado, ou 
seja, uma hip6tese e que o valor s desejado pode ser menor que o valor minimo da fun~ao. 
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Uma altemativa para melhorar a convergencia da RMC e incrementar as fun.,:oes custos 
de modo que sua capacidade esteja voltada a "escapar" dos rninimos locals. 
3.4.8 
A validas:ao cruzada ou cross validation e uma tecnica usada para auxiliar a determina.,:ao 
dos valores 6timos de alguns parfunetros livres, que n1io possuem regras para determirui-los e que 
sao usados em RMC e no algoritmo BP. Esses procedimentos, indicam a ocorrencia de 
overtraning ou treinamento executado forma excessiva, como tambem, interrompimento 
treinamento antes de encontrar o valor minimo do erro. 
As deduvi'ies da dimensao da rede e dos valores dos pesos sao as altemativas indicadas 
por SARLE (1995) e PRECHELT (1997), na soluyao do overtraning da rede. Tecnicas utilizadas 
na reduyao do tarnanho da rede sao empregadas atraves dos metodos construtivos ou do metodo 
de poda Na tentativa de reduzir a dimensao de cada parfunetro a tecnica empregada e a 
regulariza.,:ao ou procedimentos de validas;ao cruzada. 
A validavao cruzada consiste em dividir o conjunto de treinamentos em dois ou tres 
subconjuntos distintos. A tecnica basica e: 
l. Urn subconjunto usado para treinamento da rede, denominado de subconjunto de 
treinamento. E usado para ajuste dos parfunetros (pesos). Urn subconjunto usado na 
validayao, denominado de subconjunto de validas:ao e urn terceiro subconjunto usado para 
o teste da rede. Este subconjunto e aplicado somente par avaliar a performance 
(generalizaviio) de toda a rede especificada; 
2. Proceda ao treinamento para o conjunto selecionado e verifique o erro encontrado no 
subconjunto de validado ern cada interayao processada; 
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3. Caso o erro do conjunto de valida<;ao na itera<;;ao i superar o da itera<;;ao precedente, 
interrompa o treinamento; 
4. Err1pnegt1e o conjunto pesos anteriores, como resultado do treinamento e; 
5. 0 conjunto dados para este peso, s6 sera empregado sea serie for extensa. 
Nao ha uma rigidez atribuida a divisao dos conjuntos de dados, com vistas a atender uma 
melhor generaliza<;;ao dos casos. Mas HAYKIN (1994), admite a seguinte parti<;;ao, a ser aplicada 
aos respectivos subconjuntos de dados: 50% da serie dos dados para o subconjunto de 
tre:iru!lTIJento, 35% para o subconjunto de valida.yao eo restante para o teste rede. Caso a serie 
seja pequena, cabera entre 10 a 20% do tamanho da serie para o subconjunto de valida<;;ao e o 
restante para o treinamento, dispensando o subconjunto de teste. 
0 subconjunto de valida<;;i'io e proposto para que seja verificado ou avaliado o 
desempenho da rede, ao passo que, na escolha de mais urn subconjunto, sendo este o de teste, a 
utilidade recai em uma avalia.;ao do desempenho da rede, a partir do instante em que esta entra em 
opera<;ao. 
3.4.9 Generalizcu;iio 
A escolha do conjunto de treinamento de RNA e considerada o principal fator na 
determinavao de uma generalizar;;ao 6tima, pois deve traduzir as caracteristicas gerais do universo 
considerado. 
Dentre as habilidades da rede, a que mais se destaca e a de maxima aproximavao dos 
valores calculados por ela, daqueles desejados, a partir de uma serie de dados de entrada 
treinados. Mas a proposta que viabiliza ou mede a capacidade de sirnula.;:ao de uma rede e a 
generaliza<;ao, ou seja, para que valores calculados pela rede se aproximem dos valores metas, o 
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conjunto de dados de entrada nao e o mesmo conjunto de treinamento, outra serie de dados 
devera ser usada, neste caso, a serie de teste. 
Nem sempre e possivel ocorrer uma boa generaliza.yao. Existem tres condi.yoes 
necessarias, embora nao su:ficientes, para ela ocorra (CAUDILL e BUTLER, 1990): 
1. Condit;iio 1: que os dados de entrada da rede contenham inforrnac;oes suficientes, os quais 
estejam relacionados com os dados de saida, isto e, que exista uma perfeita relac;ao 
funcionai matematica da saida para a entrada, com grau su:ficiente de acuracidade; 
2. Condit;iio 2: que a func;ao usada no treinamento de uma aprendizagem, a qual re!aciona 
entradas para saidas corretas, seja, num certo sentido, suave - urna mudan;;;a pequena nas 
entradas, na maioria das vezes, produz pequenas mudan-;as nas saidas; 
3. Condit;iio 3: que os casos (amostras- significado estatistico) de treinamento sejam urn 
subconjunto suficientemente grande e representativo do conjunto de todos os casos que se 
deseja generalizar (populac;ao - significado estatistico ). Sob estas condic;oes e dentro de 
urn treinamento apropriado, a rede neural sera capaz de generalizar com certa seguran((a 
aquela populac;ao. 
3.5 Simuladores de RNA's 
Simuladores sao aplicativos computacionais que simulam o processo de treinamento de 
redes neurais artificiais, utilizando diversos metodos de otimiza<;iio nao linear. Esses prograrnas 
computacionais estao disponiveis na Internet atraves do seu respectivo site, porem alguns deles 
sao de uso livre (freeware). No Quadro 3.3 apresentam-se alguns simuladores, nos quis identifica-
se a empresa distribuidora do software e para aqueles que podem ser feito o download, consta o 
endere9o da pagina na Web. Tambem estao registradas as capacidades basicas de cada aplicativo 
bern como o sistema operacional requisitado. 
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Quadro 3.3- Sima/adores de RNA~' 
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CAPITULO IV 
MODELO CONCEITUAL DE SIMULA(:AO CHUVA-
VAZAO UTILIZANDO RNA'S 
4.1 Descri~lio das Sitmu;oes Objeto de Pesquisa 
Consoante aos objetivos definidos, a pesquisa se desenvolveu atraves da formulayao de 
quatro sitna<;:5es biisicas para a modelagem da rela<;:ao chuva-vazao atraves de RNA ( denominadas 
Caso l, Caso 2, Caso 3 e Caso 4 no capitulo V), cada qual com urn conjunto proprio de variaveis 
de entrada e sempre com a mesma variavel de saida, a vazao fluvial para a bacia em estudo. A 
diferencia<;:i'io nas variaveis de entrada visa permitir identi:ficar os beneficios adicionais, em termos 
de capacidade preditiva, que cada conjunto de variaveis pode proporcionar. Assim, distinguem-se 
as quatro situa<;:5es que se seguem, excludentes entre si, que formari'io a base explorat6ria do 
trabalho de pesquisa: 
• Caso l: Corresponde a situa<;ao em que a varia vel de entrada e o total de precipita<;ao 
mensa!, calculado como o valor media para a bacia como urn todo atraves do Metodo de 
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Thiessen. Esta situa<;ao representa uma condi<;ao minima de informa<;:ao sobre o processo 
de transforma<;:ao chuva-vazao e, foi formulada exatamente pam verificar a capacidade dos 
modelos de Ri"JA extrair informa.;ao do processo (aprendizado) sem qualquer 
conhecimento das leis fisicas subjacentes a ele; 
• Caso 2: Corresponde a situa.;:ao em que o modelo de RNA toma como entrada os valores 
mensals, de escoamento basico e escoamento superficial ( duas entradas ), de urn certo 
periodo de observa<;ao, obtidos atraves do ''fracionamento" desses componentes gerados 
pela aplica.;:ao do modelo SMAP a serie original de precipita<;oes mensais daquele mesmo 
periodo. 0 modelo SMAP e aplicado ap6s ter sido satisfutoriamente calibrado para aquele 
mesmo periodo. Trata-se de uma situa<;ao em que o modelo de RNA ira trabalhar com uma 
informa-;ao ja depurada, a qual considerou os processos fisicos de transforma-;:ao 
previamente atraves do uso do SMAP. Esta situa<;ao, ainda que em certa medida ''v:iciada" 
pela utiliza<;ao do SMAP (com os erros da calibra-;ao e simplifica<;5es desse modelo ), 
permitira avaliar o ganho de qualidade dos resultados da previsao devido a insen;;ao da 
representar,;ao de parte dos processes fisicos de transforma<;:ao chuva-vazao. 
" Caso 3: Corresponde a situa<;:ao em que a entrada e formada por variaveis de estado 
indicativas do armazenamento de agua na bacia, traduzidos pelos volumes de agua do 
reservat6rio subterrilneo e reservat6rio solo, tambem obtidos pelo SMAP para urn certo 
trecho da serie observada. Ou seja, com finalidade semelhante aquela descrita no Caso 2, 
trabalha-se com novas variaveis de entrada, tambem depuradas pela transforma<;:ao parcial 
de componentes do processo chuva-vazao. 
" Caso 4: Este caso corresponde ao pior nivel de qualidade de informar,;ao pois a entrada e 
constituida dos vetores de precipita~;ao mensal observados nos diversos postos 
pluviometricos da bacia, sem a composir,;ao do valor medio para a bacia ( ou seja, sem 
aplicar,;ao do Metodo de Thiessen). A razao para ser proposto e novamente a inten~;ao de 
verificar a capacidade da RNA em extrair informavao diretamente dos dados, tenham eles 
significado fisico ou nao. E claro que quando se calcula o valor medio de precipitar,;ao 
mensal na bacia pelo metodo de Thiessen ou, atraves de outro metodo qualquer, existem 
aproxima<;5es decorrentes das hip6teses que sao feitas (ex. fonnula.:;ao da "area de 
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influencia do posto" segundo os po!igonos de Thiessen; uniformidade da chuva ao Iongo de 
toda a area de influencia). A pergunta que se faz e: terii a RNA capacidade de melhorat os 
resultados da previsao se utilizar diretamente os dados mensals cada posto (entrada do 
vetor tenl. dlmensao igual ao nfunero de postos na bacia) ao inves 
medio de precipita~ao pata a bacia? 
caicular urn valor 
Alem dos casos fonnulados para avaliar o desempenho da RNA confonne descrito 
anterionnente, sern utilizado o proprio modelo SMAP, seja pata ter urn conjunto de valores de 
vazil.o de saida como referencia para cada bacia estudada, bern como, pata gerar as vari.iveis de 
entrada que serao utilizadas nos casos (2) e (3). Para que se tenha uma ideia clara das fonnula.;:oes 
serac empregadas, apresenta-se a seguir uma descri.;ao ponnenorizada de cada uma delas, 
incluindo tambem uma revisao da estmtura do SMAP (intervalo mensa!). 
4.2 Modelo de Simula~ao Hidrologica - SMAPm 
0 modelo de simulac;:ao de series continuas do tipo transforma<;:ao chuva-vazao 
denomlnado SMAPm foi desenvolvido por LOPES et aL (1981). Confonne suas caracteristicas, 
este modelo enquadra-se naqueles cujo sistema e dito ser discreto, distribuido, deterministico e 
conceitual. De acordo com discretiza<;:ao adotada a da bacia hidrografica pelos autores, o modelo 
possui estrutura simples de simula.;;ao hidrol6gica e apresenta intervale de discretiza<;:ao mensa!, 
com grande aplica<;:ao quando nao se dispoe de dados em intervalos menores e, principalmente, 
quando 0 objetivo e gerar serie de vazoes que irao a!imentar modelo de simulayao de opera<;:ao de 
reservat6rios. 
0 software apresenta tela de opera<;:ao desenvolvida em Visual Basic 4.0 para ambiente 
Windows. Existe tambem a versao SMAP em nivel diiirio. A versao mensa! a ser trabalhada como 
objeto de estudo e a SMAPm- v.99 - Calibra<;:ao Semi-Automatica do Modele SMAPm 
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Este modele tern sua aplica<;iio reconhecida em varios estudos de aproveitamento 
hidricos. LOPES et (1981) apresentaram o modelo SMAP em urna versao simplificada, 
aplicada a intervalos de tempo diario e mensa! em tres bacias paulistas e uma bacia de rio 
intermitente do nordeste brasileiro. Demostrando o aspecto pratico do modele dlante dos 
problemas de falbas de dados e dlstribui<;iio deficiente dos postos de chuva, LOPES e 
aplicaram dais algoritmos de otimizavao para calibrar os parametres do modele, o metodo 
de Busca Direta e o metodo de Pesqulsa Global, em uma versao mensa!, a diferentes bacias 
hidrograficas do Brasil, inclusive a Amazonica e a do Tocantins. Visando desenvolver urn 
procedimento sistematico de calibra<;ao do modelo, AZEVEDO et al. (1991) usaram urn programa 
de computador - SMAPEX, que incorpora conhecimentos, os quais permitem atuar de mameira 
semelhante a urn especialista humamo (Expert Systems), em que gera urn arquivo inicial de 
parametres e suas respectivas fu.ixas de varia<;ao, a partir das recomenda.;:oes de urn especialista. 
THOMAZ et al. (1991), apresentaram urna alternativa de escolha do valor inicial de calibra.;:ao de 
parametres, para supera<;iio das dificuldades observadas quando o ponto inicial estiver na regiao 
de superficie, em que sao encontrados minimos locais, pontos de sela, regi6es de indiferen<;as e 
vales alongados. 
A escolha deste modelo e seu software se deram por raz5es de simplicidade e e:ficiencia 
do programa, alem da estrutura da rede, do nllinero reduzido de parametros a serem calibrados, 
que facilitam a confec<;ao da arquitetura e a implementa<;ao e analise dos resultados do modelo de 
redes neurais artificiais equivalentes. 
4.1.1 Descrir;iio do Modelo SMAPm 
0 modelo representa os processes do ciclo hidrol6gico e utiliza a separa<;ao dos 
escoamentos, baseada nos parametres do U.S. Soil Conservation Service (SCS) do Departamento 
de Agricultura dos Estados Unidos. A estrutura do modelo e constituida por dois reservat6rios 
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lineares sinndam os fenomenos naturais, sendo que um esta localizado na ca:mada superior 




Figura 4.1- Arquitetura do Modelo SMAPm na Versiio Mensa! 
A base de dados de entrada do modelo esta estruturado nas seguintes informay()es: dados 
fisicos da bacia (area da bacia, caracteristicas da sua drenagem, tipo de solo e subsolo, cobertura 
vegetal, e varii!veis de entrada intermediaria e de saida ( variaveis temporais que retratam o 
comportamento da bacia, como a precipita~o media, evapora~o e vazao media). 
A obten~o das series mensais hidr6logicas referentes as variaveis de entrada do modelo 
- precipita~o, evapora~o e vazao -, requer uma cuidadosa aruilise destes dados, quanto a sua 
qualidade, representa<;:ao da variabilidade temporal e espacial, contribuindo para a redu<;:ao de 
erros que comprometem a qualidade dos hidrograrnas de saida. 
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Os rnetodos de estimativa usados para a determina9ao da precipitavao media espacial sao 
o metodo de Thiessen, metodo das Isoietas e metodos Geoestatisticos (kriging). As series 
extraidas de uma densa rede de p!uviometros e pluvi6grafos, e quando possive!, de radar foram 
seledonadas na rede pluviometrica da Agenda Nacional de Energia Eletrica (ANEEL), atraves do 
Banco de Dados P!uviometricos do Estado de Sao, Paulo, FCTH (1997a). 
Neste trabalho, adota-se o metodo de Thiessen para a detenninavao do peso da area de 
influencia de cada posto pluviometrico selecionado, para as respectivas bacias de estudo. 0 
metodo e baseado na geometria do plano de posicionarnento dos postos, COlTI vista a ponderayaO 
da inf!uencia relativa aos dados destinados ao caJculo da predpitayao media da aerea em estudo, 
respeitando-se os lin1itt~s topognificos e a orografia. 
metodologia de calculo consiste nos seguintes procedimentos: 
" Passo 1: Em um mapa topognifico, delimite a area da bacia atraves de seu divisor 
topografico; 
" Passo 2: Calcule a area total da bacia; 
• Passo 3: Localize, em planta, os pontos dos postos selecionados; 
" Passo 4: Ligue estes pontos em planta; 
• Passo 5: Trace as mediatrizes das linhas de liga<;ao dos pontos (linha perpendicular na 
metade da reta de liga.;ao entre postos ); 
e Passo 6: A irrea de influencia de cada postos e delimitada pelo prolongarnento das 
bissetrizes; 
• Passo 7: Calcule cada area de influencia referente a cada posto; 
A expressao que calcula a precipita<;ao media e a seguinte: 
Capitulo IV- Modelo Conceitua! de S!mula<;:ao Chuva-Vazao Utilizando RNA's 106 
(4.1) 
sendo A, e a area de influencia do posto i com rela<;:ao a precipita<;:ao P, eAt e a area total 
da bacia. Alguns fatores, como caracteristicas topograficas, tipo de precipita<;:ao e de 
desenvolvimento, podem promover estimativas inadequadas da precipita<;:ao, em funs:ao da 
dinilmica de cada evento. 
• Pas so 8: obtem;:ao do peso da area de influ€mcia do posto: 
0 peso oufator de peso e calculado pela expressao: r A. w, = j, para o posto i, sendo A, a 
t 
area total da bacia. 
Os dados sao tabulados, segundo as seguintes informa<;:5es: 
A serie mensa! da variiivel evapora<;ao e obtida por metodos diretos ( evaporimetro de 
Piche; evapora<;:ao de tanque classe A e medidas de variiiveis climiiticas que permitam o ciilculo da 
evapotranspira<;ao potencial). Os metodos de estimativa indiretos da evapotranspira<;:ao potencial 
sao o Metoda de Thornthwaite ( correlaciona a temperatura do ar com a evapotranspira<;:ao 
estimada com base nos dados de precipita<;:iio e escoamento) e o Metoda Modificado de Penman 
(baseado no balans:o da radias:ao da superficie) A evapora<;:ao potencial e representada por Ep. A 
serie foi extraida de esta<;ao meteorol6gica, embora, a rigor, a evaporaviio nao apresente grande 
variabilidade espacial e temporal, o posto escolhido estii localizado fora da bacia hidrognifica, o 
que nao compromete a boa estimativa do modelo. 
Capitulo IV- Modelo Conceitual de Simula<;ao Chuva-Vazao Uti!izando RNA's 107 
As series fluviometrica selecionadas de uma densa rede de fluviometros e fluvi6grafos, 
foram compiladas na rede fluviometrica da Agenda Nacional de Energia Ek\trica (ANEEL), 
atraves do Banco de Dados Fluviometricos do Estado de Sao, Paulo, FCTH (l997b). 
0 balan<;o de umidade na camada superior do solo e realizado da seguinte forma (LOPES 
et 1981 e 1983): 
L Para cada chuva (P) ocorrida, e realizado urn balan<;o de masse. Uma parte da chuva e 
transferida como escoamento superficial (ES) atraves da equa<;ao do Soil Conservation 
Service (SCS), e a outra lfu:nina de agua restante (P-ES) e reduzida por meio da 
evaporac;:ao a nivel potencial (EP); 
2. No primeiro estagio ocorrem os processes de intercepc;:ao, reten~ao superficial e reten~ao 
capilar. A liimina remanescente (P-ES-EP) val para o reservat6rio solo e nele a umidade e 
atualizada ao Iongo do tempo atraves de perdas por evapotranspira~ao real (ER), que 
eqiiivale a evapora~ao potencial (EP) vezes a taxa de urnidade do reservat6rio (nivel atual, 
Rsolo) dividido pelo nivel rruiximo ( capacidade de saturas;ao, sat), a outra saida deste 
reservat6rio corresponde a recarga no reservat6rio linear subterrilneo; 
Com rela~ao a estrutura do modelo escolhida pelos autores, esta utiliza a separas;ao de 
escoamento com base nos parfunetros do SCS. 
0 SCS, com base na Figura 4.2 considerou algumas proposi.;:oes matematicas, para a 
obten.;:ao da expressao do escoamento superficial direto, apresentadas a seguir. 










Figura 4.2- Representa¢o de Reservatorios para o Balllll<;o de Umidade do Solo 
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A representa\iiio matematica do balans;o de umidade na camada superior do solo 
considera a seguinte rela\iiio: 
I V, 
-=-
s p (4.2) 
Em que, I representa a infiltra¢o; S e o volume disponive! para umidade no reservat6rio 
superior do solo ( ou reten\iiio potencial do solo, mm ); V, e o volume superficial que gera 
escoamento e, P e a precipita\iiio (em mm) que chega ao solo e niio e retida por depressoes e 
vegetas;oes (P-A,). 
Seja o reservat6rio com perdas iniciais com capacidade R_ , num intervale de tempo t, 
como volume retido sendo Rea abstra¢o inicial1 dada por: 
(43) 
l Nas sltuayOes em que A;< 0, na expressao ( 42), ela passa a ser considerada A;=O. 
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No SMAPrn o valor padrao de A, e igual a 20% de S. 
Considere agora o reservat6rio do solo, o qual possui a capacidade Vm= e nurn certo 
ten1po t, a umidade igual a V: Sendo assirn, o volume disponivel e calculado pela expressao 
(4.4) 
e, a infiltrar;:ao calculada por 
I=P-Vs (4.5) 
Substituindo as expressoes (4.3), (4.4) e (4.5) ern (4.2) e fazendo as devidas 





ES= V = ' 
' P-A, +S 
(4.6) 
0 passo a passo para o calculo do escoarnento superficial sera: 
a) Deterrninar as condi<;oes de saturar;:ao dos solo; 
b) Determinar o grupo hidro 16 gico do solo; 
c) Atraves da tabela de numerar;:ao das curvas de escoarnento superficial de chuvas 
intensas, confonne o complexo hidrol6gico do solo com a sua cobertura vegetal 
( condi<;ao II de umidade antecedente ); da cobertura vegetal e do grupo hldrol6gico, 
deterrninar o CN ( e chamado de numero de curva e varia entre 100 e 0) para a condi<;ao 
II; 
d) Transformar o CN para a condir;:ao desejada na tabela de conversao das curvas CN ( CN 
e fun<;ao do tipo de solo' ocupar;:ao do solo e umidade antecedente) para diferentes 
condic;oes de umidade do solo; 
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solo: 
e) Uma vez com a curva CN conhecida e com a precipita<;iio total, atraves das curvas de 
um grifico Escoamento Superficial (ES) X Precipita.;:ao (P), entrar como valor de P na 
curva CN correspondente e obter o valor do escoamento superficiaL 
balan.;:o de massa mensa! correspondente e dado por: 
R,lo(i+ 1) = ~~o + P - ES - ER - REC (4.7) 
Em que: 
Rw!o(i) e agua annazenada no reservat6rio do solo (zona aerada) no inicio domes, (mm); 
pea precipita.;:ao total no mes (mm); 
ES eo escoanemto superficial, (mm); 
ER e a evapotranspira<;ao real ( mm); e 
REC e a recarga subterrilnea, (mm). 
Os principais processos ER, ES e REC sao submetidos ao controle da taxa de umidade do 
TU = Rsol,/sat (4.8) 
Sendo: 
sate o parametro de calibra<;ao da capacidade de satura<;ao do solo, (mm). 
Os processos sao representados por tres variaveis e tres funv5es de transferencia: 
ES=jj*P (4.9) 
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ER = 12 * EP (4.10) 
REC = j3 * R,ozo l) 
jj = Tf.F (4.12) 
12= (4.13) 
12 = crec * nt (4.14) 
EP e a evapotranspiravao potencial do mils, (mm); 
jj, 12 e jj sao fim<;:oes de transfer en cia, on de 12 detennina a fra<;:ao de chuva que se 
transforma em escoamento superficial e f3 controla a altura de recarga. 
pes eo parilmetro de calibras:ao do escoamento superficial (ad); e 
crec e o parilmetro de calibra<;:ao que controla a percola<;:ao para o reservat6rio 
subterriineo ou coeficiente de recarga, (admensional). 
3. Para o reservat6rio subterriineo linear, a outra parcela de saida do reservat6rio solo e a 
recarga no reservat6rio subterriineo (REC), e a lilmins de agua existente (Rsub) e 
deplecionada a taxa constante k promovendo o escoamento basico (EB). 
A equa9ao do balan<;:o hidrico para o reservat6rio subterriineo e dada por: 
R,ub(i+ 1) = R,ub (i) + REC EB ( 4.15) 
Sendo: 
R,ub (i) e agua armazenada no reservat6rio subterriineo (zona saturada) no inicio do mes, 
e 
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EB eo escoamneto basico, (mm). 
4. A soma dos escoamentos superficial (ES) e basico (EB) dao origem a vazao no ponto de 
controle ou saida da bacia. 
A vazao basica e dada pela expressao: 
que: 
14 e a fun.;ao transferencia do aqiiifero para 0 rio; e 
k e a constante de recessao do escoamento basico (mes-1) 
Para o calculo da vazao a equa.;ao e representada por: 
Q = (ES + EB ) * Ad I 2630 
Sendo: 
Q e a vazao calculada pelo modelo, mm, e 




Seguindo o passo-a-passo da estrutura de cruculo, os dados basicos do modelo sao a 
serie mensa! de chuva e as medias multimensais de evapora.yao potencial (tanque classe A), e os 
reservat6rios sao atualizados de maneira continua para cada intervalo de tempo discretizado no 
modelo. No procedimento da atualiza.yao, e aplicada uma abstra.yao potencial variavel a ser 
empregada na equac;:ao do volume escoamento superficial do SCS. A explica.yao da tecnica do 
SCS pode ser vista em LOPES et al. (1983) e TUCCI (1987). 
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Com rela<;;ao a obtenyao dos dados referentes aos coeficientes de ajuste da chuva media 
da bacia- pea{, e ajuste da evapora.;:ao media da bacia- ecof, estes serao calculados em fun<;ao da 
distribui<;ao espacia! dos postos. Para o coeficiente ecof, este devera ser igua! a 1 por se tratar 
apenas de um posto evaporimetrico para cada bacia em estudo. Quanto aos outros coeficientes, 
pcof, alguns procedimentos serao executados para a sua determina<;ao com base no numero de 
postos pluviometricos existentes em cada bacia, a saber: 
a) e necessario selecionar os mapas topograficos, para que seja demarcada ou digitalizada 
a area das bacias. E importante levar em conta o efeito de escala na obtenyao de dados. 
COELHO (1998) recomenda que para pequenas bacias a escala indicada nao deve ser 
grande, pois a analise fica comprometida devido a perda de muitos detalhes da rede de 
drenagem, bern como nao deve ser multo baixa; a escalade 1 :50000 e a indicada; 
b) os postos escolbidos serao plotados no mapa da bacia e a seguir e aplicado o metodo 
de Thiessen para o calculo das sub-areas de influencia de cada posto, respectivamente, 
c) obten<;ao do peso da area de influencia do posto (pcoj). 
Para a calibraviio, considerando a capacidade desta versao, serao necessaries um periodo 
de 2 a 9 anos de dados de vazao media mensa!, e ate 9 postos de chuva por bacia. A descri-;ao do 
procedimento de calculo da calibra-;ao do modelo e vista a seguir. 
4.1.2 Metodologia de Calibra~iio 
Calibrar urn modelo e determinar urn conjunto de parfunetros que mellior represente o 
processo de transformavao de chuva em vazao. Um dos criterios atribuidos e o de minimizar os 
desvios entre os hidrogramas observados e aqueles calculados pelo modelo. 
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A faixa de varia<;ao dos parfunetros de calibra~;ao deve ser definida pelo usuario, e os 
limites para cada um dos parametres aplicados a modelos em bacias de regi5es brasileiras (LOPES 
e PORTO, 1991) sao: 
500 < sat < 4000 
1 <pes< lO 
0,01 < crec < 0,64 
0 quarto parfunetto de calibra.;:ao - constante de recessao k (ver Tabela 4.1), nao foi 
utilizado na calibra<;ao autmnatica do modelo, pois nao apresentou sensibilidade as fun<;oes 
objetivos aplicadas. LOPES e PORTO (1991) indicam que seja feito o ajuste de forma manual 
ap6s os tres outros parfunetros terem sido ajustados. 
Tabela 4.1- Pariimetro de Calibrt1filo da Constante de Recessiio, k 
Fonte: Programa SMAPv.99, versao mensal 
Para a calibra<;ao do modelo SMAPm sao necessarios de 2 a 9 anos de dados de vazao 
media mensa! observada. 
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Dentre os metodos matematicos aplicados na calibra<;ao de modelos, foi utilizado no 
SMAPm o algorilmo de Rosenbrock na detennina~;ao do valor 6timo dos parilrnetros. Este 
algoritmo de otimiza<;ao dos parfunetros pertence ao grupo daqueles metodos que utiliz<llll a busca 
multidimensional, os quais nao usam derivadas; alem disso, apresenta alguns problemas em 
localizar pontos 6timos locais. 
BAZAR.AA (1993) descreve a constru<;ao das dim;;oes de busca do metodo, para a 
minimizayao de uma funyao de varias variaveis, usando a tecnicas de busca linear e a dos passos 
discretos. 
tecnicas calcu!o do ajuste 
do modelo, porem nao to rna excludente uma verificavao mais refinada. 
TUCCI (1998) ressalta que os metodos matematicos, cuja tecnica iterativa de otimiza.;ao 
dos parilrnetros sao aplicadas, ainda apresentam algumas limita.;oes, tais como: 
1. "a fiozqtio objetivo nem sempre retrata bem o comportamento esperado das curvas, apresentando 
anomalias na vizinhan~a da solw;fio; 
2. a solu9fio pode convergir para pardmetros inconsistentes, jci que existem irifinitas solw;Oes 
matemciticas possiveis, mas irreais do ponto de vistafisico; 
3. o minima obtido pode ser locale nfio global, pois depende m:uito do ponto de partida; 
4. quando o nionero de pardmetros cresce muito, por exemplo quando se divide a bacia em wn grande 
niunero de sub-bacias, e a serie simu!ada envolve muitos intervalos de tempo, o processo pode ser 
lento e a uswirio perde a ncx;fio do desejado 6timo; 
5. quando existem muitas incertezas nos dados observados, as mesmas sao transferidas para o ajuste, o 
que pode provocar resultados absurdos; 
6. interdependencia entre os pardmetros; 
7. descontinuidades da jUnr;iio objetivo devido as caracteristicas da estrutura do modelo ". 
De maneira genu, nos modelos do tipo conceitual que utiliz<llll tecnicas iterativas na 
otimiza.;ao dos parilrnetros, e recomendavel urn estudo de sensibilidade dos parametres 
estabelecidos. No caso particular do modelo SMAP:m, a analise de sensibilidade dos tres 
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parfunetros e precedida do metodo iterativo. A finalidade deste estudo e dar uma melhor defini<;ao 
quanto a escolha dos parfunetros mais sensiveis que serao otimizados; estimar os parfunetros que 
apresentem pouca sensibilidade e, neste caso, fixar urn valor; estabelecer os limites de varia-;ao dos 
parfunetros sujeitos ou nao as restri<;oes; definir urn criterio para a interrup<;ao da otimiza<;ao de 
acordo com a tecnica iterativo utilizada, isto e, nfunero rruiximo de tentativas, varia-;ao da fun.;:ao 
objetivo e nfunero maximo de e finalmente, estipular o espa.;:amento da varia<;ao dos 
parfunetros. 
0 algoritmo de otimiza<;ao aplicado no modelo SMAPm e voltado as fun.;oes unimodais 
e nao garantem a obtent;ao do minimo global da funt;iio, em virtude das fun.;:oes resultantes do 
modelo serem bastantes complexa. Neste case, para solucionar o problema de minimos g!obais, 
ap6s utilizar o metodo iterativo, aplica-se urn segundo processo comp!ementando o primeiro na 
melhora dos resultados. 
0 processo implementado foi a tecnica de Pesquisa Global de otimiza<;iio dos 
parametres, a qual oferece urn auxilio ao processo de calibra.;:ao. Esta e uma das estrategias de 
busca global a qual e designada para descobrir de forma eficiente 0 minimo global de funt;oes 
multimodais. Consiste em rodar o modelo para os valores existentes entre os limites estabelecidos 
para os parfunetros de calibra.;:ao, isto e, nao ha necessidade de se atribuir valores iniciais. Assim, 
urna varredura da superficie definida pela funt;ao objetivo e realizada, e, desta forma, promove a 
aproxima<;ao do ponto 6timo de calibrayao de modelos do tipo chuva-vazao. Urn valor rninimo da 
fun<;ao objetivo e escolhido e sao selecionados os parfunetros correspondentes, para 
posteriormente rodar novamente o modelo. Este procedimento e repetido ate que nao haja mais 
variat;ao significante do valor da funvao objetivo. 
No modelo SMAPm, foram considerados 3 parfunetros, portanto tem-se 4 dimensoes. A 
visualizaviio das superficies da funt;iio objetivo, durante a aruilise de sensibilidade dos parfunetros, 
e dada por tres matrizes as quais representam cortes das superficies em que se fixa urn dos 
parfunetros e variam os outros do is para cada matriz (ex: fixa sat e varia pes e crec ). 0 valor 
rninimo da funt;ao objetivo e entiio registrado. Estas matrizes traduzem urn layout da sensibilidade 
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dos parilmetros. A tecnica de Pesquisa Global, levando-se em conta a escollia do mellior valor 
para os parilmetros, proporciona maior confiabilidade aos resultados. 
E urn metodo muito mais seguro, como tambem e reduzido o tempo de processamento 
computacional na busca do :mi.nL'Tio global (LOPES e PORTO, 1991 ). A expressao que estabelece 
a discretiza<;ao dos parametres e dada por: 
( i-4 1 
Pr (i) = Pr' · 2l2' 1P) 
Sendo: 
Pr(i) e o vetor de parilmetros a serem testados; 
Pr* e o parilmetro 6timo do loop anterior; 
i e 0 indice de discretizayao do parilmetro (de 1 a 7), e 
lp eo nfu:nero de loop (nivel de zoom) (de I an). 
(4.19) 
E recomendavel escollier a serie hidrol6gica com inicio correspondente ao primeiro mes 
do ano hidrol6gico da bacia a ser simulada, e que a inicializayao da calibrao;ao procedera pelo mes 
mais seco em virtude de neste periodo a umidade do solo e vazao basica apresentarem seus 
valores minimos. Outra recomendayao e quanto ao ajuste manual na inicializao;ao das variaveis de 
estado R,010 e Rsub· No caso do reservat6rio solo 
" ... verificar se o valor atribuido estri dent a da faixa de variar;tio apresentada na simular;iio de todo o 
periodo, caso contrCtrio ressimule alterando seu valor observando tambem a aderi!ncia do hidrograma 
no instante inicial", e para o reservat6rio subterrfuleo " ... pode ser atribuida a vazfio bcisica inicial igual 
a vazao minima do periodo e verificar no hidrograma se existe tendi?ncias crescentes ou decrescentes na 
vaziio basica ao Iongo do periodo'".(LOPES e PORTO, 1991) 
A fun9ao objetivo adequada a urn modelo hidrol6gico deve abstrair, eficientemente, as 
informayiies contidas nos dados fornecidos, bem como deve atender ao uso do modelo. As 
fun<;oes as quais sao baseadas na teoria da maxima verossimilliano;a tern maior capacidade de 
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retirar estas informa.yoes do que aquelas baseadas na teoria dos minimos quadrados 
(SOOROSHIAt'-1 et al., 1983). 
A escolha da fun<;ao objetivo do tipo somatoria dos desvios quadraticos, dentre aquelas 
fun<;oes mais usuais, justilica-se pe!o futo de que o objetivo deste estudo e o calcu!o das vazoes 
medias mensais. Mas isto niio iropede que, em outra finalidade especilica, seja adotada uma funr;iio 
objetivo mais conveniente a aplica9iio. Por exemplo, em caso de estudos de regu!ariza9iio de 
reservat6rios, a fun.yao objetivo ( denominada modulo) seria a diferen<;a entre o volume total 
afluente, a partir da serie observada e da serie siroulada, pois neste caso, a preocupa<;ao esta 
vo ltada para o periodo critico. 
0 modelo SMAPm ap6s ser testado com varios tipos de fun<;iio objetivo e aplicadas a 
diversas regioes com diferentes regimes hldrol6gicos, os autores optaram por escolher a expressao 
matematica dafimr;iio objetivo do tipo quadratica, como segue: 
" Para rios perenes toma-se a soma dos desvios relativos quadraticos ou fun<;iio relativa, 
traduzida por: 
Min :t(QO,- QC,J 2 
, QO, (4.20) 
Sendo: 
QO,, as vazoes observadas e 
QC, as vaz5es calcu!adas ou sirouladas pelo modelo. 
" Para rios intermitentes toma-se a soma dos desvios absolutos quadniticos ou fun.;ao 
quadratica, traduzida por: 
Min I(QO,- QC,)" (4.21) 
l 
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Considerando que o modelo seja destinado a previsoes de cheias, em que a enfase e dada 
para vazoes maiores, a fun<;ao objetivo podera ser do tipo quadratica. No caso de modelos de 
simula<;:ao de series temporais de vazoes, cuja finaiidade seja a obten<;ao ou o dimensionamento de 
reservat6rios, o ajuste requer uma boa aproxima.;:ao entre as vazoes calculadas e observadas, neste 
caso, recomenda-se a fun<;ao do tipo relativa. 
escolha de uma fun<;:i'io objetivo, que possa melhor ajustar a serie gerada as finaiidades 
pretendidas do rnodelo, nao se constitui apenas como urn Unico indicador de uma calibra<yao ideal, 
mesrno que o hidrograma seja cuidadosamente anaiisado pelo hidrol6gico. E relevante considerar, 
alem da fun<;ao objetivo, dois outros indicadores a serem verificados durante o processo de 
calibra<;:ao, tais como: 
a) o armazenamento do periodo (balan.yo) deve ser proximo de zero, para que seja 
verificada a ocorrencia de retem;:ao ou liberayao de ll,oua proveniente do reservat6rio 
do solo de forma tendenciosa - a varia.;:ao dos reservat6rios deve ser ciclica e 
acompanhar a sazonaiidade de cada regiao e, 
b) a recarga e o escoamento basico devem ser aproximadamente iguais, para que sejam 
verificados problemas corn rela.;:ao oos parilmetros crec e k, caso ocorra urn diferen<;:a 
nestes valores. 
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4.3 Algoritmo Proposto para Simuia~ao Chuva-Vazao at:raves 
de RNA's 
Topologia da Rede Proposta 
A nota.;;ao da estrutura de rede a ser adotada no estudo de caso seguirii aquela indicada 
pela !inguagem de programa<;:ao empregada MATLAB®5.2, como ilustra a Figuru 4.3. 
Input Camada do Neuronic 1 Camada do Neuronic 2 









al = logsig(wl * p + bl) a2 = logsig(w2 * al + b2) 
Figura 4.3 - Notat;;iio Abreviada de uma Rede de Neuronios com Multicamadas 
Em que: 
R sao OS dados de entrada (inputs), Sl e a camada l de neuronio e S2 e a camada 2 de 
neuronios,Rxl, e a dimensao do vetor co luna p da entrada R da rede e a fun<;:ao de transferencia 
F e do tipo log-sigmoid. 
topologia da RMC a ser treinsda foi definida tendo como referenda o sistema 
hidrol6gico apresentado pelo modelo SMAP, versao mensa!. A partir dai, estruturou-se uma 
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topologia (Figura 4.4), com base nos seguintes criterios, visando ao melhor desempenho do 
algoritmo BP: 
• numero de neur6nio a ser utilizado por camada 
N a pnitica nao existe uma regra definida para se estabelecer o nfunero inicial de 
neur6nios. Existem algumas indicavoes que auxiliam como primeira tentativa, dentre 
elas, aplicaremos a que indica para camada de entrada (variaveis independentes) urn 
nfunero de neur6nios igual ao nfunero de variaveis de entrada (p.ex, Caso 1, urn 
neur6nio na carnada de entrada que representa os dados de precipitavao ). 0 nfunero 
da carnada escondida deve ser o menor posslvel, mas, como 
tentativa, treina-se a rede para urn nfunero bern alto de neur6nios e verifica-se o 
comportamento do erro, se ele for muito alto, entao se val diminuindo ate que o erro 
nao se altere significativamente (p.ex, Caso 1, foram feitos treinamentos, dependendo 
da bacia simulada, para topologias variando entre 30 a 2 neur6nios na carnada 
escondida). Para a carnada de salda, em todos os casos, foi considerado igual a urn 
neuronio ( vazoes calculadas ). 
• numero de camadas 
Tambem para este caso, nao existem regras estabelecidas e este valor fica em aberto. A 
rede foi treinada para 3 carnadas fixas em todos os casos. 
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Nota~ilo de Rede Feed-forward com 3 Camadas 





Q 51 S2 S3x1 S3 
A 1 =logslg(W1'P+B1) A2=1ogslg(W2'A 1 +82) A3=1ogslg(W3'A2+B3) 
Fun((i!o de TransferCncia Log-sigmoid 
Input em Hatching 
() a;as 
C__ ") Peso 
Figura 4, 4- Nota<;iio de Rede Neural Artificial 
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Para o treinamento da rede, algumas topologias foram testadas, objetivando a veri:fica<;ao 
da performance da rede. Assim, por exemplo, uma das tentativas de treinamento segue a seguinte 
topologia: prop6s-se, inicialmente, a constrw;:ao de uma unidade para a camada de entrada, tres 
unidade para a camada escondida e, finalmente, uma unidade para a camada de saida [Nota<;ao: 
RNA(! A partir desta estrutura, foi aplicado o algoritmo de treinamento da rede. 
Confonne ja comentado na introdw;:ao desse capitulo ( se.;ao 4.1 ), o estudo das RNA para 
slmulas;ao dos processos chuva-vaziio foi desenvolvido com base em quatro situa<;oes 
( denominadas casos ), excludentes entre si. 
A de testar 4 concep<;oes diferentes ( casos) sobre a posis;ao de inser<;ao do modelo 
de R.h!A acoplado ao SMAPm, tern origem na necessidade de investigar o potencial das RNA's, 
para substituir os parametros e processos tradicionals dos modelos chuva-vaziio, traduzindo-os na 
forma de topo!ogia da rede, pesos sinapticos, etc. Nesta perspectiva, numa primeira versao, sera 
avaliado o potencial das RNA's para representar diretamente a re!as;ao chuva-vaziio, partindo-se 
portanto, como entrada, da serie de precipita<;ao (Casol) e gerando-se as vazoes atraves da RNA, 
Figura 4.5. Numa segunda versao de topologia, torna-se como entrada para a RNA os valores dos 
escoramentos biisico e superficial (Caso 2, Figura 5.6), gerados pelo SMAP. Na terceira versao 
de topologia (Caso 3) adota-se os volumes annazenados nos reservat6rios solo e subterrilneos 
(Figura 4.7) como entrada para a RNA, tambem valores gerados pelo SMAPm. A topologia que 
representa o Caso 4 (Figura 4.8), corresponde a situas;oes em que admite duas entradas de dados 
na rede, correspondendo aos registros de chuva de dois postos pluviometricos, pertencentes a area 
de influencia da bacia. Em todas as vers5es a saida e formada pela vaziio com discretiza.;:ao mensa! 
para o periodo em estudo. 
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Figura 4.5- Casol: Rela¢o Direta Precipita¢o-Vazao por RNA (um Posto Pluviometrico) 
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Figura 4,6- Caso 2: Relm;iio Predpita¢o-Escoamento por SMAP e Escoamento-Vaziio por RNA 
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Figura 4. 7- Caso 3: Relat;iio Precipitat;iio-Volume por SMAP e Volume- Vaziio por RNA 
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Figura 4.8- Caso4: Rela¢o Direta Precipitariio-Vazfio por RNA (dois Postos Pluviometricos) 
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43.2 Algoritmo do Modelo Proposto 
modelo de RNA's sera simulado atraves do software l'v1ATLAB® 5.2 (Matrix 
Laboratory) Windows, que e urn ambiente computacional tecnico para visualiza~ao e 
computa~ac numerica de alta performance. 0 l'v'!ATLAB® 5.2 integra aruilise numerica, 
processamento de sinais e grificos, em que o problema e as solu~5es sao expressos tal como sao 
fonnulados matematicamente, sem a prograrna9ao tradicional (l'v'!ATHWORKS, 1998). 
Em SAt"!TOS e ROMERO (1994), descrevem-se os principals procedimentos de 
programavao existentes para a implementavao de RNA's e MOLLER (1993) e CASTRO e VON 
ZUBEN (1998) definem o algoritrno de treinamento otimizado para os casos do modelo neural 
proposto- algoritmo do gradiente conjugado escalonado (GCE)- comentado no capitulo 3. 
Com excet;ao dos Casos 1 e 4, os demais terao uma rotina de inicializa9iio2 do modelo, 
em que estara sendo calculado o balan90 hidrico do sistema e como produto final resultando nos 
escoamentos superficial e blisico (Caso 2) e os volumes dos reservat6rios superficial e subterraneo 
(Caso 3). 
A implementat;ac desses procedimentos sera apresentada no proximo capitulo, 
juntamente com os resultados obtidos nas simulay5es. 
2 Simula a inicializa<;lio do modelo atribuindo valores adequados para as variaveis (PERIN F!LHO, 1995). 
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CAPITULOV 
ESTUDO DE CASO 
5.1 Introdtu;ao 
Neste estudo de caso foram selecionadas quatro bacias hidrogrificas com diferentes 
caracteristicas fisicas, cuja consistencia das series hist6ricas e existencia de dados ( variaveis) 
atendessem as prerrogativas dos programas computacionais. As bacias escolhidas foram as dos 
rios Itapetininga, Almas e Guarapiranga no estado de Sao Paulo e a do rio Guapore no estado de 
Mato Grosso. Uma descri.yao das caracteristicas fisiograficas das regi5es que compreendem as 
bacias simuladas, sera feita de forma resumida. 
Os processos de execu<;il.o dos programas computacionais seril.o vistos, na sequencia, de 
forma a apresentar os passos dos cruculos correspondentes as diversas alternativas escolhidas para 
as simula<;5es. A analise dos resultados sera feita com base em dois procedimentos: o primeiro 
sera entender a dinfuni.ca dos modelos e os respectivos comportamentos dos hidrogramas 
calculados em rela<;il.o aos observados, conforme cada caso simulado; o segundo passo, tratando-
se de urn elemento de avalia-;;ao de desempenho dos modelos aplicados, seril.o realizadas as 
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arui!ises estatisticas 
parcimonia. 
resultados oom base nos res1Jitados da validayao dos modelos e quanto a 
5.2 Alguns Aspectos Fisiograticos da Area de Estudo 
As bacias se!ecionadas para o estudo de caso pertencem ils regioes com caracteristicas 
fisiognmcas e socio-eoonomicas bern distintas. A descriyao sucinta de algumas caracteristicas 
fisiogmficas destas areas teni como referilncias a subdivisao das bacias hidrognificas no Brasil, 
segundo o Invent&io F!uv-iognifico de Bacias Hidrognificas (M'EEL, 1997). 
A divisao das bacias hidrognificas no territorio nacional, segundo a Agencia Nacional de 









:,::; &ei.a do Biro tMI~ 
Bacia 00 Auantico Sui 
........ 
Figura 5.1 -Brasil- Desenko Esquemtitico da Divisiio das Bacias Hidrograficas 
Fonte: http://www.aneel.eom.br/, (1999) 
As bacias selecionadas, no estudo de caso fazem parte de uma das l 0 sub-bacias do rio 
Amazonas (Bacia!) e de 3 das 8 sub-bacias dos rios Parana e Paraguai (Bacia 6). A bacia do 
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Guapore, pertencente il Bacia 1 e faz parte da bacia rio Madeira (sub-bacia 15). As bacias 
rios Itapetininga e das Almas fazem parte da bacia da Bacia 6 e, pertencem il sub-bacia dos 
ParaJ:lai Paranapanema e Ivinhema (sub-bacia 64). Ainda na Bacia 6, esta a bacia do no 
Guarapiranga, que segunda a sub-divisiio corresponde il sub-bacia de nfunero 62, ou seja , il bacia 
do rio Tiete (Figura 5.2)-
Figura 5. 2 - Brasil - Divisiio das Bacias Hidrogrvificas 1 e 6 
Fonte: ht1p://www.aneeLcom.br/, (1999) 
A bacia do rio Amazonas, cujo curso principal eo rio Amazonas (extensiio de 6570 km) 
envolve uma area de drenagem da ordem de 6xl 06 km2, onde deste valor, 42"/o corresponde a solo 
brasileiro e o restante divididos entre terras venezuelanas ate as bolivianas, oorrespondendo a Y. da 
superficie da America do Sui. Caracteriza-se por possuir urn elevado indice pluviometrioo e 
oonstruir o maior sistema fluvial mundial, por onde esooam cerca de 1/5 volume de ligua doce 
existente no planeta. Devido a sua localizayao, com relac,-:ao a linha do Equador, a bacia possui 
influencia de dois regimes fluviais, oorrespondentes aos dois hemisferios: no verao austral ou sul, a 
parte meridional (a maior) e a que recebe grande oontribwc,-:ao pluviometrica, ao passo que, no 
veriio boreal ou norte, as precipitas:oes siio mais intensas na parte meridional. 
0 clima desta bacia e quente e funido com periodo de 4 a 5 meses de clima seoo, cuja 
varia9iio da temperatura apresenta certa hornogeneidade espacial e estacional, oom media superior 
a 22"C Apresenta solos profundos e pobres oom len<;Ois freaticos, em media, a uma profundidade 
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entre 10 a 15 rn. Das varia.,:oes florestais da regiao, cerca de 90% sao constituidas de florestas 
pereniforrne hidr6fila hileia na Amazonia, que corresponde a rnata de terra :finne; floresta 
perenif6lia paludosa ribeirinita perrnanentemente inundada - rnata de varzea; floresta perenif6lia 
paludosa ribeirinita perrnanentemente inundada - rnata de igap6 e, floresta subcaducif6lia 
Amazonica. Os tipos de cobertura vegetal ni'io florestais encontrados sao o cerrado, os campos, 
complexos de Ror~ Cachirnbo e Xingu e, flnalmente, a vegetayao litoriinea (vegeta<;ao dos 
rnangues, que sao constituidas de especies atbustivas e atb6reas). 
A Bacia 6 tern como rio principal o rio Patarui e seus afluentes e constitui o maior dos 
sistemas fluviarios a desaguat no estuario do rio da Prata. A regiao possui urna grande diversidade 
de sua cobertura vegetaL Na sub-bacia 62 predomina a floresta tropical e, na sub-bacia 64, 
destaca-se a floresta tropical, rnata de ataucaria e a pequenas forma.,:oes de campos cerrados e 
cerrados. 0 relevo apresenta-se bern variado, com fuixas acidentadas a leste, devido a Serra da 
Mantiqueria e na do Mat e a oeste encontram-se os planaltos seguidos das planicies, onde esta o 
pantanal rnato-grossense. Esta bacia esta inserida, na sua maior parte, na zona de clirna tropical, 
com milximo registro de totais medios anuais de pluviosidade em torno de 2200mm e 
evapotranspira.,:ao potencial, em media, entre 800 e 1 OOmm na maior parte da bacia. 
5.3 Metodologia de Avalia~ao dos Resultados dos Modelos 
Os progratnas computacionais, aplicados no estudo de caso, necessitatam de algtmS 
procedimentos iniciais de catater metodol6gico. Essas a<;Oes tiveram como objetivo nao s6 
melborat a performance da simula<;ao, como, tambem, de organizar as tarefas executadas, urna vez 
que pelo nfunero de bacias simuladas e a quantidade de inforrnas;oes manipuladas, houve a 
necessidade de se aplicat tais medidas. 
Como parte da interpreta<;iio dos resultados das simula<;oes e sele<;ao das melbores 
topologias de RNA, a metodologia estatistica utilizada no estudo de caso esta configurada em 
duas analises: urna com base nos resultados de validat;:ao e outra na parcimonia dos modelos 
hidrol6gicos. 
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5.3.1 Modelo SMAPm 
procedimentos metodol6gicos aqui reportados de11ot:am uma forma sistematizada de 
execu<;iio da simula<;iio dos modelos propostos. Inicialmente foram realizados um inventario das 
esta<;oes hidrometeorologicas e disponibilidade de dados das varlliveis requeridas, em varias bacias 
hidrograficas a de se!ecionar aquelas provaveimente serao incluldas no estudo de caso. 
A base de dados utilizada nesta busca teve como procedencla o Banco de Dados da 
Agenda Nacional de Energia Eletrica- ANEEL (http://www.aneel.gov.br), os Bancos de Dados 
Pluviometricos e do Estado Sao Paulo (ambos em CD-ROM 
(http://hidracomp.cth.usp.br)), o Banco de Dados do Institute Nacional de Meteorologia -
INMET (http://w-ww.imnet.gov.br); o Banco de Dados da Funda<;ao Centro Tecnol6gico de 
Hidniu!ica da Universidade de Sao Paulo - FCTHIUSP e o da Faculdade de Engenharia Civil da 
Universidade de Campinas- FEC!Unicamp. 
As areas das bacias dos rios das Almas e Itapetininga', foram de!ineadas atraves das 
cartas topografi.cas, em escala 1:50.000, fomecidas pela FCTH e FEC!Unicamp e posteriormente 
digita!izadas atraves do aplicativo Auto-Cad R14, originando os mapas das referidas bacias. 
Nesses mapas foram plotados os respectivos postos pluviometrico, para que neles fossem 
calculadas as areas de influencias (po!igonos) de cada posto selecionado. 0 metodo utilizado na 
determina<;iio dos fat ores de pesos w, correspondentes a cada um dos poligonos foi o Metoda dos 
Poligonos de Thiessen, que determina a precipita<;iio media na bacia, o qual considera a niio-
uniformidade da distribui.;ao espacial dos postos e nao leva em conte o relevo da bacia (TUCCI, 
1993). Esse procedimento foi necessaria para o calculo da chuva media na bacia requerido no 
programa SMAPm 
1 As bacia do rio Guaporeja possuia calculado os fatores de peso. 
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0 estudo te6rico do modelo SMAP (Soil Moisture Accounting Procedure) e seu 
respectivo aplicativo SMAPm v.99 antecedeu a busca de dados, pois a partir de sua estrutura 
simp!ificada e que foi construido o modelo de redes neurais equivalentes. 
0 estudo do software realizado aplicando-se os dados relativos aos postos 
hidrometeorol6gico referentes a cada uma das quatro bacias selecionadas. Uma an:ilise 
pormenorizada da estrutura do programa, ja descrita no capitulo 4, buscando entender o 
ftmcionamento e a articula.;:ao de diversas rotinas que o compoem, permitiram estruturar a 
arquitetura da RNA, visando urn melhor desempenho nas simula<;oes. 
nomes dos arquivos obedeceram ao c6digo utilizlido pelo Departamento Nacional 
Aguas e Energia Eletrica (DNAEE), ou seja, os dois primeiros nfuneros correspondem a bacia 
hidrografica e os tres seguintes indicam o posto. Tomando como exemplo urn dos ensalos, o 
resurno da aplicavao para a bacia do rio Amazonas, sub-bacia do rio Madeira (15) e: 
Arquivo 15050 
UF MT 
Nome do Rio Rio Guapore 
Adkm2 2504 (Area de drenagem, km2) 
sat 2500 (Capacidade de satura<;ao do solo, mm) 
pes 4 (parfunetro de escoamento superficial, ad.) 
crec 20 ( coe:ficiente de recarga. ad.) 
k 3 (Constante de recessao, mes-1) 
Tuin 50 (T eor de umidade inicial. ad.) 
basin 33. (V aziio basica inicial, m3/ s) 
p 1566 (Chuva) 
Es 207 (Escoamento superficial, m'/ s) 
Eb 437 (Escoamento basico, m'/s) 
Considerando a extensao da serie hist6rica correspondente a cada bacia estudada, foram 
divididos em intervalos anuais os dados fluviometricos e pluviometricos com :fins a calibra<;ao e 
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validavao do modelo, conforme Tabela 5.1. Para a bacia do rio Itapetininga, dos 18 anos da serie 
hist6rica, foram divididos quatro arquivos de dados para a calibra<;ao e dois para a valida<;ao; na 
bacia do rio das Almas, os nove anos de observa<;ao foram divididos em 3 arquivos para 
calibra<;ao e apenas um para a valida<;ao; na bacia do rio Guarapiranga, com a maior serie hist6rica 
do conjunto de bacias, 40 anos de registros, quatro arquivos foram usados para a calibra<;ao e dois 
para valida<;iio e, finahnente, a bacia do rio Guapore, com apenas 4 anos de dados mensais, um 
arquivo para calibra<;ao e outro para valida<;:ao. 
Tabela 5.1 - SMAP- Divislio dos Periodos de Dados pam Simul:u;lio 
Os dados pluviometricos das bacias dos rios Itapetininga e Almas foram extraidos do 
CD-Rom BcDAEEplu vl.O (FCTH,l998a). As demais bacias, tiveram seus dados cedidos pelo 
engenheiro Joao Eduardo Gom;alves Lopes e pela FCTHIUSP. Os postos selecionados para cada 
bacia estao na Tabela 5.2. 
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Tabela 5.2 - Postos Pluviometricos Selecionados 
Os dados fluviometricos e evaporimetricos para as bacias dos rios Itapetininga e Ahnas 
foram ex:traidos do CD-Rom BcDAEEflu vl.O (FCTH,1998b) e cedidos pela FCTHIUSP, 
respectivamente. Para as demais bacias os dados referentes a estas variiiveis tambem foram 
cedidos pelo engenheiro Joiio Eduardo Lopes e pela FCTH. Os postos selecionados para cada 
bacia estao na Tabeia 5.3. 
Tabela 5.3 - Postos Fiuviometricos e Evaporimetricos Selecionados 
5.3.2 Modelo de RNA's 
Os dados utilizados para a simulavao do modelo de RNA, com topologia constituida por 
uma camada intermediaria e treinamento do tipo supervisionado, foram os mesmos aplicados no 
modelos SMAPm. A seguir, estao estruturadas todas as informavoes que constituem a simula~;ao 
atraves da modelagem por redes neurais: 
1. Conjunto de dados de entrada-saida (par padriio), (x.,d.)k~; 
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V' Caso 1: xk = precipita9ao (P, mm/mes); dk = vaziio(Q, m'/s); 
x! = escoamento superficial m'/s); = escoamento basico (Eb, m3/s) e 
= vaziio(Q, m3/s); 
x! =volume reservat6rio superficial (Re'"' m3/s); x! voilurrte de reservat6rio 
subterriineo (Roo, m'/s) e = vazao(Q, m3/s); 
V' Caso 4: x!= precipita9ao no Posto 1 (PI, mm/mes); xi = precipita9ao no Posto 2 
(P2, mm/mes) e dk = vaziio(Q, m'/s). 
valores de N ( nl'imoro total de pares padrao ou exemplos, contidos no conjunto de 
treinamento) sac variaveis de acordo com o periodo de dados disponiveis para cada bacia e estao 
registrados na Tabela 5.4. 
As series de entrada e saida identificadas foram classificadas como atributos com valores 
reaii' por tratarem de variaveis hidrol6gicas. Nesse caso, os dados foram normalizados de acordo 
como operador que os mapearam no intervalo [-1,+1]. 
2. Fum;iio Objetivo a ser Minimizada: Erro Medio Quadratico, (Mean Squared Error -
MSE); 
3. Funt;iio de Ativac;iio: e fun9ao tangente hiperbOlica do tipo sigmoidal, sendo a mesma 
para todos os neuronios; 
4. Algoritmo de Treinamento: Algoritmo de Gradiente Conjugado Escalonado (GCE); 
5. Dimensiio da RNA: 
2 Os valores de entrada e saida devem obedecer representas:Oes, segundo os seguintes tiJX)S: atnOutos com valores reais; a.tributos com valores inteiros; 
atributos ordinais; atributos nominais e atributos com valores inexistentes. 
Capitulo V- Estudo de Caso 138 
if Fixa: 1 camada de entrada, I camada intennediaria e 1 camada de saida. 0 ninnero de 
neuronios da camada intennediaria e o ninnero de parametros livres dependem do 
treinamento de cada bacia simulada. As camadas intennediarias e de saida fora.rn 
atribuidos limiates e estes foram computados juntamente com os pesos no total de 
parilmetros livres da rede. 
if Como o treinamento da rede e realizado por urn algoritmo segunda ordem ela deve 
ser submetida a uma reinicializa<;:ao de cada treinamento referente a cada itera.;:ao, 
considerando-se problemas quadniticos (SILVA, 1998), pois em sua maioria esses 
metodos sao deduzidos. 
6. Conjunto de Pesos: a inicializa<;:ao dos pesos e feita por geracao aleat6ria, com 
distribui.;;ao unifonne no intervale [-0, 1, 0, atraves da fun.;ao auxiliar fuic.m (Anexo D); 
7. Metoda da Taxa de Aprendizagem: Metodo da Minimizac;:ao da Fun.;:ao; 
8. Processa lterativa para o Treinamenta da Rede: metodo em Lote ou Batelada; 
9. Pracessa de Validar;iia Cruzada Aplicada: foi considerado somente urn conjunto de dados 
para treinamento e outro conjunto de dados para valida.;;ao, objetivando uma avaliavao 
sistematica do desempenho da rede. Apesar da serie dos dados da bacia do rio 
Guarapiranga ser extensa, as demais sao pequenas para que se proceda a uma divisao em 
tres conjuntos - treinamento, validavao e teste; 
lO. Quanta aa particianamento das dados a serem atribuidos a cada canjunto: admitiu-se que 
o conjunto de validavao representasse de 20 a 10% do conjunto de treinamento, confonne 
a extensao da serie. 
11. Criteria de Parada dos Pracedimentos de Validar;fio Cruzada: diante dos diversos 
criterios existentes, optou-se por aplicar urn limite no ninnero de epocas (passes) durante o 
treinamento e a valida.;;ao da rede. 0 limite estabelecido foi verificado pelo valor minimo 
do erro da funvao objetivo, alcan.;ada atraves do gnifico Superficie de Erro X Epocas. 
Capitulo V- Estudo de Caso 139 
12. Tempo de Treinamento: o tempo de processamento medio para treinamento da rede variou 
em torno de 5 a 15 segundos em urn computador do tipo PC Pentiumiii com 128MB de 
memoria RAM. 
A partir das series hist6ricas de vaz5es e chuvas, foram selecionados, para cada bacia, os 
periodos correspondentes aos processos de calibra<;:ao e validavao do modelo - Tabela 5.4. 
Tabela 5.4 -RNA - Divislio dos Periodos de Dados para Simula~iio 
Definida a topologia da rede, estruturou-se o fluxograrua para quatro casos, excludentes 
entre si, a serem objeto de estudo do modelo proposto: Caso 1 (Figura 4.5); Caso 2 (Figura 
4.6); Caso 3 (Figura 4.7) e Caso 4 (Figura 4.8). 
Quanta ao modo de treinamento, o modelo de RNA proposto inicialmente usava urn 
algoritmo de otimizayao de primeira ordem para o treinamento da rede - aplicava-se o algoritmo 
backpropagation. Partindo de uma serie de investiga<;:5es quanto a alternativa de outros 
algoritmos de treinamento que apresentassem algumas vantagens, com vista a me!borar a 
perfurmance da rede na aplicas;ao de series temporais, fui que se propos realizar algumas 
mudanyas na metodologia seguida inicialmente para o treinamento da RNA. 
A busca por outros algoritmos de treinamento de rede que apresentassem urn me!bor 
desempenho, em relas;ao aos metodos de primeira ordem, foi o ponto de partida. Assim, foi 
testado urn algoritmo de treinamento de segunda ordem denominado Gradiente Conjugado 
Escalonado - GCE, (BISHOP, 1997), desenvolvido por MOLLER (1993). 0 professor Dr. 
Fernando Jose Von Zuben da Faculdade de Engenharia Eletrica e de Computas;ao da Unicamp, 
empregou este algoritmo, num programa computacional de treinamento de redes neurais em 
linguagem MATLAB, denominado Moller (Anexo D). Foram executadas algumas modificas;oes 
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nesse programa objetivando atenuar a sua adaptao;ao ao sistema hidrico formulado para os quatro 
tipos de estudo de caso, assim como foram inseridas algumas rotinas para a composivi'io do 
programa para esse estudo de caso (Anexos A, B, F). 
Com esse metodo o desempenho da rede foi superior ao metoda anterior, em relavao a 
reduo;ao do tempo de treinamento, menor erro quadratico entre os dados observados e ca!culados 
e menos parilmetros (pesos) a serem treinados. Por isso, o metoda foi escolhldo para o 
treinamento da rede como estudo de caso para as bacias selecionadas. 0 algoritmo foi escrito em 
linguagem MA TLAB© v.5 .2. 
Deve-se estabelecer uma serie de observao;oes (periodo anual da serie mensa!) para as 
fases de calibra9ao e validar;ao dos modelos. Esta serie de dados deve ter uma extensao maior para 
a calibrar;ao do que para a valida<;:ao. 
5.3.3 Avaliariio Estatistica dos Resultados 
Na modelagem chuva-vazao, as fases que envolvem a identificayao de urn modelo sao 
(HZU,GUPTA e SOROOSHIAN, 1995): 
1. seler;ao dos dados de entrada e saida adequados a calibra<;:ao e validar;ao; 
2. seler;ao de uma estrutura do modelo e estima9ao de seus parilmetros, e 
3. valida<;ao do modelo identificado. 
Nesse estudo de caso sao comparados os desempenhos de tres estruturas de modelos 
diferentes em rela<;ao a sua capacidade de representar o processo chuva-vazao da bacia. 
Foram selecionadas as seguintes estruturas de modelo: 
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l. Modelos te6rico de sistema nao-linear: modelo de redes neurais feedfoward com tres 
camadas; 
2. Modelos mistos: aplicando (1) e (3) e 
3. Modele conceitual deterministico: modele Soil ]idoisture Accouting Procedure 
(SMAP). 
Ap6s a execw;:ao das duas primeiras fases do processo de identificayao dos parametres 
dos modelos, para urn periodo de observaviio de dados mensais de descarga, precipitavao e 
evapora<;ao, o proximo passo e a escolha do modelo que consiste em validar ou verificar se os 
modelos reproduzem os dados adeq1mclan1erlte. 
A avalia.;:ao dos resultados e conduzida pela representayao gnmca da variabilidade 
temporal (hldrogramas mensais) atraves do calculo de parametres estatisticos indicatives dos 
valores observados e calculados pelo modelo (media aritmetica, desvio padrao, correlavao linear e 
varian cia.). 
Dentre os metodos existentes de verificao;:iio do modelo o nivel de ajuste de urna 
calibrao;:iio de dados e avaliado aplicando-se tres dos metodos mais tradicionais de analises 
estatisticas dos residuos: erro da raiz media quadratica (ERMQ), criteria de informat;iio A (AI C) 
ou criteria de Akaike (AKA!KE, 1974) e criteria de informat;iio B (BIC) ou Baysiano, 
(SCWARZ, 1976). 
0 Criterio de Inforrnas:ao de Akaike e tambem chamado de Procedimento MAICE 
(minimum Akaike information criterium estimation), AKA!KE, (1974) e MORETTIN e TOLLOI 
(1985). Este criterio incorpora o principio da parcimonia sugerido por BOX e JENKINS (1976), 
segundo o qual o modelo sera considerado ideal quando, utilizando-se do minimo nllinero de 
parametros, possa apresentar o maximo de inforrna<;:iio. A expressao mais simplificada deste 
criterio e a seguinte: 
= N logo-: + 2 k (5.1) 
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Em que N e o nfunero de observay5es, log denota o logaritmo natural, cr' e a variiincia e 
k e o nfunero de parametros envolvidos no modele. No caso da existencia de varies modelos ou de 
urn mesmo modele com op.;:ao de varias estruturas, seleciona-se aquele que apresenta o minima 
valor obtido pelo criterio de AIC. 
0 calculo da varifulcia cr 2 de uma amostra n e dado por: 
, nL:x'-(l:X)' 
cr = 
n(n -1) (5.2) 
0 valor de k e determinado como: 
" Para o modele de RNA, passa a ser o nfunero de pesos sinitpticos da rede. 
" Para o caso do modele SMAP, o nfunero de parametres calibrados. 
0 Criterio de Infonnavao Baysiano e expresso por (SCHA WRS, 1978): 
BIC = N log&!+ k logN (5.3) 
Em que N e o nfunero de observ~6es, log denota o logaritmo natural, cr2 e a variiincia e 
k e o nfunero de parametres envolvidos no modelo. 
N esse criterio a selevao do modelo e feita a partir do valor minimo o btido no calculo de 
BIC. Em caso de empate no uso de outro criterio, por exemplo, AIC, entao BIC passa a ser usado 
como criterio decisive. 
Os resultados calculados das estatisticas AIC e BIC para cada modelo mostram aqueles 
mais provaveis de serem selecionados para cada situavao sitnulada na bacia em estudo. 
A escolha da melhor estrutura de rede sera feita considerando os dois menores resultados 
correspondentes aos criterios AIC e BIC, sendo que o BIC devera ser usado como criterio 
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decisive. A melhor estrutura de modelo sera selecionada dentre aquelas que obtiverem o menor 
valor para cada criterio. 
Dando prosseguimento a avalia~;ao da performance dos dois modelos escolhldos; 
e o modelo baseado em de redes neurais, respectivamente, os resultados obtidos tanto no processo 
de calibra.;;ao quanto no processo de valida.;;ao dos modelos, sao comparados usando metodos 
estatlsticos, tais como: Erro Padriio de Estimativa (Root-mean-square error, RMSE); Correla<yao 
Estatistica (correlation statistic, CORR= PxiJ; Erro Percentual da Vaziio Maxima (percent error 
of maximum flow, %MF) e Correla<yao Estatistica (correlation statistic, CORR= p;a}. 
A exemplifica<yiio a seguir e construida com os resultados dos calculos estatisticos, 
aplicados aos produtos de calibra~;ao e de valida~;ao para todas as altemativas estruturais de redes 
das n combina<yoes de modelos propostos. 
As expressoes para os calculos estatisticos escolhidos para este estudo sao: 
• Erro padriio de estimativa (Root-mean-square error, RMSE): 
rfi 
RMSE = 1/.E.!__ ~ n-1 (5.4) 
em que, e, = Q~., - Q:'"; n e o numero da amostra, Q~b, e vaziio observada no instante i, 




se n :2: 29 
se n( 29 · 
0 valor 6timo desta medida estatistica de variancia residual e 0,0. 
Capitulo V- Estudo de Caso 
" Erro percentagern de volume (percent volume error, % VE) 





Este resultado estatistico rnede o erro percentual ern volume sobre as hidr6grafas 
observadas e sirnuladas corn rela9ao ao periodo dos dados. 0 rnelhor resultado e 0,0. Valores 
positivos indicarn sobrestirnayao, e negativos subestirnayao. 
" Erro percentual da vazii.o llJl\xirna (percent error of maximum flow, %MF) 
/1. 








Ern que: n = nlimero de anos, 
Oooo; = Qmax de cada ano da serie, e (5.8) 
11i = desvio = ( Qrnax.,,. - Qrnaxca~) em cada ano (5.9) 
0 resultado estatistico mede o erro percentual correspondente a vazii.o llJl\xirna ( vazii.o de 
pico) dos dados registrados. 0 melhor resultado e O,O.Valores positives indicam sobrestirnavilo e 
negatives subestirnavilo. 
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" Correlas;ii.o estatistica (correlation statistic, CORR= PxrJ 
(5.1 




Essa medida estatistica indica o grau de correla<;:ii.o linear entre as vaz5es observadas e 
simuladas. 0 valor 6timo e 1,0. 
A Correlac;iio serve para determinar se do is conjuntos de dados se movem juntos, isto e, 
se os grandes valores de urn conjunto estii.o associados aos grandes valores do outro ( correlac;:ii.o 
positiva), se os pequenos valores de urn conjunto estii.o associados aos pequenos valores do outre 
( correla<;:ao negativa) ou se os valores dos do is con juntos nao se relacionam ( correla<;:ao proxima a 
zero). 
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5.4 Simula~ao do Modelo SMAPm 
Sem modificayoes de sua estrutura original, serao realizados vanos ensaios para se 
calibrar e validar a serie de vazoes. Uma simulavao e realizada preliminarmente com os parfu:netros 
de:linidos confonne os dados fomecidos no arquivo de entrada. A seguir, utilizando a analise de 
sensibilidade, inicia-se o processo de Pesquisa Global realizado pelo Metodo de Busca Diteta sem 
limites a mUltiplas variaveis, no qual, com vista a refinat os parfu:nettos obtidos, aplica-se o 
algoritmo de ROSEMBROCK (1960) e, posterionnente, ajustando-se os parfu:nettos de fonna 
manual como fonna de melhorar as hidr6grafas. 
5.4.1 Programar;iio 
Os arquivos de dados do programa (Anexo G) sao construidos de acordo como tamanho 
da serie hist6rica procurando-se executar grupos para calibravao e validavao com intervalos 
temporais entre 2 e 4 anos de dados. A inicializaviio do ensaio e feita selecionando-se no aplicativo 
a opyao para o intervalo de discretizavao mensa! do tempo de simulavao e, posterionnente, no 
menu principal aciona-se a opyao calibrat. Na sequencia, no menu Arquivo, escolhe-se a op<;:ao 
Abre e a seguit o atquivo de dados da bacia a ser calibrado ou validado (Figu:rn 5.3): 
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a-jJ ill ..... ill 
h P·~ LE= 
l-l 
.. --..a. 
Figura 5.3- SMAPm- Sele~;iio do Arquivo 
147 
E inicializado o processo de Pesquisa Global atraves da an8Jise de sensibilidade dos 
parfunetros (Figura 5.4). 
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Figura 5.4- SMAPm- Procedimento de Amilise de Sensibilidade 
E solicitado o procedimento de calibra¢o do modelo (Figura 5.5). 
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Figura 5. 5- SMAPm- Procedimento de Calibrariio 
Na sequencia, e necessaria a atribuiyao manual (nao automatica) do ajuste das variaveis 
de inicializayao (umidade do solo inicial e vazao basica) do parametro k (constante de recessao)-
quadro extremo i\ direita -, dos parametres de capacidade de satura9ao do solo, escoamento 
superficial e recarga subterranea, por meio de controles constantes no quadro de Ajuste Manual 
(Figura 5.6). Neste procedimento a performance do modelo contara com a experiencia do usuario 
na verificayao dos melhores valores de ajuste. Para urna melbor calibrayao do modelo sugere-se 
inicialmente, deixar a curva de escoamento basico com urn desenvolvimento homogeneo ao Iongo 
da hidr6grafa e que as vazoes iniciais estejam as mais pr6ximas possiveis urna das outras. 
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Figura 5.6- SM4Pm- Ajuste Manual dos Parfimetros e Variaveis de Inicializa¢o 
Cada vez que urn valor for alterado deve-se solicitar a execu,.ao do Ajuste Manual. 
Quando forem encontrados os valores que tenham se ajustado as curvas, a opyiio e gravar e 
imprimir os resultados gerados atraves do aplicativo Bloco de Notas. 
5.4.1 Resultados 
No Anexo H, encontram-se os resultados registrados nos arquivos gravados, ao termino 
de cada valida,.ao, na simula,.ao das respectivas bacias. Os resultados das vazoes simuladas no 
processo de validayiio do SMAPm v.99 e das vazoes observadas nos postos fluviometricos para 
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carla bacia estao no Anexo L seguir serao apresentados os respectivos hidrogramas das vazoes 
periodo de valida<;ao. 
a) Bacia do Rio Itapetininga 
e Arquivo m64065v1 
Gnlfico 5.1- Bacia do Rio Itapetininga -llidrograma das Vaziies Medias Mensais (m'/s)-




r;/\A . /' I 
so :J~\.._))6 I 
0 ~ 1.1 1--vmo Ca!culada ......... Vmo Observada I 
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~ Arquivo m64065v2 
Gnmco 5.2- Bacia do Rio Itapetiaiaga- Billrogn~ma das Vazoes Medias Mensais (m'/s) -
Vlllida~o 2 -Periodo 19119 a 1991 
Hidrograma 1989/!991 
meses 
I I 1-V azao Calculada -·-····· V azao Observada 
b) Bacia do Rio das Almas 
• Arquivo m64035vl 
Gnmco 5.3- Bacia do Rio das Almas- Bidrograma lias Vazi>es Medias Mensals (m'/s)-
V lllidal;iio 1 - Periodo 1978 a 1980 
Hidrograma 1978/1980 
30 
I ~ 20 
"' s 10 
0 
meses 
j-Vaz6es Calculadas ···-····· Vazoes Observadas j 
c) Bacia do Rio Guarnpiranga 
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Gnifico 5.4- Bacia do Rio Guarnpinmga- Hidrograma dll!il V aziies Medias Mensais ( m3/s) -
V alida~o 1 - Periodo 1978 a 1985 
Hidrograma 1978/1985 
meses 
' ' 1-Vaziio Calculada -Vazao Obsevada 1 
e Arquivo m6229v2 
Gnifico 5.5- Bacia do Rio Guarapinmga- Hidrograma das Vaziies Medias Mensais (m"/s)-








-Vazao Calculada ·-······ Vazao Observada 
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~ Arquivo ml505lvl 
Gnffico 5.6- Bacia do Rio Guapon§- Hidrograma das Vazies Mooilll! Mmsais (m"/s) -






1--Vazao Calculada ------ Vazao Observada I 
5.5 Simula~ao do Modelo em RNA's 
A modelagem utilizando a tecmca de redes neurais artificiais foi realizada com o auxilio 
dos estudos te6ricos e a aplica9fto do software MAlLAB© v.5.2 for Windows_ 
0 treinamento e o teste do modelo de RNA foram executados considerando-se diversas 
topologias - variando-se o numero de neuronios na camada intermediiu-ia e fixando-se, em uma, a 
camada intermediaria - de rede e observando-se o nilmero de itera\X)es maximas para pequenas 
varia\X)es dos erros quadrnticos_ Assim sendo, as topologias selecionadas para a discussao dos 
resultados foram escolhidas com base no menor erro quadnitico e no menor numero de neuronios 
na camada intermediiu-ia, registrados tanto no treinamento como na valida9fto da simula9fto. A 
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seguir detalhamos os passos que conduziram ao treinamento e ao teste da rede, para as bacias 
propostas e seus respectivos casos de simula<;ao. 
Na metodologia adotada para o processamento dos resultados, inicialmente procurou-se 
estabelecer series hidrologicas cujos dados fossern consistentes e de extensao de registros 
ternporais mensais consideraveis. Confonne a bacia simulada estabeleceu-se o mesmo tamanho da 
serie historica para todos os casos simu!ados - Caso 1, 2, 3 e 4 - dividindo-a para o treinamento e 
valida.;;ao da simula<;iio. Os arquivos foram criados no aplicativo Bloco de Notas for Windows© e 
salvos com extensao dat registrando-se em linha, na primeira co luna o ano e nas demais co lunas 
os registros mensals, iniciando pelo primeiro mes do ano hidrologico. 
Os passos a seguir indicam a metodologia de processamento adotada. 
e Passol: Nonnaliza<;ao (Pre-processamento) dos dados de entrada para treinamento e 
valida<;ao da RNA. 
Foi desenvolvida uma metodologia de calculo para treinamento e valida.;;ao de RNA, na 
qual procurou-se inicialmente pre-processar os dados de entrada na rede, antes de seu treinamento 
e posterionnente pos-processar os resultados calculados (Figura 5. 7). 
input Pre-Processamento [-1,1] [-1,1] P6s-Processamento output 
__. 
Normaliza¢o RNA Opera¢o lnversa ~ 
da Normaliza;ao 
Figura 5. 7- Desenho esquemlitico do uso de pre-processamento e pos-processamento dos dados em 
conjunto como mapeamento de RNA 
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if Os dados serao normalizados entre o intervale (range) de [-1,1]. 0 programa que 
executa este calculo e o Normalisa.m, (Anexo C) considerando cada urn dos quatro 
casos simulados; 
,/ Para o Casol, a entrada serao os arquivos de dados observados das vazoes medias 
mensais ( m3 Is) e das precipitayoes medias mensais da bacia, respectivamente; 
,/ Para o Caso2, a entrada serao os arquivos de dados calculados das vazoes dos 
escoamentos superficial (Es) e basico (Eb ), respectivamente; 
,/ Para o Caso3, a entrada serao os arquivos de dados calcuiados dos volumes dos 
reservat6rios superficial (Rsolo) e subterraneo (Rsub), respectivamente; 
if Para o Caso 4, quando houver quantidade de postos pluviometricos em nfunero 
superior ou igual a dois, serao dois ou mais arquivos correspondendo a precipitao;:ao 
media mensa! (m3/s) de cada posto da bacia; 
if As saidas normalizadas estiio divididas em dois arquivos, urn que sera a entrada de 
dados para treinamento da rede e outro que sera a entrada para teste ou valida<;:iio da 
rede. 
e Passo 2: Treinamento da Rede Neural Artificial 
if 0 treinamento sera realizado atraves do prograrna moller.m (Anexo D). Considerando 
cada cenario simulado o programa calcula as vaz5es, os erros medics percentuais e o 
erro quadratico entre vazoes observadas e calculadas, bern como o desempenho da 
rede, 
,/ 0 dados das vazoes treinadas encontram-se normalizados e deverao passar por p6s-
processarnento para retornarem aos seus valores reais. 
e Passo 3: Teste da Rede Neural Artificial 
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./ 0 teste sera realizado atraves do programa Testarnl.m (Anexo E) para verificar o 
desempenho da rede treinada. Considerando cada cenario simulado, o programa calcula 
as vazoes, os erros medio percentual e quadratico entre vaz5es observadas e calculadas, 
bern como o desempenho da rede; 
./ Para a verificayao do desempenho da rede para os dados de teste, o programa 
Testarn.m ( Anexo F) apresentani os resultados das vazoes calculadas e os erros 
percentual e quadnl.tico, 
./ As series vazoes testadas encontram-se normalizada e deverao passar por p6s-
processamento para retomarem aos seus valores reais. 
• Passo 4: P6s-processamento dos dados Treinados e Testados (Validados) 
./ Para cada conjunto de dados, relatives ao caso simulados, serao realizados p6s-
processamentos em que os valores serao revertidos aos correspondentes valores reais. 
Esse procedimento e feito no programa dentro dos programas. Testarnl.m para OS 
dados de treinamento e Testam.m para os dados testados. 
• Passo 5: Montagem das tabelas com os resultados finais para treinamento e teste da RNA 
Serao montadas tabelas referentes a cada caso e seus respectivos resultados de acordo 
com a topologia selecionada. A partir destas tabelas os procedimentos de as analises estatfsticas 
dos resultados serao inicializados. 
5.5.2 Resultados 
Para este ensaio, consideramos uma rede feedfoward com 3 camadas de neur6nios, na 
qual, de acordo com o caso em estudo, ocorre uma variavao de neur6nios tanto na camada de 
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entrada ( confonne o caso de estudo) como na camada intermediaria, pennanecendo sempre mn 
neuronio para a camada de saida, 
A seguir sao apresentados os hidrogramas das sirnula<;oes validadas, de acordo com a 
bacia em estudo, Os resultados calculados das vazoes encontram-se no Anexo L 
5.5.2.1 Bacia do Rio ltapetininga 
Foram selecionadas as topologia, segundo cada caso, com base nos menores resultados 
dos erros quadniticos calculados na sirnula<;ao, Os resultados desses erros para a calibra9ao e 
valida<;ao dos modelos estao na Tabela 5.5, 
Tabela 5.5- Bacia do Rio Itapetininga Calibra~iio e Valida~iio: Erro Quadriitico 
Os resultados encontrados para as vazoes calculadas neste ensaio, estao resumidos nas 
tabelas abaixo: 
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A. Caso 1 
• Topologia (1,3, 1) 
Grifico 5.7- Bacia do Rio Itapetininga- Casol- ffidrograma das Vaziies Medias Mmsais 




1-Vazao 0 bservada --------· Vazao C alculada I 
• Topologia (1,7,1) 
Grifico 5.8-- Bacia do Rio Itapetininga- Casol- ffidrograma das Vazoes Medias Mensais 









' ~\ ~ 
' 
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meses 
--Vazao Observada -- Vazao Calculada 
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B. Caso2 
e Topologia (1,3,1) 
Grifico 5.9- Bacia do Rio Itapetmmga- Caso2 - ffidrogrnma das Vuiies Medias Mmsais 










I 1\ '\ 
i /f'U'\ -,II 
'· / .. r· \ ti:A- ~~ /';,.~ 1-/ '-./ -v 
meses 
' 
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'-' . ~ 
1--Vazao Observada -Vazao Calculada I 
~ Topologia (1, 7,1) 
'"~ 
Grifico 5.Hl- Bacia do Rio Itapetmmga- Caso2- ffidrogrnma das Vaziies Medias Mmsais 
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Caso3 
~ Topologia (2,3,1) 
Grifico 5.11- Bacia do Rio Itapetininga- Caso3- ffidmgmma das Vuiies Medias Mmsais 






e Topologia (2,7,1) 
Grifico 5.12- Bacia do Rio Itapetininga- Caso3- ffidrograma das Vuiies Medias Mensais 
(m"/s)- Vaiida~iio Topologia (2,7,1)- - Periodo 1987 a 1991 
Hdrogran:a 1987/1991 
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D. Caso4 
e Topologia (2,3, 1) 
Gnmco 5.13- Bacia do Rio Impetininga- CI!So4- Hldrogrnma das Vazoes Medias Mmsllis 
(m'/s)- Valida~ao Topologia (2,3,1)- - Periodo 1987 al991 
Hidrogrnma ! 987/1991 
meses 
I-V32iio Observada ·-·--- Vazao Cakulada I 
• Topologia (2,7,1) 
Gnmco 5.14- Bacia do Rio Itapetininga- Caso4- Hldrograma das Vazi>es Medias Mensllis 
(m'/s)- Valida~iio Topologia (2,7,1)- - Periooo 1987 a 1991 
Hiliograma 1987 /! 991 
200c------------------------------------
100+------------------------.------,---~ ~ - f>,. - A 1\ I\ 
"' 0 .--{-\ ~· '-.~:;,.._/~<:~-.!'>A----~ v \1 
-!00 -'-------------------
meses 
1-Vaziio Observada -··· Vazao Calculada i i I 
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Bacia do Rio das Almas 
Tabela 5.6- Bacia do Rio das Almas- Caiibra~o e V aiida~;ao: EITO Quadratico 
As vaziies calculadas para este caso tern seus resultados resumidos oas tabelas a baixo: 
A. Caso 1 
• Topologia (1,3, l) 
Grifiro 5.15- Bacia do Rio lias Almas- Casol - Hidrograma das Vazoes Medias Mensais-




a 1 o tf:;:\:::::-7\----;::;=-;;:;ji-'---\"~-~-H-t::-:::---::---
meses 
[ --Vaz1io Observada --Vaziio Calculada j 
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• Topologia 
Grifico 5.16- Bacia do Rio du Almu- Ca:ro1 - Hidrogrnma das Vuiies Mediu Mmsais-










J--V azao Observada -··--· Vazao Calculada 
B. Caso2 
•Topclogia (1,3, 1) 
Grifico 5.17- Bacia do Rio das Almas- Caso2- Hidrogrnma das Vaziies Medias Mensais 
(mZ/s)- VaHda~iio Topologia (1,3,1)- - Periooo 1978 a 1980 
Hidrograma 19781l980 
30 ,-----------------------------------
~201 ~ /\ 
10 I~ ""·--=J~ 
0 ~----------------------------------
meses 
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., Topologia 





1--Vaziio Observada --Vaziio Calculada I 
C. Caso3 
•Topologia (2,3,1) 
Gcifico 5.19- Bacia do Rio lias Almas- Caso3- ffidrogmma das Vaz6es Medias Mensais 





--Vazao Observada --Vazao Calculada 
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<> Topologia (2,7,1) 
Gnilico 5.20 - Bacia do Rio !:las Almas - Caso3 - Hidrogrnma das Vuiies Medias Mmsais 








l--Vazao Observada --Vazao Calculada I 
I ' I 
e Topologia (2,3, 1) 
~ 
Gnilico 5.21- Bacia do Rio das Almas- Caso4- Hidrograma das Vaziies Medias Mensais 




0 I~ \A.,=-~: ~ 
meses 
--Vaziio Observada --Vaziio Calculada 
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~ Topologia (2,7,1) 
Gcifico 5.22 - :Bacia do Rio das Almas- Caso4 - Hid:rogmma das Vazoes Medias Mensais 









i\ t'"""'.J/\ A 
ir~ /.\ p .. J ~"" / .... ~ 
meses 
1--Vaziio Observada --Vaziio Calculada i 
I 
Bacia do Rio Guarapiranga 
Tabela 5. 7 -Bacia do Rio Guarapimnga- Calibracao e V ruidacao: Er:ro Quadratico 
As vazoes calculadas para este caso, tern seus resultados resumidos nas tabelas abaixo: 
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A. Crum 1 
Ill Topologia (1,5,1) 
Gnffico 5.23 - Bacia Rio Guarapinmga - Casol - Hidrograma dru; Vaziies Mediru; 




.. Topo!ogia (1,7,1) 
Gnffico 5.24 - Bacia do Rio Guarnpinmga - Cl!SIIl - Hidrograma das Vaziies Medias 




j--Vazao Observada -Vazao Cal.culada I 
Capitulo V- Estudo de Caso 169 
B. Caso2 
• Topologia (1,5, 
Grifico 5.25 - Bacia do Rio Guarapiranga - Casol - Hidrograma lias Vazees Medias 
Mensais (m3/s)- Vruida~io 'fopologia (1,5,1)- - Periollo 1984 a 1993 
Hidrograma !984/l 993 
50 l 
! ,.., • ! . ~I ' 
l 0 j j' ' '', ! ' ; ' ' . . \ I' s -~ ......... . 'I -
0~~-------------------------------------
meses 
j-Vazilo 0 bservada - V azilo C alculada j 
• Topologia (1,7,1) 
Grifico 5.26 - Bacia do Rio Guarnpinmga - Casol - ffidrograma das Vaziies Medias 




40 j ~::llA 
0 L--------------------------------------
meses 
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e Topologia (2,5,1) 
Grifico 5.27 - Bacia do Rio Gu~~r~~pinmga - Casol - Hidrograma du Vuiies Mooiu 
Mensaili (m"/s)- Vaiida~o Topoiogia (2,5,1)- - Periodo 19M a 1993 
Hidrogrnma 1984/1993 
meses 
[-Vaziio Observada -Vaziio Calculada [ 
Ill Topologia (2,7,1) 
Grifico 5.28 - Bacia do Rio Gu~~r~~pinmga - Caso3 - Hidrograma du Vaziies Mooiu 









i -Vazao Observada ···-··- Vazao Calculada! 
. ' 
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5.5.2.4 Bacia do Guapore 
Tabela 5.8- Bacia do Rio das Almas- Calibnu;iio e Valida«;lio: Erro Quadratico 
As vazoes calculadas para este caso tern seus resultados resurnidos nas tabelas abaixo: 
A. Caso 1 
•Topologia (1,7,1) 
Gnifico 5.29- Bacia do Rio Guapore- Casol - Hidrograma !las Vazoes Medias Mmsrus 
(m"/s)- Vruida«;ao Topologia (1,7,1)- -Periodo 1977 a 1978 
Hi:lrogram J 978 
100 ,---------------------------------------
1 80 l r-
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~ Topologia ) 
Grifico 5.30- Bacia do Rio Guapori- Casol - ffidrogrnma lias V~~~Ziies Medias Mmsais 
(mZ/s)- Valida~io Topologia (1,111,1)- - Periodo 1977 al97!1 
Hidrograma 1978 
100 
80 /--::: -·-, 





j-Vazao Observada -Vazao Calculada I 
B. Caso2 
•Topologia (1,7,1) 
Grifico 5.31- Bacia do Rio Guapori- Caso2- ffidrogrnma das Vazoes Medias Mmsais 
(m3/s)- Valida~io Topologia (1,7,1)- - Periodo 1977 a 1978 
Hidrograma l 978 
80 ~------------------------------------




1-Sequencia l ......... Seqrencia2 j 
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.. 
Gnmco 5.32- Bacia do Rio Guapore- Caso2- Hidrograma das Vaz008 Medias Moosais 






Qj__ ________________________________ _ 
meses 
i -Vazlio Observada ......... Vazlio Calculada I 
C. Caso3 
•Topologia (2, 7,1) 
Gnmco 5.33- Bacia do Rio Guapore- Caso3- Hidrograma das Vaz008 Medias Mensais 
(m'/s)- Valida~iio Topologia (2,7,1}- - Periodo 1977 a 1978 
100 ,...--------------------------
0 j__ ________________________________ ___ 
meses 
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• Topologia 
Grifico 5.34- Bacia do Rio Guapore- Caso3- ffii.lrograma !.las VI!Zoes Medias Mmsais 




j-Vazao Observada -Vazao Ca!culada 1 
5.6 Analise dos Resultados 
Os modelos foram submetidos inicialmertte a urn criterio de escolha com base no melhor 
ajuste entre as series observadas e calculadas segundo os criterios de simula¢o: SMAPm 
obtmdo-se os melhores pariimetros do modelo com rela¢o a aderencia das series eo RNA's com 
base na topologia da rede que apresentasse o menor erro quadratico. 
No entanto o rigor na sele¢o destes modelos, ou melhor, nas alternativas criadas de 
simula¢0, estende-se a outras avaliayi)es de caritter estatistico. Foram realizados ensaios tanto no 
processo de calibra¢o como no processo de valida¢o para as diversas alternativas, 
respectivamente. 
Os resultados encontrados para estes estudos, na sequencia, seriio identificados na forma 
de tabelas somente para o processo de valida¢o, tendo como referencia a bacia e relacionando 
cada modelo executado. 
Capitulo V- Estudo de Caso 175 
5.6.1 Resultados 
Inicialmente encontram-se tabe!ados os resultados para o modelo neutal com seus 
respectivos casas de simula<;ao de acordo a topologia selecionada e o modelo SMAPm conforme a 
quantidade de series validadas, com referenda a cada bacia hidrognifica. Neste conjunto estao os 
parfunetros numericos estatisticos, medias mensais das vazoes observadas e calculadas e seus 
respectivos desvios padrao; a correla<;iio e a variilncia entre as series: bacia do rio Itapetininga 
Tabela 5.9; bacia do rio das Almas - Tabela 5.12, bacia do rio Guarapiranga - Tabela 5.15 e 
bacia do rio Guapore- Tabela 5.18. 0 proximo bloco de resultados estatisticos- criterios AIC e 
- visa conduzir a nma sele<;ao baseada nos resultados da valida<;iio: bacia do rio Itapetininga 
Tabela 5.10; bacia do rio das Almas- Tabela 5.13; bacia do rio Guarapiranga- Tabela 5.16 e 
bacia do rio Guapore- Tabela 5.19. 
Na sequencia das avalia<;oes estatisticas os resultados calculados para RMSE, %VE, 
%MF e CORR, tambem validados para a serie, estao assim distribuidos: bacia do rio Itapetininga 
Tabela 5.11; bacia do rio das Almas - Tabela 5.14, bacia do rio Guarapiranga - Tabela 5.17 e 
bacia do rio Guapore - Tabela 5.20. Todos estes parihnetros forma calculados pelo aplicativo 
Microsoft®Excel97. 
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5.6.1.1 Bacia do Rio ltapetininga 
Tabela 5.9- Bacia do Rio Itapetininga- Valida~;iio RNA e SMAP: Vaziio Media, Desvio 
Padriio, Correla~;iio e Variancia 
Tabela 5.10- Bacia do Rio Itapetininga- Valores Calculados dos Critt'irios AIC e BIC parn 
as Topologias de RNA e o Modelo SMAP 
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Tabela 5.11 - Bacia do Rio Itapetininga - Compara~iio Estatistica entre os Resultados dos 
Modelos de RNA e SMAP 
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5.6.1.2 Rio da Bacia do Rio das Almas 
Tabela 5.12- Bacia do Rio das Almas- Valida~;iio RNA e SMAP: Vaziio Media, Desvio 
Padriio, Correht~;iio e Variancia 
Tabela 5.13 Bacia do Rio das Almas- Valores Calculados dos Critl\rios AIC e BIC para as 
Topologias de RNA e o Modelos SMAP 
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Tabela 5.14 - Bacia do Rio das Almas - Companu;iio Estatistica entre os Resultados dos 
Modelos de RNA e SMAP 
5.6.1.3 Rio da Bacia do Rio Guarapiranga 
Tabela 5.15- Bacia do Rio Gnarapiranga Valida~iio RNA e SMAP: Vaziio Media, Desvio 
Padriio, Correla~iio e Variancia 
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Tabe!a 5.16- Bacia do Rio Guarapiranga - Valores Calcu!ados dos Critt~rios AIC e BIC 
para as Topologias de RNA eo Modelos SMAP 
com menor taxa 
Tabela 5.17 Bacia do Rio Guarapirnnga - Compara~;iio Estatistica entre os Resultados dos 
Modelos de RNA e SMAP 
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5.6.1.4 Bacia do Rio Guapore 
Tabela 5.18 - Bacia do Rio Guapore - Validaciio RNA e §MAP: Vazao Media, Desv:io 
Padrao, Correla~;io e V ariancia 
Tabela 5.19- Bacia do Rio Guapore- Valores Calculados dos Criterios AIC e BIC as 
Topologias de RNA e o Modelos §MAP 
Capitulo V- Estudo de Caso 182 
Tabela 5.20 - Bacia do Rio Guapore - Companu;iio Estatistica entre os Resultados dos 
Modelos de RNA e SMAP 
5.6.2 Avaliariio Estatistica dos Resultados 
Tendo como elementos de an:ilise os parilmetros numericos estatisticos (media aritmetica, 
o desvio padriio, a correlayiio linear e a variilncia) registrados nas Tabelas 5.9; 5.12; 5.15 e 5.18 e 
os criterios de informav5es quanta a parcim6nia do modelo (AIC e BIC)' nas Tabelas 5.10; 5.13; 
5.16 e 5.19 os resultados encontrados no processo de simulaviio das respectivas bacias, 
considerando cada configuraviio dos modelos RNA's e SMAPm, seriio analisados a luz desses 
elementos estatfsticos. 
A sele91io das configura<;:oes dos modelos passiveis de otimalidade corresponde aquele 
com melhor valor dos pariimetros estatisticos que medem a variabilidade da variavel - desvio 
padrao e variilncia e ao melhor valor de AIC e de BIC. Nota-se que neste tipo de julgamento, 
dependendo da finalidade de aplica~;ao4 do modelo a tomada de decisiio sobre a escolha da melhor 
3 0 valor minimo foi atendido para os cerui.rios marcados }X)r urn asterisco (*). 
4 Const:u9fio de umreservatfn-iode regulariza~o de vazOes: parfunetro numericopara semedir a variabilidade. 
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estrutura de modelo, com base nos parametres estatisticos e os criterios de parcimonia, sugere-se 
que seja submetida a metodos multicriteriais de ajuda a decisao (multiple criteria decision aid-
MCDA), baseados nos risco pertinentes a cada caso de estndo (OSSENBRUGGEN,1994; 
GASSNER E ROY, 1992). Neste estudo, nao abordaremos este procedimento. 
Ana!i.sando, segundo as medidas estatisticas e a parcimonia, os candidates referentes a 
cada bacia sao: 
411 Bacia do Rio Itapetininga: A serie apresentou pequenos desvios e variilncia em relac;:ao a 
media, com boa correlavao entre as vazoes. as topologias (2,3,1) e (2,7,1) do Caso4, 
foram as que apresentaram pior correlas;ao. Quanto a parcimOnia, o Casol - RNA(1,3,1); 
Caso2 - RNA(1,3,1); Caso3 - Rt\!A(2,3,l); Caso4, - RNA(2,3,1) e finalmente SMAPm -
va!ida.;ao2 (SMAPvl), foram os que obtiveram melhor resultados. 
e Bacia do Rio das Almas: No procedimento de validac;:ao os valores des parametres 
estatisticos foram os melhores des ensaios do estndo de caso, observando que a correlaviio 
registrou valor acima de 0,8, com excevao do da topologia (1,3,l)do Case 1 e (2,7,1) do Case 
4. Com relac;:ao a avalia9iio da parcimonia des modelos, o Casol - RNA(1,3,1); Caso2 -
RNA(l,3,1); Caso3 - RNA(2,3,1); Caso4, - RNA(2,3,1) e finalmente SMAPm -
validac;:ao 1 (SMAPvl) apresentaram menores resultados. 
e Bacia do Rio Guarnpiranga: A variabiliclade das series bidrol6gicas nao se apresentou 
acentuada; apenas a situac;:ao simulada SMAPvl indicou baixa correlayao. Foram selecionados 
Casol - RNA(l,7,1); Caso2 - RNA(l,7,1); Caso3 - RNA(2,7,1) e finalmente SMAPm -
validac;:ao2 (SMAPv2) , por terem os valores des criterios AlC e BIC menores. 
e Bacia do Rio Guapore: Os elementos estatisticos considerados nesta avalia9ao registram que 
a simulavao apresentou uma boa proximidade entre os valores e quanto a parcimonia, para o 
modele RNA's, as topologias com sete neuronios na camada intermediilria, para todos os 
cases, foram as selecionadas e, SMAPvl. 
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De maneira a avaliar o desempenho das duas concep<;6es diferentes de modelos (RNA's e 
SMAPm), foram aplicados metodos estatisticos de aruillse dos residuos para os periodos de 
calibra<;ao e valida<;ao, sendo os resultados obtidos apresentados uas Tabelll 5.11, Tabelll 5.14 , 
Tabela 5.17 e Tabelll5.20. 
Para cada bacia simulada, em rela<;ao as medidas estatisticas RMSE, %MF, e 
CORR, a avaliavao e a segulnte: 
e Bacia do Rio Itapetininga: modelo de RNA(2,7,1) - Caso3, seguido pelo RNA(l,7,1) -
Caso2, tendem a ter melhores valores na fuse da calibrayao do que na fuse de validayao, em 
rela<;ao aos demais. A topo!ogia Rt"'A(2,7,1) do Caso3 mostra-se tambem melhor na 
calibrayao que o SMAP. Em geral, o modelo de redes RNA tern melhor desempenho nesta 
medida estatistica (RMSE); os resultados da medida estatistica %VE denotam que a maioria 
das estruturas dos modelos validados estao superestimadas (valores positivos acima de zero 
indicam superestima<;ao) e uas series cahbradas, com erros percentnais em volume 
aproximadamente iguals a zero, evidencia-se superioridade do modelo de redes sobre o 
SMAPm Durante a calibra<;ao a medida estatistica %MF, ( corresponde a urn erro no 
escoamento rrulximo (pico) dos registros de dados) indica que o modelo SMAPm apresenta 
uma boa representa<;iio da vaziio de pico na calibra<;iio 3. Enqnanto que nos demais modelos 
esta representa<;iio e bastante satisfutoria, excetuando-se o Caso4. Com rela<;iio a Ultima 
medida de compara<;iio estatistica selecionada entre os modelos, os coeficientes de correla<;iio 
entre valores observados e calculados (CORR) indicam que os cahbrados movem-se muito 
mais pr6ximos do que os dados validados nos modelos de RNA. E pertinente observar que, 
nos caso de RNA - Casol e Caso4, a topologia RNA(l,5,1) - Casol, foi visivelmente 
superior uas avalia<;6es estatisticas do que a do outro caso. A vantagem do modelo de redes 
(RNA) sobre o SMAP se revela em tres das quatro estatisticas durante as 12 simula<;Oes 
estudadas para a fuse de calibra9iio e, no processo de validac;;ao, ocorre o contrario. Com base 
na avaliac;;ao dessas estaristicas merece destaque, pelos melhores resultados, a topologia 
RNA(2,7,1) do Caso3 e SMAP2. 
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• Bacia do Rio das Almas: Na solu9iio de RMSE, no geral, apresentou valores bern baixo, o 
indica uma otima varia;;ao residual, principalmente na cah"bra;;ao dos casos de RNA's. 
Particularmente, a topologia RNA(2,7,1) apresentou otimo resultado. 0 erro percentual de 
volume avaliado (%VE) denotou que nos caso relatives a cahbra.;;ao do RNA's os resultados 
,v,am pr6ximos a zero, apenas ocorrendo uma subestirna<;:ao em todos os casos validados, 
tambem para o SMA.Pm. 0 erro entre as vazoes de pico (%l'v!F) foram bern pequenos para os 
casos de RNA's, exceto a sobrestima<;ao na topologia de valida<;ao do Caso2 RNA(1,5,l) e a 
subestima<;:ao na valida<;ao das topologia do Casol RNA(1,5,1) e Caso4 RNA(2,7,1). 
Excelente correla<;ao linear e associada aos dados dos mode!os RNA(2, 7,1) Caso3 - calibra<;:ao 
- e valida<;ao do SMAPL Na avalia<;ao geral desse estudo estatistico verifica-se que o modelo 
RNA's e superior ao SMAPm na calibra<;ao dos dados, porem a situa<;ao se inverte na 
valida<;ao do modelo. As con:figura<;oes que se destacaram no conjunto das medias estatisticas 
foram a topologia RNA(2,7,1) do Caso3 e SMAPL 
e Bacia do Rio Guarapiranga: 0 erro padriio de estimativa (RMSE) atingiu seu valor 6timo 
para os casos calibrados do modelo RNA's, nao desconsiderando os demais resultados dos 
outros casos simulados. Quanto ao erro percentual da vazao mixima (%l'v!F) permanecem os 
melhores resultados para os casos calibrados no modelo RNA's, destacando-se a topologia 
RNA(1,7,1) Caso2. Durante a valida<;ao, o termo estatistico %l'v!F apresenta valores mais 
baixos que na cah"brayao, porem, em ambos os casos, com percentuais, em media, acima de 
50%. A correla<;:ao linear e positiva e acima de 60%, em todos os casos, confirmando a 
associa<;:ao dos grandes valores de urn conjunto aos de outro. Comparando os resultados das 
medidas estatisticas avaliadas, o modelo RNA's obteve maior proveito do que o modelo 
SMAP. Dentre as 8 estatisticas em 6 o modelo RNA's obteve melhor resultados que o 
SMAPm (RNA's -7 4 para calibra<;:ao e 2 para valida<;:ao, SMAPm -7 2 para a cah"brao;;ao). As 
melhores con:figura<;:oes ficarampara a topologia RNA(1,7,1) do Caso3 e SMAPv2. 
• Bacia do Rio Guapore: 0 valores da varifulcia residual do erro padrao de estimativa oscilou 
entre 12,5% a 0,05% na simula<;:ao dos dois modelos, valor este considerado com 6tima 
aproxima<;:ao entre os valores. A subestima<;:iio ocorreu na grande maioria dos caso simulados-
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calibrados e simulados em relaviio a medida estatistica % VE, embora os melhores resultados 
sejam referentes a topologia RNA(2,7,l) do Caso3. 0 mesmo ocorreu com os resultados do 
erro %MF, prindpalmente para todos os casos do modelo de RNA's, embora a simulavao 
SMAPvl tenha registrado um valor proximo a zero. A melhor correlaviio foi destacada 
tambem para a simula9ao SMAPvL Os melhores resultados, no geral, 
topologia RNA(2,10,1) do Caso3 e SMAPvL 
5.5.3 Sintese da Avalia!§iO dos Resultedos 
encontrados na 
A analise anterior pennitiu compar:rr o desempenho dos modelos sob diferentes medidas 
estatisticas. Nao obstante, cabe passar ao engenheiro que trabalha com a previsao de vazoes como 
ferramenta para tomada de deciaao, uma sintese comparativa sobre o desempenho dos modelos, 
especialmente na fuse de validavi'io. Para tanto, cabe considerar ainda um criterio ni'io tratado 
anteriormente, porem que fuz parte da rotina do hldrologo que trabalha com simulao;:ao de 
processes chuva-vazao: a inspevao visual Mesmo que de uma forma nao sistematizada 
rigidamente, os elementos seguintes serao observados na comparavi'io dos hidrogramas ( ca!culado 
x observado): 
a) Grau de aderenda entre as vazoes ca!culadas e as observadas (no gera!); 
b) Reproduo;:ao das vazoes de pico; 
c) Reproduo;:ao dos volumes (estimados visualmente pela area sob as curvas); 
d) Capacidade de as vazoes ca!culadas pelo modelo "acompanharem" o hidrograma 
observado (mesmo que com atraso ou adiantamento, observar se o movimento de subida 
ou descida e homo logo no modelo e no hidrograma observado ). 
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E 6bvio que a avalia<;:ao de todos esses aspectos contem uma parcela de subjetividade, 
fruto da experiencia do hidr6logo que fuz a aruilise e tambem, fruto da prioridade do aspecto (ex. 
pico do hidrograma, volume sob a curva, etc.) que se julga mais relevante reproduzir. No entanto, 
em boa parte das sirnulavoes haven'! consenso entre os hidr6logos analistas sobre o(s) melhor(es) 
resultados, principalmente se os criterios e o objetivo predominante forem pre-estabelecidos. A 
titulo ilustrativo e com base nos criterios listados previamente, apresenta-se na Tabela 5.21 a 
hierarquia sobre o desempenho dos modelos (do melhor para o pior) sob inspe91io visual, nao 
sendo considerado nenhum criteria como preponderante. 
Tabela 5.21 - Hiernrqnia de Melhores Resmtados dos Modeios em Cada Bacia Segundo 
Inspe-,:iio Visual- Etapa de V alida~;ao 
Finalmente, considerando criterios estatisticos e a inspeyao visual, sao mostradas na 
Tabela 5.22 as hlerarquias dos dois modelos com melhores resultados na etapa de validav1io em 
cada bacia, a qual representa uma sintese dos resultados anteriores. Embora os criterios nao sejam 
totalmente independentes entre si (ex. proximidade das vazoes medias e similar a % VE), diversas 
consideravoes decorrem da aniillse comparativa feita nessa tabela, conforrne comentado adiante. 
Nao h:i em qualquer das bacias estudadas urn modelo em particular que se posicione na I a 
co locav1io da hierarquia para todos os criterios. Nem mesmo relaxando a exigencia de 1 a 
colocaviio estrita para uma condi91io de "I" ou 2a coloca<;:1io" n1io h:i modelo algum que consiga 
estar nesta condio;;ao (relaxada) para todos os criterios. Tal observa<;:ao confirma estudos anteriores 
em que recomendav5es sao feitas para nunca decidir sobre a escolha de urn modelo baseando-se 
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em apenas urn criteria. Apenas a titulo ilustrativo, basta observar a Figura 5.13 que apresenta o 
Caso 4 - RNA(2,3, 1 ), o qual, segundo o criteria de infonnas;ao de Akaike teria sido o melhor 
modelo para a bacia do rio Itapetininga (ver Tabela 5.22). No entanto, a observas;ao da Figura 
5.13, comparada aos resultados do Caso 1, Caso 2 e Caso 3 (Figuras 5. 7, 5.9 e 5.11, 
respectivamente) sistematizada confonne os criterios da inspes;ao visual (Tabela 5.21 ), revela que 
esse modelo figuraria na 4a coloca<;ao. 
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Tabela 5.22 - Duplas de Modelos com Melhores Desempenhos em cada Bacia, Segundo Avalia~iio de cada Criterio (Periodo de 
V alida~iio) 
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A observa~ao da Tabela 5.21 revela que os modelos de baixo conteudo de informa.;ao 
fisica so bre o processo de transforma~tao chuva-vazao ( Caso 1 e Caso 4) raramente figuram entre 
a dupla de modelos com melhores desempenhos, segundo qualquer dos criterios (apenas o Caso 1 
aparece mais freqiientemente na bacia do rio Guarapiranga). Por exemplo, o ganho de informa<;ao 
produzido pelo conhecimento sobre a maneira de estimar a precipita<;ao media na bacia por 
Thiessen (considerada no Caso 1 - RNA(1,3,1)) em rela9i'io ao calculo direto com base nas 
precipita9oes dos diversos postos ( considerada no Caso 4- RNA (2,3,1)) se traduziu no aurnento 
do coeficiente de correla<;i'io entre valores calculados e observados que passou de 0.55 (Caso 4 -
RNA(2,3,1), Tabela 5.9) para 0.73 (Caso 1- RNA(1,3,l), Tabela 5.9). 
A partir das informa96es da Tabela 5.21 foi feito urn estudo de freqiii~ncia, contabilizando 
0 nfunero de criterios segundo OS quais 0 modelo figura na "1 a ou za coloca9i'iO". Desta forma 
construiu-se a Tabela 5.22, onde se mostram os resultados e os dois melhores modelos em cada 
bacia, entendendo por "melhor(es)" aquele(s) que satisfuz(em) urn maior nfunero de criterios. 
Nesta tabula9i'io de resultados verifica-se uma maior dispersao dos modelos em rela<;ao a uma 
possivel identifica<;i'io de urn melhor modelo no caso da bacia do rio Guarapiranga. Nos demais 
casos a predomiru'lncia e mais nitida, mantendo a tendencia ja apontada previamente quanto aos 
melhores resultados sendo conseguidos nos modelos com maior conteudo de informa<;ao sobre os 
processes fisicos do ciclo hidrologico. 
Capitulo V - Estudo de Caso 191 
Tabela 5.23 - Modelos de Melli or Desempenbo para Cada Bacia - Etapa de Valida~iio 
Caso 3 -RNA (2,7,1) 7 Caso3 -RNA(2,7,l) 
llio das Almas SMAP 6 SMAP 
(495 Knl) Caso 2 -RNA (1,3,1) 2 
Caso 2 -RNA (1,7,1) 1 
Caso 2-RNA (1,7,1) 5 Caso 2- RNA (1,7,1) 
llio Guapore Caso 3 -RNA (2,7,1) 5 
(2504Km2 ) Caso 1-RNA (1,7,1) 3 Caso 3- RNA (2,7,1) 
SMAP 2 
E ainda interessante explorar possiveis respostas a questao formulada na definivao de 
objetivos desse trabalho de pesquisa sobre as situav6es, dentre as bacias estudadas, em que a 
tecnica de previsao com as RNA's puras (sem combina91io com SMAP) oferecem melhores 
resultados, Foi mencionado o relato da literatura segundo o qual o desempenho das RNA seria 
melhor do que outras tecnicas preditivas para situa96es em que predominavam efeitos de natureza 
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nao linear no equacionamento dos fenomenos. Assim, na Tabela 5.24 sao comparados os valores 
da raiz quadrada da variancia dos residuos (RMSE) como indicador da qualidade preditiva, para 
as diversas bacias, para o Caso 1 (RNA pura, sem qualquer combinaviio com o SMAP). Como o 
RMSE e urna variiivel que tern dimensao de vazao (m3/s), faz-se necessaria urna 
adimensionalizac;ao para poder comparar bacias distintas, o que e indicado pela variiivel RMSEa 
(igual a RMSE dividido pela vaziio media calculada no periodo ). A Ultima co luna dessa tabela 
indica a vazao de pico pela respectiva vazao de base (no inicio da ascensiio) sendo tornados os 
valores do hist6rico da cheia mais preponderante (trecho de validac;ao). 
Tabela 5.24 - Compara4;ao dos RMSE de modelos RNA - Casol para Diferentes Badas 
(Fase de Valida4;iio) 
Os resultados da Tabela 5.24 fomecem as primeiras evidencias de confumac;ao da hip6tese 
de desempenho melhor dos modelos de RNA em situac;oes de maior freqiiencia de niio-
linearidades do fenomeno subjacente a formac;ao das hidr6gra:fus. Em termos adimensionais, OS 
menores valores de RMSEa sao encontrados nas bacias onde e menor a proporc;ao Qpico/Qbase, 
uma vez que o escoamento biisico nestas situac;oes, se processa com magnitude relativa maior 
(comparado a outras bacias) e, que portanto, nestas situac;oes seriio maiores os efeitos de natureza 
niio linear. E claro que a generalidade destas indicac;5es carece de estudos adicionais. 
A magnitude dos valores de resfduos (RMSEa) obtidos nesse estudo, mesmo para o Caso 
1, se equipara ou e inferior aos valores obtidos por HSU et a!. (1995) com o uso de RNA para a 
bacia do Leaf river (1.949 Km2, Collins, Mississipi) na etapa de validaviio. Porem, no Caso 1, os 
valores de %VE sao bastante superiores aos encontrados por HSU eta!. (1995) e ligeiramente 
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superiores para o criterio %MF. Cabe ressaltar que a metodologia empregada por esses autores foi 
diferente (backpropagation) e ainda, a simulaviio foi feita em intervalo diano. 
Embora com metodologia distint~ o estudo aqui empreendido tambem collfirma, de certa 
forma, a necessidade encontrada por e ELI (1995) ao utilizar algoritmc de R.NA na 
representayao chuva-vaziio, quanto a sensivel melhoria dos resuitados da ptevisiio se as 
informav5es de entrada e/ou saida dos dados observados forem submetidas a alguma depura<;:ao 
(filtragem) associada aos processos fisicos subjacentes ao fenomeno, antes de serem submetidos a 
modelagem pela RNA. No estudo de SMITH e ELI (1995) a melhoria foi obtida pela formulaviio 
de uma hlp6tese quanto a representaviio da hldr6grafu de saida atraves de uma serie de Fourier, 
sendo o modelo de se prestava a previsiio dos pariimetros da sene de Fouriet ao 
inves das vazoes diretamente. 
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CAPITULO VI 
CONCLUSOES E RECOMENDACOES 
6.1 Condusoes 
0 estudo de redes neurais artificias (RNA's) nesse trabalho teve como objetivo a busca de 
urna representas;ao da relas;ao chuva-vazao em bacias hidrograficas, em intervalo de discretiza<;;ao 
mensa!. A motivas;ao para o desenvolvimento da pesquisa se deu inicialmente com base nas 
vantagens da tecnica de RNA relatadas na literatura, em especial, em virtude da calibrao;;ao 
autorruitica dos parametros, da maior eficiencia na representas;ao de processos em que estavam 
presentes relao;;oes nao-lineares e da exigencia de menor extensao da serie hlst6rica. Tais 
vantagens seriam muito relevantes na modelagem de sistemas hidrol6gicos, em especial, na 
rela<;;ao chuva-vazao. 
0 modelo de redes neurais proposto tomou, dentre as varias arquiteturas de redes do tipo 
perceptron de multiplas camadas (MLP- multilayer perceptron), topologias que apresentassem a 
melhor performance durante o treinamento e a valida<;;ao, ambos supervisionados- por exemplo, 
o menor erro quadratico entre os dados observados e calculados. Os algoritmos aplicados no 
treinamento dessas redes tambem tiveram urn papel importante na obten<;;ao das melhores 
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respostas na simula<;:ao - por exernplo, deterrnina<;:iio de rninirnos global e rnaior velocidade de 
processamento - com base na func;ao de ativa<;:iio que desernpenhou maior eficiencia aplicada a 
redes - algoritrnos do tipo backpropagation (metodos convencionais) e algoritmos 
de segunda ordern (rnetodo do gradiente conjugado escalonado, metoda Quasi-Newton, metoda 
de Newton e outros). 
Optou-se para o estudo de caso por redes MLP corn topologias tipo tres camadas, com 
algoritrno de treinamento utilizando o metodo de gradiente escalonado, devido a grande 
capacidade de generaliza<;:iio e velocidade de processamento e tambern ao reduzido valor do 
residua das difuren<;:as entre valores observados nas esta<;:5es fluviometticos e os calculados pela 
RNA's na fuse de calibra<;il.o (aprendizado da rede). 
0 esfor<;:o empreendido na fase de desenvolvimento do mode!o de RN~ com todas as 
variantes explorat6rias ( esco!ba do algoritrno mais eficiente, formula<;:il.o da estrutura em tres 
carnadas, esco!ba da funyao de ativayao, obten<;ao das melhores topologias, etc.) permite apontar 
uma primeira conclusao sabre urn dos aspectos cogitados no inicio do trabalho, quanto a pretensa 
vantagem das RNA em virtude da calibra<;ao autornatica dos parfunetros. Com as devidas 
ressalvas face ao carater explorat6rio inicial desse trabalho, nao se evidenciam vantagens das 
RNA, em termos de fucilidade de calibra<;iio e possibilidade de uso por pessoal de menor 
capacitaviio, em rela<;ao a outras tecnicas de sirnu!ao;:ao do processo chuva-vazao. Em outras 
palavras, evita-se a "heuristica da calibrao;:iio dos pariimetros" dos modelos conceituais chuva-
vazao em favor da "heuristica" da estrutura<;iio do modelo de RNA. 
Urn aspecto que irnpediu urn rnaior nfunero de casos sendo estudados foi a limitao;:ao 
quanto a obtenc;:ao de bacias com informa<;:oes hidrol6gicas completas, conforme seria requerido 
pelos estudos. A extensao da serie hist6rica das variaveis - evaporao;:ao, chuva e vazao - que 
alimenta os modelos, foi urn dos fatores limitantes na escolha das bacias, urna vez que, em 
algumas regioes, a quantidade das informao;:oes disponiveis hidrometeor6logicas e bastante 
esparsa e apresentam densidade de esta<;oes (fluviometticas, pluviometricas e evaporimetricas) 
muito baixas. 
Este fato demandou tempo de investigao;:ao, principalmente quando urn dos criterios de 
sele<;ao das bacias seria aquelas que tivessern series extensas e com dados consistidos; 
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caracteristicas fisicas e tamanhos diferentes e que estivessem localizadas em regioes distintas, 
para que fossem testadas diversas situayoes, podendo assim, ser proposta generalizavao sobre as 
conclusoes que se obteve. Estas dificuldades !imitararn, em parte, o teste do modelo quanto as 
diversificayiio das localizayoes e caracteristicas de bacias. Portanto, na sele.;ao das bacias, 
procurou-se estabelecer o criterio da existencia de uma serie de extensao minima de 4 anos, com 
dados consistidos e area de drenagem superior a 300 Km2• Foram selecionadas as bacias 
hidrograficas dos rios Itapetininga, das Almas, Guarapiranga e Guapore, as tres primeiras 
localizadas no estado de Sao Paulo, na regiiio Sudeste e a Ultima no estado de Mato Grosso, na 
regiao Centro-Oeste do Brasil. 
Ap6s uma serie de treinarnentos da variando-se a topologia, observou-se que a 
performance do modelo para series hidrol6gicas multo pequenas, nos primeiros intervalos 
temporais niio apresentam boa aderenda dos dados. Isto decorre porque a RNA, para os 
primeiros pares de treinamentos, niio ajusta bern, pois o processo de aprendizagem ocorre apos 
urn certo tempo- "tempo de aquecimento do modelo", levando a resultados iniciais com alguns 
erros mais significativos. No entanto, o aspecto "extensiio da serie" niio foi objeto de investigaviio 
o bastante para concluir sobre eventuais vantagens ou desvantagens da RNA em terrnos de 
desempenho, sobre outras tecnicas. 
Considerando um conjunto de criterios de aruilise, verifica-se, por comparas;ao dos 
resultados, que o modelo SMAP e os modelos de RNA, que utilizam variitveis derivadas do 
SMAP (denominados Caso 2 e Caso 3), sao o que fornecem melhor desernpenho. Tais resultados 
evidenciam a importil.ncia da utilizai(ao do conhecimento e da correta forrnulaviio sobre os 
processes fisicos que intervem na transforrnaviio chuva-vazao e a respectiva incorporai(iiO deles 
nos modelos. Mesmo uma tecnica robusta de extra;;:iio de inforrnaviio contida nos dados, como e a 
RNA, niio prescinde desse tipo de conhecimento. Por outro !ado, a combinai(ao de alguma 
inforrnao;ao sobre o processo, como feito atraves do SMAP nesse trabalbo, ou, atraves do uso das 
series de Fourier em SMITH e ELI (1995) mais o uso da RNA, podem resultar ganbos 
substanciais na qualidade da modelagem, como se mostraram as duplas de melhores modelos em 
cada bacia (Tabela 5.23, em que os modelos combinadas figuram como melhores em 06 
ocorrencias em urn total de 08). Hi indicl!¥5es preliminares que estes ganhos sejam mais 
significativos em bacias em que sejam mais expressivas as rela96es niio lineares do processo 
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chuva-vazao (maior area de drenagem, maior propon;:ao do escoamento basico, mais transla.;:ao 
das ondas, etc.). 
6.2 Recomenda~oes 
A pesquisa revela uma perspectiva promlssora da tecnica de redes neurais artificiais para a 
modelagem da transfonna<;:iio chuva-vazao em bacias hidrograficas. Recomenda-se: 
" A continuidade da pesquisa e a inclusao de investigayao sobre o desempenho da tecnica 
em bacias de diferentes grandezas e regi6es, procurando identificar sob que situav6es os 
resultados da tecnica de redes neurais artificias sao quslidade, em vista de sua 
capacidade para incorporar a complexa rela<;:ao chuva-vazao dos processos hidrologicos; 
• A utiliza<;:ao de outros algoritmos de treinamentos de RNA's e a verifica<;ao da 
eficiencia do modelo aplicado as bacias hidrograficas sugeridas previamente; 
" Estudos de tecnicas que apresentem maior eficiencia de parti<;ao do conjunto amostral 
em treinamento, valida<;ao e teste, garantindo a capacidade de generaliza<;iio da rede; 
" Orientar a RNA para incorporaviio dos processos fisicos; 
•Utilizar outros modelos para a compara<;ao, bern como, aplicar series dimas e, 
•Simular o modelo para dividindo a serie historica em seguimentos considerando o 
periodo seco e periodo fu:nido. 
ANEXOA 
Anexo A- Programa Teste.m em Ambiente MATlAB© 
% Este programa calcul.a os parimetros sat, pes, crec para seretn substituidos 






clear all;format oompact;format long; 
ind = 1; 
load guareva.dat; % Carrega arquivo de dados de evaporayiio 
ep=guareva; 
load guarpre.dat;% Carrega arqnivo de dados de precipitayiio 
[m,n] ~ me(guarpre); 
p=guarpre(:,2:n);% elimina a coluna de anos (primeira coluna) 
load guarvaz.dat; % Carrega arquivo de dados de vazSo 
[m,n) = size(guarvaz); 
qdes=guarvaz(:,2:n);% elimina a coluna de anos (primei::ra coluna) 
med"" l.Oe+lO; 
na = 40;ad ""63l;tuin = 55;t05 = 3;ebin = 29;ecof: l;pcof= 1; 
disc = 1 0; o/o!ntervalo de discretizagio dos parfunetros 
tuin = tuinJ 1 00; % teor de umidade inicial 
o/oEntrar com valores limites superior e inferior para sat, pes, e crec 
satmax = 4000;satmin = 500; 
pesmax = 9;pesm.in = 1.4; 
crecmax = 40;crecmin = 0.2; 
for sat= satmin:((satmax..satmin)/(disc-l)):satmax, 
for pes = pesmin:((pesmax:-pesmin)/(disc-1 )):pesmax, 
for crec = crecmin:((crecmax-crecmin)/{disc-1 )):crecmax, 
%-------------------
% Ajuste de Unidades 
%--------------------· 
crec "" crec!l 00; % coeficiente de recarga 
k""' .5"'(1/105)~% coeficiente de recess8o 
% -----·---~---~-·---~-~--------~ 
% Inicializayao (lnstante 1) 
% -----------
rsolo ""tuin * sat; % rsoio cor:responde a rsolo(i) 











prm = p(y,m) * pcof;% ajusta ch.uva media na bacia 
epm = ep(m)*ecof;% ajusta evaporagiio media na bacia 
tu = rsolo!sat; o/oealcula teor de umidade 
dsol = .5*(prm- prm*(tu"'pes)- epm*tu~rsolo*crec*(tu"'4)); 
tu = (tsolo + dsol)/sat; 
iftu > 1, %testa teor de umidade 
tu = 1; 




% Oilculo das fungOes de transferincia 
O,<Q ---------~--------------------------
es(y,m) = prm *(tu"'pes); % calcula escoamento superficial 
er = epm*tu; % calcula evaporayao :real 
rec = (rsolo*crec)*(tu/\4);% calcula :recarga 
%---------------------
% Oilculo da variilivel de saida atualizada 
o/o---------------------------
n;olop(y,m) = rsolo+prm-es(y,m)-er-rec;% atualiza reservatOrio solo 
% Corresponde rsolo(i+ 1) 
if rsolo > sat, 
er--es(y,m)+rsolop(y,m)-sat;% atualiza valor do esooa superficial 
rsolop(y,.m) = sat; % at.ualiza valor do rsolo 
elseif rsolo < 0, 
rsolop(y,m:ro; 
ond 
rsolo = rsolop(y,m); 
0/o ---------------
% C&culo da funyiio de transferincia 
%--~-----~-----------~-----
eb(y,m) =rsub * (1-k);% calcula esooamento bSsioo 
%-----------------------
% Gilculo da variavel de estado atualizada 
%-----------------~------
rsubp(y,m) = rsub- eb(y,m) + rec;% atualizares.. subt. 
%rsub corresponde r(i+l) 
rsub =rsubp(y,m); 
q(y,m) = ((es(y,m) + eb(y,m)) *ad)! 2630; 0/o calcula vazOes 
if norma( q-qdes) < med, 
satdef = sat; 





rsolopdef = rsolop; 
rsubpdef = rsubp; 
med = norma( q~qdes ); 
meddef = med; 
dist(ind) = med;ind = ind+l; 






0/oSave caso2 es eb; 
o/oS&Ve csso3 rsolop rsubp; 
0/oSaVe vazao q; 




Anexo B- Programa teste12.m 
o/~e programa cslcu.la vazOO ( qdesdef), volumes dos reserv&Orios (roolodef e rsubdef) 
%e vazOes dos escoamentos (ebdef e esdef), 





clear all;format compact;format long; 
ind= 1; 
load guareva.dat; %Salva arquivos de entrada para o modelo Caso3 
ep=guareva; 
load guarpre.dat;% Carrega arquivo de dados de preoipitayiio 
[m,n] = size(guarpre); 
p=guarpre(:,2:n);% elimina a coluna de anos (primeira coluna) 
load guarvaz.dat; % Carrega arquivo de dados de vazao 
[m,n] = .ize(gwuvaz); 
qdes=guarvaz(:,2:n);% eiimina a coluna de anos (primeira ooluna) 
med= l.Oe+lO; 
%Entrarcom niunero de anos da sene (na); area (ad); teor de umidade inicial 
% (tuin), escoamneto bSsico inicial (ebin); coeficiente de ajuste da chuva media 
% na bacia (pcof); ooe:ficiente da evapora9io media da bacia ( ecof) 
na = 40;ad = 63l;tuin = 58;t05 ""'2;eb:in = 2.9;ecof= l;pcof= l; 
disc= 10;% intervalo de discretiza9io 
tuin = tuin/100; %teor de umidade inicial 
satmax = 4000;satmin = 500; 
pesmax = 9;pesmin ""' 1.4; 
creemax = 40;crecmin = 0.2; 
% Entrar com os valores de sst, pes e crec calculados no programs teste.m 
for sat= 2820:((satmax-satmin)J(disc-1)):2820, 
for pes = 28,((peomox·pesmin)l(disc-1)),28, 
for crec ""9.4:((crecmax-crecmin)J( disc-1)):9.4, 
%------------~--------
% Ajuste de Unidades 
%------------~---------------
crec ""' crec/1 00; % coeficiente de recarga 
k =- .5"(1/t05);% coeficien:te de recessiio 
%----
% Inicializayio (lnstanJ:e 1) 
%-------------------
rsolo ""'tuin * sat; % rsolo corresponde a rsolo(i) 




% Correyio de V alores 
% 
soma ""'0; 
for y-1 :na, % loop anual 
end 
for m;1:12, %loop mensal 
end 
pnn = p(y,m) * poof;% ajusta chuva media na bacia 
epm = ep(m)*ecof;% ajusta evapor8if8o media na bacia 
tu = rsolo!sa.t; % calcula teor de umidade 
% Amalizayao pivia do teor de umidade 
dsol = .5*{prm ~ prm*(tu'"'pes)- epm*tu-rsolo*crec*(tuA4)); 
tu = (rsolo + dsol)/sat; 
iftu > 1, %testa teor de umidade 
tu = 1; 




% Ctilculo das fungOes de transfezincia 
% ----------------~-------
es(y,m) = pnn *(tu')>es); % calcula escoamento superficial 
er"" epm*tu; % calcula evaporaQio real 
rec = (rsolo*crec)*(tu"4);% calcuia :recarga 
%-----------------------------
% C8.1culo da varilivel de saida atualizada 
%--------------------------
rsolop(y,.m) = rsolo+prm-es(y,m)-er-rec;% atualiza -reservat6rio solo 
% Corresponde rsolo(i+ 1) 
if rsolo > sat, 
er--es(y ,m)+rsolop(y,m)-sat;% atualiza valor do escoa. superficial 
rsolop(y,m) =sat;% atualiza valor do rsolo 
elseif rsolo < 0, 




% CaJculo da fun9Ro de transferertcia Ofo __ m ___________________________ _ 
eb(y,m) =rsub * (1-k);% calcula escoamento bSsico 
%----
% Cilculo da variavel de estado atuaiizada 
%----
rsubp(y,m) = rsub- eb(y,m) + rec;% atualizares. subt. 
% rsub corresponde r(i+ 1) 
rsub = rsubp(y,m); 
q(y,m) = ((es(y,m) + eb(y,m)) *ad) /2630; %calcula vazOes 
if norma( q-qdes) < med,. 
satdef= sat; 
pesdef =pes; 





rsoiopdef = rsolop; 
rsubpdef = rsubp; 
med "'norma(q-qdes); 







dist(ind) = med;ind = ind+l; 
disp{[sat pes crec med_j); 
save caso2 es eb; 0/o Salva vazOes dos escoamentos superficiais e blisicos 
save caso2 ~ascii es eb; 
save soma2 esc; % Saiva arquivos de entrada pam o modelo Caso2 
save soma2 ·ascii esc; 
o/oSave caso3 rsolop rsubp; % Salva arquivos de entrada juntos para o modelo Caso3 
%save caso3 ~ascii rsoiop rsubp; 
save solo rsolop; %Salva arquivos de entrada separados para o modele Caso3 
save sub rsubp; 
save solo ·ascii rsolop;% Salva arquivos de entrada separados para o modele Caso3 
save sub ·ascii rsubp; 
save vazao q; % salva arquivos das vazOes para comparayio 
save vazao ·ascii q; 
save param. satdef pesdef creede£ qdef esdef ebdef rsolopdef rsubpdef rsubp meddef; 




Anexo C - Programa Normali:z.m 
% Prog:rsma Normaliz.m 
% Pre-processamneto da rede neural artificial 
% Este programa normaliz.a os dados de entrada para a rede neural artificial 
%no intervale de [-1,1] 
0/oCasol 
%Bacia do rio Guarapiranga (SP) 
% Periodo 191011950 
%09/02/99 
clear all;format compact;format long; 
load guarvaz.dat; o/oearrega. arquivo das vazOes mensais 
[m,n] = size(guarvaz); % m e' o numero de linhas; n e' o numero de colunas 
guarvaz = guarvaz(:,2:n);% elimina a coluna de anos (primeira coluna) 
n ""n-1; 
vazao = reshape(guarvaz' ,m *n.l ); % toma prim.eiro o transposto de arquivo 







load guarpre.dat; o/ocarrega arquivo das precipit89Qes mensais 
[m.n] = size(gumpre); %me' o numerode linbas; n e' onumerode colunas 
guarpre= guarpre(:,2n);% elimina a coluna de anos (primeira coluna) 
n=n-1; 
preci = reshape(gnarpre',m*n, 1); % toma primeiro o tmnsposto de arquivo e 






X_ norm=m _ norm.a+{Y ·m )/Ovf-m )*(1vi _ nonna·m _norma); 
% sao 40 anos de dsdos: 30 para calibray&o e 10 para vali&u;ao 
% Separayao das series hid:rol6gicas 
% Vetor de dados para treinamento da rede ( calibrat;OO): arquivo mol.let.m 
X""X nonn(l :360); %le os 360 primeiros dados do vetor coluna X norm (1X48 ~ 3anos treino) 
S=s_-;.orm(1:360); o/o<Sos360 primeiros dados do vetorcoluna S_nn (lX4S) 
save trei.no -ascii X S; 
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save dados X S; 
%Vetor de dados para teste (valida9ao): arquivo testarn.m 
X=X_norm(361:480); %16 os 120 U.ltimos dados do vetor colma X_norm (1X48 ~ lano teste) 
S=S_nonn(361:480); %1€ os 120 Ultimos dados do vetor coluna S_nonn (1X48 ~ lano teste) 
save teste ~ascii X S; 
save dadtest X S;_ 
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Anexo D - Programa moller.m 
Ofo 31110/1998 
%moller.m 
% Treinamento de rede perceptron com uma camada intermediaria 
% Metodo de Otimizacao .lrrestrita de 2a. ordem 
% Algoritmo do Gradiente Co:tYugado e Escalonado 
% Calculo exato da matriz hessiana (produto H*p) 
%Resultados parcialmente baseados no artigo: 
%Moller, MF. A Scaled Conjugate Gradient Algorithm for 
%Fast Supervised Learning, Neural Networks, 6:525-533, 1993. 
%Excecoes: 
'% 1) introducao do calculo exato do produto H*p 
% 2) refinamento do processo para calcular lamb em funcao de comp 
% 3) calculo de beta pela formula original 
% 4) calculo de comp pelo original 
% 5) 19uste de pesos e' aceito apenas se comp > 0 ( e nao >=) 
% 6) lamb inicial = 0.0 
% 7) (no. de ite:racoes antes do reset de p) = l.O*{no. de parametros) 
%0bs: 
% 1) Falta vera questao da positivacao do delta(por que 2?) 
% 2) V erificar a questao do p _1 
% Arquivo de dados para treinamento supervisionado: 
% dados.mat, contendo X (matriz de entrada) e S (matriz de saida) 
% Funcoes auxiliares: 
% inic.m I processa.m I norma.m I hprooess.m I gravainf.m 
% 
% 
clear all;format long;format compact; 
% 
%Norma minima admitida para o vetor gradiente 
limiar"" l.Oe-6; 
taxaO "" 0.25; 
taxa ""' taxa()-~ 
corte = 0.25; 
itl ""' 0; % para lamb 
it2"" 0;% para comp 
% Parametro de escalamento para positivacao da hessiana (coeficinte Levenberg-Marquardt) 
itl =- itl+l;lamb(itl) = 0.0; 
blamb"" 0; 
m = 2; % Dimensao do vetor de entradas 
n"" [7;1]; %Dimensao darede neural (camadas intermediaria e de saida) 
[wl,w2,eq,stw"l,stw2.niter,nflops] = inic(n,m); % wl :n(l)x(m+ 1) w2:n(2)x(n(1)+ 1) 
% 
% Carregamento dos dados para treinamento ( e' assumido que o intervalo de 
% valores para os dados esta' adequado. Caso contrnrio, e' necessario submeter 
% os dados a um pre--processamento antes de prosseguir a partir deste ponto. 
load dados; %X (matriz de entrada Nxm.) e S (matriz de saida Nxn(2)) 
% 
N" length(X(;,l));di'p('printf('Numero de padroes "'Yod',N)); 
npesos = n(l )*(m+ l)+n(2)*(n(l)+ l);disp(sprint:ft'Numero de pesos da rede neural = o/cd',npesos)); 
[Ew,dEw] = processa(X,S,wl,•v2,n.,m,l\."); 
eq = [eq;Ew];disp(sprintf('Erro quadraticc inicial = %.12g',Ew)); 
itermenor = 1; 
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p""' ~dEw;p_l-= p;r = -dEw;sucesso = 1; 
whilenorm.a(d.Ew) > funiar & niter< 3000,% Entrar oom o niunero de int.eray()es desajadas 
if sooesso, 
end 
pl = reshape(p(l :n(l)*(m+ l)),m+ l,!l(l))'; 
p2 = reshape(p(n(l)*(m+ 1)+1 :npesos),n(l )+ l,n(2))'; 
s = l:J.process(X,S,wl,w2,pl,p2,n;m,:N"); 
delta = p'*s; 
delta~ delta+(lamb(l!l)-blamb)*(p'*p); 
if delta <= 0, % positivando delta 
end 
blamb ~ 2*(lmnb(itl)-<ielta/(p'*p)); 
delta~ -delta+lsmb(it!)*(p'*p ); 
itl ~ itl+l;lamb(it!) ~ blwnb; 
mi = p'*r; 
slfa ~ mi/delta; 
vw ~ [,.eshape(wl',n(l )'(m+!),1);resllape(w2',n(2)*(n(l)+ l),l)j; 
vwl ""vw + alfa*p; 
wll ~ -.pe(vwl(l;n(l)'(m+l)),m+ l,n(l))'; 
vi.!! ~-.pe(vwl(n(l)'(m+l)+1;npesos),n(l)+l,n(2))'; 
[Ewl,dEwl] = processa(X.S,wll,w2l,n,m,1:'<'); 
:it2 = it2+1 ;comp(it2) = {Ew-Ewl)/( -dEw'*(alfa*p}·0.5*(alfaA2)*p'*s); 
% Em lug.ar de comp(it2) = 2*delta*(Ew-Ewl)/(mi,..,2); 
if comp(it2) > 0, 




deltawl = norma(wl~wll);deltaw2 = norma(w2-w2l);stwl = [stwl;dcltawl];stw2 = [stw2;de1taw2]; 
wl =wll;w2=w21; 
niter= niter+ 1; 




sucesso = 1; 
% E' possivel parar a iteracao menor antes e reiniciar a direcao de busca 




itermenor = 1; 
gravainf; 
itermenor = itermenor + 1; 
beta= -(r'*s)ldelta;% (r'*t'-r'*rl)/mi; 
p _1 = p;p = r+beta*p; 
if comp(it2) >o: corte, 
end 
itl ""itl+l;lamb(itl) = taxa*lamb(itl~l);% /4 
taxa. = tax.a*taxaO; 
blamb = lamb(itl); 
sucesso = 0; 




itl = itl+l;lamb(itl) = lam.b(itl-1) + (delta*(1--comp(it2))!(p_l'*p_l)); 




% Geracao aleatoria de pesos para a rede neural, com 
%dis!ribuicao uniforme no intervalo [-0.1,0.1] 
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0/J:.:function [wl,w2,eq,.stvil,stw2,.niter,nflops] = inic{n,m) 
% m =no. de entrndas 
% n =no. de neuronios nas camadas intermediaria e de saida ~> n = [n(l);n(2)] 
%wl, w2: matrizes de pesos (porcamsda) 
% wl:n(l)x(m+l) w2:n(2)x(n(1)+ 1) 
% Tipos de geracao de pesos: 
% Opcao 1 -> iniciar o treinamento 
% Opcao 2 ~> reiniciar o treinamento com a mesma condicao i:nicial 
% Opcao 3 -> reiniciar o treinamento a partir da ultima stualizacao de pesos 
% 
function {wl,w2,eq.stwl,stw2,nite:r,nflops] ""'mic(n,m) 
disp('(1) Gera wlO ew20 e salva'); 
disp('(2) Copia wlO e w20 ex:istentes'); 
disp('(3)Copiawl ew2 existentes'); 
resp = input('Tipo de geracao de pesos:'); 
ifresp """" 1; 
wl = -0.1 + 0.2*rand(n(l),m+l); 
w2 = -0.1 + 0.2*rand(n(2),n(l)+1); 
save wlO wl;savew20 w2; 
eq ""'O;stwl ""!];stw2 = [!;niter= O;nflops"" 0; 
el%if ""!' ~ 2, 
load wl O;load w20; 
eq = Q;stwl = O;stw2 =[];niter= O;nflops = 0; 









%function [Ew,dEw] =processa(X,S,wl,w2,n,m,N) 
% Fornece o erro quadratico na saida eo veta: gradiente 
% Metodo de apresentacao dos padroes em lote (batelada) 
% T odos os neuronios apresentam entrada de polarizacao 
% 
function [Ew,dEwJ = processa(X,S,wl,w2,n,.m,N) 
xl =[X on"'(N,!)]; 
yl =tanh(xl*wl'); 
x2 = [yl ones(N,l)J; 
% y2 = tanh(x2*w2'); 
y2=x2'w2'; 
erro= y2-S; 
'% erro2 "" erro. *(l.O-y2. *y2); 
erro2 = erro; 
dw2 ""erro2'*x2; 
errol = (erro2*w2(:,l:n(l))). *(1.0-yl. *yl); 
dwl =errol'*xl; 
verro = reshape(erro,N*n(2),1); 
Ew = O.S*(verro'*verro); 
% Se fosse utilizar EQM: Ew = sqrt((verro'*verro)/(N*n(2))); 
dEw= [reshape(dw 1 ',n(l )*(m+ l),l);reshape(dw2',n(2)*(n(1}+1 ),1 )]; 
3 norma.m 
% 02!0 1/1998 
o/(>norma.m 
% Fornece uma medida do tipo erro quadrati co medio 
% 




E "'sum(sum(S. *S)); 
E = sqrt(E!(nr*nc)); 
4 - hprocess.m 
% 
%function [sj = h.process(X,S,wl,w2,pl,p2,n,m,N) 
% s = produto H*p calculad.o exatamente 
% 
function [s) = hp:rocess(X,S,wl,w2,.pl,p2,.n,m,}J) 
xl =[X ones(N,l)J; 
rxl =zeros(N.m+l); 
yl = ts.nh(xl *wl '); 
ryl = (xl *pl'+rxl *wl '). *(LD-yl. *yl); 
x2 = [yl ones(N,l)J; 
na = [ryl =os<N.!JJ; 
% y2 =tanh(x2*w2'); 
y2 = x2*w2'; 
% ry2 = (x2*p2'-+Tx2*w2'). *(LO-y2. *y2); 
.ry2 = x2*p2'+rx2*w2'; 
erro =y2~S; 
%erro2 =erro.*(l.O-y2.*y2); 
erro2 "" erro; 
rerro2 = ry2; 
tw2 = erro2'*rx2+rerro2'*x2; 
errol = (erro2*w2(:,1 :n(l))). *(1.0-yl. *yl); 
rerrol = (rerro2*w2(:,1:n(l))+erro2*p2(:,1 :n(l))). *(1.0-yl. *yl)+( erro2*w2(:,1 :n(l))). *( -2*yl. *ryl); 
rwl = errol'*txl+rerrol '*xl; 
dlw = ['eshape(.-wl',n(l )'(m+ l),l);reshape(,-w2',n(2)*(n(l)+ 1),1)]; 
s =rEw; 




nflops = nflops+flops; 
fiops(O); 
disp(sprintf('No. de flops= %12g',nflops)); 
disp(sprintf('Erro quadratico atua1 = o/o.l2g',eq(niter))); 
disp(sprintf('No. de iteraooes = o/od',:niter)); 
save wl wl; 
save w2 v;2; 
save evol eq stwl stw2 niternflops lamb comp; 
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Anexo E - Programs Testam1.m 
% 14/11/1998 
% V erifica98o do desempenho da rede neural treinada 
% Utilizru;ao dos pesos obtidos ap6s o treinamento da rede neural 
% Salda de dados treinados p6s-processados (arquivo: calibrado) 
% Aprese.nt&900 dos rescitados grafioos 
%DADOS DE TREINAMEN!O 
%Te:staml.m 
% 
clear all;format compact;format long; 
load wl ;load w2;load dados;load evol; % Carrega pesos, dados para treinamento 
%que foram gerados no programa normaliza..m e evolu 
N = length(X(o,l)); 
X= [X one~,!)]; 
n = length(wl(o,l)); 
r= Jengtb(w2(o,l)); 
m = Jongth(wl(l,o))-1; 
disp(sprintf('No. de padroes de treinamento = o/od',N)); 
disp(sprintft'No. de neuronios na camada intennediaria = o/od',n)); 
disp{sprintf('No. de iteracoes realizadas"" o/od',niter)); 
<fup('!'rintf('No. de !lops= o/od',n!lops)); 
Srn = [tanh(X*wl') on.,.(N,I)]*w2'; 
verro ""reshape(S~Srn,N*r,l); 
eqf= 0.5*(verro'*verro); 
disp(sprintf('Erro quadraticofinal = o/o.l2g',eqt)); 
ro = (1 00/N)*sum(abs(S-Srn)./S); 
disp{sprintf\E:rro fmal {Rosangela)= %.12g',ro)); 
fork"" I :r, 
figure(k);subplo!(! II );plo!(S( o,k),'r);hold on;plo!(S( ;,k), ''r); 
plo!(Srn( o,k),' g');plo!(Srn( o,k), '*g');ho!d off, 




fm k"'(r+l )'(.-+r), 
end 
ngure(k);,ubp!o!(ll ! );p!ot(S( ,,k _, )-Srn( ',k-r ),'n; 
hold on;plot(S(:,k-r)-Srn(:,k-r), '*g');hold off; 
title('Erro "" S~Srn'); 
fork=l:r, 
Smedio(l,k) = {llN)*S(:,k)'*ones(N,l); 
end 





num = num+(S(l.,k)-Sm(lJ;:))"'2; 
den~ den+(S(l,k)-Smedio(l,k))A2; 
% Desnormalizayio dos dados de saida da rede (fRElNA\.ffil'-.11'0) 
load guarvaz.dat; o/oa:rquivo de dados das vazOes normalizadss 
[m,n] = size(guarvaz); %me' o numero de linhas; n e' o numero de colunas 
guarvaz = guarvaz( :,2:n);% elimina a col una de anos (prime:ira coluna) 
n=n-1; 
vazao = reshape(guarvaz' ,m*n.l ); % toms prim_eiro o transposto de arquivo e 





calib={(Ni-m)*(Sm-m _ norma)Y(M _ norma-m_norma) + m; % Express8o para desnormali.zar 
% as vazOes treinadas 
save cal:ilxado -ascii calib; % Salva arquivo de dados das vazOes treinadas do 
%do modelo calibrado 
fro= num/den; 
disp(sprintf\'FVU = %.12g',firu)); 
figure(r+r+ l);subplot{lll );plot( eq);title('Erro Quadrati co'); 





Anexo F - Programa Testam.m 
0/c 14/H/1998 
% V erifinayS.o do desempenho da rede neural treinada 
0/o Utiliz~ dos pesos obtidos apes o treinamento da rede neural 
% Apresellta<tSo dos resultados gnill.cos 
% DADOS DE TESTE 
%Testarn.m 
clear all;formst compact;format long; 
load wl ;load w2;load dadtest~load evol;% Carrega pesos, dados para teste 
%que foram gerados no programa normaliza.m e evolu 
N ~ length(X(o,l)); 
X~ (X ones(N,I)j; 
n ~ length(wl(o,l)); 
,~ length(w2(o,l)); 
m ~ length(wl(l,o))-1; 
disp(sprintf\No. de padroes de treinamento = 0M:l';!\')); 
disp(sprintf('No. de neuronios na camada intetmediaria = o/od',n)); 
disp(sprintf(No. deiteracoes realizadas = o/od',niter)); 
disp(sprintf('No. de flops= %d',nf1ops)); 
Srn ~ [tanh(X*wl') on.,(N,I)]'w2'; 
verro ""'reshape(S~Sm,N*r,l); 
eqf= 0.5*(verro'*verro); 
disp( sprintf{'Erro quad:ratico :fmal = o/c..l2g' ,eqf) ); 
ro = (100/N)*sum(abs(S-Srn)./S); 
disp(sprintf('Erro final (Rosangela)= %.12g',ro)); 
fork=l:r, 
end 
figme(k);•ubplot(lll );ple!(S( o,k), 'r');hold on;plot(S( o,k),''r'); 
ploi(Sm(o,k),'g');ploi(Sm(o,k),''g');hold of!; 
title('De• (r) RN (g)); 
for k""{r+ 1 ):(r+T), 
figure(k);subplot(lll );plot(S( :,k -r)-Srn(: .k-r },'r'); 
hold on;plot(S(:,k-r)-Sm(:,k-r),'*g');hold off, 














o/<:Demonnslizscao dos dsdos de saida da rede (TESTE) 
[m,nj "" size(guarvaz); % m e' o numero de linh.as; n e' o numero de colunas 
guarvaz ""'gua:rvaz(:.2:n);% elimina a oohma de snos (primeira coluna) 
n = n~l; 





valid""{(M-m)*(Srn-m_norma))J(M_ nonna-m_non:na) + m; %Express&o para desnormalizar 
%as vazOes testadas 
save ·validado -asall valid;% Salva arquivo de dados das vazOes testada do 
%do modele testado 
fvu = numlden; 
&.p( 'J'rintf('FVU = %.12g' ,fvu) ); 
figuro(r+r+ l );subplot(!!! );plot( eq);titio('EQ~; 
o/ofiguro(m+ 2);subplot(lll );plot( eq l);titlo('Rosangela'); 
fignre(r+r+ 3);subplot(2ll );plot( stw I );title('Delta pesos');subplo!(212);plot( stw2); 
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Anexo G - Arquivo de Dados do Programa SMAP v.99 
Arquivo Dados Come>nt<tdo 
Linha l numero de anos, na; mes inicial do ano hidro16gico 
Linha 2 area de drenagem, ad; nome do rio 
Linha 3 an 12 valores de vazao (em m'/s), qdes(y,m) 
Linha n+ 1 ecof (Coeficiente de ajuste de evaporayao media da bacia , ad), nome do 
posto de evaporayao 
Linha n+2 12 valores de evaporayao potencial (mm/mes), ep(m) 
Linha n+3 pcof (Coeficiente de ajuste de chuva da bacia, ad); nilmero depostos de 
chuva; nome dos postos de chuva 
Linhan+4 
Linhan+5 am 
Coeficiente de Thiessen do posto de clmva; comentario 
Ano; 12 valores de chuva (mm/mes), p(y,m) 
Repete-se o conjunto de linha (n+4) pelo nilmero de postos de chuva 
indicado na linha n+3 
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rio ltapetininga (640656) - SE-086 
21~78 26~69 34~97 58~86 37~16 51~16 36~84 2D~94 22~54 19~26 14.39 13.57 
14.82 9~55 28~21 25w7 29~92 21~85 14.3~ 12~67 11.63 12.58 6.5 6.89 
11~14 13.82 36&66 34.62 35.48 ~~01 34.18 23.63 44.68 35~3 26.41 28~64 
28.64 22.27 19.98 28.63 34.47 24.17 36.9~ 19.6 17.1 15.18 12.~2 12.32 
.00 Juruad~i• (E6-116H) - med 73/86 
141 158 154 157 131 130 183 78 63 79 91 189 
Ferreira das Al-as (.42) ~ Usina Batista (.47) + Bairro Rib. Bonito (.11) 
ferreira das Almas (ES-847) 
181 146 231 231 124 286 35 40 189 17 14 45 
147 75 167 16 128 138 14 26 18 78 36 62 
112 19 188 215 266 111B9 74 158 82 105 12 169 
1$5 119 149 213 165 11&9 69 26 15 51 7 4@ 
Usina Batista (E-628} 
155 123 30@ 271 59 282 120 8 185 3 12 23 
16~ 68 256 92 200 58 8 26 11 59 20 75 
118 181 194 156 299 180 70 164 68 189 114 142 
159 sa 95 318 12u 282 119 12 as 59 4 64 
Bairro Rib~ Bonito (E4-132} 
164 177 323 .a6 116 315 74 24 186 8 36 31 
188 100 328 163 249 97 33 ~2 15 77 24 69 
132 236 162 335 316 223 119 198 82 151 130 177 




Anexo H - Resultados do Programa SMAP 
-Bacia do Rio Itapetininga 
H.1.1- Valida~io 
A) Arquivo m64065vl 
MODELO SMAP 
rio Itapetininga (640650)- SE-006 
versao 99 I Mensa! 
posto de evaporacao- Jurumirim (E6-006M)- med 73/86 
coeficiente de ajuste de evaporacao media na bacia ......... . 
3 postos de chuva -FerreiradasAhnas (.42)+ UsinaBatista (.47) + Bairro Rib. Bonito (.ll) 
coeficiente de ajuste de chuva media na bacia ............. .. 1 
periodo da calibracao ~ 86 /88 mes inicial ~ lO 
area de drenagem .......... ..... ................... .. ...... .. 1524 krn2 
INICIALJZACAO: umidede do solo ...... ........................ 6! % 
vazao basica ................................. 4,7 m3/s 
P ARAMETROS: capacidade de saturaeao do reservatorio do solo . 936 rnm 
parametro de escoamento superficial ............. 5,2 
parametro de recarga subterranea ................ 15,4 % 
constante de recessao do escoamento basico ...... 4 meses 
RESULT ADOS: (mmiano) 
evap chuva I um.idade I evap escoam ] recarga escoam ! defluvio 
potenc I do solo I real superfic I basico I calculado 
nun mmi %1 mm mm i mm mml mm 
1400 1592 70 59 81 967 297 304 269 566 
Atencao: rec >>> eb 
annazenamento do periodo = 59 mm. 
calculada observada 
VazaoMedia(m3/s) 27,34 27,48 
Desvio Padrao 13,07 15,22 
Regressao Linear: 
Coef.Correlacao ~ 0 ,7ll Veal~ 0,61 Vobs + 10,56 
AnexoH 
valor minimo da .fu:ncao objetivo = 4,867 
Analise de Sensibilidade dos Pa:rametros: 
sat: pes: x funcao objetivo 
1000 1 2 3 4 6 8 10 
crec: 
1 15 7 4 3 2 2 2 
2 15 7 4 2 2 2 2 
4 15 6 3 2 l l l 
8 15 6 3 2 l l l 
16 15 6 3 2 l l l 
32 15 6 3 2 2 2 3 
64 15 7 5 4 4 5 5 
crec: pes: x funcao objetivo 
8 l 2 3 4 6 8 lO 
sat: 
500 14 7 4 3 3 3 4 
1000 15 6 3 2 l l l 
1500 16 7 3 2 l l l 
2000 17 7 3 2 l l 1 
2500 18 7 4 2 l l 2 
3000 18 8 4 3 2 2 2 
4000 20 9 5 3 2 2 2 
pes: sat: x :funcao objetivo 
10 500 1000 1500 2000 2500 3000 4000 
crec: 
1 7 2 2 2 2 2 2 
2 6 2 I l l 1 1 
4 5 l I I 1 l l 
8 4 l 1 l 2 2 2 
16 2 1 2 3 3 4 6 
32 l 3 4 5 7 8 11 
64 2 5 7 9 ll 13 17 
Serie calcu!ada (m3/s): (mes inicial ~ l 0) 
86 7,59 11,5 21,9 57,8 39,7 15,2 16 35,4 59,7 18,9 19 19,6 
87 21 17,4 20;3 26,1 41,1 38,5 31,1 51 27;3 18,2 17,5 18,4 
88 22 21,7 27;3 43,7 49,7 32,8 19,8 18,6 17;3 38;3 18,8 23,8 
B) Arquivo m64065v2 
MODELO SMAP versao 99 I Mensa! 
rio ltapetininga (640650) • 5E..(J()6 
posto de evaporacao • Jurumirim (E6..(J()6M) • med 73/86 
coeficiente de ajuste de evaporacao media na bacia .. ... ..... 1 
3 postos de chuva- Ferreira dasAlmas (.42) + UsinaBatista (.47) + Bairro Rib. Bonito (.II) 
coeficiente de ajuste de chuva media na bacia.......... 1 
periodo da calibracao ~ 89 I 91 
area de drenagem .......... ., .............. . 
lNICIALIZACAO: umidade do solo 
mes inicial = 10 
1524 km2 
. ...................... 61 o/o 
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············ ·······················•·············•.·.·.·c-·.·-·.v.·.·.;-·.·· .·.·.·.··.·.·-·.·-·.·.· ... ·.··.·.·.··c.··.·.·.·.·.·.·.·.•c.·.-.·c.·.·.·.•·.-.·.•.-...·.······················-·.v.v•.·.v.•.·.····~'·:·:·········· ···-··········································•········• ················.vw 
P .AR.A&rnTROS: capacidade de saturacao do reservatorio do solo . 966 mm 
parametro de escoamento superficial ............. 5,2 
parametro de recarga subterranea .......... ...... 15,4 % 
oonstante de recessao do escoamento basico ...... 4 meses 
RESULT ADOS :(mmlano) 
evap chuva ! umidade I evap escoam I recarga escoam I defluvio 
potenc do solo ! real superfic ! basico 1 calculado 
mm mm! %1 mm mm! mm mml mm 
1400 1446 67 58 81 940 241 265 246 488 
armazenamento do periodo ~ 19 mm 
ca1culoda observada 
Vazao Media (rn3/s) 23,$5 24,92 
DesvioPodrao !4,22 17,13 
Regressao Linear: 
Coef.Correlacao ~ 0,928 Veal~ 0,77 Vobs + 4,33 
valor minimo da funcao objetivo = 2,305 
Analise de Sensibilidade dos Parnmetros: 
sat: pes: x funcao objetivo 
1000 I 2 3 4 6 8 10 
crec: 
l 16 6 3 3 3 4 4 
2 16 6 3 2 2 3 3 
4 16 6 3 2 2 2 2 
8 16 6 3 1 l l 1 
16 16 6 3 1 1 1 l 
32 17 7 3 2 3 3 4 
64 18 8 6 6 7 8 9 
crec: pes: x :funcao objetivo 
8 1 2 3 4 6 8 10 
sat: 
500 15 6 4 4 4 5 6 
1000 16 6 3 1 I l 1 
1500 18 6 3 1 I I 1 
2000 19 7 3 2 I 2 2 
2500 21 8 4 3 2 2 3 
3000 23 9 5 3 3 3 3 
4000 26 11 6 5 4 4 5 
pes: sat: x funcao objetivo 
6 500 1000 1500 2000 2500 3000 4000 
crec: 
l 6 3 2 2 2 2 2 
2 6 2 2 2 2 2 2 
4 5 2 I l I l 2 
8 4 I 1 I 2 3 4 
!6 2 l 2 4 5 7 11 
32 1 3 6 9 12 15 21 
64 I 7 12 16 21 26 36 
Serie calculada (rn3/s): (mes inicial ~ 10 ) 
89 8,69 9,83 1!,3 60,6 39;; 31,3 17,4 17,9 16 23,1 17 19 
Anexo 
90 16,8 16,9 17,2 25,5 70 62,2 3(),4 21,4 29 17,8 19,2 !9,2 
91 20,2 15,4 34,6 17,8 19,4 29,3 19,4 18,6 13,2 14,4 12,3 15,5 
H.2- Bacia do Rio das Almas 
MODELO SMAP versao 99 I Mensal 
rio das Almas (64035)- 5E-004 
posto de evaporacao - Jurumirim (E6-006M) - rued 73/86 
ooeficiente de ajuste de evaporacao media na bacia .......... 1 
2 poslos de chuva- Barreiro(.79) + Bairro Cerrado 
ooeficiente de ajuste de chuva media na bacia ... 
periodo da calibracao ~ 78/80 mes inicial ~ 10 
area de drenagem ,,,,,, ..... ,.,,,, ........ .,, .... 495 km2 
lNIC!M-lZACAO: umidede do solo.,,,,,,,,,,,,,,, 48 % 
vazao basica ................................. l:S m3/s 
P ARAME'IROS: capacidade de saturacao do reservatorio do solo . 890 rnrn 
parametro de esooamento superficial,,,,,,. 1,9 
parametro de recarga subterranea ................ 63~7 % 
constante de recessao do escoamento basico ...... 2 meses 
RESULT ADOS: (mm/ano) 
evap chuva I umidade I evap escoam i recarga escoam I defluvio 
potenc I do solo I real superfic l basico ! calculado 
mm mml %1 mm mm I mm mml mm 
1400 !Ill 47 40 57 668 288 174 169 457 
------------------------------
annazenamento do periodo = -14 mm 
calculeda 






Coef.Correlacao ~ 0,917 Veal~ 1,05 Vobs + 0 
valor minimo da funcao objetivo = 2,164 
Serie calculada (m3/s): (mes inicial ~ 10) 
78 4,47 12,2 6,73 6,19 5,41 3,87 4,53 7,64 2,24 3,85 5,47 6,97 
79 7,39 7,23 6,42 13,6 16 7,83 7,31 4,53 6,53 6,67 6,14 6,86 
80 4,36 3,67 9,6 24,! 7,41 7,54 8,58 5,2 6,32 7,21 3,65 4,34 
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H.3- Bacia do Rio Guarapiranga 
H.3.1- Validaflio 
A) Arquivo m6229v1 
MODELO SMAP versao 99 ! Mensal 
rio Guarapiranga em Barragem (62290SP) 
posto de evaporacao- Jurumirim (E6-006M) (med. 73/%) 
coeficiente de ajuste de evaporacao media na bacia .. ..... 1 
l postos de clmva- Barragem (P-12069) 
coeficiente de ajuste de chuva media na bacia .. 1 
periodo da calibracao = 78 / 85 
area de drenagem . . ................ . 
mes inicial = 10 
. .. 631 km2 
IN!CIAL!ZACAO: umidade do solo ............................ 58 % 
vazao basica .......... ,.................. .... 2-f) m3/s 
PARAMETROS: capacidade de saturacao do reservatorio do solo . 2820 mm 
parametro de esooamento superficial ............. 2,8 
parametro de recarga subterranea ................ 9,4 % 
CO)lstante de recessao do escoamento basico ...... 2 meses 
RESULTADOS:(mmlano) 
evap chuva I umidade I evap escoam I recarga escoam i defluvio 
potenc I do solo I real superfic i basico I calculado 
mm mml %1 mm rnm I mm mml mm 
1354 1274 58 49 72 779 279 224 223 502 
annazenamento do periodo = -7 mm 
caiculada 






Coef.Corre1acao ~ 0,658 Veal~ 0,5 Vobs + 4,02 
valorminirno da fimcao objetivo = 17,805 
Analise de Sensibilidade dos Parametros: 
sat: pes: x funcao objetivo 
2500 l 2 3 4 6 8 10 
crec: 
l 3 2 2 2 2 2 3 
2 3 2 1 l 2 2 2 
4 3 1 1 1 1 1 2 
8 3 1 I 1 I I I 
16 3 l l I 1 2 2 
32 3 2 2 2 2 3 3 
64 4 3 3 3 4 4 4 
crec: pes: x funcao objetivo 





500 3 2 2 2 2 3 3 
!000 3 2 l l 2 2 
1500 3 2 1 I 1 
2000 3 l 1 l 1 
2500 3 l 1 1 1 
3000 3 l 1 l l 
4000 3 1 I 2 2 
pes: sat: x funcao objetivo 
4 500 1000 1500 2000 2500 3000 4000 
crec: 
l 3 2 2 2 2 2 1 
2 3 2 2 2 l l l 
4 3 2 l l 1 1 l 
8 2 1 1 1 l l l 
!6 2 1 1 1 l l 2 
32 l l 2 2 2 3 
64 2 2 3 3 4 5 
Serie calculada (m3/s): (mes inicial ~ l 0) 
78 6,65 16 1!,6 9,17 1!,6 7,85 7,18 4,71 4,24 3,77 5,08 5,25 
79 5,61 6,88 6,77 8,32 10,6 16,1 8,83 7,74 4,34 6,12 5,15 4,81 
80 6$2 5,72 8,74 13,4 12,3 6,59 9,f57 9,25 5,81 7,02 6,29 4,8 
81 7,26 9,6 12 8,65 13,4. 15,7 12,3 6,34 7$6 17,4 7,06 8,27 
82 9,71 12 14,3 18,7 17,4 27,1 23 23,3 23,5 29 12,1 10,8 
83 15,4 21,9 14,8 26,7 21,7 9,5 !0,7 12,5 ll,7 6,31 6,67 10,7 
84 9,08 5,05 6,99 8,19 7,97 15,6 7,7 7,14 5,77 4,43 3,85 4,47 
85 6,41 4,12 5,5 4,24 7,38 12 11,9 5,26 7,43 3,68 5,04 7,84 
C) Arquivo m6229v2 
MODELO SMAP versao 99 I Mensa! 
rio Guarapiranga em Barragem (62290SP) 
posto de evaporacao- Jurumirim (E6-006M) (med. 73/%) 
coeftciente de ajuste de evaporacao media na bacia .. 1 
I postos de chuva- Barragem (P-12069) 
coeficiente de ajuste de chuva media na bacia .............. . 
periodo da calibracao ~ 86 I 93 
area de drenagem ............ ., ........... . 
mes iniciaJ = 10 
. .. 631 km2 
!NIC!AL!ZACAO: umidade do solo .............................. 58 % 
vazao basica ................................. 2,9 m3/s 
P ARAMETROS: capacidade de saturacao do reservatorio do solo . 2820 nun 
parametro de escoamento superficial ............. 2.8 
parametro de recarga subterranea .. ........... ... 9 A 1% 
con stante de recessao do escoamento basi co ... .. 2 meses 
RESULT ADOS :(rnrnlano) 
evap chuva j umidade I evap escoam i recarga escoam j defluvio 
potenc I do solo I rea! superfic ! basico I caiculado 
mm mmj %1 mm mm I mm mm! mm 
1354 1345 60 52 66 802 322 245 244 566 




Vazao Media (m3/s) ll,32 13,31 
Desvio Padrao 5,09 6,91 
Regressao Linear: 
Coef,Correlacao ~ 0,794 Veal~ 0,59 Vobs + 3,53 
valor minimo da funcao objetivo ~ 6,369 
Analise de Sensibilidade dos Parametres: 
sat: pes: x funcao objetivo 
1000 l 2 3 4 6 8 10 
crec: 
1 4 3 4 4 6 7 7 
2 4 3 3 4 5 6 6 
4 4 3 3 3 4 4 5 
8 4 2 2 2 3 3 3 
16 4 2 l 2 2 3 
32 3 l l 2 3 4 
64 3 l 2 2 4 5 6 
crec: pes: x funcao objetivo 
32 l 2 3 4 6 8 10 
sat: 
500 4 2 2 2 2 2 3 
1000 3 1 l 1 2 3 4 
1500 4 1 I 2 3 4 5 
2000 4 2 2 3 4 5 6 
2500 4 2 3 4 5 6 6 
3000 4 3 3 4 6 7 7 
4000 5 4 5 6 8 8 8 
pes: sat: x funcao ohjetivo 
3 500 1000 1500 2000 2500 3000 4000 
crec: 
1 5 4 3 3 3 3 3 
2 5 3 3 3 2 2 2 
4 4 3 2 2 2 2 I 
8 4 2 2 1 I 1 l 
16 3 1 1 1 1 1 2 
32 2 1 1 2 3 3 5 
64 2 3 4 5 7 9 
Serie calculada (m3/s): (mes inicial ~ 10) 
86 5,54 ll 12,7 15,4 14,9 9,76 9,01 20,5 20,7 6,25 7 9,34 
87 8,86 9,25 12 16 21,9 17,9 14,1 18,9 9,7 7,37 6$ 8,09 
88 14,2 11,2 24,1 27,2 22,3 18,5 10,7 10,2 9,85 19,5 8,37 10,7 
89 10,2 9,48 ll 17,5 10,4 12,6 7,46 7,46 6,19 12 6,99 6,73 
90 7,64 7,44 8,17 15,9 15,4 25,6 13,5 7,95 9,67 7,14 8,03 8,61 
91 11,3 10,6 13,7 9,62 11,5 20 5,62 8,72 4,66 5,75 6,25 9,9 
92 10,4 10,6 13,2 16,1 20,1 14,7 8,26 10,6 8,12 6,09 7,94 13,1 
93 12 6,17 6,13 12,4 17,4 9,9 7,76 5,69 6,33 5,57 3,9 3,79 
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-Bacia do Rio Guapore 
H.4.1 - Valida~io 
MODELO SMAP versao 99 I Mensa! 
rio Guapore -Pontes e lacer<la (l5050Mf) 
posro de evaporacao- Diamanlino (moo. 78/89) 
coe.ficiente de ajuste de evaporacao media na bacia ......... . 
2 postos de chuva-Pontes eLacer<la (.78) +Alto Jauru (22) 
coe:ficiente de ajuste de chuva media na bacia ............... 0,98 
periodo <la calibracao ~ 77 I 18 
area de drenagem .. . .............. . 
mes inicial ~ lO 
. ... 2504 km2 
lNICIALlZACAO: umklede do solo................ . ... 46 % 
vazao basica ................ ................. 34,3 m3/s 
··········-··-·--·····-.·,.·.·.·.·.·.·.·c.·.-.-... ·.-... -.,.·.:-:·:-:.-:-·-·.··· 
PARAMETROS: capacidade de saturacao do reservatorio do solo. 1990 mm 
parametro de esooamento superficial ............. 4,1 
parametro de recarga subterranea ................ 23,2 % 
constante de recessao do escoamento basico ...... 3 meses 
RESULT ADOS :(mm/ano) 
evap chuva I umi<lade I evap escoam I recarga escoam I defluvio 
potenc I do solo I real superfic I basico I calculado 
rom mml %/ rom mm I mm mml mm 
1665 1468 57 46 68 933 175 368 396 572 
armazenamento do periodo ~ -37 mm 
calculada observa<la 
VazaoMedia(m3/s) 45,37 51,24 
DesvioPadrao 12,45 ll,6 
Regressao Linear: 
Coef.Correlacao ~ 0,826 Veal~ 0,89 Vobs + -0,05 
valor minimo da funcao objetivo = 0,666 
Analise de Seusibili<lade dos Parametres: 
sat: pes: x funcao objetivo 
3000 l 2 3 4 6 8 !0 
crec: 
I 2! 10 10 13 18 21 22 
2 21 9 9 11 15 18 20 
4 21 8 7 9 12 14 15 
8 20 6 5 6 8 lO lO 
!6 19 4 2 2 4 5 6 
32 19 2 0 ] 3 4 4 
64 19 3 2 3 5 5 6 
crec: pes: x funcao objetivo 
32 1 2 3 4 6 8 10 
sat: 
500 31 18 l3 10 8 7 7 
1000 24 9 4 3 2 3 3 
1500 21 5 2 l 2 3 4 
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2000 20 4 l 2 3 4 
2500 19 3 0 3 4 4 
3000 19 2 0 3 4 4 
4000 18 2 0 3 4 4 
pes: sat: x funcao objetivo 
3 500 1000 1500 2000 2500 3000 4000 
crec: 
22 14 ll 10 !0 !0 ll 
2 21 l3 lO 9 9 9 10 
4 20 12 8 7 7 7 8 
8 19 lO 6 5 5 5 5 
16 16 7 4 2 2 2 2 
32 l3 4 2 l 0 0 0 
64 9 3 l l l 2 3 
Serle calculada (m3is): (mes inicial ~ 10) 
77 39,1 44,6 45,7 53,7 77,1 73}, 58}, 50,4 51,4 41,9 39,4 37,8 
78 33,6 30,9 35,9 49) 56}, 42,9 54 42,8 35,1 35;3 30,8 29,2 
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Anexo I - Vazoes Observadas e Vazoes Calcnladas -SMAPm e 
RNA's 
Ll- Bacia do Rio Itapetininga 
Modelo SMAPm 
~ Vali~o 1 
TABELA U - Bacia do Rio Itapetinmga - Varoes Medias Mensais Calcniadas e 
Observadas- Valida~o 1 - Periodo 1986 a 1988 - m 3/s 
• Validayao 2 
TABELA 1.2 - Bacia do Rio Itapetinmga - Varoes Medias Mensais Calcnladas e 




TABELA L3- Bacia do Rio Itapetmmga- Casol- Vaziies Medias Mensais Observadll!i e 
Caicwadas- V alida~ii.o Topologia (1,3,1 )- Perlodo 1987 a 1991 - m•ts 
TABELA L4- Bacia do Rio Itapetinmga- Cll!iol - Vaz6es Medias Mensais Observadas e 
Calculadas- Valida~iio Topologia (1,7,1)- - Periodo 1987 a 1991- m 3/s 
Ill Caso2 
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TABELA 1.5- Bacia do Rio Itapei:inmga- Casol- Vazoes Medias Mensais Observadas e 
Ca!cuiadas- Va!ida~io Topologia (1,3,1 )- Periodo 1987 a 1991 - m 3 /s 
TABELA L6- Bacia do Rio Itapei:inmga- Caso2- Va1:0es Medias Mensais Observa!ll!!l e 
Ca!cuiadas- Va!ida~o Topologia (1,7,1)- Periodo 1987 a 1991- m'/s 
«~ Caso3 
TABELA L7- Bacia do Rio Itapetininga- Caso3- Va1:0es Medias Mensais Observadas e 
Calcuiadas- Valida~o Topologia (2.3,1)- Periodo 1987 a 1991- m3/s 
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T ABELA 1.8 - Bacia do Rio Itapetinmga - Caso3 - V aziies Medias Mensais Observadas e 
Cakuladas- Valida~iio Topologia (2,7,1)- Periodo 1987 a 1991- m 3/s 
• Caso4 
TABELA L9- Bacia do Rio Itapetinmga- Caso4- Vazi'ies Medias Mensais Observadas e 
CaJcu!adas- Valida~iio Topologia (2,3,1)- Periodo 1987 a 1991- m 3/s 
TABELA 1.10- Bacia do Rio Itapetinmga- Caso4- Vazoes Medias Mensais Observadas e 
CaJcu!adas- VaJida~iio Topologia (2,7,1)- Periodo 1987 a 1991- m 3/s 
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Rio das Almas 
1.2.1 Modelo SMAPm 
e V alidayao l 
TABELA Lll- Bacia do Rio das Aimas- Vaziies Medias Mensais Calcuiadas e Observadas 
- Valida~o 1- Periodo 1989 a 1991- m3/s 
1.2.2 Modelo RNA's 
• Casol 
TABELA L12- Bacia do Rio das Aimas- Caso1- Vazoes Medias Mensais Observadas e 
Calcaladas- Valida~;iio Topologia (1,3,1 )- Periodo 1978 a 1980- m3/s 
TABELA 1.13- Bacia do Rio das Aimas- Casol- Vaziies Medias Mensais Observadas e 
Calcaladas- Valida~;iio Topologia (1,7,1)- Periodo 1978 a 1980- m3/s 
Ill Caso 2 
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TABELA -Bacia do Rio das Abnas- Cll!lo2- Vazi)es Medias Mensais Observadas e 
Calcuiadas- Valida~:io Topoiogia (1,3,1)- Periodo 1978 a 1980- m•Js 
TABELA US- Bacia do Rio das Almas- Caso2- Vazoes Medias Mensais Observadas e 
Calcu.ladas- Valida~ao Topologia (1,7 ,1 )- Periodo 1978 a 1980- m'/s 
• Caso3 
TABELA 1.16- Bacia do Rio das Almas- Caso3- Vaz0es Medias Mensais Observadas e 
Calcu.ladas- V alida~o Topologia (2,3,1 )- Periodo 1978 a 1980 - m3/s 
TABELA I.17- Bacia do Rio das Almas- Caso3- Vaz0es Medias Mensais Observadas e 
Calcu.ladas- Valida~io Topologia (2,7,1)- Periodo 1978 a 1980- m'/s 
~ Caso4 
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TABELA 1.18- Bacia do Rio us Almas- Caso4- VIIZOOs Medias Mem;ais Observadas e 
Cakuladas- Valida~ao Topologia (2,3,1)- Periodo 1978 a 1980- m3/s 
TABELA I.19- Bacia do Rio das Almas- Caso4- Va:zoes Medias Mensais Observadas e 
Calculadas- Vaiida~o Topologia (2,7,1)- Perlodo 197!1 a 1980- m'/s 
L3- Bacia do Rio Guarapiranga 
1.3.1 Modeio SMAPm 
TABELA I.20 - Bacia do Rio Guarnplranga - Vaziies Medias Mensais Calculadas e 
Observadas- V alida~o 1 - Periollo 1978 a 1985 - m•!s 
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• Validavao 2 
TABELA I.21 Bacia do Rio Guarnpiranga - Vazoes Medias Mensais Cakuladu e 
Observadas- Vaiida~o 2- Periodo 1986 a 1993- m'/s 
1.3.2 Modelo RNA's 
e Cuol 
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TABELA 5.22- Bacia do Rio Guarnpinmga- Casol • Vuoos Medias Mensais Obsenradas 
e Calcnladas- Valida~io Topologm (1,5,1}- Periodo 1984 a 1993- m3/s 
TABELA 5.23- Bacia do Rio Guarapinmga- Casol - Vazoes Medias Mensais Observadas 
e Calcnladas- Valida~io Topologia (1,7,1}- Periodo 1984 a 1993- m3/s 
Anexoi 235 
~ Caso2 
TABELA 5.24- Bacia do Rio Guampirnnga- Caso2- Vazoos Medias Mensrus Obsenradas 
e Cakuladas- Valida~ao Topologia (1,5,1)- Periodo 1984 a 1993- m'/s 
TABELA 5.25- Bacia do Rio Guarnpiranga- Caso2- Vazoes Medias Mensais Observadas 
e Calculadas- Valida.yiio Topologia (1,7,1)- Periodo 1984 a 1993- m 3/s 
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• Caso3 
TABELA 5.26- Bacia do Guarnpinmga- Caso3- Vazlies Medias Mensais Observadas 
e Calcwadas- V alida~io Topologia (2,5,1 )- Periodo 1984 a 1993 - m•Js 
TABELA 5.27- Bacia do Rio Guarapiranga- Caso3- Vaziies Medias Mensais Observadas 
e Calculadas- Valida~io Topologia (2,7,1)- Periodo 1984 a 1993- m3/s 
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L4-Bacia Guapore 
1.4.1 Modelo SMAPm 
• Validavao 1 
TABELA 1.28- Bacia do Rio Guapore- Vazoes Medias Meusais Calculadas e Observadas 
- Valida~o 1- Periodo 1977a 1978- m3/s 
1.4.2 Moclelo RNA's 
• Caso l 
TABELA L29- Bacia do Rio Guapore- Casol - Vaziies Medias Memais Observadas e 
Calculadas- Valida~iio Topologia (1,7 ,1)- Periodo 1977 a 1978- m3/s 
TABELA L30 - Bacia do Rio Guapore - Casol - Vaziies Medias Meusais Observadas e 
Calculadas- Valida~iio Topologia (1,10,1)- Periodo 1977 a 1978- m3/s 
• Caso2 
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TABELA L31 -Bacia do Guapore- Caso2 - Vames Medias Mensais Observadas e 
Calculadas- Valida~io Topologia (1,'7,1)- Perwdo 197'7 a 1978- m3/s 
TABELA L32- Bacia do Rio Guapore- Caso2- Vazoes Medias Me:nsais Observadas e 
Calculadas- Valida~ao Topologia (1,10,1)- Periodo 1977 a 1978- m3/s 
• Caso3 
TABELA L33- Bacia do Rio Guapore- Caso3- Vames Medias Mensais Observadas e 
Calcwadas- Valida~o Topologia (2,7,1)- Periodo 19'77 a 1978- m3/s 
TABELA L34- Bacia do Rio Guapore- Caso3- Vazoes Medias Mensais Observadas e 
Calcwadas- Valida~o Topologia (2,10,1)- Perlodo 1977 a 1978- m3/s 
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Abstract 
Barp, Ana Rosa Baganha. Rainfall-runoff Modelling in the Hydrograjhics Basin with Suporl 
the Anifidal Neural Network. Campinas, Faculdade 
Estadual de Campinas, 1999. 259 p. Tese (Doutorado) 
Engenharia Civil, Universidade 
This work describes the use of two hydrological simulation deterministic models to 
represent the rainfull-runnoff process. The Itapetiniga, Almas and Guarapiranga rivers basin, 
located in the State of Siio Paulo and the Guapore river basin located in the State ofMato Grasso, 
are taken as a case study. Both deterministic models used parameters optimization, with a non-
linear and unconstrained structure: (a) SMAP- Soil Moisture Accounting Procedure, which uses 
a first order optimization procedure; (b) Artificial Neural Network (ARN) model, which uses a 
second order optimzation procedure. Both models assume a montly interval to account rainfall 
and river flow. Some tests include a mix structure between SMAP and ARN, aiming at an 
evaluation of ARN potential to replace physical parameters and typical processes of conceptual 
rainfall-runnoff models. 
Key-Words: Rainfall-runoff Models, Hydrologic Simulation, Artificial Neural Network, 
Otimization 
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Apendice A - Algoritmo Backpropagation 
0 algoritmo Backpropagation (BP), ou da retropropaga<;:ao do erro, e empregado em 
uma MLP com topologia do tipo nao-recorrente1, a qual se apresenta, geralmente, com tres 
camadas (entrada, escondida e saida), heteroassociativo2, com conexoes de alimentavao direta da 
camada de entrada para a camada escondida e desta para a camada de salda. 
0 objetivo do algoritmo e ajustar os pesos atraves da minimiza<;:ao do erro obtido na 
saida da rede decorrido do aprendizado do vetor de treinamento ( vetor de entrada e vetor meta 
desejado) (WASSERMAN, 1989). 
Seja uma RNA Multicamadas m representada por (Figura A.l ): 
1 Sao RNA que nao possuem realimentayao de suas saidas para as suas entradas e por isso sao ditas «sem memOria". 









Figura A.l -RNA com m Camadas 
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Pam a operacional~o do algoritrno BP e necessilrio seguir uma rotina de calculo, a 
qual e dividida em dois sentidos, uma que chamaremos de sequencia progressiva em que o 
sentido de calculo e para frente e a outra de sequencia regressiva que calcula a rede no seu 
sentido contrario. 
1. Sequencia Progressiva (Forward) 
Os pesos sinapticos nao sao alterados e o calculo e iniciado na primeira camada escondida, 
com a apresenta~o do vetor de entrada e termina na camada de saida com o calculo do 
vetor erro para cada neuronio desta camada. A sequencia se resume em: 
" Passo 1: Deve-se inicializar a rede aplicando va!ores aleat6rios pequenos aos pesos 
sinapticos W; e niveis de limiares (); 
e Passo 2: Dentre os padr5es de treinamento existentes, escolhe-se um par (p~odk) e aplica-se 
a camada de entrada (0), sendo 
(A. I) 
" Passo 3: Ao Iongo da rede o sinal deve ser progressivamente propagado aplicando 
(A.2) 
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para cada de i e ate que a saida A, M seja calculade. 
2. Sequencia Regressiva (Backward) 
na camade de saide de rede e comge os novos pesos simipticos atraves 
retropropaga,.ao do erro calculado para cade neuronio referente as camadas subsequentes 
de rede e, resume-se em: . 
., 4: Calcula-se os vaiores de delta o correspondentes a cade camade. 
Se a camada de saida sem por 
Se forem as camades escondidas sera avaliado por 
~ m-1 _ '(nm-1 ~Wm.~m 








" Passo 6: Retome ao Passo 2 e repita o procedimento para o proximo padrao. 
A rede entao finalizam o calculo ap6s todos os padroes terern sido apresentados e atendido 
segundo o(s) criterio(s) de parada, previamente estabelecidos. 
Este algoritrno, apesar de sua enorme aplica,.ao e popularidade, apresenta alguns 
problemas, tais como: 
