Myocardial blood flow was analyzed by radioisotope-labeled microspheres and ultrafast computed tomography (CT) in 16 closed-chest, anesthetized dogs. The first set of 10 dogs had CT and microsphere measurements before and after chromonar-induced increases in myocardial blood flow. A second set of six dogs had flows measured at control and during temporary reductions in regional flow produced by balloon cuff occlusion of the left anterior descending coronary artery. All dogs had four-slice, 20-instance CT scans after injection of a medium bolus (0.35 ml/kg) of contrast medium into a femoral vein simultaneous with injection of microspheres into the left atrium. CT myocardial flow was calculated as the change in myocardial CT numbers divided by the area from a blood pool time-density curve. A wide range of myocardial blood flows was produced as determined by microspheres (0 to 6.7 ml/min/g). Global flow of the first set of dogs was shown to have excellent correlation (r = .95, n = 17) for a limited range (.4 < X < 1.4 ml/min/g) of flows. Regional flows of these measurements demonstrated less correlation (r = .63, n = 110) but extended the range of flow to 1.7 ml/min/g. At higher flows (> 2.5 ml/min/g) the correlation for global and regional flows was not significantly different than zero. Regional ischemic flow correlation extended the linear range of flow to 0 ml/min/g (r = .62, n = 17). These results show that CT can measure myocardial blood flow over a limited but clinically relevant range of flows defined as slightly above normal to ischemic. These results indicate that another preparation of CT flow measurement must be sought for quantification of myocardial perfusion values significantly above normal.
MEASUREMENT of myocardial blood flow in man has been evaluated by the combination of cardiac imaging methods and a variety of indicators. This approach has been limited in the heart by the lack of an imaging modality that could acquire images with high temporal and spatial resolution and accurately measure the concentration of an indicator in the myocardium. Currently, the only clinically available method of measuring absolute myocardial blood flow is xenon-133 imaging, which requires selective coronary arterial injection of xenon during catheterization and cannot accurately measure flow for subregions within the perfusion bed of the injected artery. Absolute myocardial blood flow measurements have been reported with of relative perfusion measurements with PET and a noncyclotron isotope 82Rb has also been shown.3 Traditionally, thallium-201 imaging has been the principal technique for detection of relative myocardial flow distribution abnormalities. 4 Thus the external detection of the concentration of an indicator has provided relative and quantitative information of myocardial blood flow by various combinations of indicators and detection systems.
In this study we have used this principle by evaluating determination of myocardial blood flow by a new generation x-ray computed transmission tomographic machine that acquires multiple-level, multiple-time, high-speed, high-resolution tomographic images of the heart in conjunction with indicator dilution techniques as compared with radioactive tracer microsphere flow measurements. Measurement of absolute myocardial blood flow by ultrafast computed tomography (CT) has been suggested5 and preliminarily evaluated6' 7 with promising results. CIRCULATION 
DIAGNOSTIC METHODS-RADIOLOGY
The use of computed tomography in the heart has been limited by motion artifacts encountered with long image acquisition times. 8 In this study, we have used an Imatron C-100 CT scanner that acquires a pair of adjacent, cross-sectional images in 50 msec. This speed is produced by magnetically steering an electron beam to tungsten target rings as opposed to mechanically rotating an x-ray tube in conventional CT scanners. The C-100 can image up to eight levels of 8 mm thickness without moving the subject. The spatial resolution during this study was approximately 1.5 mm. The current computer memory has a capacity of 80 images per measurement.
Clinical uses of ultrafast CT have included assessment of ventricular function,9' 10 measurement of myocardial mass,'1 evaluation of coronary artery bypass grafts,12 and identification of intracardiac masses. 13 The CT myocardial blood flow measurement technique used involved the intravenous injection of a small dose (0.35 ml/kg) of contrast medium and exposure of the subject to 300 mrads average skin entry dose per image pair.14 This study measured myocardial blood flow by analysis of contrast medium time-density curves from the myocardium and blood pool as calculated from equations derived from a single-compartment theoretical flow model. Global and regional myocardial blood flow of the canine left ventricle were measured over a wide range of flows. The production ofaccurate myocardial blood flow information by ultrafast CT could have useful clinical applications for management of cardiac patients.
Methods
Sixteen dogs (22 to 28 kg) were used to compare myocardial blood flow calculated by CT to flow measured by radioactive tracer microspheres (3M Co., 15 + 1 gim) in two experimental groups. Group 1 consisted of measurements before and after intravenous administration of chromonar, a potent coronary arterial dilator,'5 in 10 dogs. Group 2 consisted of six dogs that underwent flow measurements before and during temporary occlusion of the left anterior descending coronary artery (LAD). Flow measurements immediately after reperfusion were not made. All dogs were anesthetized with sodium pentobarbital (30 mg/kg), intubated, and ventilated at 15 respirations/min with fixed inspiration oxygen of 50%. A femoral vein and artery were cannulated for intravenous access and arterial blood sampling, respectively. Group 1 dogs underwent a right thoracotomy and cannulation of a mid left lobe pulmonary vein for left atrial injection of microspheres. N Group 2 animals underwent a left thoracotomy and had a catheter advanced into the left atrium. Approximately 1 cm of the LAD, distal to the first diagonal branch, was dissected free and had a balloon occluder placed around the artery. The occluder was tied to itself so as to completely restrict flow in the artery during inflation and allow reperfusion upon deflation of the occluder. The chest wall was closed in layers and the left atrial line was externalized (with occluder in group 2). The lungs were reinflated by positive end-expiratory pressure, and the pneumothorax was evacuated by needle aspiration. Arterial blood gases were measured and ventilation was adjusted if necessary. The dogs were then transported to the CT scanner.
The animals were manually ventilated during transport for approximately 15 min until mechanical ventilation was reestablished in the scanner suite. The dogs were positioned on the scanner table with 13 degrees of cranial-caudal axial tilt to obtain short-axis views of the left ventricle. Succinyl choline (50 mg/kg) was administered intravenously approximately every 30 min to eliminate spontaneous respiration. CT scanning was done after suspending ventilation at peak inspiration as estimated by maximum chest wall expansion. An eight-level, single-time scan was acquired to localize four levels of the left ventricle that would be targeted for flow scanning.
The experimental protocol used to measure myocardial blood flow by CT and microspheres included a microsphere procedure previously used in our laboratory'6 in conjunction with a CT flow scanning procedure as follows: (1) cessation of ventilation at peak inspiration; (2) initiation of arterial blood withdrawal from the femoral artery at 4 ml/min (Harvard Apparatus Infusion pump); (3) bolus injection (3 ml) of tracer microspheres into the left atrium simultaneous with bolus injection of 0.35 ml/kg meglumine diatrizoate into the femoral vein (manually injected rate approximately 5 ml/sec); (4) start of the CT scanning, acquiring 20 four-level images every second or third beat (ECG gated to 40% of RR interval); (5) a 10 ml saline flush of the left atrial line immediately after microsphere injection; (6) restoration of ventilation after the last scan; (7) termination of arterial blood withdrawal 75 sec after final microsphere flush.
Sets of four or five isotopes were used (46Sc, 95Nb, 85sr, 51Cr, 4 'Ce) for microsphere flow measurement. Each measurement consisted of at least 1 million microspheres for group 1 and 2 million microspheres for group 2. Seven group 1 dogs underwent two control flow measurements before and two flow measurements 15 min after a full dose of chromonar, defined as 8 mg/kg in 200 ml of saline infused over 4 min. Three dogs had one baseline measurement followed by up to four measurements after incremental doses of chromonar. Group 2 dogs had flow measurements at control and during temporary LAD occclusion. At least 5 min was allowed between flow measurements for group 2. The dogs were killed by infusion of saturated potassium chloride solution into the right femoral vein. The heart and kidneys were removed and saved with the left atrial and femoral arterial catheters for gamma counting. The wet weight of the heart was noted before fixation in 10% formaldehyde. Seven days later the heart was reweighed and the left ventricle was sectioned by established techniques for calculation of microsphere flow. '7 Myocardial blood flow determined from CT densitometric measurements was calculated by three equations (see Appen Symbols are explained in the Appendix. CT blood flow was determined by measuring the density change of the myocardium ( figure 1, B ) due to the influx of contrast material divided by the area under a time-density curve from the blood pool ( figure 1 , A). The myocardium in the image was user-specified by a trackball that outlined a region of interest. The C-100 scanner software calculated the average and standard deviation of the pixel density values for the region of interest and for the same spatially fixed region of interest throughout the time-repeated scans at the same level. If there was no apparent motion in a closed-loop display of the scans, then each scan image was said to register and the time-density curve of the region of interest was assumed to measure the same piece of myocardium in all scans at that level. A gamma variate fit of data from a region of interest of ventricular cavity was numerically integrated to produce the area under the blood pool curve. 18 Curve areas from each level of left ventricular cavity were averaged for the basic flow equation. The bolus width and washout correction equation used a blood pool curve from the level that most closely approximated the aortic valve level. The technical quality of a CT flow measurement was determined by the presence of unenhanced (precontrast bolus) myocardium and identification of peak myocardial enhancement during each flow evaluation. Studies were judged inadequate if not scanned for sufficient duration before contrast enhancement and/or if the myocardium had not reached peak enhancement 
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CIRCULATION before the last scan. An exception to this selection process was made when early recirculation of indicator occurred. In this case, local peaks or plateaus of myocardial densities were estimated just before recirculation was detected in the left ventricle. Thus we excluded measurements when there was observable motion or temporally insufficiently unenhanced myocardium, or when myocardial peak enhancement could not be identified. CT global flow for group 1 was calculated as the average of flows from each level of imaged myocardium by each flow equation and compared with microsphere flow of 4 cm of mid left ventricle. Regional CT flow for group 1 was calculated for quadrants of myocardium corresponding to the anterolateral, posterolateral, posteroseptal, and anteroseptal sections of the left ventricle (figure 1, C) at each level and compared with microsphere flow in equivalent regions. All regional flows were measured by the basic flow equation. Acute ischemic regional flow in group 2 was measured in CT regions that were defined by a region of interest that had low flow in comparison with the rest of the myocardium. The ischemic region of interest was found by repeated tracings of decreasing size and slightly altered position within the anterior myocardium until no further change in the upward deflection of the resultant curve was found. The location and size of the CT region was enough information to closely approximate the microsphere flow in an equivalent section or sections of myocardium. Nonischemic myocardial flow was defined in myocardium that did not show microsphere flow loss and was compared with CT flow in equivalent myocardium.
Statistical analysis of these data included linear regression and correlation of flow data for the global flows by each equation for group 1, the regional flows of group 1, and the ischemic and nonischemic flows from group 2. Regression and correlation coefficients were tested by t test for difference from identity and zero, respectively (p < .05 was considered significant). Flow distributions by CT and microspheres were compared by analysis of variance of normalized (to global flow) quadrant flows from group 1. CT flow was compared with microsphere flow over the entire flow range observed by a fourth-order regression of data from groups 1 and 2.
Results
Thirty-one of 45 CT and microsphere myocardial blood flow measurements were analyzable for group 1. The global data are plotted in figure flow equation. Two clusters of data were found from group 1: group lA, baseline and partial chromonar measurements (n = 17), microsphere flow = 0. 87 + 0.30 ml/min/g; group iB, full-dose chromonar measurements (n = 14), microsphere flow = 3.94 + 1.17 ml/min/g. Regression analysis of data derived from the basic flow equation showed no deviation from identity and an excellent correlation coefficient (r = .95) for group 1A. The correlation coefficient for group lB was poor (r = .47) and not statistically different than zero. Statistics of the regression and correlation coefficients for the three flow equations used are given in table 1. These data indicate that none of the flow equations could model flows greater than 2.5 ml/min/g.
The number of data points is less for the bolus width equation and the washout correction equation than the basic flow equation because the peak enhancement time of the myocardium could not always be accurately determined, and often there were not enough scans to characterize the myocardial contrast washout rate. The bolus width regression slope (b = 1.82) was significantly different than identity for group 1A measurements using the basic flow equation during control and four partial chromonar measurements was excellent (r = .99, figure 3 ). Thus the basic flow equation provided the best agreement with tracer microsphere flow measurements for near-normal myocardial flow.
Regional myocardial blood flow was measured by CT with the basic flow equation in four arbitrary quadrant regions: anterolateral, posterolateral, posteroseptal, and anteroseptal. The regional flow values ofCT quadrant flows were compared with microsphere flows of the same estimated regions and levels. Regression statistics for each region are given in table 2. All regional flow correlation coefficients for group 1A quadrants were significantly different than zero; however, a wide range of correlations was noted (r = .41 to .85). Group lB regional flow measurements had no significant correlation, similar to the global flow results. Regression of all group IA regions showed an underestimation of regional myocardial blood flow by CT ( figure 4 ). Analysis of variance of normalized (to global flow) group lA flows in 13 measurements with two mid left ventricular levels and four quadrants per level showed no significant flow distribution by quadrant or level or by microsphere or CT method (table 3) . The standard error of the estimate of the regression of all group IA regional flows (SEE = 0.34 ml/min/g) and the significantly reduced regression slope (b = .71) indicate systematic discrepancies.
Seventeen of 19 possible group 2 measurements by CT and microspheres of ischemic and nonischemic DOG 32 PESULTS 2 .0 - Regions correspond to those in figure 2.
ASignificant deviation (p < .05) from expected linear regression parameters (a = 0; b = 1) and not significantly different from zero correlation.
myocardial flow were analyzable. It was noted that for regions with essentially zero flow by microspheres, the CT scans showed a heterogeneity of contrast enhancement. Small traceable regions showed minimal flow and were used for comparison to microsphere flow. An example of the size and location of an ischemic region found is shown in figure 5 . duced in change of CT number and delayed in contrast enhancement compared with the rest of the myocardium. Acute ischemia was detected in the anterior region of the left ventricular myocardium and showed a significant difference from control flow of the same size region in the same location ( figure 7) . The regression of CT and microsphere ischemic flows (table 4) had a significant (p < .05) correlation with some scatter (SEE -0.21 ml/min/g).
The nonischemic and ischemic combined results were comparable to the regional results of group 1. A correlation comparison (table 4) including both ischemic and nonischemic regions showed good agreement (r = .88). The results of both experimental groups are figure 5 . The CT measured flow was 0.98 and 0 ml/min/ml for control and ischemia. The microsphere flow of the estimated piece of myocardium corresponding to the CT region was 1.12 and 0 ml/min/g. plotted in figure 8 ; these 72 data points include groups lA and iB, ischemic and nonischemic regions, and seven global preocclusion flow measurements of group 2. These results show that CT measurement of myocardial blood flow by CT underestimates flow greater than 2.5 ml/min/g and has a linear relationship from 0 to 1.7 ml/min/g.
Discussion
Ultrafast CT has been used to measure myocardial blood flow expressed as flow per unit volume (ml/ min/ml) of myocardium and was compared with microsphere flow in units of flow per gram of myocardium (ml/min/g). Although the CT flow was not corrected for the specific gravity of myocardium (1.05), the relationship between flow techniques would not change if the myocardial weight loss after formalin fixation (-5.2 ± 3.8%) was also corrected. It was assumed that this systematic difference was negligible compared with error from microsphere measurements'7' 20, 21 and possible errors caused by the CT estimation of indicator concentration.
There are two major assumptions of CT measured flow using the basic flow equation: (1) the tissue is perfused only by first pass of the indicator and (2) no washout of indicator has occurred at the time of measurement.
The first assumption can be checked by analysis of time-density curves from the blood pool and myocardium. The time of recirculation in the blood pool can be estimated when the blood pool density exceeds the gamma variate curve fit. All peak myocardial CT values used for flow calculations in this study were made at or before recirculation was detected in the ventricular time-density curve.
The second assumption implies that the width of the input bolus to the myocardium is less than the time it takes for washout to commence after arriving in the myocardium. Thus any method that reduces the width of the input bolus (less contrast volume, increased injection rate, more central injection site) may improve the accuracy of blood flow measurements. Global washout of contrast from the myocardium can be detected from the coronary sinus time-density curve. In a specific example where the coronary sinus was imaged during control and after administration of chromonar (figure 9) distinct differences ofthe time-density curves were noted ( figure 10 ). This example shows that the coronary sinus is enhanced well before peak myocardial enhancement after chromonar treatment. However, the control coronary sinus measurement did not show any enhancement until after peak myocardial enhancement. These image sequences were examined carefully to insure a correct identification of the curves. Detailed analysis of the appearance time of flow curves from the left atrium, pulmonary veins, pulmonary arteries, and the left ventricle showed prior initiation of enhancement compared with the coronary sinus curve. Thus the flow curves attributed to the coronary sinus were believed to represent contrast only in the coronary sinus and to demonstrate early washout from the myocardium because of chromonar-induced vasodilation. Although conclusions from a single example can be misleading, this observation may explain the lack of agreement of the full-dose chromonar mea- 
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f-I-T -r T coronary sinus is imaged. Regional washout of indicator can only be inferred. If contrast is entering a region of myocardium from the blood pool and the myocardium density is remaining constant, then some contrast must be washing out from the region. The measured contrast concentration in a region of interest is a summation of the contrast concentrations of all the contained vascular components. Because the current spatial resolution of ultrafast CT scanning does not allow visualization of these small vascular components, their individual flow curves cannot be examined. Consequently, the assumption of no washout of indicator before measurement of myocardial density cannot be verified on a regional basis.
There is a secondary assumption in all flow measurements obtained by indicator dilution methods: the indicator does not disturb overall flow. 22 In the current experiment, any possible dilating effects of contrast occurred after microspheres had reached the myocardium. This hypothesis was tested in another group of animals with the same contrast dosage and method of administration as in this study, with no change in systemic hemodynamics or in myocardial blood flow after repeated contrast injections.23 However, changes in systemic hemodynamics have been noted for ionic contrast agents at higher doses (1 ml/kg) but not for nonionic agents. 24 The correlations of two suggested correction methods considered (bolus width r = .79; myocardial washout r = .61) were not better than the correlation of the uncorrected method (r = .84) over the entire flow range. The scanning frequency used in this study often did not allow enough density measurements for myocardial washout estimation (especially with early recirculation), and no myocardial time-density curves were observed to return to baseline. Hence, the estimates of the myocardial washout decay constant and flows calculated by the washout equation were not determined as precisely as possible. The bolus width equation
integrates the blood pool curve to the time of peak myocardial enhancement from gamma variate fits ofthe myocardial time-density curves. Because the myocardial time-density curve generally plateaus, measurement of the peak time is not as accurate as the peak CT number. The bolus width equation assumes that the ventricular curve accurately represents the timing ofthe input function to any region of myocardium. This assumption neglects the differences in transit time of the input function to various regions of myocardium and could bias measurement by overestimating flows to regions that are temporally closer to the source (peak earlier) and underestimating flows that are farther away (peak later). Although evaluated on a limited subset of group 1 results, these correction method equations did not correlate with microsphere flows at increased flow rates. Thus another preparation of measuring myocardial flow by CT should be developed if rates in excess of 2.5 ml/min/g are to be measured accurately and flows between 1.4 and 2.5 ml/min/g are to be further validated.
Regional myocardial flow measurements by the basic CT flow equation exhibit similar underestimation as high flow measurements. The quadrant data show increased scatter for normal regional flows (SEE = 0.34) compared with the global flow (SEE = 0.09 ml/min/g). Possible causes are suboptimal matching of CT and microsphere regions, errors introduced by CT estimation of contrast concentration, statistical errors, flow changes during measurement, and early regional washout of indicator. Microsphere distribution errors are assumed to be minimal because of the high correlation of group IA flows. The effects of spatial heterogeneity on microsphere quadrant flow are also assumed to be small because of the relatively large size of the regions.21 Matching of CT and microsphere regions was done heuristically and probably created the greatest portion of the error observed. The reduced error of the regional ischemic data (SEE = 0.21) is probably in part due to easier detection of this ischemic region and therefore better matching of the perfusion abnormalities of microspheres and CT flow. In future studies a system of markers common to CT images and the excised heart should reduce this important source of error.
CT scanner density response is linear over a wide range of indicator concentrations in contrast dilution phantoms.18 However, complex nonuniform images with a large range of densities could have regions with reconstruction artifacts and the true density measurement could be influenced by neighboring densities. These density measurement errors (artifacts) are caused by beam hardening and scatter25 and are most apparent in regions of low density (lung, myocardium) adjacent to regions of very high density (bone, highcontrast medium concentrations). No radiographic image can be assumed free of these artifacts. The necessary criterion for accurate measurement of changes in myocardial CT number is that the change is due only to the contrast in the myocardium; i.e., whatever the other affects of the rest the structures in the image on myocardial CT numbers, they are the same for the precontrast images as for the peak myocardial concentration images. The CT numbers of small myocardial regions during maximal ventricular 1270 CIRCULATION enhancement have been observed to decrease in CT number. Thus changes in myocardial CT number cannot be expected to reflect an accurate change of iodine concentration (and therefore flow) at times of large iodine concentrations elsewhere. This problem was assumed to be minimized if myocardial densities were measured when major blood vessels and heart chambers were not maximally enhanced. Because this could be a significant source of error, it should be evaluated in future studies. Also, in this study scans were acquired during systole to maximize myocardial thickness and reduce the effects by beam hardening and scatter. Future studies should plan to minimize contrast dose, to maximize injection rate (the same as for bolus width minimization), and to evaluate the effects of chamber iodine concentration on the myocardial density measurements.
All indicator dilution techniques are based on the principle of "stationarity"22; the same result will be found independent of time for the same flow conditions. Regional myocardial blood flow stationarity as measured by CT variables has not been evaluated. The experimental procedures used (interrupted respiration, contrast administration, local ischemia, chromonar administration) could possibly change regional myocardial blood flow determinants during the time of measurement. Thus the robustness or validity of measurements when the assumptions made in this study are false needs to be further investigated. Furthermore, the robustness of the assumptions for CT may not be the same as for microsphere techniques.2' A more accurate definition of the relationship between microsphere and CT techniques for regional myocardial blood flow measurements may result from additional studies.
CT regional flows underestimated microsphere flow in all four regions examined. Possible explanations are early regional washout of contrast and partial voluming of regions with different time-density flow characteristics. The concept ofearly regional washout of contrast would lead to a reduced estimate of the amount of contrast delivered to the myocardium. Partial voluming of regions with different contrast timing characteristics could also lead to underestimation of the concentration of an externally defined region. If the time of peak concentration of contrast were sufficiently different in subdivisions of a region of interest, the estimation of the peak for the entire region would be underestimated. In the extreme, a portion of the region of interest could receive no contrast at all and the peak concentration of contrast would be reduced in proportion to the relative volumes and densities within the region of interest. For example, if a region of interest included myocardium and fat, the change in density of the region of interest would underestimate flow to the myocardium. This could explain why the posterolateral quadrant has the worst correlation because it could contain the most atrioventricular groove fat, particularly when true short-axis views are not obtained. A pixel-by-pixel analysis of contrast timing variables could lead to a means of identifying regions with similar flow distributions.
The ability of CT to detect and measure ischemic flow was evaluated by an inflatable cuff occluder around the LAD. CT ischemic regional flow was detected by repeated tracings of the region of interest. The largest right of interest with the lowest flow was compared with microsphere flow. This method was used to minimize partial voluming of minimal flow regions (ischemic regions used) with border regions of slightly greater but also reduced flow. Usually, overlapping regions of varying reduced flow (i.e., different CT number changes) were found by this method, but the true perimeter of the reduced flow area could not be easily determined by this technique. It was noted that detection of the ischemic regions was very sensitive to small amounts of motion. The size of the ischemic area defined by microspheres appeared to have been much larger than that estimated by CT. Collateral circulation or diffusion of contrast material could explain this observation. Small-vessel collateral circulation might not be accounted for by microspheres but could be reached by contrast medium. Diffusible indicators have been noted to overestimate flow to ischemic areas when compared with microspheres by some investigators,26 while others report on underestimation of microsphere ischemic flows by 25%. 27 Although it was assumed that the exit of iodine from a region of interest by diffusion was not a factor in our observations, dilfusion into a region of interest could explain these effects during acute regional ischemia.
This study indicates that ultrafast CT has promise for quantifying myocardial blood flow by an analysis of the first-pass effect of iodinated contrast medium on myocardial density. A highly significant correlation with microsphere measurements has been demonstrated for global flows between 0.4 and 1.4 ml/min/g. Further analysis of regional flows implies that this linear range could extend from 0 to 1.7 ml/min/g. This range of flows could be clinically useful because it incorporates both ischemic flow and flows up to two times those observed at rest in humans.28 It is anticipated that such flow states can be created by bicycle exercise, which is feasible during ultrafast CT scanning.29, 30 The lack of correlation at flows greater than 2.5 ml/min/g may 1271 Vol. 76, No. 6, December 1987 pose problems in quantifying flow after coronary vasodilation with drugs such as dipyridamole15 unless other CT flow preparations can be developed. If future studies confirm the results of this study, ultrafast CT may be a useful clinical tool for quantifying regional myocardial blood flow.
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Appendix
Derivation of CT flow equations. The Fick equation for indicator concentration in a single compartment with one inflow and one exit is:
If there is no washout of contrast (i.e., Co(t) = 0) and the flow is This equation holds for whole organ and regional blood flow.
If there is washout of indicator from a region, then the time that washout begins could be assumed to be the peak concentration time (tpk) and the regional change in CT number would be in proportion to the input flow measured by the indicator curve until that time. This bolus width correction equation is: 
