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Uvod
Današnjem kemičaru više nije dovoljna samo spretnost u 
laboratoriju, nego se u svijetu sve veće količine podataka1 
javlja potreba za poznavanjem programiranja, pretraživa-
nja baza i modeliranja. Učestala ključna riječ u današnjem 
svijetu znanosti je izraz big data.2 Primjer big data za slučaj 
kemijskih podataka i aktivnosti je baza PubChem3, koja 
trenutačno sadrži preko 90 milijuna spojeva.4 Ozbiljno 
pretraživanje zahtijeva poznavanje osnova programiranja, 
baza i obrade podataka, a za izvlačenje znanja potrebno je 
poznavati modeliranje i domenu željenih svojstava. Ovaj 
prvi u serijalu radova namijenjen je prije svega studenti-
ma i doktorandima koji žele započeti svoj put u svijetu 
molekulskog modeliranja, ali i kemometrike primjenjive 
na laboratorijskim eksperimentima u znanosti i industriji. 
Znanje i praksa stečeno u serijalu radova vezano uz obra-
du podataka i samo modeliranje lako je prenosivo u bilo 
koji kemijski problem gdje korisnik raspolaže s mogućno-
šću numeričkog modeliranja. U serijalu radova proći će se 
kroz put same obrade podataka, računanja molekulskih 
deskriptora i matematičkog modeliranja te osnove pro-
gramskog jezika Python5 i njegovih programskih biblioteka 
koje su dobro dokumentirane i za koje postoji velik broj 
priručnika i aktivna zajednica. Korisnicima iz industrije bit 
će posebno zanimljivo jer svoje podatke mogu analizirati 
u besplatnim softverskim alatima bez plaćanja skupih li-
cencija. Teorijske osnove pojedinih kemometričkih meto-
da, grafičkih prikaza i statističkih alata kao što su linearna 
regresija, F- i p-vrijednosti dobro su opisane u literaturi na 
hrvatskom6,7 i engleskom jeziku8 i nisu u opsegu ovog rada. 
Ovo nije prvi rad ovakve vrste iz područja kemoinforma-
tike, jedan opširniji koncept priručnika objavljen je na en-
gleskom jeziku.9
Uvod u modeliranje QSAR
Molekulsko modeliranje odnosa strukturnih svojstava i 
aktivnosti ili QSAR (engl. quantitative structure–activity 
relationship) niz je radnji koje imaju cilj predvidjeti neku 
aktivnost molekula poznavajući njezina strukturna svoj-
stva.10 Potreba za modeliranjem nastaje iz činjenice da 
je poznat velik broj kemijskih spojeva za koje još nisu iz-
mjerene eksperimentalne vrijednosti mogućih aktivnosti. 
Primjer takvih aktivnosti su fizikalno-kemijska svojstva kao 
što su topljivost u vodi logS i particijski koeficijent okta-
nol-voda11 logP. Modelirati se također mogu i biološke 
aktivnosti kao antivirusne i antitumorske.12 Pomoću mo-
lekulskog modeliranja mogu se uštedjeti vrijeme i sredstva 
za ispitivanje velikog broja spojeva kao i cijelih baza poput 
PubChema. Strukturna svojstva opisuju se deskriptorima. 
Deskriptori mogu biti jednodimenzionalni te dvo-, trodi-
menzionalni ili višedimenzionalni. Primjer 1D bio bi broj 
nekih funkcionalnih skupina kao što je skupina −OH, a 
primjer 2D deskriptora bili bi topološki indeksi derivirani 
iz matrica udaljenosti atoma. Potrebno je znati koja aktiv-
nost se želi računati, tzv. ciljna varijabla. U ovom radu to 
je topljivost u vodi, izražena kao logS. Za dobivanje funk-
cije koja prevodi strukturno ili neko drugo fizikalno-kemij-
sko svojstvo u aktivnost, potrebno je imati skup molekula 
koje već imaju traženu izmjerenu aktivnost kako bi model 
mogao učiti (trenirati) iz poznatih strukturnih parametara 
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Sažetak
Danas se količina podataka znatno povećava, a podatcima se pridaje sve veća vrijednost, kao i poznavanju njihove manipula-
cije i crpljenja vrijednih informacija. Poznat primjer crpljenja informacija je pretraživanje poznatih kemijskih spojeva i dizajni-
ranje novih spojeva na osnovi znanja iz modela u svrhu istraživanja potencijalnih lijekova. Stoga je studentu kemije važno biti 
dobro pripremljen za trenutačno digitalno doba, gdje nije više dovoljno biti samo spretan u laboratoriju, nego je potrebno znati 
modelirati i raditi s podatcima. Ovaj rad pokriva osnove molekulskog modeliranja i QSAR-a te osnove rukovanja podatcima 
pomoću besplatnog programskog jezika Python i njegove biblioteke za molekulsko modeliranje RDKit. Ostale Pythonove bibli-
oteke koje će se primjenjivati u radu su Pandas, za rukovanje i obradu svih vrsta podataka; statsmodels, Numpy, Scipy i SKLearn 
za matematičke i statističke operacije te linearnu algebru i Matplotlib i Seaborn za ispisivanje grafova. Programski jezik Python 
je sa svojim navedenim bibliotekama integriran u program Anaconda. Anaconda korisniku omogućuje jednostavnu primjenu i 
upravljanje bibliotekama te upotrebu sučelja Jupyter Notebook za programiranje i ispis grafičkih prikaza i rezultata analiza. U 
ovom, prvom dijelu rada analizirat će se problem predviđanja topljivosti u vodi na skupu organskih kemijskih spojeva pomoću 
univarijatne linearne regresije. Cilj rada je približiti kemičarima programiranje u jeziku Python, primjenu njegovih biblioteka i 
praktično rješavanje problema u molekulskom modeliranju. 
Ključne riječi
QSAR, Python, Jupyter Notebook, molekulsko modeliranje, RDKit
*  Mario Lovrić, e-pošta: mlovric@know-center.at
  M. LOVRIĆ: Molekulsko modeliranje odnosa strukturnih svojstava i aktivnosti molekula..., Kem. Ind. 67 (9-10) (2018) 409−419410
i poznate aktivnosti, tj. odrediti kakva je to funkcija koja 
prevodi deskriptore u aktivnost. Zatim se model može 
vrednovati (provjeriti) na dodatnom skupu mjerenih aktiv-
nosti. Obvezatne predradnje su priprema skupa spojeva 
u smislu pregleda struktura i pretvaranja u potrebne for-
mate prihvatljive računalima, kao što su zapisi SMILES13 
i MOL14. Zapis molekula SMILES (engl. simplified molec-
ular-input line-entry system) jednodimenzionalni je kodi-
rani zapis ASCII koji prihvaća gotovo sav kemijski softver. 
Primjer takvog zapisa za molekulu askorbinske kiseline je 
“OC[C@H](O)[C@H]1OC(=O)C(O)=C1O”. Zapis MOL 
je tablični zapis strukture koji sadrži informacije o atomi-
ma, vezama među njima, a može pospremiti i koordinate 
atoma u dvo- i trodimenzionalnom prostoru. Za slučaj ovog 
rada uzeta je već pripremljena baza kemijskih struktura i 
mjerene topljivosti iz literature.15,16 U nastavcima ovog se-
rijala radova bit će više riječi o pripremi skupa spojeva i 
drugim kemometričkim metodama.
Python
Python je skriptni objektno-orijentirani programski jezik 
visoke razine. Njegove velike prednosti su otvoren kod, 
iznimno čitka sintaksa, cijena (besplatan je), velika za-
jednica korisnika i time razvijene programske biblioteke. 
Neke od Pythonovih biblioteka kao što su Pandas,17 Sci-
py,18 statsmodels19 i SKLearn20 posebno su namijenjene 
obradi podataka i statističkoj analizi. Za grafičke prikaze 
ponajviše se primjenjuju programske biblioteke Matplo-
tlib21 i Seaborn.22 Na internetskim stranicama svake od bi-
blioteka mogu se naći primjeri i upute za primjenu. Slike 
i grafovi u ovom radu odgovaraju ispisanom kodu, a za 
dodatnu obradu i dekoracije korisnik se može informirati u 
dokumentaciji pojedine biblioteke. Na internetskoj stranici 
https://stackoverflow.com mogu se postaviti pitanja u vezi 
s kodom i naći mnoga gotova rješenja. Za svrhu modelira-
nja QSAR primijenit će se biblioteka RDKit,23 koja je tako-
đer dobro dokumentirana. Internetska stranica biblioteke 
http://www.rdkit.org/ nudi uvodni materijal i popis meto-
da za molekulsko modeliranje. Bitan koncept u Pythonu 
je da je sve objekt. Objekti imaju metode (funkcije koje 
se vrše nad objektima), klase (skupine metoda) i atribute 
(svojstva). U programskom kodu u ovom radu često će se 
pozivati metode nad pojedinim objektima.
Instalacija okruženja Python 
Anaconda je besplatna distribucija Pythona za ana-
lizu podataka. Uz intuitivno razvojno okruženje 
pogodna je i za upravljanje programskim biblio-
tekama. Prije instalacije korisno je provjeriti koji je ope-
rativni sustav instaliran na računalu (32- ili 64-bit). Insta-
lacijske upute za računala Windows nalaze se na adresi 
https://docs.anaconda.com/anaconda/install/windows. 
Pri samom preuzimanju potrebno je odabrati verziju 
Pythona, 3.6 za 64-bitna računala Windows te verziju 
2.7 za 32-bitna računala. Anacondu je potrebno insta-
lirati. Nakon završene instalacije, potrebno je instalira-
ti biblioteke koje nedostaju. Među programima na ra-
čunalu potrebno je pronaći “Anaconda Prompt”. Kod 
klasičnih izbornika Windows to se čini odlaskom na 
Start izbornik -> Programi -> Anaconda3 -> Anacon-
da Prompt. Nakon toga otvorit će se komandno sučelje. 
Na primjeru instalacije biblioteke RDKit koja služi za mo-
lekulsko modeliranje vidjet će se način instalacije program-
skih biblioteka. U Anaconda Prompt potrebno je upisati 
“conda install -c rdkit rdkit” te pritisnuti tipku enter. Uko-
liko se pojavi upit “Proceed ([y]/n)?”, potrebno je upisati 
slovo “y” i pritisnuti tipku enter, slika 1. Biblioteka će po-
tom biti instalirana, što može potrajati. Nakon instalacije 
sučelje je potrebno zatvoriti.
Slika 1 – Primjer instalacije biblioteke RDKit u naredbenom su-
čelju
Fig. 1 – Screenshot of RDKit library installation in the command 
window
Pokretanje okruženja Python 
Korisniku se prije pokretanja programa Anaconda prepo-
ručuje stvaranje novog radnog pretinca u kojem će po-
spremati svoj budući rad i podatke. Preporuka je otvoriti 
pretinac s nazivom “repozitorij”, zatim u njemu pretinac s 
nazivom “data”. Radi jednostavnosti, preporuka je taj re-
pozitorij otvoriti na adresi “C:\Users\<ime korisnika>”. 
Adresa pretinca “data” će dakle biti “C:\Users\<ime ko-
risnika>\repozitorij\data”, a podatci skupa molekula 
za modeliranje i već pripremljeni notebook su na adresi 
https://github.com/mariolovric/modeliranje-tutorial. Poda- 
tke za praktični primjer, datoteku s adrese “solubility.txt” 
potrebno je preuzeti s poveznice i spremiti u data pretinac.
Nakon instalacije potrebno je pokrenuti Anaconda Naviga-
tor. Kod klasičnih izbornika Windows to se čini odlaskom 
na Start -> Program -> Anaconda3 -> Anaconda Navi-
gator. Potom se otvara sučelje programa koje izgleda kao 
na slici 2.
Potrebno je izabrati okruženje Jupyter Notebook, koje će 
se nakon odabira opcije “Launch” otvoriti u postavljenom 
internetskom pregledniku. Jupyter Notebook je interaktiv-
no okruženje u obliku internetske aplikacije za pisanje i 
izvršavanje koda. Nakon što se Jupyter Notebook automat-
ski otvori u internetskom pregledniku (stranica s adresom 
http://localhost:8888/tree), potrebno je izabrati radni pre-
tinac (npr. prethodno stvoreni repozitorij). Sučelje bi tre-
balo izgledati kao na slici 3. Za stvaranje novog notebooka 
potrebno je na kontrolnoj ploči u desnom gornjem kutu 
izabrati opciju “New” i zatim u padajućem izborniku oda-
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brati “Python 2” ili “Python 3” ovisno o instaliranoj verziji. 
Otvorit će se novi notebook s nazivom “Untitled”, slika 4.
Korisniku se preporučuje da pregleda padajuće izborni-
ke na kontrolnoj traci i isproba mogućnosti Jupyter No-
tebooka. Naredbe se u notebook upisuju u prazna polja 
na sredini označena s “In [ ]:”. Nakon upisa svih naredbi 
u polje, polja (engl. cell) se izvršavaju pritiskom na tipke 
Shift + Enter. Sučelje ostaje otvoreno za korake koji slijede. 
Bitno je točno prepisati kod iz praktičnog primjera. Pogreš-
ke će se događati, a korisniku se preporučuje da prostudira 
ispis pogrešaka i sam pokuša ući u trag izvoru pogreške.
Slika 2 – Sučelja programa Anaconda
Fig. 2 – The Anaconda user interface
Slika 3 – Sučelje Jupyter Notebooka
Fig. 3 – The Jupyter Notebook interface
Slika 4 – Početno sučelje u aplikaciji Jupyter Notebook
Fig. 4 – Starting interface in Jupyter Notebook
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Osnove programiranja u Pythonu Jupyter Notebooka
Učitavanje programskih biblioteka
Za obradu podataka i rad s kemijskim strukturama potreb-
no je pozvati nekoliko Pythonovih programskih biblioteka 
koje su uključene u Anacondi. Popis dodatnih biblioteka 
može se naći na https://anaconda.org/anaconda/repo. 
Numpy je biblioteka za rad s matricama i algebarskim ope-
racijama, u ovom serijalu primijenit će se za pretvaranje iz 
matrica i u matrice (numpy array). Pandas je biblioteka za 
rad s podatkovnim okvirima (pandas dataframe), struktu-
rama za tablično skladištenje svih vrsta podataka, ne samo 
numeričkih. Mogu biti i jednostupčani tablični zapisi tzv. 
podatkovni vektor (pandas series). Podatkovni okviri sasto-
je se od podataka, indeksa (rednih brojeva redaka) i stupa-
ca (column) i njima se vrlo lako može manipulirati i pre-
traživati ih. Stupci i redci mogu se izdvajati u podatkovne 
vektore metodama za indeksiranje.
Eksperimentalni dio
Praktični primjer
Za učitavanje biblioteka primjenjuje se naredba import, a 
uz pomoćnu naredbu as mogu se definirati kratice pojedi-
ne biblioteke. Kompletni kod za upis i izvršavanje upisan 
je u poljima teksta ispisanim kurzivom. Potrebno je učitati 
biblioteke Numpy, Pandas i RDKit.
# In[1]: import pandas as pd 
import numpy as np
from rdkit import Chem
from rdkit.Chem import AllChem, Draw, Descriptors
Učitavanje i pregled sirovih podataka
Podatci se učitavaju metodom biblioteke Pandas read_csv, 
koja učitava datoteku .csv u podatkovni okvir koji se do-
djeljuje objektu sirovi_podaci. Postoji niz argumenata koji 
se mogu proslijediti toj metodi, koji specificiraju način uči-
tavanja, a mogu se pogledati u dokumentaciji.
Argumenti za metodu read_csv su adresa datoteke ‚data/
solubility.txt‘, delim_whitespace koji definira kako tretira-
ti prazna polja u podatcima i names koji definira listu u 
uglatim zagradama s nazivima stupaca podatkovnog okvira 
pisanih u navodnim znakovima koje znamo iz pregleda si-
rovih podataka. Podatkovni okviri kao objekti u Pythonu 
imaju pripadajuće metode. Jedna od njih je head() koja 






Tablica 1 – Ispis polja In[3]
Table 1 – Output result of In[3]
cas smiles logs
0 60-35-5 CC(N)=O 1,6
1 60-34-4 CNN 1,3
2 64-19-7 CC(O)=O 1,2
3 123-75-1 C1CCCN1 1,2
4 127-07-1 NC([NH]O)=O 1,1
Pretvaranje zapisa SMILES u MOL
Podatkovni okvir kao objekt ima metodu apply() koja pri-
mjenjuje neku funkciju ili metodu na retke ili stupce po-
datkovnih okvira. Za pretvaranje zapisa SMILES iz datoteke 
u MOL potrebnog za daljnje računanje, pozvat će se meto-
da apply() koja će primijeniti metodu Chem.MolFromSmi-
les() iz biblioteke RDKit. Za lakše upravljanje podatcima 
u nastavku je predana metoda rename() koja preimenuje 
vektor sa zapisom molekula MOL u naziv “mol”. Argument 
inplace=True primjenjuje se kad se želi zamijeniti postoje-





Za računanje deskriptora na skupu molekula u zapisu 
MOL upotrebljava se modul biblioteke RDKit Descriptors 
kojim se računa niz deskriptora. Za svrhu ovog rada ra-
čunat će se deskriptori iz niza koje modul nudi, a mogu 
se naći u dokumentaciji. To su particijski koeficijent 
(Descriptors.MolLogP), molekulska masa (Descriptors.Mo-
lWt), topološki Balabanov indeks (Descriptors.BalabanJ) i 
ukupna polarna površina molekule (Descriptors.TPSA). Za 
računanje deskriptora ponovno se primjenjuje metoda 
apply(), koja u ovom slučaju zadaje metode za računa-
nje deskriptora za pojedinu molekulu u stupcu i sprema 
ih u nove podatkovne vektore s novim nazivom (‚logp‘, 










Spajanje sirovih podataka i izračunatih deskriptora
Nakon što su izračunati svi potrebni molekulski deskriptori, 
pojedine stupce s deskriptorima korisno je združiti u jedan 
jedinstven podatkovni okvir. To se čini metodom concat(), 
kojoj je potrebno predati popis vektora koji se združuju u 
uglatoj zagradi i os po kojoj se vektori spajaju. U ovom slu-
413M. LOVRIĆ: Molekulsko modeliranje odnosa strukturnih svojstava i aktivnosti molekula..., Kem. Ind. 67 (9-10) (2018) 409−419  
čaju za horizontalno spajanje vektora to je os (axis) 1. Mo-
guće je spremiti novi podatkovni okvir nazvan final_data u 
csv datoteku metodom to_csv().
# In[6]:
final_data=pd.concat([sirovi_podaci, mol_column, 




Razdvajanje podataka na skupove za učenje i 
vrednovanje modela
U modeliranju je korisno učiti modele koji imaju primjenu 
i izvan skupa ili skupa na kojem se uči, tj. pokušati učiti što 
univerzalniji model. U tu svrhu se objekti na kojima se mo-
delira odvajaju minimalno na skup za učenje (engl. training 
set) i skup za vrednovanje modela (engl. test set), kako bi 
se mogao provjeriti model na nepoznatim mu podatcima. 
Biblioteka SKLearn ima metodu za odvajanje skupova, 
train_test_split. Argumenti za metodu su podatkovni okvir 
koji se razdvaja (final_data), udio skupa za vrednovanje u 
podatcima test_size (0,2 ili 20 %) i random_state koji osi-
gurava da podjela skupa bude jednaka u svakoj iteraciji. 
Metodom shape ispisuju se dimenzije podatkovnih okvira 
za oba skupa. U skupu za učenje je 1048 molekula, a u 
skupu za vrednovanje su 263 molekule.
# In[7]: 





Out: ((1048, 8), (263, 8))
Prikaz varijabli
Preporučuje se prije svakog učenja modela ispisati i gra-
fički prikazati varijable i njihove međusobne odnose. Za 
pregled korelacijske matrice traženih varijabli potrebno 
je izabrati stupce od interesa. Izbor varijabli definira se u 






Tablica 3 – Ispis polja In[8]
Table 3 – Output result of In[8]
 logp molwt tpsa balabanj logs
logp 1 0,45 −0,51 −0,16 −0,84
molwt 0,45 1 0,41 −0,36 −0,64
tpsa −0,51 0,41 1 −0,07 0,19
balabanj −0,16 −0,36 −0,07 1 0,23
logs −0,84 −0,64 0,19 0,23 1
Za grafički prikaz u samom notebooku unosi se naredba 
%matplotlib inline, koja definira ispis slika i grafova. Iz mo-
dula pandas.plotting učita se metoda scatter_matrix(), koja 
služi za grafički prikaz korelacijske matrice željenih varija-
bli i raspodjelu varijabli u matrici raspršenja (slika 5). 
# In[9]: %matplotlib inline




Tablica 2 – Ispis polja In[6]
Table 2 – Output result of In[6]
 cas smiles logs mol logp molwt balabanj tpsa
0 60-35-5 CC(N)=O 1,58 <rdkit.Chem.rdchem.Mol object... −0,51 59,07 2,80 43,09
1 60-34-4 CNN 1,34 <rdkit.Chem.rdchem.Mol object... −0,92 46,07 1,63 38,05
2 64-19-7 CC(O)=O 1,22 <rdkit.Chem.rdchem.Mol object...    0,09 60,05 2.80 37,30
















































Slika 5 – Matrica raspršenje svih varijabli
Fig. 5 – Scatter matrix for all variables
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Argumenti metode scatter_matrix su podatkovni okvir s 
odabranim varijablama zadani u uglatoj zagradi i opcional-
no argumenti; ovdje veličina slike (figsize). Iz slike se može 
naslutiti mogućnost postojanja linearne korelacije varijabli 
logS i logP.
Odabir najutjecajnije predikcijske varijable za 
jednostruku linearnu regresiju
U slučajevima s velikim brojem varijabli koje se primjenju-
ju za predikciju (za rad su računate samo četiri), često se 
primjenjuju tehnike smanjivanja broja predikcijskih varija-
bli prema nekom od zadanih kriterija. Ovdje će se primi-
jeniti odabir predikcijske varijable koja najviše korelira s 
ciljnom varijablom u jednostrukoj linearnoj regresiji, po-
moću modula feature_selection biblioteke SKLearn i me-
tode f_regression(). Za bolje upoznavanje funkcionalnosti 
pojedinih metoda i klasa može se pozvati metoda help().
# In[10]: from sklearn.feature_selection import 
f_regression
# In[11]: help(f_regression)
Parametri za metode iz modula feature_selection obve-
zatno su ciljna varijabla y (‚logs‘) i postojeće prediktorske 
varijable X (‚logp‘, ‚molwt‘, ‚tpsa‘, ‚balabanj‘). Rezultati 
metode spremaju se u objekt featsel, a to su F-vrijednosti 
i p-vrijednosti korelacijskih koeficijenata. Iz ispisa drugog 
elementa objekta featsel indeksiranog pomoću uglate za-
grade i broja 1 vidi se da prva varijabla logP najbolje opi-
suje ciljnu varijablu logS na temelju najniže p-vrijednosti, 









Za učenje modela univarijatne linearne regresije primje-
njuje se metoda LinearRegression iz modula sklearn.line-
ar_model, koji je potrebno učitati.
# In[13]:
from sklearn.linear_model import LinearRegression 
as linreg
Podatkovni okvir, koji je prethodno podijeljen u skup za 
učenje i skup za vrednovanje, potrebno je prevesti u ma-
trični zapis metodom np.array(). Metoda LinearRegression 
zahtijeva kao ulazni podatak matricu X (array) koja mora 
biti višedimenzionalna i y koji mora biti jednodimenziona-
lan. Za dodavanje dimenzija matrici prosljeđuje se metoda 
np.newaxis. Korisnika se poziva da ovdje pokuša ispisati 
matrice i njihove dimenzije metodom shape. U objekt y_
true spremljena je matrica eksperimentalnih vrijednosti za 
logS molekula iz skupa za vrednovanje.





Za učenje modela ulazni podatci dolaze iz skupa za učenje 
(xtrain, ytrain). Model se računa prema jednadžbi za univa-
rijatnu linearnu regresiju. Detalji u vezi s linearnom regre-
sijom opisani su u lit.24 U Pythonu je sve objekt, pa stoga 
i regresijski model koji je dodijeljen pomoću metode fit() 
(na skupu za učenje) objektu s nazivom fitter. Objekt fitter 
sadrži parametre regresijskog modela kao objekte coef_ i 
intercept_ koji su dodijeljeni objektima a i b (nagib i odsje-
čak regresijskog pravca).





fitter ima metodu predict koja se izvodi na podatcima za 
koje se želi izračunati željeno svojstvo. U ovom slučaju to 
je matrica xtest koja sadrži podatke za logP skupa za vred-
novanje spojeva. 
Dobiveni vektor y_pred sadrži izračunate, teoretske logS 
vrijednosti za skup za vrednovanje spojeva. 
# In[16]: y_pred=fitter.predict(X=xtest)
Rezultati i rasprava
Grafičko prikazivanje rezultata predikcije na skupu za 
vrednovanje
Biblioteka matplotlib poziva se s modulom pyplot. Radi 
jednostavnosti poziva se kao kratica plt. U pyplotu su defi-
nirane klase figure i axes (slika i osi). Svaki od ta dva objekta 
ima pripadajuća svojstva i metode. Klasa figure (fig u pri-
mjeru) služi za postavke na razini cijele slike (npr. veličina). 
Klasa axes ponajprije služi za postavke višestrukih grafova, 
ali se neće primjenjivati u ovom primjeru.
Za prikaz točaka na dvije osi (logP i logS) upotrebljava se 
dijagram raspršenja (engl. scatter plot). Izvršava se meto-
dom plt.scatter() ili ax.scatter(), a parametri metode su va-
rijable koje se prikazuju (x,y), markeri kao znakovi kojima 
se prikazuju točke u grafu, u ovom slučaju trokuti (‚^‘) te 
natpisi (engl. label) i drugi dekoratori. 
Za prikaz regresijskog pravca unutar postojećeg dijagrama 
raspršenja primjenjuje se metoda ax.plot(). Podatci potreb-
ni za prikaz regresijskog pravca su domena x-osi (u kodu 
x_space koji je vektor vrijednosti logP skupa za učenje) i 
izračunate odgovarajuće vrijednosti na y-osi iz modelne 
jednadžbe (y_fit) i parametara modela (a i b). Metodi plot() 
mogu se predati dodatni argumenti, dekoratori za boju (c), 
tip linije (linestyle), debljina linije (lw) i naziv pravca (label). 
Metode plt.xlabel(), plt.title() i plt.legend() definiraju ostale 
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dekoratore, vidljive na slici 6. Korisnike se poziva da sami 
ispitaju njihova svojstva i mogućnosti te eksperimentiraju 
s kodom.
# In[17]: import matplotlib.pyplot as plt
fig, ax =plt.subplots(figsize=(10,12))
plt.scatter(x=test_set.logp, y=test_set.logs, 


























Slika 6 – Prikaz dijagrama raspršenja i regresijskog pravca za skup 
za vrednovanje 
Fig. 6 – Scatter plot and the regression line for the test set
Istim skupom naredbi kao pri ispisivanju grafa skupa za 
vrednovanje modela može se ispisati skup za učenje, sli-
ka 7. 
# In[19]: fig, ax =plt.subplots(figsize=(10,12))
plt.scatter(x=train_set.logp, y=train_set.logs, 




plt.plot(x_space,y_fit, linestyle=‘--‘, c=‘r‘, 
lw=3, label=“regresijski pravac“)
plt. ylabel(‚logS‘, fontsize=20, color=‘red‘)
plt. xlabel(‚logP‘, fontsize=20, color=‘green‘)



















Slika 7 – Prikaz dijagrama raspršenja i regresijskog pravca na sku-
pu za učenje
Fig. 7 – Scatter plot and the regression line for the training set
Dijagnostika modela
Svaki model sadrži određenu pogrešku te vrijednosti koje 
odstupaju i koje utječu na kvalitetu modela (engl. outlier). 
Već prvim pregledom grafa (slika 7) vidljivo je da postoje 
vrijednosti koje odstupaju od regresijskog pravca. Za vizu-
alni pregled i dijagram raspršenja oko regresijskog pravca, 
primjenjuje se biblioteka seaborn, koja se uvozi kao kratica 
sns s metodom residplot čiji su argumenti modelom izra-
čunata, teorijska (y_pred) i eksperimentalna vrijednost za 
logS (y_true) (slika 8). Iz vizualne inspekcije čini se da nema 
grupiranja vrijednosti ili drugih obrazaca u ostatnim odstu-
panjima oko regresijskog pravca što upućuje na moguću 
−2







Slika 8 – Grafički prikaz ostatnih odstupanja modela od regresij-
skog pravca na skupu za vrednovanje
Fig. 8 – Residual plot for predicted data from the regression line
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homoskedastičnost,24 što je jedna od pretpostavki linearne 
regresije. 
# In[18]: import seaborn as sns
sns.residplot(y_true,y_pred)




Za pregled osnovnih parametara deskriptivne statistike 
postoji metoda describe() koja se predaje podatkovnom 
okviru. 
# In[20]: train_set[[‚logs‘,‘logp‘]].describe()
Tablica 4 – Ispis polja In[20]






25 % −3,96 1,27
50 % −2,44 2,09
75 % −1,32 3,17
max 1,58 9,89
Za provjeru vrijednosti koje značajnije odstupaju u mo-
delu može se primijeniti pravokutni ili B-P dijagram (engl. 
boxplot). Takvo izravno crtanje bez pozivanja biblioteke 
matplotlib moguće je putem biblioteke Pandas, gdje se 
metoda plot() predaje kao metoda izravno podatkovnom 
okviru s odgovarajućim parametrima kao što su veličina 
slike (figsize) i mreža (grid). U pravokutnom dijagramu vid-
ljivo je postojanje niza vrijednosti koje odstupaju od me-
dijana (zelena linija na slici 9). Posebno uočljive su dvije 
vrijednosti za logP na približno −5 i −8. 
Korisniku se preporučuje da o pravokutnom dijagramu više 




Još jedan vizualni način provjere kvalitete modela je dija-
gram utjecaja (engl. leverage plot ili influence plot). Služi 
isticanju vrijednosti koje imaju velik utjecaj na model; u 
ovom slučaju regresijski. Za ispisivanje dijagrama utjecaja 
primjenjuje se biblioteka statsmodels. Slično kao u bibli-
oteci SKLearn uči se model. Međutim ovdje je potrebno 
dodati konstantu u matrici koja daje prostor za modelni 
parametar b. To se čini metodom add_constant(). Meto-
dom sm.graphics.influence_plot() ispisuje se ugođeni (engl. 
fitted) model (slika 10).
# In[23]: import statsmodels.api as sm
x_sm=sm.add_constant(xtrain)
model = sm.OLS(ytrain, x_sm)
fitted_model  = model.fit()
fig, ax = plt.subplots(figsize=(12,8))
fig = sm.graphics.influence_plot(fitted_model, alpha 
= 0.05, ax=ax, criterion=“cooks“)
−8

















Slika 10 – Dijagram utjecaja modela







Slika 9 – Pravokutni dijagram izabrane prediktorske i ciljne va-
rijable
Fig. 9 – Boxplot for target and predictive variables
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Iz dijagrama utjecaja vidi se nekoliko vrijednosti koje imaju 
veći utjecaj u određivanju regresijskog pravca. A to su vri-
jednosti s indeksom 941 i 692. O kojim vrijednostima se 
radi, može se saznati iz matrice skupa za učenje. Matrici 





Dobivene su dvije vrijednosti za dvije uočljive točke, 941 
i 692. Iste dvije vrijednosti bile su uočljive u pravokutnom 
dijagramu na slici 9.
Podatkovni okviri mogu se filtrirati prema vrijednostima 
u stupcima, tako da se u uglatoj zagradi dodijeli stupac 
i granična vrijednost. Ovdje je izabrana gornja granična 
vrijednost za odstupajuće vrijednosti, logP −4,8. Zatim se 
podatkovnom okviru dodijele stupci od interesa u dvostru-
koj uglatoj zagradi i navodnim znakovima. Cilj je ispisati 
odstupajući logP i SMILES strukturu.
# In[26]: train_set[train_set.logp<-4.8]
[[‚smiles‘,‘logp‘]]
U tablici 5 je ispis dvije molekule koje će se spremiti kao 
dva objekta za daljnju obradu i označiti kao outlier1 i ou-
tlier2. Metodom loc[] za indeksiranje podatkovnog okvira 




Pomoću zapisa MOL moguće je izračunati koordinate ato-
ma u prostoru. Nakon prevođenja strukture iz oblika SMI-
LES u MOL metodom Chem.MolFromSmiles() i spremanja 
zapisa MOL u objekt o1_mol, metodom AllChem.Compu-
te2Dcoords() računaju se koordinate atoma i veza u dvije 





Grafički prikaz strukture molekule ispisuje se pomoću mo-
dula Draw, a slika se može spremiti ili prikazati na zaslonu. 
Za grafički prikaz dvaju molekula primjenjuje se metoda 



















Slika 12 – Struktura o1_mol
Fig. 12 – Structure of o1_mol
Tablica 5 – Ispis polja In[26]
Table 5 – Output result of In[26]
 smiles logP
  105 NCCC(C(NC2CC(C(C(C2OC3OC(C(C(C3O)N)O)CO)O)OC1O... −8,42
1056 OC1(C2(C(NC(NC2=O)=O)=O)O)C(NC(NC1=O)=O)=O −4,82
Slika 11 – Ispis polja In[28]
Fig. 11 – Output result of In[28]

















Slika 13 – Struktura o2_mol
Fig. 13 – Structure of o2_mol
Na kemičaru je da iskoristi svoje poznavanje domene (spo-
jevi i svojstva koja se ispituju) i protumači mogu li određeni 
spojevi biti u domeni modela ili ne (engl. applicability do-
main). Iz tog je primjera razvidno npr. da dvije odstupajuće 
molekule imaju iznimno niske logP vrijednosti. Treba uzeti 
u obzir da se logP računa na temelju doprinosa atoma i 
skupina atoma. Obje molekule iznimno su polarne i do-
prinos kisika i skupina −OH u strukturama potencijalno 
precjenjuje iznos logP. Korisno je konzultirati literaturu za 
tumačenja.
Zaključak
Python je vrlo čitak skriptni jezik pogodan za molekulsko 
modeliranje uz biblioteku RDKit. Uz poznavanje program-
skih jezika potrebno je dobro isplanirati svoj krajnji cilj i 
svrhu modeliranja, što se u ovom radu vidjelo na primjeru 
modeliranja topljivosti. U programiranju, kao i u svakoj vje-
štini, bitno je isprobavati i učiti se na pogreškama. Upravo 
zato je Jupyter Notebook praktičan jer se kod izvršava lini-
ju po liniju i pogreška se brzo pronađe (engl. debugging). U 
procesu modeliranja velik je fokus na izboru modela koji 
se trenira, na kvaliteti ulaznih podataka i ispitivanju kvalite-
te modela, pa se stoga korisniku preporučuje dodatno in-
formiranje o teorijskim osnovama svih navedenih faktora. 
U idućim nastavcima serijala radova obradit će se modeli 
s više predikcijskih varijabli i detaljnije ući u problematiku 
računanja i modeliranja s deskriptorima.
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SUMMARY
Molecular Modelling of the Quantitative Structure  
Activity Relationship in Python (Part I)
Mario Lovrić
Nowadays, the amount of data is increasing considerably, as is their value and knowledge of how 
to manipulate and extract valuable information. A well-known example of information exploita-
tion is the search of known and design of new chemical compounds based on modelling for the 
purpose of researching new potential drugs. Therefore, a chemistry student must be well prepared 
for the current digital era, where it is no longer enough to be skilled in the laboratory, but also 
unavoidable to be proficient in modelling and analysing data. This handbook covers the basics of 
molecular modelling and QSAR and the basics of data handling using Python, a free programming 
language and its molecular modelling library RDKit. Other Python libraries which will be used 
throughout the manual are: Pandas, for handling and processing all kinds of data; statsmodels, 
Numpy, Scipy, and SKLearn for mathematical and statistical operations, and linear algebra and 
Matplotlib and Seaborn for visualisation. The Python programming language is integrated with 
its mentioned libraries into the Anaconda software. Anaconda enables the user to easily use and 
manage libraries, as well as use the Jupyter Notebook interface for programming, plotting and data 
analysis. In this first part of the manual series, the problem of water solubility prediction of a set 
of organic compounds will be analysed using univariate linear regression. The aim of this series of 
manuals is to familiarise chemists with the Python programming language, its libraries and practical 
approaches for solving molecular modelling problems.
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