ABSTRACT The deep similarity tracking via two-stream or multiple-stream network architectures has drawn great attention due to its strong capability of extracting discriminative feature with balanced accuracy and speed. However, these networks need a careful data pairing processing and are usually difficult to be updated for online visual tracking. In this paper, we propose a simple and effective discriminative feature extractor via a Single-Stream Deep Similarity learning for online visual Tracking, defined by SSDST. Different from the popular two-stream or multiple-stream architecture, the proposed method is built on a usual CNN architecture such as VGG-M network only with one branch. We design a contrastive loss layer, where the samples are implicitly paired, to directly learn discriminative feature on the large video dataset. The proposed network is easily applied to online tracking by adding a binary classification layer instead of contrastive loss layer for handling a specific video. The proposed SSDST is extensively verified on two representative benchmarks and shows better advantages over online trackers and the two-stream or multiple-stream trackers.
I. INTRODUCTION
Visual tracking is an important topic in computer vision, which seeks the most similar region in location and scale to the tracked target in the video sequence. It has extensive application potential in many fields, such as automatic driving, video surveillance and human interaction, etc. However, various challenging factors such as viewpoint change, illumination, occlusion and motion blurring make it still remain an open problem. In recent years, training an endto-end neural networks on a large video set to learn feature representation for visual tracking have drawn great attention, like MDNet [22] , SINT [27] , SiamFC [2] , CFNet [28] , SiamRPN [18] . Those trackers can be categorized as online and offline CNN based trackers respectively.
The online CNN based trackers such as MDNet [22] , BranchNet [10] and Meta tracker [24] pretrain a discriminative feature extractor on a large video set and finetune the network when tracking a new sequence. These trackers often have high precision because of their strong appearance adaption but slow speed triggered by their inefficient sample-wise feature extracting procedure. Furthermore, online CNN based tracker such as MDNet [22] needs to build complex multiple
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domain structure for training generic target representation in the shared layers. For the dataset with large video sequences, this simple domain structure is difficult to train and obtain stronger feature representation.
The offline CNN based trackers, two-stream Siamese and mutliple-stream network, basically belong to deep similarity learning tracking. They learn discriminative feature representation of the target via a similarity function between the target and candidate patches through the whole sequence. The representative works include SINT [27] , FC-Siamese [2] , CFNet [28] and SiamRPN [18] . Generally, the two-stream Siamese trackers have balanced accuracy and speed while their mechanisms lead to difficultly dynamic updating for target appearance. It makes that their accuracy and robustness are unsatisfying compared to online CNN based trackers. Furthermore, multiple-stream network based trackers such as MDSLT [17] and Siam-tri [30] are proposed in order to learn appearance model better. However, both two-stream and multiple-stream trackers require a careful data preparation stage where all training samples need to be organized as paired data before they are inputted to network, which results in high cost during training.
In this work, we focus on online CNN tracking due to its higher precision and robustness compared to the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4. [3] . We design a contrastive loss layer on the top of single-stream network directly to learn discriminative feature on the large video dataset. In our method, input data with positive and negative samples are implicitly organized as paired data, which is evaluated on the contrastive loss layer. It has more flexibility than popular two-stream or multiple-stream networks. The proposed network is closely coupled with the online tracker by using a binary classification layer instead of contrastive loss layer for handling a test video. We also refer to Fast-RCNN model [8] with VGG-M [3] as backbone to extract feature of region of interest (RoI) for speeding up tracking. Generally, our contribution is summarized as follows. First, the proposed single-stream deep similarity learning architecture for visual tracking, is simpler and more flexible compared to two-stream and multiple-stream networks. Second, the paired data is implicitly constructed in the contrastive loss layer on the top of network, so that we can use the samples in more rich and diverse way to learn powerfully discriminative feature. Finally, the proposed SSDST demonstrates the advantages over online visual trackers and the two-stream or multiple-stream network based trackers on two representative benchmarks.
II. THE RELATED WORK

A. ONLINE TRACKERS
The classical trackers such as MEEM [31] , Struck [11] and KCF [13] fall into online tracking where the target appearance is updated dynamically. Correlation filter based trackers have become the focus of online tracker due to its computational efficiency and discriminative power. KCF tracker [13] is a milestone by availing of circulant matrices and fast nonlinear kernel regression. It is further improved by applying spatial regularization [5] and learning efficient convolution operators [6] . Online CNN trackers have the advantage of the end-to-end learning and online learning to adapt the appearance change of the target. MDNet [22] with multiple domain learning mechanism achieves the impressive results with high precision and robustness. It is enhanced by using multiple branch regularization [10] and meta-learning [24] . However, those trackers often employ complex pretraining mechanism to learning the feature representation, which may limit its efficiency.
B. OFFLINE TWO-STREAM OR MULTIPLE-STREAM DEEP SIMILARITY LEARNING TRACKERS
Siamese network based trackers [2] , [18] , [27] , [28] actually belong to deep similarity learning and have two streams which share the weights and usually consists of target patch and search patch. SINT [27] is the seminal work of the Siamese network for visual tracking, where the best candidate patch has minimal distance to the target image. SiamFC [2] with an asymmetric Siamese network, designs a correlation layer which is used to calculate the correlation between the target patch and larger search patch with a real-time speed and comparable accuracy. CFNet [28] by adding a correlation filter layer makes Siamese network also achieves good performance even with the shallow-layer CNN feature. In SiamRPN tracker [18] , the tracking is formulated as a one-shot detection by introducing a region proposal network after a Siamese network, which significantly improves accuracy with real-time speed.
Apart from two-stream based trackers, MDSLT [17] , a multiple-stream deep similarity learning tracker, includes three branches of target template, search region and background samples for learning the similarity comparison model via a Template-Searhing-Background Loss. Siam-tri [30] which belongs to three-stream network is cleverly designed on two popular Siamese-style networks such as SiamFC [2] and CFNet [28] , which improves the performance to some extent.
C. FAST FEATURE EXTRACTION FOR TRACKING
The speed of feature extraction is very important for the efficiency of visual tracking. In MDNet [22] , BranchNet [10] and meta-tracker [24] , all samples are fed into CNN network, which severely limited their tracking speed. Recently, in the R-CNN based object detection methods [7] , [8] , [12] , two representative layers, i.e., RoIPooling [8] and RoIAlign [12] for pooling of RoI are used to fast extract the feature of all samples from shared feature map. Especially, RoIAlign approximates features via a bilinear interpolation for better object localization. In our work, we use RoiAlign to extract feature representation of all samples accurately and quickly, which will significantly accelerate tracking. Fig.1 is the network architecture of the proposed method and Table 1 lists the components of the network. Our network consists of fast feature extraction in Fig.1a , training discriminative feature via a contrastive loss layer in Fig.1b and online tracking by a binary classifier for online tracking in 1c.
III. THE PROPOSED APPROACH
A. FAST FEATURE EXTRACTION
Fast feature extraction in Fig.1a aims at efficiently obtaining the feature representation of all RoIs for speeding up tracking. It includes three parts, i.e., feature map of image patch, RoIAlign pooling and sample-wise feature processing. First, the image patch containing the target is fed into network and then we get its feature map via two convolutional layers. As shown in Table 1 , we use the first two convolutional layers (CNN 1 in the Table 1 ) to obtain the feature map of the image patch where size of final feature map is reduced to one eighth of the original one. Then, we take the feature map and RoIs as input and use RoIAlign layer [12] to extract a The number of RoIs with two positive samples (p 1 and p 2 ) and two negative samples (n 1 and n 2 ) is four in this demo. Based on these samples, one positive pair consists of p 1 and p 2 , and four negative pairs are constructed as p 1 -n 1 , p 1 -n 2 , p 2 -n 1 and p 2 -n 2 , respectively.) fixed-length feature vector. It is further fed into a sequence of convolutional layers and fully connected layers (CNN 2 module in the Table 1) .
Finally, all samples from foreground and background are processed as one dimension vector. Through the feature computation strategy of sharing convolution, we reduce computational complexity greatly.
B. TRAINING DISCRIMINATIVE FEATURE EXTRACTOR VIA CONTRASTIVE LOSS
After obtaining the feature representation of each sample, we learn the discriminative feature extractor by deep similarity learning via a contrastive loss [9] . The loss function for all samples is defined as follows,
where D ij = x i −x j 2 is the Euclidean distance of a pair of L2-normalized representation, n stands for the number of samples and y ij ∈ {0, 1} indicates whether a pair x i , x j belong to the same class or not.
[·] + operator indicates the max(0,·).
In (1), we slightly modify the original contrastive loss [9] as double thresholds to learn robust feature representation. Small threshold a 1 asks the distance between a pair of examples from two positive samples should have a certain tolerance, while a big threshold a 2 means the distance between a pair of examples from different classes should be greater than or equal to it. Fig.2 illustrates the differences among two-stream, three-stream network and our single-stream architecture for deep similarity learning. In both two-stream and multiple-stream network based trackers, all samples are carefully organized as paired data before being inputted, which may lead an expensive cost during training. Meanwhile, in our method, the samples consisting of frame sequences are first inputted to network and then organized as paired data in the contrastive loss layer VOLUME 7, 2019 on the top of network. It makes that we can organize data as pairs with more flexible method. Our single stream network is essential a feature extractor to pull examples with different class apart from each other and push examples with the same class closer to each other.
In principle, we can organize each sample and other sample as pair, which obviously provides more pairs compared to two-stream or multiple-stream network. The latter requires the pairing of RoIs to be determined before all samples are inputted to network. The back propagation gradient in (1) for each sample x i can be derived as follows (2),
C. ONLINE TRACKING
1) TARGET LOCATION ESTIMATION
By learning the discriminative feature via constrictive loss, we can get the target representation of the samples where the distance from samples with same class becomes smaller, otherwise farther for the samples with different class.
For achieving online tracking, we use softmax layer as shown in Fig.1c and Table 1 , a binary classifier instead of contrastive loss layer. When updating network, we fix all convolutional layers and only finetune fully connected layers (fc 5−fc 7) for all frames. It leads that the updated newtork can identify the specific target. Given an input frame at time t, a set of samples denoted by x i t i=1...N , are drawn from a normal distribution centered at the target state of the previous frame. Then the target state with maximal positive score is considered as the optimal candidate by (3)
where f + x i t indicates the positive score of the ith sample drawn from the current frame t.
We also train a bounding box regressor to improve target localization accuracy due to its obvious boosting for tracking in MDNet [22] . First, we learn a bounding box regressor and then we apply it to next frame and adjust the estimated target regions if the tracking of current frame is successful, i.e., f + x i t > 0.
2) ONLINE APPEARANCE UPDATING
We perform two update strategies as in MDNet [22] : regular and temporary term updates to maintain robustness and adaptiveness, respectively. Regular update is applied using the samples collected for a long period of time, while temporary update is activated whenever the score of the estimated target is below a threshold which means the result is trustless. A minibatch consists of 128 examples with 32 positive and 96 negative samples and we employ hard minibatch mining in each iteration of online learning procedure. [19] which are not overlap with the test sequences.
C. ONLINE FINETUNING FOR TRACKING
By pretraining stage, we learn discriminative feature representation, which is the output of fc6 layer. In next tracking stage, we add a binary classifier layer behind the fc6 instead of the contrastive loss layer. The network requires to be finetuned to fit the specific target in the first frame of each testing video with the learning ratio 0.0001 and 150 iterations. Similar to MDNet [22] , we draw 500 positive and 5000 negative samples based on same overlap criteria as the pretraining stage. For other frames, the training data for online update are collected in each frame when tracking is successful. The tracker collects 50 positive and 200 negative examples that have larger than 0.7 overlap and less than 0.3 overlap with the estimated target location respectively. For temporary update and regular update executed every 10 frames, the learning ratio is set as 0.0005. 
V. EXPERIMENTS AND DISCUSSIONS
We present the experimental setup, dataset, evaluation metrics and two groups of experiments including the ablation study of the proposed SSDST and comparisons with state-ofthe-art trackers in this section. Our algorithm is implemented with Matconvnet beta2.5 in MATLAB. It runs at 12fps on a desktop computer with Intel Core i7-7700k CPU, 64GB memory and NVIDIA TITIAN XP GPU.
A. DATASET AND METRICS
We evaluate the tracking method on two benchmarks, OTB2015 [29] and TrackingNet [21] . OTB2015 [29] includes 100 videos with bounding box annotations. TrackingNet dataset [21] is a new benchmark with 30K training videos and 511 test videos. It has broad and diverse context, which aims at solving the limitations of current small and mostly saturated datasets. Each sequence in this benchmark also is annotated with bounding box similar to OTB2015 [29] . However, unlike OTB2015 [29] , ground truth of TrackingNet [21] testing dataset is unseen for user and it provides an online evaluation server. For OTB2015 [29] and TrackingNet [21] , we perform One Pass Evaluation (OPE) and follow two metrics: precision and success. The precision shows the percentage of frames that the tracking results are within 20 pixels from the target. The success plot shows the ratios of successful frames. A frame is regarded as successful if the estimated bounding box and the groundtruth box have an intersection-overunion overlap larger than a certain threshold. In addition, for TrackingNet [21] , except the above two metrics, the normalized precision metric are proposed to partly overcome the sensitivity of the precision metric to the resolution of the image and the size of the bounding boxes. Please refer [21] for the details.
B. ABLATION STUDY
We evaluate several ablation studies of the proposed SSDST on OTB2015 [29] including two types of RoI pooling schemes, bounding box regression (BBR) and the number of video sequences for offline pretraining. Precision and Success plot in Fig.3 clearly show the characteristics of these methods. We denote the SSDST tracker with RoIPooling as SSDST-RoIPooling, without bounding box regression as SSDST-NoBBR, the method using 145, 500 and 935 sequences as SSDST-145, SSDST-500 and SSDST respectively. SSDST-α 1 = 0 means we use single threshold in the original contrastive loss. SSDST uses RoIAlign [12] and bounding box regression and double thresholds by default.
First, we found that SSDST with RoIAlign performs better than SSDST with RoIPooling (0.910 vs 0.870 in precision and 0.659 vs 0.607 in overlap). Second, compared to SSDST-NoBBR, SSDST with BBR obviously improves the performance with a large margin. Third, pretraining SSDST with more sequences can learn stronger discriminative feature, which results in higher precision and success. It can be seen from SSDST-145, SSDST-500 and SSDST with 935 sequences in Fig.3 . Finally, SSDST with double thresholds, where the distance between positive samples has little tolerances, performs better than SSDST-α 1 = 0 with the original contrastive loss.
C. COMPARISONS WITH THE STATE-OF-THE ART TRACKERS
We evaluate the proposed SSDST tracker on both OTB2015 [29] and TrackingNet benchmarks [21] . We compare our method with the state-of-the-art trackers including twostream (Siamese-style) trackers for SINT [27] , SiamFC [2] , CFNet [28] and SiamRPN [18] , multiple-stream trackers for MDSLT [17] , Correlation Filter based on trackers for ECO [6] , DeepSRDCF [4] and CREST [26] , HCFT [20] , online CNN trackers such MDNet [22] and some handcrafted feature based trackers such as MEEM [31] , DLSSVM [23] and KCF [13] .
1) OTB2015 BENCHMARK
The precision plot and success plot of one path evaluation (OPE) are shown in Fig.4 . Detailed comparisons among our single-stream tracker, four two-stream and the multiplestream trackers and two online CNN trackers are summarized at Table 2 . As shown in Fig.4 , a proposed SSDST gets the highest precision among the trackers and has competitive score in success plot while it is 2 times faster than ECO [6] and about 12 times faster than MDNet [22] VOLUME 7, 2019 in tracking speed. According our analysis, RoIAlign layer used to fast extract the feature of all samples is not more accurate than sample-wise feature extraction processing in MDNet [22] . It leads that the scale estimation of the proposed SSDST is not satisfying. Compared to the offline trackers, it clearly outperforms the two-stream trackers such as SiamFC [2] , CFNet [28] , SiamRPN [18] and three-stream MDSLT [17] in precision and success. It indicates that compared to the two-stream or multiple-stream based similarity architecture, the flexible and effective feature learning and online tracking mechanism of the proposed SSDST leads its better performance.
2) TRACKINGNET BENCHMARK
TrackingNet benchmark [21] is a recently released dataset in the wild and sequesters the annotation of the test set for providing a fair evaluation. Table 3 shows the results of the representative trackers and the proposed SSDST. It can seen that our algorithm gets the state-of-the-art performance while it is slightly lower than MDNet [22] but faster. In addition, our method also outperforms other different trackers such as ECO [6] for combining deep learning and correlation filter, CFNet [28] and SiamFC [2] for Siamese Network, MDSLT [17] for multiple-stream network and STAPLE [1] for correlation filter and DLSSVM [23] for SSVM. It indicates that the proposed SSDST shows good adaptability in large scale benchmark.
3) QUALITATIVE EVALUATION AND FAILURE CASES
We illustrate the qualitative comparisions of our SSDST tracker with four state-of-the-art trackers such as CFNet [28] , SiamFC [2] , HCFT [20] , ECO-HC [6] on a subset of sequences in Fig.5(a) .
Compared with other trackers on four sequences, such as Jump with great change of aspect ratio, MotorRolling with out-of-plane rotation, Singer2 with illumination and Woman with frequent occlusion in OTB2015 dataset [29] , our tracker illustrates the precision and robustness in the complex conditions via a simple single-stream deep similarity learning method. On the other hand, the proposed algorithm sometimes fails and Fig.5(b) shows that subtle difference between target and the distractor causes a drift problem in Coupon and sudden large motion makes tracking failure in Biker respectively.
VI. CONCLUSION
In this work, we present a single-stream deep similarity learning architecture to extract discriminative feature for visual tracking, which is totally different from the popular two-stream (Siamese-style) or multiple-stream network. The contrastive loss layer is designed on the top of network to train the discriminative feature representation, where the input data containing positive and negative samples can be implicitly organized as paired data with a simple and flexible way. The proposed network is closely coupled with the online tracker via a binary classification layer instead of contrastive loss layer for handling a new video. Experiments on two large benchmark show the proposed SSDST achieves the competitive performance compared to the state-of-the-art trackers. In the future, we will explore new network architecture and loss function based on the proposed single-stream deep similarity model to learn better discriminative feature for visual tracking.
HAOYUE SHI was born in Shaanxi, in 1998. She is currently pursuing the M.D. degree with the Faculty of Electronic and Information Engineering, Xi'an Jiaotong University, China. Her research interests include deep learning and computer vision.
JING NI was born in Ningxia, in 1997. She is currently pursuing the M.D. degree in computer science and technology from Northwest A&F University, China. Her research interests include computer vision and remote sensing image analysis.
YANGCHEN FU was born in Henan, in 1997. She is currently pursuing the B.S. degree in software engineering from Northwest A&F University, China. Her research interests include deep learning and object tracking. VOLUME 7, 2019 
