Abstract-The performance of a successive-cancellation multiuser detector (SC-MUD) for narrow-band signals operating in the Rayleigh-fading channel is shown to deteriorate severely unless very large power margins at the receiver are maintained. To mitigate this deterioration, antenna diversity is applied and adapted to the SC-MUD. In each detection stage, the best signal for detection and the corresponding combining weights are determined jointly. Two criteria for selecting the best signal based on maximizing the signal-to-noise-plus-interference ratio and maximizing the minimum distance-to-noise ratio, respectively, are proposed and evaluated. For signal combining, zero forcing and minimum mean square error (mmse) combining are considered. The obtained results show that the SC-MUD with mmse combining performs close to maximum likelihood joint detection while keeping a much lower computational complexity when the number of users is less than the number of receive antennas. The effect of channel-estimation errors is investigated for orthogonal training sequences and shown to result in a minor degradation compared to perfect estimation.
I. INTRODUCTION

M
ULTIUSER DETECTION (MUD) research has been mainly related to code-division multiple access (CDMA) [1] for reducing multiple-access interference in order to increase spectral efficiency. Recently, MUD receivers have been proposed for narrow-band -ary phase-shift keying ( -PSK) modulated cochannel signals based on successive cancellation [2] - [4] and maximum-likelihood (ML) detection [5] - [7] . By narrowband we refer to the fact that, unlike in CDMA, no bandwidth-expanding signature code is applied to separate the user signals.
In the successive-cancellation MUD (SC-MUD), the largest signal is detected and estimated in the first detector; this estimate is used to cancel the detected signal from the total input signal. Subsequently, the next largest signal is detected, estimated, and canceled, and so on. A detection error results in error propagation to all signals that are still to be detected. The structure of the SC-MUD is shown in Fig. 1 . For a low symbol error probability (SEP), sufficient power differences between the signals at the receiver input are required. In nonfading or slowly fading channels, power control can be applied to maintain these power differences. In [8] , application of an SC-MUD in a cellular system with centralized power control is shown to result in a substantial increase of the system capacity. In the case of fast multipath fading, however, the required power differences cannot be maintained, which results in a poor performance for all user signals. Increasing the power differences between the signals for maintaining a desired SEP requires very large power margins, as shown in Section III.
To mitigate this problem, antenna diversity can be applied at the receiver. Optimum detection performance for narrow-band signals using multiple antennas is obtained by ML joint detection (ML-JD), as proposed in [7] . The detected compound symbol of users is the one that has minimum Euclidean distance to the received compound symbol. This technique performs very well in the Rayleigh-fading channel; however, its complexity is where is the number of antennas and is the modulation level, i.e., the complexity increases exponentially with the number of users .
In this paper, we apply and adapt antenna diversity to the SC-MUD in the uplink. Since the users transmit independent data streams from different locations over uncorrelated channels, this scenario can be seen as a special case of the V-BLAST scheme [9] , [10] . In each detection stage, the optimum signal for detection is determined (i.e., the signal that results in the lowest SEP), as well as the optimum combining weights. For combining we compare zero-forcing (ZF) and minimum mean square error (mmse) combining. The complexity of this receiver is since in each stage only the symbol of the intended user is detected, i.e., the complexity increases linearly with the number of users . Simulations show that the performance of the SC-MUD using mmse combining approaches the performance of the ML-JD for . We further analyze the effect of channel-estimation errors on the SEP when using short orthogonal training sequences. It is shown that channel-estimation errors cause a limited performance degradation compared to perfect estimation.
The system model for the SC-MUD with multiple receive antennas, is given in Section II. In Section III, the SEP model is presented for the SC-MUD with antenna diversity, taking into account error propagation and channel-estimation errors. In Section IV, we propose two signal-selection criteria and combine these with ZF and mmse combining. Performance results obtained from simulations are presented in Section V and a conclusion is drawn in Section VI. 
II. SYSTEM MODEL
We consider a symbol-synchronous multiuser system with active noncoherent users in the uplink, all using the same carrier frequency and -PSK modulation. For such a structure, the bandwidth efficiency [bits/s/Hz] increases linearly with the number of users per channel. The equivalent lowpass transmitted signal of user during the th symbol interval is given by (1) where is the amplitude, is the transmitted symbol energy, and with equal probability of occurrence. The signal is transmitted in bursts, part of which consists of a training sequence for channel estimation.
The channel is modeled as a flat-fading frequency-nonselective channel with complex amplitude gain . The amplitude is Rayleigh distributed and the phase is uniformly distributed over . In the following, we neglect path loss and shadowing effects and assume normalized channel fading coefficients, i.e., ; thus, the expected received symbol energy for user is equal to the transmitted symbol energy. We further assume a slowly varying fading channel, which can be considered constant during the transmission of a burst.
The receiver (e.g., a base station) consists of an -element antenna array of arbitrary structure. The array elements are sufficiently spaced apart so that the Rayleigh fading can be considered mutually independent. Thus, each branch receives independent replicas of all user signals. The complex channel gain between array element and user is given by . Now the equivalent lowpass representation of the received signal at any of the array elements at the receiver is written as (2) where is the additive white Gaussian noise (AWGN) process at antenna element having zero mean and power spectral density . Passed through a matched-filter demodulator, the signal of antenna element during the th symbol interval is given by (3) where now is a complex Gaussian random variable with zero mean and variance . For ease of notation, we omit the symbol index in the following.
Let us define the channel matrix as
the vector , which contains the transmitted signals, and the noise vector , which contains independent and identically distributed (i.i.d.) Gaussian noise samples, where denotes the matrix transpose. Now the vector of the signals received at the antenna elements can be written as (5) The received vector above is used at the receiver to separate the symbols of the different users and to make a decision. A straightforward method to achieve this goal is by using ML-JD, which allows optimum detection for the different user symbols, but has a complexity that increases exponentially with the number of users. As an alternative solution, successive cancellation can be used instead. The redundancy provided by the dif-ferent antennas together with some power margins between the different signals will make such a detection procedure possible and reliable. Both ML-JD and successive cancellation require knowledge of the channel-state information at the receiver.
A. Channel Estimation
The channel estimates are usually not perfect due to the presence of noise and other cochannel signals and will not allow perfect signal cancellation even in the absence of symbol errors. Here, we extend the channel-estimation model presented in [3] to the application of antenna diversity.
We assume that the user signal is transmitted in short bursts with symbols per burst, part of which is a training sequence of consecutive symbols. We further assume that the training sequences, denoted , of the different users are orthogonal with (6) Thus, for symbol and burst-synchronous multiuser systems, the inaccuracy in parameter estimation is caused by additive noise only. Note that nonorthogonal training sequences and/or nonperfect synchronization between user signals will introduce additional estimation errors. The equivalent lowpass of the received signal at array element , containing the training sequences of the active signals, during a particular burst can be written as (7) where is the transmitted training sequence of signal is the complex channel response assumed constant during a burst, and is a zero-mean complex Gaussian noise process at array element with spectral density . The complex channel response is estimated by using the training sequence symbols as (8) where is the estimate of . By averaging over the symbols of the training sequence, the effect of noise is reduced by a factor of . In that, the noise component is a complex Gaussian random variable with zero mean and variance . In practice, we will usually estimate the parameters of the received signal at element , given by . For evaluation of the effect of channel-estimation errors on the performance of the SC-MUD, we generate the channel estimate as (9) where is a complex zero-mean Gaussian variable given by with variance . Note that the estimation error variance is inversely proportional to the transmitted signal power and the length of the training sequence.
Since the training sequences are orthogonal, the terms are independent Gaussian random variables [11] , [12] at every antenna element .
III. SUCCESSIVE-CANCELLATION MULTIUSER DETECTION WITH ANTENNA COMBINING
The narrow-band SC-MUD for multiple -PSK modulated signals, which was originally proposed in [2] , is based on successive signal detection, estimation, and cancellation. The structure of the receiver with antenna combining is shown in Fig. 1 . After combining, a selected signal is detected and estimated in detector . This estimate is then used to cancel signal in each of the antenna branches, which can be done because its complex signal amplitude is known at each branch . In the following stage , a new weight vector is determined, optimized for one of the remaining signals that, after combining, is subsequently detected, estimated, subtracted, and so on. The stage number refers to the number of signals left for detection in that stage. This principle is known as "onion peeling" [13] . In practice, the optimum signal to be detected is not known in advance because of the fading, but has to be selected in each detection stage. Strategies for the detection order are discussed in Section IV.
A. Successive Cancellation
Let us consider stage of the SC-MUD, when signals have already been detected and canceled. In this stage, the signals that still need to be detected are indicated as . The received vector at this stage can be written as (10) where the vector denotes the set of remaining signals still to be detected, the vector denotes the set of signals already detected and canceled in previous stages with representing its estimate, the matrix
is an matrix containing the channel coefficients of the remaining signals with estimate , where we have denoted the th column of the channel matrix by the vector
is an matrix containing the channel coefficients of the canceled signals, and is its estimate.
B. Signal Combining
Using the channel-estimation model described in the previous section, (10) can be rewritten as (13) where is the interference from previous stages due to detection errors and
is the channel-estimation error. Note that with channel-estimation errors, there is no perfect cancellation even with successful signal detection in the previous stages, i.e., when . At stage , the best signal for detection among the remaining signals is identified and then detected. This identification is done by first calculating a set of combining weights for each signal based on and then making the selection of the signal to be detected. The combined signal samples obtained at this stage can be written as (15) where and are the combining weight optimized for signal in detection stage (16) represents the total noise component, and and denote the conjugate transpose matrix. As is zero-mean complex Gaussian with variance , the product is also zero-mean complex Gaussian with variance . Thus, with uncorrelated signals is a zero-mean complex Gaussian random variable with variance given by (17) Note that the signal-to-noise ratio (SNR) degradation increases for each successive signal to be detected and is largest for the last signal to be detected. We can also see that perfect channel estimation is obtained when .
C. Performance Analysis
Consider again receiver stage and let us assume that has been selected for detection, with . Using (15), the signal sample corresponding to this signal can be written as (18) where is the received symbol energy of signal after combining and is its phase in the interference from the previous stages due to error propagation.
For a given burst, the conditional SEP (given that no errors occurred in the previous stages) can be written as (19) for , where .
and are the distances to the decision thresholds for the signal to be detected, which for a symbol state at angle are given by the lines departing from the origin with angles and is related to the modulation level and is given by [14] for BPSK for higher modulation levels
The average conditional SEP, , is then obtained by averaging (19) over all possible values of s, as represented by all possible combinations of data symbols for the signals . The relation between the conditional and average SEP for SC-MUD of narrow-band signals in an AWGN channel, which takes into account error propagation, has been derived in [3, Eq. (12) ]. In this model, the partial suppression or even enhancement of the signal after cancellation due to an error is assumed to result in random symbol detection for the signals that still need to be detected, which is a worst-case assumption. Since the radio channel is assumed constant over one burst, the SEP of the SC-MUD over one burst in Rayleigh-fading channels will also take the form of [3, Eq. (12)]. By taking the average over all possible channel states, we obtain the average SEP that accounts for error propagation and channel variations.
D. Single-Antenna Case
For the single-antenna case, there is no redundancy and the receiver can only rely on the power difference between the different signals. In this case, the signal at stage is directly obtained from (15) with (20) where is the channel coefficient between user and the receiver and is zero-mean complex Gaussian with variance . The noise variance is independent of because the combining weight is just the phase rotation of the fading coefficient of the user to be detected, . Since the fading channel is assumed to be constant over the burst duration, the detection order of the signals can be identified at the first stage. Of course, depending on the channel variation, this order may be different from one burst to the next.
Taking into account signal ordering, (20) can be rewritten in the same form as (18) . This ordering provides us with an optimum SC-MUD, but makes a closed form for the average SEP difficult to obtain due to the order statistics involved. Fig. 2 shows the average SEP for the optimum receiver and multiple users with equal average received powers, as obtained by simulations for quaternary phase-shift keying (QPSK) modulation.
These results clearly show the very poor symbol error rate performance when more than one user are sharing the same bandwidth. For , error floors occur due to the large interference levels at the different stages caused by signal fading and error propagation. Thus, when no diversity scheme is employed, the single-antenna case requires extra power margins between the different users to ensure reliable communication for all the links simultaneously. By controlling the transmitted power of the different users, we can improve the SEP of the different users. The occurrence of the decoding order at the receiver will depend on the selected power margins between the different signals. In this case, instead of the optimum receiver, we may consider a hypothetical suboptimum SC-MUD, where a closed-form expression for its average SEP can be obtained. To accomplish that, we assume that the receiver detects the signals in decreasing order of their received average symbol energies . Basically, the suboptimum receiver considers the long-term average symbol energy and does not take into account the instantaneous channel coefficients when ordering the signals. During a burst, a weaker signal may be detected before a larger one, which results in a poorer SEP when compared to the optimum SC-MUD. Thus, the SEP performance of the suboptimum receiver is an upper bound for the SEP of the optimum SC-MUD.
Using (20) and modeling the interference as Gaussian, the conditional SEP (given that no error has occurred in the previous stages) for the suboptimum SC-MUD, is approximated as [14] (21) where and are the expected received signal-to-noise-plus-interference ratio (SNIR) of signal and is given by Evaluation by simulations shows that the average SEP of the suboptimum receiver is less than twice the SEP of the optimum SC-MUD. Using the above expression and following the same procedure as described in [3] , the required power margins between the different signals that ensure a target SEP for the different users can be derived. Without going into detail, but assuming that , these power margins are given by (23) where (24) and is as defined in [3, Eq. (24)]. To illustrate the performance of the single-antenna SC-MUD in the Rayleigh-fading channel, we consider a system with users employing QPSK modulation and apply the above derived power margins. Fig. 3 gives simulation results for the SEP of the suboptimum and the optimum SC-MUD as a function of . Also included in this figure is the target (analytical) SEP. It is shown that the SEPs of the different signals are similar and are quite close to the target SEP. We observe that the optimum SC-MUD performs slightly better than the suboptimum SC-MUD. Thus, by using the above power margins, it is possible to provide a preset SEP for the different signals. Also, these results suggest that the above analysis for the suboptimum detector can be used as a tight upper bound on the performance of the optimum SC-MUD for SEP levels of practical interest, where the probability of a wrong detection order is small. Fig. 4 shows the power margins in decibels as a function of . We notice that these power margins are linearly related to the SNR of the weakest signal and that, in order to achieve acceptable SEP, very high power margins are required. Increasing the number of users will increase these power margins even more.
IV. SIGNAL-SELECTION AND COMBINING SCHEMES
By applying antenna diversity at the receiver, the system performance in the fading channel can be improved. The scenario for the SC-MUD, however, is different from conventional scenarios in which a single desired signal is detected in the presence of other interfering signals and noise, since here we want to detect multiple desired signals in the presence of noise. In the SC-MUD, the conditional SEP of the signal detected at a certain stage not only determines the detection performance of this signal, but also that of the other not-yet-detected signals due to error propagation. Therefore, the antenna-combining scheme and the order of detection have to be matched to this behavior. This means that at each detection stage the following steps are needed:
• determine the weight vector optimized to the signal scenario in this stage with the not-yet-detected signals present; • select the signal that, after combining, is likely to result in the lowest conditional SEP, in order to minimize error propagation; • detect the selected signal and cancel it from the received signal. In the following, the detection order and combining weights are determined from the per-burst estimated channel parameters.
A. Order of Detection
As indicated in (19), the conditional SEP depends on the distance between the resulting compound state from all signals present and the decision threshold, as well as on the noise term. Therefore, choosing the signal (and corresponding weight vector) that results in the largest SNR does not guarantee the best detection quality, as in the one-signal case. Two criteria are used to select the best signal for detection in stage , which take into account the interfering signals but assume perfect cancellation of the already-detected signals.
1) Maximizing SNIR:
The SNIR presents a good indication for the detection performance. Here, we select the signal that maximizes the SNIR in detection stage . For signal , the SNIR is given by (25) where is the weight vector optimized for . The desired signal , which has the maximum estimated SNIR (26) is selected for detection. For selection we use the estimated SNIR , which is obtained from (25) by replacing with . This criterion is indicated as maximizing the SNIR (MaxSNIR). Note that MaxSNIR does not necessarily maximize the distance to the detection threshold.
2) Maximizing the Minimum Distance-to-Noise Ratio: The highest conditional SEP occurs when the compound state of the signals present in the current stage is at the minimum distance to the decision threshold (worst case). By maximizing the minimum distance-to-noise ratio (DNR) defined by (27) we minimize the worst case conditional SEP. The signal , which has maximum estimated DNR (28) is selected for detection, where the estimated DNR is obtain from (27) by replacing with . This selection criterion is called the MaxDNR criterion.
B. Combining Schemes
As combining schemes, we consider ZF and mmse combining. The combining weights are determined from the estimated channel coefficients. Interference caused by occasional erroneous signal cancellation due to symbol-estimation errors is not taken into account in the weight calculation. Schemes that do not actively reduce interference, such as maximal ratio combining and selection diversity, perform very poorly when interference is present and, therefore, are not further considered here.
1) ZF:
With ZF, the contributions of the interfering signals are forced to zero, if possible. In general, this is achieved at the cost of noise amplification. To find the weight vector for signal in stage , we impose the ZF condition on the estimated channel coefficients (29) where is a vector of length with all zeros except for a 1 in the th position. Instead of the inverse , we use the Moore-Penrose pseudoinverse [15] to determine the weight vector . By using the pseudoinverse, we obtain 1) least-squared Euclidean distance between and when and the linear system (29) is underdetermined; 2) unique solution when is invertible; 3) ZF solution with minimum when , which results in least noise amplification.
The best signal to detect is the one with the smallest conditional SEP. In case , some residual interference is left and the estimated SNIR is found with (25). For 2) and 3), all interference is canceled and (25) turns into the estimated SNR given by (30)
2) mmse: The mmse criterion [16] maximizes the SNIR. The advantage of mmse over ZF is that the noise power is taken into account. With , the error signal after combining is given by (31) where is given by (10) with , since error propagation due to decision errors is not taken into account in determining the weight vector. Notice that becomes in case is detected in stage . Thus, we can write the received interference vector as and the noise vector as and form the interference and noise covariance matrices as and . The optimum weight vector , which minimizes the power in the error signal is obtained by [17] (32) which is the Wiener solution. The SNIR after combining is again found with (25).
V. SIMULATION RESULTS
The performance of the SC-MUD with antenna combining has been assessed using Monte Carlo simulations. The SEP was obtained from a large number of events (typically 40 000), where in each event i.i.d. Rayleigh-distributed channel amplitudes for the users were generated and a word of 100 random symbols per user was transmitted for estimating the average conditional SEP, as indicated by (19). Unless indicated otherwise, perfect channel estimation is assumed. To determine the SEP of a single user over many independent channel events, the detection order of this user was tracked for each event to account for the error propagation.
We compare signal-selection criteria and combining schemes and evaluate the effects of the number of users, the number of antennas, user signal power differences, and channel-estimation errors.
A. Signal Selection
In each stage of the SC-MUD, we select the signal to be detected as the one that will most likely result in the lowest conditional SEP. In Fig. 5 , the performances of the MaxSNIR and the MaxDNR criteria are compared. In this figure, the average SEP is shown for QPSK-modulated signals with mmse combining using 4 antennas. We observe that both schemes perform equally well for . Only for , MaxSNIR slightly outperforms MaxDNR. For ZF, similar results are found. In the following, MaxSNIR is used for signal selection.
B. Combining Schemes
In Fig. 6 , the average SEP is shown for QPSK modulation with ZF and mmse combining, as a function of the number of antenna elements with the number of users as a parameter. All users have the same average received power and the SNR has been fixed to dB. It is observed that both combining schemes result in considerable performance improvement as the number of antennas increases, i.e., antenna combining not only mitigates the deteriorating effects of channel fading, but also compensates for the interference that the signals are causing to each other. Actually, the SC-MUD is able to operate at low SEP without any power margins applied as required in the single antenna case. The mmse slightly outperforms ZF, since ZF results in noise amplification. Fig. 8 . By comparing these results, we observe equal performance for the SC-MUD and ML-JD in the single-user case. By adding an extra user to the system, more interference is created and, thus, more power is required to obtain the same SEP. In [7] and [18] , SNR penalties for additional users were analytically derived for ML-JD of narrow-band signals with respect to the modulation level and the number of antenna elements . For BPSK modulation with two and four antennas, the penalties for an additional user are 0.5 and 0.1 dB, respectively. For QPSK modulation, the penalty is 0.2 dB for the case of four antennas, as shown in Fig. 7 . A similar behavior is observed for the SC-MUD in Fig. 8 . These results show that an additional user can be added at the cost of a slightly higher than for ML-JD. It is observed that the SNR penalty is a fixed value for and for moderate values of : about 1 and 0.5 dB for BPSK with two and four antennas, respectively, and 1 dB for QPSK with four antennas. The penalty increases for as well as for high . One reason for the additional performance degradation of the SC-MUD with increasing is error propagation in the multistage detector. The observed degradation for high as well as the progressive degradation for is due to the remaining error signal after combining, which increases, especially for , because mmse is less able to reduce the interference if the number of signals becomes larger. In a practical implementation, this would mean that the base station has to be equipped with a number of antennas that is at least equal to or larger than the number of users that is expected to be served. However, if the number of users , the degradation can be compensated for by introducing small power differences between the signals, as is shown in the following. 
C. SNR Penalty for Additional Users
D. Application of Small Power Margins
Power disparity between users is expected to improve SC-MUD performance. To assess this effect, we have assumed that the average received symbol energies of the different users are geometrically related with with , so signal 1 is the weakest received signal. Fig. 9 shows the average SEP of the different users as a function of with the number of antennas as a parameter and dB. It is observed that a substantial improvement in the performance can be obtained by introducing small power margins. The relative improvement increases with increasing the number of antennas.
It is also observed that for small , the obtained improvement is almost the same for all signals. This is because, for small , the average SEP is dominated by error propagation, which is reduced when is increased. For large , the signals become more separated and the effect of error propagation on the SEP of the smaller signals becomes negligible.
E. Effect of Channel-Estimation Errors
In the case of channel-estimation errors, the noise level increases slightly due to cancellation errors for each successive signal to be detected. For the simulations, we introduce estimation errors according to (9) . Fig. 10 shows the effect of estimation errors on the average SEP for equal-power users in a Rayleigh-fading channel for QPSK modulation with mmse and ZF combining. The performance for training sequences of length and are compared to that with perfect estimation, i.e., , with the number of users as a parameter. It is observed that the performance degradation due to estimation errors because of a limited training sequence length is rather small for both mmse and ZF combining. This degradation can be compensated for by a small increase in SNR.
F. Discussion
The results presented previously clearly show that a tradeoff can be made between the number of users , the number of antennas , and the power margins that are required, as well as . The large power margins needed for can be reduced to no power margin at all by applying antenna diversity. For example, in Fig. 3 we find an average SEP of about for and at dB and power margins between 26 and 63 dB. In Fig. 6 , we obtain a better SEP for and mmse with and dB without any power margins at all. From Fig. 9 , we observe that the same SEP can be obtained at dB with antennas and equal power margins between the signals of about 6 dB. Thus, by using antennas instead of a single antenna, the required power margins can be reduced dramatically.
VI. CONCLUSION
An analytical model is presented to evaluate the performance of a narrow-band SC-MUD in the Rayleigh-fading channel for a single antenna and with antenna diversity. This model accounts for the effects of channel-estimation errors and detection-error propagation.
For the SC-MUD with a single antenna, two cases were compared: the optimum case (detection order based on instantaneous receive power levels) and the suboptimum case (detection order based on the average receive power levels); the required power margins for the different users to achieve a given preset SEP were derived. Simulation results show that the derived power margins are quite accurate and result in an SEP close to the preset value. However, the required margins are very high for the Rayleigh-fading channel and increase quickly with increasing number of users. The analytical SEP for the suboptimum SC-MUD forms a rather tight upper bound for the optimum SC-MUD's performance.
To take maximum advantage of antenna diversity in the fading channel, the signal to be detected as well as the corresponding combining weights are to be determined jointly in each detection stage of the SC-MUD. The two proposed criteria to select the best signal for detection in a certain stage are the MaxSNIR, based on maximizing the SNIR, and MaxDNR, based on maximizing the minimum distance-to-noise ratio, which show nearly equal performance. Antenna diversity using ZF and mmse combining has been evaluated and compared to the optimum ML-JD, which has a higher computational complexity than the SC-MUD. The obtained results show that ZF and mmse not only effectively mitigate the degrading effects of fading, but also perform well with much smaller or even without the need for power margins between the different signals as required in the single-antenna case. When the number of users is less than the number of antennas , an extra user can be added at the cost of a small increase in SNR (dependent on the number of antennas and the modulation scheme applied). For mmse and , this SNR penalty is about constant for moderate values of , but slightly larger than the penalty required for the ML-JD [7] . For , the penalty increases due to the remaining error signal after mmse combining. In a practical implementation, this would mean that the base station has to be equipped with a number of antennas larger or equal to the number of users that is expected to be served. However, for the degradation can also be compensated for by introducing (small) power margins between the signals.
The effect of channel-estimation errors on the SEP has been analyzed for short orthogonal training sequences (lengths 16 and 32). Simulation results for equal-power users in the Rayleigh-fading channel show that the resulting channel-estimation errors cause a limited performance degradation compared to perfect estimation. This degradation can be compensated for by a small increase in SNR.
