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This paper presents a new approach, called cubic clipping, for computing all the roots
of a given polynomial within an interval. In every iterative computation step, two cubic
polynomials are generated to enclose the graph of the polynomial within the interval of
interest. A sequence of intervals is then obtained by intersecting the sequence of strips
with the abscissa axis. The sequence of these intervals converges to the corresponding root
with the convergence rate 4 for the single roots, 2 for the double roots and super-linear 4
3
for the triple roots. Numerical examples show that cubic clipping has many expected
advantages over Bézier clipping and quadratic clipping. We also extend our approach by
enclosing the graph of the polynomial using two lower degree k < n polynomials by degree
reduction. The sequence of intervals converges to the corresponding root of multiplicity s
with convergence rate k+1
s .
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Computing the roots of (systems of) polynomial equations is an important issue in various geometric problems (Elber
and Kim, 2001; Reuter et al., 2007), such as curve and surface intersection (Sederberg and Nishita, 1990; Patrikalakis and
Maekawa, 2002), surface rendering by ray-tracing (Nishita et al., 1990; Efremov et al., 2005), collision detection (Lin and
Gottschalk, 1998; Choi et al., 2006), etc. Various techniques have been developed for solving polynomial equations, such as
using Descartes’ rule (see, e.g. Collins and Akritas (1976); Rouillier and Zimmermann (2004)) and Sturm theorem (see, e.g.
Hook and McAree (1990)). We refer the reader to McNamee (1993–2002) for a collection of related references.
Sederberg and Nishita (Nishita et al., 1990) proposed a technique, called Bézier clipping, to ﬁnd the roots of polynomials.
The basic strategy is to use the convex hull property of Bézier curves to identify regions of the polynomial which do not
include the part of the roots (Sederberg and Nishita, 1990). Combined with subdivisions, the process is converging at a
quadratic rate for the single roots and with a guarantee of robustness.
Recently, Bartoˇ n and Jüttler presented a new numerical technique, called quadratic clipping to compute all the roots of a
univariate polynomial equation within an interval (Bartoˇ n and Jüttler, 2007). The basic idea is to use a quadratic polynomial
to approximate the original polynomial based on degree reduction. Then two quadratic polynomials are obtained to bound
the original polynomial and their roots bound the roots to be computed. Combined with subdivision, the technique of
quadratic clipping generates a sequence of intervals that contain the roots of the original polynomial. The sequence of
intervals shows a faster convergence rate than the technique of Bézier clipping, which is 3 for single roots and super-linear
3
2 for double roots.
In this paper, we generalize the approach of quadratic clipping to cubic clipping, which is also based on degree reduction.
The key point is that we use an optimal cubic polynomial to approximate the original polynomial and generate a sequence
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of intervals that bound the roots by computing the roots of the cubic polynomial. To analyze the convergence rate for cubic
clipping, we consider a more general roots ﬁnding method, called degree reduction clipping, which can be seen as a uniﬁed
form of quadratic clipping and our cubic clipping. The conclusion about the convergence rate for the degree reduction
clipping algorithm immediately shows that cubic clipping has faster convergence rates than quadratic clipping, which is 4
for single roots, 2 for double roots and super-linear 4
3 for triple roots. To get the numerical performance of cubic clipping,
we make comparison with Bézier clipping and quadratic clipping through some examples. The numerical results show that
cubic clipping has many advantages over the other two techniques when computing the roots of some polynomials.
This paper is organized as follows. In Section 2, we give a quick introduction about polynomial with Bernstein–Bézier
representation, degree reduction and the Cardano formula for computing the roots of cubic polynomial. Section 3 describes
the degree reduction based clipping algorithm and the cubic clipping algorithm and the convergence rates are analyzed.
Section 4 provides a comparison result of Bézier clipping, quadratic clipping and cubic clipping. The robustness of cubic
clipping is also considered. Finally, we conclude this paper with future work in Section 5.
2. Preliminaries
We describe some preliminaries in this section. More details can be found in Bartoˇ n and Jüttler (2007).
2.1. Polynomial space with Bernstein basis
Let Πn be the linear space of polynomials of degree n. Any polynomial p ∈ Πn in a certain interval [α,β]⊂R can be
represented by its Bernstein–Bézier (BB) representation as
p(t) =
n 
i=0
biB
n
i (t;α,β), t ∈[α,β], (1)
where
B
n
i (t;α,β)=

n
i

(t −α)i(β −t)n−i
(β −α)n , i = 0,1,...,n, (2)
are the Bernstein basis in [α,β] and bi ∈ R (i = 0,1,...,n) are the BB coeﬃcients.
The L2 norm and the maximum (L∞) norm for a polynomial p(t) ∈ Πn with respect to an interval [α,β] are respectively
deﬁned as
 p 
[α,β]
2 =
1
h

 p, p [α,β],
 p 
[α,β]
∞ = max
t∈[α,β]

p(t)

, (3)
where h = β −α is the length of the interval and  p, p [α,β] =
 β
α p(t)p(t)dt is the L2 inner product. Furthermore, we deﬁne
the maximum norm of BB coeﬃcients for p as
 p 
[α,β]
BB,∞ = max
i=0,...,n
|bi|. (4)
All the norms are invariant under aﬃne transformations of the t-axis (Bartoˇ n and Jüttler, 2007). More precisely, given any
aﬃne transformation
A : t  → A0 + A1t (5)
with A1  = 0, the norms of p with respect to the interval [α,β] and of p ◦ A−1 with respect to the interval A([α,β]) are
identical, which means
 p 
[α,β]
2 =

p ◦A−1
A[α,β]
2 . (6)
2.2. Degree reduction and dual basis
The optimal degree k polynomial approximation q of a degree n polynomial p in L2 norm can be deduced by the
technique of dual basis developed by Jüttler (1998). The polynomial q obtained by applying degree reduction to p with
respect to a given interval may be computed by multiplying the row vector of the BB coeﬃcients of p by some pre-
computed matrix in a look-up table (Bartoˇ n and Jüttler, 2007).Author's personal copy
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2.3. Cardano formula
Given a cubic polynomial represented by the Bernstein basis (2) in the interval [α,β] as
g(t) = B
3
0(t;α,β)d0 + B
3
1(t;α,β)d1 + B
3
2(t;α,β)d2 + B
3
3(t;α,β)d3, (7)
the well-known Cardano formula (Borwein and Erdélyi, 1995) gives all its roots as ti = (1−τi)α +τiβ( i = 1,2,3),a n dτi is
given by
τ1 =
3
	
−
v
2
+
√
 +
3
	
−
v
2
−
√
 −
a
3
,
τ2 =ω
3
	
−
v
2
+
√
 +ω
2 3
	
−
v
2
−
√
 −
a
3
,
τ3 =ω
2 3
	
−
v
2
+
√
 +ω
3
	
−
v
2
−
√
 −
a
3
, (8)
where ω = ei 2
3π is a complex, and
u = 3


d0d2 −d0d3 +d1d2 +d1d3 −d
2
1 −d
2
2

/D
2,
v =−


3d0d1d2 + 3d0d1d3 + 3d0d2d3 + 3d1d2d3 − 6d0d
2
2 −d0d
2
3 −d
2
0d3 + 3d1d
2
2 + 3d
2
1d2 − 6d
2
1d3 − 2d
3
1 − 2d
3
2

/D
3,
  =


d
2
0d
2
3 + 4d0d
3
2 − 3d
2
1d
2
2 + 4d
3
1d3 − 6d0d1d2d3

/4D
4,
a = (3d0 − 6d1 + 3d2)/D, (9)
with D =− d0 + 3d1 − 3d2 +d3.
It is known that t1 is a real root, while t2 and t3 are both real roots if    0 or conjugate complexes if  >0.
3. Computing roots via cubic clipping
In this section, we propose a novel approach, called cubic clipping, for computing the roots of a polynomial based on
degree reduction.
3.1. Computing roots via degree reduction
The approach of cubic clipping shares the same procedure as quadratic clipping (Bartoˇ n and Jüttler, 2007) to isolate all
the roots of the given polynomial with a sequence of intervals. Indeed, it can be also generalized to quartic clipping, and
even more generalized case. Therefore, we consider an extensive clipping method based on degree reduction to compute
the roots of a polynomial, namely degree reduction clipping method (see k-Clip in Algorithm 1).
The algorithm of k-Clip is an iterative algorithm to ﬁnd all the roots of a polynomial within a given interval. Next, we
give explanation about some steps of the algorithm in more detail:
• In line 2 of the algorithm, the best degree k polynomial approximation q can be generated using the technique of dual
basis (Jüttler, 1998; Bartoˇ n and Jüttler, 2007). This is achieved by multiplying the row vector of BB coeﬃcients of p with
some precomputed degree reduction matrix that is stored in a lookup-table (Jüttler, 1998).
• Instead of using the maximum (L∞)n o r m
 p −q 
[α,β]
∞ = max
t∈[α,β]
 p(t)−q(t)
  (10)
in line 3, we use the maximum (L∞) norm of BB coeﬃcients to compute the error bound δ as
δ = p −q 
[α,β]
BB,∞ = max
i=0,...,n
|bi − ci|, (11)
where bi, ci are respectively the BB coeﬃcients of p and q of degree n with respect to [α,β]. Hence, from lines 4 and 5,
we have m(t)  p(t)  M(t),f o ra l lt ∈[α,β].
• The strip enclosed by m and M in lines 6–19 bounds (part of) the given polynomial and its intersection with t-axis
consists of one, two, or three intervals that contain the roots. The sequence of the intervals are constructed in a similar
way with the technique of quadratic clipping (Bartoˇ n and Jüttler, 2007).
• In line 9, the number l of intervals could be 1,2,...,o rk.Author's personal copy
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1: if length of interval [α,β] ε then
2: q ← generate a polynomial of degree k by applying degree reduction with
respect to the L2 inner product on [α,β] to p.
3: δ ← compute bound on  p −q 
[α,β]
∞ by comparing the Bernstein–Bézier
representation of p and q.
4: m ← q −δ {lower bound}
5: M ← q +δ {upper bound}
6: if the strip enclosed by m, M does not intersect the t-axis with [α,β] then
7: return (∅)
8: else
9: Find intervals [αi,βi], i = 1,...,l, by intersecting m, M with the t-axis.
10: if maxi=1,...,l|αi −βi|  1
2|α −β| then
11: return (k-Clip(p,[α, 1
2(α +β)])∪k-Clip(p,[ 1
2(α +β),β]).
12: else
13: S ←∅
14: for i = 1,...,l do
15: S ← S ∪k-Clip(p, [αi,βi])
16: end for
17: return (S)
18: end if
19: end if
20: else
21: return ([α,β])
22: end if
Algorithm 1. k-Clip(p,[α,β]) {Degree reduction clipping}.
With a prescribed tolerance ε,t h ec a l lk-Clip(p,[α,β]) will return some intervals containing all the roots in [α,β].
This technique guarantees to ﬁnd all the roots of a polynomial within a given interval. However, similar to Bézier clipping
and quadratic clipping, the approach may produce false positive answers (i.e., intervals not containing any root) if the graph
of the polynomial gets very close to the t-axis.
It can be easily seen that Algorithm 1 is actually the quadratic clipping algorithm (Bartoˇ n and Jüttler, 2007) when k = 2.
3.2. Convergence rates
In this section, we give the convergence rates for the roots ﬁnding by the algorithm k-Clip.
We start with two technical lemmas. Although the proofs of the lemmas use the similar way as in Bartoˇ n and Jüttler
(2007), we still present the details in order to make this paper self-contained.
Lemma 1. Given a polynomial p with degree n, there exists a constant C0p depending solely on p, such that for all intervals [α,β]⊆
[0,1] the bound δ in line 3 of the algorithm k-Clip satisﬁes δ  C0phk+1,w h e r eh= β −α.
Proof. Due to the equivalence of norms in ﬁnite-dimensional real linear spaces, there exist constants C1 and C2 such that
 r 
[α,β]
BB,∞  C1 r 
[α,β]
2 and  r 
[α,β]
2  C2 r 
[α,β]
∞ (12)
for all r ∈ Πn. The constants C1 and C2 do not depend on the given interval [α,β], since all the norms are invariant with
respect to aﬃne transformations of the t-axis. Therefore,
δ = p −q 
[α,β]
BB,∞  C1 p −q 
[α,β]
2  C1 p − Qα 
[α,β]
2
 C1C2 p − Qα 
[α,β]
∞ 
1
(k + 1)!
C1C2 max
t0∈[0,1]

p(k+1)(t0)

h
k+1, (13)
where Qα is the degree k Taylor polynomial at t =α to p and p(k+1) is the (k + 1)-th derivative. 
Lemma 2. Given a polynomial p with degree n, there exist k + 1 constants C1p,C2p,...,C(k+1)p, depending solely on p, such that for
all intervals [α,β]⊆[ 0,1] the degree k polynomial q obtained by applying degree reduction to p satisﬁes
 p −q 
[α,β]
∞  C1ph
k+1,  p  −q  
[α,β]
∞  C2ph
k, ...,

p(k) −q(k)
[α,β]
∞  C(k+1)ph, (14)
with h = β −α.
Proof. We construct a new norm in [α,β] as
 r 
[α,β]
∗ =  r 
[α,β]
∞ +h r  
[α,β]
∞ +···+h
k
r(k)
[α,β]
∞ . (15)Author's personal copy
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Due to the aﬃne invariance of the norms, there exists a constant C3, which does not depend on the interval [α,β],s u c h
that (Bartoˇ n and Jüttler, 2007)
 r 
[α,β]
∗  C3 r 
[α,β]
2 . (16)
Consequently,
 p −q 
[α,β]
∗ = p −q 
[α,β]
∞ +h p  −q  
[α,β]
∞ +···+h
k
p(k) −q(k)
[α,β]
∞
 C3 p −q 
[α,β]
2  C3 p − Qα 
[α,β]
2  C2C3 p − Qα 
[α,β]
∞

1
(k + 1)!
C2C3 max
t0∈[α,β]

p(k+1)(t0)

h
k+1, (17)
where Qα is the k-th Taylor polynomial at t =α to p. Clearly, this implies (14). 
Based on the two lemmas above, we get the following theorem describing the convergence rate when computing roots
of a polynomial using the algorithm k-Clip.
Theorem 1. If the polynomial p has a root t∗ in [α,β] and provided that this root has multiplicity s with k  s  1, then the sequence
of the lengths of the intervals which contain that root has the convergence rate d = k+1
s .
Proof. We analyze the sequence of generated intervals:


[αi,βi]

i=0,1,2,... (18)
with the lengths hi = βi −αi which contain the root t∗. It is observed that the length of the interval reduces at least a half
in each iteration (see lines 10 and 11 of Algorithm 1), hence the length of intervals [αi,βi] tends to be 0. As the root t∗ has
multiplicity of s,w eh a v e
p(t∗) = p (t∗) =···=p(s−1)(t∗) = 0, p(s)(t∗)  = 0. (19)
We assume that the s-th derivative p(s)(t∗)>0 (otherwise we consider the polynomial −p instead of p).
Let
x = t −t∗,
and
¯ p(x) = p(t) = anx
n +an−1x
n−1 +···+asx
s, (20)
¯ qi(x) = qi(t) = bkx
k +···+b1x+ b0, (21)
where
as =
1
s!
p(s)(t∗), ..., an =
1
n!
p(n)(t∗), and as > 0, an  = 0, (22)
b0 = qi(t∗), b1 = q 
i(t∗), b2 =
1
2
q  
i (t∗), ..., bk =
1
k!
q
(k)
i (t∗). (23)
The multiplicity s of the root can be either odd or even. We discuss the two cases in the following respectively.
I. The multiplicity s is odd
Let
Mi(t) = qi(t)+δi, mi(t) = qi(t)−δi. (24)
Let t1 and t2 be the roots of Mi(t) and mi(t) respectively. That is,
Mi(t1) = qi(t1)+δi = 0, mi(t2) = qi(t2)−δi = 0. (25)
And t∗ is bounded by t1 and t2, i.e., t∗ ∈[ t1,t2],s e eF i g .1 .
Let x2 = t2 −t∗ > 0 and x1 = t1 −t∗ < 0. From
Mi(t1) = ¯ qi(x1)+δi = bkx
k
1 +···+b1x1 + b0 +δi = 0, (26)
we haveAuthor's personal copy
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Fig. 1. Root t∗ with odd multiplicity is bounded by [t1,t2] where t1 and t2 are respectively the roots of M and m.

bsx
s
1

 

bkx
k
1 +···+bs+1x
s+1
1

+

bs−1x
s−1
1 +···+b1x1 + b0 +δi

. (27)
Given a constant ε satisfying p(s)(t∗)>ε > 0( s a y ,ε = 1
2 p(s)(t∗)>0), since p(s) is continuous and due to Lemma 2, the
inequalities

p(s) − p(s)(t∗)

[αi,βi]
∞ 
1
2
ε and

q
(s)
i − p(s)
[αi,βi]
∞ 
1
2
ε (28)
hold for suﬃciently large i. These two inequalities imply

q
(s)
i − p(s)(t∗)

[αi,βi]
∞ ε, (29)
hence, we have a bound estimation about q
(s)
i as

q
(s)
i (t)

  p(s)(t∗)−ε >
1
2
p(s)(t∗)>0, ∀t ∈[αi,βi], (30)
for suﬃciently large i. Therefore, we have
|bs| 
1
2
as > 0. (31)
Secondly, by Lemma 1 and Lemma 2, we have
|b0 +δi|=
 Mi(t∗)
  =
 Mi(t∗)− p(t∗)
  
 Mi(t∗)−qi(t∗)
 +
 qi(t∗)− p(t∗)
 
  p −qi 
[αi,βi]
∞ +δi  (C0p + C1p)h
k+1
i , (32)
|b1|=

q 
i(t∗)− p (t∗)

 

p  −q 
i

[αi,βi]
∞  C2ph
k
i , ..., |bs−1|  Csph
k−s+2
i . (33)
Thirdly, we have
|bs+1|=




1
(s + 1)!
q
(s+1)
i (t∗)









1
(s + 1)!
p(s+1)(t∗)



+




1
(s + 1)!
q
(s+1)
i (t∗)−
1
(s + 1)!
p(s+1)(t∗)




 |as+1|+
1
(s + 1)!
C(s+2)ph
k−s
i
 max

2|as+1|,1

:= D(s+1)p,
..., |bk|  Dkp, (34)
where D(s+1)p,...,Dkp are constants solely dependent on p.
Therefore, we have the bound estimation for bsxs
1 as follows
 bsx
s
1
  
 bkx
k
1 +···+bs+1x
s+1
1
 +
 bs−1x
s−1
1 +···+b1x1 + b0 +δi
 


x
s+1
1



bkx
k−s−1
1 +···+bs+1

+

bs−1h
s−1
i

+···+|b1hi|+| b0 +δi|


x
s
1



Dkp

x
k−s−1
1

+···+D(s+1)p

x
1
1


+(C0p + C1p +···+Csp)h
k+1
i . (35)
As x1  hi and hi tends to 0, then Dkp|x
k−s−1
1 |+···+D(s+1)p|x1
1| tends to 0. Hence, we haveAuthor's personal copy
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
bsx
s
1

 
1
2
|bs|

x
s
1

+(C0p + C1p +···+Csp)h
k+1
i (36)
for suﬃciently large i.
Let D0p = C0p + C1p +···+Csp.T h e n
D0ph
k+1
i 
1
2
|bs||x1|
s 
1
4
as|x1|
s. (37)
Therefore we have
|x1| 
4D0p
as
h
k+1
s
i . (38)
Similarly, we have the bound for the root t2 as follows
|x2| 
4D 
0p
as
h
k+1
s
i . (39)
As x1 < 0,x2 > 0, we have
hi+1 =| t2 −t1|=x2 − x1 
4(D 
0p + D0p)
as
h
k+1
s
i . (40)
Hence, the sequence {hi}i=0,1,2,... has the convergence rate k+1
s for the case of odd s.
II. The multiplicity s is even
As t∗ is a root with even multiplicity, t∗ must be bounded by the two roots x1 and x2 of m, for all but ﬁnitely many
values of i,s e eF i g .2 .
Let
mi(t) = qi(t)−δi. (41)
From ¯ mi(x1) = ¯ qi(x1)−δi = 0, we have

bsx
s
1

 

bkx
k
1 +···+bs+1x
s+1
1

+

bs−1x
s−1
1 +···+b1x1 +b0 −δi

. (42)
L i k ei nt h ep r o o f so fc a s eI ,w eh a v e
x1 = o


h
k+1
s
i

, (43)
and (by considering ¯ mi(x2) = ¯ qi(x2)−δi = 0)
x2 = o


h
k+1
s
i

. (44)
Therefore we have
hi+1 =| t2 −t1|=| x2 − x1|=o


h
k+1
s
i

. (45)
Thus, we complete the proof, and the sequence (hi)i=0,1,2,... has the convergence rate k+1
s . 
Fig. 2. Root t∗ with even multiplicity is bounded by [t1,t2] where t1 and t2 are the roots of m.Author's personal copy
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Table 1
Convergence rates of root ﬁnding approaches based on degree reduction.
root multiplicity single root double root triple root quadruple root, etc.
k-Clip k + 1 k+1
2
k+1
3
k+1
4
. . .
. . .
. . .
. . .
. . .
CubClip 42 4
3 1
QuadClip 3 3
2 11
BezClip 21 1 1
Table 2
Number of operators per iteration for various values of the degree.
degree n ±∗ ÷  √
3 √ arctan sin(cos) |.|

4 CubClip 263 223 43 6 2 2 4 2 545
QuadClip 228 115 30 2 0 0 0 2 377
BezClip 214 62 9 0 0 0 0 0 285
8 CubClip 489 375 43 6 2 2 4 2 923
QuadClip 548 243 30 2 0 0 0 2 825
BezClip 582 174 17 0 0 0 0 0 773
16 CubClip 1181 871 43 6 2 2 4 2 2111
QuadClip 1676 691 30 2 0 0 0 2 2401
BezClip 1698 590 33 0 0 0 0 0 2321
3.3. Cubic clipping algorithm
When we set k = 3 in Algorithm 1, then we have the approach of cubic clipping CubClip for computing the roots of a
polynomial. We use the Cardano formula (8) to compute the roots of m and M in line 6 in the algorithm.
From Theorem 1, it is easily concluded that cubic clipping algorithm CubClip has faster convergence rate than quadratic
clipping, which is 4 for single roots, 2 for double roots and 4
3 for triple roots. In the remainder of this paper, we refer
BezClip as Bézier clipping and QuadClip as quadratic clipping. The convergence rates of different clipping method are
summarized in Table 1.
4. Experimental results and comparison
We use ﬁve criteria to compare cubic clipping with Bézier clipping and quadratic clipping as Bartoˇ n and Jüttler (2007).
These include convergence rate, number of operations per iteration step, time per iteration step, number of iterations needed
to achieve a certain prescribed accuracy, and computing time needed to achieve a certain prescribed accuracy.
4.1. Convergence rates, number of operations and time per iteration step
The convergence rates of the three algorithms are summarized in Table 1. It shows that cubic clipping has higher con-
vergence rates than Bézier clipping and quadratic clipping in all the cases of the single roots, double roots and triple roots.
Nevertheless, the computation effort per iteration step is also important to evaluate an algorithm (Bartoˇ n and Jüttler,
2007). Table 2 shows the number of operations needed per iteration, where it is assumed that one new interval is generated
(i.e., l = 1 in line 9 of Algorithm 1) and that this interval has a progressively length shrunk by more than 1
2 (see Bartoˇ n and
Jüttler, 2007).
In the case of cubic clipping, since the roots of the cubic equation have three distinct expressions (see Cardano formula
(8)), the operators needed in computation differ a lot, e.g., if  <0, then we need sin(cos) operator to compute the real
roots x1, x2 and x3, while if  >0, the only real root is x1 without any sin(cos) operator. Here, we assume the new interval
is obtained by the roots x2 or x3 with the largest computation effort. For large degree n, both algorithms show comparable
computation costs.
We implement the two algorithms on a PC with Intel(R) Pentium(R) M CPU (1.7 GHz) with 512 MB of RAM. Table 3
shows the computation time cost in each iteration. It is reasonable that cubic clipping takes more time since additional
operations are needed at each iteration.
4.2. Number of iterations and computing times vs. accuracy
To analyze the relation between the computational effort and the desired accuracy, we provide ﬁve numerical examples,
which represent polynomials with a single root, a double root, two roots which are very close (“near double root”) and three
roots are very close (“near triple root”) within an interval of interest. In all the examples, we compute the roots within theAuthor's personal copy
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Table 3
Time per iteration in microseconds for various degree n.
degree of the polynomial 4 8 16
CubClip 5.47 .31 3 .1
QuadClip 2.84 .49 .6
BezClip 1.93 .58 .3
Table 4
Example 1 (single root): Number of iteration N and computing time t in μs for various values of degree n and accuracy ε. The times for more than 16
signiﬁcant digits (shown in italic) have been obtained by extrapolation. We use bez as the abbreviation for BezClip, quad for QuadClip,a n dcub for
CubClip.
degree
n
ε 10−4 10−8 10−16 10−64 10−128
cub quad bez cub quad bez cub quad bez cub quad bez cub quad bez
4 N 22 323 433 545 745 8
t 11.2 5.4 5.5 11.2 8.1 7.2 14.8 8.2 8.8 21.6 13.4 12.5 21.6 13.5 14.4
8 N 22 323 433 545 745 8
t 15.4 8.9 10.1 15.4 13.0 16.9 19.6 13.0 20.4 28.4 21.8 23.8 28.4 21.8 27.4
16 N 22 323 433 545 745 8
t 27.6 18.7 24.2 27.6 28.0 32.3 33.3 28.1 39.9 49.8 46.9 55.4 49.8 46.9 63.3
Table 5
Example 2 (double root): See caption of Table 4.
degree
n
ε 10−4 10−8 10−16 10−64 10−128
cub quad bez cub quad bez cub quad bez cub quad bez cub quad bez
4 N 3 47 4 51 1 5 71 2 7 1 0 2 1 3 8 1 2 4 2 5
t 15.2 15.2 15.2 15.2 15.2 23.4 15.1 19.6 31.5 23.2 28.4 404 27.2 33.6 807
8 N 3 49 4 61 7 4 63 4 6 1 0 1 3 5 7 1 2 2 6 9
t 24.6 16.4 32.2 27.1 26.6 63.1 27.1 26.9 124 44.5 44.1 495 51.7 52.8 988
16 N 3 57 3 61 4 4 82 7 6 1 1 1 0 7 7 1 2 2 1 3
t 32.5 45.4 56.2 32.7 56.1 107 48.4 76.8 206 72.6 105 823 84.7 115 1635
interval [0,1]. The numbers of iterations were obtained from an implementation in Maple which can provide arbitrary
precision, while the computing times were measured with the help of the implementation in C with double arithmetic
precision.
Like in Bartoˇ n and Jüttler (2007), the running times for accuracy below 10−16 were obtained by multiplying the number
of iterations with the time per iteration (see Table 3). However, for the accuracy above 10−16, there is possible propagation
of errors in the ﬂoating arithmetic. We do not give a thorough analysis on the accumulation of errors in the computation
here, but just comprise the results obtained with Maple and C by extrapolation, if there is a remarkable difference.
Example 1 (Single root). We applied algorithm CubClip, QuadClip and BezClip to the three polynomials
f4(t) =

t −
1
3

(2−t)(t + 5)
2, f8(t) =

t −
1
3

(2−t)
3(t + 5)
4,
f16(t) =

t −
1
3

(2−t)
5(t + 5)
10
in order to compute the single root 1
3 in the interval [0,1]. Table 4 reports the number of iterations and the computing
times for various values of the desired accuracy ε.
For these three polynomials, cubic clipping does not show evident advantages over quadratic clipping and Bézier clipping,
and even performs worse sometimes. This is due to the slight difference with respect to the number of iteration between
the two algorithms, but cubic clipping has more computation effort in each iteration. Fig. 3(a) and Fig. 4(a) illustrate the
relation between computing times and desired accuracy for polynomials of degree 8 and 16 respectively.
Example 2 (Double root). We applied algorithm CubClip, QuadClip and BezClip to the three polynomials
f4(t) =

t −
1
2
2
(4−t)(t + 7), f8(t) =

t −
1
2
2
(4−t)
3(t + 5)
2(t + 7),Author's personal copy
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Fig. 3. Computing time t in μs vs. accuracy for the polynomials of degree 8 in Examples 1, 2, 3, 4 and 5.
Fig. 4. Computing time t in μs vs. accuracy for the polynomials of degree 16 in Examples 1, 2, 3, 4 and 5.Author's personal copy
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Table 6
Example 3 (triple root): See caption of Table 4.
degree
n
ε 10−4 10−8 10−16 10−64 10−128
cub quad bez cub quad bez cub quad bez cub quad bez cub quad bez
4 N 8 37 27 10 76 53 12 157 107 17 634 425 19 1273 851
t 37 98.2 31 45.4 200 47 55.1 412 157 78 1665 626 87.3 3344 1253
8 N 7 28 27 10 54 53 12 108 107 16 426 425 19 852 851
t 45.4 87 31 65.3 180 47 77.8 374 157 103 1478 626 123 2957 1253
16 N 5 27 12 6 53 23 8 107 45 13 425 179 15 851 385
t 79 82.3 140 86.1 174 283 114 349 554 186 1388 2207 215 2780 4747
Table 7
Example 4 (near double root): See caption of Table 4.
degree
n
ε 10−4 10−8 10−16 10−64 10−128
cub quad bez cub quad bez cub quad bez cub quad bez cub quad bez
4 N 44 1 3 56 2 7 58 3 5 91 23 9 91 44 3
t 20.5 9.4 26.9 24.1 15.1 52.2 25.1 23.9 68.4 45.2 33.6 75.3 45.4 39.2 83.6
N 35 947 1 8 69 2 6 81 33 0 81 53 2
t 21.8 20.3 35.8 32.2 30.4 71.4 45.1 40.2 103 60.5 57.4 119 60.1 66.2 127
16 N 33 745 1 4 47 2 2 61 12 6 81 12 8
t 32.4 27.4 58.4 48.2 63.2 113 48.2 63.2 176 72.1 105 208 96.4 105 224
f16(t) =

t −
1
2
2
(4−t)
7(t + 5)
6(t + 7)
in order to compute the double root 1
2 in the interval [0,1]. Table 5 reports the number of iterations and the computing
times for various values of the desired accuracy ε.
For these three polynomials, cubic clipping has an increasingly better performance as raising the degree and reducing
the accuracy. Fig. 3(b) and Fig. 4(b) show the relation between computing times and desired accuracy for polynomials of
degree 8 and 16 respectively.
Example 3 (Triple root). We applied algorithm CubClip, QuadClip and BezClip to the three polynomials
f4(t) =

t −
1
3
3
(t − 5), f8(t) =

t −
1
3
3
(t − 5)
2(2+t)
3,
f16(t) =

t −
1
3
3
(t − 5)
7(2+t)
2(t + 7)
4
in order to compute the triple root 1
3 in the interval [0,1]. Table 6 reports the number of iterations and the computing
times for various values of the desired accuracy ε.
For these three polynomials, cubic clipping shows clearly the superiority with respect to quadratic clipping and Bézier
clipping. This is due to the super-linear convergence rate of cubic clipping. Fig. 3(c) and Fig. 4(c) illustrate the relation
between computing times and desired accuracy for polynomials of degree 8 and 16 respectively.
Example 4 (Near double root). We applied algorithm CubClip, QuadClip and BezClip to the three polynomials
f4(t) = (t − 0.4)(t − 0.40000001)(t + 1)(2−t),
f8(t) = (t − 0.50000002)(t − 0.50000003)(t + 5)
3(t + 7)
3,
f16(t) = (t − 0.30000008)(t − 0.30000009)(6 −t)
7(t + 5)
6(t + 7)
in order to compute the two near roots in the interval [0,1]. Table 7 reports the number of iterations and the computing
times for various values of the desired accuracy ε.
Fig. 3(d) and Fig. 4(d) illustrate the relation between computing times and desired accuracy for polynomials of degree 8
and 16 respectively.Author's personal copy
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Table 8
Example 5 (near triple root): See caption of Table 4.
degree
n
ε 10−4 10−8 10−16 10−64 10−128
cub quad bez cub quad bez cub quad bez cub quad bez cub quad bez
4 N 83 92 7 1 0 8 15 4 1 3 9 56 5 1 6 1 0 1 7 2 1 9 1 0 2 7 6
t 46.2 127 56.1 46.2 264 112 59.8 309 135 73.6 329 150 87.4 329 158
8 N 9 35 9 13 71 21 16 83 31 19 87 39 19 89 42
t 62.1 171 31.5 92.2 347 89.7 113 405 132 134 420 166 134 420 179
16 N 6 31 12 8 65 24 11 74 33 14 78 40 17 81 43
t 93.1 312 140 110 654 212 151 744 291 192 785 353 233 815 379
Example 5 (Near triple root). We applied algorithm CubClip, QuadClip and BezClip to the three polynomials
f4 = (t − 0.4)(t − 0.40000001)(t − 0.40000002)(t + 5),
f8 = (t − 0.50000002)(t − 0.50000003)(t − 0.50000004)(t + 5)
2(t + 7)
3,
f16 = (t − 0.30000004)(t − 0.30000005)(t − 0.30000006)(6 −t)
4(t + 5)
7(t + 7)
2
in order to compute the three near roots in the interval [0,1]. Table 8 reports the number of iterations and the computing
times for various values of the desired accuracy ε.
Fig. 3(e) and Fig. 4(e) show the relation between computing times and desired accuracy for polynomials of degree 8 and
16 respectively.
Remark. For near double root and near triple root, if   is smaller than the distance between two near roots, we can always
isolate the roots by intervals. However, if   is larger than the distance, two near roots may be found by one interval. Similar
effects can be observed for quadratic clipping and Bézier clipping.
4.3. Numerical robustness
We analyze the robustness of CubClip method for computing roots of polynomials in two aspects: the stability of
applying Cardano formula to compute the roots of a cubic polynomial and the stability of Bernstein–Bézier representation.
4.3.1. The stability of Cardano formula
In each iteration of CubClip, a new interval is generated by applying Cardano formula to compute the roots of a cubic
polynomial. However, for the limit precision of ﬂoating point number, the formula (8) will become unstable if large a, v
or   are involved. From the formula (8), it is observed that if one or two roots of the cubic polynomial is far away from
the other two or one roots, some of a, v and   will be large. Consequently, numerical instability maybe come up when
applying the Cardano formula in CubClip.
The same instability happens to the quadratic clipping method. However, in the case p > 0 and |p| | q|, computing
roots of quadratic equation x2 + px+q = 0, we use another variant of the solution formula as
−
p
2
+

p2
4
−q =
−q
p
2 +

p2
4 −q
,
which makes the computation more stable. But it seems that we could hardly ﬁnd similar formula for Cardano formula.
In the situation of unstable computation in cubic clipping, we may resort to quadratic clipping or Bézier clipping instead.
It seems diﬃcult to give a deﬁnite criteria to indicate when Cardano formula suffers instability for computing the roots. We
will not address the problem here and leave it as future work.
4.3.2. The stability of BB representation
Similar as the quadratic clipping, we use CubClip to compute the roots of the Wilkinson polynomial
W(x) =
20 
i=1
(x− i)
with Bernstein–Bézier representation within the domain interval [0,25] with   = 10−3 for the ﬁgure of this polynomial and
its control polygon.
CubClip generates 20 intervals of length less than   containing the roots, and the maximum deviation of the centers
of these intervals from the roots 1,2,...,20 is less than 2 · 10−4. Since more complex operations during the algorithmAuthor's personal copy
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are needed, we took 17 signiﬁcant digits in Maple to isolate all the 20 roots. If the length of the domain interval is in-
creased/decreased, then more/less signiﬁcant digits are needed.
5. Conclusion
In this paper, we present a new cubic clipping approach for computing all the roots of a polynomial in a given interval
within a certain accuracy. The algorithm is based on degree reduction, and is a generalization of the quadratic clipping. The
convergence rates and numerical performance were presented. Cubic clipping has faster convergence rate than quadratic
clipping for the single, double and triple roots. However, because computing the roots of cubic equation needs more com-
putational effort, cubic clipping does not show evident superiority in computation time for the polynomials of lower degree
n or lower prescribed accuracy ε. However, cubic clipping reduces the computation effort much if the given polynomial has
high degree and the accuracy is pretty high, especially for triple roots and near triple roots.
Additionally, we generalized cubic clipping to general degree reduction clipping. The proofs in Section 3.2 illustrate such
roots ﬁnding method based on degree reduction has prescribed convergence rates as shown in Table 1.
There is still a challenging problem using these roots ﬁnding method based on degree reduction, such as quadratic
clipping and cubic clipping: these methods may suffer numerical instability when computing the roots of the quadratic and
cubic polynomial after degree reduction. We have to resort to Bézier clipping when encountering the situation. In this paper,
we gave a heuristic illustration for the cubic clipping about when the instability of Cardano formula occurs. However, it is
most signiﬁcant to give a reasonable and complete analysis on this problem. We feel the following principle can be a guide
to handle it: if the neighborhood of the interval of interest contains 3 roots, then use cubic clipping; if it contains 2 roots,
then use quadratic clipping; if it contains only one root, then use Bézier clipping.
As one of the future work, we will focus on the analysis of numerical stability of these roots ﬁnding methods by clipping.
Concretely, we want to ﬁnd a practical criteria to judge when Bézier clipping, quadratic clipping and cubic clipping become
unstable, and how these three methods can be combined to form a robust numerical method for computing the roots of a
polynomial. Another future work will focus on the extension of the techniques to the multivariate case.
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