Abstract. While decomposing graphs in simpler items greatly helps to design more efficient algorithms, some classes of graphs can not be handled using the classical techniques. We show here that a graph having enough symmetries can be factored into simpler blocks through a standard morphism and that the inverse process may be formalized as a pullback rewriting system.
Introduction
Several approaches have been used to try and make advantage of the structural properties of graphs, in order to devise more efficient algorithms or to prove properties for specific classes of graphs. To cite but a few, let us merely quote modular decomposition [3] , 2-structures [4] or systems of recursive equations.
They normally come with a decomposition procedure/algorithm as well as a way to rebuild the graph from its basic blocks or at least to describe in a convenient way (such as a kind of syntax tree) the initial structure in terms of those blocks.
In an earlier paper [1], we have tried to tackle the case of classes of graphs which are not well receptive to the previously cited methods, such as for instance, square grids. Indeed, we have shown how some classes of graphs endowed with a fairly regular structure were suitable for a new treatment based on a pair of quotient/product operations. The basic idea was to use the regularities of the graph structure to define a pair of "complementary" equivalence relations on the graph yielding two quotient graphs whose categorical product would give back the initial graph.
We present here a different approach, which makes use of some more intrinsic "geometrical" properties (although they do not rely on any embedding in a euclidian space) of graphs to provide a new kind of decomposition, namely the existence of symmetries of the graph, which define a decomposition of the graph as the product of a factor which depends of the graph and of a canonical factor. As a consequence, a graph having enough symmetries or local symmetries (those terms are defined below) may be factored through a standard morphism and the inverse process may be formalized as a (pullback) rewriting system [2] . This paper is organized in three sections. After the basics definitions given in section 2, we study symmetries of graphs (section 3) and described the rewriting process in section 4. For lack of space, proofs have been omitted. None of them is really difficult and we preferred to give complete examples. Note that all pullback diagrams have been computed by program since computing pullbacks "by hand" is a bit tricky!
Definitions
In this paper, we consider undirected, connected graphs, for which we shall use the following definition.
Definition 1. A graph is a pair of finite sets G = V, E where V is the set of vertices or nodes and E is the set of edges, together with two mapping σ, τ : E → V . If (σ(e), τ(e)) = (u, v), we say that e is an edge between nodes u and v and write e = [u, v] (the order has no meaning). A node u is reflexive if there is at least one edge e = [u, u] in E, called a loop. A vertex with a loop is said to be reflexive. A graph is reflexive if all its vertices are.
Note that this definition allows multiple edges linking the same nodes and even multiple loops. This possibility will be needed in a technical way to define one of the essential ingredients of our computations, the graph A.
In this paper, we shall nevertheless be mainly interested in simple graphs i.e. graphs without multiple edges.
We shall use the word item to denote indifferently a node or an edge.
Definition 2. A graph morphism
It is well known that the good properties of graph morphisms turn the set of graphs into a category that we shall denote by G. Let us briefly enumerate the main properties of this category that we shall need in the sequel.
Proposition 1. The category G of graphs has arbitrary products and equalizers. The graph with one vertex and one edge (ie one reflexive vertex) is a terminal object simply denoted by . It is a neutral element for the product. The category G has arbitrary limits (is complete). In particular, G has pullbacks.
Since we shall use it intensively, let us recall here that the pullback of two graph morphisms f i :
where H is the subgraph of the product consisting of exactly those items (nodes and vertices) on which f i • h i coincide. Many examples will be provided in the rest of this paper.
We shall need in the sequel two special graphs:
-Ξ is the reflexive graph with: 
