We perform numerical study on a domain decomposition method proposed in [13] for the linear transport equation between a diffusive and a non-diffusive region. This method avoids iterating the diffusion and transport solutions as in a typical domain decomposition method. Our numerical results, in both one and two space dimensions, confirm the theoretical analysis of [13] . We also provide an improved second order method that provides more accurate numerical solution than that proposed in [13] .
Introduction
Consider the steady, linear transport equation with isotropic scattering and slab geometry: Ψ(x, µ)dµ .
(1.1) average number of emitted particles per collision at x. Below we assume that 0 < c(x) ≤ 1. When c = 1 the material is purely scattering; when c < 1 there exist absorbing collisions. The transport equation (1.1) is posed for x ∈ (x L , x R ) and µ ∈ [−1, 1], supplemented with boundary conditions at x L and x R . Perhaps the simplest example of boundary conditions for (1.1) consists in prescribing the phase-space density of particles entering the domain (x L , x R ) at x L and x R : Ψ(x L , µ) = F L (µ) , for µ ∈ (0, 1] ,
More general boundary conditions can also be analyzed by the methods of the present paper. For more details on the physical meaning of (1.1)-(1.2), the interested reader is referred to chapter XXI of [7] .
Our interest is the numerical computation of (1.1)-(1.2) in the case where the order of magnitude of the scattering cross-section σ varies considerably over the domain (x L , x R ). Such situations are frequently encountered in most applications of transport theory where the background medium is often made of (very) different materials. Specifically, we consider the case of two different materials with an interface located at x M ∈ (x L , x R ). At x M , the scattering cross-section σ and emission rate c are assumed to be discontinuous; they are given as follows in terms of a small parameter :
σ(x) = 1 , and 0 < c * ≤ c(x) ≤ c * < 1 , for x ∈ (x L , x M ) , σ(x) = −1 , and c(x) = 1 − 2 γ(x) , for x ∈ (x M , x R ) .
(1.3)
We also make the following assumption (which was used in the mathematical analysis in [13] ): 0 < γ * ≤ γ(x) ≤ γ * , for each x ∈ (x M , x R ) (1. 4) for some constants γ * and γ * ; we shall also restrict our attention to 's such that 0 < < * , where * < 1/γ * .
(1.5)
Notice that these assumptions exclude the case where c takes the value 1: in particular, the case of a purely scattering, low σ medium is excluded by the assumption (1.3). And when c = 1, there will be a counter example to show that the coupling method will not work in section 2.2.4.
The small parameter is the ratio of the mean free path (the average distance a particle travels between two consecutive collisions with the background medium) to the size of the domain x R − x M . Changing the space variable x in (1.1) into
and x M + (In the context of radiative transfer, the new space variables so defined are referred to as the "optical thickness": see chapter I, §7 in [6] .)
Since the mean-free path is small in the region (x M , x R ), we expect that the solution Ψ is isotropic (i.e. a function of x alone) to leading order and governed by the diffusion approximation of (1.1). Hence the domain (x M , x R ) is referred to as "the diffusion region". The smallness of the mean free path in (x M , x R ) makes it very costly to solve the transport equation accurately there. Solving the diffusion equation on the other hand is much more efficient. By contrast, in the domain (x L , x M ) one must retain the µ-dependence in the solution Ψ and solve the transport equation for Ψ in that domain, which will be therefore referred to as "the transport region". For problems like this, it is very natural to use a domain decomposition method which solves the transport equation on the left and the diffusion equation on the right. Domain decomposition methods matching kinetic and hydrodynamic or diffusion models have received a lot of attention in the past 15 years. Some of the ideas in the present work can be found in [10] ; other methods have been proposed in [1] , [4] , [8] , [9] , [14] , [17] , [18] , [19] , [20] , [21] , [22] , [23] . In the notations of Figure 1 , solving the problem (1.1)-(1.2) with coefficients given by (1.3) reduces to finding good approximations of the angle distributions of particles crossing the interface in the direction of the transport domain -i.e. f − -and in the direction of the diffusive domain -i.e. f + . In fact, the solution in the diffusive region depends only on some appropriate angle average of f + , so that the most critical task is to evaluate f − accurately. In most of the existing domain decomposition methods for this problem -for instance in [1] , [23] -this is done by an iteration procedure in which the diffusion and the transport equation are solved alternately until convergence of the successive approximates to f − and f + is reached.
In [13] , the authors proposed a boundary condition at x M on the transport side which mimics the reflection of particles on an infinitely thick, purely scattering domain. This reflection condition is based on almost explicit computations for the steady transport equation in a half-space filled with a purely scattering material. Using this reflection condition yields the correct transport and diffusion solutions in one step up to an O( ) error and in two steps (a prediction-correction algorithm) up to an O( 2 ) error. In particular, this method avoids iterating alternately on the diffusion and transport solutions until convergence of the fluxes at the interface is reached. A complete mathematical justification of the convergence of this method, for the one dimensional case, was done in [13] .
In this paper we perform some numerical verification of this domain decomposition method. We conduct numerical experiments for both one and two space dimensions. Our numerical results agree with the convergence analysis of [13] . We also provide an improved second order method that provides more accurate numerical solution than that proposed in [13] . 
The density of particles emerging from a purely scattering half-space is
The presentation of Chandrasekhar's H-function and of the reflection operator R arises from [10] pp. 309-311 (in the context of the Boltzmann equation) and is explained explicitly in [11] pp.222-224. Another presentation, according to stochastic processes, can be found in [3] .
The Domain Decomposition Method
We now review the domain decomposition method proposed in [13] .
Order O( ) coupling
Step 1. Solve the steady transport problem
where R is the reflecting operator defined in (2.7).
Step 2. Using the density Φ 0 provided in Step 1, solve the diffusion problem
where H is the Chandrasekhar function defined in (2.6).
The following result was proved in [13] .
Theorem 2.1. Let Ψ be the solution of the original two-scale steady transport problem (1.1)-(1.2) with coefficients as in (1.3), and define Ψ 0 as follows:
Order O( 2 ) coupling
In order to obtain a second order scheme, one needs another coupling procedure.
At first we solve
With the results of Φ 1 , we continue to compute
where λ is given as follows:
The following results are from [13] .
Theorem 2.2. Let Ψ be the solution of the original two-scale steady transport problem (1.1)-(1.2) with coefficients as in (1.3). Define Ψ 1 as follows:
as → 0.
An improved order O(
2 ) coupling 
With these definitions, let 
, and solving the diffusion equation is a much easier job compared to the transport equation.
Besides by the procedure which is essentially identical to the proof of Theorem 3.2 in [13] pp. 15-16 (the only difference lies at the expression of function
, the boundary condition derived from (2.20) is a second order one . And because we replace ∂ x Θ 0 with ∂ x Θ , which leads to the decrease of ψ L ∞ , the truncation error of this method is expected to be smaller than the original second order method (see [13] pp. 15 (4.28) ). This will be confirmed numerically later. And it can also be verified by the fact that Θ 0 is the main value of Θ so that there will be an extra order O(
2 ) term in order O( 2 ) coupling than the improved one. Note that the improved O( 2 ) method is like a prediction-correction method, not an iteration one, which means that to do more iterations is meaningless.
A counter example when c = 1
Following is another example to show that when c = 1 the coupling method is not accurate.
Example . we consider one purely scattering problem in one space dimension:
with isotropic Dirichlet boundary conditions as:
It can be easily checked that the analytical true solution is:
While for the O( ) coupling method, the solution in the transport domain does not depend on the value of , which means the O( ) coupling error of the transport domain will not be reduced when becomes smaller. So the O( ) coupling method is a O(1) one actually.
Numerical algorithm 2.3.1 Order O( ) scheme
We use the Gauss quadrature to approximate the collision operator. The Gaussian quadrature points of [0, 1] are given by µ m , with the corresponding weight A m , for
We use the upwind scheme for the transport equation, and center difference for the diffusion equation.
Step
• Using the Gauss quadrature again, we obtain the discrete boundary conditions
Step 2.
we use 23) with the boundary condition
Order O(
2 ) scheme
Step 1. Observing that (2.14) differs from (2.8) only in the right hand side of the equations, so one just needs a discretization of ∂ x Θ 0 (x M ), and we use the second order formula
Step 2. We use fictitious points to discretize the diffusion boundary conditions in order to gain a second order accuracy in the diffusion region (to be the same order of accuracy as the interior of the domain [x M , x R ]). Using
then the left boundary condition is discretized as
Using (2.17) at x M ,
By combining these two equations, one gets the second order approximation of the diffusion boundary condition at x M :
Similarly, the diffusion boundary condition at x R is discretized by
In the interior of the domain, the same second order centered difference scheme as in (2.23).
Step 3. Replacing the (discrete) ∂ x Θ 0 (x M ) of step 1 with ∂ x Θ (x M ) of step 2, we obtain the numerical approximation ofΨ 1 .
3 Two Dimensional Case
The Problem
We first introduce the two-dimensional transport equation with two spatial scales. Consider the two-dimensional transport equation:
where
with boundary condition
and n x is an unit outward normal of ∂Ω locating at the point x.
The transport coefficients are assumed to be scaled as: 6) where the physical meaning of c(x), σ(x), is the same as the one-dimensional model, while ω expresses the direction of the particles, which is therefore similar to the variable µ. The functions σ T (x), σ D (x), γ(x) are assumed to be smooth with σ(x) > 0 and c(x) > 0.
Assume Ω is a convex domain with smooth boundary, and Ω D representing the diffusion region is also a similar one while its closure Ω D is included in Ω . Ω T = Ω \ Ω D is the transport region (see figure 2 ).
The H-Function and the Reflecting Operator
Let S − ν = {ω ∈ S D−1 |ω · ν < 0} and denote the reflection with the respect to ω by s ν (ω) = ω − 2(ω · ν)ν. Then the multidimensional H-function is defined by
while the reflecting operator is given by
For the diffusion boundary conditions we also need
with r and K defined as r ν (ω, ω ) =
suggests that H ν only depends on ω · ν, then with the notation
which is a analogous to the one-dimensional definition in (2.6). 
A Domain Decomposition Method
In terms of the function Λ ν and the reflection operator R ν , an O( ) algorithm was given in [13] as follows:
Given the notations
where γ x is the outward normal to Ω D at the point x ∈ ∂Ω D .
• on the transport domain Ω T , solve
(3.12)
• on the diffusion domain Ω D , solve
where R νx and Λ νx are expressed in (3.8) and (3.9) respectively.
The following theorem, proved in [13] , gives an error estimate of this coupling scheme.
Theorem 3.1. Let Ψ be the solution of the original high-dimensional problem (3.1)-(3.5) with parameters described as in (3.3), define Ψ 2 as follows:
and for any smooth convex domain
= O( ) (3.14)
Numerical algorithm
We now describe our numerical discretization in the cases where both Ω and Ω D are rectangles in R 2 . We smooth out the corners to avoid singularities. 
where α m = sin( π 2 µ m ), µ m being the one-dimensional Gaussian quadrature points over [0, 1], with weight A m . We divide the interface ∂Ω D into four parts I, II, III, and IV with unit normals ν 1 , ν 2 , ν 3 , and ν 4 respectively (see figure 3) .
Step 1. In the domain Ω T . Let
The discretization the transport equation is done by the upwind scheme:
• in the first quadrant of ω-plane:
• in the second quadrant of ω-plane:
• in the third quadrant of ω-plane:
• in the fourth quadrant of ω-plane:
The numerical boundary conditions at the interfaces ∂Ω D are:
• the top boundary I:
• the bottom boundary II:
• the left boundary III:
• the right boundary IV:
Step 2. In domain Ω D , let
Applying the centered difference scheme will result in:
The boundary conditions at ∂Ω D are the discretization of (3.9) by the Gauss quadrature:
Numerical examples
We give three numerical examples, two in one space dimension and one in two space dimension. For comparisons we also solve the transport equation in the entire domain by the same method as in the domain decomposition method (namely upwind for space derivative and Gauss quadrature for the collision operator), with space cells much smaller than , which serves as the "exact" solution.
Example 1. First, we consider a purely scattering problem in one space dimension: Tables 1-3 . From the error tables, one can see that although the coupling methods do not converge with a desired order in in the case of c = 1, the numerical errors are small. In particular, the improved O( 2 ) coupling method gives a good approximation.
Example 2. This is a one-dimensional example with small absorption (c < 1). Suppose that γ = 1. The coefficients and outer boundary conditions are given by σ = 1, and c = 0.9, for x ∈ (−1, 0), σ = 10, and c = 1 − 2 γ, for x ∈ (0, 1);
The numerical results for = 0.1 using h = 1.0E − 5 in transport domain and h = 1E − 4 in diffusion domain are shown in figure 5 , in which the "true" solution is obtained by taking h = 1.0E − 5 with the upwind scheme in the entire domain. The improved O(
2 ) method offers the best numerical accuracy among the three methods. Coupling errors with different values are shown in Tables 4-6 . The desired convergence rates in agree with the conclusions of Theorem 2.1 and Theorem 2.2. Table 4 also shows that the difference between ∂Θ and ∂Θ 0 is really an order O( ) term, which provides us with the evidence that the improved coupling method is a real second order one. Table 5 not only confirms that the improved coupling method is an order O( 2 ) algorithm, but also verifies that the truncation error has been reduced half compared to the O( 2 ) algorithm. At the same time we also compute another norm to estimate the errors of coupling methods, see Table 6 . From Table 6 one may say that the improved method is slightly better than the old second order method.
That is because what the new O( 2 ) coupling method improves is a first order revision to the ∂ x Θ , which improves much of the transport solution, while for the boundary layer (when is small) near x M which offers most parts of the L ∞ norm error, it will contribute less.
So if we use the L ∞ norm in [x M , x R ] of the diffusion domain, the difference of the errors between the old and new O( 2 ) coupling methods will be slight, while if using L 2 norm, the difference will be larges (see Table 5 ). Table 1 : Table 3 : Table 4 : The numerical solution by the O( ) method with h = 0.01, the "exact" solution by solving the original transport equation in the entire domain, and the error between these two solutions, are given in figures 6-8. The desired numerical accuracy of O( ) can be observed.
Appendix A: Tabulate H-function
Using the Gauss quadrature,
equation (2.6) can be discretized as Table 5 : Table 6 :
where µ k are the Gaussian quadrature points over [0, 1] with the corresponding weight A k .
T , one can use the Newton Iteration to tabulate the H-function:
and 
The graph of H-function is on figure 9 , and the discrete values of one-dimensional problem are listed in table 7. By almost the same way, we obtain the graph of H in the two-dimensional problem (see the figure 10 and 6 Appendix B: The Reflector For The General Linear
Transport Equation
The following is about the reflector of the general linear transport equation,
After changing variables to lengthen the boundary layer and ignoring the O( 2 ) terms,
we have the half-space transport problem:
In addition, there exists a linear functional Λ ν and a bounded operator R ν both acting on Now we get down to calculate the reflector using the method which is analogous to Appendix B of [13] . 
