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in the tactile sensor respond analogously to human mechanoreceptors to brief and sustained response from tactile 
Robot

107
A robot was constructed to provide mobility to the fingertip sensor that is composed of two different robot com-108 ponents: (1) a Cartesian robot arm (YAMAHA XY-x series) with 2-DoF (degrees of freedom) in the x-and y-axes,
109
and (2) a Mindstorms NXT Lego robot built with 1-DoF. The NXT robot is mounted on the Cartesian robot arm in 110 a proper manner to generate movements in the x-, y-and z-axes (see Figure 2 ).
111
We mounted the tactile sensor on the robot to perform precise positioning movements in the x-and y-axes with 112 an accuracy of ∼20 µm. The capabilities of the NXT robot do not allow very precise movements, but these are good 113 enough to perform upwards and downwards movements along the z-axis. Robot movements in x-, y-and z-axes 114 are controlled by tactile feedback that, based on pressure measurements from the fingertip sensor, allow to perform 115 a tactile exploration task. Figure 2 shows the fingertip sensor mounted on the robot platform. This configuration of 116 the robot and the degrees of freedom do not allow rotations around the z-axis of the tactile sensor. Therefore, the 117 fingertip sensor keeps the same orientation during all experiments.
118
A tactile exploration based on taps was chosen for two main reasons. First, to reduce damage to the sensor because,
119
in contrast, a sliding motion could deteriorate the outer conductive layer after repeating the experiments several times. Second, to utilise tactile exploration movement through repetitive palpations, useful for robotic system that are not 121 able to slide their sensors. Even though tactile fingertips are different in form to rats' whiskers, a palpating exploratory 122 procedure with a fingertip is analogous to the whisking movements that rats use to explore their environment. Humans 123 typically slide their fingertips during exploration of shape; however, in situations where there is an expectation that 124 damage may occur or for inspection of delicate objects (e.g. medical diagnosis), we can also perform a palpating 125 exploratory procedure. 
Data collection
127
We collected two distinct sets of tactile data for training and offline validation, exploring a single flat circular object 128 in a systematic and well-controlled procedure. The object was rigidly attached to the table to prevent slippage. Data
129
were collected by tapping against the object over different locations in the x-y plane sampled in polar coordinates. That is, given a fixed orientation angle w the object is tapped along a line radially extending from the inside of the tactile data we are able to perceive both the angle and position of the fingertip sensor relative to the edge of the object.
141
Note also the present of noise -for example, the peaks just outside the object are from mechanical jerking of gears 142 in the robot.
143
We built position classes using groups of 5 taps per class, from the 90 taps performed for each edge orientation, and
144
were each group represents a position class. Then, we obtained a total of 18 position classes of 1 mm span each. These 145 were used to construct the classifier based on histograms [30] (Section 3.4), and moreover gave classes representing 146 a span of locations rather than a single position. In total, we formed a large dataset composed of 72 angles × 18 147 positions = 1296 perceptual classes. As mentioned earlier, the complete process was repeated twice to collect one 148 dataset for testing and one for training, with differences between these sets being characteristic of the accuracy and 149 repeatability of the robot. to control sensor movements using active perception based on previous sensory data, for example to explore areas of 154 apparent interest, gives an improvement to the perceptual performance, such as the decision speed and perceptual 155 accuracy.
156
Our active exploration framework is based on methods for active Bayesian perception, which have been validated 157 with various stimuli such as textures and shapes using the biomimetic iCub fingertip [9, 11]. These validations have
158
shown the versatility of these methods over a range of tactile robotic applications. The methods implement Bayes'
159
rule through a technique of sequential analysis [39] , which recursively updates the posteriors with likelihoods obtained 160 from a measurement model of the tactile data until reaching a decision threshold.
161
Here, we applied active exploration to follow the unknown contour of various object shapes with a tactile fingertip 162 sensor. The sensor performs active repositioning movements to make better perceptual decisions about its location 163 and orientation (angle) relative to edge being followed. Once a decision is made, the sensor uses this information to 164 move along the contour, so that it may continue the exploration and thus extract the complete contour of the object.
165
Therefore, we use active perception for two reasons: 1) to improve classification performance by moving the fingertip to 166 good positions for angle perception; and 2) to provide feedback into a sensorimotor architecture to control movements 167 of the tactile sensor during the exploration task. Overall, the active Bayesian perception method consists of five layers,
168
which are described in the following paragraphs. 
178
The tth tactile contact is represented by z t and z 1:t−1 the tactile contact history.
179
Measurement model and Likelihood estimation: From each tap (z t ) we obtain a (2 second) time series with N samples = 100 samples of digitised pressure values from each of the N taxels = 12 taxels. The measurement model is constructed off-line from these sensor values using a nonparametric (histogram) estimation approach commonly used for statistical hypothesis testing. The measurement model is obtained from the frequency of (binned) sensor readings in the training data for each class
where h kn (b) is the sample count in bin b for taxel k over all training data in class c n . The histograms were uniformly 180 constructed by binning the sensor values into N bins = 100 intervals. Then, for a test tactile contact z, the measurement 181 model is built from the mean log likelihood over all samples, also taking into account the contribution from all taxels,
where s k (j) is the sample j in taxel k. of the posterior at tap t − 1 resulting in an update,
193
P (c n |z 1:t ) = P (z t |c n )P (c n |z 1:t−1 ) P (z t |z 1:t−1 ) .
In order to give properly normalised values, the marginal probabilities are conditioned on the previous tap and 
with the position beliefs summed over all angle classes and the angle beliefs summed over all position classes. 
where w dec is the angle class estimated after tap t. The estimated angle w dec is employed in the contour following crossed is performed in the decision layer. The active layer permits to the sensor to be repositioned for improvement of perception. The output from the decision-making process is used by the control layer for enacting the corresponding action.
Active layer
209
In previous work, we have found that for this biomimetic fingertip sensor the perception is improved towards its x loc = arg max
where π(x loc ) updates the value of x which is the new position of the sensor.
215
The number of updated or repositioning movements performed by the sensor is related to the belief threshold. Low 216 belief thresholds are exceeded quickly, not allowing the repositioning of the sensor to a good location for perception x fix 217 to result in fast but low accuracy decisions. Conversely, high belief thresholds require a large number of repositioning 218 movements, because the position estimate may be incorrect, which allows a gradual repositioning of the sensor to a 219 good location for perception to result in accurate but slow decisions. The flowchart in Figure 6 shows the sequence of 220 steps required to perform our active perception algorithm. The decision about the location of the tactile sensor is used to calculate the next location to move the sensor along 223 the object contour being explored. The estimated angle w dec is used to calculate the next exploratory movement of 224 the sensor in Cartesian coordinates:
defined by moving a fixed distance d = 2mm (Figure 7 ) along the perceived angle of the edge. Once the robot moves 226 the fingertip sensor to the new position, the complete active Bayesian perception process is repeated.
227
The length of translation for each exploratory movement, after each angle decision, is set to a fixed value (of 2 mm).
228
In principle, the translation step could vary along the exploration path, but this would require forward models that 229 are adaptive and hence go significantly beyond the present treatment.
230
Figure 7: Calculation of the next position along the object contour based on the current position and perceived angle w dec . After moving, the active perception process is repeated, ensuring that the fingertip follows the object contour.
Sensorimotor control strategies
231
We extend the above active perception method by combining it with two sensorimotor control strategies (Figure 8 ).
232
The strategies are based on a weighted combination of present and preceding information, where the weight parame-
233
terises the reliability of each source [40] . We will examine later how these strategies affect the speed and accuracy of 234 the exploration. have used a flat prior, which is equivalent to treating each decision as independent. However, the preceding posterior 239 probability represents an important source of knowledge that if properly used by the forward model can improve 240 predictions for the next angle observation.
241
Here we consider a prior for the current perceptual decision as a weighted combination of the preceding poste-242 rior with a uniform distribution. Denoting this preceding posterior by P fwd (c n |z T ) and the uniform distribution by 243 P flat (c n ) = 1/N , the prior is
with α ∈ [0, 1] parameterising the importance of preceding information. Thus α = 0 corresponds to discarding 245 preceding information, so each decision is independent; α = 1 ensures that perceptual decisions are made only from 246 preceding information (since the prior is always above decision threshold).
247
In the above, the probability distribution P fwd (c n |z T ) is taken from a forward model applied to the posteriors P (c n |z T ) from the preceding exploration step. For this study, we assume that the forward model is a ∆ = 5 deg increment (one angle class) for each exploration step, compatible with the angular resolution of the training data (see Section 3.3). Hence where w i + ∆ are the angle observations shifted by ∆.
248
The movement of the tactile sensor along the contour of the object being explored is performed by the 'Control 249 layer', which uses the estimated angle class to accomplish the exploration task. Thus, the forward model is designed to Another approach is to combine the posterior from the preceding exploration step with the posterior from the 254 current exploration step, to obtain a weighted posterior that can be compared with the threshold criterion for decision 255 termination. Technically, this is equivalent to using information from the preceding exploration step to modify the 256 decision thresholds for the perceptual choices, but is easier to implement with the posteriors.
257
Thus the 'weighted posterior' sensorimotor control strategy uses a posterior
that combines the present posterior P (c n |z t ) at tap t with the predicted posterior P fwd (c n |z T ). (All notation is the The resulting posterior (13) then provides position P posterior (x l |z t ) and angle P posterior (w i |z t ) probabilities from 262 analogous equations to (5) and (6). In consequence, the final angle decision for each exploration step is given by
Note the active perception is also affected via the location estimate x loc = arg max x l P posterior (x l |z t ). The weighted Bayesian perception, meaning that the tactile fingertip is not able to move to another location to improve perception.
272
The validation was based on an off-line Monte Carlo method with 10,000 iterations per belief threshold taken over Acuity averaged over angles moves the fingertip to improve perception based on tactile feedback ( Figure 6 ). We used the training and testing 285 datasets collected previously (see Section 3.3).
286
Our active perception method requires a target fixation position to move to. The results in Figure 9 indicate that 287 the target fixation position class 0 mm provides the smallest classification error, ensuring the optimal perception. The 
Off-line validation of sensorimotor architecture 295
Our sensorimotor architecture is now used to implement object shape extraction in a simulated environment using 296 the data analysed in the previous section. The implementation is composed of the modules shown in Figure 6 . The 297 simulated environment is based on a circular shaped object, corresponding to the data collected from the fingertip 298 sensor with angle resolution of 5 deg (shown in Figure 5 ). For active perception with low decision threshold θ dec = 0.2, the fingertip sensor is actively repositioned but not traced. Thus, our approach for active perception ensures that the exploration method will achieve good performance 319 by correcting its perception during the task. 
362
For sub-optimal values of the weighting α, the results are more varied between the two control strategies, with the 363 weighted prior strategy sometimes better than the weighted posterior strategy depending on α and the decision time.
364
Meanwhile, for the best value of α (just below unity), the weighted posterior strategy shows a superior performance 365 in speed and accuracy over the weighted prior strategy, and overall is the best sensorimotor control strategy. 
Real-world validation
367
Sensorimotor architecture and active perception: We implemented a real-time contour following around a circular 368 shaped object using our method for autonomous exploration (see Sec. 3.2 for details of the robot). In this task, the 369 fingertip sensor performs one tap, evaluating if the belief for the current location exceeds the belief threshold. If the 370 belief threshold is exceeded, then a decision is made, allowing the fingertip to move along the edge of the object to 371 continue with the exploration task. If more evidence is required to make a decision, the tactile sensor is actively moved 372 to a better position for perception, accumulating evidence until the belief threshold is exceeded.
373
We first assess whether successful contour following is achieved for either passive or active exploration with low 374 or high decision thresholds ( Figure 15 ). The tactile fingertip was not able to follow the contour of the object for 375 either passive perception or active perception with a low decision threshold, since both of these cases did not permit sensor successfully accomplishes the contour following task, making a complete path around the object. Note that 378 locations where active perception moved the tactile fingertip to improve angle perception are visible with multiple 379 contacts (green circles). These are mainly visible on the left-side region of the object, and were evidently necessary 380 for successful tracing of the complete contour.
381
We also validate the active exploration with various other shapes. Figure 16A shows three plastic objects used for 382 the exploration task: two circles of 2 cm and 4 cm diameters and an irregular object (sellotape holder) with different 383 curvatures. The height for all the objects is of 1 cm. These objects provide a good test scenario for exploration based 384 on the wide range of angles and radii of curvature. The decision threshold θ dec = 0.85 is set at a high value to give 385 a few taps per decision before making the next exploration movement. We observe in Figure 16B that the contour of 386 the three test objects is successfully traced, which validates the robustness of our methods. performance to the weighted prior strategy, and also in the reaction times where the weighted posterior strategy is 398 apparently slower than the weighted prior strategy.
399
We interpret the observed change in trend of the curves in Figure 17 as related to the effects of the initial prior 400 and belief threshold on the accuracy and decision time. For the weighted prior strategy, the larger the prior the less 401 the time required to exceed the belief threshold to make a decision; conversely, the weighted posterior strategy takes 402 more time to make a decision for large belief thresholds given that its initial prior is uniformly distributed. Overall, we 403 observe how the real-time exploration of an unknown object using these sensorimotor control strategies has benefited by improvements in accuracy and speed, compared to the results achieved with no effect from preceding observations 405 during the exploration task. and accuracy of perception, hence improving the performance of the autonomous exploration of unknown objects.
412
We found that active Bayesian perception can achieve accurate classification in edge orientation angle and po-413 sition by utilising active movements to reposition the tactile sensor to a better location for perception [9, 32] Moreover, to extract object shape, humans rely on a contour following exploratory procedure using their fingers [4, 42] .
436
This is considered an active rather than a passive exploration, meaning that the fingers need to be controlled to provide 437 better perception.
438
We validated our methods for autonomous active exploration with a contour following task, and repeated this ex-439 periment with various shapes to cover a large set of angles and radii of curvature to demonstrate robustness (Figure 16 ).
440
The successful shape extraction in both off-line and real-time experiments shown in Figures 11 and 15 reinforces the 441 benefits of active over passive perception. In addition, not only is active perception necessary for task completion,
442
but also the perception needs to be highly reliable, which is attained only for high decision thresholds. Setting a high 443 decision threshold also increases the decision time, which slows the exploration. This is reasonable, given that humans 444 not only explore actively but also employ the appropriate timing until sufficient belief about the object being explored 445 is reached [43] .
446
Finally, we investigated the effects on exploration accuracy and time of modifying the active exploration with 447 sensorimotor control strategies that combine present sensory information with preceding or predicted information.
448
First, we found that using a weighted prior as input to active perception produced a reduction in the angle and collection would also need to be extended to the added degrees of freedom.
461
Overall, we presented a study of autonomous active exploration with sensorimotor control strategies using a 
