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ABSTRACT 
Let A, B, C denote rational numbers with AB # 0 and m > n 2 3 arbitrary rational integers. We 
study the Diophantine equation 
in X, y E Z, where (pt(x)} is one of the three classical continuous orthogonal polynomial families, 
i.e. Laguerre polynomials, Jacobi polynomials (including Gegenbauer, Legendre or Chebyshev 
polynomials) and Hermite polynomials. 
We prove that with exception of the Chebyshev polynomials for all such polynomial families there 
are at most finitely many solutions (x, y) E .Z2 provided n 2 4. The tools are besides the criterion [3], 
a theorem of Szeg- [14] on monotonicity of stationary points of polynomials which satisfy a second 
order Sturm-Liouville differential equation, 
(a.? + bx + c)yi(x) + (dx + e)yk(x) - &y.(x) = 0, n E L,o 
1. INTRODUCTION 
Bilu and Tichy [3] proved a quite explicit criterion on whether a polynomial 
Diophantine equation 
(1.1) P(x) = Q(Y) 
with given polynomials P, Q has an infinite number of integer solutions (x, JJ) or 
not. The conditions of the criterion can be checked algorithmically. A more 
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general problem arises if we take P and Q from a common polynomial family 
CQk(x)}, the polynomial pk(x) being of exact degree k. It could be asked under 
which conditions for m and n (m > n > 3) the Diophantine equation 
(1.4 Pm(X) = Pn(.v) 
has infinitely (resp. finitely) many integral solutions (x,~?). Some interesting 
problems in this direction have already been solved, see [2,7, I]. 
A natural generalization of (1.2) is the Diophantine problem 
(1.3) APT + BP,(Y) = C, 
where A, B, C denote some fixed rational numbers with AB # 0 and m > n 2 3 
are fixed rational integers. Surprisingly, this setting with three new parameters 
A, B, C does not entail more complications than the problem (1.2). For the 
special case n = 2, Baker’s theorem on hyperelliptic equations can be used in 
order to obtain effective finiteness. 
If the polynomials pk(x) depend in some nice way [l] on k then the general 
problem (1.3) can most likely be treated with success. For instance, the classi- 
cal problem of pk(x) = xk can be solved in this manner [13]. 
As seen in [13] especially two properties ofpk(x) are of great use, i.e. 
Property ‘Pl’: simple stationary points and 
Property ‘P2’: two interval monotonicity (see Definition 1.1). 
In the following we consider orthogonal polynomial families (Pk(x)}. Property 
‘Pl’ is obviously satisfied as orthogonal polynomials are known to have just 
real and simple zeros, and an application of Rolle’s theorem to the derivative 
gives the statement. Property ‘P2’ reads: 
Definition 1.1. A real polynomial p(x) is called two interval monotone if there 
exist two intervals II and 12 (one possibly empty) with I1 U 12 = (-co, co) such 
that the local maxima of /p(x) 1 are strictly decreasing on I1 and strictly increasing 
on I2. 
The plan of the paper is as follows. In Section 3 we recall the Bilu-Tichy criter- 
ion from [3] and establish the implications for polynomial families @k(x)} for 
which ‘Pl’ and ‘P2’ hold. In Section 4 we prove (following a line from 
Szeg- [14]) that polynomial solutions of a certain second order Sturm-Liou- 
ville differential equation always inherit ‘P2’. The question which polynomials 
both fulfill a second order Sturm-Liouville differential equation and are or- 
thogonal, is classical and is accurately solved by Lesky in [12]. The only ortho- 
gonal polynomials solutions are linear transforms of the Jacobi, Laguerre and 
Hermite polynomials. Section 5 is dedicated to the application of the results of 
the previous sections to these polynomials, i.e. 
0 Laguerre L:)(x), 
l Jacobi P?“‘(x), which include G egenbauer CiX’(x), Legendre P,(x) and 
Chebyshev T,(x) and 
264 
l Hermite H,(x). 
2. MAIN THEOREMS 
Theorem 2.1. Let A, B, C denote arbitrary rational numbers with AB # 0 and 
m > n 2 4 arbitrary rational integers. Then the number of integral (x, y) satisfy- 
ing 
(2.1) AP&) + BP~(Y) = C, 
isfinite, if(Pk(x)}FcO is one of the following families, 
l Laguerrepolynomials, (L(a)(x)),“=, with LY > 1, 
l Jacobi polynomials ( Pk (Otsf(~))EO with a, /3 > - 1 and Ly # /3, 
l Hermitepolynomials (H~(x)$?~, 
l Gegenbauer polynomials (C, (x))~M,~ with X # 0 and X > - l/2 (includ- 
ing also Legendre polynomials A = l/2). 
Chebyshev polynomials are known to have very special analytical properties. It 
is not surprising that they also play some special role in this Diophantine pro- 
blem. 
Theorem 2.2. Let (pk(x))& denote the Chebyshevpolynomials (Tk(x))&. Then 
under the requirements of Theorem 2.1 the number of rational (x, y) with bounded 
denominator satisfying (2.1) is infinite. 
Recall that P(x) = Q( x is said to have infinitely many rational solutions with a ). 
bounded denominator if there exists a positive integer A such that P(x) = Q(y) 
has infinitely many solutions (x, y) E Q2 with Ax, Ay E Z. 
3. THE BILU-TICHY CRITERION FOR POLYNOMIALS WITH ‘Pl’ AND ‘P2’ 
3.1. Preliminaries 
The algorithmic criterion of Bilu and Tichy [3] enables one to decide whether a 
given polynomial Diophantine equation P(x) = Q(y) has infinitely many ra- 
tional solutions with a bounded denominator or not. In order to formulate such 
criterion we need the definition of the five so-called standard pairs. In what 
follows y, S E \{O}, q, s, t E Z,O, r E ZZo and v(x) E [x] a non-zero polynomial 
(which may be constant). We also make use of the so-called Dickson poly- 
nomials which can be defined via 
1421 
Ds(x, y) = c d,,;x’-2i with 4,i = 
i=O 
As - ii(- 
The pair (f(xLd x )I or switched is called a standardpair over Q if it can be re- 
presented by an explicit form listed in the following table. In such a case we say 
(f, g) is a standard pair of thefirst, second, third, fourth,$fth kind, respectively. 
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1~ 
kind 1 explicit form of (f’(.y), g(-vj i ~ parameter restrictions 
first (x”. yf(r)“) with 0 5 r c y. (r, q) = I. r I- 
~ deg 17 > 0 
! second (x2, (72 + C;)“(x)‘) - 
third (&(x1 Y?: a(& YY’)) with (s, t) = 1 
i 
fourth (yP”l’D,y(.~, y)% -6 ‘/2D1(~u, ~5)) ~ with (s, t) = 2 
fiSth ((7x2 - l)‘, 3.2 - 4x3) ~ .- - ~-- 
Now we are ready for 
Tbeoem 3.1. (Bilu-Tichy [3], 2000) Let P(x), Q(x) E Q[x] be non-constant poly- 
nomials. Then the following two assertions are equivalent 
(a) The equation P(x) = Q(y) h as infinitely many rational solutions with a 
bounded denominator. 
(b) WecanexpressPon.1 =~ofandQon2=~+4ogwherer;~,n~~&S[x]are 
linear, 4(x) E Cl![x], and cf,g) is a standardpair over Q 
Observe that if we are able to get a contradiction for decompositions of P and Q 
as demanded in (b) of Theorem 1, then finiteness of number of integral solu- 
tions (x, y) of the original Diophantine equation P(x) = Q(y) is guaranteed. 
3.2. Implications for polynomials with properties ‘Pl’ and ‘P2’ 
We first prove an important fact about non-decomposability of polynomials 
pk(x) which have just simple stationary points (‘Pl’) and are two interval 
monotone (‘P2’). 
Definition 3.2. For a polynomial p E C[x] and a complex number 7, put 
6(p; y) := deggcd(p - 7,~‘). 
The following important decomposition lemma is extracted from [7]. For 
completeness we give the proof. 
Lemma 3.3. Let p E C[x] not constant and let p = 4 o,f, where C$ andf are poly- 
nomials. Zf deg 4 2 2 then there exists y E C with S(p; y) > degf. 
Proof. Let Q be a root of 4’ (which exists by deg 4 2 2) and put y = ~$(a). Then 
both the polynomials p - y and p’ are divisible by f - a, hence 
degf = deg(f - a) 5 deg gcd(p - 7,~‘). q 
Suppose p, 4, f E [xl, p = C$ of with deg 4 2. 2 and p just having simple sta- 
tionary points. Then (Y E and y E. In this case, S(p; y) can easily be interpreted 
as the number of stationary points of p having value y. If we further claim p 
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satisfying ‘P2’ then p has at most two stationary points of the same value, i.e. 
S@; y) 5 2 for all y E. As a straight-forward consequence we have 
Corollary 3.4. Let pk(x) be non-constant and have ‘PI’ and ‘P2: Further let 
Apk(Bx + C) + D = $4f(x)) with ti(x),f(x) E [xl, deg$ > 2 and A, B, C, D E, 
AB # 0. Then 
degf 5 2. 
Note that the double-shift XHBX + C and pkHApk + D does not affect on the 
properties ‘Pl’ and ‘P2’. We introduce the notation 4(x) = 
ekxk + ek-iti-’ + . . . + eo. Summing up, the only possible decompositions of 
such polynomials pk (x) are 
1. Pk(X) = elf(x) + es with degf = degpk, es, ei E and 
2. Pk(x) = ~(f(x))dx) b em ’ Et a real polynomial of degree at most two and 
deg4 > 2. 
Our investigation now turns to the five standard pairs, where we show that 
most of them can be excluded provided ‘Pl’ and ‘P2’ hold. Suppose now that 
each pk(X) of a given polynomial family (Pk(X)} satisfies ‘Pl’ and ‘P2’. While 
introducing new parameters, we rewrite the original equation (1.3) as 
pm(x) = APT (VI + B. 
First, let deg 4 > 2. Having in mind Corollary 4 and looking at the five stan- 
dard pairs, we can straightly exclude the standard pairs number two, four and 
five as m # n. There remain the following cases to consider 
Standard pair of the first kind: pm(Ax + B) = #(.?), &,(2x + 3) + B = c+b(y~$x). 
Standard pair of the first kind: pm(Ax + B) = 4(y(vz? + YIX + vo)), &,(2x + &) + B = 4(x) 
Standard pair of the third kind: pm(Ax + B) = q5(? - 2y), &,(2x + 8) + B = 4(x). 
If it could be shown that such representations do not exist (whatever the para- 
meters are) we would end up with finiteness of integer solutions (x, y) of the 
original Diophantine equation Ap,(x) + BP,,(~) = C. As a first result we note 
that necessarily m = 2n since otherwise no representation can exist. Just by 
linear transformation of the argument we get an polynomial identity in terms 
of the polynomials under consideration, i.e. 
(3.1) p,(x) = Ap,(v& + VIX + vo) + B. 
for some probably new parameters ~2, vi, vg, A, B. The impossibility of such re- 
presentation (see the calculations below) would imply deg 4 = 1. The standard 
pair of the first kind with q > 3 and the standard pair of the fifth kind are of no 
use since 4(x4), 4(3x4 - 4x3) respectively, have multiple stationary points. 
Keeping in mind that m, n 2 3 we just have to deal with the representations in- 
volving Dickson polynomials. Take, for instance, the representation 
ei Ds(x, af) + es. By the well-known property of Dickson polynomials, such 
polynomial just has two stationary points of equal ordinate. By the supposed 
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two interval monotonicity ofp,(x) we derive a contradiction for m 2 3. Finally, 
it remains to study quadratic representations (3.1). We formulate the problem in 
the most general way: 
Given a sequence of polynomials (Pk(x))& of exact degree k. Do there exist 
rational A, B, ~2, vi, vo with A # 0 and v2 # 0, and integers m, n > 3 such that 
the identity 
(3.4 P,(X) = Ap,(vd + VIX + vo) + B, m = 2n 
holds? 
We at least want to get necessary conditions for (3.2). Assume that there exist 
A, B, ~2, vi, vo, m, n such that (3.2) holds. Without loss of generality we may as- 
sume that the polynomials p,(x) and pn( ) x are manic since otherwise we just 
pick up the leading coefficients and combine them in the variable A. Put 
g,(~)=i”+k~~,X’-‘+k~~~x’“-~+..-+kb”), 
and pn(x) = x” + kFJ,x”-’ + kr’,x”-’ + . . . + kr). 
To start with, by immediate comparison of coefficients of upper powers of x 
in (3.2) we derive the following list of equations in the variables 
A, 4 ~2, ~1, VO, m, n. 
Eq.0 [x”]: 1=/i{ 
Eq. 1 [A!‘-‘] : k(“), = A[nv;-‘vl] 
Eq. 2 [x?-2] : k;lz = A 
[ 
nv’z’-’ y,, + n(n v;-‘v: + ,$“I np’ 
2 n-IV2 I 
Eq. 3 [x”-~] : k(M), = A 
[ 
n(n - l)v;-2v,vo + n(n - l)(n ~ 2, vCC’V; + k’“’ 
6 n-, (n - l)qZv, 
We use Eq. O-3 and MAPLE in order to obtain 
(3.3) 6k!$‘,kr’,n(l - n) + (kF?,)3(2n2 - 3n + 1) + 6krj3n2 = 0. 
If we just know the upper coefficients ofp,(x), relation (3.3) could be the point 
to get a contradiction to m being a rational integer. If the polynomials under 
consideration are symmetric, i.e. kf?, = krl, = kfJ5 = . . = 0 then Eq. 1 im- 
mediately gives vi = 0 and Eq. 3 (precisely, all equations with an odd number) 
does not give any new information on the parameters. We have to use some 
more equations. First assume n 2 4, then a comparison of coefficients of the 
powers Xz, Xme2, . . . gives the following equations 
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Eq. 0’ [PI: 1 =A$ 
Eq. 1’ [x”-2] : k?‘, = A [d-ho] 
Eq. 2’ [?‘-“I : kt’, = A 
[ 
q $-2v; + k;j,$-? 1 
Eq. 3 [x”-6] : kj+,m) = A + - ‘;(’ - 2, 4-3v; + kfJ,@ - 2),173~~ 1 
If we use Eq. 3’ we will automatically obtain expressions with the condition n > 
4 since otherwise we would have to add B on the right hand side. 
4. SECOND ORDER STURM-LIOUVILLE DIFFERENTIAL EQUATIONS 
4.1. Characterization of polynomial solutions 
It is well-known [12] that the second-order Sturm-Liouville differential equa- 
tion 
(4.1) (~2 + bx + c)#(x) + (dx + e)&(x) - X,y,(x) = 0, n E &o, 
where a, b, c, d, e are arbitrary (real or complex) numbers has a finite or infinite 
chain of polynomial solutions (am). If we plug in a polynomial solution 
(4.2) y,(x) =k(“‘~+k~~,x”-‘+...+kb”’ n 
with k!) # 0, then a comparison of coefficients of Xn yields X, = 
n[(n - 1)~ + d]. On the other hand, by comparison of coefficients of xi (i > 0) 
we immediately derive the following recursive relation for the coefficients of 
yn(x) which we will use in the sequel: 
(4.3) (i + 1) [(i + 2)ck)ti + (ib + e)ki”)l] = (n - i)[(n + i - 1)a + d]kj”) i > 0. 
The uniquely determined polynomial solutions of (4.1) can be characterized 
according to the zeros of the polynomial ax’ + bx + c (see [4,12,8,11]). The type 
of differential equation is invariant under linear transformations of x. More- 
over, Lesky [12] showed that the famous three continuous classical orthogonal 
families (Laguerre, Jacobi, Hermite) are the only orthogonal polynomial solu- 
tions of (4.1) besides linear transformations XHAX + B. As linear transforma- 
tions do not affect quadratic representations like (3.2), we can restrict ourselves 
to the so-called normal forms. The following list gives the corresponding 
parameters [ll]. 
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Recall that CL”(x) = [(2X),/(X + $)n] P~x-“2+~1’2J(~), 
T (x) = pc-‘W-‘/2) n n (~)/P(-i’~‘-“~)(l) and P,(x) = P:““(x) are special cases of n 
the class of Jacobi polynomials P?‘“)(X). Here (a), denotes the Pochhammer 
symbol which is defined by (Q)~ := 1 and (a), := a(a + l)(a + 2) . . I (a + n - 1) 
for n > 1. We don’t bother how to normalize the above polynomial families, as 
every contribution to the leading coefficient in (3.2) can be handled by a 
corresponding normalization of the parameter A. 
4.2. Property ‘P2’ 
We now prove a result on monotonicity properties of local maxima and minima 
(Property ‘P2’) of polynomial solutions of second-order Sturm-Liouville dif- 
ferential equations of type (4.1). It turns out to be crucial for our later in- 
vestigations. 
The following theorem relies on some nice idea used by Szeg- [14] although 
he didn’t formulate it in this general form. Note also, that we do not need So- 
nin-Polya’s Theorem (see [14] and [9]) since we do not need the self-adjoint 
Sturm-Liouville form of (4.1). The explicit differential equation (4.1) completely 
answers our purpose. 
Theorem 4.1. Let yn(x) be apolynomialsolution of the dzfirential equation (4. I), 
4x)Y;tx) + NY;(x) - hY&> = 0, 
with O(X) = ax2 + bx + c and T(X) = dx + e. Furthermore, suppose that d(x) - 
27(x) does not vanish identically. Then y”(x) is two interval monotone. 
Proof. Define a function f (x) by 
(4.4) W(x) = x,~ll(x)l?-~(x)[Y~(x)]2. 
Then by differentiation and use of (4.1), 
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&f’(X) = 2hlY,(4Y;(x) - a’(x) [Y:,(4]*-qkYnc) - +)Yxx)]Yx4 
= -[a’(x) - 27(x)] [yh(x)12. 
Since u’(x) - 27-(x) is a non-zero at most linear polynomial, it has at most one 
zero, say x0, so that one of the following cases applies: 
f’(x) IO for x < x0 and f’(x) 2 0 for x 2 x0 or 
f’(x) > 0 for x < x0 and f’(x) < 0 for x 2 x0. 
Observe that equality only holds in a finite number of discrete points. Without 
loss of generality assume the first case. Put Zt = (-00, x0] and 12 = [x0, oo), let 
ll,E2,..’ , & be the pairwise different zeros of y;(x). Then by (4.4), f(&) = 
bn(<;)12 for 1 I i < 1. So, the two-interval-monotonicity passes over fromf(x) 
to the discrete bn(ci)12 (1 < i 5 I) and finally to ]y(<i)] because x2 and 1x1 have 
equal monotonicity. This finishes the proof. 0 
Note that ‘P2’ follows from the differential equation and is not a consequence 
of orthogonality. We mention also the important special case d(x) = 27(x) 
which holds for instance for the classical Chebyshev polynomials T,(x). It im- 
pliesf’(x) = 0 for all x E, hencef(x) is constant and by (4.4) all local stationary 
points of ]y, (x) 1 have the same value (which actually is 1). 
5. LAGUERRE, HERMITE AND JACOBI POLYNOMIALS 
As ‘Pl’ and ‘P2’ are guaranteed, we apply relations for the coefficients con- 
sidered in Section 3 to the three classical continuous orthogonal families, i.e. 
Laguerre, Hermite and Jacobi polynomials (including Gegenbauer, Legendre 
and Chebyshev polynomials). 
Lemma 5.1. (Laguerre, Jacobi polynomials) Let (P~(x)):=~ be either the La- 
guerre polynomiak (L~)(x))~Y, 
Pp’“‘(x,)~o 
with CY > 1 or the Jacobi polynomials 
with a!, /3 > -1 and (Y # p. Then there exist no rational 
A, B, 19, ~1, vo and integers m, n with n 2 2 such that 
pm(x) = Apn(v2x2 + VIX + vo) + 4 m = 2n. 
For symmetric polynomial families we have to deal with the additional re- 
striction n > 4, i.e. 
Lemma 5.2. (Hermite, Gegenbauer, Legendre polynomials) Let (P~(x))~=~ be 
either the Hermite polynomials (H~(x)):‘~ or the Gegenbauer polynomials 
(C~‘(X))~~ with X # 0 and A > -l/2. Then there exist no rational A, B, 19, ~1, vo 
and integers m, n with n 2 4 such that 
pm(x) = AP,(vz~ + vlx + vo) + 4 m = 2n. 
Note that the case CI = fl= -l/2 for Jacobi polynomials corresponds to the 
Chebyshev case, which is settled by the following 
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Lemma 5.3. (Chebyshev polynomials) Let (&(x))&, be the Chebyshev poly- 
nomiuk (Tk(x))& then 
p,(x) = Ap,(v2x2 + VIX + vo) + B, m = 2n 
with rational A, B, ~2, VI, vg and integers rn! n with n > 4 implies 
Tm(x) = T,(2x2 - I) or T, = (-l)“T,(-2x2 + 1). 
By applying the three Lemmata above we immediately get the statement of 
Theorems 2.1 and 2.2. 
Proof. For the classical orthogonal polynomial families we can use (4.3) to 
calculate explicitly the upper coefficients of the concrete manic polynomial of 
degree n. For manic Laguerre polynomials L?)(x) it gives 
Lp)(x)=.*n-n(n+ru)x+‘+kn(n-l)(n+a)(n-l+Cr)P--* 
-kn(n- l)(n-2)(n+ck)(n- 1 +a)(n-2+a)X--“&... 
Relation (3.3) reads in this case n3(n - 1)(2n - 1)(2n + CX) = 0 which is not 
possible for a > - 1. Similarly, for Jacobi polynomials holds 
Ppy.x) = x” + (a - P) 
(~-@)*-66n+2-3a-3~ 
The final relation again is (3.3) 
n’(n- 1)(2n- l)(cu-,B)(2n+a)(2n+@ =. 
(4n+a+P)3(4n- 1 +a+,D)(4n-2+n+/?) ’ 
which is not possible if o # p (a, p > - 1). Now observe, that P?‘“‘(x) (Ge- 
genbauer, Chebyshev) and H,(x) (Hermite) are symmetric. For H,(x) we cal- 
culate 
H,(x) = x” - an(n - 1)F2 + $n(n - l)(n - 2)(n - 3)x”-” 
-&n(n - l)(n -2)(n- 3)(n -4)(n - 5)F6f .... 
From Eq. 2’ we extract vi = 1/(2n - 1) while Eq. 3’ gives 
n(n-l)(n-2)(2n-l)=O, a contradiction. In the symmetric Jacobi poly- 
nomial case (Gegenbauer, Chebyshev), we calculate 
n(n - l)(n - Wn - 3) 
(2n - 1 + 2a)(2n - 3 + 2a) 
y-4.. 
1 n(n-l)(n-2)(n-3)(n-4)(n-5) --. 
48 (2n - 1 + 2a)(2n - 3 + 2a)(2n - 5 + 20~) 
x”-6k,. 
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Eq. 2’ can certainly be resolved to vi since its factor n(n - 1)(2~z - l)(n + o) is 
always non-zero. Hence, 
(4n - 1 + 2a)*(4n - 3 + 2o) 
Vt=4(2n-l)(n+n)(2n-l+2a)’ 
In that case, Eq. 3’ gives 
n(n - l)(n - 2)(2n - l)(n + o)(2o + 1) 
(4n - 1 + 2~)~(4n - 3 + 2a)(4n - 5 + 2a) = ’ 
which is possible if and only if o = - l/2. This actually is the Chebyshev poly- 
nomial case, we immediately derive v2 = f2 and vg = $1. The leading coeffi- 
cient of the classical non-manic T,(x) is 2”-l, thus we have the only solutions 
T,(x) = Tn(2x2 - l)+B and Tm(x) = (-l)“T,,(-2x2 + 1) + B. 
It is well-known (see for instance [5]) that for Chebyshev polynomials it holds 
Tzn(x) = T,,(2x2 - 1) and T 2,, = (-l)“T,( -2x2 + l), hence the obtained solu- 
tion is indeed possible if and only if B = 0. 0 
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