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Introduction
We report on two recent works [4] and [5] concerning distances between classes of Sobolev maps taking their values in S N , in two different settings. In the first part we deal with distances in W s,p (S N ; S N ) ( [5] ). The classes in this case correspond to the equivalence relation f ∼ g if and only if deg f = deg g. As we will recall below, the topological degree makes sense not only for continuous maps, but also for VMO-maps, and in particular for maps in W s,p (S N ; S N ) with sp ≥ N. In the second part we consider distances between classes of W 1,p (Ω; S 1 ), where Ω is a smooth bounded simply connected domain in R N , N ≥ 2 and p ∈ [1, 2) . In contrast with the first setting, the decomposition into classes is not due to the nontrivial topology of the domain (S N in the first setting) but instead it is related to the location and topological degree of the singularities of the maps in each class. More precisely, the classes are defined according to an equivalence relation: u ∼ v if and only if there exists ϕ ∈ W 1,1 (Ω; R) such that u = e ıϕ v. This definition is analogous to the one used in the first part when N = 1, see Remark 1 below. This is an indication of a deep connection between the two parts. Actually, we are going to see ( 
We will make assumption (1) 
Therefore, it makes sense to denote also 
and
It is conceivable that
but we have not been able to prove this equality (see Open Problem 1 below). Therefore we consider also the symmetric version of (6), which is nothing but the Hausdorff distance between the two classes:
The 
The following result was obtained in [8] (see also [5] ).
In particular,
It is natural to ask whether, given d 1 = d 2 , the infimum in (10) is achieved. The answer is given by the following result, proved in [8] when p = 2.
1. When p = 1, the infimum in (10) is always achieved.
When 1 < p < 2, the infimum in (10) is achieved if and only if d
3. When p ≥ 2, the infimum in (10) is not achieved.
Levi and I. Shafrir [7] . By contrast with (10) this distance does not depend on d 1 and d 2 , but only on p (and N).
We now turn to the case s = 1 and N ≥ 1. Here, we will only obtain the order of magnitude of the distances dist W s,p , and thus our results are not sensitive to the choice of a specific distance among various equivalent ones. When 0 < s < 1 a standard distance is associated with the Gagliardo W s,p semi-norm
We start with dist W s,p .
Theorem 2.2
We have
(13)
In the above, C, C ′ are positive constants independent of d 1 , d 2 .
We now turn to Dist W s,p .
Theorem 2.3
3. If N ≥ 1 and sp > N, then
The detailed proofs appeared in [5] . We call the attention of the reader to a new idea which yields inequality "≥" in (16) in a "more uniform" way; this will become clear in Remark 5 below.
Remark 2 For later use it is convenient to reformulate (11) and (16) as follows. Assume N
Moreover the constants 4 and 2π in (21) are optimal.
Here are two natural questions that we could not solve.
Open Problem 1 Is it true that for every d
Or even better: 
Even better, do we have
Some partial answers to these open problems are presented in [5] .
Distances between classes in
Let Ω be a smooth bounded domain in R N , N ≥ 2. In order to simplify the presentation we assume throughout that Ω is simply connected; however many of the results remain valid without this assumption (see, e.g., Remark 5 below). In this section we decompose W 1,p (Ω; S 1 ) into equivalence classes and study their distances. We start with the case p = 1 and recall two basic "negative" facts originally discovered by F. Bethuel and X. Zheng [1] (see also [2] for an updated and more detailed presentation). 
We denote by E (u) the equivalence class of an element u ∈ W 1,1 (Ω; S 1 ). In particular, if
A useful device for constructing maps in the same equivalence class is the following (see [4] ). Let T ∈ Lip(S 1 ; S 1 ) be a map of degree one. Then
To each u ∈ W 1,1 (Ω; S 1 ) we associate a number Σ(u) ≥ 0 defined by
Note that
This follows from the identities
The quantity Σ(u) was originally introduced in [3] when N = 2. It plays an extremely important role in many questions involving W 1,1 (Ω; S 1 ) (see [2] ). In some sense it measures how much a given u ∈ W 1,1 (Ω; S 1 ) "deviates" from X . By (30) we have,
Moreover we have (see [2] ):
Given u 0 , v 0 ∈ W 1,1 (Ω; S 1 ) such that u 0 is not equivalent to v 0 , it is of interest to consider the distance of u 0 to E (v 0 ) defined by
and define, analogously to (5)- (6),
The next theorem provides explicit formulas for these two quantities.
Theorem 3.1 For every u
The two assertions in Theorem 3.1 look very simple but the proofs are quite tricky (see [4] 
; u is smooth except at a finite number of points}.
The class R plays an important role since it is dense in W 1,1 (Ω; S 1 ) (see [1, 2] ). If u ∈ R then A special case of interest is the distance of a given u ∈ W 1,1 (Ω; S 1 ) to the class
(see (26)-(27)) that we denote for convenience
An immediate consequence of Theorem 3.1 is that for every u ∈ W 1,1 (Ω; S 1 ) we have
and the bounds are optimal in the sense that
and inf
The proof of (40) actually provides an explicit recipe for constructing "maximizing sequences" for Dist W 1,1 . In order to describe it we first introduce, for each n ≥ 3, a map T n ∈ Lip(S 1 ; S 1 ) with deg T n = 1 by T n (e ıθ ) = e ıτ n (θ) , with τ n defined on [0, 2π] by setting τ n (0) = 0 and
A basic ingredient in the proof of (40) in Theorem 3.1 is the following
and the limit is uniform over all such u 0 and v 0 .
From (29) it is clear that Theorem 3.2 implies inequality "≥" in (40). The inequality "≤" in (40) is an immediate consequence of the following result established in [4] :
We now discuss briefly the proof of Theorem 3.2. Inequality "≤" in (47) is a consequence of (48). The heart of the proof of inequality "≥" in (47) is the next lemma. 
and the limit is uniform over all such f and g.
There are many challenging open problems concerning the question whether the supremum and the infimum in various formulas above are achieved. Here are some brief comments, restricted to the case N = 2; we refer to [2, 4] for further discussions.
(i) The question whether the infimum in (30) is achieved is extensively studied in [2] . The answer is delicate and depends heavily on Ω and u.
(ii) Concerning the infimum in (42) the answer is positive when Ω is the unit disc and u(x) = x |x| , and in some other cases satisfying d(u, X ) = (2/π)Σ(u) (see [4] ). In general the question is widely open.
(iii) Concerning the infimum in (45), the answer seems to depend on the shape of Ω. We know that when Ω is the unit disc, the infimum in (45) [2] .
We do not know whether the lower bound in (51) is optimal:
Open Problem 3 Is there equality in (51) for every u 0 , v 0 ∈ W 1,p (Ω; S 1 )?
We suspect that the answer might be negative in general. We are able to prove that the answer is positive in the case of the distance to smooth maps: 
The detailed proofs of the results on W 1,p (Ω; S 1 ), p ∈ [1, 2), will appear in [4] .
