Introduction
In [2] , we defined the notion of an affinization of a finite-dimensional irreducible representation V of the quantum group U q (g), where g is a finite-dimensional complex simple Lie algebra and q ∈ C × is transcendental. An affinization of V is an irreducible representationV of the quantum affine algebra U q (ĝ) which, regarded as a representation of U q (g), contains V with multiplicity one, and is such that all other irreducible components ofV are strictly smaller than V , with respect to a certain natural partial order on the set of isomorphism classes of finite-dimensional representations of U q (g). In general, a given representation V has finitely many affinizations up to U q (g)-isomorphism (always at least one), and it is natural to look for the minimal one(s). We refer the reader to the introduction to [2] for a discussion of the significance of the notion of an affinization.
In [2] , we show that, if g has rank 2, every V has a unique minimal affinization. In this paper, we consider the case when g is a simply-laced algebra of arbitrary rank. If g is of type A, there is again a unique minimal affinization (this result is, in fact, contained in [4] ). But, if g is of type D or E, and if the highest weight of V is not too singular, we show that V has precisely three minimal affinizations. In all cases, the minimal affinization(s) are described precisely in terms of the parametrization of the finite-dimensional irreducible representations of U q (ĝ) given in [3] (in the sl 2 case), in [5] (in the sl n case), and in [6] (in the general case).
Quantum affine algebras and their representations
In this section, we collect the results about quantum affine algebras which we shall need later.
Let g be a finite-dimensional complex simple Lie algebra with Cartan subalgebra h and Cartan matrix A = (a ij ) i,j∈I . Fix coprime positive integers (d i ) i∈I such that (d i a ij ) is symmetric. Let P = Z I and let P + = {λ ∈ P | λ(i) ≥ 0 for all i ∈ I}. Let R (resp. R + ) be the set of roots (resp. positive roots) of g. Let α i (i ∈ I) be the simple roots and let θ be the highest root. Define a non-degenerate symmetric bilinear form ( , ) on h * by (α i , α j ) = d i a ij , and set d 0 = 1 2 (θ, θ). Let Q = ⊕ i∈I Z.α i ⊂ h * be the root lattice, and set Q + = i∈I N.α i . Define a partial order ≥ on P by λ ≥ µ iff λ − µ ∈ Q + . Let q ∈ C × be transcendental, and, for r, n ∈ N, n ≥ r, define
[n] q = q n − q
There is a Hopf algebra U q (g) over C which is generated as an algebra by elements
(i ∈ I), with the following defining relations:
The comultiplication ∆, counit ǫ, and antipode S of U q (g) are given by
for all i ∈ I.
The Cartan involution ω of U q (g) is the unique algebra automorphism of U q (g) which takes x
, for all i ∈ I. LetÎ = I ∐ {0} and letÂ = (a ij ) i,j∈Î be the extended Cartan matrix of g, i.e. the generalized Cartan matrix of the (untwisted) affine Lie algebraĝ associated to Moreover, U q (ĝ) is isomorphic to the algebra A q with generators x ± i,r (i ∈ I, r ∈ Z), k ±1 i (i ∈ I), h i,r (i ∈ I, r ∈ Z\{0}) and c ±1/2 , and the following defining relations: c ±1/2 are central,
for all sequences of integers r 1 , . . . , r m , where m = 1 − a ij , Σ m is the symmetric group on m letters, and the φ ± i,r are determined by equating powers of u in the formal power series
i . Suppose that the root vector x + θ of g corresponding to θ is expressed in terms of the simple root vectors x
Then, the isomorphism f : U q (ĝ) → A q is defined on generators by
where µ ∈ C × is determined by the condition
See [1] , [5] and [7] for further details. Note that there is a canonical homomorphism
for all i ∈ I. Thus, any representation of U q (ĝ) may be regarded as a representation of U q (g).
LetÛ ± (resp.Û 0 ) be the subalgebra of U q (ĝ) generated by the x ± i,r (resp. by the φ ± i,r ) for all i ∈ I, r ∈ Z. Similarly, let U ± (resp. U 0 ) be the subalgebra of U q (g) generated by the x ± i (resp. by the k
See [5] or [8] for details. We shall make use of the following automorphisms of U q (ĝ):
(b) There is a unique algebra involutionω of U q (ĝ) given on generators bŷ
Moreover, we have
where ∆ op is the opposite comultiplication of U q (ĝ).
See [2] for the proof. Note thatω is compatible, via the canonical homomorphism U q (g) → U q (ĝ), with the Cartan involution ω of U q (g).
A representation W of U q (g) is said to be of type 1 if it is the direct sum of its weight spaces
If W λ = 0, then λ is a weight of W . A vector w ∈ W λ is a highest weight vector if x + i .w = 0 for all i ∈ I, and W is a highest weight representation with highest weight λ if W = U q (g).w for some highest weight vector w ∈ W λ . Lowest weight vectors and representations are defined similarly, by replacing x
For a proof of the following proposition, see [5] or [8] . 
for some complex numbers Φ If λ ∈ P + , let P λ be the set of all I-tuples (P i ) i∈I of polynomials 
in the sense that the left-and right-hand terms are the Laurent expansions of the middle term about 0 and ∞, respectively. Assigning to V the I-tuple P defines a bijection between the set of isomorphism classes of finite-dimensional irreducible representations of U q (ĝ) of type 1 and P.
(d) Let P, Q ∈ P be as above, and let v P and v Q be highest weight vectors of V (P) and V (Q), respectively. Then, in V (P)⊗V (Q),
where the complex numbers Ψ ± i,r are related to the polynomials P i Q i as the Φ ± i,r are related to P i in (5) . In particular, if P⊗Q denotes the I-tuple (P i Q i ) i∈I , then V (P⊗Q) is isomorphic to a quotient of the subrepresentation of V (P)⊗V (Q) generated by the tensor product of the highest weight vectors.
See [5] for further details. If the highest weight (Φ ± i,r ) i∈I,r∈Z of V is given by an I-tuple P as in part (c), we shall often abuse notation by saying that V has highest weight P.
) i∈I , where
Following [2] , we say that a finite-dimensional irreducible representation V of U q (ĝ) is an affinization of λ ∈ P + if V ∼ = V (P) as a representation of U q (ĝ), for some P ∈ P λ . Two affinizations of λ are equivalent if they are isomorphic as representations of U q (g); we denote by [V ] the equivalence class of V . Let Q λ be the set of equivalence classes of affinizations of λ.
The following result is proved in [2] .
λ is a finite set, so minimal affinizations certainly exist.
Diagram subalgebras
In this section, g is any finite-dimensional complex simple Lie algebra. Let J be any non-empty connected subset of I, and let U q (g J ) be the Hopf subalgebra of U q (g) defined by the generators and relations in 1.1 for which all the indices i, j ∈ J. Similarly, let U q (ĝ J ) be the subalgebra of U q (ĝ) defined by the generators and relations in 1.2 for which all the indices i, j ∈ J. Let P J be the set of weights of U q (g J ), R + J the set of positive roots, etc. If λ ∈ P , let λ J be the restriction of λ : I → Z to J. Similarly, if P = (P i ) i∈I ∈ P is an I-tuple of polynomials in C[u] with constant term 1, let P J ∈ P J be the J-tuple (P i ) i∈J .
Let ∆ J be the comultiplication of U q (ĝ J ). Note that U q (ĝ J ) is not a Hopf subalgebra of U q (ĝ) in general. However, we do have Lemma 2.1. Let ∅ = J ⊆ I be connected, and let ρ J : U q (ĝ J ) → U q (ĝ) be the canonical homomorphism of algebras. Then, for all i ∈ J,
where the sum is over those η ′ , η ′′ ∈ Q\Q J such that η ′ + η ′′ = ± α i , and
Fix a non-empty connected subset J ⊆ I. Let λ ∈ P + , P ∈ P λ , and let M be a highest weight representation of U q (ĝ) with highest weight P and highest weight vector m. Let M J = U q (ĝ J ).m. Then, it follows from 1.3 that
Similarly, let µ ∈ P + , Q ∈ P µ , let N be a highest weight representation of U q (ĝ) of highest weight Q and highest weight vector n, and let N J = U q (ĝ J ).n. Then, we have
Indeed, it is obvious that the left-hand side of (2) is contained in the right-hand side. On the other hand,
where the sum is over those
Now, M J ⊗N J admits an obvious action of U q (ĝ J ) by using ∆ J ; we denote this representation by M J ⊗ J N J . On the other hand, for weight reasons, the action of the ∆(x ± i,r ), ∆(φ ± i,r ), for all i ∈ J, r ∈ Z, obviously preserves ⊕ η∈Q
This gives another representation of U q (ĝ J ) on M J ⊗N J , using ∆, which we denote by M J ⊗N J .
Proposition 2.2. The identity map
Proof. The map obviously commutes with the action of U q (g J ). From 1.2, it follows that U q (ĝ J ) is generated as an algebra by the elements of U q (g J ), the x ± i,r for i ∈ J, r = ± 1, and the c ±1/2 . Since c 1/2 acts as the identity on M and N , it suffices to prove that, for all m
The left-hand side of (3) obviously belongs to M J ⊗N J , since both terms involved do. On the other hand, by 2.1, the left-hand side also belongs to
where the sum is over those η
Then, the weight of the first factor in a typical non-zero term in the above sum is λ − ξ ′ + η ′ . On the other hand, by (1), its weight must be of the form λ − η for some η ∈ Q + J . Thus,
But this is impossible, since ξ
Hence, the left-hand side of (3) is zero. Lemma 2.3. Let ∅ = J ⊆ I define a connected subdiagram of the Dynkin diagram of g . Let P ∈ P, and let v P be a U q (ĝ)-highest weight vector in V (P). Then,
Since U q (ĝ J ).v P is obviously preserved by the action of k i for all i ∈ I, it follows by 1.3 and 1.6(b) that we can choose 0 = w ∈ W ∩ V (P) µ , for some µ ∈ λ − Q + J , such that
for some Φ ± i,r ∈ C and all i ∈ J, r ∈ Z. Since µ ∈ λ − Q + J , we see that (1) actually holds for all i ∈ I, r ∈ Z. Let W + be the linear subspace spanned by all elements w ∈ U q (ĝ J ).v P ∩ V (P) µ satisfying (4) and (5) for fixed Φ ± i,r . The relations in 1.2 show that the φ ± i,r preserve W + for all i ∈ I, r ∈ Z. Since the φ ± i,r act as commuting operators on V (P), and so on W + , there exists w ′ ∈ W + satisfying both (4) and (5) for all i ∈ I, r ∈ Z. This means that w ′ must be a scalar multiple of v P , and so µ = λ. Thus, W + = C.v P and the lemma is established.
M is any highest weight representation of U q (ĝ) with highest weight P and highest weight vector m, we have
Proof. If V is any type 1 representation of U q (ĝ), and µ ∈ P , set
Similarly, if W is any type 1 representation of U q (ĝ J ), and ν ∈ P J , define W + ν in the obvious way. It is clear that
Thus, it suffices to prove that
u for all i ∈ I}.
Since λ−µ ∈ Q The assumption that J is connected in 2.3 and 2.4 guaranteed that g J was simple, and hence standard results about U q (g) and U q (ĝ) could be applied to U q (g J ) and U q (ĝ J ). The next two lemmas describe some consequences of restricting Lemma 2.5. Let J 1 , J 2 ⊆ I be non-empty subsets for which a ij = 0 if i ∈ J 1 , j ∈ J 2 (in particular, J 1 ∩ J 2 = ∅). Let λ ∈ P + and assume that λ J 2 = 0. If P ∈ P λ and µ is a weight of
Proof. By 1.3, every vector in V (P) µ is a linear combination of vectors of the form
Hence, we may assume that, in any expression (7), all of the x − i,r 's with i ∈ J 2 occur to the right of all x − i,r 's with i ∈ J 1 . Since λ J 2 = 0, it follows that x − i,r .v P = 0 if i ∈ J 2 , r ∈ Z, so an expression of type (7) vanishes unless i 1 , . . . , i k all belong to J 1 .
If ∅ = J ⊆ I, λ ∈ P , let λ J ∈ P be defined by
Similarly, if P = (P i ) i∈I ∈ P, let P J ∈ P have i th component equal to P i if i ∈ J, and equal to 1 otherwise.
(disjoint union), where J 1 and J 2 are such that a ij = 0 if i ∈ J 1 , j ∈ J 2 . Let λ ∈ P + , P ∈ P λ , and let µ ∈ P + be of the form
. For weight reasons, it is clear that
Since
The sl n+1 (C) case
If g is of type A n , we take I = {1, . . . , n}, where a ii = 2, a ij = −1 if |i − j| = 1, and a ij = 0 otherwise. The following result describes the minimal affinizations of λ, for all λ ∈ P + , in this case. By the q-segment of length r ∈ N and centre a ∈ C × , we mean the set of complex numbers {aq −r+1 , aq −r+3 , . . . , aq r−1 }.
Theorem 3.1. Let g = sl n+1 (C), and let λ ∈ P + . Then, Q λ has a unique minimal element. Moreover, this element is represented by V (P), for P ∈ P λ , if and only if, for all i ∈ I such that λ(i) > 0, the roots of P i form the q-segment with centre a i , for some a i ∈ C × , and length λ(i), where either (a) for all i < j, such that λ(i) > 0 and λ(j) > 0,
In both cases, V (P) ∼ = V (λ) as representations of U q (g).
Proof. By Theorem 2.9 in [4] , if P ∈ P λ , then V (P) is irreducible as a representation of U q (sl n+1 ) if and only if the conditions in 3.1 hold. It is obvious that [V (P)] is then the unique minimal element of Q λ .
As an immediate consequence, we have Proposition 3.3. Let g = sl n+1 (C), let λ ∈ P + , and let P ∈ P λ be such that (a) V (P) is not a minimal affinization of λ, and (b) V (P I\{i} ) is a minimal affinization of λ I\{i} , for i = 1, n. Then, m λ−θ (V (P)) > 0.
Proof. As a representation of U q (g), we have, by 1.5(a),
where
, and η t ∈ Q + , η t = 0 (the η t are not necessarily distinct). Let v + P be a U q (ĝ)-highest weight vector in V (P), and v − P a U q (ĝ)-lowest weight vector. We claim that either
Indeed, suppose the contrary and let v ∈ V 0 . Then,
0 , x ∓ ] = 0 by the relations in 1.1, it follows that
But, since k 0 acts on V (P) as (k 1 k 2 . . . k n ) −1 , the algebra of operators on V (P) defined by the action of U q (ĝ) is generated by the action of U q (g) and x ± 0 . It follows that V 0 is a U q (ĝ)-subrepresentation of V (P), and hence that V (P) = V 0 , contradicting 3.3(i).
Write v P for v + P from now on, and assume, without loss of generality, that x + 0 .v P / ∈ V 0 . Then, x + 0 .v P must have non-zero component, with respect to the decomposition (9), in some V t with η t = 0. Then, η t ≤ θ, and it suffices to prove that η t = θ.
Suppose for a contradiction that η t < θ. Then,
where each r i = 0 or 1, and at least one r i = 0. If r 1 = 0 (resp. r n = 0), applying 2.3 and 2.4 with J = I\{1} (resp. J = I\{n}) gives
which vanishes by 3.1 because V (P J ) is a minimal affinization of λ J by 3.2(b). But this is impossible, since m λ−η t (V (P)) > 0. Thus, r i = 0 for some 1 < i < n. Let
where the w r and the w ′ r are U q (g)-highest weight vectors of weights λ J 1 ∐{i} − j<i r j α j and λ J 2 − j>i r j α j , respectively. But, by 3.2(b) and 3.3(b), both V (P J 1 ∐{i} ) and V (P J 2 ) are minimal affinizations, so, by 3.1, we have r j = 0 for all j < i and for all j > i. But then η t = 0, a contradiction. 
The main reduction
In this section, we continue to assume that g is an arbitrary finite-dimensional complex simple Lie algebra. We show (see Proposition 4.2) that minimal affinizations remain minimal on restriction to certain 'admissible' subdiagrams of the Dynkin diagram of g. To explain the meaning of 'admissible', suppose temporarily that g is of type D or E. Let i 0 ∈ I be the unique node of the Dynkin diagram of g which is linked to three nodes other than itself. The set I can then be written as a disjoint union
(ii) for each r = 1, 2, 3, there exists exactly one i ∈ I r such that a ii 0 = 0, and (iii) a ij = 0 if i ∈ I r , j ∈ I s , r = s. Clearly, I 1 , I 2 , I 3 are uniquely determined, up to a permutation. Proposition 4.2. Let J ⊆ I be admissible, let λ ∈ P + , and let P = (
Remark. This result is definitely false if J is not admissible, as will become clear in Theorem 6.1.
Proof of 4.2.
The proof proceeds by induction on |J|. If |J| = 1, we must prove, in view of 3.4 , that the roots of of each P i form a q i -segment.
Assume first that i is linked to exactly one other node in I, and suppose for a contradiction that the roots of P i do not form a q i -segement. Let Q i be any polynomial with constant term 1 such that deg(Q i ) = deg(P i ), and whose roots do form a q i -segment. Let Q be the I-tuple which is equal to P except in the i th place, where it equals Q i . We prove that [V (Q)] ≺ [V (P)], giving the desired contradiction to the minimality of V (P).
Note that, by taking µ = λ − α i , J = {i} in 2.4, and using 2.3 and the second part of 3.4, it follows that
, we must prove that, for 
and so 1.8(i) holds (note that I\{i} is connected because of our assumption on i). Suppose now that node i is linked to two other nodes, and asssume for a contradiction that the roots of P i do not form a q i -segment. It is easy to see that there exist subsets
is a minimal affinization of λ J 1 ∪{i} , and let Q = (Q j ) j∈I be defined by
We claim that [V (Q)] ≺ [V (P)], giving a contradiction as before. As in the first part of the proof, we see that [V (Q)] = [V (P)] and that, in proving that [V (Q)]
[V (P)], we need only consider weights µ ∈ P of the form µ = λ − j∈I s j α j , where s j ≥ 0 for all j ∈ I, s i = 0, and m µ (V (Q)) > 0. We show that, for such µ, m µ (V (Q)) = m µ (V (P)), establishing 1.8(i) and proving our claim. We make use of the following lemma, which will also be needed later.
Lemma 4.3. Let i ∈ I be such that
(disjoint union), where J 1 is of type A, J 2 is connected, and a jk = 0 if j ∈ J 1 , k ∈ J 2 . Let λ ∈ P + , Q ∈ P λ , and assume that V (Q J 1 ) is a minimal affinization of λ J 1 . Let µ ∈ P be of the form µ = λ − j∈I s j α j , where s j ≥ 0 for all j, and
Assuming this lemma for the moment, we see that, if m µ (V (Q)) > 0, then
. Since P J 2 = Q J 2 , 2.4 implies, as desired, that m µ (V (P)) = m µ (V (Q)). We have now proved 4.2 when |J| = 1. For the inductive step, assume that |J| = r > 1 and suppose that the result is known when |J| < r. Proceeding by contradiction, we suppose that V (P J ) is a non-minimal affinization of λ J . Define a subset J ′ ⊆ I and a node j 0 ∈ J as follows:
(i) if J contains an element j that is linked to exactly one other element in I, choose j 0 = j and J ′ = ∅; (ii) otherwise, choose J ′ to be disjoint from J such that J ∪ J ′ is admissible and I\(J ∪ J ′ ) is connected, and let j 0 be the unique element of J that is connected to See the diagrams on the next page. By the induction hypothesis, V (P J\{j 0 } ) is a minimal affinization. Hence, by 3.1, we may choose
, and such that, if we define the (
We prove that [V (Q)] ≺ [V (P)], giving the usual contradiction. Note first that, by 3.2, V (Q J ) is a minimal affinization of λ J , but by assumption, V (P J ) is not minimal. By 3.3,
By 2.3 and 2.4,
, we need only consider, as usual, weights µ such that m µ (V (Q)) > 0 and µ = λ − η, where η = j∈I s j α j and each s j ≥ 0. By the second equation in (10), η = j∈J α j . If η > j∈J α j , then 1.8(ii) holds with ν = λ − j∈J α j . Hence, we may assume that s j 1 = 0 for some j 1 ∈ J. Define a subset J ′′ of J as follows:
Since V (Q J 1 ) is a minimal affinization of λ J 1 , 3.1 implies that s j = 0 for all j ∈ J 1 and hence µ = λ − Q + J 2 .
Twisting with the Cartan involution
In this section, g is an arbitrary finite-dimensional complex simple Lie algebra. If say, we denote byω * (V ) the representation ρ •ω, whereω is the involution of U q (ĝ) defined in 1.4(b). Let V * be the U q (ĝ)-representation dual to V : recall that the action of U q (ĝ) on V * is defined by
where f ∈ V * , x ∈ U q (ĝ), and S : U q (ĝ) → U q (ĝ) is the antipode. It is clear that, if V is an irreducible representation of U q (ĝ), then V * andω * (V ) are both irreducible representations as well. The purpose of this section is to give the defining polynomials ofω * (V ) and V * in terms of the defining polynomials of V . We need this result in the next section to prove the uniqueness of certain minimal affinizations.
Let w 0 be the longest element of the Weyl group of g, and let i → i be the bijection I → I such that w 0 (α i ) = −α i . It is well known that
for all λ ∈ P + , where ω is the Cartan involution of U q (g).
Proposition 5.1. Let λ ∈ P + , P = (P i ) i∈I ∈ P λ , and let
(a) Define Pω = (Pω i ) i∈I ∈ P −w 0 (λ) by
Then, there exists t ∈ C × , independent of i ∈ I, such that
Then, there exists t * ∈ C × such that, as representations of U q (ĝ),
Proof. We first prove that it suffices to establish the proposition in the case when λ is fundamental. We do this for part (b); the proof for part (a) is similar (see also [2] , where the corresponding result was proved for rank two algebras).. By 1.6(d), we see that V (P) is the unique irreducible subquotient of
which contains the tensor product of the highest weight vectors (the tensor product of the representations can be taken in any order). It is not hard to see that
for some a * i,r ∈ C × (this follows from Proposition 3.3 in [2] ). Hence, V (P) * is the unique irreducible subquotient of
containing the tensor product of the highest weight vectors. Thus, by 1.6(d), it suffices to calculate the a * i,r . The proof of 5.1 in the fundamental case is a consequence of the following lemma.
Lemma 5.2. Suppose that a ij = 0, i = j, and that
Assuming this lemma, 5.1(a) is proved as follows. Using the notation introduced in 5.2, we haveω
As in the proof of Proposition 5.5 in [2] ,
for some a i ∈ C × . Identifying the two representations above, we thus havê
Now, since m λ i +λ j (M ) = 1, we have m λ i +λ j (ω * (M )) = 1 by the discussion pre-
We now prove 5.1(b). We continue to assume that
By standard properties of duals, M * is a quotient of
This gives
, from which 5.1(b) follows.
Proof of 5.2(a).
It suffices to prove that, if a ij = 0, i = j, and a i ∈ C × , then
For, this result clearly implies that
and it easy to see that the last multiplicity is one. It suffices to prove (11) when g is of rank 2. For, if J = {i, j} ⊆ I, then, by the rank 2 case, m
If g is of type A 2 , (11) is obvious, since, by 3.1,
If g is of type C 2 or G 2 , this was proved in [2] , Proposition 5.4(i).
Proof of 5.2(b), (c).
Taking J = {i, j} we see that, by Proposition 2.2, it suffices to prove this result in the rank two case. If g J is of type A 2 , both parts (b) and (c) are established in the proof of Lemma 4.1 in [4] . If g is of type C 2 or G 2 , then i = i for i = 1, 2. Part (b) was established in Proposition 5.4(c) in [2] . To prove (c), notice that, by (a), v is a
A direct calculation in the rank two case now gives that
The simply-laced case
In this section, we assume that g is of type D or E. Let I 1 , I 2 , I 3 ⊂ I, and i 0 ∈ I, be as defined at the beginning of Section 4. If λ ∈ P , define subsets I r (λ) ⊆ I r , r = 1, 2, 3, by the following conditions: (i) λ I r (λ) = 0, (ii) I r (λ) is connected, (iii) I r (λ) ∪ {i 0 } is of type A, and (iv) I r (λ) is maximal with respect to properties (i)-(iii). Note that I r (λ) may be empty.
The following theorem is the main result of this paper.
Theorem 6.1. Let g be of type D or E. Let λ ∈ P + and assume that λ(i 0 ) = 0.
(ii) Suppose that m µ (V (P)) > 0. Write µ = λ − η, where η = j s j α j . Suppose that s i 0 = 0. Let {r, s, t} = {1, 2, 3}. Since V (P I r ∪{i 0 } ) is minimal of type A, it follows from 2.4 and 3.1 that m ν (V (P I r ∪{i 0 } ) = 0 where ν = λ I r ∪{i 0 } − η ′ , and η ′ ∈ Q + I r ∪{i 0 } . Applying 2.6 to the decomposition I = I r ∪ {i 0 } ∪ (I s ∪ I t ) now shows that s i = 0 for all i ∈ I r , r = 1, 2, 3. Hence, η = 0, contradicting our assumption. This proves (a).
Let j ∈ I r be such that s j > 0 and let J ⊆ I r ∪ {i 0 } be the type A subset which has j and i 0 as its 'end' nodes. Suppose that s i = 0 for some i ∈ J, say i = j ′ . We have a unique decomposition
′ is of type A and a rs = 0 if r ∈ J ′ , s ∈ J ′′ . Applying 2.6, 2.4 and 3.1 again gives that s i = 0 for all i ∈ J ′ , contradicting s j = 0. This proves (b).
Part (c) now follows by considering separately the cases s i r > 0 and s i r = 0.
We now return to the proof of 6.1(a) in the case I 1 (λ) = I 1 , I r (λ) = I r , r = 2, 3. Suppose for a contradiction that V (P I\I 1 ) is not minimal. By 6.2(i) this means that
Suppose that µ ∈ P + is such that m µ (V (Q)) > 0, and let µ = λ − η, η ∈ Q + . Write η = j s j α j . If s i 2 > 0 and s i 3 > 0, it follows from 6.2(ii)(a) that η > θ 2 (λ) + θ 3 (λ) + α i 0 + α i 2 + α i 3 . Equations (13) and (14) now show that condition 1.8(ii) is satisfied with
If s i 2 ≥ 0 and s i 3 = 0, let J = I 1 ∪ I 2 ∪ I 3 (λ) ∪ {i 0 }. By 2.4 and the fact that P J = Q J , we get
and that, if i ∈ I 3 ∪ {i 0 }, then, by 4.2 and 3.1, there exists a i , γ ∈ C × such that the roots of P i (resp. Q i ) form a q i -segment with centre a i (resp. γa −1 i ). It follows from 5.1 that * * * for some t ∈ C × (here,ω and τ t are the appropriate automorphisms of U q (ĝ J ′ )). This proves our assertion.
We have now shown that, if V (P) is a minimal affinization of λ, then V (P I\I 1 ) is a minimal affinization of λ I\I 1 . Conversely, suppose that V (P I\I 1 ) is minimal. Choose Q ∈ P λ such that V (Q) is minimal and [V (Q)] [V (P)]. By the first part of the proof, V (Q I\I 1 ) is minimal. By 3.1, there exists γ ∈ C × such that either (i) for all i ∈ I\I 1 , there exists a i ∈ C × such that the roots of P i (resp. Q i ) form a q i -segment with centre a i (resp. γa i ), or (ii) for all i ∈ I\I 1 , there exists a i ∈ C × such that the roots of P i (resp. Q i ) form a q i -segment with centre a i (resp. γa In both cases, m µ (V (P)) = m µ (V (Q)), so 1.8(i) is satisfied.
We have now shown that, if V (P) is minimal, then, for some r = s in {1, 2, 3}, P ∈ P λ r,s , where P λ r,s = {P ∈ P λ | V (P I\I r ) and V (P I\I s ) are both minimal}.
Note that, by 1.7, 3.1 and 5.1, if P, Q ∈ P λ r,s , then [V (P)] = [V (Q)]. Moreover, if P ∈ P λ r,s and t ∈ {1, 2, 3}\{r, s}, then, by 3.1, V (P I\I t ) is not minimal, and hence by 6.2(i), It follows that, if P r,s ∈ P λ r,s , then the [V (P r,s )], for r < s in {1, 2, 3}, are distinct elements of Q λ . We prove that all three elements are minimal. For this, it suffices to show that none of them is strictly less than the other two.
Suppose, for example, that [V (P ) is minimal, so by 2.4 and 3.3, m λ−η (V (P 1,3 )) = 0. The proof of Theorem 6.1 is complete.
