Abstract In this contribution, the behavior of zeros of orthogonal polynomials associated with canonical linear spectral transformations of measures supported in the real line is analyzed. An electrostatic interpretation of them is given.
for every n ∈ Z + .
Given a measure µ, we define the standard inner product ·, · µ : P × P → R by p, q µ = Σ p(x)q(x)dµ(x), p, q ∈ P,
where P is the linear space of the polynomials with real coefficients, and the corresponding norm · µ : P → [0, ∞) is given, as usual, by
Definition 1 Let {pn(x)} n≥0 be a sequence of polynomials such that 1. pn(x) is a polynomial with degree exactly n. 2. pn, pm µ = 0, for m = n.
{pn(x)} n≥0 is said to be a sequence of standard orthogonal polynomials. If the leading coefficient of pn is 1, then the sequence is said to be a standard monic orthogonal polynomial sequence (MOPS, in short).
Proposition 1 Each positive Borel measure µ determines uniquely a standard MOPS.
A MOPS is generated by a three term recurrence relation. It will play an important role in the sequel.
Proposition 2 (Three Term Recurrence Relation TTRR) Let {pn(x)} n≥0 be a MOPS. They satisfy a three-term recurrence relation p n+1 (x) = (x − βn)pn(x) − γnp n−1 (x), n ≥ 0,
with initial conditions p 0 (x) = 1 and p −1 (x) = 0. The recurrence coefficients are given by βn = xpn, pn µ pn 2 µ , n ≥ 0, and γn = pn Next, we will introduce the nth Kernel associated with the MOPS {pn(x)} n≥0 . It satisfies a reproducing property for every polynomial of degree at most n as well it can be represented in a simple way in terms of the polynomials pn(x) and p n+1 (x) throught the Christoffel-Darboux Formula, that can be deduced in a straightforward way from the three term recurrence relation (see [3] ).
Proposition 3 Let {pn(x)} n≥0 be a MOPS. If we denote the nth Kernel polynomial by
then, for every n ∈ N,
Kn(x, y) = 1 pn 2 µ p n+1 (x)pn(y) − pn(x)p n+1 (y)
x − y .
and, if x = y we have the so called confluent form
The zeros of standard orthogonal polynomials are the nodes of the Gaussian quadrature rules and they have nice analytic properties. Next, we summarize some of them. For more information, see [3] , [19] , and [21] Proposition 4 Let µ be a positive Borel measure defined as above and {pn(x)} n≥0 the corresponding MOPS. Then, 1. For each n ≥ 1, the polynomial pn(x) has n real and simple zeros in the interior of C 0 (Σ), the convex hull of Σ. 2. The zeros of p n+1 (x) interlace with the zeros of pn(x). 3. Between any two consecutive zeros of pn(x) there is at least one zero of pm(x), for m > n ≥ 2. 4. If (α, β) ⊂ C 0 (Σ) with (α, β) ∩ Σ = ∅ then at most one zero of each polynomial pn(x) belongs to (α, β).
Each point of Σ attracts zeros of the MOPS. In other words, the zeros of a MOPS are dense in Σ.
Next, we will analyze the behavior of zeros of polynomial of the form f (x) = hn(x) + cgn(x)
We need the following lemma concerning the behavior and the asymptotics of the zeros of linear combinations of two polynomials with interlacing zeros (see [2, Lemma 1] and [5, Lemma 3] ). has n real zeros η 1 < · · · < ηn which interlace with the zeros of hn(x) and gn(x) in the following way ζ 1 < η 1 < x 1 < · · · < ζn < ηn < xn.
Moreover, each η k = η k (c) is a decreasing function of c and, for each k = 1, . . . , n,
(ii) If x 1 < ζ 1 < · · · < xn < ζn, then, for any positive real constant c > 0, the polynomial
has n real zeros η 1 < · · · < ηn which interlace with the zeros of hn(x) and gn(x) as follows x 1 < η 1 < ζ 1 < · · · < xn < ηn < ζn.
Moreover, each η k = η k (c) is an increasing function of c and, for each k = 1, . . . , n,
In the last years some attention has been paid to the so called canonical spectral transformations of measures. Some authors have analyzed them from the point of view of Stieltjes functions associated with such a kind of perturbations (see [23] )or from the relation between the corresponding Jacobi matrices (see [24] ). Our present contribution is focused on the behaviour of zeros of MOPS associated with such transformations of the measures. In particular, we are interested in the Christoffel and Uvarov transformations which are given as a multiplication of the measure by a positive linear polynomial in its support and the addition of a Dirac mass at a point outside the support, respectively.
The structure of the manuscript is as follows. In Section 2 the representation of the perturbed MOPS in terms of the initial ones is done. In Section 3 we analyze the behaviour of the zeros of the MOPS when an Uvarov transform is introduced. In particular, we obtain such a behavior when the mass N tends to infinity as well as we characterize the values of the mass N such the smallest (respectively, the largest) zero of these MOPS is located outside the support of the measure. In Section 4, we check these results in the cases of the Jacobi-type and Laguerre-type orthogogonal polynomials introduced by T. H. Koornwinder ([14] ). Section 5 is devoted to the electrostatic interpretation of the zero distribution as equilibrium points in a logarithmic potential interaction under the action of an external field.We analyze such an equilibrium problem when the mass point is located on the boundary or in the exterior of the support of the measure, respectively.
Canonical perturbations of a measure
Let {pn(x)} n≥0 be the MOPS with respect to a positive Borel measure µ defined as above. We will consider some canonical perturbations of the measure, which are called spectral linear transformations (see [23] and [24] ).
Christoffel perturbation
Let {p * n (a; x)} n≥0 be the MOPS associated with the measure
with a ∈ C 0 (Σ). This means that pn(a) = 0 for every n ≥ 1. The polynomial p * n (a; x) is given by (see [3, (7. 3)])
i.e., p * n (a; x) is a monic kernel polynomial. Notice that p * n (a; a) = 0. Let x n,k and x * n,k := x * n,k (a) be the zeros of pn(x) and p * n (a; x), respectively, all arranged in an increasing order, and assume that C 0 (Σ) = [ξ, η]. From (7) and Proposition 4 (item 2) the following interlacing property of these zeros holds (i) If a ≤ ξ, then p n+1 (a)/pn(a) < 0, and Sign p * n (a; x n+1,k ) = Sign pn(x n+1,k ) , k = 1, . . . , n + 1, as well as
(ii) If a ≥ η, then p n+1 (a)/pn(a) > 0 and, as a consequence,
and
Iterated-Christoffel
Let {p * * n (a; x)} n≥0 be the MOPS associated with the measure
with a ∈ C 0 (Σ). Using (7) we deduce that
where K * n (a, x) is the Kernel polynomial associated with p * n (a; x), and
Notice that p * * n (a; a) = 0. Let denote by x * * n,k := x * * n,k (a) the zeros of p * * n (a; x), arranged in an increasing order. Then replacing (3) in (10) we obtain
On the other hand,
Evaluating p * * n (a; x) at the zeros x n+1,k , from (11) and (12), we get
Thus, from (13) and Proposition 4 (item 2) we obtain the following interlacing property:
The inequalities
hold for every n ∈ N.
Uvarov perturbation
Let {p N n (a; x)} n≥0 be the MOPS associated with the measure
with N ∈ R + , δa the Dirac delta function in x = a, and a ∈ C 0 (Σ). R.Álvarez-Nodarse, F. Marcellán and J. Petronilho [1, (8) ] obtained the following representation for such polynomials in terms of the MOPS {pn(x)} n≥0 (see also [22] .)
Next, we give another connection formula for the Uvarov's orthogonal polynomials p N n (a; x) using the standard orthogonal polynomials pn(x) and the Iterated-Christoffel's orthogonal polynomials p * * n (a; x).
and kn = 1 + N Bn.
Proof In order to prove the orthogonality of the polynomials defined by (16), we deal with the basis 1, (x − a), (x − a) 2 , . . . , (x − a) n of the linear space of polynomials of degree at most n. Then,
and, finally,
In order to prove (17) , from (10) and (7) we get
The Zeros
We call the attention of the reader on the fact that the constant Bn defined as above does not depend on N . For this reason, the connection formula (16) is very useful in order to obtain results about monotonicity, asymptotics, and speed of convergence for the zeros of p N n (a; x) in terms of the mass N . Indeed, let assume that x N n,k := x N n,k (a), k = 1, 2, ..., n, are the zeros of p N n (a; x). Thus, from (14) , (16) , and Lemma 1, we immediately conclude that
Moreover, each x N n,k is a decreasing function of N and, for each k = 1, . . . , n − 1,
as well as
Notice that the mass point a attracts one zero of p N n (a; x), i.e. when N → ∞, it captures either the smallest or the largest zero, according to the location of the point a with respect to the support of the measure µ.
The Minimum Mass
When either a < ξ or a > η, at most one of the zeros of p N n (a; x) is located outside of C 0 (Σ) = [ξ, η]. In the next results, we will give explicitly the value N 0 of the mass such that for N > N 0 this situation occurs, i.e, one of the zeros is located outside [ξ, η] .
Proof In order to deduce the location of x N n,1 with respect to the point x = ξ, it is enough to observe that p 
Proof In order to find the location of x N n,n with respect to the point x = η, notice that p First, we will consider pn(x) = P α,β n (x), the classical monic Jacobi polynomials, which are orthogonal with respect to the measure dµ α,
We consider the Uvarov perturbations on µ α,β with either a = −1 or a = 1, and M, N ≥ 0.
Such orthogonal polynomials were first studied by T. H. Koornwinder (see [14] ), in 1984. There, he adds simultaneously two Dirac delta functions at the end points x = −1 and
Let {P α,β,M n (x)} n≥0 and {P α,β,N n (x)} n≥0 denote the sequences of orthogonal polynomials with respect (24) and (25), with the normalization pointed out in Theorem 2, respectively. Then, the connection formulas are
It is straightforward to see that
Recently, several authors ( [1] , [5] , [8] ) have been contributed to the analysis of the behavior of the zeros of P α,β,M n (x), and P
and P α,β n (x), respectively, all arranged in an increasing order. Then, applying the results of Section 3, we obtain Theorem 5 The inequalities
where
Proof It remains to show the limits above. From (20)
.
Also from (20)
On the other hand, it follows from
. Now, using the last two equalities and the differential equation for the Jacobi polynomials
we obtain
Theorem 6
is an increasing function of N and, for each k = 1, . . . , n − 1,
Proof The prove follows in the same way as the Theorem 5. We only observe that
In order to illustrate the results of Theorem 6, we enclose the graphs of P In Table 1 we show the value of zeros of P α,β,N 3 (x), with α = β = 0, for several choices of N Notice that the largest zero converges to 1 and the other two ze- Table 1 Zeros of P α,β,N 3 (x) for some values of N . ros converge to the zeros of the Jacobi polynomial P 2,0 2 (x), that is, they converge to x 2,1 (2, 0) = −0.75497 and x 2,2 (4) = 0.0883037. Note also that all the zeros increase when N increase.
Laguerre type (Laguerre-Koornwinder) orthogonal polynomials
Next, we will deal with pn(x) = L α n (x), that is, the classical monic Laguerre polynomials, which are orthogonal with respect to the measure dµα = x α e −x dx, α > −1, supported on [0, +∞). We will consider the Uvarov perturbation on µα with a = 0
The polynomials L α,N n (x), orthogonal with respect to (28), were also obtained by T. H. Koornwinder [14] as a special limit case of the Jacobi-Koornwinder (Jacobi type) orthogonal polynomials. In this direction, concerning analytic properties of these polynomials, many contributions have been done in the last years (see [1] , [4] , [7] , [13] , among others). The connection formula of L
. Now, we will analyze the behavior of their zeros. Let denote by (x N n,k (α)) and (x n,k (α)) the zeros of the Laguerre type and the classical Laguerre orthogonal polynomials, respectively, arranged in an increasing order. Applying the results of Section 4, we obtain Theorem 7 The inequalities
Proof It remains to show the limits above. From (20) lim
,
Also from (20) lim
On the other hand, it is easily to verify that
) and
. Now, using the last two equalities and the differential equation for the Laguerre polynomials
In order to illustrate the results of Theorem 7, we enclose the graphs of Table 2 shows the zeros of L α,N 3 (x), with α = 2, for several choices of N . Observe that the smallest zero converges to 0 and the other two zeros converge to the zeros of the Laguerre polynomial L 4 2 (x), that is, they converge to x 2,1 (4) = 3.55051 and x 2,2 (4) = 8.44949. Notice that all the zeros decrease when N increases. 
Hermite type orthogonal polynomials
Using the symmetrization process for the special case of Laguerre type orthogonal polynomials when α = −1/2, we obtain the Hermite type orthogonal polynomials H N n (x), which are orthogonal with respect to the measure
whose support is the real line. It easy to see that they are symmetric with respect to the origin and
Let denote by (h Then, as a straightforward consequence of Theorem 7, we get
(ii) The inequalities
hold.
The function gn(α) in (33) is defined in (30). More details about the zeros of Hermitetype polynomials can be found in [18] .
Electrostatic interpretation

Some preliminaries results
We also provided an alternative connection formula for the MOPS {p N n (a; x)} n≥0 in terms of the kernel polynomials {p * n (a; x)} n≥0 .
Theorem 9
The polynomials {p N n (a; x)} n≥0 can be also represented as
pn(a) γn and γn = pn
Now, from (7) and (36), we have
Therefore, substituting (7) and (37) in (15), we obtain
where cn is given in (35).
Theorem 10
The MOPS {p * n (a; x)} n≥0 satisfies the three-term recurrence relation
with initial conditions p * 0 (a; x) = 1 and p * −1 (a; x) = 0. The coefficients of the TTRR are
Proof From (7) and (37), we have
or, equivalently,
Thus,
For the other coefficient, we have
But according to (7)
Thus (41) becomes
As an example, we can analyze the behavior of these coefficients in the Laguerre
On the other hand, taking into account
Next, we will assume that dµ * (x) = (x − a) ω (x) dx where ω(x) is a weight function supported on the real line. We can associate with ω (x) an external potential υ (x) such that ω (x) = exp (−υ (x)). Notice that if υ(x) is assumed to be differentiable in the support of dµ(
If υ ′ (x) is a rational function, then the weight function ω(x) is said to be semiclassical (see [17] , [20] ). The linear functional u associated with ω(x), i.e., 
where σ(x) and τ (x) are polynomials such that σ(x) is monic and deg(τ (x)) ≥ 1. Notice that, in terms of the weight function, the above relation means that
Let consider the linear functional u * associated with the measure µ * (x). In order to find the Pearson equation that u * satisfies we will analyze two situations.
(ii) If σ(a) = 0, i.e., σ(x) = (x − a)σ(x), then
In this case,
It is a very well known result that the sequence of monic polynomials {p * n (a; x)} n≥0 , orthogonal with respect to u * satisfies a structure relation (see [6] and [17] )
where A(x, n) and B(x, n) are polynomials of fixed degree, that do not depend on n.
Lemma 2 [9] We have
Proof According to a result by Ismail ([9] , (1.12)) which must be adapted to our situation since we use monic polynomials, we get
where ω * (x) = (x − a)ω(x). Now, applying the derivative operator in (34) and multiplying it by φ(x), we obtain
Thus, substituting (44) in (46), yields
Finally, using the TTRR (38) in (47), we obtain
Therefore, from (34) and (48), it follows that 1 cn
(52) Now, substituting (51) and (52) in (44), we deduce
Then a straightforward calculation yields
Theorem 11
The MOPS {p N n (a; x)} n≥0 satisfies the second order linear differential equation
A different approach to this differential equation appears in [15] using the fact that the Uvarov transform of a semiclassical linear functional is again a semiclassical linear functional.
It is important to notice that for the electrostatic interpretation of the zeros is enough to consider the polynomial coefficients of (p 
Substituting A(x N n,k ; n) and B(x N n,k ; n) in the right hand side of (54), we get
If we denote Q(x) := B * (x, n) − cnA * (x, n) and using (45), (49), and (50), then we have
On the other hand, from (55) and (49), we obtain
We consider two external fields
in such a way that the total external potential V (x) is given by
Let introduce a system of n movable unit charges in [a, η] or [ξ, a], depending on the location of the point a with respect to C 0 (Σ) = [ξ, η], in the presence of the external potential V (x) of (57). Let x := (x 1 , . . . , xn), where x 1 , . . . , xn denote the positions of the particles. The total energy of the system is
In order to find the critical points of E(x) we will analyze the gradient of ln T (x). Indeed, ∂ ∂x j ln T (x) = 0, j = 1, . . . , n,
i.e,
Therefore
On the other hand, from (53) and (61) we get
and then the zeros of p N n (a; y) satisfy (60).
Electrostatic interpretation of the zeros of Laguerre type orthogonal polynomials
Firstly, we shall enumerate some useful basic properties of the Laguerre classical monic polynomials L α n (x).
i. Let u be the linear funcional
So u satisfies the Pearson differential equation
ii. For every n ∈ N,
iv. For every n ∈ N
Now, we shall give an electrostatic interpretation for the zeros of Laguerre type polynomials L α,N n (a; x) which are orthogonal with respect to the measure dµ N = x α e −x dx+N δa, that is, they are orthogonal with respect to the following inner product:
We will analyze two cases:
1. Firstly, we consider a = 0. Thus, the polynomials L α,N n (0; x) are orthogonal with respect to dµ N = x α e −x dx + N δ 0 . Now, observe that the polynomials p *
have Pearson's coefficients given by (see (43) and (62))
On the other hand, from (66), the structure relation (44) reads
In this case, the coefficients (35) and (38) are given by γ * n = n(n + α + 1),
Using (64) and (65), we obtain
As a conclusion, Q(x) in (55) becomes
and its zero will be denoted by
Now, it is easily to see that 0 < cn < n + α + 1. Thus, Q(0) < 0 and it implies that un > 0. Taking into account
it is easy to see that
From (67), we have
. Then, after some computations, and using (68) and (69) we can estimate its behavior with respect to N and n:
The electrostatic interpretation of the distribution of zeros means that we have an equilibrium position under the presence of an external potential
where the first term represents a short range potential corresponding to a unit charge located at un and the second one is a long range potential associated with the weight function (see also [10] and [11] ).
2. Now, we will consider a < 0. In this case dµ
Proposition 5
The structure relation (44) for the measure
A(x, n) = n x − (n + 1 + an) 1 + n + α a n−1 ,
Proof From (7) we get
Taking derivatives with respect to x in both hand sides of the above expression, and multiplying the resulting expression by x, we see that
Using the structure relation (66) for Laguerre polynomials, we obtain
Now, from (63), we get
Now, using the notation
and, from (37),
we have
+n (n − 1) (n + α) (n − 1 + α) (n + 1 + an) p * n−2 (a; x) a n−2 .
Now, using the TTRR (38) for monic kernels, and according to (39)
we obtain a n−1 a n−2 = γ * n−1
(n − 1) (n − 1 + α) (n − 1) (n − 1 + α) a n−2 = γ * n−1 a n−1
and then
, where
Simplifying these expressions we have
A(x, n) = nx − n (n + 1) − nan − n (n + α) (n + 1 + an) a n−1
= n x − (n + 1 + an) 1 + n + α a n−1 and B(x.n) = n (n + α) xan + n + n 2 a n−1 + nan a n−1 − (n + 1 + an) a n−1 β * n−1 − (n + 1 + an)
= n (n + α) an a n−1
x + n + 1 + an a n−1 n − β * n−1 − (n + 1 + an) .
In the above expression, using again (39)
This is an alternative approach to the method described in [16] .
Notice that the Pearson equation for the linear functional associated with the measure becomes D φu * = ψu * and (see (42) and (62))
According to (39) and (40), β * n−1 = βn + an − a n−1 , γ * n−1 = a n−1 a n−2 γ n−1 .
This means that Q(x) in (55) is the following quadratic polynomial
= γn an a n−1
x + γn n + 1 + an a n−1 (n − (βn + an − a n−1 )) −γn (n + 1 + an) − 2ncnx + 2cn (n + 1 + an) n + γn a n−1
n + a n−1 a n−1 (n − 1 − β n−1 − a n−1 + a n−2 ) − c 2 n a n−2 a n−1 (n + a n−1 ) .
After some tedious computation the above expression becomes
Q (x) = cnx 2 + γn an a n−1 − 2ncn + c 2 n − cn (a + α + 1) x + (n + 1 + an) (2cnn − γn) + γn a n−1 (n − βn − an + a n−1 + 2cn) +c 2 n (n + a n−1 ) a n−1 (n − 1 − 2n + 1 − α − a n−1 ) + acnα,
i.e.,
The zeros of this polynomial are
Taking into account
the electrostatic interpretation means that the equilibrium position for the zeros under the presence of an external potential
where the first one is a short range potential corresponding to two unit charges located at z 1,n and z 2,n and the second one is a long range potential associated with a polynomial perturbation of the weight function.
Electrostatic interpretation for the zeros of Jacobi type orthogonal polynomials
We shall use some basic properties of the Jacobi classical monic polynomials P α,β n (x).
v. For every n ∈ N
Now, we shall give an electrostatic interpretation for the zeros of Jacobi type polynomials P α,β,N n (a; x) which are orthogonal with respect to the measure dµ N = (1 − x) α (1 + x) β dx + N δa, that is, they are orthogonal with respect the following inner product:
1. Firstly, we consider a = −1. Thus, the polynomials P α,β,N n (−1; x) are orthogonal with respect to
Therefore, the polynomials p * n (−1; x) = P α,β+1 n (x) associated with the measure
have Pearson's coefficients given by (see (43) and (71))
On the other hand, from (75), the structure relation (44) reads
. Now, we will find the coefficient cn in (34). Using (73) and (74) it follows that
and, finally, we get
Now, we will show that the zero of Q(x) belongs to (−1, 1). In fact, observe that
and, after some tedious calculations,
Next we will show the behavior of this zero, (n + α + β + 1) (n + β + 1) n (n + α) − 1 .
From (76) and (77) The electrostatic interpretation means that the equilibrium position for the zeros under the presence of an external potential
where the first one is a short range potential corresponding to a unit charge located at the zero of Q(x) and the other one is a long range potential associated with the weight function.
2. Now, we will consider a < −1. In this case, dµ * (x) = (x − a)(1 − x) α (1 + x) β dx.
As a consequence, 
from (7) we get (x − a) p * n (a; x) = P Taking derivatives with respect to x in both hand sides of the above expression, and multiplying by 1 − x 2 in both members, we see that A(x, n) = a n+1 (x − βn) + b n+1 − λnan − (a n+1 γn + λnbn)
B(x, n) = (a n+1 (x − βn) + b n+1 − λnan) γn λ n−1 + a n+1 γn + λnbn −(a n+1 γn + λnbn) x − β * n−1 λ n−1 .
Simplifying these expressions we have
A(x, n) = A n,0 + A n,1 x + A n,2 x 2 and B(x, n) = B n,0 + B n,1 x + B n,2 x 2 .
Notice where the first one is a short range potential corresponding to two unit charges located at the zeros of Q(x) and the second one is a long range potential associated with a polynomial perturbation of the weight function.
