Motivation: Clustering microarray gene expression data is a powerful tool for
Introduction
Genome wide expression analysis with DNA microarray technology (Schena et al. 1995 , Lockhart et al. 1996 has become an indispensable tool in genomics research. Due to its high intrinsic variability, extracting insightful biological knowledge from microarray experiments remains a grand challenge. Building on the hypothesis that functionally related genes tend to display correlated gene expression patterns, clustering analysis has emerged as a fruitful approach for revealing mechanisms underlying various molecular and cellular processes. The goal of clustering is to identify groups of genes that show correlated expression patterns across a series of experimental conditions ; Hughes et al. 2000 ; Spellman et al. 1998 ; Cho et al. 1998 ).
Most of the clustering approaches implemented today are distance-based, such as Hierarchical clustering ), K-means clustering (Tavazoie et al. 1999 ) and Self Organizing Map (Tamayo et al. 1999) . Although simple and visually appealing, the performances of these methods are sensitive to noise, which is extensive in microarray data. In addition, they have difficulty providing useful information, such as total number of clusters and confidence measures for individual clusters, and they are not flexible enough to accommodate missing data which is common in microarray data analysis. Ghosh and Chinnaiyan 2002). Using FMM, determining the number of clusters is separated from estimating parameters in the mixture model and cluster assignments. The former can be regarded as a model selection problem and can be estimated using Bayesian Information Criterion (BIC) (Schwarz, 1978) . Subsequently, parameter estimation conditional on the selected number of components is typically achieved by applying the EM algorithm (Dempster et al. 1977) . Because these two steps are separated, Medvedovic and Sivaganesan showed that the results from the FMM approach are sensitive to the selected "optimal" number of clusters, which is due to the fact that calculated confidence in a particular clustering does not take into account the uncertainties related to the choice of cluster sizes based on the BIC. Consequently, they are valid only under the model where a specific number of clusters is assumed known (Medvedovic and Sivaganesan, 2002) . In practice, without necessary prior knowledge, this condition can hardly be satisfied.
The model-based clustering approach based on the Bayesian infinite mixture model, also known as the Dirichlet process mixture model (Ferguson, 1973 , Neal 2000 , Rasmussen, 2000 , provides an attractive alternative. This model does not require specifying the number of the mixture components. The clustering procedure can be viewed as a Chinese restaurant process (CRP) (Aldous 1985 , Pitman 1996 . This process gets its name because it can be viewed as a sequential restaurant "seating arrangement" described as follows. Assume customers arrive sequentially at a Chinese restaurant and are randomly assigned to an infinite number of tables which have unlimited seating capacities. When a new customer arrives, she will be seated according to the current seating arrangement of all previous customers. In this method, cluster number inference and mixture model parameter estimation are unified and computed simultaneously in an iterative procedure.
One of such models, Gaussian infinite mixture model (GIMM), has recently been applied to clustering microarray gene expression data Sivaganesan, 2002, Medvedovic et al. 2004 ). The authors built a Bayesian hierarchical model for this problem, and applied the Gibbs sampler (Gelfand and Smith, 1990, Liu 2001 ) to obtain posterior samples for all parameters. The final result is obtained by averaging posterior samples in a post-processing step, where a distance measure is defined for each gene pair based on their co-occurrence frequencies during the iterative process. Subsequently, hierarchical clustering with complete linkage was applied to create the final clusters.
Similar approaches related to CRP have also been applied to clustering putative transcription factor binding sites (Qin et al. 2003 , Jensen et al. 2005 .
In this manuscript, we devise a modified model-based clustering algorithm based on CRP. The predictive updating technique is applied to integrate out nuisance parameters, which greatly improves the efficiency of the Gibbs sampler procedure. The marginal likelihood is calculated during the iteration. The cluster assignment that produces the highest likelihood is retained as the final result.
A key feature is added to this new clustering approach to allow identifying and assigning genes that have strong yet complicated correlation into the same cluster. Most of the current clustering approaches focus on identifying genes that show identical expression profiles, i.e., genes whose expression levels go up and down simultaneously in all experiments. However, for experiments performed over time, due to diverse and different regulation mechanisms, such as repressor, feedback loops and regulation cascade in regulatory pathways, groups of genes may display diverse correlation relationships such as time-shifted and/or inverted. See Figure 1 for illustrations of these relationships. These non-standard relationships will be missed by current clustering tools. It is of great interest if we can identify genes showing diverse correlation relationships and put them into the same cluster. Qian and colleagues proposed a novel local clustering technique, which is capable of identifying relationships beyond commonly used "synexpression" relationships (positive and simultaneous) (Qian et al. 2001) . They showed that their method is able to uncover new and biological relevant interactions. Their method is analogous to a local sequence alignment algorithm such as Smith-Waterman (Smith and Waterman, 1981) . One caveat is that, like alignment algorithms, only pairwise relationships are explored in this approach, an additional step is needed to put genes into clusters. By introducing an additional pattern selection step in our clustering algorithm, our approach is able to put genes which display non-synexpression correlation relationships into the same cluster. This property is highly desirable since we will be able to reduce the chance of missing important genes participating in the same biological process, and may be able to reveal a more detailed and comprehensive picture of the underlying biological pathways and regulatory mechanisms under investigation.
Method

Statistics model
In model-based clustering, it is assumed that the expression profiles of genes in one cluster are random samples generated from the same distribution and this distribution is different from that of another cluster. As in GIMM, we choose normal distribution to model the expression profiles of these clusters. Suppose that the expression levels of N genes from M experiments are collected. The expression data can be denoted as 
Each assignment can be viewed as an update of one component of the indicator vector E conditional on all the other components. Therefore, the whole process can be naturally fit into a Gibbs sampler framework, such that the memberships can be updated iteratively until convergence.
An appealing feature of CRP-based clustering approaches lies in its natural way of modifying the number of components. This number can increase or decrease naturally within this modeling framework, obviate the need to resort to complicated and timeconsuming computation techniques to accommodate the changes in parameter space.
Predictive updating
The complete parameter vector of this model is
which contains many parameters. Among them, only E(i)'s are parameters that are of interest. The rest can be regarded as nuisance parameters. Including these parameters will slow down the Gibbs sampler procedure. The predictive updating technique (Liu 1994; Chen and Liu 1996) can be applied to improve the efficiency of our algorithm. We integrate out unwanted nuisance parameters, 
This formula will be used to calculate the likelihood ratio and the assignment probabilities Q k . Details can be found in the online supplementary text.
Algorithm
A Gibbs sampler is implemented to carry out the clustering scheme, using the predictive updating technique to improve its efficiency. The clustering procedure can be summarized as follows. The details of implementing this algorithm can be found in the online supplementary text.
1. Initialization: randomly assign genes into an arbitrary number of K 0 clusters
For each gene i, perform the following reassignment:
a. Remove gene i from its current cluster. Conditional on the current assignment of all the other genes, calculate the probability of this gene joining each of the existing clusters as well as being alone in its own cluster: Marginal likelihood is monitored during the iteration process, only the result corresponding to the highest likelihood will be reported at the end. Such strategy allows us to avoid the difficult label switching problem commonly seen in the model-based clustering problem. To avoid getting trapped in local modes, we use 10 parallel Markov chains, and report the best result from all the runs.
Complicated time-dependent correlation relationships
By requiring expression levels to follow the same set of normal distributions within each cluster, we only cluster together genes displaying positive and simultaneous correlation relationship, like most of current existing clustering approaches are capable of doing.
However biological systems are complex, which result in a great variety of relationships among genes such as time-shifted and/or inverted. It will be highly desirable if a clustering algorithm can allow such genes to be clustered together. Note that if the expression profile of a gene can be viewed as an time-shifted and/or inverted version of the consensus pattern of that cluster, then transforming the original profile by inversion or time-shifting will produce profiles that can be clustered into the right cluster using the aforementioned clustering algorithm. For this reason, we added an extra pattern selection step. That is, when assigning gene i, we first transform its original profile by inverting and shifting (up to s units), then compare both the original and the transformed expression profiles to each of the existing clusters to find the best fit (please see Figure 2 for illustration). For example, if we choose s = 3, then profiles 1 2 2 ( , , , )
( , , , )
will be compared to each of the existing clusters to see if there is a cluster that fits one of the profiles well. The indicator variables scheme, conditional on the final clustering result, we can calculate the posterior probability of each gene belonging to its assigned cluster (Q k as in the 2b step of the aforementioned algorithm). Using these probabilities, the user has the option of only keeping those genes with posterior probability greater than a certain threshold specified a priori, and remove those genes that are only weakly associated with a cluster.
E(i), is expanded to (E(i), T(i)), where T(i)
A potential problem is that, when a gene contains missing data, we may inflate the variability of its posterior assignment probability since only fraction of the data is used.
Our solution is to mark such posterior probabilities when reporting final results to warn the users that caution need to be exercised when interpreting them.
Cluster strength measures
After clustering analysis has been performed on a particular dataset, it is of great interest to determine which clusters are more statistical significant than others since such information may lead to further biological insights. In a model-based setting, the significance can be evaluated by calculating the so called Bayes ratio for each cluster to indicate how close the members of this cluster are. We refer to this measure as the tightness of the cluster. To be specific, for a particular cluster, we calculate two different likelihoods, one is under the assumption that all the genes in this cluster follow the same set of normal distributions across experiments, hence by our definition, they belong to the same cluster; the other is under the alternative assumption that each of these genes follow its own unique set of normal distributions. Assume that the first n 1 genes belong to the same cluster. Incorporating priors, the Bayes ratio can be described as follows:
The final tightness measure is the log Bayes ratio normalized by the number of genes in that cluster. Essentially, this statistic reflects the level of homogeneity among genes in this cluster. The higher the value, the more likely that these genes are indeed generated from the same distribution. Another important measure is the cluster stability, which we derive from the similarity measure used in GIMM (Medvedovic and Sivaganesan 2002).
Medvedovic and Sivaganesan defined the similarity measure between a pair of genes as the proportion of times during iteration that these two genes were assigned to the same cluster together (Medvedovic and Sivaganesan 2002) . We define the stability measure of a cluster as the average similarity measure of all gene pairs in this cluster. The higher the value, the more likely that these genes are closely related. The tightness and stability measures offer quantitative assessment of the clusters from different perspectives. Based on these quantities, the investigators will be able to triage all the clusters generated and focus their attention on the most promising ones.
Results
The aforementioned algorithm with all the features described has been implemented in a The default setting of these programs was used.
Clustering accuracy
To evaluate the performance of different clustering approaches, we need a statistic that is able to measure the agreement between different clustering results. There are many statistics that have been proposed. We adopted the adjusted Rand index (ARI) (Hubert and Arable 1985) as the measure in our study. ARI has also been used by Yeung et al. ) is added to each data point x ij to account for the noise associated with gene expression levels observed. 100 such datasets were generated. The trace plot of a sample simulated dataset can be found in Figure 3 and S1.
For this type of data, CRC and other clustering algorithms such as MCLUST, GIMM all perform almost perfectly.
The presence of complex correlation relationships among expression profiles such as time-shifted and/or inverted complicated the clustering problem. We mimic such situations to investigate how well these algorithms perform. In the original simulated dataset, expression profiles of some genes were replaced by the ones that show nonsynexpression relationships with others. Except for the constant expression profile cluster, all remaining clusters contain such "complex" profiles. The proportions of the two types of complex expression profiles are 10% each and they may overlap. 100 such datasets were generated, trace plots of a sample dataset is shown in Figure 3 and S1. The clustering results using CRC and MCLUST (GIMM produce almost the same results as MCLUST) were summarized in Table 1 . It is evident that CRC performed well even in the presence of genes displaying complex relationships other than synexpression, the average ARI is 0.972. Furthermore, not only does it assign genes into the right clusters, it also provides accurate estimate of the true cluster numbers. As a comparison, MCLUST produce higher clustering error (the average ARI reduce to 0.852) since it is unable to identify genes that displaying non-synexpression correlations with a cluster. The superior performance of CRC in these datasets suggests that both the weighted Chinese restaurant This dataset contains results from four replicated runs, to assess performance of various algorithms under different scenarios, we tested with and without replicates. GIMM is able to handle replicated data, so the original data was used, for CRC and MCLUST, we use the average of the four replicates as the expression level. Since CRC is a stochastic procedure, 100 runs were performed on each dataset and the average performance on these runs was taken as the final results. The results are summarized in Table 2 and a cluster-specific trace plot based on a sample result is shown in Figure 4 and S2.
Overall, CRC performs the best on these datasets. It achieves the highest ARI for the replicate dataset as well as all four single replicate datasets. For GIMM, since this method per se does not suggest the "right" number of clusters to use (M. Medvedovic, personal communication), we evaluated using several different cluster sizes around the "true"
cluster size four, and took the best ARI out of these results as the final performance measure of GIMM. With this given advantage, it performs better than MCLUST overall.
Another encouraging result is that, the cluster number estimates provided by CRC, which is inferred during the clustering procedure, are quite accurate for this real dataset.
MCLUST has an internal function that is able to select the model with the optimal number of clusters and variance structure using BIC. However, for this dataset, these estimates are not as accurate. We acknowledge that here we assume that the "true" number of clusters is four, which is the number of GO categories these genes belongs to.
However, caution has to be exercised since it is not guaranteed that the genes in the same GO functional category should be co-expressed.
The original dataset contains missing data. Since CRC is able to accommodate missing data intrinsically, no pre-processing step is needed to impute them. To evaluate its performance in the presence of missing data, we applied CRC to the original dataset, where no imputation has been performed on the missing data. Again, we distinguish single replicate and multiple replicate cases. On average, there are 146 (71.2%) genes contain missing data in at least one of the 20 experiments. The average missing proportion in these four single replicate datasets is 7.8%. The clustering results shown in Table 2 indicate that there is no significant difference in terms of clustering accuracy when moderate amount of missing data is present. When there are replicates, a natural strategy is to take average of all non-missing expression levels for each gene at each experiment. So missing data only occurs when all four replicates are missing. Adopting this strategy, there are only 11 (5.4%) genes containing missing data; the overall proportion of missing data is 0.27%. From the results shown in Table 2 , there is little performance difference in terms of clustering accuracy using this summarizing strategy (0.967 versus 0.955).
B. anthracis sporulation data
In a recent study (Liu et al., 2004) , a global gene expression microarray experiment was conducted to study the synchronized temporal pattern changes in gene expression during B. anthracis sporulation process. The log-transformed, and normalized data was kindly provided by Dr. Nichloas Bergman. Samples were collected every 15 minutes over 5
hours. The original dataset contains 5594 genes across 20 different time points. We apply a variation filter as described in Tamayo et al. (1999) to eliminate genes that did not change significantly across the time course, with both relative change and absolute change thresholds set at 1 unit. As a result, 1314 genes pass this filter. There are 20 gene expression levels that are missing (0.08%) among the remaining genes. CRC was applied to these genes, and generated 25 clusters. Using a stringent cut-off value, we only retain significant genes which is defined as those with posterior probability of belonging to the cluster greater than 0.9. We displayed the 9 clusters that show clear trend over time in show negative and time-shifted correlation. Using most of current clustering algorithms, those genes displaying such complex relationships with the consensus pattern of the cluster would have been put into different clusters. By using CRC, new hypothesis stem from genes displaying non-synexpression correlations may be generated.
We also compared performance of CRC with MCLUST and GIMM using this dataset.
We applied KNNimpute (Troyanskaya et al. 2001 ) to fill in missing data such that all three programs can use the same dataset. The best clustering result reported by MCLUST only contain two clusters, the bigger cluster contain 1038 (79%) genes. We also run GIMM, and cut the tree to obtain 25 clusters, number of clusters reported by CRC. The biggest cluster contains 697 (53%) genes, and the smallest one contains only two genes.
Whereas the sizes of clusters generated by CRC distributed more evenly, range from 16 to 96. This observation seems to suggest CRC produces more informative result for this dataset.
Discussion
In summary, we implemented a model-based clustering strategy based on CRP for clustering microarray gene expression data. This algorithm is able to clustering genes and inferring the number of clusters simultaneously and with high accuracy. Predictive updating technique was applied during the iterative assignment process to improve the efficiency of the Gibbs sampler. A unique feature of CRC is that it is able to recognizing genes that display complex correlation relationships such as time-shifted and/or inverted with others and put them into the right cluster. Another benefit is that the new algorithm is able to accommodate missing data seamlessly such that separate missing data imputation step can be avoided. In addition, CRC provides multiple strength measurements for each cluster produced, including tightness measure and stability measure. Such information can help investigators to identify significant clusters to generate high quality hypotheses and perform follow up studies. Tests conducted on simulated as well as real datasets indicate that the new algorithm works well, even with the presence of missing data and complicated correlations among genes.
The newly proposed pattern selection step during the iterative procedure is especially attractive since it enables the identification of complicated correlation relationships other than synexpression. Using the B. anthracis dataset, we found that as much as 30% of significant genes clustered in the same group shown non-synexpression relationships with the consensus pattern of their cluster. This demonstrated that by adding this step, we will be able to achieve better understanding of the complex underlying biological processes, and generate new, more sensible and accurate hypotheses.
Another contribution is that we demonstrated that the marginal likelihood can be a good performance indicator of our clustering procedure. We rely on it to determine the final clustering result. In other model-based clustering approach such as GIMM, the final result is obtained by taking average of the posterior samples. A dissimilarity measure is defined between a pair of genes to determine whether they belong to the same cluster together. One drawback is that when the number of objects is large, a huge number of pairwise distances need to be computed, the complexity is about O(n 2 CRP-based clustering approaches are known to be computation-intensive and therefore time-consuming. However, with a relative simple model we assumed and the predictive updating techniques, our Gibbs sampler runs converged fairly rapidly (please see Figure   S3 for a likelihood trace plot). For the yeast galactose dataset with 205 genes and 20 experiments, it only takes CRC about 15 seconds to run on a SUN opteron server under the default setting, whereas the same dataset takes GIMM about 4 minutes to finish. We also tested a much larger synthetic dataset that contains 3000 genes and 50 time points to mimic the real life cases. Under the default setting, CRC took about 36 minutes, and GIMM took about 5.4 hours to finish. A. B. Figure 5 .
