Periodic Solutions to Dissipative Hyperbolic Systems. I: Fredholm
  Solvability of Linear Problems by Kmit, I. & Recke, L.
ar
X
iv
:1
10
8.
28
82
v3
  [
ma
th.
AP
]  
7 J
ul 
20
14
Periodic Solutions to Dissipative Hyperbolic Systems.
I: Fredholm Solvability of Linear Problems
Irina Kmit Lutz Recke
Institute of Mathematics, Humboldt University of Berlin,
Rudower Chaussee 25, D-12489 Berlin, Germany
and Institute for Applied Problems of Mechanics and Mathematics,
Ukrainian Academy of Sciences, Naukova St. 3b, 79060 Lviv, Ukraine
E-mail: kmit@informatik.hu-berlin.de
Institute of Mathematics, Humboldt University of Berlin,
Rudower Chaussee 25, D-12489 Berlin, Germany
E-mail: recke@mathematik.hu-berlin.de
Abstract
This paper concerns linear first-order hyperbolic systems in one space dimension of
the type
∂tuj + aj(x, t)∂xuj +
n∑
k=1
bjk(x, t)uk = fj(x, t), x ∈ (0, 1), j = 1, . . . , n,
with periodicity conditions in time and reflection boundary conditions in space. We
state a non-resonance condition (depending on the coefficients aj and bjj and the
boundary reflection coefficients), which implies Fredholm solvability of the problem
in the space of continuous functions. Further, we state one more non-resonance
condition (depending also on ∂taj), which implies C
1-solution regularity. Moreover,
we give examples showing that both non-resonance conditions cannot be dropped,
in general. Those conditions are robust under small perturbations of the problem
data. Our results work for many non-strictly hyperbolic systems, but they are new
even in the case of strict hyperbolicity.
Key words: first-order hyperbolic systems, time-periodic solutions, reflection boundary
conditions, no small divisors, Fredholm solvability.
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21 Introduction
1.1 Problem and main results
This paper concerns general linear first-order hyperbolic systems in one space dimension
of the type
∂tuj + aj(x, t)∂xuj +
n∑
k=1
bjk(x, t)uk = fj(x, t), x ∈ (0, 1), j = 1, . . . , n (1.1)
with time-periodicity conditions
uj(x, t+ 2pi) = uj(x, t), x ∈ [0, 1], j = 1, . . . , n (1.2)
and reflection boundary conditions
uj(0, t) =
n∑
k=m+1
rjk(t)uk(0, t), j = 1, . . . , m,
uj(1, t) =
m∑
k=1
rjk(t)uk(1, t), j = m+ 1, . . . , n.
(1.3)
Here m and n are integers with 0 ≤ m ≤ n. Throughout the paper it is supposed that
the functions rjk : R → R and aj , bjk, fj : [0, 1]× R → R are 2pi-periodic with respect to
t, and that the coefficients rjk, aj and bjk are C
1-smooth. Additionally, we suppose that
aj(x, t) 6= 0 for all x ∈ [0, 1], t ∈ R and j = 1, . . . , n (1.4)
and that
for all 1 ≤ j 6= k ≤ n there exists b˜jk ∈ C
1([0, 1]× R) such that
bjk(x, t) = b˜jk(x, t)(ak(x, t)− aj(x, t)) for all x ∈ [0, 1] and t ∈ R.
(1.5)
Roughly speaking, we will prove the following: If the first non-resonance condition
(1.12) on the data aj , bjj and rjk is satisfied (which is the case, for example, if the functions
|rjk| with 1 ≤ j ≤ m and m + 1 ≤ k ≤ n or with 1 ≤ k ≤ m and m + 1 ≤ j ≤ n are
sufficiently small), then a Fredholm alternative is true for the system (1.1)–(1.3), i.e.,
• either the system (1.1)–(1.3) with f = (f1, . . . , fn) = 0 has a nontrivial continuous
solution (then the vector space of those solutions has a finite dimension),
• or for any continuous right-hand side f the system (1.1)–(1.3) has a unique contin-
uous solution u = (u1, . . . , un) (then the map f 7→ u is continuous with respect to
the supremum norm).
Moreover, if the second non-resonance condition (1.13) is satisfied (which is the case if,
for example, the functions |∂taj| are sufficiently small), then the solutions to (1.1)–(1.3)
have additional regularity. In particular, if all coefficients aj are t-independent and if
3all the data are C∞-smooth, then all solutions to (1.1)–(1.3) are C∞-smooth. It should
be emphasized that the second non-resonance condition cannot be dropped, in general
(Remark 1.4). Further, we give an example showing that, if the first non-resonance
condition is not satisfied, then it may happen that the Fredholm solvability is not true
(Remark 1.3). Also, we provide an example showing that, if the assumption (1.5) is not
satisfied, then it may happen that neither Fredholm solvability nor higher order regularity
holds (Remark 1.5).
In order to formulate our results more precisely, let us introduce the characteristics
of the hyperbolic system (1.1). Given j = 1, . . . , n, x ∈ [0, 1], and t ∈ R, the j-th
characteristic is defined as the solution ξ ∈ [0, 1] 7→ τj(ξ, x, t) ∈ R of the initial value
problem
∂ξτj(ξ, x, t) =
1
aj(ξ, τj(ξ, x, t))
, τj(x, x, t) = t. (1.6)
Moreover, we denote
cj(ξ, x, t) := exp
∫ ξ
x
bjj(η, τj(η, x, t))
aj(η, τj(η, x, t))
dη, (1.7)
dj(ξ, x, t) :=
cj(ξ, x, t)
aj(ξ, τj(ξ, x, t))
. (1.8)
Straightforward calculations (see Section 2) show that a C1-map u : [0, 1]× R→ Rn is a
solution to the PDE problem (1.1)–(1.3) if and only if it satisfies the following system of
integral equations
uj(x, t) = cj(0, x, t)
n∑
k=m+1
rjk(τj(0, x, t))uk(0, τj(0, x, t))
−
∫ x
0
dj(ξ, x, t)
n∑
k=1
k 6=j
bjk(ξ, τj(ξ, x, t))uk(ξ, τj(ξ, x, t))dξ
+
∫ x
0
dj(ξ, x, t)fj(ξ, τj(ξ, x, t))dξ, j = 1, . . . , m, (1.9)
uj(x, t) = cj(1, x, t)
m∑
k=1
rjk(τj(1, x, t))uk(1, τj(1, x, t))
+
∫
1
x
dj(ξ, x, t)
n∑
k=1
k 6=j
bjk(ξ, τj(ξ, x, t))uk(ξ, τj(ξ, x, t))dξ
−
∫
1
x
dj(ξ, x, t)fj(ξ, τj(ξ, x, t))dξ, j = m+ 1, . . . , n. (1.10)
This motivates the following definition:
4Definition 1.1 (i) By Cn we denote the vector space of all continuous maps u : [0, 1] ×
R→ Rn which satisfy (1.2), with the norm
‖u‖∞ := max
1≤j≤n
max
0≤x≤1
max
t∈R
|uj(x, t)|. (1.11)
(ii) A function u ∈ Cn is called a continuous solution to (1.1)–(1.3) if it satisfies (1.9)
and (1.10).
(iii) A function u ∈ C1 ([0, 1]× R;Rn) is called a classical solution to (1.1)–(1.3) if it
satisfies (1.1)–(1.3) pointwise.
Finally, set
R0 := max
m+1≤j≤n
m∑
k=1
exp
∫
1
0
max
τ,t∈R
(
bkk(η, t)
ak(η, t)
−
bjj(η, τ)
aj(η, τ)
)
dη
n∑
l=m+1
max
τ,t∈R
|rjk(τ)rkl(t)|,
S0 := max
1≤j≤m
n∑
k=m+1
exp
∫
1
0
max
τ,t∈R
(
bkk(η, t)
ak(η, t)
−
bjj(η, τ)
aj(η, τ)
)
dη
m∑
l=1
max
τ,t∈R
|rjk(τ)rkl(t)|,
R1 := max
m+1≤j≤n
m∑
k=1
exp
∫
1
0
max
τ,t∈R
(
bkk(η, t)
ak(η, t)
−
bjj(η, τ)
aj(η, τ)
+
∂taj(η, τ)
aj(η, τ)2
−
∂tak(η, t)
ak(η, t)2
)
dη
×
n∑
l=m+1
max
τ,t∈R
|rjk(τ)rkl(t)|,
S1 := max
1≤j≤m
n∑
k=m+1
exp
∫
1
0
max
τ,t∈R
(
bkk(η, t)
ak(η, t)
−
bjj(η, τ)
aj(η, τ)
+
∂taj(η, τ)
aj(η, τ)2
−
∂tak(η, t)
ak(η, t)2
)
dη
×
m∑
l=1
max
τ,t∈R
|rjk(τ)rkl(t)|.
Denote by K the vector space of all continuous solutions to (1.1)–(1.3) with f = 0.
The following theorem is the main result of this paper:
Theorem 1.2 Suppose (1.4), (1.5) and
R0 < 1 or S0 < 1. (1.12)
Then the following is true:
(i) dimK <∞.
(ii) The vector space of all f ∈ Cn such that there exists a continuous solution to
(1.1)–(1.3) is a closed subspace of codimension dimK in Cn.
(iii) Either dimK > 0 or for any f ∈ Cn there exists exactly one continuous solution
u to (1.1)–(1.3). In the latter case the map f ∈ Cn 7→ u ∈ Cn is continuous.
(iv) Suppose that the functions fj are continuously differentiable with respect to t and
max{R0, R1} < 1 or max{S0, S1} < 1. (1.13)
Then any continuous solution to (1.1)–(1.3) is a classical solution to (1.1)–(1.3).
(v) If all coefficients aj are t-independent and if all functions aj , bjk, fj and rjk are
C∞-smooth, then any continuous solution to (1.1)–(1.3) is C∞-smooth.
5It is well-known that the Fredholm property of the linearization is a key for many local
investigations of time-periodic solutions to nonlinear ODEs and parabolic PDEs. This is
the case for Hopf bifurcation, for saddle node bifurcation or period doubling bifurcation of
periodic solutions as well as for small periodic forcing of stationary or periodic solutions
(see, e.g. [4] for ODEs and [6] for parabolic PDEs). But almost nothing is known whether
similar results are true for nonlinear (dissipative) hyperbolic PDEs.
The first aim of the present paper is to make possible developing a theory of local
smooth continuation and bifurcation of time-periodic solutions to nonlinear hyperbolic
PDEs. In particular, in [10] we applied our results to prove a Hopf bifurcation theorem
for semilinear hyperbolic PDEs.
The second aim is applications to semiconductor laser dynamics [12, 15, 16]. Phe-
nomena like Hopf bifurcation (describing the appearance of selfpulsations of lasers) and
periodic forcing of stationary solutions (describing the modulation of stationary laser
states by time periodic electric pumping) and periodic solutions (describing the synchro-
nization of selfpulsating laser states with small time periodic external optical signals,
cf. [2, 17, 18, 19]) are essential for many applications of semiconductor laser devices in
communication systems.
In [8] and [9] we proved similar to Theorem 1.2 results for the autonomous case, i.e., the
case, when the coefficients aj , bjk and rjk are t-independent. There the weak formulation
of the problem (1.1)–(1.3) was a system of variational equations, and we used the method
of Fourier series in anisotropic Sobolev spaces as in [20]. In the present paper the weak
formulation of the problem (1.1)–(1.3) is the system (1.9)–(1.10) of integral equations,
and we use the method of integration along characteristics in C-spaces. In [8] and [9] it is
shown that in the autonomous case the non-resonance condition (1.12) implies a uniform
positive lower bound for the absolute values of the denominators in the Fourier coefficients
of the solutions, i.e., no small divisors occur.
It remains an open question whether Theorem 1.2 admits a generalization to higher
space dimensions. On the other hand, it can be generalized to problems with nonlo-
cal terms in the differential equations (1.1) as well as in the boundary conditions (1.3)
(including nonlocal integral terms and feedback reflection boundary conditions). Then
the non-resonance conditions (1.12) and (1.13) should be changed accordingly. Also, it
turns out that Theorem 1.2 can be developed for general linear second-order wave equa-
tions with Robin boundary conditions, which is a task of a forthcoming paper. Again, a
nontrivial question is how to modify the conditions (1.12) and (1.13).
The paper is organized as follows. In Section 1.2 we comment about the assumptions
(1.5), (1.12) and (1.13). In Section 2 we show that any classical solution to (1.1)–(1.3) is
a continuous solution in the sense of Definition 1.1, and that any C1-smooth continuous
solution is a classical one. In Section 3 we introduce an abstract representation of the
system (1.9)–(1.10). Moreover, we show that in the “diagonal” case, i.e., if bjk = 0 for
all j 6= k, there exists exactly one continuous solution to (1.1)–(1.3) for every f ∈ Cn.
The Fredholm alternative stated in the assertions (i)-(iii) of Theorem 1.2 is proved in
Section 4, while the solution regularity given by the assertions (iv) and (v) is proved in
Section 5.
61.2 Some Remarks
Remark 1.3 about the first non-resonance condition (1.12) If (1.12) is not ful-
filled, then the assertions (i) and (v) of Theorem 1.2 are not true, in general. To show this,
let us consider the following example satisfying all but (1.12) assumptions of Theorem
1.2: Set m = 1, n = 2, a1(x, t) = −a2(x, t) = α = const, bjk(x, t) = 0, fj(x, t) = 0, and
r12 = r21 = 1. Then the system (1.9)–(1.10) reads
u1(x, t) = u2(0, t− αx), (1.14)
u2(x, t) = u1(1, t+ α(x− 1)). (1.15)
Here R0 = S0 = 1, i.e., (1.12) is not satisfied. Inserting (1.15) into (1.14) and putting
x = 1, we get
u1(1, t) = u1(1, t− 2α). (1.16)
If α/2pi is irrational, then the functional equation (1.16) does not have nontrivial contin-
uous solutions. If
α
2pi
=
p
q
with p ∈ Z and q ∈ N,
then any 2pi/q-periodic function is a solution to (1.16). In other words,
dimK =
{
0 if α/2pi 6∈ Q,
∞ if α/2pi ∈ Q,
hence, the Fredholm solvability conclusion of Theorem 1.2 is failed. Moreover, in the case
α/2pi ∈ Q there exist continuous solutions to (1.1)–(1.3) which are not classical one’s.
Remark 1.4 about the second non-resonance condition (1.13) If (1.13) is not
fulfilled, then the assertion (iv) of Theorem 1.2 is not true, in general. To show this, let
us consider the following example satisfying all but (1.13) assumptions of Theorem 1.2:
∂tu1 − (2 + sin t)∂xu1 = 0, ∂tu2 +
2
4pi−1
∂xu2 = 1
uj(x, t + 2pi) = uj(x, t), j = 1, 2
u1(0, t) = u2(0, t), u2(1, t) = r(t)u1(1, t).
(1.17)
Hence,
τ1(ξ, x, t) = A
−1(A(t) + ξ − x) with A(t) := −2t + cos t,
τ2(ξ, x, t) = (ξ − x)
4pi − 1
2
+ t,
and
∂tτ1(ξ, x, t) =
a(t)
a(τ1(ξ, x, t))
with a(t) := −2− sin t.
Then the system (1.9)–(1.10) reads
u1(x, t) = u2(0, A
−1(A(t)− x)), (1.18)
u2(x, t) = r
(
(1− x)
4pi − 1
2
+ t
)
u1
(
1, (1− x)
4pi − 1
2
+ t
)
+
4pi − 1
2
. (1.19)
7Inserting (1.19) into (1.18), we get
u1(1, t) = r
(
4pi − 1
2
+ A−1(A(t)− 1)
)
u1
(
1,
4pi − 1
2
+ A−1(A(t)− 1)
)
+
4pi − 1
2
.
(1.20)
We have
t + 2pi =
4pi − 1
2
+ A−1(A(t)− 1)
if and only if A(t)− 1 = A(t+ 1
2
) or, the same,
cos t− cos
(
t +
1
2
)
= −2 sin
(
t+
1
4
)
sin
(
−
1
4
)
= 0.
This equation has two different solutions pi − 1/4 and 2pi − 1/4. Set t0 := pi − 1/4. Then
(1.20) yields
u1(1, t0) = r(t0)u1 (1, t0) +
4pi − 1
2
and
∂tu1(1, t0) = r(t0)∂tτ1(0, 1, t0)∂tu1(1, t0) + r
′(t0)∂tτ1(0, 1, t0)u1(1, t0). (1.21)
Because of
∂tτ1(0, 1, t0) =
−2− sin(pi − 1/4)
−2− sin(pi + 1/4)
> 1,
we can choose a smooth 2pi-periodic function r(t) such that
0 ≤ r(t) < 1 for all t ∈ R (1.22)
and
r(t0) =
1
∂tτ1(0, 1, t0)
and r′(t0) 6= 0. (1.23)
From (1.22) it follows that R0 = maxt |r(t)| < 1, and there exists exactly one continuous
solution to (1.20) and, hence, to (1.18)–(1.19). But this solution is not differentiable at
t = t0 because (1.23) contradicts to (1.21). Moreover, we have
S0 = max
t
|r(t)| expmax
t
a′(t)
a(t)2
≥ r(t0) exp
∫
1
0
a′(τ1(η, 1, t0))
a(τ1(η, 1, t0))2
dη
= r(t0) exp
∫
1
0
d
dη
ln a(τ1(η, 1, t0))dη
= r(t0)
a(t0)
a(τ1(0, 1, t0))
= r(t0)∂tτ1(0, 1, t0) = 1,
what means that the condition (1.13) is not satisfied.
8Remark 1.5 about the assumption (1.5) Roughly speaking, assumption (1.5) means
that a certain loss of strict hyperbolicity, caused by leading order coefficients aj and ak
with j 6= k, must be compensated by a certain vanishing behavior of the corresponding
lower order coefficients bjk.
Let us show that, if (1.5) is not fulfilled, Theorem 1.2 is not true, in general. With this
aim we consider the following example satisfying all but (1.5) assumptions of Theorem 1.2:
Set m = 1, n = 2, a1(x, t) = a2(x, t) = 1, b11(x, t) = b12(x, t) = b22(x, t) = 0, b21(x, t) =
3/2, f1(x, t) = f2(x, t) = 0, and r
0
12 = r
1
21 = 1/2. Then the system (1.9), (1.10) reads
u1(x, t) =
1
2
u2(0, t− x),
u2(x, t) =
1
2
u1(1, t− x+ 1) +
3
2
∫
1
x
u1(ξ, ξ − x+ t)dξ.
It is easy to verify that any continuous 2pi-periodic map U : R→ R creates a solution
u1(x, t) = U(t− x), u2(x, t) =
(
2−
3
2
x
)
U(t− x)
to this system. In particular, we have dimK = ∞, and there exist continuous solutions
to (1.1)–(1.3) which are not classical one’s.
Let us remark that, surprisingly, assumptions of the type (1.5) are used also in quite an-
other circumstances, for proving the spectrum-determined growth condition in Lp-spaces
[3, 13, 14] and in C-spaces [11] for semiflows generated by initial value problems for
hyperbolic systems of the type (1.1), (1.3).
2 Integration along characteristics
In this section we show that a C1-function u : [0, 1] × R → Rn satisfies the differential
system (1.1)–(1.3) if and only if it satisfies the integral system (1.9)-(1.10). The type of
calculations is well-known, so we do this for the convenience of the reader.
Standard results about initial value problems for ordinary differential equations yield
that the functions τj : [0, 1] × [0, 1] × R → R are well-defined by (1.6), and they are
C1-smooth. Moreover, it holds
τj(ξ, x, t+ 2pi) = τj(ξ, x, t) + 2pi, (2.1)
τj(x, ξ, τj(ξ, x, t)) = t (2.2)
and
∂xτj(ξ, x, t) = −
1
aj(x, t)
exp
∫ x
ξ
∂taj(η, τj(η, x, t))
aj(η, τj(η, x, t))2
dη, (2.3)
∂tτj(ξ, x, t) = exp
∫ x
ξ
∂taj(η, τj(η, x, t))
aj(η, τj(η, x, t))2
dη (2.4)
9for all j = 1, . . . , n, ξ, x ∈ [0, 1], and t ∈ R. From (2.3) and (2.4) it follows
(∂t + aj(x, t)∂x)ϕ(τj(ξ, x, t)) = 0 (2.5)
for all j = 1, . . . , n, ξ, x ∈ [0, 1], t ∈ R and any C1-function ϕ : R→ R.
Now, let us show that any C1-solution to (1.9)-(1.10) is a solution to (1.1)-(1.3). Let
u be a C1-solution to (1.9)-(1.10). Then (2.5) yields
(∂t + aj(x, t)∂x) (rjk(τj(0, x, t))uk(0, τj(0, x, t)))
= (∂t + aj(x, t)∂x) (rjk(τj(1, x, t))uk(1, τj(1, x, t)))
= (∂t + aj(x, t)∂x) (bjk(ξ, τj(ξ, x, t))uk(ξ, τj(ξ, x, t)))
= (∂t + aj(x, t)∂x) fj(ξ, τj(ξ, x, t)) = 0,
and (1.7), (1.8), and (2.5) imply
(∂t + aj(x, t)∂x) cj(ξ, x, t) = −bjj(x, t)cj(ξ, x, t),
(∂t + aj(x, t)∂x) dj(ξ, x, t) = −bjj(x, t)dj(ξ, x, t).
Hence, (1.1) is satisfied. The time-periodicity conditions (1.2) follow directly from (1.9),
(1.10), and (2.1), while the boundary conditions (1.3) follow from (1.9), (1.10), and (2.2).
Now, let us show that any C1-solution to (1.1)-(1.3) is a solution to (1.9)-(1.10). Let
u be a C1-solution to (1.1)-(1.3). Then
d
dξ
uj(ξ, τj(ξ, x, t)) = ∂xuj(ξ, τj(ξ, x, t)) +
∂tuj(ξ, τj(ξ, x, t))
aj(ξ, τj(ξ, x, t))
=
1
aj(ξ, τj(ξ, x, t))
(
−
n∑
k=1
bjk(ξ, τj(ξ, x, t))uk(ξ, τj(ξ, x, t)) + fj(ξ, τj(ξ, x, t))
)
.
This is a linear inhomogeneous ordinary differential equation for the function uj(·, τj(·, x, t)),
and the variation of constants formula (with initial condition at xj) gives
uj(x, t) = uj(xj , τj(xj, x, t)) exp
∫ x
xj
(
−
bjj(ξ, τj(ξ, x, t))
aj(ξ, τj(ξ, x, t))
)
dξ
−
∫ x
xj
exp
∫ x
ξ
(
−
bjj(η, τj(η, x, t))
aj(η, τj(η, x, t))
)
dη
×
∑
k 6=j
bjk(ξ, τj(ξ, x, t))uk(ξ, τj(ξ, x, t))− fj(ξ, τj(ξ, x, t))
aj(ξ, τj(ξ, x, t))
dξ.
Here and in what follows we use the notation
xj :=
{
0 for j = 1, . . . , m,
1 for j = m+ 1, . . . , n.
(2.6)
Inserting the boundary conditions (1.3) for j = 1, . . . , m, we get (1.9) and inserting (1.3)
for j = 1, . . . , m, we get (1.10).
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3 Abstract representation of (1.9)–(1.10)
The system (1.9)–(1.10) can be written as the operator equation
u = Cu+Du+ Ff, (3.1)
where the linear bounded operators C,D, F : Cn → Cn are defined as follows:
Denote by Cm the space of all continuous maps v : [0, 1]×R→ R
m with v(x, t+2pi) =
v(x, t) for all x ∈ [0, 1] and t ∈ R, with the norm
‖v‖∞ := max
1≤j≤m
max
0≤x≤1
max
t∈R
|vj(x, t)|.
Similarly we define the space Cn−m. The spaces Cn and Cm × Cn−m will be identified, i.e.,
elements u ∈ Cn will be written as u = (v, w) with v ∈ Cm and w ∈ Cn−m. Define linear
bounded operators K : Cn−m → Cm and L : Cm → Cn−m by
(Kw)j(x, t) := cj(0, x, t)
n∑
k=m+1
rjk(τj(0, x, t))wk(0, τj(0, x, t)), j = 1, . . . , m,
(Lv)j(x, t) := cj(1, x, t)
m∑
k=1
rjk(τj(1, x, t))vk(1, τj(1, x, t)), j = m+ 1, . . . , n.
(3.2)
Then the operator C is defined as
Cu := (Kw,Lv) for u = (v, w). (3.3)
The operators D and F are given by
(Du)j(x, t) := −
∫ x
xj
dj(ξ, x, t)
n∑
k=1
k 6=j
bjk(ξ, τj(ξ, x, t))uk(ξ, τj(ξ, x, t))dξ, (3.4)
(Ff)j(x, t) :=
∫ x
xj
dj(ξ, x, t)fj(ξ, τj(ξ, x, t))dξ. (3.5)
Lemma 3.1 Suppose (1.12). Then I − C is bijective from Cn to Cn.
Proof. Let f = (g, h) ∈ Cn with g ∈ Cm and h ∈ Cn−m be arbitrary given. We have
u = Cu+ f if and only if v = Kw + g, w = Lv + h, i.e., if and only if
v = K(Lv + h) + g or w = L(Kw + g) + h.
Taking into account (3.2), we have u = Cu+ f if and only if
v(1, t) = [K(Lv + h) + g](1, t) or w(0, t) = [L(Kw + g) + h](0, t).
Hence, if for some c < 1
max
1≤j≤m
max
t∈R
|[KLv]j(1, t)| ≤ c max
m+1≤j≤n
max
t∈R
|vj(1, t)| for all v ∈ Cn−m (3.6)
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or
max
m+1≤j≤n
max
t∈R
|[LKw]j(0, t)| ≤ c max
1≤j≤m
max
t∈R
|wj(0, t)| for all w ∈ Cm (3.7)
then I − C is bijective from Cn to Cn. We use (1.12) and get
[KLv]j(1, t) = cj(0, 1, t)
n∑
k=m+1
rjk(τj(0, 1, t))[Lv]k(0, τj(0, 1, t))
and
[Lv]k(0, τj(0, 1, t)) = ck(1, 0, τj(0, 1, t))
m∑
l=1
rkl (τk(1, 0, τj(0, 1, t))) vl (1, τk(1, 0, τj(0, 1, t))) .
This yields (3.6) with c = S0. Similarly one shows (3.7) with c = R0. Hence, assumption
(1.12) yields (3.6) or (3.7). 
4 Fredholm property
In this section we assume (1.4), (1.5) and (1.12) and prove the assertions (i)–(iii) of
Theorem 1.2.
We have to show that the operator I−C−D is Fredholm of index zero from Cn to Cn.
Unfortunately, the operator D is not compact from Cn to Cn, in general, because it is a
partial integral operator (cf. [1]). But by Lemma 3.1, the operator I−C−D is Fredholm
of index zero from Cn to Cn if and only if
I − (I − C)−1D is Fredholm of index zero from Cn to Cn, (4.1)
and for proving (4.1) we use the following Fredholmness criterion (cf., e.g. [5, Theorem
XIII.5.2]):
Lemma 4.1 Let W be a Banach space, I the identity in W , and A : W → W a linear
bounded operator with A2 being compact. Then I + A is a Fredholm operator of index
zero.
Now, for (4.1) it is sufficient to show that the operator (I − C)−1D(I − C)−1D is
compact from Cn to Cn, i.e., that
D(I − C)−1D is compact from Cn to Cn. (4.2)
Because of D(I − C)−1D = D2 +DC(I − C)−1D, the statement (4.2) will be proved if
we show that
D2 and DC are compact from Cn to Cn. (4.3)
Let us denote by C1n the Banach space of all u ∈ Cn, which are C
1-smooth, with the
norm ‖u‖∞+‖∂xu‖∞+‖∂tu‖∞. By the Arcela-Ascoli theorem, C
1
n is compactly embedded
into Cn. Hence, for (4.3) it suffices to show that
D2 and DC map Cn continuously into C
1
n. (4.4)
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The definitions (3.2), (3.3) and (3.4) imply that for all u ∈ C1n we have ∂xu, ∂tu ∈ C
1
n
and
∂xCu = C11u+ C12∂tu, ∂tCu = C21u+ C22∂tu,
∂xDu = D11u+D12∂tu, ∂tDu = D21u+D22∂tu
(4.5)
with linear bounded operators Cjk, Djk : Cn → Cn, which are defined by
(C11u)j(x, t) :=


n∑
k=m+1
∂xcjk(x, t)uk(0, τj(0, x, t)) for j = 1, . . . , m,
m∑
k=1
∂xcjk(x, t)uk(1, τj(1, x, t)) for j = m+ 1, . . . , n,
(C12u)j(x, t) :=


n∑
k=m+1
∂xτj(0, x, t)cjk(x, t)uk(0, τj(0, x, t)) for j = 1, . . . , m,
m∑
k=1
∂xτj(1, x, t)cjk(x, t)uk(1, τj(1, x, t)) for j = m+ 1, . . . , n,
(C21u)j(x, t) :=


n∑
k=m+1
∂tcjk(x, t)uk(0, τj(0, x, t)) for j = 1, . . . , m,
m∑
k=1
∂tcjk(x, t)uk(1, τj(1, x, t)) for j = m+ 1, . . . , n,
(C22u)j(x, t) :=


n∑
k=m+1
∂tτj(0, x, t)cjk(x, t)uk(0, τj(0, x, t)) for j = 1, . . . , m,
m∑
k=1
∂tτj(1, x, t)cjk(x, t)uk(1, τj(1, x, t)) for j = m+ 1, . . . , n
and
(D11u)j(x, t) :=
n∑
k=1
k 6=j
∫ x
xj
∂xdjk(ξ, x, t)uk(ξ, τj(ξ, x, t))dξ,
(D12u)j(x, t) :=
n∑
k=1
k 6=j
∫ x
xj
∂xτj(ξ, x, t)djk(ξ, x, t)uk(ξ, τj(ξ, x, t))dξ,
(D21u)j(x, t) :=
n∑
k=1
k 6=j
∫ x
xj
∂tdjk(ξ, x, t)uk(ξ, τj(ξ, x, t))dξ,
(D22u)j(x, t) :=
n∑
k=1
k 6=j
∫ x
xj
∂tτj(ξ, x, t)djk(ξ, x, t)uk(ξ, τj(ξ, x, t))dξ.
Here
cjk(x, t) :=
{
rjk(τj(0, x, t))cj(0, x, t) for j = 1, . . . , m, k = m+ 1, . . . , n,
rjk(τj(1, x, t))cj(1, x, t) for j = m+ 1, . . . , n, k = 1, . . . , m
(4.6)
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and
djk(ξ, x, t) := −dj(ξ, x, t)bjk(ξ, τj(ξ, x, t)). (4.7)
By (4.5) we get for all u ∈ C1n
∂xD
2u = D11Du+D12(D11u+D12∂tu), ∂tD
2u = D21Du+D22(D21u+D22∂tu),
∂xDCu = D11Cu+D12(C11u+ C12∂tu), ∂tDCu = D21Cu+D22(C21u+ C22∂tu).
Now, taking into account the density of C1n in Cn, in order to show (4.3) it suffices to prove
the following statement:
Lemma 4.2 There exists a positive constant such that for all u ∈ C1n we have
‖D212∂tu‖∞ + ‖D
2
22∂tu‖∞ + ‖D12C12∂tu‖∞ + ‖D22C22∂tu‖∞ ≤ const ‖u‖∞.
Proof. For any j = 1, . . . , n and u ∈ C1n we have
(D212∂tu)j(x, t)
=
n∑
k=1
k 6=j
n∑
l=1
l 6=k
∫ x
xj
∫ ξ
xk
djkl(ξ, η, x, t)bjk(ξ, τj(ξ, x, t))∂tul(η, τk(η, ξ, τj(ξ, x, t)))dηdξ (4.8)
with
djkl(ξ, η, x, t) := ∂tτj(ξ, x, t)∂tτk(η, ξ, τj(ξ, x, t)))dj(ξ, x, t)dkl(η, ξ, τj(ξ, x, t)).
On the other hand, (1.6), (2.3) and (2.4) imply (for all ξ, η, x ∈ [0, 1] and t ∈ R with
∂tul(η, τk(η, ξ, τj(ξ, x, t))) 6= 0)
d
dξ
ul(η, τk(η, ξ, τj(ξ, x, t)))
∂tul(η, τk(η, ξ, τj(ξ, x, t)))
= ∂xτk(η, ξ, τj(ξ, x, t)) + ∂tτk(η, ξ, τj(ξ, x, t))∂ξτj(ξ, x, t)
= ∂tτk(η, ξ, τj(ξ, x, t))
(
1
aj(ξ, τj(ξ, x, t))
−
1
ak(ξ, τj(ξ, x, t))
)
. (4.9)
Hence, (1.5), (2.3) and (2.4) yield that for all ξ, η, x ∈ [0, 1] and t ∈ R it holds
djkl(ξ, x, t)bjk(ξ, τj(ξ, x, t))∂tul(η, τk(η, ξ, τj(ξ, x, t)))
= d˜jkl(ξ, η, x, t)b˜jk(ξ, τj(ξ, x, t))
d
dξ
ul(η, τk(η, ξ, τj(ξ, x, t))) (4.10)
with
d˜jkl(ξ, η, x, t) := aj(ξ, τj(ξ, x, t))ak(ξ, τj(ξ, x, t))∂tτj(ξ, x, t)dj(ξ, x, t)dkl(η, ξ, τj(ξ, x, t)).
Remark that the values b˜jk(x, t) are not uniquely defined for (x, t) with aj(x, t) = ak(x, t)
by the condition (1.5), but, anyway, the right-hand side (and, hence, the left-hand side)
14
of (4.10) does not depend on the choice of b˜jk because
d
dξ
ul(η, τk(η, ξ, τj(ξ, x, t))) = 0 if
aj(x, t) = ak(x, t) (cf. (4.9)).
Let us check if for all j 6= k and k 6= l the partial derivatives ∂ξd˜jkl exist and are
continuous: For the factors aj(ξ, τj(ξ, x, t)) and ak(ξ, τj(ξ, x, t)) this is the case because
aj , ak, and τj are C
1-smooth. For the factor ∂tτj(ξ, x, t) this is the case because ∂xτj is
C1-smooth (cf. (1.4) and (2.3)). Finally, for the factors dj(ξ, x, t) and djk(η, ξ, τj(ξ, x, t))
this follows from (1.8) and (4.7).
Applying Fubini’s theorem and integration by parts in (4.8), we get, for example, for
the terms with 1 ≤ j, k ≤ m∣∣∣∣
∫ x
0
∫ ξ
0
djkl(ξ, η, x, t)bjk(ξ, τj(ξ, x, t))∂tul(η, τk(η, ξ, τj(ξ, x, t)))dηdξ
∣∣∣∣
=
∣∣∣∣
∫ x
0
∫ x
η
d˜jkl(ξ, η, x, t)b˜jk(ξ, τj(ξ, x, t))
d
dξ
ul(η, τk(η, ξ, τj(ξ, x, t)))dξdη
∣∣∣∣
≤
∣∣∣∣
∫ x
0
∫ x
η
d
dξ
(
d˜jkl(ξ, η, x, t)b˜jk(ξ, τj(ξ, x, t))
)
ul(η, τk(η, ξ, τj(ξ, x, t)))dξdη
∣∣∣∣
+
∣∣∣∣
∫ x
0
[
d˜jkl(ξ, η, x, t)b˜jk(ξ, τj(ξ, x, t))ul(η, τk(η, ξ, τj(ξ, x, t))
]ξ=x
ξ=η
dη
∣∣∣∣
≤ const ‖u‖∞.
Similarly one can handle the other terms in (4.8). Consequently, we get ‖D212∂tu‖∞ ≤
const ‖u‖∞. The estimate ‖D
2
22∂tu‖∞ ≤ const ‖u‖∞ can be proved in an analogous way.
Further, for any u ∈ C1n we have (using the notation (2.6))
(D22C22∂tu)j(x, t) =
n∑
k=1
k 6=j
n∑
l=1
∫ x
xj
ejkl(ξ, x, t)bjk(ξ, τj(ξ, x, t))∂tul(xj , τk(xj , ξ, τj(ξ, x, t)))dξ
with
ejkl(ξ, x, t)
:=
{
−∂tτj(ξ, x, t)∂tτk(1, ξ, τj(ξ, x, t))dj(ξ, x, t)ckl(ξ, τj(ξ, x, t)) for l = 1, . . .m,
−∂tτj(ξ, x, t)∂tτk(0, ξ, τj(ξ, x, t))dj(ξ, x, t)ckl(ξ, τj(ξ, x, t)) for l = m+ 1, . . . n.
Using (4.9), we get for l = 1, . . . , m
ejkl(ξ, x, t)bjk(ξ, τj(ξ, x, t))∂tul(1, τk(1, ξ, τj(ξ, x, t)))
= e˜jkl(ξ, x, t)b˜jk(ξ, τj(ξ, x, t))
d
dξ
ul(1, τk(1, ξ, τj(ξ, x, t)))
with
e˜jkl(ξ, η, x, t) := −aj(ξ, τj(ξ, x, t))ak(ξ, τj(ξ, x, t))∂tτj(ξ, x, t)dj(ξ, x, t)ckl(η, ξ, τj(ξ, x, t)).
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Hence, we can integrate by parts and get∣∣∣∣∣
∫ x
xj
ejkl(ξ, x, t)bjk(ξ, τj(ξ, x, t))∂tul(1, τk(1, ξ, τj(ξ, x, t)))dξ
∣∣∣∣∣
=
∣∣∣∣∣
∫ x
xj
e˜jkl(ξ, x, t)b˜jk(ξ, τj(ξ, x, t))
d
dξ
ul(1, τk(1, ξ, τj(ξ, x, t)))dξ
∣∣∣∣∣
≤ const ‖u‖∞.
Similarly one can proceed in the case l = m+1, . . . , n. This way we come to the estimate
‖D22C22∂tu‖∞ ≤ const ‖u‖∞. To get the same upper bound for the remaining term
D12C12∂tu, we follow the same line. The proof is therewith complete. 
Remark 4.3 about smoothness assumptions on the coefficients bjk Concerning
the regularity assumptions on the coefficients bjk with j 6= k, we only used (see the proof
of Lemma 4.2) that∣∣∣∣∣
∫ x
xj
b˜jk(ξ, τj(ξ, x, t))
d
dξ
ul(1, τk(1, ξ, τj(ξ, x, t)))dξ
∣∣∣∣∣ ≤ const ‖u‖∞ for all u ∈ C1n. (4.11)
This means that the assumption b˜jk ∈ C
1
n (cf. (1.5)) is sufficient, but not necessary. For
example, if aj , ak and bjk and, hence, b˜jk are t-independent, then for (4.11) it is sufficient
that b˜jk ∈ BV (0, 1).
5 Solution regularity
In this section we assume (1.4), (1.5), (1.12) and (1.13) and prove the assertions (iv) and
(v) of Theorem 1.2, similarly to [7]. Remark that (1.12) and (1.13) are identical if all
coefficients aj are t-independent.
To prove the assertion (iv), assume that the functions fj are continuously differentiable
with respect to t. Let u be a continuous solution to (1.1)–(1.3). We have to show that
the partial derivatives ∂xu and ∂tu exist and are continuous. For that it is sufficient to
show that ∂tu exists and is continuous, since then (1.9) and (1.10) imply that also ∂xu
exists and is continuous.
Because of (3.1) we have
(I − C)u = D(C +D)u+ (I +D)Ff. (5.1)
Denote by C˜1n the subspace of all v ∈ Cn such that the partial derivative ∂tv exists and is
continuous. By assumption, f ∈ C˜1n. Moreover, by (3.4) and (3.5), the operators D and
F map C˜1n into C˜
1
n. Therefore, (4.4) implies that the right-hand side of (5.1) belongs to
C˜1n. Hence, it remains to prove the following fact:
Lemma 5.1 If for u˜ ∈ Cn and f˜ ∈ C˜
1
n it holds u˜ = Cu˜+ f˜ , then u˜ ∈ C˜
1
n.
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Proof. We proceed as in the proof of Lemma 3.1. In particular, we use the Banach
spaces Cm and Cn−m and the linear bounded operators K : Cn−m → Cm and L : Cm →
Cn−m, which are introduced there. Further, by C˜
1
m we denote the space of all v ∈ Cm
such that the partial derivatives ∂tv exist and are continuous. Similarly the space C˜
1
n−m
is introduced.
Let u˜ ∈ Cn and f˜ ∈ C˜
1
n be given and satisfy
u˜ = Cu˜+ f˜ . (5.2)
Then u˜ = (v˜, w˜) with certain v˜ ∈ C˜m and w˜ ∈ C˜n−m, f˜ = (g˜, h˜) with certain g˜ ∈ C˜
1
m and
h˜ ∈ C˜1n−m, v˜ = Kw˜ + g˜, and w˜ = Lv˜ + h˜. Hence,
v˜(1, t) = [K(Lv˜ + h˜) + g˜](1, t) and w˜(0, t) = [L(Kw˜ + g˜) + h˜](0, t).
We have to show that u˜ ∈ C˜1n, i.e., that v˜ ∈ C˜
1
m and w˜ ∈ C˜
1
n−m. Due to (3.2), this is
equivalent to
v˜ ∈ C˜1m or w˜ ∈ C˜
1
n−m. (5.3)
From (3.2)) it follows that (5.3) is equivalent to
v˜(1, ·) ∈ C1m(R) or w˜(0, ·) ∈ C
1
n−m(R), (5.4)
where C1m(R) and C
1
n−m(R) are the spaces of 2pi-periodic continuously differentiable fun-
tions from R into Rm and Rn−m, respectively. For any γ > 0, the space C1m(R) is a Banach
spaces with the norm
‖v‖γ := ‖v‖∞ + γ‖v
′‖∞ with ‖v‖∞ := max
1≤j≤m
max
t∈R
|vj(t)|,
and similarly for C1n−m(R). Hence, if for some c < 1 and for some γ > 0 we have
‖[KLv](1, ·)‖γ ≤ c‖v(1, ·)‖γ for all v ∈ C˜
1
m (5.5)
or
‖[LKw](0, ·)‖γ ≤ c‖w(0, ·)‖γ for all w ∈ C˜
1
n−m, (5.6)
then I − C is bijective from C˜1n to C˜
1
n, as desired.
Let us suppose that R0 < 1 and R1 < 1. Fix c with
max{R0, R1} < c < 1 (5.7)
and prove (5.5) (the proof of (5.6) under the conditions S0 < 1 and S1 < 1 follows the
same line).
Let us calculate ∂tKLv. Similarly to (4.5), we have for all v ∈ C˜
1
m and w ∈ C˜
1
n−m
∂tKw = K1w +K2∂tw, ∂tLv = L1v + L2∂tv (5.8)
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with linear bounded operators K1, K2 : Cn−m → Cm and L1, L2 : Cm → Cn−m defined as
follows (cf. (3.3) and (4.5)):
(K1w)j(x, t) :=
n∑
k=m+1
∂tcjk(x, t)wk(0, τj(0, x, t)),
(K2w)j(x, t) :=
n∑
k=m+1
∂tτj(0, x, t)cjk(x, t)wk(0, τj(0, x, t)),
(L1v)j(x, t) :=
m∑
k=1
∂tcjk(x, t)vk(1, τj(1, x, t)),
(L2v)j(x, t) :=
m∑
k=1
∂tτj(1, x, t)cjk(x, t)vk(1, τj(1, x, t)).
Take v ∈ C˜1n−m. From (5.8) it follows
‖[∂tKLv](1, ·)‖∞ = ‖[(K1Lv +K2(L1v + L2∂tv)](1, ·)‖∞
≤ ‖[(K1L+K2L1)v](1, ·)‖∞ + ‖[K2L2∂tv](1, ·)‖∞.
Moreover, using (1.7), (2.4) and (4.6), we get
[K2L2∂tv]j(1, t) =
n∑
k=m+1
m∑
l=1
rjk(σj(0, t))rkl(σjk(1, t))∂tvl(1, σjk(1, t))
× exp
∫
1
0
(
bkk(η, σjk(η, t))
ak(η, σjk(η, t))
−
bjj(η, σj(η, t))
aj(η, σj(η, t))
)
dη
× exp
∫
1
0
(
∂taj(η, σj(η, t))
aj(η, σj(η, t))2
−
∂tak(η, σjk(η, t))
ak(η, σjk(η, t))2
)
dη
with σj(η, t) := τj(η, 1, t), σjk(η, t) := τk(η, 0, τj(0, 1, t)). Hence, we get
‖[∂tKLv](1, ·)‖∞ ≤ ‖[K1Lv +K2L1v](1, ·)‖∞ +R
1‖∂tv(1, ·)‖∞. (5.9)
Moreover, in the proof of Lemma 3.1 we showed that
‖[KLv](1, ·)‖∞ ≤ R
0‖v(1, ·)‖∞.
Finally, choose γ so small that
‖[(K1L+K2L1)v](1, ·)‖∞ ≤
c− R0
γ
‖v(1, ·)‖∞ for all v ∈ C˜
1
m.
Then (5.7) and (5.9) imply (5.5). 
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The proof of the assertion (iv) of Theorem 1.2 is therewith complete.
To prove the assertion (v) of Theorem 1.2, suppose that all coefficients aj are t-
independent. Then (2.4) yields that ∂tτj(ξ, x, t) = 1. Therefore in (4.5) we have
C22 = C and D22 = D. (5.10)
Let u be a continuous solution to (1.1)–(1.3), i.e., a solution to (1.9)–(1.10), and
suppose that all functions aj , bjk, fj and rjk are C
∞-smooth.
First we show by induction that all partial derivatives ∂kt u, k = 1, 2, . . . exist and are
continuous.
For k = 1 this follows from assertion (iv) of Theorem 1.2.
Now suppose that all partial derivatives ∂tu, . . . , ∂
k
t u exist and are continuous. Then
as in (4.5) one gets (cf. (5.10))
∂kt Cu =
k−1∑
j=0
Cj∂
j
tu+ C∂
k
t u, ∂
k
t Du =
k−1∑
j=0
Dj∂
j
t u+D∂
k
t u
with linear bounded operators Cj, Dj : Cn → Cn such that Cjv,Djv ∈ C˜
1
n for all v ∈ C˜
1
n.
Hence, from (I − C −D)u = Ff it follows
(I − C −D)∂kt u = ∂
k
t Ff −
k−1∑
j=0
(
Cj∂
j
t u+Dj∂
j
tu
)
=: Rk ∈ C˜
1
n
and, consequently,
(I − C)∂kt u = D
(
(C +D)∂kt u+Rk
)
+Rk ∈ C˜
1
n.
By Lemma 5.1, ∂kt u ∈ C˜
1
n, i.e., ∂
k+1
t u exists and is continuous.
Finally we show that the partial derivatives ∂kx∂
l
tu exist and are continuous for all
k, l ∈ N. From (1.1) it follows
∂xuj(x, t) =
1
aj(x)
(
fj(x, t)− ∂tuj(x, t)−
n∑
k=1
bjk(x, t)uk(x, t)
)
. (5.11)
All partial derivatives with respect to t of the right-hand side (and, hence, of the left-hand
side) of (5.11) exist and are continuous, i.e., ∂x∂
l
tuj exist and are continuous for all l ∈ N.
Therefore the partial derivative with respect to x of the right-hand side (and, hence, of
the left-hand side) of (5.11) exists and is continuous, and we have
∂2xuj =
1
a2j
(
aj∂x
(
fj − ∂tuj −
n∑
k=1
bjkuk
)
− ∂xaj
(
fj − ∂tuj −
n∑
k=1
bjkuk
))
. (5.12)
Again, all partial derivatives with respect to t of the right-hand side of (5.12) exist and
are continuous. Hence, ∂2x∂
l
tuj exist and are continuous for all l ∈ N. Therefore the partial
derivative with respect to x of the right-hand side of (5.12) exists and is continuous, i.e.,
∂3xuj exists and is continuous. By continuation of this procedure we get the claim.
19
Acknowledgments
The first author was supported by the Alexander von Humboldt Foundation. Both au-
thors acknowledge support of the DFG Research Center Matheon mathematics for key
technologies (project D8).
References
[1] J. M. Appell, A. S. Kalitvin and P. P. Zabrejko, Partial Integral Operators and
Integro-Differential Equations, Pure Appl. Math. 230 (Marcel Dekker, 2000).
[2] U. Bandelow, L. Recke and B. Sandstede, Frequency regions for forced locking of self-
pulsating multi-section DFB lasers, Optics Communications 147 (1998) 212–218.
[3] B.-Z. Guo and G.-Q. Xu, On basis property of a hyperbolic system with dynamic
boundary condition, Differential Integral Equat. 18 (2005) 35–60.
[4] G. Iooss and D. D. Joseph, Elementary Stability and Bifurcation Theory, Undergrad-
uate Texts in Mathematics (Springer, 1990).
[5] L. V. Kantorovich and G. P. Akilov, Functional Analysis. Second Edition (Pergamon
Press, 1982).
[6] H. Kielho¨fer, Bifurcation Theory. An Introduction with Applications to PDEs, Appl.
Math. Sciences 156 (Springer, 2004).
[7] I. Kmit, Smoothing effect and Fredholm property for first order hyperbolic PDEs, in
Pseudo-differential operators, generalized functions and asymptotics. Operator The-
ory: Advances and Applications 231 (Birkha¨user, 2013), pp. 219-238.
[8] I. Kmit and L. Recke, Fredholm alternative for periodic-Dirichlet problems for linear
hyperbolic systems, J. Math. Anal. Appl. 335 (2007) 355–370.
[9] I. Kmit and L. Recke, Fredholmness and smooth dependence for linear hyperbolic
periodic-Dirichlet problems, J. Differ. Equations 252 (2012) 1962–1986.
[10] I. Kmit and L. Recke, Hopf bifurcation for semilinear dissipative hyperbolic systems,
J. Differ. Equations 257 (2014) 264–309.
[11] M. Lichtner, Principle of linearized stability and smooth center manifold theorem for
semilinear hyperbolic systems, Proc. Amer. Math. Soc. 136 (2008) 2091–2101.
[12] M. Lichtner, M. Radziunas and L. Recke, Well-posedness, smooth dependence and
center manifold reduction for a semilinear hyperbolic system from laser dynamics,
Math. Methods Appl. Sci. 30 (2007) 931–960.
[13] Z.-H. Luo, B.-Z. Guo and O. Morgul, Stability and Stabilization of Infinite Dimen-
sional systems with Applications (Springer, 1993).
20
[14] A. F. Neves, H. De Souza Ribeiro and O. Lopes, On the spectrum of evolution
operators generated by hyperbolic systems, J. Functional Analysis 67 (1986) 320–
344.
[15] M. Radziunas, Numerical bifurcation analysis of traveling wave model of multisection
semiconductor lasers, Physica D 213 (2006) 575–613.
[16] M. Radziunas and H.-J. Wu¨nsche, Dynamics of multisection DFB semiconductor
lasers: traveling wave and mode approximation models, in Optoelectronic Devices–
Advanced Simulation and Analysis (Springer, 2005), pp. 121–150.
[17] L. Recke and D. Peterhof, Abstract forced symmetry breaking and forced frequency
locking of modulated waves, J. Differ. Equations 144 (1998) 233–262.
[18] L. Recke, A. Samoilenko, A. Teplinsky, V. Tkachenko and S. Yanchuk, Frequency
locking of modulated waves, Discrete Cont. Dyn. Systems - Ser. A (DCDS - A) 31
(2011) 847–875.
[19] L. Recke, A. Samoilenko, V. Tkachenko and S. Yanchuk. Frequency locking by ex-
ternal forcing in systems with rotational symmetry, SIAM J. Appl. Dyn. Syst. 11
(2012) 771–800.
[20] O. Vejvoda et al., Partial Differential Equations: Time-Periodic Solutions (Sijthoff
Noordhoff, 1981).
