Position Statement
Caching, one of the oldest ideas in computer science, often improves performance and sometimes improves availability [1, 3] . Previous uses of caching have focused on data content. It is the presence of a local copy of data that reduces access latency and masks server or network failures. This position paper puts forth the idea that it can sometimes be useful to merely cache knowledge sufficient to recognize valid data. In other words, we do not have a local copy of a data item, but possess a substitute that allows us to verify the content of that item if it is offered to us by an untrusted source. We refer to this concept as caching trust.
Mobile computing is a champion application domain for this concept. Wearable and handheld computers are constantly under pressure to be smaller and lighter. However, the potential volume of data that is accessible to such devices over a wireless network keeps growing. Something has to give. In this case, it is the assumption that all data of potential interest can be hoarded on the mobile client [1, 2, 6] . In other words, such clients have to be prepared to cope with cache misses during normal use. If they are able to cache trust, then any untrusted site in the fixed infrastructure can be used to stage data for servicing cache misses -one does not have to go back to a distant server, nor does one have to compromise security. The following scenario explores this in more detail. 
Example Scenario

Integrity and Privacy
A common trust model is to assume that servers are physically secure and trusted, and that the client-server communication channel is encrypted for privacy. Staging data at an untrusted surrogate hurts both integrity and privacy. The challenge is to preserve these properties even when the surrogate is physically compromised. This can be accomplished either using private or public key encryption. For brevity, the discussion below focuses on a private key approach. The corresponding public key approach is easy to derive.
Integrity is the easier of the two security properties to preserve. We envision an approach in which the user hoards the fingerprints (such as MD5 checksums [5] ) of all files of potential interest directly from the server before leaving on his trip. Since fingerprints are much smaller than file contents, this is only a small burden on the disk capacity of the client. When a cache miss occurs at the remote site, the corresponding data is fetched from the surrogate and its fingerprint is computed by the client; the data is accepted only if the computed and cached fingerprints match.
The problem becomes more complex if data can change at the server after the user leaves home. In that case, the user needs to obtain fresh fingerprints. This requires a trusted channel from client to server, but a low-bandwidth modem link may suffice. A public key approach would be simpler in this regard, since digitally signed updates can be sent over an untrusted channel.
It is simple to extend this idea to privacy. In addition to a fingerprint, the client also hoards a per-file private encryption key. The server encrypts each file before staging it on the surrogate. To handle a cache miss at the remote site, the client fetches the data from the surrogate, decrypts it, verifies its fingerprint and then uses the data. The volume of cached keys can be reduced by using a single private encryption key for all files, at the price of total exposure if that key is broken.
This solution to the privacy problem is not fully satisfactory. It is not possible to ensure purging of staged data from the surrogate because it lies outside the administrative domain of the client and server. With enough time and effort, the keys of staged files can be broken and their contents revealed. The keys can be chosen to be strong enough that breaking them will take much longer than the expected duration of surrogate use. However, it is not feasible to guarantee the privacy of staged data indefinitely. This approach may therefore be restricted to situations where privacy is not an issue, or where there is a well-defined time bound on privacy of information.
Status and Plans
We are in the early stages of building a system that uses the idea of caching trust. Our work is being done in the context of the Aura Project at Carnegie Mellon, a new research initiative whose theme is ''distraction-free, ubiquitous computing''. Support for nomadic data access in Aura uses the Coda File System as a back end. Coda was recently extended to exploit surrogates for efficient update propagation over low-bandwidth networks [4] . We now plan to further extend the system to exploit surrogates for servicing cache misses, as described here. An important implementation question we hope to answer is whether the support for using surrogates securely can be fully encapsulated in a user-level proxy that runs on a Coda client, avoiding changes to Coda itself.
From a broader perspective, opportunistic exploitation of remote infrastructure is key to the long-term success of mobile computing. Unfortunately, security concerns loom large in such architectures. Caching trust may prove to be an important enabling technology for these architectures. The idea is particularly relevant to secure coprocessors and smartcards because their limited storage capacity may be adequate for caching trust but not data content.
