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概要
　
　本研究の目的は，現実の人間の行動様式を基にした「動的ネットワーク上での囚人のジレ
ンマ・モデル」を作成し，そのモデルを用いて「動的ネットワーク上では，静的なランダム・
ネットワーク上においてより協力の進化が促進されるか」を明らかにすることである．動的
ネットワーク上での協力の進化に関する研究において用いられる研究手法としては，主に，
被験者実験と計算機実験の 2つがある．被験者実験では現実の人間が従う行動様式を調査で
きるが，適切な統制をしたうえで実験をするためには実験室で実験をせざるをえない．その
ため，適切な統制を行った被験者実験では実験室の規模の制約上，最大でも数十名規模の集
団の現象しか取り扱えない．一方，計算機実験では大規模集団での現象を取り扱うことがで
きるが，実験中のエージェントの行動様式を実験者が仮定する必要がある．そこで，本研究
では，被験者実験と計算機実験を組み合わせて研究を行った．まず被験者実験を行い，動的
ネットワーク上の囚人のジレンマでの現実の人間の隣人選択の様式を明らかにした．被験者
実験により得られた結果は以下の通りである： (1)直前で自分が協力したときに裏切りを選
んでいた相手を最も高い頻度で選び，その相手とのリンクを切断する (C  Dリンク切断)；
(2)隣人が多い人を少ない人より高い頻度で選択し，その相手にリンクを接続する (優先的選
択)．続いて，被験者実験により得られた結果を基にして作成したモデルを用いて計算機実
験を行い，動的ネットワークによる協力の進化への影響を調べた．計算機実験により得られ
た結果は以下の通りである： (1-1)大規模集団上の動的ネットワークにおいて接続相手選択と
して一様ランダム選択を用いた場合，ほとんどのケース (出次数K がK > 1，かつ，裏切者
が協力者から得る利得 tが t = 1:8のケース以外)で，切断相手選択としてC  Dリンク切断
を用いた動的ネットワークとD  Dリンク切断を用いた動的ネットワークは静的なランダ
ム・ネットワークよりも協力の進化を促進する； (1-2)大規模集団上の動的ネットワークにお
いて接続相手選択として一様ランダム選択を用いた場合，ほとんどのケース (K = 1のケー
ス，もしくは，K = 2; t = 1:8のケース以外)で，切断相手選択として C  Dリンク切断を
用いた動的ネットワークは，D  Dリンク切断を用いた動的ネットワークよりも協力の進化
を促進する； (2)切断相手選択と接続相手選択として C  Dリンク切断と優先的選択を用い
た動的ネットワークが協力の進化を促進する度合いは，大規模集団において，C  Dリンク
切断と一様ランダム選択を用いた動的ネットワークと同程度であり，K > 2では，静的なラ
ンダム・ネットワークよりも協力の進化を促進する．
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第1章 はじめに
協力の進化の問題は，生物学 ([13],[5],[23],[24],[38],[8]),経済学 ([10],[26],[2])の 2分野を主
とした様々な分野で議論されている ([40])．ここで，協力の進化は，社会集団内の協力行動
の発生・普及・定着として定義される．1
生物学の協力の進化の分野において淘汰される対象として基本的に想定されているのは，遺
伝子もしくは遺伝子を持った生物個体である．自然界では各遺伝子・個体に対して自然淘汰
が機能しており，適応度 (生存率・繁殖率)が低い遺伝子・個体は淘汰される．このような自
然淘汰が機能する自然界において，適応度において自分が損をして他者に利益を与える協力
行動を行う遺伝子・生物個体が観察されるのはなぜなのか？この問いに答えるために，生物
学の集団遺伝学の分野では協力の進化の問題が扱われている．
一方，経済学の協力の進化の分野において淘汰される対象として基本的に想定されている
のは，各経済主体が選択する行動・行動戦略である．この文脈では，各経済主体は自己利益を
増大させるために，自分と自分の周囲の中でより高い利益を獲得した主体の行動・戦略を社
会的学習により模倣すると考える．このような自己利益の増大のみを求める主体が形成する
集団内で，自分が損をして他主体に利益を与える協力行動が観察されるのはなぜなのか？ま
た，協力行動を増加させ，個人最適化ではなく，集団最適化を目指すにはどうすればよいの
か？こうした問いに答えるために，経済学の分野では協力の進化の問題が扱われている．2
本研究ではこれら 2つのうち，前者の集団遺伝学的な視点ではなく，後者の社会的学習の
視点に立ち，協力の進化の実証的問題を取り扱う．
上述した 2つの分野のどちらにおいても協力の進化の問題は囚人のジレンマ・ゲーム (Pris-
oner’s Dilemma game： PD)を用いて議論されている．囚人のジレンマ・ゲームとは，2者間
で行われるゲームの 1種であり，社会的利益 (2者の利益の総和)を最大化する行動 (協力：C)
と個人利益を最大化する行動 (裏切：D)が対立する状況をモデル化したものである．囚人の
ジレンマ・ゲームでは，C が「自分が損をして他者に利益を与える行動」となる形で定義さ
1なお，協力行動は通常，「他者に利益を与える行動」として定義するのが一番自然だと思われる．しかし，本
研究では協力行動の定義の範囲を絞り，協力行動を「自分が損をして他者に利益を与える行動」として定義する．
2[41]は，経済学は，実証的科学としての経済学，規範的科学としての経済学，術としての経済学の 3種に分
類され，それぞれは，斉一性・法則の樹立 (現実・理論がどうであるか)，理想の決定 (規範的な理想はどうである
べきか)，教則の形成 (現在成り立っている現実を改変し，所与の理想を将来実現するためにはどうすればよいか)
を目的としていると述べている．この分類からすると，本文で挙げた経済学の協力の進化の分野で問われている
2つの問い　～「自己利益の増大のみを求める主体が形成する集団内で，自分が損をして他主体に利益を与える
協力行動が観察されるのはなぜなのか？」と「協力行動を増加させ，個人最適化ではなく，集団最適化を目指す
にはどうすればよいのか？」という問い～　はそれぞれ，実証的科学としての経済学，術としての経済学に対応
する問いであると言える．ちなみに，[41]の言う「理想の決定 (規範的な理想はどうであるべきか)」を経済学の
対象領域外の問題として扱い，経済学とは別分野の倫理学の対象として扱う立場 ([43])も存在する．
1
れている．そのため，各個人の自己利益の最大化が社会的利益の減少を導き，その結果，全
員が損をする．
一方，標準的な進化ゲーム論 (たとえば，[40])において囚人のジレンマ・ゲームを扱う場
合，以下の 2つの想定がなされる．
想定 1. 各人は毎期，囚人のジレンマ・ゲームを無限サイズの集団内から一様ランダムに選ばれ
た複数人の相手と行う (well-mixedな集団内での囚人のジレンマ・ゲーム)
想定 2. 各人は，自分と自分が囚人のジレンマ・ゲームを今期行った複数の相手の中で囚人のジ
レンマ・ゲームの結果得た平均得点の平均がより高い人の行動を，より高い頻度で模倣
し次の期に用いる (適者生存の原理)
このような想定を満たすwell-mixedな集団の下では，最終的には，Dが集団全体を支配す
ることになる．
しかし，現実世界では協力行動は生物界から社会経済システムに至るまで至るところで見
られる ([9])．C を選ぶことが個人にとっては損であるにも関らず，現実世界では，どのよう
なメカニズムによって相互協力が実現されているのだろうか？
上でした想定 1と 2の両方を想定した状況より協力の進化を促進させる代表的なメカニズ
ムとして，[20]は以下の 5つのメカニズムを示した 3．
1. 血縁淘汰 ([13])：対戦相手を血縁者と仮定し，対戦相手である血縁者の適応度の上昇が
自身の包括適応度の上昇にもつながることで機能するメカニズム 4
2. 直接互恵 ([36], [3])：同一の対戦相手と繰り返し何度も囚人のジレンマ・ゲームを行う
状況を仮定し，対戦相手の過去の行動履歴を用いて条件付きで協力をすることにより機
能するメカニズム
3. 間接互恵 ([1], [22])：集団内の各個人に評判が存在する状況を仮定し，対戦相手の評判
を用いて，条件付きで C を選ぶかもしくは，対戦相手の選択をすることにより機能す
るメカニズム 5
3但し，[20]は協力の進化を促進する代表的なメカニズムとして 5つのメカニズムを挙げただけであり，協力
の進化を促進するメカニズムの分類法を提案したわけでもこれまでに提案された協力の進化を促進するメカニズ
ム全てを網羅的に挙げたわけでもない．実際，[20]の 5つのメカニズム以外の協力の進化を促進するメカニズム
としてはたとえば，[28]のタグメカニズムを挙げることができる．なお，本論文の筆者が提案する協力の進化を
促進するメカニズムの分類法については，付録 Aを参照していただきたい．
4ここで，モデル上でのある個体の適応度とは「次世代以降でのその個体の子孫の生き残りやすさ」を表わす値
のことである．また，モデル上でのある個体の包括適応度とは，「次世代以降でのその個体が持つ遺伝子・特性 (の
一部)を持った個体の生き残りやすさ」を表わす値のことである．適応度・包括適応度は，囚人のジレンマ・ゲー
ムを用いたモデルにおいては，ゲームの対戦結果から得られた利得によって決定される．
5ここで，評判とは「その人の過去の対戦における C とDの頻度・回数を間接的に教えてくれる情報」のこと
である．間接互恵のメカニズムを用いたモデルでは，「ある人のあるゲームでの行動選択の結果は，そのゲームの
対戦相手以外は直接的には知りえない」と仮定されている．そのため，人々は，他者の評判という情報を用いて
自身の行動選択・対戦相手選択を行うことになる．
2
4. 多層淘汰 ([32])：個体レベルだけでなく集団レベルでも適者生存の状況が生じていると
仮定し，Cがより普及した集団が集団レベルでは生き残りやすいことで機能するメカニ
ズム 6
5. ネットワーク互恵 ([21])：個々人の対戦相手が，その人が持つ人間関係ネットワークに
よって，C を選んだ相手 (協力者) かもしくは Dを選んだ相手 (裏切者) のどちらかに
偏っている状況を仮定し，その偏りにより相互協力が起きやすくなることで機能するメ
カニズム
本研究では，このうち，最後のネットワーク互恵に焦点を当てる．
上で述べたように，ネットワーク互恵とは，協力の進化を促進させるメカニズムである．
ネットワーク互恵では，個人は社会集団全体の中の一部の人々 (限られた人数の隣人)とのみ
相互作用すると考える．なぜなら，個人が持つ他者と相互作用を持つために必要な資源に限
界があったり，地理的にあまりに離れた人と頻繁に相互作用するには限界があったりするため
である．このような状況は，標準的な進化ゲーム論で想定された well-mixedな集団　～つま
り，構成員が互いに一様ランダムに相互作用するサイズ無限の集団～　とは異なる．そこで，
ネットワーク互恵では，このような状況を，「個々人はネットワークを構成する各ノード (頂
点)であり，個人間の相互作用はネットワーク内の隣人 (リンク・辺が直に繋がれている 2者)
間でのみ行われる」と考えることでモデル化している．このようなネットワーク構造を持っ
た集団内では，協力者のクラスター (協力者同士が互いに隣人である集団)が形成される可能
性があるが，こうして形成されたクラスターは協力者の利得を向上させる．そのため，ネッ
トワーク化された集団では well-mixedな集団においてより協力の進化がより強く促進される
可能性がある．これがネットワーク互恵のメカニズムである．
ネットワーク互恵に関する多くの研究が，ネットワーク上で協力者がネットワーク・クラ
スターを形成することで，一様ランダムな相互作用を繰り返す集団においてよりより強く協
力の進化が促進されることを示している ([21],[5],[29]等)．7そうしたネットワーク互恵に関
する研究の中で最初の研究が [21]による格子ネットワーク上での疑似囚人のジレンマ・ゲー
ム 8に関する計算機実験研究である．[21]は，各人は格子ネットワーク上で「リンクでつな
6「世代から世代への交代時に，適応度が高い (低い)個体が次の世代で子供を増やす (減らす)」という状況を
適者生存の状況と呼ぶ．また，この適者生存の状況を仮定し「集団全体の中での各形質・行動様式 (戦略)を持っ
た個体の比率・分布が，どのように変化するか」を分析するアプローチのことを，進化ゲーム論的アプローチと
呼ぶ．協力の進化の研究は，進化ゲーム論的アプローチを用いて行われている場合が非常に多い．
7なお，経済学の文脈においてのネットワーク互恵に関する初期の研究としては，[7]がある．但し，この研究
で想定されているゲームは，囚人のジレンマ・ゲームではなくスタグハントゲームである．また，想定された行
動選択の様式も Imitation Maxではなく，クールノー学習に突然変異 (ランダムネス)を導入したものである．
8ここで擬似囚人のジレンマ・ゲームと書いたのは，この研究で用いられてきたゲームが厳密には囚人のジレ
ンマ・ゲームではないからである．一方のプレイヤーが選んだ戦略を X，もう一方のプレイヤーが選んだ戦略を
Y としたときに前者が得る利得を P (X;Y )とすると，囚人のジレンマ・ゲームとは，以下の 2つを満たす 2 2
ゲームである： (1) P (D;C) > P (C;C) > P (D;D) > P (C;D)； (2) 2P (C;C) > P (C;D) +P (D;C)．一方，
疑似囚人のジレンマ・ゲームは P (D;D) = P (C;D)となっている点で囚人のジレンマ・ゲームとは異なる．
3
がった隣人K(K = 4; 6; 8)人全員と自分に協力 C」か「隣人全員と自分に裏切りD」かのど
ちらかの行動を選択し，隣人全員と自分とのゲームの利得の総和を得ると想定した．そして
また，各人は「自分と自分の隣人の中で最も利得の高い人の行動を模倣しその行動を次の期
で実行する」という Imitation Maxというアルゴリズムに従うとした．このような想定の下で
シミュレーションを行った結果，相互作用の局所化により出来た Cのクラスターが拡大する
ことで，格子ネットワーク上では，well-mixedな集団においてより協力の進化がより強く促
進されうるということがわかった．しかし，人々が作る社会ネットワークの構造が格子構造
なのは現実的ではない．
そこで，現実世界のネットワークに見られる構造を持ったスケールフリー・ネットワーク 9
上で疑似囚人のジレンマ・ゲームに関する計算機実験を行ったのが，[29]である．[29]は，ス
ケールフリー・ネットワークの構造を人工的に生成するために，[4]に従い Barabasi-Albertモ
デルというアルゴリズムを用いた．Barabasi-Albert モデルは，以下の 2つの性質を持つネッ
トワーク生成アルゴリズムである．
性質 1. 成長：少数のノードから成るネットワークを用意し，そのネットワークに後から新しい
ノードを徐々に追加し，ネットワークのサイズを成長させていく．10
性質 2. 優先的選択：新しく追加された各ノードは追加された時点で，既存ノードとの間にリ
ンクを定数個作る．このとき，その時点での次数が大きい既存ノードとの間によりリン
クを作りやすい．11
このようなアルゴリズムにより生成されたスケールフリー・ネットワーク上で，[29]は，繰
り返し疑似囚人のジレンマ・ゲームを行った．また，そのとき，各人は「自分より利得が高
い隣人一人を一様ランダムに選び，その選ばれた隣人の行動を，自身とその隣人の今期の利
得の差に比例する確率で模倣する」という線形 pairwise 12というアルゴリズムに従うとした．
このような想定の下でシミュレーションを行った結果，[29]は，次数が大きいノード (ハブ)
が協力者になることでそのハブを通して Cの行動が模倣され，スケールフリーネットワーク
上では一次元格子ネットワーク上でよりより強く協力の進化が促進されるということを示し
9スケールフリー・ネットワークとは，ネットワーク上の各ノードが持つ隣人の総数 (次数)の分布がベキ乗則
に従う構造を持つネットワークのことである．つまり，次数 k を持つネットワーク内でのノードの割合を P (k)
とすると，スケールフリー・ネットワークとは，P (k) / k が少なくとも近似的には成り立っているネットワー
クのことである．そのため，スケールフリー・ネットワークは，ネットワーク内の大多数のノードが少ない隣人
を持ち，ごく少数のノード (こうしたノードはハブと呼ばれる)が多くの隣人を持つという特徴を持つ．なお，ス
ケールフリー・ネットワークの構造が現実世界のネットワークに見られることを述べている文献としてはたとえ
ば，[19]がある．
10より具体的には，初期ネットワークとしては，サイズが 2以上の完全ネットワーク (ネットワーク内の全ての
各ノードが他の全てのノードとの間にリンクを持つネットワーク)が想定されている．
11より厳密には，新しいノードがある次数を持つ既存ノードとの間にリンクを作る確率はその既存ノードのその
時点での次数に比例する．つまり，既存ノード iがその時点で持つ次数を ki としたとき，新しく追加されたノー
ドがそのノードとの間にリンクを作る確率 p(ki)は，p(ki) = ki=jkj となる．
12より具体的には，次数 kx と利得 (x)を持つエージェント xが次数 ky と利得 (y)を持つ隣人ｙを選んだ
とすると，このとき xが来期 y の行動を模倣する確率W (x; y)は，W (x; y) = ((y) (x))=fmaxfkx; kyg 
(P (D;C)  P (C;D))gである．ここで，P (X;Y )は，xとｙがそれぞれ行動 X と Y を選んだときに xがこの
囚人のジレンマ・ゲームから得る利得である．
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た．これまで述べたように，[21]や [29]では静的なネットワーク構造を仮定していた．しか
し，現実世界の社会ネットワークでは，人々は付き合う相手を変える (隣人選択をする)こと
でネットワーク構造が動的に変化すると考えられる (たとえば，[16])．13 14
そこで現在，ネットワーク構造が動的に変化する動的ネットワーク上での協力の進化につ
いて関心が集まっている．動的ネットワーク上での協力の進化に関する研究としてはたとえ
ば [24]がある．[24]は隣人選択に関する数理解析モデルを想定し，ネットワークのアクティ
ブ・リンキング・ダイナミクスと呼ばれる平均場方程式を提案した．また，[38]は，マルコ
フ連鎖により規定された隣人選択アルゴリズムを用いて，協力者と裏切者間のリンクが切断
されやすい (もしくは，協力者間のリンクが維持されやすい)ほど協力の進化がより強く促進
されることを解析的に示した．このように，数理解析が可能なモデルは，動的ネットワーク
上での協力の進化について理解する上で有益である．しかし，一般的に，数理解析が可能な
モデルを用いて動的ネットワーク上での協力の進化について研究できることには限界が存在
する．15それゆえ，動的ネットワーク上での協力の進化に関する様々な計算機実験研究が存
在する ([18],[30],[14])．16たとえば，動的ネットワーク上での協力の進化に関する計算機実験
研究としては，[39], [9], [33]がある．これらの研究は，各人は「囚人のジレンマ・ゲームで
Cを選ぶかDを選ぶか」という行動選択だけでなく，「自分を除く集団全体の中から限られた
人数自分が付き合う相手を選ぶ」という隣人選択も行うと想定した．そして，隣人選択は以
下の 2種類の選択からなると考え，各研究はそれぞれ，表 1.1で書かれたアルゴリズムに従っ
て各人が隣人選択を行うと想定した．
1. 切断相手選択：現在の自分の隣人の中から，リンクを切断したい相手を選ぶ．
13動的に構造が変化する現実のネットワークをモデル化する方法としては様々なやり方が考えられる．たとえ
ば，[46]がレビューしているテンポラルネットワークと呼ばれるモデルでは，「ネットワークのノード間に相互作
用があったその瞬間にだけリンクが存在している」という考え方を前提にして現実のネットワークをモデル化し
ている．しかし本研究では，その代わりに「各人は隣人選択時点での自他の行動とネットワーク構造を基に，自
分のリンクを繋げ替える」という形のモデルを用いて，「各主体はある時点での社会ネットワークの構造 (たとえ
ば，友人関係)を所与のある種の『実在』として扱って意思決定 (行動選択，隣人選択)を行っている」状況を想
定した．
14本研究では，ネットワーク構造が変化する要因として各人自身による隣人選択を挙げたが，それ以外のネッ
トワーク構造を変化させる要因としては，クラスの席替えや職場の部署移動，地震や戦争による疎開などを考え
ることができる．また本研究の対象ではないが，生物進化の文脈でのネットワーク構造が変化する要因としては，
特定の地域が地殻変動により島として他の地域から分断されるケースや，人間により意図的非意図的に行われる
特定地域への外来種の侵入 (たとえば，ブラックバスの日本国内への流入)などを考えることができる．また，動
的ネットワークにおいて，自然がある確率でランダムにリンクを切る可能性がある時，主体が意図的にリンクを
切ったのか自然に切れたのかを相手が知ることができない場合といったような状況設定では，各人は自然によっ
てリンクを切断される可能性を当然考慮して意志決定を行うはずである．そのような状況で各人が従う意思決定
メカニズムとしてはたとえば，theory of POMDP([15])などを考えることができる．
15具体的には例えば，上述したアクティブ・リンキング・ダイナミクスという数理解析モデルでは，集団全体の
挙動の平均化した値を力学系として扱うために，切断相手選択と接続相手選択 (これらについては後述する)がそ
れぞれ独立に行われる状況を想定している．そのため，本研究やいくつかの計算機実験研究が想定している「切
断相手選択の後に，その切断相手選択に対応した接続相手選択が行われる」という状況をアクティブ・リンキン
グ・ダイナミクスのような数理解析モデルで扱うことは不可能である．
16なお，動的ネットワーク上での互恵に関するレビュー論文が [25]によって与えられている．
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2. 接続相手選択：現在の自分の隣人以外の中から，新たにリンクを接続したい相手を選ぶ．
表 1.1: 計算機実験を行った 2つの先行研究で想定されていた隣人選択アルゴリズム
切断相手選択 接続相手選択
Zimmermann (2005)
[39]
D   D リンク (自分が D
を選んだときに，D を選
んだ相手を選択)
切断相手選択で切断したリンクの代わり
に，集団全体の中から一様ランダムに選
ばれた相手を選択
Fu (2007) [9] 複数回囚人のジレンマ・
ゲームを行った後に隣人選
択を行い，最も多く裏切を
選んだ相手を選択
切断相手選択で切断したリンクの代わり
に，切断した隣人の隣人の中から一様ラ
ンダムに選ばれた相手を選択
Tanimoto (2007) [33] 自分の選択に関わらず，D
を選んだ相手を選択
切断相手選択で切断したリンクの代わり
に，集団全体の中から各人が持つ隣人数
に比例した確率で選ばれた相手を選択
その結果，これらの研究ではどちらも，隣人選択を導入した動的ネットワーク上では，静
的なランダム・ネットワーク上においてよりより強く協力の進化が促進されうることが示さ
れた．しかし，これらの研究で想定された隣人選択のアルゴリズムが現実世界の人間の行動
様式に基づいて構築されたものではない．そのため，「どんな隣人選択のアルゴリズムに現実
の人間が従っているか」を調査するためには，計算機実験ではなく，被験者実験を行う必要
がある．17
動的ネットワーク上での囚人のジレンマ・ゲームに関する被験者実験研究としては，[27],
[8], [37]がある．18
これらの被験者実験では，毎期の行動選択と囚人のジレンマ・ゲーム 19の対戦の後に，そ
れぞれ，表 1.2のような隣人選択を被験者にさせるということを何期か繰り返す実験を行い，
被験者実験でも，隣人選択を導入した動的ネットワーク上では，隣人選択が導入されていな
い静的なネットワーク上においてよりも協力の進化が促進されることを示した．しかしなが
らこれらの被験者実験は，「被験者がどのように隣人を選んでいるか」よりはむしろ「隣人選
択の導入がどのように協力の進化を促進しているか」に焦点を合わせており，これらの被験
者実験の結果から被験者の隣人選択の様式はわからない．そのため，現実の人間が従う隣人
選択の様式を調査するには，隣人選択の様式の調査を目的とした被験者実験を行う必要があ
る．また被験者実験をする上で，もう 1つ問題がある．それは集団の規模の問題である．適
17現実の人間が従う隣人選択アルゴリズムを調べるもう 1つの方法として質問紙調査があるが，過去の研究に
より，質問紙調査で自己報告により得られる「人々が自覚している自身の心的態度 (人々の自分の行動に対する予
想)」と「人々が実際に取っている行動」が一般には一致しないことがわかっている (たとえば，[44] )．そのた
め本研究では質問紙調査ではなく，被験者実験を用いた．
18なお，静的ネットワーク上での囚人のジレンマ・ゲームに関する被験者実験研究として，[6],[35],[12]がある．
これらの研究では，静的ネットワーク上での被験者の行動選択の様式が明らかになっている．
19なお，これらの実験すべてで，囚人のジレンマの利得表には負の値が含まれていた．詳細は各研究の論文を
参照していただきたい．
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表 1.2: 被験者実験研究での隣人選択の構造・設定
切断相手選択 接続相手選択
Rand (2011) [27]
1. 毎期，集団全体から一定割合，ペアをランダムに選択．
2. 1.で選択したペアの一方 (人)を，ランダムに選択．
3. 1.で選択したペアの間にリンクがあるかを確認し，以下を行う．
3-a.ペアの間にリンクがある場合:
2.で選択した人に「ペア相手との
間でリンク切断するか」を質問．
3-b.ペアの間にリンクがない場合:
2.で選択した人に「ペア相手との
間でリンク接続するか」を質問．
Fehl (2011) [8]
1.皆に「各隣人との其々のリンクを
切断したいか」リンク毎に全て質問．
2.リンクのどちらか一方でも切断を
望むなら，そのリンクを切断．
今期リンクを切断した人同士の間で
ランダム・マッチングさせる．被験者
自体は選択をしない．
Wang (2012) [37]
相手選択の申請フェーズ (45秒)と承諾フェーズ (30秒)の 2つから成る．
・申請フェーズ： rラウンドに 1回，行動選択の後，各人は， (隣人からの)接続
相手選択と (非隣人からの)切断相手選択をした相手の総数が合計 k以下と
なるように，切断&接続相手選択を行う．切断相手選択は承諾不要だが，
接続相手選択は承諾必要．
・承諾フェーズ：自分に来た接続相手選択の申請を承諾するか決定．
切な統制がなされた被験者実験は実験室で行われるが，そのために，適切な統制がなされた
被験者実験では実験室の規模上，ネットワークの規模 (ネットワーク構成員の総数)を最大で
も 50名程度にせざるをえない．20しかし現実の社会集団・複雑ネットワークは大規模である．
21そのため，現実の大規模集団の振舞を調査することは，小規模集団を扱った被験者実験だ
けでは出来ない．そのため，現実の大規模集団の振舞を調査するためには，小規模集団を扱っ
た被験者実験だけでなく，大規模集団を想定した計算機実験を行う必要がある．22
これまで述べてきたことをまとめると，動的ネットワーク上の囚人のジレンマ・ゲームに
20なお，[27], [37]では，オンラインシステムを用いて被験者実験を行っているが，それでも 1セッションあた
りの集団サイズ (ネットワークサイズ)は小さい．
21たとえば，[19]はいくつかの社会ネットワークについての先行研究を調べ，各社会ネットワークのネットワー
クサイズを表にまとめているが，そのサイズは 570から 47000000であった．また，こうして調査された社会ネッ
トワークの構造は，特定の集団内でのネットワーク構造 (たとえば，ある一つの学校内での友人関係)のみを取り
出して描いたものであるケースも多く，そうしたケースでは当然，調査対象となった集団・社会ネットワークの
内部と外部の間にも何らかのネットワーク構造 (たとえば，調査対象となった学校のある学生が持つ他の学校の友
人関係)が存在していた可能性が高い．このことから実際には，現実世界の社会ネットワークのサイズは，これら
の調査で得られたネットワークサイズより更に大きいものだと推測することができる．しかしまた一方で，サイ
ズ無限の集団を考えた場合には別の問題も生じうる．たとえばサイズ無限の集団では裏切者を避け続けても新た
に出会う相手は無数にいるが，有限なサイズの集団ではいつか接続できる相手がいなくなってしまう．後者の状
況にある意味類似した状況を想定した被験者実験の例としては，たとえば，[47]がある．
22実際たとえば，[29]では，100名オーダー以上の集団規模では常に協力の進化が促進されていたが，集団規
模がそれ以下になると常に協力の進化が促進されるとは限らなかった．そのため，現実世界でネットワークサイ
ズの大規模性により協力の進化が促進されていた場合，たとえ計算機実験においてネットワークサイズ以外の現
実に見られる特徴が適切にモデル化されていたとしても，現実に近い一定以上の集団サイズを想定することなし
には計算機実験の結果は現実と同様の結果を示すとは限らない．
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関する数理解析が可能なモデルを用いた理論研究，計算機実験，被験者実験それぞれについ
て以下のことが言える．
まず数理解析が可能なモデルを用いた理論研究は，アクティブ・リンキング・ダイナミクス
のようなモデルにより，厳密で確実な解を解析的に求めることが出来る点で有用である．し
かし，一般的に，数理解析が可能なモデルを用いて動的ネットワーク上での協力の進化につ
いて研究できることには限界が存在する．そのため，数理解析を行う事が難しい理論的問題
に関しては，計算機実験を用いて調査する必要がある．
また計算機実験は，数理解析を用いた理論研究では難しい仮定をおいた場合においても「大
規模集団において動的ネットワークが協力の進化が促進しうるか」を調査することを可能に
する．しかし当然ながら，計算機実験を行うことで現実世界の人間の行動様式を調査するこ
とは不可能である．そのため，「どんな隣人選択のアルゴリズムに現実の人間が従っているか」
を調査するためには，計算機実験ではなく，被験者実験を行う必要がある．
一方，動的ネットワーク上の囚人のジレンマ・ゲームに関する被験者実験は，現実の人間
が従う隣人選択の様式を調査することを可能にする．しかし，適切な統制をするためには被
験者実験は実験室で行われる必要がある．そのため，適切な統制がなされた被験者実験では
実験室の規模上，ネットワークの規模 (ネットワーク構成員の総数)を最大でも 50名程度にせ
ざるをえない．だが現実の社会集団・複雑ネットワークは大規模である．そのため，現実の
大規模集団の振舞を調査するためには，小規模集団を扱った被験者実験だけでなく，大規模
集団を想定した計算機実験を行う必要がある．
そこで，本研究では，被験者実験と計算機実験・理論研究を組み合わせることで以下を目
指す．まず次の 2章では，隣人選択に焦点を合わせ，「どんな隣人選択のアルゴリズムに現実
の人間が従っているか」と「現実の人間が従う隣人選択アルゴリズムは，過去の計算機実験
研究で想定されていたアルゴリズム (表 1.1)に類似しているのか」を被験者実験によって明ら
かにする．そして，続く 3章では，2章での被験者実験の設定と被験者実験の結果から得られ
た隣人選択アルゴリズムを基に，エージェントモデルを構築し，構築したモデルを用いて大
規模エージェント集団に関する計算機実験と理論研究を行うことで，「現実の人間の隣人選択
の様式を基にした動的ネットワーク上では，静的なランダム・ネットワーク上よりも協力の
進化が促進されるか？」を明らかにする．
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第2章 動的ネットワーク上での囚人のジレンマ
における対戦相手の選択　-被験者実験
によるアプローチ
前章で述べたように，本研究の目的は，被験者実験と計算機実験・理論研究の手法を組み
合わせることで，「現実の人間の隣人選択の様式を基にした動的ネットワーク上では，静的な
ランダム・ネットワーク上よりも協力の進化が促進されるか？」を明らかにすることである．
本章では，隣人選択に焦点を合わせ，「どんな隣人選択のアルゴリズムに現実の人間が従って
いるか」と「現実の人間が従う隣人選択アルゴリズムは，過去の計算機実験研究で想定され
ていたアルゴリズム (表 1.1)に類似しているのか」を明らかにするために，動的ネットワーク
上での囚人のジレンマ・ゲームに関する被験者実験を行った．得られた結果は以下のとおり
である．
1. 直前で自分が協力したときに裏切を選んでいた相手を最も高い頻度で選び，その相手と
のリンクを切断する．
2. 隣人が多い人を少ない人より高い頻度で選択し，その相手にリンクを接続する．
2.1 序論
協力の進化の問題は，生物学，経済学の 2分野を主とした様々な分野で，囚人のジレンマ・
ゲーム (Prisoner’s Dilemma game： PD)を用いて議論されている．1 囚人のジレンマ・ゲーム
とは，2者間で行われるゲームの 1種であり，社会的利益 (2者の利益の総和)を最大化する行
動 (協力：C)と個人利益を最大化する行動 (裏切：D)が対立する状況をモデル化したもので
ある．囚人のジレンマ・ゲームでは，Cが「自分が損をして他者に利益を与える行動」となる
形で定義されている．そのため，各個人の自己利益の最大化が社会的利益の減少を導き，そ
の結果，全員が損をする．
この協力の進化の問題を解決するメカニズムとして，本研究では，ネットワーク互恵と呼
ばれるメカニズムに焦点を当てる．[20]ネットワーク互恵ではプレイヤー集団のネットワー
クを考え，リンクがある 2者間 (隣人間)でのみ囚人のジレンマ・ゲームが行われると想定す
る．ネットワーク化された集団では一定の頻度で，協力者のクラスター:協力者同士が互いに
1ここで，協力の進化は，社会集団内の協力行動の発生・普及・定着として定義される．
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隣人である集団が形成される．こうして形成されたクラスターは協力者の利得を向上させる
ため，ネットワーク化された集団では well-mixedな集団においてより協力の進化がより強く
促進される可能性がある．これがネットワーク互恵のメカニズムである．
これまでネットワーク互恵に関する研究では，様々な構造のネットワーク上での互恵に関し
て研究が行われているが，その中でも，現実社会に見られるスケールフリー構造 2を持つネッ
トワーク上での互恵について研究した [29]は重要な研究である．[29]は [4]に従い Barabasi-
Albert モデルというアルゴリズムを用いてスケールフリー・ネットワーク構造を持ったネッ
トワークを生成し，その上でエージェントが繰り返し疑似囚人のジレンマ・ゲームを行わせ
る計算機実験を行った．そしてその結果，次数が大きいノード (ハブ)が協力者になることで
そのハブを通してCの行動が模倣され，協力の進化がwell-mixedな集団や一次元格子ネット
ワーク上より促進されうるということが明らかになった．
ネットワーク互恵に関する多くの研究では，[29]のように，静的なネットワーク構造を仮
定することが多い．一方，近年，ネットワーク構造が動的に変化する動的ネットワークが注
目を集めている．動的ネットワークに関する研究では，「現実の人間が自分が付き合う相手を
変えることで，ネットワーク構造が動的に変化する」と考えている．動的ネットワーク上で
の囚人のジレンマ・ゲームでは，各人は「囚人のジレンマ・ゲームでCを選ぶかDを選ぶか」
という行動選択だけでなく，「自分を除く集団全体の中から限られた人数自分が付き合う相手
を選ぶ」という隣人選択も行う．隣人選択は以下の 2種類の選択からなる．
1. 切断相手選択：現在の自分の隣人の中から，リンクを切断したい相手を選ぶ．
2. 接続相手選択：現在の自分の隣人以外の中から，新たにリンクを接続したい相手を選ぶ．
動的ネットワーク上での囚人のジレンマ・ゲームに関する研究としてはたとえば，計算機実
験を行った [39][33]がある．これら 2つの研究ではそれぞれ，表 2.1で書かれたアルゴリズム
に従い各人は隣人選択を行うと想定した．その結果，これらの研究ではどちらも，隣人選択
表 2.1: 計算機実験を行った 2つの先行研究で想定されていた隣人選択アルゴリズム
切断相手選択 接続相手選択
Zimmermann (2005)
[39]
D   D リンク (自分が D
を選んだときに，D を選
んだ相手を選択)
切断相手選択で切断したリンクの代わり
に，集団全体の中から一様ランダムに選
ばれた相手を選択
Tanimoto (2007) [33] 自分の選択に関わらず，D
を選んだ相手を選択
切断相手選択で切断したリンクの代わり
に，集団全体の中から各人が持つ隣人数
に比例した確率で選ばれた相手を選択
を導入した動的ネットワーク上では，静的なランダム・ネットワーク上よりも協力の進化が
2スケールフリー構造とは，ネットワーク上の各ノードが持つ隣人の総数 (次数)の分布がベキ乗則に従う構造
を持つということである．
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促進されうることが示された．しかし，これらの研究で想定された隣人選択のアルゴリズム
が現実世界の人間の行動様式に基づいて構築されたものではない．
そこで本章では，隣人選択に着目した動的ネットワーク上の囚人のジレンマ・ゲームに関す
る被験者実験を行い，「どんな隣人選択のアルゴリズムに現実の人間が従っているか」と「現
実の人間が従う隣人選択アルゴリズムは，過去の計算機実験研究で想定されていたアルゴリ
ズム (表 2.1)に類似しているのか」を調査することを目的とする．3
2.2 研究方法
本実験は，筑波大学の経済実験室 (筑波大学第 3エリア 3C棟 3C306室)で，実験室の計算
機ネットワークと本実験用に Java言語で自作したクライエント・サーバープログラムを用い
て行われた．本実験の各セッションは，同一の条件で，表 2.2に書かれた日程と男女内訳の人
数で合計 8セッション行われた．1セッション辺りの被験者数は 18名で，全員筑波大学の学
生であった．また，各被験者は本実験に 1セッションだけ参加し，実験前に付録 Cのインス
トラクションによって説明を受けた後，実験に参加した．
表 2.2: 本実験の 8セッションの実施日程と男女人数の内訳
セッション番号 日程 男女人数の内訳
1 2010/11/23 13：5
2 2011/6/18 11：7
3 2011/6/18 10：8
4 2011/6/18 13：5
5 2012/9/18 9：9
6 2012/9/18 11：7
7 2012/9/19 13：5
8 2012/9/19 10：8
本実験では，被験者に実験中より多くの得点を獲得する経済的インセンティブを与えるた
めに，実験中に得られた得点によって謝金額を変えた．具体的には，被験者が実験中に得ら
れた得点によって順位をつけ順位によって謝金額を変えた．4また本実験では，被験者によっ
3現実の人間が従う隣人選択アルゴリズムを調べるもう 1つの方法として質問紙調査があるが，過去の研究に
より，質問紙調査で自己報告により得られる「人々が自覚している自身の心的態度 (人々の自分の行動に対する予
想)」と「人々が実際に取っている行動」が一般には一致しないことがわかっている (たとえば，[44] )．そのた
め本研究では質問紙調査ではなく，被験者実験を用いた．
4なお，この報酬の支払い制度は，トーナメント型報酬制度と呼ばれるものであり，多くの経済実験で用いら
れる価値誘発理論 ([31])に従った報酬の支払い制度ではない．価値誘発理論に従うならば，実験中に獲得した得
点の順位によってではなく，得点それ自体によって謝金額を変えるべきである．順位によって謝金額を変えると，
実験中の得点と順位の間に一対一対応が成立せず，価値誘発理論における感応性の条件を満たさないからである．
しかし，本研究では，被験者によって実験中で与えられている条件が被験者に外生的に与えられるパラメータの
値 Pi により異なっていた．このような状況で得点それ自体によって謝金額を変えた場合，被験者の謝金額は被
11
て実験中で与えられている条件が被験者に外生的に与えられるパラメータの値 (この値 Piに
ついては後述する．)により異なっていたため，被験者間の公平さの維持にも考慮し，同一条
件の人同士を比較出来るように被験者をそのパラメータの値毎に別々にグループ化し，その
各グループ内での順位で謝金額を決定するようにした．各被験者の順位は，1セッションの全
期間に得た総得点と与えられた実験条件のみによって決定された．具体的には，1セッション
で得る最小，平均，最大の報酬はそれぞれ，2000円，2350円，2700円であった．また，被験
者への謝金の支払いは後日，大学により各被験者の銀行口座への振込という形で行われた．
2.2.1 行動選択の統制
通常の動的ネットワーク上での囚人のジレンマ・ゲームでは各人は隣人選択と行動選択 (C，
もしくはD) の両方をすることができる．しかしながら本研究では，隣人選択の調査に焦点
を合わせるため，行動選択を，各被験者の代わりにコンピュータにより行わせた．より具体
的には，我々は，各セッションの開始時各被験者 iに外生的にパラメータ Piを与え，この Pi
によりコンピュータに毎期の被験者 iの行動をランダムに選ばせた．5ここで，Piは，毎期被
験者 iのコンピュータが iの現在の全ての隣人に対して C を選ぶ確率 (言い換えれば，1  Pi
は iの現在の全ての隣人に対してDを選ぶ確率)であり，「セッションを通じて固定した定数」
である．また，Piの値の情報は被験者 iにしか観察できない私的情報である．6
2.2.2 リンクの種類
本研究では，以下の 3種類のリンクを想定した．
1. 能動リンク：自分の側から相手を選びリンクを接続したリンク．各人にとっての能動リ
ンクの総数は一定である．
2. 受動リンク：自分からではなく，相手の側から自分に接続されたリンク．各人にとって
の受動リンクの総数は能動リンクと異なり，制限はない．
3. 双方向リンク：能動リンクと受動リンクの両方から成るリンク．
なお，本実験の設定においては，被験者は，受動リンクとそれ以外の 2リンクの違いにつ
いては区別出来るが，能動リンクと双方向リンクの区別は出来ないものとした．
験者自身の選択の結果だけでなく外生的に与えられるパラメータの値によっても変化することになる．その結果，
被験者の不公平感を増すことにつながり，こうした不公平感は，価値誘発理論における優越性の条件を満たさな
い可能性が高い．そこで，本研究では，被験者間の公平さの維持にも考慮し，得点それ自体によってではなく，順
位によって謝金額を変える報酬制度を選択した．
5本研究で行った行動選択の統制は明らかに非現実的である．自分の行動を自分で選択することが常にできず，
確率とパラメータのみによって決まってしまうことなど通常はありえないからである．しかし，本研究では隣人
選択の様式単体の調査に焦点を合わせるためにあえて行動選択を Pi の値により統制した．そのため，将来的に
は，行動選択を統制せずに被験者自身が自分で選んだケースや，進化的ダイナミクスにしたがって行動が選択さ
れる状況でも被験者に隣人選択を行わせ，それらの状況での実験結果と今回得られた結果を比較することで，行
動選択の隣人選択への影響を調査する必要があると思われる．
6なお，Pi の分布に関する情報は被験者には一切与えなかった．
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2.2.3 1セッションのゲームの流れ
1セッションのゲームの流れの概要は以下の通りである．ゲームの各期は以下の 3stepから
なる．
Step 1. 行動選択：各被験者は自身のネットワーク上の隣人全員と囚人のジレンマ・ゲームを行
う．しかし，その行動は，C とDからコンピュータによりランダムに選ばれる．
Step 2. 得点の計算：各期の各被験者の得点は，その期のネットワーク上の隣人全員との囚人
のジレンマ・ゲームで得た得点の総和として計算される．
Step 3. 隣人選択：
Substep 3-1. 切断相手選択：各被験者は現在の自分の隣人の中から，リンクを切断したい相手
を選ぶ．
Substep 3-2. 接続相手選択：各被験者は現在の自分の隣人以外の中から，新たにリンクを接続
したい相手を選ぶ．
　各セッションで，上記の 3stepを 1期として，最低でも 20期を繰り返した．そして，20
期経った後，各期のおわりに確率 1/4でゲームを終了した．
　以下では，1セッションの基本的なゲームの流れについて，各 stepのより詳細を述べる．
　まず，セッション開始時，18人の被験者がネットワークに参加した．そして，各人は，ラ
ンダムに割り当てた隣人 4名それぞれに対する双方向リンク 4リンクを割り当てられた．続
いて，各被験者 iにはランダムにパラメータ Piが割り当てられた．なお，各被験者 iの Piの
値は以下のようにして決定された．
 18人中，6人の被験者に Piとして 0.25が割り当てられた．
 18人中，6人の被験者に Piとして 0.50が割り当てられた．
 18人中，6人の被験者に Piとして 0.75が割り当てられた．
Step 1. 行動選択 各被験者 iは自身のネットワーク上の隣人全員と囚人のジレンマ・ゲーム
を行う．しかし，その行動は，以下からコンピュータによりランダムに選ばれる．
 確率 Piで，自身の隣人全員に行動 Cを取る．
 確率 1  Piで，自身の隣人全員に行動 Dを取る．
Step 2. 得点の計算 各期の各被験者の得点は，その期のネットワーク上の隣人全員との囚人
のジレンマ・ゲームで得た得点の総和として計算される．なお，囚人のジレンマ・ゲームで
は以下の利得表 (表 2.3)を使用した．そのため，各被験者が囚人のジレンマ・ゲームにより得
る利得は常に非負である．
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Step 3. 隣人選択 各被験者は自身の隣人を選択する．隣人選択は以下の 2つの Substepから
なる (図 2.1)．
Substep 3-1. 切断相手選択 各被験者 iは現在の自分の隣人の中から，リンクを切断したい相
手を選ぶ．この substepでは，各被験者のコンピュータ・クライエント・インターフェースに
被験者の情報が示される (表 1)．また，各被験者は情報をメモすることが許されている．そ
のため，各被験者は切断相手を選択する際，クライアント・インターフェースに示された情
報に加えて，メモした情報も使用出来る．また，切断相手として選択できる隣人の総数には
制限はない．そのため，各被験者は自身の全てのリンクを切断することも出来るし，また逆
にリンクを 1つも切断しないことも出来る．なお，切断を要求された側は要求を拒否するこ
とは出来ない．
Substep 3-2. 接続相手選択 各被験者は現在の自分の隣人以外の中から，新たにリンクを接
続したい相手を選ぶ．この substepでも，各被験者のコンピュータ・クライエント・インター
フェースに被験者の情報が示される (表 1)．また，同じく切断相手選択と同様，各被験者は
情報をメモすることも許されているし，接続を要求された側は要求を拒否することは出来な
い．しかし，接続相手選択をすることができる人数には制限があり，直前の切断相手選択で
自身が切断した能動リンクの総数と同じ数の接続相手を選ばなければならない．
各セッションで，上記の 3stepを 1期として，最低でも 20期を繰り返した．そして，20期
経った後，各期のおわりに確率 1/4でゲームを終了した．なお，被験者には「最低でも 20期
繰り返す」ということだけを伝え，各セッションで繰り返す総期数や各期にセッションが終
了する確率については教えなかった．これは，被験者がその情報を用いて逆向き推論をする
ことを防ぐためである．
2.2.4 セッションの説明
セッションの開始時に，我々は被験者に本実験の設定を以下の観点から説明した．
 このゲームの報酬構造
 ゲームの概要
表 2.3: 実験で使用された利得表
i , j C D
C 3 , 3 0 , 4
D 4 , 0 1 , 1
i; j はそれぞれ，行と列のプレイヤーである．
たとえば，もし iと j がそれぞれ C と D を選んだ
場合，iと j はそれぞれ 0と 4の利得を得る．
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図 2.1: 隣人選択の流れ
一番左の図で，図中心の真ん中の赤い丸の人は，左下の菱型の人とは能動リンクで繋がっている．一方，右下の
逆三角の人とは受動リンクでつながっている．ここで真ん中の人がこの２つのリンクを切断したとする．すると，
その結果として，この 2つのリンクが切れて，ネットワーク構造が真ん中の図のようになる．これが切断相手選
択である．切断相手選択の次は接続相手選択である．接続相手選択で選ぶことができる人数は切断相手選択で切
断した自身の能動リンクの数である．真ん中の赤い丸の人は，先ほどの切断相手選択で，菱型の人との間のリン
クと逆三角の人との間のリンクの 2つのリンクを切断していた．しかし，能動リンクでつながっていたのは，菱
型の人だけである．そのため，真ん中の赤い丸の人が接続相手選択で選べるのは 1人だけである．そこで，彼は，
新たに接続する相手として，左上の五角形の人を選んだとする．すると，その結果として，真ん中の赤い丸の人
から五角形の人への能動リンクが接続され，右の図のようになる．これが接続相手選択である．
表 2.4: コンピュータ・クライアント・インターフェースから被験者が観察できる情報
本人 隣人 隣人以外
被験者 ID X X X
現在の隣人の数 X X X
現 在 の 行 動
(C もしくは，D)
X X –
現在の得点 X X –
Cを選ぶ確率 X – –
能動リンクもしく
は双方向リンクで
接続されている隣
人の被験者 ID
X – –
このテーブルは，コンピュータ・クライアント・インターフェースから被験者が観察できる情報を示している；
最初の行は，ある被験者がその情報を観察できる 3種類の被験者のタイプを示している：本人，本人の隣人，隣
人以外．1番左の列は，被験者が観察可能な 6種類の情報を示している：被験者 ID，現在の隣人の数，現在の行
動 (C もしくは，D)，現在の得点，C を選ぶ確率 (表 2.2.1節を参照)，能動リンクもしくは双方向リンクで接続
されている隣人の被験者 ID．たとえば，このテーブルの『被験者 ID』の行と『隣人以外』の列の交わる項目に
はチェックマークがついている．そのため，このことから，被験者は自分の隣人以外の被験者 IDを観察可能であ
ることがわかる．
 ゲームの流れ
 このゲームで使用されるコンピュータ・インターフェース
 ゲーム前の質問紙調査
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なお，ゲーム後にも質問紙調査を行ったが，その詳細については次節で説明する．
2.2.5 質問紙調査
各セッションの最後に質問紙を渡し，たとえば，以下のような自由回答方式の質問を行っ
た．7
 ゲームの途中でプレイの仕方を変更しましたか？　もし変更したとしたらそれはどんな
理由で，どんな風に変更しましたか？
2.3 結果
我々は全セッションの 1期から 20期までのデータを用いて実験結果を分析した．20期より
後のデータを分析しなかったのは，セッションによって期数が異なるが全てのセッションで
最低 20期はゲームを繰り返していたからである．
我々が得た主な結果は以下の通りである．
1. 直前で自分が協力したときに裏切を選んでいた相手を最も高い頻度で選び，その相手と
のリンクを切断する．
2. 隣人が多い人を少ない人より高い頻度で選択し，その相手にリンクを接続する．
2.3.1 行動選択に基づく切断相手の選択
最初にどんなリンクが切断される傾向があるかを調べた．ここで各被験者が切断相手選択
のときに持つ能動リンクの総数は 4だった．また，1セッションでの自身を除く他の被験者の
総数は 17だった．そして，非能動リンクを含めた各被験者が持つことができる総リンク数は
4から 17であった．加えて，1セッションに参加した被験者の数は 18人であり，分析に用い
たデータは 8セッション 20期分であった．以降では，切断相手選択時に被験者が持つすべて
のリンクを『切断候補のリンク』と呼ぶことにする．すると，分析に用いることができる『切
断候補のリンク』の総数は，4 18 20 8 = 11; 520から 17 18 20 8 = 48; 960の範
囲の値となる．実際，本実験で分析に用いられた『切断候補のリンク』の総数は 20550であ
り，そのうち，9030が受動リンク，残り 11520が非受動リンク (能動リンク，もしくは双方向
リンク)であった．
続いて，ある被験者が行動X を選びその被験者の隣人の 1人が行動 Y を選んだときにそ
の被験者がその隣人とのリンクを切断する (X;Y = CorD)頻度を Prob[X   Y ]として，受
動リンクと非受動リンクのそれぞれに対して，Prob[X   Y ]を計算した．非受動リンクの分
7なお，質問紙調査は実験の前後両方で行った．その具体的な質問紙の内容の詳細については，付録 Dを参照
していただきたい．
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析において我々は能動リンクと双方向リンクを区別しなかった．なぜなら本実験の設定では，
被験者は能動リンクと双方向リンクの区別ができなかったからである．8
図 2.2は，受動リンクと非受動リンクのそれぞれにおいて，Prob[C   C] < Prob[D   C],
Prob[D   C] < Prob[D  D], Prob[D  D] < Prob[C  D]が成り立っていることを示して
いる．但し，受動リンクと非受動リンクのそれぞれにおいて，Prob[D   C]と Prob[D  D]
の差と Prob[D D]と Prob[C  D]の差は有意であったが，Prob[C  C]と Prob[D C]の
差は有意ではなかった ( = 0:01でのライアンの方法)．9
図 2.2: 行動選択に基づく切断相手の選択
横軸はリンクの種類である．ここで，X   Y リンクとは，そのリンク上で，対象となる被験者が行動 Xを取り，
その隣人が行動 Yを取っているリンクのことである (X;Y = C orD)．縦軸のは，X   Y リンクが切断される頻
度であり，青と赤はそれぞれ，受動リンクと能動リンクでの切断頻度を示している．
なお，動的ネットワーク上の囚人のジレンマ・ゲームに関する過去の被験者実験研究での
隣人選択のアルゴリズムでは，[39]と [33]はそれぞれ，Prob[D D] > Prob[C  D] = 0と
Prob[D D] = Prob[C D]を想定していたが，我々の結果は，Prob[C D] > Prob[D D] > 0
を示している．
8なお，本研究では，受動リンクと非受動リンクの切断頻度の違いについても調査を行った．その結果の詳細
については，付録 Gを参照していただきたい．
9なお，ライアンの方法を行う前の前処理として，受動リンクと非受動リンクそれぞれについて自由度 3のピア
ソンの 2 乗検定を行ったところ，それぞれの結果は 2 = 499:768994; 1469:741833となり，どちらも  = 0:01
で有意であった．また， = 0:01でのライアンの方法での C Dと C C，C DとD C，D Dと C C，
D DとD C，D C と C C のRDはそれぞれ，受動リンクで 0.03633, 0.03428, 0.03940, 0.03591, 0.03909，
また非受動リンクで 0.03616, 0.03284, 0.03648, 0.03223, 0.03874であった．
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2.3.2 接続相手選択における傾向性
切断相手選択の後，各被験者は新たにリンクを切断したい相手 (その人の新しい隣人)を自
身の現在の隣人以外の中から選んだ．我々はどんな種類の被験者が新しい隣人として選ばれ
たかを調査した．以降，現在の隣人以外の相手 (接続相手選択をする被験者が接続相手として
選択できる相手)を接続相手選択の『候補者』と呼ぶ．接続相手選択をする被験者自身を除い
た 1セッション辺りの隣人の数は 17名なので，ある被験者の接続相手選択の『候補者』は 0
名から 17名であった．また，加えて，1セッションに参加した被験者の数は 18人であり，分
析に用いたデータは 8セッション 20期分であった．すると，分析に用いることができる『候
補者』の総数は，18 0 20 8 = 0から 18 17 20 8 = 48; 960の範囲の値となる．実
際，本実験で分析に用いられた『候補者』の総数は 31,988名であった．
「被験者が接続相手選択で隣人が多い候補者を選ぶ傾向があるか」を調べるために，我々は
全候補者を 31,988名を 2群に分類し，両者を比較した．一方は隣人が多い群であり，もう一
方は隣人が少ない群である．分析では，各候補者は，自身の隣人の数が全候補者の隣人の数の
中央値より高ければ隣人が多い群に分類され，そうでなければ隣人が少ない群に分類された．
隣人が多い群と隣人が少ない群の候補者が接続される頻度はそれぞれ 0.178299と 0.136033
であり，隣人が多い群の候補者が接続される頻度は少ない群の候補者が接続される頻度より
も高かった．また，この差は  = 0:01で有意であった (自由度 1のピアソンの 2 乗検定で
2 = 108:130041)．10
また，質問紙調査もこの結果を指示していた．質問紙内の「ゲームの途中でプレイの仕方
を変更しましたか？　もし変更したとしたらそれはどんな理由で，どんな風に変更しました
か？」という自由回答方式の質問に対して，たとえば，ある被験者は「セッションの最中に
隣人が多い人にリンクを繋げた方がそうでない人に繋げるよりよかったということに気が付
いた」と述べていた．
2.4 考察
上で述べたように，我々は以下の 2つの主な結果を得た．
1. 直前で自分が協力したときに裏切を選んでいた相手を最も高い頻度で選び，その相手と
のリンクを切断する．
2. 隣人が多い人を少ない人より高い頻度で選択し，その相手にリンクを接続する．
10なお，隣人が多い群と少ない群のどちらの群に接続相手選択を行う被験者が属しているかで条件づけて同様のこ
とを調査してみたところ，どちらの条件においても，「被験者が接続相手選択で隣人が多い候補者を選ぶ傾向がある」
という同様の結果が自由度 1のピアソンの 2乗検定により  = 0:01の有意差がある形で示された (接続相手選択を
行う被験者の隣人の数が隣人の数の中央値より少ない条件と多い条件のそれぞれで，2 = 58:143680; 62:266212)．
この結果は自分の隣人が多い人も少ない人も，隣人が多い人を新しい隣人として選ぶ傾向があることを意味して
いる．
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第 1の結果で特定された行動傾向は，直前で自分が協力したときに裏切を選んでいた相手
を最も高い頻度で選択するということである．この傾向は上で挙げた過去の 2つの研究のう
ち，[33]の切断相手選択アルゴリズムに関する想定である「自分の選択に関わらず，Dを選
んだ相手を選択する」に最もよく似ている (表 2.5)．この意味で，我々の第 1の結果は，[33]
の切断相手選択アルゴリズムの想定が動的ネットワーク上の囚人のジレンマ・ゲームでの人間
行動の理論的モデルを構成する上で妥当であることを示している．しかしながら，この [33]
の想定と我々の第 1の結果には違いがある．[33]は Prob[D D] = Prob[C  D]と想定した
が，我々の第 1の結果は，Prob[C  D] > Prob[D  D]ということを示している．
表 2.5: 切断相手選択に関しての先行研究で想定されたアルゴリズムと本実験の結果
文献 想定されたアルゴリズム 実験結果 1
Zimmermann (2005)
[39]
D Dリンク
(共にDを選択) –
Tanimoto (2007) [33] Dを選んだ相手を選択 and
Prob[D  D] = Prob[C  D] XX
2つの先行研究のうち，我々の第 1の結果で観察された行動傾向である「直前で自分が協力したときに裏切を選
んでいた相手を最も高い頻度で選択」は [33]の切断相手選択アルゴリズムに最も似ていた．
第 2の結果で特定された行動傾向は，接続相手として隣人が多い人を選択するということ
である．この傾向は上で挙げた過去の 2つの研究のうち，[33]の接続相手選択アルゴリズム
に関する想定である「集団全体の中から各人が持つ隣人数に比例した確率で選ばれた相手を
選択する」に最もよく似ている (表 2.6)． 11
また，理論的な観点からは，この傾向性は，スケールフリー・ネットワークを構成するネッ
トワーク生成アルゴリズムである [4]の Barabasi-Albertモデルの優先的選択という性質に関
連していると思われる．そのため，この傾向性は，[29]で示された「スケールフリー・ネット
ワーク上では，一次元格子ネットワーク上においてより協力の進化が促進されやすい」とい
う結果にも関連しうると考えられる．
11結果で述べた通り,本実験で明らかになった被験者の接続相手選択の傾向性は「全体の集団 (接続相手選択の
候補)を隣人の数が多い集団と少ない集団に各人の隣人の数の中央値で分けると,隣人が多い集団に属する人の方
が,少ない集団に属する人より隣人選択で選ばれる頻度が高い」というものである．これは正確に考えると [33]が
想定した「集団全体の中から各人が持つ隣人数に比例した確率で選ばれた相手を選択する」というアルゴリズム
(優先的選択)とは異なる．しかし「優先的選択に従って被験者が接続相手を選択しているか」を明らかにするに
は，その調査をすることだけに焦点をより絞った実験構造を計画する必要があると思われる．なぜなら「接続頻
度が隣人の数に比例している」という結果を示すためには，本実験で想定した状況を更に改良し，接続相手選択
時のそれ以外の意思決定要因を排除し単純化した形の意思決定状況を想定した実験計画を構築する必要があると
考えられるからである．なお，そのような単純化された意志決定状況の具体案としては，N 本腕バンディット問
題 ([42])を挙げることができる．
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表 2.6: 接続相手選択に関しての先行研究で想定されたアルゴリズムと本実験の結果
想定されたアルゴリズム 実験結果 2
Zimmermann (2005)
[39]
集団全体の中から一様ランダムに選ばれ
た相手を選択 –
Tanimoto (2007) [33] 集団全体の中から各人が持つ隣人数に比
例した確率で選ばれた相手を選択 XX
2つの先行研究のうち，我々の第 2の結果で観察された行動傾向である「接続相手として隣人が多い人を選択す
る」は [33]の切断相手選択アルゴリズムに最も似ている．
2.5 結論
近年，動的ネットワーク上での互恵に関する研究が行われている．その研究の多くは計算
機実験研究であるが，それらの計算機実験研究で用いられるエージェントモデルは，現実世
界の人間の行動の様式に基づいたものではない．そこで我々は，隣人選択に着目した動的ネッ
トワーク上の囚人のジレンマ・ゲームに関する被験者実験を行い，「どんな隣人選択のアルゴ
リズムに現実の人間が従っているか」を調査した．得られた結果は以下のとおりである．
1. 直前で自分が協力したときに裏切を選んでいた相手を最も高い頻度で選び，その相手と
のリンクを切断する．
2. 隣人が多い人を少ない人より高い頻度で選択し，その相手にリンクを接続する．
20
第3章 現実の人間の隣人選択の様式を基にした
動的ネットワーク上での協力の進化
既に述べたように，本研究の目的は，被験者実験と計算機実験・理論研究の手法を組み合
わせることで，「現実の人間の隣人選択の様式を基にした動的ネットワーク上では，静的なラ
ンダム・ネットワーク上よりも協力の進化が促進されるか？」を明らかにすることである．本
章では，大規模集団上での現実の人間の隣人選択の様式を基にした動的ネットワークによる
協力の進化への影響を調べるために，前章で得られた結果を基にしたモデルを用いて計算機
実験を行った．得られた結果は以下の通りである．
1. 大規模集団上の動的ネットワークにおいて接続相手選択として一様ランダム選択を用
いた場合，切断相手選択の様式が異なる 2種類の動的ネットワークと静的なランダム・
ネットワークが協力の進化を促進する度合いの順番は以下の通りである．
1-1. ほとんどのケース (出次数K がK = 1，かつ，裏切者が協力者から得る利得 tが
t = 1:8のケース以外)で，切断相手選択としてC Dリンク切断を用いた動的ネッ
トワークとD  Dリンク切断を用いた動的ネットワークは静的なランダム・ネッ
トワークよりも協力の進化を促進する．
1-2. ほとんどのケース (K = 1のケース，もしくは，K = 2; t = 1:8のケース以外)で，
切断相手選択としてC  Dリンク切断を用いた動的ネットワークは，D Dリン
ク切断を用いた動的ネットワークよりも協力の進化を促進する．
2. 切断相手選択と接続相手選択として C  Dリンク切断と優先的選択を用いた動的ネッ
トワークが協力の進化を促進する度合いは，大規模集団において，C  Dリンク切断
と一様ランダム選択を用いた動的ネットワークと同程度であり，K > 2では，静的なラ
ンダム・ネットワークよりも協力の進化を促進する．
3.1 序論
これまでのネットワーク互恵に関する研究では，様々な構造のネットワーク上での互恵に関
して研究が行われている．その中でも，現実社会に見られるスケールフリー構造 1を持つネッ
1スケールフリー構造とは，ネットワーク上の各ノードが持つ隣人の総数 (次数)の分布がベキ乗則に従う構造
を持つということである．
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トワーク上での互恵について研究した [29]は重要な研究である．[29]は，スケールフリー・
ネットワークの構造を人工的に生成するために，[4]に従い Barabasi-Albertモデルというアル
ゴリズムを用いた．Barabasi-Albertモデルは，以下の 2つの性質を持つネットワーク生成ア
ルゴリズムである．
性質 1. 成長：少数のノードから成るネットワークを用意し，そのネットワークに後から新しい
ノードを徐々に追加し，ネットワークのサイズを成長させていく．2
性質 2. 優先的選択：新しく追加された各ノードは追加された時点で，既存ノードとの間にリ
ンクを定数個作る．このとき，その時点での次数が多い既存ノードとの間によりリンク
を作りやすい．3
このようなアルゴリズムにより生成されたスケールフリー・ネットワーク上で，[29]は，繰り
返し疑似囚人のジレンマ・ゲームをする計算機実験を行った．実験の結果，協力者になった次
数が多いノード (ハブ)によってCの模倣が促進され，well-mixedな集団や一次元格子ネット
ワーク上においてよりより強く協力の進化が促進されうるということが明らかになった．ネッ
トワーク互恵に関する多くの研究では，[29]のように，静的なネットワーク構造を仮定する
ことが多い．
一方，近年，ネットワーク構造が動的に変化する動的ネットワークが注目を集めている．動
的ネットワークに関する研究では，「現実の人間が自分が付き合う相手を変えることで，ネッ
トワーク構造が動的に変化する」と考える．動的ネットワーク上での囚人のジレンマ・ゲー
ムでは，各人は「囚人のジレンマ・ゲームでCを選ぶかDを選ぶか」という行動選択だけで
なく，「自分を除く集団全体の中から限られた人数自分が付き合う相手を選ぶ」という隣人選
択も行う．このような想定に基づきこれまでに行われた動的ネットワーク上での囚人のジレ
ンマ・ゲームに関するいくつかの計算機実験研究 ([39], [33])では，動的ネットワーク上では
静的ネットワーク上より協力の進化が促進されることが示されている．しかし，こうした計
算機実験研究で想定された隣人選択のアルゴリズムは現実世界の人間の行動様式に基づいて
構築されたものではない．
そのため，本研究の前章では，隣人選択に着目した動的ネットワーク上の囚人のジレンマ・
ゲームに関する被験者実験を行い，「どんな隣人選択のアルゴリズムに現実の人間が従ってい
るか」を調査した．その結果，以下のことが明らかになった．
Y1. 直前で自分が協力したときに裏切を選んでいた相手を最も高い頻度で選択．
(C  Dリンク切断)
Y2. 接続相手として，隣人が多い人を選択 (優先的選択)．
2より具体的には，初期ネットワークとしては，サイズが 2以上の完全ネットワーク (ネットワーク内の全ての
各ノードが他の全てのノードとの間にリンクを持つネットワーク)が想定されている．
3より厳密には，新しいノードがある次数を持つ既存ノードとの間にリンクを作る確率はその既存ノードのその
時点での次数に比例する．つまり，既存ノード iがその時点で持つ次数を ki としたとき，新しく追加されたノー
ドがそのノードとの間にリンクを作る確率 p(ki)は，p(ki) = ki=jkj となる．
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しかし，前章の被験者実験では行動選択を統制していた上に，集団サイズも小さかった．そ
のため，この結果から，「現実世界で見られる大規模集団 4において，現実の人間が従う隣人
選択の様式を基にした動的ネットワークが協力の進化を促進させ，協力行動が維持されうる
か」を調査することはできない．
そこで，本章では計算機実験と集団内のクラスター 5の維持条件の分析を行い，「大規模集
団において，現実の人間が従う隣人選択の様式を基にした動的ネットワークは，静的なラン
ダム・ネットワークよりも協力の進化を促進させうるか？」を調査することを目指す．6 7
より具体的には以下の 2つを目指す．
1. 大規模集団において，C  Dリンク切断という切断相手選択の様式は，D  Dリンク
切断や静的なランダム・ネットワークよりも協力の進化を促進するか？
2. 大規模集団において，C  Dリンク切断という切断相手選択の様式を前提にした場合
に，優先的選択という接続相手選択の様式は一様ランダム選択という様式よりも協力の
進化を促進するか？
3.2 研究方法
3.2.1 実験計画
　本章では前述した研究目的に対応した形で，以下のようなネットワーク間での比較を行
う．8
4たとえば，[19]を参照．
5クラスターの定義については後述する．
6なお，本研究の被験者実験と計算機実験では集団の規模が大きく異なるが，現実の人間の接続相手選択の様
式は集団の規模により異なる可能性がある．なぜなら，接続相手は集団全体の中から選ばれるが，集団の規模が
大きくなると，全員を候補として考慮するのは難しくなると考えられるからである．こうした影響を想定してモ
デルを作成した研究としては [34]がある．[34]は集団規模が大きな状況を想定し，接続相手選択の候補を，現在
の自分の隣人の隣人に限定したモデルで計算機実験を行っている．しかし，[34]が想定したような形で隣人選択
が行われているかを本研究の被験者実験で調査することは出来なかった．なぜなら，被験者実験で我々は被験者
に，隣人の隣人に関する情報を与えていなかったからである．しかしもし情報を与えても適切な結果は得られな
かった可能性が高い．なぜなら，被験者実験では集団規模が小さいため，隣人の隣人の集合は集団全体とほぼ一
致してしまうためである．以上のことから，[34]の「接続相手は現在の隣人の隣人の中から選ばれる」という想
定の妥当性は現在のところ不明である．そのため，本章の計算機実験では，[34]の想定を採用しなかった．
7なお，本研究の被験者実験と計算機実験では時間スケール (各試行・セッションでの総期数)が大きく異なる．
そのため，時間スケールが異なることにより隣人選択の様式が影響を受ける可能性がある．しかし，本研究では
時間スケールの影響についての考慮はすることができなかった．「時間スケールの影響を考慮する場合，どのよう
な想定をするべきか」についてのアイデアがなかったためである．この問題への対処法を考えることは，将来の
課題の一つである．ちなみに，ある人が 1日 16時間起きていたとして，その起きている間の 1時間が計算機実
験上での 1期が対応すると仮定すると，計算機実験上での 10万期は現実世界での 17-18年に対応する．
8以降で述べるように，動的ネットワークにおける隣人選択の切断頻度 P の値は，[39]でのデフォルトの切断
頻度に倣い，P = 0:01とした．また，これ以外の値の切断頻度での結果については，付録 Jを参照していただき
たい．
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1. 大規模集団において，C  Dリンク切断という切断相手選択の様式は，D  Dリンク
切断や静的なランダム・ネットワークよりも協力の進化を促進するか？
表 3.1: ネットワーク間比較 1： static vs. CDRandom vs. DDRandom
ネットワーク名 リンク切断 リンク接続
static 静的なランダム・ネットワーク (切断・接続なし)
CDRandom C  Dリンク切断 (切断頻度 P = 0:01)
集団全体から一様ランダムに選択
DDRandom D  Dリンク切断 (切断頻度 P = 0:01)
2. 大規模集団において，C  Dリンク切断という切断相手選択の様式を前提にした場合
に，優先的選択という接続相手選択の様式は一様ランダム選択という様式よりも協力の
進化を促進するか？
表 3.2: ネットワーク間比較 2： CDRandom vs. CDPreferential
ネットワーク名 リンク切断 リンク接続
CDRandom
C  Dリンク切断 (切断頻度 P = 0:01) 集団全体から一様ランダムに選択
CDPreferential 集団全体から隣人数に比例した確率で選択
なお，集団サイズは 100009 とし，また，試行毎に乱数の種を割り当て各条件で 100試行
行った．10
3.2.2 リンクの種類
前章と同様，本章でも以下の 3種類のリンクを想定した．
1. 能動リンク：自分の側から相手を選びリンクを接続したリンク．各人にとっての能動リ
ンクの総数は一定である．
2. 受動リンク：自分からではなく，相手の側から自分に接続されたリンク．各人にとって
の受動リンクの総数は能動リンクと異なり，制限はない．
3. 双方向リンク：能動リンクと受動リンクの両方から成るリンク．
なお，本実験の設定においても，被験者は，受動リンクとそれ以外の 2リンクの違いについ
ては区別出来るが，能動リンクと双方向リンクの区別は出来ないものとした．
9集団サイズの協力の進化への影響については，付録 Iを参照していただきたい．
10各条件，パラメータセットの詳細については後述する．
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3.2.3 1試行の流れ
1試行の流れの概要は以下の通りである．
Step 1. 囚人のジレンマ・ゲームの対戦：各エージェントは囚人のジレンマ・ゲームをネット
ワーク上での隣人全員と対戦する．各期の利得は全対戦で得た利得の総和として計算さ
れる．
Step 2. 行動選択： 1.の結果を基に，各エージェントは，自分と自分の隣人の中で最大利得の
エージェントの行動を模倣する．
Step 3. 隣人選択：
Substep 3-1. 切断相手選択：現在の自分の隣人の中からリンクを切断したい相手を選びリンク
を切断する．
Substep 3-2. 接続相手選択：切断された能動リンクの代わりに，能動リンクの所有者である側
が集団全体から選んだ相手に接続する．
各試行で，上記の 3ステップを 1期として，staticでは 1万 1000期，それ以外のネットワー
クでは定常状態 (もしくは協力率が 0)に達するまで各期を繰り返した．以下では，上述した
各ステップのより詳細を述べる．
まず各試行の最初に，初期行動 (CもしくはD)を集団内の各エージェントに一様ランダム
に配分する．ここで，集団の初期協力率は 0:5である．次に，各エージェントはそのエージェ
ント以外の集団全体の中から一様ランダムに選んだ相手K人 (K = 1; 2; 3; :::; 16)への能動リ
ンクで接続し，初期ネットワークを形成する．なお，static以外のネットワークでは，隣人選
択によりネットワーク構造が変化していくが，staticにおいてはこのネットワーク構造がその
まま試行の最後まで維持される．それ以降の期は，以下の 3ステップに従い実施される．
Step 1. 対戦 毎期の初めにまず，各エージェントは前の期で選んだ自身の行動を基に，自身
の隣人全員と囚人のジレンマを行う．そしてその結果を基に，各期の各エージェントの得点
が，その期の隣人全員との囚人のジレンマで得た利得の総和として計算される．
また，囚人のジレンマ・ゲームの利得表としては，以下の表 3.3を用いた．11
ここで，t = 1:2; 1:4; 1:6; 1:8である．
11本文を見ればわかるように，本章の計算機実験で想定された利得表は前章の被験者実験で想定された利得表
とは異なり，両者は不整合である．しかし，本章ではこのような利得表を用い，tをパラメータとして変更するこ
とで tにより協力の進化のしやすさをコントロールできるようにした．このように tにより協力の進化のしやす
さをコントロールできるようにしたのは，「協力の進化のしやすさにより，K と最終的な協力率の関係に対してど
のような影響を与えるか」を調査・確認するためである．
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Step 2. 行動選択 毎期，各エージェントは，Step 1.である対戦の終了時点での自身と自身の
隣人全員の行動とその得点を基に Imitation Maxという行動選択アルゴリズムに従い，自身の
行動を選ぶ．ここで，Imitation Maxとは，「自分と自分の隣人の中で最も得点が高いエージェ
ントの行動を自分の今期の行動として選択する」というアルゴリズムである．12 13
Step 3. 隣人選択 static以外のネットワークでは，各エージェントは自身の隣人を選択する．
隣人選択は以下の 2つのサブステップからなる．
Substep 3-1. 切断相手選択 各エージェントは現在の自分の隣人の中からリンクを切断した
い相手を選び，確率的にリンクを切断する．リンクの切断確率は，動的ネットワークの種類
とリンクの種類により，以下のように異なる．
(1) CDRandom, CDPreferential：毎期，協力者は自分が持つ能動の C  Dリンク，受動の
C  Dリンク (D   C リンク)，双方向の C  Dリンクをそれぞれ，確率 P，P  R，
P で切断する．
(2) DDRandom：毎期，裏切者は自分が持つ能動のD  Dリンク，受動のD  Dリンク，
双方向のD  Dリンクをそれぞれ，確率 P，P R，P で切断する．
ここで，能動リンク (能動のC DリンクorD Dリンク)を切断する平均確率Pと，能動リンク
を切断する確率と受動リンクを切断する確率の比Rはそれぞれ，P = 0:01，R = 0:850211493
とした．14
表 3.3: 実験で使用された利得表
i , j C D
C 1.0 , 1.0 0.0 , t
D t , 0.0 0.1, 0.1
i; j はそれぞれ，行と列のプレイヤーである．
たとえば，もし iと j がそれぞれ C と D を選んだ
場合，iと j はそれぞれ 0と tの利得を得る．
12但し，自身と自身の隣人の中で最大得点を持つエージェントが複数いた場合には，それらの最大得点を持つ
エージェントの中から 1人を一様ランダムに選び，そうしてランダムに選ばれたエージェントの行動を自分の次
の行動として選択するものとした．
13ここで，初期設定として仮定した集団の初期協力率が 0:5という想定と行動選択の様式として仮定した Imitation
Maxは，2章の被験者実験で行った Pi による行動選択の統制と整合的ではない．しかし本章の目的は，動的ネッ
トワークが協力の進化へ与える影響の調査である．この目的を達成することは，Pi により統制された行動選択の
様式では不可能である．そのため，被験者実験での設定と計算機実験での設定を整合的なものにするためには，行
動選択が Imitation Maxによって決まるような状況での被験者実験を行う必要がある．このような実験を行うこと
は将来の課題の一つである．
14各リンクタイプの切断頻度の設定と値は，前章の被験者実験を基に決定した．前章の被験者実験では，「被験
者は受動リンクとそれ以外の 2リンク (非受動リンク)との区別は出来るが，能動リンクと双方向リンクの違いは
区別できない」という状況で被験者に隣人選択をさせていた．そして，付録 Gで述べたように，被験者実験の結
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Substep 3-2. 接続相手選択 切断相手選択で自身が持つ非受動リンク (能動リンク or双方向
リンク)を切断されたエージェントは，その代わりに，切断相手選択で非受動リンクを切断さ
れた数だけ接続相手選択となる候補の中からランダムに相手を選び，その相手に新たにリン
クを接続する．接続相手候補となるのは，自分と能動リンクで自分と繋がった隣人を除く集
団内の他の全てのエージェントである．リンクを接続する相手の選択方法はネットワークの
種類により以下の様に異なる．
(1) CDRandom, DDRandom：接続相手候補となる各人を選ぶ確率が一様分布に従うとして
接続相手候補の中からランダムに選択．
(2) CDPreferential：接続相手候補となる各人を選ぶ確率が各人の総隣人数に比例するとし
て，接続相手候補の中からランダムに選択．
各試行で，上記の 3ステップを 1期として，staticでは 1万 1000期，それ以外のネットワー
クでは定常状態 (もしくは協力率が 0)に達するまで各期を繰り返した．そして，各試行の最
終的な協力率を以下の形で求めた．15
 static： 1万期 1期から 1万 1000期の平均協力率を使用．
 CDRandom, DDRandom, CDPreferential：定常状態 (もしくは協力率が 0)に達するまで
計算し，定常状態での協力率を使用．16
3.3 結果
我々は，各ネットワーク，各パラメータ設定での 100試行分の時系列データを用いて，計
算機実験の結果を分析した．我々が得た結果は以下の通りである．
1. 大規模集団上の CDRandomと DDRandomの両動的ネットワークと静的な staticが協力
の進化を促進する度合いの順番は以下のようになる．
1-1. ほとんどのケース (出次数K がK = 1，かつ，裏切者が協力者から得る利得 tが
t = 1:8のケース以外)で，CDRandomとDDRandomの両動的ネットワークは static
よりも協力の進化を促進する．
1-2. ほとんどのケース (K = 1のケース，もしくは，K = 2; t = 1:8のケース以外)で，
CDRandomは DDRandomよりも協力の進化を促進する．
果，非受動リンクの切断頻度は受動リンクの切断頻度より高かった．そのため，本章の計算機実験では，両者の
切断頻度の比である R = 0:850211493をパラメータとして用い，非受動リンクの切断頻度を P で与え，受動リン
クの切断頻度を P Rで与えた．また，P の値を変えた場合の結果としては，付録 Jを参照していただきたい．
15最終的な協力率の計算をこのように計算したのは，以下の理由による： (1) staticは定常解だけでなく，周期
解に達する場合がある．しかし 1万期より前には一定期間の間の平均協力率が一定と見なせる状態に達する； (2)
それ以外の動的ネットワーク 3種は 10万期以内に定常状態に達する．
16定常状態の定義については，3.3.1で後述する．
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2. 大規模集団での協力が進化し最終的に協力者が生き残った試行では，CDPreferentialは
スケールフリー構造を持ったネットワークを形成するが，CDPreferentialが協力の進化
を促進する度合いは CDRandomと同程度である．
3.3.1 ネットワーク間比較 1： static vs. CDRandom vs. DDRandom
最終的な協力率と協力率の時系列
前述したようにまず，static, CDRandom, DDRandomの 3種類のネットワークについて，各
パラメータ設定K = 1; 2; :::; 16及び t = 1:2; 1:4; 1:6; 1:8での最終的な協力率を比較した．こ
こで，協力率とは，集団内で協力を選択したエージェントの比率のことである．図 3.1は，各
tでの出次数Kに対する最終的な協力率の 100試行平均である．17この図を見るとまず，どの
ネットワークでもKの値が中間程度のときに最も協力率が高くなっており，ネットワーク上
で協力の進化がより強く促進されるためにはKの値は小さすぎても大きすぎても良くないこ
とがわかる．18また，この図からは，「Kの値を最適化しさえすれば，もっとも協力が進化し
にくい t = 1:8においても，両動的ネットワーク (CDRandomと DDRandom)は最終的な協力
率を 0.8以上まで高めることが可能である」ということもわかる．続いて，staticとそれ以外の
動的ネットワーク 2つを比較すると，K = 1では両者に大きな違いはない 19が，K > 1では，
両動的ネットワークは常に staticより最終的な協力率が高いことがわかる．また，CDRandom
とDDRandomの両動的ネットワークを比較すると，K = 1とK = 2; t = 1:8ではDDRandom
の方が CDRandomより協力率が高いが，それ以外では CDRandomの方がDDRandomより協
力率が高いことがわかる．では，ネットワーク間のこのような結果の違いはどのようにして
生じたのだろうか？
この点を調査するため，K = 1; 2; :::; 16, t = 1:2; 1:4; 1:6; 1:8の各条件での時系列を調査した．
典型的な時系列のパターンの例を示したのが図 3.2(a), 3.3.2(b), 3.3.2(c)である．20図 3.2(a)は，
K = 1; t = 1:2のある試行での時系列であり，これは，K = 1，もしくは，K = 2; t = 1:8で見ら
れる最も典型的な時系列のパターンである．また，図3.2(b), 3.3.2(c)はそれぞれ，K = 4; t = 1:8
のある試行とK = 4; t = 1:6のある試行での時系列であり，K = 1，もしくは，K = 2; t = 1:8
17図 3.1で得られたネットワーク間の最終的な協力率の差に関する検定の結果については，付録 Hを参照して
いただきたい．
18「出次数に対する最終的な協力率の試行平均に単峰性が観察される」というこの結果は興味深いが，なぜそ
のような結果が生じるかは現在のところ不明であり，単峰性が生じるメカニズムの解明は将来の課題である．
19実際には検定を行ったところ，各条件でネットワーク間の大小には有意差が見られた．その詳細については
付録 Hを参照していただきたい．
20なお，非常に稀ではあるが，これら 3パターンに属さない時系列のパターンの試行もあった．そうした試行では，
CDRandomが協力率 0の定常状態に達する一方，DDRandom￥は協力率が 0:02以上の協力率を持つ定常状態に達
した．しかし，そうしたことが起きるのは非常に稀であり，そのような挙動を示した試行は，全 164100 = 6400
試行 (K = 1; 2; :::; 16, t = 1:2; 1:4; 1:6; 1:8の組み合わせである全 16 4条件で各 100試行)中，4試行のみであっ
た．
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(a) t = 1:2 (b) t = 1:4
(c) t = 1:6 (d) t = 1:8
図 3.1: 出次数 vs. 最終的な協力率の 100試行平均
　各図の横軸は出次数 K，縦軸は，最終的な協力率の 100試行平均である．
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以外でよくみられる典型的な時系列のパターンである．観察された全ての時系列において試
行の最初期に協力率が急速に下落していたが，その後の振舞はネットワークの種類とパラメー
タの値，試行により異なっていた．また，後者のK = 1，もしくは，K = 2; t = 1:8以外の
条件においては，CDRandomでは全ての試行で 0もしくは 1のどちらかの協力率の定常状態
に到達していた．
　図 3.2(a)のパターンの時系列では，試行の最初期に協力率が急激に下落した直後に，static
ではそのまま低い値の協力率の定常状態に達した．一方，CDRandomでは僅かに上昇した後
そのまま (0; 1)上の協力率の定常状態に達していた．そして，DDRandomでは最初期の下落
後に協力率を上昇させ，そのまま (0; 1)上の協力率の値の定常状態に達していた．その結果，
最初期の下落後の協力率の回復・増加の割合は CDRandomより DDRandomの方がずっと大
きかった．
　図 3.2(b)のパターンの時系列では試行の最初期に協力率が急激に下落し，そのまま全ての
ネットワークで協力率が 0もしくは 0.02未満の協力率の定常状態か吸収状態 21に達した．
　図 3.2(c)のパターンの時系列では試行の最初期に協力率が急激に下落した後，staticではそ
のまま，もしくは，僅かに協力率が回復してから (0; 1)上の協力率の値の定常状態に達してい
た．一方，CDRandomでは最初期の下落直後に僅かな上昇をした後，再度乱高下しつつ更に
上昇し，最終的に協力率 1の定常状態に達していた．また，DDRandomでは，下落直後にそ
のまま乱高下しつつ協力率が上昇した．このパターンでの DDRandomの時系列ではその後，
協力率が 0:4  0:6付近で緩慢な変化をするケースや，乱高下の下落時にそのまま協力率 0の
吸収状態に達するケースなど様々な振舞が観察されたが，最終的に到達する定常状態もしく
は吸収状態の協力率はほとんどのケースで 1未満だった．
以上の結果のうち，CD N/Wと DD N/Wでの比較に関する結果をまとめると，以下のよう
になる．
 K = 1，もしくは，K = 2; t = 1:8のケースでは，DD N/Wは CD N/Wより協力の進化
を促進．
 それ以外のケースでは，CD N/Wは DD N/Wより協力の進化を促進．
このような結果が生じた原因について考えると，その大きな原因の一つは以下だと考えら
れる．
 K = 1，もしくは，K = 2; t = 1:8のケースでは， CD N/Wは (0; 1)の範囲の協力率の
定常状態に達する．
 それ以外のケースでは，CD N/Wは協力率 1の定常状態に達する．
21後述するように，本研究では，定常状態を「行動とネットワーク構造の両方が変化しない状態」として定義
したため，協力率 0の DDRandomは定常状態ではない．なぜなら，協力率 0の DDRandomでは行動は変化しな
いが，ネットワーク構造は変化するからである．しかし，協力率 0の状態に DDRandomが達すると，協力率が変
化することはない．そこで，本研究では，このような状態を吸収状態と呼ぶこととする．
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(a) K = 1，もしくは，K = 2; t = 1:8での典型
的な時系列
(b) K = 1，もしくは，K = 2; t = 1:8以外での
典型的な時系列 (1)
(c) K = 1，もしくは，K = 2; t = 1:8以外での
典型的な時系列 (2)
図 3.2: 比較 1における協力率の時系列の例
各図の横軸は期，縦軸は協力率である．
ではなぜ CD N/WはK = 1，もしくは，K = 2; t = 1:8において 1未満の協力率の定常状
態に達し，それ以外では協力率 1の定常状態に達するのであろうか？
この疑問に答えるために，以下ではまず [39]が用いた手法を応用して，CDRandomにおけ
る定常状態の定義と集団内のクラスターの維持条件の分析を行う．そしてその後，その分析
結果を基に，両クラスターの上部が共存・維持され続ける可能性が高い状況 22を示す．そし
て，最後に，計算機実験において，両クラスターの上部が共存・維持され続けている状況が
生じていたことを確認し，そうした状態が最後まで維持され続けた場合とされなかった場合
を比較することで，上の問いに答える．
22両クラスターの上部が共存・維持され続ける状況とは，言い換えれば，集団が特定の N/W構造と (0; 1)上の
特定の値の協力率を同時に維持し続ける状況のことである．
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CDRandomにおける定常状態の定義とクラスターの維持条件の分析
上で述べたように，ここではまず，CDRandomにおける定常状態の定義とクラスターの維持
条件の分析を行う．より具体的にはまず，集団のある状態が，切断頻度が正であるCDRandom
上での定常状態であるための条件を明らかにする．ここで，定常状態とは，集団全体で行動と
ネットワーク構造の両方が時間的に変化しなくなった状態のことである．次に，CDRandom
の定常状態において生じる協力者のクラスターがその外部の裏切者からの影響により崩壊 23
しないための条件を明らかにする．
CDRandomにおける定常状態の定義 上述したように，以下では，切断頻度が正であるCDRan-
domの定常状態を明らかにする．CDRandomの定常状態としては以下の 3種類が考えられる．
(i) 集団のエージェント全員が C を選んだ状態
(ii) 集団のエージェント全員がDを選んだ状態
(iii) 集団の一部がCを選び残りがDを選んでいるが，C  Dリンクが集団内に 1本も存在
せず両者の相互作用が一切存在しない状態
実際これら 3つのケースでは，各エージェント iの隣人は全員エージェント iと同じ行動を
選択している．そのため Imitation Maxにより誰かの行動が変化することはありえない．また
これら 3つのケースでは，CDRandomにおいて隣人選択を生じさせるC  Dリンクが 1本も
存在しない．そのため，誰かが隣人を変更することでネットワーク構造が変化することもあ
りえない．以上から，これら 3ケースは CDRandomの定常状態であることがわかる．これら
3ケースの共通点は「集団内に C  Dリンクが 1本も存在しない」という点である．
そこで，次に，以下の命題を示す．
命題 1 切断頻度が正のCDRandomが定常状態であるための必要十分条件は，「集団内にC D
リンクが 1本も存在しない」である．
証明 まず，上と同様の議論から「集団内に C  Dリンクが 1本も存在しない」状態は常に
CDRandomの定常状態であることがわかる．一方，「集団内にC  Dリンクが少なくとも 1本
存在する」状態では，C Dリンクを持った協力者は一定の確率でそのリンクを切断し隣人を
変更する．このため，「集団内にC  Dリンクが少なくとも 1本存在する」状態は CDRandom
の定常状態ではない．つまり，「集団内に C  Dリンクが少なくとも 1本存在する」状態で，
CDRandomの定常状態は存在しない．よって，このことから，集団が CDRandomの定常状態
にあるならば集団内に C  Dリンクが 1本も存在しないことがわかる．
(証明終)
23クラスターの崩壊の定義については後述する．
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そのため，CDRandomを形成する集団内のサブグループがそれ単体で形成する定常的なネッ
トワーク構造としては，「行動Cのクラスター」と「行動Dのクラスター」の 2つだけを考え
ればよい (クラスターの定義についてはすぐに後述する)．
CDRandomにおけるクラスターの維持条件 続いて，上で明らかになった CDRandomを形
成する集団内の定常的なネットワーク構造 2種類それぞれの維持条件について分析する．以
下では，分析の前準備として，[39]などを基に，いくつかの概念を定義する．
定義 1 エージェント i 2 N の行動を Siとしたとき，以下の 2つの条件を共に満たす集団内
のエージェントの部分集合 CLA  N を，「行動Aのクラスター」と呼ぶ．
1. 8x; y 2 CLA; Sx = Sy = A 2 fC;Dg
2. CLAは連結である．
定義 2 以下の条件 3つ全てを満たす集団内のエージェントの部分集合ChA(k)  N を「エー
ジェント k 2 N から始まる行動Aのチェーン」と呼ぶ．24
1. k 2 ChA(k)
2. x 2 ChA(k)=fkg ) 9n 2 N; x = Imit(k)(n)
3. 8x 2 ChA(k); Sx = A 2 fC;Dg
ここで，Imit(k) : N ! N はエージェントkが Imitation Maxで行動を模倣する相手エージェン
トxを返す関数 25である．つまり，(k)と (k)をそれぞれ，kの得点と kの隣人の集合とした
とき，Imit(k)は Imit(k) = argmaxx2(k)[fkg (x)を意味する．また，Imit(k)(n) : N ! N
はエージェント kに関数 Imit(k)を n回 (n 2 N)使用することで得られる相手エージェント
yを返す関数であり，Imit(k)(1) = Imit(k)かつ Imit(k)(2) = Imit(Imit(k))である．
定義 3 以下の 2つの条件の両方を満たすエージェント k 2 N を local maximumと呼ぶ．
1. k = Imit(k)
2. 9m 2 (k); k = Imit(m)
定義 4 以下の 2つの条件の両方を満たすエージェント k 2 N を passive local maximaと呼ぶ．
24なお，0 =2 Nである．
25xとその隣人の中で最大得点を持つエージェントが複数人いる場合，Imit(x)は一意に定まらないが，ここで
は説明の簡略化のため，Imit(x)は一意に定まると想定して定義・記号操作を行う．
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1. k = Imit(k)
2. 8m 2 (k); k 6= Imit(m)
定義 5 クラスター (チェーン)内の得点が高いエージェントが行動を変化させることを，クラ
スター（チェーン）上部の崩壊と呼ぶ．
定義 6 集団全体の中で最大の得点を持つ協力者と裏切者をそれぞれ，Cリーダー ，Dリー
ダー と呼ぶ．また，一方，集団全体の中で最小の得点を持つ協力者と裏切者をそれぞれ，C
ボトム ，Dボトム と呼ぶ．
定義 7 以下の 2つの条件の両方を満たすエージェント k 2 N を local minimumと呼ぶ．
1. k 6= Imit(k)
2. 8m 2 (k); k 6= Imit(m)
次に，上で示された CDRandomを形成する集団内のサブグループがそれ単体で形成する定
常的なネットワーク構造 2種類をそれぞれ少しだけ変化させた場合を考え，元の定常的なネッ
トワーク構造の維持条件を議論する．より具体的にはまず，C リーダー を local maximum
とした鎖 ChC とDリーダー を local maximumとしたDのチェーン ChD を考える．つま
り， 2 ChC， 2 ChD である．そして，その部分集合となるサイズ 3のサブチェーンと
して，SubC(i0) = fi0; i1; i2g  ChC と，SubD(j0) = fj0; j1; j2g  ChD を考える．ここで，
i1 = Imit(i0); i2 = Imit(i1); j1 = Imit(j0); j2 = Imit(j1)である．また更に，サブチェーン
内のエージェントとは逆の行動を取るエージェント pD; pC をサブチェーン内の外部に想定す
る．そして，以下の 2つの状況を考え，「それぞれの状況においてどのような条件が満たされ
れば，チェーンの上部が，次のリンク切断・接続が行われるまで崩壊しないか」を分析する．
ケース 1. クラスター上部に外部のエージェントが直接接続した場合：隣人選択によりチェーンの
中で得点が高いエージェント (; i2; i1のいずれか，もしくは，; j2; j1 のいずれか)と
その外部のエージェント (pD，もしくは，pC)の間に C  Dリンクが形成された場合
ケース 2. クラスター下部に外部のエージェントが接続した場合：隣人選択によりチェーンの中
で得点が低いノード (i0; j0)とその外部のエージェント (pD; pC)の間にC  Dリンクが
形成された場合
そして，最後に，これらの分析の結果を基に，CDRandomを形成する集団内のサブグルー
プが安定な形の定常的なネットワーク構造を形成していくための条件と，C クラスターとD
クラスターが同時に維持されるための条件について述べる．
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図 3.3: ケース 1
塗りつぶされた青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤
の線はそれぞれ C  C リンク，C  Dリンク,D Dリンクを表す．特に，点線は，点線のうち，どれか１つだ
け実際に存在していることを意味する．また，青 (赤)の円で囲まれた部分は，C リーダー を local maximumと
した鎖 ChC (D リーダー  を local maximumとした鎖 ChD)であり，水色の円 (ピンクの円)で囲まれた部分は
ChC (ChD)の上部である．
図 3.4: ケース 2
塗りつぶされた青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤
の線はそれぞれ C  C リンク，C  Dリンク,D Dリンクを表す．青 (赤)の円で囲まれた部分は，C リーダー
を local maximumとした鎖 ChC (D リーダー  を local maximumとした鎖 ChD)であり，水色の円 (ピンクの
円)で囲まれた部分は ChC (ChD)の上部である．
C のチェーン ChC = fi0; i1; i2; :::; gについて
ケース 1： C クラスター上部 fi1; i2; :::; gに外部のエージェントが直接接続した場合
まず，隣人選択により i2が pDにC D能動リンクを新たに接続した場合を考える．CDRan-
domにおいては，隣人選択は C  Dリンク切断によってのみ始まる．そのため，pD に接続
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する前に i2がリンク切断をした相手も pD であるはずである．このことから，隣人選択以前
と以降では i2が持つ協力者の隣人の総数は変わらないことがわかる．また，各エージェント
の得点は，自身の行動及び自身が持つ協力者と裏切者の隣人の総数のみで決まる．そのため，
隣人選択以前と以降では i2の得点は変化しないと言える．一方，pDは，i2に接続されること
によって，所有するリンクの数が隣人選択以前より 1つ増え得点も tだけ上昇する．
次に，隣人選択により i2が pDにC  D受動リンクを新たに接続された場合を考える．上
と同様の理由により，この場合も i2に接続する前に pD がリンク切断をした相手も協力者で
あるはずである．このことから，隣人選択以前と以降では pD の得点は変化しないと言える．
一方，i2は pDに接続されることによって所有するリンクの数が隣人選択以前より 1つ増える
が，協力者がC  Dリンクから得る利得は 0である．そのため，このケースでは，i2の得点
も隣人選択以前と以降で変化しない．
最後に，非常に稀な状況ではあるが，隣人選択により，pD と i2 の両方が隣人選択により
同時に互いへの能動リンクを接続し，その結果，pDと i2の間に新たに双方向の C  Dリン
クが出来た場合を考える．この場合は，上述した 2つの状況を組み合わせた状況だと言える．
よって，隣人選択の前後で，i2側と pD側のどちらも得点に変化はない．
以上より，エージェント x の隣人選択以前の g 期の得点をそれぞれ g(x) としたとき，
g+1(i2) = g(i2)と g+1(pD) 2 fg(pD); g(pD) + tgとなることがわかる．
一方，Imitation Maxのアルゴリズムの定義より，明らかに以下が成り立つ．
命題 2
(a) g+1期において i2 = Imit(pD)ならば，隣人選択によりChC 外部の裏切者 pDと i2の
間にどんな C  Dリンクが形成されようと，ChC は維持され，i2は pD を協力者に変
え，自身の得点を+1だけ増加させる (図 3.5(a))．
(b) g + 1期において Imit(i2) = pDならば，pDは行動Dを維持し，i2を裏切者に変える．
また，このとき，i0，i1のように，9n 2 N; i2 = Imit(y)(n)となるような協力者 yが存
在したとすると，i2から yの間でのDの模倣の伝搬を実現しているC  Dリンクがそ
の伝搬の途中で切断されてしまわない限り，最終的には，こうした協力者 yはすべて裏
切者に変化することになる (図 3.5(b))．
(c) g+1期において i2 6= Imit(pD)，かつ，Imit(i2) 6= pDならば，pDと i2はどちらも現在
の行動を維持し，最終的には，このC Dリンクは再切断されることになる (図 3.5(c))．
なお，この結果は，i2に限らず，この不等式が成り立つすべての協力者に成り立つ．
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(a)
(b)
図 3.5: 命題 2
青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤の線及び矢印は
それぞれ C   C リンク，C  D リンク, D  D リンクを表す．また矢印の向きがたとえば，エージェント Aか
らエージェント B へ矢印が引かれている場合，この矢印の向きはエージェント Aがエージェント B を行動選択
時に Imitation Maxで模倣していることを意味する．
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(c)
図 3.5: Continued
ケース 2： C クラスター下部 fi0gに外部のエージェントが接続した場合
このケースでは，以下が成り立つ．
命題 3 隣人選択により i0と pDとの間にC Dリンクが形成されたとして，それ以降，C D
リンクが一切切断されず，かつ，g+1(i1) < g+1(pD)，g+1(i2) < tg+1(i0)+ 0:1とする．
このとき，最終的には，i0と i1は裏切者に変化する (図 3.6(a))．また一方，隣人選択により
i0と pDとの間にC  Dリンクが形成され，それ以降C  Dリンクが一切切断されず，かつ，
g+1(i1) < g+1(pD)，g+1(i2) > t g+1(i0) + 0:1とすると，i0は g + 1期で裏切者に変化
するが，i1は g + 2期以降でも協力者のままである (図 3.6(b))．
証明 まず，「pDが i0を裏切者に変えるかどうか」は，命題 2により決まる．ここでg+1(i1) <
g+1(pD)が成り立ち，i0が裏切者に変化したとすると，C  Cリンク 1つから協力者が得る
利得は 1なので，g+1期での隣人選択でC  Dリンクが一切切断されなければ，g+2(i0) =
t  g+1(i0) + 0:1，g+2(i1) = g+1(i1)   1となる．また，ここで，g+1(i2) = g+2(i2) <
g+2(i0) = t g+1(i0) + 0:1とすれば，i1は裏切者となった i0の影響で裏切者に変化するこ
ととなる．よって，上の命題が成り立つこととなる．
(証明終)
この結果からわかることは，i2の得点が十分に低く，かつ，i0の得点と tが共に十分に大
きければ，pDが直接チェーンの上部に接続しなくてもクラスターの上部が連鎖的に崩壊して
しまうということである．
同様のことは，i1が裏切者に変化し i2が模倣している協力者の得点を上回る限り，繰り返
し起こる．このようなことが繰り返されないためには，ChC 上のある協力者 xが裏切者に変
化しても，xがその行動を参照しているChC 上の協力者 Imit(x)が裏切者に変化しなければ
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(a) i1 が D になる場合
(b) i1 が D にならない場合
図 3.6: 命題 3
青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤の線及び矢印は
それぞれ C   C リンク，C  D リンク, D  D リンクを表す．また矢印の向きがたとえば，エージェント Aか
らエージェント B へ矢印が引かれている場合，この矢印の向きはエージェント Aがエージェント B を行動選択
時に Imitation Maxで模倣していることを意味する．
よいし，またそのためには，「協力者 Imit(x)と協力者 Imit(x)(2)の得点の差」
(Imit(x)) =
g+1(Imit(x)
(2))  g+1(Imit(x))が十分に大きい必要がある．
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Dのチェーン ChD = fj0; j1; j2; :::; gについて
ケース 1： Dクラスター上部 fj1; j2; :::; gに外部のエージェントが直接接続した場合
まず，隣人選択により pC に j2 が C   D の能動リンクを新たに接続した場合を考える．
CDRandomにおいて，隣人選択はC Dリンク切断によってのみ始まる．そのため，pC に接
続する前に j2がリンク切断をした相手も協力者であるはずである．このことから，隣人選択
以前と以降では j2が持つ協力者の隣人の総数は変わらないことがわかる．また，各エージェ
ントの得点は自身の行動及び自身が持つ協力者と裏切者の隣人の総数のみで決まるから，隣
人選択以前と以降では j2の得点は変化しないと言える．一方，pC は，j2に接続されること
によって所有するリンクの数が隣人選択以前より 1つ増える．だがC  Dリンクから協力者
が得る利得はゼロなので，pC の得点も隣人選択以前と以降では変化しないことがわかる．
次に，隣人選択により j2が pC に C  Dの受動リンクを新たに接続された場合を考える．
上と同様の理由により，この場合も j2に接続する前に pCがリンク切断をした相手も裏切者で
あるはずである．このことから，隣人選択以前と以降では pC の得点は変化しないと言える．
一方，j2は pC に接続されることによって所有する C  Dリンクの数が 1つ増えるが，この
リンクから pC が得る利得は tである．そのため，このケースでは，j2の得点は隣人選択以前
と以降で tだけ上昇する．
最後に，非常に稀な状況ではあるが，隣人選択により，pC と j2 の両方が隣人選択により
同時に互いへの能動リンクを接続し，その結果，pC と j2の間に新たに双方向の C  Dリン
クが出来た場合を考える．この場合は，上述した 2つの状況を組み合わせた状況だと言える．
よって，隣人選択の前後で，pC 側にも j2側にも得点の変化はない．
以上より，エージェント x の隣人選択以前の g 期の得点をそれぞれ g(x) としたとき，
g+1(pC) = g(pC)と g+1(pD) 2 fg(pD); g(pD) + tgとなることがわかる．
一方，命題 2と同様，Imitation Maxのアルゴリズムの定義より，明らかに以下が成り立つ．
命題 4
(a) g + 1期において，j2 = Imit(pC)ならば，隣人選択により ChD外部の協力者 pC と j2
の間にどんな C  Dリンクが形成されようと，ChDは維持され，j2は pC を裏切者に
変える．このとき，「j2の得点が増加するか減少するか」は形成された C  Dリンクの
種類とその形成方法に依存する．より具体的には，以下の形で決まる (図 3.7(a))．
 j2が pC に能動リンクを接続した場合には，j2の得点は (t  0:1)だけ増加する．
 j2が pC に受動リンクを接続された場合には，j2の得点は+0:1だけ増加する．
 pDと j2の両方が同時かつ相互に能動リンクを接続し，その結果，両者の間に双方
向リンクが形成された場合には，j2の得点は (t  0:1)だけ増加する．
(b) g+1期において，Imit(j2) = pCならば，隣人選択によって j2と pCの間にどんなC D
リンクが形成されようと，そのリンクの種類に関わらず，j2は協力者に変化し，j2の得点
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は隣人選択以前の得点に関わらず必ず 1になる．また，このとき，j2 = Imit(j1)を満た
す裏切者 j1が存在したとすると，j1の得点は得点 1の j2より高くなる．そして，それ以
降の挙動については，j2が元々模倣していた裏切者を j3としたときのg+1(j3)+(t 0:1)
と g+1(pC) + 1の大小関係により異なる (図 3.7(b))．
 g+1(j3) + (t  0:1)  g+1(pC) + 1ならば，j2が協力者のまま維持され，最終的
には，j2とDクラスターの間の C  Dリンクが切断される．
 g+1(j3) + (t  0:1)  g+1(pC) + 1ならば，j2が再度裏切者に戻る．そしてこの
ような振動が C  Dリンクが切断されるまで繰り返される．
(c) g + 1期において，j2 6= Imit(pC)，かつ，Imit(j2) 6= pC ならば，pC と j2はどちらも
現在の行動を維持し，最終的には，この C   Dリンクは再切断されることになる (図
3.7(c))．
なお，この結果は，j2に限らず，この不等式が成り立つすべての裏切者に成り立つ．
ケース 2： Dクラスター下部 fj0gに外部のエージェントが接続した場合
このケースでは，以下が成り立つ．
命題 5 隣人選択により j0と pCとの間にC Dリンクが形成されたとして，それ以降，C D
リンクが一切切断されず，かつ，g+1(j1) < g+1(PC)とする．このとき，g+ 1期において，
j0が協力者に変化する.そして，その後の挙動は j1と pC の上下関係によって異なる．しかし，
どちらにせよ，i1は g + 2期以降でも協力者のままである．
(a) g+1(j1) + (t  0:1) < g+1(PC) + 1ならば，j1と j0の間の C  Dリンクが切断され
るまでこの状態が維持される (図 3.8(a))．
(b) g+1(j1) + (t  0:1) > g+1(PC) + 1ならば，j0が再度裏切者に戻る．そしてこのよう
な振動が C  Dリンクが切断されるまで繰り返される (図 3.8(b))．
証明 まず，「pC が j0を協力者に変えるかどうか」は，上で述べた j2が C  Dリンクで pC
と繋がった場合と同様，命題 4により決まる．ここで g+1(j1) < g+1(pC)が成り立ち，j0が
協力者に変化したとすると，g + 1期での隣人選択でC  Dリンクが一切切断されなければ，
g+2(j0) = 1，g+2(j1) = g+1(j1) + (t   0:1)となる．よって，上の命題が成り立つことと
なる．
(証明終)
この命題 5から，j1 6= Imit(j1) = j2となるDクラスターが持つC  Dリンクの数が 1本
だけであるならば，少なくとも新たなリンク切断・接続が発生するまでこのDクラスターの
上部は下部から連鎖崩壊しないことがわかる．
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(a)
図 3.7: 命題 4
青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤の線及び矢印は
それぞれ C   C リンク，C  D リンク, D  D リンクを表す．また矢印の向きがたとえば，エージェント Aか
らエージェント B へ矢印が引かれている場合，この矢印の向きはエージェント Aがエージェント B を行動選択
時に Imitation Maxで模倣していることを意味する．
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(b)
(c)
図 3.7: Continued
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C クラスターとDクラスターの上部が共存・維持されるための条件
ここでは，これまでの分析の結果から，CクラスターとDクラスターの上部が共存・維持
されるための条件について考える．これまでに行ってきた分析から，クラスター上部の崩壊
の仕方には大きく分けて以下の 2種類があることがわかる．
 クラスター上部 (; i2; i1; ; j2; j1)からのクラスター上部の直接崩壊：　 C(D)クラス
ター上部に，裏切者 (協力者)が直接繋がることで，クラスター上部が崩壊するケース．
 クラスター下部 (i0; j0)からのクラスターの上部の間接崩壊：　C(D)クラスター下部に
裏切者 (協力者)が繋がり，クラスター下部の崩壊が上部に連鎖することで，クラスター
上部が崩壊するケース．
このクラスター上部の崩壊の分類とこれまでの分析の結果を基にすれば，以下の 4種類の
クラスター上部の崩壊全てを阻止し続けられれば，両クラスターの上部は共存・維持しうる
と考えられる．
 崩壊ケース 1: C クラスター上部の直接崩壊
 崩壊ケース 2: C クラスター上部の間接崩壊
 崩壊ケース 3: Dクラスター上部の直接崩壊
 崩壊ケース 4: Dクラスター上部の間接崩壊
ここで，ケース 1，2，3，4の崩壊が起きないための条件はそれぞれ，命題 2,3,4,5で述べられ
たものであり，特に，命題 5は，C  Dリンクが 1本しかない場合にはケース 4の崩壊はど
のような条件でも起きないことを示している．
そこで，命題 2,3,4,5の結果を合わせることで，以下のことが言える．
命題 6 互いに分離した C クラスターとDクラスターが存在し，各クラスターからそれぞれ
任意の協力者 i1，裏切者 j1を選び，i1 = Imit(i0)を満たす協力者 i0が存在したと仮定する．
また更に，i0と j1，もしくは，i1と j1の間のどちらかに C  Dリンクが 1本だけ存在する
と仮定する．このとき，i0，i1，j1が以下の 3つの条件全てを同時に満たすなら，新たなリン
ク切断・接続が行われるまで，両クラスターの上部は共存・維持される．
条件 1. g+ 1期で協力者 i1と裏切者 j1の間にC  Dリンクがあるならば，Imit(j1) 6= i1を満
たし，Dクラスター上部が直接崩壊しない．
条件 2. g+ 1期で協力者 i1と裏切者 j1の間にC  Dリンクがあるならば，Imit(i1) 6= j1を満
たし，C クラスター上部が直接崩壊しない．
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条件 3. g + 1期で協力者 i0 と裏切者 j1 の間に C   D リンクがあるならば，g+1(i2) > t 
g+1(i0) + 0:1を満たし，C クラスター上部が間接崩壊しない．
C クラスターとDクラスターの上部が共存・維持され続ける可能性が高い状況
上述の議論から CDRandomが命題 10の条件 1.,2.,3.を満たし続ける限り，両クラスターの
上部は共存・維持されることがわかる．では，命題 6の条件 1.,2.,3.を満たし続ける状態の具
体例としてはどのような状態があるのだろうか？
具体的には，以下の 3つの性質を満たした状態が維持され続けるならば，上の条件それぞ
れを満たすと考えられる．
性質 1. C Dリンクで繋がった協力者と裏切者の間では，裏切者の方が協力者より得点が高い．
性質 2. 得点の高い協力者を超える高い得点を持った裏切者がいない．
性質 3. C  Dリンクを持つ協力者の得点が十分に低く，その協力者が裏切者になった場合の得
点の増加量が低い．
以下では，これらの性質について説明する．
まず性質 1.についてであるが，性質 1.は命題 6の条件 1.を満たした状況の特殊ケースであ
る．そのため，性質 1.を満たせば命題 6の条件 1.が満たされ，Dクラスター上部が直接崩壊
しないのは明らかである．次に性質 2.についてであるが，これも明らかであろう．得点が協
力者より十分に高い裏切者がいなければ，C クラスターが上部から崩壊することはあり得な
いからである．そして最後に性質 3.についてである．これが成り立てば条件 3.が成り立つの
は，性質 3.を満たせば条件 3.の式の右辺の tg+1(i0)+ 0:1は元々の得点である g+1(i0)より
そこまで大きくなることはなくなるからである．以上から，これら 3つの性質を CDRandom
が満たし続ければ，両クラスターの上部が維持・共存され続けると思われる．
本小節の残りでは，この分析結果に対応する状態が計算機実験において発生したことを確
認する．そして，その結果を基に，初期の下落直後にKが低い条件では協力率が 1未満の正
の値の協力率の定常状態に達する一方，それ以外の条件では低い値を抜け出し協力率 1の定
常状態に達する理由を明らかにする．
分析結果に対応する計算機実験での結果の確認
実際に計算機実験の結果を基に調べた結果，K が低く協力率が 1未満の正の値の協力率の
定常状態に達するケースと，それ以外の協力率 1の定常状態に達するケースの両方で，試行
初期の下落直後のわずかな上昇時に両クラスター上部が長期間共存・維持され続けるための
条件全てを満たしている時期があったことが確認された．また，両者の違いが生じる理由は
以下の理由にあることがわかった．
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 Kが低く協力率が 1未満の正の値の協力率の定常状態に達するケース：初期の協力率の
下落直後にそのまま低い値の協力率の定常状態に達するのは，CDRandomが上の 3つの
性質すべてを満たし続けながら最終的には CクラスターとDクラスターが分離した結
果，得点の高い協力者が得点の低い裏切者を侵食できなかったためである．そのため，
定常状態に達した後でも協力者は裏切者より平均得点が高い．
 それ以外において協力率 1の定常状態に達するケース：初期の下落直後に，低い値で
一度踊り場に達して非常に緩慢なスピードで協力率を増加させた後再度協力が進化する
のは，得点の低い協力者が隣人選択により時間をかけて C   C リンクを増やし自分の
得点を少しずつ上昇させることで，上の性質 1が満たされなくなり，その結果，協力率
が上昇していくためである．そのため，Dクラスター内の各裏切者の得点が減少せずと
も，協力者側の得点は上昇し，その結果，最終的には，Dのクラスターは崩壊を始め，
協力率が増加していくことになる．
以下では，この両ケースについて具体的に見てみる．
K が小さく，協力率が 1未満の正の値の協力率の定常状態に達するケース
このケースについて起きていることについて確認するためにK = 1; t = 1:8のある試行で
の時系列のCクラスターのネットワーク構造の変化を調べた．その結果が図 3.10である．図
3.10を見ると，協力者が性質 1., 2., 3.すべてを満たし続けながら，徐々にC  Dリンクを切
断していき，C クラスターが裏切者から分離されていっていることがわかる．実際，図 3.10
の最後に書かれた 536期を見ると，裏切者がこのCクラスターの構成員の隣人にいないこと
がわかるが，この時系列で最終的に到達した定常状態での協力率は 0.112であり集団内の多
数派は裏切者だった．また，裏切者の得点は，協力者達より多くの場合低かった．これらの
ことから，この時系列では，協力者が裏切者とのリンクを一切持たなくなり裏切者を侵食で
きない状態に達してしまったことがわかる．
協力率 1の定常状態に達するケース
続いて，協力率 1の定常状態に達するケースで起きていることを確認するために，K =
4; t = 1:6のある試行での時系列のCクラスターのネットワーク構造の変化を調べた．その結
果が図 3.11である．最初の 5期の時点ではエージェント 2は，協力者の隣人を 1名持つのみで
ある．しかし，エージェント 2は時間をかけて，受動のC  Dリンクを切断し能動のC  D
リンクをC  Cリンクに交換することで得点を増加させ，816, 817期では，性質 1.を満たさ
なくなることで，その前の時点で裏切者だったエージェント 18を協力者に変えることに成功
している．こうしたプロセスにより，K > 2の CDRandomでは，初期の下落直後に協力率が
緩慢な変化をした後に再度上昇していくのだと考えられる．26
26なお，付録 Kでは，集団サイズが 100の小集団でのある試行を例にとり，CDRandomにおいて協力率 1の定
常状態に達するケースの時系列での行動とネットワーク構造のダイナミクスの全体を概観している．CDRandom
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3.3.2 ネットワーク間比較 2： CDRandom vs. CDPreferential
最終的な協力率と協力率の時系列
前述したようにまず，CDRandom, CDPreferentialの 2種類のネットワークについて，各パ
ラメータ設定 K = 1; 2; :::; 16及び t = 1:2; 1:4; 1:6; 1:8での最終的な協力率を比較した．図
3.12は，各 tでの出次数Kに対する最終的な協力率の 100試行平均である．この図を見ると，
CDRandomと CDPreferentialの協力率にはほとんど差がないのは明らかである．実際，各パ
ラメータ設定での平均協力率を詳細に見たところ，K = 1，もしくは，K = 2; t = 1:8を除
く他の全てのパラメータ設定において，両ネットワークの各試行の時系列は全て 0か 1のど
ちらかの値の協力率の定常状態に到達し，かつ，その最終的な協力率は，全試行で両ネット
ワークにおいて完全に一致した．この結果はどのようにして生じたのだろうか？
この結果を調査するために，前節と同様，K = 1; 2; :::; 16, t = 1:2; 1:4; 1:6; 1:8の各条件で
の時系列を調査した．典型的な時系列のパターンの例を示したのが図 3.13(a), 3.13(b), 3.13(c)
である．図 3.13(a)は，K = 1; t = 1:2のある試行での時系列であり，K = 1，もしくは，
K = 2; t = 1:8で見られる最も典型的な時系列のパターンである．また，図 3.13(b), 3.13(c)は
それぞれ，K = 4; t = 1:8のある試行とK = 4; t = 1:6のある試行での時系列であり，K = 1，
もしくは，K = 2; t = 1:8以外でよくみられる典型的な時系列のパターンである．この 3つ
のどの図においても，最終的な協力率だけでなく，時系列においても，両ネットワークに大
きな差は見いだせない．27そのため，上で得られた結果を素直に解釈すると，CDPreferential
の時系列の挙動も前節で CDRandomに対して行ったのと同じ説明で基本的には理解可能だと
思われる．つまり，この 2つの時系列のパターンにおいて両ネットワークに違いが見られな
いのは，接続相手選択の違いの効果が生じる前に，切断相手選択の様式であるC  Dリンク
切断の効果によって集団が定常状態に達してしまったためと考えることができる．
しかし一方で，先行研究の [4]と [29]により，以下のことが明らかになっていた．
 優先的選択を用いたネットワーク生成アルゴリズムであるBarabasi-Albertモデルは，ネッ
トワーク上の各ノードが持つ隣人の総数 (次数)の分布がベキ乗則に従う構造を持つス
ケールフリー・ネットワークを生成する．
 スケールフリーネットワークは，一次元格子ネットワークや静的なランダム・ネットワー
クよりより強く協力の進化を促進する．
これらの先行研究での結果に基づけば，CDPreferentialはスケールフリー・ネットワークを形
成し，その結果，CDPreferentialは CDRandomよりも協力の進化を促進することが予想され
る．上で得られた「CDPreferentialと CDRandomの接続相手選択の様式の違いは協力率に大
において協力率 1の定常状態に達するケースの時系列での行動とネットワーク構造のダイナミクスの全体を概観
したい方はそちらを参照していただきたい．
27なお，図 3.13(b)においては CDRandomの方が CDPreferentialの協力率 1の定常状態に達する時期が早い．だ
が，他のケースを見てみると，一般にどちらの方が定常状態に達するスピ―ドが早いかは各試行によって異なっ
ていたし，また，その試行平均を比較してもどちらが定常状態に達するスピードが速いかはパラメータ設定によっ
て異なっていた．
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きな差はない」という結果はこの予想に反している．本当に，接続相手選択の違いは，集団
の挙動に何も影響を与えないのだろうか？
そこで，接続相手選択の違いによるネットワーク構造への影響を見るために，K = 4; t = 1:8
で協力率 1の定常状態に達した試行，協力率 0の定常状態に達した試行のそれぞれで到達し
た定常状態でのネットワーク構造の次数分布の試行平均を調査した．その結果を両対数グラ
フとして描いたものが図 3.14(a),3.14(b)である．図を見ると，協力率 0の定常状態に達した試
行では両者に違いはないが，協力率 1の定常状態に達した試行では，CDPreferentialにのみベ
キ乗則の傾向性が見て取れる．このことから，接続相手選択の違いは，協力率 0の定常状態
に達した試行では最終的なネットワーク構造に影響を与えていないが，協力率 1の定常状態
に達した試行ではネットワーク構造に影響を与えていることがわかる．
3.4 考察
上で述べたように，我々は以下の結果を得た．
1. 大規模集団上の CDRandomと DDRandomの両動的ネットワークと静的な staticが協力
の進化を促進する度合いの順番は以下のようになる．
1-1. ほとんどのケース (出次数K がK = 1，かつ，裏切者が協力者から得る利得 tが
t = 1:8のケース以外)で，CDRandomとDDRandomの両動的ネットワークは static
よりも協力の進化を促進する．
1-2. ほとんどのケース (K = 1のケース，もしくは，K = 2; t = 1:8のケース以外)で，
CDRandomは DDRandomよりも協力の進化を促進する．
2. 大規模集団での協力が進化し最終的に協力者が生き残った試行では，CDPreferentialは
スケールフリー構造を持ったネットワークを形成するが，CDPreferentialが協力の進化
を促進する度合いは CDRandomと同程度である．
まず，ネットワーク間比較 1により，CDRandomは，K > 2で，DDRandom及び staticよ
りも協力の進化を促進することがわかった．CDRandomにおけるクラスターの維持条件の分
析を基にした考察から，K > 2でCDrandomがDDRandomより協力を進化させるのは，後者
と異なり，前者では 0と 1以外の協力率を持った定常状態が不安定なことが影響していると
考えられる．また，この結果は，K > 2では現実の人間が従う主に従う切断相手選択の様式
であるC  Dリンク切断がそれ単体でも協力の進化に有効であることを示している．ここで，
当然，K > 2という条件がついていることに注意が向かう．しかし，日常の感覚からすると，
K > 2，つまり，友人の数が 4人以下である人がこの社会の多数派だとは思えない．そのた
め，それほどこの条件は現実的には満たすのが難しい条件ではないと思われる．実際たとえ
ば，[48]によると，青年期の各国の仲が良い友人数の平均を見ると，6.6人から 8.2人程度と
なっており，この感覚が妥当であることがわかる．
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次に，ネットワーク間比較 2により，協力が進化した試行において，CDPreferentialはスケー
ルフリー構造を持ったネットワークを形成するが，CDPreferentialが協力の進化を促進する度
合いは CDRandomと同程度であることがわかった．この結果は，優先的選択のアルゴリズム
によるネットワーク構造への影響と，優先的選択のアルゴリズムによる協力の進化への影響
の 2点から考えることができる．まず，優先的選択のアルゴリズムによるネットワーク構造
への影響については，先行研究の [4]により，成長と優先的選択の 2つによりスケールフリー
構造が形成されることがわかっていた．しかし，今回の結果から，動的ネットワーク上での
囚人のジレンマ・ゲームにおいては，協力が進化する試行では成長なしの優先的選択だけで
もスケールフリー構造が形成されることがわかった．次に，優先的選択のアルゴリズムによ
る協力の進化への影響についてであるが，優先的選択は協力の進化を促進しないことが明ら
かになった．先行研究の [29]により静的なスケールフリー構造を持ったネットワーク上では，
協力の進化が促進されることがわかっていたが，今回の結果から，スケールフリー構造の形
成過程においては，その形成過程が協力の進化を促進するわけではないことが示された．
3.5 結論
近年，動的ネットワーク上での互恵に関する研究が行われている．その研究の多くは計算
機実験研究であるが，それらの計算機実験研究で用いられるエージェントモデルは，現実世
界の人間の行動の様式に基づいたものではない．一方，前章では被験者実験により，「動的ネッ
トワーク上の囚人のジレンマ・ゲームにおいてどんな隣人選択のアルゴリズムに現実の人間
が従っているか」を調査した．そこで本章では，前章で得られた結果を基にしたモデルを用
いて，計算機実験を行い，動的ネットワークによる協力の進化への影響を調べた．得られた
結果は以下の通りである．
1. 大規模集団上の CDRandomと DDRandomの両動的ネットワークと静的な staticが協力
の進化を促進する度合いの順番は以下の通りである．
1-1. ほとんどのケース (出次数K がK = 1，かつ，裏切者が協力者から得る利得 tが
t = 1:8のケース以外)で，CDRandomとDDRandomの両動的ネットワークは static
よりも協力の進化を促進する．
1-2. ほとんどのケース (K = 1のケース，もしくは，K = 2; t = 1:8のケース以外)で，
CDRandomは DDRandomよりも協力の進化を促進する．
2. 大規模集団での協力が進化し最終的に協力者が生き残った試行では，CDPreferentialは
スケールフリー構造を持ったネットワークを形成するが，CDPreferentialが協力の進化
を促進する度合いは CDRandomと同程度である．
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(a)
(b)
図 3.8: 命題 5
青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤の線及び矢印は
それぞれ C   C リンク，C  D リンク, D  D リンクを表す．また矢印の向きがたとえば，エージェント Aか
らエージェント B へ矢印が引かれている場合，この矢印の向きはエージェント Aがエージェント B を行動選択
時に Imitation Maxで模倣していることを意味する．
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図 3.9: 命題 6
塗りつぶされた青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，緑,赤
の線はそれぞれ C  C リンク，C  Dリンク,D Dリンクを表す．特に，点線は，点線のうち，どれか１つだ
け実際に存在していることを意味する．また，水色の円 (ピンクの円)で囲まれた部分は，C リーダー を local
maximumとした鎖 ChC (D リーダー  を local maximumとした鎖 ChD)の上部である．
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図 3.10: CDRandomにおけるK = 1; t = 1:8の 1試行目の最初期の下落時及び下落後での C
クラスターの形成過程
各図はある試行の計算機実験の各期で実際に観察されたネットワークダイナミクスを集団の一部のみ取り出し図
示したものである．青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，
緑,赤の線及び矢印はそれぞれ C  C リンク，C  Dリンク,D Dリンクを表す．また矢印の向きがたとえば，
エージェント Aからエージェント B へ矢印が引かれている場合，この矢印の向きはエージェント Aが自分の能
動リンクをエージェント B につなげていることを意味する．
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図 3.10: Continued
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図 3.11: CDRandomにおける K = 4; t = 1:6のある試行での最初期の下落後での C クラス
ターの緩慢な成長
各図はある試行の計算機実験の各期で実際に観察されたネットワークダイナミクスを集団の一部のみ取り出し図
示したものである．青丸と赤丸はそれぞれ協力者と裏切者を表し，縦軸は各人の得点を表す．各人をつなぐ青，
緑,赤の線及び矢印はそれぞれ C  C リンク，C  Dリンク,D Dリンクを表す．また矢印の向きがたとえば，
エージェント Aからエージェント B へ矢印が引かれている場合，この矢印の向きはエージェント Aが自分の能
動リンクをエージェント B につなげていることを意味する．
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図 3.11: Continued
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(e) 817期
図 3.11: Continued
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(a) t = 1:2 (b) t = 1:4
(c) t = 1:6 (d) t = 1:8
図 3.12: 出次数 vs. 最終的な協力率の 100試行平均 (比較 2)
各図の横軸は出次数 K，縦軸は，最終的な協力率の 100試行平均である．
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(a) K = 1，もしくは，K = 2; t = 1:8での典型
的な時系列
(b) K = 1，もしくは，K = 2; t = 1:8以外での
典型的な時系列 (1)
(c) K = 1，もしくは，K = 2; t = 1:8以外での
典型的な時系列 (2)
図 3.13: 比較 2における協力率の時系列の例
各図の横軸は期，縦軸は協力率である．
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(a) CDPreferentialが協力率 0の定常状態に達し
た試行で最終的に形成するネットワーク構造の
次数分布 (両対数グラフ)の試行平均
(b) CDPreferentialが協力率 1の定常状態に達し
た試行で最終的に形成するネットワーク構造の
次数分布 (両対数グラフ)の試行平均
図 3.14: CDPreferentialが最終的に形成するネットワーク構造の次数分布 (両対数グラフ)の試
行平均
各図の横軸は，各人が持つリンクの総数 (総次数)の対数を 10でとった値．また，縦軸は横軸の値のリンクの総
数 (総次数)を持ったエージェントの人数の対数を 10でとった値の 100試行平均．
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第4章 結論と将来の課題
4.1 結論
本研究では，現実の人間の行動様式を基にした「動的ネットワーク上での囚人のジレンマ・
ゲームのモデル」を作成し，そのモデルを用いて「動的ネットワークが静的なランダム・ネッ
トワークよりも協力の進化を促進するか」を明らかにすることを目指した．
そのために 2章ではまず被験者実験を行い，動的ネットワーク上の囚人のジレンマ・ゲー
ムでの現実の人間の隣人選択の様式を明らかにした．被験者実験により得られた結果は以下
の通りである．
1. 直前で自分が協力したときに裏切を選んでいた相手を最も高い頻度で選び，その相手と
のリンクを切断する (C  Dリンク切断)
2. 隣人が多い人を少ない人より高い頻度で選択し，その相手にリンクを接続する (優先的
選択)．
また続く 3章では 2章で得られた結果を基にしたモデルを用いて，計算機実験を行い，動
的ネットワークによる協力の進化への影響を調べた．得られた結果は以下の通りである．
1. 大規模集団上の動的ネットワークにおいて接続相手選択として一様ランダム選択を用
いた場合，切断相手選択の様式が異なる 2種類の動的ネットワークと静的なランダム・
ネットワークが協力の進化を促進する度合いの順番は以下のようになる．
1-1. ほとんどのケース (出次数K がK > 1，かつ，裏切者が協力者から得る利得 tが
t = 1:8のケース以外)で，切断相手選択としてC Dリンク切断を用いた動的ネッ
トワークとD  Dリンク切断を用いた動的ネットワークは静的なランダム・ネッ
トワークよりも協力の進化を促進する．
1-2. ほとんどのケース (K = 1のケース，もしくは，K = 2; t = 1:8のケース以外)で，
切断相手選択としてC  Dリンク切断を用いた動的ネットワークは，D Dリン
ク切断を用いた動的ネットワークよりも協力の進化を促進する．
2. 切断相手選択と接続相手選択として C  Dリンク切断と優先的選択を用いた動的ネッ
トワークが協力の進化を促進する度合いは，大規模集団において，C  Dリンク切断
と一様ランダム選択を用いた動的ネットワークと同程度であり，K > 2では，静的なラ
ンダム・ネットワークよりも協力の進化を促進する．
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4.2 将来の課題
本研究の 2章の被験者実験では，行動選択の様式を統制し被験者には選択させなかった．ま
た一方，3章の計算機実験では，行動選択の様式に関して，各人は「自分と自分の隣人の中で
最も利得の高い人の行動を模倣しその行動を次の期で実行する」という Imitation Maxという
アルゴリズムに従うと仮定した．しかし，動的ネットワーク上での囚人のジレンマ・ゲーム
で現実の人間が用いる行動選択の様式が Imitation Maxであるかは不明であるし，また，行動
選択を自分で選べる状態では，隣人選択の様式も異なる可能性がある．そのため将来的には，
協力行動を選ぶ確率 P が環境に応じて変化する状況や，行動選択の様式，もしくは，行動選
択を自分で選べる状況での隣人選択の様式についても調査し，その結果に基づいてモデルを
作成する必要があると思われる．
また，3章の計算機実験では，出次数に対して各試行の最終的な協力率の試行平均が単峰
形を描くという結果が得られたが，このような結果が得られたメカニズムは十分に明らかに
なってはいない．この点については更なる分析を行う必要があると思われる．
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付録A 協力の進化を促進するメカニズムの
分類
この付録では，著者が提案する協力の進化を促進するメカニズムの分類について説明する．
本文でも述べたように，[20]は協力の進化を促進する代表的なメカニズムとして 5つのメカ
ニズムを示した．しかし，[20]は協力の進化を促進する代表的なメカニズムとして 5つのメ
カニズムを挙げただけであり，協力の進化を促進するメカニズムの分類法を提案したわけで
もこれまでに提案された協力の進化を促進するメカニズム全てを網羅的に挙げたわけでもな
い．実際，[20]の 5つのメカニズム以外の協力の進化を促進するメカニズムとしてはたとえ
ば，[28]のタグメカニズムなどを挙げることができる．そこで [20]の挙げた 5つのメカニズ
ムに [28]のタグメカニズムを合わせると，協力の進化を促進するメカニズムとしては，以下
の 6つを考えることができる．1
1. 血縁淘汰：対戦相手を血縁者と仮定し，対戦相手である血縁者の適応度の上昇が自身
の包括適応度の上昇にもつながることで機能するメカニズム 2
2. 直接互恵：同一の対戦相手と繰り返し何度も PDを行う状況を仮定し，対戦相手の過去
の行動履歴を用いて条件付きで協力をすることにより機能するメカニズム
3. 間接互恵：集団内の各個人に評判が存在する状況を仮定し，対戦相手の評判を用いて
条件付きで Cを選ぶかもしくは対戦相手の選択をすることにより機能するメカニズム 3
1なお，この 6つ以外によく協力の進化の促進を目的としてよく研究されるものに，罰，報酬の導入 (たとえば，
[17])がある．これらの研究では，集団内の一部の人がコストを払って協力者に報酬を与えたり，裏切者に罰則を
与えたりすることで協力の進化が促進されることがわかっているし，また，特に罰則に関しては，実際に人類は
コストを支払ってでも裏切者に罰則を与える傾向があることが知られている．しかし，そのような報酬・罰のコ
ストへの支払いそれ自体もまた「自分が損をして他者に利益を与える行動」という意味での協力行動である．そ
のため，メカニズム的・理論的には「コストがかかる罰・報酬は集団内で維持されない」という 2次的・3次的囚
人のジレンマ問題が生じ協力の進化が促進されないはずであり，なぜそうした傾向を人類が持つようになったの
かはまだ解明されていない (この問題については，[11]などが論じている)．こうした研究は，囚人のジレンマの
前後に，「報酬・罰の有無の選択をする」という別のゲームを結合することによって協力の進化の促進を目指した
研究である．本付録では，囚人のジレンマと対戦相手の決定メカニズムという 2点だけを前提にしたメカニズム
の分類に焦点を絞り，こうした「隣人選択以外の新たなゲームが囚人のジレンマに結合されることで協力の進化
が促進される」というアイデアを基にしたメカニズムについては扱わなかった．
2ここで，モデル上でのある個体の適応度とは「次世代以降でのその個体の子孫の生き残りやすさ」を表わす
値のことである．また，モデル上でのある個体の包括適応度とは，「次世代以降でのその個体が持つ遺伝子・特性
(の一部)を持った個体の生き残りやすさ」を表わす値のことである．適応度・包括適応度は，PDを用いたモデル
においては，ゲームの対戦結果から得られた利得によって決定される．
3ここで，評判とは「その人の過去の対戦における Cと Dの頻度・回数を間接的に教えてくれる情報」のこと
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4. 多層淘汰：個体レベルだけでなく集団レベルでも適者生存の状況が生じていると仮定し，
Cがより普及した集団が集団レベルでは生き残りやすいことで機能するメカニズム 4
5. ネットワーク互恵：個々人の対戦相手が，その人が持つ人間関係ネットワークによって，
Cを選んだ相手 (協力者)かもしくは Dを選んだ相手 (裏切者)のどちらかに偏っている
状況を仮定し，その偏りにより相互協力が起きやすくなることで機能するメカニズム
6. タグメカニズム：個々人が肌の色や目の色などの遺伝と観察が可能な特徴 (タグ)を基
に自分と相手を分類し，その分類により条件付きでCを選ぶかもしくは対戦相手の選択
をすることにより機能するメカニズム
以下では，これら 6つのメカニズムの分類方法について考える．
まず，これら 6つのメカニズムを見ると，最初の血縁淘汰が「協力をする相手が，進化ゲー
ムの構造上定義された利害により，自分と利害を共有している人々 (血縁者)のみに限定され
ている」という点で残りの 4つのメカニズムとは異なり特殊であることがわかる．なぜなら，
血縁淘汰以外の残りの 4つのメカニズムはメカニズムが機能するための状況は限定されてい
るが，協力をする相手が利害を共有する人々だけに限定されていないからである．実際たと
えば，2番目のメカニズムである直接互恵は，メカニズムが機能する状況が「同一の対戦相手
と繰り返し何度も PDを行う状況」に限定されているが，協力をする相手については利害を
共有する人々だけに限定されていない．そこでこの付録ではまず，血縁淘汰とそれ以外の協
力の進化を促進するメカニズム全てをそれぞれ，I.協力をする相手が，進化ゲームの構造上
定義された利害により，自分と利害を共有している人々 (血縁者)のみに限定されているメカ
ニズムと，II.協力をする相手が，進化ゲームの構造上定義された利害により，自分と利害を
共有している人々 (血縁者)のみに限定されていないメカニズムに分類する．5そして以降で
は，II.協力をする相手が，進化ゲームの構造上定義された利害により，自分と利害を共有し
ている人々 (血縁者)のみに限定されていないメカニズムの分類について考える．
[20]以外の協力の進化を促進するメカニズムの分類法で有益な示唆を与えてくれる文献とし
ては，上でも述べた [28]がある．[28]は集団に相互協力を達成させる上で重要な要因として，
である．間接互恵のメカニズムを用いたモデルでは，「ある人のあるゲームでの行動選択の結果は，そのゲームの
対戦相手以外は直接的には知りえない」と仮定されている．そのため，人々は，他者の評判という情報を用いて
自身の行動選択・対戦相手選択を行うことになる．
4「世代から世代への交代時に，適応度が高い (低い)個体が次の世代で子供を増やす (減らす)」という状況を
適者生存の状況と呼ぶ．また，この適者生存の状況を仮定し「集団全体の中での各形質・行動様式 (戦略)を持っ
た個体の比率・分布が，どのように変化するか」を分析するアプローチのことを，進化ゲーム論的アプローチと
呼ぶ．協力の進化の研究は，進化ゲーム論的アプローチを用いて行われている場合が非常に多い．
5なお，ここで I.と II.を「協力する相手が血縁者であるかそうでないか」ではなく，「協力する相手が血縁者の
みに限定されているかそうでないか」によって区別したのは，現実世界においては，1.血縁選択だけでなく，4.
多層淘汰，6.タグメカニズム，5.ネットワーク互恵なども血縁者間において機能している可能性が非常に高いか
らである．実際たとえば，自然界では多くの生物種が血縁者集団を作りその集団内で相互協力を実現しているが，
このような相互協力の発生・進化は 1．血縁淘汰と 4.多層淘汰のどちらのメカニズムを想定することでも理解可
能である．また，自然界で 2.多層淘汰によりその内部で協力が進化していると考えられている集団は，人間社会
以外では多くの場合，血縁者集団のみである．そのため，現実的には，多くの場合，両者を区別することは非常
に困難であるし，また，「両者は理論的に等価である」と説明した文献 (たとえば，[45])も存在する．この観点か
らすれば， (少なくとも理論的には)血縁淘汰は多層淘汰の一種だと見なせると思われる．このように，II.に分類
されるメカニズムが血縁者間で機能していることが現実世界では多々ありえることには注意が必要である．
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(i)相手に対して条件付きの協力をすることができる能力と (ii)個体が「誰と対戦をするか」に
バイアスを与える方法の 2つの要因を挙げている．これら 2つの要因を基にすると，分類 II
に属する協力の進化を促進するメカニズムは以下の 3つのどれかに分類することができる．
i. 条件付きで協力をすることにより機能するメカニズム
ii. 個体が「誰と対戦をするか」にバイアスを与えることで機能するメカニズム
iii. 条件付きでの協力をすることによっても，個体が「誰と対戦をするか」にバイアスを与
えることによってもどちらのやり方でも機能しうるメカニズム
以上をまとめると，協力の進化を促進するメカニズムは，以下の様に分類することが可能
である．
I. 協力をする相手が，進化ゲームの構造上定義された利害により，自分と利害を共有して
いる人々のみに限定されているメカニズム
II. 協力をする相手が，進化ゲームの構造上定義された利害により，自分と利害を共有して
いる人々のみに限定されていないメカニズム
II-i. 条件付きで協力をすることにより機能するメカニズム
II-ii. 個体が「誰と対戦をするか」にバイアスを与えることで機能するメカニズム
II-iii. 条件付きでの協力をすることによっても，個体が「誰と対戦をするか」にバイア
スを与えることによってもどちらのやり方でも機能しうるメカニズム
このように分類すると，[20]の 5つのメカニズムと [28]のタグメカニズムの合計 6つのメ
カニズムはそれぞれ以下のように分類可能である．まず，上で述べたように，1.血縁淘汰は
当然 I.に分類される．次に，2.直接互恵についてである．2.直接互恵は対戦相手が 1人の相
手に特定された状況で i.により機能するメカニズムである．これはそもそも 2.直接互恵が II.
のメカニズムが機能する必要がない状況を前提にしていることを意味する．このことから，2.
直接互恵は II-i.に分類されることがわかる．続いて，3.間接互恵と 6.タグメカニズムについ
てである．3.間接互恵と 6.タグメカニズムはそれぞれのやり方で相手を評価し，その評価を
基に条件付きで Cを選ぶかもしくは対戦相手の選択をすることにより機能するメカニズムで
ある．そのため，この 2つのメカニズムは II-iii.に分類されることがわかる．最後に，4.多層
淘汰と 5.ネットワーク互恵についてである．この 2つのメカニズムは条件付きで協力すると
いう戦略の存在を想定せず，代わりに，協力者の割合がその外部より高いクラスターや集団
の存在を想定することで協力の進化を促進するメカニズムである．そのため，この 2つのメ
カニズムは II-ii.に分類されることがわかる．6以上より，上述した分類は，この付録の最初
で述べた 6つのメカニズムをすべて分類できることがわかる．
6なお，4.多層淘汰のモデルそれ自体は一般には「集団レベルでの淘汰がどのような基準 (適応度)で行われる
か」を具体的に特定していないし，また「他の条件が同じときに，協力者の割合が高い集団の方がそうでない集
団より集団レベルでの淘汰で生き残りやすい理由」についても明示的に述べていない．そのため，こうした集団
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の生存・淘汰を基にした 4.多層淘汰の協力の進化を促進するメカニズムが「協力者同士が集まり，相互に協力し
合う (「協力者が協力者と対戦しやすい」というバイアスが存在する)」という状況を前提としない場合には，4.
多層淘汰を II-ii.に分類することは間違いである．しかし，著者が知る限り，4.多層淘汰の研究はすべて「協力者
同士が集まり，相互に協力し合う (「協力者が協力者と対戦しやすい」というバイアスが存在する)」という状況
を前提としているし，また，そのような状況の想定なしに 4.多層淘汰の協力の進化を促進するメカニズムに現実
的妥当性を与えることは難しいと思われる．そのため，4.多層淘汰を II-ii.に分類することは妥当だと思われる．
70
付録B 被験者が使用したコンピューター・イ
ンターフェース
この付録では，2章の被験者実験で被験者が使用したコンピューター・インターフェースを
示す．
我々の被験者実験で被験者がしなければならないことは隣人選択である．隣人選択はリン
ク切断とリンク接続という 2つのサブステップからなる．
リンク切断のサブステップで，被験者は自分の現在の隣人全員の中からリンクを切断した
い相手を選ぶ．図B.1はリンク切断時のコンピューター・インターフェースである．このイン
ターフェースは 3つのパーツから構成されている．
図 B.1: リンク切断のコンピューター・インターフェースの全体
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図 B.2はリンク切断のコンピューター・インターフェースの上部 (図 B.1の第 1パーツ)で
ある．このパーツから被験者は，以下の自分自身に関する情報を参照することができる： (1)
被験者 ID； (2)現在の得点； (3)前回の行動； (4)P の値； (5)自身と能動リンク，もしくは，
双方向リンクで接続された隣人の被験者 ID．
図 B.2: リンク切断のコンピューター・インターフェースの上部
図 B.3はリンク切断のコンピューター・インターフェースの左下部 (図 B.1の第 2パーツ)
である．このパーツから被験者は，以下の自分の現在の隣人に関する情報を参照することが
できる： (1)被験者 ID； (2)現在の得点； (3)前回の行動； (4)現在の隣人の数．また更に，以
下の自分の隣人以外の人の情報を参照することができる： (1)被験者 ID； (2)現在の隣人の
数．これらを参照した後，被験者は対応するチェックボックスにチェックを入れることでリン
ク切断したい相手を選択する．
図 B.3: リンク切断のコンピューター・インターフェースの左下部
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リンク接続のサブステップで，被験者は自分の現在の隣人以外の中からリンクを接続した
い相手を選ぶ．図B.4はリンク接続時のコンピューター・インターフェースである．このイン
ターフェースも 3つのパーツから構成されている．
1
2 3
図 B.4: リンク接続のコンピューター・インターフェースの全体
図 B.5はリンク接続のコンピューター・インターフェースの上部 (図 B.4の第 1パーツ)で
ある．このパーツから被験者は，以下の自分自身に関する情報を参照することができる： (1)
被験者 ID； (2)現在の得点； (3)前回の行動； (4)P の値； (5)自身と能動リンク，もしくは，
双方向リンクで接続された隣人の被験者 ID．
図 B.5: リンク接続のコンピューター・インターフェースの上部
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図 B.6はリンク接続のコンピューター・インターフェースの左下部 (図 B.4の第 2パーツ)
である．このパーツから被験者は，以下の自分の現在の隣人に関する情報を参照することが
できる： (1)被験者 ID； (2)現在の得点； (3)前回の行動； (4)現在の隣人の数．また更に，以
下の自分の隣人以外の人の情報を参照することができる： (1)被験者 ID； (2)現在の隣人の数．
図 B.6: リンク接続のコンピューター・インターフェースの左下部
図 B.7はリンク接続のコンピューター・インターフェースの左下部 (図 B.4の第 3パーツ)
である．このパーツで被験者は対応するチェックボックスにチェックを入れることでリンク切
断したい相手を選択する．
74
図 B.7: リンク接続のコンピューター・インターフェースの右下部
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付録C 被験者実験で使用したインストラク
ション
この付録では，被験者実験で使用したインストラクションを示す．以下は被験者実験で使
用したインストラクションである．
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付録D 被験者実験で使用した質問紙
この付録では，被験者実験で使用した質問紙を示す．以下は被験者実験で使用した質問紙
である．
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付録E 被験者が用いた隣人選択アルゴリズム
のネットワークダイナミクスへの影響
この付録では「2章の被験者実験でネットワーク・ダイナミクスがどのように進化したか」
を示す．被験者実験の手法の節で述べたように，被験者実験のセッション開始時，18人の被
験者がネットワークに参加した．各被験者 iはランダムにパラメータ Piを割当てられ，Piは
セッションを通じて固定だった．Piの値は以下のようにして決められた．
 6人の被験者に Piの値として 0:25が割当てられた.
 6人の被験者に Piの値として 0:5が割当てられた.
 6人の被験者に Piの値として 0:75が割当てられた.
ここで，Pi = 0:25; 0:5; 0:75の被験者をそれぞれ被験者 L;M;H と呼ぶことにする．
図 E.1は全 8セッションでの被験者X と Y (X;Y 2 L;M;H)の間にあるリンクの平均存在
確率の時間変化を表している．
図 E.1では，被験者H とH の間にあるリンクの平均存在確率 PHH が時間的に増加してい
るように見える．
そこで，時間的に PHH が増加しているかを確認するために，我々は 20期を，1期から 10
期までの第 1期間と 11期から 20期までの第 2期間の 2つに分割した．そして，この 2期間
の間で PHH の値を比較した．その結果，第 1期間での PHH は 0:205742であり，第 2期間で
の PHH は 0:237236であり，後者は前者より  = 0:01で有意に高かった (自由度 1のピアソ
ンの 2乗検定で 2 = 19:080635)．
また我々は 3種類の被験者 L;M;H のセッション最終期 (21期の最初)での全 8セッション
の平均次数分布を調査した．その結果が図 E.2である．
図E.2では，高いPiの値を持った被験者の次数分布が低いPiの値を持った被験者の次数分布よ
り右に寄っているように見える．被験者H;M;Lの平均次数はそれぞれ，9:770833; 7:020833; 6:041667
だった．
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図 E.1: 被験者X と Y の間にあるリンクの平均存在確率の時間変化
縦軸は，全 8 セッションにおける被験者 L と L の間にあるリンクの平均存在確率 PLL，被験者 L と M の
間にあるリンクの平均存在確率 PLM，被験者 L と H の間にあるリンクの平均存在確率 PLH，被験者 M と
M の間にあるリンクの平均存在確率 PMM，被験者 M と H の間にあるリンクの平均存在確率 PMH，被験
者 H と H の間にあるリンクの平均存在確率 PHH である．横軸は，各セッションでの期である．これらは，
1 = PLL + PMM + PHH + 2PLM + 2PLH + 2PMH を満たす．
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図 E.2: 3種類の被験者 L;M;H のセッション最終期 (21期の最初)での平均次数分布
横軸は被験者の次数 (隣人の数)であり，縦軸は全 8セッションにおいて k人の隣人を持つ各種類の被験者の平均
存在頻度である．
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付録F 隣人の数とPや他の値との関係
2章の被験者実験の結果の接続相手選択の傾向性の小節で述べたように，我々の「ゲームの
途中でプレイの仕方を変更しましたか？　もし変更したとしたらそれはどんな理由で，どん
な風に変更しましたか？」という自由回答方式の質問に，何人かの被験者は「セッションの
最中に隣人が多い人にリンクを繋げた方がそうでない人に繋げるよりよかったということに
気が付いた」と回答していた．1我々は，被験者がそのように考えた理由を「隣人の多い人は
Piの値も高い」と被験者が考えたためだと推論することができる．
この推論の妥当性を確認するために，我々は，隣人の多い群と隣人の少ない群のそれぞれ
で被験者H (Pi = 0:75を持つ被験者)の比率を求め両者を比較することで，隣人の数と Piの
関係を調査した．隣人の多い群での被験者Hの比率は 0:407743であり，隣人の少ない群での
被験者H の比率は 0:222959で，前者の方が後者より  = 0:01で有意に値が高かった (自由
度 1のピアソンの 2乗検定で 2 = 1272:959974)．この結果は，被験者が隣人の多い相手を
選ぶことにより，隣人の少ない相手を選ぶ場合より Piの値が高い相手をより高い確率で選べ
ることを示している．
また，この結果の妥当性を確認するために，我々は「被験者がPiの高い相手を選ぶことがで
きたか」を，被験者H の比率をリンク接続において選択された群と選択されなかった群の間
で比較した．その結果，リンク接続において選択された群での被験者Hの比率は 0:438015で
あり，リンク接続において選択されなかった群での被験者Hの比率は 0:284588で，前者は後
者より = 0:01で有意に値が高かった (自由度 1のピアソンの2乗検定で2 = 463:777531)．
この結果は，被験者が「隣人が多い被験者は高い Piを持っている可能性が高い」という推論
に従うことで高い Piを持った相手を選ぶことに部分的に成功していることを示している．
1なお，表で示したように，各被験者のコンピューター・インターフェースは，現在の自分の隣人以外の被験
者の Pi も前回の行動も表示しない．このことは，被験者は自分の隣人以外の被験者の Pi を観察できないという
ことである．それゆえ，第 3の結果で確認された行動傾向 (接続相手として隣人が多い人を選択)は，皆が現在の
自分の隣人以外の被験者の Pi を観察し，Pi が高い相手を選んだ結果ではありえない．
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付録G 非受動リンク・受動リンクの切断頻度
の差
この付録では，2章の被験者実験で観察された切断相手選択時の被験者による非受動リンク
(能動リンク及び双方向リンク)と受動リンクの取り扱いの違いについて述べる．
2章の結果でも述べたように，本実験で分析に用いられた『切断候補のリンク』の総数は
20550であり，そのうち，9030が受動リンク，残り 11520が非受動リンク (能動リンク，もし
くは双方向リンク) であった．そこで，受動リンクと非受動リンクのそれぞれでリンクが切
断された頻度を調べ比較した．その結果，受動リンクと非受動リンクの切断頻度はそれぞれ
0.218826と 0.257378であり，後者の切断頻度は前者の切断頻度より  = 0:01で有意に高かっ
た (自由度 1のピアソンの 2乗検定で 2 = 41:196806)．
なお，3.2.3で述べたように，この結果から得られた受動リンクと非受動リンクの切断頻度
の比R = 0:850211493は，3章の計算機実験で用いたモデルのパラメータとして使用された．
93
付録H ネットワーク間比較1での最終的な協
力率の差の結果に対する検定
この付録では，本文の図 3.1で得られたネットワーク間の最終的な協力率の差について行っ
た検定の結果について述べる．本文の図 3.1で得られた結果が有意な差であるかを確認する
ために，K = 1; 2; :::; 16及び t = 1:2; 1:4; 1:6; 1:8の全 16 4 = 64条件のそれぞれで，static，
CDRandom, DDRandomの 3種のネットワークが各試行で到達した最終的な協力率をウイルコ
クソンの符号順位和検定 (ノンパラメトリック検定)を用いたライアンの方法で検定した．そ
の結果， = 0:01で以下の結果が得られた．
(1) K = 1; t = 1:8では，DDRandomの協力率は staticより有意に高く，かつ，staticの協力
率は CDRandomより有意に高い．
(2) K = 1; t = 1:8を除くそれ以外のK = 1のケースと，K = 2; t = 1:8では，DDRandom
の協力率は CDRandomより有意に高く，かつ，CDRandomの協力率は staticより有意
に高い．
(3) t = 1:4のK = 14; 15; 16, t = 1:6のK = 10; 11; 12; 13; 14, t = 1:8のK = 7; 8; 9; 10で，
staticの協力率はDDRandomより有意に高く，かつ，DDRandomの協力率はCDRandom
より有意に高い．
(4) t = 1:6のK = 15; 16, t = 1:8のK = 11; 12; 13; 14; 15; 16では，3種のネットワークは
全ての試行で協力率 1を取り，互いの間に差は一切ない．
(5) 上記の (1), (2), (3), (4)以外のケースでは，CDRandomの協力率は DDRandomより有意
に高く，かつ，DDRandomの協力率は staticより有意に高い．
この結果から，本文で述べた結果が検定により成り立たなかったケースは，(3)の t = 1:4の
K = 14; 15; 16, t = 1:6のK = 10; 11; 12; 13; 14, t = 1:8のK = 7; 8; 9; 10のケースのみであっ
たことがわかる．ではなぜこの (3)のケースでは本文で得た結果と異なる結果が有意になった
のだろうか？そこで，(3)のケースの各試行を調査した．その結果，以下のことがわかった．
(a) (3)のケースでの各試行はほとんどの場合，以下のいずれかのケースに属している．
(a1) 3種のネットワークすべてが協力率 0の定常状態，吸収状態に到達する試行
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(a2) CDRandomが協力率 0の定常状態に到達する一方で，staticと DDRandomが 0.02
未満の正の値の協力率を持つ定常状態に到達する試行
(a3) CDRandomが協力率 1の定常状態に到達する一方で，staticと DDRandomが 1未
満の正の値の協力率を持つ定常状態，吸収状態に到達する試行
(b) (a1),(a2),(a3)の頻度を見ると，(a3)のケースより (a2)のケースの方が発生頻度がより
多い．
これら 3つの結果のために，検定において (3)のケースで本文とは異なる結果が出たと思われ
る．なぜなら，(c)のケースが多くなると，中央値・数値で郡間の差異を測るウイルコクソン
の符号順位和検定では，平均値で比較した場合よりも，staticと DDRandomの値が高いと評
価されやすくなると考えられるからである．
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付録 I 最終的な協力率の試行平均に対する集
団サイズの影響
本文で得られた結果は集団サイズを 10000としたときの結果である．しかし，この結果が
他の集団サイズで成り立つかはわからない．そこで，この付録では，最終的な協力率の試行
平均に試行平均に対する集団サイズの影響を調査する．そのために，K = 4; t = 1:6を例に
して，1集団サイズN をN = 100; 500; 1000; 5000; 10000と変えていったときに，最終的な協
力率の 100試行平均がどのように変化するかを調べた．その結果が図 I.1である．この結果
を見ると，staticと CDRandomは集団サイズを 10000より大きくしても，それほど協力率が
変化することはなさそうに見える．一方，これとは異なり，DDRandomについては集団サイ
ズを 10000より大きくすることで協力率が更に大きくなる可能性があるように見える．その
ため，まずこれらの結果から，集団サイズが 10000より大きくなっても，staticが CDRandom
やDDRandomよりも協力の進化を促進する可能性は低いと考えられる．よって，「CDRandom
と DDRandomの両動的ネットワークは，集団サイズが 10000より大きくなっても，staticよ
りも協力の進化を促進する」という論文本文で得られた結果は，集団サイズを更に大きくし
ても維持される可能性が高いと思われる．一方これとは異なり，「CDRandomはDDRandomよ
り協力の進化を促進する」という結果が集団サイズを 10000より大きくした場合にも成り立
つかについては，この付録での結果からは推測することは難しい．そのため，集団サイズを
10000より更に大きくして計算機実験をした方がより望ましいと思われる．2
1なお，K = 4; t = 1:6での結果が他でも成り立つかは調査で来ていない．この点については更なる調査が必
要である．
2しかし，集団サイズを大きくすると計算量も増え，計算機実験により多くの時間がかかる．そのため，本論
文では先行研究の [39]に従い，集団サイズを 10000とした．
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図 I.1: 集団サイズ vs. 最終的な協力率の 100試行平均 (K = 4; t = 1:6)
横軸は集団サイズであり，縦軸は K = 4; t = 1:6での最終的な協力率の 100試行平均である．
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付録J 切断頻度Pに対する結果の安定性の
確認
本文の図 3.1 では，動的ネットワークである CDRandom と DDRandom の切断頻度 P を
P = 0:01として 100試行平均の最終的な協力率を出次数K の関数として調べ，その結果を
静的 networkである staticでの結果と比較した．その結果，以下の結果が得られた： (1)static,
CDRandom, DDRandomのどのネットワークでも K の値が中間程度のときに最も協力率が
高くなっており，協力が進化するためには K の値は小さすぎても大きすぎても良くない；
(2)K > 1 では，両動的ネットワークは常に static より最終的な協力率が高い； (3)K = 1
と K = 2; t = 1:8では DDRandomの方が CDRandomより協力率が高いが，それ以外では
CDRandomの方が DDRandomより協力率が高い．
この付録では，図 3.1で得たこれら 3つの結果のうち，(2)と (3)が切断頻度を変えた場合
にも成り立っていることを部分的ながら確認する．図 J.1,J.2,J.3はそれぞれ，P = 0:1; 0:5; 1:0
での 100試行平均の最終的な協力率をK = 1; 2; 4; 6に対して調べた結果である．これらの結
果を見ると，どの切断頻度でも，(2)と (3)が成り立っていることがわかる．1
1また，K = 1; 2; 4; 6 と t = 1:2; 1:4; 1:6; 1:8 の組み合わせである 16 ケースそれぞれに対して，P を P =
0:0(static); 0:01; 0:1; 0:5; 1:0と変化させたときに，協力率がどう変化するかについても調べてみたが，一般的な
ことは特に言えなかった．具体的には，CDRandomでは 16全てのケースで P = 1:0で協力率が最大 (他の P の
値との同着一位含む)となったが，協力率が P の増加に対して単調非減少だったのは 16ケース中 14ケースだっ
た．一方，DDRandomで P = 1:0で協力率が最大 (他の P の値との同着一位含む)となったのは 16ケース中 11
ケースであり，また，そのうち，協力率が P の増加に対して単調非減少だったのは 11ケース中 6ケースだった．
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図 J.1: 出次数 vs. 最終的な協力率の 100試行平均 (切断頻度 P = 0:1)
　各図の横軸は出次数 K，縦軸は，最終的な協力率の 100試行平均である．
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(d) t = 1:8
図 J.2: 出次数 vs. 最終的な協力率の 100試行平均 (切断頻度 P = 0:5)
　各図の横軸は出次数 K，縦軸は，最終的な協力率の 100試行平均である．
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図 J.3: 出次数 vs. 最終的な協力率の 100試行平均 (切断頻度 P = 1:0)
　各図の横軸は出次数 K，縦軸は，最終的な協力率の 100試行平均である．
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付録K 小集団が形成するCDRandom上での
協力の進化
本付録では，集団サイズが 100の小集団上の CDRandomを例に取り，論文本体の図 3.2(c)
で見たタイプの CDRandomの時系列における行動とネットワーク構造のダイナミクスの全体
を概観する．
そのためにまず，CDRandomのある試行での協力率の時系列を確認し，その挙動が図 3.2(c)
で見たタイプの CDRandomの時系列と同じであることを確認する．次に，その時系列上から
4点を取りその各時点でのネットワーク構造を調べることでこのタイプの CDRandomの時系
列における行動とネットワーク構造のダイナミクスの全体を概観する．なお，集団サイズ以
外のパラメータは，K = 2; t = 1:2; P = 0:01とした．
まず集団サイズが 100の小集団上の CDRandomのある試行での協力率の時系列を調べた．
その結果が図 K.1である．図 K.1を見ると，最初期の急激な協力率の下落後に，徐々に協力
率が増加し最終的には協力率 1に達していることがわかる．このことから，図 K.1は，論文
本体の図 3.2(c)で見たタイプの CDRandomの時系列と同じタイプの挙動を示していることが
わかる．
そこで次に，図 K.1の時系列上から以下の 4点を取り，その各時点でのネットワーク構造
を調べた: I.初期状態 (0期)； II.初期下落直後 (2期)； III.協力率増加時 (27期)； IV.最終状
態 (200期)．その結果が図K.2である．図K.2の各図の青い丸と赤い丸はそれぞれ，協力者と
裏切者を表している．また，各丸から出た矢印は，矢印の始点のエージェントが矢印の終点
のエージェントへ接続した能動リンクを表している．このうち，青・赤・緑色の矢印はそれ
ぞれ，その矢印の両端の得点の低い方が行動選択時 Imitation Maxで高い方を参照するC  C
リンク・D  Dリンク・C  Dリンクを表し，また，それ以外の灰色の矢印は，行動選択時
に参照されないそれ以外のリンクを表している．また更に，図 K.2の各図では，得点が高い
エージェントほど図の上部に配置され，かつ，同一得点を獲得したエージェント間ではエー
ジェントの ID番号が低いエージェントほど図の右側に配置されている．
0期である初期状態での行動選択とネットワーク構造を示した図が図 K.2(a)である．この
図を見ると，初期状態では，多くの協力者が自分よりより得点の高い裏切者を行動選択で参
照しており，協力者より裏切者にとって有利な状況が生じていることがわかる．このような
裏切者に有利な状況が生じるのは，初期状態では集団は協力率 0.5のランダム・ネットワーク
を形成するためである．なお，図 K.1で見たように，こうしたネットワーク構造が形成され
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図 K.1: 小集団上の CDRandomにおける協力率の時系列
各図の横軸は期，縦軸は協力率である．また，赤丸がついた部分は，図 K.2の各ネットワーク図が観察された期
を表す．
た結果，この後，集団の協力率は急速に下落した．
次に，最初期の下落が停止した時点である 2期での行動選択とネットワーク構造を示した
のが図 K.2(b)である．図 K.2(b)を見ると，図 K.2(a)より裏切者の数が増加し，その代わり
に，自分より得点の高い裏切者を参照している協力者が減少しほとんどいなくなっているこ
とがわかる．また，得点のより高い協力者をより得点の低い協力者が参照することでCクラ
スターが形成され，一部の裏切者が行動選択でそうして形成された Cクラスター内の協力者
を参照していることも確認できる．なお，図 K.1で見たように，こうしたネットワーク構造
が形成された結果，この後，集団の協力率は減少から増加に転じた．
続いて，最初期の下落後の協力率が増加している時点である 27期での行動選択とネット
ワーク構造を示した図が図K.2(c)である．図K.2(c)を見ると，図K.2(b)より協力者の数が増
加し，代わりに，協力者を参照している裏切者と裏切者を参照している協力者の両方がいな
くなり，協力者が形成するCクラスターが裏切者が形成するDクラスターから分離しはじめ
ていることがわかる．そしてその結果，隣人選択なしには各エージェントの行動が変化しな
い状況が生じている．なお，図 K.1で見たように，こうしたネットワーク構造が形成されて
も，この後も集団の協力率は緩慢に増加し，最終的には，集団は図 K.2(d)に示されたような
協力率 1のネットワークを形成した．協力者を参照している裏切者と裏切者を参照している
協力者の両方がいなくなったにもかかわらずこのような協力率の緩慢な増加が維持されたの
は，図K.2(c)内で灰色の矢印として示されたC  Dリンクが隣人選択により切断されて裏切
者の得点が低くなることで，裏切者が協力者を参照していくようになっていったためだと考
えられる．
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(a) 初期状態 (0期)
(b) 初期下落直後 (2期)
図 K.2: 時系列上の 4点での CDRandomのネットワーク構造
各図の青い丸と赤い丸はそれぞれ，協力者と裏切者を表している．また，各丸から出た矢印は，矢印の始点のエー
ジェントが矢印の終点のエージェントへ接続した能動リンクを表している．このうち，青・赤・緑色の矢印はそ
れぞれ，その矢印の両端の得点の低い方が行動選択時 Imitation Maxで高い方を参照する C   C リンク・D  D
リンク・C  D リンクを表し，また，それ以外の灰色の矢印は，行動選択時に参照されないそれ以外のリンクを
表している．また更に，図 K.2の各図では，得点が高いエージェントほど図の上部に配置され，かつ，同一得点
を獲得したエージェント間ではエージェントの ID番号が低いエージェントほど図の右側に配置されている．
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(c) 協力率増加時 (27期)
(d) 最終状態 (200期)
図 K.2: Continued
本付録では CDRandomの時系列における行動とネットワーク構造のダイナミクスの全体を
概観するために集団サイズを 100とした．しかし，本文で扱っている集団サイズが 10000の
ケースにおいても，図 3.2(c)で見たタイプの CDRandomの協力率の時系列は基本的に，本付
録で概観したようなダイナミクスにより形成されていると思われる．
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