In this paper, we study the Gromov-Hausdorff stability and continuous dependence of the inertial manifolds under perturbations of the domain and equation. More precisely, we use the Gromov-Hausdorff distances between two inertial manifolds and two dynamical systems to consider the continuous dependence of the inertial manifolds and the stability of the dynamical systems on inertial manifolds induced by the reaction diffusion equations under perturbations of the domain and equation.
Introduction
Let Ω 0 be an open bounded domain in R N with smooth boundary. We consider the following reaction diffusion equation
where f 0 : R → R is a C 1 function such that f 0 and f ′ 0 are bounded, and f 0 satisfies the dissipative condition, i.e., lim sup |s|→∞ f 0 (s) s < 0.
It is well known in [2] that the problem (1.1) is well-posed in various function spaces. Let F 0 : L 2 (Ω 0 ) → L 2 (Ω 0 ) be the Nemytskii operator of f 0 . It is clear that F 0 is Lipschitz since f ′ 0 is bounded, and we may assume LipF 0 > 1.
Let Diff(Ω 0 ) be the space of diffeomorphisms h from Ω 0 onto its image Ω h := h(Ω 0 ) ⊂ R N with the C 1 topology. Let F be the collection of C 1 functions f h : R → R (h ∈ Diff(Ω 0 )) with the dissipative condition such that d C 1 (f h , f 0 ) ≤ d C 1 (h, id), where the metric d C 1 on F is given by
where id denotes the identity map on Ω 0 . For each h ∈ Diff(Ω 0 ), we consider a perturbation of equation (1.1)
For any h ∈ Diff(Ω 0 ) C 1 -close to id, we consider the following equation
where A h denotes the operator −∆ on Ω h with Dirichlet boundary condition. For simplicity, we write A id = A 0 and F id = F 0 . We know that A h has a family of eigenvalues {λ h i } ∞ i=1 such that 0 < λ h 1 ≤ λ h 2 ≤ · · · → ∞, and a family of corresponding eigenfunctions {φ h i } ∞ i=1 which is an orthonormal basis in L 2 (Ω h ) and orthogonal in H 1 0 (Ω h ). We denote the semi-dynamical system S h (t) induced by equation (1.3) by S h (t) :
where u h (t) is the unique solution of (1.3) with u h (0) = u 0 . For any h ∈ Diff(Ω 0 ) and m ∈ N, let P h m be the projection of L 2 (Ω h ) onto span{φ h 1 , . . . , φ h m }, and Q h m be the orthogonal complement of P h m . For simplicity, we will write P id m := P 0 m and Q id m := Q 0 m . Definition 1.1. We say that M ⊂ L 2 (Ω 0 ) is an m-dimensional inertial manifold of the semidynamical system S(t) induced by (1.1) if it is the graph of a Lipschitz map Φ : P 0 m L 2 (Ω 0 ) → Q 0 m L 2 (Ω 0 ) such that (i) M is invariant, i.e., S(t)M = M for t ∈ R, (ii) M attracts all trajectories of S(t) exponentially, i.e., there are C > 0 and k > 0 such that for any u 0 ∈ L 2 (Ω 0 ), there is v 0 ∈ M satisfying
In this paper, we are interested in studying the behavior of the inertial manifolds (which belong to disjoint phase spaces) of equation (1. 3) with respect to perturbations of the domain Ω 0 . More precisely, we use the Gromov-Hausdorff distances between two inertial manifolds and two dynamical systems to consider the continuous dependence of the inertial manifolds and the stability of the dynamical systems on inertial manifolds induced by the reaction diffusion equations under perturbations of the domain and equation. For this, we first prove the existence of inertial manifold of equation (1. 3) when h is C 1 -close enough to id. Theorem 1.1. Let the above assumptions on the operator A h and the nonlinearity F h hold and, in addition, let the following spectral gap condition hold:
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where L 0 is a Lipschitz constant of the nonlinearity F 0 , λ 0 n is the nth eigenvalue of A 0 for n ∈ N. Then there exists δ > 0 such that if d C 1 (h, id) < δ, then equation (1.3) admits the m-dimensional inertial manifold M h . Remark 1.1. To the best of our knowledge, the existence of an inertial manifolds for (1.1) was first proved by Foias et al. [4, 7] with the non-optimal constant C in the right hand side of assumption (1.4) . Moreover, Romanov [8] proved the existence of inertial manifold of (1.1) under the spectral gap condition (1.4) using the Lyapunov-Perron method in [9] . For a detailed exposition of the classical theory of inertial manifolds, refer the paper by Zelik [10] .
To study how the asymptotic dynamics of evolutionary equation (1.3) changes when we vary the domain Ω h , our first task is to find a way to compare the inertial manifolds of the equations in different domains. One of the difficulties in this direction is that the phase space L 2 (Ω 0 ) of the induced semidynamical system changes as we change the domain Ω 0 . In fact, the phase spaces L 2 (Ω 0 ) and L 2 (Ω h ) which contain inertial manifolds M 0 and M h , respectively, can be disjoint even if Ω h is a small perturbation of Ω 0 .
In this direction, Arrieta and Santamaria [3] estimated the distance of inertial manifolds M ε of the following evolution problem
(1.5) on the Hilbert spaces X ε . For this purpose, they first assumed that the operator A 0 has the following spectral gap condition λ 0 m+1 − λ 0 m ≥ 18L 0 and λ 0 m ≥ 18L 0 for some m ∈ N to use the Lyapynov-Perron method for the existence of inertial manifold (see Proposition 2.1 in [3] ). They also assumed that the nonlinear terms F ε have a uniformly bounded support, i.e., there exists
. This assumption implies that every inertial manifold M ε of (1.5) does not perturb outside the ball D R even though ε varies. In fact, we have
. Note that the inertial manifold M ε (or M 0 ) of (1.5) is expressed by the graph of a Lipschitz map Φ ε (or Φ 0 ). Under the above assumptions, they proved
where E ε is an isomorphism from X 0 to X ε (for more details, see Theorem 2.3 in [3] ). Note that the norms
Then the perturbed phase space X ε in [3] can be considered as the space L 2 (Ω hε ).
In this paper, we do not assume that the nonlinear terms F h (h ∈ Diff(Ω 0 )) have a uniformly bounded support.
Recently, Lee et al. [5, 6] introduced the Gromov-Hausdorff distance between two dynamical systems on compact metric spaces to analyze how the asymptotic dynamics of the global attractors of (1.1) changes when we vary the domain Ω 0 .
To compare the asymptotic behavior of the dynamics on inertial manifolds, we first need to introduce the notion of Gromov-Hausdorff distance between two dynamical systems on noncompact metric spaces. Let (X, d X ) and (Y, d Y ) be two metric spaces. For any ε > 0 and a subset B of X, we recall that a map i : X → Y is an ε-isometry on B if |d Y (i(x), i(y)) − d X (x, y)| < ε for all x, y ∈ B. In the case B = X, we say that i : X → Y is an ε-isometry. The Gromov-Hausdorff distance d GH (X, Y ) between X and Y is defined by the infimum of ε > 0 such that there are ε-isometries i : X → Y and j : Y → X such that U ε (i(X)) = Y and U ε (j(Y )) = X, where U ε (B) is the ε neighborhood of B. Let X = {X h : h ∈ Diff(Ω 0 )} be the collection of metric spaces. Definition 1.2. We say that X h ∈ X converges to X k in the Gromov-Hausdorff sense as h → k if for any ε > 0 and a bounded set
We observe that X h converges to X k in the Gromov-Hausdorff sense if d GH (X h , X k ) → 0 as h → k. However the converse is not true in general. Let S be a dynamical system on X, i.e., S : X × R → X. For any subset B of X, we denote S| B by the restriction of S to B × R. Definition 1.3. Let S 1 and S 2 be dynamical systems on metric spaces X and Y , respectively. For any bounded sets B 1 ⊂ X and B 2 ⊂ Y , the Gromov-Hausdorff distance D T GH (S 1 | B1 , S 2 | B2 ) between S 1 | B1 and S 2 | B2 with respect to T > 0 is defined by the infimum of ε > 0 such that there are maps i : X → Y and j : Y → X, and α ∈ Rep B1 (ε) and β ∈ Rep B2 (ε) with the following properties:
(i) i and j are ε-isometries on B 1 and B 2 , respectively, satisfying
α(x, t))), S 2 (i(x), t)) < ε for x ∈ B 1 and t ∈ [−T, T ], and d X (j(S 2 (y, β(y, t))), S 1 (j(y), t)) < ε for y ∈ B 2 and t ∈ [−T, T ],
where Rep B (ε) is the collection of continuous maps α :
} be a collection of dynamical systems on metric spaces X h . We say that a dynamical system S k ∈ DS is Gromov-Hausdorff stable if for any ε > 0, T > 0 and a bounded set
We observe that the Gromov-Hausdorff stability of dynamical systems on the global attractors under perturbations of the domain was studied in [5, 6] .
Throughout the paper, we assume the following conditions is Gromov-Hausdorff stable.
Existence of inertial manifolds
In this section, we analyze the behavior of the Laplace operators with Dirichlet boundary conditions under perturbations of the domain and equation. In particular, we prove that the spectra of A 0 behave continuously, and it will be applied to prove Theorems 1.1 and 1. 
Let ℓ ∈ N be fixed, and take a sequence {h n } n∈N in Diff(Ω 0 ) with h n → id as n → ∞. Let E 0 : H 1 (Ω 0 ) → H 1 (R N ) be an extension operator, and R hn : H 1 (R N ) → H 1 (Ω hn ) be the restriction operator. For each 1 ≤ i ≤ ℓ and n ∈ N, we consider a map ξ hn i : Ω hn → R by
, ∀x ∈ Ω hn . By the min-max characterization of the eigenvalues, we have
where t = o(1) means that t → 0 as h n → id. Take a function ξ = r i=1 a i ξ hn i in span{ξ hn 1 , . . . , ξ hn r } such that the right hand side of (2.1) has the maximum at ξ with ξ L 2 (Ω hn ) = 1. Let φ = r i=1 a i φ 0 i . Then we see that
. In the last inequality, we have used the fact that
Similarly we get ∇ξ L 2 (Ω hn \Ω0) = o(1). Since
We will complete the proof by demonstrating the following four claims. Claim 1. We show that for any
By the Sobolev extension theorem, we can take an operator T h k :
This completes the proof of Claim 1.
For any 1 ≤ i ≤ ℓ, we will consider the limit of the sequence {φ h k i } k∈N in Claim 1. By the induction process, for each n ∈ N, there exist ξ 0,n i ∈ L 2 (K hn ) and a subsequence {φ
for all i = 1, . . . , ℓ and k ∈ N. By the Cantor diagonal argument, we assume that there is a subsequence
Now we show that ξ 0 i ∈ H 1 (Ω 0 ). We first consider an extension operator E hn :
where D is a positive constant independent of h k , we see that {E hn ξ 0,n i } n∈N is bounded in H 1 (Ω 0 ). Hence there areξ 0 i ∈ H 1 (Ω 0 ) and a subsequence of {E hn ξ 0,n i } n∈N , still denoted by {E hn ξ 0,n i } n∈N , which converges toξ 0 i in L 2 (Ω 0 ). Moreover, for each K hn , we have
and so ξ 0 i =ξ 0 i almost everywhere in K hn for all n ∈ N. Since n∈N K hn = Ω 0 , we see that
By the construction of ξ 0 i and Claim 1, we see that for any ε > 0, there is k 0 ∈ N such that
On the other hand, we have
Therefore {τ i } i∈N and {ξ 0 i } i∈N are eigenvalues and the corresponding eigenfunctions of A 0 , respectively, and so we have
This completes the proof of Claim 3.
, and so we get τ a+1 = λ 0 a+1 . Continuing this process, we derive that τ i = λ 0 i for all 1 ≤ i ≤ ℓ, and so completes the proof of the proposition.
For any h ∈ Diff(Ω 0 ), we let
It is clear that L h and L 0 are Lipschitz constants of the nonlinear terms F h and F 0 , respectively, such
Then we see that j h is an isomorphism, and j h → 1 as h → id.
Hence we may assume that j h < 2 for all h ∈ Diff(Ω 0 ). Now we prove the existence of inertial manifold of (1.3) under perturbations of the domain and equation.
Without loss of generality, we may assume that λ 0 m − λ hn m ≥ η/2 for all n ∈ N. On the other hand, by Proposition 2.1, there is a subsequence {h n k } k∈N of {h n } n∈N such that λ 
For each n ∈ N, we denote by B hn the collection of u hn ∈ M hn such that ψ hn P hn m u hn = ψ 0 P 0 m u 0 for some u 0 ∈ B 0 .
We will complete the proof of Theorem 1.2 by showing that d GH (B hn , B 0 ) < ε for all sufficiently large n ∈ N. For this, we need several lemmas.
Proof. For any fixed 1 ≤ i ≤ m, we have
By Proposition 2.1, we have that
So it is sufficient to prove that j hn φ 0 i − φ 0 i L 2 (R N ) → 0 as n → ∞. Take a neighborhood V of Ω 0 such that Ω hn ⊂ V for all n ∈ N. Then we have
Since Eφ 0 i = φ 0 i on Ω 0 , the first and last terms in the right hand side of (3.1) tend to 0 as k → ∞. For the second term, we get
Hence we obtain
This implies that I n → 0 as n → ∞.
Next, we suppose that II n does not converge to 0 as n → ∞. Then there are δ > 0 and a subsequence of {h n } n∈N , still denoted by {h n } n∈N , such that II n ≥ δ for all n ∈ N. Since j hn φ 0
is uniformly bounded on n, there exists a subsequence of
The contradiction shows that II n → 0 as n → ∞.
Since |Ω 0 \Ω hn | → 0 as n → ∞, we see that III n → 0. Consequently, we have j hn φ 0 i −φ 0 i L 2 (V ) → 0 as n → ∞, and so completes the proof.
(Ω h ) be the Lipschitz map whose graph is the inertial manifold M h in Theorem 1.1. We may assume LipΨ h ≤ 1 (see the proof of Theorem 1 in [8] ). If we let Φ h = Ψ h • ψ −1 h , then M h can be considered as the graph of Φ h with LipΦ h ≤ 1.
With the notations, we have the following lemma.
Lemma 3.2. For any p 0 ∈ P 0 m L 2 (Ω 0 ) and p n ∈ P hn m L 2 (Ω hn ),
By Proposition 2.1, we can take a constant r > 0 such that λ 0 1 , λ hn 1 > r for all n ∈ N. For any n ∈ N and T > 0, we denote by
Then we observe that γ hn (T ) → 0 and ρ(h n ) → 0 as n → ∞. For any p ∈ R m and a bounded set B ⊂ R m , we denote by
Let p 0 (t) and p n (t) be the solutions of dp 0 dt
with initial conditions p 0 (0) = ψ −1 0 p and p n (0) = ψ −1 hn p, respectively, for some p ∈ R m . With these notations, we have the following estimates. 
Step 1. We first, we estimate I for t ∈ [−T, 0]. We write p 0 (0) = m i=1 a i φ 0 i . Since
we have
Step 2. We estimate II for t ∈ [−T, 0]. For this, we first consider the following.
By Lemma 3.2, we have
Hence we get
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where we have used the fact that 0 t e (λ 0 m +1)s < 1 λ 0 m +1 in the last inequality.
Step 3. We estimate III for t ∈ [−T, 0]. For this, we first consider the following
For any s ∈ (t, 0], we have
Hence we see that
Step 4. We estimate p n (t) − j hn p 0 (t) L 2 (Ω hn ) for t ∈ [−T, 0]. By putting (3.5), (3.7) and (3.8) together into (3.4), we get
Let g(t) = e (λ 0 m +1)t p hn (t) − j hn p 0 (t) L 2 (Ω hn ) . Multiply both sides of (3.9) by e (λ 0 m +1)t to get
By applying the Gronwall's inequality, we derive that
Consequently for any t ∈ [−T, 0], we have
Step 5. Finally we estimate p n (t) − j hn p 0 (t) L 2 (Ω hn ) for t ∈ [0, T ]. By the same techniques as in Step 1, we have
Furthermore we obtain 
where we have used the fact t 0 e rs ds ≤ e rt /r for the last inequality. For the estimate of III, we consider
|b i | ≤ e −r(t−s) Cα(h n ), and
Then we get
Consequently we derive that
Let g(t) = e rt p n (t) − j hn p 0 (t) L 2 (Ω hn ) . Multiply both sides of (3.10) by e rt to deduce that
By the Gronwall's inequality, we get
Finally we deduce that p n (t) − j hn p 0 (t) L 2 (Ω hn ) ≤ e rt Cγ hn (T ) + Cα(h n ) + e rt L hn r β hn (ψ 0 B T ) + e rt ρ(h n ) r + 2T e rt Cγ hn (T ) + e rt C(2 + L hn ) r α(h n ) e (2L hn −r)t .
In the following lemma, we estimate the linear semigroups of orthogonal complements.
Lemma 3.4. For any ε > 0, T > 0 and a bounded subset B of L 2 (Ω 0 ), there is K > 0 such that for any u ∈ B and n ≥ K
Proof. Since B is bounded, we can choose δ > 0 and k ∈ N (k > m) such that 4δ u L 2 (Ω0) < ε/2 and 2e −(λ 0 k+1 −1)δ u L 2 (Ω0) < ε/6(T − δ), ∀u ∈ B.
By Proposition 2.1 and Lemma 3.1, we can take a subsequence of {h n } n∈N , still denoted by {h n } n∈N , and the first k eigenfunctions, denoted by {φ 0 1 , . . . , φ 0 k }, with respect to k eigenvalues {λ 0 1 , . . . , λ 0 k } such that
For any t ∈ [δ, T ], we obtain
We first estimate I as follows.
Since γ k (h n ) → 0 and α k (h n ) → 0 as n → ∞, there exists K ∈ N such that if n ≥ K, then we have I < ε/6(T − δ).
On the other hand, by the choice of δ and k, we have
, and
.
(3.12) By (3.11) and (3.12), we derive that
This completes the proof.
In the proof of Theorem 1.1, we know that
is sufficiently small. Then by applying the Lyapunov-Perron method, we see that
where p n (t) and p 0 (t) are the solutions of (3.3) and (3.2) with initial conditions p n (0) = ψ −1 hn (p) and p 0 (0) = ψ −1 0 (p), respectively, for some p ∈ R m (for more details, see [8] ). Since d C 1 (f hn , f 0 ) → 0 as n → ∞, we can take M F > 0 such that for sufficiently large n,
By Theorem 1 in [8] , we see that
By Proposition 2.1, we can assume that λ hn m+1 → λ 0 m+1 as n → ∞. Then there is M > 0 such that
For simplicity, we denote F hn and F 0 by F hn = F hn (p n + Φ hn (ψ hn p n )) and F 0 = F 0 (p 0 + Φ 0 (ψ 0 p 0 )). With the notations, we have the following lemma. Proof. Let ε > 0 be arbitrary, and choose δ > 0 such that
For any k ≥ 1 and a bounded set B ⊂ M 0 , we denote bŷ
Step 1. There is N 1 > 0 such that for any n ≥ N 1 ,
For any p ∈ B, we have
By Lemma 3.3, we obtain Hence we get
By Proposition 2.1, we can take N 1 > 0 such that for any n ≥ N 1 , λ hn m > λ 0 m − δ and λ hn m > L hn − δ. Note that λ 0 m + 1 > L hn and
Thus we have
Since γ hn (T ), α(h n ) and ρ(h n ) converge to 0 as n → ∞, we can choose N 1 > 0 such thatĨ < ε 16η 0 for any n ≥ N 1 . Consequently we obtain
On the other hand, by Lemma 3.4, we can take N > 0 such that for any u ∈ L 2 (Ω 0 ) with u L 2 (Ω0) ≤ C and n ≥ N ,
By (3.16) and (3.17), we have
Since p is arbitrary in B, we get
This completes the proof of Step 1.
Step 2. There is N > 0 such that β hn (ψ 0 B) < ε for any n ≥ N . By the same procedure as in Step 1, we derive that for each k ∈ N, there is N k > N k−1 such that for any n ≥ N k ,
Hence we have
Take k > 0 such that η k M < ε/2 and N > N k . Then for any n > N , we have β hn (ψ 0 P 0 m B) < ε. This completes the proof.
For each n ∈ N, we defineĵ hn : M 0 → M hn bŷ
It is clear thatĵ hn is a bijection with the inverseî hn given bŷ
Proof. Let B be a bounded subset of M 0 . For any u ∈ B, there exists a i ∈ R (1 ≤ i ≤ m) such that
By the fact that ψ −1 hn L ∞ (R m ,P 0 m L 2 (Ω hn )) = 1 and Lemma 3.2, we have
By Lemmas 3.1 and 3.5, we see that α(h n ) and β(h n ) converge to 0 as n → ∞. Hence we derive that j hn (u) −ĵ hn (u) L 2 (Ω hn ) → 0 as n → ∞.
End of Proof of Theorem 1.2. We first show that there is N > 0 such thatĵ hn is an ε-isometry for all n ≥ N . Since B 0 is bounded in L 2 (Ω 0 ), we take C > 0 such that u 0 L 2 (Ω0) < C for all u 0 ∈ B 0 . For the bounded set B 0 ⊂ M 0 , by Lemma 3.6, we can take N > 0 such that if n ≥ N then
For any u,ũ ∈ B 0 , we let
For any n ≥ N , we have
Similarly we can show that u 0 −ũ 0 L 2 (Ω0) − ĵ hn u 0 −ĵ hnũ0 L 2 (Ω hn ) < ε. This shows thatĵ hn is an ε-isometry on B 0 . On the other hand, for any u,ũ ∈ B hn , let us take v,ṽ ∈ B 0 such that u =ĵ hn (v) andũ =ĵ hn (ṽ). Then we have
This shows thatî hn is an ε-isometry on B hn .
Moreover, sinceĵ hn (B 0 ) = B hn andî hn (B hn ) = B 0 for all n ∈ N, we get d GH (B hn , B 0 ) < ε for all n ≥ N . The contradiction completes the proof.
Proof of Theorem 1.3
Suppose not. Then there are ε > 0, T > 0, and a bounded set B 0 ⊂ M 0 such that for any n ∈ N, there is h n ∈ Diff(Ω 0 ) with d C 1 (h n , id) < 1/n such that for any bounded set B hn ⊂ M hn , D T GH (S hn | B hn , S 0 | B0 ) ≥ ε. Let {λ hn 1 , . . . , λ hn m } and {φ hn 1 , . . . , φ hn m } be the first m eigenvalues and corresponding eigenfunctions of A hn , respectively. By Proposition 2.1, there are eigenfunctions {φ 0 1 , . . . , φ 0 m } with respect to the first m eigenvalues {λ 0 1 , . . . , λ 0 m } of A 0 , and a subsequence of {h n } n∈N , still denoted by {h n } n∈N , such that φ hn i → φ 0 i in L 2 (R N ) as n → ∞, ∀1 ≤ i ≤ m. For each n ∈ N, we denote by B hn the collection of u hn ∈ M hn such that ψ hn P hn m u hn = ψ 0 P 0 m u 0 for some u 0 ∈ B 0 . Now we show that D T GH (S hn | B hn , S 0 | B0 ) < ε for sufficiently large n. Let p 0 (t) and p n (t) be the solutions of (3.2) and (3.3), respectively, such that p 0 (0) ∈ P 0 m B 0 and ψ 0 p 0 (0) = ψ hn p n (0). By Lemma 3.3, there is N > 0 such that p n (t) L 2 (Ω hn ) ≤ j hn p 0 (t) L 2 (Ω hn ) + M, ∀t ∈ [−T, T ], ∀n ≥ N, where M > 0 is given in (3.14) . It follows that î hn (p n (t) + Φ hn (ψ hn p n (t)) L 2 (Ω0) = ψ −1 0 ψ hn p n (t) + Φ 0 (ψ hn p n (t)) L 2 (Ω0) ≤ p n (t) L 2 (Ω hn ) + M For each n ∈ N, we denote by D hn the collection of u hn ∈ M hn such that ψ hn P hn m u hn = ψ 0 P 0 m u 0 for some u 0 ∈ D 0 .
As in the proof of Theorem 1.2, we can choose N 1 ∈ N such that the mapĵ hn : M 0 → M hn is an ε/2-isometry on D 0 andî hn : M hn → M 0 is an ε/2-isometry on D hn for any n ≥ N 1 . For given T > 0 and u 0 ∈ B 0 , let u 0 (t) = S(u 0 , t) and u n (t) = S hn (ĵ hn (u 0 ), t) for t ∈ [−T, T ], and denotẽ B 0 = {P 0 m u 0 (t) : u 0 ∈ B 0 , t ∈ [−T, T ]}. Then we have ĵ hn (S 0 (u 0 (0), t)) − S hn (ĵ hn (u 0 (0)), t)
≤ ĵ hn (u 0 (t)) − j hn (u 0 (t)) L 2 (Ω hn ) + j hn (u 0 (t)) − u n (t) L 2 (Ω hn ) ≤ ĵ hn (u 0 (t)) − j hn (u 0 (t)) L 2 (Ω hn ) + j hn (p 0 (t)) − p n (t) L 2 (Ω hn ) + j hn Φ 0 (ψ 0 p 0 (t)) − Φ hn (ψ hn p n (t)) L 2 (Ω hn ) := I n + II n + III n .
By Lemma 3.6, we choose N 2 > N 1 such that I n < ε/6 for any n ≥ N 2 . By Lemma 3.3, we take N 3 > N 2 such that II n = j hn (p 0 (t)) − p n (t) L 2 (Ω hn ) < ε/6, ∀n ≥ N 3 .
Moreover, we have
III n = j hn Φ 0 (ψ 0 p 0 (t)) − Φ hn (ψ hn p n (t)) L 2 (Ω hn ) ≤ j hn Φ 0 (ψ 0 p 0 (t)) − Φ hn (ψ 0 p 0 (t)) L 2 (Ω hn ) + Φ hn (ψ 0 p 0 (t)) − Φ hn (ψ hn p n (t)) L 2 (Ω hn ) ≤ β hn (ψ 0B0 ) + α(h n ) m i=1 |a i (t)| + j hn p 0 (t) − p n (t) L 2 (Ω hn ) = β hn (ψ 0B0 ) + α(h n ) m i=1 |a i (t)| + II n .
Since α(h n ) and β hn (ψ 0B0 ) converge to 0 as n → ∞, by Lemma 3.3, we get N 4 > N 3 such that III n < ε/6, ∀n ≥ N 4 .
Consequently we derive that ĵ hn (S 0 (u 0 (0), t)) − S hn (ĵ hn (u 0 (0)), t)
On the other hand, sinceĵ hn is an ε/2-isometry on D 0 , we have î hn (S hn (u n (0), t)) − S 0 (î hn (u n (0)), t) L 2 (Ω0) ≤ S hn (ĵ hn (î hn (u n (0))), t) −ĵ hn (S 0 (î hn (u n (0))), t)
This shows that D T GH (S hn | B hn , S 0 | B0 ) < ε for all n ≥ N 4 . The contradiction completes the proof.
