This paper describes a novel evolutionary data-driven model (DDM) identification framework using the NSGA-II multi-objective genetic algorithm. The central concept of this paper is the employment of evolutionary computation to search for model structures among a catalog of models, while honoring the physical principles and the constitutive theories commonly used to represent the system/ processes being modeled. The presented framework provides high computational efficiency through connecting a series of NSGA-II runs which share results. Furthermore, the employment of a multiobjective optimization algorithm enables a unique way of incorporating different aspects of model goodness in the model selection process, and also, at the end of the search procedure, provides a number of potential optimal model structures, making it possible for the modeler to make a choice based on the goal of the modeling. As an illustration, the framework is used for modeling wash-off and build-up of suspended solids (TSS) in highway runoff. The performance of the discovered model confirms the potential of the proposed evolutionary DDM framework for modeling environmental processes.
In many environmental modeling problems, it is important to construct the model based upon the conceptual representation of the processes deemed to control the system while honoring the physical principles as well as the constitutive relationships commonly used. This mathematical representation can stem from the commonly accepted physical, chemical or biological processes, such as advection-dispersion-reaction or mass exchange between various phases, natural physical balance laws, such as conservation of mass, momentum and energy, often
represented by one or a few coupled partial differential equations (PDEs). It is theoretically possible that traditional data modeling approaches, such as GP, find model structures that to some degree honor the physical principles 
Multi-objective optimization
The concept of optimizing multiple, but equally important, objective functions was originally introduced by two economists, Edgeworth and Pareto (Chipman ) . In contrast to single objective optimization problems, MO optimization problems may not have a single solution that simultaneously optimizes all objectives (Hirschen & Schafer ) . In fact, there exists a set of equally good optimum solutions (tradeoffs), none of which, without any further information or subjectivity, can be said to be better than the others in terms of one or more aspects.
In order to distinguish between better and worse solutions of a MO problem, it is necessary to rank them according to an order criterion. The Pareto dominance concept (Goldberg ) is commonly used to compare two solutions and to classify them as dominated or nondominated solutions. Based on this concept, for any two solutions (e.g. X 1 and X 2 ) in the feasible design domain search space, Ω, assuming a minimization problem, X 1 is said to dominate X 2 if:
where f i is the ith objective function and M is the total number of objectives. The union of all non-dominated solutions is called the 'Pareto optimal set' of solutions and its corresponding image in the objective space, Ω 0 (i.e. the space where candidate solutions are projected through the objective functions) is known as the 'Pareto optimal front'.
To promote the required diversity and to more effectively search the solution space, the concept of εdominance was introduced by Laumanns et al. ().
Based on this concept, for any two solutions (e.g. X 1 and X 2 ) in the feasible design domain search space, Ω, assuming a minimization problem, X 1 is said to ε-dominate X 2 if for ε > 0 :
where ε is a user-specified precision vector. Figure 1 respect to the solutions that surround it on its front. Consequently, the solutions residing in less crowded regions of the objective space are given higher ranks, which ultimately results in a better diversity of individuals.
The procedures involved in the NSGA-II algorithm are depicted in Figure 2 . In this figure, P t is the parent population, Q t is the offspring population, R t is the combined The following section addresses a novel application of NSGA-II to DDM: this algorithm is used as the running engine of a hybrid model identification framework.
HYBRID MECHANISTIC-DATA-DRIVEN MODEL IDENTIFICATION FRAMEWORK
The main objective of this research is to develop an efficient mechanistic-data-driven model identification framework.
The novelty of the proposed framework is two-fold: first, having the ability to search for models that incorporate any considered physically based or constitutive relationships of the system; and second, employing a MO search procedure which brings into account several measures of the goodness of the model, including its capability in reproducing the observed data and its degree of transferability (i.e. the degree to which the model can be generalized or transferred to similar situations and settings). In summary, the framework is a hybrid that combines two approaches: (1) using NSGA-II to search the feasible model structure space; and (2) using a GA to calibrate the models. In the following subsections, the elements and procedures employed in the proposed DDM framework are presented in detail.
Model structure identification
The first step in the framework is to identify the most general form of the model intended to be included in the model identification. This general form, which encompasses numerous sub-models comprising the category of models to be used in model identification, is henceforth referred to as the 'unified' model structure. This task consists of 
where G can be a single or a set of functions, operators (i.e. partial derivative with respect to the independent variables X or t, etc.) or a combination of them derived based on the underlying physical principles or constitutive theories governing the system (e.g. mass balance or advectiondispersion). Y is the vector of outputs, t is time, X is the space vector, E is the vector containing other influencing variables (e.g. rain intensity, shear stress, etc.) and K is the vector representing the controlling processes, (e.g. mass exchange rate, etc.) referred to as process functions. In general, the components of the K vector can be functions of outputs, external parameters, time and space:
where K i is a function controlling process i which contains unknown constants A ij . The form of the K i functions are determined so that elements of the function can be removed by dropping some of the A ij constants (e.g. a combination of additive, multiplicative or power forms) resulting in submodels from the unified model structure. For example:
The feasible model search space, Ω, of a unified model is the set of all of its meaningful sub-models. The goal of the model identification is to find the optimal set of non-zero A ij constants that leads to the best model in terms of reproducing the measured data available for Y, and transferability as defined by the relative decline in model fit when it is applied to unseen data.
Model search process

Representation (encoding)
Binary integer coding is used to identify sub-models from the unified model structure. Each individual (sub-model) is encoded by a binary string chromosome where each gene represents the function controlling a process (K i ) and each bit in the gene acts as a switch, determining which of the function's constants (A ij ) will be active (bit value ¼ 1) or inactive (bit value ¼ 0). For example, considering Equations (5a) and (5b) as the elements of the K vector, the individuals would be encoded using a 9-bit binary string. Examples of encoded individuals are illustrated in Figure 3 . To initialize the search process, a set of models is produced by generating a number of random binary strings.
Model calibration (parameter estimation)
The parameter estimation is performed on a sub-set of observed data called the 'calibration set'. Once a set of random models are generated, for each generated model structure, the constants (A ij in Equation (4)) are estimated via maximization of a linear combination of the square of Pearson's correlation coefficient, r XY 2 , and the coefficient of
where n is the number of observed data, m 1 and m 2 are weight coefficients that can be adjusted according to the modelers choice and X and Y are the sets of observed and computed data, respectively. It is acknowledged that other measures of goodness of fit could have been used.
However, it is felt that those listed above are a good choice leading to an optimum model. This is the goodness of a model, and therefore, used as the objective functions to be maximized:
where m 3 and m 4 are weighting coefficients and the subscripts c and t denote the calibration and testing datasets, respectively. Equation (7) is the weighted sum of model's 3. The algorithm is continued until the pre-specified termination criteria are met (i.e. number of generations).
Then, the percentage of change in the number of ε-nondominated archive members in two consecutive NSGA-II runs is calculated. If the progress is less than a user defined value, δ, then a counter is incremented. Otherwise it is set to zero:
where N i is the number of archived solutions at run i. To illustrate the application of the proposed evolutionary model identification algorithm, it was used for modeling highway contaminant accumulation, fate, and transfer. The following sections address this case study in detail.
The general model structure
The sheet flow over the highway is assumed to occur mainly perpendicular to the highway axis and the highway surface is assumed to be uniform in terms of slope, 
where h [L] is the thickness of the sheet flow, and q [L 2 /T] is the flow-rate per unit length of the highway surface that is calculated using the Manning equation:
where n is the Manning's roughness coefficient, s is the slope of the pavement normal to the highway axis, and α is an exponent which was considered equal to 1.5 for thin sheet flow.
A rate-limited release and reattachment of contaminants is assumed between the pavement surface and the runoff, and the movement of contaminants in the surface runoff is considered to be controlled by advection, dispersion and attachment and detachment to the pavement surface. The particles and chemical constituents attached to the pavement surface were considered to be adsorbed to the pavement surface to at most two different sorption sites classes, including fast release and slow release sorption sites ( Figure 5) . Accordingly, the mass balance equation for transport in the runoff is:
where C is the concentration of mobile constituents such as where the rate of attachment and detachment are considered a linear function of concentrations in each phase:
where k a is the attachment mass exchange rate coefficient and k r is the release rate of particles from the pavement surface. The second subscripts denote the site types, (i.e. f for fast release sites and s for slow release).
The attachment and detachment of constituents are complex processes that are unknown functions of diffusive mass exchange between the phases, the rain drop impact, and the sheet flow shear stress (Massoudieh et al. , ) . Here, the main goal of the DDM algorithm is to identify the optimal form of functions representing the mass exchanges so that the model can best reproduce the measured mobile concentrations (C ) at the downstream boundary of the basin. The attachment and release coefficients (k a and k r ) for both sorption sites are deemed to be influenced by the rain intensity (i), flow shear stress and consequently flow velocity (u). Therefore, the following general functional structure is considered for these coefficients:
where k can represent any of the four k coefficients in Equations (13) and (14) and β and μ are the coefficients and exponents, respectively. So, Equation (14) in fact represents four equations for k rf ; k af ; k rs , and k as that are encapsulated in one equation for the sake of brevity. The accumulation of the attached contaminants on the surfaces during the dry period is controlled by the rates of pollutant deposition and removal which are mainly due to traffic and wind, and can be generally assumed as power functions of attached constituents mass per unit surface area. Therefore, the following equations are considered to govern the build-up and removal during the dry periods between storm events:
where ω, φ and η are unknown constants, coefficients and (16) and (17) are solved during the dry periods between the events. A finite volume discretization method is used to solve coupled Equations (10)-(14). The model is run continuously throughout the wet season. It is worth noting that the right hand sides of Equations (12)-(14) during the rain event and Equations (16) and (17) The framework was applied to the two datasets, i.e. calibration data for model parameter estimation, and a testing data for evaluating the transferability of the model. All weighting coefficients, m, in the objective functions (Equations (7) and (8)) were set to 1 to reflect equal importance of models' performance on both datasets. Equations and S s | t¼0 , were allowed to be determined by the hybrid GA search algorithm.
The termination criterion δ was set as 10% and the threshold w was set equal to 5. The ε precision vector was chosen to be (0.2, 0.1). For the hybrid GA used in parameter estimation, the following parameters were used: population ¼ 40, crossover probability ¼ 100%, mutation rate ¼ 0.008, number of step is the SIMPLEX enhancement 100, maximum standard deviation for random shaking ¼ 0.05. Figure 6 shows the obtained values of the objective functions for the best performing models and the ultimate Pareto front. In this figure, each point represents a model which, compared to its neighbor models, performs better according to at least one objective function. Table 1 shows the mathematical structure and objective function values of the obtained models. To further assess the validity and usefulness of the models, a third set of unseen data (validation dataset) was used. The r XY 2 for each of the models and datasets is also presented in Table 1 . data. So a decline in r XY 2 for models with a high f 2 (X) is compromised by a larger COD for the testing data. Figures 7-9 show the modeled vs. observed pollutographs in selected rain events by models 4 and 6, for the calibration, testing and validation datasets, respectively. Figure 10 illustrates the predicted vs. measured TSS concentrations at the discharge outlet for the testing, calibration and validation datasets for both models.
MODELING RESULTS
Model 4 has a more complex structure (seven parameters) and results in similar r XY 2 values for calibration, testing and validation datasets, which is an indication of its good transferability in terms of capturing the pollutographs' trends. A closer look at Figure 7 shows that pollutographs generated by this model have several spikes throughout the rain event. This is due to the sensitivity of this model to the rain intensity and the fact that rain data used here (as in most rain data available) is in the form of accumulation in given time intervals, and therefore contains abrupt changes.
Acquiring the highest value for the first objective func- particles can be assumed to be irreversible during the storm (Equation (12)). Figure 8 shows that the predicted pollutographs follow the same trend for most storm events, and for some events, the prediction is fairly close to measured values. Although showing the highest overall accuracy compared to other models, the low r XY 2 value for testing data (0.301) and the plot of modeled vs. observed TSS concentrations ( Figure 10(d 
In the Kang et al. () model an assumption is made that the change in the source of the pollutants attached to the slow sites as a result of erosion can be ignored:
Equations (18) 
CONCLUSIONS
This paper presents a novel framework for DDM of environmental phenomena. This framework has been designed so as to be able to incorporate physically based or constitutive assumptions of the system into the modeling process.
The framework uses a MOGA called NSGA-II to find optimum model structures and a hybrid GA to calibrate the models. The key features of the proposed framework are as follows:
1. This framework allows the modeler to construct the general structure of the model based on the physical processes controlling the system while allowing the data driven algorithm to discover the relationships controlling some components of the model. This feature extends the abilities and flexibility of the method, and makes it more suitable for application in modeling complex environmental systems. Furthermore, linking the model with the physical processes deemed to govern a system, this modeling framework can be used as an effective tool for understanding the underlying physical processes.
2. Employing a MO approach, the suggested framework allows the modeler to automatically incorporate different aspects of goodness of a model in the model selection process. These aspects include, but are not necessarily limited to, the capability of the model to reproduce the observed data after parameter estimation, and the transferability of the model, i.e. the capability of the model to reproduce datasets other than the data used for parameter estimation, using the parameters obtained in the parameter estimation step. This forces the algorithm to avoid overfitting the data and search for more parsimonious models. In order to test the applicability of the proposed framework to environmental modeling, the method was applied to observed data from highway sites in California to discover mathematical structures of TSS wash-off, build-up and transport from highway surfaces. Six different models were obtained, each being superior to others in at least one aspect of model goodness. The models' objective function values and the r XY 2 for three datasets (i.e. calibration, testing and validation) along with the predicted pollutographs and modeled vs. observed plots, were investigated to make a final evaluation of the models' performance. It was concluded that the model that had the best performance in terms of transferability (model 1) lacked sufficient precision in predicting TSS pollutographs. Furthermore, the simplest model (model 6) was found to be the overall most precise model but showed significant bias in modeling the testing data. Another model (model 4) was found to show consistent accuracy in modeling all three datasets.
The same datasets were used to calibrate two versions of the model proposed by Kang et al. () . Comparison of the predicted pollutographs (Figures 7-9 ) and the calculated goodness of fit values (Table 2) indicate that the models obtained by the DDM framework perform better than Kang's models both in terms of the capability to reproduce the calibration data and when applied to the unseen testing and validation datasets. Our results confirm the potential for the use of the proposed evolutionary DDM framework in environmental modeling. However, more case studies are required to confirm its efficiency and ease of use for a variety of problems. We believe the described methodology fills a need in the environmental research community for a tool for modeling complex environmental systems. 
