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Heat and Charge Current Fluctuations and the Time-Dependent Coefficient of
Performance for a Nanoscale Refrigerator
Hiroki Okada and Yasuhiro Utsumi
Department of Physics Engineering, Faculty of Engineering, Mie University, Tsu, Mie 514-8507, Japan
We theoretically investigate the coefficient of performance (COP) of a mesoscopic thermoelectric
refrigerator realized by using a tunnel junction. We analyze the influence of particle and heat current
fluctuations on the COP out of the equilibrium regime. We calculate the average COP by using
full counting statistics and find that it depends on the measurement time τ . The deviation from
the macroscopic COP value can be expressed with the Skellam distribution at all times. This result
enables us to improve the Gaussian approximation valid within the linear response regime, which
cannot predict the average COP in the limit of τ → 0. We illustrate the time dependence of the
average COP and find that in the short-time regime, the average COP possesses a minimum. In
order to confirm the physical consistency far from equilibrium, we propose checking the correlation
coefficient between the particle and the heat currents in addition to the positivity of the entropy
production rate.
1. INTRODUCTION
The quantum thermodynamics in nanoscale circuits
has attracted much attention1. In particular, there
has been continuous interest in thermoelectric effects.
Three decades ago, the thermoelectric transport theory
in multi-terminal quantum conductors was established
on the basis of the Landauer–Bu¨ttiker formula2. It has
recently been applied to study microscale heat engines,
which convert the input charge (particle) current to the
output heat current, and vice versa3–5. A transducer that
converts the heat current into the charge current has been
proposed that uses a three-terminal setup3–5, a molecular
bridge strongly coupled to a thermal bath3,4, or a quan-
tum dot capacitively coupled to another quantum dot
acting as a fluctuating gate voltage5. The thermopower
and the efficiency in quantum conductors have been dis-
cussed6,7. In the linear response regime, the maximum
power and the maximum efficiency have been investi-
gated 8–10. Also, the time dependence of the energy or
the heat transport in externally driven quantum conduc-
tors has been investigated11–17. Experimentally, a meso-
scopic refrigerator has already been realized by exploiting
an SINIS junction18. Furthermore, the thermoelectric ef-
fect has been experimentally19,20 and theoretically21 in-
vestigated in mesoscopic conductors fabricated by using
ultracold atoms. Recent progress in the quantum ther-
moelectrics in the nonlinear regime is reviewed in Refs.
[22] and [23].
In addition, the discussion of the Onsager symmetry
in thermoelectric transport has recently been extended
to particles, heat, and spin transport24,25.
In the present paper, we consider a refrigerator com-
posed of a tunnel junction. Figure 1(a) shows the re-
frigerator, which consists of hot and cold reservoirs with
inverse of temperatures kBβR and kBβL, respectively,
where kB is the Boltzmann constant. By performing work
w, it removes heat −qL from the cold reservoir and emits
the rest of the heat qR = w−qL to the hot reservoir. The
property of the refrigerator is evaluated by using the coef-
ficient of performance (COP) defined as φL = −qL/w26.
It is convenient to introduce a symmetrized form, which
cannot exceed the following Carnot limit:
φ ≡ φL + 1
2
=
1
2
qR − qL
qR + qL
≤ − β
δβ
= φC, (1)
where δβ = βR − βL < 0 and β = (βR + βL)/2. Fig-
ure 1(b) is a schematic picture of the tunnel junction.
The right and left leads correspond to the hot and cold
reservoirs, respectively. The voltage source generates the
chemical potential difference δµ = µL − µR > 0 and al-
lows electrons to carry the heat from the left lead to the
right lead. In this thermoelectric refrigerator, the work
done by the voltage source w is equal to the Joule heat.
In a macroscopic device, the fluctuation of the COP is
negligible. However, in a nanoscale device, both the heat
current and the charge current fluctuate27. Therefore,
the COP also fluctuates and it is necessary to consider its
probability distribution28–32. The idea of the probability
distribution of efficiency has been introduced and ana-
lyzed in detail in the linear response regime in Refs. [28]
and [29]. Analysis based on a microscopic model has been
performed by using the theory of full counting statistics
(FCS)30. The efficiency statistics of mesoscopic trans-
ducers with broken time-reversal symmetry has also been
investigated31. The above studies mainly focused on the
long-time limit. The short-time behavior of the proba-
bility distribution of the COP has been analyzed in the
linear response regime, where the Gaussian approxima-
tion is valid32. In the present paper, we will go beyond
the Gaussian approximation and analyze the time depen-
dence of the COP in the framework of FCS33. We will
mainly discuss the average COP and demonstrate that
it is time-dependent because of particle and heat current
fluctuations.
The paper is organized as follows. In Sect. 2, we intro-
duce the model Hamiltonian (Sect. 2.1). Then we define
the probability distribution of the COP of the refrigera-
tor. Within the second-order perturbation expansion in
the tunnel coupling (Sect. 2.2), we provide an analytical
2Fig. 1: (Color online) (a) Schematic picture of the refrig-
erator. It consists of hot and cold reservoirs with tempera-
tures β−1
R
/kB and β
−1
L
/kB, respectively. The external work
w removes heat −qL from the cold reservoir and emits heat
qR = w− qL to the hot reservoir. (b) Mesoscopic refrigerator
composed of a tunnel junction. The right (left) lead corre-
sponds to the hot (cold) reservoir in (a). The voltage source
generates Joule heat, which corresponds to the external work
w.
formula for the average COP (Sect. 2.3). We also evalu-
ate the expression for the average COP in the long-time
limit (Sect. 2.3.1) and short-time limit (Sect. 2.3.2) and
discuss the fluctuation theorem (Sect. 2.4). On the basis
of the resulting average COP, we improve the Gaussian
approximation in Sect. 3. In Sect. 4, we illustrate our re-
sults. We also discuss the correlation coefficient between
the particle and the heat currents. Finally, we summa-
rize our results in Sect. 5. Technical details are given in
appendices.
2. PROBABILITY DISTRIBUTION OF COP
2.1. Model Hamiltonian and cumulant generating
function
The Hamiltonian of the tunnel junction is written as
Hˆ =HˆL + HˆR + Vˆ . (2)
Here Hˆr describes the Hamiltonian of lead r (r = L,R),
Hˆr =
∑
ν
ǫrν aˆ
†
rν aˆrν , (3)
where aˆrν (aˆ
†
rν) is the operator that annihilates (creates)
an electron in energy level ν of lead r. The tunnel Hamil-
tonian is given by
Vˆ =
∑
ν,ν′
Ωνν′(aˆ
†
Rν aˆLν′ + aˆ
†
Lν′ aˆRν), (4)
where Ωνν′ is the tunnel matrix element associated with
the hopping between level ν in the right lead and level ν′
in the left lead.
Let us introduce the joint probability distribution of
the particle current and heat current. In this paper, we
adopt a two-time measurement protocol34,35.
• First, we assume that the left and right leads are
separated and in equilibrium. Here, the initial equi-
librium density matrix for decoupled leads, which
is denoted by ρˆ0, is written as
ρˆ0 =
∏
r=L,R
e−βr(Hˆr−µrNˆr)
Tr
(
e−βr(Hˆr−µrNˆr)
) , (5)
where Nˆr =
∑
ν aˆ
†
rν aˆrν is the operator of the par-
ticle number in lead r.
• Then, the first measurement is taken and a many-
body state with the Fock representation
|a〉 =|aR1 · · · aRν · · · aL1 · · · aLν′ · · · 〉 (6)
is chosen. Here arν is the number of particles oc-
cupying level ν of lead r.
• At time t0, the left and right leads are coupled, and
the particles begin to tunnel between the leads.
• The left and right leads are decoupled at time t (>
t0), and then, the second measurement is taken.
We write the final state as |b〉.
The joint probability to find |a〉 as the initial state at
time t0 and |b〉 as the state at time t is given by
P (a,b) = 〈a|ρˆ0|a〉|〈b|e− i~ Hˆ(t−t0)|a〉|2. (7)
By using Eq. (7), we define the joint probability distri-
bution of the number of particles n transferred from the
left lead to the right lead, the amount of heat transfer q,
and the Joule heat w as
P (n, q, w) =
∑
a,b
P (a,b) δn,(NR−NL)/2
×δ(q − (qR − qL)/2) δ(w − (qR + qL)), (8)
3where
Nr =
∑
ν
(brν − arν), (9)
qr =
∑
ν
(ǫrν − µr) (brν − arν). (10)
By using the joint probability distribution (8), we can
define the probability distribution of the COP of the re-
frigerator as28–32
P (φ) =
∫ ∞
−∞
dq
∫ ∞
−∞
dw
∑
n6=0
P (n, q, w)δ
(
φ− q
w
)
.
(11)
In the following, we will calculate it from the microscopic
Hamiltonian (2). Here, it is convenient to calculate the
cumulant generating function (CGF), which is the loga-
rithm of the Fourier transformation of the joint proba-
bility distribution (8),
W (λ, ξ,Ξ) = ln
∫
dqdw
∑
n
P (n, q, w)einλ+iξq+iΞw .
(12)
From the derivative of the CGF we can calculate, for
example, the averages 〈n〉 and 〈q〉, the variances σ2n and
σ2q , and the covariance Cnq [see Eqs. (A1)-(A5)].
2.2. Second-order expansion
The CGF (12) can be written as
W (λ, ξ,Ξ) =lnTr
(
ρˆ0Uˆ
†
I,−λ,−ξ,−Ξ UˆI,λ,ξ,Ξ
)
. (13)
The modified time evolution operator is
UI,λ,ξ,Ξ =Tˆ exp
(
− i
~
∫ t
t0
dt′eiθˆ VˆI(t
′) e−iθˆ
)
, (14)
θˆ =
1
2
∑
r=L,R
[
sr
λ
2
Nˆr +
(
Ξ + sr
ξ
2
)
(Hˆr − µrNˆr)
]
,
(15)
where sR = 1, and sL = −1, and Tˆ is the
time-ordering operator. The operators with the sub-
scripts I stand for those in the interaction pic-
ture, VˆI(t) = e
i
~
(HˆL+HˆR)(t−t0)Vˆ e−
i
~
(HˆL+HˆR)(t−t0) and
UˆI(t, t0) = e
i
~
(HˆL+HˆR)(t−t0) e−
i
~
Hˆ(t−t0).
For the tunnel junction, we can perform perturbation
expansion of the CGF (13) up to the second order in
Vˆ . The first-order contribution vanishes after taking the
trace. The lowest nonvanishing contribution becomes
W (λ, ξ,Ξ) ≃F (λ, ξ,Ξ)− F (0, 0, 0) , (16)
F (λ, ξ,Ξ) =τ G(ξ) cosh
(
β
δµ
2
+ iλ+ iΞ δµ
)
+ τ ε(ξ) sinh
(
β
δµ
2
+ iλ+ iΞ δµ
)
(17)
if the measurement time t is sufficiently long. Here we
introduce the dimensionless measurement time as
τ =(t− t0)4π|Ω|
2
~
DR(µ¯)DL(µ¯)
β
, (18)
where Dr(ǫ) =
∑
ν δ(ǫ − ǫrν) is the density of states
(DOS) of lead r and µ¯ = (µL + µR)/2 is the average
chemical potential. τ is the product of the measurement
time t − t0 and the thermal noise, which is the electric
conductance in the linear response regime divided by the
inverse temperature.
The coefficients G(ξ) and ε(ξ) [Eqs. (B3) and (B4)] are
the dimensionless conductance and electromotive field,
respectively. The averages, the variance, and the covari-
ance [Eqs. (A1, A2, A3, A5)] are derived as
( 〈n〉
〈q〉
)
=τ
(
G(0) ε(0)
∂iξε(0) ∂iξG(0)
) sinh
(
β δµ2
)
cosh
(
β δµ2
)

 ,
(19)(
σ2n
Cnq
)
=τ
(
G(0) ε(0)
∂iξε(0) ∂iξG(0)
) cosh
(
β δµ2
)
sinh
(
β δµ2
)

 .
(20)
In particular, the averages (19) reproduce the linear re-
sponse theory upon expanding G(ξ) and ε(ξ) (Eqs. (B3)
and (B4)) in β δµ and δβ up to the first order (Ap-
pendix C),( 〈n〉
〈q〉
)
/
(τ
2
)
≃L
(
β δµ
δβ
)
, (21)
L =
(
1 Drat lβ
Drat lβ lβ
)
, (22)
lβ =
1
β2
π2
3
, (23)
where Drat ≡ ∂µ¯lnDL(µ¯)DR(µ¯). Here we remark that
the transport matrix (22) is normalized by the dimen-
sionless time τ , which contains all the system parame-
ters.
2.3. Average COP
By combining the CGF (16) and the definition of the
probability distribution of the COP (11), we derive the
average of the COP (see Appendix B for details),
〈φ〉τ = 〈q〉
δµ 〈n〉 +
C(τ)
δµ
( 〈q〉
〈n〉 −
Cnq
σ2n
)
, (24)
C(τ) ≡ σ
2
n∑
m 6=0 Pm(0)
∑
m 6=0
Pm+1(0)− Pm−1(0)
2m
, (25)
where the function Pm(0) =
∫
dq dwP (m, q, w) is the
probability distribution of the particle current, which is
4compatible with the Skellam distribution36 (Appendix
D),
Pm(0) = PS(m,n
+, n−) , n± ≡ σ
2
n ± 〈n〉
2
. (26)
Here this distribution corresponds to the bidirectional
Poisson distribution for particle transport in the isother-
mal case δβ = 0 (Appendix E). From Eqs. (24) and (25),
we observe that the coefficient C(τ) dominates the time
dependence of the average COP since the cumulants (19)
and (20) are proportional to τ .
2.3.1. Long-time limit
By taking τ → ∞, we derive limτ→∞C(τ) = 0 and
confirm that the COP approaches that of the macroscopic
system,
〈φ〉τ→∞ = 〈q〉
δµ 〈n〉 ≡ 〈φ〉macro. (27)
In addition, for the isothermal case δβ = 0, 〈φ〉τ is
independent of τ because C(τ) = 0. Thus, we al-
ways recover the COP of the macroscopic system (27),
〈φ〉τ = 〈φ〉macro.
In the long measurement time regime τ ≫ 1, we can
evaluate the correction coefficient (25) approximately.
When the time becomes longer, the number of trans-
ferred particles increases, and the large fluctuations are
suppressed. Then the absolute value of the deviations
δq ≡ q−〈q〉 and δn ≡ n−〈n〉 are smaller than these aver-
ages, |δq| ≪ |〈q〉| and |δn| ≪ |〈n〉|. Under this condition,
we can obtain the approximate formula6 by expanding
the 〈q/n〉τ up to the second order in the deviations,
〈φ〉τ≫1 =
〈 q
w
〉
τ≫1
=
1
δµ
〈 〈q〉+ δq
〈n〉+ δn
〉
τ≫1
≃ 〈q〉
δµ 〈n〉 +
σ2n
δµ 〈n〉2
( 〈q〉
〈n〉 −
Cnq
σ2n
)
. (28)
2.3.2. Short-time limit
In the short-time regime τ ≪ 1, the average COP (24)
can be evaluated by expanding C(τ) (25) in τ up to the
first order, C(τ) ≃ −1 + 〈n〉2/4σ2n. Then we obtain the
average COP as
〈φ〉τ≪1 ≃ Cnq
δµ σ2n
+
〈n〉2
4 δµ σ2n
( 〈q〉
〈n〉 −
Cnq
σ2n
)
. (29)
The meaning of the approximation is as follows. As the
measurement time becomes shorter, the number of tun-
neling events decreases. Eventually, at τ → 0, the joint
probability distribution of the currents and Joule heat
describes at most a single tunneling event (Appendix F).
Furthermore, we can derive limτ→0C(τ) = −1 and ob-
tain the COP average at τ → 0 as
〈φ〉τ→0 = Cnq
δµ σ2n
. (30)
Here we remark that this formula is compatible with
the factor of proportionality of a linear minimum-mean-
square-error estimator of the heat current for the particle
current (Appendix G).
2.4. Fluctuation theorem
In the general case, the fluctuation theorem33,37,38 for
the CGF of the number of particles and the amount of
energy that enter lead r, W˜ ({λr, ξr}r=R,L), is written as
W˜ ({λr, ξr}r=R,L) = W˜ ({−λr + iβrµr,−ξr + iβr}r=R,L),
(31)
where λr and ξr are the counting fields of the increases
in the number of the particles and the amount of the
energy in lead r, respectively. They are defined in our
convention as
λr ≡ sr λ
2
− µr
(
Ξ + sr
ξ
2
)
, (32)
ξr ≡ Ξ+ sr ξ
2
, (33)
where sr is utilized in (15). When the measurement time
is sufficiently long, which is always the case for a tun-
nel junction, the CGF depends only on the differences
between the counting fields of the right and left leads,
W˜ ({λr, ξr}r=R,L)→ W˜ (λR − λL, ξR − ξL). (34)
Thus, we can add an arbitrary constant in the transfor-
mation of λr and ξr in (31),
λr →− λr − iβrµr + iαβµ¯, (35)
ξr →− ξr + iβr − iαβ, (36)
where α is a constant that is not determined uniquely.
From the above equations, we derive the generalized form
of the steady-state current fluctuation theorem,
W (λ, ξ,Ξ)
= W (−λ+ iαβ δµ,−ξ + iδβ,−Ξ+ i(1− α)β). (37)
Equation (37) indicates that the interchange between the
thermodynamic forces of the particle current and the
Joule heat does not change the physical meaning. The
thermodynamic force associated with the Joule heat van-
ishes when α = 1,
W (λ, ξ,Ξ) = W (−λ+ iβ δµ,−ξ + iδβ,−Ξ), (38)
5and that associated with the particle current vanishes
when α = 0,
W (λ, ξ,Ξ) = W (−λ,−ξ + iδβ,−Ξ+ iβ). (39)
From Eq. (38) and by utilizing Jensen’s inequality, we
can show that the entropy production rate is nonnega-
tive, that is, the second law of thermodynamics29,
∂τS ≡ 〈n〉
τ
β
δµ
2
+
〈q〉
τ
δβ
2
≥ 0. (40)
This fact indicates that the COP of the macroscopic sys-
tem cannot exceed the Carnot limit (1),
〈φ〉macro ≤ φC, (41)
where Eq. (41) is valid when δµ 〈n〉 > 0. According
to the definition of the macroscopic COP (27), one may
think that it is possible to exceed the Carnot limit by
making δµ smaller. However, for a sufficiently small δµ,
the average particle current 〈n〉 becomes negative be-
cause the thermoelectric current which flows in the op-
posite direction becomes dominant.
3. MODIFIED GAUSSIAN APPROXIMATION
We comment that the Gaussian approximation (Ap-
pendix H), which uses the multivariate Gauss distribu-
tion as the probability distribution of the currents, does
not provide the average COP at τ → 0. In this limit, the
probability distribution of the COP calculated from the
Gauss distribution (H2), which is defined as
P (φ) ≡
∫∫∫ ∞
−∞
dn dq dw P (n, q, w) δ
(
φ− q
w
)
, (42)
approaches the Cauchy distribution32 (H7), whose aver-
age does not exist.
This flaw occurs because a finite amount of heat q is
carried by zero Joule heat w = δµ n in the Gaussian
approximation. Thus, we amend this by excluding the
zero point of the Joule heat,∫ ∞
−∞
dn ⇒ lim
η→0
(∫ −η
−∞
+
∫ ∞
η
)
dn. (43)
This manipulation corresponds to cutting off the tail of
the Cauchy distribution. Thereby, we obtain the average
COP as
〈φ〉τ = 〈q〉
δµ 〈n〉 +
CGAτ
δµ
( 〈q〉
〈n〉 −
Cnq
σ2n
)
, (44)
CGAτ ≡
[
−1 + 2 〈n〉√
2σ2n
DF
(
〈n〉√
2σ2n
)]
, (45)
where DF (x) is a Dawson integral (Appendix I). The
coefficient CGAτ determines the time dependence of the
average COP. The coefficient also has a minimum or max-
imum value at 〈n〉/√2σ2n = 1.5019 · · · (see Appendix I).
Here the averages of the currents appearing in (44) are
given by (21). Within the Gaussian approximation, the
variances of the particle and the heat currents and co-
variance are written as
σ2n =τL11, (46)
Cnq =τL12 = τL21, (47)
σ2q =τL22, (48)
where Lij are the linear transport coefficients.
4. TIME DEPENDENCE OF COP
4.1. Evaluation of the statistical properties
We summarize that the average COP, which depends
on the measurement time τ , is generally written as
〈φ〉τ =〈φ〉macro + C(τ) δφ, (49)
where we define a time-independent quantity δφ as
δφ ≡ 1
δµ
( 〈q〉
〈n〉 −
Cnq
σ2n
)
. (50)
The approximated coefficients C(τ) are summarized in
the following.
C(τ) ≃ 1
2n˜2
, (long-time limit τ ≫ 1) (51)
C(τ) ≃− 1 + n˜
2
2
, (short-time limit τ ≪ 1) (52)
C(τ) ≃−DF ′(n˜). (Gaussian approximation) (53)
Here DF ′(x) is the derivative of the Dawson function
and n˜ ≡ 〈n〉/
√
2σ2n ∝
√
τ . In order to derive the average
COP, we have to evaluate the cumulants (19) and (20).
Then it is necessary to calculate the conductivity G(ξ)
and the electromotive field ǫ(ξ) in (19) [(B3) and (B4)].
For this purpose, we perform (1) a linear approximation
of the DOS and (2) a numerical calculation.
4.1.1. Linear DOS approximation
To perform the integration in (B3) and (B4), we ex-
pand the DOS DR(ǫ)DL(ǫ) in terms of the energy ǫ − µ¯
up to the first order,
DR(ǫ)DL(ǫ)
DR(µ¯)DL(µ¯)
≃ 1 + (ǫ− µ¯)Drat. (54)
Furthermore, we expand the Fermi-Dirac distribution in
terms of δµ and δβ up to the leading order. Thereby, we
derive the analytic formulas of the conductivity (C3) and
the electromotive force (C4). We remark that the matrix
6of the linear transport coefficients (22) is obtained by
picking out the linear parts in δµ and δβ from G(ξ) and
ǫ(ξ).
Here we discuss the validity of this approximation. For
the Gaussian approximation32 case, the validity is eval-
uated by checking the semi-positive definiteness of the
linear transport matrix (22), detL ≥ 0 and Lii ≥ 0.
Then the determinant of the linear transport matrix
detL = lβ(1−r2) corresponds to the the correlation coef-
ficient between the particle and the heat currents, which
is defined as
r ≡ Cnq
σnσq
. (55)
Therefore, the condition
r2 =
C2nq
σ2qσ
2
n
≤ 1 (56)
is equivalent to detL ≥ 0. The proof of Eq. (56) for a
quantum system is given in Appendix J.
We summarize that in order to satisfy the physical con-
sistency, we must choose a parameter domain where the
entropy production rate (40) is positive and the absolute
value of the correlation coefficient (55) is smaller than
one.
4.1.2. Numerical calculation
We perform a numerical calculation of the cumulants
(19) and (20). In this case, we have to give a detailed
DOS. The results of the numerical calculation always
satisfy the condition of the correlation coefficient (56)
(Appendix K.1).
In this section, we assume the simple DOS
DR(ǫ)DL(ǫ)
DR(µ¯)DL(µ¯)
=
{
1 + (ǫ− µ¯)Drat
0
(ǫ ≥ µ¯−D−1rat)
(ǫ < µ¯−D−1rat)
.
(57)
4.2. Results and Discussion
In Fig. 2, we show the result of the numerical calcu-
lation and compare it with the long-time and short-time
approximations (28) and (29). We find that the average
COP is not a monotonic function of the measurement
time τ . The average COP first decreases, next reaches a
minimum value, and finally approaches the macroscopic
value 〈φ〉macro. This fact means that the initial aver-
age COP 〈φ〉τ≪1 is larger than the macroscopic value
〈φ〉macro in the refrigerator. The minimum is caused by
the asymmetric shape of the probability distribution of
the COP32. Here, a downward convex curve appears un-
der the conditions of the refrigerator, δβ < 0 and δµ > 0.
When the particle current flows from the hot lead to the
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τ
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1/τ approximation (long time) 〈φ〉τ≫1
τ approximation (short time) 〈φ〉τ≪1
Fig. 2: (Color online) Measurement time dependence of 〈φ〉τ
and its approximate formulas 〈φ〉τ≫1 (28) and 〈φ〉τ≪1 (29).
The dotted line indicates the macroscopic value of the COP
〈φ〉macro (27). The Carnot limit is φC = 20.5. The entropy
production rate is ∂τS = 0.0581. Parameters: Drat/β = 0.25,
δβ/β = −0.0488, and β δµ/2 = 0.256.
cold lead, which is realized for δβ > 0 and δµ > 0, the
curve is convex upward.
In Fig. 3, we compare the results calculated by the
modified Gaussian approximation (44), the linear DOS
approximation (Eq. (24) calculated using the approxi-
mate DOS (54), and the numerical approach. In this fig-
ure, we fix the affinities β δµ and δβ and vary the slope
of the DOS Drat. Figure 3(a) shows that these approxi-
mations have higher precision when the thermodynamic
forces are sufficiently small and the DOS is almost flat. In
contrast, the approximations with a steeper DOS deviate
from the numerical result (Fig. 3(b)). The approximate
DOS (54) can be negative, which reduces the accuracy of
the approximations. In Fig. 3(c), in which the DOS has
a much steeper slope, the linear DOS approximation re-
sults in an invalid correlation coefficient r2 > 1, although
the entropy production rate is positive.
5. SUMMARY
We have investigated the effect of particle and heat
current fluctuations on the COP of a nanoscale refrigera-
tor. In the framework of FCS, we obtained the joint CGF
of particle and heat transfer in the bidirectional Poisson
process within the second order perturbation expansion
in the tunnel coupling. On the basis of the resulting joint
probability distribution, we derived the average COP,
which turned out to be time-dependent and expressed
with the Skellam distribution. In the long-time limit, it
approaches the macroscopic value. We also improved the
Gaussian approximation and obtained an average COP
750 100 150 200 250 300 350 400
τ
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
〈φ
〉 τ
(a)
numerical
linear DOS
Gauss
50 100 150 200 250 300 350 400
τ
0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5
1.6
〈φ
〉 τ
(b)
numerical
linear DOS
Gauss
50 100 150 200 250 300 350 400
τ
2.4
2.5
2.6
2.7
2.8
2.9
3.0
3.1
3.2
〈φ
〉 τ
(c)
numerical
Fig. 3: (Color online) Time dependence of 〈φ〉τ for (a)
Drat/β = 0.20, (b) Drat/β = 0.25, and (c) Drat/β = 0.75.
The blue and green solid lines indicate the numerical calcula-
tion and the linear DOS approximation, respectively. Dashed
lines indicate the modified Gaussian approximation (44). The
dotted lines indicate the convergence value 〈φ〉macro (27) for
the numerical calculation. The entropy production rates and
the correlation coefficients for the numerical calculation are
(a) ∂τS = 0.0596, r = 0.351, (b) ∂τS = 0.0581, r = 0.425,
and (c) ∂τS = 0.0574, r = 0.717. Those for the linear DOS
approximation are (a) ∂τS = 0.0600, r = 0.356, (b) ∂τS =
0.0579, r = 0.449, and (c) ∂τS = 0.0369, r = 1.41. Within
the modified Gaussian approximation, (a) ∂τS = 0.0594,
r = 0.363, (b) ∂τS = 0.0573, r = 0.453, and (c) ∂τS = 0.0368,
r = 1.36. Parameters: δβ/2β = −0.0244 and β δµ/2 = 0.256.
The Carnot efficiency is φC = 20.5.
that is applicable at τ → 0 (Eqs. (44) and (45)).
We numerically investigated the average COP. We
found that in the short-time regime, the average COP
possesses a minimum. Our numerical approach covers
the parameter regime beyond the Gaussian approxima-
tion, which is limited to the case when the matrix of the
linear response coefficients is positive-semidefinite. We
pointed out that in order to develop physically reasonable
approximations in the nonequilibrium regime, we must
check the correlation coefficient, which is a measure of the
linear dependence between the heat current and the par-
ticle current, in addition to the positivity of the entropy
production rate. In the tunnel regime, we proved that
the absolute value of the correlation coefficient is always
smaller than one (Appendix K.1). However, by approxi-
mating the energy dependence of the DOS, the condition
can be violated even though the entropy production rate
is positive. The physical consistency of the Gaussian ap-
proximation is evaluated by the positive-semidefiniteness
of the linear transport matrix, which ensures that the ab-
solute value of the correlation coefficient is smaller than
one and that the entropy production rate is positive.
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Appendix A: First and Second Cumulants
The cumulants 〈n〉, 〈q〉, σ2n, σ2q , and Cnq are defined
by using (12),
〈n〉 = ∂iλW (λ, ξ, 0)|λ=ξ=0 , (A1)
〈q〉 = ∂iξW (λ, ξ, 0)|λ=ξ=0 , (A2)
σ2n ≡〈(n− 〈n〉)2〉
= ∂2iλW (λ, ξ, 0)
∣∣
λ=ξ=0
, (A3)
σ2q ≡〈(q − 〈q〉)2〉
= ∂2iξW (λ, ξ, 0)
∣∣
λ=ξ=0
, (A4)
Cnq ≡〈(n− 〈n〉)(q − 〈q〉)〉
= ∂iλ∂iξW (λ, ξ, 0)|λ=ξ=0 . (A5)
Appendix B: Calculation of the Characteristic
Function
By using the definition of the CGF (12) and Eqs. (16)
and (17), we derive the joint probability distribution as
P (n, q, w) =δ(w − nδµ)
∫ ∞
−∞
dξ
2π
Pn(ξ)e
−iqξ , (B1)
Pn(ξ) ≡
∑∞
m=−∞ In−m (G(ξ)) Jm (ε(ξ))
eF (0,0,0)−nβ δµ/2
, (B2)
where Jn(x) is the Bessel function and
G(ξ) ≡
∫ ∞
−∞
dǫ h(ǫ) cosh
[(
iξ +
δβ
2
)
(ǫ− µ¯)
]
, (B3)
ε(ξ) ≡
∫ ∞
−∞
dǫ h(ǫ) sinh
[(
iξ +
δβ
2
)
(ǫ− µ¯)
]
. (B4)
8Here
h(ǫ) ≡β
2
DR(ǫ)DL(ǫ)
DR(µ¯)DL(µ¯)
fL(ǫ)− fR(ǫ)
sinh
(
δβ
2 (ǫ− µ¯) + β δµ2
) , (B5)
fr(ǫ) =
1
eβr(ǫ−µr) + 1
. (B6)
By substituting Eq. (B1) into Eq. (11), we derive the
characteristic function of the probability distribution of
the COP as
χ(γ) =
∫
dφP (φ)eiγφ =
∑
m 6=0
Pm
(
iγ
m δµ
)
. (B7)
From the first derivative, we obtain the average COP (24)
as
〈φ〉τ = ∂iγ lnχ(γ)|γ=0 . (B8)
Appendix C: Integration Performed around
Equilibrium
The integral in Eqs. (B3) and (B4) can be performed
easily by approximating the weight function (B5) around
the equilibrium. We expand DR(ǫ)DL(ǫ) around the av-
erage chemical potential µ¯ (54) and expand the Fermi
distribution function in β δµ and δβ/β in the leading or-
der as
h(ǫ) ≃β (1 +Drat(ǫ − µ¯)) e
β(ǫ−µ¯)(
eβ(ǫ−µ¯) + 1
)2 . (C1)
From the approximated weight function, we can cal-
culate (B3) and (B4) by expanding cosh and sinh in
(iξ + δβ/2)(ǫ − µ¯) and using the methods explained in
Appendix L,
G(ξ) =
∞∑
n=0
[
2πi
β (iξ +
δβ
2 )
]2n
2n!
B2n
(
1
2
)
(C2)
=
[
j0
(
π
iξ + δβ2
β
)]−1
, (C3)
and
ε(ξ) =Drat
∂
∂(iξ)
G(ξ) =
π
β
Drat
j1
(
π
iξ+ δβ
2
β
)
j0
(
π
iξ+ δβ
2
β
)2 , (C4)
where Bn(x) is the Bernoulli polynomial and jm(z) is
the spherical Bessel function of the mth order. In the
above calculations, we use the properties of the Bernoulli
polynomial39,
text
et − 1 =
∞∑
n=0
Bn(x)
tn
n!
, (|t| < 2π) , (C5)
B2n+1
(
1
2
)
= 0 . (C6)
Here, these results are valid for |π(iξ+ δβ2 )/β| < π; how-
ever, we do not need to consider this condition because
we set iξ = 0 when we calculate the cumulants, and the
condition δβ/2β < 1 is always satisfied.
Appendix D: Skellam Distribution
The Skellam process is represented by the difference
between two independent stochastic variables that obey
the Poisson distribution36. The Skellam distribution
function is given by
PS(n, c1, c2) = e
−
c1+c2
2
(√
c1
c2
)n
In (
√
c1c2) . (D1)
The characteristic function is
χPS(λ) = Exp
(
−c1 + c2
2
+
c1e
iλ + c2e
−iλ
2
)
. (D2)
The average and variance are
n¯ =c1 − c2, (D3)
σ2n =c1 + c2 . (D4)
Appendix E: Bidirectional Poisson Distribution
When the temperatures of the left and right leads are
the same (δβ = 0) and we ignore the counting fields ξ
and Ξ, the non-normalized CGF (17) becomes
F (λ) =τg
cosh (β δµ/2 + iλ)
sinh (β δµ/2)
, (E1)
g =
∫ ∞
−∞
dǫ dβ(ǫ) (fL(ǫ)− fR(ǫ)) , (E2)
where
dβ(ǫ) ≡ β
2
DL(ǫ)DR(ǫ)
DL(µ¯)DR(µ¯)
. (E3)
From the inverse Fourier transform, we obtain the bidi-
rectional Poisson distribution [Eq. (E4) in Ref. 33] for
the particle transmission as
P (n) =
enβ δµ/2
eτg coth(β δµ/2)
In
(
τg
sinh (β δµ/2)
)
, (E4)
where In(x) is the modified Bessel function. The bidirec-
tional Poisson distribution is represented by the Skellam
distribution (D1) as P (n) = PS(n, c1, c2), where
c1 =2τ
∫ ∞
−∞
dǫ dβ(ǫ) fR(ǫ)(1− fL(ǫ)) = 2τg
1− e−β δµ ,
(E5)
c2 =2τ
∫ ∞
−∞
dǫ dβ(ǫ) fL(ǫ)(1 − fR(ǫ)) = 2τg
eβ δµ − 1 .
(E6)
9The average and variance are derived as
〈n〉 =τg (E7)
σ2n =〈n〉 coth
(
β
δµ
2
)
. (E8)
When the DOS is sufficiently flat around µ¯, namely
DL(ǫ)DR(ǫ) ≃ DL(µ¯)DR(µ¯), (E2) is approximated as
g ≃ β δµ/2.
Appendix F: Joint Probability Distribution in
Short-Time Regime
In the short time regime τ ≪ 1, the CGF (16) is pro-
portional to the measurement time τ . The joint proba-
bility distribution is calculated as
P (n, q, w) =
∫
dλ dξ dΞ
(2π)3
eW (λ,ξ,Ξ)−inλ−iqξ−iwΞ
≃
∫
dλ dξ dΞ
(2π)3
e−inλ−iqξ−iwΞ [1 +W (λ, ξ,Ξ)]
= (1− F (0, 0, 0) ) δn,0 δ(q) δ(w)
+
τ
2
e(δβ q+βδµ)/2 h(µ¯+ q) δn,1 δ(w − δµ)
+
τ
2
e(δβ q−βδµ)/2 h(µ¯− q) δn,−1 δ(w + δµ).
(F1)
The terms appearing in the third, fourth, and fifth lines
of (F1) represent the probabilities that a particle does
not flow, that a particle flows from the left lead to the
right lead, and that a particle flows in the opposite di-
rection, respectively. Thus, we can regard the joint
probability distribution as having the reduced support
n ∈ {−1, 0, 1}.
Appendix G: Linear Minimum-Mean-Square-Error
(MMSE) Estimator
When the joint probability distribution of n and q is
given as P (n, q), the linear estimator of q for n and the
mean square error are written as
η(n) =a1n+ a2, (G1)
MSE =
∫
dn dq (q − η(n))2 P (n, q). (G2)
The coefficients a1 and a2 can be derived by using the
linear minimum mean square error (MMSE). The linear
MMSE estimator is written as
η(n) =
Cnq
σ2n
(n− 〈n〉) + 〈q〉, (G3)
where Cnq and σ
2
n are the covariance between n and q
and the variance of n, respectively. Furthermore, we can
rewrite the estimator as
η(n) =
Cnq
σ2n
n+ 〈n〉
[ 〈q〉
〈n〉 −
Cnq
σ2n
]
, (G4)
and confirm that the rate η(n)/n approaches constant
Cnq/σ
2
n when 〈n〉 → 0.
Although the above estimator is obtained for a contin-
uous probability distribution, this procedure is also valid
for a discrete distribution.
Appendix H: Gaussian Approximation
Here, we summarize the Gaussian approximation32.
By expanding (17) in δµ, δβ, Ξ , iξ, and iλ up to the
second order, we obtain the CGF and the joint probabil-
ity distribution as
W (λ, ξ,Ξ) =
τ
2
(
iλ+ iΞ δµ
iξ
)T
L
(
iλ+ iΞ δµ+ βδµ
iξ + δβ
)
(H1)
P (n, q, w) =
δ(w − n δµ)
4πτ
√
detL
e−(j−〈j〉)
TL−1(j−〈j〉)/(2τ), (H2)
j =
(
n
q
)
, 〈j〉 =
( 〈n〉
〈q〉
)
. (H3)
By using this joint probability distribution (H2), we ob-
tain the probability distribution of the COP,
P (φ) =
δµ e−
τ
2
〈j〉TL−1〈j〉
πa(φ)
√
detL
[
1 +
√
πτh(φ)eτh(φ)
2
erf(
√
τh(φ))
]
,
(H4)
a(φ) =
(δµ φ)2 − 2Dratlβ δµ φ+ lβ
detL
, (H5)
h(φ) =
δµ
2 (β + δβ φ)√
2a(φ)
, (H6)
where erf(x) is the error function. The probability dis-
tribution function approaches the Cauchy distribution at
τ → 0,
P (φ)→ 1
π
δµ
√
detL
(δµ φ−Dratlβ)2 + lβ − l2βD2rat
; (H7)
therefore, the average COP cannot be obtained since the
average of the Cauchy distribution is not defined.
At detL = 0, the “tight-coupling case”32,40 is realized.
Then we obtain the delta distribution from the Gaussian
approximation,
P (n, q, w) =
e−
1
2τ
(n−〈n〉)2
√
2πτ
δ
(
q −
√
lβn
)
δ(w − n δµ),
(H8)
which immediately leads to the probability distribution
of the COP (K4).
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Appendix I: Dawson Function
The Dawson function is defined as
DF (x) ≡e−x2
∫ x
0
dt et
2
(I1)
=
1
2
√
π
lim
η→0
(∫ x−η
−∞
+
∫ ∞
x+η
)
dt
e−t
2
x− t . (I2)
We can also confirm that the Dawson function satisfies
the following differential equation:
d
dx
DF (x) = −2xDF (x) + 1. (I3)
This derivative (d/dx)DF (x), which appears in Eq. (53),
has extrema at the points where the condition
DF (x) =
x
2x2 − 1 (I4)
is satisfied (x±c = ±1.5019 · · · , DF (x±c ) = ±0.42768 · · · ).
Appendix J: Correlation Coefficient in Quantum
System
Here we prove Eq. (56) generally. The Schro¨dinger
inequality41,42 is written as√
〈δIˆ2〉〈δJˆ2〉 ≥ 1
2
√∣∣∣〈[δIˆ, δJˆ ]〉∣∣∣2 + ∣∣∣〈{δIˆ, δJˆ}〉∣∣∣2, (J1)
where δAˆ is the deviation of the operator Aˆ, which is
defined as Aˆ− 〈Aˆ〉. Therefore, the correlation coefficient
r has the bounds
|r| = 〈{δIˆδJˆ}〉
2
√
〈δIˆ2〉〈δJˆ2〉
≤ 〈{δIˆδJˆ}〉√∣∣∣〈[δIˆ, δJˆ ]〉∣∣∣2 + ∣∣∣〈{δIˆ, δJˆ}〉∣∣∣2
.
(J2)
Here, σ2n = 〈δIˆ2〉, Cnq = 〈{δIˆ δJˆ}〉/2, and σ2q = 〈δJˆ2〉.
Generally, in a quantum system, the upper bound of the
correlation coefficient is smaller than one. The upper
bound is one when the operators δIˆ and δJˆ are commu-
tative.
Appendix K: Correlation Coefficient
K.1. Correlation coefficient of the bidirectional
Poisson process
In the bidirectional Poisson case, by using (B3), (B4),
(19), and (20), Eq. (56) is written as∫∞
−∞ dǫ h˜(ǫ) (ǫ − µ¯)2∫∞
−∞ dǫ h˜(ǫ)
−
[∫∞
−∞ dǫ h˜(ǫ) (ǫ − µ¯)∫∞
−∞ dǫ h˜(ǫ)
]2
≥ 0,
(K1)
where
h˜(ǫ) ≡ h(ǫ) cosh
(
δβ
2
(ǫ − µ¯) + β δµ
2
)
. (K2)
The weight function h(ǫ) defined in Eq. (B5) is non-
negative, hence h˜(ǫ) is non-negative in all domains in
ǫ. Therefore, the right-hand side of (K1) can be inter-
preted as the variance of the probability density function
h˜(ǫ)/
∫
dǫh˜(ǫ). Then the inequality (K1) is always satis-
fied, namely, the square of the correlation coefficient is
smaller than one in the entire parameter domain.
When the heat and the particle currents are perfectly
correlated, namely |r| = 1, the tight-coupling case32,40
is realized. Then the tunnel junction acts as an energy
filter, therefore the COP becomes time-independent. The
tight-coupling case is realized when the density function
h˜(ǫ)/
∫
dǫh˜(ǫ) is proportional to the delta function.
K.2. Correlation coefficient within the linear DOS
approximation
The modified Gaussian approximation (44) and the lin-
ear DOS approximation (54) or (C1) can break the physi-
cal consistency. Within these approximations, the weight
function h˜(ǫ) can be negative. Thus, the condition (56)
can be violated by varying the parameter Drat in the
approximate DOS (54) or (C1).
In Fig. K1, we show the three cases, (a) detL > 0, (b)
detL = 0, and (c) detL < 0. In Fig. K1(a), the Gaus-
sian approximation and the linear DOS approximation
are valid since detL > 0. Figure K1(b) shows the time
dependence when detL = 0. Since
detL = lβ(1 − r2) = 0, (K3)
the tight-coupling condition32,40 is realized and the joint
probability distribution within the Gaussian approxima-
tion becomes a delta distribution (H8). Thus, we obtain
P (φ) = δ
(
φ− 1
β δµ
√
π2
3
)
. (K4)
This results in a time-independent average COP, 〈φ〉τ =
(
√
π2/3)/β δµ. On the other hand, in the linear DOS
approximation, the correlation coefficient exceeds one,
r = 1.02, therefore it is not physically consistent. Here we
comment on (K4). The correlation between the left and
right leads increases after the tunneling Hamiltonian is
introduced. Therefore, the cumulants of the particle and
the heat current are time-dependent. However, in the
tight-coupling case, the heat and the particle currents q
and n are perfectly linearly correlated, q =
√
lβn, which
is mentioned in (H8). Thus, the COP, which is the ratio
between q and n, is time-independent, although q and n
are time-dependent.
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Fig. K1: (Color online) Time dependence of 〈φ〉τ for (a)
Drat/β = 0.25, (b) Drat/β =
√
3/pi2 = 0.551 (tight-coupling
condition), and (c) Drat/β = 0.75. The blue and green solid
lines indicate the results obtained by the numerical calcula-
tion and the linear DOS approximation, respectively. Dashed
lines are the results obtained by the modified Gaussian ap-
proximation (44). The Carnot limit is φC = 20.5. The en-
tropy production rates in the linear DOS approximation are
(a) ∂τS = 0.0579, (b) ∂τS = 0.0453, and (c) ∂τS = 0.0369.
Parameters: δβ/β = −0.0488 and β δµ/2 = 0.256.
In Fig. K1(c), we show the time dependence when
detL < 0. The Gaussian approximation and the lin-
ear DOS approximation are no longer applicable, al-
though the entropy production rate is positive, ∂τS > 0.
This is because the correlation coefficients of the Gaus-
sian approximation and the linear DOS approximation
are r = 1.36 and r = 1.41, respectively, and then
the condition (56) is violated. In contrast, the result
of the numerical calculation still satisfies the condition,
−1 < r = 0.717 < 1.
Appendix L: Logistic Distribution and Weight
Integration
In our calculations, we frequently encounter integrals
weighted by the logistic distribution. We define the
weighted integral as
Su[(ǫ−m)n] ≡
∫ ∞
−∞
dǫ
eu(ǫ−m)(
eu(ǫ−m) + 1
)2 (ǫ−m)n (L1)
=
1
un+1
∫ ∞
0
dx
(lnx)n
(x+ 1)2
, (L2)
where m and b 6= 0 are the parameters of the logistic
distribution. Then, the integral
sn ≡
∫ ∞
0
dx
(lnx)n
(x+ 1)2
(L3)
can be performed along the contour in the complex plane
depicted in Fig. L1. As a result, we obtain the recurrence
relation
1 =
2n−1
n
n−1∑
k=0
(
n
k
)
sk
(2πi)k
. (L4)
The recurrence relation is identical to that of the
Bernoulli polynomials39
nxn−1 =
n−1∑
k=0
(
n
k
)
Bk(x) . (L5)
By comparing these relations, we obtain
sn = (2πi)
n
Bn
(
1
2
)
. (L6)
Finally, we obtain the solution
Su[(ǫ −m)n] = 1
u
(
2πi
u
)n
Bn
(
1
2
)
. (L7)
Im x x
Re x
R → ∞
ε → 0
x = e
i̟
Fig. L1: (Color online) Contour in the complex plane.
12
1 J. P. Pekola, Nat. Phys. 11, 118 (2015).
2 U. Sivan and Y. Imry, Phys. Rev. B 33, 551 (1986).
3 O. Entin–Wohlman, Y. Imry, and A. Aharony, Phys. Rev.
B 82, 115314 (2010).
4 O. Entin–Wohlman and A. Aharony, Phys. Rev. B 85,
085401 (2012).
5 R. Sa´nchez and M. Bu¨ttiker, Phys. Rev. B 83, 085428
(2011).
6 A. Cre´pieux and F. Michelini, J. Stat. Mech. 2016 054015
(2016).
7 P. Eyme´oud and A. Cre´pieux, Phys. Rev. B 94, 205416
(2016).
8 G. Benenti, K. Saito, and G. Casati, Phys. Rev. Lett. 106,
230602 (2011).
9 K. Proesmans, Y. Dreher, M. Gavrilov, J. Bechhoefer, and
C. Van den Broeck, Phys. Rev. X 6, 041010 (2016).
10 K. Proesmans, B. Cleuren, and C. Van den Broeck, Phys.
Rev. Lett. 116, 220601 (2016).
11 M. Esposito, M. A. Ochoa, and M. Galperin, Phys. Rev.
Lett. 114, 080602 (2015).
12 M. Moskalets and M. Bu¨ttiker, Phys. Rev. B 66, 205320
(2002).
13 L. Arrachea, M. Moskalets, and L. M. Moreno, Phys. Rev.
B 75, 245420 (2007).
14 M. Moskalets andM. Bu¨ttiker, Phys. Rev. B 80, 081302(R)
(2009).
15 A. Cre´pieux, F. Sˇimkovic, B. Cambon, and F. Michelini,
Phys. Rev. B 89, 239907 (2014).
16 M. F. Ludovico, J.-S. Lim, M. Moskalets, L. Arrachea, and
D. Sa´nchez, Phys. Rev. B 89, 161306(R) (2014).
17 A. Bruch, M. Thomas, S. V. Kusminskiy, F. von Oppen,
and A. Nitzan, Phys. Rev. B 93, 115318 (2016).
18 O.-P. Saira, M. Meschke, F. Giazotto, A. M. Savin, M.
Mo¨tto¨nen, and J. P. Pekola, Phys. Rev. Lett. 99, 027203
(2007).
19 J.-P. Brantut, J. Meineke, D. Stadler, S. Krinner, and T.
Esslinger, Science 337, 1069 (2012).
20 J.-P. Brantut, C. Grenier, J. Meineke, D. Stadler, S. Krin-
ner, C. Kollath, T. Esslinger, and A. Georges, Science 342,
713 (2013).
21 Ch. Grenier, A. Georges, and C. Kollath, Phys. Rev. Lett.
113, 200601 (2014).
22 D. Sa´nchez and R. Lo´pez, C. R. Physique 17, 1060 (2016).
23 G. Benenti, G. Casati, T. Prosen, and K. Saito,
arXiv:1311.4430.
24 P. Jacquod, R. S. Whitney, J. Meair, and M. Bu¨ttiker,
Phys. Rev. B 86, 155118 (2012).
25 C. Wang and D. E. Feldman, Phys. Rev. B 92, 064406
(2015).
26 O. Entin–Wohlman, Y. Imry, and A. Aharony, Phys. Rev.
B 91, 054302 (2015).
27 U. Seifert, Rep. Prog. Phys. 75, 126001 (2012).
28 G. Verley, M. Esposito, T. Willaert, and C. Van den
Broeck, Nat. Commun. 5, 4721 (2014).
29 G. Verley, T. Willaert, C. Van den Broeck, and M. Espos-
ito, Phys. Rev. E 90, 052145 (2014).
30 M. Esposito, M. A. Ochoa, and M. Galperin, Phys. Rev.
B 91, 115417 (2015).
31 J.-H. Jiang, B. K. Agarwalla, and D. Segal, Phys. Rev.
Lett. 115, 040601 (2015).
32 M. Polettini, G. Verley, and M. Esposito, Phys. Rev. Lett.
114, 050601 (2015).
33 M. Esposito, U Harbola, and S. Mukamel, Rev. Mod. Phys.
81, 1665 (2009).
34 J. Kurchan, arXiv:cond-mat/0007360 (unpublished).
35 I. Klich, in Quantum Noise in Mesoscopic Physics, edited
by Yu.V. Nazarov, NATO Science Series II, Vol. 97
(Kluwer, Dordrecht, 2003).
36 J. G. Skellam, J. R. Stat. Soc. 109, 296 (1946).
37 M. Campisi, P. Ha¨nggi, and M. Talkner, Rev. Mod. Phys.
83, 771 (2011).
38 K. Saito and Y. Utsumi, Phys. Rev. B 78, 115429 (2008).
39 F. W. J. Olver, D. W. Lozier, R. F. Boisvert, and C. W.
Clark, NIST Handbook of Mathematical Functions, (Cam-
bridge University Press, Cambridge, 2010).
40 O. Kedem and S. R. Caplan, Trans. Faraday Soc. 61, 1897
(1965).
41 J. J. Sakurai, Modern Quantum Mechanics, (Ben-
jamin/Cummings, Menlo Park, CA, 1985).
42 Y. Watanabe, Formulation of Uncertainty Relation Be-
tween Error and Disturbance in Quantum Measurement
by Using Quantum Estimation Theory, (Springer Theses,
2014).
