Abstract: This paper looks into implementation of numerical optimal control problems of systems with a cascade structure, in which only one part of the dynamic equality constraints has path constraints. We consider two different direct strategies for numerical implementation using direct methods: 1. Collocation for both parts of the cascade. 2. Direct collocation for one part and single shooting for the other. To compare the methods we study the case of iceberg monitoring using a single unmanned aerial vehicle. The study reveals that the second method, under some conditions can be more computationally efficient than the first method.
INTRODUCTION
In this paper, we study implementation of different numerical methods for continuous time optimal control problems (OCPs) formulated as autonomous cascaded nonlinear systems:
s.t. p = f 1 (p, z, u), p(t 0 ) = p 0 (1b) z = f 2 (z, u), z(t 0 ) = z 0 (1c) z min ≤ z ≤ z max (1d) where p ∈ R np and z ∈ R nz are state variables. The u(t) : [t 0 , t F ] → R nu is the control input. The objective function consist of the Lagrange term, L(p, z, u) : R np × R nz × R nu → R and the Mayer term, E[p(t F ), z(t F )] : R np × R nz → R. It is solved over a time interval from [t 0 , t F ]. In addition, we have dynamic equality constraints for both state variables: f 1 (p, z, u) : R np × R nz × R nu → R np and f 2 (z, u) : R nz × R nu → R nz . Finally, z min and z max are lower and upper limits for the z-state variable. Notice that we only have inequality constraints for one of the state variables.
The dynamic systems we study has a cascaded structure, see e.g. Loria and Panteley (2005) for examples. We choose to call the "outer state" p the system state, and the "inner state" z the actuator state. This naming is for convenience, and need not be consistent with all problems of this form.
Our problem belongs to the field of optimal control theory. Mathematicians like Bellman and Pontryagin developed this field of mathematics during the 1950s (Pesch et al., 2009) . A breakthrough in the research of optimal control theory came with the Pontryagin's maximum principle (Pontryagin, 1957) . This principle states necessary conditions for optimal control problems in continuous time. We can use these conditions to eliminate the controls, u, from the problem and get a boundary value problem, which we can solve numerically. This is referred to as an indirect approach to optimal control. However, an indirect approach suffers from drawbacks like difficulty in initializing the problem (Betts, 2010; Binder et al., 2001) . Another approach for solving optimal control problems, which we focus on in this paper, is the direct approach.
In a direct approach, the optimal control problem is first discretized, before the discretized problem is solved. This enables us to transform the optimal control problem to a nonlinear programming problem (NLP). NLPs have well developed solvers, which are efficient even for large problems, at least when they have structure.
Contribution
In this paper we investigate whether merging the objective function and the system state (the state without path constraints) into a new objective function, can increase computational efficiency. This is based on the premise that reverse algorithmic differentiation is efficient for scalar functions of many variables (Griewank and Walther, 2008) . This enables us to exploit the structure and compare different numerical implementation strategies for the new objective and the actuator state.
Previous Work
The general field of numerical optimal control is a large field, in which single shooting and collocation are standard methods. We recommend Betts (2010) and Biegler (2010) as a starting points.
The case we study in this paper is path planning using a mobile sensor for monitoring some objects or targets, where we directly build on the approach used in Haugen and Imsland (2013) . Another interesting paper studying the same problem is Walton et al. (2014) . Both these papers use collocation in implementing a nonlinear problem for path planning formulated similar as OCP (1). A difference between the two is the solver used; where Haugen and Imsland (2013) uses an interior-point solver as in this paper, while Walton et al. (2014) uses a SQP algorithm.
This paper starts with a formulation of the problem and implementation strategies in Section 2. In Section 3 we go into details for the implementation for the different approaches we use. We present the case we are using for simulation in Section 4. In Section 5 we explain the setup for the simulation. We run and discuss the results in Section 6 before we come with concluding remarks in the final Section 7.
PROBLEM FORMULATION AND IMPLEMENTATION STRATEGIES
We want to explore discretization strategies in direct approaches for solving problems on the form of OCP (1) in a computationally efficient manner. There are broadly three discretization approaches: Single shooting, multiple shooting and collocation (Binder et al., 2001) . Each of the approaches have their own advantages and disadvantages.
We apply two different strategies for implementation. First, we use collocation for both the system and actuator state. This is the same strategy as used by Haugen and Imsland (2013) and Walton et al. (2014) . However, we use a different number of integration steps and degree of the collocation polynomial for the two states. We call this the pure collocation approach. Second, we want to exploit the structure of our problem. We can merge the objective function with the system state into a scalar function using single shooting, for which evaluating the gradient has approximately the same complexity as evaluating the function itself using reverse algorithmic differentiation (Griewank and Walther, 2008) . For the actuator state, which contains both inequality and dynamic equality constraints, we apply collocation for easy handling of the inequality constraints. We term this the combined approach with exact Hessian. In addition, we extend the second approach into two additional approaches. Third, we use limited-memory BFGS-update for the Hessian, we term this approach BFGS. This will generally lead to more iterations, but avoid calculating the computationally expensive Hessian. Fourth, we use the Hessian and increase the convergence tolerance for the NLP-solver. We term this approach BFGS−. With this approach we avoid more iterations, but we might get suboptimal solutions.
IMPLEMENTATION
For implementation we use Python with CasADi (Andersson, 2013), which is "a symbolic framework for algorithmic differentiation and numeric optimization". CasADi is open-source and implemented in C++ with Python wrappers. We exploit the CasADi framework to use the NLP-solver IPOPT (Wächter and Biegler, 2006) . IPOPT is a primal-dual interior-point NLP-solver. We compile it with the linear algebra sparse direct solver MA57 (HSL, 2015) . We chose a interior-point solver over a SQP -solver. The single-shooting approach may fit a SQP-solver better, however we will exploit collocation for all our approaches that leads to huge problems with a sparse structure, for which an interior-point solver in general is a good match. Therefore, we do not include a SQP-solver in our simulations.
We use different strategies to approximate the integral in equation (1a) from problem (1) depending on our chosen implementation.
Collocation Approach
For the pure collocation approach we approximate the integral (1a) as a sum of states. When using only collocation we have all the states of the state variables available.
Here N is the number of integration steps in approximating the integral. We use collocation for both the state and actuator state.
Combined Approach
In the combined approaches we embed the system dynamics (the p-dynamics) into the objective, by solving it by means of single shooting. For this type of cascade systems this will always be feasible. To illustrate this, we formulate the optimization problem in the following manner min
(3c) where the only dynamic constraint is the actuator dynamics (z-dynamics). The function c is a a scalar function obtained by solving the system dynamics (e.g. by single shooting),
and inserting this solution into the objective:
The actuator dynamics is still discretized using collocation (Biegler, 2010) . In our implementation, we use a simple Euler method for the single-shooting discretization of p, and correspondingly a rectangle method for approximating the integral. June 6-8, 2016 As previously mentioned, the objective of doing this is to "get rid off" all the equality constraints that the collocation of the system dynamics generates, by introducing a single, albeit more complex, objective function. The rationale, as mentioned above, is the effectiveness of calculating gradients of scalar functions using reverse algorithmic differentiation. Note, however, that calculating the Hessian of this objective function will not enjoy particular implementation efficiency.
Combined Approaches with BFGS-update
We use a third and a fourth approach, which are both equal to the previous approach, except we use a BFGS-update function instead of calculating the Hessian. This means that we use equation (3) for implementation. As previously mentioned calculating the Hessian for the objective function will not enjoy particular efficiency, approximating it can therefore make the computations faster. However, it will in general lead to the NLP-solver using more iterations before finding a solutions. In the fourth approach we therefore increase the convergence tolerance to avoid many iterations, while trying to avoid getting a suboptimal solution. The default convergence tolerance in the IPOPTsolver is 10 −8 , we use 10 −3 .
NUMERICAL EXAMPLE
In this paper, we will use the application of iceberg monitoring using an unmanned aerial vehicle (UAV) for comparing computational efficiency between the approaches. The target for iceberg monitoring is to use an UAV to verify the positions of icebergs. We assume we have an estimate of the position of the icebergs with an appurtenant uncertainty.
We can consider the actuator for this system the entire UAV. The UAV has an ODE describing its motions in addition to some limitations on the actuator for the UAV.
To model the UAV we use a Dubins Vehicle:
where U is the velocity, u is the actuator input, and z is a vector containing position (x, y) and heading (ψ) of the vehicle. We have a lower and upper limit u min and u max for the actuator input. In addition, the vehicle also has to stay within the area defined by x min , x max , y min , and y max . We use this area limit to formulate the objective function for the UAV.
To find an optimal path for the UAV we use the position uncertainty of each icebergs. To obtain a model for the uncertainty we use a simple model of each iceberg and use a continuous Kalman filter to obtain the following equation:
where for all i ∈ {1, . . . , N } c F OV,i = e −k0di
(5b)
(5f) where N is the total number of icebergs. p i ∈ R is the position uncertainty,ξ i ∈ R 2 is the position estimate,ξ 0 ∈ R 2 initial position estimate, r i ∈ R is the measurement noise variance, q 0,i ∈ R is the position variance, q i ∈ R is the modified position variance, c F OV,i ∈ R is the field of view function, d i ∈ R 2 is the quadratic distance to the UAV, and v i ∈ R 2 is the velocity of each iceberg. k 0 is a scalar tuning constant for setting the field of view of the UAV and t ∈ R is time. d max is the maximum distance of the allowable area for the UAV. We use this constant to modify the position variance, see the final subsection of this section.
To obtain (5) we use the following derivation: First, we have a naïve iceberg model and measurement model:
where ξ i ∈ R 2 is the position, and y i ∈ R 2 is the measurement of each iceberg. ω i ∼ (0, Q 0,i ) and η i ∼ (0, R i ) it the process and measurement noise. We assume that we are able to obtain estimates of the iceberg position and velocity through for example an infrared camera like in Leira et al. (2015) .
Furthermore, we assume that the process and measurement noise are the same for both directions in the plane, such that we can write Q 0,i = q 0,i I 2×2 and R i = r i I 2×2 . This assumption gives us a scalar function when we set up the covariance equation for a Kalman filter. This equation is the position uncertainty we get in (5a).
Note that we have been following the approach of Haugen and Imsland (2013) up to this point. However, the assumptions in the previous paragraph enables scalar covariance dynamics for each iceberg. In Haugen and Imsland (2013) , the authors integrate a 2 × 2 covariance matrix instead of (5a).
The UAV can only observe an iceberg when the iceberg is within its field of view. Ideally, the function c F OV (ξ, z) should be a step function which is 1 when the UAV is observing the iceberg and 0 when it is not. However, to get a smooth problem for numerical implementation we must approximate this function with the function in (5b).
Finally, we modified the position variance of each iceberg for the NLP-solver to get a better-conditioned problem to solve. If we only use the field of view function from (5b), we might get a problem with convergence. To improve the convergence, we modified the variance of the position for each iceberg. We do this by calculating the maximum distance the UAV can have to an iceberg by considering the allowed area the vehicle can stay within, cf. (5f). We use June 6-8, 2016 . NTNU, Trondheim, Norway this distance to make the position variance of each iceberg a sealed function of the quadratic distance between the iceberg and the UAV, resulting in (5e). This is similar as the modifications discussed in Haugen and Imsland (2013) .
Optimization formulation
Our goal is to obtain smooth paths that reduce the overall position uncertainty of all the icebergs. We formulate this as the following objective function:
where µ 1 , µ 2 and µ 3 are manually tuned weights. We use this formulation together with the constraints for the vehicle (the actuator states in the parlance of Section 2) and the iceberg uncertainty from (4) and (5) (the system states).
SIMULATION
In total there are four approaches, which we want to compare both with each other and with respect to how they handle increased complexity. In the iceberg monitoring case, we increase the complexity by increasing the number of icebergs. In simulations, we ran multiple cases for each problem of one to ten icebergs. Table 1 contains the parameters used in the simulations. To set up each case we used a random number generator for icebergs position, velocity and initial uncertainty. Notice that the time horizon is estimated. We desire a time horizon that enables the UAV to visit all the icebergs. This will depend on both the number of icebergs and position. To estimate the time horizon for each case we used the naive formula: T est = (icebergs × σ 2 East + σ 2 N orth + µ 2 East + µ 2 N orth )/uavspeed, where σ and µ is the variance and mean, respectively, (from the UAV-position) of the icebergs.
A challenge when comparing the pure collocation approach to the other three approaches is to choose the number of integration steps and degree of the collocation polynomial. The solution we obtain depends to some degree on the choices we make, due to the approximation and the nonconvex nature of the problem. To meet this challenge we chose a polynomial degree of 4 for the UAV dynamics in all cases and a degree of 2 for the iceberg dynamics in the pure collocation approach. In all the collocation polynomials we use Gauss-Legendre polynomials. Furthermore, we used an Euler method (1. order method) for the icebergs in the combined and BFGS approach. Initially we use the same number of integration steps for all approaches, calculated by using a desired time step and the estimated time horizon. To compare the solutions we use for simplicity only the first term of the objective function (7). After the initial run, we chose the best solutions and called it the winner of that case. For the other three solutions, called the losers, we increased the number of integration steps with 10 % and reran the optimization. We compared the losers to the winner and if the difference was less than a value of 5.0 m 2 we accepted the solution. If not, we continued to increase the number of integration steps with 10 % up till a maximum of 10 times. In the few (13 of 500) cases where we failed to find a comparable solution for the four approaches, we discarded the results. Note that due to the non-convex nature of the problem we might not get a better solution by increasing the accuracy of the integration in the optimization, it might even be worse. However, the chance of getting an improved solution typically increase with more integrations steps. Figure 1 shows a typical case for a problem of 7 icebergs. Note that at the end the solutions deviate. This is an example of the non-uniqueness of the solutions of this problem formulation. In total, we ran 50 cases for each problem of one to ten icebergs. Table 4 . 
DISCUSSION
The combined approach manages to calculate the Gradient faster than the pure collocation approach, as expected. If we look at the computational distribution of 7 icebergs over all 50 cases, from Table 4 , we see that the combined approaches manages to calculate the gradient about twice as fast, and the number of variables is reduced by the number of icebergs ×(2N + 1), where N is the number of integration steps. However, when we use the exact Hessian for the combined approach whatever we gained on fewer variables and gradient calculation, is lost on the Hessian. With the lost sparsity of the Hessian it becomes about twenty five times as expensive to calculate, even though it is much smaller. By approximating the Hessian with a BFGS-update we get rid of the Hessian calculation at the expense of using more iterations to obtain a solutions. Compared to using the exact Hessian the BFGS-approach uses close to ten times as many iterations. In the last approach when we increase the tolerance and thus reducing the number of iterations. The approach with increased tolerance and BFGS-update for the Hessian in the combined approach is superior when it comes to computational time compared to the other approaches.
Some might consider increasing the convergence tolerance for the BFGS-approach to be cheating. However, doing the same for the combined-approach with exact Hessian and the pure collocation approach does not improve computational time, but in many cases makes it worse.
The objective function values could be the same in the four approaches for the same case, while not having exactly the same optimal path. An example is in Figure 1 where the collocation deviate from the other approaches at the final iceberg. For this problem and similar nonconvex problems, there might be multiple locally optimal solutions. Only small changes in the problem setup can lead to different solutions.
CONCLUSION AND FURTHER WORK
In this paper we compare implementation strategies for continuous-time optimal control problems of systems in a cascaded form (1). We implement four different strategies. First, we use collocation for both parts. Second, we use single shooting for the system state combined with collocation for the actuator state. For third and fourth we use the combined approach with BFGS-update for the Hessian and in the only the fourth we increase convergence tolerance of the NLP-solver.
When we apply the combined approach we are able to compute the Gradient more efficiently than with the pure collocation approach, but calculation of the exact Hessian becomes very expensive. This makes the second approach the slowest. Switching to BFGS-update, gives the faster computational time. However, the BFGS-update lead to a huge number of iterations, which also make it slower than the pure collocation approach. Increasing the convergence tolerance, the fourth approach, leads to the combined approach to become more computational efficient than the pure collocation approach. This leads us to the conclusion that cascade systems on the form of (1) might benefit computationally to be separated into two parts and apply single shooting on the system state, while using collocation on the actuator state.
Future work include:
• Explore scalability with expansion of the actuator state. For our case, this means increasing the number of UAVs.
• Test the four different approaches on other cases on the form of the OCP in (1).
