This paper defines a generalized column subset selection problem which is concerned with the selection of a few columns from a source matrix A that best approximate the span of a target matrix B. The paper then proposes a fast greedy algorithm for solving this problem and draws connections to different problems that can be efficiently solved using the proposed algorithm.
Generalized Column Subset Selection
The Column Subset Selection (CSS) problem can be generally defined as the selection of a few columns from a data matrix that best approximate its span [2-5, 10, 15] . We extend this definition to the generalized problem of selecting a few columns from a source matrix to approximate the span of a target matrix. The generalized CSS problem can be formally defined as follows:
Problem 1 (Generalized Column Subset Selection) Given a source matrix A ∈ R m×n , a target matrix B ∈ R m×r and an integer l, find a subset of columns L from A such that |L| = l and L = arg min S B − P (S) B 2 F , where S is the set of the indices of the candidate columns from A, P (S) ∈ R m×m is a projection matrix which projects the columns of B onto the span of the set S of columns, and L is the set of the indices of the selected columns from A.
The CSS criterion F (S) = B − P (S) B 2 F represents the sum of squared errors between the target matrix B and its rank-l approximation P (S) B . In other words, it calculates the Frobenius norm of the residual matrix F = B − P (S) B. Other types of matrix norms can also be used to quantify the reconstruction error [2, 3] . The present work, however, focuses on developing algorithms that minimize the Frobenius norm of the residual matrix. The projection matrix P (S) can be calculated
S , where A :S is the sub-matrix of A which consists of the columns corresponding to S. It should be noted that if S is known, the term A 
A Fast Greedy Algorithm for Generalized CSS
Problem 1 is a combinatorial optimization problem whose optimal solution can be obtained in O max n l mrl, n l ml 2 . In order to approximate this optimal solution, we propose a fast greedy algorithm that selects one column from A at a time. The greedy algorithm is based on a recursive formula for the projection matrix P (S) which can be derived as follows.
Lemma 1 Given a set of columns S. For any
R is a projection matrix which projects the columns of E = A − P (P) A onto the span of the subset R = S \ P of columns. Using the block-wise inversion formula [17] , D −1 can be calculated as
Substituting with A :S and
S , the projection matrix can be simplified to
The first term of the right-hand side is the projection matrix P (P) which projects vectors onto the span of the subset P of columns. The second term can be simplified as follows. Let E be an m × n residual matrix which is calculated as: E = A − P (P) A. The sub-matrix E :R can be expressed as
Since projection matrices are idempotent, then P (P) P (P) = P (P) and
Substituting with
PP D PR and S with P (P) , E :R and E T :R E :R respectively, Equation (1) can be expressed as
The second term is the projection matrix R (R) which projects vectors onto the span of E :R . This proves that P (S) can be written in terms of P (P) and R as
Given the recursive formula for P (S) , the following theorem derives a recursive formula for F (S).
Theorem 2 Given a set of columns S. For any
, where
is a projection matrix which projects the columns of F onto the span of the subset R = S \ P of columns of
can be written as E
. This is equal to 0 as
(an idempotent matrix). Substituting in F (S) and using F = B − P (P) B gives
Using the relation between Frobenius norm and trace, F (S) can be simplified to
F proves the theorem. Using the recursive formula for F (S ∪ {i}) allows the development of a greedy algorithm which at iteration t selects column p such that
can be simplified to
This allows the definition of the following greedy generalized CSS problem.
Problem 2 (Greedy Generalized CSS) At iteration t, find column p such that
The numerator and denominator of the selection criterion at each iteration can be calculated in an efficient manner without explicitly calculating H or G using the following theorem.
Theorem 3 Let f i = H :i 2 and g i = G ii be the numerator and denominator of the greedy criterion function for column
, where • represents the Hadamard product operator.
In the update formulas of Theorem 3, A T B can be calculated once and then used in different iterations. This makes the computational complexity of these formulas O(nr) per iteration. The computational complexity of the algorithm is dominated by that of calculating A T A :p in (2) which is of O(mn) per iteration. The other complex step is that of calculating the initial f , which is O(mnr). However, these steps can be implemented in an efficient way if the data matrix is sparse. The total computational complexity of the algorithm is O(max(mnl, mnr)), where l is the number of selected columns. Algorithm 1 in Appendix A shows the complete greedy algorithm.
Generalized CSS Problems
We describe a variety of problems that can be formulated as a generalized column subset selection (see Table 1 ). It should be noted that for some of these problems, the use of greedy algorithms has been explored in the literature. However, identifying the connection between these problems and the problem presented in this paper gives more insight about these problems, and allows the efficient greedy algorithm presented in this paper to be explored in other interesting domains.
Column Subset Selection. The basic column subset selection [2-4, 10, 15] is clearly an instance of the generalized CSS problem. In this instance, the target matrix is the same as the source matrix B = A and the goal is to select a subset of columns from a data matrix that best represent other columns. The greedy algorithm presented in this paper can be directly used for solving the basic CSS problem. A detailed comparison of the greedy CSS algorithm and the state-of-the-art CSS methods can be found at [11] . In our previous work [13, 14] , we successfully used the proposed greedy algorithm for unsupervised feature selection which is an instance of the CSS problem. We used the greedy algorithm to solve two instances of the generalized CSS problem: one is based on selecting features that approximate the original matrix B = A and the other is based on selecting features that approximate a random partitioning of the features B :c = j∈Pc A :j . The proposed greedy algorithms achieved superior clustering performance in comparison to state-of-the-art methods for unsupervised feature selection.
Distributed Column Subset Selection. The generalized CSS problem can be used to define distributed variants of the basic column subset selection problem. In this case, the matrix B is defined to encode a concise representation of the span of the original matrix A. This concise representation can be obtained using an efficient method like random projection. In our recent work [12] , we defined a distributed CSS based on this idea and used the proposed greedy algorithm to select columns from big data matrices that are massively distributed across different machines.
SVD-based Column Subset Selection. Ç ivril and Magdon-Ismail [5] proposed a CSS method which first calculates the Singular Value Decomposition (SVD) of the data matrix, and then selects the subset of columns which best approximates the leading singular values of the data matrix. The formulation of this CSS method is an instance of the generalized CSS problem, in which the target matrix is calculated from the leading singular vectors of the data matrix. The greedy algorithm presented in [5] can be implemented using Algorithm 1 by setting B = U k Σ k where U k is a matrix whose columns represent the leading left singular vectors of the data matrix, and Σ k is a matrix whose diagonal elements represent the corresponding singular values. Our greedy algorithm is however more efficient than the greedy algorithm of [5] .
Sparse Approximation. Given a target vector and a set of basis vectors, also called atoms, the goal of sparse approximation is to represent the target vector as a linear combination of a few atoms [20] . Different instances of this problem have been studied in the literature under different names, such as variable selection for linear regression [8] , sparse coding [16, 19] , and dictionary selection [6, 9] . If the goal is to minimize the discrepancy between the target vector and its projection onto the subspace of selected atoms, the sparse approximation can be considered an instance of the generalized CSS problem in which the target matrix is a vector and the columns of the source matrix are the atoms. Several greedy algorithms have been proposed for sparse approximation, such as basic matching pursuit [18] , orthogonal matching pursuit [21] , the orthogonal least squares [7] . The greedy algorithm for generalized CSS is equivalent to the orthogonal least squares algorithm (as defined in [1] ) because at each iteration it selects a new column such that the reconstruction error after adding this column is minimum. Algorithm 1 can be used to efficiently implement the orthogonal least squares algorithm by setting B = y, where y is the target vector. However, an additional step will be needed to calculate the weights of the selected atoms as A T :S A :S −1 A T :S y. Simultaneous Sparse Approximation. A more general sparse approximation problem is the selection of atoms which represent a group of target vectors. This problem is referred to as simultaneous sparse approximation [22] . Different greedy algorithms have been proposed for simultaneous sparse approximation with different constraints [6, 22] . If the goal is to select a subset of atoms to represent different target vectors without imposing sparsity constraints on each representation, simultaneous sparse approximation will be an instance of the greedy CSS problem, where the source columns are the atoms and the target columns are the input signals.
.n and g = [g i ] i=1..n , f (t) and g (t) can be expressed as
where • represents the Hadamard product operator.
Using the recursive formula of H, the term H T υ at iteration (t − 1) can be expressed as
Substituting with H T υ in (3) gives the update formulas for f and g.
