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GLOBALLY STABLE QUASISTATIC EVOLUTION IN PLASTICITY
WITH SOFTENING
G. DAL MASO, A. DESIMONE, M.G. MORA, AND M. MORINI
Abstract. We study a relaxed formulation of the quasistatic evolution problem in the
context of small strain associative elastoplasticity with softening. The relaxation takes
place in spaces of generalized Young measures. The notion of solution is characterized
by the following properties: global stability at each time and energy balance on each
time interval. An example developed in detail compares the solutions obtained by this
method with the ones provided by a vanishing viscosity approximation, and shows that
only the latter capture a decreasing branch in the stress-strain response.
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1. Introduction
In the study of quasistatic evolution problems for rate independent systems a classical
approach is to approximate the continuous time solution by discrete time solutions obtained
by solving incremental minimum problems (see the review paper [14] and the references
therein).
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In this paper we apply this method to the study of a plasticity problem with softening,
where the new feature is given by the presence of some nonconvex energy terms. For a general
introduction to the mathematical theory of plasticity we refer to [7], [8], [9], [10], and [12].
To focus on the new difficulty, due to the lack of convexity, we consider the simplest relevant
model, namely small strain associative elastoplasticity with no applied forces, where the
evolution is driven by a time-dependent boundary condition w(t), prescribed on a portion
Γ0 of the boundary of the reference configuration Ω ⊂ R2 .
The unknowns of the problem are the displacement u : Ω→ R2 , the elastic strain e : Ω→
M2×2sym (the set of symmetric 2×2 matrices), the plastic strain p : Ω→M2×2D (the set of trace
free symmetric 2×2 matrices), and the internal variable z : Ω → R . For every given time
t ∈ [0, T ] they are related by the kinematic admissibility conditions: Eu = e + p in Ω
(additive decomposition) and u = w(t) on Γ0 . The stress depends only on the elastic part
e through the usual linear relation σ := Ce , where C is the elasticity tensor.
Given a sequence of subdivisions of a time interval [0, T ]
0 = t0k < t
1
k < · · · < tk−1k < tkk = T ,
we assume that an approximate solution (ui−1k , e
i−1
k , p
i−1
k , z
i−1
k ) is known at time t
i−1
k . The
approximate solution (uik, e
i
k, p
i
k, z
i
k) at time t
i
k is defined as a solution of the following
incremental minimum problem:
inf
(u,e,p,z)∈A(w(ti
k
))
{Q(e) +H(p− pi−1k , z − zi−1k ) + V(z)} , (1.1)
where Q is the stored elastic energy, H is the plastic dissipation rate, V is the softening
potential, while A(w(tik)) is the set of functions (u, e, p, z) such that Eu = e + p in Ω,
u = w(tik) on Γ0 , and z ∈ L1(Ω).
The details of the definition of Q , H , V , together with the technical assumptions which
are needed for our analysis, are given in Section 2. For the present discussion it is sufficient
to know that Q is a quadratic form, H is positively homogeneous of degree one, and V is
strictly concave with linear growth.
Due to the nonconvexity of the functional the infimum in (1.1) is not attained, in general.
To overcome this difficulty, in this paper we consider a relaxed formulation of this approach
(see Proposition 4.11). To preserve the continuity of the energy terms it is convenient to
cast the relaxed problem in the language of Young measures. An additional difficulty is due
to the linear growth of H and V , which may cause concentration effects. For this reason we
formulate the problem in a suitable space of generalized Young measures (see [4, Section 3]).
The next step in our analysis is the study of the convergence of the relaxed approximate
solutions as the time step tik− ti−1k → 0 as k →∞ (uniformly with respect to i). We prove
that, up to a subsequence, these solutions converge to a solution of a quasistatic evolution
problem formulated in the framework of generalized Young measures. This is characterized
by the usual conditions considered in the variational approach to rate independent evolution
problems, namely global stability and energy balance (see Definition 4.6), suitably phrased
in the language of Young measures. The notion of dissipation required for this purpose is
quite delicate and relies on the theory developed in [4].
We also prove that the barycentres of these Young measure solutions define a function
(u(t), e(t),p(t), z(t)), where (u(t), e(t),p(t)) is a quasistatic evolution of a perfect plasticity
problem (see [3]) corresponding to a relaxed dissipation function, denoted p 7→ Heff(p, 0),
which can be computed explicitly in terms of H and V . Some other qualitative properties
of the solutions are investigated at the end of Section 4.
This result allows to compare the globally stable solutions obtained in this paper with
the solutions delivered by the vanishing viscosity approach of [5]. In particular, we study in
Section 5 the globally stable evolution corresponding to the same data considered in [5,
Section 7]. The main differences are the following. While the globally stable solution
involves generalized Young measures, the vanishing viscosity evolution takes place in spaces
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of affine functions, since the data in the example are spatially homogeneous. The stress
σ(t) corresponding to the vanishing viscosity solution exhibits a decreasing branch, which
accounts for the softening phenomenon. On the contrary, the stress of the globally stable
solution is nondecreasing and, after a critical time, it becomes constantly equal to the
asymptotic value of the stress of the viscosity solution.
2. Notation and preliminary results
2.1. Mathematical preliminaries. We refer to [5] for the standard notation about mea-
sures, matrices and functions with bounded deformation. In particular, for every measure µ
the symbols µa and µs always denote the absolutely continuous and the singular part with
respect to Lebesgue measure. The former is always identified with its density. The symbol
‖ · ‖2 denotes norm in L2 , while ‖ · ‖1 denotes the norm in L1 , as well as in the space Mb
of bounded Radon measures. The symbol 〈·, ·〉 denotes a duality pairing depending on the
context.
Generalized Young measures. We refer to [4] for the definition and properties of gen-
eralized Young measures and of time dependent systems of generalized Young measures.
The underlying measure λ will always be the two-dimensional Lebesgue measure L2 . In
particular we refer to [4, Section 6] for the definition of barycentre of a generalized Young
measure, and to [4, Section 3] for the notion of weak∗ convergence on the space GY (U ; Ξ)
of generalized Young measures on the closure of an open subset U of R2 with values in a
finite dimensional Hilbert space Ξ.
Given ν ∈ M+b (U), p ∈ L1ν(U ; Ξ), and α ∈ L∞ν (U), let αωνp be the element of
M∗(U×Ξ×R) defined by
〈f, αωνp 〉 =
∫
U
α(x)f(x, p(x), 0) dν(x) (2.1)
for every f ∈ Chom(U×Ξ×R). Note that αωνp does not belong to GY (U ; Ξ) since it does
not satisfy the projection property (3.3) of [4].
Given p ∈ L1(U ; Ξ), let Tp : U×Ξ×R → U×Ξ×R be the map defined by Tp(x, ξ, η) :=
(x, ξ + ηp(x), η). The translation of µ ∈ GY (U ; Ξ) by p is the image Tp(µ) of µ under Tp ,
that is,
〈f, Tp(µ)〉 = 〈f(x, ξ + ηp(x), η), µ(x, ξ, η)〉 (2.2)
for every f ∈ Chom(U×Ξ×R).
Lemma 2.1. Let µk, µ ∈ GY (U ; Ξ) . Assume that µk ⇀ µ weakly∗ in GY (U ; Ξ) . Then
Tp(µk)⇀ Tp(µ) weakly∗ in GY (U ; Ξ) (2.3)
for every p ∈ L1(U ; Ξ) .
Proof. For every ε > 0 there exists pε ∈ C00 (U ; Ξ) such that ‖pε−p‖1 < ε . By the definition
of weak∗ convergence
〈f(x, ξ + ηpε(x), η), µk(x, ξ, η)〉 → 〈f(x, ξ + ηpε(x), η), µ(x, ξ, η)〉 .
for every f ∈ Chom(U×Ξ×R). By the projection property (3.3) of [4] we have
|〈f(x, ξ + ηpε(x), η), µk(x, ξ, η)〉 − 〈f(x, ξ + ηp(x), η), µk(x, ξ, η)〉| ≤
≤ 〈aη|pε(x)− p(x)|, µk(x, ξ, η)〉 =
∫
U
a|pε(x)− p(x)| dx ≤ aε ,
whenever |f(x, ξ1, η1)− f(x, ξ2, η2)| ≤ a(|ξ1− ξ2|+ |η1− η2|), and the same inequality holds
for µ . Since ε is arbitrary, under the same hypothesis on f we obtain
〈f(x, ξ + ηp(x), η), µk(x, ξ, η)〉 → 〈f(x, ξ + ηp(x), η), µ(x, ξ, η)〉 .
The conclusion follows from the density result proved in [4, Lemma 2.4]. 
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2.2. Mechanical preliminaries. We now introduce the mechanical notions used in the
paper.
The reference configuration. Throughout the paper Ω is a bounded connected open set
in R2 with C2 boundary. Let Γ0 be a nonempty relatively open subset of ∂Ω with a finite
number of connected components, and let Γ1 := ∂Ω\Γ0 .
On Γ0 we will prescribe a Dirichlet boundary condition. This will be done by assigning
a function w ∈ H1/2(Γ0;R2), or, equivalently, a function w ∈ H1(Ω;R2), whose trace on
Γ0 (also denoted by w ) is the prescribed boundary value. The set Γ1 will be the traction
free part of the boundary.
Admissible stresses and dissipation. Let K be a closed strictly convex set in M2×2D ×R
with C1 boundary. For every value of the internal variable ζ ∈ R , the set
K(ζ) := {σ ∈M2×2D : (σ, ζ) ∈ K} (2.4)
is interpreted as the elastic domain and its boundary as the yield surface corresponding
to ζ . We assume that there exist two constants A and B , with 0 < A ≤ B <∞ , such that
{(σ, ζ) ∈M2×2D ×R : |σ|2 + |ζ|2 ≤ A2} ⊂ K ⊂ {(σ, ζ) ∈ M2×2D ×R : |σ|2 + |ζ|2 ≤ B2} . (2.5)
We assume in addition that
(σ, ζ) ∈ K =⇒ (0, ζ) ∈ K , (2.6)
(σ, ζ) ∈ K =⇒ (σ,−ζ) ∈ K . (2.7)
Together with convexity, (2.7) yields
(σ, ζ) ∈ K =⇒ (σ, 0) ∈ K ⇐⇒ σ ∈ K(0) . (2.8)
Let πR : M
2×2
D ×R → R be the projection onto R . The hypotheses on K imply that there
exists a constant aK > 0 such that
πR(K) = [−aK , aK ] . (2.9)
The support function H : M2×2D ×R→ [0,+∞) of K , defined by
H(ξ, θ) := sup
(σ,ζ)∈K
{σ : ξ + ζ θ} , (2.10)
will play the role of the dissipation density. It turns out that H is convex and positively
homogeneous of degree one on M2×2D ×R . In particular it satisfies the triangle inequality
H(ξ1 + ξ2, θ1 + θ2) ≤ H(ξ1, θ1) +H(ξ2, θ2) . (2.11)
Let Φ be the gauge function of K according to [18, Section 4]. Since Φ2 is strictly convex
and differentiable, and 12H
2 = (12Φ
2)∗ , by [18, Theorem 26.3] the function H2 is strictly
convex and differentiable, so that the set {(ξ, θ) ∈ M2×2D ×R : H(ξ, θ) ≤ 1} is strictly convex
with C1 boundary. The same property holds for the sets
{(ξ, θ) ∈ M2×2D ×R : H(ξ, θ) + cθ ≤ 1} (2.12)
for every c ∈ R .
From (2.5) it follows that
A
√
|ξ|2 + θ2 ≤ H(ξ, θ) ≤ B
√
|ξ|2 + θ2 , (2.13)
from (2.6) and (2.9) we obtain
H(ξ, θ) ≥ H(0, θ) = aK |θ| , (2.14)
while (2.7) implies
H(ξ, θ) = H(ξ,−θ) . (2.15)
It follows from (2.8) and (2.10) that
H(ξ, 0) = sup
σ∈K(0)
σ : ξ , (2.16)
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so that H(·, 0) is the support function of K(0) in M2×2D .
Using the theory of convex functions of measures developed in [6], we introduce the
functional H : Mb(Ω;M2×2D )×Mb(Ω)→ R defined by
H(p, z) :=
∫
Ω
H( dpdλ(x),
dz
dλ(x)) dλ(x) , (2.17)
where λ ∈ M+b (Ω) is any measure such that p << λ and z << λ (the homogeneity of H
implies that the integral does not depend on λ). Using [6, Theorem 4] and [19, Chapter II,
Lemma 5.2] we can see that H(p, z) coincides with the integral over Ω of the measure studied
in [19, Chapter II, Section 4], hence H is lower semicontinuous on Mb(Ω;M2×2D )×Mb(Ω)
with respect to weak∗ convergence of measures. It follows from the properties of H that H
satisfies the triangle inequality, i.e.,
H(p1 + p2, z1 + z2) ≤ H(p1, z1) +H(p2, z2) (2.18)
for every p1, p2 ∈Mb(Ω;M2×2D ) and every z1, z2 ∈Mb(Ω).
The elasticity tensor. Let C be the elasticity tensor , considered as a symmetric positive
definite linear operator C : M2×2sym →M2×2sym . We assume that the orthogonal subspaces M2×2D
and RI are invariant under C . This is equivalent to saying that there exist a symmetric
positive definite linear operator CD : M
2×2
D → M2×2D and a constant κ > 0, called modulus
of compression, such that
Cξ := CDξD + κ(tr ξ)I (2.19)
for every ξ ∈M2×2sym . Note that when C is isotropic, we have
Cξ = 2µξD + κ(trξ)I , (2.20)
where µ > 0 is the shear modulus , so that our assumptions are satisfied.
Let Q : M2×2sym → [0,+∞) be the quadratic form associated with C , defined by
Q(ξ) := 12Cξ : ξ =
1
2CDξD : ξD +
κ
2 (tr ξ)
2 . (2.21)
It turns out that there exist two constants αC and βC , with 0 < αC ≤ βC < +∞ , such that
αC|ξ|2 ≤ Q(ξ) ≤ βC|ξ|2 (2.22)
for every ξ ∈M2×2sym . These inequalities imply
|Cξ| ≤ 2βC|ξ| . (2.23)
The softening potential. Let V : R→ R be a function of class C2 , which will control the
evolution of the internal variable ζ , and consequently of the set K(ζ) of admissible stresses.
We assume that there exist two constants bV > 0 and MV > 0 such that for every θ ∈ R
and θ˜ ∈ R \ {0}
−MV ≤ V ′′(θ) ≤ 0 , (2.24)
lim
θ→−∞
V ′(θ) = − lim
θ→+∞
V ′(θ) = bV , (2.25)
0 < bV < aK , (2.26)
V∞(θ˜) < V (θ + θ˜)− V (θ) , (2.27)
where aK is the constant in (2.9), and V
∞ denotes the recession function of V , defined by
V∞(θ) := lim
t→+∞
V (tθ)
t
= −bV |θ| . (2.28)
Note that (2.25) is satisfied when V is even, while (2.27) is satisfied when V is strictly
concave. From (2.27) it follows that for every R > 0 there exists a constant cR > 0 such
that
V ′(θ)θ˜ − V∞(θ˜) ≥ cR|θ˜| (2.29)
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for every θ, θ˜ ∈ R with |θ| ≤ R .
From (2.14) and (2.26) it follows that there exists a constant CKV > 0 such that
H(ξ2 − ξ1, θ2 − θ1) + V (θ2)− V (θ1) ≥ CKV |ξ2 − ξ1|+ CKV |θ2 − θ1| (2.30)
for every ξ1, ξ2 ∈M2×2D and every θ1, θ2 ∈ R (see [5, Subsection 2.2]).
It is convenient to introduce the function V∞ : Mb(Ω)→ R defined by
V∞(z) :=
∫
Ω
V∞( dzdλ) dλ ,
where λ ∈ M+b (Ω) is any measure such that z << λ , and the function V : L1(Ω) → R
defined by
V(z) :=
∫
Ω
V (z(x)) dx .
The definition is extended to Mb(Ω) by setting
V(z) := V(za) + V∞(zs)
for every z ∈Mb(Ω).
The prescribed boundary displacements. For every t ∈ [0,+∞) we prescribe a bound-
ary displacement w(t) in the space H1(Ω;R2). This choice is motivated by the fact that we
do not want to impose “discontinuous” boundary data, so that, if the displacement develops
sharp discontinuities, this is due to energy minimization.
We assume also that w ∈ ACloc([0,+∞);H1(Ω;R2)), which means, by definition, that
for every T > 0 the function w belongs to the space AC([0, T ];H1(Ω;R2)) of absolutely
continuous functions on [0, T ] with values in H1(Ω;R2), so that the time derivative w˙
belongs to L1([0, T ];H1(Ω;R2)) and its strain Ew˙ belongs to L1([0, T ];L2(Ω;M2×2sym)). For
the main properties of absolutely continuous functions with values in reflexive Banach spaces
we refer to [2, Appendix].
Elastic and plastic strains. Given a displacement u ∈ BD(Ω) and a boundary datum
w ∈ H1(Ω;R2), the elastic strain e ∈ L2(Ω;M2×2sym) and the plastic strain p ∈Mb(Ω;M2×2D )
satisfy the weak kinematic admissibility conditions
Eu = e+ p in Ω , (2.31)
p = (w − u)⊙nH1 on Γ0 , (2.32)
where n is the outward unit normal, ⊙ denotes the symmetrized tensor product, and H1 is
the one-dimensional Hausdorff measure. The condition on Γ0 shows, in particular, that the
prescribed boundary condition w is not attained on Γ0 whenever a plastic slip occurs at
the boundary. It follows from (2.31) and (2.32) that e = Eau− pa a.e. in Ω and ps = Esu
in Ω. Since tr p = 0, it follows from (2.31) that div u = tr e ∈ L2(Ω) and from (2.32) that
(w − u) ·n = 0 H1 -a.e. on Γ0 , where the dot denotes the scalar product in R2 .
Given w ∈ H1(Ω;R2), the set A(w) of admissible displacements and strains for the
boundary datum w on Γ0 is defined by
A(w) := {(u, e, p) ∈ BD(Ω)×L2(Ω;M2×2sym)×Mb(Ω;M2×2D ) : (2.31), (2.32) hold} . (2.33)
The set Areg(w) of regular admissible displacements and strains is defined as
Areg(w) := A(w) ∩
(
W 1,1loc (Ω;R
2)×L2(Ω;M2×2sym)×L1(Ω;M2×2D )
)
. (2.34)
Equivalently, (u, e, p) ∈ Areg(w) if and only if u ∈W 1,1loc (Ω;R2)∩BD(Ω), e ∈ L2(Ω;M2×2sym),
p ∈ L1(Ω;M2×2D ), Eu = e+ p a.e. on Ω, and u = w H1 -a.e. on Γ0 .
The stress. The stress σ ∈ L2(Ω;M2×2sym) is given by
σ := Ce = CDeD + κ (tr e) I , (2.35)
GLOBALLY STABLE QUASISTATIC EVOLUTION IN PLASTICITY WITH SOFTENING 7
and the stored elastic energy by
Q(e) =
∫
Ω
Q(e(x)) dx = 12 〈σ, e〉 . (2.36)
It is well known that Q is lower semicontinuous on L2(Ω;M2×2sym) with respect to weak
convergence.
If σ ∈ L2(Ω;M2×2sym) and div σ ∈ L2(Ω;R2), then the trace of the normal component of
σ on ∂Ω, denoted by [σn] , is defined as the distribution on ∂Ω such that
〈[σn], ψ〉∂Ω := 〈div σ, ψ〉 + 〈σ,Eψ〉 (2.37)
for every ψ ∈ H1(Ω;R2). It turns out that [σn] ∈ H−1/2(∂Ω;R2) (see, e.g., [19, Theo-
rem 1.2, Chapter I]). We say that [σn] = 0 on Γ1 if 〈[σn], ψ〉∂Ω = 0 for every ψ ∈ H1(Ω;R2)
with ψ = 0 H1 -a.e. on Γ0 .
3. Relaxation of the incremental problems
In this section we study different forms of relaxation of the incremental minimum prob-
lems.
3.1. Convex envelope of the nonelastic part. In this subsection, given (ξ0, θ0) ∈
M
2×2
D ×R , we study the convex envelope of the function
F (ξ, θ) := H(ξ − ξ0, θ − θ0) + V (θ) . (3.1)
Setting ξ˜ = ξ − ξ0 and θ˜ = θ − θ0 and subtracting the constant V (θ0), it is enough to
study the convex envelope of
G(ξ˜, θ˜) := H(ξ˜, θ˜) + V (θ˜ + θ0)− V (θ0) . (3.2)
Let G∞ be the recession function of G , defined by
G∞(ξ˜, θ˜) := lim
t→+∞
G(tξ˜, tθ˜)
t
.
By the homogeneity of H it follows that
G∞(ξ˜, θ˜) = H(ξ˜, θ˜) + V∞(θ˜) . (3.3)
Lemma 3.1. For every (ξ˜, θ˜) ∈ M2×2D ×R we have
coG(ξ˜, θ˜) = coG∞(ξ˜, θ˜) , (3.4)
where co denotes the convex envelope in M2×2D ×R . In particular, coG does not depend on
θ0 and is positively homogeneous of degree 1 in (ξ˜, θ˜) .
Proof. As V is concave, we have V (θ˜ + θ0)− V (θ0) ≥ V∞(θ˜), which gives
G ≥ G∞ and coG ≥ coG∞ . (3.5)
Since G ≥ 0 by (2.30) and G(0, 0) = 0, we have coG(0, 0) = 0, so that by convexity
coG ≤ (coG)∞ , (3.6)
where (coG)∞ is the recession function of coG , defined by
(coG)∞(ξ˜, θ˜) := lim
t→+∞
coG(tξ˜, tθ˜)
t
.
On the other hand, since coG ≤ G , we have (coG)∞ ≤ G∞ , which implies (coG)∞ ≤
coG∞ . Therefore, (3.6) gives coG ≤ coG∞ , which, together with (3.5), yields (3.4). 
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Let us define Heff :M
2×2
D ×R→ R by
Heff := coG
∞ . (3.7)
By the previous lemma the convex envelope coF of the function F introduced in (3.1) is
given by
coF (ξ, θ) = Heff(ξ − ξ0, θ − θ0) + V (θ0) . (3.8)
As Heff is convex and positively homogeneous of degree 1, it can be written in the form
Heff(ξ, θ) = sup
(σ,ζ)∈Keff
{σ : ξ + ζ θ} , (3.9)
where Keff = {(σ, ζ) ∈ M2×2D ×R : H∗eff(σ, ζ) ≤ 0} (see, e.g., [18, Theorem 13.2]), and
H∗eff = χKeff , where for every set E ⊂ M2×2D ×R the indicator function χE is defined by
χE(σ, ζ) = 0 if (σ, ζ) ∈ E , χE(σ, ζ) = +∞ otherwise. Since Heff = coG∞ , we have that
H∗eff = (G
∞)∗ , so that
Keff = {(σ, ζ) ∈ M2×2D ×R : (G∞)∗(σ, ζ) ≤ 0} .
Since V∞(θ) = min{bV θ,−bV θ} by (2.28), the function G∞ can be expressed as the
minimum of two convex functions, namely
G∞(ξ, θ) = min{H(ξ, θ) + bV θ,H(ξ, θ)− bV θ} . (3.10)
Therefore
(G∞)∗(σ, ζ) = max{H∗(σ, ζ − bV ), H∗(σ, ζ + bV )} .
Since H∗ = χK , we obtain
χKeff = (G
∞)∗ = max{χK+(0,bV ), χK−(0,bV )} ,
which implies
Keff = (K + (0, bV )) ∩ (K − (0, bV )) . (3.11)
Using (2.26), (3.11), and the strict convexity of K , it is easy to check that Keff is a bounded
closed convex set and that
(0, 0) ∈ K˚eff ⊂ Keff ⊂ K˚ . (3.12)
Lemma 3.2. For every (ξ, θ) ∈ M2×2D ×R we have
Heff(ξ, θ) = G(ξ, θ) ⇐⇒ (ξ, θ) = (0, 0) , (3.13)
Heff(ξ, 0) = G
∞(ξ, 0) ⇐⇒ ξ = 0 . (3.14)
Proof. By (2.10), (3.9), and (3.12) we have
Heff(ξ, θ) < H(ξ, θ) for every (ξ, θ) 6= (0, 0) . (3.15)
If Heff(ξ, θ) = G(ξ, θ), by (3.5) and (3.7) we have G(ξ, θ) = G
∞(ξ, θ), which gives V∞(θ) =
V (θ+θ0)−V (θ0) thanks to (3.2) and (3.3). By (2.27) this implies θ = 0, so that Heff(ξ, 0) =
G(ξ, 0) = H(ξ, 0). By (3.15) we deduce that ξ = 0. This concludes the proof of (3.13).
On the other hand, if Heff(ξ, 0) = G
∞(ξ, 0), from (3.3) we obtain Heff(ξ, 0) = H(ξ, 0).
By (3.15) we deduce ξ = 0, which concludes the proof of (3.14). 
Lemma 3.3. For every (ξ, θ) ∈ M2×2D ×R we have
coG∞(ξ, θ) = coθG∞(ξ, θ) , (3.16)
where coθ denotes the convex envelope with respect to θ . Moreover there exist θˆ ∈ R and
α ∈ [ 12 , 1] , such that
θ = αθˆ + (1 − α)(−θˆ) , (3.17)
Heff(ξ, θ) = G
∞(ξ, θˆ) . (3.18)
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Proof. Let
A⊖ := {(ξ, θ) ∈ M2×2D ×R : θ ≤ 0, H(ξ, θ) + bV θ ≤ 1} ,
A⊕ := {(ξ, θ) ∈ M2×2D ×R : θ ≥ 0, H(ξ, θ)− bV θ ≤ 1} ,
and A := A⊖ ∪ A⊕ = {G∞ ≤ 1} (see (3.10)). By (2.15) we have
(ξ, θ) ∈ A⊖ ⇐⇒ (ξ,−θ) ∈ A⊕ . (3.19)
Since G∞ is positively homogeneous of degree 1, we have coA = {coG∞ ≤ 1} and coθA ⊂
{coθG∞ ≤ 1} , where coθA is the smallest set containing A , which is convex with respect to
θ , i.e., its intersections with all lines {ξ = const.} are convex. To prove that coA = coθA ,
it is enough to show that coθA is convex. By (3.19) we have that (ξ, θ) ∈ coθA if and only
if there exists θ⊕ ∈ R such that |θ| ≤ θ⊕ and (ξ, θ⊕) ∈ A⊕ . Since A⊕ is convex, from this
property it is easy to deduce that coθA is convex, hence coA = coθA . It follows that
coθA ⊂ {coθG∞ ≤ 1} ⊂ {coG∞ ≤ 1} = coA .
This implies that {coG∞ ≤ 1} = {coθG∞ ≤ 1} . Since both functions coG∞ and coθG∞
are positively homogeneous of degree 1, we conclude that coG∞ = coθG∞ .
By homogeneity, to prove (3.17) and (3.18) it is not restrictive to assume that Heff(ξ, θ) =
1, so that (ξ, θ) ∈ coA . From the previous discussion it follows that there exists θ⊕ ∈ R
such that |θ| ≤ θ⊕ and (ξ, θ⊕) ∈ A⊕ . In particular we have Heff(ξ,−θ⊕) ≤ G∞(ξ,−θ⊕) ≤ 1
and Heff(ξ, θ
⊕) ≤ G∞(ξ, θ⊕) ≤ 1. By convexity we have Heff(ξ,−θ⊕) = Heff(ξ, θ⊕) = 1,
which implies G∞(ξ,−θ⊕) = G∞(ξ, θ⊕) = 1. To conclude the proof of (3.17) and (3.18) it
is enough to take θˆ = θ⊕ if θ ≥ 0, and θˆ = −θ⊕ if θ < 0. 
Lemma 3.4. Let (ξ0, θ0) ∈ M2×2D ×R with (ξ0, θ0) 6= (0, 0) . Assume that Heff(ξ0, θ0) =
G∞(ξ0, θ0) . Then θ0 6= 0 and the common tangent hyperplane to the graphs of Heff and
G∞ at the point (ξ0, θ0, G∞(ξ0, θ0)) is the graph of the linear function
L(ξ, θ) := ∂ξG
∞(ξ0, θ0)ξ + ∂θG∞(ξ0, θ0)θ .
Let C := {(ξ, θ) ∈ M2×2D ×R : L(ξ, θ) = G∞(ξ, θ)} . Then either C = {(λξ0, λθ0) : λ ≥ 0} or
C = {(λξ0, λθ0) : λ ≥ 0} ∪ {(λξ0,−λθ0) : λ ≥ 0} .
Proof. The inequality θ0 6= 0 follows from (3.14). Therefore G∞ is differentiable at (ξ0, θ0).
Using the convexity of Heff and the inequality Heff ≤ G∞ , we deduce that Heff is differ-
entiable at (ξ0, θ0) and its partial derivatives coincide with those of G
∞ . The formula for
the tangent hyperplane follows easily from the Euler identity.
By (2.15) and (2.28) we may suppose θ0 > 0. By the homogeneity of the problem it is
not restrictive to assume that Heff(ξ0, θ0) = G
∞(ξ0, θ0) = 1. Then the set {L = 1} is the
common tangent hyperplane to the hypersurfaces {Heff = 1} and {G∞ = 1} at the point
(ξ0, θ0). As G
∞(ξ, θ) = H(ξ, θ)− bV θ for θ ≥ 0 and the set {(ξ, θ) ∈ M2×2D ×R : H(ξ, θ)−
bV θ ≤ 1} is strictly convex by (2.12), we deduce that {L = 1} ∩ {G∞ = 1} ∩ {θ ≥ 0} =
{(ξ0, θ0)} . If the set {L = 1}∩{G∞ = 1}∩{θ < 0} is empty, then C = {(λξ0, λθ0) : λ ≥ 0}
by homogeneity.
Suppose {L = 1} ∩ {G∞ = 1} ∩ {θ < 0} 6= Ø. Since L ≤ Heff by convexity, if (ξ1, θ1) ∈
{L = 1} ∩ {G∞ = 1} ∩ {θ < 0} we have 1 = L(ξ1, θ1) ≤ Heff(ξ1, θ1) ≤ G∞(ξ1, θ1) = 1.
Therefore, the same argument used for (ξ0, θ0) shows that
{L = 1} ∩ {G∞ = 1} ∩ {θ < 0} = {(ξ1, θ1)} . (3.20)
This implies
{L = 1} ∩ {G∞ = 1} = {(ξ0, θ0), (ξ1, θ1)} . (3.21)
Let us prove that ξ1 = ξ0 and θ1 = −θ0 . Let S be the open segment with endpoints
(ξ0, θ0) and (ξ1, θ1). As L = 1 on the endpoints, it is L = 1 on S . As Heff = 1 on the
endpoints, by convexity we have Heff ≤ 1 on S . On the other hand, since the graph of L
is tangent to the graph of Heff , by convexity we also have L ≤ Heff . Therefore Heff = 1
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on S . By (3.21) we have G∞ 6= 1 on S . As Heff ≤ G∞ , we conclude that Heff = 1 < G∞
on S .
Let us fix (ξ, θ) ∈ S . Then (ξ, θ) ∈ {Heff ≤ 1} = co {G∞ ≤ 1} . As G∞(ξ, θ) > 1, by
the previous lemma there exist θ⊖ and θ⊕ with θ⊖ ≤ 0 ≤ θ⊕ , such that θ⊖ < θ < θ⊕ ,
(ξ, θ⊖) ∈ {G∞ ≤ 1} , and (ξ, θ⊕) ∈ {G∞ ≤ 1} . As L ≤ Heff by convexity and Heff ≤ G∞
by definition, we have L(ξ, θ⊖) ≤ 1 and L(ξ, θ⊕) ≤ 1. Since θ⊖ < θ < θ⊕ and L(ξ, θ) = 1,
we deduce from the linearity of L that L(ξ, θ⊖) = L(ξ, θ⊕) = 1. Using again the inequality
L ≤ G∞ , we find G∞(ξ, θ⊖) ≥ 1 and G∞(ξ, θ⊕) ≥ 1. Since the opposite inequality follows
from the definition of θ⊖ and θ⊕ , we also obtain G∞(ξ, θ⊖) = G∞(ξ, θ⊕) = 1. Therefore,
(3.21) yields ξ = ξ0 = ξ1 , θ
⊖ = θ1 , and θ⊕ = θ0 . This implies that the straight line
{(ξ0, θ) : θ ∈ R} belongs to the hyperplane {L = 1} . Since by (2.15) and (2.28) the
point (ξ0,−θ0) belongs to {G∞ = 1} , we deduce that θ1 = −θ0 by (3.20). This concludes
the proof of the equality {L = 1} ∩ {G∞ = 1} = {(ξ0, θ0), (ξ0,−θ0)} , which implies that
C = {(λξ0, λθ0) : λ ≥ 0} ∪ {(λξ0,−λθ0) : λ ≥ 0} by homogeneity. 
Lemma 3.5. Let (ξ0, θ0) ∈M2×2D ×R with (ξ0, θ0) 6= (0, 0) . Assume that there exist θ ≥ |θ0|
such that Heff(ξ0, θ0) = G
∞(ξ0, θ) . Then θ > 0 . Let L : M2×2D ×R→ R be a linear function
such that L ≤ Heff and L(ξ0, θ0) = Heff(ξ0, θ0) , and let C := {(ξ, θ) ∈M2×2D ×R : L(ξ, θ) =
G∞(ξ, θ)} . Then C ⊂ {(λξ0, λθ) : λ ≥ 0} ∪ {(λξ0,−λθ) : λ ≥ 0} .
Proof. If θ = |θ0| , the result follows from the previous lemma. If θ > |θ0| , the affine
function θ 7→ L(ξ0, θ) is bounded from above by G∞(ξ0, θ) at the endpoints of the interval
[−θ, θ] (recall that L ≤ Heff ≤ G∞ ) and coincides with G∞(ξ0, θ) at the interior point θ0 .
Therefore, L(ξ0, θ) = Heff(ξ0, θ) = G
∞(ξ0, θ) for every θ ∈ [−θ, θ] . The result follows by
the previous lemma with θ0 replaced by θ . 
3.2. Relaxation with respect to weak convergence. We begin with a result that can
be easily deduced from [1]: every (u, e, p) of the admissible set A(w) introduced in (2.33)
can be approximated by triples (uk, ek, pk) in the set Areg(w) introduced in (2.34), so that
uk satisfies the boundary condition uk = w H1 -a.e. on Γ0 .
Theorem 3.6. Let w ∈ H1(Ω;R2) and let (u, e, p) ∈ A(w) . Then there exists a se-
quence (uk, ek, pk) ∈ Areg(w) such that uk ⇀ u weakly∗ in BD(Ω) , ek → e strongly in
L2(Ω;M2×2sym) , pk ⇀ p weakly
∗ in Mb(Ω;M2×2D ) , ‖pk‖1 → ‖p‖1 , and ‖pk − pa‖1 → ‖ps‖1 .
Proof. By [1, Theorem 5.2] for every k there exists a function ψk ∈ W 1,1(Ω;R2) such that
‖ψk‖1 ≤ 1k , ψk = w − u H1 -a.e. on Γ0 , ‖divψk‖2 ≤ 1k , and
‖Eψk‖1 ≤ 1√2‖w − u‖1,Γ0 + 1k = ‖ps‖1,Γ0 + 1k ,
where ‖ · ‖1,Γ0 denotes the norms in L1H1(Γ0;R2) and in Mb(Γ0;M2×2D ). We define vk :=
u+ψk and we note that vk = w H1 -a.e. on Γ0 . By [1, Theorem 5.1] there exists a sequence
vmk in BD(Ω)∩W 1,1loc (Ω;R2), with vmk = vk = w H1 -a.e. on Γ0 , such that vmk → vk strongly
in L1(Ω;R2), div vmk → div vk strongly in L2(Ω), Evmk ⇀ Evk weakly∗ in Mb(Ω;M2×2sym),
and
lim
m→∞
‖Evmk − Eau− Eψk‖1 = lim
m→∞
‖Evmk − Eavk‖1 = ‖Esvk‖1,Ω = ‖ps‖1,Ω ,
where ‖ · ‖1,Ω denotes the norm in Mb(Ω;M2×2D ). By approximation it is clear that we can
find a sequence mk →∞ such that, setting uk := vmkk , we have uk ∈ BD(Ω)∩W 1,1loc (Ω;R2),
uk = w H1 -a.e. on Γ0 , uk ⇀ u weakly∗ in BD(Ω), div uk → div u strongly in L2(Ω), and
lim sup
k→∞
‖Euk − Eau‖1 ≤ ‖ps‖1 . (3.22)
Setting ek := eD +
1
2 div uk I and pk := Euk − ek , we clearly have that ek → e strongly
in L2(Ω;M2×2sym) and pk ⇀ p weakly
∗ in Mb(Ω;M2×2D ). Since Euk − Eau = 12 (div uk −
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div u) I + pk − pa , from (3.22) it follows that
lim sup
k→∞
‖pk − pa‖1 ≤ ‖ps‖1 .
By lower semicontinuity this implies that ‖pk − pa‖1 → ‖ps‖1 and ‖pk‖1 → ‖p‖1 . 
To deal with the inner variable z we need a technical lemma concerning the approximation
of measures on product spaces.
Lemma 3.7. Let Ξ1 and Ξ2 be finite dimensional Hilbert spaces. Let pi ∈ Mb(Ω; Ξi) for
i = 1, 2 and let pk1 be a sequence in L
1(Ω; Ξ1) such that p
k
1 ⇀ p1 weakly
∗ in Mb(Ω; Ξ1) and
‖pk1‖1 → ‖p1‖1 . Then, there exists a sequence pk2 in L1(Ω; Ξ2) such that pk2 ⇀ p2 weakly∗
in Mb(Ω; Ξ2) and ‖(pk1 , pk2)‖1 → ‖(p1, p2)‖1 , where the norms are computed in the product
Hilbert structure of Ξ1×Ξ2 .
Proof. First of all we observe that |pk1 |⇀ |p1| weakly∗ in Mb(Ω). We decompose p2 as
p2 = p21 + p22 ,
with p21, p22 ∈Mb(Ω; Ξ2), |p21| << |p1| , and |p22| ⊥ |p1| .
Let us construct a sequence pk21 in L
1(Ω; Ξ2) such that p
k
21 ⇀ p21 weakly
∗ in Mb(Ω; Ξ2)
and ‖(pk1 , pk21)‖1 → ‖(p1, p21)‖1 . As |p21| << |p1| , we have p21 = ψ|p1| for a suitable density
ψ ∈ L1|p1|(Ω; Ξ2). Let ψm be a sequence in C(Ω; Ξ2) which converges to ψ in L1|p1|(Ω; Ξ2),
so that 〈
√
1 + |ψm|2, |p1|〉 → 〈
√
1 + |ψ|2, |p1|〉 = ‖(p1, p21)‖1 , as m → ∞ . For every m
let pkm21 := ψm|pk1 | , so that pkm21 ⇀ ψm|p1| weakly∗ in Mb(Ω; Ξ2) and ‖(pk1 , pkm21 )‖1 →
〈
√
1 + |ψm|2, |p1|〉 , as k → ∞ . Let BR := {p ∈ Mb(Ω; Ξ2) : ‖p‖1 ≤ R} , with R > ‖p2‖1 .
Since ψm converges to ψ in L
1
|p1|(Ω; Ξ2) we have ψm|p1| ∈ BR for m large enough. As
|pk1 | ⇀ |p1| weakly∗ in Mb(Ω), for these values of m we also have pkm21 ∈ BR for k large
enough. Since the weak∗ convergence is metrizable on BR , we can construct a sequence
mk →∞ such that pk21 := pkmk21 satisfies the required properties.
Using convolutions it is easy to construct a sequence pk22 in L
1(Ω; Ξ2) such that p
k
22 ⇀ p22
weakly∗ in Mb(Ω; Ξ2) and ‖pk22‖1 → ‖p22‖1 .
Let pk2 := p
k
21 + p
k
22 . Then p
k
2 ⇀ p2 weakly
∗ in Mb(Ω; Ξ2). It remains to prove that
lim sup
k→∞
‖(pk1 , pk2)‖1 ≤ ‖(p1, p2)‖1 . (3.23)
By the triangle inequality and by the properties of pk21 and p
k
22 , we have
lim sup
k→∞
‖(pk1 , pk2)‖1 ≤ lim
k→∞
‖(pk1 , pk21)‖1 + lim
k→∞
‖(0, pk22)‖1 =
= ‖(p1, p21)‖1 + ‖(0, p22)‖1 = ‖(p1, p2)‖1 ,
where the last equality follows from the fact that the measures (p1, p21) and (0, p22) are
mutually singular. 
Let Heff :Mb(Ω;M2×2D )×Mb(Ω)→ R be the functional defined by (2.17) with H replaced
by Heff .
Theorem 3.8. Let e0 ∈ L2(Ω;M2×2sym) , let z0 ∈ Mb(Ω) , let w ∈ H1(Ω;R2) , let (u, e, p) ∈
A(w) , and let z ∈Mb(Ω) . Then for every ek ⇀ e weakly in L2(Ω;M2×2sym) , pk ⇀ p weakly∗
in Mb(Ω;M
2×2
D ) , zk ⇀ z weakly
∗ in Mb(Ω) , we have
Q(e0 + e) +Heff(p, z) + V(z0) ≤ lim inf
k→∞
{Q(e0 + ek) +H(pk, zk) + V(z0 + zk)} . (3.24)
Moreover, there exist a sequence (uk, ek, pk) ∈ Areg(w) and a sequence zk ∈ L1(Ω) such
that uk ⇀ u weakly
∗ in BD(Ω) , ek → e strongly in L2(Ω;M2×2sym) , pk ⇀ p weakly∗ in
Mb(Ω;M
2×2
D ) , zk ⇀ z weakly
∗ in Mb(Ω) , and
Q(e0 + e) +Heff(p, z) + V(z0) ≥ lim sup
k→∞
{Q(e0 + ek) +H(pk, zk) + V(z0 + zk)} . (3.25)
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Proof. Owing to the lower semicontinuity of Q and Heff (see the comments after (2.17) and
(2.36)), inequality (3.24) follows from the inequality Heff(pk, zk) ≤ H(pk, zk)+V(z0+ zk)−
V(z0), which is a consequence of (3.4) and (3.7).
We observe that it is enough to prove (3.25) when z0 belongs to L
1(Ω) and is piecewise
constant on a suitable triangulation. Indeed, there exists a sequence zn0 of piecewise constant
functions which converge to za0 strongly in L
1(Ω). For every n let (unk , e
n
k , p
n
k , z
n
k ) be a
sequence satisfying the second statement of the theorem as k → ∞ , with z0 replaced by
zn0 . Then
Q(e0 + e) +Heff(p, z) = lim
k→∞
{Q(e0 + enk ) +H(pnk , znk ) + V(zn0 + znk )− V(zn0 )} . (3.26)
By (2.25) and by the definition of V we have
V(znk + zn0 )− V(zn0 )− (V(znk + z0)− V(z0)) ≤ 2bV ‖zn0 − za0‖1 .
Therefore, for every n
lim sup
k→∞
{Q(e0 + enk ) +H(pnk , znk ) + V(z0 + znk )− V(z0)} ≤
≤ Q(e0 + e) +Heff(p, z) + 2bV ‖zn0 − za0‖1 .
(3.27)
By a standard double limit procedure it is then easy to construct a sequence (uk, ek, pk, zk)
satisfying the second statement of the theorem.
Moreover, we may also assume that (u, e, p) ∈ Areg(w) and z ∈ L1(Ω). Indeed, in
the general case, combining Theorem 3.6 with Lemma 3.7 we can construct a sequence
(um, em, pm) ∈ Areg(w) and a sequence zm ∈ L1(Ω) such that um ⇀ u weakly∗ in BD(Ω),
em → e strongly in L2(Ω;M2×2sym), pm ⇀ p weakly∗ in Mb(Ω;M2×2D ), zm ⇀ z weakly∗ in
Mb(Ω), and ‖(pm, zm)‖1 → ‖(p, z)‖1 . By [17, Theorem 3] (see also [11, Appendix]) these
properties imply that
Q(e0 + em) +Heff(pm, zm) −→ Q(e0 + e) +Heff(p, z)
and the conclusion of the theorem can be obtained by a standard double limit procedure.
Let us fix a piecewise constant function z0 ∈ L1(Ω). Let
G0(x, ξ, θ) := H(ξ, θ) + V (θ + z0(x)) − V (z0(x)) ,
let
G1(x, ξ, θ) := inf
(λ,ξ1,ξ2,θ1,θ2)∈Λ
{λG0(x, ξ + ξ1, θ + θ1) + (1− λ)G0(x, ξ + ξ2, θ + θ2)} ,
and let
G2(x, ξ, θ) := inf
(λ,ξ1,ξ2,θ1,θ2)∈Λ
{λG1(x, ξ + ξ1, θ + θ1) + (1− λ)G1(x, ξ + ξ2, θ + θ2)} ,
where Λ is the set of vectors (λ, ξ1, ξ2, θ1, θ2) with 0 ≤ λ ≤ 1, ξ1, ξ2 ∈ M2×2D , θ1, θ2 ∈ R ,
λξ1 + (1 − λ)ξ2 = 0, and λθ1 + (1 − λ)θ2 = 0. As G0 is globally Lipschitz continuous in
(ξ, θ), uniformly with respect to x , it follows that G1 and G2 satisfy the same property.
Moreover, G1 and G2 are piecewise constant in x , uniformly with respect to (ξ, θ). It is
easy to see that
co(ξ,θ)G0(x, ξ, θ) ≤ G2(x, ξ, θ) ≤
4∑
i=1
λiG0(x, ξi, θi)
whenever (ξ, θ) =
∑4
i=1 λi(ξi, θi) with λi ≥ 0 and
∑4
i=1 λi = 1. By the Carathe´odory
Theorem we conclude that G2 = co(ξ,θ)G0 = Heff .
To conclude the proof, using a standard double limit procedure, it is enough to show
that for every i = 1, 2, (u, e, p) ∈ Areg(w), z ∈ L1(Ω), and η > 0 there exist a sequence
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(uk, ek, pk) ∈ Areg(w) and a sequence zk ∈ L1(Ω) satisfying the properties of the second
statement of the theorem and such that
Gi(p, z) + η ≥ lim sup
k→∞
Gi−1(pk, zk) , (3.28)
where
Gi(p, z) :=
∫
Ω
Gi(x, p(x), z(x)) dx
for i = 0, 1, 2.
Using the approximation argument introduced in [13] we can also assume z ∈ C∞(Ω) ∩
L1(Ω), u ∈ C∞(Ω;R2) ∩ BD(Ω), p ∈ C∞(Ω;M2×2D ) ∩ L1(Ω;M2×2D ). Using the Lagrange
interpolation on a locally finite grid composed by isosceles right triangles which becomes
finer and finer near the boundary, we can replace these functions by new functions u , e ,
p , and z , with (u, e, p) ∈ Areg(w), such that u is piecewise affine on this triangulation T ,
while e , p , and z are piecewise constant. Since z0 is piecewise constant, it is not restrictive
to assume that Gi(·, ξ, θ) is piecewise constant on T , so that Gi(x, ξ, θ) = Gi,T (ξ, θ) for
every x ∈ T and every T ∈ T . We may assume that every triangle T of the triangulation
T is relatively compact in Ω.
Let us fix i = 1, 2 and T ∈ T . Then
u(x) = ξTx+ cT for every x ∈ T ,
where ξT is a 2×2-matrix and cT ∈ R2 . Moreover, we have
e(x) = eT , p(x) = pT , z(x) = zT for every x ∈ T ,
where eT ∈M2×2sym , pT ∈M2×2D , and zT ∈ R . Then we have ξT = eT + pT + ωT , where ωT
is a skew symmetric 2×2-matrix.
For every ε > 0 there exists (λT , p
1
T , p
2
T , z
1
T , z
2
T ) ∈ Λ such that
Gi,T (pT , zT )+ ε > λTGi−1,T (pT + p1T , zT + z
1
T )+ (1−λT )Gi−1,T (pT + p2T , zT + z2T ) . (3.29)
By an algebraic property of M2×2D there exist aT , bT ∈ R2 such that p2T −p1T = aT ⊗bT +qT
with qT a skew symmetric 2×2-matrix. Note that this is the only point where the dimension
two is crucial. By a standard lamination procedure with interfaces orthogonal to bT we can
construct two sequences vkT ∈ W 1,∞loc (R2;R2) and zkT ∈ L∞loc(R2) such that vkT (0) = 0,
vkT ⇀ pTx weakly
∗ in W 1,∞loc (R
2;R2), zkT ⇀ zT weakly
∗ in L∞loc(R
2), EvkT = pT + p
1
T and
zkT = zT +z
1
T on A
k
T , Ev
k
T = pT +p
2
T and z
k
T = zT +z
2
T on R
2\AkT , and 1AkT ⇀ λT weakly∗
in L∞loc(R
2). Let us define ukT (x) := eTx+ v
k
T (x) + ωTx + cT . Recalling our definitions we
find that ukT ⇀ u weakly
∗ in W 1,∞(T ;R2) and zkT ⇀ z weakly
∗ in L∞(T ).
For every T ∈ T and every δ > 0 let Tδ be the triangle similar to T with the same
centre and similarity ratio 1− δ , and let ϕδT ∈ C∞c (T ) a cut-off function such that ϕδT = 1
on Tδ and 0 ≤ ϕδT ≤ 1 on T . Let us fix a finite subset T ′ ⊂ T , let
Ω′ :=
⋃
T∈T ′
T , Ω′δ =
⋃
T∈T ′
Tδ ,
uk :=
∑
T∈T ′
ϕδTu
k
T +
(
1−
∑
T∈T ′
ϕδT )u , zk :=
∑
T∈T ′
ϕδT z
k
T +
(
1−
∑
T∈T ′
ϕδT )z .
It is clear that uk ⇀ u weakly
∗ in BD(Ω) and uk = w H1 -a.e. on Γ0 . We set
pk :=
∑
T∈T ′
ϕδTEv
k
T +
(
1−
∑
T∈T ′
ϕδT )p ,
ek := Euk − pk = e+
∑
T∈T ′
∇ϕδT ⊙ (ukT − u) .
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It follows that pk ⇀ p weakly
∗ in L∞(Ω;M2×2D ) and ek → e strongly in L∞(Ω;M2×2sym).
For every T ∈ T ′ we have ek = eT a.e. on Tδ , pk = pT + p1T a.e. on Tδ ∩AkT , zk = zT + z1T
a.e. on Tδ ∩AkT , pk = pT + p2T a.e. on Tδ\AkT , and zk = zT + z2T a.e. on Tδ\AkT . Therefore
Gi−1(pk, zk) ≤
∑
T∈T ′
Gi−1,T (pT + p1T , zT + z
1
T )L2(Tδ ∩ AkT ) +
+
∑
T∈T ′
Gi−1,T (pT + p2T , zT + z
2
T )L2(Tδ\AkT ) +
+
∫
Ω′\Ω′
δ
Gi−1(pk, zk) dx+
∫
Ω\Ω′
Gi−1(p, z) dx .
We observe that there exists a constant C(T ′) such that Gi−1(pk, zk) ≤ C(T ′) a.e. on Ω′
for every k . As 1Ak
T
⇀ λT weakly
∗ in L∞(T ) as k →∞ , using (3.29) we obtain
lim sup
k→∞
Gi−1(pk, zk) ≤
∑
T∈T ′
(Gi,T (pT , zT ) + ε)L2(Tδ) +
+ C(T ′)L2(Ω′\Ω′δ) +
∫
Ω\Ω′
Gi−1(p, z) dx ≤
≤ Gi(p, z) + εL2(Ω) + C(T ′)L2(Ω′\Ω′δ) +
∫
Ω\Ω′
Gi−1(p, z) dx ,
which gives (3.28) with
η := εL2(Ω) + C(T ′)L2(Ω′\Ω′δ) +
∫
Ω\Ω′
Gi−1(p, z) dx .
Passing to the limit first as δ → 0, then as ε → 0, and finally as Ω′ ր Ω, we can make η
arbitrarily small, and this concludes the proof. 
3.3. Relaxation in spaces of Young measures. The following theorem shows the rela-
tionships between the incremental problem in Areg(w˜) with H and V , the same problem in
A(w˜) with Heff , and a similar problem in a suitable space of generalized Young measures.
The statement of the theorem uses the decomposition µ = µY + µˆ∞ of [4, Theorem 4.3], the
notion of translation introduced in (2.2), and the homogeneous function {V } : R×R → R
defined by
{V }(θ, η) :=
{
η V (θ/η) if η > 0 ,
V∞(θ) if η ≤ 0 . (3.30)
Theorem 3.9. Let w0, w˜ ∈ H1(Ω;R2) , let (u0, e0, p0) ∈ A(w0) , let z0 ∈ Mb(Ω) , let
µ0 ∈ GY (Ω;M2×2D ×R) such that bar(µ0) = (p0, z0) . Assume that µY0 = δ(p0,z0) with
p0 ∈ L1(Ω;M2×2D ) and z0 ∈ L1(Ω) . Then the following equalities hold:
inf
(u˜,e˜,p˜)∈Areg(w˜), z˜∈L1(Ω)
[Q(e0 + e˜) +H(p˜, z˜) + 〈{V }(θ1, η), T(p˜,z˜)(µ0)〉] = (3.31)
= min
(u˜,e˜,p˜)∈A(w˜), z˜∈Mb(Ω)
[Q(e0 + e˜) +Heff(p˜, z˜) + 〈{V }(θ0, η), µ0〉] = (3.32)
= inf
(u,e,µ)∈B
[Q(e) + 〈H(ξ1 − ξ0, θ1 − θ0) + {V }(θ1, η),µt0t1〉] , (3.33)
where the measure T(p˜,z˜)(µ0) acts on (x, ξ1, θ1, η) , the measure µ0 acts on (x, ξ0, θ0, η) ,
while the measure µt0t1 acts on (x, ξ0, θ0, ξ1, θ1, η) . Here B denotes the class of all triplets
(u, e,µ) , with u ∈ BD(Ω) , e ∈ L2(Ω;M2×2sym) , µ ∈ SGY ({t0, t1},Ω;M2×2D ×R) , such that
µt0 = µ0 and (u, e, p) ∈ A(w0 + w˜) , where (p, z) := bar(µt1) .
Proof. We start by showing that the infimum in (3.31) is less than or equal to the minimum
in (3.32). Let (u˜, e˜, p˜) ∈ A(w˜) and z˜ ∈ Mb(Ω) be a minimizer of (3.32). By Theorem 3.8
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there exist a sequence (u˜m, e˜m, p˜m) ∈ Areg(w˜) and a sequence z˜m ∈ L1(Ω) such that e˜m → e˜
strongly in L2(Ω;M2×2sym), p˜m ⇀ p˜ weakly
∗ in Mb(Ω;M2×2D ), z˜m ⇀ z˜ weakly
∗ in Mb(Ω),
and
H(p˜m, z˜m) + V(z0 + z˜m)− V(z0) −→ Heff(p˜, z˜) . (3.34)
We claim that
H(p˜m, z˜m) + 〈{V }(θ1, η), T(p˜m,z˜m)(µ0)〉 −→ Heff(p˜, z˜) + 〈{V }(θ0, η), µ0〉 .
Indeed, using the definition of T(p˜m,z˜m) , we have
〈{V }(θ1, η), T(p˜m,z˜m)(µ0)〉 − 〈{V }(θ0, η), µ0〉 = 〈{V }(θ0 + ηz˜m(x), η) − {V }(θ0, η), µ0〉 .
As {V }(θ0 + ηz˜m(x), η) − {V }(θ0, η) vanishes for η = 0, we obtain
〈{V }(θ1, η), T(p˜m,z˜m)(µ0)〉 − 〈{V }(θ0, η), µ0〉 = 〈{V }(θ0 + ηz˜m(x), η) − {V }(θ0, η), µY0 〉 .
By the assumption µY0 = δ(p0,z0) we find
〈{V }(θ1, η), T(p˜m,z˜m)(µ0)〉 − 〈{V }(θ0, η), µ0〉 = V(z0 + z˜m)− V(z0) . (3.35)
From (3.34) and (3.35) we obtain the claim, which, in turn, together with the strong con-
vergence of e˜m to e˜ , shows that the infimum (3.31) is less than or equal to the minimum
(3.32).
Let (u, e,µ) ∈ B . By the Jensen inequality for generalized Young measures (see [4,
Theorem 6.5]) we have
Heff(p− p0, z − z0) ≤ 〈Heff(ξ1 − ξ0, θ1 − θ0),µt0t1〉 ≤
≤ 〈H(ξ1 − ξ0, θ1 − θ0) + {V }(θ1, η)− {V }(θ0, η),µt0t1〉 .
Since (u−u0, e−e0, p−p0) ∈ A(w˜), the minimum (3.32) is less than or equal to the infimum
in (3.33).
On the other hand the infimum in (3.31) is greater than or equal to the infimum in
(3.33), since for every (u˜, e˜, p˜) ∈ Areg(w˜) and every z˜ ∈ L1(Ω) we can construct a triple
(u, e,µ) ∈ B by setting u := u0 + u˜ , e := e0 + e˜ , and µt0t1 := T 1(p˜,z˜)(µ0), where
T 1(p˜,z˜) : Ω×M2×2D ×R×R→ Ω×(M2×2D ×R)2×R is defined by
T 1(p˜,z˜)(x, ξ0, θ0, η) := (x, ξ0, θ0, ξ0 + ηp˜(x), θ0 + ηz˜(x), η) .
This concludes the proof of the theorem. 
3.4. Some structure theorems. We prove now two structure theorems for generalized
Young measures whose action on H + {V } equals the relaxed functional Heff evaluated on
their barycentres.
Theorem 3.10. Let p0 ∈ L1(Ω;M2×2D ) , z0 ∈ L1(Ω) , µ1 ∈ GY (Ω;M2×2D ×R) , let (p1, z1) :=
bar(µ1) , let λ be the total variation of the measure (p
s
1, z
s
1) , and let (p
λ
1 , z
λ
1 ) be the Radon-
Nikodym derivative of the measure (ps1, z
s
1) with respect to λ. Assume that
〈H(ξ1 − ηp0(x), θ1 − ηz0(x)) + {V }(θ1, η), µ1(x, ξ1, θ1, η)〉 =
= Heff(p1 − p0, z1 − z0) + V(z0) . (3.36)
By Lemma 3.3 there exist z ∈ L1(Ω) , with z(za1 − z0) ≥ 0 a.e. on Ω , and α ∈ L∞(Ω) , with
1
2 ≤ α ≤ 1 a.e. on Ω , such that
za1 = α(z0 + z) + (1− α)(z0 − z) , (3.37)
Heff(p
a
1 − p0, za1 − z0) = H(pa1 − p0, z) + V∞(z) (3.38)
a.e. in Ω , and there exist zλ ∈ L1λ(Ω) , with zλzλ1 ≥ 0 λ-a.e. on Ω , and αλ ∈ L∞λ (Ω) , with
1
2 ≤ αλ ≤ 1 λ-a.e. on Ω , such that
zλ1 = αλzλ + (1− αλ)(−zλ) , (3.39)
Heff(p
λ
1 , z
λ
1 ) = H(p
λ
1 , zλ) + V
∞(zλ) (3.40)
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λ-a.e. in Ω . Then
µ1 = δ(p0,z0) + αω
L2
(pa1−p0,z) + (1− α)ω
L2
(pa1−p0,−z) + αλω
λ
(pλ1 ,zλ)
+ (1− αλ)ωλ(pλ1 ,−zλ) ,
that is, according to (2.1),
〈f, µ1〉 =
∫
Ω
f(x, p0(x), z0(x), 1) dx +
∫
Ω
α(x)f(x, pa1(x) − p0(x), z(x), 0) dx+
+
∫
Ω
(1− α(x))f(x, pa1(x) − p0(x),−z(x), 0) dx+
+
∫
Ω
αλ(x)f(x, p
λ
1 (x), zλ(x), 0) dλ(x) +
+
∫
Ω
(1− αλ(x))f(x, pλ1 (x),−zλ(x), 0) dλ(x)
(3.41)
for every f ∈ Bhom∞,1 (Ω×M2×2D ×R×R) (see [4, Definition 3.14]).
Proof. According to [4, Remark 4.5] there exist λ∞1 ∈ M+b (Ω), a family (µx,Y1 )x∈Ω of
probability measures on M2×2D ×R , and a family (µx,∞1 )x∈Ω of probability measures on
Σ := {(ξ, θ) ∈ M2×2D ×R : |ξ|2 + |θ|2 = 1} such that
〈f, µ1〉 =
∫
Ω
( ∫
M
2×2
D
×R
f(x, ξ1, θ1, 1) dµ
x,Y
1 (ξ1, θ1)
)
dx +
+
∫
Ω
(∫
Σ
f(x, ξ1, θ1, 0) dµ
x,∞
1 (ξ1, θ1)
)
dλ∞1 (x)
(3.42)
for every f ∈ Bhom∞,1 (Ω×M2×2D ×R×R). According to [4, Remark 6.3], we also have
(pa1(x), z
a
1 (x)) =
∫
M
2×2
D
×R
(ξ1, θ1) dµ
x,Y
1 (ξ1, θ1) + λ
∞,a
1 (x)
∫
Σ
(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1)
for L2 -a.e. x ∈ Ω, where λ∞,a1 is the absolutely continuous part of λ∞1 . This implies
(pa1(x)− p0(x), za1 (x)− z0(x)) =
∫
M
2×2
D
×R
(ξ1 − p0(x), θ1 − z0(x)) dµx,Y1 (ξ1, θ1) +
+ λ∞,a1 (x)
∫
Σ
(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1) .
(3.43)
Let λ∞,s1 be the singular part of λ
∞
1 . By [4, Remark 6.3] we also have that λ << λ
∞,s
1 and
(pλ1 (x), z
λ
1 (x))
dλ
dλ∞,s1
(x) =
∫
Σ
(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1) (3.44)
for λ∞,s1 -a.e. x ∈ Ω.
Let G∞ be defined by (3.3). From (3.36) and (3.42) we obtain∫
Ω
Heff(p
a
1(x)− p0(x), za1 (x)− z0(x)) dx +
∫
Ω
Heff(p
λ
1 (x), z
λ
1 (x)) dλ(x) =
=
∫
Ω
(∫
M
2×2
D
×R
(
H(ξ1−p0(x), θ1−z0(x)) + V (θ1)− V (z0(x))
)
dµx,Y1 (ξ1, θ1)
)
dx+
+
∫
Ω
(∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1)
)
λ∞,a1 (x) dx +
+
∫
Ω
( ∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1)
)
dλ∞,s1 (x) .
(3.45)
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As Heff = coG
∞ , using the homogeneity of Heff and the Jensen inequality, we deduce from
(3.43) that for a.e. x ∈ Ω we have
Heff(p
a
1(x)− p0, za1 (x)− z0(x)) ≤
∫
M
2×2
D
×R
G∞(ξ1 − p0(x), θ1 − z0(x)) dµx,Y1 (ξ1, θ1) +
+ λ∞,a1 (x)
∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ, θ) ≤
≤
∫
M
2×2
D
×R
(
H(ξ1 − p0(x), θ1 − z0(x)) + V (θ1)− V (z0(x))
)
dµx,Y1 (ξ1, θ1) +
+ λ∞,a1 (x)
∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1) ,
where the second inequality follows from (3.5). Analogously, from (3.44) we deduce that
Heff(p
λ
1 (x), z
λ
1 (x))
dλ
dλ∞,s1
(x) ≤
∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1)
for λ∞,s1 -a.e. x ∈ Ω. Therefore, we deduce from (3.45) that
Heff(p
a
1(x) − p0(x), za1 (x) − z0(x)) =
=
∫
M
2×2
D
×R
(
H(ξ1 − p0(x), θ1 − z0(x)) + V (θ1)− V (z0(x))
)
dµx,Y1 (ξ1, θ1) +
+ λ∞,a1 (x)
∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1)
(3.46)
for a.e. x ∈ Ω,
Heff(p
λ
1 (x), z
λ
1 (x))
dλ
dλ∞,s1
(x) =
∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1) (3.47)
for λ∞,s1 -a.e. x ∈ Ω.
Let us define A := {x ∈ Ω : pa1(x) = p0(x), za1 (x) = z0(x)} and Aλ := {x ∈ Ω : pλ1 (x) =
0, zλ1 (x) = 0} . By (3.46) and (3.47) we have∫
M
2×2
D
×R
(
H(ξ1−p0(x), θ1−z0(x))+V (θ1)−V (z0(x))
)
dµx,Y1 (ξ1, θ1) = 0 for a.e. x ∈ A, (3.48)
λ∞,a1 (x)
∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1) = 0 for a.e. x ∈ A , (3.49)∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1) = 0 for λ
∞,s
1 -a.e. x ∈ Aλ . (3.50)
By (2.30) and (3.48) µx,Y1 is concentrated on (p0(x), z0(x)), hence
µx,Y1 = δ(p0(x),z0(x)) for a.e. x ∈ A . (3.51)
Since G∞ is strictly positive on Σ and µx,∞1 are probability measures, we deduce from
(3.49) and (3.50) that
λ∞,a1 (x) = 0 for a.e. x ∈ A , (3.52)
λ∞,s1 (Aλ) = 0 . (3.53)
Let us consider now µx,Y1 for x ∈ B := Ω\A . For every x ∈ B let L(x, ·, ·) : M2×2D ×R→ R
be a linear function such that L(x, pa1(x)−p0(x), za1 (x)−z0(x)) = Heff(pa1(x)−p0(x), za1 (x)−
z0(x)) and L(x, ξ, θ) ≤ Heff(ξ, θ) for every (ξ, θ) ∈ M2×2D ×R . Using (3.43), (3.46), and the
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linearity of L , for a.e. x ∈ B we obtain∫
M
2×2
D
×R
L(x, ξ1 − p0(x), θ1 − z0(x)) dµx,Y1 (ξ1, θ1) +
+ λ∞,a1 (x)
∫
Σ
L(x, ξ1, θ1) dµ
x,∞
1 (ξ1, θ1) =
=
∫
M
2×2
D
×R
(
H(ξ1 − p0(x), θ1 − z0(x)) + V (θ1)− V (z0(x))
)
dµx,Y1 (ξ1, θ1) +
+ λ∞,a1 (x)
∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1) .
(3.54)
Using (3.5) we find L(x, ξ1−p0(x), θ1−z0(x)) ≤ H(ξ1−p0(x), θ1−z0(x))+V (θ1)−V (z0(x)).
Therefore, equality (3.54) implies that for a.e. x ∈ B we have
L(x, ξ1 − p0(x), θ1 − z0(x)) = H(ξ1 − p0(x), θ1 − z0(x)) + V (θ1)− V (z0(x)) (3.55)
for µx,Y1 -a.e. (ξ1, θ1) ∈M2×2D ×R , and
λ∞,a1 (x)L(x, ξ1, θ1) = λ
∞,a
1 (x)G
∞(ξ1, θ1) (3.56)
for µx,∞1 -a.e. (ξ1, θ1) ∈ Σ. As L(x, ξ1 − p0(x), θ1 − z0(x)) ≤ Heff(ξ1 − p0(x), θ1 − z0(x)) ≤
H(ξ1 − p0(x), θ1 − z0(x)) + V (θ1) − V (z0(x)), we deduce from (3.55) and Lemma 3.2 that
(ξ1, θ1) = (p0(x), z0(x)) for µ
x,Y
1 -a.e. (ξ1, θ1) ∈ M2×2D ×R . This implies that µx,Y1 is con-
centrated on (p0(x), z0(x)). Since µ
x,Y
1 is a probability measure, we conclude that
µx,Y1 = δ(p0(x),z0(x)) for a.e. x ∈ B . (3.57)
We now consider the measures µx,∞1 . We first observe that z(x) 6= 0 for a.e. x ∈ B by
(3.37), (3.38), and Lemma 3.5. For every x ∈ B we define
ϕ(x) :=
√
|pa1(x)− p0(x)|2 + z(x)2 and (pˆ(x), zˆ(x)) := (pa1(x)− p0(x), z(x))/ϕ(x) .
By (3.56) and Lemma 3.5 for a.e. x ∈ B with λ∞,a1 (x) 6= 0 we have
(ξ1, θ1) ∈ {(pˆ(x), zˆ(x)), (pˆ(x),−zˆ(x))} for µx,∞1 -a.e. (ξ1, θ1) ∈ Σ ,
so that
µx,∞1 = β(x)δ(pˆ(x),zˆ(x)) + (1− β(x))δ(pˆ(x),−zˆ(x)) (3.58)
for a suitable β(x) ∈ [0, 1]. Using (3.43) we find that
pa1 − p0 = pˆ λ∞,a1 , za1 − z0 = (2β − 1)zˆ λ∞,a1 (3.59)
a.e. in B . Since pa1 − p0 = pˆϕ , the first equality implies that
λ∞,a1 = ϕ a.e. in {x ∈ B : pˆ(x) 6= 0} . (3.60)
Since za1 − z0 = (2α − 1)z = (2α − 1)ϕzˆ and zˆ 6= 0, the second equality in (3.59) implies
that α = β a.e. in {x ∈ B : pˆ(x) 6= 0} . Therefore,
µx,∞1 = α(x)δ(pˆ(x),zˆ(x)) + (1− α(x))δ(pˆ(x),−zˆ(x)) a.e. in {x ∈ B : pˆ(x) 6= 0} . (3.61)
As Heff(0, θ) = G
∞(0, θ) = (aK − bV )|θ| for every θ ∈ R by (2.14), if pˆ(x) = 0 we deduce
from (3.38) that z(x) = za1 (x) − z0(x) and α(x) = 1. Then the second equality in (3.59)
implies that
(2β(x)− 1)λ∞,a1 (x) = |z(x)| a.e. in {x ∈ B : pˆ(x) = 0} . (3.62)
Therefore, from (3.46) and (3.58) we deduce that
G∞(0, z(x)) = Heff(0, z(x)) =
= λ∞,a1 (x)
(
β(x)G∞(0, z(x)|z(x)|) + (1 − β(x))G∞(0,− z(x)|z(x)|)
)
=
= 12β(x)−1G
∞(0, z(x)) ,
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hence β = α = 1 a.e. in {x ∈ B : pˆ(x) = 0} . By (3.62) we have λ∞,a1 = |z| = ϕ a.e. in
{x ∈ B : pˆ(x) = 0} . Using also (3.58), (3.60), and (3.61) we conclude that
µx,∞1 = α(x)δ(pˆ(x),zˆ(x)) + (1− α(x))δ(pˆ(x),−zˆ(x)) a.e. in B ,
λ∞,a1 = ϕ a.e. in B .
(3.63)
Let us consider now the properties of the measure µx,∞1 for λ
∞,s
1 -a.e. x ∈ Ω. For every
x ∈ Bλ := Ω \Aλ we define
ϕλ(x) :=
√
|pλ1 (x))|2 + zλ(x)2 and (pˆλ(x), zˆλ(x)) := (pλ1 (x), zλ(x))/ϕλ(x) ,
and notice that ϕλ(x) ≥
√
|pλ1 (x))|2 + zλ1 (x)2 = 1. As in the previous step we consider a
linear function Lλ(x, ·, ·) : M2×2D ×R→ R such that Lλ(x, pλ1 (x), zλ1 (x)) = Heff(pλ1 (x), zλ1 (x))
and Lλ(x, ξ, θ) ≤ Heff(ξ, θ) for every (ξ, θ) ∈ M2×2D ×R . Using (3.44), (3.47), and the
linearity of Lλ , for λ
∞,s
1 -a.e. x ∈ Bλ we obtain∫
Σ
Lλ(x, ξ1, θ1) dµ
x,∞
1 (ξ1, θ1) =
∫
Σ
G∞(ξ1, θ1) dµ
x,∞
1 (ξ1, θ1) . (3.64)
Since Lλ(x, ξ, θ) ≤ G∞(ξ, θ), for λ∞,s1 -a.e. x ∈ Bλ we deduce that
Lλ(x, ξ1, θ1) = G
∞(ξ1, θ1)
for µx,∞1 -a.e. (ξ1, θ1) ∈ Σ. By Lemma 3.5 for λ∞,s1 -a.e. x ∈ Bλ we have zλ(x) 6= 0 and
(ξ1, θ1) ∈ {(pˆλ(x), zˆλ(x)), (pˆλ(x),−zˆλ(x))} for µx,∞1 -a.e. (ξ1, θ1) ∈ Σ ,
so that
µx,∞1 = βλ(x)δ(pˆλ(x),zˆλ(x)) + (1− βλ(x))δ(pˆλ(x),−zˆλ(x)) (3.65)
for a suitable βλ(x) ∈ [0, 1]. Using (3.44) we find that
pλ1
dλ
dλ∞,s1
= pˆλ , z
λ
1
dλ
dλ∞,s1
= (2βλ − 1)zˆλ (3.66)
λ∞,s1 -a.e. in Bλ . Since p
λ
1 = pˆλϕλ , the first equality implies that
ϕλ
dλ
dλ∞,s1
= 1 λ∞,s1 -a.e. in {x ∈ Bλ : pˆλ(x) 6= 0} . (3.67)
Since zλ1 = (2αλ−1)zλ = (2αλ−1)ϕλzˆλ , the second equality in (3.66) implies that αλ = βλ
λ∞,s1 -a.e. in {x ∈ Bλ : pˆλ(x) 6= 0} . Therefore,
µx,∞1 = αλ(x)δ(pˆλ(x),zˆλ(x)) + (1− αλ(x))δ(pˆλ(x),−zˆλ(x))
λ∞,s1 -a.e. in {x ∈ Bλ : pˆλ(x) 6= 0} .
(3.68)
As Heff(0, θ) = G
∞(0, θ) for every θ ∈ R , if pˆλ(x) = 0 we deduce from (3.40) that zλ(x) =
zλ1 (x) and αλ(x) = 1. Then the second equality in (3.66) implies that
2βλ(x) − 1 = |zλ(x)| dλ
dλ∞,s1
(x) λ∞,s1 -a.e. in {x ∈ Bλ : pˆλ(x) = 0} . (3.69)
Therefore, from (3.47) and (3.65) we deduce that
G∞(0, zλ(x)) = Heff(0, zλ(x)) =
= |zλ(x)|2βλ(x)−1
(
βλ(x)G
∞(0, zλ(x)|zλ(x)|) + (1− βλ(x))G∞(0,−
zλ(x)
|zλ(x)|)
)
=
= 12βλ(x)−1G
∞(0, zλ(x)) ,
hence βλ = αλ = 1 λ
∞,s
1 -a.e. in {x ∈ Bλ : pˆλ(x) = 0} . By (3.69) we have ϕλ dλdλ∞,s1 =
|zλ| dλdλ∞,s1 = 1 λ
∞,s
1 -a.e. in {x ∈ Bλ : pˆλ(x) = 0} . Using also (3.53), (3.65), (3.67), and
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(3.68) we conclude that
µx,∞1 = αλ(x)δ(pˆλ(x),zˆλ(x)) + (1 − αλ(x))δ(pˆλ(x),−zˆλ(x)) λ∞,s1 -a.e. in Ω ,
ϕλ
dλ
dλ∞,s1
= 1 λ∞,s1 -a.e. in Ω .
(3.70)
It follows that λ∞,s1 << λ and that
dλ∞,s1
dλ
= ϕλ λ-a.e. in Ω . (3.71)
The conclusion follows from (3.42), (3.51), (3.52), (3.57), (3.63), (3.70), and (3.71), using
the homogeneity of f . 
To prove the next theorem we need two technical results.
Lemma 3.11. Let Ξ1,Ξ2 be finite dimensional Hilbert spaces and let πi : Ω×Ξ1×Ξ2×R→
Ω×Ξi×R , i = 1, 2 , be the projections defined by πi(x, ξ1, ξ2, η) := (x, ξi, η) . Let µ ∈
GY (Ω; Ξ1×Ξ2) and let p ∈ L1(Ω; Ξ1) . Assume that π1(µ) = δp and let µ2 := π2(µ) . Then
〈f(x, ξ1, ξ2, η), µ(x, ξ1, ξ2, η)〉 = 〈f(x, ηp(x), ξ2, η), µ2(x, ξ2, η)〉 (3.72)
for every f ∈ Bhom∞,1 (Ω×Ξ1×Ξ2×R) .
Proof. Using [4, Definition 3.16] and standard arguments in measure theory, it is enough to
prove (3.72) for every f ∈ Chom(Ω×Ξ1×Ξ2×R).
By the definition of µ2 we have
〈f(x, ηp(x), ξ2, η), µ2(x, ξ2, η)〉 = 〈f(x, ηp(x), ξ2, η), µ(x, ξ1, ξ2, η)〉 .
Therefore, to prove (3.72) it is enough to show that
〈f(x, ξ1, ξ2, η)− f(x, ηp(x), ξ2, η), µ(x, ξ1, ξ2, η)〉 = 0 .
By approximation it suffices to prove this equality when f is Lipschitz continuous with
respect to ξ1, ξ2, η with a constant L independent of x (see [4, Lemma 2.4]). In this case
we have
|〈f(x, ξ1, ξ2, η)− f(x, ηp(x), ξ2, η), µ(x, ξ1, ξ2, η)〉| ≤ L〈|ηp(x)− ξ1|, µ(x, ξ1, ξ2, η)〉 .
As π1(µ) = δp , we have
〈|ηp(x) − ξ1|, µ(x, ξ1, ξ2, η)〉 = 〈|ηp(x) − ξ1|, δp(x, ξ1, η)〉 = 0 ,
which concludes the proof. 
Corollary 3.12. Let Ξ1 , Ξ2 , π1 , π2 , µ , and p be as in Lemma 3.11, and let µ1 := π1(µ)
and µ2 := π2(µ) . Assume that µ
Y
1 = δp . Then
〈f(x, ξ1, ξ2, η), µY (x, ξ1, ξ2, η)〉 = 〈f(x, ηp(x), ξ2, η), µY2 (x, ξ2, η)〉
for every f ∈ Bhom∞,1 (Ω×Ξ1×Ξ2×R) .
Proof. It is enough to apply Lemma 3.11 to µY , using [4, Lemma 4.8]. 
Theorem 3.13. Let µ ∈ SGY ({t0, t1},Ω;M2×2D ×R) , let (p0, z0) := bar(µt0) , and let
(p1, z1) := bar(µt1) . Assume that
〈H(ξ1 − ξ0, θ1 − θ0) + {V }(θ1, η)− {V }(θ0, η),µt0t1(x, ξ0, θ0, ξ1, θ1, η)〉 =
= Heff(p1 − p0, z1 − z0) (3.73)
and that
µYt0 = δ(p0,z0) (3.74)
with p0 ∈ L1(Ω;M2×2D ) and z0 ∈ L1(Ω) . Then µYt1 = δ(p0,z0) .
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Proof. If p0 = p0 ∈ L1(Ω;M2×2D ), z0 = z0 ∈ L1(Ω), and µt0 = δ(p0,z0) , then (3.73) implies
(3.36) by Lemma 3.11 with µ1 := µt1 , and the conclusion follows from Theorem 3.10.
We consider now the general case. Let φ(x, ξ0, θ0, ξ1, θ1, η) := (x, ξ0, θ0, ξ1− ξ0, θ1− θ0, η)
and let π(x, ξ0, θ0, ξ˜, θ˜, η) := (x, ξ˜, θ˜, η). We define ν := (π ◦ φ)(µt0t1) and observe that
bar(ν) = (p1 − p0, z1 − z0) . (3.75)
By (3.73) we have
〈H(ξ˜, θ˜) + {V }(θ0 + θ˜, η)− {V }(θ0, η), φ(µt0t1)〉 = Heff(p1 − p0, z1 − z0) , (3.76)
where the measure φ(µt0t1) acts on the variables (x, ξ0, θ0, ξ˜, θ˜, η). Moreover, since ν =
π(φ(µt0t1)), we have that
〈H(ξ˜, θ˜), φ(µt0t1)〉 = 〈H(ξ˜, θ˜), ν〉 , (3.77)
where the measure ν acts on the variables (x, ξ˜, θ˜, η). We consider the decomposition
〈{V }(θ0 + θ˜, η)− {V }(θ0, η), φ(µt0t1)〉 = 〈{V }(θ0 + θ˜, η)− {V }(θ0, η), φ(µt0t1)Y 〉+
+ 〈{V }(θ0 + θ˜, η)− {V }(θ0, η), ̂φ(µt0t1)∞〉 (3.78)
given by [4, Theorem 4.3]. As µt0 is the image of the measure φ(µt0t1) under the map
(x, ξ0, θ0, ξ˜, θ˜, η) 7→ (x, ξ0, θ0, η), by (3.74) we can apply Corollary 3.12 and we obtain
〈{V }(θ0+ θ˜, η)−{V }(θ0, η), φ(µt0t1)Y 〉 = 〈{V }(ηz0(x)+ θ˜, η)−{V }(ηz0(x), η), νY 〉 . (3.79)
Since by concavity {V }(θ0 + θ˜, η)− {V }(θ0, η) ≥ V∞(θ˜), we have
〈{V }(θ0 + θ˜, η)− {V }(θ0, η), ̂φ(µt0t1)∞〉 ≥ 〈V∞(θ˜), ̂φ(µt0t1)∞〉 =
= 〈V∞(θ˜), π( ̂φ(µt0t1)∞)〉 = 〈V∞(θ˜), νˆ∞〉 =
= 〈{V }(ηz0(x) + θ˜, η)− {V }(ηz0(x), η), νˆ∞〉 ,
(3.80)
where the second equality follows from [4, Lemma 4.8], taking into account that ν =
π(φ(µt0t1)). By (3.76)–(3.80) we obtain
Heff(p1 − p0, z1 − z0) ≥ 〈H(ξ˜, θ˜) + {V }(ηz0(x) + θ˜, η)− {V }(ηz0(x), η), ν〉 .
By the Jensen inequality for generalized Young measures [4, Theorem 6.5] we deduce from
(3.75) that
Heff(p1 − p0, z1 − z0) = 〈H(ξ˜, θ˜) + {V }(ηz0(x) + θ˜, η)− {V }(ηz0(x), η), ν〉 . (3.81)
Let us fix x ∈ Ω and let G : M2×2D ×R×R→ R be the function defined by
G(ξ˜, θ˜, η) := H(ξ˜, θ˜) + {V }(ηz0(x) + θ˜, η)− {V }(ηz0(x), η) .
It follows from (3.4) and (3.7) that the function Heff(ξ˜, θ˜) is the convex envelope of G(ξ˜, θ˜, η)
with respect to (ξ˜, θ˜, η). Moreover, by (3.13) we deduce that for every η > 0 the equality
Heff(ξ˜, θ˜) = H(ξ˜, θ˜) + {V }(ηz0(x) + θ˜, η)− {V }(ηz0(x), η)
holds if and only if (ξ˜, θ˜) = (0, 0). Therefore (3.75), (3.81), and [4, Lemma 6.7] imply that
supp ν ⊂ {(x, 0, 0, η) : x ∈ Ω , η ≥ 0} ∪ (Ω×M2×2D ×R×{0}) ,
and, in particular,
supp νY ⊂ {(x, 0, 0, η) : x ∈ Ω , η ≥ 0} ,
hence νY = δ(0,0) .
From the definitions of ν and from [4, Lemma 4.8] it follows that
〈f, δ(p0,z0)〉 =
∫
Ω
f(x, p0(x), z0(x), 1) dx = 〈f(x, ξ˜ + ηp0(x), θ˜ + ηz0(x), η), νY 〉 =
= 〈f(x, ξ1 − ξ0 + ηp0(x), θ1 − θ0 + ηz0(x), η),µYt0t1〉
(3.82)
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for every f ∈ Chom(Ω×M2×2D ×R×R). By (3.74) we can apply Corollary 3.12 and we
obtain that the last term in the previous formula equals 〈f(x, ξ1, θ1, η),µYt1〉 . Therefore,
µYt1 = δ(p0,z0) . 
4. Globally stable quasistatic evolution for Young measures
4.1. Definitions and main result. We begin with the definition of the set of admissible
triples in the Young measure formulation, with boundary datum w on Γ0 .
Definition 4.1. Given a set Θ ⊂ R and a map w : Θ → H1(Ω;R2), we define AY (Θ,w)
as the set of all triples (u, e,µ) with u : Θ → BD(Ω), e : Θ → L2(Ω;M2×2sym), µ ∈
SGY (Θ,Ω;M2×2D ×R), with the following property: for every finite sequence t1, . . . , tm in
Θ, with t1 < · · · < tm , and every i = 1, . . . ,m there exist a sequence (uik, eik, pik) ∈ A(w(ti))
and a sequence zik ∈Mb(Ω) such that
uik ⇀ u(ti) weakly
∗ in BD(Ω) ,
eik → e(ti) strongly in L2(Ω;M2×2sym) ,
and
δ((p1
k
,z1
k
),...,(pm
k
,zm
k
)) ⇀ µt1...tm weakly
∗ in GY (Ω; (M2×2D ×R)m) . (4.1)
Remark 4.2. Since the weak∗ convergence in GY (Ω; (M2×2D ×R)m) implies the convergence
of the norms ‖ · ‖∗ (see [4, Remark 3.12]), it is not restrictive to assume that
‖eik‖2 ≤ ‖e(ti)‖2 + 1 , ‖(pik, zik)‖∗ ≤ ‖µti‖∗ + 1
for every i and k . As (uik, e
i
k, p
i
k) ∈ A(w(ti)), there exists a constant Ci , depending only
on w , ti , ‖e(ti)‖2 , ‖µti‖∗ , such that
‖uik‖1 + ‖Euik‖1 ≤ Ci
for every k .
Remark 4.3. It follows from [4, Remark 6.4] that
pik ⇀ p(ti) weakly
∗ in Mb(Ω;M2×2D ) ,
zik ⇀ z(ti) weakly
∗ in Mb(Ω) ,
where (p(ti), z(ti)) := bar(µti). As (u
i
k, e
i
k, p
i
k) ∈ A(w(ti)), by [3, Lemma 2.1] we conclude
that
(u(ti), e(ti),p(ti)) ∈ A(w(ti)) . (4.2)
Remark 4.4. The inequalities proved in Remark 4.2 allow to use the metrizability of the
weak∗ topology on bounded subsets of the dual of a separable Banach space and to prove
that the set AY (Θ,w) satisfies the following closure property: if u : Θ→ BD(Ω), e : Θ→
L2(Ω;M2×2sym), µ ∈ SGY (Θ,Ω;M2×2D ×R), and (uk, ek,µk) is a sequence in AY (Θ,w) such
that
uk(t)⇀ u(t) weakly
∗ in BD(Ω) , (4.3)
ek(t)→ e(t) strongly in L2(Ω;M2×2sym) (4.4)
for every t ∈ Θ, and
(µk)t1...tm ⇀ µt1...tm weakly
∗ in GY (Ω; (M2×2D ×R)m) (4.5)
for every finite sequence t1, . . . , tm in Θ, with t1 < · · · < tm , then (u, e,µ) ∈ AY (Θ,w).
More in general, if u : Θ → BD(Ω), e : Θ → L2(Ω;M2×2sym), µ ∈ SGY (Θ,Ω;M2×2D ×R),
and (uk, ek,µk) is a sequence in AY (Θ,wk) such that (4.3)–(4.5) hold and wk(t)→ w(t)
strongly in H1(Ω;R2) for every t ∈ Θ, then (u, e,µ) ∈ AY (Θ,w). This follows from the
closure property, observing that (uk−wk+w, ek−Ewk+Ew,µk) belongs to AY (Θ,w).
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Remark 4.5. Using Theorem 3.6, Lemma 3.7, and [17, Theorem 3] (see also [11, Ap-
pendix]), it is easy to see that the definition does not change if we replace A(w(ti)) by
Areg(w(ti)).
Given µ ∈ SGY ([0,+∞),Ω;M2×2D ×R), its dissipation DH(µ; a, b) on the time interval
[a, b] ⊂ [0,+∞) is defined as
sup
k∑
i=1
〈H(ξi − ξi−1, θi − θi−1),µt0t1...tk(x, ξ0, θ0, . . . , ξk, θk, η)〉 , (4.6)
where the supremum is taken over all finite families t0, t1, . . . , tk such that a = t0 < t1 <
· · · < tk = b . As in the case of the variation Var(µ; a, b) considered in [4, Section 8], we
have
DH(µ; a, b) = sup
k∑
i=1
〈H(ξi − ξi−1, θi − θi−1),µti−1ti(x, ξi−1, θi−1, ξi, θi, η)〉 , (4.7)
where the supremum is taken over all finite families t0, t1, . . . , tk such that a = t0 < t1 <
· · · < tk = b .
In the following definition we use the homogeneous function {V } defined by (3.30) and
the notion of weakly∗ left-continuous system of generalized Young measures introduced in
[4, Definition 7.6].
Definition 4.6. Given w ∈ ACloc([0,+∞);H1(Ω;R2)), a globally stable quasistatic evolu-
tion of Young measures with boundary datum w is a triple (u, e,µ) ∈ AY ([0,+∞),w),
with u , e , µ weakly∗ left-continuous, such that the following conditions are satisfied:
(ev1) global stability: for every t ∈ [0,+∞) we have
Q(e(t)) + 〈{V }(θ, η),µt(x, ξ, θ, η)〉 ≤
≤ Q(e(t) + e˜) +H(p˜, z˜) + 〈{V }(θ + η z˜(x), η),µt(x, ξ, θ, η)〉
for every (u˜, e˜, p˜) ∈ Areg(0) and every z˜ ∈ L1(Ω);
(ev2) energy balance: for every T ∈ (0,+∞) we have Var(µ; 0, T ) < +∞ and
Q(e(T )) +DH(µ; 0, T ) + 〈{V }(θ, η),µT (x, ξ, θ, η)〉 =
= Q(e(0)) + 〈{V }(θ, η),µ0(x, ξ, θ, η)〉 +
∫ T
0
〈σ(t), Ew˙(t)〉 dt ,
where σ(t) := Ce(t).
We are now in a position to state the main theorem of the paper.
Theorem 4.7. Let w ∈ ACloc([0 + ∞);H1(Ω;R2)) , (u0, e0, p0) ∈ A(w(0)) , and z0 ∈
Mb(Ω) . Assume that
Q(e0) + V(z0) ≤ Q(e0 + e˜) +H(p˜, z˜) + V(z0 + z˜) (4.8)
for every (u˜, e˜, p˜) ∈ Areg(0) and every z˜ ∈ L1(Ω) . Then there exists a globally stable
quasistatic evolution of Young measures (u, e,µ) with boundary datum w such that u(0) =
u0 , e(0) = e0 , and µ0 = δ(p0,z0) .
4.2. The incremental minimum problems. The proof of Theorem 4.7 will be obtained
by time discretization, using an implicit Euler scheme. Let us fix a sequence of subdivisions
(tik)i≥0 of the half-line [0,+∞), with
0 = t0k < t
1
k < · · · < ti−1k < tik → +∞ as i→∞ , (4.9)
τk := sup
i
(tik − ti−1k )→ 0 as k→∞ . (4.10)
For every k let wik := w(t
i
k) for i ≥ 0 and let w˜ik := w(tik)−w(ti−1k ) for i ≥ 1.
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We define uik ∈ BD(Ω), eik ∈ L2(Ω;M2×2sym), and µik ∈ SGY ({t0k, . . . , tik},Ω;M2×2D ×R)
by induction on i . We set u0k := u0 , e
0
k := e0 , µ
0
k := δ(p0,z0) , and for i ≥ 1 we define
(uik, e
i
k,µ
i
k) as a minimizer (see Lemma 4.9 below) of the functional
Q(e) + 〈H(ξi − ξi−1, θi − θi−1) + {V }(θi, η),νti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉 (4.11)
over the set Aik of all triplets (u, e,ν) with u ∈ BD(Ω), e ∈ L2(Ω;M2×2sym), and ν ∈
SGY ({t0k, . . . , tik},Ω;M2×2D ×R), with the following property: there exist a sequence
(u˜m, e˜m, p˜m) ∈ Areg(w˜ik) and a sequence z˜m ∈ L1(Ω) such that
ui−1k + u˜m ⇀ u weakly
∗ in BD(Ω) ,
ei−1k + e˜m → e strongly in L2(Ω;M2×2sym) ,
T i(p˜m,z˜m)((µi−1k )t0k...ti−1k )⇀ νt0k...tik weakly
∗ in GY (Ω; (M2×2D ×R)i+1) ,
where T i(p˜,z˜) : Ω×(M2×2D ×R)i×R→ Ω×(M2×2D ×R)i+1×R is defined by
T i(p˜,z˜)(x, ξ0, θ0, . . . , ξi−1, θi−1, η) := (x, ξ0, θ0, . . . , ξi−1, θi−1, ξi−1 + ηp˜(x), θi−1 + ηz˜(x), η) .
We note that if (u, e,ν) ∈ Aik , then
νt0
k
...ti−1
k
= (µi−1k )t0
k
...ti−1
k
, (4.12)
(u, e, p) ∈ A(wik) , (4.13)
where (p, z) := bar(νti
k
). Then we define (pik, z
i
k) := bar((µ
i
k)tik).
Remark 4.8. The following equalities hold:
inf
(u,e,ν)∈Ai
k
[Q(e) + 〈H(ξi − ξi−1, θi − θi−1) + {V }(θi, η),νti−1
k
ti
k
〉] =
= inf
(u˜,e˜,p˜)∈Areg(w˜ik)
z˜∈L1(Ω)
[Q(ei−1k + e˜) + 〈H(ξi − ξi−1, θi − θi−1) + {V }(θi, η), T i(p˜,z˜)((µi−1k )t0
k
...ti−1
k
)〉]=
= inf
(u˜,e˜,p˜)∈Areg(w˜ik)
z˜∈L1(Ω)
[Q(ei−1k + e˜) +H(p˜, z˜) + 〈{V }(θi, η), T(p˜,z˜)((µi−1k )ti−1
k
)〉] =
= inf
(u,e,ν)∈Bi
k
[Q(e) + 〈H(ξi − ξi−1, θi − θi−1) + {V }(θi, η),νti−1
k
ti
k
〉] ,
where Bik is the class of all triplets (u, e,ν), with u ∈ BD(Ω), e ∈ L2(Ω;M2×2sym), ν ∈
SGY ({t0k, . . . , tik},Ω;M2×2D ×R), such that νt0
k
...ti−1
k
= (µi−1k )t0
k
...ti−1
k
and (u, e, p) ∈ A(wik),
where (p, z) := bar(νti
k
). The first two equalities follow from the definition of Aik and the
continuity properties of the functional (4.11). On the other hand the infimum in the last
line is greater than or equal to the infimum in the previous line by Theorem 3.9, and is less
than or equal to the infimum in the first line, since Aik ⊂ Bik by (4.12) and (4.13).
The existence of a minimizer (uik, e
i
k,µ
i
k) to (4.11) is guaranteed by the following lemma.
Lemma 4.9. For every i the functional (4.11) has a minimizer on Aik , every minimizer
(uik, e
i
k,µ
i
k) satisfies (µ
i
k)
Y
ti
k
= δ(pa0 ,za0 ) , and
Q(eik) +Heff(pik − pi−1k , zik − zi−1k ) ≤ Q(e) +Heff(p− pi−1k , z − zi−1k ) (4.14)
for every (u, e, p) ∈ A(w(tik)) and every z ∈Mb(Ω) .
Proof. The lemma will be proved by induction on i . Assume that µi−1k is defined and
(µi−1k )
Y
ti−1
k
= δ(pa0 ,za0 ) . We shall prove that the functional (4.11) has a minimizer (u
i
k, e
i
k,µ
i
k)
in Aik and
(µik)
Y
ti
k
= δ(pa0 ,za0 ) . (4.15)
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Thanks to Remark 4.8 there exists a minimizing sequence (um, em,ν
m) in Aik with
νm
t0
k
...ti
k
= T i(p˜m,z˜m)((µi−1k )t0k...ti−1k ) and (um, em, p˜m) ∈ Areg(w˜
i
k). By (2.30) we have
H(ξi−ξi−1, θi−θi−1) + {V }(θi, η) ≥ CKV |ξi−ξi−1|+ CKV |θi−θi−1|+ {V }(θi−1, η) ,
hence by the compatibility condition (7.2) of [4] the sequence
Q(em) + CKV 〈|ξi − ξi−1|+ |θi − θi−1|,νmti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉+
+ 〈{V }(θi−1, η),νmti−1
k
(x, ξi−1, θi−1, η)〉
is bounded uniformly with respect to m . By (4.12) we have νm
ti−1
k
= (µi−1k )ti−1
k
, so that
Q(em) + CKV 〈|ξi − ξi−1|+ |θi − θi−1|,νmti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉 (4.16)
is bounded uniformly with respect to m . Since by [4, Remark 2.9 and (7.2)]
‖νm
ti
k
‖∗ ≤ 〈|ξi|+ |θi|,νmti
k
(x, ξi, θi, η)〉 =
= 〈|ξi|+ |θi|,νmti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉 ≤
≤ 〈|ξi−ξi−1|+ |θi−θi−1|,νmti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉+
+ 〈|ξi−1|+ |θi−1|,νmti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉 =
= 〈|ξi−ξi−1|+ |θi−θi−1|,νmti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉+
+ 〈|ξi−1|+ |θi−1|, (µi−1k )ti−1
k
(x, ξi−1, θi−1, η)〉 ,
it follows from (2.22) and (4.16) and that em is bounded in L2(Ω;M2×2sym) and ν
m
ti
k
is bounded
in GY (Ω;M2×2D ×R). Using (4.12) and [4, Lemma 7.8] we obtain also that νmt0
k
...ti
k
is bounded
in GY (Ω; (M2×2D ×R)i+1).
Passing to a subsequence, we may assume that em ⇀ e weakly in L
2(Ω;M2×2sym) and
νm
t0
k
...ti
k
⇀ ν0...i weakly
∗ in GY (Ω; (M2×2D ×R)i+1). Let ν ∈ SGY ({t0k, . . . , tik},Ω;M2×2D ×R)
be the system associated with ν0...i according to [4, Remark 7.9] and let (p, z) := bar(νti
k
).
Note that (pi−1k + p˜m, z
i−1
k + z˜m) = bar(ν
m
ti
k
) ⇀ (p, z) weakly∗ in Mb(Ω;M2×2D )×Mb(Ω)
by [4, Remark 6.4]. Since (um, em,ν
m) ∈ Aik we have ‖Eum‖1 ≤ ‖em‖1 + ‖bar(νmti
k
)‖1
and ‖w(tik) − um‖1,Γ0 ≤ ‖bar(νmti
k
)‖1 . By [19, Proposition 2.4 and Remark 2.5] it follows
that um is bounded in BD(Ω). Therefore, passing to a subsequence, we may assume that
um ⇀ u weakly∗ in BD(Ω). By [3, Lemma 2.1] it follows that (u, e, p) ∈ A(wik), hence
(u, e,ν) ∈ Bik .
We claim that
em → e strongly in L2(Ω;M2×2sym) . (4.17)
Indeed, if not, then we can find a subsequence (not relabelled) such that
Q(e) < lim
m
Q(em) . (4.18)
Since the other term in (4.11) is continuous with respect to the weak∗ convergence of νm
ti−1
k
ti
k
to νti−1
k
ti
k
, (4.18) would imply that
Q(e) + 〈H(ξi − ξi−1, θi − θi−1) + {V }(θi, η),νti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉 <
< inf
(uˆ,eˆ,νˆ)∈Ai
k
[Q(eˆ) + 〈H(ξi − ξi−1, θi − θi−1) + {V }(θi, η), νˆti−1
k
ti
k
〉] ,
which contradicts the equalities in Remark 4.8, since (u, e,ν) ∈ Bik . Therefore, (4.17) is
proved.
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We deduce from (4.17) that (u, e,ν) ∈ Aik and that it is a minimizer of (4.11) in Aik .
From now on we set (uik, e
i
k,µ
i
k) := (u, e,ν). By Remark 4.8 and Theorem 3.9 we obtain
min
(u˜,e˜,p˜)∈A(w˜i
k
), z˜∈Mb(Ω)
[Q(ei−1k + e˜) +Heff(p˜, z˜) + 〈{V }(θi−1, η), (µi−1k )ti−1
k
〉] =
= Q(eik) + 〈H(ξi − ξi−1, θi − θi−1) + {V }(θi, η), (µik)ti−1
k
ti
k
〉 ≥
≥ Q(eik) +Heff(pik − pi−1k , zik − zi−1k ) + 〈{V }(θi−1, η), (µi−1k )ti−1
k
〉 ,
(4.19)
where the last inequality follows from Jensen inequality. Since (uik−ui−1k , eik−ei−1k , pik−pi−1k ) ∈
A(w˜ik), we deduce that the previous inequalities are in fact equalities. Theorem 3.13 now
yields (4.15). Finally, (4.14) easily follows from (4.19). 
Corollary 4.10. For every i and k we have
Q(eik) +Heff(pik − pi−1k , 0) ≤ Q(e) +Heff(p− pi−1k , 0)
for every (u, e, p) ∈ A(w(tik)) .
Proof. It is enough to take z = zi−1k in (4.14) and to use the inequality Heff(ξ, θ) ≥ Heff(ξ, 0),
which follows from the fact that θ 7→ Heff(ξ, θ) is convex and even. 
The following theorem shows that the incremental problems can be considered as a re-
laxed version of incremental problems defined on functions. For different approaches to the
relaxation problem in the context of rate-independent processes we refer to [15] and [16].
Proposition 4.11. Let us fix k . Let (um, em, pm) be a sequence in Areg(w(0)) and let z
m
be a sequence in L1(Ω) . For every i ≥ 1 let us consider two sequences (with respect to the
index m) (u˜i,m, e˜i,m, p˜i,m) ∈ Areg(w˜ik) and z˜i,m ∈ L1(Ω) . For every multiindex m0 . . .mi
with i+ 1 components we define
um0...mi := um0 +
i∑
j=1
u˜j,mj , em0...mi := em0 +
i∑
j=1
e˜j,mj ,
pm0...mi := pm0 +
i∑
j=1
p˜j,mj , zm0...mi := zm0 +
i∑
j=1
z˜j,mj .
Note that
(um0...mi , em0...mi , pm0...mi) ∈ Areg(wik) .
Moreover, we define µm0...mi ∈ GY (Ω; (M2×2D ×R)i+1) by
µm0...mi := δ((pm0 ,zm0),(pm0m1 ,zm0m1),...,(pm0...mi ,zm0...mi )) .
Suppose that there exist eˆi ∈ L2(Ω;M2×2sym) and µˆi ∈ SGY ({t0k, . . . , tik},Ω;M2×2D ×R) such
that for every i ≥ 0
lim
mi→∞
. . . lim
m0→∞
em0...mi = eˆi , (4.20)
lim
mi→∞
. . . lim
m0→∞
µm0...mi = µˆit0
k
...ti
k
, (4.21)
where in the former formula all limits are with respect to weak convergence in L2(Ω;M2×2sym) ,
while in the latter they are taken in the weak∗ convergence in GY (Ω; (M2×2D ×R)i+1) . Then
for every i ≥ 1
lim inf
mi→∞
. . . lim inf
m0→∞
[Q(em0...mi) +H(p˜i,mi , z˜i,mi) + V(zm0...mi)] ≥
≥ Q(eˆi) + 〈H(ξi − ξi−1, θi − θi−1) + {V }(θi, η), µˆiti−1
k
ti
k
〉 ,
(4.22)
where µˆi
ti−1
k
ti
k
acts on the variable (x, ξi−1, θi−1, ξi, θi, η) .
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Conversely, if eˆi and µˆi coincide with the function eik and the measure µ
i
k obtained
in the incremental construction, then there exist two sequences (um, em, pm) ∈ Areg(w(0)) ,
zm ∈ L1(Ω) and for every i ≥ 1 two sequences (u˜i,m, e˜i,m, p˜i,m) ∈ Areg(w˜ik) and z˜i,m ∈
L1(Ω) such that for every i ≥ 0 (4.20) holds with respect to strong convergence and (4.21)
holds with respect to weak∗ convergence, while
lim
mi→∞
. . . lim
m0→∞
[Q(em0...mi) +H(p˜i,mi , z˜i,mi) + V(zm0...mi)] =
= Q(eik) + 〈H(ξi − ξi−1, θi − θi−1) + {V }(θi, η), (µik)ti−1
k
ti
k
〉
(4.23)
for every i ≥ 1 .
Proof. Inequality (4.22) follows from (4.20) and (4.21) by the lower semicontinuity of Q in
the weak topology of L2(Ω;M2×2sym) and the continuity of the duality product in the weak
∗
topology of GY (Ω; (M2×2D ×R)2).
By Theorem 3.6 and Lemma 3.7 there exist a sequence (um, em, pm) ∈ Areg(w(0)) and
a sequence zm ∈ L1(Ω) such that um ⇀ u0 weakly∗ in BD(Ω), em → e0 strongly
in L2(Ω;M2×2sym) p
m ⇀ p0 weakly
∗ in Mb(Ω;M2×2D ), z
m ⇀ z0 weakly
∗ in Mb(Ω), and
‖(pm, zm)‖1 → ‖(p0, z0)‖1 . Using [17, Theorem 3] (see also [11, Appendix]) we obtain that
δ(pm,zm) ⇀ δ(p0,z0) weakly
∗ in GY (Ω;M2×2D ×R).
For every i ≥ 1, by definition of Aik there exist a sequence (u˜i,m, e˜i,m, p˜i,m) ∈ Areg(w˜ik)
and a sequence z˜i,m ∈ L1(Ω) such that
ui−1k + u˜
i,m ⇀ uik weakly
∗ in BD(Ω) ,
ei−1k + e˜
i,m → eik strongly in L2(Ω;M2×2sym) , (4.24)
T i(p˜i,m,z˜i,m)((µi−1k )t0k...ti−1k )⇀ (µ
i
k)t0k...tik weakly
∗ in GY (Ω; (M2×2D ×R)i+1) . (4.25)
Condition (4.20) is trivially satisfied thanks to (4.24). To prove (4.21) we observe that for
every i ≥ 1
µm0...mi = T i(p˜i,mi ,z˜i,mi )(µm0...mi−1) .
We now proceed by induction on i . Equality (4.21) for i = 0 is true by construction.
Assume that (4.21) holds for i− 1. Then by Lemma 2.1
lim
mi−1→∞
. . . lim
m0→∞
µm0...mi = T i(p˜i,mi ,z˜i,mi )((µi−1k )t0
k
...ti−1
k
)
The conclusion for i follows from (4.25). 
4.3. Further minimality properties. We now prove that the solutions of the incremental
problems satisfy some additional minimality conditions.
Lemma 4.12. For every i and k and every t > tik we have
Q(eik) + 〈{V }(θi, η), (µik)tik(x, ξi, θi, η)〉 ≤
≤ Q(e) + 〈H(ξ − ξi, θ − θi),νti
k
t(x, ξi, θi, ξ, θ, η)〉 + 〈{V }(θ, η),νt(x, ξ, θ, η)〉
(4.26)
for every (u, e,ν) ∈ BD(Ω)×L2(Ω;M2×2sym)×SGY ({t0k, . . . , tik, t},Ω;M2×2D ×R) such that
νt0
k
...ti
k
= (µik)t0k...tik , (4.27)
(u, e, p) ∈ A(w(tik)) , (4.28)
where (p, z) := bar(νt) .
Proof. Let us fix (u, e,ν) as in the statement of the lemma, and let ν˜ be the system
in SGY ({t0k . . . tik},Ω;M2×2D ×R) associated with πt
0
k...t
i
kt
t0
k
...ti−1
k
t
(νt0
k
...ti
k
t) ∈ GY (Ω; (M2×2D ×R)i+1)
according to [4, Remark 7.9]. Since µik satisfies (4.12), by (4.27) and (4.28) the triplet
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(u, e, ν˜) satisfies (4.12) and (4.13), hence (u, e, ν˜) belongs to the set Bik defined in Re-
mark 4.8. By minimality we have
Q(eik) + 〈H(ξi − ξi−1, θi − θi−1), (µik)ti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉+
+ 〈{V }(θi, η), (µik)tik(x, ξi, θi, η)〉 ≤
≤ Q(e) + 〈H(ξi − ξi−1, θi − θi−1), ν˜ti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉+
+ 〈{V }(θi, η), ν˜ti
k
(x, ξi, θi, η)〉 .
Since (µik)ti−1
k
ti
k
= νti−1
k
ti
k
, ν˜ti−1
k
ti
k
= νti−1
k
t , and ν˜tik = νt , we get
Q(eik) + 〈H(ξi − ξi−1, θi − θi−1),νti−1
k
ti
k
(x, ξi−1, θi−1, ξi, θi, η)〉+
+ 〈{V }(θi, η), (µik)tik(x, ξi, θi, η)〉 ≤
≤ Q(e) + 〈H(ξ − ξi−1, θ − θi−1),νti−1
k
t(x, ξi−1, θi−1, ξ, θ, η)〉 +
+ 〈{V }(θ, η),νt(x, ξ, θ, η)〉 .
From the compatibility condition (7.2) of [4] we obtain
Q(eik) + 〈H(ξi − ξi−1, θi − θi−1),νti−1
k
ti
k
t(x, ξi−1, θi−1, ξi, θi, ξ, θ, η)〉 +
+ 〈{V }(θi, η), (µik)tik(x, ξi, θi, η)〉 ≤
≤ Q(e) + 〈H(ξ − ξi−1, θ − θi−1),νti−1
k
ti
k
t(x, ξi−1, θi−1, ξi, θi, ξ, θ, η)〉+
+ 〈{V }(θ, η),νt(x, ξ, θ, η)〉 .
By the triangle inequality (2.11) we deduce that
Q(eik) + 〈{V }(θi, η), (µik)tik(x, ξi, θi, η)〉 ≤
≤ Q(e) + 〈H(ξ − ξi, θ − θi),νti−1
k
ti
k
t(x, ξi−1, θi−1, ξi, θi, ξ, θ, η)〉+
+ 〈{V }(θ, η),νt(x, ξ, θ, η)〉 ,
which gives (4.26) by the compatibility condition (7.2) of [4]. 
For every i and k we set σik := Ce
i
k and for every t ∈ [0,+∞) we consider the piecewise
constant interpolations defined by
uk(t) := u
i
k , ek(t) := e
i
k , pk(t) := p
i
k, zk(t) := z
i
k,
σk(t) := σ
i
k , wk(t) := w
i
k , [t]k := t
i
k ,
(4.29)
for t ∈ [tik, ti+1k ). We define also µk as the unique system in SGY ([0,+∞),Ω;M2×2D ×R)
whose restrictions to the time intervals [0, tik] coincide with the piecewise constant inter-
polations of µik ∈ SGY ({t0k, . . . , tik},Ω;M2×2D ×R) introduced in [4, Definition 7.10]. As
(pk(t), zk(t)) = bar((µk)t), we have also
(uk(t), ek(t),pk(t)) ∈ A(wk(t)) (4.30)
for every t ∈ [0,+∞).
Lemma 4.13. Let t, tˆ ∈ [0,+∞) with t < tˆ . Then
Q(ek(t)) + 〈{V }(θ, η), (µk)t(x, ξ, θ, η)〉 ≤
≤ Q(ek(tˆ)− Ewk(tˆ) + Ewk(t)) + 〈H(ξˆ − ξ, θˆ − θ), (µk)ttˆ(x, ξ, θ, ξˆ, θˆ, η)〉+
+ 〈{V }(θˆ, η), (µk)tˆ(x, ξˆ, θˆ, η)〉
(4.31)
for every k .
Proof. Let u := uk(tˆ) − wk(tˆ) + wk(t) and e := ek(tˆ) − Ewk(tˆ) + Ewk(t), and let i be
the greatest index such that tik ≤ t . Since the triplet (u, e, (µk)t0k...tik tˆ) satisfies (4.27) and
(4.28), the result follows from Lemma 4.12. 
GLOBALLY STABLE QUASISTATIC EVOLUTION IN PLASTICITY WITH SOFTENING 29
Lemma 4.14. Let t ∈ [0,+∞) . Then
Q(ek(t)) + 〈{V }(θ, η), (µk)t(x, ξ, θ, η)〉 ≤
≤ Q(ek(t) + e˜) +H(p˜, z˜) + 〈{V }(θ + ηz˜(x), η), (µk)t(x, ξ, θ, η)〉
(4.32)
for every (u˜, e˜, p˜) ∈ Areg(0) and every z˜ ∈ L1(Ω) .
Proof. Let us fix (u˜, e˜, p˜) ∈ Areg(0) and z˜ ∈ L1(Ω). Let i be the greatest index such that
tik ≤ t and let tˆ > tik . We set uˆ := uik + u˜ = uk(t) + u˜ , eˆ := eik + e˜ = ek(t) + e˜ , νt0k...tik tˆ :=
T i+1(p˜,z˜)((µik)t0k...tik) = T
i+1
(p˜,z˜)((µk)t0k...tik), and we define ν ∈ SGY ({t0k, . . . , tik, tˆ},Ω;M
2×2
D ×R)
as the system associated with νt0
k
...ti
k
tˆ according to [4, Remark 7.9]. Since the triplet (uˆ, eˆ,ν)
satisfies (4.27) and (4.28), the conclusion follows from Lemma 4.12. 
4.4. Energy estimates. We now prove some energy estimates for the solutions of the
incremental minimum problems.
Lemma 4.15. For every T > 0 there exists a sequence ωTk → 0+ such that
Q(ek(t)) +DH(µk; 0, t) + 〈{V }(θ, η), (µk)t(x, ξ, θ, η)〉 ≤
≤ Q(e0) + V(z0) +
∫ [t]k
0
〈σk(t), Ew˙(t)〉 dt+ ωTk
(4.33)
for every k and every t ∈ [0, T ] .
Proof. Let us fix T > 0 and t ∈ [0, T ] . Arguing as in [4, Remark 8.5], we can prove that
DH(µk; 0, t) =
i∑
r=1
〈H(ξr − ξr−1, θr − θr−1), (µk)tr−1
k
tr
k
(x, ξr−1, θr−1, ξr, θr, η)〉 ,
where i is the largest integer such that tik ≤ t . Therefore, using the definition of piecewise
constant interpolation of a generalized Young measures, we have to show that there exists
a sequence ωTk → 0+ such that
Q(eik) +
i∑
r=1
〈H(ξr − ξr−1, θr − θr−1), (µrk)tr−1
k
tr
k
(x, ξr−1, θr−1, ξr, θr, η)〉+
+ 〈{V }(θ, η), (µik)tik(x, ξ, θ, η)〉 ≤
≤ Q(e0) + V(z0) +
∫ tik
0
〈σk(t), Ew˙(t)〉 dt+ ωTk
(4.34)
for every k and every i with tik ≤ T .
Fix an integer r with 1 ≤ r ≤ i and let π(r) : Ω×(M2×2D ×R)r×R → Ω×(M2×2D ×R)r+1
×R be the map defined by
π(r)(x, (ξ0, θ0), . . . , (ξr−1, θr−1), η) = (x, (ξ0, θ0), . . . , (ξr−1, θr−1), (ξr−1, θr−1), η) .
Let uˆ := ur−1k − wr−1k + wrk , eˆ := er−1k − Ewr−1k + Ewrk , and µˆt0k...trk := π(r)((µ
r−1
k )t0
k
...tr−1
k
).
Let µˆ ∈ SGY ({t0k, . . . , trk},Ω;M2×2D ×R) be the system associated with µˆt0k...trk by [4, Re-
mark 7.9]. It is easy to check that
µˆt0
k
...tr−1
k
= (µr−1k )t0
k
...tr−1
k
.
Let (pˆ, zˆ) := bar(µˆtr
k
). Since pˆ = pr−1k , we find that (uˆ, eˆ, pˆ) ∈ A(wrk), hence (uˆ, eˆ, µˆ)
belongs to the class Brk , introduced in Remark 4.8. By minimality we have
Q(erk) + 〈H(ξr − ξr−1, θr − θr−1) + {V }(θr, η), (µrk)tr−1
k
tr
k
(x, ξr−1, θr−1, ξr, θr, η)〉 ≤
≤ Q(eˆ) + 〈H(ξr − ξr−1, θr − θr−1) + {V }(θr, η), µˆtr−1
k
tr
k
(x, ξr−1, θr−1, ξr, θr, η)〉 .
(4.35)
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As µˆtr−1
k
tr
k
=
(
π
t0k...t
r
k
tr−1
k
tr
k
◦ π(r))((µr−1k )t0
k
...tr−1
k
)
and
(
π
t0k...t
r
k
tr−1
k
tr
k
◦ π(r))(x, (ξ0, θ0), . . . , (ξr−1, θr−1), η) = (x, (ξr−1, θr−1), (ξr−1, θr−1), η) ,
we have
〈H(ξr − ξr−1, θr − θr−1), µˆtr−1
k
tr
k
(x, ξr−1, θr−1, ξr, θr, η)〉 = 0
and
〈{V }(θr, η), µˆtr−1
k
tr
k
(x, ξr−1, θr−1, ξr, θr, η)〉 = 〈{V }(θr−1, η), (µr−1k )tr−1
k
(x, ξr−1, θr−1, η)〉 .
Therefore (4.35) gives, thanks to the compatibility condition (7.2) of [4],
Q(erk) + 〈H(ξr − ξr−1, θr − θr−1), (µrk)tr−1
k
tr
k
(x, ξr−1, θr−1, ξr, θr, η)〉+
+ 〈{V }(θr, η), (µrk)trk(x, ξr , θr, η)〉 ≤
≤ Q(er−1k + Ewrk − Ewr−1k ) + 〈{V }(θr−1, η), (µr−1k )tr−1
k
(x, ξr−1, θr−1, η)〉 ,
(4.36)
where the quadratic form in the right-hand side can be developed as
Q(er−1k + Ewrk − Ewr−1k ) = Q(er−1k ) + 〈σr−1k , Ewrk − Ewr−1k 〉+Q(Ewrk − Ewr−1k ) . (4.37)
From the absolute continuity of w with respect to t we obtain
wrk − wr−1k =
∫ trk
tr−1
k
w˙(t) dt ,
where we use a Bochner integral of a function with values in H1(Ω;R2). This implies that
Ewrk − Ewr−1k =
∫ trk
tr−1
k
Ew˙(t) dt , (4.38)
where we use a Bochner integral of a function with values in L2(Ω;M2×2sym). By (2.22) and
(4.38) we get
Q(Ewrk − Ewr−1k ) ≤ βC
(∫ trk
tr−1
k
‖Ew˙(t)‖2 dt
)2
. (4.39)
By (4.36)–(4.39) we obtain
Q(erk) + 〈H(ξr − ξr−1, θr − θr−1), (µrk)tr−1
k
tr
k
(x, ξr−1, θr−1, ξr, θr, η)〉+
+ 〈{V }(θr, η), (µrk)trk(x, ξr , θr, η)〉 ≤
≤ Q(er−1k ) + 〈{V }(θr−1, η), (µr−1k )tr−1
k
(x, ξr−1, θr−1, η)〉+
+
∫ trk
tr−1
k
〈σr−1k , Ew˙(t)〉 dt+ βC
( ∫ trk
tr−1
k
‖Ew˙(t)‖2 dt
)2
≤
≤ Q(er−1k ) + 〈{V }(θr−1, η), (µr−1k )tr−1
k
(x, ξr−1, θr−1, η)〉+
+
∫ trk
tr−1
k
〈σr−1k , Ew˙(t)〉 dt + ρTk
∫ trk
tr−1
k
‖Ew˙(t)‖2 dt ,
(4.40)
where
ρTk := max
tr
k
≤T
βC
∫ trk
tr−1
k
‖Ew˙(t)‖2 dt → 0
by the absolute continuity of the integral. Iterating now inequality (4.40) for 1 ≤ r ≤ i , we
get (4.34) with ωTk := ρ
T
k
∫ T
0
‖Ew˙(t)‖2 dt . 
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4.5. Proof of the main theorem. Let us fix a sequence of subdivisions (tik)i≥0 of the
half-line [0,+∞) satisfying (4.9) and (4.10). For every k let (uik, eik,µik), i = 1, . . . , k , be
defined inductively as minimizers of the functional (4.11) on the sets Aik , with (u
0
k, e
0
k,µ
0
k) =
(u0, e0, δ(p0,z0)), and let uk(t), ek(t), σk(t), wk(t), and [t]k be defined by (4.29) and let µk
be the unique system in SGY ([0,+∞); Ω;M2×2D ×R) whose restrictions to the intervals [0, tik]
coincide with the piecewise constant interpolations of µik (see [4, Definition 7.10]). Using
Lemma 2.1 and the definition of Aik we can prove by induction on i that (uk, ek,µk) ∈
AY ({t0k, t1k, . . . , tik},wk) for every i and k . This implies that
(uk, ek,µk) ∈ AY ([0,+∞),wk) (4.41)
for every k .
Let us prove that for every T > 0 there exists a constant CT , independent of k , such
that
sup
t∈[0,T ]
‖ek(t)‖2 ≤ CT , Var(µk; 0, T ) ≤ CT . (4.42)
By (2.30) we have
DH(µk; 0, t) + 〈{V }(θ, η), (µk)t(x, ξ, θ, η)〉 ≥
≥ 〈H(ξ − ξ0, θ − θ0) + {V }(θ, η), (µk)0t(x, ξ0, θ0, ξ, θ, η)〉 ≥
≥ 〈CKV |ξ − ξ0|+ CKV |θ − θ0|+ {V }(θ0, η), (µk)0t(x, ξ0, θ0, ξ, θ, η)〉 =
= CKV 〈|ξ − ξ0|+ |θ − θ0|, (µk)0t(x, ξ0, θ0, ξ, θ, η)〉+ V(z0) ,
(4.43)
where the last equality follows from the fact that (µk)0 = δ(p0,z0) . From (2.22), (2.23),
(4.33), and (4.43) we deduce that
αC‖ek(t)‖22 ≤ βC‖e0‖22 + 2βC sup
t∈[0,T ]
‖ek(t)‖2
∫ T
0
‖Ew˙(t)‖2 dt+ ωTk
for every k and every t ∈ [0, T ] . The first estimate in (4.42) can be obtained now by using
the Cauchy inequality.
By (4.33) and the first inequality in (4.42) we have that
DH(µk; 0, t) + 〈{V }(θ, η), (µk)t(x, ξ, θ, η)〉 (4.44)
is bounded uniformly with respect to k and t ∈ [0, T ] . By (4.43) this implies the bounded-
ness of
〈|ξ − ξ0|+ |θ − θ0|, (µk)0t(x, ξ0, θ0, ξ, θ, η)〉 . (4.45)
By the compatibility condition (7.2) of [4] and by the equality (µk)0 = δ(p0,z0) we have
〈|ξ0|+ |θ0|, (µk)0t(x, ξ0, θ0, ξ, θ, η)〉 = ‖p0‖1 + ‖z0‖1 ,
which, together with the boundedness of (4.45), gives that 〈|ξ| + |θ|, (µk)t(x, ξ, θ, η)〉 is
bounded. This implies that 〈{V }(θ, η), (µk)t(x, ξ, θ, η)〉 is bounded too, so that (2.13) and
the boundedness of (4.44) yield the second estimate in (4.42).
By the Helly Theorem for compatible systems of generalized Young measures proved in [4,
Theorem 8.10] there exist a subsequence, still denoted µk , a set Θ ⊂ [0,+∞), containing 0
and with [0,+∞)\Θ at most countable, and a left continuous µ∈SGY([0,+∞),Ω;M2×2D ×R),
with
sup
t∈[0,T ]
‖µt‖∗ < +∞ , Var(µ; 0, T ) < +∞ (4.46)
for every T > 0, such that
(µk)t1...tm ⇀ µt1...tm weakly
∗ in GY (Ω; (M2×2D ×R)m) (4.47)
for every finite sequence t1, . . . , tm in Θ with t1 < · · · < tm .
32 G. DAL MASO, A. DESIMONE, M.G. MORA, AND M. MORINI
Let pk(t) ∈ Mb(Ω;M2×2D ), zk(t) ∈ Mb(Ω), p(t) ∈ Mb(Ω;M2×2D ), and z(t) ∈ Mb(Ω) be
the measures defined by
(pk(t), zk(t)) := bar((µk)t) and (p(t), z(t)) := bar(µt) . (4.48)
By (4.47) and by [4, Remark 6.4] we have
pk(t)⇀ p(t) weakly
∗ in Mb(Ω;M2×2D ) (4.49)
for every t ∈ Θ.
By Corollary 4.10 the sequence (uk(t), ek(t),pk(t)) coincides with the discrete-time ap-
proximation of the quasistatic evolution corresponding to the function ξ 7→ Heff(ξ, 0) ac-
cording to [3, Definition 4.2]. Using [3, Theorems 4.5, 4.8, 5.2] we obtain that there exist a
subsequence, still denoted (uk, ek,pk), a continuous function t 7→ (u(t), e(t)) from [0,+∞)
into BD(Ω)×L2(Ω;M2×2sym) and an extension of t 7→ p(t) to [0,+∞), still denoted by the
same symbol, such that t 7→ (u(t), e(t),p(t)) is a quasistatic evolution of the problem cor-
responding to the function ξ 7→ Heff(ξ, 0), and
ek(t)→ e(t) strongly in L2(Ω;M2×2sym) , (4.50)
uk(t)⇀ u(t) weakly
∗ in BD(Ω) , (4.51)
for every t ∈ [0,+∞).
By Remark 4.4 and by (4.41) the triple (u, e,µ) belongs to AY (Θ,w). By the left
continuity of u , e , µ we have also (u, e,µ) ∈ AY ([0,+∞),w).
Let us fix (u˜, e˜, p˜) ∈ Areg(0) and z˜ ∈ L1(Ω). Passing to the limit in (4.32) thanks to
Lemma 2.1 we obtain that (ev1) is satisfied for every t ∈ Θ. By left continuity the same
inequality holds for every t ∈ [0,+∞).
By (4.42) and by the weak∗ lower semicontinuity of the dissipation we can pass to the
limit in (4.33) and we obtain
Q(e(T )) +DH(µ; 0, T ) + 〈{V }(θ, η),µT (x, ξ, θ, η)〉 ≤
≤ Q(e0) + V(z0) +
∫ T
0
〈σ(t), Ew˙(t)〉 dt ,
(4.52)
for every T ∈ Θ. By left continuity the same inequality holds for every T ∈ [0,+∞).
Passing to the limit in (4.31), we obtain
Q(e(t)) + 〈{V }(θ, η),µt(x, ξ, θ, η)〉 ≤
≤ Q(e(tˆ))− 〈σ(tˆ), Ew(tˆ)− Ew(t)〉+Q(Ew(tˆ)− Ew(t)) +
+ 〈H(ξˆ − ξ, θˆ − θ),µttˆ(x, ξ, θ, ξˆ, θˆ, η)〉+ 〈{V }(θˆ, η),µtˆ(x, ξˆ, θˆ, η)〉
(4.53)
for every t, tˆ ∈ Θ with t < tˆ . By left continuity the same inequality holds for every
t, tˆ ∈ [0,+∞) with t < tˆ .
Using this inequality, we want to prove that
Q(e(T )) +DH(µ; 0, T ) + 〈{V }(θ, η),µT (x, ξ, θ, η)〉 ≥
≥ Q(e0) + V(z0) +
∫ T
0
〈σ(t), Ew˙(t)〉 dt ,
(4.54)
for every T ∈ (0,+∞).
Let us fix T ∈ (0,+∞) and a sequence of subdivisions (sik)0≤i≤k of [0, T ] with
0 = s0k < s
1
k < · · · < sk−1k < skk = T ,
lim
k→∞
max
1≤i≤k
(sik − si−1k ) = 0 . (4.55)
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For every i = 1, . . . , k we apply (4.53) with times si−1k and s
i
k , and we obtain
Q(e(si−1k )) + 〈{V }(θi−1, η),µsi−1
k
(x, ξi−1, θi−1, η)〉 ≤
≤ Q(e(sik))− 〈σ(sik), Ew(sik)− Ew(si−1k )〉+Q(Ew(sik)− Ew(si−1k )) + (4.56)
+ 〈H(ξi − ξi−1, θi − θi−1),µsi−1
k
si
k
(x, ξi−1, θi−1, ξi, θi, η)〉+ 〈{V }(θi, η),µsi
k
(x, ξi, θi, η)〉 .
We notice that
〈σ(sik), Ew(sik)− Ew(si−1k )〉 =
∫ sik
si−1
k
〈σ(sik), Ew˙(s)〉 ds ,
Q(Ew(sik)− Ew(si−1k )) ≤ βC
(∫ sik
si−1
k
‖Ew˙(s)‖2 ds
)2
,
〈H(ξi − ξi−1, θi − θi−1),µsi−1
k
si
k
(x, ξi−1, θi−1, ξi, θi, η)〉 ≤ DH(µ; si−1k , sik) .
(4.57)
On [0, T ] we define the piecewise constant function σk(s) := σ(s
i
k), where i is the smallest
index such that s ≤ sik . Summing the inequalities (4.56) for 1 ≤ i ≤ k , we obtain
Q(e(T )) +DH(µ; 0, T ) + 〈{V }(θ, η),µt(x, ξ, θ, η)〉 + ρk
∫ T
0
‖Ew˙(s)‖2 ds ≥
≥ Q(e0) + V(z0) +
∫ T
0
〈σk(s), Ew˙(s)〉 ds ,
(4.58)
where
ρk := sup
1≤i≤k
βC
∫ sik
si−1
k
‖Ew˙(s)‖2 ds .
Now conditions (4.55) and the continuity of σ guarantee that ρk → 0 and that σk → σ
strongly in L2([0, T ];L2(Ω;M2×2sym)). Hence, taking the limit as k →∞ in (4.58), we obtain
inequality (4.54), which, together with (4.52), gives (ev2).
4.6. Some properties of the solutions. We conclude this section by proving some qual-
itative properties of the Young measure solutions to the evolution problem.
Theorem 4.16. Let (u, e,µ) be a globally stable quasistatic evolution of Young measures.
For every t ∈ [0,+∞) let (p(t), z(t)) := bar(µt) . Then (u, e,p) is a quasistatic evolution
corresponding to the function ξ 7→ Heff(ξ, 0) according to [3, Definition 4.2].
Proof. Let us fix t ∈ [0,+∞). We want to prove that
Q(e(t)) ≤ Q(e(t) + e˜) +Heff(p˜, 0) . (4.59)
for every (u˜, e˜, p˜) ∈ A(0). Let us fix (u˜, e˜, p˜), let (µYt , µ∞t ) be the pair of measures associated
with µt by [4, Theorem 4.3], let (µ
x,Y
t )x∈Ω be the disintegration of µ
Y
t considered in [4,
Remark 4.5], let
F (x, ξ˜, θ˜) :=
∫
M
2×2
D
×R
[H(ξ˜, θ˜) + V (θ + θ˜)− V (θ)] dµx,Yt (ξ, θ) ,
let F∞ be the recession function of F with respect to (ξ˜, θ˜), and let coF be the convex
envelope of F with respect to (ξ˜, θ˜). It is easy to see that F∞ = H + V∞ . We claim that
coF = Heff . (4.60)
Indeed, as V is concave, we have V (θ + θ˜)− V (θ) ≥ V∞(θ˜), which gives
F (x, ξ˜, θ˜) ≥
∫
M
2×2
D
×R
[H(ξ˜, θ˜) + V∞(θ˜)] dµx,Yt (ξ, θ) = H(ξ˜, θ˜) + V
∞(θ˜) ≥ Heff(ξ˜, θ˜) ,
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where the intermediate equality follows from the fact that µx,Yt is a probability measure.
This implies coF ≥ Heff . The opposite inequality can be obtained arguing as in the proof
of (3.4).
By Theorem 3.8 there exist a sequence (u˜k, e˜k, p˜k) ∈ A(0) and a sequence z˜k ∈ L1(Ω) such
that p˜k ∈ L1(Ω;M2×2D ), e˜k → e˜ strongly in L2(Ω;M2×2sym), p˜k ⇀ p˜ weakly∗ in Mb(Ω;M2×2D ),
z˜k ⇀ 0 weakly
∗ in Mb(Ω), and
H(p˜k, z˜k) + V(z˜k) −→ Heff(p˜, 0) + V(0) .
Passing to a subsequence, we may assume that δ(p˜k,z˜k) converges weakly
∗ to some ν ∈
GY (Ω;M2×2D ×R). We note that bar(ν) = (p˜, 0) and that
〈H(ξ˜, θ˜) + {V }(θ˜, η), ν(x, ξ˜, θ˜, η)〉 = Heff(p˜, 0) + V(0) .
By Theorem 3.10 we deduce that
ν = δ(0,0) +
1
2ω
L2
(p˜a,z) +
1
2ω
L2
(p˜a,−z) +
1
2ω
λ
(p˜λ,zλ)
+ 12ω
λ
(p˜λ,−zλ) , (4.61)
where λ := |p˜s| and p˜λ is the Radon-Nikodym derivative of p˜s with respect to |p˜s| , while
z and zλ are two nonnegative functions such that
Heff(p˜
a, 0) = H(p˜a, z) + V∞(z) a.e. in Ω
Heff(p˜
λ, 0) = H(p˜λ, zλ) + V
∞(zλ) λ-a.e. in Ω .
(4.62)
As δ(p˜k,z˜k) ⇀ ν weakly
∗ in GY (Ω;M2×2D ×R), we have∫
Ω
F (x, p˜k, z˜k) dx −→ 〈{F}, ν〉 ,
where
{F}(ξ˜, θ˜, η) :=
{
ηF (ξ˜/η, θ˜/η) if η > 0 ,
F∞(ξ˜, θ˜) if η ≤ 0 .
As F∞ = H + V∞ , using (4.61) and (4.62) we obtain 〈{F}, ν〉 = Heff(p˜, 0), hence using
also the strong convergence of e˜k to e˜ , we deduce
Q(e(t) + e˜k) +
∫
Ω
F (x, p˜k, z˜k) dx −→ Q(e(t) + e˜) +Heff(p˜, 0) .
From the definition of F (x, ξ˜, θ˜) this is equivalent to saying that
Q(e(t) + e˜k) +H(p˜k, z˜k) + 〈{V }(θ + ηz˜k(x), η) − {V }(θ, η),µt(x, ξ, θ, η)〉
converges to Q(e(t) + e˜) +Heff(p˜, 0). Since
Q(e(t)) ≤ Q(e(t) + e˜k) +H(p˜k, z˜k) + 〈{V }(θ + ηz˜k(x), η) − {V }(θ, η),µt(x, ξ, θ, η)〉
by (ev1), we obtain (4.59) by passing to the limit as k →∞ .
Thanks to [3, Theorem 4.7], to conclude the proof of the theorem it is enough to show
that
Q(e(T )) + DHeff ((p, 0); 0, T ) ≤ Q(e0) +
∫ T
0
〈σ(t), Ew˙(t)〉 dt (4.63)
for every T ∈ (0,+∞), where DHeff ((p, 0); 0, T ) is defined as in [3, Section 4]. By (ev2) it
suffices to prove that
DHeff ((p, 0); 0, T ) ≤ DH(µ; 0, T ) + 〈{V }(θ, η),µT (x, ξ, θ, η)〉 −
− 〈{V }(θ, η),µ0(x, ξ, θ, η)〉 .
(4.64)
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To show this we fix any subdivision (ti)0≤i≤k of the interval [0, T ] . From the definition of
DH we obtain, using the compatibility condition (7.2) of [4],
DH(µ; 0, T ) + 〈{V }(θ, η),µT (x, ξ, θ, η)〉 − 〈{V }(θ, η),µ0(x, ξ, θ, η)〉 ≥
≥
k∑
i=1
〈H(ξi − ξi−1, θi − θi−1) + {V }(θi, η)− {V }(θi−1, η),µti−1ti(x, ξi−1, θi−1, ξi, θi, η)〉 ≥
≥
k∑
i=1
〈Heff(ξi − ξi−1, θi − θi−1),µti−1ti(x, ξi−1, θi−1, ξi, θi, η) ≥
≥
k∑
i=1
Heff(p(ti)− p(ti−1), z(ti)− z(ti−1)) ,
where the last inequality follows from the Jensen inequality. Recalling that Heff(ξ, θ) ≥
Heff(ξ, 0) for every ξ and θ , from the arbitrariness of the subdivision we obtain (4.64). 
Every globally stable quasistatic evolution of Young measures is absolutely continuous
with respect to time, as made precise by the following theorem.
Theorem 4.17. Let (u, e,µ) be a globally stable quasistatic evolution of Young measures.
Then for every T ∈ [0,+∞) the functions u and e are absolutely continuous on [0, T ] with
values in BD(Ω) and L2(Ω;M2×2sym) , respectively, while µ is absolutely continuous on [0, T ]
according to [4, Definition 10.1].
Proof. The assertion on u and e follows from Theorem 4.16 and [3, Theorem 5.2].
By (2.30) we have
CKV Var(µ; t1, t2)≤DH(µ; t1, t2)+〈{V }(θ2, η),µt2(x, ξ2, θ2, η)〉−〈{V }(θ1, η),µt1(x, ξ1, θ1, η)〉 .
It follows from the energy balance (ev2) that the right-hand side of the previous inequality
is equal to
Q(e(t1))−Q(e(t2)) +
∫ t2
t1
〈σ(t), Ew˙(t)〉 dt ,
therefore
CKV 〈|ξ2 − ξ1|+ |θ2 − θ1|,µt1t2(x, ξ1, θ1, ξ2, θ2, η)〉 ≤
≤ |Q(e(t1))−Q(e(t2))|+
∫ t2
t1
|〈σ(t), Ew˙(t)〉| dt .
Since the functions t 7→ Q(e(t)) and t 7→ ∫ t0 |〈σ(s), Ew˙(s)〉| ds are absolutely continuous,
we conclude that µ satisfies [4, Definition 10.1]. 
Owing to the previous theorem, if (u, e,µ) is a globally stable quasistatic evolution of
Young measures, then µ has a weak∗ derivative µ˙t at a.e. time t ∈ [0 +∞) in the sense
of [4, Definition 9.4]. The next theorem deals with the structure of µ˙t and shows that the
finite part µYt of µt does not evolve.
Theorem 4.18. Let p0 ∈ L1(Ω;M2×2D ) , z0 ∈ L1(Ω) , w ∈ ACloc([0,+∞);H1(Ω;R2)) , let
(u, e,µ) be a globally stable quasistatic evolution of Young measures with boundary datum
w such that µY0 = δ(p0,z0) , and let (p(t), z(t)) := bar(µt) . Denote the total variation of
the measure (p˙s(t), z˙s(t)) by λ(t) , and let (p˙λ(t), z˙λ(t)) be the Radon-Nikodym derivative
of the measure (p˙s(t), z˙s(t)) with respect to λ(t) . By Lemma 3.3 for a.e. t ∈ [0,+∞) there
exist zˆ(t) ∈ L1(Ω) , with zˆ(t) z˙a(t) ≥ 0 a.e. on Ω , and α(t) ∈ L∞(Ω) , with 0 ≤ α(t) ≤ 1
a.e. on Ω , such that
z˙a(t) = α(t)zˆ(t) + (1−α(t))(−zˆ(t)) ,
Heff(p˙
a(t), z˙a(t)) = H(p˙a(t), zˆ(t)) + V∞(zˆ(t))
(4.65)
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a.e. in Ω , and there exist zˆλ(t) ∈ L1λ(t)(Ω) , with zˆλ(t) z˙λ(t) ≥ 0 λ(t)-a.e. on Ω , and
αλ(t) ∈ L∞λ(t)(Ω) , with 0 ≤ αλ(t) ≤ 1 λ(t)-a.e. on Ω , such that
z˙λ(t) = αλ(t)zˆλ(t) + (1−αλ(t))(−zˆλ(t)) ,
Heff(p˙
λ(t), z˙λ(t)) = H(p˙λ(t), zˆλ(t)) + V
∞(zˆλ(t))
(4.66)
λ(t)-a.e. in Ω . Then
µ˙t = δ(0,0) +α(t)ω
L2
(p˙a(t),zˆ(t)) + (1− α(t))ωL
2
(p˙a(t),−zˆ(t)) +
+αλ(t)ω
λ(t)
(p˙λ(t),zˆλ(t))
+ (1−αλ(t))ωλ(t)(p˙λ(t),−zˆλ(t))
(4.67)
and
Heff(p˙(t), z˙(t)) = Heff(p˙(t), 0) (4.68)
for a.e. t ∈ [0,+∞) . Moreover,
µYt = δ(p0,z0) (4.69)
for every t ∈ [0,+∞) .
Proof. As the system µ is absolutely continuous with respect to time by Theorem 4.17, we
have by [4, Theorem 10.4] that for every t1, t2 ∈ [0,+∞) with t1 < t2
DH(µ; t1, t2) =
∫ t2
t1
〈H(ξ, θ), µ˙t(x, ξ, θ, η)〉 dt , (4.70)
where µ˙t is the weak
∗ derivative of µ at time t in the sense of [4, Definition 9.4]. By [4,
Remark 9.6] we also have that the maps t 7→ p(t) and t 7→ z(t) are absolutely continuous
and (p˙(t), z˙(t)) = bar(µ˙t) for a.e. t ∈ [0,+∞).
From Theorem 4.16 and [3, Proposition 5.6] it follows that
Q(e(t2)) +
∫ t2
t1
Heff(p˙(t), 0) dt = Q(e(t1)) +
∫ t2
t1
〈σ(t), Ew˙(t)〉 dt .
By (ev2) and (4.70) we deduce that for every t1 < t2∫ t2
t1
〈H(ξ, θ), µ˙t〉 dt+ 〈{V }(θ2, η)− {V }(θ1, η),µt1t2〉 =
∫ t2
t1
Heff(p˙(t), 0) dt , (4.71)
where the measure µ˙t acts on (x, ξ, θ, η), while µt1t2 acts on (x, ξ1, θ1, ξ2, θ2, η). By con-
cavity we have {V }(θ2, η)− {V }(θ1, η) ≥ V∞(θ2 − θ1), so that (4.71) yields∫ t2
t1
〈H(ξ, θ), µ˙t〉 dt+ 〈V∞(θ2 − θ1),µt1t2〉 ≤
∫ t2
t1
Heff(p˙(t), 0) dt . (4.72)
Dividing by t2 − t1 and letting t2 → t1 = t we obtain
〈H(ξ, θ) + V∞(θ), µ˙t(x, ξ, θ, η)〉 ≤ Heff(p˙(t), 0) ≤ Heff(p˙(t), z˙(t)) (4.73)
for a.e. t ∈ [0,+∞). Using the Jensen inequality for generalized Young measures [4, Theo-
rem 6.5] we conclude that
〈H(ξ, θ) + V∞(θ), µ˙t(x, ξ, θ, η)〉 = Heff(p˙(t), 0) = Heff(p˙(t), z˙(t)) (4.74)
for a.e. t ∈ [0,+∞), which shows, in particular, (4.68). By taking the derivative of (4.71)
we obtain from (4.74)
lim
t2→t+1
〈 1t2−t1 ({V }(θ2, η)− {V }(θ1, η))− V
∞( θ2−θ1t2−t1 ),µt1t2〉 = 0 . (4.75)
As −V∞ is convex and positively homogeneous, by [4, Theorem 10.4] we have that for
every t ∈ [0,+∞)
〈V∞(θ1 − θ0),µ0t〉 ≥
∫ t
0
〈V∞, µ˙s〉 ds ,
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where µ0t acts on the variables (x, ξ0, θ0, ξ1, θ1, η). Since s 7→ 〈{V },µs〉 is absolutely
continuous and by (4.75)
〈V∞, µ˙s〉 = dds〈{V },µs〉
for a.e. s ∈ [0,+∞), we deduce that
〈V∞(θ1 − θ0),µ0t〉 ≥ 〈{V }(θ1, η)− {V }(θ0, η),µ0t〉 . (4.76)
Let ψ : Ω×(M2×2D ×R)2×R→ Ω×R×R be defined by
ψ(x, ξ0, θ0, ξ1, θ1, η) := (x, θ1 − θ0, η) ,
and let ν := ψ(µ0t). By repeating the arguments used in the proof of (3.78)–(3.80) we
obtain
〈{V }(θ1, η)− {V }(θ0, η),µ0t〉 ≥ 〈{V }(ηz0(x) + θ˜, η)− {V }(ηz0(x), η), ν〉 ,
where ν acts on (x, θ˜, η). This inequality, together with (4.76), yields
〈V∞, ν〉 ≥ 〈{V }(ηz0(x) + θ˜, η)− {V }(ηz0(x), η), ν〉 ,
By (2.27) it follows that νY = δ0 . Arguing as in the proof of (3.82), we conclude that
πR(µ
Y
t ) = δz0 . (4.77)
where πR : Ω×M2×2D ×R×R→ Ω×R×R is defined by πR(x, ξ, θ, η) := (x, θ, η).
As the system µ is absolutely continuous with respect to time, we also have that the
system µY given by µYt1...tm := (µt1...tm)
Y
is absolutely continuous, so that its weak∗
derivative µ˙Yt exists for a.e. t ∈ [0,+∞). We note that in general the weak∗ derivative
µ˙Yt of µ
Y does not coincide with the finite part (µ˙t)
Y of µ˙t . Nevertheless the following
identity holds
(µ˙Yt )
Y
= (µ˙t)
Y . (4.78)
To see this we observe that at every time t where both µ˙t and µ˙
Y
t are defined, there also
exists the weak∗ limit of the difference quotients qts(µˆ
∞
ts ) as s→ t+ (see [4, Definition 9.1]),
which is an element of M+∗ (Ω×M2×2D ×R×R) supported on {η = 0} (see [4, Definition 2.8]).
The equality (4.78) follows now from the identity
µ˙t = µ˙
Y
t + lim
s→t+
qts(µˆ
∞
ts ) .
Using (4.77) and Corollary 3.12 it is easy to see that ψ(µYts) = δ0 for every s > t , which,
in turn, implies
πR(µ˙
Y
t ) = δ0 . (4.79)
By (4.78), (4.79), and [4, Lemma 4.8] we deduce that πR((µ˙t)
Y ) = δ0 . It follows that
〈{V }(θ, η), µ˙t(x, ξ, θ, η)〉 = 〈V∞(θ), µ˙t(x, ξ, θ, η)〉 + V(0) ,
hence by (4.74) we have
〈H(ξ, θ) + {V }(θ, η), µ˙t(x, ξ, θ, η)〉 = Heff(p˙(t), z˙(t)) + V(0) (4.80)
for a.e. t ∈ [0,+∞). Identity (4.67) is now a consequence of Theorem 3.10 (applied with
p0 = 0 and z0 = 0).
We now claim that for almost every t ∈ [0,+∞)
µ˙Yt = δ(0,0) . (4.81)
Let us fix t ∈ [0,+∞) such that µ˙t and µ˙Yt exist. By (4.67) and (4.78) there exists
ν∞1 ∈M+∗ (Ω×M2×2D ×R×R), with support contained in {η = 0} , such that
µ˙Yt = δ(0,0) + ν
∞
1 . (4.82)
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By (4.82), (4.79), and Lemma 3.11 we infer that
〈f(x, ξ, θ, η), ν∞1 (x, ξ, θ, η)〉 = 〈f(x, ξ, 0, η), ν∞1 (x, ξ, θ, η)〉 , (4.83)
〈f, µ˙Yt 〉 =
∫
Ω
f(x, 0, 0, 1) dx+ 〈f(x, ξ, 0, η), ν∞1 (x, ξ, θ, η)〉 (4.84)
for every f ∈ Bhom∞,1 (Ω×M2×2D ×R×R). Let ν∞2 ∈M+∗ (Ω×M2×2D ×R×R) be the weak∗ limit
of the difference quotients qts(µˆ
∞
ts ) as s→ t+ . From (4.67) and (4.84) it follows that
〈f, ν∞2 〉 =
∫
Ω
αf(x, p˙a, zˆ, 0) dx+
∫
Ω
(1−α)f(x, p˙a,−zˆ, 0) dx+
+
∫
Ω
αλf(x, p˙
λ, zˆλ, 0) dλ+
∫
Ω
(1−αλ)f(x, p˙λ,−zˆλ, 0) dλ−
− 〈f(x, ξ, 0, η), ν∞1 (x, ξ, θ, η)〉
(4.85)
for every f ∈ Bhom∞,1 (Ω×M2×2D ×R×R). In the previous formula and in the remaining part of
the proof the dependence upon time is omitted, since t is fixed.
We shall prove that ν∞1 = 0, so that claim (4.81) will follow from the decomposition
(4.82). According to [4, Remark 4.5], there exist π∞ ∈ M+b (Ω) and a family (νx,∞1 )x∈Ω of
probability measures on Σ := {ξ ∈M2×2D : |ξ| = 1} such that
〈f(x, ξ, 0, η), ν∞1 (x, ξ, θ, η)〉 =
∫
Ω
( ∫
Σ
f(x, ξ, 0, 0) dνx,∞1 (ξ)
)
dπ∞(x) (4.86)
for every f ∈ Bhom∞,1 (Ω×M2×2D ×R×R). We have to prove that π∞ = 0. Let us consider the
Lebesgue decomposition π∞ = π∞,a + π∞,s .
We first prove that π∞,a = 0. We argue by contradiction. Assume that there exists a
Borel set A , with L2(A) > 0 and λ(A) = 0, such that π∞,a(x) > 0 for every x ∈ A .
For every Borel set A′ ⊂ A let f(x, ξ, θ, η) := 1A′(x)|ξ| . Since ν∞2 is positive, by (4.85)
and (4.86) we deduce that ∫
A′
|p˙a| dx ≥
∫
A′
π∞,a dx
for every Borel set A′ ⊂ A . Therefore, |p˙a| > 0 a.e. on A and there exists h ∈ L∞(A),
with 0 < h ≤ 1, such that π∞,a = h|p˙a| on A .
Since |p˙a| > 0 a.e. on A , by (4.65) and Lemma 3.5 we have that |zˆ| > 0 a.e. on A . Hence,
there exists M > 0 such that the set AM := {x ∈ A : |p˙a(x)| < M, |zˆ(x)| > 1M } has positive
Lebesgue measure. Let us consider the function f(x, ξ, θ, η) := 1AM (x)(|ξ|−M2|θ|)+ . Using
(4.85), (4.86), the fact that π∞,a = h|p˙a| on A , and the positivity of ν∞2 , we obtain∫
AM
(|p˙a| −M2|zˆ|)+ dx ≥
∫
AM
h|p˙a| dx ,
which gives the contradiction, since the left-hand side vanishes, while the right-hand side is
strictly positive. Therefore, π∞,a = 0.
It remains to prove that π∞,s = 0. We argue by contradiction. Assume that there exists
a Borel set A with L2(A) = 0 and π∞,s(A) > 0.
For every Borel set A′ ⊂ A let f(x, ξ, θ, η) := 1A′(x)|ξ| . Since ν∞2 is positive, by (4.85)
and (4.86) we deduce that ∫
A′
|p˙λ| dλ ≥ π∞,s(A′)
for every Borel set A′ ⊂ A . Therefore, there exists hλ ∈ L∞λ (A), with 0 ≤ hλ ≤ 1, such
that π∞,s = hλ|p˙λ|λ on A . Taking A smaller if needed, we may assume that λ(A) > 0,
hλ > 0 and |p˙λ| > 0 λ -a.e. on A . We can now argue as before with L2 replaced by λ and
we obtain a contradiction, which implies π∞,s = 0.
This concludes the proof of the fact that ν∞1 = 0 and, in turn, of (4.81) by (4.82).
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By [4, Theorem 10.4] identity (4.81) yields
Var(µY ; 0, t) =
∫ t
0
〈
√
|ξ|2 + θ2, µ˙Yt (x, ξ, θ, η)〉 dt = 0
for every t ∈ [0,+∞). By Corollary 3.12 we deduce that
〈|ξ1 − ηp0(x)| + |θ1 − ηz0(x)|,µYt (x, ξ1, θ1, η)〉 =
= 〈|ξ1 − ξ0|+ |θ1 − θ0|,µY0t(x, ξ0, θ0, ξ1, θ1, η)〉 ≤ Var(µY ; 0, t) = 0 ,
which easily implies the (4.69). 
Remark 4.19. We remark that in the previous proof we could not deduce (4.69) from
(4.67) simply by “integration” with respect to time. In fact, for a system µ of generalized
Young measures it is not true in general that the knowledge of µ˙t and of µ0 is enough to
identify µt , as the following example shows.
Let U := (0, 1) and for every t ∈ [0,+∞) let p(t) ∈ L1(U) be the characteristic function
1(0,t) . We now consider the two systems µ
1 , µ2 ∈ SGY ([0,+∞), U ;R) defined by
µ1t1...tm := δ(p(t1),...,p(tm)) and µ
2
t1...tm := δ(0,...,0) + ω
L1
(p(t1),...,p(tm))
for every finite sequence 0 ≤ t1 < t2 < · · · < tm . Note that for every 0 ≤ t < t1
〈|θ1 − θ|,µ1tt1〉 = 〈|θ1 − θ|,µ2tt1〉 =
∫ 1
0
|p(t1)− p(t)| dx = t1 − t ,
which shows that both µ1 and µ2 are absolutely continuous. Moreover, for every f ∈
Chom(U×R×R) and every 0 ≤ t < t1 we have
〈f(x, θ1−θt1−t , η),µ
1
tt1(x, θ, θ1, η)〉 =
∫ 1
0
f(x, p(t1)−p(t)t1−t , 1) dx =
=
∫ t
0
f(x, 0, 1) dx+ 1t1−t
∫ t1
t
f(x, 1, t1 − t) dx+
∫ 1
t1
f(x, 0, 1) dx
and
〈f(x, θ1−θt1−t , η),µ
2
tt1(x, θ, θ1, η)〉 =
∫ 1
0
f(x, 0, 1) dx+
∫ 1
0
f(x, p(t1)−p(t)t1−t , 0) dx
=
∫ 1
0
f(x, 0, 1) dx+ 1t1−t
∫ t1
t
f(x, 1, 0) dx .
It follows that
lim
t1→t+
〈f(x, θ1−θt1−t , η),µ
1
tt1(x, θ, θ1, η)〉 = lim
t1→t+
〈f(x, θ1−θt1−t , η),µ
2
tt1(x, θ, θ1, η)〉 =
=
∫ 1
0
f(x, 0, 1) dx+ f(t, 1, 0) ,
which yields
µ˙1t = µ˙
2
t = δ0 + ω
δt
1
for every t ∈ [0,+∞). We point out that, although (µ˙1t )
Y
= δ0 , the finite part of µ
1
t , which
coincides with µ1t itself, evolves in time.
40 G. DAL MASO, A. DESIMONE, M.G. MORA, AND M. MORINI
5. An example
In this section we assume that C is isotropic, which implies that
Cξ = 2µξD + κ(tr ξ)I
for some constants µ > 0 and κ > 0. We also assume that
K := {(σ, ζ) ∈M2×2D ×R : |σ|2 + ζ2 ≤ 1} ,
V (θ) := 12 − 12
√
1 + θ2 , Γ0 := ∂Ω , Γ1 := Ø .
(5.1)
Let us fix a constant θ0 > 0 and a 2×2 matrix ξ0 with tr ξ0 = 0. We assume that the
symmetric part ξs0 of ξ0 is different from 0. We will examine the globally stable quasistatic
evolution corresponding to the boundary datum
w(t, x) := tξ0x ,
and to the initial conditions
u0(x) = 0 , e0(x) = 0 , p0(x) = 0 , z0(x) = θ0 .
Theorem 5.1. Assume that C , K , V , Γ0 , Γ1 , θ0 , ξ0 , ξ
s
0 , w , u0 , e0 , p0 , and z0 satisfy
the conditions considered at the beginning of this section. Let
t0 :=
√
3
4µ|ξs0|
, (5.2)
and let u , e , p , z∞ be defined by
u(t, x) := tξ0x , e(t, x) := α(t)ξ
s
0 ,
p(t, x) := β(t)ξs0 , z∞(t, x) :=
1√
3
|p(t, x)| ,
where
α(t) :=
{
t for t ∈ [0, t0] ,
t0 for t ∈ [t0,+∞) ,
β(t) :=
{
0 for t ∈ [0, t0] ,
t− t0 for t ∈ [t0,+∞) ,
and let µ ∈ SGY ([0,+∞),Ω;M2×2D ×R) be the system defined by
µt1...tm := δ((p0,z0),...,(p0,z0)) +
1
2ω
L2
((p(t1),z∞(t1)),...,(p(tm),z∞(tm)))
+
+ 12ω
L2
((p(t1),−z∞(t1)),...,(p(tm),−z∞(tm)))
for every finite sequence t1, . . . , tm with 0 ≤ t1 < · · · < tm . Then (u, e,µ) is a globally
stable quasistatic evolution of Young measures with boundary datum w and initial condition
µ0 = δ(p0,z0) .
Proof. By (3.11) and (5.1) we have
Keff = {(σ, ζ) ∈M2×2D ×R : |σ| ≤
√
3
2 , |ζ| ≤
√
1− |σ|2 − 12} .
By (3.9) we have
Heff(ξ, 0) =
√
3
2 |ξ| for every ξ ∈M2×2D .
Thanks to (5.2) the function (u, e,p) satisfies condition (b) of [3, Theorem 6.1] for the
dissipation function ξ 7→ Heff(ξ, 0), therefore it is a quasistatic evolution for the same
dissipation function according to [3, Definition 4.2]. It follows, in particular, that
Q(e(t)) ≤ Q(e(t) + e˜) +Heff(p˜, 0) (5.3)
for every t ∈ [0,+∞) and every (u˜, e˜, p˜) ∈ Areg(0). Since Heff is convex and even, we have
Heff(p˜, 0) ≤ Heff(p˜, z˜) for every z˜ ∈ L1(Ω). From (3.4) and (5.3) it follows that
Q(e(t)) ≤ Q(e(t) + e˜) +H(p˜, z˜) + V(z˜ + z0)− V(z0) =
= Q(e(t) + e˜) +H(p˜, z˜) + 〈{V }(θ + η z˜(x), η) − {V }(θ, η),µt(x, ξ, θ, η)〉 ,
which gives the global stability condition (ev1) of Definition 4.6.
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Let us prove the energy balance (ev2). Since for 0 ≤ t1 < t2 we have
〈
√
|ξ2 − ξ1|2 + |θ2 − θ1|2,µt1t2(x, ξ1, θ1, ξ2, θ2, η)〉 =
2√
3
‖p(t2)− p(t1)‖1 ,
we deduce that
DH(µ; 0, T ) = 2√
3
∫ T
0
‖p˙(t)‖1 dt .
Therefore, if T ∈ (0, t0] condition (ev2) is satisfied, since
Q(e(T )) = µT 2|ξs0 |2L2(Ω) , Q(e(0)) = 0 , DH(µ; 0, T ) = 0 ,
〈{V }(θ, η),µT (x, ξ, θ, η)〉 = V(z0) = 〈{V }(θ, η),µ0(x, ξ, θ, η)〉 ,∫ T
0
〈σ(t), Ew˙(t)〉 dt =
∫ T
0
2µt|ξs0|2L2(Ω) dt = µT 2|ξs0 |2L2(Ω) .
If T ∈ [t0,+∞) condition (ev2) is satisfied, since
Q(e(T )) = µt20|ξs0 |2L2(Ω) , DH(µ; 0, T ) =
2√
3
(T − t0)|ξs0 |L2(Ω) ,
〈{V }(θ, η),µT (x, ξ, θ, η)〉 = V(z0) + V∞(z∞(T )) = V(z0)−
1
2
√
3
(T − t0)|ξs0 |L2(Ω) ,
Q(e(0)) = 0 , 〈{V }(θ, η),µ0(x, ξ, θ, η)〉 = V(z0) ,∫ T
0
〈σ(t), Ew˙(t)〉 dt =
∫ t0
0
2µt|ξs0|2L2(Ω) dt+
∫ T
t0
2µt0|ξs0 |2L2(Ω) dt =
= µt20|ξs0 |2L2(Ω) + 2µ(T − t0)t0|ξs0|2L2(Ω) = µt20|ξs0|2L2(Ω) +
√
3
2
(T − t0)|ξs0 |L2(Ω) ,
where in the last equality we use (5.2).
It remains to prove that (u, e,µ) ∈ AY ([0,+∞),w). Let us fix a finite sequence
t1, . . . , tm with 0 ≤ t1 < · · · < tm . By an algebraic property of M2×2D there exist a, b ∈ R2 ,
with |b| = 1, and a skew symmetric 2×2-matrix q such that ξs0 = a⊗ b+q . Therefore there
exists a skew symmetric 2×2-matrix ω such that ξ0 = a⊙ b+ ω .
For every k ∈ N and i ∈ Z we set
Aik := {x ∈ Ω : ik < b ·x ≤ i+1k − 1k2 } ,
Bik := {x ∈ Ω : i+1k − 1k2 < b ·x ≤ i+1k − 12k2 } ,
Cik := {x ∈ Ω : i+1k − 12k2 < b ·x ≤ i+1k } ,
Ak :=
⋃
iA
i
k , Bk :=
⋃
iB
i
k , Ck :=
⋃
iC
i
k ,
vk(x) :=
{
i
ka+ qx if x ∈ Aik ,(
kb ·x− i− 1 + i+1k
)
a+ qx if x ∈ Bik ∪ Cik ,
θk(x) :=


0 if x ∈ Aik ,
k√
3
|ξs0 | if x ∈ Bik ,
− k√
3
|ξs0 | if x ∈ Cik ,
so that vk ∈ W 1,∞(Ω;R2), |vk(x)− ξs0x| ≤ |a|/k on Ω, Evk(x) = 0 on Ak , and Evk(x) =
kξs0 on Bk ∪ Ck . We note that
1Ak ⇀ 1 , k1Bk ⇀
1
2 , k1Ck ⇀
1
2 weakly
∗ in Mb(Ω) . (5.4)
Let Ωk be an increasing sequence of open sets, with union equal to Ω, such that 0 <
dist(Ωk,R
2\Ω) < 2/
√
k , and let ϕk ∈ C∞c (Ω) be cut-off functions such that ϕk = 1 on Ωk ,
0 ≤ ϕk ≤ 1 on Ω\Ωk , and |∇ϕk| ≤
√
k on Ω.
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Let us define
uk(t, x) := ϕk(x)
(
α(t)ξs0x+ β(t)vk(x) + tωx
)
+ (1− ϕk(x))tξ0x ,
pk(t, x) := ϕk(x)β(t)Evk(x) + (1 − ϕk(x))tξs0 ,
ek(t, x) := Euk(t, x)− pk(t, x) = ϕk(x)α(t)ξs0 + β(t)∇ϕk(x)⊙ (vk(x)− ξs0x) ,
zk(t, x) := θ0 + β(t)θk(x) .
Then uk(t, x)→ tξ0x and ek(t, x)→ α(t)ξs0 uniformly on Ω for every t ∈ [0,+∞). As for
pk and zk , for every f ∈ Chom(Ω×(M2×2D ×R)m×R) we have∫
Ω
f(x, pk(t1, x), zk(t1, x), . . . , pk(tm, x), zk(tm, x), 1) dx =
=
∫
Ak∩Ωk
f(x, 0, θ0, . . . , 0, θ0, 1) dx+
+
∫
Bk∩Ωk
f(x, β(t1)kξ
s
0 , θ0 + β(t1)k
|ξs0|√
3
, . . . , β(tm)kξ
s
0 , θ0 + β(tm)k
|ξs0|√
3
, 1) dx+
+
∫
Ck∩Ωk
f(x, β(t1)kξ
s
0 , θ0 − β(t1)k |ξ
s
0|√
3
, . . . , β(tm)kξ
s
0 , θ0 − β(tm)k |ξ
s
0|√
3
, 1) dx+Rk =
=
∫
Ak∩Ωk
f(x, 0, θ0, . . . , 0, θ0, 1) dx+
+ k
∫
Bk∩Ωk
f(x, β(t1)ξ
s
0,
θ0
k + β(t1)
|ξs0|√
3
, . . . , β(tm)ξ
s
0,
θ0
k + β(tm)
|ξs0 |√
3
, 1k ) dx
+ k
∫
Ck∩Ωk
f(x, β(t1)ξ
s
0 ,
θ0
k − β(t1)
|ξs0|√
3
, . . . , β(tm)ξ
s
0,
θ0
k − β(tm)
|ξs0 |√
3
, 1k ) dx+Rk ,
where the remainder Rk satisfies the estimate
|Rk| ≤ c‖f‖hom
(L2(Ω\Ωk) + kL2(Bk ∩ (Ω\Ωk)) + kL2(Ck ∩ (Ω\Ωk))) .
By (5.4) it follows that
lim
k→∞
∫
Ω
f(x, pk(t1, x), zk(t1, x), . . . , pk(tm, x), zk(tm, x), 1) dx =
=
∫
Ω
f(x, 0, θ0, . . . , 0, θ0, 1) dx+
+ 12
∫
Ω
f(x, β(t1)ξ
s
0 , β(t1)
|ξs0|√
3
, . . . , β(tm)ξ
s
0 , β(tm)
|ξs0|√
3
, 0) dx+
+ 12
∫
Ω
f(x, β(t1)ξ
s
0 , β(t1)
|ξs0|√
3
, . . . , β(tm)ξ
s
0, β(tm)
|ξs0|√
3
, 0) dx .
This proves (4.1) and concludes the proof of the theorem. 
Remark 5.2. For t > t0 the globally stable quasistatic evolution described in Theorem 5.1 is
completely different from the approximable quasistatic evolution presented in [5, Section 7].
The globally stable quasistatic evolution contains the terms
1
2ω
L2
((p(t1),z∞(t1)),...,(p(tm),z∞(tm)))
+ 12ω
L2
((p(t1),−z∞(t1)),...,(p(tm),−z∞(tm))) ,
which describe oscillations of p and z with infinite amplitude and frequency, while the
approximable quasistatic evolution is given by ordinary functions, without concentration or
oscillation effects. Moreover the stress σ of the globally stable quasistatic evolution satisfies
σ(t) =
√
3
2
ξs0
|ξs0 |
for every t > t0 ,
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while the stress σ of the approximable quasistatic evolution satisfies
σ(t)→
√
3
2
ξs0
|ξs0 |
as t→ +∞ ,
but |σ(t)| >
√
3
2 for every t > t0 , as shown in [5, Remark 7.7].
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