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Revisiting Concentration of Missing Mass
Maciej Skorski
Abstract
We revisit the problem of missing mass concentration, deriving Bernstein-type
bounds which improves upon the state of art. We also point out a mistake in the
recent related result (UAI’15).
1 Introduction
1.1 Missing Mass Problem
Imagine drawing n independent samples Sn = (Y1, . . . , Yn) from a distribution over 1, 2, . . .. The
missing mass is the total weight of unsampled values
M =
∑
i
piI(i 6∈ Sn). (1)
and we are interested in obtaining good confidence intervals forM .
Utilizing tools of negative dependence theory one obtains the following stochastic domination [7]
M 6MGF
∑
i
piYi, Xi
d
= I(i 6∈ Sn), Xi are indepenendent. (2)
so the task essentially reduces to the well-investigated problem of studying sums of independent
random variables. Unfortunatelly classical concentration inequalities due to Chernoff, Hoefdding,
Bernstein etc. are not directly aplicable because of heterogeneous summands [7].
In particular, improving the original weaker bounds [6] to gaussian-like deviations
Pr[|M −EM | > ǫ] 6 e−Ω(nǫ
2) (3)
due to [7], with constants improved in subsequent works [5, 7, 1], depends on subtle non-elementary
inequalities for subgaussian norms [3].
In this paper we revisit the problem and develop an auxiliary inequality derive superior bounds by
means of an elementary inequality of independent interest. We also point out an error in [4] which
claims the tail of e−Ω(nǫ) so that our bound substantially improve uppon the state of art.
1.2 Our Contribution
1.2.1 Mistake in Exponential Bounds [4]
The result in [4] is critically based on incorrect Lemma 9 which claims that ”absorption” preserves
negative dependency. More precisely consider the bins wi =
∑
j [Yj = i] which are negatively
dependent; the absorption is understood as redistributting the mass from one bin evenly among
others, e.g. w′i = wi +
wm
m−1 for i = 1, . . . ,m − 1. This is clearly false, because redistirbution
actually increases the correlation.
Preprint. Under review.
1.2.2 Improved Confidence for Missing Mass
Following the proof of flexible Bernstein’s Inequality in [2] we obtain the following
Lemma 1 (Bounds for heterogenic independent sums). Let Xi for i = 1, 2, . . . be zero-centered
independent random variables. Then
E exp
(
t
∑
i
Xi
)
6 exp

∑
k>2
tk
k!
∑
i
‖Xi‖
k
k


for any real t > 0.
From this inequality we derive the following result
Corollary 1 (Bernstein-type Bound for Missing Mass). Define σ2 =
∑
i p
2
i e
−npi/2. Then we have
the following bound for the missing mass
Pr[M −EM > ǫ] 6 e
−Ω
(
ǫ2
σ2+ǫ/n
)
, ǫ ∈ [0, 1]. (4)
Remark 1 (New bounds are superior). Note that σ2 = O(n−1) and ǫ 6 1, thus the denumerator is
always at most O(n−1) which implies the previous bound of e−Ω(nǫ
2).
Also the parameter σ2 can be thought as the masure of variation of the missing mass.
2 Proof
Recall that for the missing mass problem it suffices to derive concentration bounds for
M =
∑
i
Xi (5)
where the independent summands are
Xi
d
= pi · Bern(qi), qi = (1− pi)
n. (6)
We can now bound the centered moment by the raw moment (by Jensen’s inequality)
E|Xi −EXi|
k
6 2kEXki (7)
Since qi 6 e
−npi we get the bound
Mk
def
=
∑
i
|Xi −EXi|
k
6 2k
∑
i
pki e
−npi (8)
Note that p→ pke−np increases for 0 < p < k/n and decreases when k/n < p. Therefore
Mk 6 2
k
∑
i
p2i e
−npi/2(k/2n)k−2e−k/2 6 (Ck)k ·
∑
i
p2i e
−npi/2 · n−(k−2) (9)
for some constant C > 0. Thus
Mk 6 (Ck)
k · σ2 · n−(k−2) (10)
And we easily obtain that for constant C2 > 0∑
k>3
tk
k!
·Mk 6 t
2σ2
∑
k>3
Ck2 (t/n)
k−2 = O(t2σ2), t <
C2
2n
. (11)
so finally ∑
k>3
tk
k!
·Mk 6 t
2
∑
k>3
Ck2 (t/n)
k−2 (12)
The lemma now gives, for some constant c > 0
E exp
(
t
∑
i
(Xi −EXi)
)
6 eO(t
2σ2), t < c/n (13)
By applying Chernof’s inequality and optimizing we easily finish the proof.
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