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Abstract: The evaluation of the integral of an analytic function f over the entire real line may be accurately 
approximated by the trapezoidal method of integration or by “mapped” trapezoidal rules. Typically the latter is 
employed to accelerate the convergence rate of the rule at the expense of a bit more complicated formula. In the case 
that the integrand f decreases rapidly and has its singularities sufficiently removed from the real line, the trapezoidal 
rule provides not only a simpler method of evaluation but also a more accurate method of approximation. 
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1. Introduction 
It has been known since the work of Goodwin [4] that the trapezoidal rule of integration 
J 
co 
J(x) dx = hkC&W) + T,,(f) + E,(f), (W 
where 
T,,(f) =h c f(W, (1.2) 
Ikl’N 
gives very accurate results for smooth functions of rapid decrease. In the present paper a 
function f is said to be of rapid decrease on IIS, the set of real numbers, 
constants a, j3 and M such that 
If(x)1 GMexp(-aIxlP), xEaB. 
In particular, if f(x) = g(x) exp( -x2) satisfies (1.3) for p = 2 and g 
C : ) Im z I < a/h}, then Goodwin’s result shows that the quadrature error, 
E,(f) = Jrn g(x) exp(-x2) d x -h E g(kh) exp( -k*h*) 
-CO k=-cc 
= 26 exp( -T*/h*) I g(iTh) I. 
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if there are positive 
(1.3) 
is analytic in {z E 
Eh, in (1.1) satisfies 
0 -4 
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Since the work of Goodwin, a number of authors have obtained explicit error bounds for the 
trapezoidal rule (1.1) for integrands in a wider class than first addressed by Goodwin. These 
include Moran [8], Schwartz [12], Haber [5], Stenger [13], Takahasi and Mori [15], Murota and Iri 
[lo] and Mori [9]. 
In 1969, Schwartz [12], using the transformation 4(x) = tanh x, showed that the accuracy of 
(1 .l) is inherited by the formula 
(1.5) 
Takahasi and Mori [15] studied the same integral using, instead of the hyperbolic tangent, the 
change of variable defined by the error function 
J/(x) = erf(x) = f/” exp(-t*) dt. 
7r 0 
0.6) 
They note the superiority of the erf-rule (1.5) over the tar&rule for functions f of the form 
f(u) = (l- u2)-“fi(u), a < 1, (1.7) 
where fi is analytic in a domain containing the closed interval [ - 1, 11. The transformed 
functions, (f 0 #)#’ used in (1.5), have rapid decrease; for 4 = tanh, /3 = 1, and when \c, = erf, 
/3 = 2. The rapid decrease of the integrand, together with a second transformation such as 
t = sinh x, gives an integration rule which converges exponentially. 
A rule in the same genus as (1.5) is defined by the transformation 
q(x) = sinh x. (1.8) 
Formula (1.1) becomes 
/_m_f(u) du-Jm f(sinh x) cash x dx 
-* 
= kiNf(sinh(k/z)) cosh(kh) 
f ThN (( f 0 sinh)cosh) + Eh (( f 0 sinh)cosh) . 0 4 
This rule has been studied by a number of authors, including Takahasi and Mori [15], Schwartz 
[12] and Mori [9]. Schwartz composed both the tanh and sinh, # = sinho tanh, and observed via 
examples the improved convergent rates effected by this compound mapping to the single 
mapping 1c, = tanh in (1.5). In the terminology of [9], this improved convergence rate is due to the 
double exponential decrease of 4’ = D(sinh 0 tanh), i.e., 
N’(x)l -exh(-exp(lxI)L 1x1 --+co (1.10) 
The repeated application of the sinh transformation does not lead to any further improvement in 
the convergence rate of the integration rule. This was noted in [12] and further investigated in the 
case of the IMT-rule in [lo]. Under the assumption that the truncation error ThN and the 
quadrature error Eh in (1.5) are of the same order, optimal efficiency is obtained when the 
change of variable satisfies (1.10). 
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The present paper discusses the error in the trap-rule (1.1) compared with the sir&rule (1.9) 
where the function f is a function of rapid decrease in the sense of (1.3). This paper limits the 
analysis to the one transformation (1.8). Indeed if f is of rapid decrease, i.e., /3 > 0, then the 
integrand of the sir&-rule (1.9) satisfies the double exponential decrease estimate in (1.10) and 
can therefore be thought of as a double exponential rule. 
Section 2 of this paper reviews the error of each of the rules (1.1) and (1.9) in the case that f is 
analytic in a strip about the real axis of width d, and a “hyperbolic” strip, respectively. The 
choice of the mesh size h is optimized for each of these rules and compares their rates of 
convergence. For a class of entire functions of rapid decrease, inequalities for the total error 
incurred in approximating the integral, are established in the forms 
q,(f) = ,f= f(x) dx - 5 f(W G C(N) exd-yNL 
-CO k= -N 
and 
q:(f) = ]_mmf(x, dx - 5 fbinh@h)) cosh( kh ) 
k= -N 
(1.11) 
G CdW exp( -ui), (1.12) 
The proofs of the theorems in where C(N) and C,(N) grow at most algebraically with N. 
Section 2 are included in the Appendix. The limit, 
lim yN 
N-cc y;’ 
(1.13) 
is used to distinguish the rates of convergence of these two rules. The specific conclusion of 
Section 2 is that the aforementioned limit is infinite for the class of entire functions in Section 2. 
There are three examples included in Section 2. The first example is the prototype function of 
rapid decrease, which clearly exhibits the precise asymptotic convergence rate of the theorems. 
The last two examples exhibit a situation wherein the value of M in (1.3) is small. However, the 
growth of f in the complex plane has a computational effect on the interpretation of the bounds 
in (1.11) and (1.12). This effect seems to be most frequently noted when the integral is “highly” 
oscillatory on the real axis, but can occur for nonoscillatory integrands. The last two examples 
illustrate the computational effect on the bounds in both situations. 
Section 3 considers the implementation of the rules of Section 2 in the case that the integrand 
f is not entire. In this case the limit in (1.13) cannot tend to infinity. Depending on the interplay 
between the rate of decrease of the integrand f, the location of the singularities of f and the 
accuracy demanded of the computation, the trap-rule is shown to be a competitive computa- 
tional option in the evaluation of JY,f (x) dx as compared to a mapped trapezoidal rule (the 
latter having the faster asymptotic rate). The precise interplay is given in Theorem 3.2. The 
numerical performance guaranteed by this theorem is illustrated by the computational results of 
the final two examples. 
2. Trapezoidal errors 
This section reviews the errors of the trap-rule (1.1) and the sir&-rule (1.9). The established 
error bounds are used to show that in the class E, p (Definition 2.4) when j3 > 2, the trap-rule is 
superior to the sinh-rule in the sense given in Definition 2.3. 
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Definition 2.1. For a positive real number d, denote by B( S,) the set of functions f analytic in the 
strip 
S,= {zGC: IIm z] cd}, 
which satisfies 
Nf? Sd)=is If(z) dzl< 00, 
d 
and for a<l, 
$ 
d 
_dlf(t+iy)Idy=o(ItIa), 
t--, +_oo. 
The quadrature error E,, for the trap-rule (1.1) with f E B(S,) and h > 0 takes the form 
and is bounded by 
(E,(f) I G 
ev(-2Td/h)N(f, S,) 
1 - exp( - 2Td/h) ’ 
(2.1) 
(2.2) 
(2.3) 
The bound (2.3) can be applied to the sinh-rule (1.9) for functions satisfying the following 
definition. 
Definition 2.2. For a positive real number d < HIT, denote by B( Hd) the set of functions anaf’ytic in 
the hyperbolic strip 
H,={w=u+iu~C:(u~/sin~d)-(~~/cos~d)<l}, 
which satisfies 
N(f, Hd)=/a-If(w)dwIim, 
d 
and for a<l, 
$ Jf(w) dwl =0(W), t+ -too, 
where the contour c is defined by + ( t + i y ), ) y I < d. 
For f E B(H,)> (f 0 sinh) cash E B( S,) and inequality (2.3) gives a bound on the quadrature 
error of (1.9): 
IEf(f)l = (E,((f osinh) cash) I G exp~~~~“x~~h~‘. (2.5) 
The transformation w = #(z) = sinh z and the domains S, and Hd of Definitions 2.1 and 2.2 
are displayed in Fig. 1. 
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Fig. 1. 
The truncation error of the trap-rule (1.2) summed with the quadrature error gives the total 
error nN(f) 
Similarly the truncation error of the sinh-rule is 
T&(f) = T’,((fosinh)cosh), 
and the total error of the sinh-rule is 
(2.7) 
Given a function f, the values for d and h need not be the same for the trap-rule and the 
sinh-rule. In the remainder of this paper these values will be distinguished by d and h for the 
trap-rule and d, and h, for the sinh-rule. 
The two quadrature rules (1.1) and (1.9) depend on the step sizes h and h,, the regions S, and 
Hd, and the integer N. In order to compare the two rules for a given function f~ B( S,) n B( Hd,), 
it is assumed the errors are bounded by the inequalities (1.11) and (1.12). 
Definition 2.3. The trap-rule (1.1) (sir&rule (1.9)) is said to be superior to the sinh-rule (trap-rule) 
for f if limN+&N/y~) = 00 (limN+&&d = 00). 
The rational function f(z) = (z2 + l)-’ is in B(S,), d-c 1, and B( Hd,), d, < $T. Upon 
selecting the mesh size h = (T/N) ‘I2 the total error in the trap-rule is bounded by C/N. If the , 
mesh size in (1.9) is selected as 
(2.8) 
then the total error in the sinh-rule is bounded by C, exp( -N/in N). These bounds will be 
established later in this section. Thus, for all N, yi = N/in N > yN = 0 and the sinh-rule is 
superior to the trap-rule. Indeed, for a function decaying algebraically at infinity, the conclusion 
of the previous sentence follows. 
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d > 0 and belongs to 
B(H,J, d, -c $7. It follows from Theorems 2.5 and 2.6 that 
.)7,d.f) I G C ev(-aW, (2.9) 
and 
l&(f)1 GCsexP (2.10) 
The mesh sizes h = (7~/N)l’* and fi, = (In N/N) used in obtaining (2.9) and (2.10) are the same 
as used in the previous example. The value h^s is not the best selection for these examples in the 
sense of minimizing the error 1 q&(f) I. An improved selection h, for the sinh-rule is obtained as 
the unique positive solution of 
h, sinh2(Nhs) = $r*. (2.11) 
Using this implicitly defined mesh size the sir&trap error becomes 
l&(f) I G C,(N) exP(-Y;), 
where yi = n2/2hs. From (2.9), yN = TN and it follows from (2.11) that yN/yi = TN/(q2/2hs) 
= 2N,,/N * co. Thus the trap-rule is superior to the sinh-rule for f(x) = exp( - x2). 
The description of the class of functions where the conclusion of the previous paragraph 
persists requires the following subsets of the complex plane. Given p > 2, define the right and 
left wedges 
and 
(2.12) 
(2.13) 
Definition 2.4. An entire function f is in the class E,,,, a > 0, p 2 2, if there exists a constant 
M(f) = M so that 
If(z)1 <Mexp(44’), zEC (2.14) 
and 
If(z) 1, If(-z) I d+xp(-azP) I, zE %. (2.15) 
Functions satisfying (2.14) are said to be of type (Y and order j3. In the terminology of Levine 
[6], the inequality (2.15) takes the form 
If(z) I ~Mex&<e>rP>7 
where the indicator function if is given by 
Q(0) = 
i 
--(Y cos@B), ZEWR, 
-CXcos@(fl-7)), ZE IV,. 
An elementary example of a function f in E,,,, and perhaps the most studied, is given by 
f(z) = g(z) exp(-~z*L (2.16) 
where g is an entire function of exponential order less than two. The first three examples in 
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Goodwin [4] have the form (2.16) with (Y = 1 and g(z) given by cos z, z* cos z and J,(z). For 
each of these examples the error 1 qN 1 is bounded by (2.9). 
For p 2 2, the superiority of the trap-rule to the sinh-rule is the subject of the following 
theorems. The proofs of these theorems are contained in the Appendix. 
Theorem 2.5. Let f E Ea,s and select the mesh size h for the trap-rule by 
where 
Then with 
(2.17) 
[(P-l)sin( 2(;l).)l(BI)‘B= {:$p+o(l,~2), ;:;* (2.18) 
YN=a(Nh)B=QN, 
the error in the trap-rule is bounded by 
(2.19) 
bNtf)l = Jm f(x) dx-h fi f(kh) G C(N) exd-?N)9 
-* k= -N 
C(N) = 
i 
w9 P=2, 
O(i+?), p>2, asN+oo- 
(2.20) 
Theorem 2.6. Let f E E,,,, j3 2 2, and select the mesh size h, for the sinh-rule applied to f as the 
unique positive solution of 
T* = aph, sir@( Nh,). (2.21) 
Define 
frr2 
I+ ph,’ (2.22) 
then 
I$,(f)l = SW f(x) dx-h, E f(sinh(kh,)) sinh(kh,) <CC,(N) exp(--$), 
--m k= -N 
(2.23) 
where C,(N) = O(1) as N+ CO. 
The proof of Theorem 2.6 requires the solution of equation (2.21) in order to balance the 
truncation and quadrature error and hence obtain the largest value for yz. This optimizes the 
exponential convergence of the rule at the cost of computational ease. 
It follows from (2.21) that Nh, -B 00 as N + co. Using (2.19) and (2.22) the quotient yN/yi is 
obtained. 
(2.24) 
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Therefore, by Definition 2.3, the trap-rule is superior to the sinh-rule for f E E,,,, j3 2 2. 
The mesh size h, in (2.21) is less convenient numerically than the mesh selection defined by 
fi =ln* 
S N - 
For mesh size h^, the exponent in the bound (2.23) is given by 
Letting K = ln( T2/( ap)), 
In h, 
- = -p+ Nh 
NH, 
5 + O(exp( - Nh,)) as Nhs+co, 
follows from (2.21). Applying (2.27) with (2.22) and (2.25) in the computation 
v; In N ln( Nh,) In h, -=-= -- 
AS 
YN 
Nh, Nh, NhS 
w%) 
=P+ Nh - $ + O(exp( - Nh,)) --) p asNh,+cc, 
S 
(2.25) 
(2.26) 
(2.27) 
(2.28) 
shows that the selection (2.25) is asymptotic to the optimal selection (2.21). The numerical results 
in the examples in this section strongly indicate that the extra work involved in the computation 
of h, from (2.21) is warranted by the gain in computational efficiency of the rule stated in 
Theorem 2.6, compared to the performance of the rule when computed by the mesh selection in 
(2.25). 
This section concludes with the computation of three forms of entire functions. Besides the 
trap-rule with mesh selection h given by (2.17), the two different mesh selections h, and is 
defined in (2.21) and (2.25) respectively, are used for the sinh-rule. The columns headed AC and 
A@ represent the logarithm of the numerical asymptotic error constants C(N) and C,(N). 
They are computed from 
AC-lnl exp;:yN) /y (2.29) 
and 
ACS = In 
s 
TN 
exp( 3) 
(2.30) 
They gage the expected performance of the integration rule, subject to the value of M. 
In each example the trap-rule (2.20) and the sinh-rule (2.23) were run until the absolute error 
is bounded by 6’ - 14 = 8. 10-14, where 19 E [OJ). This is labeled 7)7N( f) and &(f) in Table 2.1. 
The column headed qs) is the absolute error in the sinh-rule (2.23) where the mesh selection 
h, is replaced by 6,. This notation is used in all of the examples that follow. 
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Table 2.1 
/ m 
2, 
exp(- xs) dx = 1.81280495411095, 
i 
J;;, P= 
P=4, 
-cc 
1.90270159397337, /3 = 10. 
P Trap-rule Sinh-rule 
AC %f(f 1 N N sSN(f 1 A@ rlSN(f) 
2 1.26 0.19.10-” 9 15 0.36.10-‘* 2.03 o.ll~lo-‘” 
1.26 0.38.10-14 11 18 0.89.10-15 1.05 0.36.10-” 
- 4 0.09 0.13~10-” 13 22 0.13.10-‘2 3.18 0.47.10-6 
- 1.47 o.31.10-14 15 24 0.42. lo-l4 3.22 0.51.10-7 
- 
10 
1.17 0.27.10-13 32 44 0.19.10-‘3 5.85 o.34.10-4 
- 1.92 o.20.10-14 34 47 0.22.10-14 6.10 0.36.10-’ 
Example 2.7. The first function is the prototype 
f(x) = exp( -x2p), /S = 2p. 
This provides a very simple example of a function in E1,2p of Definition 2.4. When p = 1 the 
function f is the example of Goodwin and the column headed AC in Table 2.1 numerically 
illustrates his remark that the right-hand side of (1.4) accurately represents the trap-rule error, 
that is exp( AC) = 26. 
Example 2.8. The function 
f(x) = exp( - +xp) cos(Xx), fi B 2, 
is in the class E,,, with a < i. The function 
cos A( x + iy ) = cosh( Xx) cos( Xy) + i sinh( Ax) cos( Ay), 
along with the value of A, determines the value of A4 in Definition 2.4. The value of M 
contributes a numerically nontrivial factor to the bounds yN (2.20) and yi (2.23). The 
contribution cosh(XT/h) from the oscillatory factor cos(Ax) has been absorbed in C(N) and 
C,(N). The algorithm used to construct Table 2.2 in fact uses (Y = i and, as these tables show, 
Table 2.2 
/ 
m 
exp( - txP) cos ix dx = 
0.81378305109157, p = 2, 
-CO 1.20109264070754, p = 4. 
Trap-rule Sinh-rule 
AC VN(f > N N &(f 1 A@ m 
13.35 0.11. lo-lo 13 22 0.24.10-I3 6.58 0.25.10-12 
14.37 0.60.10-14 15 25 0.29.10-14 8.84 0.87.10-13 
1.39 0.46.10-‘* 14 22 0.42.10-‘* 2.44 0.31-10-6 
- 0.37 o.11~10-14 16 24 0.85.10-13 3.31 0.12.10-6 
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Table 2.3 
/ 
00 
exp(- x4 +4X2)dx = 
0.85253658017541, h = -4, 
--m 73.185823681916, x=4. 
x 
-4 
4 
Trap-rule Sinh-rule 
AC %v(f) N N &f 1 ACS ;“,cr, 
l2 - 6.17 0.14. lo- 11 14 0.61.10-‘* - 5.47 0.65.10-’ 
- 6.76 o.11~10-‘4 13 17 o.49.10-14 - 1.61 0.11~10-’ 
19.40 0.12*10-l’ 11 31 0.86.10_” 19.98 o.50~10-3 
21.16 0.99.10-13 24 34 0.71*10-‘3 19.03 o.14.10-3 
the knowledge of the factors C(N) and Cs( N) is not a requisite for the accurate computation of 
the integrals for moderate values of the parameter X. It should however be pointed out that for 
large values of X, the bounds given in (2.20) and (2.23) may be misleading; e.g., if A = 10, then 
the right-hand side of (2.20) for N = 15 is C(U) a 10-20 but the computed error is [ ni5(f) 1 = 
10P2. Alternative methods for highly oscillatory integrands are found in [7] and [16], and 
surveyed in [2]. 
Example 2.9. The growth of the coefficients C(N) and C,(N) can also be seen in nonoscillatory 
examples. The function 
f(x) = exp( -x4 + Xx2) 
is monotone on the half lines (0, 00) and (- co, 0), when X < 0, but has rather steep peaks at 
x = &- v/;x if A > 0. In the latter case, the node concentration near zero of the sinh-rule has 
deleterious effect on the rule’s performance. Since f E E,,, it follows from (2.14) that 
M= max If(z) I 
z=C exp]z14 
= expf +A2), 
whether A is positive or negative. (See Table 2.3.) 
3. Functions with singularities 
The rate of convergence of the trap-rule stated in Theorem 2.5 cannot persist if the integrand f 
is not entire. In the case that f is of rapid decrease (1.3), however, the rate of convergence given 
in (2.20) may more accurately represent the error in the computation for smaller values of N 
than the convergence rate O(exp( - km)), K > 0 [9 or 131. This depends on the location of the 
singularities of f. This section considers the interplay between the inequality (2.20) and the 
location of those singularities. 
The use of Laplace’s method in Lemma A.2 to find a bound on N( f, S,) in Definition 2.1 
requires unbounded growth d = d(N) in (3.3) as a function of N. By hypothesizing a similar 
bound on N( f, S,), a result similar to Theorem 2.5 is obtained. 
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Definition 3.1. The function is said to be in the class E,,,,, with (Y > 0, /3 2 2, 6 > 0, if f~ B( S,) 
and there are constants M = M(f), C = C(f) where 
N(f, S,)6Cexp(arda sin$), O<dTS, 
If(r) I GMexp(alz18), zES6, (3.1) 
lf(.4l, If( ~Mlq+-4I, zESgnJ%, 
with +P = a/(2( p - 1)) and the region W, is defined as in (2.12). 
The following theorem for the trap-rule is an adaptation of Theorem 2.5 for the functions 
f E Eq,,&* 
Theorem 3.2. Let f E E,,,,, and select the mesh size h for the trap-rule by 
where 
Q= Ig”bj3- 1) sin( 2(i_ lJ)]cB-““. 
For all N satisfying 
d(N)= [$( (B_~sin+B)“‘]ln sin(+B,)N’/B<S 
the error in the trap-rule is bounded by 
Mf)l= j-O0 f(x) dx-h 5 f&h) G K(N) exd-yN)9 
-CC k= -N 
(3.3) 
P-4) 
where 
yN=QN and ~(N)<rnax{C(N), C}, 
where C is defined in (3.1) and C(N) is defined in (2.20). 
The assumed bound for N( f, S,) in (3.1) seems a bit intractible, analytically, for functions 
with singularities. Numerically checking the condition is at least as difficult to obtain as the 
integral being approximated. In contrast the assumed bound on d(N) in (3.3) is easily verified. 
In Example 3.3 the relationship between the maximum N satisfying (3.3) and S where S is less 
Table 3.1 
6 /3=2 j3 = 2.5 /3=3 /3=4 B=lO 
0.75 a 
0.9 a 
0.18 a2 
0.26 a2 
0.31 a2.5 
0.49 a2.5 
0.65 a’ 
1.11 a’ 
3.57 a4 
7.40 a4 
3759427 a” 
23 277 385 alo 
400 
Table 3.2 
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P N=lO N=20 N = 30 N=40 
2 5.60 7.93 9.71 11.21 
2.5 3.02 3.98 4.68 5.25 
3 1.88 2.36 2.70 2.98 
4 0.97 1.15 1.28 1.37 
10 0.21 0.22 0.23 0.24 
than the imaginary part of any singularity of f is displayed. In the accompanying Table 3.1 this 
minimal imaginary part is denoted by a (see also Example 3.5). 
Example 3.3. Maximum value of N in (3.3) for f E E1,B,6 (see Table 3.1). 
The bounds on N in Example 3.3 are problem dependent whereas the definition of d(N) in 
(3.3) depends only on the class of functions E,,,. For functions f E Eo,p,s the change in d(N) 
(as a function of N) is an important quantity to consider if the accuracy given by the inequality 
in (3.4) is to be achieved. In Example 3.4 the rate of growth of d(N) for increasing N and p is 
displayed in Table 3.2. 
Example 3.4. If f E E,,,, Table 3.2 shows the rate of growth of d(N) in (3.3) for changing N and 
P. 
The use of the two previous examples is highlighted by the trap-rule computation of the integral 
in Example 3.5. Before turning to the applications of the trap-rule in this example, note that to 
apply the sinh-rule, f only need be analytic in Hd (Definition 2.2) where d is chosen to be 
7r/(2/3). Indeed, the error bound in (3.4) is guaranteed as long as a > sin d = sin( a/(2P)), where 
a, as in Example 3.3, is the singularity of f with minimal imaginary part. The notation used in 
Examples 3.5 and 3.6 is the same as that used in the examples of Section 2. That is, qN( f) and 
&(f) are the absolute errors in the trap-rule (2.20) and sinh-rule (2.23) respectively. 
Example 3.5. The function 
XP 
f(x) = exp ,;;+ a;, 
is an element of El,p,s, 6 < a. In the case that a = 1 and j3 = 2 the sinh-rule would be expected to 
outperform the trap-rule. Table 3.1 shows that with a = 1 and /3 = 2 there are no N satisfying 
(3.3) so that (3.4) is not applicable. This is borne out by line one in Table 3.3. The rate of 
convergence of the trap-rule in this case is O(exp( - em)), K > 0 [9 or 131. However if /3 = 2 and 
a = 10 the above conclusion with regard to the performance of the two rules is reversed (line two 
of Table 3.3). Line three of Table 3.3 shows that for increasing /3 the “nearness” of the 
singularity to the real line (value of d(N) in Table 3.2) is a less influential factor. 
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Table 3.3 
J 
M exp(-xP) 
1.343273421646735, a =l, p = 2, 
-cc x2+a2 
dx = 0.017637213036923, 
i 
a =lO, fi = 2, 
0.791717486737314, a = 6, p = 4. 
Trap-rule Sinh-rule Parameters 
QN(f 1 N N &(f 1 
0.40.10-‘4 103 16 0.33.10-l4 @=2, a=1 
0.56.10-‘6 11 19 o.10-10-‘6 B=2, a=10 
0.11.10-‘5 16 26 o.66*10-‘5 fl=4, a=& 
Table 3.4 
J 
m 
exp(- h”>cn(x,O.5) dx = 
1.67626156880756, p = 2, 
-co 
1_73626954121003, p = 4_ 
P Trap-rule 
%v(f) N 
Sinh-rule 
N $3(f) 
2 0.84.10-I3 55 30 0.51.10-‘3 
4 0.18.10-‘3 15 23 0.64e10-‘3 
Example 3.6. The Jacobi elliptic function cn(x, 0.5) has singularities at K(2m + (2n + 1)i) where 
K = 1.85 and m and n are integers [I]_ As a consequence the bound given by Theorem 2.6 for the 
sinh-rule is not applicable to the function 
f(x) = exp( - i9) cn(x, 0.5). 
As in the previous example the result of Theorem 3.2 (inequality (3.4)) is not expected to hold 
in the case j3 = 2 (there are no N satisfying (3.3)). In the case p = 4, d(15) = 1.277 c 1.85 and the 
right-hand side of (3.4) (exp( - yis)) = 0.135 - 10-13. This result is numerically verified in line 
two of Table 3.4. 
These examples demonstrate that care must again be taken with the application of the 
trapezoidal type rules to nonentire functions. To attempt to accelerate convergence with a 
transformation such as J/(x) = sinh x, the location of the singularities must be considered. For 
the functions E, B a, with 6 large, the optimized trapezoidal rule is worthy of consideration for 
reasons of accuracy as well as simplicity. 
Appendix 
The proof of Theorem 2.5 is established in the following sequence of lemmas. 
Lemma A.1. Consider the function defined by 
Fp(x) = (x2 + 1)P’2 cos(p+), p 2 2, 
where 
+ = arccot x E (0, 7) 
(A-1) 
64.2) 
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satisfies 
&FB(n) = Pq/3-1(4. 
For x > 0, F,(x) has an absolute minimum at 
(A4 
with 
Fp(xp) = -csc~-~(~,& (A.9 
Proof.Sincecos+=~(x~+l)-“2andsin+=(x2+1)- , ‘I2 differentiation of (A.l) leads to the 
equalities 
&G(x) = p(x” + 1)(p-1)‘2 [cos(+) cos(PG) + sin(G) sin(&)1 
= p(x2 + p-1,/2 
cos((P - w = P+,(x). 64.6) 
The critical values of F, are found by setting cos( p - l)+ = 0, + E (0, a). Since x > 0, the 
absolute minimum occurs at the angle $I~ = n/(2( p - 1)). 
When fl is an integer the functions FP are polynomials of exact degree /3 [3]. Indeed, in this 
case FB(x) = (x2 + 1) 8/2Tg( x/ \1,2+1) where T, is the Chebyshev polynomial of the first kind. 
0 
Lemma A.2. Assume f E E,,,, p >, 2. The quantity N( f, S,) satisfies the inequality 
N(f, s,> =z C(d) exp ’ ~~ = 2$-- 1) ’ OW 
where C(d) is specified in (A.lO) and (A.14). 
Proof. Set x0 = d cot( a/P) and write 
N(f > s,> G 4Mjb;’ exp(a]x+di18) dx+4M jm/exp( -a(x + di)B) Idx 
X0 
= 4M( Ix0 -i- I_)) 
where the bounds in (2.14) and (2.15) have been used in (2.1). 
In the special case when j3 = 2 note that x0 = 0 so that IX0 = 0 and 
(A-8) 
I,= im]exp(-a(x+id)2)]dx= i(f)“’ eod2. 
This is equivalent o (A.7) since G2 = in so that one may take 
C(d) = ~M(IT/Lx)~‘~ =O(l), 6 = 2. 
(A-9) 
(A.lO) 
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If /3 > 2, then the function exp( a 1 x + id 1 p, assumes its maximum at x0 so that 
(A.ll) 
since 
sinB-‘($) < sinS(T/P), j? 2 2. (A.12) 
The inequality in (A.12) seems a little bit technical so that its proof is deferred to Lemma AS. 
Setting x = d cot $I in (A.8) for the integral I, when combined with (A.l) yields 
(A.13) 
The second equality in (A.13) follows from Laplace’s method and the results of Lemma A.l. 
Upon substituting (A.ll) and (A.13) into the right-hand side of (A.8) it follows that 
271 si&‘(+~) 1’2 
d’aP(P - 1) 
) (l+o(l)))=O(d), /?>2. 0 (A.14) 
Lemma A.3. If f E E,+ then the quadrature error E,,(f) of the trap-rule (2.2) is bounded by 
IEh(f) I G 
C(d) 
1 - exp( -2Td/h) 
’ C(d) 1 - exp( -21~d/h) - 1) sin($)], (A.15) 
where 
Proof. The definition of E,,, and Lemma A.2 imply that f satisfies Definition 2.1. 
Using (A.7) in (2.3) leads directly to the first inequality of (A.15). The minimum of the 
exponent, adS/sin 8Y’(+,r) - 2Td/h, as a function of d, yields the minimum in (A.16). Upon 
substituting (A-16) in the first inequality in (A.15) gives the second inequality in (A-15). 0 
For functions f satisfying the inequality (2.15), the truncation error (2.7) is estimated as 
follows: 
ITN(f) I <MM F exp(-a(M)‘) 
k=N+1 
2M 
/ 
coxB-l exp( - axB) dx = 
2M 
d 
(Nh)@’ Nh ap( ZVh)B-’ 
exp( -a(Nh)‘). 
(A.17) 
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Upon equating the expressions in the exponents of the terms of (A.15) and (A.17) and solving for 
h yields equation (2.17). Substituting h in the exponent of (A.17) yields the value yN in (2.19). 
Finally, the contributions to the error from (A.15) and (A.17) are summed which shows that 
C(N)=M C(d) 2 + l_e_*qd,h 00) 7 P=L 
c@( Nh)‘-’ 0( N”p), p > 2. 
This completes the proof of Theorem 2.5. The proof of Theorem 2.6 is similar to the preceding 
development with the exception of the computation of the bound for N( f, Hd). 
Lemma A.4 Let d, be selected so that 
z0 = r, exp(id,), d-=d,<a/(2/3). 
If f E B( Hd,) and f satisfies the bounds in (2.14) and (2.15), then 
(A.18) 
N(f) H,) G 4Mr, 
i 
exp( --(Y Re(zg)) 
aP Re( z! > 
(1+ si:if)) +exp(a$)]. (A.19) 
Proof.,Since the bounds on f in (2.14) and (2.15) are conjugate symmetric, the computation of 
N( f, Hd) can be restricted to the first quadrant. Let a = 8, U a, be the boundary of Hd in the 
first quadrant where 3, is the arc of 3 corresponding to 0 < r < r,. The arc 3, corresponds to 
r > r, (Fig. 2). 
Setting z = r exp(i8) E 3 the bounds in (2.14) and (2.15) yield the inequalities 
If(z)1 dMexp(w!), zE%, 
and 
(A.20) 
If(z)! <Mexp(-&cos(pd,)), ZE&,. 
Since the length of 3, is less than r,, (A.20) yields the inequality 
(A.21) 
L exp(ar{) Idz 1 <r. exp(wf). (A.22) 
0 
Fig. 2. 
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Along 3, the inequality (A.21) is used as follows: 
J ( exp - cllrP cos( pd,)) Idz 1 G a, exp( - crrP cos( pd,)) dr 
(A.23) 
Writing N(f, Hd) as a sum of integrals along 8, U a,, using each of (A.20) and (A.21) with the 
bounds on the right-hand sides of (A.22) and (A.23), leads to (A.19). q 
As do approaches n/2P the right-hand side of (A.23) becomes unbounded. On the other 
hand, examination of (2.5) shows that the larger the value of do the more rapid the convergence 
of the factor multiplying N(f, Hd,), in the bound of 1 E;(f) I. Setting do = 1~/2p - h in (2.5) 
gives 
I&?(f) 1 G Cs(do) exd -T’/Ph), 
where C,( do) denotes the quantity 
exp(2n > 
1 - exp( - (2d,)/h) 
(A.24) 
multiplied by the bound of N(f, Hd) in (A.19). 
A computation that mimics the computation in (A.17) shows that 
IT,S(f)l G 2Mky exp( --(Y sinhS(x)) cash(x) dx 
~ 2M exp( - sinhP( Nh)) 
a/3 sinhp-l(Nh) . 
(A.25) 
Equating the dominant exponential terms in the bounds in (A.24) and (A.25) leads to the 
equation (2.21) defining the mesh selection h,. Finally, (2.23) follows upon defining 
csw = c&o) + 2M 
@ sinh8-‘( Nh) . 
This completes the proof of Theorem 2.6. 
Lemma A.5. If /Fi >, 2, then 
(~.26) 
Proof. Using the Maclarin development of the cotangent function, it follows that 
x cot x>,ycot y, o<x<y< :lT. 
Computing the derivative of the function 
(A .27) 
f(P)=(l-$)j”“cottdr-i;cottdt, P>2, (A.28) 
406 
yields the identity 
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f’(P) = 5 cot t dt + $( $ cot($) - $ cot( ;)}. (A.29) 
In the variables x = +B Q n//3 =y, (A.29) combined with (A.27) shows that f is an increasing 
function of 8. Since C#B~ = T/B at /3 = 2, f(2) = 0 so that f( j3) >, 0 for all /3 z 2. 
Rewriting f( j3) z 0 in the form 
(P- I)Jh cot t dt</? / 
n/B 
cot t dt, 
n/2 n/2 
gives 
(P - 1) ln(sin($)) <P NsinWP)). 
This is the logarithm of the inequality (A.26). 0 
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