In this paper, we investigate the frequency of zeros of solutions of linear 
1
k^2, and where Qo,~ ,Qk-u R and P are arbitrary polynomials with and P non-constant. All solutions /^0 of such an equation are entire functions of infinite order of growth, but there are examples of such equations which can possess a solution whose zero-sequence has a finite exponent of convergence. In this paper, we show that unless a special relation exists between the polynomials Qo, ,Qk-i> and P, all solutions of such an equation have an infinite exponent of convergence for their zero-sequences. This result extends earlier results for the equation, w ck >-\-(Q 0 +Re p )w-0.
1. Introduction. Several recent papers (e.g. [7] , [8] , [9] , [10] , [11] , [15] ) have dealt with the investigation of the frequency of zeros of solutions of equations of the form, possesses two linearly independent solutions each having no zeros. This result led to an investigation in [8] of the more general equation (1.1) of arbitrary order k^2, and it was shown in [8] that if the degree of Q is less than kr-k, then the exponent of convergence (denoted λ(f)) of the zero-sequence of any solution /^0 of (1.1) satisfies ;}(/)= oo. More recently, it has been shown in [9] that when the degree of Q exceeds kr-k, then the conclusion λ(f)-oo for all solutions /^0 of (1.1) holds except possibly when a special relation exists between P and Q (see § 4(B) below).
To the author's knowledge, no examples have been found of an equation (1.1) of order k>2 which possesses a solution /^0 for which λ(f)<oo. However, the situation concerning examples of solutions satisfying Λ(/)<oo is far different for the broader class of equations obtained by allowing middle terms with polynomial coefficients in the equations (1.1), namely for the class of equations of the form, possess a fundamental set of zero-free solutions. In fact, we show in § 9 below that zero-free solutions of (1.3) can exist for any choice of the polynomial P, and can occur regardless of the order k.
In this paper, we investigate the frequency of zeros of solutions for the whole class of equations (1.3) of arbitrary order k^2. We can assume that Qk-^O by the usual device of making the change of dependent variable w=φu, where </)=expf -\(Qk-ι/k\ which has the effect of preserving the zero-sequence of a solution, as well as making the coefficient of u ik~Ό equal to zero in the transformed equation. Thus, it suffices to treat the class of equations of the form, (1. 6 ) +Σ where k>2, and where Q o , ••• , Q k -z, R and P arbitrary polynomials with and P non-constant. In spite of the examples (1.4), (1.5) and those constructed in §9 which have zero-free solutions, our main result ( §3 below) shows that unless a special relation exists between the polynomials Q o , ••• , Q k -2, and P in (1.6), all solutions /^0 of (1.6) will satisfy Λ(/)=oo. The precise form of this special relation requires certain notation from [5] which is presented in §2 below for the reader's convenience. It should be noted that for any given equation (1.6), it is easy to check whether or not the special relation holds for the equation. We remark that the results in [8] and [9] for the equation (1.1) are encompassed by our main result here (see §4(B) below). In addition, our main result also sheds light on the situation for (1.1) when the degree of Q equals kr-k, which is not treated in [8] and [9] . (See §4(B) below.) The proof of our main result follows a pattern similar to the pattern of the proof in [9] for equation (1.1), but with additional complications. We examine the behavior of a solution /^0 of (1.6) satisfying Λ(/)<°°, in a sector where e p grows rapidly and in an adjoining sector where e p decays. Our analysis in the first sector is very similar to that in [9] for (1.1), but in the second sector is much more complicated for the following reason: In a sector where e p decays, the equation (1.6) can possess a property which was first investigated in [1] and is called the "global oscillation property" (see [5; p. 276] ). This means that for any ray, arg z~ θ lying in the sector, and for any ε>0, there is a solution /^0 of (1.6) which has infinitely many zeros in the sector |arg z-θ\<ε. Thus the critical degree of the associated equation is p=l, and the algebraic polynomial (2.5) is
The Newton polygon shows that the exponential set of the associated equation Thus, if r is real, our theorem is not applicable which is in accord with the example (1.4).
If r is not real, then the theorem is applicable and we can conclude λ{f)-oo for all solutions /^0 of (4.1). This can be seen as follows: Let θ 0 be any value for which 1F{P', 0 O )-0. It is easy to check that if (3.1) is violated for either M=l or N 2 = -1, then r would have to be real since any two zeros of the cosine must differ by a multiple of π.
(B) We remark here that for the special equation (1.1), where k^2 and where R, P, and Q are polynomials, with R^O and P of degree rϊ^l, our main result encompasses the results in [8] and [9] . To see this, we note first that the equation associated to (1.1) is w ik^ + Qw=0. If QΞΞO, the critical degree is k, so the exponential set is empty. If Q^O, say Q(z)=α n z n (l+o(l)), then it is easy to see that the elements of Γ are the functions cz n/k where c k + α n =0. Thus, if n<kr-k, then either Γ is empty or each element N in Γ satisfies N/P'->0 as z-^oo so the hypotheses (a) and (b) of our main result are satisfied vacuously. Thus we can conclude λ(f)=°o for all solutions if n<kr~k.
If ?t>kr-k, then N/P'->°o as z-^oo for all elements N in Γ. Hence, the hypothesis (b) is satisfied vacuously, and the condition given in [9] to conclude )=oo for all solutions, is precisely the condition that hypothesis (a) be satisfied for all Nin Γ. Of course, when n -kr-k (which is the case that is not treated in [8] and [9] ), we have N/P' tending to a finite non-zero limit for all N in Γ, and hence for those equations (1.1) satisfying hypothesis (b), we can conclude that Λ(/)=oo for all solutions 5. Concepts from the Strodt theory [17] . 
. Let f(z) be admissible in F(a, b). Then:
We will write Λ~/ 2 in F(a, b) to mean that /i~c/ 2 for some nonzero constant c. F(a, b) . The set of critical monomials of G can be produced by using the algorithm in [3 § 26] We return now to the equation (6.1) which we assume has been written in the form (6.2), and has critical degree p. We form the algebraic polynomial
The F(a, b) , then the set of functions of the form f+T, where / belongs to Γ o and T is trivial in F(a, b) , also forms an LDo over F(a, b) We are now ready to state and prove a result on the asymptotic integration of (1.6) in sectors where e p decays. We will prove the result for a more general class of equations.
LEMMA 7.2. Let k be a positive integer, and let A 0 (z), ••• , A k (z) be functions which belong to an LDF 0 over F(a, b). Assume A k (z)^0
and consider the equation 
Then, all of the following conclusions hold (a) Each of the equations, Λ(w)=0, A l (u)=0, ••• , A d (u)=0 has coefficients belonging to an LD 0 over F(a, b). (b) The critical degree of Λ(w)=Q is p, and for j-1, ••• , d, the critical degree of Aj(u)=0 is t 3 . (c) Except in finitely many directions in F(a, b), the following two conclusions (i) and (ii) hold: (i ) The equation Λ(w)-0 possesses a complete logarithmic set of solutions {ψι> '" > ψp}, and for each

Proof. Set Φ(u/)=Σj=oG^u; CJ) . Using (2.2), let the equation Φ(w)=0 have the form Ψ(w)=Q, where Ψ(w)-Σt k
J^o E j θ J w, when written in terms of the operator θ. It then follows easily that F(a, b) . This proves conclusion (a) completely.
Since the critical degree of Ω(w)-0 is p, and since the functions E } are trivial, it now follows from (7.8) and the definition of critical degree that Λ(w)=Q also has critical degree p. Similarly, since the critical degree of Ωj(u)- § is tj, the same is true for Λ/w)=0 by (7.10) . This is a direct contradiction of Lemma 6.2, and thus we have shown that ΔoW VjΔ ώ is a fundamental set for (7.3). This proves conclusion (c). To prove conclusion (d), we let /^0 be a solution of (7.3) which is admissible in F(a lf bι). Thus by conclusion (c), there is an element T of F(a u b x ) on which / can be written as a linear combination of the elements of Δ 0 W ••• KjAd, and clearly not all coefficients in the combination can be zero. As in the proof of conclusion (c), if we let 1 denote the subset of {0, 1, ••• , d\ consisting of all for which some element of Aj appears in the combination with a nonzero coefficient, then we can write the relation as /=Σie/ <*]> where a 3 is a linear combination of the elements of A J} and where some coefficient in σ, is nonzero. Using Property (*) for Y in (7.11), we have as before that there is an element «G/ such that exp\F n asymptotically dominates all other exp\F ;
for JΪΞI in F(a u b λ ) (where V 3 is defined to be the zero function if j-0) . Writing the relation for / as (7.13) f= , we see that if n=0, then (7.13) is of the form (7.6) where G is trivial in   F(a u bι) , while if nΦO, we obtain (7.7) when we factor the term exp\F n from the right-hand side of (7.13). This proves conclusion (d).
Remark. In § 1, it was stated that an equation (1.6) could have the "global oscillation property" in a sector where e p decays. To see this, we note that in a sector a<zvgz<b where e p decays, the function e We again use [5; Lemma 7.1] to construct an appropriate linear combination of g x and g 2 as before, say c l g i J rc 2 g 2 , and thus C1/1+C2/2 will have infinitely many zeros on |argz-θ\<ε.
For the example (1.7), when it is written in terms of θ using (2.2), it has the form (6.2) where B 0 =l+e p , 5 t <l, B 2^l , and 5,«1 for ;>2. Thus in any  F(a, b) where e p is trivial, the critical equation (6.3) of (1.7) is α 2 +l=0, and so (1.7) satisfies condition (i) above and thus possesses the global oscillation property in F(a, b) .
We will also require the following result in the proof of our main result: Proof. We differentiate (7.14) and compute zH'(z). Since G, G,, ψι-K, and a all ->0 over F(α, ύ), we know by Lemma 5.2 that the same is true for zG'', zGj, zσ'', zφ[, and hence also for zφ'Jφi. Since z xλ J is bounded by Lemma 5.5, it now follows from the formula for zH r that, (7.17) where σ 2 -»0 over F (a, b) . Dividing the relation (7.17) by z ιλί and using the fact that z ιλl is bounded from below by a nonzero constant by Lemma 5.5, we easily obtain (7.15) if n = l and (7.16) if n>l.
Remark. Since relation (7.16) is of the same general form as (7.14) but has one fewer term in the summation, it is clear that Lemma 7.3 can be used repeatedly to reduce the summation to one term so that Part (a) of Lemma 7.3 is eventually applicable. Thus, if H is given by (7.14) with n>l, then repeated operations of differentiation and multiplication by a complex power of z will eventually yield a function which tends to a finite nonzero limit in F(a, b) .
8. Proof of the Main Result. We assume we are given an equation (1.6) satisfying the hypothesis of the theorem. We also assume initially that Θ Q( -π, π) and we will handle the case θ o =π at the end of the proof. Since 1F(P', 0 O )=O, we can assume without loss of generality that for some εi>0, we have is trivial in F(θ 0 , θo+ε*) so that (1.6) is of the form (7.3), and hence we can apply Lemma 7.2 to (1.6) taking (α, b) equal to (θ 0 , ^o+ε 3 ). Clearly the hypothesis of Part (d) of Lemma 7.2 is satisfied when we take (a lt bι) to be (θ 0 , Θo+Si) for a sufficiently small ε 4 >0, and so the solution / is either of the form (7.6) or (7.7) on some element of F(θ 0 , # 0 -f ε 4 ).
We assume first that / has the form (7.6). Then it follows from the definition of the ψ 3 
e(-π, π).
In the case where θ o -π, we perform the change of variable ζ=-z in (1.6) which results in an equation which is satisfied by all functions /(-ζ) for which f{z) satisfies (1.6). A routine calculation (using [3; §26]) of the exponential set of the transformed equation shows that this equation satisfies the hypotheses of the theorem for the value Θ o -O. Thus λ(g)=<χ> for all solutions g^O of the transformed equation, and it follows that the same conclusion holds for the original equation (1.6).
Examples.
In this section, we construct examples of equations (1.6) having zero-free solutions.
Example 1. Let P(z) be any nonconstant polynomial, and let K u K 2 , and AΓ 3 be the cube roots of -1. Then, the three functions, (9. 2 /9 ). This example is easily verified by routine calculation, and shows that zerofree solutions of (1.6) can occur for any choice of the polynomial P(z). (The examples (1.4) and (1.5) arise by taking P(z)=3z-{-πi and P(z)=3z 2 +πz respectively in Example 1.) The exponential set for the equation associated to (9.2) consists of two elements Nj where Nj<^±P'/3 over F(-π, π) and hence hypo-
