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A DENSITY INCREMENT APPROACH TO ROTH’S THEOREM IN THE
PRIMES
ERIC NASLUND
Abstract. We prove that if A is any set of prime numbers satisfying∑
a∈A
1
a
=∞,
then A must contain a 3-term arithmetic progression. This is accomplished by combining
the transference principle with a density increment argument, exploiting the structure of the
primes to obtain a large density increase at each step of the iteration. The argument shows
that for any B > 0, and N > N0(B), if A is a subset of primes contained in {1, . . . , N} with
relative density α(N) = (|A| logN)/N at least
α(N) ≫B (log logN)−B
then A contains a 3-term arithmetic progression.
1. Introduction
Erdös [4] conjectured that if a set of integers A ⊂ N satisfies∑
a∈A
1
a
→∞,
then A contains a k-term arithmetic progression for every k. Known as the Erdös-Turán
conjecture, this problem remains unsolved even in the case of 3-term arithmetic progressions.
Our main theorem deals with the specific case of 3-term progressions when A is a set of prime
numbers.
Theorem 1. Let A ⊂ P be a set of prime numbers. If∑
a∈A
1
a
→∞,
then A contains a 3-term arithmetic progression.
The divergence of the series
∑
a∈A
1
a
implies that A cannot be too sparse, and the conjecture
for the k = 3 case can be reformulated to say that if A does not contain any 3-term arithmetic
progressions then it has low density. For arbitrary subsets of N, the first result in this direction
was due to Roth [11] who proved that any set A without 3-term arithmetic progressions
satisfies
(1.1) |A ∩ {1, 2, . . . , N} | ≪ N
log logN
.
The notation f ≪ g for two functions f, g : N→ R means that there exists a constant C > 0
such that |f(n)| ≤ Cg(n) for all n > 0. Subsequent improvements to Roth’s theorem were
made by Heath-Brown, Szemerédi, Bourgain, [8, 14, 2, 3] and Sanders [13] who showed that
(1.1) can be replaced with
|A ∩ {1, 2, . . . , N} | ≪ N (log logN)
5
logN
.
1
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If one could improve this density bound on arithmetic progression free sets to
|A ∩ {1, 2, . . . , N} | ≪ N
(logN) (log logN)2
,
then Erdos’ conjecture would follow for the k = 3 case. Improving the doubly logarithmic
term and going past the so called “logarithmic barrier” is a fundamental problem. Although
analogous advancements have being made by Bateman and Katz [1] in the finite field setting,
such an improvement remains out of reach in the general case.
From this point onward, we turn our attention to the set of primes, which we denote by
P. In {1, 2, . . . , N} the primes have density 1
N
|P ∩ {1, 2, . . . , N} | ∼ 1
logN
, and so Roth’s
theorem does not tell us about three term arithmetic progressions in the primes. The most
basic question of whether or not the primes contain infinitely many three term arithmetic
progressions was answered affirmatively in 1939 by Van Der Corput [15]. In 2003 Green [5]
introduced what is known as the transference principle, which provided the first density type
result in the primes, showing that if A ⊂ P is free of arithmetic progressions, then
|A ∩ {1, 2, . . . , N} | = o
(
N
logN
)
.
This was later improved by Helfgott and De Roton, and the author [9, 10] leading to the
bound
|A ∩ {1, 2, . . . , N} | ≪ N (log log logN)
6
(logN) (log logN)
.
Our main result improves upon this work.
Theorem 2. If A ⊂ P is a subset of primes free of arithmetic progressions, then
|A ∩ {1, 2, . . . , N} | ≪ N
logN
exp
(−2−5 (log log logN)2) .
We note that the absolute constant in the ≪ symbol above may be so large that the
estimate is only non-trivial for N > N0, where N0 is a large integer. For any B > 0,
(log logN)−B ≫B exp
(−2−5 (log log logN)2) ,
where ≪B means that the constant can depend on B, and so by taking B = 2 it follows that
for any set A′ ⊂ {1, . . . , N} ∩ P, if
|A′| ≫ N
(logN) (log logN)2
,
and if N is sufficiently large, then A′ contains a 3-term arithmetic progression. Theorem 1
then follows immediately.
To prove theorem 2, we employ a density increment argument where at each stage of the
iteration the structure of the primes is exploited by using the transference principle. At each
iteration we define a function h to be the convolution of a modified version of the indicator
function of the set of primes A with an appropriately chosen Bohr. By examining h in detail,
we obtain a set of integers J with approximately the same number of 3-term arithmetic
progressions as A itself. The key is that the size of this set J is inversely related to how
uniform our set A is. Using Sanders result on Roth’s theorem in the integers, along with the
assumption that A, and hence J , have very few arithmetic progressions, we may bound the
size of J from above. This implies that A is highly non-uniform, and from this non-uniformity
we can extract a large arithmetic progression on which A has increased density. Iterating the
argument allows us to deduce theorem 2. The technical details of the iteration are captured
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by theorem 4 in section 2, however the meat of the argument lies in the proof of theorem 4
in sections 3 and 4.
Using the same method of proof we may extend theorem 1 to integers with at most k-prime
factors.
Theorem 3. Fix k ∈ N. If A ⊂ N is a set of integers where each element has at most
k-prime factors, and ∑
a∈A
1
a
→∞,
then A contains a 3-term arithmetic progression.
Sketch of proof: Theorem 3 follows from a straighforward modification of the proof of the
main result with some minor changes in the set up. Since Green and Tao’s [6] enveloping
sieve also applies to those integers with exactly k-prime factors, the core results, lemma 6
and proposition 5, are left nearly unchanged. Since a density bound of (log logN)−A for any
constant A comes out of the argument, and
|{n ≤ x : n has at most k prime factors}| ∼ (log log x)
k−1
(k − 1)! log x ,
we can take A = k + 1 to obtain a result for all sets of density greater than
1
(logN) (log logN)2
,
and from this theorem 3 follows. 
1.1. Notation. Given two functions f, g : N → R, we write f(x) = O(g(x)) or f ≪ g if
there exists a constant C > 0 such that |f(n)| ≤ Cg(n) for all n ≥ 1. Similarly if g(n) 6= 0
for any n, then we write f(x) = o(g(x)) to mean that
lim
n→∞
f(n)
g(n)
= 0.
Often we will look at when f ≪ g for sufficiently large n, which means that there exists
N0, C > 0 with |f(n)| ≤ Cg(n) for all n ≥ N0.
The expectation of f over the set S, that is the quantity 1|S|
∑
x∈S f(x), will be denoted by
Ex∈Sf(x). For a set Σ ⊂ Z/NZ, |Σ| is used to denote the cardinality of Σ, and µ(Σ) = |Σ|N
to denote the relative density inside Z/NZ. (That is, µ is the Haar measure of Z/NZ.)
1.2. Fourier Analysis Preliminaries . Let N be an odd prime number and consider the
space of functions f : Z/NZ → C. Given f, g : Z/NZ → C, we define the convolution of f
and g to be
(1.2) (f ∗ g) (x) = Ey∈Z/NZf(y)g(x− y),
and the inner product as 〈f, g〉L2(Z/NZ) = Ex∈Z/NZf(x)g(x). The Fourier transform of f is
defined by
fˆ(t) = Ex∈Z/NZf(x)e
2πixt/N ,
which is a unitary operator satisfying Parseval’s identity
(1.3) Ex∈Z/NZf(x)g(x) =
∑
t∈Z/NZ
f̂(t)gˆ(t).
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The Fourier transform also diagonalizes convolution operator
(1.4) f̂ ∗ g(t) = fˆ(t)gˆ(t).
The Lk and ℓk norms on the space of functions and the Fourier space are given by
‖f‖Lk(Z/NZ) =
(
Ex∈Z/NZ|f(x)|k
) 1
k ,
and
‖fˆ‖ℓk(Z/NZ) =
 ∑
x∈Z/NZ
|fˆ(x)|k
 1k
respectively. The L∞-norm or supremum norm is similarly defined as
‖f‖L∞(Z/NZ) = sup
x∈Z/NZ
|f(x)|, ‖fˆ‖ℓk(Z/NZ) = sup
x∈Z/NZ
|fˆ(x)|.
When there is no ambiguity, we will omit the notation ℓk(Z/NZ) and Lk(Z/NZ), and
simply write ‖ · ‖k. In Parseval’s identity (1.3), the case where f = g yields the equality
‖f‖L2(G) = ‖fˆ‖ℓ2(G). The Fourier transform is particularly useful in counting 3-term arith-
metic progressions as it provides another way to handle the 3-term progression operator is
defined by
Λ (f, g, h) = Ex,d∈Z/NZf(x)g(x+ d)h(x+ 2d).
Letting u = x+ d, we see that
Λ (f, g, h) = Ex,u∈Z/NZf(x)g(u)h(2u− x)
= Eu∈Z/NZ(f ∗ h)(2u)g(u),
and so, by (1.3) and (1.4) we have that
Λ (f, g, h) =
∑
t∈Z/NZ
fˆ(t/2)hˆ(t/2)gˆ(t),
=
∑
w∈Z/NZ
fˆ(w)hˆ(w)gˆ(−2w),(1.5)
where the last inequality follows from substituting t = 2w. If 1A is the indicator function of
a set A ⊂ Z/NZ, then Λ (1A, 1A, 1A) counts the total number of 3-term progressions in A,
including the trivial progressions. Thus understanding whether or not A contains a 3-term
arithmetic progression reduces to understanding the quantity
Λ (1A, 1A, 1A) =
∑
t∈Z/NZ
1ˆA(t)
21ˆA(−2t).
2. The Main Density Increment Theorem
Let N > 0 be a prime number, and suppose that A ⊂ {1, 2, . . . , N} is a set of prime
numbers which does not contain any 3-term arithmetic progressions. Let z = logN
log logN
, and
set M =
∏
p≤z p. In sections 3 and 4 we will prove the following density increment theorem:
Theorem 4. (Density increment) Suppose thatM and A are as above, that is A ⊂ {1, 2, . . . , N}
is a set of primes containing no 3-term arithmetic progressions. Let Π ⊂ {1, 2, . . . , N} be an
arithmetic progression with difference KM for K ∈ N, and length
|Π| ≥ exp
(
(logN)1−β
)
,
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where 0 ≤ β ≤ 2−7. Addtionally, suppose that
(2.1) En∈Π1A(n) ≥ α log z
logN
where α ≥ (logN)2−8 , and let γ be a parameter in the range
(2.2) max
(
26β,
27| logα|
log logN
, (log logN)−1/2
)
≤ γ ≤ 1
2
.
Then for N ≥ N0, there exists a subprogression Π′ ⊂ Π ⊂ {1, 2, . . . , N} with length at least
|Π′| ≥ exp
(
(logN)(1−β)(1−2γ)
)
and difference K ′KM where K ′ ≤ Nη for η = exp (−1
2
√
log logN
)
, on which we have a
density increment
En∈Π′1A
logN
log z
≥ καγ log logN
(log log logN)5
for an absolute constant κ > 0.
The condition that the difference of the arithmetic progression is divisible by M =
∏
p≤z p
encodes what is known as the W -trick. This forces the Fourier transform of the primes to
be behave more nicely since the biases from the small primes have been removed. In what
follows we will deduce the main theorem from this technical density increment result. The
bound on the size of the difference is necessary to control the modulus of the arithmetic
progression so that we may apply the Brun-Titchmarsh theorem to bound from above the
number of primes in such an arithmetic progression.
Proof. (of Theorem 2) Suppose that A ⊂ {1, 2, . . . , N} is a set primes that does not contain
any 3-term arithmetic progressions and has relative density
(2.3)
|A| logN
N
= α ≥ exp
(
−2−8
√
log logN
)
.
Splitting {1, . . . , N} into arithmetic progressions whose difference is divisible by M , there
will be exactly φ(M) nontrivial residue classes modulo M , an so by the pigeon hole principle
at least one such progression will have a large number of elements. Let
AP (b) =
{
b+ (n− 1)M : 1 ≤ n ≤ N
M
}
⊂ {1, . . . , N} ,
which has size |AP (b)| = [N/M ]. Then there exists an element b such that
(2.4) |AP (b) ∩ A| ≥ α N
logN
1
φ(M)
.
Let Π0 = AP (b). We may rewrite M/φ(M) in terms of z by using the asymptotics
(2.5) logM =
∑
p≤z
log p = θ(z) ∼ z,
and
M
φ(M)
=
∏
p≤z
(
1− 1
p
)−1
∼ eγ log z.
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Consequently, for sufficiently large N
(2.6) log z ≤ M
φ(M)
≤ 2 log z,
and hence
|Π0 ∩A| ≥ α log z
logN
N
M
≥ α log z
logN
[
N
M
]
.
In other words,
En∈Π01A(n) ≥
α log z
logN
,
and the conditions of Theorem 4 are satisfied. Now we must carefully choose γ and iterate.
For the first iteration, for sufficiently large N
N
M
≥ exp
((
1− 2
log logN
)
logN
)
so we may take β0 =
2
log logN
and let
γ0 =
1
2
(log logN)−
1
2
(
1− 2
log logN
)−1
.
Equation (2.2) is then satisfied (in part since we assumed in (2.3) that α is not too small)
and we obtain a subprogression with length at least
exp
(
(logN)(1−2γ0)(1−β0)
)
= exp
(
(logN)1−β1
)
where β1 = (log logN)
−1/2 on which we have density at least
α1 = κα
√
log logN
(log log logN)5
.
For i ≥ 1, let βi = 28(i−1) (log logN)−1/2 , and γi = 28i−2 (log logN)−1/2 = 26βi. Then since
(1− βi) (1− 2γi) ≥ 1− 2γi − βi
≥ 1− βi+1
we may iterate the proposition k− 1 times and obtain a subprogression Πk of length at least
|Πk| ≥ exp
(
(logN)1−βk
)
and density
logN
log z
Ex∈Πk1A(x) ≥ α1κk−1
(log logN)k−1
(log log logN)5(k−1)
k−1∏
i=1
γi ≥ ακk (log logN)
k/2
(log log logN)5k
.
Setting k = ⌊ 1
24 log 2
log log logN⌋, for large N we have that
βk = 2
8(k−1) (log logN)−1/2 ≤ 2−7,
and so the conditions of the theorem are satisfied and we may iterate k times. This yields a
progression with density
≥ α exp
(
1
2
k log log logN − k log κ− 5k log log log logN
)
,
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and length ≥ exp
(
(logN)1−2
−7
)
. For c = 2−5, and N sufficiently large, we have a progression
Π of length log |Π| ≥ (logN)127/128 and density
(2.7) En∈Π1A(n) ≥ log z
logN
α exp
(
2−5 (log log logN)2
)
.
The Brun-Titchmarsh theorem will allow us to bound the number of primes in the progression
Π from above, and from this we will obtain an upper bound on α. The Brun-Titchmarsh
theorem states that that any progression Π with difference KM ,
(2.8)
∑
n∈Π
1A(n) ≤ KM
φ(KM)
2|Π|
log
(
N
KM
) .
Here, K =
∏k
i=1Ki is a product of the Ki appearing from each step of the iteration. Since
each Ki ≤ Nη for η = exp
(−1
2
√
log logN
)
, it follows that
logMK ≤ logM + k exp
(
−1
2
√
log logN
)
.
As logM ∼ z = logN
log logN
, and as k ≪ log log logN , we have that
logMK ≤ 1
2
logN
for sufficiently large N , and so (2.8) becomes∑
n∈Π
1A(n) ≤ KM
φ(KM)
4|Π|
logN
.
Writing
KM
φ(KM)
=
∏
p≤z
(
1− 1
p
)−1 ∏
p > z
p|K
(
1− 1
p
)−1
,
the first product is ≤ 2 log z by (2.6) and the factor over primes dividing K may be bounded
above by ∏
p > z
p|K
(
1− 1
p
)−1
≤
(
1− 1
z
)− logz K
=
(
1− 1
z
)− logK
log z
.
Since log z = log logN − log log logN ≥ 1
2
log logN , the exponent is at most
− logK
log z
≥ − 2 logN
log logN
= −2z,
and upon combining this with the elementary inequality
(
1− 1
z
)−2z ≤ 16 which holds for all
z ≥ 2, it follows that
(2.9) 1 ≤
∏
p > z
p|K
(
1− 1
p
)−1
≤ 16.
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Thus we have the upper bound
En∈Π1A(n) ≤ 2
6 log z
logN
,
which by equation (2.7) implies that
α ≤ 26 exp (−2−5 (log log logN)2) ,
as desired. 
3. The Transference Principle
Let Π ⊂ {1, 2, . . . , N} be an arithmetic progression of length
|Π| ≥ exp
(
(logN)1−β
)
,
whose difference is divisible by M =
∏
p≤z where z =
logN
log logN
. Then there exists K and b
with 1 ≤ b < KM such that each element in Π is of the form nKM + b for some n ≥ 0. If l
is the smallest element in Π, set
A0 =
{
n =
m− l
KM
+ 1 : m ∈ Π and x ∈ A
}
,
and let a(n) = logN
log z
1A0(n) denote the weighted indicator function of this set. To avoid
any possible wrap arounds choose P to be the smallest prime greater than 3|Π|. Then
3|Π| ≤ P ≤ 6|Π| by Bertrands postulate. We note that
(3.1) (logN)1−β ≤ logP ≤ logN
for sufficiently large N . Assuming equation 2.1, it follows that
En∈Z/PZa(n) ≥ α
6
.
As in [9], and [10] let
Γ = Specδ (a) ∪ {1} = {x ∈ Z/PZ : |â(x)| ≥ δ} ∪ {1},
and
B = B (R, ǫ) =
{
n ∈ Z/PZ : ∀x ∈ R, ‖nx
P
‖ ≤ ǫ
}
where ‖x‖ denotes the distance from x to the nearest integer. Set d = |Γ|, and let σ = 1
µ(B)
1B
be the normalized indicator function of this d dimensional Bohr set. We define h = a ∗ σ
to be our prime indicator function smoothed out by a Bohr set. The set B has been chosen
depending on the Fourier coefficients of a to get a better handle on the difference between
the sums
∑
t aˆ(t)
2aˆ(−2t) and∑t hˆ(t)2hˆ(−2t), which will be looked at in subsection 3.1. The
L1 norms of σ and h satisfy
‖σ‖1 = 1
µ(B)
Ex∈ZP 1B = 1,
and
(3.2) ‖h‖1 = ‖σ‖1‖a‖1 ≥ α
6
.
Since 1 ∈ R, and ǫ < 1
4
, we have that σ is supported on
[−P
4
, P
4
]
inside Z/PZ, ensuring that
progressions involving h will not wrap around inside Z/PZ.
The goal of this section is to show that the lack of arithmetic progressions in A0 implies
that h is irregular, and has a large L∞-norm. This large L∞-norm will be used in section 4
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to obtain a density increase on a subprogression and prove theorem 4. The proof that h has
occasional irregularity is decomposed into two major parts. Letting
∆ = |Λ (a, a, a)− Λ (h, h, h)|
where Λ(f, g, h) denotes the 3-term arithmetic progression operator defined in subsection 1.2,
our first goal is to show that∆ is very small. This means that h captures all of the information
regarding 3-term arithmetic progressions in A0. We then construct a set of integers J such
that h(n) is large for every n ∈ J . The size of this set J will be bounded below by a multiple
of ‖h‖−1∞ , and so if ‖h‖∞ is small, then J will be large. The key is that the number of
arithmetic progressions in this set, Λ(1J , 1J , 1J), will be bounded above by a multiple of ∆
and Λ(a, a, a), which are both tiny quantities, and so Λ(1J , 1J , 1J) will be close to 0, implying
that J contains very few 3-term arithmetic progressions. The transference principle is used
to describe the process of moving from A0 to the set J , as we may now apply Sanders result
on Roth’s theorem [13] to show that the lack of progressions in J implies that J cannot be
too large. Combining this with our lower bound for J in terms of ‖h‖−1∞ , we obtain an upper
bound for ‖h‖−1∞ and hence a lower bound on ‖h‖∞, implying that h is irregular with very
sharp peaks.
3.1. The lack of progressions in A0 is captured by h.
Proposition 5. For the above definition of ∆, ǫ, δ we have
∆≪ (δ1/2 + ǫ) (logN)5β/4 .
This is a modification of equation (2.6) on page 7 of [9] with an additional factor of (logN)5β/4
to compensate for the fact that our set lives inside a relatively small arithmetic progression.
Helfgott and De Roton’s proof can be reworked to handle our situation. First we modify
lemma 2.2 in [9], providing a bound on the ℓp norm of the Fourier transform of a(n).
Lemma 6. (ℓp norm bound) For a constant depending only on p, we have
(3.3)
∑
t∈Z/PZ
|aˆ(t)|p ≪p (logN)βp/2 .
Proof. Let F (n) = b+ nKM and R = P 1/10 in proposition 4.2 of [6]. It follows that for any
complex sequence bn and any p > 2,
(3.4)
∑
t∈Z/PZ
∣∣∣∣E1≤n≤P bnβ(n)e(−tnN
)∣∣∣∣p ≪p (E1≤n≤P |bn|2 β(n))p/2 ,
where β(n) is an enveloping sieve function as defined by proposition 3.1 [6]. This function
satisfies the condition
β(n)≫
∏
p
(
γ(p)
1− 1/p
)−1
logR · 1XR!(n)
where
γ(p) =
1
p
|{1 ≤ n ≤ p : (p, b+KM) = 1}| =
{(
1− 1
p
)
p ∤ KM
1 p|KM
,
and
XR! = {n ∈ Z : for every d ≤ R, (b+ nKM, d) = 1} .
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Thus for any n ∈ A0, n ∈ XR! β(n) is bounded below by
(3.5) β(n)≫ log(R)
∏
p|MK
(
1− 1
p
)
≫ logP
log z
∏
p > z
p|K
(
1− 1
p
)
.
The product over p|K of primes p > z is
1
16
≤
∏
p > z
p|K
(
1− 1
p
)
≤ 1
by (2.9). Hence β(n)≫ logP
log z
, which we will write as 1
β(n)
≪ log z
logP
. Letting
bn =
{
1
β(n)
a(n) if n ∈ A0
0 otherwise
,
equation (3.4) yields the bound∑
t∈Z/PZ
|aˆ(t)|p ≪p
(
E1≤n≤Pa(n)
a(n)
β(n)
)p/2
,
and since 1
β(n)
≪ log z
logP
, we have
∑
t∈Z/PZ
|aˆ(t)|p ≪
(
logN
logP
)p/2
.
By (3.1), the lemma is proven. 
With the above lemma in hand, we are ready to prove proposition 5.
Proof. Writing ∆ in terms of the Fourier transform, by (1.5) we have that
∆ =
∣∣∣∣∣∑
t
aˆ(−2t)aˆ(t)2 −
∑
t
aˆ(−2t)aˆ(t)2σˆ(−2t)σˆ(t)2
∣∣∣∣∣
≤
∑
t
|aˆ(−2t)| |aˆ(t)|2 ∣∣1− σˆ(−2t)σˆ(t)2∣∣ .(3.6)
The set B was chosen so that σˆ(t) will be very close to 1 when |aˆ(t)| is large. For t such that
|aˆ(t)| ≥ δ, every x ∈ B satisfies ‖xt/N‖ ≤ ǫ, and hence
|σˆ(t)| = |Ex∈Be2πitx/P |
= |1− Ex∈B
(
1− e2πitx/P ) |
= |1− Ex∈BO(ǫ)|
= 1 +O(ǫ).
Similarly, |σˆ(−2t)| = 1 +O(ǫ), so for every t ∈ Specδ (a) we have∣∣1− σˆ(−2t)σˆ(t)2∣∣≪ ǫ.
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Noting that |1− σˆ(−2t)σˆ(t)2| ≤ 2 for every t, we see that
∆ ≪
∑
t:|aˆ(t)|≤δ
|aˆ(−2t)| |aˆ(t)|2 + ǫ
∑
t:|aˆ(t)|>δ
|aˆ(−2t)| |aˆ(t)|2
≪ δ1/2
∑
t
|aˆ(−2t)| |aˆ(t)|3/2 + ǫ
∑
t
|aˆ(−2t)| |aˆ(t)|2 .
By Holder’s inequality with p = 5/2 and q = 5/3
∑
t
|aˆ(−2t)| |aˆ(t)|3/2 ≪
(∑
t
|aˆ(−2t)|5/2
)2/5(∑
t
|aˆ(t)|5/2
)3/5
,
and lemma 6 implies that the right hand hand side is ≪ (logN)5β/4. As |aˆ(t)|2 ≤ |aˆ(t)|3/2,
we obtain the desired bound
∆≪ (δ1/2 + ǫ) (logN)5β/4 .

3.2. Large L∞-norm . We begin by working out d, δ, ǫ and the size of B in terms of β and
a newly chosen parameter γ. Choose ǫ = δ1/2. Then proposition 5 becomes
(3.7) ∆≪ δ1/2 (logN)5β/4
The size of the Bohr set B will play a major role in our analysis, and we can use lemma 3.3
to bound the dimension. Letting p = 5/2, there exists a constant C1 > 0 such that
|Γ|δ5/2 ≤
∑
t
|aˆ(t)|5/2 ≤ C1 (logN)5β/4 ,
and so
(3.8) d ≤ C1 (logN)5β/4 δ−3.
where the weakening of δ−5/2 to δ−3 is done to simplify the resulting constants. A well known
pigeon hole argument tells us that |B (R, ǫ) | ≥ Pǫd = Pδd/2, and by taking logarithms this
may be restated as
log |B| ≥ logP − d
2
| log δ|.
Let 0 < γ ≤ 1
2
be a parameter. From this point onward we will assume that
(3.9)
d
2
| log δ| ≤ (logP )γ ,
which implies the bound
(3.10) µ(B) =
|B|
|P | ≥ exp (− (logP )
γ) .
For our application we will choose γ to very small, and hence B will be very large. Since
| log δ| ≤ δ−1, equation (3.9) will hold whenever
(3.11) dδ−1 ≤ (logP )γ .
By (3.8), this bound will hold for any δ satisfying
C1 (logN)
2β δ−4 ≤ (logP )γ ,
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where we have written 2β instead of 5β/4 for the sake of simplicity. Thus, it follows that by
choosing
(3.12) δ−1 =
(
C−11 (logN)
(1−β)γ+2β
)1/4
the inequalities (3.9) and (3.10) will hold. Now that we have chosen the δ and ǫ precisely
in terms of β and γ, we will look at the structure of h. The function h acts as a means to
transfer the arithmetic information of our set of primes A to a larger set integers J on which
we can apply the best known bounds on Roth’s theorem. In the following proposition this in
done in detail with the assumption that A contains no arithmetic progressions. Using this
information, it follows that the original function h must be irregular.
Proposition 7. Suppose that γ ≥ 26β, and that α ≥ (logN)−γ/27 . Then we have that
αγ
log logN
(log log logN)5
≪ ‖h‖L∞(Z/PZ).
Proof. Set
J =
{
n ∈ Z/PZ : h(n) ≥ α
12
}
.
The expectation of h is at least α/6, and hence
α
6
≤ En∈Z/PZh(n) ≤ α
12
+ En∈Z/PZ1J(n)h(n).
Pulling out the L∞ norm of h it follows that
(3.13)
α
12
≤ µ(J)‖h‖L∞(Z/PZ),
which yields a lower bound on ‖h‖L∞(Z/PZ) inversely proportional to µ(J). Using the fact
that A contains no 3-term arithmetic progressions, we will find an upper bound for µ(J),
and hence a lower bound for µ(J)−1. Since h(n) ≥ 0 for all n,
Λ(h, h, h) ≥ Λ(h1J , h1J , h1J).
For n ∈ J , by the definition of the set we have h(n) ≥ α
12
, which implies that
Λ(h, h, h) ≥ α
3
123
Λ(1J , 1J , 1J).
Applying the best existing bound on Roth’s theorem due to Sanders [12], it follows that
(3.14) Λ(1J , 1J , 1J)≫ exp
(
−c−11 µ(J)−1
(
log
1
µ(J)
)5)
,
where c1 is a positive constant. Combining this with (3.7) which bounded the difference
between Λ(a, a, a) and Λ(h, h, h), we have that
(3.15) α−3Λ(a, a, a) + α−3δ1/2 (logN)5β/4 ≫ exp
(
−c−11 µ(J)−1
(
log
1
µ(J)
)5)
.
For this inequality to hold, µ(J) cannot be too large. Let X denote the reciprocal of main
term on the left hand side, that is let
X = α3δ−1/2 (logN)−5β/4 .
By (3.12) we may rewrite X as
X = C
1/8
1 (logN)
γ/8−βγ/8−β α3,
A DENSITY INCREMENT APPROACH TO ROTH’S THEOREM IN THE PRIMES 13
and so the assumption α ≥ (logN)−γ/27 yields the upper and lower bounds
(logN)γ/16+η ≪ X ≪ (logN)γ/8
where η = γ/16− βγ/8− β − 3γ
128
. Choosing γ ≥ 26β it follows that β ≤ 2−7 and so
η ≥ γ (2−4 − 2−3 · 2−6 − 2−6 − 3 · 2−7) ≥ γ2−9 ≥ 0.
Thus
(3.16) (logN)γ/16 ≪ X ≪ (logN)γ/8 .
Since A contains no 3-term arithmetic progressions, α−3Λ(a, a, a) ≤ α−3 1
P
(
logN
log z
)2
, and based
on the above bounds for X we have that α−3Λ(a, a, a)≪ 1
X
. If
µ(J) ≥ 2(log logX
c1)5
logXc1
,
the right hand side of (3.15) will be at least 1√
X
, which is impossible for sufficiently large N
since the left hand side is ≪ 1
X
. Thus we have
µ(J)≪ (log logX)
5
logX
.
Applying the bounds from (3.16) we obtain the upper bound
(3.17) µ(J)≪ 1
γ
(log log logN)5
log logN
.
Combining this upper bound for µ(J) with (3.13) yields
αγ
log logN
(log log logN)5
≪ ‖h‖L∞(Z/PZ),
as desired. 
4. Incrementing the density
The lower bound on the L∞ norm of h(n) = a ∗ σ(n) provided by proposition 7 implies
that there exists y such that Ex∈Ba(y − x) is large, and hence there exists a translate of B
on which a has increased density. Letting B0 denote this translate, which is a Bohr set with
the same size and dimension as B, it follows that
Ex∈B0a(x)≫ αγ
log logN
(log log logN)5
.
In this section we will linearise this Bohr set and obtain a large arithmetic progression where
A0 has increased density, completing the proof of theorem 4. This must be done in such a
way that the difference of the resulting arithmetic progression is not too large in order to
apply the Brun-Titchmarsh theorem at the end of the iteration argument.
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4.1. Linearisation. First we quote a useful pigeonhole lemma from [7].
Lemma 8. (Lemma 6.1 of [7]: Pigeonhole Principle) Let B be a non-empty set, f : B → R≥0
a 1-bounded nonnegative function, and B = A1 ∪ · · · ∪ Am a partion of B into m disjoint
sets. Then for any ǫ > 0 there exists i ∈ {1, . . . , m} such that Ex∈B1Ai(x) ≥ ǫm and
Ex∈Aif(x) ≥ Ex∈Bf(x)− ǫ.
Proof. This proof appears in [7], and is added here for completeness. Notice that for any set
Ω ⊂ B,
Ex∈Bf(x) ≤ Ex∈B1Ω(x) + Ex∈Bf(x)1B\Ω(x).
Letting Ω equal the union of all of the sets Ai such that Ex∈B1Ai(x) <
ǫ
m
we see that
Ex∈B1Ω(x) < ǫ, and so
Ex∈Bf(x)− ǫ ≤ Ex∈B\Ωf(x).
By partitioning B\Ω, the pigeonhole principle implies that Ex∈Bf(x) − ǫ ≤ Ex∈Aif(x) for
some Ai ⊂ B\Ω, that is for some set Ai ⊂ B with Ex∈B1Ai(x) ≥ ǫm . 
We will combine lemma 8 with a modification of proposition 6.3 of [7] that allows to not only
linearise a Bohr set, but to also control the difference in the resulting arithmetic progression.
First we quote the Kronecker approximation theorem.
Proposition 9. (Kronecker approximation theorem) Let α1, . . . , αd ∈ R. Then for any
integer N ≥ 1, there exists an integer n with 1 ≤ n ≤ N such that for 1 ≤ j ≤ d
‖nαj‖R/Z < N−1/d.
This proposition follows from a simple pigeonhole argument, and will be used in the proof of
the following linearisation result:
Lemma 10. Let B ⊂ Z/PZ, B = x + B(R, ǫ) be a Bohr set of dimension d = |R|, and let
0 < η < 1 be a parameter. Then one can partition B as the union of ≤ 2ǫ−1P 1−η/d arithmetic
progressions of difference at most P η.
Proof. Assume that x = 0, which does not affect the argument since we are working inside
a cyclic group. Let ξ1, . . . , ξd denote the elements of R. Then setting αj = ξj/P it follows
from proposition 9 that for any 0 < η < 1 there exists r in the interval1 ≤ r ≤ P η satisfying
‖rξj
P
‖ < P−η/d
for each j. We may partition Z/PZ into at most 2ǫ−1P 1−η/d arithmetic progressions of
common difference r and length l ≤ ǫP η/d. Given such a progression {b+ kr}lk=0, for each i
we will look at
B ({ξi}, ǫ) ∩ {b+ kr}lk=0 = {0 ≤ k ≤ l : bξi + rkξi ∈ [−Pǫ, P ǫ]} ,
where the elements bξi+rkξi are taken to be their representatives in
{−P−1
2
, . . . , P−1
2
}
modulo
P . As −P 1−η/d ≤ rξj ≤ P 1−η/d for every j, it follows that
{bξi + rkξi}lk=0 ⊂ [bξi − Pǫ, bξi + Pǫ] ,
and so the intersection B ({ξi}, ǫ) ∩ {b+ kr}lk=0 will either be empty, or equal to a single
arithmetic progressions of difference r. Writing
B(R, ǫ) =
d⋂
i=1
B ({ξi}, ǫ) ,
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we see that {b+ kr}lk=0 ∩ B(R, ǫ) will either be empty or a step r arithmetic progression,
which proves the proposition. 
Now we combine lemma 8 and 10 into the following proposition.
Proposition 11. Given a Bohr set B(R, ǫ) ⊂ Z/PZ of dimension |R| = d, a parameter
η > 0, and a nonnegative function f such that
Ex∈Bf(x) ≥ α,
there exists an arithmetic progression Ω ⊂ B of length at least 1
2
αǫP η/d |B||P | and difference at
most P η such that
Ex∈Ωf(x) ≥ α
2
.
Proof. Apply lemma 8 with ǫ = α
2
, and the partition of B obtained by lemma 10. 
4.2. Deducing the density increment theorem. From proposition 11 we obtain an arith-
metic progression Ω ⊂ B0 of length at least
|Ω| ≥ 1
2
αǫP η/d
|B0|
|P |
and difference at most P η where 0 < η < 1. Using our lower bound for |B0|/P (3.10) along
with and upper bound for d (3.11), we have
|Ω| ≥ αǫ
2
exp
(
η (logP )1−γ − (logP )γ) .
By (3.1) we may rewrite the above inequality in terms of N as
(4.1) |Ω| ≥ αǫ
2
exp
(
η (logN)(1−β)(1−γ) − (logN)γ
)
.
At the start of section 3.2 we chose ǫ = δ1/2, and in (3.12) delta was chosen explicitely to be
δ1/2 = C
1/8
1 (logN)
−(1−β)γ/8−β/4 .
Imputing this into (4.1) along with our assumption that α ≥ (logN)−γ/27 , we have
|Ω| ≥ exp
(
η (logN)(1−β)(1−γ) − (logN)γ − C(β, γ) log logN + 1
8
log 2−3C1
)
where C(β, γ) = γ2−7 + (1 − β)γ/8 + β/4. The constant, log logN and (logN)γ terms will
be dominated by (logN)(1−γ)(1−β) as N → ∞ uniformely for all γ ≤ 1
2
and β ≤ 2−8. Thus
for sufficiently large N the quantity in the exponent at least
η
2
(logN)(1−γ)(1−β) .
If γ ≥ (log logN)−1/2, then for any η bounded below by
η ≥ exp
(
−1
2
√
log logN
)
≥ 1
2
(logN)−γ(1−β)
we have
|Ω| ≥ exp
(
(logN)(1−β)(1−2γ)
)
.
Since the difference in our progression was at most P η ≤ Nη, this provides the desired bound
on K ′ in Theorem 4. Thus the proof of the main density increment theorem, and hence the
proof of Theorem 2, is complete.
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