Feature selection, which identifies representative features in observed data, can increase the utility of health data for predictive diagnosis. Unlike feature extraction, such as PCA and autoencoder based methods, feature selection preserves interpretability, meaning that it provides useful information about which feature subset is relevant to certain health conditions. Domain experts, such as clinicians, can learn from these relationships and use this knowledge to improve their diagnostic abilities. Mutual information (MI) based feature selection (MIBFS) is a classifier-independent approach that attempts to maximize the dependency (i.e., the MI) between the selected features and the target variable (label). However, implementing optimal MIBFS via exhaustive search with high-dimensional data can be prohibitively complex. As a result, many MIBFS approximation schemes have been developed in the literature. In this paper, we take another step forward by proposing a novel MIBFS method called Selection via Unique Relevant Information (SURI). We first quantify the unique relevant information (URI) present in each individual feature and use it to boost features with high URI. Via experiments on 6 healthcare data sets and 3 classifiers, we observe that SURI outperforms existing MIBFS methods, with respect to standard classification metrics. Furthermore, using a low-dimensional data set, we investigate optimal feature selection via exhaustive search and confirm the important role of URI, further verifying the principles behind SURI.
I. INTRODUCTION
Advanced artificial intelligence and machine learning techniques provide opportunities to implement deep analysis in health data and better inform clinical decision making [1] . Feature selection, which searches for the most representative features of the observed data, is critical for the performance of machine learning algorithms, as different features can entangle and hide different explanatory factors of variation behind the data [2] - [6] . More importantly, unlike feature extraction (i.e., PCA) which projects the raw data into a lower-dimensional space via transformation, feature selection process preserves the interpretability of raw data. Hence, the selected feature subset provides useful information about what features are possibly indicative of certain health conditions [7] .
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Understanding these relationships is important for clinicians to perform better clinical diagnosis.
A well-known feature selection method is mutual information based feature selection (MIBFS). Mutual information (MI) can be used to quantify the dependency between random variables [8] , in that MI can be used to write upper and lower bounds on the Bayes error rate [9] , [10] .
Nevertheless, challenges exist in applying MIBFS algorithms to high-dimensional data sets such as vital sign health data. First, computing joint MI requires calculating expensive integrations, which makes it computationally prohibitive for large dimensions [10] . As a result, a rich body of work in the literature deals with approximating the high-dimensional joint MI with low-dimensional MI terms [10] - [20] . Secondly, searching for the optimal feature subset achieving the highest MI is a combinatorial problem, which makes exhaustive search intractable with high-dimensional data sets. As a result, many sequential search based approximation schemes have been proposed to reduce the complexity during the feature selection process [21] , [22] . Therefore, although the idea of MIBFS seems promising, existing MIBFS techniques are still far from optimal, especially in face of high-dimensional data.
In this paper, we take another step forward along the MIBFS line of research by proposing a novel MIBFS method called Selection via Unique Relevant Information (SURI). The key differences between our proposed SURI and existing MIBFS methods [10] - [20] are as follows:
i. SURI is the first to use the unique relevant information (URI) carried by each individual feature in feature selection. It searches for the optimal feature subset by boosting the features with high URI.
ii. Different from existing MIBFS methods which approximate the high-dimensional joint MI with low-dimensional MI terms, SURI directly estimates the high-dimensional joint MI via nearest-neighbour based MI estimators [23] . The main contributions of this paper are as follows:
i. We propose a mathematical expression to quantify the ii. We compare SURI with state-of-the-art MIBFS methods using 3 classifiers and 6 health data sets, and demonstrate its advantages in terms of classification performance.
iii. Using a low dimensional data set, we investigate the optimal feature subset selected by exhaustive search, from which we confirm the important role of URI in feature selection and further verify the principle behind SURI. We highlight that, in addition to high classification performance, SURI preserves interpretability in the feature selection process. This means that the selected features provide a hint about the basis on which the decisions were made, and increases the likelihood of predictive diagnosis methods being adopted by clinicians [7] .
The rest of the paper is organized as follows. Section II describes the data sets used in our experiments. Section III presents SURI and the motivation behind it. Sections IV and V compare the performance of existing MIBFS methods and SURI. Section VI studies a low-dimensional data set to explore the dynamics of MI and role of URI in feature selection. Section VII discusses our findings and concludes the paper.
II. DATA SET DESCRIPTION
In this paper, six publicly available data sets obtained from the UCI Machine Learning Repository are used in our study. The Alizadeh data set [24] , Breast Cancer data set [25] , SPECTF data set [26] , Arrhythmia data set [27] , EEG data set [28] are used to examine the effectiveness of existing MIBFS methods and the proposed SURI. The Heart Disease data set [29] is used to study the dynamics of MI and explore the role of URI via exhaustive search. The EEG data set is preprocessed by calculating mean, maximum, minimum, standard deviation, maximum adjacent change and minimum adjacent change for each channel. The Heart Disease data set is aggregated into 2 different classes. Class 0 has 164 patients without heart disease, Class 1 combines 139 patients who have 4 different level of heart disease into one class. The information of each data set is presented in Table I . 
III. METHODOLOGY

A. Notation and Definitions
Let Ω denote the set of all features and let S ⊆ Ω be the set of selected features. Let X ∈ Ω be a feature and Y be the label. The mutual information (MI) denoted by I(X; Y ) measures the dependency between two random variables [8] .
B. Information Contents: URI, ORI, II
The information content of a feature can be divided into two parts: relevant information and irrelevant information (II). Relevant information can be further divided into unique relevant information (URI) and overlapped relevant information (ORI).
Irrelevant information (II) can be understood as the noise in the signal which confuses the classifier and leads to lower accuracy [30] , [31] . Hence, irrelevant information is undesired and should be minimized during feature selection.
Relevant information can be understood as the non-zero MI with respect to the label. URI is the unique relevant information content of a feature with the label which is not shared by any other features in Ω. Therefore, the URI of a feature can be computed as the information loss when excluding it from Ω. Mathematically, we define URI as follows:
The definition of URI is equivalent to strong relevance defined in [10] , [32] . URI helps classifiers to differentiate labels and contributes to a higher classification accuracy. In contrast to URI, ORI is the relevant information content of a feature with the label which is shared (or overlapped) with other features in Ω. This is equivalent to weak relevance defined in [10] , [32] . We illustrate the idea of URI and ORI in Figure 1 . Consider two features, i.e., Feature A and Feature B, shown in Figure  1 . Assume that Feature B does not contain significant URI
Thus, there exists a feature subset P that overlaps with Feature B's total amount of relevant information. This means that the contribution of Feature B is a strict subset of P's contribution. Therefore, when P is selected, the ORI of Feature B will become redundant. Hence, selecting Feature B will not improve the classification performance (based on maximum relevance minimum redundancy criteria) [19] , but include its undesired redundancy In Table I , for each data set, we have counted the number of features that carry non-negligible URI with respect to the label (> 10 −8 ). The population percentage of such features is listed in the last column of Table I . It can be seen that, for most of the data sets that we investigated, the population percentage of features that carry non-negligible URI is quite small. Therefore, it is likely that a feature containing no URI but high ORI will be selected first. To avoid this, features with high URI must be boosted during the feature selection process. Such observations act as the fundamental motivation of the proposed SURI algorithm introduced below.
C. Proposed Algorithm: SURI
To balance increasing relevancy and boosting URI in feature selection, we propose a novel MIBFS method, called Selection via Unique Relevant Information (SURI). Same as other MIBFS methods, SURI assigns a score to each feature and include features into S according to their scores. In each iteration, the unselected feature with highest score will be selected. The scoring function of SURI is given by
SURI rewards features with URI by adding a term I(Ω; Y )− I(Ω\X; Y ) in the scoring function. This URI term allows SURI to have an overview of all features and helps to calibrate feature selection. The URI of each feature needs to be calculated only once and it can be used in subsequent computations. Hence, the time complexity of SURI is O(n 2 ) (n refers to number of features), which is no more complex than many MIBSF algorithms (e.g. JMI [15] , GSA [10] ). Different from existing MIBFS methods, which approximate the high-dimensional joint MI via low-dimensional MI. SURI 
IV. EXISTING MIBFS METHODS
In this section, we review and compare the existing MIBFS methods base on their classification accuracy. The first 5 publicly available data sets in table I and three classifiers (Support Vector Machine (SVM) [33] , K-Nearest Neighbours (KNN) [34] , Random Forest (RF) [35] ) are used to examine the performance of existing MIBFS methods.
A. Review of Existing MIBFS Methods
In this paper, we evaluate six representative MIBFS methods. They are Mutual Information Maximization (MIM) [14] , Joint Mutual Information (JMI) [11] , [15] , Conditional Mutual Information via spectral relaxation (SP EC CMI ) [17] , Joint Mutual Information Maximization (JMIM) [16] , High Order Mutual Information Feature Selection (HOMIBFS) [18] and Greedy Search Algorithm (GSA) [10] . The greedy search algorithm (GSA) is a state-of-the-art method that works by selecting, at each step, the candidate feature with the largest joint MI with the label. The scoring function is given by
B. Performance and Results
To evaluate the effectiveness of existing MIBFS algorithms, we conduct experiments on the six methods described above with the data sets described in Section II. During the evaluation, 80% of the data is randomly selected as training data and 20% of the data is used as test data. The average classification accuracy is obtained from 100 trials. For fair comparison, the six MIBFS methods use the same training data for feature selection. The features selected by different MIBFS methods are used to train and test different classifiers where the classification performances are compared. Figure 2 presents the classification accuracy on EEG data set using Random Forest (RF) classifier when the first 55 of 384 features are selected via the six MIBFS methods. It can be observed that, with the EEG data set, GSA has the best accuracy regardless the amount of selected features, MIM has the lowest accuracy, and the remaining MIBFS methods lie in between. GSA works well because it is greedy in nature and always selects the subset which maximizes the current joint MI with the label. The redundancy and irrelevance are reduced during the calculation of the joint MI between the selected feature subset and the label [36] .
Similar experiments are also conducted on another four data sets stated in Section II. The results on classification accuracies (via RF) are shown in Table II and corresponding AUC-ROC and F1-Score are displayed in Table III . We observe that GSA achieves the highest peak classification accuracy, AUC-ROC and F1 scores among all the MIBFS algorithms for most of the data sets studied. Similar results can be observed for KNN and SVM as well. Those results are not shown due to limited space. Therefore, we shortlist GSA as the benchmark algorithm for the rest of the paper.
V. PERFORMANCE EVALUATION OF SURI
To compare the performance of the proposed algorithm SURI with the benchmark algorithm GSA, we conduct the same experiment described in Section IV for SURI and GSA with various data sets. Figure 3 depicts the average classification accuracy of SURI on EEG data set with the RF classifier and various values of β. The average classification accuracy is presented with 55 out of 384 features being selected. We observe that the features selected by SURI for certain values of β achieve a higher classification accuracy than GSA (i.e., β = 0).
Similar experiments via RF are conducted on other data sets. The results are shown in Table IV and corresponding AUC-ROC and F1-Score are displayed in Table V . We observe that the features selected by SURI for certain values of β achieve a higher peak classification accuracy, AUC-ROC and F1-Score than GSA on most data sets studied. Similar results can be observed for KNN and SVM as well. Those results are not shown due to limited space. 
VI. A DEEPER LOOK AT URI: EXPERIMENTS ON
LOW-DIMENSIONAL DATA SET Comparing SURI to the optimal solution via exhaustive search allows us to further understand its principles. However, conducting exhaustive search on a high-dimensional data set is intractable. Hence, in this section, we compare SURI and other MIBFS methods to exhaustive search on a low-dimensional data set (Heart Disease data set). By examining the result, we further explore the dynamics of MI and role of URI in feature selection.
A. Comparing MIBFS Methods to Optimal
In this experiment, We compare the performance of SURI and existing MIBFS methods to exhaustive search with Heart Disease data set and SVM. For exhaustive search, we go through all possible features combinations (8192 different feature subsets), and then generate their corresponding classification accuracies. The optimal solution is the feature subset with highest classification accuracies. Figure 4 illustrates the average peak accuracies and the corresponding number of features selected by the various feature selection methods. It also shows the performance ranking of the method (based on classification accuracy) in the list of 8192 possibilities. After exhaustive search, the highest peak accuracy is obtained by SURI (β = 0.25). In terms of performance ranking, exhaustive search is number 1 and SURI ranks at number 25 and GSA ranks at number 80.
B. Study of MI, URI and Frequency
The different subsets of selected features (from the Heart Disease data set) obtained from exhaustive search are ranked based on their corresponding accuracies in descending order and the top 20 feature subsets are shown in Table VI . The number inside the bracket is the total number of features in that particular feature subset. The optimal solution is the feature set containing Feature 0, 1, 2, 7, 11, 12 and the highest SVM classification accuracy is 0.8567. The columns named HR(0) and HR(1) represent the hit rate of label 0 and label 1, respectively. (7) 0.8567 0.91\0.79 3 2, 3, 4, 5, 6, 7, 8, 9, 11, 12 (10) 0.8560 0.90\0.79 4 2, 3, 4, 5, 7, 8, 9, 10, 11, 12 (10) 0.8557 0.89\0.80 5 0, 1, 2, 4, 5, 7, 8, 9, 11, 12 (10) 0.8554 0.88\0.81 6 0, 2, 5, 6, 7, 8, 9, 10, 11, 12 (10) 0.8550 0.88\0.81 7 2, 3, 5, 6, 7, 8, 11, 12 (8) 0.8550 0.89\0.80 8 1, 2, 5, 7, 8, 9, 11, 12 (8) 0.8547 0.89\0.81 9 0, 2, 3, 6, 8, 9, 11, 12 (8) 0.8547 0.88\0.81 10 0, 2, 5, 6, 8, 9, 11, 12 (8) 0.8540 0.89\0.80 11 0, 1, 2, 5, 6, 7, 8, 9, 11, 12 (10) 0.8540 0.91\0.78 12 1, 2, 3, 5, 6, 7, 8, 9, 11, 12 (10) 0.8540 0.89\0.80 13 0, 2, 3, 5, 6, 7, 8, 9, 11, 12 (10) 0.8537 0.90\0.79 14 2, 4, 6, 8, 9, 11, 12 (7) 0.8537 0.89\0.80 15 0, 2, 6, 7, 8, 9, 10, 11, 12 (9) 0.8534 0.89\0.80 16 0, 1, 2, 3, 4, 6, 7, 8, 10, 11, 12 (11) 0.8531 0.88\0.80 17 1, 2, 3, 4, 5, 6, 8, 9, 11, 12 (10) 0.8525 0.90\0.79 18 1, 2, 4, 6, 7, 8, 9, 11, 12 (9) iii. Features with low MI and low URI tend to have a low frequency (e.g., Feature 1). The frequency of Feature 1 is relatively low even though Feature 1 contains a small amount of URI. This is because low MI stands for high irrelevant information content, which is harmful to classification accuracy.
iv. Features with negligible URI and high MI can also have high frequency (e.g., Feature 9). Since X 2 , X 8 , X 11 and X 12 appear in most subset of top 20 ranks, we calculate I(X 2 , X 8 , X 11 , X 12 , X 9 ; Y ) and find that I(X 2 , X 8 , X 11 , X 12 , X 9 ; Y ) is much larger than I(X 2 , X 8 , X 11 , X 12 ; Y ), meaning that Feature 9 contributes to higher joint MI with respect to Feature 2, 8, 11 and 12, explaining the relatively high frequency of Feature 9. These findings verify the working principle of SURI. The first term in (2), I(S, X; Y ), guarantees the relevance of the selected subset and the second term in (2), I(Ω; Y ) − I(Ω\X; Y ), is to reward features with relatively higher URI. Therefore, features with high MI and high URI will be selected earlier. For features with similar MI, the second term will prioritize features with higher URI. For features with high URI and low MI, the first term will penalize them due to their low joint MI.
VII. CONCLUSION
In this paper, we point out that existing MI based algorithms lack the ability to capture unique relevant information of the features with respect to the labels. We propose an algorithm called SURI, which rewards features with higher URI and selects features with lower redundancy and higher relevance. Based on experiments, we demonstrate that SURI outperforms (in terms of standard classification metrics) state-of-the-art benchmark MIBFS algorithms with various classifiers and data sets. More importantly, by examining the result obtained from exhaustive search, we find that features with relatively large URI tend to be frequently present in the feature subsets with the highest classification accuracies.
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