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DISTRIBUTION OF DENDRITIC SPINES AND INHIBITORY INPUTS ON 
LAYER 2 AND LAYER 3 PYRAMIDAL NEURONS OF THE ANTERIOR 
CINGULATE CORTEX 
JOSHUA P. GILMAN 
ABSTRACT 
The anterior cingulate cortex (ACC) plays an important role in reward-based 
decision-making, linking higher-order thinking and emotions. Because of this area’s 
dense connectivity it is important to study the properties of the excitatory and inhibitory 
network that governs ACC output. The aim of this study was to characterize the 
morphology of dendritic excitatory postsynaptic sites and inhibitory inputs on layer 2 and 
layer 3 ACC pyramidal neurons, the principal intracortical projection neurons of the 
cortex. Using biocytin-filling and high-resolution confocal imaging, we quantified the 
distribution of dendritic spines, the major sites of excitatory input, on pyramidal cells. We 
visualized inhibitory inputs apposed to specific pyramidal cell compartments, including 
the axon initial segment, soma, dendrites, and dendritic spines, through 
immunohistochemical labeling of vesicular γ-aminobutyric acid transporter.  Layer 2 and 
layer 3 cells had similar spine densities on their apical and basal dendritic compartments, 
with a maximum spine density occurring in their middle apical and middle basal 
compartments. Axon initial segments of layer 3 cells had a higher density of inhibitory 
input compared to the layer 2 cells (0.84 vs 0.66 apps/µm). The apical dendritic shaft had 
a higher apposition density than the basal dendritic shaft in an individual layer (layer 2, 
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0.50 vs 0.32; layer 3, 0.50 vs 0.28 apps/µm) with the majority of the innervation 
occurring on the proximal compartments of both apical and basal segments. Although 
located in different laminae, these cells showed similar inhibitory input distributions, 
with higher amounts of inhibition proximally. Finally, these inhibitory inputs also 
occurred on dendritic spines, with the highest density on thin spines. However, 
proportionally, mushroom spines had the highest level of innervation, with up to 44% of 
these spines receiving inhibitory input. These findings add to the understanding of how 
inhibition at the cellular level can affect the output of the ACC and begin to uncover 
important relationships between cellular structure and function in this brain region. 
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INTRODUCTION 
Anterior Cingulate Cortex 
The cingulate cortex, named for its “collar-like” appearance around the corpus 
callosum, is classically part of the limbic system, and has been found to play an important 
role in a variety of emotional, memory, motor, and cognitive functions. Encompassing 
Brodmann’s areas 24, 25, and 33 in the rhesus monkey (Figure 1A), the anterior cingulate 
cortex (ACC) acts as a vital link between motor control, cognitive function and emotion 
(for review see Bush et al., 2000; Paus, 2001; Shackman, 2011). The human ACC can be 
broken into two broad regions, the ventral-rostral portion occupied by Brodmann’s areas 
24a, 24b, 24c, 25, 32, and 33 and the dorsal-caudal portion occupied by Brodmann’s 
areas 24b, 24c, and 32 (for review see Bush et al., 2000; Paus, 2001; Shackman, 2011). 
Similar organization is found in the rhesus monkey, the animal model used in the present 
study (Figure 1A; Morecraft et al., 2012; for review see Paus, 2001). The ACC receives 
inputs from a wide variety of brain regions. The dorsal-caudal ACC consist mainly of 
cingulate motor areas (areas 24b, 24c), which are innervated by the motor cortex and 
supporting motor centers and send corticospinal projections that terminate in the cervical 
portion of the spinal cord (for review see Paus, 2001; Dum and Strick, 1991). The 
ventral-rostral part of the ACC (anterior parts of area 24, areas 32 and 25) is part of the 
medial prefrontal cortex (PFC) and has strong connections with the amygdala and the 
hippocampus-, limbic structures important for emotions and memory (Barbas and De 
Olmos, 1990; Barbas and Blatt, 1995). The ACC receives input from brainstem 
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monamine nuclei such as the ventral tegmentum and the locus coeruleus, which are 
thought to regulate the arousal state (Berger, 1992). The mediodorsal, midline, and 
anterior thalamic nuclei also send axons to the ACC (Barbas et al., 1991). These tracts 
relay pain information from nociceptors in the periphery (Barbas et al., 1991). The 
densest cortico-cortical connections of the ACC are with other parts of the PFC that span 
both the lateral and orbital surfaces (Barbas and Pandya, 1989). The distinct connections 
of the ACC give this brain region its diverse functionality, linking emotions, motor 
control, and higher cognitive functions.  
 
Figure 1. The anterior cingulate cortex and surrounding regions in the rhesus 
monkey. A, Medial surface of the rhesus monkey brain showing areas 24, 25 and 32 of 
the ACC (shaded in blue), which sits ventral to the cingulate sulcus (Cg) and surrounds 
the posterior portion of the rostral sulcus (Ro). Inset indicates site of cell sampling, which 
is shown in B. Scale bar = 1 cm. B, Coronal section shows the cytoarchitecture of the site 
sampled in ACC area 24/32 (from inset in A), stained with fluorescent Nissl (DAPI stain). 
Laminar labels are placed at the top of each layer. Soma-to-pia depths of laminar 
boundaries are labeled. Scale bar = 100 µm. 
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The ACC is thought to be a cognitive-motor-emotional interface and has been 
shown to be involved in monitoring action, pain modulation, emotional states, and 
cognitive control (Drevets and Raichle, 1998; Steele and Lawrie, 2004; Tracey and 
Manytyh, 2007; Vogt and Sikes, 2009). Functional neuroimaging studies and assessment 
of lesions in the ACC in humans have unveiled the vast diversity of function in this brain 
region. Subjects with tumors or lesions in the ACC have been shown to have emotional 
and cognitive changes including lack of attention and irregular emotionally related 
autonomic functions (Kennard, 1955; Corkin et al., 1979). Studies have also shown the 
ACC’s involvement in pain modulation. In fact an anterior cingulotomy has been used as 
a form treatment of pain in cancer patients (for review see Viswanathan et al., 2013).  
The ACC, as part of the PFC, is also an important regulator of decision making, 
especially in the presence of conflict (Falkenstein et alk., 1991; Gehring et al., 1993). For 
example, the ACC is shown to be active during the performance of the Stroop Test, 
measured by functional Magnetic Resonance Imaging (fMRI) studies in humans (Pardo, 
1990). The ACC is heavily involved in reward and error monitoring in both humans and 
non-human primates (for review see Rushworth et al., 2011). Electrophysiological studies 
in non-human primates show that neurons in the ACC encode integrate information about 
rewards and errors for monitoring action (Matsumoto et al., 2003; Amiez et al., 2005; 
Amiez et al., 2006; Matsumoto et al., 2007; Seo and Lee, 2007). Moreover, studies on 
non-human primates have shown that lesions to the ACC cause the subjects to fail to 
predict actions that produce higher rewards (Ulldperger et al., 2007; Klien et al., 2007). 
These studies illustrate the importance of the ACC in analyzing the cost and benefit of 
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specific actions (for review see Rushworth et al., 2011). In this regard the ACC functions 
regulate higher order decision-making by balancing risk and reward (for review see 
Rushworth and Beherens, 2008). The contribution of the ACC to human behavior is vast 
and complex, and many neurologic disorders, such as epilepsy and other seizure disorders, 
akinetic mutism, Gilles de la Tourette Syndrome, schizophrenia, and autism have been 
associated with ACC dysfunction (for review see Devinksy et al., 1995).   
The ACC consists of agranular or dysgranular cortical areas that have a poorly 
defined layer 4 (Figure 1B; Barbas and Pandya, 1989; Vogt et al., 2005; Morecraft et al., 
2012). The distinct areas of the ACC exhibit differences in cytoarchitechture and cell 
morphology (Morecraft et al., 2012). The focus of this study is area 24 and 32, the more 
dorsal ACC areas integrated with the prefrontal cortex that are located in the ventral bank 
of the cingulate sulcus, just anterior to the genu of the corpus callosum (Figure 1A). Both 
areas 24 and 32 have a densely packed layer 5 and 6, but lack a clear distinction between 
layers 2 and 3 (Figure 1B; Morecraft et al., 2012). The more superficial layers of these 
areas tend to make cortico-cortical connections, while the deeper layers make both 
cortico-cortical connections and subcortical connections (Morecraft et al., 2012). Not 
only do areas 24 and 32 make connections with other ACC regions, but their axons also 
extend to medial and dorsolateral portions of the premotor cortex, and to the lateral, 
orbital, and medial PFC (Morecraft et al., 2012).  
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Glutamatergic Pyramidal Cells and their Dendritic Spines 
 Pyramidal cells are excitatory glutamatergic neurons, and make up the majority of 
neurons in the cortex. They are a class of neurons that allow cortical areas to 
communicate with other structures via their axons that travel through the white matter to 
form synapses on other neurons in target areas (Somogyi et al., 1998). Pyramidal neurons 
have a distinct, single apical dendrite and multiple basal dendrites, which give their 
somata a pyramid-like shape, making them easily distinguishable. Typically, pyramidal 
cells increase in size, dendritic and axonal lengths as they are found in deeper cortical 
laminae, however sizes can vary across brain regions (Elston et al., 2001; Elston et al., 
2005; Amatrudo and Weaver et al., 2012). Inputs onto pyramidal cells can be from local 
and distant sources. Both inhibitory and excitatory inputs innervate pyramidal cells. The 
majority of these inputs are excitatory synapses from other pyramidal neurons- either 
local axon collaterals or long-range pathways through the white matter.  
 Dendritic spines are small thorn-like protrusions from dendrites, which receive 
most of the excitatory inputs onto pyramidal neurons (for review see Spruston, 2008). 
Spines are dynamic structures that constantly change throughout life (for review see 
Yuste and Majewska, 2001; Yuste, 2011). They differ in morphology, but can be 
classified into four major subtypes (Peters and Kaiserman-Abramof, 1970). Spines with 
necks can be thin, if their head is less than 0.6 µm in diameter, mushroom, if their head is 
more than 0.6 µm in diameter, or filopodia if their neck is longer than 3 µm. Spines 
without necks are characterized as being stubby (Figure 2A and Figure 2B, top panel). 
Generally, spine heads are the postsynaptic component of synapses, allowing a 
 6 
correlation between spine head size and postsynaptic density (PSD) (Peters and 
Kaiserman-Abramof, 1969; for review see Spruston, 2008; Yuste, 2011). There is debate 
on the significance of spines but it has been argued that spines are present to increase 
surface area of pyramidal cells, allowing for more synaptic input and that they may allow 
for electrical and chemical compartmentalization. It has also been suggested that spines 
change morphology and grow towards axons in order to make synaptic connections 
(Fischer et al., 1998). Spines have also been shown to be biochemical compartments for 
calcium, an important secondary messenger in spine heads (for review see Lee et al., 
2012; Yuste, 2011). During a synaptic event, calcium enters the spine head, but because 
of the spine neck the calcium diffusion into the dendrite is minimal (Noguchi et al., 2005). 
Calcium is involved in synaptic plasticity, and its compartmentalization in the spine head 
enables synapses to continuously change (Noguchi et al., 2005).  This 
compartmentalization has significant effects on the plasticity of synapses (Holmes, 1990; 
Koch and Zador 1993). The electrophysiological effect that spine heads and spine necks 
have on postsynaptic potentials is controversial (Yuste, 2011; Popovic et al., 2012). Until 
recently, it was believed that spines were not only biochemical compartments, but 
electrical compartments as well (Yuste, 2011). Araya et al. (2006), showed that 
depolarizations measured in the soma increased in amplitude when shorter-neck spines 
were stimulated, while potentials decreased in amplitude when longer-neck spines were 
stimulated. Using high-sensitivity voltage-imaging techniques, Popovic et al. (2012) have 
provided contradictory evidence that no considerable attenuation occurs to electrical 
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signals when passed through a spine neck. Thus, there is still debate as to the 
electrophysiological effect spine necks and heads have on local potentials.  
Figure 2. Spine and VGAT positive apposition criteria. A, Spine examples sampled at 
100x. Thin (t), mushroom (m), stubby (s; top panel) and filopodia (f; bottom panel) spine 
subtypes are each labeled based on criteria stated by Peters and Kaiserman-Abramof, 
1970. B, Spine criteria and apposition (red) labeling criteria (upper panel). Circles 
represent spine head appositions, triangles represent spine neck appositions, and squares  
represent dendritic shaft appositions. Examples of dendritic shaft, spine head, and spine 
neck appositions are labeled by arrows (bottom panel). Scale bar = 2.5 µm. 
 
 
GABAergic Interneurons and their Inputs to Pyramidal Cells 
Inhibitory interneurons make up between fifteen and twenty five percent of all 
neocortical neurons (for review see DeFelipe, 1997; Markram et al., 2004). Inhibitory 
interneurons have short axonal projections that do not project into the white matter, and 
release the neurotransmitter γ-amino-butyric acid (GABA) making them GABAergic. 
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Diverse in both morphology and physiology, these neurons have typically aspiny (lack 
spines) or sparsely spiny dendrites and receive both excitatory and inhibitory inputs from 
other neurons in local and distant areas (Feldman and Peters, 1978). Locally, excitatory 
neurons form synapses on inhibitory interneurons, which in turn inhibit these or other 
excitatory neurons. This feedback mechanism is important for local regulation of 
pyramidal neocortical cells (van Vreeswijk and Sompolinksy, 1996). Furthermore, strong, 
long-range excitatory connections are also made on inhibitory neurons via a feed-forward 
mechanism (van Vreeswijk and Sompolinksy, 1996). These two mechanisms work to 
increase inhibition of local excitatory neocortical pyramidal cells. In addition, inhibitory 
interneurons also make inhibitory synapses on one another, which is also an important 
method of regulation of activity in the neocortex (Tamas et al., 1998). 
GABA, once shuttled across the synapse can bind to one of three receptors, 
GABAA, GABAB, or GABAC. GABAA and GABAC are iontotropic receptors that are fast 
acting ligand gated anion channels (Cl- and HCO3-) while GABAB is a metabotropic 
receptor, a slow acting potassium channel (for review see Isaacson and Scanziani, 2011).  
Once activated the influx of anions results in an inhibitory post-synaptic potential (IPSP), 
which through summation can result in hyperpolarization of the cell, an effective form of 
inhibition (Gupta et al., 2000). Synapses from inhibitory neurons appear to localize 
throughout the entirety of their target pyramidal cell (Tamas, 1997). Forming more 
synapses than do individual excitatory neurons (average of 15 synapses per target cell), 
these inhibitory neuron synapses tend to be localized on the dendritic shaft but can also 
localize on dendritic spines (Somogyi et al., 1998; Wang et al., 2002). Representing about 
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an eighth of the total synapses on a pyramidal cell, these inhibitory inputs cannot 
summate enough to counter the vast excitatory input in order to keep a cell from firing an 
action potential. In order to compensate, some inhibitory neurons can fire at an increased 
frequency when compared to excitatory pyramidal cells (for review see Markram, 2004). 
Inhibitory neurons are highly heterogeneous, and can be classified in many 
different ways. Morphology and axonal branching patterns give a clear picture as to the 
range of diversity between different inhibitory interneurons. Basket cells, chandelier cells, 
Martinotti cells, bipolar calls, double bouquet cells, bi-tufted cells, Cajal Retzius cells and 
neurogliaform cells each have different morphological and physiological characteristics, 
but are all inhibitory (for review see Isaacson and Scanziani, 2011; Markram et al., 2004; 
DeFelipe, 1997). For example, basket cells innervate proximal dendritic segments as well 
as the soma of its target, while chandelier cells target axon initial segments (Jones, 1984; 
White, 1989; Somogyi et al., 1998). Inhibitory inputs at the axon initial segment modifies 
action potential output to target neurons, while inputs on the dendrites and dendritic 
spines affect the summated post-synaptic potential (White, 1989; Somogyi et al., 1998). 
Additionally, inputs on dendrites have varying effects based on synapse distance from the 
soma due to the cable properties of dendrites (Rall, 1967).  Other characterizations can be 
made to classify inhibitory neurons such as physiological properties and protein 
expression (Kawaguchi and Kubota, 1997; for review see Markram et al., 2004). 
Specifically the expression of the calcium binding proteins calbindin (CB), parvalbumin 
(PV) or calretinin (CR) is useful to classify three diverse and non-overlapping 
populations of inhibitory interneurons in the primate cortex (for review see DeFelipe, 
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1997). Inhibitory neurons expressing CB, such as double bouquet, neurogliaform cells, 
and Martinotti cells, tend to innervate excitatory pyramidal cells at their distal segments 
(Hendry et al., 1989; DeFelipe et al., 1989a; Peters and Sethares, 1997). Inhibitory 
neurons expressing PV are typically chandelier cells and basket cells, which contact the 
soma and proximal segments as well as the axon initial segments (Hendry et al., 1989; 
DeFelipe et al., 1989b). Finally cells expressing CR, such as Cajal Retzius cells, bipolar 
cells and double bouquet cells, tend to innervate other interneurons (Conde et al., 1994; 
reviewed in DeFelipe, 1997). Inhibitory neurons are also distributed differentially across 
cortical areas and layers. In most primate cortical areas, CB+ and CR+ neurons are dense 
in upper layers 1-3a and PV+ neurons are dense in the middle to deep layers 4-6 (for 
review see DeFelipe, 1997; Figure 3). 
The total population of inhibitory neurons can be identified using several 
molecular markers specific for GABAergic neurotransmission. One such marker is used 
in this study: the vesicular GABA transporter (VGAT), which plays a key role in GABA 
transmission (Reimer, 1998). Because of its specific role in GABA release and 
localization in GABAergic boutons, it is an indicator of presynaptic inhibitory sites. 
Certain brain regions such as the visual cortex, the hippocampus, and the prefrontal 
cortex have been extensively evaluated for GABA receptor localization in rats and non-
human primates (Gonchar et al., 2001; Mortensen et al., 2006; Jakab et al., 1997; Brunig 
et al., 2002). Brunig et al. (2002) characterized the localization of GABAA receptor 
subunits in hippocampal pyramidal neurons. It was shown that GABAA receptors were 
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localized throughout the dendritic arbor, while GABAA receptors containing α3 and α5 
subunits also localized on dendritic spines (Brunig et al., 2002).  
 
 
Figure 3. Inhibitory interneurons and their targets in different cortical laminae. 
Illustration of inhibitory interneurons and their axons (red) targeting specific 
compartments a layer 2/3 pyramidal cell (green). Cajal Retzius Cells (CrC), Martinotti 
Cells (MC), and Neurogliaform Cells (NgC) target distal apical dendrites. Double 
Bouquet Cells (DbC) target distal dendrites. Basket Cells (BC) target proximal dendrites 
and somata. Chandelier Cells (ChC) target the axon initial segment. 
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Gonchar et al. (2001) have shown the localization of GABAB receptors in 
pyramidal cells in the visual cortex. Their work showed that GABAB receptors containing 
subunits R1a/b and R2 were expressed in the pyramidal arbor as well as in dendritic spine 
necks (Gonchar et al., 2001). Chen et al. (2013) characterized the location of inhibitory 
synapses on neocortical pyramidal neurons. They showed that inhibitory synapses 
occurred on both spines as well as the rest of the dendritic arbor, with inhibitory synapses 
on spines increasing in density more distal from the soma on the apical segment (Chen et 
al., 2013). Chiu et al. 2013 showed that inhibitory inputs onto spines inhibited calcium 
influx during a depolarization. They concluded that inhibitory inputs on spin heads 
played a key role in dampening spine and synapse plasticity. Although studied in other 
brain areas in the rodent, the distribution of inhibitory terminals and GABA receptors 
across entire pyramidal neurons of the primate cortex is largely unknown.  In this study, 
we investigate the distribution of VGAT+ inhibitory terminals on reconstructed dendritic 
segments of pyramidal neurons in the primate ACC. 
 
Purpose of this Study 
Because of the important role of the ACC in a variety of cognitive and emotional 
functions, it is important to characterize and understand the cellular mechanisms and 
circuitry that govern the output of the area. Thus, it is important to study dendritic 
morphology and spine distribution of pyramidal neurons in order to understand the 
structure and function relationship of neurons in this brain region and how this 
relationship differs compared to other areas.  
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The purpose of this study is to characterize the dendrites of neurons in the 
superficial layers of the ACC area 24/32 in terms of morphology and topography while 
visualizing the inhibitory input onto the dendrites of layer 2 and layer 3 pyramidal 
neurons. Because of the widespread connectivity of the ACC we need to better 
understand the features of neurons at the synaptic level in order to better understand the 
functions of this brain region. This project will begin to reveal the specific dendritic and 
spine morphology and associated inhibitory neuronal inputs in the ACC, adding to the 
understanding of how the structure of the ACC may correlate with its function. 
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METHODS 
Experimental Subjects 
Brain tissue from three adult (female, 18 years; female, 19 years; male, 23 years 
of age) rhesus monkeys (Macaca mulatta) was used in this study.  These monkeys were 
part of a much larger ongoing study of normal aging in non-human primates. The 
subjects were obtained from the Yerkes National Primate Research Center at Emory 
University (Atlanta, GA) and housed at Boston University School of Medicine in the 
Laboratory Animal Science Center (LASC). All research was conducted in strict 
adherence to animal care guidelines from the NIH Guide for the Care and Use of 
Laboratory Animals and the U.S. Public Health Service Policy on Humane Care and Use 
of Laboratory Animals. The Boston University School of Medicine LASC and the Emory 
University Yerkes National Primate Research Center are both accredited by the 
Association of Laboratory Animal Care. 
 
Preparations of Brain Slices for Cell Recording and Filling 
Monkeys were tranquilized with ketamine (10mg/ml), and then anesthetized with 
sodium pentobarbital (15mg/kg, I.V.). A craniotomy was performed to expose the frontal 
cortex. The subjects were then sacrificed by exsanguination through infusion of the 
ascending aorta with ice-cold Krebs-Henseleit buffer (concentrations, in mM: 6.4 
Na2HPO4, 1.4 Na2PO4, 137 NaCl, 2.7 KCl, 5 Glucose, 0.3 CaCl2, 1 MgCl2; pH = 7.4, 
chemicals from Sigma, St. Louis, MO). During perfusion, the dura was quickly cut to 
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expose the brain, and multiple blockings cuts were made to remove 10mm3 blocks of live 
tissue from the dorsal anterior cingulate cortex. The tissue was cut into 300 µm thick 
sections with a vibrating microtome while in ice-cold oxygenated Ringers solutions 
(concentrations, in mM: 26 NaHCO3, 124 NaCl, 2 KCl, 3 KH2PO4, 10 Glucose, 1.3 
MgCl2; pH = 7.4, chemicals from Sigma). Slices were then placed in room temperature, 
oxygenated Ringers solution to allow equilibration for one hour. Subsequent to 
equilibration, each slice was placed in a submersion recording chamber (Harvard 
Apparatus, Holliston, MA), located on the stages of Nikon E600 infrared-differential 
interference contrast (IR-DIC) microscopes (Micro Video Instruments, Avon, MA), and 
secured by a nylon mesh while being superfused with oxygenated Ringers solutions (2-
2.5ml/min). 
 
Cell Filling and Whole Cell Patch Clamp Recordings 
Individual layer 2 and 3 pyramidal neurons in the ACC were filled with 1% N-
biotinyl-L-lysine (Biocytin, Sigma) during whole-cell patch-clamp recordings. Standard, 
tight-seal, whole cell patch clamp recordings were performed following layer 2 and layer 
3 pyramidal cell identification under IR-DIC optics. Pipettes were made from borosilicate 
glass on a horizontal Flamings and Brown micropipette puller (Model P-87, Sutter 
Instruments, Novato, CA). Pipettes were filled with (concentrations, in mM): 100 
potassium aspartate, 15 KCl, 3 MgCl2, 5 EGTA, 10 Na-HEPES, 1% N-biotinyl-L-lysine 
(Biocytin) (pH = 7.4, chemicals from Fluka, NY). Recording electrodes had a resistance 
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of 3-6 MΩ. Experiments were carried out with List EPC-9 or EPC-10 patch clamp 
amplifiers using “Pulse” or “Patch Master” software (HEKA Elektronik, Lambrecht, 
Germany). Electrophysiological experiments were carried out to monitor passive 
membrane properties, action potential firing properties, and spontaneous excitatory 
postsynaptic potentials (EPSPs) and inhibitory postsynaptic potentials (IPSPs). 
 
Slice Processing and Labeling of Biocytin Filled Cells 
During patch clamp recordings, cells filled with 1% biocytin were labeled using 
streptavidin fluorescent conjugates for visualization. Slices were first fixed in 4% 
paraformaldehyde in 0.1M phosphate buffer (PB) at pH 7.4 and kept at 4o C for two days. 
Slices were then placed in 1% Triton X-100/PBS at room temperature for 2 hours and 
were then incubated with streptavidin-Alexa Fluor 488 (1:500; Invitrogen) at 4o C for 2 
days. Slices were then ready for immunohistochemistry. 
 
Immunohistochemistry 
To visualize the inhibitory terminals apposed to dendrites of filled pyramidal cells, 
imunnohistochemical labeling of VGAT, a marker for GABA in axon terminals, was 
done. Slices were rinsed in 0.01M PBS and were then subjected to antigen retrieval to 
unmask antibody-binding sites. Using 10mM sodium citrate buffer (pH 8.5) for antigen 
retrieval, slices were microwaved for 15 minutes (Ted Pella, 150W) and allowed to cool 
to room temperature. Following another PBS wash, slices were incubated in 50 mM 
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glycine in 0.01M PBS in order to help aid penetration of the antibody. Following another 
round of PBS wash, slices were incubated in 5% BSA-NGS Pre-block (0.01M PBS, 5% 
BSA, 5% NGS, 0.2% Triton-X). After the pre-block, slices were incubated with anti 
rabbit anti-VGAT antibody (1:400 diluted in 0.2% BSAc, 2% NGS, 0.1%Triton-x in 
0.1M PB; Millipore) for five days at 4o C, with three microwave incubations on day 1, 
day 3 and day 5 (Ted Pella, 150W, for 10 minutes at 30o C).  Following primary antibody 
incubation, slices were incubated in secondary goat anti-rabbit Fab2 IgG Alexa Fluor 546 
for 3 days with two microwave incubations on day 1 and day 2 (150W, for 10 minutes at 
30o C). Finally, slices were mounted on glass slides and coverslipped with Prolong anti-
fade mounting medium (Invitorgen). Afterwards, sliced were counterstained with 4’,6-
diamidino-2-phenylindole (DAPI) to verify laminar location. 
 
Cell Inclusion Criteria 
Cells included in this morphometric analysis had to meet certain criteria including, 
well-filled somata and dendritic arbors. Also, cells that had multiple varicosities were 
removed from this analysis. 
 
Confocal Imaging and Processing of Images 
Biocytin filled neurons were viewed using a Zeiss 510 confocal laser-scanning 
microscope with a UPlan-FL 100x 1.3 NA oil-immersion objective lens, which has about 
a 100 µm working distance. Filled neurons were imaged at a resolution of 0.044 x 0.044 
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x 0.2 µm per voxel in order to assess dendritic and spine morphology and visualize 
inhibitory axon terminals (boutons). Dendritic segments imaged included the apical tuft, 
at least one distal apical segment and at least one basal segment. The green channel  
(Alexa Fluor 488) was imaged using an argon laser at 488 nm excitations, while the red 
channel (Alex Fluor 546) was captured using a helium-neon laser at 543nm excitation. 
All image stacks were deconvolved using the AutoQuant Software (Media Cybernetics, 
Bethesda, MD) in order to reduce signal halo inherent in the z-plane during confocal 
imaging. Following deconvolution, z-stacks were converted from 16-bit to 8-bit files and 
then both the cell channel and the VGAT channel were merged together to form RGB 
image stacks using ImageJ (NIH). After confocal imaging, DAPI stained sections were 
imaged at 10x using epifluorescence.  
 
Dendritic Reconstruction and Analysis of Spine Density and Distribution 
RGB image stacks files were imported into the 64-bit venison of NeuroLucida 
(MBF Bioscience, Williston, VT) in order to montage and reconstruct each neuron’s 
dendritic segment. Using the Montage feature, z-stacks were integrated within 
NeuroLucida. Following integration, NeuroLucida’s AutoNeuron feature was run in 
order to trace the soma of the cell (with a cell body diameter cut off of 5 µm). Manual 
corrections were made if the automatic program failed to detect the soma. Further 
reconstruction was done manually, using the manual neuron trace function of 
NeuroLucida. Apical and basal dendritic segment lengths were assessed.  
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Upon completion of dendritic reconstruction, dendritic spines on each dendritic 
segment were analyzed. Spines were manually reconstructed using NeuroLucida’s 
manual spine labeling feature. Spines were marked as follows: thin spines, having a neck 
and a maximal head width (widest diameter perpendicular to the neck) of less than 0.6 
µm; mushroom spines, having a neck and a maximal head width equal to or larger than 
0.6 µm; stubby spines, having no neck; filopodia spine, having a neck longer than 3.0 µm 
and having a non-distinct head; and other spines, unable to be clearly subtyped due to the 
plane of reference. 
 
Counting and Analysis of Appositions on Filled Dendrites 
Following the completion of reconstruction, VGAT positive boutons (imaged in 
the red channel) were assessed and counted. Appositions were marked and counted using 
the following criteria: VGAT labeled boutons must have been at least two pixels above 
brightness threshold in order to be determined as signal; VGAT label (red channel) and 
the cell (green channel) must have at least had two touching or overlapping pixels in the 
x-y dimension; and finally, the pixel overlap of VGAT label and the cell in the z-plane 
must have no been within the potential Z-halo of either channels (at least 0.2 µm, one z-
plane, away from the top or the bottom of the z-stack). Appositions were subtyped based 
on their location. Appositions were labeled based on their location under one of the 
following subtypes, dendritic appositions, thin head apposition, thin neck apposition, 
mushroom head apposition, mushroom neck apposition, stubby apposition, filopodia head 
apposition, filopodia neck apposition, other head apposition, other neck apposition, soma 
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appositions and axon initial segment appositions (Figure 2B, bottom panel). Using the 
marker tool in NeuroLucida, different markers were used to mark VGAT appositions 
following the criteria. Following total reconstruction and apposition label completion, 
files were saved as .DAT files to be quantified in the companion program NeuroLucida 
Explorer (MBF Bioscience, Williston, VT). 
 
NeuroLucida and NeuroLucida Explorer Analyses 
Each segment, apical and basal, was analyzed separately in NeuroLucida Explorer. 
A neuron summary report was run in order to obtain dendritic length, dendritic surface 
area, spine count (total and by subtype), and soma surface area. This data was then used 
to determine spine density (number of spines per µm of dendrite). In order to determine 
spine density, the first aspiny portion of each dendrite was not included in the length in 
order to get an accurate representation of spine density in the spiny portion of the branch. 
A Sholl analysis was run for apical and basal dendritic segments. Originating at the soma, 
20 µm rings were used. The Sholl analysis was used for both spine analysis and 
apposition analysis.  
 
Statistical analysis 
All data generated from NeuroLucida Explorer were transferred into Microsoft 
Excel files. The mean, standard deviation and standard error of each data set was 
calculated in Microsoft Excel and used to make all bar and line graphs in this study. 
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Statistic significance was determined using ANOVA, Fischer’s LSD post-hoc analysis, 
and Tukey’s post-hoc analysis in IMB SPSS Statistics (IBM).  
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RESULTS 
Morphological features of Layer 2 and Layer 3 Pyramidal Cells 
Layer 2 and layer 3 pyramidal cells examined in this study were reconstructed in 
three-dimensions (3D) using confocal image stacks acquired at 40x magnification 
(Figures 4 and 5) and 100x magnification (Figure 6). Each cell reconstructed had a 
pyramid soma, one apical dendrite that extended from the apex of the soma towards the 
pial surface and skirt of basal dendrites that emanated from the base of the soma (Figures 
4, 5, and 6). The boundaries of layers 2 and 3 were determined using the DAPI stain 
(Figure 1B). Layer 2 extends to about 350 µm from the pia and layer 3 extends to about 
700 µm from the pia (Figure 1B). The average soma-to-pia distance for layer 2 cells, such 
as the example in Figure 4, and layer 3 cells, such as the example in Figure 5, was 
significantly different (276.265 ± 25.192 and 453.443 ± 83.452 µm; p < 0.05). Figure 6 
shows examples of apical and basal dendritic segments from a layer 3 cell (Figure 6A) 
and a layer 2 cell (Figure 6B) scanned at 100x magnification, with high-resolution 
dendritic segments and spines clearly shown. All whole cell 3D reconstructions scanned 
at 40x magnification are shown in Figure 7 arranged by increasing soma-to-pia distance, 
with red tracings representing the segments sampled at higher 100x magnification. 
Sampling of scanned segments at 100x magnification included the soma, one to two 
apical dendritic segments followed from the apex of the soma to the distal-most tips in 
layer 1, and one to two basal dendritic segments followed from the base of the soma to 
their distal most extent (Figure 7, red).    
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Figure 4. Confocal images of a layer 2 ACC pyramidal cell. The XY, YZ, and XZ 
maximum projections of tiled confocal image stacks showing an entire layer 2 ACC 
pyramidal neuron scanned at 40x. Scale bar = 100 µm. 
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Figure 5. Confocal images of a layer 3 ACC pyramidal cell. The XY, YZ, and XZ 
maximum projections of tiled confocal image stacks showing an entire layer 3 ACC 
pyramidal neuron scanned at 40x. Scale bar = 100 µm. 
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Figure 6. Confocal images of layer 2 and 3 ACC pyramidal cells. A, The XY 
maximum projection of a tiled confocal image stack of a layer 3 ACC pyramidal cell. B, 
The XY maximum projection of a tile confocal image stack of a layer 2 ACC pyramidal 
cell. Insets of higher magnification apical and basal branches with spines are also shown 
for each cell. Scale bar = 50 µm, inset scale bar = 5 µm. 
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Figure 7. Reconstructions of ACC pyramidal cells. ACC pyramidal cells reconstructed 
at 40x (black tracings) overlaid with 100x reconstructed segments (red tracings) in 
increasing soma-to-pia depth. Scale bar = 100 µm. 
 
Dendritic Spines in Layer 2 and Layer 3 Pyramidal Cells 
Using dendritic segments scanned at 100x, dendritic spines were counted by 
subtype in at least one full apical and one full basal segment, as described above (Figures 
6 and 7). Using previous morphological criteria (Peters and Kaiserman-Abramof, 1970), 
spines were classified as either thin, mushroom, stubby or filopodia (Figure 2). Both layer 
2 and layer 3 cells had similar total spine densities (number of spines/µm) in both their 
apical and basal compartments (Figure 8A). Similar total spine densities and similar total 
spine proportions by individual spine subtypes were found across layers (layer 2 versus 
layer 3, p=0.593) and across dendritic segments (apical versus basal, p=0.336; Figure 8B, 
C). A Sholl analysis revealed that spine density varied across the dendritic domains of 
layer 2 and layer 3 pyramidal cells. For both layer 2 and layer 3 cells, average spine 
density in the apical segment was initially low proximally and gradually increased to 
peak between 60-120 µm from the soma for layer 2 and 100-260 µm from the soma for 
layer 3 (Figure 9A1). Average spine density in the basal segment was also initially low 
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proximally but peaked and remained elevated at 40 and 60 µm from the soma for layer 2 
and layer 3 cells, respectively (Figure 9B1). Total spine densities between layers were 
significantly different for the apical segments between 120 and 200 µm from the soma 
(Figure 9A1; p<0.05). However, the basal segments of each layer showed similar patterns 
of spine density.   
 
Figure 8. Spine density and spine proportions. A, Bar graph of mean dendritic spine 
density in apical and basal segments. B, Bar graph of mean dendritic spine densities by 
subtype in apical and basal segments. C, Proportion of dendritic spine subtypes in apical 
and basal segments. 
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Figure 9. Spine density and proportions by distance from the soma. A, Apical 
dendrite spine density Sholl analysis (1), and accompanying compartmental densities (2) 
and proportions (3). B, Basal dendrite spine density Sholl analysis (1), and accompanying 
compartmental densities (2) and proportions (3). 
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To normalize for dendritic length between the two segments, each segment was 
broken into three groups, proximal, middle, and distal, based on increasing distance from 
soma. This grouping allowed each cell to be analyzed against other cells irrespective of 
total dendritic length. Spine densities (Figure 9A2 and B2) and spine proportions (A3 and 
B3) were both analyzed in these three compartments. For the apical segment, the total 
spine density within the layer 2 proximal segment was significantly lower than the 
proximal layer 3 (ANOVA, Fischer’s LSD post-hoc, p=0.008), and middle layer 3 
compartments (ANOVA, Tukey post-hoc, p=0.001; Figure 9A2). 
For apical segments spine proportions, proximal layer 2 was significantly lower 
than middle layer 3 (ANOVA, Tukey, p=0.001) as well as distal layer 3 compartments 
(ANOVA, LSD, p=0.006; Figure 9A3). Proximal layer 3 spine proportions were shown 
to be significantly lower than middle layer 2 (ANOVA, Tukey, p=0.013) as well as distal 
layer 2 compartments (ANOVA, LSD, p=0.02; Figure 9A3). Lastly, middle layer 2 had 
significantly higher proportions of spines than the distal layer 3 compartment (ANOVA, 
LSD, p=0.02; Figure 9A3). 
 The basal segment also showed proportional distribution differences between 
layers and no differences between spine densities within these three compartments. 
Proximal layer 2 had a significantly higher proportion of spines than proximal layer 3 
(ANOVA, LSD, p=0.019) and a significantly lower proportion of spines than middle 
layer 3 compartments (ANOVA, Tukey, p=0.001; Figure 9B3). Finally, proximal layer 3 
spine proportions were significantly lower than the middle layer 2 compartment spine 
proportions (ANOVA, Tukey, p=0.001; Figure 9B3). 
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Inhibitory Appositions on Layer 2 and Layer 3 Pyramidal Cells 
Overall Distribution and Density of VGAT Appositions 
VGAT positive boutons apposed to the biocytin filled layer 2 and layer 3 
pyramidal cells were quantified across distinct axonal, somatic and dendritic locations. 
Density and proportion of VGAT appositions on dendritic shafts and spines were 
quantified by compartment and by distance from soma. VGAT appositions on spines 
were plotted and quantified by subtype and by localization on the spine head or neck. 
Total apposition densities in each cell compartment and furthermore by specific dendritic 
compartments are shown in Figure 10A and B, respectively, while proportions of 
appositions on spines by head and neck are shown for each segment and layer in Figure 
10C. The VGAT appositions density on the layer 3 axon initial segment (AIS) was 
significantly higher than layer 2 (Figure 10A, p=0.005). Although total dendritic shaft 
apposition densities were not different, layer 2 basal had a lower total segment apposition 
density than layer 3 apical (0.44 ± .11 and 0.74 ± .10 apps/μm, p=0.022) and layer 3 
basal had a significantly lower total segment apposition density than layer 3 apical (0.43 
± 0.06 and 0.74 ± .10 apps/μm, Figure 10B, p=0.018). Significant differences were 
also seen between dendritic shaft apposition densities. Layer 2 and layer 3 apical shafts 
had significantly higher apposition densities than their basal counterparts, and also had 
significantly higher apposition densities when compared to the other layer’s basal 
segment (0.32 ± 0.06 and 0.50 ± 0.12 apps/μm, p=0.050; 0.27 ± 0.04 and 0.50 ± 
0.03 apps/μm, p=0.019; Figure 10B).  
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Figure 10. VGAT apposition densities and proportions in pyramidal cell 
compartments. A, General VGAT positive apposition densities in pyramidal cell 
compartments. B, VGAT positive apposition densities in dendritic compartments. C, 
Proportions of appositions on spines (head versus neck) in layer 2 apical (top left), layer 2 
basal (bottom left), layer 3 apical (top right), and layer 3 basal (bottom right) spine 
compartments. 
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The majority of the VGAT appositions on dendrites were localized on the 
dendritic shafts of layer 2 and layer 3 pyramidal cells (Figure 10A), and a minority on 
dendritic spines. Sholl analyses were performed for total dendritic apposition densities, 
for dendritic shaft apposition densities, and for dendritic spine apposition densities for 
both the apical (Figure 11) and basal (Figure 12) segments, as elaborated below.  
 
VGAT Appositions on Apical Dendrites 
For the apical segment Sholl analysis, total apposition density was relatively high 
proximally and quickly dropped to a lower value in both layer 2 and layer 3 at 40 μm 
from the soma (Figure 11A1). While the apical dendritic shaft apposition densities 
followed this trend (Figure 11B1), the apical dendritic spine apposition densities followed 
a pattern similar to apical spine density, beginning low and rising to peak between 60 and 
140 μm for layer 2 and 120 and 260 μm for layer 3 (Figure 11C1). Layer 3 showed 
significantly higher apposition densities than layer 2 between 120 and 200 μm from the 
soma for total dendritic apposition densities (Figure 11A1) between 120 and 180 μm 
from the soma for dendritic shaft apposition densities (Figure 11B1), and between 120 
and 140 μm from the soma for dendritic spine apposition densities (Figure 11C1; 
p<0.05). The dendritic segment was normalized into three distinct compartments—
proximal, middle, and distal— to account for differences in total dendritic length.  
Significant differences were seen for the total dendritic (shaft + spine) apposition 
densities, with layer 2 proximal compartments having a higher density than layer 3 distal 
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(ANOVA, LSD, p=0.022) and the layer 3 proximal compartments having a higher 
density than the layer 2 distal compartment (ANOVA, LSD, p=0.019; Figure 11A2). For 
the dendritic shaft apposition densities, layer 2 proximal had a significantly higher 
apposition density compared to layer 3 middle (ANOVA, LSD, p=0.020) and distal layer 
3 (ANOVA, Tukey, p=0.050), and proximal layer 3 had a significantly higher apposition 
density compared to distal layer 2 (ANOVA, LSD, p=0.024; Figure 11B2). Dendritic 
spine apposition proportional differences were also seen, with layer 2 proximal having a 
lower proportion of appositions compared to layer 3 middle (ANOVA, LSD, p=0.006), 
layer 3 distal (ANOVA, LSD, p=0.003), and with layer 3 proximal having a lower 
apposition proportion compared to middle layer 2 (ANOVA, LSD, p=0.043), and distal 
layer 2 compartments (ANOVA, LSD, p=0.042; Figure 11C3).  
  
 34 
 
Figure 11. Apical apposition densities and proportions as a function of distance 
from the soma. A, Total apposition density Sholl analysis (1) and accompanying 
compartmental densities (2) and proportions (3). B, Dendritic shaft apposition density 
Sholl analysis (1) and accompanying compartmental densities (2) and proportions (3). C, 
Spine apposition density Sholl analysis (1) and accompanying compartmental densities 
(2) and proportions (3). 
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Figure 12. Basal apposition densities and proportions as a function of distance from 
the soma. A, Total apposition density Sholl analysis (1) and accompanying 
compartmental densities (2) and proportions (3). B, Dendritic shaft apposition density 
Sholl analysis (1) and accompanying compartmental densities (2) and proportions (3). C, 
Spine apposition density Sholl analysis (1) and accompanying compartmental densities 
(2) and proportions (3). 
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VGAT Appositions on Basal Dendrites 
The basal segment apposition density Sholl analysis revealed a different pattern 
than the apical. Total apposition density remained relatively constant throughout the 
entirety of both layer 2 and layer 3 basal segments (Figure 12A1). The dendritic shaft 
appositions followed this same pattern (Figure 12B1), but the dendritic spine apposition 
density trend followed a similar pattern compared to the basal spine density Sholl, with 
an initial low density followed by an increase in apposition density around 60 μm 
followed by a plateau for both layer 2 and layer 3 (Figure 12C1). Layer 3 had a 
significantly higher total dendritic apposition density at 60 μm while layer 2 had a 
significantly higher apposition density at 80 μm from the soma (p<0.05, Figure 12A1). 
For the total dendritic apposition proportions, middle layer 3 was significantly higher 
than distal layer 2 compartments (ANOVA, LSD, p=0.008, Figure 12A3). For the 
dendritic shaft apposition proportions, layer 2 proximal was significantly higher than 
layer 3 distal (ANOVA, LSD, p=0.022), while layer 3 middle also had a higher 
proportion of appositions compared to layer 2 distal (ANOVA, LSD, p=0.006, Figure 
12B3). Finally, for the dendritic spine apposition proportions, layer 2 proximal was 
significantly lower than layer 3 middle (ANOVA, LSD, p=0.009), while layer 2 middle 
was also significantly lower than layer 3 middle (ANOVA, LSD, p=0.021, Figure 12C3).  
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VGAT appositions on distinct dendritic spine subtypes and compartments  
VGAT appositions on specific spine compartments (head versus neck) and 
subtypes (mushroom, thin, stubby and filopodia) were identified, as described above 
(Figure 2B). Among the distinct spine subtypes, the highest density of VGAT appositions 
were found on thin spines, followed by mushroom, stubby and with the lowest density on 
filopodia (Figure 13A). But, when considering what proportion of each spine subtype is 
apposed by VGAT boutons, mushroom spines showed the highest proportion of 
inhibitory innervation, with 44 ± 7% of mushroom spines receiving inhibitory innervation 
in layer 3 basal segments (Figure 13B). No differences were seen between the layers and 
between the segments in terms of proportions of individual spines that received inhibitory 
appositions, however, mushroom spines in all four groups had a higher proportion of 
innervation compared to any other group (ANOVA, Tukey, p<0.03; Figure 13B). The 
filopodia spine subtype group was excluded from this analysis because of high error due 
to a small population. 
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Figure 13. Density and distribution of VGAT appositions on dendritic spine 
subtypes. A, Dendritic spine apposition densities by spine subtypes. B, Dendritic spine 
apposition proportions by spine subtype. C, Dendritic spine apposition densities by spine 
subtype compartments for layer 2 apical (top left), layer 2 basal (bottom left), layer 3 
apical (top right), and layer 3 basal (bottom right) spine compartments. 
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The distribution and density of appositions on distinct spine subtypes were similar 
for apical and basal dendrites of layers 2 and 3 (Figure 13A). Significant differences in 
apposition density were only seen between basal layer 2 and apical layer 3 filopodia 
apposition densities (0 and 0.008 ± 0.002 apps/μm, ANOVA, Tukey, p=0.006), basal 
layer 3 and apical layer 3 filopodia apposition densities (0.002 ± 0.002 and 0.008 ± 
0.002 apps/μm, ANOVA, LSD, p=0.018), and finally between apical layer 2 and apical 
layer 3 filopodia apposition densities (0 and 0.008 ± 0.002 apps/μm, ANOVA, Tukey, 
p=0.006). Furthermore, no differences between head and neck innervation density were 
seen for each individual spine subtype (Figure 13C). 
Among the entire population of spines on apical dendritic segments (Figure 14), 
roughly 13% of total spines on layer 2 cells and 19% of total spines on layer 3 pyramidal 
cells were apposed by VGAT positive boutons. With further analysis we discovered the 
majority of these innervated spines are thin (54% for layer 2, 64% for layer 3). Layer 2 
apical spines showed a majority of innervation on spine heads of each spine subtype 
(Figure 14A), while layer 3 cells only showed a higher proportion of head innervation 
with mushroom spines (Figure 14B). Basal dendritic spine populations showed similar 
proportions of innervation (Figure 15). Roughly 13% of layer 2 spines and 19% layer 3 
spines apposed VGAT positive boutons, and of those spines the majority were thin (57% 
for layer 2 and 59% for layer 3; Figure 15). Similar to the apical segment, the majority of 
these layer 2 basal spines received innervation on their head (Figure 15A), while only 
mushroom spines received head innervation for layer 3 basal spine subtypes (Figure 15B). 
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Figure 14. Proportions of VGAT appositions on apical dendritic spines. A, 
Proportions of layer 2 apical spines with appositions (left), by subtype (top right) and by 
spine compartment innervation (bottom right). B, Proportions of layer 3 apical spines 
with appositions (left), by subtype (top right) and by spine compartment innervation 
(bottom right). 
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Figure 15. Proportions of VGAT appositions on basal dendritic spines. A, 
Proportions of layer 2 basal spines with appositions (left), by subtype (top right) and by 
spine compartment innervation (bottom right). B, Proportions of layer 3 basal spines with 
appositions (left), by subtype (top right) and by spine compartment innervation (bottom 
right). 
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VGAT Apposition Density by Surface Area 
Finally, apposition density by surface area (number of apps/µm2) of the dendritic 
shaft, the axon initial segment, and the soma was analyzed (Figure 16). Significant 
differences were seen between these compartments only in layer 3, with the axon initial 
segment having the highest apposition density followed by the dendritic shaft and with 
the soma having the lowest apposition density (0.36 ± 0.04, 0.18 ± 0.03, and 0.10 ± 0.03 
apps/µm2; p=0.001; Figure 16A). Even after the dendritic shaft was separated by segment 
(basal versus apical, Figure 16B) no difference in apposition density was seen between 
these segments in either layer. To further analyze this density, a Sholl analysis was 
performed (Figure 17). Following an initially high density, the apical segment for both 
layer 2 and layer 3 showed a quick decline followed moderate rise in apposition density 
as distance from the soma increase (Figure 17A). No differences were seen between the 
layers apposition densities at any points. When broken into proximal, middle, and distal 
compartments it was noted that the distal compartment of layer 3 had a significantly 
higher apposition density compared to all other compartments (ANOVA, Tukey, p<0.01, 
Figure 17C, left). The basal segments showed relatively steady apposition density as 
distance from the soma increased (Figure 17B). When broken into compartments, no 
differences were seen between apposition densities (Figure 17C, right). 
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Figure16. VGAT apposition density by surface area. A, Apposition densities by 
surface area of pyramidal cell compartments. B, Apposition densities by surface area of 
dendritic compartments. 
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Figure 17. Dendritic apposition density by surface area as a function of the distance 
from the soma. A, Total apical apposition density Sholl analysis. B, Total basal 
apposition density Sholl analysis. C, Apical (left) and basal (right) apposition densities in 
dendritic compartments. 
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DISCUSSION 
The purpose of this study was to characterize and compare the detailed 
morphology of and inhibitory inputs to layer 2 and layer 3 anterior cingulate cortex 
pyramidal cells. We chose to characterize this area because of its integration with the 
prefrontal cortex in error monitoring and decision-making, and because of the importance 
of understanding the relationship between structure and function of the cells in the 
neocortex. Layer 2 and layer 3 pyramidal cells showed similar spine density and spine 
proportion characteristics. Grouping dendritic arbors into the compartments -proximal, 
middle, and distal- we were able to compare regions of dendritic segments that were 
located in the same laminae. On average, the layer 3 cells were 453 µm deep in the cortex, 
making their middle and distal apical segments coincide with the depth of the entire layer 
2 apical segment. This difference in depth allowed us to compare the middle and distal 
apical compartments of layer 3 pyramidal cells with the entire apical dendritic arbor of 
layer 2 pyramidal cells. This comparison was not as simple for basal segments, because 
of the wide range of diversity in basal dendritic depth, length and branching. 
Apposition data provided us with an overestimation of inhibitory input on these 
cells, because appositions confirm only the location of VGAT positive boutons, but not 
the location of postsynaptic GABA receptors. Although it gives an overestimation of 
absolute numbers, apposition data provide accurate estimates of relative distribution of 
inhibitory inputs.  
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Figure 18. Summary of inhibitory input distribution on ACC pyramidal cells. 
Inhibitory boutons (red) innervate the axon (black), basal dendrites (green) and the three 
apical dendritic compartments, proximal (dark green), middle (light blue), and distal 
(dark blue) of a layer 3 (left) and a layer 2 (right) cell. Apical oblique segments (light 
green) were not examined in this study. 
 
Figure 18 shows a schematic that summarizes our apposition density by length 
data. When comparing different cell compartments, the only difference between layer 2 
and layer 3 cells was in the apposition density on axon initial segment, which was greater 
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on layer 3 cells (Figure 18, black). A possible explanation for the increased apposition 
density on deeper axon initial segments could be due to the deeper localization of the 
inhibitory chandelier cells, which reside principally in layer 4 and specifically target this 
compartment (Hendry et al., 1989; DeFelipe et al., 1989b).  Chandelier cells also tend to 
send axons short distances, so in areas of high chandelier cell density it is expected to see 
higher innervation density (DeFelipe et al., 1989b; Inan et al, 2012). 
Differences between apposition densities on the apical and basal dendrites were 
due to differences on the dendritic shaft (Figure 10B), with a significantly higher density 
of apposition occurring in the apical segment compared to the basal of the same layer. 
The majority of dendritic shaft appositions also occurred in the proximal regions of both 
apical and basal segments of both layer pyramidal cells (Figure 11B2; Figure 12B2). 
Decreased or unchanged shaft apposition densities were seen in both segments of both 
layers as distance from the soma increased (Figure 11B2; Figure 12B2). This decrease of 
inhibitory input density plays a significant role in cell firing potential. In order for a 
pyramidal cell to fire an action potential, the summed excitatory input must reach 
threshold at the axon hillock. Hyperpolarizing GABAergic inhibitory synapses play a 
major role in attenuating these local excitatory potentials. Distal inhibitory synapses 
could play a more local inhibitory role, specifically inhibiting or reducing excitatory 
synaptic potentials from individual distal dendritic branches (Chiu et al., 2012). On the 
contrary, proximal inhibitory synapses may play a more global inhibitory role, inhibiting 
summed excitatory potentials near the soma (Markram et al., 2004). In addition, 
increased inhibitory input close to the soma is important for regulating a cell’s ability to 
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fire action potentials. These physiological findings illustrate that proximal inhibitory 
input tends to be functionally strong and rapid (Kawaguchi and Kubota, 1997; Somogyi 
et al., 1998). Perhaps this is why we saw clustered dense inhibitory input in the proximal 
compartments of these ACC pyramidal cells. 
As we further broke down each segment into the three compartments we saw no 
significant differences between apposition density when comparing compartments in the 
same laminae (middle layer 3 versus proximal and middle layer 2, distal layer 3 versus 
middle and distal layer 2), with the exception being between the proximal layer 2 and 
middle layer 3 compartments (Figure 18, right, dark green and left, light blue). Our data 
suggests that the proximal apical dendrites are a preferred location for inhibitory 
innervation. This is further supported by the fact that the two distinct compartments in the 
same layer (proximal layer 2 and middle layer 3; Figure 18, compare right, dark green 
and left, light blue), presumed to overlap with the same population of inhibitory terminals, 
received different amounts of inhibitory innervation. In other words, there is preferential 
targeting within a sub layer for the proximal apical compartment of a pyramidal cell in 
the ACC. This phenomenon doesn’t seem to occur in the distal segments of the apical 
tufts where layers 2 and 3 apical segments have similar densities of inhibitory innervation 
(Figure 18, dark blue). Further studies need to identify if the sources of inhibitory 
innervation in the apical tufts of these two pyramidal neuron populations are from similar 
or distinct types of inhibitory interneurons. 
In terms of localization of inhibitory inputs on spines, apposition density followed 
the same pattern as general spine density in both apical and basal dendrites (Figure 11C 
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and Figure 12C). By further comparing the proximal, middle and distal compartments of 
spine apposition density to spine density, we see these two densities follow the same 
pattern, with the highest density in the middle compartment (Figure 11C2; Figure 12C2). 
This would make sense, because in areas of high spine density there is a higher likelihood 
of inhibitory input on a spine.  
Appositions on spine subtypes occurred in a similar pattern to spine subtype 
density, with the highest apposition density on thin spines (Figure 13A). Although the 
highest density occurred on thin spines, the spine subtype with the highest proportion of 
appositions was the mushroom subtype (Figure 13B). This feature could be due to chance, 
because of the large head diameter of mushroom spines there may be a higher probability 
of mushroom innervation. However, there are far fewer mushrooms spines than thin 
spines, which make it plausible that there is specific targeting of mushroom spines by 
inhibitory interneuron axons. 
Inhibition on a spine head decreases the level of calcium influx during an 
excitatory synaptic event (Chiu et al., 2013). Calcium compartmentalization in a spine 
causes morphological and synaptic plasticity. Not only are mushroom spines larger, and 
thus able to contain more calcium, they are also one of the strongest, 
electrophysiologically, and most stable spine subtypes (Bourne and Harris, 2007). 
Because of the role calcium plays in spine plasticity, and the ability of inhibition to limit 
calcium influx, inhibition must play a role in limiting spine plasticity. Thus, it is possible 
that the high frequency of inhibitory innervation on mushrooms spines that we observed 
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plays a role in the stability of these spines, as previously suggested in the mouse frontal 
cortex (Chiu et al., 2013). 
With the exception of the filopodia and layer 3 apical thin spines, the majority of 
spine appositions occurred on the spine heads (Figure 14 and Figure 15). Mushroom 
spines, which have the largest heads, have a higher chance for head synapses while 
filopodia spines, which have extremely long necks (and often no heads at all), would 
exhibit the opposite feature. It is more difficult to estimate where synapses would occur 
on thin spines, because of the high degree of variability in neck length and spine head 
size of individual thin spines.  
To compare the inhibition in terms of synaptic coverage on the axon initial 
segment, soma, and dendrites it was necessary to also characterize the apposition density 
by surface area in these three locations (Figure 16A). This analysis allowed us to 
visualize apposition density while correcting for dendritic tapering on distal dendrites. 
This data agreed with our spine density-by-length analysis, which showed the highest 
amount of inhibitory input on the axon initial segment. Interestingly, the soma, which 
would have a significantly high influence on the cell firing potential, had the lowest 
apposition density, raising the question as to the role of inhibitory synapses on the soma 
versus those on the proximal dendrites. The probability of an interneuron synapsing on a 
large surface area, such as the soma, should be higher compared to that of a smaller 
surface area, such as a dendritic segment. This poses the question as to why this doesn’t 
occur, and agrees with our previous notion to the possibility of specific synaptic targeting 
by inhibitory interneurons. Finally as shown by the Sholl analysis and by the 
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compartmentalization analysis, the distal portion of both the apical and basal segments 
received the highest amount of appositions (Figure 17C, left; Figure 17C, right). The 
distal dendrites have more synaptic coverage than any other compartment, which may be 
due to distal dendritic tapering; however bouton size plays a major role in synaptic 
coverage, and without measuring bouton surface area we are unable to predict the reason 
for distal shaft synaptic coverage increases. 
In future studies, postsynaptic GABA receptors should be 
immunohistochemically labeled in addition to VGAT in order to better estimate the 
number of inhibitory sites. It also might be of interest to focus on specific spine subtypes, 
such as mushroom spines, that receive a high amount of inhibitory innervation and to 
study the biochemical and electrophysiological significance inhibition has on these spines. 
Electron microscopy studies should also be carried out to further confirm apposition 
density while also assessing bouton and synapse size, further adding to the morphological 
and inhibitory innervation characteristics already described. Finally, similar studies 
should also be carried out in other brain regions, in order to compare regions to one 
another and to gain an understanding of the importance of inhibition in each area, and 
again to better understand the relationship between structure and function.  
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