Schoenberg's theorem for the complex Hilbert sphere proved by Christensen and Ressel in 1982 by Choquet theory is extended to the following result: Let L denote a locally compact group and let D denote the closed unit disc in the complex plane. Continuous functions f :
Introduction and main results
In his seminal paper, Schoenberg [13] introduced and characterized positive definite functions on spheres. The d-dimensional unit sphere of R d+1 is given as
For vectors ξ, η belonging to S d , the scalar product ξ · η belongs to [−1, 1] . By P(S d ) we denote the set of continuous functions f : [−1, 1] → R such that the kernel (ξ, η) → f (ξ · η) is positive definite on S d in the sense that for any n ∈ N, arbitrary ξ 1 , . . . , ξ n ∈ S d and c 1 , . . . , c n ∈ R one has n j,k=1
i.e., the symmetric matrix [f (ξ j · ξ k ) n j,k=1 ] is positive semidefinite. In a general setting we recall that for an arbitrary non-empty set X, a kernel on X is a function k : X 2 → C. It is called a positive definite kernel on X if for any n ∈ N, any finite collection of points x 1 , . . . , x n ∈ X and numbers c 1 , . . . , c n ∈ C one has n j,k=1
k(x j , x k )c j c k ≥ 0, i.e., the matrix [k(x j , x k ) n j,k=1 ] is hermitian and positive semidefinite. For a treatment of these concepts see e.g. [2] . A positive definite kernel on S d of the form f (ξ · η) is automatically real-valued by symmetry of the scalar product.
Let L denote an arbitrary locally compact group written multiplicatively and with neutral element e L . By P(L) we denote the set of continuous functions f : L → C for which the kernel (u, v) → f (u −1 v) is positive definite on L. This class of functions is very important in the theory of unitary representations of L on Hilbert spaces, see [6] , [12] .
Schoenberg's characterization of the class P(S d ) was then extended by [4] , who considered the class P(S d 
The above expansion is uniformly convergent for (x, u) ∈ [−1, 1] ×L, and we have
Here we have used the notation
for the ultraspherical polynomials c n (d, x) as normalized Gegenbauer polynomials C (λ)
n (x) for the parameter λ = (d−1)/2, while c n (1, x) = T n (x) are the Chebyshev polynomials, cf. [1] , [4] . For later use we recall that
The constant σ d denotes the total mass of the surface measure
Note that
Finally, N n (d) is the dimension of a space of spherical harmonics, cf. [4, (11) ], [11] , and is given by
Schoenberg's Theorem for P(S d ) is the special case of the previous theorem, where the group L = {e L } is trivial. The functions in P(L) are then just nonnegative constants.
The coefficient functions ϕ n,d , n ≥ 0, of Theorem 1.1 are called the d-Schoenberg functions associated to f .
If we restrict the vectors ξ 1 , . . . , ξ n ∈ S d to lie on the subsphere S d−1 , identified with the equator of S d , we see that
which is the set of continuous functions f :
is positive definite on
We note in passing that the notation P(S ∞ , L) suggests an intrinsic definition using the real Hilbert sphere
which is the unit sphere in the Hilbert sequence space ℓ 2 (R) of square summable real sequences. The intrinsic definition of P(S ∞ , L) is as the set of continuous functions f : [−1, 1] × L → C such that the kernel of Equation (9) 
The above expansion is uniformly convergent for
Schoenberg's Theorem for P(S ∞ ) (Theorem 2 in [13] ) is the special case of L = {e L }, where P(L) reduces to the non-negative constants.
Ziegel [16] 
Using the smoothness theorem of Ziegel the following addition to Theorem 1.2 was proved in [4] :
Schoenberg did not have the special case of Equation (11), where L = {e L }, because he lacked the smoothness result of Ziegel.
In [4] the coefficient sequence ϕ n (u), n ≥ 0, was obtained as an accumulation point of the sequence (ϕ n,d (u)) d≥1 for u, n fixed. The convergence in Equation (11) followed since it was possible to prove that the accumulation points were uniquely determined. By this method it does not seem possible to prove that the convergence in Equation (11) is uniform for u in compact subsets of L.
In this paper we have a different approach which yields the local uniform convergence. It is based on Rodrigues formula for the Gegenbauer polynomials.
uniformly for u in compact subsets of L. The sequence of functions
belongs to P(L) and gives the coefficient sequence in Equation (10) .
The proof will be given in Section 2.
We are now going to explain similar results for complex spheres. The complex unit sphere of (real) dimension 2q − 1 is given by
Note that Ω 2q is equal to S 2q−1 , if C q is identified with R 2q . In the following we shall always assume that q ≥ 2 because Ω 2 = S 1 is an abelian group, and functions on this group are treated via Fourier series.
For vectors ξ, η ∈ Ω 2q the (hermitian) scalar product ξ ·η belongs to the closed unit disc D, where the open disk D is defined as
By P(Ω 2q ) we denote the set of continuous functions f :
In [3] the authors proved the following result, which extended a result by Menegatto and Peron [10, Theorem 4.2] for the case P(Ω 2q ). 
The above expansion is uniformly convergent on D × L, and for u ∈ L we have
Here
is the dimension of a certain finite-dimensional space, see [8] , [14] . The functions R q−2 m,n (z) belong to the class of disc polynomials given in [8] for α > −1 as
are normalized Jacobi polynomials P
. See [15] for other expressions and properties of the disc polynomials. Like the case of real spheres we have
and we consider the set
which can be identified with the set of continuous functions f :
is the unit sphere in the Hilbert sequence space ℓ 2 (C) of square summable complex sequences. The second purpose of this paper is to give a proof of the following result: 
The series in Equation
When L = {e L } is trivial and P(L) reduces to the set of non-negative constants, Theorem 1.5 is a result of Christensen and Ressel [5] , also treated in [2, Chapter 5.4] .
For a function f ∈ P(Ω ∞ , L) we have an expansion (12) for each q ≥ 2 due to (15) . The connection to (16) The proofs of Theorem 1.5 and 1.6 will be given in Section 3.
2 Proofs in the case of the real Hilbert sphere
We need the following sharpening of Proposition 3.8 in [4] , which is inspired by results of Ziegel [16] . For functions
Proof. Let us first assume d ≥ 2. By the proof of Proposition 3.8 in [4] we have
and
These formulas show that f 1 , f 2 ∈ P(S d , L) and that
This also shows that the left-hand side of Equation (17) is continuous on [ (17) holds again, now with
This shows that (18) holds also in this case.
Let E d denote the subspace of continuous functions
, where p is a polynomial with complex coefficients and
In particular the function in Equation (19) has a continuous extension to
Proof. It follows by Proposition 2.1 that
We prove (19) by induction in k, and it certainly holds for k = 1 by Proposition 2.1.
Suppose (19) holds for k < n. Then the function in (19) is differentiable for −1 < x < 1 and differentiation and multiplication with 1 − x 2 shows that
we see that
In the next proposition we prove the weak convergence of a certain family (τ λ ) of measures introduced below. This convergence is decisive for the proof of our main Theorem 1.3.
For λ > −1 define the probability measure τ λ on [−1, 1] by
where B is the Beta-function. 
(ii) F is equicontinuous at x = 0, i.e., for every ε > 0 there exists 0 < δ < 1 such that |f (x) − f (0)| ≤ ε for all f ∈ F and all real x with |x| ≤ δ.
In particular, lim λ→∞ τ λ = δ 0 weakly, where δ 0 denotes the Dirac measure concentrated at 0.
Proof. For any 0 < δ < 1 and f ∈ F we have
For given ε > 0 we first choose 0 < δ < 1 so that by (ii)
By Stirling's formula
and λ 1/2 (1 − δ 2 ) λ → 0 for λ → ∞. Therefore, and using (i),
for λ ≥ Λ 0 , where Λ 0 is sufficiently large. This shows that
Proof of Theorem 1.3:
It is known that the Gegenbauer polynomials C (λ)
n (x) satisfy the Rodrigues formula, cf. [1, (6.6.14)]
For the normalized ultraspherical polynomials c n (d, x) given by (4), the Rodrigues formula reads
Inserting this in Equation (3) we get
We now make use of n integrations by parts to get
because the boundary terms
vanish for x = ±1 by Proposition 2.2. In fact,
for some polynomial R k (x) and
has finite values while (1 − x 2 ) d/2 R k (x) vanishes for x = ±1. Using the measure (20) with λ = d/2 − 1, we find
and we note that
By Proposition 2.3 we then get that
Given a compact set K in L the family
satisfies the conditions of Proposition 2.3, so the convergence in (22) is uniform for u in compact subsets of L. This also implies that u →
belongs to P(L) and is the coefficient ϕ n (·) of the power series in (10).
Proofs in the case of the complex Hilbert sphere
Let us first consider a function f ∈ P(Ω 2q , L). Then we know that
To f and to elements u 1 , . . . , u n ∈ L and numbers c 1 , . . . , c n ∈ C we define a new function F : D → C by
It is easy to see that F (z) = F (z), but in fact, this follows from the more general result inspired by [7] and which can be stated as:
Proof. Let ξ 1 , . . . , ξ m ∈ Ω 2q and d 1 , . . . , d m ∈ C be arbitrary. We shall prove that S ≥ 0, where
However,
because it is "a sum" belonging to the finite family of mn elements from Ω 2q × L
together with the family of scalars
Proof of Theorem 1.5:
It is easy to see that (ξ, η) → ξ · η is a positive definite kernel on Ω 2q . By the Schur product theorem for positive definite kernels, cf. [2, Theorem 3.1.12], we see that z m z n belongs to P(Ω 2q ) for q ≥ 2 and m, n ≥ 0. It is therefore elementary that any function of the form (16) with ϕ m,n ∈ P(L) satisfying
belongs to P(Ω ∞ , L), which was defined in (15) .
If we start with a continuous function f :
by Lemma 3.1. Using a theorem due to Christensen and Ressel, see [5] , it can be written as
where a m,n ≥ 0 are uniquely determined by F and satisfy a m,n < ∞. We now use the special case of (23) with n = 2, u 1 = e L , u 2 = u, c 1 = 1, c 2 = c, so F = F u,c takes the form
For all u ∈ L, c ∈ C there exist a m,n (u, c) ≥ 0 with a m,n (u, c) < ∞ such that
Letting c = 1, −1, i we obtain
a m,n (u, 1)z m z n ,
This gives
That ϕ m,n ∈ P(L) can be seen as in [7] , or we can use that necessarily
and that
uniformly for u in compact subsets of L as stated in Theorem 1.6 . Formula (25) proves that the functions on the right-hand side belong to P(L).
As preparation for the proof of Theorem 1.6 we shall discuss smoothness of functions from P(Ω 2q , L).
The smoothness results of Ziegel [16] for functions in P(S d ) have been extended to functions in P(Ω 2q ) in a paper by Menegatto, see [9] . This extension required new ideas, while a further extension to functions in P(Ω 2q , L) follows the same lines as in [9] , so we shall just give the results with a few indications.
For f ∈ P(Ω 2q+2 , L) ⊆ P(Ω 2q , L) we have the expansions, cf. Theorem 1.4,
and the coefficient functions are related in the following way:
Proof. For the first part we can use the same technique as in the proof of [9, Proposition 4.1]. The second part follows from the fact that ϕ q−1 m,n (e L ) ≥ 0 and from the first part.
Both limits are uniform with respect to u ∈ L.
Proof. Define
Define
and then we can use Lemma 3.2 in [9] .
To see this we get from (27) with m = M and n replaced by n − 1
Now, lim M →∞ Mc M = 0 follows as in [9] .
In analogy with Theorem 1.1 in [9] we have:
is differentiable with respect to z and z in D and there exist functions
(
In particular, the two functions to the left in (28) and in (29) have continuous extensions to D × L.
Let G 2q denote the subspace of continuous functions F : D × L → C spanned by functions of the form p(z, z)f (z, u), where p is a polynomial in z and z with complex coefficients and f ∈ P(Ω 2q , L).
By Proposition 3.4 we see that (1 − |z| 2 )∂/∂z and (1 − |z| 2 )∂/∂z maps G 2q+2 into G 2q . Proposition 3.5. Let q ≥ 2 and assume that f ∈ P(Ω 2q+2n , L) for n ≥ 1. Then f (·, u) is n times differentiable with respect to z and z in D and for r + s ≤ n
In particular, the function in Equation (30) has a continuous extension to D × L.
Proof. We prove (30) by induction in r + s.
It certainly holds for r + s = 1 by Proposition 3.4. Assume that it holds for r+s < n. Differentiating the function in (30) with respect to z and multiplication with 1 − |z| 2 shows that
belongs to G 2q+2(n−r−s−1) , and since
Differentiating the function in (30) with respect to z and multiplying with (1 − |z| 2 ) gives that
∈ G 2q+2(n−r−s−1) .
In the next proposition we prove the weak convergence of a certain family (ν α ) of measures introduced below. This convergence is decisive for the proof of Theorem 1.6.
Let ν α , α > −1, denote the probability measure on D given by
and in polar coordinates the expression is
The set C(D) of continuous functions f : D → C is a Banach space under the uniform norm ||f || ∞ = sup z∈D |f (z)|. (ii) F is equicontinuous at z = 0, i.e., for every ε > 0 there exists 0 < δ < 1 such that |f (z) − f (0)| ≤ ε for all f ∈ F and all complex z with |z| ≤ δ.
Then lim α→∞ f dν α = f (0), uniformly for f ∈ F . In particular, lim α→∞ ν α = δ 0 weakly.
For given ε > 0, we first choose δ > 0 so small that the first term is smaller than ε/2.
With this δ, the second term tends to zero as α → ∞, hence ≤ ε/2 for α sufficiently large.
Proof of Theorem 1.6:
where ϕ
by Theorem 1.4 and (31).
There is a formula of Rodrigues type for the disc polynomials, see [15, Eq. (2.6)]:
Thus, using R
Denote by I the integral in the previous equation. Now, note that
for a continuously differentiable function g on D. Using (36) we get We now make further integrations by parts, a total of m integrations with respect to z and n with respect to z. We need the following terms to vanish on the boundary of D 
