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Abstract
We construct a large class of dynamical vacuum black hole spacetimes whose exterior
geometry asymptotically settles down to a fixed Schwarzschild or Kerr metric. The con-
struction proceeds by solving a backwards scattering problem for the Einstein vacuum
equations with characteristic data prescribed on the event horizon and (in the limit) at
null infinity. The class admits the full “functional” degrees of freedom for the vacuum
equations, and thus our solutions will in general possess no geometric or algebraic sym-
metries. It is essential, however, for the construction that the scattering data (and the
resulting solution spacetime) converge to stationarity exponentially fast, in advanced and
retarded time, their rate of decay intimately related to the surface gravity of the event
horizon. This can be traced back to the celebrated redshift effect, which in the context of
backwards evolution is seen as a blueshift.
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1 Introduction
The question of the dynamical stability of vacuum black holes is a fundamental open problem
in classical general relativity:
3
Conjecture (Nonlinear stability of Kerr). For all vacuum Cauchy data sufficiently “near” the
data corresponding to a subextremal (|a0| < M0) Kerr metric ga0,M0 [62], the maximal vacuum
Cauchy development spacetime [17] (M, g)
1. possesses a complete null infinity I+ (cf. [21]) whose past J−(I+) is bounded in the future
by a smooth affine complete event horizon H+ ⊂M,
2. stays globally close to ga0,M0 in J
−(I+),
3. asymptotically settles down in J−(I+) to a nearby subextremal member of the Kerr family
ga,M with parameters a ≈ a0 and M ≈M0.
The problem poses a considerable challenge. The Einstein vacuum equations
Ric(g) = 0 (1)
constitute a complicated system of nonlinear hyperbolic equations for an unknown 3 + 1-
dimensional Lorentzian metric g. In the asymptotically flat setting, non-linear stability under
the evolution of (1) is known only for the trivial solution Minkowski space R3+1, as was proven
in monumental work of Christodoulou and Klainerman [24]. Resolving the above conjecture
would require understanding the long time dynamics of general solutions of the Cauchy problem
in a neighbourhood of the highly non-trivial Kerr family of vacuum metrics. Moreover, due
to the “supercriticality” of the nonlinearity implicit in equations (1), statements 1, 2 and 3 of
the conjecture are in fact strongly coupled, and one thus expects to have to prove them all
simultaneously.
Recent work on this problem has been concentrated in two directions: One direction has
been to indeed look at the fully non-linear Einstein equations, further coupled1 to additional
matter fields, but under spherical symmetry [19, 33], so as for the problem to effectively reduce
to a system of 1 + 1-dimensional hyperbolic pde’s. This effectively breaks the supercriticality2
of the problem and decouples 1–3 above. In this context, the analogue of the above conjecture
is completely understood for the simplest matter models, but at the expense of changing the
very nature of the analysis and suppressing (via the symmetry assumption) several of the most
interesting phenomena associated to black holes.
The second main direction of study has restricted itself to the linear problem associated
with (1), where the background metric g is fixed, but where the linear fields considered are now
without symmetry. See [39] for an extensive review. In the latter direction, even the case of
the Cauchy problem for the linear scalar wave equation
gψ = 0 (2)
1In 3 + 1 dimensions under spherical symmetry, in view of Birkhoff’s theorem [89], it is necessary in this
context to couple (1) with matter fields so as to yield non-trivial dynamics. The simplest choice to consider is
then the Einstein–scalar field system: Ric(g) = ∇ψ⊗∇ψ. In 4+ 1 dimensions, however, the vacuum equations
(1) themselves admit a more interesting Bianchi IX symmetry assumption [12], compatible with asymptotic
flatness, which is governed by two dynamic degrees of freedom satisfying a system of 1 + 1-dimensional pde’s.
The stability of 4 + 1-dimensional Schwarzschild has been resolved in this symmetric setting in [56]. In the
present paper, in what follows we shall always consider the classical context of 3 + 1 dimensions.
2One can understand this as follows: In spherical symmetry, suitable Einstein-matter systems become sub-
critical with respect to the conserved quantity given by the flux of Hawking mass, provided that the area radius
function r is bounded away from 0. The latter bound indeed holds in the domain of outer communications to
the future of any hypersurface containing a marginally trapped surface, in particular, for small perturbations of
Schwarzschild. Using the aforementioned conserved quantity, the existence of a complete null infinity I+ can
then be proven without proving asymptotic stability [28]. In contrast, the stability problem for Minkowski space
retains its “supercriticality” even under spherical symmetry, in view of the presence of the regular centre r = 0.
Nonetheless, that problem remains much easier (see [18]) than its non-spherical symmetric version [24]!
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on a fixed subextremal Kerr exterior background (M, ga,M )–what can reasonably be viewed
as a “poor man’s” linearisation of (1), completely neglecting the tensorial structure–has only
recently been understood: first for the Schwarzschild case a = 0 in [61, 36, 14], then for the
slowly rotating case |a| ≪M in [39, 37, 87, 4] and finally for the full case |a| < M in [38, 85].
Note also [91, 46]. The extremal case |a| = M , on the other hand, is subject to the recently
discovered Aretakis instability [5, 6, 69, 7], hence its exclusion from our formulation of the
conjecture.
Beyond the above two directions, the study of the dynamical stability of black holes is
still terra incognita. Better understanding of the full non-linear Kerr stability conjecture is
hampered by the fact that a much more basic question has not yet been answered:
Are there any examples of dynamical vacuum black hole spacetimes which radiate
nontrivially for all time to both a complete event horizon H+ and to a complete null
infinity I+ and asymptotically settle down to Schwarzschild or Kerr?
The purpose of the present paper is to answer the above question in the affirmative, in fact,
to address both the issue of existence3 of such examples and how a suitably general such class
can be effectively parametrized. Our main result can be summarised:
Theorem. For all |a| ≤M , there exist smooth vacuum black hole spacetimes, parametrized by
“scattering data” on a complete event horizon H+ and a complete null infinity I+ (with the
full functional degrees of freedom), which asymptotically settle down to the Kerr metric ga,M .
We have here stated the result somewhat loosely. A precise version of the theorem in
the Schwarzschild case a = 0 is stated as Theorem 6.1 of Section 6, which in turn follows
from Theorems 6.2 and 6.3. The case of the general Kerr family is considered in Section 9.
As we shall discuss below, the Kerr case produces no additional conceptual difficulties but is
computationally more involved and less explicit, hence the pedagogical advantage of treating
first Schwarzschild in detail. We also remark that by “smooth” above, we in fact mean solutions
of arbitrary prescribed finite regularity, cf. Remark 6.1. Finally, we note explicitly that the
above theorem includes the extremal case |a| = M , despite its exclusion from the stability of
Kerr conjecture. We will return to this surprising fact later on.
Let us note that a general notion of vacuum spacetimes asymptotically settling down to
Schwarzschild was in fact first introduced in [55]. Though [55] did not produce examples of
such spacetimes, it proved that given such a spacetime, certain higher order energies (associated
with the propagating degrees of freedom of the vacuum equations (1)) decayed quantitatively
with respect to a suitable foliation. The point was that the decay bounds were estimable from
initial data augmented only by certain global a priori decay estimates for a finite number of
lower order energies. This type of result was motivated by its possible usefulness in the context
of the stability problem. Our theorem above in particular gives the first non-trivial examples
of spacetimes satisfying the assumptions of [55].
While still far from resolving the stability conjecture with which we set out, the above
theorem confirms that the qualitative picture of dynamical vacuum black holes radiating their
“dynamical degrees of freedom” to the event horizon and to (a complete) null infinity, finally
asymptotically settling down to the Kerr family, is indeed reflected by a non-trivial class of
spacetimes with no geometric or algebraic symmetries. We will give further discussion of the
relation of what we have proven with the full stability problem at various points in the remainder
of this introduction.
3The closest previously known examples exhibiting such dynamics are the so-called Robinson-Trautmann
solutions, which we shall discuss in Section 10.
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1.1 Brief overview
In this section, we give a brief overview of the main ideas behind our construction, beginning
with the basic setup. In our discussion, we will assume some familiarity with general relativity
and the geometry of the Schwarzschild and Kerr families in particular. We refer the reader to
the textbook [89] for background, the lecture notes [39] for a mathematical discussion of black
holes with emphasis on wave propagation, and the monumental works of Christodoulou and
Klainerman [24] and Christodoulou [23] on the global analysis of the vacuum equations (1),
works which provide the ultimate source for many ideas which will be used here.
1.1.1 The setup
Scattering data for the Einstein vacuum equations (1) are posed on (what will be) the event
horizon H+ and null infinity I+ of our spacetime. The geometry defined by the scattering
data on H+ and I+ will approach exponentially4 the geometry of a Kerr event horizon and a
Kerr null infinity, in appropriately defined advanced and retarded time respectively, for some
fixed parameters |a| ≤ M . The necessity of assuming exponential approach will be discussed
in Section 1.1.5 below.
Our objective is then to construct a spacetime (M, g) solving (1), whose domain of existence
can be pictured by the shaded region of the Penrose diagram below:
scattering
data
on
I +sc
at
te
ri
ng
da
ta
on
H
+
which attains the prescribed scattering data as induced geometry on the horizon H+ and null
infinity I+, the latter as an asymptotic limit. The data on null infinity I+ then encodes
gravitational radiation to far away observers.
The actual construction is taken via the limit of an associated finite problem; see the figure
below:
approximate scattering data
trivial data
sc
at
te
ri
ng
da
ta
on
H
+
Here the scattering data on the horizonH+ is “cut off” at late finite advanced time to match to
Kerr data while the data on null infinity I+ is approximated by data on an ingoing null cone,
again cut off at late retarded time, and these data are further supplemented by trivial Kerr data
on a spacelike hypersurface connecting the two. (See Section 5 for a detailed discussion of setting
up the data.) This now defines a mixed Cauchy-characteristic initial value problem whose local
well posedness in the smooth category5 essentially follows from [47] and [79] (as applied in [23]).
4Following Christodoulou [23], null characteristic data can be parametrized by the geometry on a fixed
sphere and a seed “function” representing the conformal geometry of the cone. Exponential approach can here
be characterized by suitable exponential decay of the seed function.
5In spaces of finite differentiability, there is an inherent loss of derivatives in the characteristic initial value
problem, even for the linear wave equation (see [23]). In our setting, this loss is for instance already reflected in
the numerology of the table of Section 5.4.
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The global estimates on solutions of this finite problem (to be discussed below) will indeed allow
one to infer existence of a solution to the original limiting problem, not, however, uniqueness.
For the latter, see the discussion in Section 1.1.7 and again in Section 1.3.4. The estimates will
moreover show that the spacetime indeed possesses a complete null infinity and approaches the
Kerr metric uniformly in the shaded region with respect to a suitable foliation.
We will return to these global estimates for the finite approximate problem in Section 1.1.6
later in this introduction. To set the stage for these, we shall first introduce in Section 1.1.2 the
double null gauge with its corresponding Ricci connection coefficients and null-frame curvature
components, renormalised by subtracting out a background Kerr solution. The analytic content
of the Einstein equations (1) is then captured by the null structure equations and Bianchi
equations, whose schematic form under our renormalisation is discussed in Section 1.1.3. We
then turn to a discussion of the two fundamental issues which govern our setup: first, in
Section 1.1.4, the problem of capturing the “null condition” at null infinity I+ (a difficulty
familiar from [24]), and then, in Section 1.1.5, the role of the red-shift effect near H+, which
in the context of our problem will in fact appear as a blue-shift and which is the essential
origin of our strong exponential decay assumptions. Given the latter assumption and a proper
understanding of the null condition, the global estimates of the proof described in Section 1.1.6
will in fact be relatively straightforward.
1.1.2 A renormalised double null gauge
As in [23, 76], we will capture the content of the Einstein equations in the form of the structure
equations associated to a double null foliation, which in our case will cover the shaded region
above. (This formalism is particularly suited for our problem in view of the geometry of the
Schwarzschild and Kerr black hole exteriors, which, in contrast to the case of Minkowski space
R
3+1, can be globally covered by such foliations without degeneration.) The leaves of this
foliation are null hypersurfaces defined as level sets of functions u and v which we identify with
retarded and advanced time, respectively, and will intersect in 2-spheres. The event horizon H+
will correspond to u = ∞ and null infinity I+ with v = ∞, while the finite approximation to
null infinity will be a null hypersurface v = v∞. This foliation defines two useful null frames
(49) and (50) (differing in normalisation), Ricci coefficients (52), for instance the outgoing shear
χˆ or expansion trχ, and components of the Riemann curvature tensor (54), for instance the
components αAB and ρ, which satisfy the so-called null structure equations and the Bianchi
equations. It is these two sets of equations which we shall use to estimate solutions.
A novelty with respect to previous work is that we shall in fact renormalise these two sets
of equations by subtracting the contribution due to the background Schwarzschild or more
generally Kerr metric to which the solution is to asymptotically approach. This background
conveniently also defines the differentiable structure of the ambient manifold (with its coordi-
nates u, v) on which everything is then to be defined.
In the simpler case where the background is to be Schwarzschild, the ambient differential
structure is introduced in Section 2.1 and the renormalised null structure and Bianchi equations
are first introduced in Section 2.5. The former equations concern quantities including for
example the outgoing shear and renormalised expansion,
χˆ(u, v, θ, φ), (trχ − trχ◦)(u, v, θ, φ), (3)
respectively (see formulas (52), (56)), whereas the latter concern quantities including for exam-
ple the (renormalised) Riemann components
αAB(u, v, θ, φ), (ρ− ρ◦)(u, v, θ, φ) (4)
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(see formulas (54)). The second example in each of (3), (4) has been nontrivially renormalised
by subtracting a Schwarzschild contribution (denoted by a subsript ◦), whereas in the first,
the Schwarzschild contribution would vanish. Concretely, trχ◦(u, v, θ, φ) = 2r−1(1 − 2Mr−1),
where r(u, v, θ, φ) is the Schwarzschild area-radius function, a function we shall use in what
follows to understand decay properties towards null infinity I+. Notice that everything is
manifestly defined as functions or tensors of ambient coordinates (u, v, θ, φ), and this is what
fundamentally allows comparison of say trχ and trχ◦, etc.
In the Kerr case (Section 9), the renormalisation is more involved, since in our double null
foliation gauge all Ricci and curvature components appear non-trivially6 for the background
Kerr solution, and moreover, as functions of ambient coordinates they are only given implicitly
and depend nontrivially on two variables, cf. Section 9.2. In both cases, it can be verified
that the renormalised null structure and Bianchi equations share a common “schematic” form
characterized by a certain hierarchial structure in the non-linear interactions and their decay
properties. The subsequent analysis only depends on this form; in particular, the above com-
plications aside, the Kerr case yields no additional conceptual difficulties over Schwarzschild.
1.1.3 The schematic form of the equations
Before proceeding further, let us make some of our above comments more explicit by giving a
first glimpse of the schematic from of the renormalised null structure and Bianchi equations.
(The form will be further elaborated in Section 1.1.4.)
We will denote by Γ an arbitrary renormalised Ricci coefficient and by ψ an arbitrary
renormalised Riemann curvature component. (These are defined in Section 3.1 in the case of a
Schwarzschild background, and in Section 9 for the general Kerr case.) Thus, quantities (3) are
examples of a Γ while (4) are examples of ψ. The (renormalised) Riemann curvature components
ψ can in turn be grouped into so-called Bianchi pairs, which we will denote (ψ,ψ′). (For
instance, (ψ,ψ′) = (α, β) ,
(
(ρ − ρ◦, σ), β
)
are examples of Bianchi pairs in the Schwarzschild
case.) We note that the same component can appear in the role of ψ or ψ′ in distinct Bianchi
pairs.
The content of the evolution aspect7 of the Einstein vacuum equations is given by the null
structure equations for Γ, which can all be written schematically in the form
/∇3Γ = fΓ + Γ · Γ + ψ, /∇4Γ = fΓ + Γ · Γ + ψ (5)
and the Bianchi equations for Bianchi pairs (ψ,ψ′), which can all be written schematically as
/∇3ψ = /Dψ′ + fψ + fΓ + Γ · ψ, /∇4ψ′ = /Dψ+ fψ + fΓ+ Γ · ψ. (6)
Here f denotes a known function or tensor (arising from the background Schwarzschild or more
generally Kerr metric), fΓ, Γ ·Γ, Γ ·ψ etc., denote in fact sums over various contractions of the
product of known functions and elements of Γ, etc. The operators /∇3, /∇4 are appropriate first
order differential operators acting in the directions of the null vectors e3, e4, tangential to the
6In contrast, the null frame which makes the algebraically special property of Kerr manifest is non-integrable.
7Besides (5), there are additional null structure relations linking Ricci coefficients Γ and curvature components
ψ by elliptic equations on spheres. These equations are given in Appendix 10.3. These additional relations can
be interpreted as constraint equations which, if satisfied initially, are satisfied subsequently as a consequence of
the remaining equations. We shall thus be able to estimate solutions of (1) without ever invoking explicitly the
equations of Appendix 10.3 (although we shall of course need to specifically impose the latter to constuct initial
data (see Section 5.4)!). We note that by not directly exploiting these additional null structure equations, we
obtain less sharp results with respect to regularity, but this is nonetheless sufficient for our purposes. These
elliptic equations will, however, make a brief appearance in Section 1.1.7; see footnote 23.
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constant-v- and constant-u null hypersurfaces respectively, whereas /D are first order differential
operators on the spheres of intersection of the null cones.
The essential hyperbolicity of the Einstein equations (1) is encoded in the Bianchi equations
(6), which can be controlled by energy estimates. (The latter can be derived via the Bel
Robinson tensor, see [24], but alternatively more directly upon multiplication of each couple
of equations for Bianchi pairs by ψ, ψ′, respectively, and integration by parts, exploiting the
divergence structure in the angular operators /D.) The null structure equations (5) on the other
hand are here estimated (solely, cf. footnote 7) as transport equations. As is clear from above,
equations (5) and (6) are coupled and must be estimated together.
An important feature of the coupling in (5) is that the components of curvature ψ appearing
on the right hand side are such that, upon integration along the appropriate null hypersurface,
they can be estimated by a flux associated to the energy estimates for (6). To obtain the latter,
however, one needs to estimate higher Lq norms of Γ and ψ. These are in turn obtainable from
higher order L2 estimates via Sobolev inequalities. Thus, one must also commute equations
(5)–(6) with suitable differential operators, and derive higher order estimates. It turns out that
the schematic structure of (5)–(6) is preserved under appropriate commutation. We will return
to this point in Section 1.1.4.4, after we have further elaborated on this structure.
1.1.4 Asymptotics towards I+ and the “null condition”
The level of structure exhibited by (5), (6) just discussed, though already non-trivial, is as such
sufficient only to prove local estimates for (1).
The first global aspect that must be addressed is how to obtain uniform estimates up to
null infinity I+, say at first instance only for a finite interval of retarded time u. In analogy
already with the semi-linear wave equation
ψ = Q(∇ψ,∇ψ) (7)
on R3+1, one can only hope to obtain such uniform control by at the same time capturing decay
properties of the solutions. In the case of (1), more specifically, for this one must8
(i) guess the correct hierarchy of asymptotics towards I+ for the various Ricci coefficients Γ
and curvature components ψ, and
(ii) show that the non-linear structure of the interactions in (5) and (6) indeed allows for the
propagation of this hierarchy, at least locally in retarded time u.
The study of (i) for the Einstein vacuum equations (1) has a long history in connection with
understanding gravitational radiation. The pioneering works in the subject are due to Pirani,
Trautman, Bondi and then Penrose (see for instance [77]), who, imposing various a priori
basic assumptions on the asymptotics, derived from these a specific hierarchy of decay rates for
various curvature components, known as peeling. At the time, however, it remained completely
unclear whether there were any non-trivial spacetimes that satisfied these assumptions, much
less whether they held for general solutions of the Cauchy problem arising from asymptotically
flat data.
It was only with the monumental work of Christodoulou and Klainerman [24] on the stability
of Minkowski space that the door opened to a definitive understanding of the question of
8Problems (i)–(ii) are of course interesting in themselves! Moreover, in view of the fact that in our setup,
we are imposing data on I+, we need at the very least some basic understanding of the asymptotics just to say
that the solution indeed attains the scattering data. But more fundamentally, (i)–(ii) will be necessary simply
to ensure the existence of solutions up to I+.
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asymptotic structure for (1). In the context of the global stability of Minkowski space, it
turned out that it was more natural to propagate (cf. (ii)) a slightly weaker version of the
original peeling hierarchy of [77]. This propagation was ensured in [24] by a careful analysis
of the (null-decomposed) error-terms in the energy estimate for the Bianchi equations arising
from the Bel-Robinson tensor applied to appropriate vector field multipliers. One can think of
the consistency of the decay of all nonlinear error-terms with the hierarchy (i) as an elaborate
version of the “null condition” [63].9
Christodoulou in fact subsequently showed in [22] that generic physically interesting Cauchy
data never satisfy the original full peeling hierarchy of [77], the obstructions having the inter-
pretation of moments encoding the past history of the system, explicitly calculable in the
post-Newtonian approximation.10
Here, we are going to make the analogue of the “null condition” used in the present work
manifest in a slightly more direct way, at a level more readily read off from the null-decomposed
null-structure (5) and Bianchi equations (6) themselves. This approach systematizes and ex-
tends observations made in [55, 71] and may be useful for other problems.
1.1.4.1 The p-index notation. To see our version of the “null condition” in the systematic
form of the equations (5), (6), we first must introduce some additional notation.
We will assign (see Section 3) to each renormalised11 connection coefficient Γ and curvature
component ψ, as well as to each known tensor f arising from the background, a characteristic
weight p, which we will denote by a subscript, which will reflect the fact that rp‖fp‖ has,
and rp‖Γp‖, rp‖ψp‖ are expected to have, a finite (possibly zero12) trace on I+. Here, r is
the Schwarzschild area-radius function referred to already in Section 1.1.2, i.e. it is a known
function of the ambient coordiantes (u, v). This procedure thus encodes our “guess” (i) above.
For Γ, we will further distinguish components with a (3), (4) superscript according to whether
the relevant component satisfies an equation in the ingoing or outgoing null direction.
For instance, with this notation, the ingoing shear χˆ (which is unrenormalised in the case
of Schwarzschild background) can be written as
χˆ =
(3)
Γ 1,
indicating that this quantity satisfies an equation
/∇3χˆ = . . .
and that r1‖χˆ‖ is expected to have a finite trace on I+.
9The difficulties of problem (ii) are familiar from the semi-linear example (7). Not all non-linearities Q admit
existence results for ψ up to I+ even for finite u; a sufficient condition is that Q satisfies the celebrated null
condition [63]. As is well known however, when cast in the the form of non-linear wave equations by imposing
the harmonic gauge gµνΓλµν = 0, the Einstein equations (1) do not satisfy the null condition of [63]; this is what
made the problem of stability of Minkowski space so difficult! This in turn is related to the fact that in such
coordinates the asymptotics of gµν do not correspond to the asymptotics of free waves in view of the logarithmic
divergence of the light cones. Only much more recently was the harmonic gauge successfully used to give a new
proof [68] of a version of stability of Minkowski space, by propagating a weaker hierarchy of asymptotics.
10The analysis of [24] was localised near null infinity in [76] in a double null gauge similar to the one applied
here, where it was shown that the full peeling hierarchy could be propagated if it was assumed on a given
outgoing null cone. See also [48].
11The considerations of this section could also be applied to the unrenormalised equations; for this all instances
of fp would be replaced by Γp or ψp.
12That is to say, the weight may in fact be weaker than the actual decay rate in the solutions we finally
construct.
10
Other examples of our use of notation in the case where the background is Schwarzschild
are
trχ− trχ◦ =
(4)
Γ 2, α = ψ1.
1.1.4.2 The null structure equations for Γ. With this notation, we may elaborate the
structure of the equations (5) (see Proposition 3.1) as follows:
/∇3
(3)
Γ p =Op (8)
/∇4
(
r2c[
(4)
Γ p]
(4)
Γ p
)
= r2c[
(4)
Γ p]
( ∑
p1+p2=p+1
fp1
(3)
Γ p2 +Op+ 32
)
= r2c[
(4)
Γ p]Op+1 (9)
where by Oz we mean a sum of products of f , Γ, ψ, whose total decay as measured in the above
sense is r−z or faster. Here, c[Γp] is a weight factor defined in Proposition 3.1.
From the above, one sees immediately that the decay assumptions on Γp are consistent, in
the sense that the decay assumptions on the differentiated quantities on the left hand side of
(8), (9) are “retrieved” by inserting the decay assumptions of the hiearchy on the right hand
side and integrating (8)–(9) as transport equations for finite affine retarded time in the /∇3
direction ∫ u+ǫ
u
Op . ǫOp (10)
and for infinite affine advanced time in the /∇4 direction,∫ ∞
v
r2c[
(4)
Γ p]Op+1dv . r
2c[
(4)
Γ p]Op, (11)
where we are exploiting the extra decay in r to integrate, noting also that for large r, dv ∼ dr.
In the above computation, however, inequality (11) fails to yield a smallness parameter.
Thus, in itself, the above computation does not allow to prove estimates. As is apparent,
however, from the precise structure of the middle term of (9), the borderline terms, i.e. those
which are Op+1 and no better (as measured in the p-subscript notation), are of the form
fp1
(3)
Γ p2
where
(3)
Γ p2 can be estimated by (8). Thus, at least when considering only local evolution in
retarded time, a smallness parameter ǫ can be retrieved for this term by integrating equation
(8) in view of (10),13 while for the non-borderline terms, we have∫ ∞
v
Op+ 32 dv . ǫOp, (12)
where ǫ→ 0 as r(v)→∞.
One can view the special structure of the non-linear interactions just discussed as repre-
senting a “null condition” at the level of the null structure equations, which (contingent also on
the considerations for ψ to which the null structure equations are coupled–see Section 1.1.4.3
below!) in principle permits propagation of the p-hierarchy for Γ (cf. (ii) above), at least locally
in retarded time. In the more difficult context of our global estimates, which require solving for
infinite retarded time, we will see how this is done in practice in the discussion of Section 1.1.6.
13One can draw a comparison at this point with the reductive structure in [23].
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1.1.4.3 The Bianchi equations for ψ. To propagate the p-hierarchy for ψ, we must also
identify a “null condition” at the level of the Bianchi equations.
We first elaborate (6) with regards to our p-hierarchy by rewriting the equations:
/∇3ψp = /Dψ′p +Op, (13)
/∇4ψ′p′ + γ4(ψ′p′)trχψ′p′ = /Dψp +Op′+ 32 (14)
With respect to the p-decay of the last terms, we see a similar structure to that of (8)–(9)
for Γ. Now, however, the equations are to be estimated not as transport equations, but with
weighted energy estimates proven by multiplying each pair (13), (14), respectively, by rqψp,
rqψ′p′ , and then integrating by parts, for a well-chosen weight q(ψp).
The choice of the weight rq serves so as to eliminate the contribution of the γ4(ψ
′
p′)trχψ
′
p′
term in the divergence identity, which would be borderline with respect to decay (cf. the weight
factor r2c[
(4)
Γ p] in (9)). The significance of the presence of Op′+ 32 on the right hand side of (14),
as opposed to Op on the right hand side of (13), enters because the ψp terms appear in energy
fluxes through outgoing null cones, while the ψ′p′ appear in energy fluxes through ingoing null
cones. Thus, extra decay is required in (14) upon multiplication by ψ′p′ , to ensure integrability
as r → ∞ for terms where this direction is not represented by a flux. In contrast to the case
of (9), there are no “borderline” terms arising from this procedure, as the decay of the extra
terms in (14) is strictly greater that p′ + 1. Concretely, in the context of our global estimates,
one can view the final manifestation of this “null condition” as represented by the estimate (28)
in Section 1.1.6.
1.1.4.4 Commutation. As discussed already in Section 1.1.3, one must derive higher order
estimates so as to close via Sobolev inequalities. This, however, means that suitable decay
must then also be captured for higher order quantities. As will be shown in Section 3.3, the p-
hierarchical structure of the schematic form of the equations (8)–(9) and (13)–(14) is preserved
under arbitrary commutations with respect to a suitable set of differential operatorsDk. (These
operators include tangential operators to the spheres which are not however the usual “angular
momentum operators” but in fact raise the type of tensors. See in particular the discussion of
footnote 40.) This will indeed allow for higher order estimates for DkΓ and Dkψ.
1.1.5 The blue-shift at H+ and the necessity of exponential decay
Having discussed the analysis at null infinity I+, we turn to considerations regarding the horizon
H+. When solving the Einstein equations (1) backwards, we immediately meet a fundamental
obstacle: the celebrated red-shift effect on H+ is now seen as a blue-shift effect :
scattering
data
on
I +
sc
at
te
ri
ng
da
ta
on
H
+
i0
A
B
This effect should be understood in the geometric optics approximation as follows: If two
observers A and B cross the horizon H+ as depicted, the frequency of a signal that B sends
to A backwards in time will be received by A exponentially blue-shifted (in the difference in
retarded horizon-crossing time between the two observers).
12
For stationary black holes, the exponential factor is determined by the so-called surface
gravity κ of the horizon [39]. In the Kerr case, this is given explicitly by
κ =
√
M2 − a2
2M2 + 2M
√
M2 − a2 .
Note that in the Schwarzschild case κ = (2M)−1, while for M fixed, κ decreases as |a| → M ,
vanishing in the extremal case |a| =M .
As the red-shift/blue-shift is an effect of geometric optics, it is also present in the context
of the linear wave equation (2) on a fixed Schwarzschild background, where everything can be
made very concrete, in view of the existence of a ∂t-energy scattering theory due to Dimock
and Kay [43, 42].14 Recall from [43] that for scattering data ψ|H+ and rψ|I+ assumed only
to be of finite ∂t-energy, one can associate a unique solution ψ of (2) in the domain of outer
communications of Schwarzschild, realising the scattering data, such that ψ has finite ∂t-energy
on t = 0. It can then be explicitly shown that, in accordance with the above geometric optics
effect, generic smooth scattering data ψ|H+ and rψ|I+ decaying slower than exponential will
lead to a solution ψ which, though smooth in the black hole exterior, will fail to be regular on
the event horizon.15 Thus, to ensure regularity assuming only decay assumptions for ψ|H+ and
rψ|I+ , one must impose that this decay is exponential.
For the more complicated Einstein vacuum equations (1), one sees the role of the blue-shift
in our schematic equations in the sign of certain fp1 terms in equations (8) and (13), as these
drive exponential growth of certain Γ and ψ when solving backwards, if the final parameters
are to satisfy |a| < M . In view of the above remarks, then similarly with the case of the
wave equation (2), for (1) one is again led naturally to the imposition of exponential decay.16
The challenge is then to show that indeed (issues of asymptotics towards I+–just discussed in
Section 1.1.4–aside) the quantities Γ and ψ grow at most exponentially when solving backwards.
This is precisely what will be achieved in our global estimates outlined in Section 1.1.6.
We defer a discussion of the possibility of constructing singular solutions of (1), like those of
(2) discussed immediately above, to Section 1.3.1. Finally, we will discuss in Section 1.3.2 the
significance of these remarks for the relation of the spacetimes which we construct here with
generic solutions of the forward problem, for which, as we shall see, exponential decay is not
expected to hold.
Let us point out explicitly that in the extremal case |a| = M , in view of the degeneration
of κ, one is not in fact “forced” to impose exponential decay, and this case will play thus a
special role in the discussion of Sections 1.3.1 and 1.3.2. In the present work, however, we will
not attempt to exploit this but will make uniform assumptions on data for all |a| ≤M .
1.1.6 The global estimates
Having given a preview of all the essential aspects of the analysis, let us now return to the
proof proper and describe how these elements enter into the main global estimates.
Recall the setup of Section 1.1.1 for the associated finite approximate problem. In addition
to the double null foliation discussed above, we will foliate the ambient manifold (which we
now denote by M(τ0, τ, v∞)) on which our solution will be defined by (what will be) spacelike
14There is a large literature concerning scattering theory for (2) on black holes. We mention also the mono-
graph [50] the works [8, 75, 52] and the very recent [9].
15Recall that the ∂t energy does not control transversal derivatives to H+.
16In fact, to ensure each order of higher regularity at the horizon one is led to impose a faster exponential
decay rate. This is because the strength of the red-shift is more and more enhanced at each order of commutation
for the commuted equations described above in Section 1.1.4.4. See Section 3.3.4 and Remark 6.1.
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hypersurfaces Στ∗ , τ0 ≤ τ∗ ≤ τ , terminating on the event horizon H+ and the finite approx-
imation v = v∞ to null infinity I+. For each such τ∗, we may also consider the subregion
M(τ∗, τ, v∞), depicted as the darker shaded region below.
H
+
I +
v
=
v
∞
M(τ0 .τ, v∞)
Στ
Στ∗
Στ0
As is usual for non-linear problems, existence of the solution and estimates up to Στ0 must
be proven simultaneously, by a continuity argument in τ∗. A further complication arises from
the fact that for existence, we appeal to general well-posedness theory for (1) in the smooth
category, whereas we estimate solutions using (5)–(6) in the gauge described in Section 1.1.2.
A framework for dealing with this has been given in complete detail in [23]. See our treatment
in Section 7.1. For the present discussion, let us for convenience assume that we are given the
existence of a spacetime in the region in question and concentrate only on the issue of proving
global estimates independent of τ and v = v∞ (as τ →∞, v∞ →∞).
1.1.6.1 The case of the linear scalar wave equation ψ = 0. As a warm-up, let us
first see how one obtains uniform estimates for solutions ψ of the linear scalar wave equation (2)
in the region M(τ0, τ, v∞), with analogously prescribed (approximated) scattering data, and
where g is now the fixed Kerr metric. Namely, let us prescribe trivial data ψ = 0, ∇ψ = 0 on
Στ , exponentially decaying (in view again of the considerations of Section 1.1.5) data ψ|H+ on
H+, cut off to vanish in the future of Στ , and exponentially decaying approximate scattering
data rψ|v=v∞ on v = v∞, again cut off.
As we shall see, the argument is extremely straightforward. One defines an energy
E [ψ](τ∗) =
∫
Στ∗
(1− 2M/r)−1r−h|∂uψ|2 + r2|∂vψ|2 + r2| /∇ψ|2, (15)
which is non-degenerate at the horizon and incorporates positive r-weights at null infinity
related to the expected decay hierarchy
|∂uψ| . r−1, |∂vψ| . r−2, | /∇ψ| . r−2. (16)
(The negative r-weight r−h arises from the geometry of Στ itself, for 1 < h < 2, from the choice
(42). The integral is to be taken with respect to the induced volume form.) We can then derive
an energy identity in the region M(τ∗, τ, v∞) of the form
E [ψ](τ∗)+
∫
M(τ∗,τ,v∞)
Bulk term
= FH+∩J+(Στ∗ )[ψ] + Fv=v∞∩J+(Στ∗ )[ψ] + E [ψ](τ), (17)
where F denote the flux terms corresponding to the above energy quantity.
Our assumptions on (approximate) scattering data are
E [ψ](τ) = 0, FH+∩J+(Στ∗ )[ψ] + Fv=v∞∩J+(Στ∗ )[ψ] . e−Pτ∗ . (18)
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It follows that (17) yields
E [ψ](τ∗) +
∫
M(τ∗,τ,v∞)
Bulk term . e−Pτ∗ . (19)
On the other hand, one can show (see [35])∫
M(τ∗,τ,v∞)
|Bulk term| .
∫ τ
τ∗
E [ψ](τ ′)dτ ′. (20)
Were both integrals restricted to a unformly bounded r-range r ≤ R, the inequality (20)
would be essentially trivial, requiring only the fact that the background g (Kerr in our case)
admits a time-translation invariant timelike vectorfield. In view, however, of the fact that
supM(τ∗,τ,v∞) r →∞ as v → v∞, the fact that no positive r weights appear on the right hand
side of (20) is nontrivial, and reflects the relation of the weights of (15) with the hierarchy (16),
the fact that Kerr is asymptotically flat, the properties of the geometry of Στ , and the existence
a timelike Killing field near infinity.17
Thus, (19) yields
E [ψ](τ∗) .
∫ τ
τ∗
E [ψ](τ ′)dτ ′ + e−Pτ∗ , (21)
which by Gronwall’s inequality gives
E [ψ](τ∗) . e−Pτ∗ , (22)
provided that P is chosen larger than the implicit constant in the . symbol of (21).
We may see concretely the role of the blue-shift effect discussed in Section 1.1.5 in the
identity (17): If |a| < M then the sign of the bulk term in a neighbourhood of the horizon H+
is negative and comparable to the integrand of (17), with constant of proportionality related to
the surface gravity (see [39]). P is thus in particular constrained by the strength of the surface
gravity.18
Let us note explicitly that our argument above appeals neither to a conserved non-negative
energy nor to a Morawetz-type estimate (integrated local energy decay). We see thus that
the assumption of exponential decay of the scattering-data fluxes (18) has absolved us of the
arduous task of understanding either superradiance or the structure of trapped null-geodesics,
so fundamental in establishing decay for the forward problem (see Section 4.1 of [39]). Thus, the
Schwarzschild and Kerr problems are at the exact same level of difficulty, and in particular, the
extremal limit |a| →M , where the problems of superradiance and trapping are strongly coupled
(see Section 1.5 of [38]) and moreover the redshift degenerates, is entirely unproblematic here,
indeed, in the extremal case |a| =M one can obtain in principle a better estimate19 than (21).
For the linear equation (2), there is in fact considerable flexibility as to the r-weights in
(15). For instance, we could have removed completely the r2 weights from E and still would
17In fact, the existence of time-translation invariance and Killing field can be weakened to the existence of
vector fields whose deformation tensor is uniformly bounded in a suitable r-weighted sense.
18Let us note that the sign of the bulk term is also necessarily negative near I+ due to the weights. The
precise analysis of [35] shows, however, that there is hierarchial structure relating the r-weights of boundary
and bulk terms. This can be used to show that considerations near I+ only constrain the energy E to grow
polynomially. We shall not pursue this further here.
19For this, however, one would indeed have to understand the issue of trapping, etc. Note that in the extremal
case, the solutions ψ of this finite problem constructed above (and thus also the limiting solution with the data
imposed on H+ and I+) manifestly have vanishing Aretakis constants (see [6]).
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obtain (20) (which would now indeed be essentially trivial). More generally, we could have
replaced r2 with rp for 0 ≤ p ≤ 2 (see again [35]). This would lead of course to less precise
uniform estimates on the solutions, but in the limit v∞ → ∞ would nonetheless still allow us
to give some meaning to a solution of the scattering problem.
If, on the other hand, we were to pass to the analogous problem replacing now the linear
equation (2) with the the semilinear wave equation (7), then simply to obtain the analogue of
(20), including the correct r-weights in (15) is now essential, and moreover, obtaining (20) will
depend on the validity of a null condition on Q. In anticipation of our argument, the reader
may wish at this point to work out the analogue of our theorem for the case of (7) for a Q
satisfying an appropriate null condition. Here, let us however proceed directly to (1).
1.1.6.2 Energy estimates for curvature ψ. We return thus to the vacuum equations (1)
and the problem at hand.
We define an energy E [D3Ψ](τ∗) through a Στ∗ leaf (see the related notation in Section 4),
which is a sum of energy-type quantities containing each renormalised Bianchi component,
commuted up to order 3, i.e. Dkψ for |k| ≤ 3, incorporating the weights rq(ψ) as discussed in
Section 1.1.4:
E [D3Ψ](τ∗) =
∫
Στ∗
∑
ψ,|k|≤3
(r2q or r2q−h)|Dkψ|2. (23)
Some components will naturally have r−h weights due to the geometry of Στ (cf. (15)). As dis-
cussed already in Section 1.1.3, considering a higher order energy is necessary for the estimates
to close, and the precise numerology is imposed by the structure of the nonlinear terms and
the Sobolev inequality used.
By the procedure described in Section 1.1.4 using (the D-commuted version of) formulas
(13)–(14), we will derive an energy identity for the quantity E in the region M(τ∗, τ, v∞), for
each τ0 ≤ τ∗ ≤ τ , from which we derive a relation,
E [D3Ψ](τ∗)+
∫
M(τ∗,τ,v∞)
Bulk term
≤ FH+∩J+(Στ∗ )[D3Ψ] + Fv=v∞∩J+(Στ∗ )[D3Ψ] + E [D3Ψ](τ), (24)
where the quantities on the right hand side are flux terms completely determined by scattering
data. In view of the set-up of our approximate problem and the exponential approach assump-
tion on the data discussed in Section 1.1.5, we have for the last term on the right hand side of
(24)
E [D3Ψ](τ) = 0,
while for the first two terms we have
FH+∩J+(Στ∗ )[D
3Ψ] . e−Pτ∗ , Fv=v∞∩J+(Στ∗ )[D
3Ψ] . e−Pτ∗ .
Compare with (18). (Here it is important that our E(D3Ψ), F (D3Ψ) are constructed from the
renormalised quantities ψ with the Kerr contribution subtracted out.20)
We thus have in analogy with (19):
E [D3Ψ](τ∗) . e−Pτ∗ +
∫
M(τ∗,τ,v∞)
|Bulk term|. (25)
20We note that the loss of derivatives in the characteristic initial value problem, discussed in footnote 5, arises
when relating these fluxes to tangential derivatives to the null hypersurfaces H+ and v = v∞.
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Let us denote by Fv[D
3Ψ](τ∗) the associated flux of the above energy identity on the
constant-v hypersurface intersected with J+(Στ∗)∩M(τ∗, τ, v∞), and by Fu[D3Ψ](τ∗) the anal-
ogous quantity on a constant-u hypersurface (cf. the notation of Section 4). We obtain a similar
estimate to (25) bounding Fv and Fu, and the three can be combined to yield
E [D3Ψ](τ∗) + Fu[D3Ψ](τ∗) + Fv[D3Ψ](τ∗) . e−Pτ∗ +
∫
M(τ∗,τ,v∞)
|Bulk term|. (26)
It turns out that having bounded above also the null flux terms will be useful in Section 1.1.6.3
below.
The bulk terms on the right hand side of (26) are cubic and higher in their combined depen-
dence on background terms f , renormalised curvature D3ψ and renormalised Ricci coefficients
D
3Γ:
Bulk term =
∑
k+l≤3
rqf ·Dkψ ·Dlψ + rqf ·DkΓ ·Dlψ + rqDkΓ ·Dl1ψ ·Dl2ψ + · · · . (27)
Recall how these terms arise from the right hand side of (13)–(14) after multiplication by rqψ,
rqψ′, everything having been appropriately commuted by D. Note, however, that the first two
terms displayed above are only quadratic in the quantities (Dkψ,DkΓ). As in our discussion
of the linear wave equation (2) in Section 1.1.6.1, some of the constituents of the first term will
be negative (and proportional to the surface gravity), and this reflects concretely the blue-shift
effect of Section 1.1.5. The second term arises from the presence of the “non-homogeneous
terms” fΓ in renormalised Bianchi (6).
We can now see the significance of the null condition discussed briefly in Section 1.1.4.3.
The appropriate choice of weights defining the energy in (23) allows us to estimate:∫
M(τ0,τ,v∞)
|Bulk term| .
∫ τ
τ0
E [D3Ψ](τ∗)dτ∗
+
∫
M(τ0,τ,v∞)
f2r
2p−2‖DkΓp‖2L2(u,v)
+
(
sup
Γ,u,v
rp‖D1Γp‖L∞(u,v) + · · ·
)∫ τ
τ0
E [D3Ψ](τ∗)dτ∗. (28)
The first two lines of the right hand side above arise from the first two terms on the right hand
side of (27). Note that the first line is comparable to the estimate (20) for the linear wave
equation (2). The third line (familiar from the analogous energy estimates for quasilinear wave
equations) arises from the cubic terms in (27). We have omitted from the prefactor other higher
Lq norms (involving also ψ) which can be treated similarly to the one we have included. The
remarkable point to notice is that all weights are consistent with our p-hierarchy.
The weighted L∞ norms in the last term on the right hand side of (28) above can be
controlled
rp‖D1Γp‖L∞(u,v) .
∑
0≤k≤3
rp−1‖DkΓp‖L2(u,v), (29)
by applying suitable Sobolev inequalities on the 2-spheres of constant (u, v). Thus, to close, we
must couple the estimate (24) with estimates that allow for control of rp−1‖DkΓp‖L2(u,v) for
0 ≤ k ≤ 3. Specifically, we shall show in Section 1.1.6.3 below that
rp−1‖DkΓp‖L2(u,v)(τ∗) . e−Pτ∗/2. (30)
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Here, τ∗ = τ∗(u, v) denotes the τ∗ value such that (u, v) ∈ Στ∗ .
It is clear that, given (30), then by Gronwall’s inequality, the estimate (28) (together with
the Sobolev inequality (29)) immediately yields21
E [DkΨ](τ∗) . e−Pτ∗ , Fu,v[DkΨ](τ∗) . e−Pτ∗ , (31)
in analogy with (22), for P sufficiently large.22 The estimates (30) and (31) (which can easily
be extended to all higher order) would then together represent our desired uniform estimates
in the regionM(τ, τ0, v∞).
We turn finally to obtaining (30).
1.1.6.3 Global transport estimates for Γ. As discussed already, to obtain (30) we will
integrate the (D-commuted version of the) transport equations (8)–(9), as described in Sec-
tion 1.1.4.2, along constant-u and constant-v hypersurfaces.
In view of our exponential decay assumption, our data can be taken to satisfy
rp‖DkΓ|H+‖L2(∞,v) . e−Pτ∗/2, rp‖DkΓ|v=v∞‖L2(u,v∞) . e−Pτ∗/2, (32)
rp‖DkΓ|Στ ‖L2(u,v) = 0, (33)
consistent with (30). Moreover, by a continuity argument in τ∗, we can in fact assume the
inequality (30) itself as a bootstrap assumption, provided that our estimates improve the rele-
vant constants (see footnote 21 and Definition 7.1). In particular, given (30), we indeed have
by Section 1.1.6.2, the estimates (31).
We now integrate (8)–(9), backwards in time after integration in L2 over the constant-
(u, v) spheres, starting at the hypersurfaces H+, v = v∞, Στ where data are defined. The
contributions of data are then bounded precisely by (32), (33).
Let us first briefly discuss the integrals of the ψ terms which appear linearly on the right
hand side of (6). Having first integrated in L2 of the spheres, upon integration in the u and v
directions these terms can be estimated from the null curvature fluxes Fv and Fu (which have
in turn been estimated in (31)!), after applying Cauchy-Schwarz. Thus, at least from the point
of view of regularity, the estimates can in principle close.
From the point of view of rp-weights, we have already discussed in Section 1.1.4.3 the
structure that in principle will allow a smallness factor to arise when evolving locally in retarded
time u. In our global context, instead of shortness of u-interval (exploited to yield the ǫ of (10)),
we now exploit the exponential factor e−Pτ/2 of our bootstrap assumption (30).
Without giving the details of the estimates here, let us note simply that integration in the
u direction will now produce factors
sup
θ,φ
∣∣∣∣∫ ∞
u
e−Pτ∗Ω2EF(u∗, v, θ, φ)du∗
∣∣∣∣ (34)
whereas integration in the v direction will produce factors∫ ∞
v
e−Pτ∗r−p−1dv∗. (35)
21In view of the omitted terms in (28), the actual story is slightly more complicated, in that we will need
L∞ estimates for curvature ψ. This will require introducing the inequalities (31) as boostrap assumptions and
subsequently improving the relevant constants by the estimate described. Including (31) as boostrap assumptions
will also be necessary because control of the Sobolev constants themselves require some basic geometric input.
See Section 1.1.6.3 below where we shall explicitly introduce a bootstrap assumption in the context of obtaining
(30) and Definition 7.1 for the precise bootstrap setup.
22In view of the comments after (27), one sees that P is in particular constrained by the surface gravity of
the horizon.
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Here Ω2EF is the conformal factor of the metric in our gauge with respect to an Eddington-
Finkelstein normalised null frame (see (48)).
Functions u, v, τ , and r are all fixed to our differential structure and satisfy
dv . rhdτ
whereas, for r ≥ R we have
∂vr ≤ 1
2
.
Moreover, our bootstrap assumptions allows us to show that the conformal factor of the metric
Ω2EF satisfies
Ω2EFdu∗ ∼ dτ.
(This behaviour can be understood already from the exactly Schwarzschild case.)
From these relations, one sees immediately that (34) yields a factor
ǫe−Pτ∗(u,v), (36)
whereas (35), using also (36) for the borderline terms, yields
ǫr−pe−Pτ∗(u,v), (37)
where the ǫ arises from choice of a suitably large P . The ǫ factors in (36) and (37) are the
global analogue of those in the local naive computations (10) and (12) and allow one to improve
the bootstrap assumption (30), as desired. See Section 7.4 for details.
This concludes our discussion of the proof of global uniform estimates for the approximate
finite problem.
1.1.7 Differences of solutions and convergence
Since our main theorem does not assert uniqueness (recall the discussion of Section 1.1.1), one
can infer the existence of a solution of the limiting problem (with data at H+ and I+) from the
above estimates for the finite problem simply by taking a subsequential limit via Arzela-Ascoli
(cf. [23]).
For future applications, we prefer to understand the convergence more quantitatively. For
this, one must estimate differences of two solutions g, g†. We shall consider
Γ = Γ− Γ†, ψ = ψ − ψ†
and derive a system of equations for these quantities analogous to the null structure and Bianchi
equations. It turns out that the general structure as described in Sections 1.1.3–1.1.4 is again
reflected in this system.23 See Section 8. The resulting estimates then show that our limit
converges strongly. Moreover, these equations can in fact be used to assert more generally the
uniqueness of our solution in the class of solutions a priori assumed to settle down to the Kerr
family at a suitably fast exponential rate.
23We note only one additional feature: We will separate out a subcollection G of the commuted Γ, for which
we shall appeal to the additional elliptic null structure equations (cf. footnote 7) to improve their regularity.
We note that we will also appeal to this extra structure in the context of the estimates of Section 1.1.6.2 in the
Kerr case a 6= 0 (see Section 9). We stress that in neither cases is our appeal to this elliptic structure truly
fundamental for the argument–we do this simply to avoid applying an additional commutation beyond the D3
required so as for (28) to close.
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1.2 Outline of the paper
Having given an overview of the main ideas of our proof, we give here a very brief outline of
the structure of the paper for the convenience of the reader.
In Section 2, we fix the ambient manifold on which both our finite approximations (as a
subset) and our final spacetime will be defined. We then introduce the class of metrics to
be considered, in appropriate gauge, and give the renormalised Bianchi and null structure
equations in this context.
We then proceed in Section 3 to discuss our systematic reformulation of the renormalised
equations. Furthermore, the set of commutation operatorsD is defined which allows commuting
the equations an arbitrary number of times while preserving the fundamental structure required
for our estimates.
Section 4 will introduce the basic norms which will be relevant both in understanding the
conditions imposed on data, and for controlling the solutions.
Defining a notion of scattering data and associated data for an approximate finite problem
is the content of Section 5. This is completed by an appropriate well posedness statement,
Theorem 5.1.
The main theorems of the paper in the Schwarzschild case will then be given in Section 6.
The main theorem is Theorem 6.1. Theorem 6.2 is a statement of the uniform control of
solutions to the “finite” problem, while Theorem 6.3 addresses the issue of convergence of the
approximation procedure. The latter two will imply Theorem 6.1.
Section 7 is devoted to the proof of Theorem 6.2, while Theorem 6.3 is proven in Section 8.
The slight variation in the setup which is necessary to treat the Kerr case (including the
case of extremality) is briefly discussed in Section 9.
The paper ends with a discussion of the Robinson-Trautman metrics and some formulae
which are collected in Appendix A.
1.3 Future directions and other comments
We end this introduction with some comments on open directions suggested by our results.
1.3.1 The event horizon as a weak null singularity
We have discussed in Section 1.1.5 the “necessity” of imposing exponential decay on our scat-
tering data on H+ ∪ I+, in view of the constraints given by the horizon blueshift. Let us
comment here in more detail on what happens if one indeed tries to solve the problem with
slower decay assumed on the scattering data.
Recall that, according to Section 1.1.5, for solutions of the linear scalar wave equation (2)
on a fixed Schwarzschild background, one sees that generic polynomially decaying scattering
data lead to a solution regular in the black hole exterior but singular on the horizon. For
a general non-linear wave equation, this would suggest that it would be simply impossible to
provide any meaningful solution to the backwards problem, as the nonlinearities could propagate
the singular behaviour from the horizon to the exterior, invalidating any existence theory.
Experience from the vacuum equations (1), on the other hand, suggests that they may exhibit
precisely that special structure24 necessary to preserve the localised singular behaviour of the
linear wave equation (2). Motivated by the latter, we thus conjecture:
Conjecture 1.1. For smooth scattering vacuum data as in the main theorem but now assumed
to settle down to a Kerr solution on H+ and I+ only at a (suitably fast) inverse polynomial rate,
24The recent [71, 72] may be especially relevant for this.
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there again exists a vacuum spacetime (M, g) “bounded by” H+ and I+, attaining the data,
regular away from H+. However, for generic such data with asymptotic parameters |a| < M ,
the Christoffel symbols of the resulting metric (specifically, for instance, the ingoing null shear
χˆ) fail to be locally square integrable near the horizon.
The statement that the solution attains the data implies in particular that the metric and
various tangential derivatives thereof extend continuously to the boundary. The horizon H+
would then correspond precisely to a weak null singularity, analogous to phenomena well known
from the context of black hole interiors [29, 31] (cf. Section 1.3.6 below).25 See also [66].
The restriction to the subextremal case is related precisely to the degeneration of the surface
gravity when |a| =M . In the extremal case, the spacetimes of the above conjecture may be in
fact regular.
If Conjecture 1.1 is indeed true, it would furthermore be interesting to understand the
threshold governing the rate of polynomial decay sufficient for solving backwards.
1.3.2 Comparison with the forward problem
Conjecture 1.1 can be interpreted as the statement that our result–in its general outlines–is
sharp, in the sense that, if one were to impose generic weaker-than-exponentially decaying
scattering data on H+ and I+, then this scattering data will not arise from regular Cauchy
data.
This might at first suggest that the generic perturbations of Kerr initial data (as in the
statement of the non-linear black hole stability conjecture) should give rise to spacetimes which
exhibit precisely the type of decay we impose on H+ ∪ I+. The situation, however, turns out
to be far more complicated!
Even for the linear scalar wave equation (2), on asymptotically flat spacetimes with non-zero
mass (including, thus, the Schwarzschild and Kerr case), generic Cauchy data are expected to
lead to polynomial tails on both H+ and I+, no matter how smooth and localised the Cauchy
data are imposed to be. This phenomenon originates in the scattering of low frequencies.26
On the other hand, turning to the simplest model nonlinear problem, that of a general
semi-linear wave equation (7) on Minkowski space, again solutions of generic Cauchy data can
be expected to develop polynomial tails on I+. See for instance [11].
Thus, generic perturbations of Kerr initial data on a Cauchy hypersurface can be expected
to have non-trivial contributions to their asymptotics generated from both the linearisation and
the non-linearities27 of the Einstein equations (1). Whatever the precise behaviour may be,
this already motivates:
Conjecture 1.2. For “generic” smooth Cauchy data as in the statement of the Non-linear
stability of Kerr Conjecture, the resulting vacuum spacetime (and thus its scattering data on
I+ ∪H+) will settle down to the Kerr family only at an inverse polynomial rate and no better.
Thus, the entire family of spacetimes constructed in our main theorem arise from a non-generic
set of initial data for the Cauchy problem.
25The name “weak” null singularity is traditional, but this singularity is in fact quite strong, in particular,
the Einstein equations (1) would not be satisfied at H+ in the weak sense.
26See Section 4.6 of [39] for further discussion and also the more recent [74, 44], the latter showing that a t−3
decay rate is indeed optimal on Schwarzschild for compactly supported data.
27For the collapse of the self-gravitating scalar field in spherical symmetry, one can show upper bounds on
decay rates up to (within ǫ) the obstructions given by the linear theory [33]. In the absense of symmetry, it is
unclear whether the linear tails retain their relevance because they may be dwarfed by tails generated by the
non-linearity. For instance, only much slower polynomial decay is known in the context of [24].
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It is a difficult problem to identify and understand any non-trivial sufficient compatibility
assumption on polynomially decay on I+ and H+ scattering data that would allow for solving
backwards to obtain Cauchy data regular at the horizon. This problem is interesting even in
the case of (2) on a fixed Schwarzschild background.
1.3.3 Wave operators and reference dynamics
In this paper, we view “scattering theory” simply as the map from asymptotic data on H+∪I+
to solution of (1). In particular, we never refer explictly to a global comparison dynamics with
an auxiliary reference solution.
For the reader wishing to make that connection, let us consider for convenience the scat-
tering problem for the spherically symmetric linear wave equation gψ = 0 on a Schwarzschild
background. We may rewrite this equation in terms of rψ as
− (∂2t + ∂2r∗)(rψ) = V · rψ (38)
where r∗ is the Regge–Wheeler coordinate taking values in (−∞,∞) and V (r∗) is a potential.
We may define comparison dynamics associated to
− (∂2t + ∂2r∗)(rψ˜) = 0, (39)
and wave operators W±, etc., by conjugation of (38) with the evolution of (39). The analogue
of our scattering map (i.e. the map from data on H+∪I+ to solution of (38) restricted to t = 0
say) can then be understood in the standard way in the language of these wave operators.
It may be useful to remark that in this language, writing the scattering map as a conjugation
typically requires understanding decay for the reference comparison dynamics in solving forward
while only a boundedness statement for the actual dynamics in solving backwards.28 It is the
latter which is in general unavailable in the black hole context, in view of the blue-shift effect
(unless the whole theory can be formulated with respect to a degenerate energy, as in the
∂t-scattering theory [43, 42] for (2) on Schwarzschild
29, discussed in Section 1.1.5). From this
point of view, the imposition of exponential decay on scattering data allows one to relax the
requirement of boundedness above with that of at most exponential growth. One sees thus
that this assumption can in principle be used to construct solutions in many other scattering
problems for which boundedness statements (either forward or backward) are not available, for
instance (2) with a time-dependent potential.
1.3.4 Uniqueness
As explained already in Section 1.1.1, our theorem does not assert the uniqueness of the vacuum
spacetime (M, g) realising the given scattering data at H+ ∪ I+, even in the case of trivial
data, for which our theorem of course yields simply Kerr as solution. The method of proof of
Theorem 6.3 can be used to prove uniqueness in the class of solutions which are assumed a
priori to exponentially settle down to Kerr in the domain of outer communications. It would
already be interesting to obtain uniqueness if it is only assumed that (M, g) is uniformly close
to Kerr.30 This problem exhibits some of the difficulties of the stability problem but is in
principle easier.
28More generally, one requires that solutions of the actual problem grow suitably more slowly than the decay
of the reference problem.
29This theory is analogous to the usual scattering setting where “boundedness” is an immediate consequence
of unitarity.
30Cf. with the recent work [1] on the uniqueness of the Kerr family in the class of stationary solutions under
similar assumptions of uniform closeness.
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1.3.5 Asymptotically flat hypersurfaces terminating at spatial infinity
In the present paper, we have only done the analysis up to a spacelike hypersurface Στ0 inter-
secting null infinity I+, but, provided scattering data along I+ are imposed with suitable fall-off
towards spacelike infinity i0, one can seek to obtain a spacetime admitting an asymptotically
flat Cauchy hypersurface:
sc
at
te
ri
ng
da
ta
on
H
+ scattering
data
on
I +
i0
This would be interesting to do explicitly using the set-up developed here (cf. the comments in
Section 14 of [30]). See also [67].
1.3.6 The black hole interior
We have been referring to the spacetimes of our main Theorem throughout as “black hole”
spacetimes. This is justified! Indeed, one can attach an honest black hole region to our space-
times by extending the data suitably through the event horizon H+ and solving a characteristic
problem, as indicated in the figure below. By the results of [70], there indeed exists a solu-
tion in a neighborhood of the entire event horizon (the lightly shaded region). In view of [29],
one may conjecture that, provided the final parameters are not Schwarzschild, i.e. a 6= 0, the
solution will exist in a small uniform strip (the dark shaded region below) and will admit as
future boundary a Cauchy horizon CH+ emanating from i+ through which the metric extends
continuously to a larger spacetime but for which generically the Christoffel symbols will fail to
be square integrable. This latter property is essential to ensure the validity of Christodoulou’s
formulation of strong cosmic censorship [23]. However, a resolution of these issues will require
techniques beyond those of the present paper.
I +
C
H
+
i0
i+
1.3.7 Λ 6= 0
Finally, the problem posed in this paper can also be considered in the case of the Einstein
equations with cosmological constant Λ 6= 0:
Ric = Λg
In the case Λ > 0, the corresponding problem would be to construct spacetimes asymptot-
ically settling down to Kerr-de Sitter in the region between the cosmological horizon C+ and
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black hole horizon H+:
r =∞
sc
at
te
ri
ng
da
ta
on
H
+
r
=
r
−
scattering
data
on
C +
See [15, 34, 73, 45, 88, 83, 84] for the study of the wave equation (2) on such backgrounds.
Here, in principle, it is not necessary to capture a special “null condition” in the non-linearity
of (1), and one can imagine an alternative approach based entirely in harmonic coordinates or
suitable modifications thereof as in [68, 80, 82]. See also [90].
In the case Λ < 0, then the question would be to construct spacetimes which asymptotically
settle down to Schwarzschild- or Kerr-AdS.
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See [53, 54, 57, 60, 51, 86, 59] for the study of the wave equation (2) on such backgrounds.
Recall that I+ is now timelike and the associated spacetimes are not globally hyperbolic. For
the usual boundary conditions imposed at null-infinity I+, one expects that the free scattering
data are prescribed only at the horizon H+. (See, however, [3].) This requires on the other
hand a good understanding of the well-posedness issue for the full Einstein equations in the
presence of a timelike boundary at infinity. See [49, 58].
Note that in the asymptotically AdS case the potential contrast with generic solutions of the
“forward” problem is even more stark than that described in Section 1.3.2 above. On Kerr–AdS,
it has now been proven that generic solutions of the wave equation decay logarithmically [57] and
no better [86, 51, 59], suggesting that perhaps Kerr–AdS spacetimes are unstable as solutions of
the vacuum Einstein equations [57].31 Thus, the method of the present paper could provide an
indispensable tool for constructing dynamical black hole spacetimes with negative cosmological
constant.32
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2 The geometric setting
We henceforth specialise our discussion to the Schwarzschild a = 0 case of the main theorem,
to be stated precisely in Section 6. We shall consider the general Kerr case in Section 9.
In this section, we will consider a given spacetime in a particular double null gauge, and our
goal will be to derive the null structure and Bianchi equations, discussed in Section 1.1.2. The
assumptions on the underlying manifold will be introduced in stages, begining in Section 2.1
simply with its differential structure and associated coordinates and frames. The differential
structure is chosen so as for the manifold to admit naturally the Schwarzschild metric of mass
M (see Section 2.4). Once we impose (in Section 2.5) the vacuum equations, the existence of a
single example other than Schwarzschild satisfying our assumptions will only become explicit
in the context of the proof of Theorem 6.2 in Section 7. Without first deriving these equations,
however, it would be impossible to understand the setup of initial data in Section 5.
2.1 The manifold
Define the four-dimensional manifold with boundary
M = D × S2 = (−∞, 0]× (0,∞)× S2 .
We will denote a point in M by its coordinates (U, V, θ1, θ2) with the implicit understanding
that two coordinate charts are required on S2. The boundary H+ := {0} × (0,∞)× S2 of M
will, for reasons that will become apparent later, be called the horizon.
Fix a constant M > 0. This constant will correspond to the mass of an auxiliary Schwarz-
schild metric on M to be defined in Section 2.4 (and will represent finally in Theorem 6.1
the mass of the Schwarzschild metric to which our spacetime will settle down to). Besides the
(U, V ) coordinate system for the base spaceD, which we shall callKruskal coordinates, we define
so-called Eddington-Finkelstein coordinates (u, v) related to (U, V ) by the transformations
U = −e− u2M and V = e v2M . (40)
Eddington-Finkelstein coordinates cover M except for its boundary H+ which formally corre-
sponds to u =∞. We denote the spheres at fixed (U, V ) by S2U,V (or S2u,v).
Let the function r :M→ [2M,∞) ⊂ R+ be defined implicitly as the solution of
e
v−u
2M =
1− 2Mr
2M
r e
− r2M
. (41)
Note that the left hand side is manifestly non-negative and that r = 2M holds on the horizon.
Defining x = r2M , we see that the right hand side is equal to e
x (x− 1), which is strictly
monotonically increasing on [1,∞). Hence r is well-defined and it is also seen to be smooth on
M. Besides the function r, we define a smooth function t :M\ ∂M→ R by
t
(
u, v, θ1, θ2
)
= u+ v
and a smooth function r⋆ :M\ ∂M→ R by
r⋆
(
u, v, θ1, θ2
)
= v − u .
Note that fixing an r > 2M and a t ∈ R determines uniquely a pair (u, v) and vice versa.
Therefore, we could also use
(
t, r, θ1, θ2
)
or equivalently
(
t, r⋆, θ1, θ2
)
as coordinates for the
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Figure 1: The manifold D
interior of M, as there is a simple smooth invertible relation between r⋆ and r following from
(41).
With this in mind, we define a piecewise smooth function τ (u, v) as follows [38]. Interpreting
r as a function of r⋆ we fix some 1 < h ≤ 2 and define
f (r⋆) =
∫ r⋆
0
√
1− (2M)
h
(r (r˜⋆))h
(
1− 2M
r (r˜⋆)
)
dr˜⋆ . (42)
Next, setting D = f (r⋆ (r = 9/4M)) + f (r⋆ (r = 8M)), we define
fpiece (r
⋆) =

f (r⋆ (u, v)) if r (u, v) < 9/4M,
f (r⋆ (r = 9/4M)) if 9/4M ≤ r (u, v) ≤ 8M,
−f (r⋆ (u, v)) +D if r (u, v) > 8M.
(43)
The function fpiece is piecewise smooth onM\ ∂M and can be turned into a smooth function
by mollifying it in a small neighbourhood of r⋆
(
r = 94M
)
and r⋆ (r = 8M) respectively. We
denote the function thus obtained by fsmooth.
33 Finally,
τ (u, v) := u+ v + fsmooth (r
⋆ (u, v)) .
The function τ extends smoothly to a monotonically increasing function along the horizon H+
and we therefore consider τ as a function on all of M. The hypersurfaces of constant τ define
a family of 3-dimensional connected smooth submanifolds (with boundary being a 2-sphere) on
M, which we will call Στ . In view of these considerations, we obtain an additional coordinate
system on M: the (τ, r, θ1, θ2)-coordinates. We define the region
M (τ1, τ2) :=
⋃
τ1≤τ≤τ2
Στ .
For later purposes it will be convenient to introduce also the region
M (τ1, τ2, v∞) =M (τ1, τ2) ∩ {v ≤ v∞} (44)
33The introduction of fsmooth is for the aesthetic convenience of dealing with smooth hypersurfaces. The
only property of the mollification required later (once a metric has been introduced) is that it preserves (up to
a small constant) global bounds on the norm of the gradient of τ = u + v + fpiece when comparing with the
gradient of τ = u+ v + fsmooth. See Lemma 7.2.3.
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for a given v∞ ≫ τ2. Associated with such a region are the quantities
ufut (v) := sup
(u˜,v)∈M(τ1,τ2,v∞)
u˜ , vfut (u) := sup
(u,v˜)∈M(τ1,τ2,v∞)
v˜ . (45)
Note that ufut =∞ if the constant v-hypersurface intersects the horizon, and vfut = v∞ if the
constant u-hypersurface reaches v = v∞. We will sometimes use the shorthand notation ufut
if the v-hypersurface involved is clear from the context and similarly vfut if the u-hypersurface
is unambiguous.
2.2 The class of metrics
So far we have not introduced any metric on M. We now proceed to equip the manifolds
M (τ1, τ2, v∞) with smooth metrics of the form (in Kruskal coordinates)
g = −2Ω2K (dU ⊗ dV + dV ⊗ dU) + /gAB
(
dθA − bAKdV
)⊗ (dθB − bBKdV ) , (46)
where A,B = 1, 2 and
ΩK :M (τ1, τ2, v∞)→ R+ is a function,
/gAB
(
U, V, θ1, θ2
)
dθAdθB is a Riemannian metric on S2U,V ,
bAK is a vectorfield taking values in the tangent space of S
2
U,V .
(47)
In addition, we shall require bAK = 0 on the horizon {U = 0} ∩M (τ1, τ2).34 All quantities are
assumed to be smooth. Defining Ω2EF and bEF via the relations
Ω2K = Ω
2
EF
2M
V
2M
−U , b
A
EF = b
A
K
V
2M
,
we have in Eddington-Finkelstein coordinates
g = −2Ω2EF (du⊗ dv + dv ⊗ du) + /gAB
(
dθA − bAEFdv
)⊗ (dθB − bBEFdv) . (48)
Observe that hypersurfaces of constant u and v (or U and V respectively) are null hyper-
surfaces of the metric g. Note also that since the metric (46) is regular, then necessarily
limu→∞ Ω2EF (u, v) = 0 for all v. This illustrates the failure of the Eddington-Finkelstein coor-
dinate system on the horizon.
As we will state explicitly in Section 5, any metric arising in the context of a suitable initial
value formulation for the Einstein vacuum equations can be expressed (a-priori only locally) in
the form (46) by choosing a double null foliation as the coordinate gauge and Lie-transporting
the angular coordinates fixed on a particular sphere on the horizon in the null-directions. See
[23].
For now, we continue by defining geometric objects such as the frame, the Ricci-coefficients
and the curvature for a given (M (τ1, τ2, v∞) , g) of the form (46).
Convention: Because the Eddington-Finkelstein coordinates are more convenient in com-
putations, we agree on the following convention. We may drop the subscript EF for bEF and
ΩEF . Hence bA = bAEF and Ω
2 = Ω2EF . On the other hand, the Kruskal-quantities will always
retain their subscript K.
34This condition can be viewed as a gauge condition, which is useful as it turns the constraint equations into
ODEs, cf. Section 5.
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2.3 Frames
We define the regular normalized Eddington Finkelstein (EF) frame:
eEF3 =
1
Ω2
∂u , e
EF
4 = ∂v + b
AeA , eA = ∂θA . (49)
One easily checks that g
(
eEF3 , e
EF
4
)
= −2, g (eA, eB) = /gAB and that all other combinations are
zero, Moreover, ∇eEF3 eEF3 = 0. To see that this frame is indeed regular consider the normalized
Kruskal frame
eK3 =
1
ΩK
∂U , e
K
4 =
1
ΩK
(
∂V + b
A
KeA
)
. (50)
We have the following relation between the two frames:
eK3 =
ΩKV
2M
eEF3 , e
K
4 =
2M
ΩKV
eEF4 , (51)
which shows that indeed the above EF -frame is regular.
Remark 2.1. The frame 1ΩEF ∂u,
1
ΩEF
(
∂v + b
A
EFeA
)
would be the “natural” null-coordinate
frame arising from Eddington Finkelstein coordinates; however, this frame is not regular on the
horizon H+.
With respect to the regular EF -frame we define the Ricci coefficients
χAB = g
(∇AeEF4 , eB) , χAB = g (∇AeEF3 , eB) ,
ηA = −1
2
g
(
∇eEF3 eA, e
EF
4
)
, η
A
= −1
2
g
(
∇eEF4 eA, e
EF
3
)
,
ωˆ =
1
2
g
(
∇eEF4 e
EF
3 , e
EF
4
)
, ωˆ =
1
2
g
(
∇eEF3 e
EF
4 , e
EF
3
)
= 0 ,
ζA =
1
2
g
(∇AeEF4 , eEF3 ) . (52)
The following relations can be established using the properties of the frame:35
ζ = −η , 2 /∇ (logΩ) = η + η , ωˆ = e
EF
4
(
Ω2
)
Ω2
. (53)
We also define the null-decomposed curvature components
αAB = R
(
eA, e
EF
4 , eB, e
EF
4
)
, αAB = R
(
eA, e
EF
3 , eB, e
EF
3
)
2βA = R
(
eA, e
EF
4 , e
EF
3 , e
EF
4
)
, 2β
A
= R
(
eA, e
EF
3 , e
EF
3 , e
EF
4
)
4ρ = R
(
eEF4 , e
EF
3 , e
EF
4 , e
EF
3
)
, 4σ = ⋆R
(
eEF4 , e
EF
3 , e
EF
4 , e
EF
3
)
(54)
with ⋆R denoting the Hodge dual of R. Cf. [24, 23].
35In the (irregular) double-null frame of Remark 2.1, ( 1
Ω
∂u,
1
Ω
(
∂v + bAeA
)
), we would have the familiar
2ζ = η − η from [23].
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2.4 The Schwarzschild values
With the help of the spacetime function r (u, v) defined in (41), we can define a notion of the
Schwarzschild values (indicated by a ◦) of the metric quantities:
Ω2◦ (u, v) = 1−
2M
r (u, v)
, /g
◦
AB
= r2 (u, v) γAB , b
◦
A = 0 , (55)
where γABdθ
AdθB is the round metric on the unit sphere. The choice (55) of Ω2, /gAB and b
A
in (48) defines an auxiliary Schwarzschild metric of massM onM (τ1, τ2). From the above one
can compute
ρ◦ =
−2M
r3
, ωˆ◦ =
2M
r2
, ωˆ◦ = 0 , (56)
tr (χ◦) = 2
1− 2Mr
r
and tr χ◦ = −
2
r
, (57)
while all other Ricci-coefficients and curvature components vanish identically. Note that while
for Schwarzschild the function r indeed has the geometric interpretation as the area radius of
the spheres S2u,v, this is not true in general, as r was defined without reference to any metric.
Using the relation (51), one can also compute all these quantities (55)–(57) with respect to
the Kruskal frame. Here we only note
(
Ω2K
)
◦ = 4M
2 2M
r
e
−r
2M . (58)
2.5 The renormalised Bianchi and null structure equations
We are going to impose that (M (τ1, τ2, v∞) , g) satisfies the vacuum Einstein equations (1).
It follows that the Ricci-coefficients satisfy the so-called null structure equations and that the
Riemann curvature tensor satisfies the Bianchi equations on (M (τ1, τ2, v∞) , g). See [23, 76].
These equations contain the full content of the Einstein equations and will be used to estimate
solutions.36
In the following subsections, we express the Bianchi and null-structure equations on (M (τ1, τ2, v∞) , g)
as equations for the null-decomposed quantities of Section 2.3. These quantities are interpreted
as S2u,v-tensors of rank 2, 1 and 0 and the equations themselves will be expressed in terms
of the S2u,v-projected covariant derivatives : /∇3 = /∇ 1
Ω2
∂u and /∇4 = /∇∂v+bAeA acting on these
tensors. We refer the reader to [24, 23] for detailed derivations of these formulae and the nota-
tional conventions but recall at least the following Lemma, which relates the projected covariant
derivatives to the coordinate derivatives.
Lemma 2.1. Let ξA1...AN be a covariant S
2
u,v-tensor of rank N . We have
(
/∇3ξ
)
A1...AN
=
1
Ω2
∂u (ξA1...AN )−
N∑
k=1
(
/g
−1)BC χ
AkB
ξA1...Ak−1CAk+1...AN
36Note however that in the logic of the proof of Section 7.1 we construct solutions of (1) by appealing directly
to the general existence theorems of [47, 17, 79], not by extracting a closed subsystem of the equations here.
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and (
/∇4ξ
)
A1...AN
=
[
∂v + b
C∂θC
]
(ξA1...AN )−
N∑
k=1
(
/g
−1)BC χAkBξA1...Ak−1CAk+1...AN
−
N∑
k=1
bD/Γ
C
DAkξA1...Ak−1CAk+1...AN
(
/∇Bξ
)
A1...AN
= ∂θB (ξA1...AN )−
N∑
k=1
/Γ
C
BAk
ξA1...Ak−1CAk+1...AN (59)
with /Γ
C
AB =
1
2
(
/g
−1)CD (
/gAD,B + /gDB,A − /gAB,D
)
the Christoffel symbols of the metric /g.
We also recall the following operations on S2u,v-tensors: The left Hodge-dual
⋆ξA = /ǫABξ
B and ⋆ξAB = /ǫACξ
C
B
with /ǫ denoting the volume form associated with /g. The symmetric traceless product of two
1-covariant S2u,v-tensors(
ξ⊗̂ϕ)
AB
= ξAϕB + ξBϕA − /gAB
((
/g
−1)CD ξCϕD)
and the (anti-symmetric) products
ξ ∧ ϕ = /ǫCDξCϕD or ξ ∧ ϕ = /ǫAB
(
/g
−1)CD ξACϕBD
for 1-covariant and 2-covariant S2u,v-tensors respectively. Finally, we let
(ξ, φ)
/g
= /g
A1B1 .../g
ANBN ξA1...ANϕB1...BN (60)
‖ξ‖2/g = /gA1B1 .../gANBN ξA1...AN ξB1...BN (61)
denote the /g-inner-product and /g-norm of N -covariant S2u,v-tensors, respectively. With dµ/g
denoting the induced volume element of /g we define also
‖ξ‖q
Lq
/g
(S)
:=
∫
S2(u,v)
‖ξ‖q/gdµ/g for q ≥ 1. (62)
The subscript /g shall be conveniently dropped if it is clear from the context that the norm is
taken with respect to /g, i.e. we write ‖ξ‖ = ‖ξ‖/g. Finally, we recall [23] the musical notation
ξ♯ (indicating raising an index with
(
/g
−1)) and the angular derivative operators /D⋆1 (±ρ, σ) =
∓ /∇Aρ + /ǫAB /∇
B
σ (mapping a pair of scalars to a 1-form) and −2 /D⋆2ξ = /∇AξB + /∇BξA −(
/div ξ
)
/gAB (mapping a 1-form to a 2-form).
As discussed in Section 1.1.2, we shall in fact express our equations with respect to “renor-
malised” curvature components and Ricci coefficients, which are defined simply by subtracting
the non-trivial Schwarzschild values (55)–(57). Thus our renormalised quantities are
curvature components : α, β, ρ− ρ◦, σ, β, α
Ricci coefficients : ωˆ − ωˆ◦, η, η, trχ− trχ◦, trχ− trχ◦, χˆ, χˆ
metric quantities :
(
Ω2◦
Ω2
− 1
)
, bA, /g − /g◦.
The resulting system of equations to be expressed in the subsections below will be homogeneous
in the above quantities, and Schwarzschild will correspond to the trivial solution.
30
2.5.1 Curvature
Given (1), the null components α and α are (in addition to being symmetric) trace free and
the Bianchi equations take the following form:
/∇3α+
1
2
trχα+ 2ωˆα = −2 /D⋆2β − 3χˆρ◦ − 3χˆ (ρ− ρ◦)− 3⋆χˆσ + (4η + ζ) ⊗ˆβ
/∇4β + 2trχβ − ωˆβ = /divα+
(
η♯ + 2ζ♯
) · α
/∇3β + trχβ + ωˆβ = /D⋆1 (−ρ, σ) + 3ηρ◦ + 3η (ρ− ρ◦) + 3⋆ησ +2χˆ♯ · β
/∇4(ρ− ρ◦) +
3
2
trχ(ρ− ρ◦) = /divβ +
(
2η + ζ, β
)− 1
2
(
χˆ, α
)− 3
2
ρ◦(trχ− trχ◦)
/∇4σ +
3
2
trχσ = − /curlβ − (2η + ζ) ∧ β + 1
2
χˆ ∧ α
/∇3(ρ− ρ◦) +
3
2
trχ(ρ− ρ◦) = − /divβ −
(
2η − ζ, β) −1
2
(χˆ, α) − 3
2
ρ◦(trχ− trχ◦)
− 3
2
trχ◦ρ◦
(
1− Ω
2
◦
Ω2
)
/∇3σ +
3
2
trχσ = − /curlβ − (2η − ζ) ∧ β −1
2
χˆ ∧ α
/∇4β + trχβ + ωˆβ = /D⋆1 (ρ, σ)− 3ηρ◦ − 3η (ρ− ρ◦) + 3⋆ησ + 2χˆ♯ · β
/∇3β + 2trχβ − ωˆβ = − /divα−
(
η♯ − 2ζ♯) · α
/∇4α+
1
2
trχα+ 2ωˆα = 2 /D⋆2β − 3χˆρ◦ − 3χˆ (ρ− ρ◦) + 3⋆χˆσ −
(
4η − ζ) ⊗ˆβ
Here ξ · ϕ denotes the contraction of a symmetric S2u,v-tensor with an S2u,v-vector.
Remark 2.2. The boxed terms are the most weakly decaying towards null-infinity and will be
referred to below. Recall also that in the EF-frame (49) we have ωˆ = 0.
2.5.2 Ricci-coefficients
The null-structure equations for the Ricci coefficients take the following form:
1
2
/∇3 (ωˆ − ωˆ◦) = 2
(
η, η
)− |η|2 − (ρ− ρ◦) + ρ◦(Ω2◦
Ω2
− 1
)
(63)
/∇3η =
1
2
trχ
(
η − η)+ χˆ · (η − η)+ β
/∇4η =
1
2
trχ
(
η − η)+ χˆ · (η − η)− β (64)
/∇3
(
trχ− trχ◦
)
= −1
2
(
trχ+ trχ◦
)(
trχ− trχ◦
)
+
1
2
trχ◦trχ◦
(
Ω2◦
Ω2
− 1
)
− ‖χˆ‖2 (65)
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/∇4 (trχ− trχ◦) = −
1
2
(trχ + trχ◦) (trχ− trχ◦)
+ωˆ (trχ− trχ◦) + trχ◦ (ωˆ − ωˆ◦)− ‖χˆ‖2 (66)
/∇3χˆ = −trχ χˆ− α
/∇4χˆ = −trχ χˆ+ ωˆχˆ− α (67)
2.5.3 Metric quantities
The metric quantities satisfy:
/∇4
(
Ω2◦
Ω2
− 1
)
= − (ωˆ − ωˆ◦) Ω
2
◦
Ω2
= (ωˆ◦ − ωˆ) + (ωˆ − ωˆ◦)
(
1− Ω
2
◦
Ω2
)
(68)
1
Ω2
∂u
(
bA
)
= 2
(
η − η)A (69)
/∇3
(
/gAB − /g◦AB
)
=
(
1− (Ω◦)
2
Ω2
)
trχ◦ /g
◦
AB
+
(
trχ− trχ◦
)
/g
◦
AB
+2χˆ
AB
+ χˆ C
A
(
/g
◦
CB
− /gCB
)
+ χˆ C
B
(
/g
◦
CA
− /gCA
)
(70)
2.5.4 The remaining equations
There are additional null-structure equations, first and foremost elliptic equations on the spheres
S2u,v but also additional transport equations involving curvature. For completeness, we present
them in the appendix. These equations will be used in the construction of the data in Section
5. In the context of our global exponential decay estimates, however, we shall not make use
of them, with the exception of (227), which we will employ when we estimate differences of
solutions. This is not necessary but convenient because it will allow us to close the estimates
for differences without having to commute the equations. See also Section 3.4.
3 A systematic formulation of the equations
In this section we shall reformulate the above set of equations in a systematic way, so as to reveal
and isolate their structure relevant in our present work. This reformulation was previewed in
Sections 1.1.3 and 1.1.4. In addition, as discussed in Section 1.1.4.4, we will select a suitable
set of commutation operators which preserves this structure of the equations independently of
the number of commutations performed.
3.1 Preliminaries
Let
Γ =
{
ωˆ − ωˆ◦, η, η, trχ− trχ◦, trχ− trχ◦, χˆ, χˆ,
1
2M
[
Ω2◦
Ω2
− 1
]
, bA, /gAB − /g
◦
AB
}
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and note that all these quantities are zero in Schwarzschild. We decompose Γ further into
Γ1 =
(3)
Γ 1 = {χˆ, /gAB − /g◦AB} ,
Γ2 =
(3)
Γ 2
⋃ (4)
Γ 2 =
{
η, trχ− trχ◦, b
}⋃{
trχ− trχ◦, χˆ, 1
2M
[
Ω2◦
Ω2
− 1
]
, η
}
,
Γ3 =
(3)
Γ 3 = {ωˆ − ωˆ◦} . (71)
With a slight abuse of notation, we will denote an arbitrary element of the set
(.)
Γp again by
(.)
Γp.
The heuristic idea underlying this decomposition is that all elements of the set Γ or, in our
abuse of notation, all Γ’s, vanish if the metric were exactly Schwarzschild. Therefore, the Γ’s
will decay in time on the spacetimes that we are about to construct. The subscript encodes each
quantity’s characteristic r-decay expected at null-infinity I+: This simply means that rp‖Γp‖
will have a finite limit as r → ∞ for fixed u. The superscript (3) or (4) indicates whether
the Γp under consideration satisfies an equation in the null-direction e3 or the e4 direction
respectively.37
The reason for the normalization constant (2M)−1 for the quantity Ω
2
◦
Ω2 − 1 has to do with
the scaling properties of the various quantities.
Similarly, we introduce the following notation for the curvature components
ψ1 = {α} , ψ2 = {β} , ψ3 = {ρ− ρ◦, σ} , ψ 7
2
= {β} , ψ4 = {α} , (72)
with the understanding that rp‖ψp‖ is expected to have a finite trace (but possibly vanishing)
on null-infinity. We call each of the four pairs
(α, β) , (β, (ρ− ρ◦, σ)) ,
(
(ρ− ρ◦, σ) , β
)
,
(
β, α
)
a Bianchi pair and denote it by
(
ψp,ψ
′
p′
)
with p and p′ referring to (72).
Remark 3.1. For the spacetimes we construct one actually has that r4‖β‖ and r5‖α‖ have finite
limits at null-infinity, i.e. peeling behavior [89]. Nevertheless, we have chosen to propagate the
weaker decay for β and α in (72). The origin of the freedom of which decay bounds to propagate
will become clear in the weighted estimates of Section 7.3. Compare with [24, 10], and see also
[22] for a discussion of the curvature asymptotics arising from physically realistic applications,
where it is proven that post Newtonian moments provide a general obstruction to the full peeling
behavior on null-infinity.
Definition 3.1. For p ≥ 0, we denote by fp a smooth function depending only on r and
satisfying for all k ∈ N0 the uniform bound rk+p| (∂r)k fp| ≤ Ck, where Ck depends only on k
and M . In addition, the weighted smooth S2u,v-tensor fp/g
◦
AB
may also be denoted by fp. Note
rk+p‖ (∂r)k fp/g◦AB‖/g◦ ≤ Ck holds.
Typical examples are
trχ◦trχ◦ + ωˆ◦ = f2 or /g◦AB = f0 or /g
◦
AB
trχ◦ = f1 or ρ◦ = f3 .
37Some Γp obey equations in both null-directions, i.e. strictly speaking the superscript indicates which evolu-
tion equation we will exploit in the analysis.
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Definition 3.2. We denote by Γp1Γp2 any finite sum of products of two Γ’s, with each product
being a contraction (with respect to /g) between two S2u,v-tensors Γp1 and Γp2 .
38 Similarly, we
denote by fp1Γp2 any finite sum of products of an fp1 with some Γp2 .
For instance, using the above notation we may write (70) as
/∇3
(3)
Γ 1 = f1Γ2 + f0Γ2 + 2Γ1 + Γ1Γ1 = f0Γ2 + f0Γ1 + Γ1Γ1 ,
where we used for instance that 2M ·trχ◦ = f1. The next proposition expresses all null-structure
equations in this schematic form.
3.2 The null-structure and Bianchi equations
Proposition 3.1. The null-structure equations of Sections 2.5.3 and 2.5.2 take the following
schematic form:
/∇3
(3)
Γ p = E3[
(3)
Γ p] (73)
/∇4
(4)
Γ p + c[
(4)
Γ p] trχ ·
(4)
Γ p = E4[
(4)
Γ p] (74)
with
E3[
(3)
Γ p] =
∑
p1+p2≥p
(fp1 + Γp1) Γp2 + ψp , (75)
E4[
(4)
Γ p] =
∑
p1+p2=p+1
fp1
(3)
Γ p2 + f1Γ3 + f2Γp +
∑
p1+p2≥p+2
Γp1Γp2 + ψ≥p+ 32 . (76)
Here the weight factor c[
(4)
Γ p] in (74) is defined as follows: c [χˆ] = c [trχ− trχ◦] = 1, c [η] = 12 ,
c
[
Ω2
◦
Ω2 − 1
]
= 0.
Proof. Direct inspection of all equations. This also reveals that the quantity fp in Proposition
3.1 is actually always a function, except for equation (70), where f0 stands for the round
metric.
Remark 3.2. As a general principle, the right hand side of (73) “preserves” the weight in r
while the right hand side of (74) “improves” it by a power strictly larger than 1, except for the
boxed anomalous term, which however only involves
(3)
Γ p. See the following Proposition 3.2.
Remark 3.3. The term containing the weight factor c[
(4)
Γ p] in (74) can be eliminated by con-
sidering the renormalized equation for r2c[
(4)
Γ p]
(4)
Γ p. In view of
/∇4
(4)
Γ p + c[
(4)
Γ p]trχ ·
(4)
Γ p = r
−2c[
(4)
Γ p] /∇4(r2c[
(4)
Γ p]
(4)
Γ p) + c[
(4)
Γ p] (trχ − trχ◦)
(4)
Γ p ,
38In the estimates to be proven later we will only employ the formula ‖Γp1Γp2‖ ≤ C‖Γp1‖‖Γp2‖ which allows
ourselves to “forget” about the detailed product structure at this point. It will also be equivalent whether the
norms are taken with respect to /g or /g◦, as the two metrics will be always at least C1-close in applications.
Cf. bootstrap assumption (154).
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we may write (74) as
/∇4(r2c[
(4)
Γ p]
(4)
Γ p) = r
2c[
(4)
Γ p] ·E4[
(4)
Γ p] .
We collect the explicit structure of the anomalous term in the following Proposition:
Proposition 3.2. The anomalous boxed term appears only in the equation for η and the equa-
tion for
(
Ω2
◦
Ω2 − 1
)
. For η it has the explicit form
∑
p1+p2=p+1
fp1
(3)
Γ p2 =
1
2
trχ◦η ,
as seen from (64), while for 12M
(
Ω2
◦
Ω2 − 1
)
we have the explicit expression
∑
p1+p2=p+1
fp1
(3)
Γ p2 = −
1
2M
(ωˆ − ωˆ◦) ,
as seen from equation (68). Finally, the term f1Γ3 in (76) appears only for the /∇4 (trχ− trχ◦)
equation. It has the explicit form f1Γ3 = trχ◦ (ωˆ − ωˆ◦).
The general principle of Remark 3.2 also applies to the Bianchi equations:
Proposition 3.3. With fp as in Definition 3.1, each Bianchi-pair
(
ψp,ψ
′
p′
)
satisfies
/∇3ψp = /Dψ′p′ + E3 [ψp] (77)
/∇4ψ′p′ + γ4
(
ψ′p′
)
trχψ′p′ = /Dψp + E4
[
ψ′p′
]
(78)
where /D is to be replaced by the angular operator appearing for the particular curvature com-
ponent under consideration.39 Also γ4
(
ψ′p′
)
:= p
′
2 except for β, which has γ4 (β) = 2, is the
weight of the curvature component under consideration. The error terms are of the following
structure:
E3 [ψp] = f1ψp + f3Γ2 +
∑
p1+p2≥p
Γp1ψp2 , (79)
E4
[
ψ′p′
]
= f2ψ
′
p′ + f3Γmin(p′,2) +
∑
p1+p2≥p′+ 32
Γp1ψp2 . (80)
Proof. Direct inspection of all equations.
Again, the trχ-term in (78) can be eliminated using the renormalization of Remark 3.3.
We note that E3 [ψp] typically (i.e. except for the boxed terms in the equations for ρ and σ of
Section 2.5.1) admits better decay than stated above. In particular, for E3 [α] the sum starts
at p + 1 while for E3 [β] the sum starts at p +
1
2 . In Section 7.3.2, we will actually revisit the
individual expression for the curvature components when we prove estimates for the Bianchi
equations.
39For instance, /Dψ′
p′
= −2 /D
⋆
2β in the equation for /∇3α or /Dψ
′
p′
= − /curlβ in the equation for /∇4σ, etc.
Cf. Section 2.5.1.
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3.3 Commutation
The fundamental goal of this section is to show that the structure of the equations observed
in Propositions 3.1 and 3.3 is preserved under appropriate commutations. Our formalism to
commute is slightly non-standard and requires some explanation.
Let D = {M /∇3, r /∇4, r /∇} denote a collection of operators acting on covariant S2u,v-tensors
of rank n. We also define the subsets Dր = {r /∇4, r /∇} and Dտ = {M /∇3, r /∇}. Clearly, the
M /∇3 and r /∇4 operators do not change the nature of a tensor, while applying /∇ changes a
(0, N)-tensor into a (0, N + 1)-tensor. In our scheme, we estimate higher angular derivatives of
a curvature component uA1...AN by considering the evolution equation for the covariant (N+1)-
tensor /∇BuA1...AN . The point here is that the L2
(
S2u,v
)
-norm of the latter is equivalent (modulo
lower order terms of type ‖u‖2, which can be thought as having been estimated in the previous
step) to the L2
(
S2u,v
)
-norm of all angular-derivatives applied to uA1...AN , see (59).
40
The reason for introducing these operators is the simple
Commutation Principle: One expects to prove the same decay bounds for DΓp as
for Γp and the same decay bounds for Dψp as for ψp.
This principle serves as a useful guide to interpret the structure of the terms appearing in
the equations.
Finally, a further remark about our schematic notation: If ξ is a S2u,v-tensor of rank n, we
denote by Dkξ any fixed k-tuple DkDk−1...D1ξ of operators applied to ξ, where each Di ∈
{M /∇3, r /∇4, r /∇}. Note that the rank of the tensor Dkξ depends on the number of angular
operators in the k-tuple.
For instance, if Dk contains i angular operators, then
(
D
kα
)
C1...CiAB
is a covariant S2u,v-
tensor of rank i + 2 which is symmetric and traceless with respect to its last two indices.
Similarly,
(
D
kβ
)
C1...CiB
is a covariant S2u,v-tensor of rank i + 1. For the latter, the operators
/div, /curl are always defined with respect to the last index. Similarly, the operator /D⋆2 can be
generalized as
(
−2 /D⋆2
(
D
kβ
))
C1...CiAB
= /∇A
(
D
kβ
)
C1...CiB
+ /∇B
(
D
kβ
)
C1...CiA
− /gAB
[
/∇D (Dkβ)
C1...CiD
]
,
mapping to a covariant S2u,v-tensor of rank i+2 which is symmetric and traceless with respect
to its last two indices.
3.3.1 The Commutation Lemma
We recall Lemma 7.3.3 of [24], stated and proven there for a general null-frame. In our gauge,
some of the terms in fact vanish; we have kept those below (but crossed them out) to allow
direct comparison with [24].
40Alternatively, one could commute the null-decomposed equations by a basis of Schwarzschildean angular
momentum operators (keeping the rank of the quantities). Indeed, in the spherically-symmetric case these
operators would trivially commute, while in our approach there would still be a lower order error-term present.
However, given only asymptotic-flatness, where commutation with angular momentum operators would also
generate errors, the commutation formula for r /∇ is in fact somewhat cleaner (as is manifest by the following
Lemma 3.1) and the additional lower order error-term is easily controlled.
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Lemma 3.1. Let ξC1 ... CN be a (0, N)-tensor on S
2
u,v. Then[
/∇4, /∇B
]
ξA1...Ak = F4BA1...Ak −
(
χˆ CB +
1
2
trχ/g
C
B
)
/∇CξA1...Ak ,[
/∇3, /∇B
]
ξA1...Ak = F3BA1...Ak −
(
χˆ C
B
+
1
2
trχ/g
C
B
)
/∇CξA1...Ak ,[
/∇3, /∇4
]
ξA1...Ak = F34A1...Ak
where
F4BA1...Ak =✘✘✘
✘✘❳❳❳❳❳
(
η
B
+ ζB
)
/∇4ξA1...Ak
+
k∑
i=1
(
χAiBηC − χBCηAi + ǫAiC
⋆βB
)
ξ
C
A1...Ai−1 Ai+1...Ak
,
F3BA1...Ak = (ηB − ζB) /∇3ξA1...Ak
+
k∑
i=1
(
χ
AiB
ηC − χBCηAi − ǫAiC
⋆β
B
)
ξ
C
A1...Ai−1 Ai+1...Ak
,
F34A1...Ak = ωˆ /∇3ξA1...Ak −✓❙ˆω · /∇4ξA1...Ak +
(
ηB − ηB) /∇BξA1...Ak
+ 2
k∑
i=1
(
η
Ai
ηC − ηAiηC + ǫAiCσ
)
ξ
C
A1...Ai−1 Ai+1...Ak
and we crossed out ( ❅A) terms which vanish in our choice of frame. In addition,
[
/∇A, /∇B
]
ξC1...Ck = K
k∑
i=1
(
/gCiB
ξC1...Ci−1ACi+1...Ck − /gCiAξC1...Ci−1BCi+1...Ck
)
with K the Gauss curvature on the spheres S2u,v.
Note that in our schematic notation we have
F4BA1...Ak =
(
f1Γ2 + Γ2Γ2 + ψ 7
2
)
ξA1...Ak ,
F3BA1...Ak = Γ2DտuA1...Ak + (f1Γ2 + Γ1Γ2 + ψ2) ξA1...Ak ,
F34A1...Ak = (f2 + Γ2 + Γ3)DտξA1...Ak + (Γ2Γ2 + ψ3) ξA1...Ak ,
K = f2 + f1Γ2 + Γ1Γ2 + Γ2Γ2 + ψ3 ,
where we have written the Gauss curvature K of (225) in schematic notation. In particular,
the only “linear” (in the sense that ξ does not multiply a term which is zero in Schwarzschild)
term in the F ’s is the boxed term in F34 whose presence (in particular the sign of its coefficient
ωˆ) will be seen as a manifestation of the redshift.
3.3.2 The commuted Bianchi equations
Using the Lemma we shall now establish that the structure of the Bianchi equations is preserved
under “commutation” with operators from D. Beware that the operator /∇ actually changes
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the order of the tensor as explained at the beginning of Section 3.3. Note that we certainly
have for s ≥ 1
D
sfp = fp
in our notation.
Proposition 3.4. For any positive integer k, the commuted equations for the Bianchi-pairs
take the following form:
/∇3
(
D
kψp
)
= /D (Dkψ′p′)+ E3 [Dkψp] , (81)
/∇4
(
D
kψ′p′
)
+ γ4
(
ψ′p′
)
trχ
(
D
kψ′p′
)
= /D (Dkψp)+ E4 [Dkψ′p′] , (82)
with the error terms
E3
[
D
kψp
]
= D
(
E3
[
D
k−1ψp
])
+ (f1 + rΓ2)
(
D
kψp + D
kψ′p′
)
+(f1 + Λ1 + Λ2)
(
D
k−1ψp + Dk−1ψ′p′
)
, (83)
E4
[
D
kψ′p′
]
= D
(
E4
[
D
k−1ψ′p′
])
+ [f2 + Γ2]
(
D
kψp + D
kψ′p′
)
+(f1 + Λ1)D
k−1ψp + (f2 + Λ2) Dk−1ψ′p′ + f0E4
[
D
k−1ψ′p′
]
, (84)
where Λ1 and Λ2 are expressions of the form
Λ1 = rψ 7
2
+ rψ2 + ψ2 + f1Γ1 + r (f0 + Γ1) [rΓ2 (f1 + Γ1 + Γ2)] ,
Λ2 = DΓ2 + f0Γ2 + rΓ1Γ2 + rΓ2Γ2 + rψ 7
2
+ ψ3 . (85)
To understand the structure of the errors (83) and (84) we observe:
Remark 3.4. In view of the commutation principle of Section 3.3, the radial decay bound one
expects to prove for E3
[
D
kψp
]
and E4
[
D
kψ′p′
]
is the same as that for k = 0 in Proposition
3.3. In particular, one expects to prove that E4
[
D
kψ′p′
]
decays at least as r−p
′− 32 for all k.
Corollary 3.1. The only terms of E3
[
D
kψp
]
and E4
[
D
kψ′p′
]
which are not quadratic in
decaying quantities are of the form (cf. (79) and (80)):
Elin3
[
D
kψp
]
=
k∑
i=0
(
f1D
iψp + f1D
iψ′p′
)
+Dk (f3Γ2) , (86)
Elin4
[
D
kψ′p′
]
=
k∑
i=0
(
f1D
iψp + f2 D
iψ′p′
)
+
k∑
i=0
D
i
(
f3Γmin(p′,2)
)
. (87)
Remark 3.5. Very importantly, in (84) and (87) the boxed terms Diψ′p′ only appear with coef-
ficients decaying like 1r2 or stronger, while all other curvature terms appear with
1
r coefficients.
This is essential because the energy estimate for this Bianchi-pair will only provide control over
D
iψ′p′ on constant v-slices. Hence spacetime terms of the form
∫
M f1‖Diψ′p′‖2 would lead to a
logarithmic divergence when integrating in v near infinity.
In contrast to the above, from (83) such
∫
M f1‖Diψ′p′‖2-terms indeed appear. However, here
they are unproblematic, as in the energy estimate for this Bianchi-pair they will be multiplied
by Diψp. The flux of the latter component is controlled on constant u by the energy estimate.
We can hence control the resulting spacetime errors by the flux-term on constant u, and then
exploit the exponential decay in u of this flux when integrating in u.
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Proof (Proposition 3.4). We will establish the statement for k = 1. The general case follows
by a simple induction. Starting with the un-commuted Bianchi equation
/∇4ψ′p′ + γ4
(
ψ′p′
)
trχψ′p′ = /Dψp + E4
[
ψ′p′
]
, (88)
we compute the commutator (abbreviating γ4 = γ4
(
ψ′p′
)
for the moment)
C =
[
r /∇4, /∇4
]
ψ′p′ −
[
r /∇4, /D
]
ψp + r · γ4
(
/∇4trχ
)
ψ′p′
= −1
2
r trχ◦
[
/∇4ψ′p′ − /Dψp
]− r [[ /∇4, /D]ψp + 12 trχ◦ /Dψp
]
+ r γ4
(
/∇4trχ
)
ψ′p′
= −1
2
r trχ◦
(−γ4trχψ′p′ + E4 [ψ′p′])− [rF4ψp − (χˆ+ 12 (trχ− trχ◦)
)
r /Dψp
]
+r γ4
(
−1
2
trχ trχ+ ωˆtrχ− ‖χˆ‖2
)
ψ′p′ ,
where we used the commutation Lemma and reinserted the Bianchi equation (88) as well as
the equation /∇4 (trχ)+ 12 trχ trχ = ωˆtrχ−‖χˆ‖2 from (66). Note that there is a cancellation of
the weakest decaying contribution in the first and last term. This is crucial because otherwise
terms of the form f1ψ
′
p′ would appear! In schematic notation we have using again Lemma 3.1,
C = (f2 + Γ2 + Γ2Γ2r)ψ
′
p′ + Γ2Dψp + r
[
f1Γ2 + Γ1Γ2 +ψ 7
2
]
ψp + f0 · E4
[
ψ′p′
]
.
It follows that the r /∇4-commuted equation (88) finally reads
/∇4
(
r /∇4ψ′p′
)
+ γ4
(
ψ′p′
)
trχ
(
r /∇4ψ′p′
)
= /D (r /∇4ψp)+ E4 [r /∇4ψ′p′] (89)
with
E4
[
r /∇4ψ′p′
]
= D
(
E4
[
ψ′p′
])− C = D (E4 [ψ′p′])+ Γ2Dψp
+f0E4
[
ψ′p′
]
+ r
[
f1Γ2 + Γ1Γ2 +ψ 7
2
]
ψp + (f2 + Γ2 + Γ2Γ2r)ψ
′
p′ . (90)
Note that according to the commutation principle, E4
[
r /∇4ψ′p′
]
will decay at least as fast in r
as the original E4
[
ψ′p′
]
. Commuting (88) with /∇3 we see that
/∇4
(
/∇3ψ′p′
)
+ γ4
(
ψ′p′
)
trχ
(
/∇3ψ′p′
)
= /D ( /∇3ψp)+ E4 [ /∇3ψ′p′] (91)
with
E4
[
/∇3ψ′p′
]
= /∇3
(
E4
[
ψ′p′
])
+ (f2 + Γ2)
[
Dψ′p′ +Dψp
]
+(f2 +DΓ2 + Γ2Γ2 +ψ3)ψ
′
p′ + [f1Γ2 + Γ1Γ2 +ψ2]ψp . (92)
Note that the DΓ2-term arises from the derivative falling on trχ. Note also that in the first
line f2 = ωˆ0 is precisely the term arising from the boxed term in the commutation Lemma 3.1.
This is a manifestation of the redshift at the level of commutation (cf. Section 7.2 of [39] and
Section 3.3.4). Using Lemma 3.1 to derive[
r /∇A, /∇4
]
u = Γ2r /∇Au+ (Γ2)Du+ r
[
f1Γ2 + Γ1Γ2 +ψ 7
2
]
u
= Γ2 ·Du+ r
[
f1Γ2 + Γ1Γ2 +ψ 7
2
]
u , (93)
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we obtain for commutation with r /∇A the expression
/∇4
(
r /∇ψ′p′
)
+ γ4
(
ψ′p′
)
trχ
(
r /∇ψ′p′
)
= /D (r /∇ψp)+ E4 [r /∇ψ′p′] , (94)
where
E4
[
r /∇ψ′p′
]
= r /∇ (E4 [ψ′p′])+ Γ2Dψ′p′ + (DΓ2 + f0Γ2 + rΓ1Γ2 + rψ 72)ψ′p′
+r (f0 + Γ1) [f2 + r (f1 + Γ1 + Γ2) Γ2 +ψ3]ψp .
Collecting terms we obtain the statement of Proposition 3.4 in the 4-direction.
We turn to commuting the other Bianchi equation
/∇3ψp = /Dψ′p′ + E3 [ψp] . (95)
Commuting (95) with /∇3 yields
/∇3
(
/∇3ψp
)
= /D ( /∇3ψ′p′)+ E3 [ /∇3ψp] (96)
with
E3
[
/∇3ψp
]
= /∇3E3 [ψp] + (f2 + Γ2)Dψp + [f1Γ2 + Γ1Γ2 +ψ2]ψp . (97)
Commuting (95) with r /∇4 yields
/∇3
(
r /∇4ψp
)
= /D (r /∇4ψ′p′)+ E3 [r /∇4ψp] (98)
with
E3
[
r /∇4ψp
]
= r /∇4E3 [ψp] + (f1 + rΓ2)
[
Dψp +Dψ
′
p′
]
+r
[
f1Γ2 + Γ1Γ2 +ψ 7
2
]
ψ′p′ + r [Γ2Γ2 +ψ3]ψp . (99)
Finally, commutation with the weighted angular derivative r /∇ yields
/∇3
(
r /∇ψp
)
= /D (r /∇ψ′p′)+ E3 [r /∇ψp] (100)
with
E3
[
r /∇ψp
]
= r /∇E3 [ψp] + (f1 + rΓ2) [Dψp]
+ r (f0 + Γ1) [f2 + (f1 + Γ1) Γ2 +ψ3]ψ
′
p′ + r [f1Γ2 + Γ1Γ2 +ψ2]ψp . (101)
3.3.3 The commuted null structure equations
Proposition 3.5. The commuted null-structure equations take the form
/∇3
(
D
k
(3)
Γ p
)
= E3
[
D
k
(3)
Γ p
]
, (102)
/∇4
(
D
k
(4)
Γ p
)
+ c[
(4)
Γ p] trχ
(
D
k
(4)
Γ p
)
= E4
[
D
k
(4)
Γ p
]
, (103)
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with the right hand sides
E3
[
D
k
(3)
Γ p
]
= D
(
E3
[
D
k−1(3)Γ p
])
+ (f1 + Γ1 + rΓ2)D
k
(3)
Γ p
+
(
Γ2 + rΓ1Γ2 + rψ≥ 72
)
D
k−1(3)Γ p ,
(104)
E4
[
D
k
(4)
Γ p
]
= D
(
E4
[
D
k−1(4)Γ p
])
+ (f2 + Γ2)D
k
(4)
Γ p
+
(
f2 +DΓ2 + Γ2 + rΓ1Γ2 + rψ≥ 72
)
D
k−1(4)Γ p .
(105)
We also recall c [χˆ] = c [trχ− trχ◦] = 1, c [η] = 12 , c
[
Ω2
◦
Ω2 − 1
]
= 0 and the expressions (75),
(76) from Proposition 3.1.
Remark 3.6. Note again that in (105) the terms Dk
(4)
Γ p and D
k−1
(4)
Γ p only appear with terms
decaying like r−2, while in the 3-direction r−1 appears.
Proof. For the equation in the 3-direction, this is a straightforward application of Lemma 3.1
using the formulae established in the previous section. As for the Bianchi equations, in the
4-direction the identity (66) is crucial in deriving the correct commutation formula for the
null-structure equations. Indeed, if Γp satisfies
/∇4Γp + c1 trχ Γp = RHS , (106)
then, in view of (66) [
r /∇4, /∇4 + c1trχ
]
Γp = − /∇4r · /∇4Γp + c1 r
(
/∇4trχ
)
Γp
= −1
2
r trχ◦ (−c1 trχΓp +RHS) + c1r
(
−1
2
trχ trχ+ ωˆtrχ − ‖χˆ‖2
)
Γp
= (f2 + Γ2 + rΓ2Γ2) Γp + f0 RHS ,[
/∇3, /∇4 + c1trχ
]
Γp = (f2 + Γ2)DΓp + (f2 +DΓ2 + Γ2Γ2 − ρ◦ + ψ3) Γp ,[
r /∇A, /∇4 + c1trχ
]
Γp = (f2 + Γ2)DΓp +
(
f2 +DΓ2 + Γ2 + rΓ1Γ2 + rψ 7
2
)
Γp ,
where for the last identity we recall that(
r /∇Atrχ
)
Γp =
(
r /∇A [trχ − trχ◦]
)
Γp = (DΓ2) Γp . (107)
Using these formulae and Lemma 3.1, the commutation formula follows.
3.3.4 The role of the redshift under commutation
A final remark about the general “size” and the signs of the terms on the right hand sides of
Propositions 3.4 and 3.5 is in order. As observed in the proof of Proposition 3.4, commutation
of (88) with /∇3 produces a linear term of the form ωˆ◦ /∇3ψ′p′ with ωˆ◦ = 12M > 0 because of
the boxed “redshift”-term in Lemma 3.1. This implies that after k commutations of (88) with
/∇3, there will be a linear term of the form k · ωˆ◦ /∇k3ψ′p′ on the right hand side. In other words,
the coefficient of this linear term grows linearly with the number of derivatives taken and it
has the wrong sign when integrating towards the past (i.e. it drives exponential growth). For
the analysis, this amplified redshift implies that the exponential decay rate we can impose will
depend on (i.e. grow with) the number of commutations.
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3.4 The auxiliary equations
In addition to our collection Γ of metric- and Ricci-coefficients (cf. Section 3.1), we introduce
explicitly the collection G = {G1, G2} with members
G1 = r /∇A
(
/gBC − /g
◦
BC
)
= −r /∇A
(
/g
◦
BC
)
,
G2 = r /∇A
(
trχ − trχ◦
)
= r /∇A
(
trχ
)
.
From (70) we derive
/∇3
(
r /∇A/g◦BC
)
=
∑
p1+p2≥p
[f (Γ + ΓΓ)]p1 (Gp2 + Γp2) + 2r /∇AχˆBC + Γ1 · r /∇χˆ
and from (65)
/∇3
(
r /∇Atrχ
)
=
∑
p1+p2≥p
[f (Γ + ΓΓ)]p1 (Gp2 + Γp2)− 2χˆ · r /∇χˆ .
Note that
/∇C/g◦AB =
(
/Γ
D
CA − (/Γ◦)DCA
)
/g
◦
DB
+
(
/Γ
D
CB − (/Γ◦)DCB
)
/g
◦
DA
(108)
and therefore
c‖ /∇C/g◦AB‖/g◦ ≤ ‖/Γ
D
CA − (/Γ◦)DCA‖/g◦ ≤ C‖ /∇C/g◦AB‖/g◦ . (109)
In view of this, we will sometimes identify G1 ≡ r
(
/Γ
D
CA − (/Γ◦)DCA
)
. The reason for these
auxiliary quantities will become apparent when we address in Section 8 the issue of convergence
of the solutions.
4 The norms
Recall D = {M /∇3, r /∇4, r /∇} and Dր = {r /∇4, r /∇} , Dտ = {M /∇3, r /∇}. Define the dimen-
sionless weight
w =
r
2M
. (110)
Given a spacetime manifold (M (τ1, τ2, v∞) , g) of the form (46), we now define norms for
the metric and Ricci coefficients on the one hand, and norms for the curvature components on
the other. The norms of the former will simply be L2-norms on the spheres S2u,v given by (62):
‖DiΓp‖2L2(S2u,v) =
∫
S2u,v
‖DiΓp‖2
√
/gdθ
1dθ2 .
Note that this norm is expected to decay like r−2p+2 near infinity. The norms for the curvature
will be L2-norms on the 3-dimensional slices of constant τ and on null-hypersurfaces of constant
u and constant v respectively. We define the kth-order curvature flux
F
[
D
kΨ
]
({u} × [v1, v2]) = 2
k∑
i=0
∑
i−perms
∫ v2
v1
dv¯
[∫
S2(u,v)
√
/g
{
w5‖Diα‖2 + w4‖Diβ‖2 + w2 [‖Diρ−Diρ◦‖2 + ‖Diσ‖2]+ 2‖Diβ‖2}
]
(u, v¯) ,
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where for each i we sum over all possible combinations of ith derivatives. Here it is implicit
that {u} × [v1, v2]× S2u,v ⊂M (τ1, τ2, v∞). Similarly,
F
[
D
kΨ
]
([u1, u2]× {v}) = 2
k∑
i=0
∑
i−perms
∫ u2
u1
du¯ Ω2 (u¯, v)
[∫
S2(u,v)
√
/g
{
2w5‖Diβ‖2 + w4 [‖Diρ−Diρ◦‖2 + ‖Diσ‖2]+ w2‖Diβ‖2 + ‖Diα‖2}
]
,
for [u1, u2]× {v} × S2 ⊂M (τ1, τ2, v∞), as well as the energy
E [DkΨ] (τ, r1, r2) = 1
4
k∑
i=0
∑
i−perms
∫ r2
r1
dr¯
∫
S2(u(τ,r),v(τ,r)))
√
/g
{
w5‖Diα‖2
+w4‖Diβ‖2 + w4−h [‖Diρ−Diρ◦‖2 + ‖Diσ‖2]+ w2−h‖Diβ‖2 + w−h‖Diα‖2}
for τ1 ≤ τ ≤ τ2. The factor 14 will be convenient and can be traced back to the estimates in
Section 7.2.3. Recall that 1 < h ≤ 2 was fixed in Section 2.1.
5 Initial Data and Local Evolution
Consider a Στ0 for some τ0 large to be determined later and its associated regionM (τ0, τ) for
any τ > τ0 large. Let uτ = limv→∞ u (τ, v) be the u-value where the constant τ hypersurface
“intersects” v =∞. Similarly, we denote vτ = limu→∞ v (τ, u) the v value of intersection with
the horizon.
We will prescribe scattering data on the hypersurface C˜U=0 := {U = 0}× [vτ0 ,∞)× S2 and
on the limiting hypersurface C˜v=∞ := [uτ0 ,∞)×{v =∞}× S2. To make the latter precise, we
will define below first a notion of data at null infinity, and second a notion of associated finite
data on a hypersurface C˜v=v∞ := [uτ0 ,∞) × {v = v∞} × S2, which converges to the desired
asymptotic data in the limit v∞ →∞.
Following [23], let us now fix two stereographic coordinate patches
(
θ1, θ2
)
and
(
θ1, θ2
)
on
the sphere S2U=0,vτ and Lie-transport these coordinates along C˜U=0 using ∂vθA = 0 = ∂vθA,
A = 1, 2. (As in [23], this choice of coordinates will be particularly convenient when prescribing
the seed metric and changing from one chart to another.) The notation θ will always refer to
these particular coordinates. Note that the S2U=0,v-tensor /g has components /gAB = /gθAθB =
/g (∂θA , ∂θB ) in the associated coordinate basis. Recall also that γAB denotes the standard
metric on the unit sphere.
5.1 Scattering data sets
Definition 5.1. A scattering data set of exponential decay P˜ ∈ R+ and exponential regularity
(I ≥ 5, J ≥ 3) ∈ N× N is given by the following:
1. A smooth “seed” prescribed on C˜U=0, obtained by prescribing freely a smooth symmetric
S2U=0,v-tensor density of weight −1, /ˆg
datH
AB
(
v, θ1, θ2
)
, along C˜U=0, whose determinant is
equal to 1 and which satisfies the following pointwise bounds on the components in the
coordinate basis: For any j = 0, ..., J we have in each coordinate patch on the sphere
I∑
i=0
∑
i1+i2=i
∣∣∣ (∂v)j (∂θ1)i1 (∂θ2)i2 [/ˆgdatHAB − γAB√γ
] ∣∣∣ ≤ P˜ je−P˜ v4M . (111)
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2. A smooth “seed” function “at infinity” obtained by prescribing freely a symmetric 2-tensor
/ˆg
datI
AB
(
u, θ1, θ2
)
, along [uτ0 ,∞)×S2, which satisfies γAB /ˆg
datI
AB
= 0 and for any j = 0, ..., J
the estimate
I∑
i=0
∑
i1+i2=i
∣∣∣ (∂u)j (∂θ1)i1 (∂θ2)i2 [/ˆgdatIAB ] ∣∣∣ ≤ P˜ je−P˜ u4M (112)
in each coordinate patch on the sphere.41
A scattering initial data set will be denoted by the tuple
(
/ˆg
datH
, /ˆg
datI
, P˜ , I, J
)
.
The reason that we specify a tensor density along the horizon and a symmetric traceless ten-
sor at infinity will become clear below. The point is that gˆdataIAB is a limiting object from which
we will construct a family of tensor densities defined on finite null hypersurfaces approaching
null infinity I+.
5.2 Associated finite scattering data sets
We will now construct associated finite scattering data sets.
Before we present the details, let us provide a brief overview. We will pick a slice Στ for
τ > τ0 + 1 large and a constant v hypersurface v = v∞. On Στ the data will be assumed to
be trivially Schwarzschild, while on the horizon we will cut-off the seed function to match it
smoothly with the Schwarzschild data on the slice Στ . On v = v∞ we will specify again the
conformal class of the metric with the deviation from the round metric given to first order in
1
r by the data /ˆg
datI
AB
.42
H
+
I +
v
=
v
∞
M (t, τ)
Στ
Σt
Στ0
(U = 0, vτ )
u
=
uτ
Figure 2: The scattering problem
Let now Στ be given and χx˜ (x) be a smooth positive interpolating function which is equal
to 1 for x ≤ x˜ − 1 and equal to zero for x ≥ x˜. We define the following cut-off version of the
data on null-infinity
/ˆg
datIτ
AB
= χuτ (u) /ˆg
datI
AB
. (113)
41It is implicit that we fixed stereographic coordinates on one sphere and Lie-transported them using ∂uθA = 0.
42The reason for the r-weight appearing in the approximate data can be explained as follows: To ensure that
the (r-independent!) /ˆg
datI
AB
of Definition 5.1 indeed encodes the non-trivial gravitational (radiation) field along
null-infinity, the finite data on v = v∞ has to be r-weighted appropriately, so as to produce the correct limit
towards null-infinity.
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Using /ˆg
datIτ
AB
, we now prescribe smoothly the conformal class of the metric along C˜v∞ by spec-
ifying a tensor-density of weight −1, /ˆgdat(v∞)τAB , having unit determinant and satisfying the
following pointwise bounds on the components in coordinates: For j = 0, ..., J
I∑
i=0
∣∣∣ (∂u)j (∂θ)i [/ˆgdat(v∞)τAB (u, θ)− γAB√γ (θ)− 1r (u, v∞) 1√γ /ˆgdatIτAB (u, θ)
] ∣∣∣
≤ 1
r2 (u, v∞)
P˜ je−P˜
u
4M for uτ0 ≤ u , (114)
where we have used the short hand notation (∂θ)
i
for
∑
i1+i2=i
(∂θ1)
i1 (∂θ2)
i2 .
Let us explain (114). Naively, we would simply define the tensor density /ˆg
dat(v∞)τ
AB
=
γAB√
γ (θ)+
1
r(u,v∞)
1√
γ /ˆg
datIτ
AB
(u, θ). However, this tensor density does not have determinant equal
to 1. Using that γAB /ˆg
datI
AB
= 0, one sees that the expression does have unit determinant to
order 1r and hence that the correction to achieve unit determinant for /ˆg
dat(v∞)τ
AB
is indeed of
order 1r2 . This is what the error on the right hand side of (114) accounts for. Existence of
suitable /ˆg
dat(v∞)τ
AB
satisfying (114) follows from the implicit function theorem by choosing v∞
sufficiently large.
Remark 5.1. Note that the /ˆg
dat(v∞)τ
AB
are not uniquely determined by the scattering data /ˆg
datIτ
AB
.
However, they are uniquely determined up to order 1r , which completely captures the non-trivial
part of the data in the limit as v∞ →∞ as we will see below.
Similarly, on the horizon we define the following cut-off version of the data: For a given
τ ≥ τ0 + 1 we define
/ˆg
datHτ
AB
= χvτ (v) · /ˆg
datH
AB
+ (1− χvτ (v)) γˆAB , γˆAB =
1√
γ
γAB
with vτ determined by τ as explained above.
43 Allowing a different function χvτ (v) for different
components, we can arrange that the determinant of /ˆg
datHτ
AB
always remains equal to one.
Moreover, the /ˆg
datHτ
AB
also satisfy (111) uniformly in τ , provided we allow a constant factor in
front of the exponential.
We finally define a family of associated finite scattering data sets, Dτ,v∞ , as follows:
Definition 5.2. Given τ ≥ τ0 + 1 and v∞ > τ , a smooth finite scattering data set associated
with a scattering data set
(
/ˆg
datH
, /ˆg
datI
, P˜ , I, J
)
is denoted Dτ,v∞ and consists of the following:
• The hypersurface Στ , on which the data is exactly Schwarzschildean44
• the hypersurface C˜U=0 along which the S2U=0,v-tensor density
/ˆg
datHτ
AB
(
v, θ1, θ2
)
is prescribed and satisfies (111)
• the hypersurface C˜v=v∞ where /ˆg
dat(v∞)τ
AB
(
u, θ1, θ2
)
is prescribed and satisfies (114).
43Recall that Στ determines the quantities uτ and vτ as the coordinates of the sphere where Στ intersects
the horizon and null infinity respectively. See Figure 2.
44that is to say the data induced on Στ if the metric on M were exactly Schwarzschild of mass M
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In the remainder of this section, we outline how to construct all geometric quantities from
a smooth finite scattering data set. We follow Christodoulou [23] closely. Figure 2 may be
helpful.
We will allow ourselves the following abuse of notation: We will write ΩK, η, β, etc. to
denote both the geometric quantities defined from the seed data and the gauge fixing in the
following section (which are functions on the horizon and the hypersurface v = v∞ only) and
the spacetime solution arising from this data.
5.3 Fixing the gauge
In order to construct the geometry of the cones C˜U=0 and C˜v=∞ from the seeds /ˆgdatHτAB and
/ˆg
dat(v∞)τ
AB
(by which we simply mean constructing all Γ and ψ with some number of their tan-
gential and transversal derivatives), we need to fix a gauge for the lapse Ω along the respective
cones.
On the horizon, following [23], we set ΩK = 2M
√
e−1 on C˜U=0, which implies ωˆK = 0 there,
cf. (58). Note that this corresponds to
Ω2
◦
Ω2 = 1 in Eddington-Finkelstein variables and hence
ωˆ = ωˆ◦. Also η = −η = ζ on C˜U=0.
Along the hypersurface C˜v=v∞ we set Ω2 = Ω2◦ so that again η = −η = ζ on C˜v=v∞ .
Finally, in accord with the fact that the data are supposed to be trivial for v ≥ vτ on the
horizon and for u ≥ uτ on v = v∞, we impose the following:
1. On the spheres S2U=0,v with v ≥ vτ , we prescribe the full metric /gdatHτAB to equal the
round metric on a sphere of radius r = 2M . That is to say, setting /gdatHτAB = Φ
2/ˆg
datHτ
AB
(i.e. Φ2 =
√
det /g
datHτ
AB
) along C˜U=0, we impose that for i = 0, 1, . . . , I,[
(∂θ)
i log
(
Φ2
4M2
√
γ
)]
(U = 0, v) = 0 for v ≥ vτ . (115)
In addition, we impose that trχ = trχ◦ = 0, ζ = 0 and trχ = trχ◦ = −M−1 holds
on these spheres.45 With these definitions, the horizon is exactly Schwarzschildean for
v ≥ vτ . In particular, all Γ and all ψ vanish identically.
2. Similarly, for the spheres S2u,v∞ with u ≥ uτ , we impose that their metric /g
dat(v∞)τ
AB =
Φ2/ˆg
dat(v∞)τ
AB
equals the round metric of radius r (u, v∞):
(∂θ)
i
log
(
Φ2
r2
√
γ
)
(u, v∞) = 0 for u ≥ uτ and i = 0, . . . I .
Imposing also trχ = trχ◦ = 0, ζ = 0 and trχ = trχ◦ = −M−1 one again concludes that
the metric is exactly Schwarzschildean for all u ≥ uτ along v = v∞.
5.4 Determining the geometry: The horizon
Given the seeds /ˆg
datHτ
AB
and /ˆg
dat(v∞)τ
AB
and the gauge-choice for Ω made in section 5.3, we can
construct and derive estimates for all geometric quantities on the respective cones using the
45It suffices to impose this on one sphere and to use the equations to infer it for all others.
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Einstein (constraint) equations on the cones. By the choice of gauge, only ODEs will have to
be solved in this process.
Proposition 5.1. Given a smooth finite data set Dτ,v∞ associated with a scattering data set(
/ˆg
datH
, /ˆg
datI
, P˜ , I, J
)
as in Definition 5.2, and given the gauge of Section 5.3, there exists a
unique smooth solution for all Γ and ψ along C˜U=0, such that the Bianchi equations (78) and
the null-structure equations (74), (221), (222) and (225)-(228) hold along C˜U=0. Moreover,
any Q ∈ {Γ, ψ} satisfies the estimate
I˜∑
i=0
∣∣∣ (∂v)j (∂θ)i [Q] (v, θ) ∣∣∣ ≤ C · P˜ 2+je−P˜ v4M for j = 0, ..., J˜ (116)
along C˜U=0 for some I˜ and J˜ (depending on I and J) and a constant C which can be made
uniform46, by chosing P˜ sufficiently large (depending on M , I and J). Finally, the I˜ and J˜
can be read off for each quantity Q in terms of I and J from the table below.
/ˆg
dataH − γ√γ log Φ
2
4M2
√
γ χˆ, trχ − trχ◦ ζ, η, η trχ− trχ◦, χˆ
I˜ I I I I − 1 I − 2
J˜ J J + 1 J − 1 J J
α β ρ− ρ◦, σ β α
I˜ I I − 1 I − 2 I − 3 I − 4
J˜ J − 2 J − 1 J − 1 J J
Remark 5.2. The proof of the above proposition as well as that of Proposition 5.2 will provide
a first taste (purely at the level of the data) of the obstructions resulting from the red-shift effect
on the horizon. Further important obstructions will appear when trying to propagate the decay
imposed on the data to the spacetime, as we will see in Section 7. Cf. also the remarks following
Lemma 3.1.
Proof. One derives the following equation for the conformal factor Φ along C˜U=0:
∂2Φ
∂v2
− 1
2M
∂vΦ+
Φ
8
(
/ˆg
−1
datHt
)AC (
/ˆg
−1
datHt
)BD [
∂v /ˆg
datHt
AB
] [
∂v /ˆg
datHt
CD
]
= 0, (117)
where
[
/ˆg
−1
datHt
]AB
/ˆg
datHt
BC
= δAC defines the components of /ˆg
−1
datHt . Using the boundary condi-
tion (115) and that Φ,v = 0 on S
2
U=0,vτ
, one can integrate the ODE (117) and obtain:
I∑
i=0
∣∣∣ (∂v)j (∂θ)i [log Φ2
4M2
√
γ
] ∣∣∣ ≤ CP˜ je−P˜ v4M ·2 for j = 0, ..., J + 1 . (118)
From the equations
trχ =
2
Φ
∂Φ
∂v
, χˆAB =
1
2
Φ2∂v /ˆg
datHt
AB
(119)
46i.e. not depending on the cut-off vτ of the finite data set Dτ,v∞
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one reads off
I∑
i=0
∣∣∣ (∂v)j (∂θ)i [trχ] ∣∣∣ ≤ CP˜ j+1e−P˜ v4M ·2 for j = 0, ..., J ;
I∑
i=0
∣∣∣ (∂v)j (∂θ)i [χˆAB ] ∣∣∣ ≤ CP˜ j+1e−P˜ v4M for j = 0, ..., J − 1. (120)
Next one obtains an estimate for the components of η using the fact that it vanishes on S2U=0,vτ
and the evolution equation
∂v (ηA) = −trχηA +
(
/g
−1)BC /∇CχˆBA − 12 /∇Atrχ ,
which is derived by combining (64) with (228) and recalling η = −η = ζ on C˜U=0. Integrating
this ODE for η, one derives the exponential decay bound (116) for η from the previous bounds.
Combining equations (222) and the Gauss equation (225) (observing that the Gauss curvature
can be expressed in terms of quantities we already have estimates on), we obtain an ODE for
trχ− trχ◦. Similarly, for χˆ, which is governed by equation (221), we obtain
∂v
[
χˆ
AB
]
+ ωˆ◦χˆAB = −2 /D
⋆
η − 1
2
trχ◦χˆ+ ... ,
where “...” indicates quadratic terms. We can write the two resulting ODEs as
∂v
[
e
v
2M
(
trχ− trχ◦
)]
= e
v
2M
[
2 /divη − 2 (K −K◦) + 2η · η
−trχ◦ [(ωˆ − ωˆ◦) + (trχ− trχ◦)] +
(
trχ− trχ◦
)
((trχ− trχ◦) + (ωˆ − ωˆ0))
]
,
∂v
[
e
v
2M χˆ
AB
]
= e
v
2M
[
− 2 /D⋆η − 1
2
trχ◦χˆ−
1
2
(
trχ− trχ◦
)
χˆ+ ...
]
, (121)
and from those – using the exponential estimates already available – one proves the exponential
decay bound (116) for both trχ − trχ◦ and χˆ. Note that the integrating factor in the above
ODEs blows up exponentially as v → ∞; this forces the exponential decay rate imposed on
the quantities in the square brackets on the right hand side to be stronger than the surface
gravity κ = ωˆ0 (H) = 12M , i.e. P˜ > 1, in order for the right hand side of the above ODEs to be
integrable in absolute value from infinity. This is the celebrated redshift effect, which since we
are integrating backwards appears as a blueshift.
With the constraint on the constant P˜ imposed by the surface gravity of the horizon being
understood, the estimate (116) is also obtained for all curvature components using the Bianchi-
and null-structure equations, as is carried out in complete detail in [23, 71].
Remark 5.3. It would be interesting to find systematic ways of constructing data with seed
functions not decaying exponentially by exploiting cancellations in the round bracket on the right
hand side of (121). However, it should be clear that even if this can be achieved (for instance,
trivially, by imposing the data on the horizon to be Schwarzschild), it is not automatic that one
can solve backwards given non-trivial polynomially decaying data on I+, precisely because of
the aforementioned additional obstructions when propagating the decay.
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In addition to (116), we can also define and estimate the transversal derivatives47 /∇k3Q of
any quantity Q using the commuted null-structure and Bianchi equations and the fact that
Q = 0 on S2U=0,vτ . This leads to the estimates (122) below, which we have conveniently stated
for the /g◦-norms.
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Proposition 5.2. Under the assumptions of Proposition 5.1, there exist Iˆ, Jˆ and Kˆ depending
only on I and J such that for any k = 0, ..., Kˆ
Iˆ∑
i=0
∥∥∥ /∇k3 (r /∇4)j (r /∇)i [Q] (v, θ)∥∥∥
/g
◦
≤ CIˆ,Jˆ,Kˆ · P˜ 2+je−P˜
v
4M for j = 0, ..., Jˆ (122)
holds along C˜U=0. The constant CIˆ,Jˆ,Kˆ can be made uniform (in vτ ) by choosing P˜ large
depending on M and on Kˆ. Finally, Iˆ, Jˆ and Kˆ can all be made large by choosing I, J and P˜
large.
Proof. This follows by patiently integrating the ODEs with trivial (future) data arising from
the commuted null-structure and Bianchi equations. While this is straightforward, we point
out an important structure: By Lemma 3.1, every commutation of a /∇4-equation with /∇3
produces a positive linear term ω◦ /∇3. Indeed, ignoring lower order terms, if
/∇4Q = RHS
then
/∇4
(
/∇n3Q
)
+ n · ω◦
(
/∇n3Q
)
= /∇n3 (RHS)
and hence
∂v
(
en
v
2M /∇n3Q
)
= en
v
2M · ( /∇n3RHS) ,
which means that the right hand side needs to decay stronger in v the more transversal deriva-
tives are taken. This explains why P˜ has to be chosen large depending on Kˆ to make the
constant in (122) uniform. This “amplified redshift” under commutation was observed for the
wave equation in [39] and is seen here as an “amplified blueshift” since we are integrating
towards the past.
5.5 Determining the geometry: The hypersurface v = v∞
For the characteristic data along the surface v = v∞ we can follow an analogous procedure.
However, in view of the limiting procedure applied later (v∞ → ∞), weights in the variable r
are now important.
Proposition 5.3. Given a smooth finite data set Dτ,v∞ associated with a scattering data set(
/ˆg
datH
, /ˆg
datI
, P˜ , I, J
)
as in Definition 5.2, and given the gauge of Section 5.3, there exists a
unique smooth solution for all Γ and ψ along C˜v=v∞ such that the Bianchi equations (77) and
the null-structure equations (73), (223), (224) and (225)-(228) hold along C˜v=v∞ . Moreover,
47We record the slight abuse of language: The objects /∇
k
3Q are defined by imposing the commuted null-
structure equations. Only once these objects are propagated into the spacetime do they acquire their interpre-
tation as transversal derivatives.
48Note that in view of |/g◦AB | ≤ Cr
2 and |/gAB
◦
| ≤ Cr−2, lifting and lowering indices in general introduces
r-weights for the components of an S2u,v-tensor. On the horizon, however, r is bounded and hence (122) also
holds pointwise for the individual components of Q. This will be different when we discuss the cone v = v∞.
49
(using commutation) one can define uniquely and smoothly the transversal derivatives of any
Γ and ψ along C˜v=v∞ such that in addition the remaining Bianchi (78) and null-structure
equations (74), (221), (222) hold. Finally, there exists Iˆ, Jˆ and Kˆ (depending only on I and
J) such that any Qp ∈ {Γp, ψp} satisfies the estimate
Iˆ∑
i=0
rp
∥∥∥ (r /∇4)k /∇j3 (r /∇i) [Qp] (v, θ) ∥∥∥
/g
◦
≤ C · P˜ 2+je−P˜ u4M (123)
for j = 0, ..., Jˆ and k = 0, ..., Kˆ along C˜v=v∞ . The constant C depends only on M and Iˆ, Jˆ
and Kˆ.
Proof. The proof mimics that of Propositions 5.1 and 5.2. We present the estimates for the
first few quantities to illustrate the use of r-weights. The analogue of (117) reads
1
Ω2
∂u
(
r2
1
Ω2
∂u
[
Φ
r
])
=
−Φ
r
r2
8
(
/ˆg
−1
dat(v∞)τ
)AC (
/ˆg
−1
dat(v∞)τ
)BD [ 1
Ω2
∂u/ˆg
dat(v∞)τ
AB
] [
1
Ω2
∂u/ˆg
dat(v∞)τ
CD
]
(124)
which, in view of Φ2 = r2
√
γ on S2uτ ,v∞ leads to the estimate
I∑
i=0
∣∣∣r2(u, v∞) (∂u)j (∂θ)i [log Φ2
r2
√
γ
] ∣∣∣ ≤ CP˜ je−P˜ u4M ·2 for j = 0, ..., J + 1.
Furthermore, in view of
χˆ
AB
=
1
2
Φ2
1
Ω2
∂u/ˆg
dat(v∞)τ
AB
∼ 1
2
r∂u/ˆg
datIτ
AB
+O (1) , (125)
we have
r‖χˆ‖/g◦ =
√
1
4
r4
(
/g◦
)AB (
/g◦
)CD
∂u/ˆg
datIτ
AC
∂u/ˆg
datIτ
BD
+O
(
r−
1
2
)
=
1
2
‖∂u/ˆgdatIτ ‖γ +O
(
r−
1
2
)
,
which leads to (123) and moreover shows that it is indeed /ˆg
datIτ
AB
which incorporates the non-
trivial radiative information in the free-data /ˆg
dat(v∞)τ
AB
. Note also that one could replace /g◦ by
/g here. Next, for ηA we find
1
Ω2
∂u
(
Φ2η
A
)
= Φ2
[
(/g
−1)BC /∇BχˆCA −
1
2
/∇A
(
trχ− trχ◦
)]
.
In our coordinate frame the right hand side is like ∼ r (the dominant term coming from χˆ),
which after integration and exploiting the exponential decay in u, yields 1r decay for ηA and
hence 1r2 -decay for the norm ‖η‖/g◦ . The other quantities are obtained in complete analogy to
the case of the horizon, thereby obtaining (123) for all Γp and ψp with appropriate r-weights.
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5.6 Radiation fields
The proof of Proposition 5.3 (cf. (125)) suggests that one can isolate the dominant term in a
1
r asymptotic expansion for each Γp and ψp and that this term depends only on the scattering
data. This leads one to define the following quantities:
χˆI
AB
(u, v, θ) =
1
2
r (u, v) · ∂u/ˆgdatIAB (u, θ) (126)
(
trχ − trχ◦
)I
(u, v, θ) =
1
r2 (u, v)
∫ ∞
u
r2‖χˆI‖2/g◦ (u¯, v, θ) du¯ (127)
αIAB (u, v, θ) = −
1
2
r (u, v) · ∂u∂u/ˆgdatIAB (u, θ) (128)
ηI
A
(u, v, θ) = −ηIA (u, v, θ) = +
1
2
r−1 (u, v)
(
γ−1
)BC
/∇◦B /ˆg
datI
CA
(u, θ) (129)
(trχ− trχ◦)I (u, v, θ) = 0 as (224) shows it decays like r−3 (130)
χˆIAB (u, v, θ) = −
1
2
/ˆg
datI
AB
(u, θ) (131)
βI
A
(u, v, θ) = /div
◦
χˆI
AB
(u, v, θ) (132)
(ρ− ρ◦)I (u, v, θ) = − /div◦ηI + 1
2
(
χˆI , χˆI
)
− 1
4
trχ◦
(
trχ− trχ
0
)I
(133)
σI (u, v, θ) = curl◦
(
ηI (u, v, θ)
)− 1
2
χˆI ∧◦ χˆI (134)
βIA = 0 as (228) shows that it decays like r
−4 (135)
αIAB = 0 as Bianchi shows that it decays like r
−5 (136)
(ωˆ − ωˆ◦)I (u, v, θ) = −2
∫ ∞
u
(ρ− ρ◦)I (u¯, v, θ) du¯ (137)
(bI)A = −
∫ ∞
u
4(ηI)A (u¯, v, θ) du¯ (138)
(
/gAB − r
2γAB
)I
= r/g
datI
AB
(139)
Here all operations of differentiation, contraction and index raising are defined with respect
to the round metric /g
◦ = r2γ. Note also that their dependence on v is through the function
r (u, v) only. Similarly, we make the same definition for the cut-off data, i.e.
χˆIτ
AB
(u, v, θ) =
1
2
r (u, v) · ∂u/ˆgdatIτAB (u, θ) etc.
The point of isolating the radiation fields is that we have the following Proposition, which
follows from the computations encountered in the proof of Proposition 5.3.
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Proposition 5.4. For each Γp and ψp we have along v = v∞:
Γp = Γ
Iτ
p + Err [Γp] ψp = ψ
Iτ
p + Err [ψp] (140)
where ΓIτp , ψ
Iτ
p are S
2
u,v-tensors determined entirely by the (cut-off) scattering data /ˆg
datIτ
.
Moreover, along v = v∞ the estimates
w2p‖ψIτp ‖2/g◦ ≤ CP˜ne−P˜
u
2M and w2p+
1
2 ‖Err [ψp] ‖2/g◦ ≤ CP˜ne−P˜
u
2M
hold uniformly in τ and v∞ for constants C and some n ≤ 3. Note that the error exhibits
improved decay in r.49 Finally,
w2p‖ψIτp − ψIp ‖2/g◦ ≤ CP˜ne−P˜
u(τ,v∞)
2M . (141)
The same three estimates hold with ψp replaced by Γp and ψ
Iτ
p replaced by Γ
Iτ
p .
Remark 5.4. These asymptotics are sufficient for our purposes but could be refined. In particu-
lar, capturing the r−3-asymptotics of (130) from (224) is related to the celebrated Christodoulou
memory effect [20].
Remark 5.5. The radiation fields defined in this section should be directly compared with those
in Chapter 17 of [24].
5.7 Estimates for geometric quantities
Taking into account that τ ∼ 2v along the horizon and τ ∼ 2u along null-infinity, Propositions
5.1, 5.2 and 5.3 imply the following
Proposition 5.5. Given any P ∈ R+ and s ∈ N we can choose parameters P˜ ∈ R+, I ∈ N, J ∈
N such that for any scattering data set
(
/ˆg
datH
, /ˆg
datI
, P˜ , I, J
)
, the geometry of an associated
finite scattering data set Dτ,v∞ satisfies the following estimates uniformly in both τ and v∞:
• On the hypersurface C˜U=0
s∑
i=0
∑
i−perms
‖DiΓp‖2L2(S2U=0,v) ≤ e
−P τ(U=0,v)2M (142)
holds for any vτ0 ≤ v ≤ ∞ and
F [DsΨ] ({U = 0} × [v, vτ ]) ≤ e−P
τ(U=0,v)
2M , (143)
s−1∑
i=0
∑
i−perms
‖Diα‖2
L4(S2U=0,v)
≤ e−P τ(U=0,v)2M . (144)
• On the hypersurface C˜v=v∞
s∑
i=0
∑
i−perms
w2p−2‖DiΓp‖2L2(S2u,v=v∞) ≤ e
−P τ(u,v∞)2M (145)
49We could replace /g◦ by /g in the above estimates in view of (139).
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holds for any uτ0 ≤ u ≤ ∞ and
F [DsΨ] ([u, uτ)× {v∞}) ≤ e−P
τ(u,v∞)
2M , (146)
s−1∑
i=0
∑
i−perms
w6‖Diα‖2
L4(S2U=0,v)
≤ e−P τ(u,v∞)2M . (147)
Note that the larger one chooses P and s, the larger one has to choose P˜ and I, J . We
emphasize that the estimates of Proposition 5.5 hold uniformly in τ and v∞ for any associated
finite scattering data set Dτ,v∞ .
Definition 5.3. Given P ∈ R+ and s ∈ N, we will call a scattering data set
(
/ˆg
datH
, /ˆg
datI
, P˜ , I, J
)
Ps-admissible if I, J and P˜ are sufficiently large such that the estimates of Proposition 5.5 hold
for any associated finite data set Dτ,v∞ .
5.8 Local well-posedness
Let us already remark that from [47, 79, 23] together with domain of dependence arguments
we have:
Theorem 5.1. Any finite scattering data set Dτ,v∞ with τ > τ0 determines a unique smooth
solution, i.e. a smooth Lorentzian metric g expressed as (46) satisfying the Einstein vacuum
equations (1) in M (t, τ) ∩ {v ≤ v∞} for some t < τ .
We will review this argument in Step 1 of Section 7.1.
6 The Main Theorems
6.1 The full existence theorem
We begin with a more precise version of the main theorem stated in the introduction specialised
to the Schwarzschild case. Recall Definition 5.3.
Theorem 6.1. Given any integer s ≥ 3 and an M > 0, there exists a P > 0 such that any
Ps-admissible scattering data set
(
/ˆg
datH
, /ˆg
datI
, P˜ , I, J
)
gives rise to a spacetime (M (τ0,∞) , g)
for some τ0 <∞ with the following properties:
• The metric g can be globally expressed in the double null-coordinates (46).
• The metric converges exponentially in τ to Schwarzschild with mass M in the following
sense: All metric- and Ricci-coefficients Γp as well as the derivatives D
kΓp for k ≤ s− 1
are in L∞u L
∞
v L
2
(
S2u,v
)
and satisfy for k = 0, 1, ..., s− 1 the estimate∫
S2(u,v)
‖DkΓp‖2
√
/g dθ1dθ2 ≤ Cs · e−P τ2M
(
2M
r
)2p−2
(u, v) .
The curvature components Ψ satisfy for k = 0, 1, ..., s− 1 the estimate (152).
• We have Ric(g) = 0.50
50For s = 3, this equation is satisfied in L∞u L
∞
v L
2
(
S2u,v
)
with respect to the double-null coordinates.
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• The metric g realizes the given scattering data on the horizon H+ and (in the limit) at
null-infinity I+. Both H+ and I+ are manifestly complete (cf. [21]).
We will prove Theorem 6.1 for s = 3. This is the minimum regularity to close the problem
via naive energy estimates. As the proof will reveal, once the estimates have closed, one easily
obtains the theorem for arbitrary s by further commutation. The last item of Theorem 6.1 is
made precise by the estimate (149) of Theorem 6.3.
Remark 6.1. The constant P is expected to grow at least linearly with s because the commuted
redshift puts certain obstructions on the decay rate as explained in Sections 3.3.4 and 5.4.
However, an additional structure in the Bianchi equation may allow one to show that P is
independent of s and hence the existence of C∞-solutions. This will be investigated in future
work.
Theorem 6.1 will be proven by an analysis of the solutions arising from approximate scat-
tering data associated with the scattering data.
6.2 The “finite” existence theorem
Recall the regionM (τ1, τ2, v∞) defined in (44).
Theorem 6.2. Given any integer s ≥ 3 and M > 0, there exists a P > 0 such that the
following statement holds:
For any Ps-admissible scattering data set
(
/ˆg
datH
, /ˆg
datI
, P˜ , I, J
)
, there exists a τ0 such that
any approximate scattering data set Dτ,v∞ with τ > τ0 gives rise to a unique smooth Lorentzian
metric gτ satisfying the vacuum Einstein equations in all of M (τ0, τ, v∞). The metric gτ can
be globally expressed in the double null-coordinates (46) with the associated geometric quan-
tities (Γ, ψ) of gτ satisfying the uniform estimates (151), (152) and (153) of Section 7.1 in
M (τ0, τ, v∞).
Theorem 6.2 will be proven in Section 7.
6.3 The convergence theorem
Given Theorem 6.2, pick a monotonically increasing sequence τn → ∞ and consider the as-
sociated sequence of solutions (Γ, ψ)n arising from the scattering data set Dτn,(v∞)n where
(v∞)n = (τn)
2.
For s sufficiently large, given the uniform bounds of Theorem 6.2, one may apply the Arzela-
Ascoli Theorem to conclude the existence of a convergent subsequence and hence the existence
of a limiting solution in all of M (τ0,∞). This is the way Christodoulou proceeds in the last
chapter of [23] and indeed this already provides a satisfactory version of Theorem 6.1.
As discussed already in Section 1.1.7, with potential applications in mind, we will establish
a stronger statement below, namely that the above sequence is Cauchy in a suitable space and
converges to an “ultimately Schwarzschildean” spacetime [55] in M (τ0,∞):
Theorem 6.3. The sequence of solutions (Γ, ψ)n converges for τn →∞ to a vacuum spacetime
(M (τ0,∞) , glim) with associated geometric quantities (Γ, ψ)lim such that for k = 0, . . . , s − 1
we have for any (u, v, θ1, θ2) ∈ M (τ0,∞):
w2p−2
∫
S2u,v
‖Dk (Γp)n −Dk (Γp)lim ‖2
√
/gdθ1dθ2 → 0 . (148)
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Moreover, the limiting (ψ,Γ)lim satisfy the estimates (151), (152) and (153) in M (τ0,∞) for
k = 0, 1, . . . , s− 1. Finally, we have for any fixed u
lim
v→∞
w2p−2
∫
S2u,v
‖Dk (Γp)lim −Dk (Γp)I ‖2
√
/gdθ1dθ2 = 0 . (149)
In particular, Theorem 6.3 can be applied to provide a uniqueness statement within the class
of exponentially decaying solutions (see however the discussion in Section 1.3.4). Theorem 6.3
is addressed in Section 8. Note that Theorems 6.2 and 6.3 imply Theorem 6.1, with the last
statement of Theorem 6.1 being understood as the statement (149).
7 Proof of Theorem 6.2
7.1 The logic of the proof
The proof of Theorem 6.2 proceeds by a continuity argument. Let us define the following
dimensionless constant:
Cmax = 1 + 2
smax
i≤s
∣∣∣r Di (trχ◦) ∣∣∣ = 1 + 2smax
i≤s
∣∣∣2r Di(1− 2Mr
r
) ∣∣∣ (150)
where we maximize over all expressions that can arise from applying up to s derivatives from
the collection D to trχ◦. Recall that s denotes the number of frame-derivatives that we are
commuting with and that we set s = 3 for the remainder of the proof.
Definition 7.1. Let A ⊂ [τ0, τf ) denote the set of real numbers t ∈ [τ0, τf ) such that
1. There exists a smooth solution (46) of the vacuum Einstein equations (1) in canonical
double-null coordinates
(
u, v, θ1, θ2
)
in M (t, τf , v∞) which realizes the data prescribed on
the horizon U = 0 and on v = v∞.
2. The following estimates hold in M (t, τf , v∞) for the geometric quantities Γp and ψp of
the solution. For k = 0, 1, 2, 3:
(a) Bootstrap Assumption on the Ricci-coefficients:∫
S2(u,v)
‖DkΓp‖2
√
/g dθ1dθ2 ≤ C2max · e−P
τ
2M
(
2M
r
)2p−2
(u, v) . (151)
(b) Bootstrap Assumption on Curvature51:
F
[
D
kΨ
]
({u} × [v, vfut]) + F
[
D
kΨ
]
([u, ufut]× {v}) ≤ 4 · e−P τ2M (152)
E [DkΨ] (τ, r1 = 2M, r2 = r (τ, v∞)) ≤ 4 · e−P τ2M . (153)
(c) Auxiliary Bootstrap assumption: For i = 0 and i = 1,
‖Di/gAB −Di/g◦AB‖L∞(S2(u,v)) + ‖r2K − 1‖L∞(S2(u,v)) ≤ ǫ
2M
r (u, v)
(154)
where K denotes the Gauss curvature of
(
S2 (u, v) , /g
)
and ǫ = 1/100.
51Recall that M
(
t, τf , v∞
)
determines the quantities ufut and vfut in (152) via definition (45).
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Remark 7.1. Note that the norms in (152) and (153) already incorporate the radial weights
for the different ψp, so that the right hand side of (152) does not contain any r-weights. Boot-
strap assumption (2c) ensures uniform control over the Sobolev constants and the isoperimetric
constant on
(
S2 (u, v) , /g
)
.
Our goal is to show that A = [τ0, τf ). This will be achieved by first showing that there
exists an ǫ > 0 such that [τf − ǫ, τf ) ⊂ A and then showing that if [t, τf ) ⊂ A for some t < τf ,
then there exists an ǫ > 0 such that [t− ǫ, τf ) ⊂ A.
For the second step, the hardest part of the analysis is to establish the following
Proposition 7.1 (Improving the bootstrap assumptions). The constants P and τ0 can be
chosen sufficiently large such that the following statement holds: If t ∈ A, then the estimates
(151)–(154) actually hold in M (t, τf , v∞) with a factor 34 on their right hand sides.
The above Proposition will follow from Propositions 7.2 and 7.3 of Section 7.3. Let us finally
explain how the above remarks and Proposition 7.1 imply Theorem 6.2.
Step 1. The fact that A is non-empty can be inferred as follows. By domain of dependence,
in the region M (τ0, τf ) ∩ {u ≥ uτ} ∩ {v ≥ vτ} Schwarzschild is a development of the data on
Στf . This induces smooth Schwarzschildean data on the null-boundary components u = uτ
and v = vτ respectively of the latter region. By Rendall’s theorem [79], a smooth solution to
(1) of the two resulting characteristic problems (with data on H+ and v = vτ , and u = uτ and
v = v∞ respectively) exists and can be defined on a manifold whose future boundary contains
a neighborhood of the spheres S2U=0,vτ (in H+∪{v = vτ}) and S2uτ ,v∞ (in {v = vτ}∪{u = uτ})
respectively. One can express that solution in the canonical double-null coordinates using the
implicit function theorem (possibly shrinking the neighborhood) so that it exists in the small
shaded regions below
Στf
v
∞
I +
H
+
Finally, for sufficiently small ǫ the bootstrap assumptions hold in M (τf − ǫ, τf) by continuity.
See Chapter 16.3 of [23], where the transformation from harmonic coordinates to double-null
coordinates is carried out in complete detail in a related setting.
Step 2. To proceed with the continuity argument given Proposition 7.1, we assume that
[t, τf ) ⊂ A for some t < τf . From the estimates (151), (152) and (153) in that region, we can
obtain higher regularity bounds by further commutation, the equations being essentially linear
at this stage (cf. Chapter 16.2 of [23]). In this way we obtain uniform bounds for all derivatives
in M (t, τf ) and conclude that the solution extends smoothly to Σt producing a smooth initial
data set for the Einstein equations on Σt. Using the compactness of Σt∩{v ≤ v∞} and applying
Choquet-Bruhat [47], we obtain a smooth solution in M (t− ǫ, τf ) ∩ {u > ut} ∩ {v > vt} for
some ǫ > 0, which moreover extends smoothly to the boundary hypersurfaces u = ut and v = vt
where it induces smooth characteristic data. Using again Rendall’s theorem in a neighbourhood
of the spheres S2U=0,vt and S
2
ut,v∞ we obtain a smooth solution inM (t− ǫ, τf ) for some ǫ > 0.
Applying the implicit function theorem (shrinking ǫ if necessary), we express this solution in
double-null coordinates and attach it smoothly to the solution inM (t, τf ) (cf. Chapter 16.3 of
[23]).
I +
Στf
Σt
H
+
v
∞
v
t u t
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Finally, by Proposition 7.1 and continuity, the bootstrap assumptions continue to hold in this
region (perhaps by shrinking ǫ > 0 once more).
7.2 Improving the auxiliary bootstrap assumptions
We will now begin the proof of Proposition 7.1. For any given τ0 large, let τf > τ0 and consider
the (past) development of the finite data set Dτf ,v∞ . We define the bootstrap region
B =M (τ , τf , v∞) (155)
for τ = inf A defined in Definition 7.1.
7.2.1 Sobolev inequalities on S2u,v
Lemma 7.1. Consider the Riemannian manifold
(
S2(u,v), /g
)
with /g satisfying the bootstrap
assumptions (154). Then we have for any integrable function f whose derivative is integrable
in S2u,v, the isoperimetric inequality∫
S2
(u,v)
(
f − f¯)2√/gdθ1dθ2 ≤ ciso
(∫
S2
(u,v)
|r /∇f |√/gdθ1dθ2)2 . (156)
Moreover, for any S2(u,v)-tensor ξ the Sobolev inequalties[
1
r2
∫
S2
(u,v)
|ξ|4√/gdθ1dθ2]
1
2
≤ csob
[
1
r2
∫
S2
(u,v)
(|r /∇ξ|2 + |ξ|2)√/gdθ1dθ2] ,
sup
S2
(u,v)
|ξ|2 ≤ csob
[
1
r2
∫
S2
(u,v)
(|r /∇ξ|4 + |ξ|4)√/gdθ1dθ2]
1
2
hold. Here ciso and csob are dimensionless constants whose value is close to their value for the
round metric.
Proof. This is standard. For instance, see Section 5.2 [23], where the above is proved in a more
intricate setting with less control on /g than assumed above.
Combining the last two estimates of Lemma 7.1 yields an L∞ estimate for ξ in terms of the
H2 norm of ξ.
In conjunction with Lemma 7.1, the bootstrap assumption (151) implies that for sufficiently
large τ0, we have for k = 2, 3 and fixed u, v the estimate[
1
r2
∫
S2(u,v)
‖Dk−1Γp‖4
√
/g dθ1dθ2
] 1
2
≤ csob
r2
· (RHS of (151)) (157)
and also the pointwise bound
‖Dk−2Γp‖2L∞(S2(u,v)) := sup
θ∈S2(u,v)
‖Dk−2Γp‖2 ≤ csob
r2
· (RHS of (151)) . (158)
By choosing τ0 sufficiently large, (158) immediately improves the metric-part of the auxiliary
bootstrap assumption (154).
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7.2.2 Sobolev inequalities on null-cones
The control of the null-fluxes (152) provides estimates on the 2-spheres foliating the cones via
Sobolev inequalities. The latter are derived along the lines of Chapter 10 of [23] and we now
provide a suitable version below. Recall the dimensionless weight w = r/2M from (110).
Lemma 7.2. For any (u, v, θ1, θ2) ∈ B we have the following Sobolev inequalities along null-
cones lying in B:
sup
v≤vfut
‖wqξ‖L4(S2u,v) ≤csob
[
‖wqξ‖
L4
(
S2u,vfut
) (159)
+
{∫ vfut
v
∫
S2u,v¯
dv¯w2q−2dµ/g
(‖Dրξ‖2 + ‖ξ‖2)} 12 ]
and
sup
u≤ufut
‖wq− 12 ξ‖L4(S2u,v) ≤csob
[
‖wq− 12 ξ‖
L4
(
S2ufut,v
) (160)
+
{∫ ufut
u
∫
S2u¯,v
du¯dµ/gw
2q−2 (‖Dտξ‖2 + ‖ξ‖2)} 12 ] .
Note that only tangential derivatives to the cone appear on the right hand side.
Proof. Applying the isoperimetric inequality (156) on
(
S2u,v, /g
)
to |ξ|3, we derive
∫
S2
(u,v)
‖ξ‖6dµ/g ≤
c
r2
[∫
S2
(u,v)
‖ξ‖4dµ/g
][∫
S2
(u,v)
(‖r /∇ξ‖2 + ‖ξ‖2) dµ/g
]
for a uniform (in u and v) constant c (cf. Remark 7.1) and any S2(u,v)-tensor ξ. From the above
we obtain
4M2
∫ vfut
v
dv¯
∫
S2
(u,v¯)
w6q‖ξ‖6dµ/g
≤ c
[
sup
v
∫
S2
(u,v)
w4q‖ξ‖4dµ/g
][∫ vfut
v
dv¯
∫
S2
(u,v¯)
w2q−2
(‖r /∇ξ‖2 + ‖ξ‖2) dµ/g
]
and
4M2
∫ ufut
u
du¯
∫
S2
(u¯,v)
w6q−2‖ξ‖6dµ/g
≤ c
[
sup
u
∫
S2
(u,v)
w4q−2‖ξ‖4dµ/g
][∫ ufut
u
du¯
∫
S2
(u¯,v)
w2q−2
(‖r /∇ξ‖2 + ‖ξ‖2) dµ/g
]
.
For the first, we note
d
dv
∫
S2
(u,v)
w4q‖ξ‖4dµ/g =
∫
S2
(u,v)
w4q
[
4‖ξ‖2ξ · /∇4ξ + ‖ξ‖4
(
4q
r
/∇4r + trχ
)]
dµ/g ,
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which implies (upon using the pointwise bound for trχ available through (158))∫
S2
(u,v)
w4q‖ξ‖4dµ/g ≤
∫
S2
(u,vfut)
w4q‖ξ‖4dµ/g
+c
√∫ vfut
v
dv¯
∫
S2
(u,v¯)
w2q−2
(‖r /∇4ξ‖2 + ‖ξ‖2) dµ/g√∫ vfut
v
dv¯
∫
S2
(u,v¯)
w6q‖ξ‖6dµ/g.
Similarly, in the u-direction one has ∫
S2
(u,v)
w4q−2‖ξ‖4dµ/g ≤
∫
S2
(ufut,v)
w4q−2‖ξ‖4dµ/g
+c
√∫ ufut
u
du¯
∫
S2
(u¯,v)
w2q−2
(‖ /∇3ξ‖2 + ‖ξ‖2) dµ/g
√∫ ufut
u
du¯
∫
S2
(u¯,v)
w6q−2‖ξ‖6dµ/g.
Combining these inequalities yields the estimates of the Lemma.
Remark 7.2. Besides the bootstrap assumption (154), the above proof uses only a pointwise
bound on r · trχ and r · trχ available through (158).
We now combine (160) and (159) with the bootstrap assumption on the fluxes (152). Note
that since all curvature components ξ = ψp are trivial on S
2
U=0,vτ
we can apply (159) on C˜U=0
to obtain an L4 bound for s − 1 derivatives of all ψp except α from the L2-curvature flux of s
derivatives along C˜U=0 . For the missing α we have (144) along C˜U=0. Similarly on C˜v=v∞ we
can apply (160), which together with (147) finally yields L4 bounds for s− 1 derivatives of all
ψp on C˜v=v∞ taking into account that all ξ vanish at S2uτ ,v∞ . Since the future cone from any
sphere of the bootstrap region intersects C˜U=0 ∪ Στ ∪ C˜v=v∞ , we can control the L4-norm of
any ψp from the fluxes and the data and hence in conjunction with the bootstrap assumptions
(152) this yields for k = 1, 2, 3[
r2w4p−4
∫
S2(u,v)
‖Dk−1ψp‖4
√
/g dθ1dθ2
] 1
2
≤ csob ·RHS of (152) . (161)
Applying the second inequality of Lemma 7.1, we also obtain the pointwise bound
w2p−2‖Dk−2ψp‖2L∞(S2(u,v)) ≤
csob
r2
· (RHS of (152)) (162)
for k = 2, 3. In particular, this justifies the notation ψp introduced in (72).
As an immediate corollary, using equation (225) we improve (by choosing τ0 large) the
bootstrap assumption (154) on the Gauss curvature. We conclude that the auxiliary bootstrap
assumption (2c) has already been improved.
7.2.3 Geometry of the slices Στ
Recall the slices Στ defined at the end of Section 2.1. We now obtain estimates for the normal
and the induced volume element on Στ . Let us define the constant
Ch := 2 max
r∈[9/4M,8M ]
[ ( r
2M
)h 1
1− 2Mr
]
.
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Lemma 7.3. The slices Στ ∩ B satisfy
C−1h
(
2M
r
)h
≤ −g (∇τ,∇τ) ≤ Ch
(
2M
r
)h
.
Similarly, we have in (τ, r, θ1, θ2)-coordinates, the estimate
C−1h
(
2M
r
)h
2 √
/g ≤ √gΣτ ≤ Ch
(
2M
r
)h
2 √
/g
for the induced volume element. Denoting the unit normal to the Στ by nΣτ we also have
1
4
≤ √gΣτ · g (e3, nΣτ ) ≤ 9 ,
1
4
(
2M
r
)h
≤ √gΣτ · g (e4, nΣτ ) ≤ 16
(
2M
r
)h
.
(163)
Proof. It suffices to prove the above estimates (with slightly better constants) for Schwarzschild
itself, since the bootstrap assumptions imply in particular uniform C1-closeness estimates of
the spacetime-metric (recall we already improved bootstrap assumption (154)). Moreover,
one may first establish the above for τpiece = u + v + fpiece instead of τ and constant
3
4Ch
instead of Ch. Finally, one concludes that the same bounds hold with constant Ch for the
appropriately mollified τ = u+ v + fsmooth. To derive the estimates for τpiece, note that with
k (r) =
√
1− ( 2Mr )h (1− 2Mr ) we have (recalling (43)) the formula
d (u+ v + fpiece (r
⋆)) = [1− λk (r)] du + [1 + λk (r)] dv (164)
where λ = 1 for r < 9/4M , λ = 0 for 9/4M < r < 8M and λ = −1 for r > 8M . From this all
the above bounds easily follow (with better constants).
7.3 Improving the assumptions for curvature
In this section we improve bootstrap assumptions (152) and (153).
7.3.1 The key proposition
Proposition 7.2. For any point (u, v, θ1, θ2) in the bootstrap region B, we have, for any k =
0, 1, 2, 3 the estimate
F
[
D
kψ
]
({u} × [v, vfut]) + F
[
D
kψ
]
([u, ufut]× {v})
≤
(
2 +
CM
P
+ CMe
− P2M τ0
)
e−
P
2M τ(u,v) (165)
and also
E [Dkψ] (τ, 2M, r (τ, v∞)) ≤ (2 + CM
P
+ CMe
− P2M τ0
)
e−
P
2M τ(u,v). (166)
Moreover, these estimates hold independently of the size of τf > τ0 defining the bootstrap region.
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Proof. Let us assign the following weights to each Bianchi pair
(α, β) has weight q = 5 ,
(β, [ρ− ρ◦, σ]) has weight q = 4 ,(
[ρ− ρ◦, σ] , β
)
has weight q = 2 ,(
β, α
)
has weight q = 0 . (167)
In the following, we will use the short hand notation
ρˆ = ρ− ρ◦ , (ρˆ, σ) =
(
/gρˆ− /ǫσ
)
, ‖Dk (ρˆ, σ) ‖2 = ‖Dkρˆ‖2 + ‖Dkσ‖2. (168)
Contracting the equations of each Bianchi pair with its weighted curvature component over
all indices (i.e. (81) with wqDkψp and (82) with w
q
D
kψ′p′ respectively) we derive the following
identities:
∇a
(‖Dkα‖2w5 [e3]a)+∇a (2‖Dkβ‖2w5 [e4]a)− 4Ω−2 /∇AQA1
= f1w
5‖Dkα‖2 + f1w5‖Dkβ‖2 − 4w5
(
η + η
) ·Dkα ·Dkβ
+2E3
[
D
kα
] ·Dkα w5 + 4E4 [Dkβ] ·Dkβ w5 , (169)
∇a
(‖Dkβ‖2w4 [e3]a)+∇a (‖Dk (ρˆ, σ) ‖2w4 [e4]a)− 2Ω−2 /∇AQA2
= f1w
4‖Dkβ‖2 + f2 w4‖Dk (ρˆ, σ) ‖2 − 2w4
(
η + η
) ·Dkβ ·Dk (ρˆ, σ)
+2E3
[
D
kβ
] ·Dkβ w4 + 2E4 [Dk (ρˆ, σ)] ·Dk (ρˆ, σ) w4 , (170)
∇a
(‖Dk (ρˆ, σ) ‖2w2 [e3]a)+∇a (‖Dkβ‖2w2 [e4]a)+ 2Ω−2 /∇AQA3
= f1w
2‖Dk (ρˆ, σ) ‖2 + f2 w2‖Dkβ‖2 + 2w2
(
η + η
) ·Dk (ρˆ, σ) ·Dkβ
+2E3
[
D
k (ρˆ, σ)
] ·Dk (ρˆ, σ) w2 + 2E4 [Dkβ] ·Dkβ w2 , (171)
∇a
(
2‖Dkβ‖2 [e3]a
)
+∇a
(‖Dkα‖2 [e4]a)+ 4Ω−2 /∇AQA4
= f1‖Dkβ‖2 + f2 ‖Dkα‖2 + 4
(
η + η
) ·Dkβ ·Dkα
+4E3
[
D
kβ
] ·Dkβ + 2E4 [Dkα] ·Dkα , (172)
with
QA1 = w
5Ω2[Dkα ·Dkβ]A , QA4 = Ω2[Dkα ·Dkβ]A
QA2 = w
4Ω2[Dkβ ·Dk (ρˆ, σ)]A , QA3 = w2Ω2[Dkβ ·Dk (ρˆ, σ)]A .
Here the · denotes the obvious contraction of S2u,v-tensors: For instance, if Dk contains i ≤ k
angular operators, then (cf. Section 3.3)(
η + η
) ·Dkα ·Dkβ = (η + η)A (Dkα)
C1...CiAB
(
D
kβ
)C1...CiB
.
To derive (169)–(172) recall (e3 = e
EF
3 and e4 = e
EF
4 )
∇a
(
eEF3
)a
= trχ , ∇a
(
eEF4
)a
= trχ + ωˆ ,
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as well as
(e3)
a∇arn = nrn−1e3 (r) = n
r
rn
−Ω2◦
Ω2
(e4)
a∇arn = nrn−1e4 (r) = n
r
rn
1
2
r · trχ◦
and apply Proposition 3.4.
Remark 7.3. The crucial observation here is that – due to the careful choice of weights – the
boxed term is f2 and not f1 in (170)–(172).
52 We illustrate this remark with one particular
example, say the β-term in equation (171) and k = 0: Collecting all terms which contribute on
the right hand side, we find
‖β‖2r2
[
−2trχ− 2ωˆ + 2
r
1
2
r · trχ◦ + trχ
]
= ‖β‖2r2 (f2 + Γ2) . (173)
The cubic term ‖β‖2w2Γ2 may be absorbed into the error E4
[
D
kβ
] ·Dkβ r2.
After integration with respect to the spacetime volume form 2Ω2
√
/gdudvdθ1dθ2 and summation
of (169)–(172) inM (τ, τf , v∞) for τ ≥ τ¯ (and finally, summation over all k and all permutations
of derivatives of length k) we find:
1. The terms proportional to Ω−2 /∇AQAi in the first lines of (169)–(172) vanish.
2. The other (boundary) terms in the first line will produce terms on Στ and Στf (denoted
T1 and T2 respectively) as well as fluxes on U = 0 and v = v∞. Clearly, T2 = 0, since the
metric is Schwarzschild there and all ψ vanish. The fluxes produced satisfy
F
[
D
kψ
] ({U = 0} × (vτ , vτf ))+ F [Dkψ] ((uτ , uτf )× {v∞}) ≤ 2e− P2M τ
as follows from the initial conditions (143) and (146). To compute the boundary term on
Στ , T1, we recall the estimate (163), which provides
T1 ≥
k∑
i=0
∑
i−perms
∫ r(τ,v∞)
2M
dr
∫
S2u,v
√
/gdθ
1dθ2
[
‖Diα‖2 1
4
w5 +
1
4
w−h‖Diα‖2 + ‖Diβ‖2 1
4
w4
+‖Di (ρˆ, σ) ‖2 1
4
w4−h + ‖Diβ‖2 1
4
w2−h
]
≥ E [Dkψ] (τ, 2M, r (τ, v∞)) .
3. The terms in the second line of (169)–(172) can be estimated∫
M(τ,τf ,v∞)
2nd-line ≤ CM
∫ τf
τ
dτ˜ E [Dkψ] (τ˜ , 2M, r (v∞)) ≤ CM
P
e−
P
2M τ
with the second step following from the bootstrap assumption.
52This would also be the case for (169), if we had chosen the weight q = 6 instead of q = 5 which would be
necessary to obtain the characteristic peeling decay of curvature along null-infinity. However, the estimates of
course close with less decay.
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4. For the terms in the third line, we will prove in Section 7.3.2∫
M(τ,τf ,v∞)
3rd-line ≤
(
CM
P
+ CMe
− P2M τ0
)
e−
P
2M τ . (174)
The second term on the right will arise from cubic errors, the first from linear spacetime
errors.
After proving (174) in Section 7.3.2, this provides the second estimate of the Proposition. To
obtain the first, one repeats the proof, now integrating over
D (u, v) = J+
(
S2u,v
) ∩M (τ, τf , v∞) .
The terms in the first line then produce the desired fluxes, while the spacetime error can be
estimated as before (now using the part of the Στ slices lying in D (u, v)).
7.3.2 Estimating spacetime errors
In this section, we prove the estimate (174) for the error-terms in the third line of (169)–(172).
For each Bianchi pair
(
ψp,ψ
′
p′
)
, these terms are of the following form:∫
M(τ,τf ,v∞)
E3
[
D
kψp
] · (wqDkψp)Ω2√/gdudvdθ1dθ2 (175)
and ∫
M(τ,τf ,v∞)
E4
[
D
kψ′p′
] · (wqDkψ′p′)Ω2√/gdτdr⋆dθ1dθ2 , (176)
where M (τ, τf , v∞) is replaced by D (u, v) in case the energy estimate is applied in the char-
acteristic region D (u, v). From Cauchy-Schwarz,∫
M(τ,τf ,v∞)
E3
[
D
kψp
] · (wqDkψp)Ω2√/gdτdr⋆dθ1dθ2
≤
∫
M(τ,τf ,v∞)
(‖E3 [Dkψp] ‖2wq + ‖Dkψp‖2wq)√/gdτdrdθ1dθ2 = 1A + 1B
and ∫
M(τ,τf ,v∞)
E4
[
D
kψ′p′
] · (wqDkψ′p′)Ω2√/gdτdr⋆dθ1dθ2 ≤ ∫
M(τ,τf ,v∞)(
wh‖E4
[
D
kψ′p′
] ‖2wq + w−h‖Dkψ′p′‖2wq)√/gdτdrdθ1dθ2 = 2A + 2B .
Remark 7.4. Recall Remark 3.5: It is precisely here that the important structure (the improved
decay and special structure of E4
[
D
kψ′p′
]
) in the Bianchi equations is exploited. Otherwise,
the term 2A could not be handled.
For the terms 1B and 2B we see by inspection that∫
M(τ,τf ,v∞)
1B + 2B ≤ C
∫ τf
τ
dτ˜ E [Dkψ] (τ˜ , 2M, r (v∞)) ≤ CM
P
e−
P
2M τ .
For the terms 1A and 2A we turn to the expressions for E3 and E4 collected in Proposition
3.4 and the expressions (86) and (87).
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7.3.2.1 Linear terms. We first handle the two “linear” contributions (86) and (87) and of
those, we first handle the curvature terms. It is not hard to see53 that∫
MB(τ,τf)
‖E3
[
D
kψp
] ‖2wq + wh‖E4 [Dkψ′p′] ‖2wq
∣∣∣∣∣
lin,curv
≤ C
k∑
i=0
∫
MB(τ,τf )
wq‖Diψp‖2 + wqw−h‖Diψ′p′‖2 , (177)
which can be estimated as previously. Secondly, for the “linear” Γ-term in (86) and (87) we
have (say for E4)
k∑
i=0
∫
MB(t,tf )
wqr2(f3)
2‖DiΓmin(p′,2)‖2Ω2
√
/gdudvdθ
1dθ2 ≤ CM
P
e−
P
2M τ ,
which follows using the bootstrap assumption (151) on Γ and taking into account the strong
decay in r which allows us to integrate in both r and τ .
7.3.2.2 Cubic terms. For the cubic (or higher) terms in 1A and 2A smallness will
always arise from τ0 being large, as we can always estimate one of the terms pointwise and
exploit that τ0 is large. This means that for those terms we only need to check
• whether the decay in r is sufficient for 1A and 2A to be integrable
• whether the regularity is sufficient to control all the terms of 1A and 2A from the
(purely L2) bootstrap assumptions via Sobolev embedding.
Let us start by computing the decay in r. The decay is sufficient, if the overall decay of the
integrand (including the volume element) is at least r−1−δ. Recall also that taking derivatives
of type D does not change the r-decay of a quantity. Therefore, from Proposition 3.4 we read
off54
‖E3
[
D
kα
] ‖2r5r2 . r−2( 72+1)+5+2 = r−2 ,
‖E3
[
D
kβ
] ‖2r4r2 . r−2·4+4+2 = r−2 ,
‖E3
[
D
k (ρˆ, σ)
] ‖2r2r2 . r−2·3+2+2 = r−2 ,
‖E3
[
D
kβ
] ‖2r0r2 . r−2·2+0+2 = r−2 .
(178)
Turning to the 4-direction and keeping in mind that all linear terms have already been dealt
with, we have the following decay rates:
‖E4
[
D
kβ
] ‖2r5r2rh . r−2( 72+2)+5+2+h = r−4+h ,
‖E4
[
D
k (ρˆ, σ)
] ‖2r4r2rh . r−2(3+2)+4+2+h = r−4+h ,
‖E4
[
D
kβ
] ‖2r2r2rh . r−2(2+2)+2+2+h = r−4+h ,
‖E4
[
D
kα
] ‖2r0r2rh . r−2(1+2)+0+2+h = r−4+h ,
(179)
53Recall Remark 3.5 which is crucial here as it provides the necessary decay for the ψ′
p′
-terms in E4.
54Note that focusing on decay we can simply think of Λ1 ∼
ǫ
r
and Λ2 ∼
ǫ
r2
.
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which provides sufficient r-decay. This establishes that – at least in terms of r-decay – all terms
in 1A and 2A can be estimated.
In the second step, we address the regularity. Note that the error is of the form
Ei [ψp] = ψ (f + Γ) + fΓ ,
Ei [Dψp] = Dψ (f + Γ) + ψDΓ + fDΓ + l.o.t. ,
Ei
[
D
2ψp
]
= D2ψ (f + Γ) +DψDΓ + fD2Γ + l.o.t. ,
Ei
[
D
3ψp
]
= D3ψ (f + Γ) +D2ψDΓ +DψD2Γ + fD3Γ + l.o.t.
(180)
Clearly, we only need to look at the worst term Ei
[
D
3ψp
]
for our regularity considerations.
Since we control the curvature fluxes up to three derivatives in L2 on the spacelike slices, and
the Γ’s in L2 on the spheres S2u,v, the first and the fourth term are easily controlled. For the
second and third we note
‖D2ψDΓ‖2
L2(S2u,v)
. ‖DΓ‖2
L∞(S2u,v)
‖D2ψ‖2
L2(S2u,v)
. e−
P
2M τ(u,v)‖D2ψ‖2
L2(S2u,v)
‖DψD2Γ‖2
L2(S2u,v)
. ‖Dψ‖2
L∞(S2u,v)
‖D2Γ‖2
L2(S2u,v)
. e−
P
2M τ(u,v)‖D2Γ‖2
L2(S2u,v)
using the Sobolev inequalities of Sections 7.2.1 and 7.2.2, in particular (158) and the equation
below (161). Hence after integration in u and v, these terms can be estimated from the L2-
bootstrap assumptions.
Remark 7.5. It is possible to close the estimates with s = 2, i.e. commuting the equations
only twice and using the L4-estimates (157) and (161) on the error-term. While this would
save one derivative, it would make the error-estimates more complicated which is why we work
with s ≥ 3.
7.4 Improving the assumptions on the Ricci-coefficients
With the assumptions on the curvature fluxes improved, we can turn to improving the boot-
strap assumption (151) on the Ricci-coefficients. The Ricci-coefficients are estimated via the
transport equations along the null-directions. Before proving the key proposition, we derive two
elementary Lemmas in Sections 7.4.1 and 7.4.2 revealing the “gain” obtained from integration
in null-directions. Recall the definition of ufut (v) and vfut (u) in (45).
7.4.1 Integration in the 3-direction
Lemma 7.4. Let ∆p be a quantity satisfying
|∆p
(
uˆ, vˆ, θ1, θ2
) | ≤ e−P τ2M · (2M)p
rp
(uˆ, vˆ) (181)
for any spacetime point
(
uˆ, vˆ, θ1, θ2
) ∈ B of our domain with P ≥ 2. Then the estimate∫ ufut(v)
u
|∆p|Ω2
(
u˜, v, θ1, θ2
)
du˜ ≤ 4 ·M · 1
P
e−
P
2M τ(u,v)
(2M)
p
rp
holds for
(
u, v, θ1, θ2
) ∈ B.
Remark 7.6. In applications, ∆p will typically be an (appropriately r-weighted) L
2
(
S2 (u, v)
)
norm on the Γ’s.
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Proof. Note that along hypersurfaces of constant v we have the global estimate Ω2du ≤ 2dτ .
Therefore, with τ(fut) determined by u(fut) and v,∫ ufut(v)
u
|∆p|Ω2du˜ ≤
∫ τfut
τ
[
e−P
τ
2M
] · (2M)p
rp
2dτ
=
∫ τfut
τ
−2M
P
∂τ
[
e−P
τ
2M
] · (2M)p
rp
2dτ
≤ 4M
P
[
e−P
τ
2M
] · (2M)p
rp
(u, vˆ) +
∫ τfut
τ
−4M
P
[
e−P
τ
2M
] · (2M)p
rp+1
rτ dτ . (182)
Using that |rτ | ≤ 2, r ≥ 2M we can absorb the last term by the second term in the first line to
find ∫ ufut(v)
u
|∆p|Ω2du ≤M 1
P
4
2− 2P
[
e−P
τ
2M
] · (2M)p
rp
(u, v) .
7.4.2 Integration in the 4-direction
For the transport in the (backwards) four-direction we can derive a similar estimate; however,
here we will “lose” one power of r when integrating from null-infinity.
Lemma 7.5. Let ∆p (p ≥ 0) be a quantity satisfying
|∆p
(
uˆ, vˆ, θ1, θ2
) | ≤ e−P τ2M · (2M)p
rp
(uˆ, vˆ) (183)
in B. Then, for h ≤ h˜ ≤ 2, we have the estimate∫ vfut(u)
v
M h˜−1
rh˜
·∆pdv ≤ 2 · 4h 1
P
(2M)p
rp
e−P
τ
2M (u, v) . (184)
Moreover, we have for p > 0 the estimate∫ vfut(u)
v
1
r
·∆pdv ≤
(
2
p
+
4
P
)
(2M)p
rp
e−P
τ
2M (u, v) . (185)
Remark 7.7. The estimate (185) will become relevant for the anomalous boxed term in Propo-
sition 3.1.
Proof. Note that along constant u hypersurface we have the global estimate dv ≤ 2·4h ( r2M )h dτ .
Therefore, ∫ vfut(u)
v
(2M)h˜−1
rh˜
∆p (u, v˜) dv˜ ≤ 2 · 4h
∫ vfut
v
(2M)p−1
rp
e−P
τ
2M (u, v˜) dτ
≤ 2 · 4h (2M)
p−1
rp
(u, v)
∫ vfut
v
e−P
τ
2M dτ ≤ 2 · 4h 1
P
(2M)p
rp
e−P
τ
2M (u, v) , (186)
which is (184). For the second statement we consider first the case that the v-value we are
integrating up to, say v⋆, satisfies r (u, v⋆) ≥ 8M . In this region 1 ≥ 2rv and since moreover τ
increases in v we obtain∫ vfut
v
1
r
∆p (u, v˜) dv˜ ≤ e−P τ2M (u, v)
∫ vfut
v⋆
(2M)p
2rv
rp+1
dv (187)
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establishing (185) for the region considered. In case that the v value lies in the region r (u, v⋆) ≤
8M we have to add to (187) an additional contribution. However, in this region dv ≤ 2dτ and
one exploits the exponential decay as previously.
7.4.3 The key proposition
Proposition 7.3. For any point (u, v, θ1, θ2) in the bootstrap region B, we have, for any k =
0, 1, 2, 3 the estimates
w2p−2‖Dk
(3)
Γ p‖L2(S2(u,v)) ≤
(
4 +
CM
P
+ CMe
− P2M τ0
)
e−
P
2M τ(u,v) (188)
and
w2p−2‖Dk
(4)
Γ p‖L2(S2(u,v)) ≤
(
4 +
CM
P
+ CMe
− P2M τ0
)
e−
P
2M τ(u,v)
+
(
2
p
+
4
P
)√
C2max
√
4 +
CM
P
+ CMe−
P
2M τ0e−P
τ
2M . (189)
Proof. Note that for a scalar function f we have the identities (cf. Lemma 7.2)
∂u
[∫
S2u,v
f
√
/gdθ
1dθ2
]
=
∫
S2u,v
[
/∇3f + trχf
]
Ω2
√
/gdθ
1dθ2 ,
∂v
[∫
S2u,v
f
√
/gdθ
1dθ2
]
=
∫
S2u,v
[
/∇4f + trχf
]√
/gdθ
1dθ2 .
From the first identity it follows from Proposition 3.5 that
∂u
[∫
S2(u,v)
w2p−2‖Dk
(3)
Γ p‖2
√
/gdθ1dθ2
]
=
∫
S2(u,v)
2
(
E3[D
k
(3)
Γ p] + f1D
k
(3)
Γ p
)
· w2p−2Dk
(3)
Γ p Ω
2√
/gdθ1dθ2 . (190)
Upon integration this yields
w2p−2 (u, v) ‖Dk
(3)
Γ p‖2L2(S(u,v)) ≤ w2p−2 (ufut, v) ‖Dk
(3)
Γ p‖2L2(S(ufut,v))
+
∫ ufut
u
du¯
∫
S2(u¯,v)
2
∣∣∣(E3[Dk(3)Γ p] + f1Dk(3)Γ p
)
· w2p−2Dk
(3)
Γ p
∣∣∣Ω2√/gdθ1dθ2 .
For the second term in the second line we can insert the bootstrap assumption and apply
Lemma 7.4 which produces∫ ufut
u
∫
S2(u,v)
‖Dk
(3)
Γ p‖2w2p−2Ω2
√
/gdudθ1dθ2 ≤ CM
P
e−P
τ
2M (u, v) . (191)
Moreover, inspecting the various terms of E3[D
k
(3)
Γ p] we see that the resulting integrand in (190)
either (after applying Sobolev inequalities as in the previous section) satisfies the assumptions
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of Lemma 7.4, or it is the curvature flux, which we already improved in the previous section.55
Hence ∫
S2(u,v)
‖Dk
(3)
Γ p‖2w2p−2
√
/gdθ1dθ2 ≤
(
1 + 2 +
CM
P
+ CMe
− P2M τ0
)
e−
P
2M τ
with the 1 coming from the data and the other terms from the already improved curvature
flux and the terms to which Lemma 7.4 has been applied. In particular, CM depends on the
number of (linear) terms involved. This proves (188).
For the Dk
(4)
Γ p we have from Proposition 3.5 and the renormalization of Remark 3.3
1
2
∂v
[∫
S2(u,v)
w−2w4c[
(4)
Γ p]‖Dk
(4)
Γ p‖2
√
/gdθ1dθ2
]
=
∫
S2(u,v)
(
f˜2 + Γ2
)
w−2w4c[
(4)
Γ p]‖Dk
(4)
Γ p‖2
√
/gdθ1dθ2
+
∫
S2(u,v)
E4[D
k
(4)
Γ p] w
−2w4c[
(4)
Γ p]D
k
(4)
Γ p
√
/gdθ1dθ2 . (192)
Since 2c[
(4)
Γ p] ≤ p for the
(4)
Γ p involved, we can, after integration, apply Lemma 7.5 to the term
in the second line. For the term in the third line we recall from Proposition 3.5 and (76) that
E4[D
k
(4)
Γ p] = D
k (boxed in (76)) +Dk (f1Γ3)
+
k∑
i=0
(
f2D
iΓp
)
+Dkψp+ 32 + q.t. , (193)
with the last term denoting quadratic terms. The latter are very easy to handle and we will
not treat them explicitly. (They exhibit sufficient decay in r (as is manifest from the fact that
E4 gains a power of at least
3
2 in radial decay) and will moreover always contain a smallness
factor arising from τ0 large in view of their quadratic nature. See also the discussion at the end
of Section 7.3.)
Let us ignore the anomalous contribution from the boxed term as well as the term Dk (f1Γ3)
in (193) for the moment. Then, for the sum-term in (193) we can apply Cauchy’s inequality to
the third line of (192) so as to produce a term as the one in the second line of (192) and the
expression
∫ vfut
v
dv
∫
S2(u,v)
‖f2DiΓp‖2w4c[
(4)
Γ p]
√
/gdθ1dθ2 ≤ CM
P
e−P
τ
2M
(
2M
r
)2p−4c[(4)Γ p]
. (194)
This last inequality holds for all i = 0, ..., k because Lemma 7.5 applies to the left hand side
(note 2c[
(4)
Γ p] ≤ p and w2(f2)2 ∼ w−2). On the other hand, for the curvature term in (193)
55We will provide more details on how to control the error when discussing the 4-direction which is more
difficult since careful track of the r-weights has to be kept.
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applying again Cauchy’s inequality to (192) yields∫ vfut
v
dv
∫
S2(u,v)
‖Dkψp+ 32 ‖
2w4c[Γp]
√
/gdθ1dθ2
≤
(
2 +
CM
P
+ CMe
−P τ02M
)
e−P
τ
2M
(
2M
r
)2p−4c[(4)Γ p]
.
Note that in this direction one can always take decaying r-weights out of the integral.
We now turn to the contribution from the anomalous boxed term in (193) as well as the
term Dk (f1Γ3) respectively (the latter appearing only for the D
k (trχ − trχ◦) equation).
Explicitly, the three terms to consider are (cf. Remark 3.2):∫ vfut
v
dv
∫
S2(u,v)
w4c[η]=2
[
D
k
(
1
2
trχ◦η
)]
· [Dkη]w−2√/gdθ1dθ2 (195)
and ∫ vfut
v
dv
∫
S2(u,v)
w0
1
2M
[
D
k
(
Ω2◦
Ω2
− 1
)]
1
2M
[
D
k (ωˆ − ωˆ◦)
]
w−2
√
/gdθ1dθ2 (196)
as well as ∫ vfut
v
dv
∫
S2(u,v)
w2
[
D
k (trχ◦ (ωˆ − ωˆ◦))
] [
D
k (trχ − trχ◦)
]√
/gdθ1dθ2 . (197)
Going back to our unifying notation, we have to estimate for p1 + p2 = p (note that we either
have p1 = 1 or p1 = 0) the expression∫ vfut
v
dv
∫
S2(u,v)
D
k
(
fp1
(3)
Γ p2
)
· w−2w4c[
(4)
Γ p]D
k
(4)
Γ p
√
/gdθ1dθ2
≤ Cmax
8
∑
8 terms
∫ vfut
v
dv
∫
S2(u,v)
(2M)p1−1
rp1
w2p−2‖Di
(3)
Γ p2‖‖Dk
(4)
Γ p‖
√
/gdθ1dθ2
with fp1 as in (195)–(197). This estimate follows from the fact that 2c[
(4)
Γ p] ≤ p as well as the
definition of the constant Cmax. For k = 3 the maximum number of terms that the round
bracket can produce is eight and each comes with an i ∈ {0, 1, 2, 3}.
Applying Cauchy-Schwarz to the previous expression yields
≤ 1
8
∑√∫ vfut
v
dv
1
r
w2p−2‖Dk
(4)
Γ p‖2L2(S2(u,v))
√∫ vfut
v
dv
1
r
w2p2−2‖Di
(3)
Γ p2‖2L2(S2(u,v))
≤
(
2
p
+
C
P
)√
C2max
√
4 +
CM
P
+ CMe−
P
2M τ0e−P
τ
2M . (198)
This follows after inserting the bootstrap assumption for the first root and the already estab-
lished estimate (188) for the second, and applying the estimate (185) of Lemma 7.5 to both of
these terms.
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7.5 Closing the bootstrap
Choosing P and τ0 sufficiently large we can improve the bootstrap assumptions on curvature
(152) and (153) by a factor of 34 from Proposition 7.2. For the Ricci-coefficients, Proposition
7.3 improves the bootstrap assumption (151) by a factor of 34 provided that
4 +
CM
P
+ CMe
− P2M τ0 + 2Cmax
√
4 +
CM
P
+ CMe−
P
2M τ0 ≤ 3
4
C2max
which is indeed true for sufficiently large P and τ0. Proposition 7.1 is proven.
We finally note that once the bootstrap has closed we can improve the radial decay of some
of the quantities further. In particular, using (224) one shows that trχ − trχ◦ decays in fact
like r−3. Also, the full peeling decay for β (i.e. r−4) and α (i.e. r−5) could be retrieved, as
previously mentioned.
8 Proof of Theorem 6.3: The convergence
8.1 Overview over the proof
In this section we turn to the proof of Theorem 6.3. For this, we will need to consider differences
of metric-, Ricci- and curvature components of two solutions gτ1 and gτ2 arising via Theorem
6.2 from different data sets Dτ1,(v∞)1 and Dτ2,(v∞)2 , τi ≥ τ0 + 1.
Let τn > τ0 be a monotonically increasing sequence of numbers with τn →∞ and (v∞)n =
(τn)
2. Let (Γ, ψ)n denote the solution arising from the approximate scattering data setDτn,(v∞)n
via Theorem 6.2. The geometric situation is depicted in the figure below.
H
+
I +
v
=
(v
∞
)
n
+
k
v
=
(v
∞
)
n
M (τ0, τn)
τ = τ0
τ = τn
τ = τn+k
U
Let Mτ,v¯ := M (τ0, τ, v¯). Clearly, for any τ > τ0 and any v¯ > vτ0 , there is an N such that
the sequence of solutions (Γ, ψ)n for n ≥ N is defined in Mτ,v¯. We claim that the sequence
(Γ, ψ)n converges (in a suitable space) in Mτ,v¯ for any τ, v¯. The convergence theorem will be
established below along the following lines:
Step 1. Consider the solution (Γ, ψ)n+k in the region U =M (τ0, τn) ∩ {(v∞)n ≤ v ≤ (v∞)n+k}.
Prove estimates for the solution which capture in a quantitative way that both curvature
and Ricci-coefficients induced on (v∞)n are still close to the scattering data imposed
on v = (v∞)n+k. This requires renormalization with the radiation fields of Section 5.5
(corresponding to subtracting the first term in an asymptotic expansion in r−1 from each
Γp and ψp so that the weighted difference indeed goes to zero in the limit).
Step 2. Derive the general equations (null-structure and Bianchi) for the differences of two solu-
tions (Γ, ψ) and
(
Γ†, ψ†
)
.
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Step 3. Use Step 2 to estimate the difference of two solutions (Γ, ψ)n,(Γ, ψ)n+k in the region
where they are both defined, that is in M (τ0, τn) ∩ {v ≤ (v∞)n}. More precisely, prove
L2
(
S2 (u, v)
)
estimates for the difference of Γ’s and curvature flux estimates for the differ-
ence of the ψ’s that depend solely on the “data” on Στn , the horizon and the hypersurface
v = (v∞)n. Since all these go to zero as n→∞ (the latter by Step 1), convergence in (a
weighted) L2
(
S2u,v
)
follows. This step loses one derivative due to the quasi-linear nature
of the equations, cf. Remark 8.4.
Step 4. Either by commuting s−1 times and repeating the above steps, or by simply appealing to
embedding theorems (recall that s derivatives of the Γn are uniformly bounded in L
2
S2u,v
),
one infers in particular that s− 1 derivatives of the Γn also converge in L2S2u,v . This yields
the statement of the Theorem. Note that for s = 3, this regularity implies that Ric (g) is
indeed defined in L∞u L
∞
v L
2
S2u,v
. Finally, Propositions 8.1 and 8.2 yield (149).
8.2 Step 1: Controlling the flux on v = (v∞)n
In this section, we estimate the solution (Γ, ψ)n+k in the region U =M (τ0, τn)∩{(v∞)n ≤ v ≤
(v∞)n+k}. Let us fix 0 < δ < 1 small.
8.2.1 Estimates for curvature
To obtain suitable estimates, we renormalize the Bianchi equations by subtracting from each
curvature component its radiative term defined in Section 5.6. The quantity thereby obtained is
expected to go to zero in the limit as r →∞ which makes it useful in the analysis. We present
the renormalization process in detail for one Bianchi pair. For the other pairs, the computation
is entirely analogous, with the exception of the (α, β)-pair, which we will not renormalize.56
We write
/∇4
(
α− αI)+ 1
2
trχ
(
α− αI)+ 2ωˆ (α− αI) = 2 /D⋆2 (β − βI)
+E4 [α]−
(
/∇4αI +
1
2
trχαI
)
− 2ωˆαI + 2 /D⋆2βI . (199)
Note that the terms in the last line are all exponentially decaying in τ , and decaying like 1r3
because of a cancellation in the round bracket of the last line:
‖ /∇4αI +
1
2
trχαI‖ = ‖∂v
(
−r∂u∂u/ˆgdatIAB
)
− 1
2
trχαIAB‖+
C
r3
e−P
τ
2M ≤ C
r3
e−P
τ
2M .
Similarly, we write the corresponding equation
/∇3
(
β − βI
)
+ 2trχ
(
β − βI
)
= − /div (α− αI)
+E3
[
β
]
+ /divαI −
(
/∇3βI + 2trχβI
)
. (200)
This time there is no cancellation in the last line, which decays only like r−2. This is not
problematic, however, as the energy estimate contracts this equation with
(
β − βI
)
which
decays (at least) like r−2 as well. More precisely, applying the energy estimate in the region
56Instead, the estimate for this pair will be applied with a slightly weaker weight gaining a convergence factor.
Cf. footnote 57.
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U to the Bianchi-pair (α, β), we easily see that the spacetime-terms satisfy (the volume form
being Ω2
√
/gdudvdθ1dθ2 ∼
√
/gdudvdθ1dθ2 by Theorem 6.2 and the fact that r is large)∫
U
{
E4 [α]−
(
/∇4αI +
1
2
trχαI
)
− 2ωˆαI + 2 /D⋆2βI
}(
α− αI) ≤ C
τn
e−
P
2M τ ,
∫
U
{
E3
[
β
]
+ /divαI −
(
/∇3βI + 2trχβI
)}(
β − βI
)
≤ C
τn
e−
P
2M τ
using only the uniform estimates promised by Theorem 6.3 and with the gain arising from the
additional r-weight gained by the renormalization.
The equations for the other Bianchi pairs are renormalized and estimated analogously,
cf. (170) and (171). The only subtelty arises in the pair (α, β), which we will not renormalize.57
Instead, we apply the estimate corresponding to (169) with weight 5− δ. In view of∫
U
f1w
5−δ‖Dkβ‖2 ≤ C 1
rδ (τn, (v∞)n)
e−
P
2M τ ≤ C
τ2δn
e−
P
2M τ
as (v∞)n = τ2n we finally obtain (applying Proposition 5.4 to control the boundary terms on
Στn ∩ U and {v = (v∞)n} ∩ U):
Proposition 8.1. Let (Γ, ψ)n+k be a solution arising from Theorem 6.2 and consider the solu-
tion in the region U . Denoting the curvature components of the solution by β ≡ β(n+k), ..., α ≡
αn+k we have for for any (v∞)n ≤ v ≤ (v∞)n+k and u (τ0, v) ≤ u ≤ u (τn, v) the estimate∫ u(τn,v)
u
du
{
‖β‖2w5−δ + w4
((
ρ− ρ◦ − ρI
)2
+
(
σ − σI)2)
+w2‖β − βI‖2 + ‖α− αI‖2
}√
/gdθ
1dθ2 ≤ C
τ2δn
e−
P
2M τ(u,v) (201)
Remark 8.1. Note that the right hand side of (201) goes to zero as n→∞. Note also that in
view of Proposition 5.4, the same estimate holds replacing σI by σIτn etc.
8.2.2 Estimates for the Ricci coefficients
We next turn to the Ricci coefficients Γp.
Proposition 8.2. Under the assumptions of Proposition 8.1, we have in U the estimate
w2p−2‖ (Γp)n+k − ΓIp‖2L2/g(S2(u,v)) ≤
C
τ2δn
e−
P
2M τ(u,v) . (202)
In particular, the right hand sides goes to zero as n→∞.
Proof. Let us first consider the equations in the 3-direction involving curvature, i.e. the equa-
tions for ωˆ − ωˆ◦, η and χˆ. They are easily seen to be of the form
/∇3
(
Γp − ΓIp
)
= ψp − ψIp +O
(
e−
P
2M τ
rp+1
)
57The subtelty is caused by the fact that we are not imposing the full peeling decay, i.e. we did not apply
(169) with weight q = 6.
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after renormalization. Applying Lemma 7.4 and using Proposition 8.1 for the curvature flux-
term that arises (and again Proposition 5.4 to control the boundary term), one establishes the
estimate (202) for these Γp. Next, considering the equation for
(
trχ− trχ◦
)
−
(
trχ− trχ◦
)I
,
and /gAB = /g
◦
AB
− r/ˆgdatIAB , we also obtain (202) for those quantities, using the fact that we
already obtained the estimate (202) for χˆ − χˆI in the first step. Turning to the equations in
the 4-direction58 we see that
/∇4
(
χˆ− χˆI)+ trχ (χˆ− χˆI) = O(e− P2M τ
r
7
2
)
/∇4
(
η − ηI) = −3
4
trχ
(
η − ηI)+ 1
4
trχ
(
η − ηI)+ 1
4
trχ
(
η + η
)− β +O(e− P2M τ
r4
)
In view of ‖η+η‖ decaying like r−3 and the (η − ηI)-term already satisfying (202), the estimate
(202) also follows for these quantities. Similarly for (68) and (66). The latter does not need to
be renormalized because the right hand side already decays more than two powers in r better.
Finally, from (69) one obtains the smallness estimate for the renormalized b in view of the right
hand side already satisfying (202).
8.2.3 The final estimate
The two previous propositions yield the important
Corollary 8.1. Let (Γ, ψ)n, (Γ, ψ)n+k be two solutions arising from Theorem 6.2. Then, on
v = (v∞)n, their difference satisfies for any u (τ0, (v∞)n) ≤ u ≤ u (τn, (v∞)n)∫ u(τn,(v∞)n)
u
du
{
‖β‖2w5−δ + w4 (ρ2 + σ2)+ w2‖β‖2 + ‖α‖2}√/gdθ1dθ2
≤ C
τ2δn
e−
P
2M τ(u,(v∞)n) ,
where ψp = (ψp)n+k − (ψp)n as well as
w2p−2‖ (Γp)n+k − (Γp)n ‖2L2/g(S2(u,v)) ≤
C
τ2δn
e−
P
2M τ(u,(v∞)n) . (203)
In particular, the right hand sides go to zero as n→∞.
Proof. Note that by construction of the approximate scattering data on v = (v∞)n, the esti-
mates (201) and (202) also hold for the the solution (Γ, ψ)n on v = (v∞)n. Then apply the
triangle inequality.
8.3 Step 2: The equations for differences
Let g and g† be two metrics arising from Theorem 6.2. We define
Γp = Γp − Γ†p and ψp = ψp − ψ†p and Gp = Gp −G†p
58Note that (69) is the only equation in the 3-direction which has not yet been considered.
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Remark 8.2. Note that with this definition χˆ
BC
= χˆBC − χˆ†BC is not traceless with respect
to /g but that the difference between this quantity and its /g-traceless part is quadratic. Note
also that trχ = trχ − trχ† is the difference of the traces as functions, not the /g-trace of the
difference of the χ-tensors.
When taking differences of the evolution equations, we will see in particular differences of
the inverse metrics and differences of the Christoffel symbols /Γ on S2u,v. Since /g and /g
† are
both invertible (in fact, close to the round metric), we have the matrix identity
/g
−1 − (/g†)−1 = −/g−1 (/g − /g†) (/g†)−1
and hence
‖/g−1 −
(
/g
†)−1 ‖ ≤ C‖/g − /g†‖ .
In view of this, we will allow ourselves to write Γ1 also to denote the difference /g
−1 − (/g†)−1.
Similarly, in view of (109) we will incorporate the difference r/Γ = r
(
/Γ− /Γ†
)
into G1 when
employing schematic notation.
Since both metrics g and g† are smooth and uniformly close to Schwarzschild in the sense
that by Theorem 6.2 we have
k∑
i=0
∑
i−perms
w2p−2
∫
S2(u,v)
‖DiΓp‖2/g
√
/gdθ
1dθ2 ≤ ǫ (204)
F
[
D
kΨ
]
({u} × [v, vfut]) + F
[
D
kψ
]
([u, ufut]× {v}) ≤ ǫ (205)
for any
(
u, v, θ1, θ2
) ∈ M (τ0, τn)∩{v ≤ (v∞)n} and for an ǫ that can be made small by choosing
τ0 large, we have in particular uniform pointwise bounds on all quantities up to the level of
three derivatives of the metric. With this in mind, we define λp1 to denote a quantity which is
schematically of the form59
λp1 = fp1 + Γ
(†)
p1 + (fΓ · Γ(†))p1 + ψp1 + rp1−1/Γ +DΓp1 . (206)
In view of the above remark we have the uniform bound
rp1‖λp1‖L∞
/g (S2u,v)
≤ C .
The following proposition is the analogue of Proposition 3.1 for differences:
Proposition 8.3. Let g and g† be two metrics arising from Theorem 6.2. Let Γp, Γ†p denote
the respective collection of metric and Ricci coefficients (i.e. S2u,v − tensors) and ψp, ψ˜p the
collection of curvature components (also S2u,v-tensors). Then the differences Γp = Γp − Γ†p and
ψp = ψp − ψ†p satisfy
/∇3
(3)
Γ p =
∑
p1+p2≥p
λp1Γp2 +ψp ,
/∇4
(4)
Γ p + c[
(4)
Γ p]trχ
(4)
Γ p =
∑
p1+p2≥p+1
λp1
(3)
Γ p2 +
∑
p1+p2≥p+2
λp1Γp2 + λp+2/Γ+ψp+ 32 .
59Here any contraction is taken with respect to the metric g. Note that the difference between contracting
with g and contracting with g˜ is small. One could also contract with g˜ and easily estimate the resulting errors.
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Proof. Let us drop the superscripts (3) and (4) during the proof. Subtracting the two transport
equations in the 3-direction we obtain
/∇3
(
Γp − Γ†p
)
=
(
/∇†3 − /∇3
)
Γ†p +
∑
p1+p2≥p
(
fp1 + Γ
(†)
p1
)
Γp2 +ψp .
For the first term, we have from Lemma 2.1 the expression(
/∇†3 − /∇3
)
Γ†p =
(
1
(Ω†)2
− 1
Ω2
)
· ∂uΓ†p +
[(
(g†)−1
)
χ† − (g−1)χ]Γ†p .
Finally, we can insert back the transport equation for ∂uΓ
†
p and write the square bracket as a
sum of differences of Γ’s leading to the first equation of the Proposition.
In the 4-direction we proceed similarly. This time we are led to consider(
/∇†4 − /∇4
)
Γ†p =
(
b† − b) ∂θΓ†p + [((g†)−1)χ† − (g−1)χ]Γ†p + [b†/Γ† − b/Γ]Γ†p .
Again, we can write the square-brackets as a sum of differences which yields the second equation
of the Proposition.
In view of the fact that the difference of the Christoffel-symbols appears in the equations
for the difference, we will also need the equations for the difference of the auxiliary quantities
Gi = Gi −G†i defined in Section 3.4.
Proposition 8.4. We have the equations
/∇3G1 = /∇3
(
r /∇A/g◦BC − r /∇
†
A/g
◦
BC
)
=
∑
p1+p2≥1
λp1 (Γp2 +Gp2) + 2r /∇AχˆBC (207)
/∇3G2 = /∇3
(
r /∇Atrχ − r /∇Atrχ†
)
=
∑
p1+p2≥2
λp1 (Γp2 +Gp2) + 2rχˆ /∇Aχˆ . (208)
In addition, we have the elliptic equation for the difference(
/g
−1)AB /∇AχˆBC = 12 /∇Atrχ + β + ∑
p1+p2≥2
λp1Γp2 + χˆ/Γ (209)
Remark 8.3. Note that in view of the estimate (109) we identify G1 = r/Γ.
Proof. This follows by taking the differences of the equations derived in Section 3.4 and using
Lemma 2.1, the computation proceeding in complete analogy to that of the previous proposition.
Finally, we need the equations for curvature differences, i.e. the analogue of Proposition 3.3.
For this we define (in analogy with λp1) a quantity which depends on three derivatives of the
metric. In particular, it depends on first derivatives of the curvature components:
κp1 = fp1 + Γp1 + (fΓΓ
(†))p1 + ψ
†
p1 +Dψ
†
p1
In any case, since both g and g′ are uniformly close to Schwarzschild in the sense of (204) and
(205), we have from Sobolev
rp1‖κp1‖L∞
/g (S2u,v)
≤ C .
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Proposition 8.5. The Bianchi pairs of curvature differences
(
ψp,ψ
′
p′
)
satisfy
/∇3ψp = /Dψ′p′ + E3
[
ψp
]
with
E3
[
ψp
]
=
∑
p1+p2≥p
(
λp1ψp2 + κp1+1Γp2
)
+ λp′/Γ (210)
and
/∇4ψ′p′ + γ4
(
ψ
′
p′
)
trχ ψ′p′ = /Dψp + E4
[
ψ
′
p′
]
with
E4
[
ψ
′
p′
]
=
∑
p1+p2≥p′+ 32
(
λp1ψp2 + κp1Γp2
)
+ λp/Γ . (211)
Remark 8.4. Note the loss of derivatives as the error depends on derivatives of curvature via
the κp1 . Note also that in comparison with Proposition 3.3, the /Γ-terms on the right hand side
are new.
Proof. For the 3-equation we will have to estimate(
/∇†3 − /∇3
)
ψ†p =
(
1
(Ω†)2
− 1
Ω2
)
· ∂uψ†p +
[(
(g†)−1
)
χ† − (g−1)χ]ψ†p
and (if the angular operator is /div, for instance)[
(g†)−1 /∇† − g−1 /∇
]
ψ′p′ =
(
g˜−1 − g−1) /∇ψ′p′ + g−1/Γψ′p′ .
The other angular operators are similar. In the 4 direction we have to estimate(
/∇†4 − /∇4
)
ψ′p′ =
(
b† − b) ∂θψ′p′ + [((g†)−1)χ† − (g−1)χ]ψ′p′ + [b†/Γ† − b/Γ]ψ′p′ ,
which after writing the square brackets as sums of differences is of the desired form.
8.4 Step 3: Estimating differences
We now redo the estimates proven for the individual solutions in Section 7, for the differences
of solutions. The idea is to bootstrap a slightly weaker exponential decay (replacing P by P/2)
and to use the gain as a smallness factor for the convergence.
Proposition 8.6. Let (Γ, ψ)n be the (smooth) Einstein metric arising from the initial data set
Dτn,(v∞)n and (Γ, ψ)n+k be the (smooth) Einstein metric arising from Dτn+k,(v∞)n+k . Then, the
differences of the metric- and Ricci-coefficients satisfy for any (u, v, θ1, θ2) ∈ M (τ0,∞)∩ {v ≤
(v∞)n} the estimates
w2p−2
∫
S2u,v
[‖Γp‖2 + ‖Gp‖2]√/gdθ1dθ2 ≤ C 1
τ2δn
· e− P4M τ(u,v) , (212)
∫ ufut
u
du¯ w2
∫
S2u¯,v
[‖ /∇χˆ‖2]√/gdθ1dθ2 ≤ C 1
τ2δn
· e− P4M τ(u,v) . (213)
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The difference of curvature satisfies
Fδ [ψ] ({u} × [v, vfut]) + Fδ [ψ] ([u, ufut]× {v}) ≤ C 1
τ2δn
· e− P4M τ(u,v) (214)
and
Eδ [ψ] (τ, 2M, r (τ, (v∞)n)) ≤ C 1
τ2δn
· e− P4M τ(u,v) (215)
for uniform constant C depending only on M . Here Fδ and Eδ are the familiar norms defined
in Section 4 except that the weight w5 is replaced by w5−δ everywhere.
Proof. Note that inM (τn+k,∞, (v∞)n) both metrics are exactly Schwarzschild and hence the
statement of the proposition holds trivially. The above estimates also hold inM (τn, τn+k, (v∞)n)
as one of the solutions is exactly Schwarzschild there, and hence the estimates follow from the
bounds already established for individual solutions in Theorem 6.2.
Finally, the above estimates also hold on the horizon, in view of the fact that the data
vanishes up to τn − 1, and on v = (v∞)n, the latter following from Corollary 8.1. Let us now
fix C0, such that all of the above hold in M (τn,∞) as well as on the horizon and v = (v∞)n.
The difficulty is to extend the bounds to the regionM (τ0, τn, (v∞)n). We define the bootstrap
region
B =M (τ , τn) ∩ {v ≤ (v∞)n} with
τ = inf
τ0<t<τn
{
estimates (212)-(215) hold in M (t, τn, (v∞)n) with C = C2maxC0
}
.
The region is clearly closed and also non-empty by continuity of the above norms. We will now
show that actually the estimates of the Proposition hold in B with C < C2maxC0, which implies
that B is open, hence B =M (τ0, τn) ∩ {v ≤ (v∞)n} and therefore the Proposition. As may be
anticipated by the reader, these estimates proceed in exactly the same way as for the quantities
themselves. Therefore, we will sketch the remainder of the proof and focus on the only novel
feature: The additional quantity /Γ appearing in the equations of Proposition 8.5.
Step 1. We improve (214) and (215) from the Bianchi equations of Proposition 8.5 repeating
the analysis of section 7.3. The only difference is that we now apply (169) with weight 5 −
δ instead of 5 and that we need to control the additional /Γ-term, which has not appeared
previously. The latter term is easily seen to exhibit sufficient radial decay and is hence estimated
using the bootstrap assumption (212) (recall ‖r/Γ‖ = ‖G1‖). This gains a factor of 1P after
spacetime integration and hence improves the estimates (214) and (215).60
Step 2. With the assumptions on the curvature fluxes improved, we derive the following
elliptic estimate from (209):∫
S2u,v
‖ /∇χˆ‖2 ≤
∫
S2u,v
[
‖ /∇trχ‖2 + |β|2 + C
r4
‖G1‖2 + C
∑
p1+p2≥2
r2p1‖Γp2‖2
]
, (216)
where the area form
√
/gdθ1dθ2 is implicit. Upon integrating this in u with appropriate r-weight
to match the curvature flux (i.e. “multiplying” with
∫
duΩ2w2), we see that in view of the fact
that the β-curvature flux has been improved in Step 1 and the fact that integrating Γ and G
in u gains a 1P -factor via Lemma 7.4, the estimate (213) can be improved.
60A more detailed analysis reveals that the relevant term is actually cubic, so one could also exploit the fact
that τ0 is large.
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Step 3. To improve the Gi-parts of (212) we integrate the transport equations (207) and
(208) using Lemma 7.4. Note that the last term in both of these equations has just been
improved in Step 2, while the other terms are handled precisely as before.
Step 4. Finally, to improve the Γp-part of (212) we integrate the transport equations of
Proposition 8.3 precisely as we did for the individual solutions. The anomalous terms are
handled precisely as before.
Remark 8.5. The coupling of hyperbolic and elliptic estimates in the above proof has its origin
in the monumental proof of the stability of Minkowski space [24] and has been further developed
in [64, 10, 71, 23, 65].
9 Spacetimes asymptotically settling down to Kerr
In this section we describe the modifications required to treat the more general case of space-
times asymptotically settling down to a Kerr metric. If we want to stick to our convenient
set-up of integrating along characteristics from the horizon and null-infinity, the first step is to
express the Kerr-metric in a double-null coordinate system (46). While this is already much
more complicated than in the Schwarzschild case, the hard work has already been carried out
by Pretorius and Israel [78]. We briefly summarize their construction.
9.1 Step 1: Kerr-metric in double null coordinates
In Boyer-Lindquist coordinates we have (away from the pole at θ = 0)
gKerr =
Σ
∆
dr2 +Σdθ2 +R2 sin2 θdφ2 − 4mar sin
2 θ
Σ
dφdt −
(
1− 2mr
Σ
)
dt2
with
Σ = r2 + a2 cos2 θ , R2 = r2 + a2 +
2ma2r sin2 θ
Σ
, ∆ = r2 − 2mr + a2 .
In [78], the eikonal equation is solved to determine a tortoise coordinate r⋆ (r, θ) and a coordinate
λ (r, θ) such that in particular the hypersurfaces
2u = t− r⋆ , 2v = t+ r⋆
are characteristic. The relation between Boyer-Lindquist (t, r, θ, φ)-coordinates and the new
(t, r⋆, λ, φ) or (the trivially related) (u, v, λ, φ)-coordinates is implicit. In the new coordinates,
the Kerr-metric can be expressed as
gKerr = −4 ∆
R2
dudv +
L2
R2
dλ2 +R2 sin2 θ (dφ− ωB (du + dv))2 , (217)
where ωB =
2mar
ΣR2 , L is a function of λ, u and v. Finally, any r and θ appearing in (217) is now
to be interpreted as a function of r⋆ and λ: r (r⋆ = v − u, λ) and θ (r⋆ = v − u, λ). All these
relations are implicit but at least the asymptotic behavior (large r) of the metric quantities can
be obtained. For Schwarzschild, one has the relations L = r
2
sin 2θ and λ = sin
2 θ recovering the
familiar Eddington-Finkelstein form of the metric. To express the metric in the form (46), we
do the coordinate transformation
φ = φ˜+ h (u, v, λ) ,
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where we require only that ∂h∂u = ωB (u, v, λ) and
∂h
∂v = −ωB (u, v, λ).61 This allows us to
express the metric as
gKerr = −4Ω2Kerrdudv + /gKerrCD
(
dθC − bCKerrdV
) (
dθD − bDKerrdV
)
with θ1 = θλ = λ and θ2 = θφ˜ = φ˜ and
Ω2Kerr =
∆
R2
, bλKerr = 0 , b
φ˜
Kerr = 2ωB , /g
Kerr
φ˜φ˜
= R2 sin2 θ
/g
Kerr
λλ
=
L2
R2
+
(
∂h
∂λ
)2
R2 sin2 θ , /g
Kerr
λφ˜
= 2
(
∂h
∂λ
)
R2 sin2 θ . (218)
Note that ωB → ar2++a2 becomes constant as r → r+, the largest root of ∆−.
62 We will refer
to the above as the Eddington-Finkelstein form of the Kerr metric. From here, we could define
the regular Kruskal coordinates as in [78], i.e. set
U = −e−κu and V = eκv where κ =
√
m2 − a2
r2+ + a
2
is the surface gravity of the horizon. For the extremal case, where ∆− has double zero at r+ and
v−u ∼ − (r − r+)−1 near the horizon (instead of v−u ∼ log (r − r+) in the non-extremal case),
one may set U = arctanu− π2 and V = − arccotv to obtain regular double null (Kruskal-type)
coordinates.
9.2 Step 2: Renormalisation
One now proceeds as in the Schwarzschild case, i.e. one fixes the differentiable manifoldMM,a
of Kerr with its coordinate atlas
(
u, v, λ, φ˜
)
and equipsMM,a (or appropriate subsets thereof)
with metrics g of the form (46) arising from an appropriate initial value formulation with data on
the horizon and at infinity. As before, one employs the regular frame e3 =
1
Ω2 ∂u, e4 = ∂v+b
A∂A,
e1 = ∂λ, e2 = ∂φ˜ to define the Ricci- and curvature components. The fact that Ω, /g and b are
known for Kerr as functions of u, v, λ then allows for comparison (“renormalization”) of the
actual metric g with the Kerr-metric we are converging to.
We express both the Bianchi- and the null-structure equations, as equations for decay-
ing quantities. This is computationally more involved, since many more quantities are non-
vanishing for Kerr – especially since we are not working in the algebraically special frame of
Kerr but in a frame arising from a double-null foliation! The key, however, is that we do not
need explicit expressions for the values of αKerr, βKerr etc. It suffices to know that these
quantities are uniformly bounded with all (regular frame) derivatives, satisfy the familiar ra-
dial decay (72) at infinity and that they obey the Bianchi equations “at the lowest order”.
For instance, using Lemma 2.1, the Bianchi equation for β may be written (ignoring quadratic
61In other words, h depends only on r⋆ and λ just as ωB depends only on r
⋆ and λ.
62Observe that now bKerr 6= 0 on the horizon H
+, which differs from our previous choice of gauge in Section
5.3. To achieve b = 0 one could do the coordinate transformation φ˜ = φ˜′ + a
r2++a
2 v. However, this coordinate
system is not very intuitive near infinity as the new b does not decay at infinity. Consequently, one may do
the local theory in the bhoz = 0-system and then change to the convenient system above in which bhoz =(
0, a
r2
+
+a2
)
.
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terms for simplicity)
/∇4 (β − βKerr) + 2trχ (β − βKerr)− ωˆ (β − βKerr) = /div (α− αKerr)
+
(
η − η
Kerr
+ 2ζ − 2ζ
Kerr
)
· αKerr +
(
η
Kerr
+ 2ζKerr
)
· (α− αKerr)
−2 (trχ − trχKerr)βKerr + (ωˆ − ωˆKerr)βKerr +
(
/g
−1 − /g−1Kerr
)
/∇αKerr
+/g
−1
Kerr
(
/Γ− /ΓKerr
)
αKerr + (b− bKerr) /∇βKerr +
(
/g
−1 − /g−1Kerr
)
χKerrβKerr
+/g
−1
Kerr
(χ− χKerr)βKerr + (b− bKerr) /ΓKerrβKerr + bKerr
(
/Γ− /ΓKerr
)
βKerr .
All other Bianchi equations can be treated similarly. We observe that Proposition 3.3 on the
structure of the Bianchi equations still holds with one notable modification: The terms involving
the difference of the Christoffel-symbols are new and we comment on them in Section 9.3.
Similarly, it can be checked that the null-structure equations are still of the schematic form
of Proposition 3.1.
Finally, commutation with the frame derivatives also proceeds as before: Recall that nowhere
did we rely on the fact that the spacetimes we constructed were almost spherically symmetric.
The commutation process with the /∇-operators required only keeping track of the radial decay
at infinity, no “almost Killing” properties were being used. In view of this, the results of Section
3.3 continue to hold because the additional angular momentum terms appearing for Kerr are
seen to contribute at higher order in terms of decay in r (in the asymptotically flat coordinate
system that we are using) and hence not affect the cancellations of the main terms exploited
in the results of Section 3.3.
9.3 Step 3: Estimates
To measure the exponential decay (and in particular, to state the bootstrap assumptions) we
will need the analogue of the function τ for the Kerr metric. Such a function is defined in [38];
in fact, we adapted the latter Kerr-construction for our Schwarzschild case when we defined
(43)!
The estimates now proceed as in the Schwarzschild case. In particular, as the null-condition
near infinity has already been made manifest in Step 2, the curvature estimates of Proposition
7.2 continue to hold with the same radial weights. There are more error-terms but all of them
are handled as in Section 7.3.2, with one exception: As observed in Step 2 above, the error
will now contain the difference of the Christoffel-symbols on the spheres already at the level of
the renormalized equations themselves (and not only at the level of differences as in Section
8). In any case, we already resolved this additional difficulty when we estimated differences
(the elliptic estimates proven in Section 8.4 can of course be proven also for the solutions
themselves!): One simply bootstraps (212) and (213), and retrieves the latter via the elliptic
estimate (216). Finally, for the estimates on the Γp one repeats Proposition 7.3 with the same
weights. Again, the only additional difficulty are the new Christoffel terms which requires an
additional estimate, which we already carried out in Section 8.4 at the level of differences.
10 Robinson-Trautman metrics
In this section we briefly review the family of Robinson-Trautman metrics and compare them
with the metrics obtained from Theorem 6.1.
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10.1 Construction
Fix a metric g0 (θ) on S
2 and define the u-dependent family of metrics
g¯ (u, θ) = e2λ(u,θ)g0 (θ) .
Fix also a constant M and a smooth seed function λ0 (θ) on S
2. Then consider the following
parabolic problem {
∆g¯Rg¯ =
1
24M ∂uλ for u > u0
λ (u0, θ) = λ0 (θ) at u = u0
(219)
with Rg¯ the scalar curvature of g¯. The above equation may be written as g¯AB∆g¯Rg¯ =
1
12M ∂ug¯AB, and is known as the Calabi equation in the literature [16].
63 In [25], Chrus´ciel
proved global existence and (exponential) convergence to the round metric as u → ∞ for the
parabolic problem (219).
As observed by Robinson and Trautman [81], from a solution to (219) one can in turn
construct a solution of the Einstein vacuum equations (1). LetM = [u0,∞)× (0,∞)×S2 and
equip it with the metric
g = −
(
Rg¯
2
+
r
12M
∆g¯Rg¯ − 2M
r
)
du2 − 2dudr + r2e2λ(u,θ) (g0)AB dxAdxB . (220)
Then (M, g) is Ricci-flat. It is also asymptotically flat at null-infinity, which can be seen,
for instance, by passing to Bondi coordinates [40]. The vectorfield ∂r generates a shear-free
congruence of null-geodesics which is hypersurface orthogonal (to the hypersurfaces of constant
u). These facts make the metric algebraically special.
10.2 Global Structure
The global structure of Robinson-Trautman (RT) metrics (220) has been understood by Chrus´ciel
in [26] and is best illustrated by a Penrose diagram:
H
+
I +
r = 0
u
=
u 0
For us, the shaded region is the most interesting. In general, there exists no Robinson-Trautman
extension past the null hypersurface u = u0, as this would involve solving a backwards heat
equation.64 To investigate the question of whether the metric extends smoothly to the future of
H+, i.e. whether the horizon is smooth, Chrus´ciel [27] derived an asymptotic expansion of the
metric towards u→∞ from an asymptotic expansion of the solution to the parabolic equation
(219). After a coordinate change uˆ = exp (−u/4M), vˆ = exp ((u+ 2r + 4M log(r − 2M))/4M),
the horizon is seen as the boundary uˆ = 0 of a larger manifold, M. The results then are the
63While (219) and their associated Robinson-Trautman metrics below can be considered for other topologies,
we focus here on the case of S2.
64Of course, one could extend the metric backwards outside the Robinson-Trautman class provided suitable
data is prescribed on null-infinity. Cf. point 6 of Section 1.1.
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following: 1) The metric on the horizon is Schwarzschild up to terms of order uˆ6 and hence, in
particular, there is no energy flux through the horizon for Robinson-Trautman metrics. 2) A
careful expansion of the metric in powers of uˆ will be completely regular up to some power of
uˆ but generically involve terms of the form uˆn log |uˆ| at some level. This in turn can be used
to prove that generically the metric is not Cm-extendible through H+ for some large m.65 3)
For a special (non-generic) choice of initial data the level at which the log-terms appear can in
principle66 be pushed to larger n. However, the conjecture (formulated in [26]) is that the only
RT-metric admitting a completely smooth extension through H+ is the Schwarzschild metric.
10.3 Remarks
As seen in Section 10.1, Robinson-Trautman metrics are algebraically special and have less
formal degrees of freedom than the solutions arising from Theorem 6.1, as the former are
completely parametrized by the metric on a single sphere, while the scattering data for the
solutions of Theorem 6.1 admit the complete functional degrees of freedom along both the
horizon (where the RT solutions are necessarily trivial) and null-infinity. Moreover, it is not clear
whether there is an analogue of the Robinson-Trautman construction producing spacetimes
asymptotically settling down to Kerr.
Interestingly, the Robinson-Trautman class is in fact not included in the class of solutions
we construct in Theorem 6.1. This is simply because the exponential decay rate exhibited by
the Robinson-Trautman solutions is “borderline” (in the sense that it is the minimum decay
rate expected from the blue-shift heuristics) while we have made no attempt to optimize our
exponential decay rate P . It is an interesting problem to determine the minimal exponential
decay rate of our solutions and to retrieve the RT solutions from our framework. See also
Remark 6.1 in this context.
A The remaining null-structure equations
For completeness, we collect here those null-structure equations not listed in Sections 2.5.2 and
2.5.3:
/∇4χˆ+
1
2
trχχˆ = −2 /D⋆2η − ωˆχˆ−
1
2
trχχˆ+ η⊗ˆη , (221)
/∇4
(
trχ − trχ◦
)
=
[
−1
2
trχ− ωˆ
] (
trχ− trχ◦
)
− 1
2
trχ◦ (trχ− trχ◦)
+2 /divη − trχ◦ (ωˆ − ωˆ◦)− χˆ · χˆ+ 2η · η + 2 (ρ− ρ◦) , (222)
/∇3χˆ+
1
2
trχχˆ = −2 /D⋆2η − ωˆχˆ−
1
2
trχχˆ+ η⊗ˆη , (223)
/∇3 (trχ− trχ◦) = −
1
2
trχ
(
trχ− trχ◦
)
− 1
2
trχ◦ (trχ− trχ0) + 2 /divη
−χˆ · χˆ+ 2η · η + 2 (ρ− ρ◦) , (224)
65At least not to a manifoldM smoothly foliated by spheres coinciding with the u = const, r = const spheres
in M. See [27].
66Chrus´ciel [27] shows existence of data making the first log-term vanish.
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K = −1
4
trχtrχ +
1
2
χˆ · χˆ− ρ , (225)
/curlη = −1
2
χˆ ∧ χˆ+ σ , /curlη = +1
2
χˆ ∧ χˆ− σ , (226)
(
/g
−1)BC /∇C χˆBA = 12 /∇Atrχ − (/g−1)BC ηBχˆAC + 12 trχ ηA + βA , (227)
(
/g
−1)BC /∇C χˆBA = 12 /∇Atrχ− (/g−1)BC ηB χˆAC + 12 trχ ηA − βA . (228)
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