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EFFECTIVE BOUNDS FOR BRAUER GROUPS OF KUMMER
SURFACES OVER NUMBER FIELDS
VICTORIA CANTORAL FARFA´N, YUNQING TANG, SHO TANIMOTO, AND ERIK VISSE
Abstract. We study effective bounds for Brauer groups of Kummer surfaces associated to
Jacobians of genus 2 curves defined over number fields.
1. Introduction
In 1971, Manin observed that failures of Hasse principle and weak approximation can be
explained by Brauer-Manin obstructions for many examples [Man71]. Let X be a smooth
projective variety defined over a number field k. The Brauer group of X is defined as
Br(X) := H2e´t(X,Gm).
Then one can define an intermediate set using class field theory
X(k) ⊂ X(Ak)Br(X) ⊂ X(Ak),
where Ak is the ade`lic ring associated to k. It is possible thatX(Ak) 6= ∅, butX(Ak)Br(X) = ∅,
whereby the Hasse principle fails for X . When this happens, we say that there is a Brauer-
Manin obstruction to the Hasse principle. When X(Ak)
Br(X) 6= X(Ak), we say that there is a
Brauer-Manin obstruction to weak approximation. There is a large body of work on Brauer-
Manin obstructions to the Hasse principle and weak approximation (see, e.g., [Man74],
[BSD75], [CTCS80], [CTSSD87], [CTKS87], [SD93], [SD99], [KT04], [Bri06], [BBFL07],
[KT08], [Log08], [VA08], [LvL09], [EJ10], [HVAV11], [ISZ11], [EJ12b], [HVA13], [CTS13],
[MSTVA14], [SZ14], [IS15], [Wit16]) and it is an open question if for K3 surfaces, Brauer-
Manin obstructions suffice to explain failures of Hasse principle and weak approximation,
i.e., X(k) is dense in X(Ak)
Br(X) (see [HS15] for some evidence supporting this conjecture.)
The main question discussed in this paper is of computational nature: how can one com-
pute Br(X) explicitly? It is shown by Skorobogatov and Zarhin in [SZ08] that Br(X)/Br(k)
is finite for any K3 surface X defined over a number field k, but they did not provide any ef-
fective bound for this group. Such an effective algorithm is obtained for degree 2 K3 surfaces
in [HKT13] using explicit constructions of moduli spaces of degree 2 K3 surfaces and princi-
pally polarized abelian varieties. In this paper, we provide an effective algorithm to compute
a bound for Br(X)/Br(k) when X is the Kummer surface associated to the Jacobian of a
curve of genus 2:
Theorem 1.1. There is an effective algorithm that takes as input an equation of a smooth
projective curve C of genus 2 defined over a number field k, and outputs an effective bound
for Br(X)/Br0(X) where X is the Kummer surface associated to the Jacobian Jac(C) of the
curve C.
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We obtain the following corollary as a consequence of results in [KT11] and [PTvL15]:
Corollary 1.2. Given a smooth projective curve C of genus 2 defined over a number field
k, there is an effective description of the set
X(Ak)
Br(X)
where X is the Kummer surface associated to the Jacobian Jac(C) of the curve C.
Note that given a curve C of genus 2, the surface Y = Jac(C)/{±1} can be realized as a
quartic surface in P3 (see [FS97] Section 2) and the Kummer surface X associated to Jac(C)
is the minimal resolution of Y , so one can find defining equations for X explicitly.
The quartic surface Y has sixteen nodes, and by considering the projection from one of
these nodes, we may realize Y as a double cover of the plane. Thus X can be realized as
a degree 2 K3 surface and our Theorem 1.1 follows from [HKT13]. However we avoid the
use of the Kuga–Satake construction which makes our algorithm more practical than the
method in [HKT13]. In particular, our algorithm provides a large, but explicit bound for
the Brauer group of X . (See the example we discuss below.)
The method in this paper combines many results from the literature. The first key obser-
vation is that the Brauer group Br(X) admits the following stratification:
Definition 1.3. Let X denote X ×k Spec k where k is a given separable closure of k. Then
we write Br0(X) = im (Br(k)→ Br(X)) and Br1(X) = ker
(
Br(X)→ Br(X)).
Elements in Br1(X) are called algebraic elements; those in the complement Br(X)\Br1(X)
are called transcendental elements.
Thus to obtain an effective bound for Br(X)/Br0(X), it suffices to study Br1(X)/Br0(X)
and Br(X)/Br1(X). The group Br1(X)/Br0(X) is well-studied, and it admits the following
isomorphism:
Br1(X)/Br0(X) ∼= H1(k,Pic(X)).
Note that for a K3 surface X , we have an isomorphism Pic(X) = NS(X). Thus as soon
as we compute NS(X) as a Galois module, we are able to compute Br1(X)/Br0(X). An
algorithm to compute NS(X) is obtained in [PTvL15], but we consider another algorithm
which is based on [Cha14].
To study Br(X)/Br1(X), we use effective versions of Faltings’ theorem and combine them
with techniques in [SZ08] and [HKT13]. Namely, we have an injection
Br(X)/Br1(X) →֒ Br(X)Γ
where Γ is the absolute Galois group of k. As a consequence of [SZ12], we have an isomor-
phism of Galois modules
Br(X) = Br(A),
where A = Jac(C) is the Jacobian of C. Thus it suffice to bound the size of Br(A)Γ. To
bound the cardinal of this group, we consider the following exact sequence as [SZ08]:
0→ (NS(A)/ℓn)Γ fn→ H2e´t(A, µℓn)Γ → Br(A)Γℓn →
→ H1(Γ,NS(A)/ℓn) gn→ H1(Γ,H2e´t(A, µℓn)),
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where ℓ is any prime and Br(A)ℓn is the ℓ
n-torsion part of the Brauer group of A. Using
effective versions of Faltings’ theorem, we bound the cokernel of fn and the kernel of gn
independently of n.
We emphasize that our algorithm is practical for any genus 2 curve whose Jacobian has
Ne´ron–Severi rank 1, i.e., we can actually implement and compute a bound for such a curve.
For example, consider the following hyperelliptic curve of genus 2 defined over Q:
C : y2 = x6 + x3 + x+ 1.
Let A = Jac(C) and letX = Kum(A) be the Kummer surface associated to A. The geometric
Ne´ron–Severi rank of A is 1. Our algorithm shows that
|Br(X)/Br(Q)| < 4 · 107.5·1016106 .
Our effective bound explicitly depends on the Faltings height of the Jacobian of C, so
it does not provide any uniform bound as conjectured in [TVA15], [AVA16], and [VA16].
However, it is an open question whether the Faltings height in Theorem 2.1 is needed. If
there is a uniform bound for Theorem 2.1 which does not depend on the Faltings height,
then our proof provides a uniform bound for the Brauer group. Such a uniform bound is
obtained for elliptic curves in [VAV16].
Some theory behind the computation is given in Section 3 and actual computations using
Magma are described in Section 5.
The paper is organized as follows. In Section 2 we review effective versions of Faltings’
theorem and consequences that will be useful for our purposes. In Section 3 we review
methods from the literature in order to compute the Ne´ron–Severi lattice as a Galois module.
Section 4 proves our bounds for the size of the transcendental part. Section 5 is devoted to
Magma computations in the lowest rank case and Section 6 explores an example.
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2. Effective version of Faltings’ theorem
One important input of our main theorem is an effective version of Faltings’ isogeny
theorem. Such a theorem was first proved by Masser and Wu¨stholz in [MW95] and the
computation of the constants involved was made explicit by Bost [Bos96] and Pazuki [Paz12].
The work of Gaudron and Remond [GR14b] gives a sharper bound. Although the general
results are valid for any abelian variety over a number field, we will only focus on elliptic
curves and abelian surfaces.
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The bounds in this section depend on the stable Faltings height of the given abelian surface.
If a hyperelliptic curve C is given by y2 +G(x)y = F (x), where G(x), F (x) are polynomials
in x of degrees at most 3 and 6 respectively, then an upper bound for the height of Jac(C)
can be computed using [Paz14, Thm. 2.4]. More precisely, the functions AnalyticJacobian
and Theta in Magma compute the period matrix of Jac(C) and the theta functions used to
define J10 in Pazuki’s formula.
Let k′ be a finite extension of k such that after base change to k′, the variety Jac(C)k′ has
semistable reduction everywhere. For example, k′ can be taken to be the field of definition
of all 12-torsion points.
To bound the non-archimedean contribution to Pazuki’s formula [Paz14, Thm. 2.4], we
notice that at each finite place v, the local contribution is bounded by the minimum of
1
10
ordv(2
−12Disc6(4Fv +G
2
v)) logNk′/Q(v),
since ev defined by Pazuki is non-negative (see [Paz14, Def. 8.2, Prop. 8.6]). Here Fv(x)
and Gv(x) are polynomials of degrees at most 6 and 3 in Ok′v [x] such that Ck′v is defined
by y2 + Gv(x)y = Fv(x) and the minimum is taken over all such polynomials Fv and Gv.
Hence if F (x), G(x) ∈ Ok[x] ⊂ Ok′[x], then we bound the sum of the contributions of all
non-archimedean places by 1
10
log(2−12Disc6(4F +G2)).
We also remark that following [Kau99, Sec. 4,5] one can easily compute the exact local
contribution at v ∤ 2 by studying the roots of F (x) assuming G = 0.
Let A be an abelian surface defined over a number field k. Let Γ be its absolute Galois
group. We denote the stable Faltings height of A by h(A) (with the normalization as in
the original work of Faltings [Fal86]). For a positive integer m, let Am be the Z[Γ]-module
of m-torsion points of A(k¯). Without further indication, A will be the Jacobian of some
hyperelliptic curve C, principally polarized by the theta divisor, and we use L to denote the
line bundle on A corresponding to the theta divisor.
Throughout this section, when we say there is an isogeny between abelian varieties A and
B of degree at most D, it means that there exist isogenies A→ B and B → A both whose
degrees are at most D.
2.1. geometrically simple case. We first deal with the case when A is geometrically
simple. Equivalently, A is not isogenous to a product of two elliptic curves over k¯.
The following theorem is a combination of results in [MW95] and [GR14b].
Theorem 2.1. For any integer m, there exists a positive integer Mm such that the cokernel
of the map Endk(A)→ EndΓ(Am) is killed by Mm. Furthermore, there exists an upper bound
for Mm depending on h(A) and [k : Q] which is independent of m. Explicitly, when r¯ = 1,
Mm ≤ 24664c161 c2(k)256
(
2h(A) + 8
17
log[k : Q] + 8 log c1 + 128 log c2(k) + 1503
)512
,
and when r¯ = 2 or 4,
Mm ≤(r/4)r/2248 · c161 c2(k)256c8(A, k)17r
·
(
16 log c1 +
256
r¯
log c2(k) + 16r log c8(A, k) + 4h(A) +
16
17
log[k : Q] + 1400
)512/r
.
Where r (resp. r¯) is the Z-rank of Endk(A) (resp. Endk¯(A)).
4
The constants c1 and c2 are c1 = 4
11 · 912 and c2(k) = 7.5 · 1047[k : Q], and c8(A, k) is
45 · 98 (5.04 · 1024[k : Q]mA (54mA + log[k : Q] + logmA + 60))8/r¯ ,
where mA is max(1, h(A)).
Remark 2.2. I need the bullets to be aligned. This is a cheat.
• The ranks r and r¯ take values in {1, 2, 4} and the inequality r ≤ r¯ holds.
• The given explicit bounds in the theorem do indeed not depend on m. For ease of
notation we will write Mm =M .
We sketch a proof of this theorem following the relevant parts in those two papers. As we
only focus on abelian surfaces, the bound in the theorem here is slightly sharper and we will
emphasize the modifications. We will however need the result of the first lemma also in the
case of elliptic curves, so we give the setup for abelian varieties in any dimension.
Let A be a principally polarized abelian variety with polarization L and let B be the
abelian variety A × A principally polarized by pr∗1L ⊗ pr∗2L. Following [MW95], we denote
by b(B) the smallest integer such that for any abelian variety B′ defined over k, if B′ is
isogenous to B over k, then there exists an isogeny φ : B′ → B over k of degree at most
b(B). Let i(A) be the class index of the order Endk(A) defined in [MW95, Sec. 2] and let
d(A) be the discriminant of Endk(A) as a Z-module defined in [MW95b, Sec. 2].
Still letting B′ vary over the abelian varieties over k that are isogenous to B, let B̂′ be
the dual abelian variety of B′ and let Z(B′) be the principally polarizable abelian variety
(B′)4 × (B̂′)4. We fix a principal polarization on Z(B′). In [GR14b, Sec. 2], the notion
of Rosati involution is generalized to the ring of homomorphisms of abelian varieties and
the Rosati involution is used to define a norm on Endk(A) (resp. Homk(B,Z(B
′))). Refer-
ring to the notation of [GR14b, Sec. 3], use Λ (resp. ΛB,B′) to denote Λ(Endk(A)) (resp.
Λ(Homk(B,Z(B
′)))), which is the minimal real number which bounds from above the norms
of all elements in some Z-basis of Endk(A) (resp. Homk(B,Z(B
′))). We use v(A) to denote
vol(Endk(A)) with respect to the given norm.
Lemma 2.3 ([MW95, Lem. 3.2]). With notation as above, such integers Mm exist satisfying
Mm ≤ i(A)b(B).
From now on, we revert back to the case where A is an abelian surface and the fixed
polarization comes from the theta divisor.
Lemma 2.4. We have i(A) ≤ d(A)1/2 = (r/4)r/2v(A). and v(A) ≤ Λr
Proof. The first inequality is [MW95, eqn. 2.2] since A is k-simple. The second one is by
definition (see also the proof of [GR14b, Lem. 5.3]). The last one is by definition. 
Proposition 2.5. There exists an isogeny B′ → B over k of degree at most 248Λ16B,B′v(A)16.
Proof. This is essentially a special case of [GR14b, Prop. 6.2]. Here we do not need their Ŵi
term since A is principally polarized. 
Lemma 2.6 ([Sil92, Thm. 4.1, 4.2]). Given abelian varieties C,C ′ of dimension g, g′ defined
over k, let K be the smallest field where all the k-endomorphisms of C × C ′ are defined.
Then [K : k] ≤ 4(9g)2g(9g′)2g′ .
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Proof. This inequality is given by [Sil92, Thm. 4.2] and [Sil92, Cor. 3.3]. 
Lemma 2.7. Let mA and mA,B′ denote max(1, h(A)) and max(1, h(A), h(B
′)) respectively.
We have
Λ ≤
{
2 if r¯ = 1,
45 · 98 (5.04 · 1024[k : Q]mA (54mA + log[k : Q] + logmA + 60))8/r¯ if r¯ = 2 or 4.
and
ΛB,B′ ≤ 411 · 912
(
4.4 · 1046[k : Q]mA,B′ (9mA,B′ + 8 logmA,B′ + 8 log[k : Q] + 920)
)16/r¯
.
Proof. Recall that r¯ denotes the Z-rank of Endk¯(A). To deduce the bound of Λ, we first
study the case r¯ = 1. In this case, Endk¯(A) = Z and by definition the norm of the identity
map is
√
Tr(id) =
√
4 = 2. In other words, Λ = 2.
We postpone the discussion of Λ for r¯ = 2, 4, since it is a simplified version of the following
discussion on the bound of ΛB,B′ .
Let k1 be the field where all the k-endomorphisms of A×B′ are defined. Then by Lemma
2.6, we have [k1 : k] ≤ 4 · 184 · 368 = 411 · 912.
The estimate of ΛB,B′ is essentially [GR14b, Lem. 9.1]. We modify its proof to obtain
a sharper bound for this special case. For any complex embedding σ : k1 → C, we may
view A and Z(B′) as abelian varieties over C and let ΩA and ΩZ(B′) be the period lattices.
As in [GR14b, Sec. 3], the principal polarization induces a metric on ΩA (resp. ΩZ(B′)).
Let ω1, . . . , ω4 (resp. χ1, . . . , χ64) be a basis of ΩA (resp. ΩZ(B′)) such that ||ωi|| ≤ Λ(ΩA)
(resp.||χi|| ≤ Λ(ΩZ(B′))). Let ω be (ω1, χ1, . . . , χ64) ∈ ΩA ⊕ (ΩZ(B′))64 and let H be the
smallest abelian subvariety of A × (Z(B′))64 whose Lie algebra (over C) contains ω. Then
by [GR14b, Prop. 7.1, the proof of Prop. 8.2, and the theorem of periods on p. 2095] the
bounds
Λ(Homk1(A,Z(B
′)) ≤ (degH)2,
and
(degH)1/h ≤ 50[k1 : Q]h2h+6max(1, h(H), log degH)||ω||2
are satisfied, where h = dimH . By the proof of [GR14b, Lem. 8.4]1, there exists a choice of
embedding σ such that for any ǫ ∈ (0, 1),
||ω||2 ≤ 6
(1− ǫ)π
(
16h(A) + 87h(B′) + (16 + 164) log
(
2π2
ǫ
))
.
By taking ǫ = 1
40
, we have ||ω||2 ≤ 5 × 106max(1, h(A), h(B′)). By [GR14b, Lem. 8.1], we
have 2 ≤ h ≤ 8/r¯ ≤ 8.
Combining the above inequalities, we have the bound
(degH)1/h ≤ 1.85×1028[k1 : Q] max(1, h(A), h(B′)) (9max(1, h(A), h(B′)) + log degH + 48) ,
where we use the fact (see the discussion in [GR14b, p. 2096])
hF (H) ≤ 9max(1, h(A), h(B′)) + log degH + 48.
1where a result of Autissier [Aut13, Cor. 1.4] is used
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Then by [GR14b, Lem. 8.5]2, we have
degH ≤
(
3.7 · 1028[k1 : Q]mA,B′
(
9mA,B′ + 48 +
8
r¯
log
(
1.85 · 1028[k1 : Q]8mA,B
′
r¯
)))8/r¯
.
Then we have (by [GR14b, Lem. 3.3])
ΛB,B′ = Λ(Homk(A,Z(B
′)) ≤ [k1 : k]Λ(Homk1(A,Z(B′)) ≤ [k1 : k](degH)2
≤ [k1 : k]
(
3.7 · 1028[k1 : Q]mA,B′
(
9mA,B′ + 48 +
8
r¯
log
(
1.85 · 1028[k1 : Q]8mA,B′
r¯
)))16/r¯
≤ 411 · 912 (4.4 · 1046[k : Q]mA,B′ (9mA,B′ + 8 logmA,B′ + 8 log[k : Q] + 920))16/r¯ .
Now we assume that r¯ = 2 or 4. In this case we cannot compute Λ so we apply the same
strategy as for the bound on ΛB,B′ . The proof is practically identical, but the bounds are
different. In this case we bound the degree [k1 : k] ≤ 4 · 188 and there exists an abelian
subvariety H of A× A4 over k1 such that the bounds
Λ ≤ [k1 : k](degH)2
and
degH ≤ (100 · 419 · 98 · 1063[k : Q]mA (5mA + 4 log[k : Q] + 4 logmA + 240))8/r¯
are satisfied. Combining these two inequalities together, we obtain the bound for Λ. 
Proof of Theorem 2.1. The proof is a combination of applying the lemmas above. We start
by bounding the smallest degree of isogenies from B′ to B (for which we use the notation
b(B)). Let φ : B′ → B be an isogeny of the smallest degree d. We want to bound d in terms
of h(A) and [k : Q]. First, we notice that
h(B′) ≤ h(B) + 1
2
log deg(φ) = 2h(A) + 1
2
log deg(φ) = 2h(A) + 1
2
log d.
Then mA,B′ = max(1, h(A), h(B
′)) ≤ 2h(A) + 1
2
log d + 7, since h(A) ≥ −3 holds. Then by
Lemma 2.7 and the fact mA,B′ ≥ logmA,B′, we have
ΛB,B′ ≤ c1
(
c2(k)
(
c3(A, k) +
1
2
log d
)2) 16r¯
, (2.1)
where r¯ = 1, 2 or 4 and the constants are defined as
c1 = 4
11 · 912,
c2(k) = 7.5 · 1047[k : Q],
c3(A, k) = 2h(A) +
8
17
log[k : Q] + 1039
17
.
We furthermore introduce the constants
c4(A, k) =
√
c2(k)c3(A, k),
c5(k) =
√
c2(k)
2
,
c6(A, k) = 2
48 · c161 · Λ16r,
2which is a basic calculating trick and is not specific to bounding the Faltings height
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and we rewrite inequality (2.1) as:
ΛB,B′ ≤ c1[c4(A, k) + c5(k) log d] 32r¯ .
Then by Lemmas 2.4 and 2.5, we have
d = deg φ ≤ 248Λ16B,B′v(A)16 ≤ 248Λ16B,B′Λ16r ≤ c6(A, k) [c4(A, k) + c5(k) log d]
32·16
r¯ . (2.2)
We define c7(A, k) = 2
48 · c161 · c8(A, k)16r with c8(A, k) defined as
c8(A, k) =
{
2 if r¯ = 1,
45 · 98 (5.04 · 1024[k : Q]mA (54mA + log[k : Q] + logmA + 60))8/r¯ if r¯ = 2, 4.
Then by Lemma 2.7, c6(A, k) ≤ c7(A, k). We rewrite inequality (2.2) as
d
r¯
32·16 ≤ u(A, k) ( r¯
32·16 log d+ v(A, k)
)
,
where 
u(A, k) = c7(A, k)
r¯
32·16 c5(A, k) · 32 · 16
r¯
,
v(A, k) =
c4(A, k)r¯
32 · 16c5(A, k) .
Then by [GR14b, Lem. 8.5], we have
d
r¯
32·16 ≤ 2u(A, k)[logu(A, k) + v(A, k)].
Define
C(A, k) = 2u(A, k)[log u(A, k) + v(A, k)],
which only depends on h(A) and [k : Q]. Then we find
b(B) ≤ C(A, k) 32·16r¯ .
By Lemma 2.3 and 2.4, we obtain:
M ≤ i(A)b(B) ≤ (r/4)r/2c8(A, k)rC(A, k) 32·16r¯ .
Using r ≤ r¯, in the case r¯ = 1 we find
M ≤ 24664c161 c2(k)256
(
2h(A) + 8
17
log[k : Q] + 8 log c1 + 128 log c2(k) + 1503
)512
,
and in the case r¯ = 2 or 4 we find
M ≤ (r/4)r/2248 · c161 c2(k)256
·
(
45 · 98 (5.04 · 1024[k : Q]mA (54mA + log[k : Q] + logmA + 60))8/r¯)17r
· (16 log c1 + 256r¯ log c2(k) + 16r log c8(A, k) + 4h(A) + 1617 log[k : Q] + 1400)512/r¯ .
The constants c1, c2(k) and c8(A, k) only depend on the Faltings height and the degree of
the field extension [k : Q], justifying Remark 2.2. 
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2.2. k-isogenous to product of elliptic curves. Let E and E ′ be elliptic curves over k
such that A is isogenous to E × E ′ over k. We also assume in this subsection that if E is
isogenous to E ′ over k, then they are isogenous over k. Hence we may choose E ′ such that
if E ′ 6= E, then E ′ is not isogenous to E over k. Notice that E × E ′ can be endowed with
a principal polarization and we will fix the polarization to be the one induced by the line
bundle pr∗1L1 ⊗ pr∗2L2, where pr1 : E × E ′ → E and pr2 : E × E ′ → E ′ are the projections
and where L1 and L2 are the line bundles inducing the natural polarizations on E and E
′.
Together with our assumption that A is principally polarized, this improves the bounds in
[GR14b]. In this subsection, the polarization on the product of polarized abelian varieties is
always taken to be the natural product of polarizations.
Theorem 2.8 (special case of [GR14b, Thm. 1.4] with slightly better bound). The minimal
degree of the isogeny between A and E ×E ′ is at most
C1(h(A), [k : Q]) = 230
8 · 38 · 4159 · [k : Q]8 (17
8
h(A) + 5
6
log[k : Q] + 30.8
)16
.
Although we focus on the case when A is principally polarized, the following theorem for
non-principally polarized situation will also be used later.
Theorem 2.9 (special case of [GR14b, Thm. 1.4] with slightly better bound). We assume
that if E = E ′, then E is without complex multiplication. Let B be a polarized abelian surface
isogenous to E×E ′. Then the minimal degree of the isogeny from B to E×E ′ is bounded from
above by a constant C2(h(E), h(E
′), [k : Q]). More explicitly, let m = max(1, h(E), h(E ′))
and write d = [k : Q], then
• if E 6= E ′ and at least one of them is without complex multiplication, we have
C2 =1.74 · 10571d66
(
m+ 1
2
log d
)2
· (525100m+ 4.42 · 108 + 8.67 · 106 log d+ 218 log (m+ 1
2
log d
))128
,
• if E 6= E ′ and both of them have complex multiplication, we get
C2 =8.78 · 10342d36
(
m+ 1
2
log d
)4
· (273m+ 2449 log d+ 272 log (m+ 1
2
log d
)
+ 8.79 · 104)64 ,
• if E = E ′ without complex multiplication, we have
C2 = 3.61 · 10309d32
(
273m+ 2177 log d+ 8.26 · 104)64 .
We use the same notation as before and need the following lemmas to prove the theorems.
Lemma 2.10 (see also [GR14b, Lem. 3.2, Prop. 6.2]). There exist isogenies A → E × E ′
and E × E ′ → A over k of degree at most
42Λ(Homk(A,E × E ′)).
There exists an isogeny B → E ×E ′ over k of degree at most{
324Λ (Homk (E ×E ′, Z(B)))8 v(E)2v(E ′)2, when E 6= E ′;
324Λ (Homk (E,Z(B)))
8 v(E)8, when E = E ′.
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Proof. Since both A and E ×E ′ are principally polarized, the Rosati involution induces the
isometry Homk(A,E × E ′) ∼= Homk(E × E ′, A) and hence there is the equality of suprema
Λ(Homk(A,E × E ′)) = Λ(Homk(E × E ′, A)). Then the first assertion follows directly from
[GR14b, Lem. 3.2] by noticing that h0 = 1.
The second assertion follows from the proof of [GR14b, Prop. 6.2] by noticing that E and
E ′ are naturally isomorphic to their duals. 
Lemma 2.11. Assume that all the endomorphisms of E×E ′×A are defined over k1. Then
there exists an abelian subvariety H ⊂ E × A4 satisfying
(1) Λ(Homk1(E,A)) ≤ (degH)2, where the degree is with respect to the natural polariza-
tion on E × A4; and
(2) the degree of H is at most(
230[k1 : Q] · 416 (h(E) + 16h(A) + 79)
(
log[k1 : Q] + 3h(A) +
3
8
h(E) + 41
))4
.
The same result holds for E ′.
Proof. We follow the proof of [GR14b, Prop. 7.1, Prop. 8.2]. For any complex embedding
σ : k1 → C, we may view A and E as abelian varieties over C and let ΩA,ΩE be the
period lattices. The polarizations induce metrics on the lattices (see [GR14b, Sec. 3]). Let
ω1, · · · , ω4 be a basis of ΩA such that for each of them ||ωj|| ≤ Λ(ΩA) holds and let χ1, χ2
be a basis of ΩE such that ||χi|| ≤ Λ(ΩE) holds for i = 1, 2. Let ω be (χ1, ω1, · · · , ω4) and
H be the smallest abelian subvariety with tangent space containing ω. From now on, we
fix the complex embedding to be one for which 4
λ(ΩE)2
+ 64
λ(ΩA)2
is smallest, where λ is the
minimal length of non-zero elements in the lattice. Then the same argument as in the proof
of [GR14b, Prop. 8.2] shows that the conditions in [GR14b, Prop. 7.1] hold and hence we
obtain (1).
To bound degH , we apply the theorem of periods (see [GR14b, pp. 2095]) (and ignore the
contributions of other embeddings):
degH1/h ≤ 50[k1 : Q]h2h+6max(1, h(H), log degH)||ω||2,
where h = dimH . From [GR14b, Lem. 8.1], we have h ≤ ν(A) ≤ 4.
Moreover, by a result of Autissier [Aut13, Cor. 1.4], (taking ǫ to be 1
6
,) we have
||ω||2 ≤ 4
λ(ΩE)2
+
64
λ(ΩA)2
≤ 36
5π
(4h(E) + 64h(A) + 316).
On the other hand, using the lower bound on Faltings’ height, we have (see [GR14, pp. 352])
h(H) ≤ h(E × A4) + log degH + 3
2
(dim(E × A4)− dimH)
≤ h(E) + 4h(A) + log degH + 12.
Combining the above inequalities, we arrive at
(degH)1/4 ≤ 115[k1 : Q]h2h+6 (4h(E) + 64h(A) + 316)max(1, h(H), log degH)
≤ 115[k1 : Q]414 (4h(E) + 64h(A) + 316) (h(E) + 4h(A) + 15 + log degH) .
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By [GR14b, Lem. 8.5], we have
degH ≤ (230[k1 : Q] · 416 (h(E) + 16h(A) + 79))4
· (log([k1 : Q] (h(E) + 16h(A) + 79)) + h(A) + h(E)/4 + 31)4
≤ (230[k1 : Q] · 416 (h(E) + 16h(A) + 79) (log[k1 : Q] + 3h(A) + 38h(E) + 41))4 .

Lemma 2.12. Assume that all the endomorphisms of E×E ′×B are defined over k1. Then
there exists an abelian subvariety H ⊂ E × Z(B)32 satisfying
(1) Λ(Homk1(E,Z(B))) ≤ (degH)2; and
(2) the degree of H with respect to the polarization on E × Z(B)32 is at most(
230[k1 : Q]4
15
(
4h(E) + 218h(B) + 1.26× 106) (0.251h(E) + 72h(B) + 254.5 + log[k1 : Q]))4 .
The same result holds for E ′. Moreover, the degree of H is bounded from above by(
230[k1 : Q]2
11
(
4h(E) + 218h(B) + 1.26× 106) (0.51h(E) + 136h(B) + log[k1 : Q] + 434))2
when either E = E ′ holds, or when both E and E ′ have complex multiplication.
Proof. The idea is the same as in the proof of Lemma 2.11. Let χ1, χ2 be a basis of ΩE such
that ||χi|| ≤ Λ(ΩE) for i = 1, 2 and ω1, · · · , ω32 a basis of ΩZ(B) such that ||ωj|| ≤ Λ(ΩZ(B))
for j = 1, . . . , 32. Let ω be (χ1, ω1, · · · , ω32) in ΩE×Z(B)32 and H be the smallest abelian
subvariety with tangent space containing ω. Then we obtain (1) in a way similar to the
proof of the previous lemma.
We have
(degH)1/h ≤ 50[k1 : Q]h2h+6max(1, h(H), log degH)||ω||2σ,
where h = dimH ≤ ν(B) ≤ 4. Moreover, we have (by a result of [Aut13, Cor. 1.4])
||ω||2 = ||χ1||2 +
∑
||ωj||2 ≤ Λ(ΩE)2 + 32Λ(ΩZ(B))2 ≤ 4
λ(ΩE)2
+
323
λ(ΩZ(B))2
≤ 6
(1− ǫ)π
(
4h(E) + 2 log
(
2π2
ǫ
)
+ 323 · 8h(B) + 323 · 8 log
(
2π2
ǫ
))
,
for any ǫ ∈ (0, 1). On the other hand there is the bound
h(H) ≤ h(E × Z(B)32) + log degH + 3
2
(dim(E × Z(B)32)− dimH)
≤ h(E) + 28h(B) + log degH + 3 · 28.
Then we have (by taking ǫ = 1
6
)
(degH)1/h ≤115[k1 : Q] · 414
(
h(E) + 28h(B) + log degH + 3(28 + 1)
)
· (4h(E) + 218h(B) + 1.26× 106).
We conclude
degH ≤
(
230[k1 : Q] · 415
(
4h(E) + 218h(B) + 1.26× 106)
· (0.251h(E) + 72h(B) + log[k1 : Q] + 254.5)
)4
.
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If either E and E ′ are equal, or if both of them have complex multiplication, then we notice
h ≤ ν(B) ≤ 2 and hence the same argument as above provides the better bound
degH ≤
(
230[k1 : Q] · 211
(
4h(E) + 218h(B) + 1.26× 106)
· (0.51h(E) + 136h(B) + log[k1 : Q] + 434)
)2
.

Proof of Theorem 2.8. Our situation satisfies [k1 : k] ≤ 4 since all endomorphism of an
elliptic curve are defined over some quadratic extension. Then by the above lemmas 2.10
and 2.11, we bound the minimal degree D of the isogeny between A and E × E ′ by
D ≤ 42Λ(Homk(A,E ×E ′))
≤ 42[k1 : k]Λ(Homk1(A,E × E ′))
≤ 43 (230[k : Q]417 (m+ 16h(A) + 79) (log[k : Q] + 3h(A) + 3
8
m+ 42.5
))8
≤ 2308 · 38 · 4127 · [k : Q]8 · (17h(A) + 115 + 8
3
log[k : Q] + 1
2
logD
)16
,
where m = max(h(E), h(E ′)) ≤ h(A) + 1
2
logD + 3
2
. In order to arrive at the third line, we
have used the bound on [k1 : k] stated in the first line of the proof. To arrive at the fourth
line, we bound both factors within the parentheses by the same factor that appears in the
fourth line, taking
(
3
8
)8
out of the parentheses and into the leading factor.
By [GR14b, Lem. 8.5], we have
D ≤ 2308 · 38 · 4159 · [k : Q]8 (17
8
h(A) + 5
6
log[k : Q] + 30.8
)16
.

In the proof of Theorem 2.9, we need the following lemma.
Lemma 2.13. Let E be an elliptic curve over k with complex multiplication. We have
v(E) = vol(Endk(E)) ≤ 52[k : Q] max(1, h(E) + 12 log[k : Q]).
Proof. This lemma can be deduced from the proof of [GR14b, Prop. 10.1]. We may assume
that all endomorphisms of E are defined over k since otherwise v(E) =
√
2 holds and the
lemma holds trivially. Let ψ ∈ Endk(E) as defined in the proof of [GR14b, Prop. 10.1].
Their proof shows v(E) ≤ 2√degψ and
degψ ≤ 668[k : Q]2max (1, h(E) + 1
2
log[k : Q]
)2
.
Combining these two inequalities, we obtain the desired inequality. 
Proof of Theorem 2.9. Let D be the minimal possible degree of an isogeny B → E × E ′.
12
If E 6= E ′ holds and at least one of them, say E ′, is without complex multiplication, then
v(E ′) =
√
2 and [k1 : k] ≤ 2 hold. By the lemmas 2.10 and 2.12, we have
D ≤324Λ(Homk(E × E ′, Z(B)))8v(E)2v(E ′)2
≤324[k1 : k]8Λ(Homk1(E ×E ′, Z(B))8v(E)2v(E ′)2
≤ (230[k1 : Q]415 (4m+ 218h(B) + 1.26× 106) (0.251m+ 72h(B) + 254.5 + log[k1 : Q]))64
· 228v(E)2v(E ′)2
≤ (230[k1 : Q]415 ((219 + 4)m+ 217 logD + 1.26× 106))64
· ((144.251m+ 36 logD + 254.5 + log[k1 : Q]))64 · 228v(E)2v(E ′)2,
where again we write m = max(1, h(E), h(E ′)) and the last inequality uses the upper bound
h(B) ≤ 2m + 1
2
logD. We consider both factors which are raised to the 64th power. By
extracting a factor 3640 from the first one, we can bound both by the same expression.
Doing so, we arrive at
D ≤
(
1.36 · 108[k : Q] (525100m+ 217 logD + 1.26× 106 + 7280 log[k : Q])2)64 · 229v(E)2
and hence
D ≤2157v(E)2(1.36 · 108[k : Q])64
· (525100m+ 4.41 · 108 + 7280 log[k : Q] + 224 (1
2
log[k : Q] + 1
64
log(v(E))
))128
.
If E 6= E ′ holds and both E and E ′ have complex multiplication, then [k1 : k] ≤ 4 and we
have
D ≤324Λ(Homk(E × E ′, Z(B)))8v(E)2v(E ′)2
≤324[k1 : k]8Λ(Homk1(E × E ′, Z(B))8v(E)2v(E ′)2
≤4194v(E)2v(E ′)2
(
230[k1 : Q](4m+ 2
18h(B) + 1.26 · 106)·
· (0.51m+ 136h(B) + log[k1 : Q] + 434)
)32
≤4194v(E)2v(E ′)2 (1.78 · 106[k : Q] (273m+ 68 logD + log[k : Q] + 654)2)32 .
Hence we have
D ≤ 4226v(E)2v(E ′)2(1.78·106[k : Q])32(273m+2177 log[k : Q]+136 log(v(E)v(E ′))+8.68·104)64.
For these two cases, we conclude by Lemma 2.13 bounding v(E) and v(E ′) in terms of m.
If E = E ′ holds, then so do k1 = k and v(E) =
√
2. We have
D ≤ 324Λ(Homk(E,Z(B)))8v(E)8
≤ 220Λ(Homk1(E,Z(B))8v(E)8
≤ 4180v(E)8(230[k1 : Q](4m+ 218h(B) + 1.26 · 106)(0.51m+ 136h(B) + log[k1 : Q] + 434))32
≤ 4182(4.44 · 105[k : Q](273m+ 68 logD + log[k : Q] + 654)2)32.
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Hence we have
D ≤ 4214(4.44 · 105[k : Q])32(273m+ 2177 log[k : Q] + 8.26 · 104)64.

2.3. k-simple but not geometrically simple.
Theorem 2.14. Let A be a principally polarized abelian surface that is not geometrically
simple. Then there is a field extension k ⊂ k1 such that there exists a k1-isogeny between A
and a product of two elliptic curves over k of degree at most
C3(h(A), [k : Q]) = 230
8 · 38 · 4167 · 1864 · [k : Q]8 (17
8
h(A) + 5
6
log[k : Q] + 49.2
)16
.
Proof. Let k1 be the field where all the endomorphisms of A are defined. Then there exist
elliptic curves E and E ′ such that A is isogenous to E × E ′ over k1. The assertion follows
from Theorem 2.8 if we have [k1 : k] ≤ 4 · 188. This follows from applying Lemma 2.6 to
A. 
2.4. related results for elliptic curves. In this subsection, we discuss variants of the
effective Faltings’ theorem for elliptic curves. All the results are special cases of the main
theorems of [GR14b] with possibly better bounds. This completes the results from Theorem
2.9 by adding the case where A is geometrically isogenous to a product of two equal elliptic
curves having complex multiplication.
Theorem 2.15 ([GR14b, Prop. 10.1]). Let E be an elliptic curve over k1, that when base
changed to k has complex multiplication by K. Then there is a finite field extension k1 ⊂ k2
and an elliptic curve E ′′ over k2, isogenous to Ek2 satisfying:
(1) Endk2(E
′′) = OK ;
(2) there exists an isogeny φ over k2 between E and E
′′ with
deg φ ≤ 30[k1 : Q] max
(
1, h(E) + 1
2
log[k : Q]
)
;
(3) [k2 : k1] ≤ 2(deg φ)2.
Corollary 2.16. Let A be an abelian surface with Ne´ron–Severi rank 4. Then there is a
field extension k ⊂ k2 and an elliptic curve E ′′ over k2 such that there is an isogeny between
A and E ′′ × E ′′ of degree bounded from above by
C4(h(A), [k : Q]) = 225 · 42 · 1816C3[k : Q]2
(
h(A) +
logC3
2
+ log[k : Q] + 25
)2
,
and the degree of field extension [k2 : k] is bounded by
C5(h(A), [k : Q]) = 1800 · 42 · 1824[k : Q]2
(
h(A) +
logC3
2
+ log[k : Q] + 25
)2
,
where C3 is the constant depending on h(A) and [k : Q] from Theorem 2.14.
14
Proof. Combining Theorems 2.14 and 2.15 and noticing 2h(E) ≤ h(A) + 1
2
logC3 (and the
right hand side is always greater than 2), we conclude that the degree of the isogeny is
bounded by
C4 := C3 ·
(
30[k1 : Q] max
(
1, h(E) + 1
2
log[k1 : Q]
))2
≤ 900 · 42 · 1816C3[k : Q]2
(
h(A) + (logC3)/2
2
+ 1
2
(log[k : Q] + 25)
)2
= 225 · 42 · 1816C3[k : Q]2
(
h(A) +
logC3
2
+ log[k : Q] + 25
)2
.
Furthermore, we have
[k2 : k] = [k2 : k1][k1 : k] ≤ 8 · 188
(
30[k1 : Q] max(1, h(E) +
1
2
log[k1 : Q])
)2
≤ 1800 · 42 · 1824[k : Q]2
(
h(A) +
logC3
2
+ log[k : Q] + 25
)2
.

Theorem 2.17. Let E and E ′ be elliptic curves over a number field k. For any posi-
tive integer m, let Mm be the smallest positive integer that kills the cokernel of the map
Homk(E,E
′)→ HomΓ(Em, E ′m). Then there exists an explicitly computable upper bound on
Mm depending only on h(E), h(E
′), and [k : Q]. Moreover, C2(h(E), h(E ′), [k : Q]) from
Theorem 2.9 suffices.
Proof. When E and E ′ are isogenous and without complex multiplication, we have i(E) = 1
and we arrive at the desired statement by applying Lemma 2.3 and Theorem 2.9.
When E is not isogenous to E ′, we prove a variant of Lemma 2.3. Let f be an element of
HomΓ(Em, E
′
m) and let G ⊂ Em×E ′m be its graph. If we write B for the quotient of E ×E ′
by G, then B is defined over k. By Theorem 2.9, there exists an isogeny B → E × E ′ of
some degree b ≤ C2(h(E), h(E ′), [k : Q]).
Consider the composite map χ : E × E ′ → (E × E ′)/G = B → E × E ′. By the proof
of [MW95, Lem. 3.1] we have b kerχ ⊂ G ⊂ kerχ. We conclude the proof by proving
that the map f is killed by b. Since E and E ′ are not isogenous, we may write χ as
(α, β) where α ∈ End(E) and β ∈ End(E ′). Given any y ∈ Em, we only need to prove
bf(y) = 0 ∈ E ′m. By definition, (y, f(y)) ∈ G ⊂ kerχ and hence βf(y) = 0. On the
other hand, (0, bf(y)) ∈ b(kerα × ker β) = b kerχ ⊂ G and since G is the graph of f , this
implies bf(y) = f(0) = 0. Since f is arbitrary, we conclude that the cokernel of the map
Homk(E,E
′)→ HomΓ(Em, E ′m) is killed by some b ≤ C2(h(E), h(E ′), [k : Q]). 
3. Effective computations of the Ne´ron–Severi lattice as a Galois module
Our goal of this section is to prove the following theorem:
Theorem 3.1. There is an explicit algorithm that takes input a smooth projective curve Cof
genus 2 defined over a number field k, and outputs a bound of the algebraic Brauer group
Br1(X)/Br0(X) where X is the Kummer surface associated to the Jacobian Jac(C).
A general algorithm to compute Ne´ron–Severi groups for arbitrary projective varieties is
developed in [PTvL15], so here we consider algorithms specialized to the Kummer surface
X associated to a principally polarized abelian surface A.
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3.1. The determination of the Ne´ron–Severi rank of A.
Theorem 3.2. The following is a complete list of possibilities for the rank r of NS(A). For
any prime p we denote by rp the reduction of r modulo p.
(1) When A is geometrically simple, we consider D = Endk¯(A) ⊗ Q, which has the
following possibilities:
(a) D = Q and r = 1. There exists a density one set of primes p with rp = 2.
(b) D is a totally real quadratic field. Then r = 2 and there exists a density one set
of primes p with rp = 2.
(c) D is a indefinite quaternion algebra over Q. Then r = 3 and there exists a
density one set of primes p with rp = 4.
(d) D is a degree 4 CM field. Then r = 2 and there exists a density one set of
primes p with rp = 2. In fact this holds for the set of p’s such that A has
ordinary reduction at p.
(2) When A is isogenous over k¯ to E1 × E2 for two elliptic curves. Then
(a) if E1 is isogenous to E2 and CM, then r = 4 and rp = 4 for all ordinary reduction
places.
(b) if E1 is isogenous to E2 but not CM, then r = 3 and rp = 4 for all ordinary
reduction places.
(c) if E1 is not isogenous to E2, then r = 2 and there exists a density one set of
primes p such that rp = 2.
Notice that for all the above statements, by an abuse of language, being density one means
there exists a finite extension of k such that the primes are of density one with respect to
this finite extension.
Proof. We apply [Mum70, p. 201 Thm. 2 and p.208] (and the remark on p. 203 referring to
the work of Shimura) to obtain the list of the rank r. When A is geometrically simple, we
can only have A of type I, II, and IV (in the sense of the Albert’s classification). In the case
of Type I, the totally real field may be Q or quadratic. In this case, the Rosati involution
is trivial. This gives case (1)-(a,b). By [Mum70, p. 196], the Rosati involution of Type II
is the transpose and its invariants are symmetric 2-by-2 matrices, which proves case (1)-(c).
In the case of Type IV, D is a degree 4 CM field. In this case, the Rosati involution is the
complex conjugation and this gives case (1)-(d). When A is not geometrically simple, then
A is isogenous to the product of two elliptic curves and all these cases are easy.
Notice that after a suitable field extension, there exists a density one set of primes such
that A has ordinary reduction (due to Katz, see [Ogu82] Sec. 2). We first pass to such an
extension and only focus on primes where A has ordinary reduction. Then rp = 2 if A mod
p is geometrically simple and rp = 4 if A is not. Since rp ≥ r, we see that rp = 4 in (1)-(c),
(2)-(a,b) for any p where A has ordinary reduction. When r = 2 (case (1)-(b,d), (2)-(c)),
the dimension over Q of the orthogonal complement T of NS(A) in the Betti cohomology
H2(A,Q) is 4. By [Cha14, Thm. 1], if rp were 4 for a density one set of primes, then the
endomorphism algebra E of T as a Hodge structure would have been a totally real field of
degree rp− r = 2 over Q. Then T would have been of dimension 2 over E, which contradicts
the assumption of the second part of Charles’ theorem. Now the remaining case is (1)-
(a). By [Cha14], for a density one set of p, the rank rp only depends on the degree of the
endomorphism algebra E of the transcendental part T of the H2(A,Q). This degree is the
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same for all A in case (1)-(a) since E = End(T ) ⊂ End(H2(A,Q)) is a set of Hodge cycles
of A×A and all A in this case have the same set of Hodge cycles. For more details we refer
the reader to [CF16]. Hence we only need to study a generic abelian surface. For a generic
abelian surface, its ordinary reduction is a (geometrically) simple CM abelian surface and
hence rp is 2. 
3.1.1. Algorithms to compute the geometric Ne´ron–Severi rank of A. Here we discuss an
algorithm provided by Charles in [Cha14]. Charles’ algorithm is to compute the geometric
Ne´ron–Severi rank of any K3 surface X , and his algorithm relies on the Hodge conjecture
for codimension 2 cycles in X × X . However, the situation where the Hodge conjecture
is needed does not occur for abelian surfaces, so his algorithm is unconditional for abelian
surfaces.
Suppose that A is a principally polarized abelian surface and Θ its principal polarization.
We run the following algorithms simultaneously:
(1) Compute Hilbert schemes of curves on A with respect to Θ for each Hilbert polyno-
mial, and find divisors on A. Compute its intersection matrix using the intersection
theory, and determine the rank of lattices generated by divisors one finds. This gives
a lower bound ρ for r = rkNS(A).
(2) For each finite place p of good reduction for A, compute the geometric Ne´ron–Severi
rank rp for Ap using explicit point counting on the curve C combined with the Weil
conjecture and the Tate conjecture. Furthermore compute the square class δ(p) of
the discriminant of NS(Ap) in Q
×/(Q×)2 using the Artin–Tate conjecture:
P2(q
−s) ∼s→1
(
#Br(Ap) · |Disc(NS(Ap))|
q
(1− q1−s)ρ(Ap)
)
,
where P2 is the characteristic polynomial of the Frobenius endomorphism on
H2e´t(Ap,Qℓ),
and q is the size of the residue field of p. When the characteristic is not equal to 2,
then the Artin-Tate conjecture follows from the Tate conjecture for divisors ([Mil75]),
and the Tate conjecture for divisors in abelian varieties is known ([Tat66]). Note that
as a result of [LLR05], the size of the Brauer group must be a square. This gives us
an upper bound for r.
When r is even, there exists a prime p such that r = rp. Thus eventually we obtain rp = ρ
and we compute r.
When r is odd, it is proved in [Cha14, Prop. 18] that there exist p and q such that
rp = rq = ρ + 1, but δ(p) 6= δ(q) in Q×/(Q×)2. If this happens, then we can conclude that
r = rp − 1.
Remark 3.3. The algorithm (1) can be conducted explicitly in the following way: Suppose
that our curve C of genus 2 is given as a subscheme in the weighted projective space P(1, 1, 3).
Let Y = Sym2(C) be the symmetric product of C. Then we have the following morphism
f : C × C → Y → Jac(C), (P,Q) 7→ [P +Q−KC ].
The first morphism C×C → Y is the quotient map of degree 2, and the second morphism is
a birational morphism contracting a smooth rational curve R over the identify of Jac(C). We
denote the diagonal of C×C by ∆ and the image of the morphism C ∋ P 7→ (P, ι(P )) ∈ C×C
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by ∆′ where ι is the involution associated to the degree 2 canonical linear system. Then we
have
f ∗Θ ≡ 5p∗1{pt}+ 5p∗2{pt} −∆.
Note that f ∗Θ is big and nef, but not ample. If we have a curve D on Jac(C), then its
pullback f ∗D is a connected subscheme of C × C which is invariant under the symmetric
involution and f ∗D.∆′ = 0, and vice verse. Hence instead of doing computations on Jac(C),
we can do computations of Hilbert schemes and the intersection theory on C×C. This may
be a more effective way to find curves on Jac(C) and its intersection matrix.
Remark 3.4. The algorithm (2) is implemented in the paper [EJ12].
3.2. the computation of the Ne´ron–Severi lattice and its Galois action. Here we
discuss an algorithm to compute the Ne´ron–Severi lattice and its Galois structure. We have
an algorithm to compute the Ne´ron–Severi rank of A, so we may assume it to be given. First
we record the following algorithm:
Lemma 3.5. Let S be a polarized abelian surface or a polarized K3 surface over k, with
an ample divisor H. Suppose that we have computed a full rank sublattice M ⊂ NS(S)
containing the class of H, i.e., we know its intersection matrix, the Galois structure on
M ⊗ Q, and we know generators for M as divisors in S. Then there is an algorithm to
compute NS(S) as a Galois module.
Proof. We fix a basis B1, · · · , Br for M which are divisors on S. First note that the Ne´ron–
Severi lattice NS(S) is an overlattice of M . By Nikulin [Nik80, Sec. 1-4], there are only
finitely many overlattices, (they correspond to isotropic subgroups in D(M) = M∨/M), and
moreover we can compute all possible overlattices of M explicitly. Let N be an overlattice
of M . We can determine whether N is contained in NS(S) in the following way:
Let D1, · · · , Ds be generators for N/M . The overlattice N is contained in NS(S) if and
only if the classes Di are represented by integral divisors. After replacing Di by Di +mH ,
we may assume that D2i > 0 and (Di.H) > 0. If Di is represented by an integral divisor,
then it follows from Riemann–Roch that Di is actually represented by an effective divisor
Ci. We define k = (Di.H) and c = −12D2i . The Hilbert polynomial of Ci with respect to H
is Pi(t) = kt+ c. Now we compute the Hilbert scheme Hilb
Pi associated with Pi(t). For each
connected component of HilbPi , we take a member Ei of the universal family and compute
the intersection numbers (B1.E), . . . , (Br.E). If these coincide with the intersection numbers
of Di, then that member Ei is an integral effective divisor representing Di. If we cannot find
such an integral effective divisor for any connected component of HilbPi , then we conclude
that N is not contained in NS(S).
In this way we can compute the maximal overlattice Nmax all whose classes are represented
by integral divisors. This lattice Nmax must be NS(S). Since M is full rank, the Galois
structure on M induces the Galois structure on NS(S). 
3.2.1. rk NS(A) = 1. The goal of this subsection is to prove the following proposition:
Proposition 3.6. Let A be a principally polarized abelian surface defined over a number
field k whose geometric Ne´ron–Severi rank is 1. Let X be the Kummer surface associated
to A. Then there is an explicit algorithm that computes NS(X) as a Galois module and
furthermore computes the group Br1(X)/Br0(X).
18
The abelian surface A is a principally polarized abelian surface, so the lattice NS(A) is
isomorphic to the lattice 〈2〉 with the trivial Galois action. We denote the blow up of 16
2-torsion points on A by A˜ and the 16 exceptional curves on A˜ by Ei. There is an isometry
NS(A˜k)
∼= NS(A)⊕
16⊕
i=1
ZEi.
We want to determine the Galois structure of this lattice. To this end, one needs to under-
stand the Galois action on the set of 2-torsion elements on A. This can be done explicitly
in the following way: Suppose that A is given as a Jacobian of a smooth projective curve C
of genus 2. Then C is a hyperelliptic curve whose canonical linear series is a degree 2 mor-
phism. We denote the ramification points (over k) of this degree 2 map by p1, · · · , p6. One
can find the Galois action on these ramification points from the polynomial defining C. All
non-trivial 2-torsion points of A are given by pi− pj where i < j. Note that pi− pj ∼ pj − pi
as classes in Pic(C). Thus, we can determine the Galois structure on the set of 2-torsion
elements of A.
Let X be the Kummer surface associated to A with the degree 2 finite morphism π : A˜→
X . We take the pushforward of NS(A˜k¯) in NS(X):
NS(X) ⊃ π∗NS(A˜k¯) ∼= π∗NS(A)⊕
16⊕
i=1
Zπ∗Ei.
This is a full rank sublattice. Thus the Galois representation for NS(A˜k¯) tells us the rep-
resentation for NS(X). Hence we need to determine the lattice structure for NS(X). This
is done in [LP80, Sec. 3]. Let us recall the description of the Ne´ron–Severi lattice for any
Kummer surface.
According to [LP80, Prop. 3.4] and [LP80, Prop. 3.5], the sublattice π∗NS(A˜k¯) is primitive
in NS(X), and its intersection pairing is twice the intersection pairing of NS(A˜k¯). In partic-
ular, in our situation, we have π∗NS(A˜k¯) ∼= 〈4〉. Let K be the saturation of the sublattice
generated by the π∗Ei’s. Nodal classes π∗Ei have self intersection −2. We have the following
inclusions:
16⊕
i=1
Zπ∗Ei ⊂ K ⊂ K∨ ⊂
(
16⊕
i=1
Zπ∗Ei
)∨
=
16⊕
i=1
1
2
Zπ∗Ei
where L∨ denotes the dual abelian group of a given lattice L. We denote the set of 2-torsion
elements of A by V . We can consider V as the 4 dimensional affine space over F2. Then we can
interpret
⊕16
i=1
1
2
Zπ∗Ei/Zπ∗Ei as the space of 12Z/Z-valued functions on V . [LP80, Prop 3.6]
shows that with this identification, the image of K (resp. K∨) in
⊕16
i=1
1
2
Z/Z consists of
polynomial functions V → 1
2
Z/Z of degree ≤ 1 (resp. ≤ 2.) Hence we have[
K :
16⊕
i=1
Zπ∗Ei
]
= 25, [K∨ : K] = 26.
This description allows us to choose an explicit basis for K as well as to find its intersection
matrix. The discriminant group of K is isomorphic to F62 whose discriminant form is given
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by 
0 0 0 0 0 1
2
0 0 0 0 1
2
0
0 0 0 1
2
0 0
0 0 1
2
0 0 0
0 1
2
0 0 0 0
1
2
0 0 0 0 0
 .
This discriminant form is isometric to the discriminant form of π∗H2(A,Z) which is isomor-
phic to (
0 2
2 0
)
⊕
(
0 2
2 0
)
⊕
(
0 2
2 0
)
Now we have overlattices:
π∗NS(A)⊕K ⊂ NS(X).
To identify NS(X), we consider the following overlattices:
π∗H2(A,Z)⊕K ⊂ H2(X,Z).
One can describe H2(X,Z) using techniques in [Nik80, Sec 1.1-1.5]. Since the second coho-
mology of any K3 surface is unimodular, we have the following inclusions:
π∗H
2(A,Z)⊕K ⊂ H2(X,Z) = H2(X,Z)∨ ⊂ (π∗H2(A,Z))∨ ⊕K∨
This gives us the following isotropic subgroup in the direct sum of the discriminant forms:
H = H2(X,Z)/π∗H
2(A,Z)⊕K →֒ D(π∗H2(A,Z))⊕D(K)
where D(L) denotes the discriminant group of a given lattice L.
Since π∗H
2(A,Z) andK are both primitive in H2(X,Z), each projectionH → D(π∗H2(A,Z))
and H → D(K) is injective. Moreover, since H2(X,Z) is unimodular, the isotropic subgroup
H must be maximal inside D(π∗H2(A,Z)) ⊕ D(K). This implies that both injections are
in fact isomorphisms. Thus we determine H2(X,Z) as an overlattice corresponding to H in
D(π∗H
2(A,Z))⊕D(K). Note that we can apply the orthogonal group O(K) to H so that
H is unique up to this action. Namely if we fix an identification qK = −qK ∼= qπ∗H2(A,Z) and
D(K) ∼= D(π∗H2(A,Z)), then we can think of H as the diagonal in D(K)⊕D(π∗H2(A,Z)).
We succeeded in expressing our embedding π∗H2(A,Z) ⊕ K →֒ H2(X,Z), hence we can
express NS(X) as
NS(X) = H2(X,Z) ∩ (π∗NS(A)⊕K)⊗Q.
Note that an embedding of NS(A) into H2(A,Z) is unique up to isometries because of
[Nik80, Thm 1.1.23], so we can map a generator of NS(A) to e + f where e, f is a basis for
the hyperbolic plane U =
(
0 1
1 0
)
. Thus we determine the lattice structure of NS(X).
Remark 3.7. In Section 5, we will in fact use a somewhat simpler argument in order to
describe NS(X) as a Galois module. The advantage of the argument given in the current
section is that it can be made applicable for higher rank cases.
3attributed to D.G. James
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3.2.2. rk NS(A) = 2. The goal of this subsection is to prove the following proposition:
Proposition 3.8. Let A be a principally polarized abelian surface defined over a number
field k whose geometric Ne´ron–Severi rank is 2. Let X be the Kummer surface associated
to A. Then there is an explicit algorithm that computes NS(X) as a Galois module and
furthermore computes the group Br1(X)/Br0(X).
Once we compute NS(A), then we can compute NS(X) using techniques in the previous
section, so here we focus on the computation of NS(A).
Using the Artin–Tate conjecture (see 2 in section 3.1.1), one can compute a positive square
free integer d satisfying
Disc(NS(A)) ≡ −d in Q×/(Q×)2
where we may use any prime p such that the Ne´ron–Severi rank of the reduction mod p is 2
since the discriminants Disc(NS(A)) and Disc(NS(Ap)) are equal in such a situation.
Suppose d = 1. In this case, since Disc(NS(A)) is a negative square, there exists a primitive
class D ∈ NS(A) such that (D.D) = 0 and (D.Θ) > 0. This implies that A contains an
elliptic subgroup E1. Let (Θ.E1) = n. Then NS(A) contains the rank 2 lattice generated by
Θ and E1 as a full rank sublattice whose intersection matrix is given by
M =
(
2 n
n 0
)
.
The nef cone of A is the positive cone of this intersection matrix given by
2x2 + 2nxy ≥ 0.
This cone has two rational extremal rays, one is generated by E1 and another is generated
by another elliptic subgroup E2 which has the form of
1
a
(nΘ−E1) for some positive integer
a. Then (Θ.E2) = n/a must be an integer, so a divides n. We have E1 = nΘ− aE2, but the
fact that E1 has to be primitive implies that a = 1.
Therefore starting from e = 1, we search a for curve D such that (Θ.D) = e and D2 = 0
using Hilbert scheme computations. The first such e where we find a such curve equals n.
To identify NS(A), which is an overlattice of M , we compute the discriminant form of M .
When n is odd, the discriminant group D(M) is isomorphic to Z/n2Z whose generator
takes the value − 2
n2
. Any isotropic subgroup has the form of Il := lnZ/n
2Z where we may
choose l dividing n. Let Dl be a divisor class generating Il. Any candidate for this divisor
satisfies (Θ.Dl) = 0 and (E1.Dl) = 2nl. Then Dl + nΘ is an effective divisor satisfying the
intersections (Θ.Dl + nΘ) = 2n and (E1.Dl + nΘ) = n(2l + n). Thus for each e dividing n
we search for divisors with these intersection properties, and the smallest e for which we can
find such a divisor equals l. Therefore, we can determine all isotropic subgroups of D(M)
and hence all overlattices of M .
When n is even, the discriminant group D(M) is isomorphic to Z/2Z⊕Z/(n2/2)Z whose
discriminant form takes values q(1, 0) = 1
2
and q(0, 1) = − 2
n2
. Again there are only finitely
many isotropic subgroups and for each subgroup, we can test whether generators of subgroups
are integral divisor classes or not by adding a multiple of the theta divisor and doing the
Hilbert schemes computation. Thus we can determine NS(A) as in the odd n case.
Now we would like to understand the Galois structure. To this end, we compute the Hilbert
scheme of curves that have the Hilbert polynomial nt. This Hilbert scheme parametrizes
elliptic curves in A, and over an algebraically closed field it is the disjoint union of two
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elliptic curves. If they are conjugate to each other, then the Galois action swaps E1 and E2.
Otherwise the Galois action on NS(A) is trivial.
Suppose d > 1. In this case, A is geometrically simple. The endomorphism algebra
End0k¯(A) is either a totally real quadratic field or a degree 4 CM field over a totally real
quadratic field. According to [Mum70, p. 208], we have an isomorphism
NS(A) ∼= Endk¯(A)†
where † is the Rosati involution with respect to Θ. When End0k¯(A) is a totally real quadratic
field, the Rosati involution is trivial. If End0k¯(A) is a CM field, then † is the complex
conjugation. In either case, Endk¯(A)
† is an order in a totally real quadratic field End0k¯(A)
†
which is isomorphic to Q(
√
d). We define ω ∈ Q(√d) by
ω =
{
1 +
√
d if d ≡ 2, 3 mod 4,
1+
√
d
2
if d ≡ 1 mod 4.
Then every order O in Q(√d) has the form of
O = Z⊕ Zfω,
for some positive integer f ∈ Z.
To find f , consider the curve class De := (eω)
∗Θ. By [Mum70, p. 192, Thm. 1] this class
satisfies
(De.Θ) = TrQ(
√
d)/Q(e
2ω2), D2e = 2e
4NmQ(
√
d)/Q(ω)
2.
Starting from e = 1, we search for curves with these intersection numbers using Hilbert
scheme computations, and the first e where we find such a curve is equal to f . The Galois
action on Df determines the Galois structure for NS(A).
To compute NS(X) where X is the Kummer surface associated to A, one needs to specify
an embedding of NS(A) into H2(A,Z). It follows from [Nik80, Thm 1.14.4] that such an
embedding is unique up to automorphisms, so we only need to specify one embedding.
Choose a basis D1, D2 for NS(A) such that we may set D
2
1 = 2a > 0, (D1.D2) = b, and
D22 = 2c. We have an isomorphism
H2(A,Z) ∼=
(
0 1
1 0
)
⊕
(
0 1
1 0
)
⊕
(
0 1
1 0
)
.
We denote the basis by e1, f1, e2, f2, e3, f3. The desired embedding is given by
D1 7→ e1 + af1, D2 7→ bf1 + e2 + cf2.
Thus Proposition 3.8 follows. Alternatively we can realize Y = A/ ± 1 as a quartic surface
in P3 ([FS97]). We may apply the Hilbert scheme computations to this surface Y .
3.2.3. rk NS(A) = 3.
Proposition 3.9. Let A be a principally polarized abelian surface defined over a number
field k whose geometric Ne´ron–Severi rank is 3. Let X be the Kummer surface associated to
A. Then there is an explicit algorithm that computes a bound on the size of Br1(X)/Br0(X).
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In this case two possible situations arise: the first one when A is simple and D is an
indefinite quaternion algebra, and the second one when A is isogenous to the product E×E
where E is an elliptic curve without complex multiplication. Distinguishing between the two
case is possible by using the Hasse principle, i.e., whether a sublattice of NS(A) contains a
non-trivial vector D representing zero, i.e., D2 = 0.
The second case can be handled in a way similar to the first case, so we focus on the case
when A is simple with a quaternion multiplication.
One can compute NS(A) using Lemma 3.5. To apply that lemma, we need a full rank
sublattice. Such a lattice is a byproduct of the algorithm discussed in section 3.1.1 that one
may have used to determine that the Ne´ron–Severi rank is 3. Since NS(X) is an overlattice
of π∗NS(A) ⊕K, there are only finitely many possibilities for NS(X). Thus our assertion
follows. Again alternatively we apply the Hilbert scheme computations, intersection numbers
computations, and Lemma 3.5 to a minimal resolutionX of the quartic surface. This provides
us an exact computation of NS(X).
Remark 3.10. One can create a list of finitely many candidates for NS(A). The endomor-
phism algebra D is a quaternion algebra given by the Hilbert symbol (a, b) where a, b are
square free integers. (Then NS(A)Q is given by a quadratic form proportional to z
2−ax2−by2,
so once we know what NS(A) is, we can compute D.) An example of maximal orders for a
quaternion algebra D is given in [Alb34], and for any fixed maximal order of D there is an
abelian surface A′ isogenous to A such that A′ has multiplication by the given maximal order.
To see this, one first notices that all maximal orders in the indefinite quaternion algebra D
over Q are conjugate (see [Cla03, Chp. 0, Cor. 39]) and so we may assume that End(A) is
contained in the maximal order that we have chosen. Then by [GR14b, Thm. 1.2], there is an
isogeny between A and A′ whose degree can be bounded by a constant in terms of h(A) and
[k : Q]. For such A′, one can compute its Ne´ron–Severi lattice by using [DR04, Thm. 3.1].
3.2.4. rk NS(A) = 4. In this section, we discuss the following proposition:
Proposition 3.11. Let A be a principally polarized abelian surface defined over a number
field k whose geometric Ne´ron–Severi rank is 4. Let X be the Kummer surface associated to
A. Then there is an explicit algorithm that computes a bound on the size of Br1(X)/Br0(X).
The proof of Proposition 3.9 applies to this case. Moreover, one can create a finite list of
possibilities for Br1(X)/Br0(X). Indeed, in this case, the abelian surface A is isogenous to
a self product E ×E of an elliptic curve E with complex multiplication. Moreover, one can
assume that the endomorphism ring Endk¯(E) is the maximal order of an imaginary quadratic
field Q(
√−d) where d is a positive square free integer. The degree e of an isogeny from A to
E ×E is bounded by an explicit constant depending on the Faltings’ height by Lemma 2.10
and Theorem 2.15. According to [Kan, Cor. 23], the square class of Disc(NS(A)) is
Disc(NS(A)) ≡ −d mod (Q×)2,
so the value d can be determined by using the Artin-Tate conjecture. Then the lattice
structure of NS((E × E)k¯) is given by [Kan, Prop. 22], so NS(A) is an overlattice of the
lattice defined by e times the intersection matrix of NS((E × E)k¯). Thus there are only
finitely many possibilities for NS(A). Then NS(X) is an overlattice of π∗NS(A)⊕K. Again
alternatively we apply Hilbert scheme computations to the quartic surface Y = A/± 1.
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4. Effective bounds for the transcendental part of Brauer groups
4.1. The general case. Let A be a principally polarized abelian surface defined over a
number field k. Let X = Kum(A) be the Kummer surface associated to the abelian surface
A. The goal of this section is to prove the following theorem:
Theorem 4.1. There exists an effectively computable constant M1 depending on the number
field k, the Faltings’ height h(A), and NS(A) satisfying
#
Br(X)
Br1(X)
≤M1.
Remark 4.2. After taking an algebraic extension k ⊂ k′, the image of Br(X) in Br(X) is
contained in the image of Br(Xk′), so in order to find a bound for the transcendental part
as desired, taking algebraic field extensions is allowed.
First we use the following important theorem by Skorobogatov and Zarhin:
Theorem 4.3. [SZ12, Prop. 1.3] Let A be an abelian surface defined over a number field k
and X = Kum(A) the associated Kummer surface. Then there is a natural map
Br(X) ∼= Br(A)
which is an isomorphism of Galois modules.
Hence there is an injection
Br(X)
Br1(X)
→֒ Br(X)Γ = Br(A)Γ,
where Γ = Gal(k¯/k). Thus, to bound Br(X)
Br1(X)
in terms of k, the Faltings’ height h(A), and
δ = det(NS(A)), we only need to bound Br(A¯)Γ.
Also we would like to recall the following important result about the geometric Brauer
groups:
Theorem 4.4. As abelian groups, we have the following isomorphisms:
Br(X) ∼= Br(A) ∼= (Q/Z)6−ρ,
where ρ = ρ(A) is the geometric Ne´ron–Severi rank of A.
Proof. This follows from the remark before [SZ12, Lem. 1.1]. 
We discuss several lemmas to prove our main Theorem 4.1:
Lemma 4.5. There exists an effectively computable integer M2 depending on k, h(A), and
δ = det(NS(A)) such that for any prime number ℓ > M2 we have
Br(A)Γℓ = {0},
where Br(A)Γℓ denotes the ℓ-torsion group of Br(A)
Γ.
Proof. This essentially follows from results in [SZ08] combined with Theorem 2.1. The
following exact sequence occurs as the n = 1 case of [SZ08, p. 486 (5)]:
0→ (NS(A)/ℓ)Γ f→ H2e´t(A, µℓ)Γ → Br(A)Γℓ →
→ H1(Γ,NS(A)/ℓ) g→ H1(Γ,H2e´t(A, µℓ)).
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The discussion in [SZ08, Prop. 2.5 (a)] shows that NS(A) ⊗ Zℓ is a direct summand of
H2e´t(A,Zℓ(1)) for any prime ℓ ∤ δ. For such ℓ, the homomorphism g in the above exact
sequence is injective.
Next, Theorem 2.1 asserts that there exists an effectively computable integer C > 0
depending on k and h(A) such that for any prime ℓ ∤ C, we have an isomorphism:
Endk(A)/ℓ ∼= EndΓ(Aℓ, Aℓ).
The discussion in [SZ08, Lem. 3.5] shows that for such ℓ, the homomorphism f is bijective.
Thus our assertion follows. 
Thus, to prove our main theorem, we need to bound Br(A)Γ(ℓ) for each prime number ℓ
where Br(A)Γ(ℓ) denotes the ℓ-primary subgroup of elements whose orders are powers of ℓ.
To achieve this task, we employ techniques from [HKT13] Sections 7 and 8.
We fix an embedding k →֒ C and consider the following lattice:
H2(A(C),Z).
It contains NS(A) as a primitive sublattice and we denote its orthogonal complement by
TA = 〈NS(A)〉⊥H2(A(C),Z) and call it the transcendental lattice of A. The direct sum NS(A)⊕TA
is a full rank sublattice of H2(A(C),Z) and we can put it into the exact sequence:
0→ NS(A)⊕ TA → H2(A(C),Z)→ K → 0,
where K is a finite abelian group of order δ = det(NS(A)). Tensoring with Zℓ and using a
comparison theorem for the different cohomologies, we have
0→ NS(A)ℓ ⊕ TA,ℓ → H2e´t(A,Zℓ(1))→ Kℓ → 0,
where NS(A)ℓ = NS(A) ⊗ Zℓ, TA,ℓ = TA ⊗ Zℓ, and Kℓ is the ℓ-primary part of K. The
second e´tale cohomology H2e´t(A,Zℓ(1)) comes with a natural pairing which is compatible
with Γ-action, and TS,ℓ is the orthogonal complement of NS(A)ℓ. In particular, TA,ℓ has a
natural structure as a Galois module.
Lemma 4.6. For each prime number ℓ, there is an effectively computable constant M3
depending on k, and h(A) such that for each integer n ≥ 1 the bound
#(TA/ℓ
n)Γ ≤ ℓM3
is satisfied.
Proof. Since A is principally polarized, we have a natural isomorphism of Galois modules:
H1e´t(A,Zℓ(1))
∼= (H1e´t(A,Zℓ(1)))∗ ∼= Tℓ(A),
where Tℓ(A) is the Tate module of A. Hence we have
TA,ℓ →֒ H2e´t(A,Zℓ(1)) =∧2H1e´t(A,Zℓ(1)) →֒ H1e´t(A,Zℓ(1))⊗ H1e´t(A,Zℓ(1)) ∼= End(Tℓ(A)).
Thus we have
(TA/ℓ
n) = (TA,ℓ/ℓ
n) →֒ End(Tℓ(A))/ℓn = End(A[ℓn]).
Hence we obtain a homomorphism
Φ : (TA/ℓ
n)Γ →֒ EndΓ(A[ℓn])→ EndΓ(A[ℓn])/End(A).
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This composite homomorphism Φ must be injective because TA is the transcendental lattice
which does not meet the algebraic part End(A). The order of this quotient is bounded by
Theorem 2.1. 
Taking a finite extension of k only increases the size of Br(A)Gal(k¯/k
′), so from now on we
assume that the Galois action on the Ne´ron–Severi space NS(A) is trivial. This is automat-
ically true when the geometric Ne´ron–Severi rank of A is 1.
Lemma 4.7. Suppose that the Galois action on NS(A) is trivial. Then there is an effectively
computable constant M4 depending on k, h(A), and δ such that for each prime ℓ, we have
#Br(A)Γ(ℓ) ≤ ℓM4.
Proof. Recall the exact sequence of [SZ08, p. 486 (5)]:
0→ (NS(A)/ℓn)Γ fn→ H2e´t(A, µℓn)Γ → Br(A)Γℓ →
→ H1(Γ,NS(A)/ℓn) gn→ H1(Γ,H2e´t(A, µℓn)),
so we need to bound the cokernel of fn and the kernel of gn independent of n. Note
that the kernel of gn was overlooked in [HKT13]. The group H
1(Γ,NS(A)/ℓn) is equal
to Hom(Γ,NS(A)/ℓn) because by assumption the Galois action is trivial. This group is infi-
nite, so it requires a careful analysis. By Theorem 4.4, it is enough to bound the orders of
elements in coker(fn) as well as ker(gn) independently of n.
Let ℓm be the order of Kℓ and we assume that n ≥ m. We have the following exact
sequence:
0→ NS(A)ℓ ⊕ TA,ℓ → H2e´t(A,Zℓ(1))→ Kℓ → 0.
Tensoring by Z/ℓnZ (as Zℓ-modules) and using Tor functors, we obtain a four term exact
sequence:
0→ Kℓ → NS(A)/ℓn ⊕ TA/ℓn → H2e´t(A, µℓn)→ Kℓ → 0, (4.1)
where we’ve used that the middle term H2e´t(A,Zℓ(1)) is a free (and hence flat) Zℓ-module.
Note that the projection
Kℓ → NS(A)/ℓn
is injective because TA/ℓ
n → H2(A, µℓn) is injective. In particular, the Galois action on Kℓ
is trivial. We split the exact sequence (4.1) as
0→ Kℓ → NS(A)/ℓn ⊕ TA/ℓn → C → 0,
and
0→ C → H2e´t(A, µℓn)→ Kℓ → 0.
These gives us the long exact sequences
0→ Kℓ → NS(A)/ℓn⊕(TA/ℓn)Γ → CΓ → Hom(Γ, Kℓ)→ Hom(Γ,NS(A)/ℓn)⊕H1(Γ, TA/ℓn),
and
0→ CΓ → H2e´t(A, µℓn)Γ → Kℓ → H1(Γ, C)→ H1(Γ,H2e´t(A, µℓn)).
The map Hom(Γ, Kℓ)→ Hom(Γ,NS(A)/ℓn) is injective, so the sequence
0→ Kℓ → NS(A)/ℓn ⊕ (TA/ℓn)Γ → CΓ → 0,
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is exact. We conclude that
# coker(fn) =
#H2e´t(A, µℓn)
Γ
#NS(A)/ℓn
≤ #Kℓ · $C
Γ
#NS(A)/ℓn
= #(TA/ℓ
n)Γ
is bounded independent of n by application of Lemma 4.6.
Next we discuss a uniform bound on the maximum order of elements in ker(gn). The
homomorphism gn is a composition of two homomorphisms:
H1(Γ,NS(A)/ℓn)→ H1(Γ, C)→ H1(Γ,H2e´t(A, µℓn)).
The kernel of H1(Γ, C)→ H1(Γ,H2e´t(A, µℓn)) is bounded by Kℓ. We have the exact sequence
0→ NS(A)/ℓn → C → C/NS(A)→ 0,
which gives the long exact sequence
0→ NS(A)/ℓn → CΓ → (C/NS(A))Γ → H1(Γ,NS(A)/ℓn)→ H1(Γ, C).
Thus to finish the proof we need to find an uniform bound for the maximum order of elements
in (C/NS(A))Γ. To obtain this, we look at the exact sequence
0→ Kℓ → TA/ℓn → C/NS(A)→ 0.
This gives us the long exact sequence
0→ Kℓ → (TA/ℓn)Γ → (C/NS(A))Γ → Hom(Γ, Kℓ).
Note that the group Hom(Γ, Kℓ) is killed by #Kℓ. Finally, #(TA/ℓ
n)Γ is uniformly bounded
by the result of Lemma 4.6. Therefore the maximum order of elements in (C/NS(A))Γ is
uniformly bounded and our assertion follows. 
4.2. Better bounds for Kummer surfaces from non-simple abelian surfaces. In this
subsection, we always assume that A is not geometrically simple. We may assume that after
passing to a finite extension of k, the principally polarized abelian surface A is isogenous
to E × E ′, where E and E ′ are elliptic curves and furthermore we may assume that they
are non-isogenous over k if E 6= E ′. We use the work of [SZ12] and [New16] and results in
Section 2.2 to obtain an upper bound of the transcendental part of Br(Kum(A)). We use X
and Y to denote Kum(A) and Kum(E × E ′) respectively.
Lemma 4.8. If s : E×E ′ → A is an isogeny of degree d, then the kernel of the Γ-invariant
map s∗ : Br(A)→ Br(E × E ′) is killed by d. In particular,
#
Br(X)
Br1(X)
≤ #Br(X)Γ ≤ d6−r¯#Br(Y )Γ,
where r¯ is the Ne´ron–Severi rank of A. Moreover, we have
#
Br(X)
Br1(X)
≤ d6−r¯# Br(E × E
′)
Br1(E × E ′) .
Proof. The first assertion follows from [ISZ11, Cor. 1.2]. Moreover, the proof of their corollary
shows that the kernel of s∗ is of order at most d6−r¯. Since s∗ is Γ-invariant, we have the
restriction map s∗ : Br(A)Γ → Br(E × E ′)Γ and the kernel of this restricted map is then of
order at most d6−r¯. In other words, we have
#Br(A)Γ ≤ d6−r¯#Br(E × E ′)Γ.
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By Theorem 4.3, we have isomorphisms of Γ-modules
Br(A) ∼= Br(X), Br(E × E ′) ∼= Br(Y )
and we obtain the first inequality.
To obtain the second inequality, we notice that s∗ : Br(A) → Br(E × E ′) induces a map
s∗ : Br(A)
Br1(A)
→ Br(E×E′)
Br1(E×E′) whose kernel is contained in that of s
∗ : Br(A)→ Br(E × E ′). Then
#
Br(A)
Br1(A)
≤ d6−r¯# Br(E × E
′)
Br1(E × E ′) .
By [SZ12, Thm. 2.4], we have an injective map
Br(X)
Br1(X)
→ Br(A)
Br1(A)
and we obtain the second inequality. 
There are three cases and we will discuss case (1) first and then cases (2) and (3):
(1) E = E ′ and E has complex multiplication by an order of OK ;
(2) E = E ′ and E is without complex multiplication;
(3) E and E ′ are not isogenous.
4.2.1. Case (1). The main inputs here are [New16, Thm. 2.5]4 and Corollary 2.16.
Theorem 4.9. Let E ′′ be an elliptic curve over a number field k′ such that Endk′(E ′′) = OK .
Then the following inequality holds:
#
Br(E ′′ × E ′′)
Br1(E ′′ × E ′′) ≤ (25/2)
4 [k′ : Q]4.
The estimate remains true without the factor (25/2)4 if O∗K = {±1} holds.
Proof. This is a direct consequence of [New16, Thm. 2.5]. Let ℓ be a rational prime and
let n(ℓ) be the largest integer i such that the ring class field Kℓi of the order Z + ℓ
iOK is
contained in k′. The non-negative integer n(ℓ) is nonzero for only finitely many ℓ and we
use t to denote the number of nonzero n(ℓ). By [New16, Thm. 2.5 and Prop. 2.2]), we have
#
Br(E ′′ × E ′′)
Br1(E ′′ ×E ′′) ≤
∏
ℓ
ℓ2n(ℓ).
Now we bound the right hand side. Let hK and ∆K be the class number and the discriminant
of K. Write m =
∏
ℓ ℓ
n(ℓ) and let Km be the ring class field of the order Z+mOK . First, by
[New16, Rem. 1, eqn. 2.3], we have
hK
∏
ℓ,n(ℓ)≥1
(
ℓn(ℓ)
(
1−
(
∆K
ℓ
)
1
ℓ
))
≤ 3[Km : K], (4.2)
where
(
∆K
ℓ
)
is the Legendre symbol, which takes values in {0,±1}.
4[New16, Thm. 2.9] describes the transcendental part of the Brauer group when the endomorphisms of E
are not defined over the base field. We will not need this result since to obtain an elliptic curve with complex
multiplication by OK , we will pass to a field extension where all the endomorphisms are defined.
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Since Kℓn(ℓ) is contained in k
′, then by Lemma 4.10 we have [k′Km : k′] ≤ 3t−1 (when
t ≥ 1) and therefore also
3[Km : K] ≤ 3[k′Km : K] = (3/2)[k′Km : Q] ≤ (3/2) · 3t−1[k′ : Q].
Using
∏
ℓ=2,3,5,7 3ℓ
1/2/(ℓ− 1) < 25 and the fact that 3ℓ1/2 < (ℓ− 1) holds for ℓ > 7, we have
the intermediate inequality∏
ℓ,n(ℓ)≥1
ℓn(ℓ)−1/2 ≤ 25
∏
ℓ,n(ℓ)≥1
(
ℓn(ℓ)
3
(
1−
(
∆K
ℓ
)
1
ℓ
))
≤ 25 · 3[Km : K]
3t
≤ (25/2)[k′ : Q],
(4.3)
where the first inequality follows from the inequality
(
1− (∆K
ℓ
)
1
ℓ
) ≥ (1− 1
ℓ
)
= 1
ℓ
(ℓ−1) that
holds for any ℓ and specifically
(
1− 1
ℓ
)
> 3ℓ−1/2 for ℓ > 7. By 4n(ℓ)−2 ≥ 2n(ℓ), the desired
inequality follows from raising both sides of (4.3) to the 4th power.
To obtain the last assertion, we notice that when O∗K = {±1}, we have Km ⊂ k′ by Lemma
4.10 and we can remove the factor 3 in inequality (4.2). 
The following lemma arose from a useful discussion with Hendrik Lenstra.
Lemma 4.10. Let K be an imaginary quadratic field with algebraic closure K. For any
integer m let Km be the ring class field of K associated to the order Z + mOK . Then for
m =
∏
p p
ep the field Km contains the compositum L =
∏
pKpep ⊂ K and the extension
degree is [Km : L] = (#µK/2)
max(0,t−1) where µK is the group of roots of unity in K and t is
the number of distinct prime numbers dividing m.
Proof. Since for p|m the order Z + mOK is contained in Z + pepOK , it is clear that Km
contains each Kpep and therefore their compositum L.
Let IK be the group of ide`les of K. By the “existence theorem” of global class field
theory[Neu86, Thm. IV.7.1], there is an order inverting bijection between the set of finite
abelian extensions of K and the set of closed subgroups of IK of finite index containing K
×,
carrying extension degrees to indices.
Then we have
[Km : K] = hK [Ô×m : µKÔ×m]
= hK [(OK/mOK)× : (Z/mZ)× · imµK ]
=
{
hK · ϕK(m)/ϕ(m)#µK/2 m > 1;
hK m = 1,
where for any positive integer n =
∏
p p
ep we denote Oˆn =
∏
p (Zp + p
ep(Zp ⊗OK)), the
image of µK is taken inside (OK/mOK)×, and ϕK(m) denotes the order of (OK/mOK)×.
The map Z>0 → Z≥0 given by m 7→ ϕK(m) is a multiplicative function and is the number
field analogue of Eulers totient function ϕ = ϕQ.
Since each Kpep contains the Hilbert class field K1 and each extension Kpep/K1 is unram-
ified outside p, the extension degree [L : K1] splits as a product
[L : K1] =
∏
p|m
[Kpep : K1] =
∏
p|m
ϕK(p
ep)/ϕ(pep)
#µK/2
.
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Using these degrees and [K1 : K] = hK , we arrive at the desired conclusion
[Km : L] = (#µK/2)
max(0,t−1)
where t is the number of distinct primes dividing m. 
Theorem 4.11. If the Ne´ron–Severi rank of A is 4, then we have an upper bound
#
Br(X)
Br1(X)
≤ 8.80 · 10191C23 [k : Q]16(h(A) +
logC3
2
+ log[k : Q] + 25)12,
where C3 is the constant depending on h(A) and [k : Q] that appeared in Theorem 2.14.
Proof. By Corollary 2.16, there exists a finite extension k2 of k of degree at most C5 such
that there exists an elliptic curve E ′′ over k2 whose endomorphism ring is OK such that
there is an isogeny E ′′ × E ′′ → Ak2 of degree at most C4, where C4 and C5 are constants
depending on h(A) and [k : Q]. By Remark 4.2, we have
#
Br(X)
Br1(X)
≤ # Br(Xk2)
Br1(Xk2)
.
By Lemma 4.8, we have
#
Br(Xk2)
Br1(Xk2)
≤ C6−r¯4 #
Br(E ′′ ×E ′′)
Br1(E ′′ ×E ′′) = C
2
4#
Br(E ′′ ×E ′′)
Br1(E ′′ × E ′′) .
By Theorem 4.9, we have
C24#
(
Br(E ′′ ×E ′′)
Br1(E ′′ × E ′′)
)
≤ 12.54C24 [k2 : Q]4 = 12.54C22C45 [k : Q]4
and we obtain the desired inequality by the formulas of C4 and C5 in Corollary 2.16. 
4.2.2. Case (2) and Case (3). The main input for these cases is Theorems 2.14, 2.17 com-
bined with the following result of Skorobogatov and Zarhin.
Proposition 4.12 ([New16, Lem. 2.1] and [SZ12, Prop. 3.3]). There is an isomorphism
between abelian groups (
Br(E × E ′)
Br1(E ×E ′)
)
ℓ∞
∼= Br(E ×E
′)ℓ∞
Br1(E × E ′)ℓ∞
and there is an isomorphism between abelian groups
Br(E ×E ′)n
Br1(E × E ′)n
∼= HomΓ(En, E
′
n)
(Hom(E,E ′)⊗ Z/nZ)Γ .
Corollary 4.13. If either E 6= E ′5 or Endk¯ E = Z hold, then
#
Br(E × E ′)
Br1(E × E ′) ≤ C(h(E), h(E
′), [k : Q]) = (C2!)
4,
where C2 is the constant depending on h(E), h(E
′) and [k : Q] that appeared in Theorem
2.9.
5Remember: by assumption this means that E is not isogenous to E′.
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Proof. By Theorem 2.17, for any prime ℓ > C2 and any positive integer n, we have that
HomΓ(Eℓn , E
′
ℓn)/(Hom(E,E
′)ℓn)Γ is trivial. Moreover, for ℓ ≤ C2, let ℓm(ℓ) be the largest
ℓ-power no greater than C2. Theorem 2.17 implies that, for any positive integer m, the
group HomΓ(Eℓm , E
′
ℓm)/(Hom(E,E
′)ℓm)Γ is killed by ℓm(ℓ). Then by the second isomorphism
in Proposition 4.12, Br(E×E
′)n
Br1(E×E′)n is zero when n is any power of a prime ℓ > C2 and is killed by
ℓm(ℓ) when n is any power of a prime ℓ ≤ C2. Then the first isomorphism in Proposition 4.12
implies that
(
Br(E×E′)
Br1(E×E′)
)
ℓ∞
is zero when ℓ > C2 and is killed by ℓ
m(ℓ) when ℓ ≤ C2. Since
r¯ ≥ 2, by Theorem 4.4 we have
#
(
Br(E ×E ′)
Br1(E × E ′)
)
ℓ∞
≤ #Br(E ×E ′)ℓm(ℓ) ≤ ℓ4m(ℓ),
for all ℓ ≤ C2 and the order is 1 for ℓ > C2. Hence we obtain the desired inequality by taking
the product over all ℓ ≤ C2. 
Theorem 4.14. If, after some finite field extension, A is isogenous to E ×E ′, where either
E is not isogenous to E ′ or Endk¯ E = Z, then there is an effectively computable bound on
#
Br(X)
Br1(X)
depending only on h(A) and [k : Q].
Proof. We may assume that E = E ′ if E and E ′ are isogenous. Let k1 be the smallest
finite extension of k such that E and E ′ are defined. By Theorem 2.14, there is an isogeny
E × E ′ → Ak1 of degree at most C3 and hence by Remark 4.2 and Lemma 4.8, we have
#
Br(X)
Br1(X)
≤ # Br(Xk1)
Br1(Xk1)
≤ C43#
Br(E × E ′)
Br1(E × E ′) .
Then by Corollary 4.13, we have
#
Br(X)
Br1(X)
≤ C3(h(A), [k : Q])4(C2(h(E), h(E ′), [k1 : Q])!)4.
Finally, in order to bound the right-hand side in terms of h(A) and [k : Q], we use the
inequalities [k1 : Q] ≤ 4 · 188[k : Q] and max(h(E), h(E ′), 1) ≤ h(A) + 32 + 12 logC3. 
5. Computations on rank 1
In this section we discuss some computations in order to determine Br1(X)/Br0(X)
through H1(k,NS(X)) using Magma, where the geometric Ne´ron–Severi rank of X is 1.
Recall that the Ne´ron–Severi lattice of a Kummer surface is determined by the sixteen 2-
torsion points on the associated abelian surface and its Ne´ron–Severi lattice. A principally
polarized abelian surface is the Jacobian of a genus 2 curve C and its 2-torsion points cor-
respond to the classes pi − pj of differences of the six ramification points of C → P1.
First we need to fix some ordering. Let {p1, . . . , p6} be the ramification points of C. Then
on Jac(C)[2] = {0, pi − pj : i < j} the following additive rule holds
pi − pj = pk − pl + pn − pm
where {i, j} and {k, l,m, n} are two complementary subsets of {1, . . . , 6}.
Lemma 5.1. The set {p1− p2 =: v1, p1− p3 =: v2, p1− p4 =: v3, p1− p5 =: v4} forms a basis
of Jac(C)[2] ∼= F42.
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Proof. In order to write 0 as a linear combination of these elements (over F2), we need to
use an even number. Since any two of these are different, this may only be done using all
four of them. However, the sum of these four elements is p2−p3+ p4−p5 = p1−p6 6= 0. 
We order the 2-torsion elements in terms of pi − pj and in terms of vi in Table 5.1.
e1 = 0 e9 = p1 − p5 = v4
e2 = p1 − p2 = v1 e10 = p2 − p5 = v1 + v4
e3 = p1 − p3 = v2 e11 = p3 − p5 = v2 + v4
e4 = p2 − p3 = v1 + v2 e12 = p4 − p6 = v1 + v2 + v4
e5 = p1 − p4 = v3 e13 = p4 − p5 = v3 + v4
e6 = p2 − p4 = v1 + v3 e14 = p3 − p6 = v1 + v3 + v4
e7 = p3 − p4 = v2 + v3 e15 = p2 − p6 = v2 + v2 + v4
e8 = p5 − p6 = v1 + v2 + v3 e16 = p1 − p6 = v1 + v2 + v3 + v4
Table 5.1.
The Galois action is defined by a subgroup of S6, acting on the six ramification points pi
and hence on the set of ei. This action defines S6 as a subgroup of S16. We know that S6 is
generated by the two elements (1, 2) and (1, 2, 3, 4, 5, 6), so to determine the map S6 → S16
we need only specify the images of (1, 2) and (1, 2, 3, 4, 5, 6).
Lemma 5.2. Let ρ : S6 → S16 be the map that represents the action of S6 on the sixteen
2-torsion points ei. Then
ρ((1, 2)) = (3, 4)(5, 6)(9, 10)(15, 16)
and
ρ((1, 2, 3, 4, 5, 6)) = (2, 4, 7, 13, 8, 16)(3, 6, 11, 12, 9, 15)(5, 10, 14)
hold.
Proof. Direct computation on the elements in Table 5.1, e.g. ρ((1, 2)) maps e3 = p1 − p3 to
p2 − p3 = e4. 
Using the description from [LP80, Prop. 3.4 and 3.5] as explained in section 3.2.1, the
lattice K is generated by
⊕16
i=1 Zπ∗Ei together with lifts from polynomials in four variables
with values in 1
2
Z/Z of degree at most 1. These are generated as an abelian group by
x1, x2, x3, x4, 1, where the set of xi’s is dual to the set of vj’s in the sense xi(vj) = δij . We
identify the set of exceptional curves with the set of 2-torsion points in the natural way by
identifying Ei and ei for each i = 1, . . . , 16.
From a theoretical perspective, one could use the approach as lain out in section 3.2.1 in
order to calculate NS(X), but for the case rkNS(A) = 1, it turns out that there is an easier
approach which involves knowing the index of π∗NS(A)⊕K in NS(X).
Lemma 5.3. Let A be an abelian surface of Ne´ron–Severi rank ρ, write X = Kum(A) and
let K be the saturation of
⊕16
i=1 Zπ∗Ei inside NS(X). Then the index of π∗NS(A)⊕K inside
NS(X) is 2ρ.
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Proof. Write t = |DiscNS(A)|, then also t = |DiscT (A)| holds, where T (A) is the transcen-
dental lattice of A, since H2(A,Z) is unimodular. We have equality of ranks
rkT (X) = rkT (A) = 6− ρ,
and hence |DiscT (X)| = t · 26−ρ from which follows |DiscNS(X)| = t · 26−ρ since H2(X,Z)
is unimodular.
Let L = π∗NS(A). Then rkL = ρ and |DiscL| = 2ρt hold.
We use the chain of inclusions
L⊕K ⊂ NS(X) ⊂ NS(X)∨ ⊂ L∨ ⊕K∨
The index of L⊕K ⊂ L∨ ⊕K∨ is 2ρt · 26 (see section 3.2.1 for the discriminant of K) and
combining with the discriminants above, we find the statement of the lemma. 
From now on, assume ρ = 1, i.e. the geometric Ne´ron–Severi rank of X is 17. Let l be
the push-forward of the theta-divisor on A. Then l2 = 4 and by Lemma 5.3, the index of
Λ := 〈l〉 ⊕K in NS(X) is 2. It therefore suffices to find a single element D ∈ NS(X) such
that 2D is an element of Λ but D itself is not. Then Λ and D together span NS(X).
Lemma 5.4. Up to isomorphism there is only one index 2 even overlattice of Λ.
Proof. Even overlattices of index 2 correspond to isotropic subgroups of the discriminant
group D(Λ) = D(π∗NS(A)) ⊕ D(K) of order 2. Since K is saturated, a generating ele-
ment of such a subgroup projects to an element of D(π∗NS(A)) which has order exactly
2. Since D(π∗NS(A)) is isomorphic to 14Z/Z, there is only one such element, which has
square 1 mod 2. We therefore need to consider order 2 elements of square 1 mod 2 in D(K).
Since we remember the intersection form on D(K) from section 3.2.1, we easily see that
there are four such elements, with coordinates (1, 0, 0, 0, 0, 1), (0, 1, 0, 0, 1, 0), (0, 0, 1, 1, 0, 0)
and (1, 1, 1, 1, 1, 1). By calculating the centralizer of the intersection matrix of D(K) inside
GL6(F2), that is O(D(K)), it is easily found that each of these lie in the same orbit under
the action of O(D(K)). 
It is worthwhile to remark that the Galois action on the 2-torsion points of A induces an
action on D(K) and only one of the four elements in the previous proof is invariant under
the action of the full symmetric group S6, which in our chosen basis is (1, 1, 1, 1, 1, 1).
Lemma 5.5. The element D = 1
2
(π∗E1+π∗E8+π∗E12+π∗E14+π∗E15+π∗E16+ l) together
with Λ spans NS(X).
Proof. We already know that the coefficient of l is non-zero since K is saturated in NS(X),
and by adding a suitable element of 2Λ to D, we can write D = 1
2
l + 1
2
∑16
i=1 aiπ∗Ei, where
for each i we take ai ∈ {0, 12 , 1, 32}.
By intersecting D with any of the π∗Ei, we find ai ∈ {0, 1} since the intersection needs to
be integral. From D2 ∈ 2Z we deduce ∑16i=1 ai ≡ 2 mod 4. Furthermore, the projection of
D to D(K) needs to be one of the four elements from the proof of Lemma 5.4. In order to
ensure that the lattice we generate is a Galois module for any subgroup of S6, the element
D from the statement is chosen so that it projects to the unique S6-invariant one. 
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Now that we have computed NS(X), we can have Magma take Galois cohomology by
applying the action from Lemma 5.2 and we find
H1(k,NS(X)) = 1.
We can furthermore consider the case where the Galois group is not the full S6. The
Magma computations also yield the following:
Proposition 5.6. Up to conjugation there are only three subgroups H of S6 for which
H1(H,NS(X)) is non-trivial: one of order 4 (isomorphic to Z/2Z × Z/2Z), one of order
12 (isomorphic to A4) and one of order 60 (isomorphic to A5). In each of these cases we
find H1(H,NS(X)) ∼= Z/2Z.
6. An example
In this section we compute a concrete bound as stated in Theorem 2.1. Let us consider
the genus 2 curve defined over Q by:
C : y2 = x6 + x3 + x+ 1.
Let A denote the Jacobian of C. Thanks to the algorithm provided by Elsenhans and
Jahnel in [EJ12] we compute the Ne´ron–Severi rank of A and we obtain that its geometric
Ne´ron–Severi rank is 1. By Theorem 3.2 we know End(A) = Z.
Since x6+x3+x+1 = (x+1)(x2+1)(x3−x2+1), the splitting field F of x6+x3+x+1
is the composite field of Q(
√−1) and the splitting field F1 of x3− x2+ 1. The Galois group
Gal(F/Q) has 12 elements and two normal subgroups: Z/2Z and S3. By Proposition 5.6,
the only exceptional subgroup with 12 elements is A4. Since the only nontrivial normal
subgroup of A4 has 4 elements, Gal(F/Q) cannot be one of the exceptional subgroups of S6.
Therefore the algebraic Brauer group is trivial.
To compute the bound of Theorem 2.1 we need to compute the Faltings height of the
abelian surface A. By [Paz14, Thm. 2.4] and noticing that we use the same bound for all
places of Q(A[12]) above a given rational place, we have
h(A) ≤ − log(2π2)+ 1
10
log
(
2−12Disc6
(
4(x6 + x3 + x+ 1)
))− log (2−1/5|J10|1/10 det(ℑτ)1/2) ,
with 2−12Disc6 (4(x6 + x3 + x+ 1)) = 212 · 25 · 23, |J10| = 0.001921635 and
τ =
(−1.49097 + 1.64505i −0.50000 + 0.98058i
−0.50000 + 0.98058i −1.50903 + 1.64505i
)
.
Hence h(A) ≤ −0.79581. In our situation we have k = Q and h(A) ≤ −0.79581, so we can
bound M by plugging these into
M ≤ 24664c161 c2(k)256
(
2h(A) + 8
17
log[k : Q] + 8 log c1 + 128 log c2(k) + 1503
)512
with c1 = 4
11 · 912 and c2(k) = 7.5 · 1047[k : Q].
Using Magma we get
M ≤ C = 8.7× 1016100.
Let X = Kum(A). Following the proofs in Subsection 4.1, we have
Br(X)Γ < 4
∏
ℓ<C
C50 < 4C50C < 4 · 107.5·1016106 .
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Hence we conclude that
|Br(X)/Br0(X)| < 4 · 107.5·1016106 .
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