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Note on algebro-geometric solutions to triangular Schlesinger systems
Vladimir Dragovic´1 and Vasilisa Shramchenko2
Abstract
We construct algebro-geometric upper triangular solutions of rank two Schlesinger systems.
Using these solutions we derive two families of solutions to the sixth Painleve´ equation with param-
eters (1/8,−1/8, 1/8, 3/8) expressed in simple forms using periods of differentials on elliptic curves.
Similarly for every integer n different from 0 and −1 we obtain one family of solutions to the sixth
Painleve´ equation with parameters (9n
2
+12n+4
8
,−n
2
8
, n
2
8
, 4−n
2
8
).
MSC primary 34M55, 34M56; secondary 14H70.
1 Introduction. Schlesinger system
Consider the Fuchsian matrix linear system for a 2× 2 matrix function Φ(u) defined on the Riemann
sphere
dΦ
du
= A(u)Φ, u ∈ CP 1
where the matrix A ∈ sl(2,C) has 2g + 2 simple poles at the branch points of a hyperelliptic curve
given by the equation v2 = (u−u1) · · · (u−u2g+1), that is at u1, u2, . . . , u2g+1 ∈ CP
1 and at the point
at infinity:
A(u) =
2g+1∑
j=1
A(j)
u− uj
. (1)
The equation of isomonodromic deformation of the linear system form the Schlesinger system of partial
differential equations for the residue-matrices A(j) ∈ sl(2,C) with respect to positions ui of poles of
A as independent variables:
∂A(j)
∂uk
=
[A(k), A(j)]
uk − uj
;
∂A(k)
∂uk
= −
∑
j 6=k
[A(k), A(j)]
uk − uj
, (2)
where A(∞) := −A(1) − · · · −A(2g+1) = const.
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In the simplest nontrivial case g = 1, the associated curve is elliptic and is usually given in the
Legendre form v2 = u(u− 1)(u − x). The Schlesinger system then reads
dA(1)
dx
=
[A(3), A(1)]
x
;
dA(2)
dx
=
[A(3), A(2)]
x− 1
; A(∞) := −A(1) −A(2) −A(3) = const. (3)
This Schlesinger system is well known to be closely related to (“equivalent to”, see [9], [10]) the
Painleve´ VI equation. The Painleve´ VI equation is the second order ordinary differential equation
d2y
dx2
=
1
2
(
1
y
+
1
y − 1
+
1
y − x
)(
dy
dx
)2
−
(
1
x
+
1
x− 1
+
1
y − x
)
dy
dx
(4)
+
y(y − 1)(y − x)
x2(x− 1)2
(
αˆ+ βˆ
x
y2
+ γˆ
x− 1
(y − 1)2
+ δˆ
x(x− 1)
(y − x)2
)
with parameters αˆ, βˆ, γˆ, δˆ ∈ C.
Using the freedom of global conjugation of the residue matrices by a constant invertible matrix,
one may assume A(∞) to be diagonal. Then the entry A12(u) of the matrix A(u) is of the form
A12(u) = κ
(u− y)
u(u− 1)(u− x)
where κ is a function of x. The position of the only zero of A12(u) as a function of the position x of
the pole is the function y(x) which satisfies the Painleve´ VI equation (4) with parameters
αˆ =
(2α∞ − 1)
2
2
, βˆ = −2α21, γˆ = 2α
2
2, δˆ =
1
2
− 2α23. (5)
Here, αi and −αi are the eigenvalues of the residue-matrix A
(i); these quantities are integrals of motion
of system (3).
Although the above Schlesinger system for g = 1 implies that the corresponding function y(x)
solves an appropriate Painleve´ VI equation, the correspondence between the Schlesinger system and
the Painleve´ equation is not one to one. This is because the relation (5) is nonlinear. Moreover, the
Schlesinger system admits a simple, but nontrivial reduction to a triangular case, see [6] and [7].
The main purpose of this note is to construct algebro-geometric upper triangular solutions of
the above Schlesinger systems. There are two well known approaches to algebro-geometric solutions
to the Schlesinger systems, both proposed almost twenty years ago in [3] and [12]. Recently, the
authors of this note presented yet another approach, see [4, 5]. However, in each of the three papers,
the triangular reduction was left out of the scope. On the other hand, in each of the three papers,
constructed solutions to the Schlesinger systems had eigenvalues αi = ±
1
4 . In these papers in the basic
g = 1 case the main role was attributed to the Painleve´ VI equation (4) with the parameters
αˆ =
1
8
, βˆ = −
1
8
, γˆ =
1
8
, δˆ =
3
8
. (6)
In the present note, we consider upper triangular Schlesinger systems, for all of which the eigenvalues
of the residue matrices A(i) are ±n/4 with nonzero integer n. In the case g = 1 and n = ±1, two
of our Schlesinger systems give rise to the Painleve´ VI equation (4) with the parameters (6). Thus,
we find two families of solutions of PVI(1/8,−1/8, 1/8, 3/8) in new algebro-geometric forms. These
families are included in the general solution, see [8, 12, 17] and Section 5. In the case g = 1 and n
2
different from 0 and −1, the Schlesinger systems considered correspond to the Painleve´ VI equation
with the parameters (
9n2 + 12n + 4
8
,−
n2
8
,
n2
8
,
4− n2
8
)
. (7)
Note that upper triangular Schlesinger systems were also studied in [6, 7, 16]. In [11, 14] solutions
similar to ours were obtained in a different context and for a different system of equations, see Section 2.
2 Upper triangular solutions of rank two Schlesinger system and
Euler-Poisson-Darboux equations
We are looking for solutions to the Schlesinger system in the form:
A(i) =
(
αi ai
0 −αi
)
, i = 1, . . . , 2g + 1
where αi are constants, ai are functions of u1, . . . , u2g+1 and
A(∞) =
(
α∞ 0
0 −α∞
)
.
The Schlesinger system becomes a system of equations for the functions ai:
∂ai
∂uj
=
2(αjai − αiaj)
uj − ui
for i 6= j, and
2g+1∑
i=1
ai = 0. (8)
Note that the system of PDEs in (8) is potential, that is there exists a function f = f(u1, . . . , u2g+1)
such that ai = ∂uif . Therefore this system (without the condition
∑2g+1
i=1 ai = 0) is the Euler-Poisson-
Darboux system
∂2f
∂uj∂ui
=
1
ui − uj
(
βj
∂f
∂ui
− βi
∂f
∂uj
)
for i 6= j, (9)
where we denote βi = −2αi. For more on the Euler-Poisson-Darboux system see for example [13, 15]
The Euler-Poisson-Darboux equations are also linked to confocal coordinates in Rn, see for example
[1].
A similar system to (8) appeared in [11, 14] in a different context. In [11] the system was called
the hypergeometric equation. The form of that equation is similar to (8) but the second condition∑2g+1
i=1 ai = 0 is different.
In this section we consider three particular choices of sets of eigenvalues {αi} and construct families
of solutions in these cases in terms of periods of meromorphic differentials on associated elliptic curves.
In the case of curves of genus one, the eigenvalues considered in Case 1 with n = −1 and Case 2
correspond to the Painleve´ VI equation with parameters (1/8,−1/8, 1/8, 3/8). The eigenvalues of
Case 1 with arbitrary integer n 6= 0 correspond to the Painleve´ VI equation with parameters (7).
2.1 Case 1
Let us put αi = n/4 with n ∈ Z \ {0}. Then we obtain α∞ = −n(2g + 1)/4 and (8) becomes
∂ai
∂uj
=
n
2
ai − aj
(uj − ui)
for i 6= j, and
2g+1∑
i=1
ai = 0. (10)
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The Schlesinger system (2) is naturally associated with a family of hyperelliptic curves defined by
the equation
v2 = (u− u1) · · · (u− u2g+1), (11)
where the varying branch points u1, . . . , u2g+1 are given by the positions of the poles in (1).
Consider the differential
φ = vndu .
This is a meromorphic differential on the curve (11) (the differential is holomorphic if n = −1). Its
period
∮
γ φ over a closed cycle γ is a function of the branch points of the curve. We build a solution
to the Schlesinger system in terms of derivatives of this period:
∂
∮
γ φ
∂ui
= −
n
2
∮
γ
vndu
(u− ui)
.
Theorem 1 The functions
ai =
∮
γ
vndu
(u− ui)
with n ∈ Z \ {0} satisfy system (10).
Proof. Let us compute the derivative of ai with respect to uj for j 6= i :
∂ai
∂uj
=
−n
2
∮
γ
vndu
(u− ui)(u− uj)
=
−n
2
1
ui − uj
∮
γ
vndu
(
1
u− ui
−
1
u− uj
)
=
−n
2
1
ui − uj
(ai − aj).
Proof of the second relation in (10) is also a straightforward computation starting from the definition
of ai given in the theorem:
2g+1∑
i=1
ai =
∮
γ
2g+1∑
i=1
vndu
(u− ui)
=
2
n
∮
γ
d (vn)
which is zero as an integral of an exact differential over a closed cycle. ✷
Since the first homology of our hyperelliptic curve (11) is spanned by 2g cycles {γk}
2g
k=1, we have
found a 2g−parameter family of solutions to the Schlesinger system.
Corollary 1 For arbitrary parameters c1, . . . , c2g the following triangular matrices solve (2)
A(i) =
(
n/4 ai
0 −n/4
)
, i = 1, . . . , 2g + 1
where n ∈ Z \ {0} and
ai =
2g∑
k=1
ck
∮
γk
vndu
(u− ui)
.
Remark 1 The corresponding solution of the Euler-Poisson-Darboux equation (9) with βi = −2αi =
−n/2 is given by
f = −
2
n
∮
γ
vndu , (12)
where γ =
∑2g
k=1 ckγk and n ∈ Z \ {0}.
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Remark 2 We note that the integrands vn in (12) solve the Euler-Poisson-Darboux equation (9) with
βi = −n/2. This solution with n = 1, namely
f =
2g+1∏
i=1
(u− ui)
1/2,
is a so-called separable solution of the Euler-Poisson-Darboux equation. Such solutions are directly
related to the Jacobi coordinates associated with confocal quadrics in R2g+1, see [1].
2.2 Case 2
Consider the family (11) of hyperelliptic curves with the first branch point fixed at zero: u1 = 0. This
can always be achieved by a conformal transformation in the u-sphere. In other words, we consider
the curves of the form
v2 = u
2g+1∏
i=2
(u− ui). (13)
The associated triangular reduction of the Schlesinger system has the form (8) where the equations
involving derivative with respect to u1 are missing.
Theorem 2 Let {γk}
2g
k=1 be a basis in homology of the hyperelliptic curve (13) and let γ =
∑2g
k=1 ckγk.
The following functions
a1 = −
∮
γ
du
v
, ai =
∮
γ
du
v
+ ui
∮
γ
du
(u− ui)v
for 2 ≤ i ≤ 2g + 1
satisfy the Schlesinger system (8) assuming that u1 = 0 and with the eigenvalues of the residue matrices
given by
α1 = 1/4, αi = −1/4 for 2 ≤ i ≤ 2g + 1 and α∞ = (2g − 1)/4.
Proof. The Schlesinger system with given eigenvalues reduces to the following equations for the
functions ai
∂a1
∂uj
= −
a1 + aj
2uj
,
∂ai
∂uj
=
aj − ai
2(uj − ui)
for i 6= j, 2 ≤ i, j ≤ 2g + 1 and
2g+1∑
i=1
ai = 0. (14)
The two differential equations are verified by a straightforward computation similarly to Theorem 1.
To obtain the sum of ai consider the following integral of an exact form (here we use u1 as indeterminate
which will later be set equal to zero):
0 =
∮
γ
d
(u
v
)
=
∮
γ
du
v
−
1
2
∮
γ
2g+1∑
i=1
u
u− ui
du
v
=
∮
γ
du
v
−
1
2
∮
γ
2g+1∑
i=1
(
1 +
ui
u− ui
)
du
v
.
This implies the relation
(2g − 1)
∮
γ
du
v
+
2g+1∑
i=1
ui
∮
γ
du
(u− ui)v
= 0. (15)
Putting u1 = 0 we obtain the desired
∑2g+1
i=1 ai = 0. ✷
The result of this subsection is summarized in the following corollary.
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Corollary 2 Let {γk}
2g
k=1 be a basis in homology of the hyperelliptic curve (13) and γ =
∑2g
k=1 ckγk
with arbitrary parameters c1, . . . , c2g be a closed cycle. The following triangular matrices solve (2)
A(1) =
(
1/4 a1
0 −1/4
)
, A(i) =
(
−1/4 ai
0 1/4
)
, i = 2, . . . , 2g + 1
with
a1 = −
∮
γ
du
v
, ai =
∮
γ
du
v
+ ui
∮
γ
du
(u− ui)v
, i = 2, . . . , 2g + 1.
Remark 3 The corresponding solution of the Euler-Poisson-Darboux equation (9) with βi = −2αi is
given by
f = 2
∮
γ
udu
v
,
where γ =
∑2g
k=1 ckγk.
3 Tau-function
The isomonodromic tau-function of the Schlesinger system is defined by
∂lnτ
∂uj
=
1
2
res
u=uj
trA2(u)du
where the matrix A(u) is given by (1).
In the case of Schlesinger system from Section 2.1, for the matrices Ai from Corollary 1, this
definition becomes
∂lnτ
∂uj
=
n2
8
2g+1∑
i=1,i 6=j
1
uj − ui
.
Therefore, the tau-function in this case, up to an arbitrary factor, is the following rational power of
the Vandermonde determinant (recall that n ∈ Z \ {0}):
τ =

 2g+1∏
i,k=1,k<i
(ui − uk)


n2
8
.
In the case of Schlesinger system from Section 2.2, the definition of the tau-function gives
∂lnτ
∂uj
= −
1
8uj
+
1
8
2g+1∑
i=2,i 6=j
1
uj − ui
, j ≥ 2
and the tau-function, up to an arbitrary factor, is given by
τ =


2g+1∏
i,k=2,k<i
(ui − uk)∏2g+1
k=2 uk


1
8
.
In particular we see that in both cases the tau-functions do not vanish if all branch points of the
curve are distinct and thus the Malgrange divisor is empty.
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4 Examples in genus one: Painleve´-VI
In the elliptic case one usually applies a conformal transformation in the u-sphere to map two branch
points to 0 and 1 and to keep the branch point at infinity. Thus we have u1 = 0, u2 = 1 and u3 = x.
The case of the elliptic family v2 = u(u−1)(u−x), with only one variable branch point, is included in
both cases of the upper triangular Schlesinger system considered above. As is known, see for example
[6], in the case of this family, the Schlesinger system corresponds to the Painleve´ VI equation with
the parameters computed from the eigenvalues α1, α2, α3, α∞ of the matrices solving the Schlesinger
system as in (5).
Two of the Schlesinger systems we consider correspond to the Painleve´-VI equation with parameters
(18 ,−
1
8 ,
1
8 ,
3
8 ). These are the systems with eigenvalues α1 = α2 = α3 = −1/4, α∞ = 3/4 (Section 2.1,
n = −1) and α1 = 1/4, α2 = α3 = −1/4, α∞ = 1/4 (Section 2.2). For the system of Section 2.1
with n different from 0 and −1, that is α1 = α2 = α3 = n/4 and α∞ = −3n/4, we obtain the the
Painleve´-VI equation with parameters (7).
4.1 Case 1
In the case of the elliptic curve v2 = u(u − 1)(u − x), our solution to the Schlesinger system with
eigenvalues α1 = α2 = α3 = −1/4, α∞ = 3/4 from Section 2.1 (n = −1) reads
a1(x) =
∮
γ
du
uv
, a2(x) =
∮
γ
du
(u− 1)v
, a3(x) =
∮
γ
du
(u− x)v
with γ = c1A+ c2B where A and B are two generators of the homology group of the torus.
The only zero of A12(u), the top right entry of the matrix (1) gives a solution of the associated
Painleve´ equation. Using this fact we can write the solution in terms of periods on elliptic curves:
A12(u) =
(u− 1)(u − x)
∮
γ
du
uv + u(u− x)
∮
γ
du
(u−1)v + u(u− 1)
∮
γ
du
(u−x)v
u(u− 1)(u− x)
.
Using the relation a1(u) + a2(u) + a3(u) = 0, we see that the numerator is linear in u:
A12(u) =
x
∮
γ
du
uv +
(
x
∮
γ
du
(u−x)v +
∮
γ
du
(u−1)v
)
u
u(u− 1)(u− x)
.
Thus, we obtain a family of solutions of PVI(18 ,−
1
8 ,
1
8 ,
3
8) in the form:
y(x) = −
x
∮
γ
du
uv
x
∮
γ
du
(u−x)v +
∮
γ
du
(u−1)v
where as before γ = c1A + c2B. Note that this family of solutions is parametrized by one constant
c1/c2.
This solution can be easily differentiated using equations (10) of the Schlesinger system. These
equations in our example become
da1
dx
=
1
2
a3 − a1
x
,
da2
dx
=
1
2
a3 − a2
x− 1
, and a1 + a2 + a3 = 0.
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Using them we can rewrite the solution, for example, as follows:
y(x) =
x
∮
γ
du
uv
x
∮
γ
du
uv + (x− 1)
∮
γ
du
(u−1)v
=
xa1
xa1 + (x− 1)a2
and find its first two derivatives:
y′(x) =
xa21 − (x− 1)a
2
2
2(xa1 + (x− 1)a2)2
and y′′(x) =
−a1a2a3
2(xa1 + (x− 1)a2)3
.
With these expressions, the validity of Painleve´-VI with parameters (18 ,−
1
8 ,
1
8 ,
3
8 ) is verified by a
short straightforward calculation. Moreover, the expression for y′ can be used to compute Okamoto
transformations of this solution and thus to express solutions to other Painleve´ VI equations in terms
of elliptic periods.
Remark 4 Analogously, for the Schlesinger system from Section 2.1 with integer n /∈ {0,−1} associ-
ated with the curve v2 = u(u− 1)(u− x), we obtain a family of solutions of the Painleve´-VI equation
with parameters (9n
2+12n+4
8 ,−
n2
8 ,
n2
8 ,
4−n2
8 ):
y(x) = −
x
∮
γ
vndu
u
x
∮
γ
vndu
u−x +
∮
γ
vndu
u−1
=
x
∮
γ
vndu
u
x
∮
γ
vndu
u + (x− 1)
∮
γ
vndu
u−1
indexed by the value of c1/c2 such that γ = c1A+ c2B. We also obtain analogously
y′(x) =
n(x− 1)a22 − nxa
2
1 − 2(n + 1)a1a2
2(xa1 + (x− 1)a2)2
with
a1(x) =
∮
γ
vndu
u
, a2(x) =
∮
γ
vndu
u− 1
, a3(x) =
∮
γ
vndu
u− x
.
4.2 Case 2: the Picard-Fuchs equation
For the same elliptic curve v2 = u(u−1)(u−x), the solution to the Schlesinger system with eigenvalues
α1 = 1/4, α2 = α3 = −1/4, α∞ = 1/4 from Section 2.2 reads
a1(x) = −
∮
γ
du
v
, a2(x) =
∮
γ
du
v
+
∮
γ
du
(u− 1)v
, a3(x) =
∮
γ
du
v
+ x
∮
γ
du
(u− x)v
with γ = c1A+ c2B where A and B are two generators of the homology group of the torus.
Using relation (15) which in genus one becomes∮
γ
du
v
+
∮
γ
du
(u− 1)v
+ x
∮
γ
du
(u− x)v
= 0,
we can rewrite this solution in a slightly simpler form
a1(x) = −
∮
γ
du
v
, a2(x) = −x
∮
γ
du
(u− x)v
, a3(x) = −
∮
γ
du
(u− 1)v
. (16)
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Again, a family of solutions of the associated Painleve´ equation is obtained as the only zero of
A12(u) in the same way as in Section 4.1:
y(x) = −
xa1
xa3 + a2
= −
∮
γ
du
v∮
γ
du
(u−1)v +
∮
γ
du
(u−x)v
.
Note again that the contour of integration is a linear combination of the generators A, B of the
homology group of the torus γ = c1A + c2B and thus we again obtain a family of solutions to
PVI(18 ,−
1
8 ,
1
8 ,
3
8) parametrized by c1/c2.
Derivatives of this solution can again be easily computed using the equation of the Schlesinger
system which, in this case, are:
da1
dx
=
a2
2x
,
da2
dx
=
a3 − a2
2(x− 1)
, a1 + a2 + a3 = 0.
In particular, with ai given by (16), we have
y′(x) =
xa21 + (x− 1)a
2
2 + 2(x− 1)a1a2
2(xa1 + (x− 1)a2)2
and y′′(x) =
a3
2
x + xa
3
3 − 2a1a2a3
2(xa1 + (x− 1)a2)3
.
We note that our solution to the Schlesinger system from Section 2.2 in the genus one case coincides
with the known solution, see [6], p. 148. We quote here the derivation from [6] for completeness.
In [6], the general triangular reduction of the Schlesinger system corresponding to the elliptic curve
v2 = u(u− 1)(u− x) is considered. Namely, solutions to the system are represented in the form
A(1) =
(
α p
0 −α
)
, A(2) =
(
β q
0 −β
)
, A(3) =
(
γ −p− q
0 −γ
)
, A(∞) =
(
−δ 0
0 δ
)
.
with δ = α + β + γ. Then the Schlesinger system reduces to the following differential equations for
the functions p(x) and q(x): 

px =
2
x (γp+ α(p + q))
qx =
2
x−1 (γq + β(p+ q))
. (17)
This system implies a second order ODE for p(x):
x(x− 1)pxx + px[2γ + 2α − 1− (4γ + 2α− 1)x] + 4p(γ
2 + γ(α + β)) = 0.
This is nothing but the hypergeometric equation
x(1− x)pxx + px[c− (a+ b+ 1)x]− abp = 0 (18)
with
a = −2(α+ β + γ) = 2δ, b = −2γ, c = 1− 2(α + γ).
Now note that with the same choice as in Section 2.2,
α =
1
4
, β = −
1
4
, γ = −
1
4
, δ =
1
4
, (19)
9
we obtain for p(x) the hypergeometric equation of the form x(x− 1)pxx + (2x − 1)px +
1
4p = 0. It is
known (see for example [2], formula (2.25), p. 61) that this equation is the Picard-Fuchs equation of
the corresponding family of elliptic curves and its solutions are linear combinations of periods of the
differential du/v on the curves. Thus the corresponding Schlesinger system has solutions of the form
p(x) = c1
∮
A
du
v
+ c2
∮
B
du
v
,
q(x) = xc1
∮
A
du
(u− x)v
+ xc2
∮
B
du
(u− x)v
, (20)
where q is expressed in terms of p and px using the first equation of system (17). In the case of
parameters (19), this relation is simply q = 2xpx. Note that this solution coincides with (16), namely
p(x) = a1(x), q(x) = a2(x) and −p(x)− q(x) = a3(x).
Remark 5 Analogously to the Picard-Fuchs equation for p(x), one obtains that the function q(x) also
satisfies a hypergeometric equation as a consequence of system (17):
x(x− 1)qxx + qx[2(γ + α)− (4γ + 2α+ 2β − 1)x] + 4q(γ
2 + γ(α+ β)) = 0.
The correspondence of parameters with the standard form of the hypergeometric equation (18) is:
a = 2δ, b = −2γ, c = −2(α+γ). This means that the function q(x) given by (20) satisfies the following
hypergeometric equation:
x(x− 1)qxx + 2xqx +
1
4
q = 0
and thus this is one more hypergeometric equation whose solutions are given by periods of Abelian
differentials on elliptic curves.
5 Known forms of general solution to the Painleve´ VI
(
1
8 ,−
1
8,
1
8,
3
8
)
For completeness and the convenience of the reader we list known forms of the general solution to the
Painleve´ equation considered here. For the same family of elliptic curves as above, v2 = u(u−1)(u−x),
define µ to be the period of the curve such that x = θ44(0)/θ
4
4(0). Here θp,q(z) = θp,q(z|µ) and the
well known choices of characteristics give the Jacobi thetas θ1 = −θ1/2,1/2, θ2 = θ1/2,0, θ3 = θ0,0 and
θ4 = θ0,1/2.
• In 1987, in [17] Okamoto obtained the general solution of Painleve´ VI with parameters (6) by
one of his transformations from the following solution of Painleve´ VI
(
0, 0, 0, 12
)
y0(x) = ℘(2c1w1(x) + 2c2w2(x))
known as the Picard solution. Here ℘ is the Weierstrass function appropriately rescaled such
that u = ℘(z) and v = ℘′(z) satisfy the equation of the curve, and 2w1 =
∮
A
du
v , 2w2 =
∮
B
du
v so
that the period of the torus is µ = w2/w1.
Given the Picard solution y0(x), the general solution y(x) of the Painleve´ VI
(
1
8 ,−
1
8 ,
1
8 ,
3
8
)
is
obtained by the following Okamoto transformation
y(x) = y0 +
y0(y0 − 1)(y0 − x)
x(x− 1)y′0 − y0(y0 − 1)
. (21)
Note that this transformation is written in [17] in Example 2.1 with a misprint. This is explained
and corrected in [4].
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• In 1995, in [8] Hitchin obtained the following solution:
y(x) =
θ′′′1 (0)
3pi2θ44(0)θ
′
1(0)
+
1
3
(
1 +
θ43(0)
θ44(0)
)
+
θ′′′1 (ν)θ1(ν)− 2θ
′′
1(ν)θ
′
1(ν) + 4piic1
(
θ′′1(ν)θ(ν)− (θ
′
1)
2(ν)
)
2pi2θ44(0)θ1(ν) (θ
′
1(ν) + 2piic1θ1(ν))
where ν = c1µ+ c2.
• In 1998, in [12] Kitaev and Korotkin obtained the tau-function of a Schlesinger system corre-
sponding to the Painleve´ equation in question
τ(x) =
θp,q(0)
8
√
x(x− 1)
(∫ 1
0
du
v
)− 1
2
and expressed the solution to the Painleve´
(
1
8 ,−
1
8 ,
1
8 ,
3
8
)
depending on two parameters p,q in
terms of this tau-function as follows:
y(x) = x− x(x− 1)

D
(
d
dxD(τ)
d
dxD(
8
√
x(x− 1)τ)
)
+
x(x− 1)
D2
(
8
√
x(x− 1)τ
)


−1
where D is an operator defined by D(·) = x(x− 1) ddx ln(·).
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