Abstract-This paper describes a new design methodology for reconfigurable printed circuits with limited size, using an improved hybrid particle swarm optimization (HPSO) algorithm, reducing the search space by the definition of negative zones (NZ), regions where the swarm of particles should not travel. The proposed design methodology (HPSO-NZ) is used in the development of reconfigurable frequency selective surfaces (RFSSs), restricted to a limited overall size, resulting in entirely new frequency selective surface (FSS) geometries. Two FSS prototypes are designed, fabricated, and measured for comparison purpose. A good agreement is observed between simulation and measurements results, confirming the efficiency and accuracy of the HPSO-NZ algorithm. Also, the performance of the HPSO-NZ algorithm is compared to the ones of genetic algorithm (GA) and particle swarm optimization (PSO) algorithm, showing good consistency results.
Although the integration between the optimization and electromagnetic analysis algorithms provides a wide design possibility, the computational cost becomes high due to the need for a large number of simulations. Therefore, a new concept is presented within the HPSO implementation that aims to enhance the accuracy of the algorithm, thus reducing the number of iterations needed to achieve convergence, resulting in the development of the HPSO-NZ algorithm which is used to synthesize new active reconfigurable FSSs.
The proposed optimization technique is used to design active reconfigurable FSSs with limited size patch elements printed on single dielectric layers, for operation in the S and C bands, of easy manufacture and integration to other microwave circuits. This technique can be used to synthesize other planar circuits, including antennas, filters, directional couplers and matching circuits.
Section II describes the implementation of the algorithm and the use of classic functional testbeds to verify the algorithm performance. To illustrate the application of the HPSO-NZ algorithm, two RFSSs are designed, fabricated, and measured, as presented in Section III. Conclusions are summarized in Section IV.
II. HPSO AND HPSO-NZ ALGORITHMS: IMPLEMENTATION AND VALIDATION
The PSO algorithm is a global optimizer developed with the main objective of simulating the behavior of a flock of birds in search of food in an open field [9] . The birds (particles) would have a personal and social awareness of the best points visited in that field. These birds (particles) would remember the bestseen position from their personal history, and they would know the best-seen position of the entire flock.
With this memory, each bird (particle) is driven toward its best-seen position (pbest) and the flock's global best-seen position (gbest) [9] .
Using PSO for hybrid optimization problems with both real and binary parameters is suitable and interesting because the operations related to each problem dimension do not depend on information about other dimensions. This independence allows for different dimensions of the same problem to be represented by real or binary values and subjected to the same PSO update scheme.
A.
HPSO Implementation
The PSO shares many similarities with evolutionary techniques such as genetic algorithms (GAs). The system is initialized with a population of random solutions and searches for the optimal solution by successive update iterations. However, unlike GA, PSO has no evolutionary operators such as crossover and mutation.
The PSO is based on the principle that each solution can be represented as a particle within a swarm.
Each particle has a vector position and velocity, and each coordinate represents a value of a parameter to be optimized. Then for an N-dimensional optimization, each particle will have a position in an Ndimensional space that represents a possible solution to the problem. The underlying implementation of the PSO algorithm is described in a reduced form in Table I since the flowchart of classical PSO can be found in [10] - [12] . The emphasis here is on the several critical steps that requires special attention when dealing with real and binary parts in different manners. 6.0
x-update Assume each particle in a swarm is represented by an (M + N)-dimensional vector
by cascading M real variables {RM} ( = 1,2, ⋯ , ) and N binary variables {BN}( = 1,2, ⋯ , ).
At each iteration, the real part and binary part share the same personal best, the global best and the velocity updating (v-update) equation. The uniqueness of HPSO lies in the position updating (x-update) [13] , [14] . In particular, the position of the real part is updated by the vector summation formulated in Table I , and the binary part needs to be updated via the sigmoid transformation ( , ) as applied in regular binary particle swarm optimization (BPSO) [13] . Other suggested optimization such as the inertia weight and the maximum velocity are also provided by Table I . It is worthwhile mentioning that the boundary condition is only applied to the real part, since the x-update in HPSO intrinsically defines no out-of-boundary solutions in a binary space [14] .
B.
HPSO with Negative Zones
As defined in the updating basic equations of PSO, the information used to update the speed and position of each particle refer to the position of the best particle of the swarm (gbest) and the best position previously obtained by the particle (pbest). Despite creating a strong tendency toward the best search space positions, there is no mechanism to prevent the particles from going through paths that have already been traced by other particles causing computational resource waste. To avoid such behavior, in this work, the concept of negative zones is proposed.
Negative zones (NZ) are regions within the search space where the swarm of particles should not travel. Negative zones, in the context of the search space, would act as the inverse of the global best, but with the significant difference that while the gbest can change at each iteration, the negative zones are saved in a list that increases with each iteration. As the negative zones increase, the swarm's search space becomes increasingly smaller, allowing particles to travel only in the most promising directions. The algorithm determines a new negative zone from the particle with the worst ranking at each iteration. The negative zone radius is calculated using the boundaries of the search space.
If any particle falls into any of these areas their speed and position are recalculated as follows:
Where η 3 is a random value between 0 and 1.
In this way, the particle is repelled by the negative zone and gains speed in a new direction proportional to its previous speed. Figure 1 illustrates the effect of negative zones in the way that each particle travels in search of the desired solution. The HPSO-NZ algorithm can be validated by optimizing the Rastrigin function as proposed in [13] .
The Rastrigin function is a non-convex function used as a performance test problem for optimization algorithms. It is a typical example of a non-linear multimodal function. Finding the minimum of this function is a somewhat difficult problem due to its large search space and its large number of local minima [14] . The Rastrigin function is defined by [13] :
In Fig. 2 , it is shown an example of Rastrigin function with N = 2, and their overall minimum located at a1 = a2 = 0. 
where BN are the binary variables. Table I shows information on the parameters used in the optimization algorithms.
A swarm of 10 individuals is used on the function optimization for 200 iterations. Due to the stochastic nature of the algorithms, the same test is repeated for 200 independent trials.
The standard HPSO algorithm was used to solve the same problem to compare to previous results.
According to [14] a final value lower than 0.5 is considered as an optimal result for the optimization process.
The histogram of Table II shows a comparison of the HPSO-NZ algorithm with four different algorithms implemented in [14] to solve the same problem.
For a more in-depth validation of our proposal, the HPSO algorithm presented in [14] was also implemented, and it is possible through Table II to verify the reproducibility of the results presented by the authors.
These numerical results indicate that the HPSO-NZ algorithm is more efficient in solving hybrid optimization problems (real/binary) by offering a higher chance of convergence with a smaller number of iterations and particles. Furthermore, other aspects of the proposed HPSO-NZ algorithm can pass through other validation processes [15] in order to test other search spaces and to better understand the influence of the hyperparameters on the convergence of the algorithm.
III. RECONFIGURABLE FSS PERIODIC STRUCTURES
A reconfigurable FSS is a structure that can allow or block wave propagation simply by activating or deactivating primary switchers such as diodes.
The basic unit cell of an active FSS structure used in this work is shown in Fig. 4 . The diodes are inserted between the parallel discontinuous strips. This unit cell is reproduced in the x-y plane. An electromagnetic wave illuminates the unit cells with an electric field polarized parallel to the strips. It is well-known that an array of parallel continuous wires will act as a high-pass filter which is mainly due to the inductive behavior of the wires [1] . On the other hand, a similar passive array of discontinuous wires shows band rejection filter behavior due to the capacitive effect between the discontinuous elements conjugated in series to the previously considered inductive effect [1] , [2] . 
HPSO-NZ (this work) 169 HPSO (this work)
136 HPSO [14] 137 Binary PSO [14] 80 Binary GA [14] 12 Round-Off Real PSO [14] 6 In order to achieve different frequency responses, it is necessary to change the cell unit shown in Fig.   4 . In the optimization process, the active FSS analysis and synthesis is performed without using (at the beginning) any basic patch element geometry.
The hybrid optimization approach was chosen because it allows the cell dimensions (Wx and Wy) to be encoded as integer values and the patch geometry as a binary string. Without the constraint of specific geometry, the algorithm can obtain an entirely new patch configuration for the problem. A.
Optimized Reconfigurable Frequency Selective Surfaces
Using the HPSO-NZ algorithm with the constraints summarized in Table III , the algorithm started with the goal of creating a new geometric configuration to operate as a band-pass filter at the 7 GHz band, when all the PIN diodes are on the OFF state, and to behave as a stopband filter at this frequency band, when all diodes are on the ON state. The algorithm converged after 600 iterations. Figure 6 shows an illustration of the internal patches' configuration ("pixels") of the synthesized RFSS with 20 mm x 20 mm unit cells. The HPSO-NZ algorithm optimized configuration was used to fabricate a RFSS prototype with Infineon BAR64-03W PIN diodes, 20 cm x 20 cm overall size, and 100 cells. Figure 7 shows photographs To further test the proposed optimization algorithm for different conditions, another optimization problem is carried out with new constraints and objectives. The optimized RFSS should operate as a stopband filter at the 3 GHz band, when all the PIN diodes are on the OFF state and present two rejection bands at 2 GHz and 4 GHz, but not at 3 GHz, when all the PIN diodes are on the ON state.
To reduce the FSS fabrication complexity observed in the fabrication of the first RFSS prototype, shown in Fig. 7 , the number of internal pixels was reduced to 100 "pixels". Once again, Infineon BAR64-03W PIN diodes [16] , [17] , are used to enable the FSS reconfigurability. After using the same algorithm constraints summarized in Table I , the algorithm has been started and converged after 600 iterations with a 60 mm x 60 mm unit cell. Figure 9 shows an illustration of the internal patches' configuration ("pixels") of the synthesized RFSS. The HPSO-NZ algorithm optimized configuration was used to fabricate a RFSS prototype with Infineon BAR64-03W PIN diodes, 20 cm x 20 cm overall size, and 16 cells. Again, the algorithm was able to propose a patch geometry that exhibits the desired behavior. Figure 10 shows photographs of the fabricated prototype.
The experimental results were measured at the GTEMA/IFPB Microwaves Laboratory, using an Agilent two ports network analyzer, N5230A, and two 20 dB standard horn antennas. The PIN diodes are activated using a controlled power supply to avoid any risk of damage to the circuits. Two feeding lines have been added to the structure to allow the diodes biasing as shown in Fig. 10(b) .
Furthermore, the proposed HPSO-NZ algorithm synthesized a RFSS with 20 mm x 20 mm unit cells and the configuration of internal patches ("pixels") shown in Fig. 10 (a). Simulation and measurement results for the frequency response of the RFSS transmission coefficient are presented in Fig. 11 , for both ON-state and OFF-state, for comparison purpose. Infineon BAR64-03W PIN diodes [16] , [17] , are used to enable the FSS reconfigurability.
As shown in Fig. 11 As shown in Fig. 11 , the RFSS bandwidth results at the two measured resonance bands (2 GHz and 4.3
GHz) are greater than 1.5 GHz in both cases, with all diodes on the ON or OFF states. In addition, at 3
GHz and (with all diodes on the ON or OFF states) the RFSS transmission coefficient result has increased in about 32 dB in both cases, confirming that the optimized RFSS structure has accomplished the main goals in changing its frequency behavior.
IV. CONCLUSION
This paper presented a new variation of the PSO algorithm that is even more robust and able to achieve optimal results using a smaller set of particles than classical (HPSO, Binary PSO, Binary GA, and RoundOff Real PSO) algorithms.
The developed HPSO-NZ algorithm was used in the synthesis of two RFSS structures with limited size patch elements and PIN diodes to achieve frequency reconfigurability for applications in S-and Cmicrowave bands. In one case, the FSS performance was electronically changed from stopband to The use of the HPSO-NZ algorithm provided unique conducting patch configurations for the RFSS patch elements, which are different from the usual Euclidean and fractal geometries, with the possibility of defining structural symmetries and asymmetries.
However, it is important to point out that there is a greater complexity of implementation that must be observed with attention since small changes can influence the convergence of the optimization process.
Another drawback of the algorithm is the inclusion of a new hyperparameter to be adjusted. In addition, 
