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KINEMATIC FORMULAS ON THE QUATERNIONIC
PLANE
ANDREAS BERNIG AND GIL SOLANES
Abstract. We introduce different bases for the vector space of Sp(2) Sp(1)-
invariant, translation invariant continuous valuations on the quater-
nionic plane and determine a complete set of kinematic formulas.
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1. Introduction
1.1. General background. One of the most influential theorems in inte-
gral geometry is Hadwiger’s theorem from 1957 which gives a characteriza-
tion of the space of continuous translation-invariant and rotation-invariant
valuations on a euclidean vector space V . A valuation is a map on the
space of all compact convex bodies in V such that µ(K ∪ L) + µ(K ∩ L) =
µ(K)+µ(L) whenever K,L,K ∪L are compact and convex. Many formulas
in Crofton-style integral geometry (kinematic formulas, additive kinematic
formulas, Crofton- and Kubota formulas, etc.) are more or less direct con-
sequences of Hadwiger’s theorem.
Thanks to the groundbreaking work of Alesker, it is now known that a
Hadwiger-type theorem holds under the weaker assumptions of continuity,
A.B. was supported by DFG grant BE 2484/5-2. G.S. is a Serra Hu´nter Fellow and
was supported by FEDER-MINECO grants MTM2012-34834 and UNAB13-4E-1604.
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translation invariance and invariance under a compact group acting tran-
sitively on the unit sphere. More precisely, let G be a closed subgroup of
the orthogonal group O(V ) and let ValG be the vector space of all contin-
uous, translation and G-invariant valuations. Alesker has shown that ValG
is finite-dimensional if and only if G acts transitively on the unit sphere.
The connected groups acting effectively and transitively on some unit
sphere were classified by Montgomery-Samelson and Borel [18, 25]. Besides
the euclidean rotation group, there are complex and quaternionic versions of
rotation groups, U(n),SU(n),Sp(n),Sp(n)U(1),Sp(n)Sp(1), as well as three
exceptional cases: G2,Spin(7),Spin(9).
Alesker’s theorem gives the finite-dimensionality of ValG in each of these
cases, but the explicit computation of the dimensions required more ef-
forts. This computation was worked out in [1, 9, 10, 11, 17]. The next step
is to find a geometrically meaningful basis of ValG. For the unitary case
G = U(n), several bases were found in [2] and [14]. The special unitary
group was treated in [9]. For G = G2 and G = Spin(7), see [10]. In the
quaternionic cases G = Sp(n), G = Sp(n)U(1), G = Sp(n)Sp(1) as well as
in the octonionic case G = Spin(9), a construction of a basis of ValG is
still missing. The only exception is the case G = Sp(2) Sp(1) acting on the
quaternionic plane. In [16], we used quaternionic linear algebra (in particu-
lar the Moore determinant of a quaternionic hermitian matrix) to describe
a basis of ValSp(2) Sp(1), see below for details on this basis.
As with Hadwiger’s classical theorem, the finite dimensionality of ValG
implies the existence of kinematic formulas. Given a basis φ1, . . . , φN of
ValG, there are constants cikl such that∫
G¯
φi(K ∩ g¯L)dg¯ =
∑
k,l
cik,lφk(K)φl(L),
where K,L are compact and convex in V , and G¯ is the group generated
by G and translations, endowed with a convenient invariant measure. The
constants are of course independent of K,L. In principle, they could be de-
termined by plugging in easy examples and obtaining a system of equations.
However, this method (called template method) becomes too cumbersome
even in the unitary case U(n). In [14, 19], a more algebraic approach was
used. It turns out that the cik,l are the structure constants of some co-
commutative and coassociative coalgebra. More precisely, we may define a
coproduct by putting
kG : Val
G → ValG⊗ValG,
φi 7→
∑
k,l
cik,lφk ⊗ φl.
Let χ ∈ ValG be the Euler characteristic (defined by χ(K) = 1 for each
non-empty K). Since ValG is canonically self-dual through
kG(χ) ∈ ValG⊗ValG = Hom(ValG∗,ValG),
we even obtain an algebra structure on ValG. By [13], the algebra prod-
uct is the previously constructed Alesker product of valuations [4]. There
exist other types of kinematic formulas, called additive kinematic formulas,
3which can be related to the usual kinematic formulas via the Alesker-Fourier
transform, see [5, 13].
The algebraic approach for the computation of kinematic formulas was
also successful for the groups SU(n) [9], G2,Spin(7) [10]. For the other
groups from the list above, the kinematic formulas remain unknown, al-
though some partial results are available (cf. e.g. [23]). The main re-
sult of the present paper is the determination of these formulas in the case
G = Sp(2) Sp(1).
Another recent line of research is to replace valuations by some localized
versions, called smooth curvature measures (or local valuations by some
authors). A smooth curvature measure is a valuation with values in the
space of signed Borel measures on V , satisfying some technical conditions
given below. If Φ1, . . . ,Φm is a basis for the space of translation-invariant,
G-invariant and smooth curvature measures, then there are constants c˜ik,l
such that the following local kinematic formulas hold∫
G¯
Φi(K ∩ g¯L, U1 ∩ g¯U2)dg¯ =
∑
k,l
c˜ik,lΦk(K,U1)Φl(L,U2),
where U1, U2 are Borel subsets of V .
In the case G = SO(n), the coefficients of the local kinematic formulas
are the same as for the global kinematic formulas. In contrast to this, the
determination of the local kinematic formulas for U(n) was only recently
obtained [15]. A major point in this study was the transfer from the flat
hermitian case Cn to the curved hermitian case, i.e. the study of (global
and local) kinematic formulas on complex projective space CPn and com-
plex hyperbolic space CHn. The very useful transfer principle states that
the local kinematic formulas are the same in these three cases. Somehow
unexpectedly, it turned out that there is also a kind of transfer principle for
valuations. After some lengthy computation, it was found in [15] that the
global kinematic formulas in the three cases are also identical. A similar
phenomenon has been observed in the spheres S6, S7 under the respective
actions of the groups G2 and Spin(7) (cf. [29]).
A good and conceptual explanation of these facts is unfortunately missing.
A promising approach to understand better this phenomenon is to study the
same question in the quaternionic case, and here the first non-trivial case is
that of the family of quaternionic planes (i.e. H2, HP 2, HH2). The present
paper is a first step in this direction.
1.2. More specific background. Let us recall some fundamental results
in the theory of valuations. The first one is McMullen’s decomposition,
which states that the space Val of all continuous and translation-invariant
valuations on an n-dimensional real vector space V decomposes as
Val =
⊕
k=0,...,n
ǫ=±
Valǫk, (1)
where Valǫk is the subspace of k-homogeneous valuations of parity ǫ (i.e.
those φ satisfying φ(tK) = tkφ(K), t > 0 and φ(−K) = ǫφ(K)). Since the
group Sp(2) Sp(1) contains −Id, we will only be interested in even valuations.
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The spaces Val0 and Valn are 1-dimensional and spanned by the Euler-
characteristic χ and the Lebesgue measure vol respectively. Given φ ∈ Val,
we let φn ∈ Valn ∼= C be the n-th homogeneous component of φ.
An even valuation of degree k can be described in terms of its Klain
function as follows. Let E ∈ Grk be a k-dimensional subspace and φ ∈ Val+k .
Then the restriction φ|E is a multiple of the Lebesgue measure, and we
denote by Klφ(E) the proportionality factor. The corresponding function
Klφ ∈ C(Grk) is called the Klain function of φ. It uniquely determines φ by
a theorem of Klain [24].
Alesker introduced a graded product on a certain dense subspace Valsm of
smooth valuations (see Definition 2.1). If G is a subgroup of SO(n) acting
transitively on the unit sphere, then ValG ⊂ Valsm and ValG is a finite-
dimensional algebra.
Alesker proved that the pairing
Valsm×Valsm → C
(φ,ψ) 7→ (φ · ψ)n
is perfect, which means that the induced map
pd : Valsm → Valsm,∗
is injective and has dense image [4]. The restriction pdG : Val
G → ValG∗ is
therefore an isomorphism.
The knowledge of the algebra structure is equivalent to the knowledge of
the kinematic formulas as follows. Let mG : Val
G⊗ValG → ValG denote
the product and m∗G : Val
G∗ → ValG∗⊗ValG∗ its adjoint. The kinematic
operator k = kG : Val
G → ValG⊗ValG is defined by
kG(φ)(K,L) :=
∫
G¯
φ(K ∩ g¯L)dg¯,
where G¯ is the semi-direct product of G (endowed with Haar probability
measure) and the translation group of V (endowed with the Lebesgue mea-
sure).
In [13] it was shown that the following diagram commutes
ValG
kG
//
pdG

ValG⊗ValG
pdG⊗pdG

ValG∗
m∗G
// ValG∗⊗ValG∗ .
In particular, the principal kinematic formula
kG(χ) ∈ ValG⊗ValG = Hom(ValG∗,ValG)
is inverse to pdG ∈ Hom(ValG,ValG∗) (which was observed earlier in [19]).
Alesker has also introduced an operation F : Valsm → Valsm, called the
Alesker-Fourier transform. In the even case, it is characterized by the prop-
erty
KlFφ = Klφ ◦ ⊥,
where ⊥: Grk → Grn−k is the orthogonal complement map.
Let us next recall some results from [16]. The group of all H-linear
automorphisms on the right H-vector space H2 is denoted by GL(2,H).
5The subgroup of GL(2,H) of all elements preserving the standard quater-
nionic hermitian form on H2 is called the compact symplectic group and
denoted by Sp(2). This group acts by left matrix multiplication on H2,
while the group of unit quaternions Sp(1) acts by scalars on the right.
These two actions clearly commute and induce an action of Sp(2) Sp(1) :=
Sp(2)× Sp(1)/{±(Id, 1)} on H2.
Let Val
Sp(2) Sp(1)
k be the space of k-homogeneous, continuous, translation-
invariant and Sp(2) Sp(1)-invariant valuations. Let us describe a basis of
Val
Sp(2) Sp(1)
k for 2 ≤ k ≤ 4 (the cases k = 0, 1 are trivial, and the Alesker-
Fourier transform induces an isomorphism Val
Sp(2) Sp(1)
8−k
∼= ValSp(2) Sp(1)k , so
it is enough to restrict to these values of k).
It was shown in [16] that every Sp(2) Sp(1)-orbit on the Grassmann man-
ifold Grk(H
2), 2 ≤ k ≤ 4, contains a plane of the form
span{(cos θ1, sin θ1), (cos θ2, sin θ2)i} k = 2,
span{(cos θ1, sin θ1), (cos θ2, sin θ2)i, (cos θ3, sin θ3)j} k = 3,
span{(cos θ1, sin θ1), (cos θ2, sin θ2)i, (cos θ3, sin θ3)j, (cos θ4, sin θ4)k} k = 4,
where θ1, . . . , θ4 ∈ [0, 2π]. Set λpq = cos(θp − θq).
Define invariant functions fk,i ∈ C∞(Grk(H2)) by
fk,0(λ) := 1, k = 0, . . . , 4
f2,1(λ) := λ
2
12
f3,1(λ) := λ
2
12 + λ
2
13 + λ
2
23
f3,2(λ) := λ
2
12λ
2
23 + λ
2
13λ
2
23 + λ
2
12λ
2
13
f4,1(λ) := λ
2
12 + λ
2
13 + λ
2
14 + λ
2
23 + λ
2
24 + λ
2
34
f4,2(λ) := λ
2
12λ
2
34 + λ
2
13λ
2
24 + λ
2
14λ
2
23
f4,3(λ) := λ
2
12λ
2
13 + λ
2
12λ
2
14 + λ
2
13λ
2
14 + λ
2
12λ
2
23 + λ
2
12λ
2
24 + λ
2
23λ
2
24
+ λ213λ
2
23 + λ
2
13λ
2
34 + λ
2
23λ
2
34 + λ
2
14λ
2
24 + λ
2
14λ
2
34 + λ
2
24λ
2
34
f4,4(λ) := 2λ12λ13λ
2
23λ24λ34 + 2λ12λ13λ
2
14λ24λ34 + 2λ12λ23λ
2
13λ14λ34
+ 2λ12λ23λ
2
24λ14λ34 + 2λ24λ23λ
2
12λ14λ13 + 2λ24λ23λ
2
34λ14λ13
+ 3(λ212λ
2
13λ
2
14 + λ
2
12λ
2
23λ
2
24 + λ
2
13λ
2
23λ
2
34 + λ
2
14λ
2
24λ
2
34).
In [16] it was shown that there exist valuations ϕk,i ∈ ValSp(2) Sp(1)k such
that Klϕk,i = Klϕ8−k,i = fk,i for 0 ≤ k ≤ 4.
1.3. Results of the present paper. Our first main theorem is the princi-
pal kinematic formula k(χ) = kSp(2) Sp(1)(χ) on the quaternionic plane. We
state it here for the basis ϕk,i only, but we will give all necessary information
to rewrite it in the other bases which will be introduced below.
The symmetric product of two elements φ,ψ ∈ ValSp(2) Sp(1) will be de-
noted by φ⊙ ψ := 12(φ⊗ ψ + ψ ⊗ φ).
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Theorem 1. The principal kinematic formula in the quaternionic plane H2
with respect to the group Sp(2) Sp(1) is given by
k(χ) =
∫
Sp(2) Sp(1)
χ(· ∩ g¯·)dg¯
= 2ϕ0,0 ⊙ ϕ8,0 + 64
35π
ϕ1,0 ⊙ ϕ7,0 + 5
16
ϕ2,0 ⊙ ϕ6,0 − 1
16
ϕ2,0 ⊙ ϕ6,1
− 1
16
ϕ2,1 ⊙ ϕ6,0 + 7
48
ϕ2,1 ⊙ ϕ6,1 + 248
315π
ϕ3,0 ⊙ ϕ5,0 − 104
945π
ϕ3,0 ⊙ ϕ5,1
− 16
189π
ϕ3,0 ⊙ ϕ5,2 − 104
945π
ϕ3,1 ⊙ ϕ5,0 + 152
2835π
ϕ3,1 ⊙ ϕ5,1 + 272
2835π
ϕ3,1 ⊙ ϕ5,2
− 16
189π
ϕ3,2 ⊙ ϕ5,0 + 272
2835π
ϕ3,2 ⊙ ϕ5,1 − 256
2835π
ϕ3,2 ⊙ ϕ5,2 + 293
1920
ϕ4,0 ⊙ ϕ4,0
− 143
2880
ϕ4,0 ⊙ ϕ4,1 + 103
2880
ϕ4,0 ⊙ ϕ4,2 − 5
1152
ϕ4,0 ⊙ ϕ4,3 − 7
384
ϕ4,0 ⊙ ϕ4,4
+
317
17280
ϕ4,1 ⊙ ϕ4,1 − 469
8640
ϕ4,1 ⊙ ϕ4,2 − 293
17280
ϕ4,1 ⊙ ϕ4,3 + 113
5760
ϕ4,1 ⊙ ϕ4,4
+
797
17280
ϕ4,2 ⊙ ϕ4,2 + 637
17280
ϕ4,2 ⊙ ϕ4,3 − 97
5760
ϕ4,2 ⊙ ϕ4,4 + 701
69120
ϕ4,3 ⊙ ϕ4,3
− 161
11520
ϕ4,3 ⊙ ϕ4,4 + 7
2560
ϕ4,4 ⊙ ϕ4,4.
Let us introduce a more geometric basis as follows. Let HP 1 ⊂ Gr4 be
the quaternionic 1-Grassmann manifold, i.e. the space of quaternionic lines
inside H2. We endow it with the invariant probability measure. Let µi
denote the i-th intrinsic volume. Define t, s, v, u ∈ ValSp(2) Sp(1) by
t(K) :=
35
12π
∫
HP 1
µ1(πEK)dE
s(K) :=
∫
HP 1
µ2(πEK)dE
v(K) :=
∫
HP 1
µ3(πEK)dE
u(K) :=
∫
HP 1
µ4(πEK)dE.
We may express these elements in terms of the basis ϕk,i as follows
t =
2
π
ϕ1,0
s =
3
8
ϕ2,0 +
1
8
ϕ2,2
v =
8
105
ϕ3,0 +
8
63
ϕ3,1 − 8
315
ϕ3,2
u = − 3
16
ϕ4,0 +
11
80
ϕ4,1 +
1
80
ϕ4,2 − 7
160
ϕ4,3 +
1
160
ϕ4,4.
Theorem 2. The valuations t, s, v, u generate the algebra ValSp(2) Sp(1). A
basis of ValSp(2) Sp(1) (as a vector space) is given by
1, t, t2, s, t3, ts, v, t4, t2s, s2, tv, u, t5, t2v, t3s, t6, t4s, t7, t8.
7The algebra structure of ValSp(2) Sp(1) in terms of these generators will be
described in Section 8; the kinematic formulas in this basis are then an easy
consequence.
We end the introduction with some remarks on higher dimensions. The
dimension of the spaces Val
Sp(n) Sp(1)
k was computed in full generality in [11].
These numbers behave irregularly. Even in the case n = 3, a Hadwiger type
theorem is unknown. It may still be possible to work out in general the
invariant differential forms as we do it below. This may be an entry point
to the general theory.
Taking into account the hermitian case, where ValU(n) is generated for
all n by two valuations t and s, a tempting conjecture would be that the
valuations t, s, u, v (which can be defined for general n as above) gener-
ate ValSp(n) Sp(1). However, this turns out to be false for n ≥ 3, since
dimVal
Sp(n) Sp(1)
3 = 4, while there are only three independent valuations
of degree 3 in the algebra generated by t, s, v, u (namely t3, ts, v).
1.4. Plan of the paper. In Section 2, we prove a result of independent
interest on the harmonic analysis of valuations. More precisely, we compute
the multipliers of some natural operators on valuations. These operators are
compositions of the derivation operator, the product with the first intrinsic
volume, and the Alesker-Fourier transform. The main ingredients are an
explicit description of highest weight vectors in the decomposition of L2(Grk)
into irreducible SO(n)-modules (due to Strichartz) and the computation of
the multipliers of the Radon transform (due to Grinberg).
In Section 3 we introduce a new operator I∗ on the space of translation-
invariant smooth curvature measures.
Starting with Section 4, we consider the quaternionic plane. We will
describe the space of invariant differential forms on the sphere bundle. In
Section 6 we give an algorithm to compute the Rumin differential and state
the result of this computation.
By looking at the eigenvalues of the composition of I∗ with powers of some
derivation operator, and using the multipliers from the previous section, we
will in Section 7 compute the Klain functions of the valuations represented
by the forms. The Alesker-Fourier transform can then be easily deduced.
In Section 8 we prove the principal kinematic formula, i.e. we prove Theo-
rem 1. We also determine the algebra structure of ValSp(2) Sp(1), which allows
to compute the rest of kinematic formulas. The key point here is that the
convolution product from [13] can be computed by some linear operations
on forms (once the Rumin differentials are known), and the product can be
deduced from it once the Alesker-Fourier transform is known.
Acknowledgments. We thank the anonymous referees for useful com-
ments.
2. Multipliers of some natural operators on valuations
We begin by recalling the definitions of smooth translation-invariant valu-
ations and curvature measures and several algebraic structures on the space
of smooth translation-invariant valuations. We will then prove some results
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from the harmonic analysis of translation-invariant valuations which are of
independent interest.
Definition 2.1. Let V be a euclidean vector space of dimension n. A
translation-invariant valuation µ is called smooth if it is of the form
µ(K) =
∫
N(K)
ω + c vol(K),
where ω is a translation-invariant differential form of degree n − 1 on the
sphere bundle SV = V × Sn−1, N(K) is the normal cycle of K and c ∈ C.
Similarly, a translation-invariant curvature measure Φ is smooth if
Φ(K,U) =
∫
N(K)∩π−1U
ω + c vol(K ∩ U),
where U is a Borel subset of V and π : SV → V is the natural projection.
The space of smooth translation-invariant valuations is denoted by Valsm,
and the space of smooth translation-invariant curvature measures is denoted
by Curv. Taking U := V induces a map glob : Curv → Valsm, called
globalization.
The form ω in the definition of a smooth valuation or a smooth curvature
measure is not unique. A consequence of the main theorem in [12] is that
(ω, c) induces the trivial valuation if and only if Dω = 0 and c = 0, where
D is the Rumin operator (see Section 6). The pair (ω, c) induces the trivial
curvature measure if and only if c = 0 and ω is in the ideal generated by α,
the canonical 1-form on SV , and its differential dα.
Alesker has introduced a natural product structure on the space of smooth
valuations which is compatible with McMullen’s decomposition (1). The
Alesker product of φ,ψ will be denoted by φ · ψ. In the special case where
φ(K) = voln(K+A), ψ(K) = voln(K+B) with A,B smooth convex bodies
with positive curvature, the product is φ ·ψ(K) = vol2n(∆K+A×B), where
∆ : V → V × V is the diagonal embedding.
A related construction of convolution was introduced in [13]. For smooth
valuations φ(K) = voln(K +A), ψ(K) = voln(K + B) as above, the convo-
lution satisfies φ ∗ ψ(K) = voln(K +A+B).
Furthermore, there is a Fourier type transform F : Valsm → Valsm such
that F(φ · ψ) = Fφ ∗ Fψ and F2φ(K) = φ(−K). The definition and con-
struction in the odd case are rather involved, and for the purposes of this
paper we may restrict to the even case. If φ ∈ Valsm,+k , then Fφ ∈ Valsm,+n−k
is characterized by the property
KlFφ(E) = Klφ(E
⊥), E ∈ Grn−k(V ). (2)
Given that every smooth translation-invariant valuation may be repre-
sented by a pair (ω, c), with ω a differential form on the sphere bundle, a
natural question is how the algebraic operations product, convolution and
Alesker-Fourier transform can be expressed in terms of forms. For the prod-
uct, a rather complicated formula is given in [6], compare also [20] for a
geometric explanation of this formula. For the Alesker-Fourier transform,
a description on the level of forms seems to be unknown. However, the
convolution product admits a rather simple description in terms of forms,
9which makes its computation in many cases possible. For further reference,
we recall this construction from [13].
Let φ,ψ ∈ Valsm be represented by pairs (ω1, c1), (ω2, c2). Then the
convolution φ ∗ ψ is represented by the pair
(∗−11 (∗1ω1 ∧ ∗1Dω2) + c1ω2 + c2ω1, c1c2). (3)
Here ∗1 is the part of the Hodge star operator acting on the first factor of
SV = V ×Sn−1 (endowed with some sign, cf. [13, Eq. (36)] and Section 8).
Definition 2.2. Multiplication by the first intrinsic volume µ1 is an operator
denoted by
L : Valsm → Valsm .
The derivation operator
Λ : Valsm → Valsm
is defined by
Λφ(K) =
d
dt
∣∣∣∣
t=0
φ(K + tB),
where B is the unit ball. Equivalently, Λφ = 2φ ∗ µn−1. We then have
Λ ◦ F = 2F ◦ L. (4)
On the level of forms, the operator Λ is given by ω 7→ iTDω, where T
is the Reeb vector field on the contact manifold SV and D is the Rumin
operator. A similar easy expression for L is not known.
Let us now describe the main result from [7]. Let SO(n) be the rotation
group of V . It acts naturally on Val = Val(V ) by gµ(K) := µ(g−1K). The
spaces Valk are invariant under this action. The decomposition of Valk as a
direct sum of irreducible SO(n)-modules is as follows.
Recall that irreducible SO(n)-modules are indexed by their highest weights,
and the possible highest weights are given by sequences λ = (λ1, . . . , λ⌊n
2
⌋)
of integers with λ1 ≥ λ2 ≥ . . . ≥ λn/2−1 ≥ |λn/2| ≥ 0 if n is even; and with
λ1 ≥ λ2 ≥ . . . ≥ λ(n−1)/2 ≥ 0 if n is odd. We write Γλ for the corresponding
module.
Theorem 2.3 (Alesker-Bernig-Schuster, [7]). The SO(n)-module Valk is
multiplicity-free. The irreducible SO(n)-modules Γλ entering Valk are char-
acterized by the following three conditions:
(1) |λi| 6= 1 for all i.
(2) |λ2| ≤ 2.
(3) λi = 0 for i > min{k, n − k}.
Even valuations correspond to those Γλ which satisfy in addition λ1 ≡ 0
mod 2.
The isotypical component corresponding to Γλ in Valk will be denoted by
Valk[Γλ]. More generally, if W is a representation of SO(n), the isotypical
component corresponding to Γλ will be denoted by W [Γλ].
Proposition 2.4. Let V be a euclidean vector space of even dimension
n = 2ν. The map F 7→ Fˆ := F◦ ⊥ acts on L2(Grν V )[Γλ] as multiplication
by the scalar (−1) |λ|2 where |λ| = λ1 + . . .+ λν.
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Proof. By [30, Section 5], L2(Grν V ) is a multiplicity free SO(n)-module.
Schur’s lemma implies that Fˆ = cλF for all F ∈ L2(Grν V )[Γλ], where cλ is
independent of F . To determine cλ explicitly, it is enough to compute Fˆ for
one special function F .
Let λ = (λ1, . . . , λν) be a highest weight appearing in L
2(Grν V ). A
highest weight vector in L2(Grν V )[Γλ] was constructed in [30] as follows,
compare also [22].
Let us fix an orthonormal basis e1, . . . , en of V . A subspace E ∈ Grν V can
be described by a Stiefel matrix X, whose columns represent an orthonormal
basis of E.
For 1 ≤ l ≤ ν let A(l) be the l× ν matrix whose j-th row is given by the
(2j − 1)-th row of X plus √−1 times the 2j-th row of X. Define
Fl := det(A(l) · A(l)t)
G+ := detA(ν), G− := detA(ν).
Let r1, . . . , rν−1, s non-negative integers. Then the function
F := Gs±
ν−1∏
l=1
F rll
is a highest weight vector corresponding to the highest weight
λj =
{
s+
∑ν−1
l=j 2rl j ≤ ν − 1
±s, j = ν.
Let E0 ∈ Grν V be the span of the vectors e2j−1, j = 1, . . . , ν. Then
A(l) =
(
Idl 0
)
,
and hence Fl(E0) = 1, G±(E0) = 1 and therefore F (E0) = 1.
The orthogonal complement E⊥0 is the span of the vectors e2j , j = 1, . . . , ν
and we have
A(l) =
( √−1Idl 0 ) ,
and hence Fl(E
⊥
0 ) = (−1)l, G±(E⊥0 ) = (±
√−1)ν .
It follows that
Fˆ (E0) = F (E
⊥
0 ) = (−1)
∑
l lrl(±√−1)sνF (E0).
If Γλ appears in L
2(Grν V ), then s ≡ 0 mod 2 (compare [30]), hence
cλ = (−1)
∑
l lrl+
sν
2 .
The statement follows from
|λ| =
ν∑
j=1
λj ≡ 2
ν−1∑
j=1
ν−1∑
l=j
rl + sν = 2
ν−1∑
l=1
lrl + sν mod 4.

Corollary 2.5. Let V be a euclidean vector space of even dimension n = 2ν.
Then the Alesker-Fourier transform acts on Val+ν [Γλ] as multiplication by the
scalar (−1) |λ|2 where |λ| = λ1 + . . . + λν .
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Proof. Val+ν can be considered as a submodule of L
2(Grν) via the Klain
map. The Alesker-Fourier transform corresponds to the natural involution
on Grν given by
fˆ(E) := f(E⊥),
which implies the statement. 
Next we will describe the action of Λ ◦ L and L ◦ Λ on Valk. First, we
fix some notation and recall the definitions of the cosine and the Radon
transforms.
The volume of the n-dimensional unit ball is denoted by ωn. The flag
coefficient is defined by [
n
k
]
:=
(
n
k
)
ωn
ωkωn−k
.
The cosine transform is the map
Tl,k : C
∞(Grk(V ))→ C∞(Grl(V ))
such that
Tl,kf(F ) =
∫
Grk(V )
| cos(E,F )|f(E)dE, F ∈ Grl V.
Here Grk V is endowed with the invariant probability measure and | cos(E,F )|
is the cosine of the angle between E and F . We refer to [8, 26] for more
information on this important integral transform.
The Radon transform is the map
Rl,k : C
∞(Grk(V ))→ C∞(Grl(V ))
such that
Rl,kf(F ) =
{∫
E⊂F f(E)dE k ≤ l∫
E⊃F f(E)dE k ≥ l
, E ∈ Grk(V ), F ∈ Grl(V ),
where dE denotes the invariant probability measure.
It is well known that
Tl,k =
{
Tl,l ◦Rl,k k > l
Rl,k ◦ Tk,k k < l.
Proposition 2.6. The map Λ ◦ L acts as 2
[
n− k
1
] [
k + 1
1
]
Rk,k+1 ◦
Rk+1,k on the image of Val
sm,+
k in C
∞(Grk V ). The map L ◦ Λ acts as
2
[
k
1
] [
n− k + 1
1
]
Rk,k−1 ◦Rk−1,k.
Proof. By [2], the map Λj corresponds to the map
Tk−j,k ◦ T−1k,k : C∞(Grk V )→ C∞(Grk−j V )
(up to a normalizing constant). Note that T−1k,k is well-defined on the image
of Valsm,+k (cf. [8]).
By [3, Lemma 2.5], Lj corresponds to
Tk+j,k+j ◦Rk+j,k ◦ T−1k,k : C∞(Grk V )→ C∞(Grk+j V ).
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Hence Λ ◦ L acts as
(Tk,k+1 ◦ T−1k+1,k+1) ◦ (Tk+1,k+1 ◦Rk+1,k ◦ T−1k,k ) = Tk,k+1 ◦Rk+1,k ◦ T−1k,k
= Tk,k ◦Rk,k+1 ◦Rk+1,k ◦ T−1k,k
= Rk,k+1 ◦Rk+1,k.
Similarly, L ◦ Λ acts (up to a normalizing constant) as
(Tk,k ◦Rk,k−1 ◦ T−1k−1,k−1) ◦ (Tk−1,k ◦ T−1k,k ) = Rk,k−1 ◦Rk−1,k.
To fix the constants, we consider φ := µk, whose image in C(Grk V ) is
the function which is constant 1. We have Rk,k+1 ◦ Rk+1,k1 = 1, Rk,k−1 ◦
Rk−1,k1 = 1. On the other hand Λ ◦ Lµk = 2
[
n− k
1
] [
k + 1
1
]
µk and
L ◦ Λµk = 2
[
n− k + 1
1
] [
k
1
]
µk. 
Proposition 2.7. Let 2k + 1 ≤ n and let Γλ appear in Val+k . Let a := |λ1|
and let b be the depth of λ (i.e. λb 6= 0, λb+1 = 0), and set b′ := max{b, 1}.
Then L ◦ Λ acts on Val+k [Γλ] by the scalar
π2
2
[
a+ k − 1
1
] [
a+ n− k
1
](k − b′)(n+ 1− k − b′).
Λ ◦ L acts on Val+k [Γλ] by the scalar
π2
2
[
a+ k
1
] [
a+ n− k − 1
1
](k + 1− b′)(n − k − b′).
Proof. Let Γλ be an irreducible representation of SO(n) which appears in
L2(Grk V ). By [22, Section 5] Rk,k+1 ◦Rk+1,k acts as the following scalar on
L2(Grk V )[Γλ]:
Γ
(
k+1
2
)
Γ
(
n−k
2
)
Γ
(
1
2
)
Γ
(
n−2k
2
) k∏
j=1
Γ
(
λj+k+1−j
2
)
Γ
(
λj+n−k−j
2
)
Γ
(
λj+k+2−j
2
)
Γ
(
λj+n−j−k+1
2
) . (5)
Let Γλ appear in Val
+
k . Let us assume that λ1 6= 0, hence b′ = b. If n = 2k
is even and λk 6= 0, then Γλ does not appear in Val+k−1[Γλ] and Val+k+1[Γλ],
hence the multipliers for L ◦ Λ and Λ ◦ L have to be 0, which is compatible
with the displayed formulas. Otherwise, we have λ1 = a, λ2 = . . . = λb =
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2, λb+1 = . . . = λ⌊n2 ⌋ = 0. The product thus splits as
k∏
j=1
Γ
(
λj+k+1−j
2
)
Γ
(
λj+n−k−j
2
)
Γ
(
λj+k+2−j
2
)
Γ
(
λj+n−j−k+1
2
)
=
Γ
(
a+k
2
)
Γ
(
a+n−k−1
2
)
Γ
(
a+k+1
2
)
Γ
(
a+n−k
2
) b∏
j=2
Γ
(
k+3−j
2
)
Γ
(
n−k−j+2
2
)
Γ
(
k+4−j
2
)
Γ
(
n−j−k+3
2
)
·
k∏
j=b+1
Γ
(
k+1−j
2
)
Γ
(
n−k−j
2
)
Γ
(
k+2−j
2
)
Γ
(
n−j−k+1
2
)
=
Γ
(
a+k
2
)
Γ
(
a+n−k−1
2
)
Γ
(
a+k+1
2
)
Γ
(
a+n−k
2
) · Γ
(
k−b+3
2
)
Γ
(
n−k−b+2
2
)
Γ
(
k+2
2
)
Γ
(
n−k+1
2
) · Γ
(
1
2
)
Γ
(
n−2k
2
)
Γ
(
k−b+1
2
)
Γ
(
n−k−b
2
)
=
Γ
(
a+k
2
)
Γ
(
a+n−k−1
2
)
Γ
(
a+k+1
2
)
Γ
(
a+n−k
2
) · Γ
(
1
2
)
Γ
(
n−2k
2
)
Γ
(
k+2
2
)
Γ
(
n−k+1
2
) · (k − b+ 1)(n − k − b)
4
Using
[
n
1
]
=
√
π
Γ
(
n+1
2
)
Γ
(
n
2
) ,
we find that the constant (5) is thus given by
Γ
(
k+1
2
)
Γ
(
n−k
2
)
Γ
(
k+2
2
)
Γ
(
n−k+1
2
) Γ
(
a+k
2
)
Γ
(
a+n−k−1
2
)
Γ
(
a+k+1
2
)
Γ
(
a+n−k
2
) · (k − b+ 1)(n − k − b)
4
=
π2[
k + 1
1
] [
n− k
1
] [
a+ k
1
] [
a+ n− k − 1
1
] ·(k − b+ 1)(n − k − b)
4
Applying Proposition 2.6 yields the displayed multiplier for Λ ◦L. The case
λ1 = 0 can be checked directly. The computation for L ◦ Λ is similar. 
Proposition 2.8. Let k ≤ ν, where n = 2ν is even. Let Γλ enter the
decomposition of Val+k . Let a := λ1, let b be the depth of λ (i.e. λb 6=
0, λb+1 = 0) and b
′ := max{b, 1}. Then Λn−2k ◦ F acts on Val+k [Γλ] by the
scalar
(−1) |λ|2 πn−2k
ν−1∏
j=k
[
a+ j
1
]−1 [
a+ n− j − 1
1
]−1
· (n− k − b
′)!
(k − b′)! .
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Proof. Using Propositions 2.4 and 2.7 and (4), it follows that for ψ ∈
Val+k [Γλ]
Λn−2k ◦ Fψ = Λν−k ◦ Λν−k ◦ Fψ
= 2ν−kΛν−k ◦ F ◦ Lν−kψ
= 2ν−k(−1) |λ|2 Λν−k ◦ Lν−kψ
= 2ν−k(−1) |λ|2
ν−1∏
j=k
π2
2
[
a+ j
1
] [
a+ n− j − 1
1
] ·
· (j + 1− b′)(n− j − b′)ψ
= (−1) |λ|2 πn−2k
ν−1∏
j=k
[
a+ j
1
]−1 [
a+ n− j − 1
1
]−1
·
· (n− k − b
′)!
(k − b′)! ψ.

For further reference, we state explicitly the values which will be needed
in the rest of the paper.
Corollary 2.9. We have the following multipliers.
operator module scalar
Λ ◦ L Val2(R8)[Γ2,2,0,0] 5π6
Λ2 ◦ L2 Val2(R8)[Γ2,2,0,0] π2
Λ3 ◦ L3 Val2(R8)[Γ2,2,0,0] 6π35
Λ4 ◦ L4 Val2(R8)[Γ2,2,0,0] π4
Λ ◦ L Val3(R8)[Γ4,2,2,0] 2π7
Λ2 ◦ L2 Val3(R8)[Γ4,2,2,0] 4π249
Λ2 ◦ F Val3(R8)[Γ0,0,0,0] 8π
Λ2 ◦ F Val3(R8)[Γ2,2,0,0] 125 π
Λ2 ◦ F Val3(R8)[Γ4,2,2,0] 47π
Λ4 ◦ F Val2(R8)[Γ0,0,0,0] 60π2
Λ4 ◦ F Val2(R8)[Γ2,2,0,0] 4π2
Proof. Some of these values follow directly from Proposition 2.7 or Proposi-
tion 2.8. For instance, Proposition 2.7 implies that Λ◦L acts on Val3(R8)[Γ4,2,2,0]
by the scalar 27π. Since F acts trivially on Val4(R
8)[Γ4,2,2,0] by Proposition
2.4 we have Λ ◦L = F ◦Λ ◦L ◦F = L ◦F ◦F ◦Λ = L ◦Λ on Val4(R8)[Γ4,2,2,0].
It follows that Λ2 ◦ L2 = (Λ ◦ L)2 acts on Val3(R8)[Γ4,2,2,0] by the scalar(
2
7π
)2
. The other values are obtained in a similar way. 
3. A symmetry operator on smooth translation-invariant
curvature measures
Let V be a euclidean vector space of dimension n and Curvk(V ) the space
of k-homogeneous smooth curvature measures. In this section, we construct
an isomorphism of smooth translation-invariant curvature measures I∗ :
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Curvk(V ) ∼= Curvn−k−1(V ), 0 ≤ k ≤ n − 1. The eigenvectors of certain
operators constructed with the help of I∗ in the case n = 8 will play a
central role in later parts of this paper.
Let SV ∼= V × Sn−1 be the sphere bundle over V . The tangent space at
a given point (p0, v0) ∈ SV splits naturally as
Tp0,v0SV = Tp0V ⊕ Tv0Sn−1 = Rv0 ⊕ v⊥0 ⊕ v⊥0 .
The space v⊥0 ⊕ v⊥0 has a natural complex structure defined by
I(w1, w2) := (−w2, w1), w1, w2 ∈ v⊥0 .
Let Ωk,lv (SV ) denote the space of vertical forms of bidegree (k, l), i.e.
multiples of the contact form α on SV and Ωk,lh (SV ) := Ω
k,l(SV )/Ωk,lv (SV )
the space of horizontal forms. If ω ∈ Ωk,lh (SV ), then
ω|(p0,v0) ∈ ∧kv⊥0 ⊗∧lv⊥0 .
Proposition 3.1. Define a map
I∗ : Ωk,lh (SV )→ Ωl,kh (SV )
by setting for each (p0, v0) ∈ SV ,
(I∗ω)|(p0,v0) := I∗(ω|(p0,v0)) ∈ ∧lv⊥0 ⊗∧kv⊥0 .
Then I∗ induces a SO(n)-equivariant map
I∗ : Curvk(V )→ Curvn−1−k(V )
on smooth translation-invariant curvature measures. It satisfies
(I∗)2 = (−1)n−1IdCurvk .
Proof. We have a surjective map Ωk,n−k−1h (SV ) → Curvk(V ), where ω is
mapped to the curvature measure (K,A) 7→ ∫N(K)∩π−1A ω. Its kernel is
given by multiples of the symplectic form dα. It thus suffices to prove that
multiples of the symplectic form are mapped to such. Since I∗(ω1 ∧ ω2) =
I∗ω1 ∧ I∗ω2, the statement follows from the computation in coordinates at
the point (0, e1)
I∗dα = I∗
n∑
j=2
dyj ∧ dxj = −
n∑
j=2
dxj ∧ dyj =
n∑
j=2
dyj ∧ dxj = dα.

We will need another operator on smooth curvature measures.
Definition 3.2. Let L : Curvk(V ) → Curvk−1(V ) be the operator which is
given on the level of forms by ω 7→ iTDω, where D is the Rumin differential
(see Section 6) and T is the Reeb vector field on SV . Since D vanishes on
multiples of α and dα, this map is well-defined.
Note the equation (cf. [14, Lemma 2.5])
glob ◦L = Λ ◦ glob,
where Λ is the derivation operator on valuations.
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4. The Sp(1)-module of Sp(2)-invariant curvature measures
Starting with this section, we restrict our attention to a two-dimensional
quaternionic right vector space V . The group Sp(2) acts from the left by
usual matrix multiplication, while the group Sp(1) acts by scalar multipli-
cation from the right.
We are interested in Sp(2) Sp(1)-invariant elements (valuations, curvature
measures, differential forms). It will be sometimes easier to describe the
space of Sp(2)-invariant elements as a representation of the group Sp(1).
Since Sp(1) ∼= SU(2), irreducible representations of Sp(1) are indexed
by their dimensions. Let Vn be the unique (up to equivalence) complex
irreducible representation of Sp(1) of dimension n+1. We recall the Clebsch-
Gordan rule [21, Exercice 11.11]:
Vk ⊗ Vl ∼= Vk+l ⊕ Vk+l−2 ⊕ . . . ⊕ V|k−l|. (6)
Proposition 4.1. The Sp(1)-modules Val
Sp(2)
k and Curv
Sp(2)
k decompose as
follows
k Val
Sp(2)
k Curv
Sp(2)
k
0 V0 V0
1 V0 2V0 + V4
2 2V0 + V4 4V0 + V2 + 4V4
3 3V0 + 2V4 7V0 + 3V2 + 6V4 + V6 + V8
4 5V0 + 3V4 + V8 7V0 + 3V2 + 6V4 + V6 + V8
5 3V0 + 2V4 4V0 + V2 + 4V4
6 2V0 + V4 2V0 + V4
7 V0 V0
8 V0 V0
In particular, the dimensions of the spaces of k-homogeneous invariant val-
uations and curvature measures are as follows
k dimVal
Sp(2) Sp(1)
k dimCurv
Sp(2) Sp(1)
k
0 1 1
1 1 2
2 2 4
3 3 7
4 5 7
5 3 4
6 2 2
7 1 1
8 1 1
Proof. The decomposition of Val
Sp(2)
k as a sum of irreducible Sp(1)-modules
was found in [11, Theorem 1.3]. Let us prove the statement for curvature
measures, using the same notations as in [11].
We fix a unit vector v0 ∈ V and let V˜ be the quaternionic orthogonal
complement of v0H. Then we may write
V = Rv0⊥U⊥V˜ ,
where dimU = 3.
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Let Stabv0 be the stabilizer in Sp(2) Sp(1) of v0. If we pick coordinates on
V such that v0 = (1, 0), then Stabv0 is identified with Sp(1) Sp(1) as follows.
Given an element ±(p, q) ∈ Sp(1) Sp(1), we let it act on V by
±(p, q)(λ+ u, v) =
(
q−1 0
0 p
)(
λ+ u
v
)
q = (λ+ q−1uq, pvq)
where u ∈ U, v ∈ V˜ . In other words, Sp(1) Sp(1) acts in the usual way on V˜ .
On U , the second factor acts by the adjoint representation (i.e. U ∼= V2),
while the first factor acts trivially. Since v0 is fixed, from here on we denote
Stabv0 by Sp(1) Sp(1).
We set
Ra,b :=
(∧aV˜ ∗ ⊗∧bV˜ ∗)Sp(1) ⊗ C
where the superscript Sp(1) denotes invariance with respect to the first
Sp(1)-factor. The action of the second Sp(1)-factor makes Ra,b into an
Sp(1)-module.
In [11, Lemma 6.3], it was computed that Ra,b = 0 if a + b is odd and
that
R0,0 ∼= R0,4 ∼= R4,0 ∼= R4,4 ∼= V0 (7)
R0,2 ∼= R2,0 ∼= R2,4 ∼= R4,2 ∼= V2 (8)
R1,1 ∼= R1,3 ∼= R3,1 ∼= R3,3 ∼= V0 + V2 (9)
R2,2 ∼= 2V0 + V2 + V4. (10)
Let Ωk,lh (SV )
Sp(2),tr denote the space of translation- and Sp(2)-invariant
complex-valued horizontal differential forms on the sphere bundle SV of
bidegree (k, l). Then, as Sp(1)-representations,
Ωk,lh (SV )
Sp(2),tr ∼=
(∧k(U∗ ⊕ V˜ ∗)⊗∧l(U∗ ⊕ V˜ ∗))Sp(1) ⊗ C. (11)
We clearly have
∧j(U∗ ⊕ V˜ ∗) ∼= ∧j V˜ ∗ ⊕ (∧j−1V˜ ∗ ⊗ V2)⊕ (∧j−2V˜ ∗ ⊗ V2)⊕∧j−3V˜ ∗. (12)
Expanding the right hand side of (11), using the values of Ra,b from above
and the Clebsch-Gordan rule (6), we find the following table
k Ωk,7−kh (SV )
Sp(2),tr Ωk−1,6−kh (SV )
Sp(2),tr
0, 7 V0 0
1, 6 2V0 + 2V2 + V4 2V2
2, 5 7V0 + 8V2 + 7V4 + V6 3V0 + 7V2 + 3V4 + V6
3, 4 12V0 + 18V2 + 14V4 + 4V6 + V8 5V0 + 15V2 + 8V4 + 3V6
The decomposition of Curv
Sp(2)
k now follows from
Curv
Sp(2)
k
∼= Ωk,7−kh (SV )Sp(2),tr/Ωk−1,6−kh (SV )Sp(2),tr.
The dimensions given in the proposition follow from the fact that only V0
contains a nontrivial Sp(1)-invariant element. 
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5. Invariant forms on the sphere bundle
We use the notation from the previous section. We decompose
V ∼= Rv0 ⊕ U ⊕ V˜
T(p0,v0)SV
∼= V ⊕ U ⊕ V˜ ∼= Rv0 ⊕ U ⊕ V˜ ⊕ U ⊕ V˜ .
We can split
Ωk,lh (SV )
Sp(2),tr ∼=
(∧k(U∗ ⊕ V˜ ∗)⊗∧l(U∗ ⊕ V˜ ∗))Sp(1) ⊗ C
∼=
⊕
k1+k2=k,l1+l2=l
(∧k1U∗ ⊗∧k2 V˜ ∗ ⊗∧l1U∗ ⊗∧l2 V˜ ∗)Sp(1) ⊗ C
∼=
⊕
k1+k2=k,l1+l2=l
∧k1U∗ ⊗∧l1U∗ ⊗ (∧k2 V˜ ∗ ⊗∧l2 V˜ ∗)Sp(1) ⊗ C
=:
⊕
k1+k2=k,l1+l2=l
Ωk1,k2,l1,l2 .
Note that this decomposition is compatible with the wedge product and
independent of the choice of (p0, v0).
To simplify the notation, we will not distinguish between a form ω ∈
Ωh(SV )
Sp(2),tr and its value ω|(p0,v0) ∈ ∧∗(U∗ ⊕ V˜ ∗ ⊕ U∗ ⊕ V˜ ∗)Sp(1) ⊗ C at
the point (p0, v0).
Given q ∈ S2 = {Re = 0} ∩ Sp(1), consider the 1-forms
βq = 〈dz, ζq〉 ∈ Ω1,0,0,0, γq = 〈dζ, ζq〉 ∈ Ω0,0,1,0
where (z, ζ) denotes a generic element in SV .
Lemma 5.1. A basis for the algebra ∧∗(U∗⊕U∗)⊗C is given by βi, βj, βk,
γi, γj, γk. The span of the β’s and the space of the γ’s are irreducible Sp(1)-
modules.
Proof. We have
∧k(U∗ ⊕ U∗) = ⊕
a+b=k
∧aU∗ ⊗∧bU∗,
and both copies of U∗ are irreducible Sp(1)-representations of dimension
3. 
Let us write
∧a,b(U∗ ⊕ U∗) := ∧aU∗ ⊗∧bU∗.
Corollary 5.2. The non-zero spaces ∧a,b(U∗ ⊕ U∗)⊗, and their decompo-
sition as Sp(1)-modules, are given by the following table
(a, b) ∧a,b(U∗ ⊕ U∗)⊗ C
(0, 0), (3, 3), (0, 3), (3, 0) V0
(1, 0), (0, 1), (2, 0), (0, 2), (2, 3), (3, 2), (3, 1), (1, 3) V2
(1, 1), (2, 1), (1, 2), (2, 2) V0 + V2 + V4
Proof. This follows from Lemma 5.1 and the Clebsch-Gordan rule (6). 
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The Sp(1)-invariant elements corresponding to the V0 components in the
previous table are given by
φ1,1 := βi ∧ γi + βj ∧ γj + βk ∧ γk
φ3,0 := βi ∧ βj ∧ βk
φ2,1 := βi ∧ βj ∧ γk + βj ∧ βk ∧ γi + βk ∧ βi ∧ γj
φ1,2 := βi ∧ γj ∧ γk + βj ∧ γk ∧ γi + βk ∧ γi ∧ γj
φ0,3 := γi ∧ γj ∧ γk.
For (a, b) = (3, 3), the invariant element is φ3,0 ∧ φ0,3, and for (a, b) = (2, 2)
it is φ21,1.
Given q ∈ S2, let
θ˜0,q =
1
2
dγq =
1
2
〈dζq, dζ〉 ∈ Ω0,0,2,0 ⊕ Ω0,0,0,2
θ˜1,q = dβq = 〈dζq, dz〉 ∈ Ω1,0,1,0 ⊕ Ω0,1,0,1
θ˜2,q =
1
2
〈dzq, dz〉 ∈ Ω2,0,0,0 ⊕ Ω0,2,0,0,
with the usual convention that the inner product of 1-forms is skew sym-
metric. It may be checked in coordinates that no other weights appear.
Let θ0,q ∈ Ω0,0,0,2, θ1,q ∈ Ω0,1,0,1, θ2,q ∈ Ω0,2,0,0 be the corresponding pro-
jections. Moreover, let θs ∈ Ω0,1,0,1 be the projection of −dα, where α is the
canonical 1-form on SV . Then θs is a symplectic form on V˜ ⊕ V˜ .
Lemma 5.3. A basis for the algebra of ∧∗(V˜ ∗ ⊕ V˜ ∗)Sp(1) ⊗ C is given by
the union of the following sets:
{θ0,i, θ0,j, θ0,k}, {θ1,i, θ1,j, θ1,k}, {θs}, {θ2,i, θ2,j, θ2,k}.
The span of the elements in each of these sets is an irreducible Sp(1)-module.
Proof. Noting that Sp(1) ∼= SU(2), the statement follows from [9, Lemma
3.3]. 
Lemma 5.4. The following relations hold in ∧4(V˜ ∗ ⊕ V˜ ∗)Sp(1)
θ20,i = θ
2
0,j = θ
2
0,k
θ0,i ∧ θ0,j = 0
θ0,i ∧ θ1,i = θ0,j ∧ θ1,j = θ0,k ∧ θ1,k
θ0,i ∧ θ1,j = −θ0,j ∧ θ1,i = −θ0,k ∧ θs
θ0,i ∧ θ2,j + θ0,j ∧ θ2,i − θ1,i ∧ θ1,j = 0
θ0,i ∧ θ2,j − θ0,j ∧ θ2,i + θ1,k ∧ θs = 0
θ21,i − 2θ0,j ∧ θ2,j − 2θ0,k ∧ θ2,k − θ2s = 0 (13)
θ1,i ∧ θ2,i = θ1,j ∧ θ2,j = θ1,k ∧ θ2,k
θ1,i ∧ θ2,j = −θ1,j ∧ θ2,i = −θ2,k ∧ θs
θ22,i = θ
2
2,j = θ
2
2,j
θ2,i ∧ θ2,j = 0.
Also the equations obtained by cyclic permutation of i, j,k hold.
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Proof. This is a direct computation in coordinates z1, . . . , z8, ζ1, . . . , ζ8 with∑
ζ2j = 1 of SH
2. By invariance, it is enough to do it at a special point of
SH2, e.g. (0, 1). At this point we have
θ0,i = dζ5 ∧ dζ6 − dζ7 ∧ dζ8
θ1,j = −dζ7 ∧ dz5 − dζ8 ∧ dz6 + dζ5 ∧ dz7 + dζ6 ∧ dz8.
Taking wedge products yields
θ0,i ∧ θ1,j = −dζ5 ∧ dζ7 ∧ dζ8 ∧ dz7 − dζ6 ∧ dζ7 ∧ dζ8 ∧ dz8
− dζ5 ∧ dζ6 ∧ dζ7 ∧ dz5 − dζ5 ∧ dζ6 ∧ dζ8 ∧ dz6.
Since
θ0,k = dζ5 ∧ dζ8 − dζ6 ∧ dζ7
θs = −dζ5 ∧ dz5 − dζ6 ∧ dz6 − dζ7 ∧ dz7 − dζ8 ∧ dz8,
we obtain θ0,i ∧ θ1,j = −θ0,k ∧ θs.
The other equations are obtained similarly. 
We will denote
Θm,n := θm,i ∧ θn,i + θm,j ∧ θn,j + θm,k ∧ θn,k ∈ ∧m+n,4−m−n(V˜ ∗ ⊕ V˜ ∗)Sp(1).
By the previous relations, Θm,n = 3θm,i ∧ θn,i unless m+ n = 2.
Lemma 5.5. The following forms are primitive in the sense that their wedge
product with θs vanishes:
Θ0,0,Θ0,1, θ1,i∧θ1,j, θ1,j∧θ1,k, θ1,k∧θ1,i, θ21,i−
1
3
θ2s , θ
2
1,j−
1
3
θ2s , θ
2
1,k−
1
3
θ2s ,Θ1,2,Θ2,2.
Proof. This is a direct computation in coordinates. 
The content of the two previous lemmas is enough to find the Lefschetz
decomposition of any element in ∧∗(V˜ ∗ ⊕ V˜ ∗)Sp(1) ⊗ C. For instance, the
cyclic permutations of (13) gives the Lefschetz decomposition
θ0,i∧θ2,i = 1
4
(θ21,j+θ
2
1,k−θ21,i−θ2s) =
1
4
(
θ21,j + θ
2
1,k − θ21,i −
1
3
θ2s
)
−1
6
θ2s . (14)
Lemma 5.6. The differentials of the basic forms are given by the equations
dα = −βi ∧ γi − βj ∧ γj − βk ∧ γk − θs
dβi = α ∧ γi − βj ∧ γk + βk ∧ γj + θ1,i
dγi = −2γj ∧ γk + 2θ0,i
dθ2,i = βi ∧ θs + βk ∧ θ1,j − βj ∧ θ1,k + α ∧ θ1,i,
and all equations which are obtained by cyclic permutations of i, j,k or by
applying d once more to the displayed equations.
Since we are interested in curvature measures, we will compute modulo
dα. By the first equation in Lemma 5.6, we may replace θs by −βi ∧ γi −
βj ∧ γj − βk ∧ γk, hence it is enough to consider forms without a θs-factor.
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Corollary 5.7. The non-zero spaces ∧a,b(V˜ ∗ ⊕ V˜ ∗)Sp(1) ⊗ C (modulo θs),
and their decomposition as Sp(1)-modules, are given by the following table
(a, b) Ra,b/(Ra−1,b−1 ∧ θs)
(0, 0), (4, 0), (0, 4), (4, 4) V0
(1, 1), (2, 0), (0, 2), (4, 2), (2, 4) V2
(1, 3), (3, 1) V0
(2, 2) V0 + V4
Proof. This follows from (7)-(10) and the Lefschetz decomposition of∧∗(V˜ ∗⊕
V˜ ∗)Sp(1) ⊗ C (recall that θs is a symplectic form). 
It is easily checked that each Θm,n is Sp(1) Sp(1)-invariant, and thus be-
longs to the V0 component of the corresponding entry in the previous table.
Using the fact that the tensor product Va ⊗ Vb contains an invariant
summand if and only if a = b, we can now determine which of the spaces
Ωk1,k2,l1,l2 contain an Sp(1)-invariant element. For instance, if (k1, l1) ∈
{(1, 0), (0, 1), (2, 0), (0, 2)} and (k2, l2) ∈ {(2, 0), (1, 1), (0, 2)}, then
Ωk1,k2,l1,l2
∼= V2 ⊗ V2 ∼= V0 + V2 + V4
contains an Sp(1)-invariant element. These elements are listed below. In-
deed, it is not difficult to check directly that these differential forms are
Sp(2) Sp(1)-invariant.
Φγ,θ0 := γi ∧ θ0,i + γj ∧ θ0,j + γk ∧ θ0,k ∈ Ω0,0,1,2
Φγ,θ1 := γi ∧ θ1,i + γj ∧ θ1,j + γk ∧ θ1,k ∈ Ω0,1,1,1
Φγ,θ2 := γi ∧ θ2,i + γj ∧ θ2,j + γk ∧ θ2,k ∈ Ω0,2,1,0
Φβ,θ0 := βi ∧ θ0,i + βj ∧ θ0,j + βk ∧ θ0,k ∈ Ω1,0,0,2
Φβ,θ1 := βi ∧ θ1,i + βj ∧ θ1,j + βk ∧ θ1,k ∈ Ω1,1,0,1
Φβ,θ2 := θ2,i ∧ βi + θ2,j ∧ βj + θ2,k ∧ βk ∈ Ω1,2,0,0
Φβ,β,θ0 := βi ∧ βj ∧ θ0,k + βj ∧ βk ∧ θ0,i + βk ∧ βi ∧ θ0,j ∈ Ω2,0,0,2
Φβ,β,θ1 := βi ∧ βj ∧ θ1,k + βj ∧ βk ∧ θ1,i + βk ∧ βi ∧ θ1,j ∈ Ω2,1,0,1
Φβ,β,θ2 := βi ∧ βj ∧ θ2,k + βj ∧ βk ∧ θ2,i + βk ∧ βi ∧ θ2,j ∈ Ω2,2,0,0
Φγ,γ,θ0 := θ0,i ∧ γj ∧ γk + θ0,j ∧ γk ∧ γi + θ0,k ∧ γi ∧ γj ∈ Ω0,0,2,2
Φγ,γ,θ1 := θ1,i ∧ γj ∧ γk + θ1,j ∧ γk ∧ γi + θ1,k ∧ γi ∧ γj ∈ Ω0,1,2,1
Φγ,γ,θ2 := θ2,i ∧ γj ∧ γk + θ2,j ∧ γk ∧ γi + θ2,k ∧ γi ∧ γj ∈ Ω0,2,2,0.
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Together with the Sp(2) Sp(1)-invariant forms Φa,b and Θm,n, the previous
list will suffice to construct a basis of CurvSp(2) Sp(1). To this end, we define
Λ0,1 := φ0,3 ∧Θ0,0
Λ1,1 := φ1,2 ∧Θ0,0
Λ1,2 := φ0,3 ∧Θ0,1
Λ2,1 := φ2,1 ∧Θ0,0
Λ2,2 := φ1,2 ∧Θ0,1
Λ2,3 := φ0,3 ∧
[
Θ0,2 +
1
2
(dα)2
]
Λ2,4 := φ0,3 ∧ Φβ,β,θ0 − Φγ,θ0 ∧
[
1
2
φ1,1 +
1
6
dα
]
∧ dα
Λ3,1 := φ3,0 ∧Θ0,0
Λ3,2 := φ2,1 ∧Θ0,1
Λ3,3 := φ1,2 ∧
[
4Θ0,2 + 2(dα)
2
]
Λ3,4 := Φβ,θ0 ∧ Φγ,γ,θ2 +Φβ,θ2 ∧ Φγ,γ,θ0 +
1
3
φ1,2 ∧ dα ∧ dα
Λ3,5 := φ0,3 ∧Θ1,2
Λ3,6 := φ3,0 ∧ Φγ,γ,θ0 − Φβ,θ0 ∧ dα ∧
[
1
2
φ1,1 +
1
6
dα
]
Λ3,7 := φ0,3 ∧ Φβ,β,θ1 − Φγ,θ1 ∧ dα ∧
[
1
2
φ1,1 +
1
6
dα
]
Λ4,1 := φ3,0 ∧Θ0,1
Λ4,2 := φ2,1 ∧
[
Θ0,2 +
1
2
(dα)2
]
Λ4,3 := Φβ,β,θ0 ∧ Φγ,θ2 +Φβ,β,θ2 ∧ Φγ,θ0 +
1
3
φ2,1 ∧ dα ∧ dα
Λ4,4 := φ1,2 ∧Θ1,2
Λ4,5 := φ0,3 ∧Θ2,2
Λ4,6 := φ3,0 ∧ Φγ,γ,θ1 − Φβ,θ1 ∧ dα ∧
[
1
2
φ1,1 +
1
6
dα
]
Λ4,7 := φ0,3 ∧ Φβ,β,θ2 − Φγ,θ2 ∧ dα ∧
[
1
2
φ1,1 +
1
6
dα
]
Λ5,1 := φ3,0 ∧
[
Θ0,2 +
1
2
(dα)2
]
Λ5,2 := φ2,1 ∧Θ1,2
Λ5,3 := φ1,2 ∧Θ2,2
Λ5,4 := φ3,0 ∧ Φγ,γ,θ2 − Φβ,θ2 ∧ dα ∧
[
1
2
φ1,1 +
1
6
dα
]
Λ6,1 := φ3,0 ∧Θ1,2
Λ6,2 := φ2,1 ∧Θ2,2
Λ7,1 := φ3,0 ∧Θ2,2.
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The terms containing the symplectic form dα are chosen in such a way that
each of these forms is primitive, which means in this case in the kernel of the
multiplication by dα. Although this is irrelevant for the induced curvature
measures, it simplifies some of the computations below.
As an example, let us show that Λ2,3 is primitive. Let us denote by curly
brackets the sum of all terms obtained by cyclic permutations of i, j,k, so
that e.g. φ1,1 = {βi ∧ γi}.
By (14) we have
Λ2,3 ∧ dα = −φ0,3 ∧
(
{θ0,i ∧ θ2,i}+ 1
2
θ2s
)
∧ θs
= −φ0,3 ∧
{
θ0,i ∧ θ2,i + 1
6
θ2s
}
∧ θs
= 0.
Proposition 5.8. The space Curv
Sp(2) Sp(1)
k is spanned by the curvature
measures corresponding to the Λk,i.
Proof. For each given k, the displayed forms Λk,i are linearly independent
and primitive. Since their number equals the dimension of the space of
invariant curvature measures of degree k, the statement follows. 
In the following, we will not distinguish between the form Λk,i and the
curvature measure induced by it.
6. The Rumin differential
Let (M,Q) be a contact manifold of dimension 2m + 1. The Rumin
differential was introduced in [27]. It is an operatorD : Ωm(M)→ Ωm+1(M)
defined as follows. Let α be a locally defining 1-form, i.e. Q = kerα.
Let ω ∈ Ωm(M). Then there exists a unique vertical form α∧ ξ such that
Dω := d(ω + α ∧ ξ) is vertical.
To find ξ, we restrict d(ω + α ∧ ξ) to the contact plane and find
(dω + dα ∧ ξ) |Q = 0.
Since multiplication by the symplectic form dα is an isomorphism between
(m− 1)-forms and (m+ 1)-forms, we may take
ξ|Q := −(dα)−1(dω).
In our situation, M = SH2 is the sphere bundle with its global contact
form α, and m = 7. Let us describe an algorithm to compute the Rumin
differential of the forms Λk,i. Since the image of D consists of vertical forms,
the knowledge of D is equivalent to the knowledge of the operator L from
Definition 3.2 which is given by iTD, where T is the Reeb vector field (i.e.
iTα = 1, iT dα = 0).
Let ω ∈ Ω7(SH2) be translation- and Sp(2) Sp(1)-invariant. It is easy to
compute dω by Lemma 5.6. The hard part is to divide by dα. Since this is
a linear operator, we may do the computation at some fixed point (p0, v0) ∈
SH2. The contact plane at this point is given by the 14-dimensionalQ(p0,v0) =
v⊥0 ⊕ v⊥0 .
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As before, we split the 7-dimensional space v⊥0 into a 3-dimensional space
U inside v0 ·H and the 4-dimensional quaternionic orthogonal complement
V˜ . Consequently, the space of alternating k-forms splits as
∧k(U∗ ⊕ V˜ ∗ ⊕ U∗ ⊕ V˜ ∗) ∼= ⊕
a+b=k
∧a(U∗ ⊕ U∗)⊗∧b(V˜ ∗ ⊕ V˜ ∗). (15)
We call the degree in the V˜ -part the quaternionic degree. Note that the
quaternionic degree of invariant forms is always even.
The algorithm takes a form η := dω|Q(p0,v0) of total degree 8 and quater-
nionic degree b and returns (dα)−1η. At each step, it reduces the quater-
nionic degree b.
The symplectic form Ω := −dα|Q(p0,v0) splits as Ω = Ω1 + Ω2 with Ω1 :=
φ1,1|Q(p0,v0) ∈ ∧2(U∗⊕U∗) a symplectic form on U⊕U and Ω2 := θs|Q(p0,v0) ∈∧2(V˜ ∗ ⊕ V˜ ∗) a symplectic form on V˜ ⊕ V˜ .
Let η = η1 ∧ η2 be the decomposition of η according to the splitting
(15). Since η2 ∈ ∧b(V˜ ∗ ⊕ V˜ ∗), we may write η2 = π2 + Ω2 ∧ ρ2, where
π2, ρ2 ∈ ∧∗(V˜ ⊕ V˜ ) and where π2 is primitive, i.e. Ω5−b2 ∧ π2 = 0 if b ≤ 4
and π2 = 0 if b ≥ 6. Given η2, it is easy to obtain this decomposition
explicitly using Lemmas 5.4 and 5.5.
We may write
η1 ∧ η2 = η1 ∧ π2 + η1 ∧ Ω2 ∧ ρ2
= η1 ∧ π2 + η1 ∧ Ω ∧ ρ2 − η1 ∧ Ω1 ∧ ρ2.
The second term is obviously a multiple of the symplectic form Ω. The last
term has smaller quaternionic degree than η and can be treated inductively.
Indeed, this term vanishes if b ≤ 4.
It remains to consider the case η = η1 ∧ π2 with π2 primitive. Note that
the degree of a primitive form is at most 4. Since U ⊕ U is 6-dimensional,
we have a ≤ 6, hence b = 8− a ≥ 2, so that π2 can be of degree 2 or 4.
Suppose first that π2 is of degree 4. Then Ω2 ∧ π2 = 0 and η1 is of degree
4. We may therefore write
η1 = Ω1 ∧ ρ1,
and it is easy to find ρ1 explicitly. This yields
η1 ∧ π2 = Ω1 ∧ ρ1 ∧ π2 = (Ω1 +Ω2) ∧ ρ1 ∧ π2 = Ω ∧ ρ1 ∧ π2.
Let now π2 be of degree 2. Then Ω
3
2 ∧ π2 = 0. Since η1 is of degree 6, it
is a multiple of Ω31. Using
Ω31 ∧ π2 = (Ω − Ω2)3 ∧ π2
= (Ω3 − 3Ω2 ∧ Ω2 + 3Ω ∧ Ω22 − Ω32) ∧ π2
= Ω ∧ (Ω2 − 3Ω ∧ Ω2 + 3Ω22) ∧ π2,
we may divide by Ω.
The result of the algorithm is as follows.
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Proposition 6.1. The derivation operator is given by
LΛ1,1 = 3Λ0,1
LΛ1,2 = 2Λ0,1
LΛ2,1 = 2Λ1,1
LΛ2,2 = −4Λ1,1 + 12Λ1,2
LΛ2,3 = 2Λ1,1 − 2Λ1,2
LΛ2,4 = −4
3
Λ1,1 + 2Λ1,2
LΛ3,1 = Λ2,1
LΛ3,2 = −10Λ2,1 + 8Λ2,2 − 36Λ2,4
LΛ3,3 = 16Λ2,1 − 12Λ2,2 + 60Λ2,3 + 144Λ2,4
LΛ3,4 = −32
3
Λ2,1 +
34
3
Λ2,2 − 30Λ2,3 − 96Λ2,4
LΛ3,5 = 6Λ2,2 − 30Λ2,3 − 72Λ2,4
LΛ3,6 = −4
3
Λ2,1 +
2
3
Λ2,2 − 3Λ2,4
LΛ3,7 = −8
3
Λ2,1 +
4
3
Λ2,2 − 6Λ2,4
LΛ4,1 = −16Λ3,1 + 4Λ3,2 − 36Λ3,6
LΛ4,2 = 6Λ3,1 − 4Λ3,2 + 2Λ3,3 + 3Λ3,4 + 36Λ3,6
LΛ4,3 = 44Λ3,1 − 16Λ3,2 + 4Λ3,3 + 6Λ3,4 + 144Λ3,6
LΛ4,4 = 12Λ3,2 − 3Λ3,3 − 18Λ3,4 + 12Λ3,5 − 72Λ3,6 + 36Λ3,7
LΛ4,5 = 18Λ3,4 − 16Λ3,5 − 72Λ3,7
LΛ4,6 = −8Λ3,1 + 4
3
Λ3,2 − 44Λ3,6 + 16Λ3,7
LΛ4,7 = −4
3
Λ3,2 +
1
2
Λ3,3 + 3Λ3,4 − 2Λ3,5 + 38Λ3,6 − 22Λ3,7
LΛ5,1 = −5Λ4,1 + 7Λ4,2 − 3Λ4,3
LΛ5,2 = 18Λ4,1 − 30Λ4,2 + 18Λ4,3 + 8Λ4,4 + 36Λ4,6 + 36Λ4,7
LΛ5,3 = 36Λ4,2 − 18Λ4,3 − 10Λ4,4 + 3Λ4,5 − 72Λ4,6 − 72Λ4,7
LΛ5,4 = −4Λ4,1 + 6Λ4,2 − 3Λ4,3 − 2
3
Λ4,4 − 3Λ4,6 − 3Λ4,7
LΛ6,1 = −12Λ5,1 + 4Λ5,2 + 36Λ5,4
LΛ6,2 = 36Λ5,1 − 4Λ5,2 + 2Λ5,3 − 72Λ5,4
LΛ7,1 = 2Λ6,1 + Λ6,2.
Proof. We compute only LΛ2,2. This is the first case in the list where dΛk,q
is not vertical. Let us begin with
dΛ2,2 = dφ1,2 ∧Θ0,1 − φ1,2 ∧ dΘ0,1. (16)
Using Lemma 5.6 we find
dφ1,2 = {γi ∧ γj ∧ θ1,k}+ 2{βi ∧ (γj ∧ θ0,k − γk ∧ θ0,j)}+ 3α ∧ φ0,3
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By the second and third relations in Lemma 5.4, we get
dφ1,2 ∧Θ0,1 = {γi ∧ γj ∧ θ1,k} ∧Θ0,1 + 3α ∧ φ0,3 ∧Θ0,1.
Let
η1 := γi ∧ γj, η2 := θ1,k ∧Θ0,1 = 3θ0k ∧ θ2s ,
where we used the third and fourth relations in Lemma 5.4. Using θs =
−dα− φ1,1, we get
η1 ∧ η2 = 3η1 ∧ θ0k ∧ (dα2 + 2dα ∧ φ1,1).
Cyclic permutation yields
dφ1,2 ∧Θ0,1 = 3dα ∧ (dα+ 2φ1,1) ∧ {γi ∧ γj ∧ θ0,k}+ 3α ∧ φ0,3 ∧Θ0,1.
Using Lemmas 5.6 and 5.4, the second term in (16) is found to be
φ1,2 ∧ dΘ0,1 = −2α ∧ φ1,2 ∧Θ0,0 + 3θs ∧ φ1,2 ∧ {γi ∧ θ0,i}
= −2α ∧ φ1,2 ∧Θ0,0 − 3dα ∧ φ1,2 ∧ {γi ∧ θ0,i},
since φ1,1 ∧ φ1,2 vanishes.
We obtain that
DΛ2,2 = d(Λ2,2 + α ∧ ξ) = α ∧ (2φ1,2 ∧Θ0,0 + 3φ0,3 ∧Θ0,1 − dξ) (17)
where
ξ = −3(dα+ 2φ1,1) ∧ {γi ∧ γj ∧ θ0,k} − 3φ1,2 ∧ {γi ∧ θ0,i}
= −3dα ∧ {γi ∧ γj ∧ θ0,k}+ 9φ0,3 ∧ {βi ∧ θ0,i}.
Finally, using
dφ0,3 = 2{γi ∧ γj ∧ θ0,k},
we find
dξ = 18{γi ∧ γj ∧ θ0,k} ∧ {βi ∧ θ0,i} − 9φ0,3 ∧Θ0,1
= 18{γi ∧ γj ∧ βk ∧ θ20,k} − 9φ0,3 ∧Θ0,1
= 6φ1,2 ∧Θ0,0 − 9φ0,3 ∧Θ0,1.
Plugging this in (17), and contracting with T yields the stated identity. 
7. Computation of the Klain functions
In [16] we determined those modules appearing in the decomposition of
Valk(H
2) from Theorem 2.3 which contain non-trivial Sp(2) Sp(1)-invariant
elements. These modules are Γ0,0,0,0,Γ2,2,0,0,Γ4,2,2,0,Γ2,2,2,2,Γ6,2,2,−2, and
each of them contains a 1-dimensional space of Sp(2) Sp(1)-invariant ele-
ments. In fact, in [16], we did not distinguish between Γ2,2,2,2 and Γ2,2,2,−2
as well as between Γ6,2,2,−2 and Γ6,2,2,2. Using characters, it can be checked
that the displayed signs are the correct ones. More precisely, Weyl’s charac-
ter formula enables us to compute the character of an irreducible SO(8) or
Sp(2) Sp(1)-module. We can then decompose Γ6,2,2,2 and Γ6,2,2,−2 as sums
of irreducible Sp(2) Sp(1)-modules. The trivial representation only appears
in the second case, that of Γ6,2,2−2.
The multiplicities of these modules in Curvk can be found using recent
results by Saienko [28]. By Section 3 we may restrict to 0 ≤ k ≤ 3 and
obtain the following multiplicities.
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Γ0,0,0,0 Γ2,2,0,0 Γ4,2,2,0 Γ2,2,2,2 Γ6,2,2,−2
Curv0 1 0 0 0 0
Curv1 1 1 0 0 0
Curv2 1 2 1 0 0
Curv3 1 2 2 1 1
Comparing with the dimensions of Curv
Sp(2) Sp(1)
k from Proposition 4.1,
we see that these are all modules containing invariant curvature measures.
We claim that these invariant curvature measures are given by the follow-
ing list.
v01 := Λ0,1
v11 := Λ1,1 + 2Λ1,2
v12 := 2Λ1,1 − 3Λ1,2
v21 := −Λ2,1 − 2Λ2,2 − 6Λ2,3
v22 := −
1
12
Λ2,2 +
1
2
Λ2,3 − Λ2,4
v23 :=
17
63
Λ2,1 − 1
63
Λ2,2 − 5
7
Λ2,3 − Λ2,4
v24 := −
1
9
Λ2,1 +
1
9
Λ2,2 − 1
3
Λ2,3 − Λ2,4
v31 :=
1
2
Λ3,1 + Λ3,2 +
3
4
Λ3,3 + Λ3,5
v32 := Λ3,2 − Λ3,5 + 2Λ3,6 + 2Λ3,7
v33 := −
3
7
Λ3,1 − 4
21
Λ3,2 +
3
28
Λ3,3 +
1
7
Λ3,5 + Λ3,6 + Λ3,7
v34 :=
1
3
Λ3,2 − 1
2
Λ3,3 + Λ3,4 + Λ3,5 + 2Λ3,6 + 2Λ3,7
v35 :=
23
45
Λ3,1 − 4
45
Λ3,2 +
1
180
Λ3,3 − 4
15
Λ3,4 +
11
45
Λ3,5 + Λ3,6 + Λ3,7
v36 :=
2
5
Λ3,1 − 1
5
Λ3,2 +
1
20
Λ3,3 +
3
10
Λ3,4 − 1
5
Λ3,5 − 2Λ3,6 + Λ3,7
v37 := −
2
9
Λ3,1 +
1
9
Λ3,2 − 1
36
Λ3,3 − 1
6
Λ3,4 +
1
9
Λ3,5 − 2Λ3,6 + Λ3,7
v41 := −Λ4,1 − 3Λ4,2 − Λ4,4 −
1
2
Λ4,5
v42 := Λ4,1 −
1
3
Λ4,4 − 2Λ4,6 − 2Λ4,7
v43 := −
1
7
Λ4,1 − 3
7
Λ4,2 +
4
21
Λ4,4 +
3
7
Λ4,5 − Λ4,6 − Λ4,7
v44 := −Λ4,1 + 2Λ4,2 − Λ4,3 −
1
3
Λ4,4 − 2Λ4,6 − 2Λ4,7
28 ANDREAS BERNIG AND GIL SOLANES
v45 := −
11
45
Λ4,1 − 1
45
Λ4,2 +
4
15
Λ4,3 +
4
45
Λ4,4 − 23
45
Λ4,5 − Λ4,6 − Λ4,7
v46 :=
1
5
Λ4,1 − 1
5
Λ4,2 − 3
10
Λ4,3 +
1
5
Λ4,4 − 2
5
Λ4,5 − Λ4,6 + 2Λ4,7
v47 := −
1
9
Λ4,1 +
1
9
Λ4,2 +
1
6
Λ4,3 − 1
9
Λ4,4 +
2
9
Λ4,5 − Λ4,6 + 2Λ4,7
v51 := 6Λ5,1 + 2Λ5,2 + Λ5,3
v52 := −
1
2
Λ5,1 +
1
12
Λ5,2 + Λ5,4
v53 :=
5
7
Λ5,1 +
1
63
Λ5,2 − 17
63
Λ5,3 + Λ5,4
v54 :=
1
3
Λ5,1 − 1
9
Λ5,2 +
1
9
Λ5,3 + Λ5,4
v61 := 2Λ6,1 + Λ6,2
v62 := −
3
2
Λ6,1 + Λ6,2
v71 := Λ7,1
Lemma 7.1.
L(v01) = 0
L(v11) = 7v01 , L(v12) = 0
L(v21) = −6v11 , L(v22) =
4
3
v12 , L(v23) =
16
63
v12 , L(v24) = 0
L(v31) = −
5
2
v21 , L(v32) = −42v23 , L(v33) = −3v23 , L(v34) = 270v24 , L(v35) = −3v24 ,
L(v36) = 0, L(v37) = 0
L(v41) = −4v31 , L(v42) = 0, L(v43) = −18v33 , L(v44) = 0, L(v45) = 46v35 ,
L(v46) = −24v36 , L(v47) = −80v37
L(v51) = −6v41 , L(v52) = 0, L(v53) = −
68
9
v42 −
17
9
v43, L(v54) =
180
23
v44 −
15
23
v45
L(v61) = 2v51 , L(v62) = −
2016
17
v52 −
126
17
v53
L(v71) = v61 .
Proof. This is straightforward using Proposition 6.1. 
Define an operator
Pk : Curvk(R
8)→ Curvk(R8), P :=
{
L7−2k ◦ I∗ 0 ≤ k ≤ 3
I∗ ◦ L2k−7 4 ≤ k ≤ 7.
Clearly
I∗ ◦ Pk = P7−k ◦ I∗. (18)
Proposition 7.2. The eigenvalues and eigenvectors of
Pk : Curvk(H
2)Sp(2) Sp(1) → Curvk(H2)Sp(2) Sp(1)
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for 0 ≤ k ≤ 3 are given by the following table. The last column indicates to
which isotypical component of Curvk the eigenvector belongs.
k eigenvalue of Pk eigenvector of Pk module
0 5040 v01 Γ0,0,0,0
1 −720 v11 Γ0,0,0,0
1 −384 v12 Γ2,2,0,0
2 60 v21 Γ0,0,0,0
2 0 v22 Γ2,2,0,0
2 102 v23 Γ2,2,0,0
2 −90 v24 Γ4,2,2,0
3 −4 v31 Γ0,0,0,0
3 0 v32 Γ2,2,0,0
3 −18 v33 Γ2,2,0,0
3 0 v34 Γ4,2,2,0
3 46 v35 Γ4,2,2,0
3 −24 v36 Γ2,2,2,2
3 −80 v37 Γ6,2,2,−2
Proof. In terms of our basic invariant forms, we have
I∗dα = dα
I∗βi = −γi, I∗βj = −γj, I∗βk = −γk
I∗γi = βi, I
∗γj = βj, I
∗γk = βk
I∗θ0,i = θ2,i, I
∗θ0,j = θ2,j, I
∗θ0,k = θ2,k
I∗θ1,i = −θ1,i, I∗θ1j = −θ1,j, I∗θ1,k = −θ1,k
I∗θ2,i = θ0,i, I
∗θ2,j = θ0,j, I
∗θ2,k = θ0,k.
From this, it can be checked that the displayed curvature measures are
indeed eigenvectors to the displayed eigenvalue of Pk.
It remains to show that the displayed modules are correct. For k = 0,
this is trivial.
For k = 1, since the eigenvalues of P1 are different, each eigenvector
belongs to either Curv1[Γ0,0,0,0] or Curv1[Γ2,2,0,0]. Since Lv11 = 7v01 ∈
Curv0[Γ0,0,0,0], we must have v
1
1 ∈ Curv1[Γ0,0,0,0] and v12 ∈ Curv1[Γ2,2,0,0].
For k = 2, the argument is similar using Lemma 7.1.
Let us study k = 3 now. Since Lv31 = −52v21 ∈ Curv2[Γ0,0,0,0],Lv33 =
−3v23 ∈ Curv2[Γ2,2,0,0],Lv35 = −3v24 ∈ Curv2[Γ4,2,2,0] and the corresponding
eigenvalues appear with multiplicity 1, we deduce that these measures belong
to the displayed isotypical components.
For v32 and v
3
4 , the argument is more involved. Since both are eigenvectors
to the same eigenvalue 0, we cannot conclude that each of them belongs to an
isotypical component. We only know that some linear combination belongs
to one isotypical component and some other linear combination belongs to
some other isotypical component:
λ1v
3
2 + λ2v
3
4 ∈ Curv3[Γ2,2,0,0], τ1v32 + τ2v34 ∈ Curv3[Γ4,2,2,0]
with (λ1, λ2), (τ1, τ2) 6= (0, 0). Applying L to the first equation yields
λ1Lv32 + λ2Lv34 ∈ Curv2[Γ2,2,0,0]. Since Lv32 = −42v23 ∈ Curv2[Γ2,2,0,0] and
Lv34 = 270v24 ∈ Curv2[Γ4,2,2,0], this implies that λ2 = 0. A similar argument
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shows that τ1 = 0. Hence v
3
2 ∈ Curv3[Γ2,2,0,0] and v34 ∈ Curv3[Γ4,2,2,0] as
displayed.
It remains to decide whether v36 ∈ Curv3[Γ2,2,2,2], v37 ∈ Curv3[Γ6,2,2,−2] or
v37 ∈ Curv3[Γ2,2,2,2], v63 ∈ Curv3[Γ6,2,2,−2]. The module Γ2,2,2,2 enters the
decomposition of Curv3(R
8) with multiplicity 1, hence P3 acts as a scalar
on it. This scalar must be −24 in the first case and −80 in the second case.
Identify R8 ∼= C4. A direct computation, using [14, Prop. 4.6], shows that
the eigenvalues of P3 restricted to Curv3(C
4)U(4) are −4, 0,−18,−24, in par-
ticular −80 is not an eigenvalue. Moreover, Γ2,2,2,2 appears in Curv3(C4)U(4).
Therefore P3 acts by the scalar −24 on Curv3(R8)[Γ2,2,2,2], which implies
that v36 ∈ Curv3[Γ2,2,2,2] and v37 ∈ Curv3[Γ6,2,2,−2]. 
Corollary 7.3. For 4 ≤ k ≤ 7, we have the following eigenvalues, eigen-
vectors and isotypical components
k eigenvalue of Pk eigenvector of Pk module
4 −4 v41 Γ0,0,0,0
4 0 v42 Γ2,2,0,0
4 −18 v43 Γ2,2,0,0
4 0 v44 Γ4,2,2,0
4 46 v45 Γ4,2,2,0
4 −24 v46 Γ2,2,2,2
4 −80 v47 Γ6,2,2,−2
5 60 v51 Γ0,0,0,0
5 0 v52 Γ2,2,0,0
5 102 v53 Γ2,2,0,0
5 −90 v54 Γ4,2,2,0
6 −720 v61 Γ0,0,0,0
6 −384 v62 Γ2,2,0,0
7 5040 v71 Γ0,0,0,0
Proof. This follows directly from Proposition 7.2 and (18): if v is an eigen-
vector of Pk belonging to Curvk[Γλ], then I
∗v is an eigenvector of P7−k, with
the same eigenvalue, belonging to Curv7−k[Γλ]. 
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Proposition 7.4. The Klain functions of the curvature measures vki , 4 ≤
k ≤ 7 are given by the following table
measure m Klain function of globm
v41 6π
2f4,0
v42 0
v43 − 314π2(7f4,1 − 18f4,0)
v44 0
v45
23
270π
2(20f4,3 + 8f4,2 − 43f4,1 + 66f4,0)
v46
2
5π
2(6f4,2 − f4,1)
v47 −π
2
54 (63f4,4 − 161f4,3 − 194f4,2 + 226f4,1 − 210f4,0)
v51 −24πf3,0
v52 0
v53
34
63π(7f3,1 − 9f3,0)
v54 −29π(16f3,2 − 17f3,1 + 15f3,0)
v61 −12πf2,0
v62 −3π(7f2,1 − 3f2,0)
v71 −12f1,0.
Proof. By Theorem 2.3, the decomposition of Valk into irreducible SO(n)-
modules is multiplicity free. Moreover, if Γλ is an irreducible SO(n)-module
entering this decomposition, then it contains at most one Sp(2) Sp(1)-invariant
element, up to scaling. The Klain function of such a valuation was computed
in [16, Corollary 5.5], it corresponds (again up to scaling) to the right hand
column.
From these remarks it follows that the above table is correct up to scaling.
To prove that the scaling is correct as well, we evaluate globm and the
function on the right hand side on a well-chosen k-plane Ek. This plane
is defined as the direct product of a quaternionic line and an orthogonal
real (k − 4)-dimensional space. The stabilizer of the quaternionic line is
Sp(1) Sp(1), which acts on the orthogonal complement of the quaternionic
line as SO(4). The subgroup which fixes also the (k − 4)-dimensional space
is therefore SO(8− k), and acts transitively on the (7− k)-dimensional unit
sphere in the orthogonal complement of Ek. If we plug in an orthogonal
basis of Ek into one of the forms Λk,i, we will therefore obtain an SO(8−k)-
invariant (7−k)-form on the sphere, i.e. just a multiple of the volume form.
It is now straightforward to compute the Klain function of the globalization
of Λk,i at the given k-space E
k.
We just illustrate this with an example in degree 5. The valuations
glob Λ5,1, glob Λ5,2, glob Λ5,4 evaluate at E
5 to 0, while Λ5,3 evaluates to
−24π. Therefore Kl glob v51(E5) = −24π.
On the other hand, on this special 5-plane E5, we have λ12 = λ13 = λ23 =
1, and hence f3,0(E) = 1. Therefore glob v
5
1 = −24πf3,0. 
For 0 ≤ k ≤ 3, this method does not work since the stabilizer of a k-plane
E is no longer transitive on the sphere in the orthogonal complement.
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Proposition 7.5. The Klain functions of the curvature measures vki , 0 ≤
k ≤ 3 are given by the following table
measure m Klain function of globm
v01 −2π4f0,0
v11 −325 π3f1,0
v12 0
v21 6π
3f2,0
v22 − 112π3(7f2,1 − 3f2,0)
v23 − 163π3(7f2,1 − 3f2,0)
v24 0
v31 −8π2f3,0
v32
8
15π
2(7f3,1 − 9f3,0)
v33
4
105π
2(7f3,1 − 9f3,0)
v34 − 821π2(16f3,2 − 17f3,1 + 15f3,0)
v35
4
945π
2(16f3,2 − 17f3,1 + 15f3,0)
v36 0
v37 0
Proof. We illustrate the proof only for one case, namely glob v31, the other
cases being similar. By Proposition 7.4 and its proof, we know that there is
a constant c such that
Kl ◦F ◦ glob v31 = cf3,0 = −
c
24π
Kl ◦ glob v51.
By the injectivity of the Klain map, F ◦ glob v31 = − c24π glob v51 .
We apply Λ2 to this equation, using Corollary 2.9 on the left hand side
and Lemma 7.1 on the right hand side and obtain
8π glob(v31) = Λ
2 ◦ F ◦ glob(v31) = −
c
24π
24 glob(v31),
which implies c = −8π2 (since L(v31) 6= 0, we have glob(v31) 6= 0). 
8. The algebra structure
Let us first describe the general strategy. We have obtained two different
descriptions of invariant valuations: first in terms of Klain functions, second
in terms of differential forms. The dictionary between these two languages
is given in the previous section.
The convolution product can be easily computed in terms of forms (see
the formulas in [13]). On the other hand, the Alesker-Fourier transform
is easy to compute given the Klain functions. Since the Alesker-Fourier
transform intertwines convolution and product, we have all the information
we need to compute the product.
Definition 8.1. Define valuations κ2 ∈ ValSp(2) Sp(1)2 , ν3 ∈ ValSp(2) Sp(1)3 , and
κ4, ν4 ∈ ValSp(2) Sp(1)4 by
Klκ2 = 7f2,1 − 3f2,0
Klν3 = 16f3,2 − 17f3,1 + 15f3,0
Klκ4 = 6f4,2 − f4,1
Klν4 = 63f4,4 − 161f4,3 − 194f4,2 + 226f4,1 − 210f4,0,
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and let t := 2πµ1 ∈ Val
SO(8)
2 .
It is known that ti = i!ωi
πi
µi.
Proposition 8.2. A basis of the vector space ValSp(2) Sp(1) is given by
χ = t0, t, t2, κ2, t
3, tκ2, ν3, t
4, t2κ2, κ4, tν3, ν4, t
5, t3κ2, t
2ν3, t
6, t4κ2, t
7, t8.
Proof. It is enough to check that for each k and each irreducible SO(8)-
module entering the decomposition of Valk(H
2) and containing an Sp(2) Sp(1)-
invariant element, there exists an element from the given list belonging to
it.
Let us check this for Γ4,2,2,0 which appears in the cases k = 3, 4, 5. By
Propositions 7.2 and 7.5, ν3 = − 218π2 glob(v34) belongs to Val3[Γ4,2,2,0]. This
implies that tν3 ∈ Val4[Γ4,2,2,0] and t2ν3 ∈ Val5[Γ4,2,2,0]. Since Λ2◦L2 acts by
a non-zero scalar on Val3[Γ4,2,2,0] (see Corollary 2.9), we have tν3 6= 0, t2ν3 6=
0.
The other cases are similar. 
Proposition 8.3. The globalization map is given by the following table
measure globalization module measure globalization module
v01 −2π4χ Γ0,0,0,0 v41 π
4
2 t
4 Γ0,0,0,0
v11 −165 π4t Γ0,0,0,0 v42 0 Γ2,2,0,0
v12 0 Γ2,2,0,0 v
4
3 − 314π3t2κ2 Γ2,2,0,0
v21 3π
4t2 Γ0,0,0,0 v
4
4 0 Γ4,2,2,0
v22 − 112π3κ2 Γ2,2,0,0 v45 46135π2tν3 Γ4,2,2,0
v23 − 163π3κ2 Γ2,2,0,0 v46 25π2κ4 Γ2,2,2,2
v24 0 Γ4,2,2,0 v
4
7 −π
2
54 ν4 Γ6,2,2,−2
v31 −π4t3 Γ0,0,0,0 v51 −38π4t5 Γ0,0,0,0
v32
2
5π
3tκ2 Γ2,2,0,0 v
5
2 0 Γ2,2,0,0
v33
1
35π
3tκ2 Γ2,2,0,0 v
5
3
85
504π
3t3κ2 Γ2,2,0,0
v34 − 821π2ν3 Γ4,2,2,0 v54 − 718π2t2ν3 Γ4,2,2,0
v35
4
945π
2ν3 Γ4,2,2,0 v
6
1 −π
4
10 t
6 Γ0,0,0,0
v36 0 Γ2,2,2,2 v
6
2 −34π3t4κ2 Γ2,2,0,0
v37 0 Γ6,2,2,−2 v
7
1 −π
4
64 t
7 Γ0,0,0,0
Proof. Again, we only illustrate the proof in one case, with the other cases
being similar.
We must have glob v32 = ctκ2 for some constant c. We apply the derivation
operator Λ to both sides. From Lemma 7.1 it follows that Λ ◦ glob v32 =
−8 glob v22 , while Corollary 2.9 implies that Λ ◦ tκ2 = 53κ2. From this it
follows that glob v32 =
2
5π
3tκ2.
The globalization of v33 follows from this computation and the relation
glob v32 = 14glob v
3
3. 
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Corollary 8.4. The Alesker-Fourier transform is given by the following
table.
valuation Fourier transform
t π
3
384 t
7
t2 π
2
60 t
6
κ2
π2
4 t
4κ2
t3 π8 t
5
tκ2
5
12πt
3κ2
ν3
7
4πt
2ν3
Together with the fact that F acts trivially on Val
Sp(2) Sp(1)
4 (see Proposition
2.4) and that F ◦ F = id on ValSp(2) Sp(1), this determines the action of F
completely.
Proof. Using Proposition 8.3, we may write a valuation as globalization
of some curvature measure, and Propositions 7.4 and 7.2 give the Klain
function of the valuation. Then the defining property (2) of the Alesker-
Fourier transform gives the values stated in the table. 
Theorem 8.5. The algebra structure is given by
κ2 κ4 ν3 ν4
κ2
8
5π
2t4 − 598 πt2κ2 − 4930 tν3 + 985 κ4 494 π2t4κ2 6332π2t3κ2 − 74324 πt2ν3 0
κ4 π
4t8 0 0
ν3 −2714π4t6 + 33435896 π3t4κ2 0
ν4 864π
4t8
Proof. Once again, we content ourselves with proving one of these equations.
Let us compute κ2 · κ2.
By Corollary 8.4 and Proposition 8.3, we have Fκ2 =
π2
4 t
4κ2 = − 13π glob v62 .
Since v62 is presented by the differential form −32Λ6,1+Λ6,2, equation (3) im-
plies that
κ22 =
1
9π2
F ◦ glob ◦ ∗−11
(
∗1
(
−3
2
Λ6,1 + Λ6,2
)
∧ ∗1D
(
−3
2
Λ6,1 + Λ6,2
))
.
Let us recall the definition of the operator ∗1 acting on differential forms
on the sphere bundle of an n-dimensional oriented euclidean vector space V .
Let ∗V be the Hodge star acting on forms on V . Then ∗1 is defined as
the C∞(SV )-linear operator such that
∗1(η1 ∧ η2) = (−1)(
n−deg η1
2 )(∗V η1) ∧ η2, η1 ∈ Ω∗(V ), η2 ∈ Ω∗(Sn−1).
A computation in coordinates gives
∗1Λ6,1 = 3α ∧ θs
∗1Λ6,2 = 6α ∧ φ1,1.
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Further computation yields
∗1Λ5,1 = 1
2
α ∧ θ2s
∗1Λ5,2 = 3α ∧ φ1,1 ∧ θs
∗1Λ5,3 = 3α ∧ φ21,1
∗1Λ5,4 = −1
6
α ∧Ψ
with
Ψ = {2βi ∧ βj ∧ θ0,k − βi ∧ γj ∧ θ1,k − γi ∧ βj ∧ θ1,k + 2γi ∧ γj ∧ θ2,k} .
Hence, using ∗1(α ∧ τ) = −iT ∗1 τ , we obtain
∗1 D
(
−3
2
Λ6,1 +Λ6,2
)
= ∗1α ∧ (54Λ5,1 − 10Λ5,2 + 2Λ5,3 − 126Λ5,4)
= −27θ2s + 30φ1,1 ∧ θs − 6φ21,1 − 21Ψ.
Finally,
∗1Λ4,1 = 1
2
α ∧ θ3s
∗1Λ4,2 = 1
2
α ∧ φ1,1 ∧ θ2s
∗1Λ4,4 = 3
2
α ∧ φ21,1 ∧ θs
∗1Λ4,5 = α ∧ φ31,1
∗1Λ4,6 = −1
6
α ∧ θs ∧Ψ
∗1Λ4,7 = −1
6
α ∧ φ1,1 ∧Ψ.
It follows that κ22 is presented by the differential form
1
9π2
∗−11
[
α ∧
(
−9
2
θs + 6φ1,1
)
∧ (−27θ2s + 30φ1,1 ∧ θs − 6φ21,1 − 21Ψ)
]
=
27
π2
Λ4,1 − 66
π2
Λ4,2 +
46
3π2
Λ4,4 − 4
π2
Λ4,5 − 63
π2
Λ4,6 +
84
π2
Λ4,7
which globalizes to 85π
2t4 − 598 πt2κ2 − 4930tν3 + 985 κ4. 
As an immediate consequence, we get the following values for the Alesker-
Poincare´ pairing pd
pd(ti, t8−i) =
1680
π4
, i = 0, . . . , 8,
pd(tiκ2, t
4−iκ2) =
2688
π2
, i = 0, . . . , 4, (19)
pd(tiν3, t
2−iν3) = −3240, i = 0, 1, 2
pd(κ4, κ4) = 1680
pd(ν4, ν4) = 1451520.
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Since pd(φ,ψ) = 0 if φ,ψ belong to non-isomorphic irreducible components
of Val, all other pairings of elements from the basis of Proposition 8.2 are
zero.
Proposition 8.6.
k(χ) =
π4
1680
(
2t8 ⊙ χ+ 2t7 ⊙ t+ 2t6 ⊙ t2 + 2t5 ⊙ t3 + t4 ⊙ t4)
+
π2
2688
(
2(t4κ2)⊙ κ2 + 2(t3κ2)⊙ (tκ2) + (t2κ2)⊙ (t2κ2)
)
− 1
3240
(2(t2ν3)⊙ ν3 + (tν3)⊙ (tν3)) + 1
1680
κ4 ⊙ κ4 + 1
1451520
ν4 ⊙ ν4.
Proof. Since k(χ) ∈ ValSp(2) Sp(1)⊗ValSp(2) Sp(1) ∼= Hom(ValSp(2) Sp(1)∗,ValSp(2) Sp(1))
is the inverse of pd, the stated formula follows from (19). 
Proof of Theorem 1. Using Propositions 8.3, 7.5 and 7.4, we find the follow-
ing table
valuation in t− κ basis valuation in ϕ basis
ti, i = 0, . . . , 8 i!ωi
πi
ϕi
κ2 7ϕ2,1 − 3ϕ2,0
tκ2
28
3πϕ3,1 − 12π ϕ3,0
t2κ2
7
πϕ4,1 − 18π ϕ4,0
t3κ2
112
5π2
ϕ5,1 − 1445π2ϕ5,0
t4κ2
28
π2
ϕ6,1 − 12π2ϕ6,0
ν3 16ϕ3,2 − 17ϕ3,1 + 15ϕ3,0
tν3 5ϕ4,3 + 2ϕ4,2 − 434 ϕ4,1 + 332 ϕ4,0
t2ν3
64
7πϕ5,2 − 687πϕ5,1 + 607πϕ5,0
κ4 6ϕ4,2 − ϕ4,1
ν4 63ϕ4,4 − 161ϕ4,3 − 194ϕ4,2 + 226ϕ4,1 − 210ϕ4,0
The statement of the theorem follows from the previous proposition by re-
placing these values. 
Proposition 8.7. Endow the quaternionic projective line HP1 with the in-
variant probability measure and define
t(K) :=
35
12π
∫
HP 1
µ1(πEK)dE
s(K) :=
∫
HP 1
µ2(πEK)dE
v(K) :=
∫
HP 1
µ3(πEK)dE
u(K) :=
∫
HP 1
µ4(πEK)dE.
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Here µi is the i-th intrinsic volume. Then
s =
3π
14
t2 +
1
56
κ2
v =
π2
35
t3 +
3π
280
tκ2 − 1
630
ν3
u =
π2
140
t4 +
π
112
t2κ2 − 1
180
tν3 +
1
140
κ4 +
1
10080
ν4.
Proof. In order to find the coefficients in
u = a0t
4 + a1t
2κ2 + a2tν3 + a3κ4 + a4ν4,
we note that,
pd(u, φ) = Klφ(H⊕ 0), ∀φ ∈ ValSp(2) Sp(1)4 .
Notice also that H ⊕ 0 ∈ Gr4 corresponds to λij = 1 for all i, j, i.e.
f4,0 = 1, f4,1 = 6, f4,2 = 3, f4,3 = 12, f4,4 = 24.
Taking φ = t2κ2, we get
a1
2688
π2
= pd(u, t2κ2) = Klt2κ2(H⊕ 0) =
24
π
,
and a1 =
π
112 . The other coefficients are obtained in the same way.
Since s = 12πΛ
2u, v = 12Λu, the other equations follow from Proposition
8.3, and Lemma 7.1. 
Theorem 8.8. The valuations t, s, v, u generate ValSp(2) Sp(1). Moreover,
we have an algebra isomorphism
ValSp(2) Sp(1) ∼= R[t, s, v, u]/I,
where I is the ideal generated by
tk4, tn4, k2n3 − 63
32
π2t3k2 +
743
24
πt2n3,
t3n3, k2k4 − 49
4
π2t4k2, k2n4, n
2
3 +
27
14
π4t6 − 33435
896
π3t4k2,
t5k2, k4n3, n3n4,
k24 − π4t8, k4n4, n24 − 864π4t8,
with
k2 := −12πt2 + 56s
k4 := −5
2
π2t4 − 16πt2s+ 160s2 − 105
2
tv
n3 := −63π2t3 + 378πts − 630v
n4 := −2340π2t4 + 17280πt2s− 11520s2 − 31500tv + 10080u.
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Proof. By Proposition 8.7, the valuations κ2, κ4, ν3, ν4 can be expressed as
polynomials in t, s, v, u. More precisely,
κ2 = −12πt2 + 56s
κ4 = −5
2
π2t4 − 16πt2s+ 160s2 − 105
2
tv
ν3 = −63π2t3 + 378πts − 630v
ν4 = −2340π2t4 + 17280πt2s− 11520s2 − 31500tv + 10080u.
This proves that t, s, v, u generate the algebra.
The displayed polynomial equations are just rewritings of Theorem 8.5.

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