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COMBINATORIAL FORMULAS FOR KAZHDAN-LUSZTIG
POLYNOMIALS WITH RESPECT TO W -GRAPH IDEALS
QI WANG
Abstract. Let (W,S,L) be a weighted Coxeter system and J a subset of S, Yin [12]
introduced the weighted W -graph ideal EJ and the weighted Kazhdan-Lusztig polyno-
mials {Px,y | x, y ∈ EJ}. In this paper, we study the combinatorial formulas for Px,y,
which will extend the results of Brenti [2] and Deodhar [5].
1. Introduction
Let (W,S) be a Coxeter system, we denote by ` and 6 the length function and the
Bruhat order on W , respectively.
W -graph is introduced by Kazhdan and Lusztig [7]. A W -graph provides a method
for constructing a matrix representation of W and the entries of this matrix are called
Kazhdan-Lusztig polynomials. However, these polynomials are not easy to compute.
Brenti [2] provided a combinatorial algorithm for Kazhdan-Lusztig polynomials, which
is depended only onR-polynomials. Later, Deodhar [3] introduced the parabolic Kazhdan-
Lusztig polynomials associated with a standard parabolic subgroup WJ of W , and showed
two analogous combinatorial formulas for these parabolic cases in [5]. Brenti’s result
corresponds exactly to the case J = ø. Then, Tagawa [10] generalized these formulas to
weighted parabolic Kazhdan-Lusztig polynomials.
Howlett and Nguyen [6] introduced the concept of W -graph ideals and showed that
a W -graph can be constructed from a W -graph ideal EJ ⊆ W , where W is equipped
with the left weak Bruhat order 6L. They constructed the Kazhdan-Lusztig polynomials
with respect to a W -graph ideal. Deodhar’s construction exactly corresponds to the case
EJ = DJ , where DJ is the set of minimum coset representatives of WJ .
Recently, Yin ([12] and [13]) generalized the construction of W -graph ideals to a
weighted Coxeter system (W,S, L). He showed that there exists a pair of dual mod-
ules M(EJ , L) and M˜(EJ , L) with respect to a given W -graph ideal EJ . Similarly, Yin
constructed the weighted Kazhdan-Lusztig polynomials {Px,y | x, y ∈ EJ} and the inverse
weighted Kazhdan-Lusztig polynomials {Qx,y | x, y ∈ EJ}.
In this paper, we continue the work in [12] and [13] with slightly different on the ground
ring. We consider Hecke algebras over the ring of Laurent polynomials Z[q1/2s , q−1/2s ], where
qs = q
L(s) and L is a weight function.
This paper is organized as follows. In Section 2, we review basic concepts concerning
weighted Coxeter groups and Hecke algebras. In Section 3 and 4, we modify the con-
cept of W -graph ideals to our setting and the weighted Kazhdan-Lusztig polynomials on
M(EJ , L) are also considered. In Section 5 and 6, we devote to giving combinatorial for-
mulas for {Px,y | x, y ∈ EJ} and coefficients of those polynomials. In Section 7, we show
similar combinatorial formulas for the inverse weighted Kazhdan-Lusztig polynomials.
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2. Preliminaries
In this section, we follow the conventions in [12]. Let Γ be a totally ordered abelian
group with zero element 0 and 6 the order on Γ.
Let Z[Γ] be a free Z-module with a basis set {qγ | γ ∈ Γ} and the multiplication is
given by qγqζ = qγ+ζ , where q is an indeterminant. For any f ∈ Z[Γ], we denote by [qγ]
the coefficient of f on qγ such that f =
∑
γ∈Γ [q
γ] qγ. If f 6= 0, then the degree of f is
defined to be deg(f) := max {γ | [qγ] 6= 0}, and we set deg(0) = −∞. Then, the map
deg : Z[Γ]→ Γ ∪ {−∞} satisfies deg(fg) = deg(f) + deg(g).
For any reduced word w = s1s2 · · · sk, a map L : W → Γ is called a weight of W if
L(w) = L (s1) + L (s2) + · · ·+ L (sk).
Throughout, we assume that L(s) > 0 for any s ∈ S.
Let H := H (W,S, L) be the weighted Hecke algebra corresponding to (W,S) with
parameters {q1/2s | s ∈ S}, where qs = qL(s). It is well-known thatH is a free Z[Γ]-module
and H has a basis set {Tw | w ∈ W}. In particular, the multiplication is given by
TsTw =
{
Tsw if `(sw) > `(w)
qsTsw + (qs − 1)Tw if `(sw) < `(w).
We denote by ¯ : Z[Γ]→ Z[Γ] the automorphism of Z[Γ] induced by sending γ to −γ
for any γ ∈ Γ. This can be extended to a ring involution ¯ :H →H such that∑
w∈W
aw · Tw =
∑
w∈W
aw · Tw,
and Ts = q
−1
s Ts + (q
−1
s − 1) for any s ∈ S.
For any J ⊆ S, let WJ := 〈J〉 be the corresponding parabolic subgroup of W . We
denote the set of minimum coset representatives of WJ by
DJ = {w ∈ W | `(ws) > `(w) for all s ∈ J}.
Let 6L be the left weak Bruhat order on W . We say x 6L y if and only if y = zx and
`(y) = `(z) + `(x) for some z ∈ W . If this is the case, then x is said to be a suffix of y.
Definition 2.1. ([12, Definition 2.3]) Let E ⊆ W , we define
Pos (E) := {s ∈ S | `(xs) > `(x) for all x ∈ E}.
Obviously, Pos (E) is the largest subset J of S satisfying E ⊆ DJ . Let E be an ideal
in poset (W,6L), that is, E is a subset of W such that if u ∈ W is a suffix of v ∈ E, then
u = v. This implies that Pos(E) = S/E = {s ∈ S|s /∈ E}.
Let J be a subset of Pos(E) such that E ⊆ DJ . In this context, we shall denote by EJ
the set E with respect to J . For each y ∈ EJ , we define the following subsets of S.
SD (y) := {s ∈ S | `(sy) < `(y)} ,
SA (y) := {s ∈ S | `(sy) > `(y) and sy ∈ EJ} ,
WD (y) := {s ∈ S | `(sy) > `(y) and sy /∈ DJ} ,
WA (y) := {s ∈ S | `(sy) > `(y) and sy ∈ DJ/EJ} .
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It is obvious that for each y ∈ EJ , each s ∈ S appears in exactly one of the four sets
defined above (since EJ ⊆ DJ).
3. W -graph ideal modules
We recall from [13] the definition of W -graph ideals with some modifications.
Definition 3.1. ([13, definition 1.1], Modified) A W -graph consists of the following data.
(1) A vertex set Λ together with a map I which assigns a subset I(x) ⊆ S to each
vertex x ∈ Λ.
(2) For each s ∈ S with L(s) = 0, there is an edge: x → sx. For each s ∈ S with
L(s) > 0, there is a collection of edges such that
µsx,y = µ
s
x,y and
{
µsx,y ∈ Z[Γ] | x, y ∈ Λ, s ∈ I(x), s /∈ I(y)
}
.
(3) Let [Λ]Z[Γ] be a free Z[Γ]-module with basis {by | y ∈ Λ}. We require that the map
Ts → τs gives an representation of H with the following multiplication.
τs(by) =

bsy if L(s) = 0;
−by if L(s) > 0, s ∈ I(y);
qsby + q
1/2
s
∑
x∈Λ,s∈I(x)
µsx,ybx if L(s) > 0, s /∈ I(y).
Definition 3.2. ([13, Definition 2.4], Modified) Let (W,S, L) be a weighted Coxeter
system and EJ ⊆ W , we call EJ a W -graph ideal if the following holds.
(1) There is a Z[Γ]-free H -module M(EJ , L) with a basis {Γy | y ∈ EJ} such that
TsΓy =

qsΓsy + (qs − 1) Γy if s ∈ SD(y),
Γsy if s ∈ SA(y),
− Γy if s ∈ WD(y),
qsΓy −
∑
z<sy,z∈EJ
rsz,yΓz if s ∈ WA(y),
for some polynomials rsz,y ∈ qsZ[Γ].
(2) The H -module M(EJ , L) admits a Z[Γ]-semilinear involution Γy → Γy satisfying
Γ1 = Γ1 and TwΓy = Tw Γy for all Tw ∈H , Γy ∈M(EJ , L).
We call M(EJ , L) the W -graph ideal module and refer to [13] for the definition of
another W -graph ideal module M˜(EJ , L).
There exists an algebra homomorphism Φ : H → H given by Φ (qs) = −qs and
Φ (Tw) = wqwTw for all s ∈ S, w ∈ W , where the bar is the standard involution on H .
Furthermore, Φ2 = id and Φ commutes with the bar involution.
Proposition 3.3. ([13, Theorem 3.1]) There exists a unique homomorphism η from
M(EJ , L) to M˜(EJ , L) such that η (Γ1) = Γ˜1 and η (TwΓy) = Φ (Tw) η (Γy) for all Tw ∈H
and Γy ∈M(EJ , L). Moreover,
(1) η is a bijection and the inverse η−1 satisfies properties of η.
(2) η commutes with the involution on M(EJ , L) and M˜(EJ , L).
Proof. Let η (Γy) = yqyΓ˜y, then it is easy to see the proposition. 
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4. Kazhdan-Lusztig polynomials with respect to W -graph ideals
In this section, we recall the weighted Kazhdan-Lusztig polynomials introduced by Yin
[12] and [13]. First, let Γ′ := {L(s) | s ∈ S} and we consider the totally order 6 on Γ.
Then, we have Z[Γ′] ⊆ Z[Γ] and Z [Γ′] = {∏ qnisi | si ∈ S, ni ∈ Z}.
4.1. The weighted R-polynomials on M(EJ , L). We recall from [12] the construction
of {Rx,y | x, y ∈ EJ} and {R˜x,y | x, y ∈ EJ} with some modifications.
Definition 4.1. There is a unique family of polynomials Rx,y ∈ Z[Γ] satisfying
Γy =
∑
x∈EJ
xyq
−1
y Rx,yΓx,
we call them the weighted R-polynomials on M(EJ , L).
We assume that Rx,y = 0 if x /∈ EJ or y /∈ EJ . Then, we have
Proposition 4.2. Let x, y ∈ EJ , then Rx,y = 0 if x 
 y, Rx,y = 1 if x = y.
Proposition 4.3. For any x, y ∈ EJ , we have Rx,y ∈ Z[Γ′] and
0 6 deg (Rx,y) 6 L(y)− L(x).
There are some further properties for Rx,y as follows.
Lemma 4.4. ([12, Lemma 4.3], [13, Corollary 3.2], Modified) Let x, y ∈ EJ , then
(1) Rx,y = xyqxq
−1
y R˜x,y.
(2)
∑
x6t6y,t∈EJ
tyRx,tR˜t,y = δx,y (Kronecker delta).
Proof. To prove the first statement, we apply the function η to both sides of the formula
Γy =
∑
x∈EJ
xyq
−1
y Rx,yΓx,
and use the fact that η commutes with the involution to compare with the formula
Γ˜y =
∑
x∈EJ
xyq
−1
y R˜x,yΓ˜x,
then we can see the result.
To prove the second statement, we use (1) and the equality Γy = Γy,
Γy =
∑
x∈EJ
xyqyRx,yΓx =
∑
t6y
∑
x6t
xtRx,tR˜t,yΓx =
∑
x6y
(∑
x6t6y
xtRx,tR˜t,y
)
Γx,
Therefore, we have∑
x6t6y
tyRx,tR˜t,y = 
−1
x y
∑
x6t6y
xtRx,tR˜t,y = 
−1
x yδx,y = δx,y.

Corollary 4.5. Let x, y ∈ EJ , then∑
x<t6y,t∈EJ
xtR˜x,tRt,y = δx,y −Rx,y.
We can easily find the following relation between Rx,y and other kinds of R-polynomials.
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Remark 4.6. With the above conventions, we have
(1) If EJ = DJ and x, y ∈ DJ , then
Rx,y = R
′J
x,y(q)ψ, us = −1,
R˜x,y = R
′J
x,y(q)ψ, us = qs.
where R′Jx,y(q)ψ is a weighted parabolic R-polynomial ([10]), us is a solution of the
equation u2s = qs + (qs − 1)us and ψ is a weight of W into Z[Γ].
(2) If EJ = W (i.e. J = ø) and x, y ∈ W , then
Rx,y = R˜x,y = R
′
x,y,
where R′x,y is a weighted R-polynomial ([9]). If further qs = q for all s ∈ S, then
Rx,y(q) = R˜x,y(q) = Rx,y(q),
where Rx,y(q) is a R-polynomial ([7]).
4.2. The weighted Kazhdan-Lusztig polynomials on M(EJ , L).
Proposition 4.7. There exists a unique family of polynomials {Px,y ∈ Z[Γ] | x, y ∈ EJ}
satisfying the following condition:
q−1x qyPx,y =
∑
x6t6y,t∈EJ
Rx,tPt,y.
We call them the weighted Kazhdan-Lusztig polynomials on M(EJ , L).
Proof. First, we show the existence of Px,y by induction on `(y)− `(x). If `(y)− `(x) = 0,
then Px,x = Px,x ⇔ Px,x = 1. If `(y) − `(x) 6= 0, then it follows our assumption and
Corollary 4.5 that
F :=
∑
x<t6y,t∈EJ
Rx,tPt,y
= qxq
−1
y
∑
x<t6y,t∈EJ
xtR˜x,t
( ∑
t6z6y,z∈EJ
Rt,zPz,y
)
= qxq
−1
y
∑
x<z6y,z∈EJ
( ∑
x<t6z,t∈EJ
xtR˜x,tRt,z
)
Pz,y
= qxq
−1
y
∑
x<t6y,t∈EJ
δx,tPt,y − qxq−1y
∑
x<t6y,t∈EJ
Rx,tPt,y
= −qxq−1y
∑
x<t6y,t∈EJ
Rx,tPt,y
= −qxq−1y F
This implies
F+ Px,y = qxq−1y (F+ Px,y) + F = qxq−1y Px,y,
Therefore, the existence of Px,y is shown by replacing F. The uniqueness of Px,y is
obvious by the method of the proof of the existence above. 
Similarly, we set Px,y = 0 if x /∈ EJ or y /∈ EJ .
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Corollary 4.8. Assume that x < y ∈ EJ , then Px,y ∈ Z[Γ′] and
0 6 deg (Px,y) < L(y)−L(x)2 .
Proof. It follows Proposition 4.3 and Proposition 4.7 that Px,y ∈ Z[Γ′] and the inequality
on the left is true. Let d := deg (Px,y) and note that
q
−1/2
x q
1/2
y Px,y − q1/2x q−1/2y Px,y = q1/2x q−1/2y
∑
x<t6y,t∈EJ
Rx,tPt,y,
we have
L(y)−L(x)
2
− d 6 deg
(
q
−1/2
x q
1/2
y Px,y
)
6 L(y)−L(x)
2
,
L(x)−L(y)
2
6 deg
(
q
1/2
x q
−1/2
y Px,y
)
6 L(x)−L(y)
2
+ d.
Then, by the uniqueness of Px,y,
L(x)−L(y)
2
+ d < 0 < L(y)−L(x)
2
− d.
Therefore, the inequality on the right is also true. 
Remark 4.9. It is worth mentioning that the H -module M(EJ , L) has a unique basis
{Cy | y ∈ EJ} such that Cy = Cy for any y ∈ EJ , and
Cy =
∑
x6y∈EJ
xyq
−1
x q
1/2
y Px,yΓx.
This is the so-called Kazhdan-Lusztig basis.
The relation between Px,y and other kinds of Kazhdan-Lusztig polynomials is very
similar to Remark 4.6, we do not show details.
5. The combinatorial formulas for Px,y
In this section, we define R-polynomials on M(EJ , L) and show combinatorial formulas
for {Px,y | x, y ∈ EJ}, which extend the results of Tagawa [10] and Deodhar [5].
For any γ ∈ Γ, we define the following truncation functions.
Uζ
(∑
γ>0
[qγ] qγ
)
=
∑
γ>ζ
[qγ] qγ and Lζ
(∑
γ>0
[qγ] qγ
)
=
∑
γ<ζ
[qγ] qγ.
Definition 5.1. Assume that EJ is a W -graph ideal.
(1) Let Jk(x, y) = {ϕ : x = x0 < x1 < · · · < xk+1 = y | xi ∈ EJ} be the set of all EJ -
chains of length equal to k+ 1, where x0 is called the initial element of ϕ and xk+1
is called the final element of ϕ. Let x < y, we denote byJ (x, y) =
⋃
k>0Jk(x, y)
the set of all EJ -chains.
(2) Let Mk(x, y) = {ϕ : x = x0 6 x1 6 · · · 6 xk+1 = y | xi ∈ EJ} be the set of all EJ -
multichains of length equal to k + 1, and we denote by M (x, y) =
⋃
k>0Mk(x, y)
the set of all EJ -multichains.
Note that an EJ -chain is an EJ -multichain as well. Conversely, for each EJ -multichain,
there exists a unique EJ -chain which is obtained by removing the repetitions.
We define a family of polynomials which is depended only on the weighted R-
polynomials Rx,y. We call them R-polynomials on M(EJ , L).
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Definition 5.2. Assume that x 6 y ∈ EJ and ϕ : x = x0 6 x1 6 · · · 6 xr+1 = y is a
EJ -multichain, let
Rϕ =
{
q−1x qyRx,y if r = 0,
Rx,x1UL(y)−L(x1)
2
(
q−1x1 qyRϕ′
)
if r > 1.
where ϕ′ : x1 6 x2 6 · · · 6 y ∈M (x1, y).
Then, we show some properties of R-polynomials.
Proposition 5.3. Assume that x 6 y ∈ EJ , ϕ ∈M (x, y), ϕ′ ∈M (x1, y) and Rϕ 6= 0.
(1) Let d(ϕ) be the maximum power of q that divides Rϕ, then
L(y)−L(x1)
2
< deg (Rϕ) 6 L(y)− L(x)− d(ϕ′).
(2) For all i ∈ {2, 3, · · · , `(ϕ)}, we have xi−1 < xi.
Proof. (1) The inequality on the left follows the definition of Rϕ. Since
deg(Rϕ) = deg(Rx,x1) + deg
(
UL(y)−L(x1)
2
(
q−1x1 qyRϕ′
))
6 L(x1)− L(x) + deg
(
q−1x1 qyRϕ′
)
= L(y)− L(x)− d(ϕ′),
the inequality on the right is also true.
(2) We show this by induction on `(ϕ). If `(ϕ) = 2, then ϕ = (x0, x1, x2) and x1 < x2
(there is a contradiction between Rx0,x1,x2 = 0 and our assumption if x1 = x2).
Suppose that the inequality holds when `(ϕ) 6 k, (k > 2), then we show it for `(ϕ) =
k + 1. Since Rx0,x1,··· ,xk+1 6= 0,
deg
(
q−1x1 qxk+1Rx2,··· ,xk+1
)
> L(y)−L(x1)
2
.
Then, by statement (1), we have L(x1) < L(x2). This is equivalent to x1 < x2. Therefore,
x1 < x2 < x3 < · · · < xk+1.
follows our inductive hypothesis. 
The following corollaries are obvious.
Corollary 5.4. Let x 6 y ∈ EJ and ϕ ∈M (x, y). If `(y)−`(x) < `(ϕ)−1, then Rϕ = 0.
Corollary 5.5. For any x 6 z ∈ EJ and k ∈ N, let z(k) := (z, z, ..., z) ∈ (EJ)k. Then,
Rz(k) = 0 if k > 3, Rx,z(k) = 0 if k > 2.
Corollary 5.6. For any x, y ∈ EJ , we have
Rx,y = xyqxq−1y R˜x,y,
where R˜x,y is the R-polynomials on M˜(EJ , L).
In order to prove our main result in this section, we require the following lemmas.
Lemma 5.7. Let x < y ∈ EJ , then
Px,y −Rx,y =
∑
x6t<y,t∈EJ
q−1t qyRx,tPt,y.
Proof. By applying the involution ¯ on q−1x qyPx,y =
∑
x6t6y,t∈EJ
Rx,tPt,y, one can get the
required result. 
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Lemma 5.8. For any x < y ∈ EJ , we have
[q0]
( ∑
ϕ∈M (x,y)
Rϕ
)
=
{ [
q−1x qy
]
Rx,y if `(ϕ) = 1
0 if `(ϕ) > 2,
Proof. It is easy to prove by the definition of Rϕ. 
We now have the following result as described in the introduction.
Theorem 5.9. Assume that EJ is a W -graph ideal and x, y ∈ EJ .
(1) If x < y, then Px,y = LL(y)−L(x)
2
( ∑
ϕ∈J (x,y)
Rϕ
)
.
(2) If x 6 y, then Px,y =
∑
ϕ∈M (x,y)
Rϕ.
Proof. According to Corollary 5.4, the sum on the right side of (1) and (2) is finite. We
show (1) by induction on `(y) − `(x). If `(y) − `(x) = 1, then we use the involution on
two sides of the equation introduced in Proposition 4.7, and we get Px,y − q−1x qyPx,y =
q−1x qyRx,y. It follows the definition of Rϕ and Proposition 4.8 that Px,y = LL(y)−L(x)
2
(Rx,y).
Assume that (1) holds when `(y)− `(x) < k and we show it for `(y)− `(x) = k. First,
by Lemma 5.7, we have
[q0]
(
Px,y
)− [q0] (Rx,y) = [q0]( ∑
x6t<y,t∈EJ
q−1t qyRx,tPt,y
)
.
Since deg (Px,y) <
L(y)−L(x)
2
and Lemma 5.8, it is easy to check that
[q0]
(
Px,y
)
= [q0]
(
LL(y)−L(x)
2
( ∑
ϕ∈J (x,y)
Rϕ
))
.
Assume again that the following holds for all pairs x′ < y′ and γ′ < γ (qγ ∈ Z[Γ′]),
[
qγ
′] (
Px,y
)− [qγ′] (q−1x qyPx,y) = [qγ′]
( ∑
ϕ∈J (x,y)
Rϕ
)
.
Similarly, by Lemma 5.7, we have
[qγ]
(
Px,y
)− [qγ] (Rx,y)− [q−1x qyq−γ] (Px,y)
=
∑
x<t<y,t∈EJ
∑
06ξ6γ
[
qγ−ξ
]
(Rx,t)
[
qξ
] (
q−1t qyPt,y
)
,
and
[
qξ
] (
q−1t qyPt,y
)
=

0 if ξ 6 L(y)− L(t)
2
,[
q−1t qyq
−ξ] (Pt,y) if ξ > L(y)− L(t)2 .
Then, we substitute the latter one into the former one,
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[qγ]
(
Px,y
)− [qγ] (Rx,y)− [q−1x qyq−γ] (Px,y)
=
∑
x<t<y,t∈EJ
∑
L(y)−L(t)
2
<ξ6γ
[
qγ−ξ
]
(Rx,t)
[
q−1t qyq
−ξ] (Pt,y) .
For any x < t < y and L(y)−L(t)
2
< ξ 6 γ, we have L(y) − L(t) − ξ < ξ < γ. Then,
following our assumption,
[
q−1t qyq
−ξ] (Pt,y)− [qξ] (Pt,y) = [q−1t qyq−ξ]
( ∑
ϕ′∈J (t,y)
Rϕ′
)
.
However,
[
qξ
] (
Px,y
)
= 0 (since ξ > L(y)−L(t)
2
). By the definition of Rϕ, Proposition 5.3
and Corollary 5.4, we have
[qγ]
(
Px,y
)− [qγ] (Rx,y)− [q−1x qyq−γ] (Px,y)
=
∑
x<t<y,t∈EJ
∑
ϕ′∈J (t,y)
∑
L(y)−L(t)
2
<ξ6γ
[
qγ−ξ
]
(Rx,t)
[
q−1t qyq
−ξ] (Rϕ′)
=
∑
x<t<y,t∈EJ
∑
ϕ′∈J (t,y)
[qγ]
(
Rx,ϕ′
)
=
∑
ϕ∈J (x,y)
[qγ] (Rϕ)−
∑
ϕ∈J1(x,y)
[qγ] (Rϕ)
= [qγ]
 ∑
ϕ∈J (x,y)
Rϕ
− [qγ]
 ∑
ϕ∈J1(x,y)
Rϕ
 = [qγ]
 ∑
ϕ∈J (x,y)
Rϕ
− [qγ] (Rx,y)
The above is equivalent to Px,y − q−1x qyPx,y =
∑
ϕ∈J (x,y)
Rϕ. Therefore, (1) is easy to
prove by Corollary 4.8.
Now, we can show the statement (2). If x = y, then (2) is true since Px,x = 1 =
Rx,x. If x < y, then by (1), Proposition 5.3, Corollary 5.4, Corollary 5.5 and the fact
Uα+β (q
αP ) = qαL−β(P ), we have
Px,y =
∑
ϕ∈J (x,y)
Rϕ + q
−1
x qyLL(y)−L(x)
2
(
∑
ϕ∈J (x,y)
Rϕ)
=
∑
ϕ∈J (x,y)
Rϕ +
∑
ϕ∈J (x,y)
UL(y)−L(x)
2
(q−1x qyRϕ)
=
∑
ϕ∈J (x,y)
Rϕ +
∑
ϕ∈J (x,y)
Rx,ϕ =
∑
x<t<y,ϕ∈J (t,y),t∈EJ
Rx,ϕ +
∑
ϕ∈J (x,y)
Rx,ϕ +
∑
ϕ∈J1(x,y)
Rϕ
=
∑
x6t<y,ϕ∈J (x,y),t∈EJ
Rx,ϕ +
∑
ϕ∈J1(x,y)
Rϕ =
∑
x6t6y,ϕ∈M (x,y),t∈EJ
Rx,ϕ +
∑
ϕ∈M1(x,y)
Rϕ
=
∑
ϕ∈M (x,y)
Rϕ
This completes the proof of (2). 
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Moreover, we have the following corollary immediately. Let Ψ =
⋃
k6`(y)−`(x)
Jk (x, y)
and Υ =
⋃
k6`(y)−`(x)
Mk (x, y).
Corollary 5.10. Let x, y ∈ EJ .
(1) If x < y, then Px,y = LL(y)−L(x)
2
(∑
ϕ∈Ψ
Rϕ
)
.
(2) If x 6 y, then Px,y =
∑
ϕ∈Υ
Rϕ.
Proof. It follows Proposition 5.4 that Rϕ = 0 if ϕ ∈
⋃
k>`(y)−`(x)+1
Mk (x, y). Then, the
corollary follows Theorem 5.9. 
6. The coefficients of Px,y
The purpose in this section is to obtain explicit formulas for the coefficients of Px,y. Let
Γ′′ := {∑niL(si) | si ∈ S, ni ∈ Z, i ∈ N}.
Then, by Theorem 5.9 and Corollary 5.10, we immediately have the following results.
Corollary 6.1. Assume that x, y ∈ EJ and γ ∈ Γ′′.
(1) If x < y, then [qγ]
(
Px,y
)
= [qγ]
(
LL(y)−L(x)
2
(∑
ϕ∈Ψ
Rϕ
))
.
(2) If x 6 y, then [qγ]
(
Px,y
)
= [qγ]
(∑
ϕ∈Υ
Rϕ
)
.
Before to show the formulas, we have to show the following.
Lemma 6.2. Assume that x 6 y ∈ EJ , r ∈ N, ϕ ∈M (x, y) and γ ∈ Γ′′, then
[qγ] (Rϕ) =
∑
S∈Fγ(ϕ)
r∏
i=0
[
qxi+1q
−1
y q
λiqλi+1
] (
Rxi,xi+1
)
.
where we set S := (λ0, λ1, · · · , λr+1) and
Fγ(ϕ) := {(a0, a1, · · · , ar+1) ∈ (Γ′′)r+2 |
a0 = L(y)− L(x)− γ,
γ > a1 > a2 > · · · > ar > ar+1 = 0,
ai > L(y)− L(xi)− ai > ai+1 for i ∈ {1, 2, · · · , r}}.
Proof. It follows the definition of Rϕ and λ0 = L(y)− L(x)− γ that
[qγ] (Rϕ) =
∑
γ>λ1>0
[
qγ−λ1
]
(Rx,x1)
[
q−1x1 qyq
−λ1] (Rϕ′)
=
∑
γ>λ1>0,
S′∈FL(y)−L(x1)−λ1 (ϕ′)
[
q−1x qx1q
λ1q−γ
]
(Rx,x1)
(
r∏
i=1
[
qxi+1q
−1
y q
λiqλi+1
] (
Rxi,xi+1
))
=
∑
S∈Fγ(ϕ)
r∏
i=0
[
qxi+1q
−1
y q
λiqλi+1
] (
Rxi,xi+1
)
,
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where S ′ = (λ1, λ2, · · · , λr+1) and
FL(y)−L(x1)−λ1(ϕ
′) = {(a1, a2, · · · , ar+1) ∈ (Γ′′)r+1 |
a1 = λ1,
L(y)− L(x1)− λ1 > a2 > a3 > · · · > ar > ar+1 = 0,
ai > L(y)− L(xi)− ai > ai+1 for i ∈ {2, 3, · · · , r}}.
This completes the proof of the lemma. 
Theorem 6.3. Assume that x, y ∈ EJ , ϕ ∈M (x, y), r ∈ N and γ ∈ Γ′′, then
[qγ]
(
Px,y
)
=
[
q−1x qyq
−γ] (Rx,y)
+
`(y)−`(x)∑
r=1
∑
ϕ∈M (x,y)
∑
S∈Fγ(ϕ)
r∏
i=1
[
qxi+1q
−1
y q
λiqλi+1
] (
Rxi,xi+1
).
Proof. Following Corollary 5.4 and Theorem 5.9, one can easily check that
[qγ]
(
Px,y
)
= [qγ] (Rx,y) +
`(y)−`(x)∑
r=1
∑
ϕ∈M (x,y)
[qγ] (Rϕ).
The result is a straightforward consequence of Lemma 6.2 and the definition of Rϕ. 
7. The inverse weighted Kazhdan-Lusztig polynomials
In this section, we recall from [13] the construction of {Qx,y | x, y ∈ EJ} and give com-
binatorial formulas for those polynomials, which are similar to {Px,y | x, y ∈ EJ}. This
also extends the results of [11] and [5].
Let y ∈ EJ , the formula for Cy introduced in Remark 4.9 may be rewritten as
q
1/2
y Cy =
∑
x6y,x∈EJ
xyPx,yqxΓx,
and inverting this gives
qyΓy =
∑
x6y,x∈EJ
Qx,yq
1/2
x Cx,
where Qx,y is given recursively by∑
x6t6y,t∈EJ
tyQx,tPt,y = δx,y.
Proposition 7.1. There exists a unique family of polynomials {Qx,y ∈ Z[Γ′] | x, y ∈ EJ}
satisfying Qx,y = 0 if x 
 y, Qx,x = 1 and
0 6 deg (Px,y) < L(y)−L(x)2 .
The following is similar to [9, Section 10] and [13, Subsection 3.3]. We omit the proof.
Lemma 7.2. Let x 6 y ∈ EJ , then
q−1x qyQx,y =
∑
x6t6y,t∈EJ
Qx,tR˜t,y.
Next, we will show some results which can be proved similar to Section 5 and Section
6. Therefore, we describe only the statement of results and the proofs are omitted.
Definition 7.3. Assume that x 6 y ∈ EJ and ϕ ∈M (x, y), we define
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R∗ϕ =
 q
−1
x qyRx,y if `(ϕ) = 1,
U(L(xr)−L(x))/2
(
q−1x qxrR
∗
ϕ′
)
R∗xr,y if `(ϕ) > 2.
where ϕ′ : x = x0 6 x1 6 · · · 6 xr ∈M (x, xr).
Theorem 7.4. Assume that x, y ∈ EJ .
(1) If x < y, then Qx,y = LL(y)−L(x)
2
( ∑
ϕ∈J (x,y)
R˜∗ϕ
)
.
(2) If x 6 y, then Qx,y =
∑
ϕ∈M (x,y)
R˜∗ϕ.
Theorem 7.5. Assume that x, y ∈ EJ and γ ∈ Γ′′.
(1) If x < y, then [qγ]
(
Qx,y
)
= [qγ]
(
LL(y)−L(x)
2
(∑
ϕ∈Ψ
R˜∗ϕ
))
.
(2) If x 6 y, then [qγ]
(
Qx,y
)
= [qγ]
(∑
ϕ∈Υ
R˜∗ϕ
)
.
Theorem 7.6. Assume that x, y ∈ EJ , ϕ ∈M (x, y), r ∈ N and γ ∈ Γ′′, then
[qγ]
(
Qx,y
)
= [qγ] (xyRx,y)
+
`(y)−`(x)∑
r=1
∑
ϕ∈M (x,y)
∑
S∈F∗γ (ϕ)
r∏
i=1
[
qxq
−1
xr−iq
λiqλi+1
] (
R˜xr−i,xr+1−i
)
,
where we set S := (λ0, λ1, · · · , λr+1) and
F ∗γ (ϕ) := {(a0, a1, · · · , ar+1) ∈ (Γ′′)r+2 |
a0 = L(y)− L(x)− γ,
γ > a1 > a2 > · · · > ar > ar+1 = 0,
ai > L(xr+1−i)− L(x)− ai > ai+1 for i ∈ {1, 2, · · · , r}}.
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