The paper suggests sufficient conditions for the existence of positive solutions to vector boundary-value problems for second-order differential equations. For potential problems we develop the approach which combines the classical variational method with methods of positive operators. The results are then applied to nonpotential problems where the nonlinearities have potential minorants and majorants.
INTRODUCTION
The paper deals with the two-point problem for systems of secondorder differential equations. The problem is reduced in the standard way to an integral equation which can be written as x(t) BFx(t). The nonlinearity g(t, x) and the operator F are said to be potential if g(t,x) is the gradient (w.r.t. the variable x) of some scalar function G(t,x), i.e., g(t,x)=VG(t,x). Equation (1) with the potential operator F can be studied by variational methods (see, e.g. [1] [2] [3] For every sufficiently large c the operator (I+cB)-1B is positive (in the sense of Krein [6] ) w.r.t, semiordering generated by the cone of positive functions, i.e., this operator maps any positive function to a positive function.
This property allows to combine the variational method with methods of positive operators [7, 8] to obtain sufficient conditions for the existence of positive solutions to the boundary-value problem.
The paper is organized as follows. In Sections 2 and 3 problems with potential non-linearities g(t, x) xG(t, x) are considered; it is supposed that G(t, x) satisfies (2) . Section 2 presents the main result on the existence of a positive solution. In Section 3 we suppose that g(t, 0)-=0 (so the problem has the trivial zero solution) and suggest sufficient conditions for the existence of a nontrivial positive solution.
The kernel of B is the Green matrix-valued function of the two-point problem.
Everywhere we use the spaces of vector-valued functions x(t) [0, 1] Rv. 3This result was originally proved by Golomb [4] and Hammerstein [5] for integral equations. In Section 4, we consider applications to problems with nonpotential nonlinearities which have potential minorants and majorants. Sections 5 and 6 contain some remarks on the results obtained and the proofs.
The approach developed here or appropriate modifications can be used to prove the existence of positive solutions for problems on nonlinear oscillations, boundary-value problems for PDE etc.
EXISTENCE OF POSITIVE SOLUTIONS
Consider the problem -x" +A(t)x g(t,x), x(0) x (1) of E (see e.g. [9] ) is an increasing sequence of real eigenvalues
In the following, we use the smallest eigenvalue Ao Ao(E). Consider problem (3) with the nonlinearity of the simple form g(t,x) (gl(t, Xl),... ,glv(t,xv)) (9) where the component gi(', ") depends on the component xi of the variable x and only. This is a potential nonlinearity, the function G(t, x) is given by
Theorem implies the following statement. Nonlinearities of the form (9) are used below as minorants and majorants in problems with the nonpotential nonlinear part.
NONZERO POSITIVE SOLUTIONS
In this section it is supposed that g(t, 0)= 0, so problem (3) has the zero solution.
Assume that (7) holds. To be simple, assume also that the function g(t, x) is continuously differentiable in x, i.e., the Jacobian matrix (5) and (11) . Then problem (3) has a classical nonzero positive solution.
Theorem 4 follows from Theorem 3.
NONPOTENTIAL PROBLEMS
In this section the nonlinearity in (3) is not supposed to be potential.
To stress this we use the new notation for the nonlinearity, so we consider the problem -x" +A(t)x =f(t,x), x(O) x(l) 0 (12) where A(t) satisfies (4 The minorant h(t,x) of the nonlinearity f(t,x) is not mentioned in the formulation of Theorem 5, it is constructed in the proof. Now consider problem (12) where fit, O)=_ O, i.e., the problem with the zero solution. Suppose thatf(t, x) satisfies two-sided estimates (13) for all x E K+ and set
Denote by #0i the smallest eigenvalue of the differential operator .Miz(t) =-z"(t) +[Ai(t)-Di(t)]z(t) with the boundary conditions z(0):
THEOREM 6 Let (4) and (17) [10] ). This leads to analogs of Theorems 5 and 6 for problem (22 Take any a >_ 0 and fix it up to the end of the first step. 
where b comes from (2) . If in addition all the assumptions of Theorem 3 hold, then the function w*(t) is not the zero solution.
The lemma is proved in Subsection 6.5. (50) is compact in C, hence this set has a limit point x*(t) C. Finally, passing to the limit in (50) as e + 0, we see that x*(t) satisfies the equation x(t)=B(g(t,x(t))+Ax(t)), i.e., x*(t) is a classical solution of problem (3) . Since x(t)>O, 0 < e < Co, it follows that x*(t)>O and Theorem is proved.
Proof of Lemma 3
Denote by Q, the operator that maps a function v(t) to a unique solution x(t) Q,v(t) of the vector problem -x" 4-#x v(t), x(0) x (1) 0 (51) l! which is the system of the independent scalar problems -x 4-#xi vi(t), x,(O) xi (1) -xn(t) + A(t)x(t) + (Iz 9")x(t) u(t), x(0) x(1) 0, therefore 3c(t) is also the classical solution of problem (51) with v(t) u(t)+9"x(t)-A(t)x(t), hence .(t) Q,(u(t) + 9'5c(t) a(t)Sc(t)). (53) where E is the N x N identity matrix. Denote by 9= 9(t) the norm of the matrix 9"E-A(t) and by the operator 'v(t) [9"E-A( 
By definition G(t,x,a)< G(t, Px) for all t, x. Since estimate (2) holds for all xK+ and we have Iexl <_ Ixl and PxK+ for each and put h(t) := B(l/2)(-y"(t) +A(t)y(t) + vy(t)), then y(t) Bl/2)h(t).
Consider the function --
Now note that (h , B,h)L2 (yO, yO) and (h,h)/2 --(vO,BuvO)t2 (v0,y0)/: ((u + #o)yO(t) + D(t)y(t),y(t))2, hence V(Oh) #o02(y,y)a_/2 +0(02). By assumption, #o<0, so V(Oh) < 0= V(0) for all small 0 0, i.e., zero is not a minimum point for the functional V(w) and the proof of Lemma 2 is complete. U,x(t) B,(f(t,x(t)) + Ax(t)), x(t)ec with AAn, n=0,1,2,... Now problem (12) is equivalent to the equation x(t)= Ux(t). We need to show that this equation has a solution in the set 3 (x_, x+) {x(t) E C x_(t) < x(t) < x+(t)} where x_(t) and x+(t) are solutions of problems (15), i.e., they satisfy the relations x_(t) B(h(t,x_(t)) + Ax_(t)), x+(t) B(g(t,x+(t)) + Ax+(t)).
Since U is a completely continuous operator in C, it suffices to prove U maps the convex closed set (x_, x +) into itself, then the existence of a solution x* x*(t) to equation x Uax follows from the Schauder principle.
Suppose x(t) (x_, x+); then by assumption, h(t,x(t)) <f(t,x(t)) < g(t,x(t)). BA(h(t,x_(t)) + Ax_(t))< Ux(t) <_ B(g(t,x+(t)) + Ax+(t)) or, which is the same, x_ (t) < x(t) < x+ (t). That is, x(t) implies Ux(t) (x_, x+) and the proof is complete.
3This set is the so-called cone interval with the vertexes x_, x +.
Proof of Theorems 5 and 6
Suppose the conditions of Theorem 5 hold. Set g(t,x)=(gl(t,x), ,g(t,Xv)) r and consider the problem -x" + A(t)x g(t, x), x(0) x(1) 0.
Relation (17) (12) has a solution 0< x*(t)< x+(t). Thus, the conclusion of Theorem 5 is true if additional assumption (66) holds.
To complete the proof, one can first replace the functions fit, x) and g(t,x) in (12) and (65) by the functions f(t,x;e) := 0el (t, x) + e,... ,fv(t,x) + e) r, g(t,x;e) "= (gl(t, Xl) + e,... ,gu(t, Xu) + e) r and prove just as above the existence of a positive solution x(t) to the problem -x" + A(t)x f(t, x; e), x(O) x(1) O.
Then the same limit construction as used in the proof of Theorem can be applied to obtain a positive solution of problem (12) (12) . Theorem 6 is proved.
