ABSTRACT Many fields, such as remote sensing, medical imaging, and biological detection, pose a technical challenge for achieving super-resolution imaging. Convolutional neural networks (CNNs) are considered one of the potential solutions to realize the super-resolution. In this paper three-layer, CNN-based models are proposed to reconstruct the super-resolution images using four optimization algorithms, i.e., stochastic gradient descent, adaptive gradient (AdaGrad), root mean square prop (RMSprop), and adaptive moment estimation (ADAM). Among these four optimizations, ADAM is considered to have the best performance. To further verify the impact of the number of convolution layers on performance, a selection of CNN-based models with four convolutional layers is then proposed, each of which is named with the convolution parameters. All the four-layer models are optimized with ADAM, and the experimental results indicate that the 9-3-3-5 model achieves the best performance in the super-resolution reconstruction task.
I. INTRODUCTION
Medical imaging [1] - [3] is an important component of pathological diagnosis, and the resolution of the medical images are an important factor for the accurate diagnosis. The highresolution medical images contain more pathological information, so that the patients can be diagnosed accurately. The typical medical imaging methods, such as magnetic resonance imaging (MRI) and computed tomography (CT), are limited to the environment, medical equipment, and intrinsic physical imaging flaws, which reduces the resolution of the images and the accuracy of the medical diagnosis. Superresolution (SR) imaging can break through these restrictions and reconstruct high-resolution images from the corresponding low-resolution images without changing the authenticity The associate editor coordinating the review of this manuscript and approving it for publication was Kezhi Wang. of the images. These improved medical images can help the doctors make more accurate diagnoses.
The traditional solution to improve the resolution of images is to reconstruct the high-resolution images from a selection of low-resolution images. The original images can be generated by multiple shots with the same camera or with multiple cameras using different angles. However, the original input images include much redundant information, which wastes computing resources.
Yang et al. [4] proposed and used a sparse-coding (SC) based method to solve the reconstruction problem by fusing compressed sensing. The method generated a superresolution image from only a single lower-resolution image, instead of a series of images. Motivated by the research on sparse signal representation, they exploited the linear relationships in high-dimensional images to reconstruct the super-resolution images. The results indicated that the SC method achieved a better image reconstruction than the traditional bicubic interpolation method.
Another sparsity-based method [5] to reconstruct superresolution images was applied to scanning electron microscopy (SEM) images. This method can be divided into two steps. The first is to train a joint dictionary exploiting the relationships between the pairs of low-and high-resolution images ahead of time. The second is the use of the dictionary for super-resolution imaging. This method made full use of the sparsity of the training dictionary to effectively improve the reconstruction of SEM images without sacrificing scanning throughput.
Chang et al. proposed a learning-based method [6] to rebuild the super-resolution images. Their method employed the multiple nearest neighbors for reconstruction as it required fewer training examples than the single nearest neighbor method. Additionally, in order to ensure the smoothness of the images, they combine the first-order and secondorder gradients of the luminance as training features.
Recently, deep learning [7] has attracted considerable attention in various fields, such as super-resolution imaging [8] , image classification [9] - [12] , speech language identification [13] , [14] , water level observing [15] , physicallayer wireless communications [16] - [19] , and intelligent energy networks [20] - [22] . As one of the classic problems, super-resolution imaging technology has also been greatly developed. For instance, Dong et al. proposed a deep learning-based method for super-resolution image reconstruction [23] . They established the connections between the images with the low and high resolution. It was an end-toend method that generated a single high-resolution image from a single low-resolution image. To achieve the connections between the inputs and the corresponding outputs, they utilized deep convolutional neural networks (CNN) to obtain the mapping between the images with low and high resolution separately. The experimental results indicated that their model had better performance than other methods, such as bicubic interpolation method and SC.
As the most popular network in deep learning, CNN [24] has achieved great progress in computer vision. Wang et al. [25] proposed a CNN-based background subtraction approach named BGSNet-D on depth videos, even in color unavailable scenarios. Zhang et al. [26] proposed a threedimensional CNN model for terrain classification, in which a novel CNN architecture is designed. Li et al. [27] proposed a blocked maximum correntropy criterion (MCC) algorithm to improve the performance of the traditional MCC algorithm for cluster-sparse system identification.
This paper first proposes a selection of three-layer CNN-based models using four optimizations algorithms, namely the stochastic gradient descent (SGD), adaptive gradient (AdaGrad), root mean square prop (RMSprop), and adaptive moment estimation (ADAM). All these optimizations algorithms improve the performance of the CNN-based models by optimizing the gradient descent algorithm, which is the core of the weight updating of the CNN. In addition, the peak signal to noise ratio (PSNR) and structural similarity (SSIM) are selected as indicators to evaluate the performance of super-resolution reconstruction. Another selection of four-layer models is then proposed to further improve the performance of the construction. All these four-layer models are named with their convolution kernel, such as the 9-1-1-5 model. For fairness, the same optimization algorithm, ADAM, which was proved to have the best performance, was used for all the four-layer models.
The remainder of this paper is organized as follows. The related works about super-resolution imaging are presented in Section II. In section III, four optimization algorithms are added to the three-layer CNN-based models, and the selection of models with four layers are then proposed to improve the performance. The experimental results are presented in Section IV.
II. RELATED WORKS
As one of the most enduring problems in computer vision, super-resolution image reconstruction has been studied for many years. The early methods for this inverse problem are mostly based on sampling theory [28] , [29] . However, their main limitation that the expected detailed textures in the reconstructed images cannot be achieved soon became apparent.
Accordingly, it is necessary to determine the reasons why detailed textures cannot be reconstructed. This entails figuring out the inner relationships, such as between mapping functions of the low-and high-resolution images, especially the same image with different resolutions. Isaac and Kulkarni [1] took full advantage of image self-similarities to reconstruct the high-resolution images. Their proposed method worked directly on the low-resolution images and required no prior knowledge of the high-resolution images. In recent years, with the development of deep learning, single image super-resolution reconstruction has advanced considerably.
Dong et al. [23] proposed their deep CNN models to reconstruct the images with higher resolution. And the experimental results indicated that the 9-1-5 model is the best choice taking into account the running time and performance, such as PSNR and SSIM. The proposed CNN-based model contains three convolutional layers, each of which is followed by an activation layer. Rectified linear units (ReLUs) [30] are utilized as activation function.
The structure of the CNN-based model is depicted in Fig. 1 . The model includes three convolutional layers colored yellow, each of which is followed by a ReLU, except the last convolutional layer. The ReLU is utilized to construct the nonlinear mapping between the inputs and outputs. The mean squared error (MSE) is utilized as a loss function, colored orange, which calculates the error between the low-resolution and reconstructed images. The block colored red denotes the input data.
Kim et al. [31] proposed a deeply-recursive convolutional network (DRCN) for super-resolution imaging. A very deep recursive layer was added to the model to improve the performance without introducing more parameters. Recursive-supervision and skip-connection were used to ease the difficulty in the training phase.
Ledig et al. [32] presented a generative adversarial network for super-resolution imaging. They proposed a perceptual loss function, which consists of an adversarial loss and a content loss. The proposed model reconstructs the photo-realistic textures from heavily downsampled images on public benchmarks.
Lim et al. [33] proposed an enhanced deep residual networks to improve the performance of reconstruction. They removed unnecessary modules in conventional residual networks and improved the performance by expanding the model size. In addition, they proposed a novel multi-scale deep super-resolution method, which can reconstruct highresolution images of different upscaling factors in a single model.
Zhao et al. [34] compared the performance of the loss functions in CNNs like MSE and L2 loss functions. They found that the performance was good enough for most image restoration problems with these two loss functions. Considering the score of the PSNR and SSIM [35] , which are commonly used as performance indicators for image restoration problems, the experimental results indicated that the L2 loss is not as good as the MSE. Thus, MSE is utilized to train the models in this paper.
According to the simulation results, considering both performance and running time, the 9-1-5 model achieved the highest score. To further improve the image reconstruction quality, some optimization algorithms are added to the CNN-based model, including the SGD, AdaGrad, RMSprop, and ADAM algorithms. The results of experiments using these optimization algorithms indicated that ADAM had the best performance. Then, other four-layer CNN-based models are proposed to further improve the performance using the same optimization algorithm (ADAM). The experimental results indicated that the 9-3-5-5 model achieves the best score for the reconstruction of the high-resolution images.
III. OPTIMIZATION METHODS AND PROPOSED MODEL A. MODEL STRUCTURE WITH THREE CONVOLUTIONAL LAYERS
The structure of the three-layer model is illustrated in Fig. 1 . The model includes three convolutional layers, and the first two layers are each followed by a ReLU. The ReLU is used to construct the nonlinear mapping between the inputs and outputs, and the MSE is used as a loss function, which calculates the error between the low-resolution and the reconstructed images.
The operation of the ReLU is described as
where O denotes the output of the ReLU as well as the input I . A convolutional layer and the following activation layer can be seen as a whole pair, and the first two pairs can be given as
where i, which equals to 1 or 2, denotes the first or second pair; X i and Y i represent the input or output of each pair, respectively; W i represents the weight coefficient of the filter; Bi represents the bias coefficient. To determine the most suitable parameters, the loss function needs to be minimized. In other words, the selected W i and B i should ensure that the MSE between the reconstructed images and the corresponding high-resolution images is convergent. The operation of the MSE can be expressed as
where n denotes the number of training samples; X ri and X hi represent the reconstructed image or the corresponding highresolution image, respectively; L is the loss function which calculates the error between the reconstructed images and the corresponding high-resolution images.
B. OPTIMIZATION ALGORITHMS 1) STOCHASTIC GRADIENT DESCENT (SGD) ALGORITHM
Gradient descent (GD) is a widely-used optimization algorithm, which makes the model convergent so as to obtain the suitable parameters as soon as possible. In this paper, GD can help CNN-based models determine the suitable weight and bias in each filter. However, the performance of GD is relatively poor due to the ease with which it falls into local optimal solutions. Therefore, to address this issue, SGD is proposed. The difference between these two algorithms is only in the quantity of the training samples in every training phase. While training, GD traverses the whole data in every iteration, whereas SGD transverses only a part of it, which means that it calculates only a selection of stochastic training samples instead of all of them. The training samples in SGD are randomly selected at each iteration. The weight coefficients are updated as
where η denotes the learning rate, L represents the loss function, and W is the weight parameter. The number of iterations is denoted by i, and the SGD algorithm is listed in Algorithm 1. (1) ,x (2) , · · ·x (m) } from the training set.
Calculate gradient: g←
Momentum algorithm is a method which compares the process of finding the optimal solution to the process of ball rolling down a mountain. It adds the concept of momentum to SGD, and its most notable feature is that the last gradient is taken into account in the current gradient updating. The process can be given as
where the added parameter µ ∈ (0, 1) is a momentum factor, which controls the effect of the last gradient on the current gradient updating. It is set to 0.95 according to experience. The momentum algorithm is listed in Algorithm 2.
Algorithm 2 Momentum Algorithm
Required: Learning rate η, momentum factor µ Required: Initial parameter W , initial velocity v While W not converged do Collect small batches containing m samples {x (1) ,x (2) , · · ·x (m) } from the training set.
Calculate gradient: However, the parameter µ in the momentum algorithm is required to be set according to experience, which means that there is no theory to prove that 0.95 is the best choice. Therefore, the hyper-parameter of the optimization algorithm should be fixed, otherwise it may not be certain.
The AdaGrad algorithm can easily solve the problem due to its setting parameters by adaptively considering the cumulative squared gradients for the next updating. This method makes full use of the historical effects, and the core is described as
To update the parameter, the square root of the cumulative squared gradients needs to be calculated by
where parameter δ is used to guarantee the non-zero denominator. However, as the number of iterations increases, the cumulative squared gradients will become larger and larger. As a result, at the period of training process, the larger and larger denominator makes the parameters hard to update, so that the training phase may stop earlier. The AdaGrad algorithm is given in Algorithm 3. (2) , · · ·x (m) } from the training set.
Algorithm 3 AdaGrad Algorithm
Calculate gradient: 
4) RMSPROP ALGORITHM
The RMSProp algorithm is proposed to solve the problem that AdaGrad may lead to the early stoppage of the training phase. It combines the superiority of both the momentum and AdaGrad, and the above formula (7) can be improved as
where the parameter ρ is used to control the impact of historical gradients, and it is usually set as 0.9. It ensures the balance between the historical effects and second-order moments of the gradients. The RMSProp algorithm is represented in Algorithm 4. 
Algorithm 4 RMSProp Algorithm
Required: Learning rate η, Decay rate ρ, momentum factor µ Required: Initial parameter
5) ADAM ALGORITHM
The ADAM algorithm combines the advantages of both the AdaGrad and RMSProp algorithms. It is improved by making full use of the first-order and second-order moments of the gradients. The purpose of this process is to adjust the learning rate of each parameter. The first-order and second-order moments of the gradients can be calculated by
where ρ 1 and ρ 2 ensure the balance between historical effects and the first-order and second-order moments of the gradients, respectively. Then a correction to β t and γ t is described as
In terms of performance, ADAM is superior to other methods. However, its training speed is relatively slower than RMSProp due to its calculating both the first-order and second-order moments of the gradients. The ADAM algorithm is given in Algorithm V. Collect small batches containing m samples {x (1) ,x (2) , · · ·x (m) } from the training set.
Algorithm 5 ADAM Algorithm
Calculate gradient:
Calculate first-order moment estimate:
Calculate second-order moment estimate: The optimization algorithms proposed above are compared in the following subsection.
1) GD AND SGD
The GD algorithm is widely applied in the machine learning field, and it can make most models converge quickly. However, for deep learning tasks, the models generally need to traverse the entire training dataset which is too large. Thus, GD is not suitable in this case, due to time complexity and the ease with which it falls into local optimal solutions.
Compared to GD, at each iteration, SGD only traverses a part of samples that is selected randomly. It is evident that the amount of calculation of SGD is much smaller, so that its training time is considerably shorter. In addition, SGD can avoid plenty of local optimal solutions as a result of the random selection of the samples at each iteration. Therefore, SGD can avoid the local optimal solutions and save substantial training time.
2) ADAGRAD, RMSPROP, AND ADAM
AdaGrad takes full advantage of the cumulative squared gradients to minimize the loss functions, so that it can make the learning rate adaptive. However, that is also the reason why AdaGrad needs more time to train. Additionally, with the increase of the cumulative squared gradients, the updates would be too small to influence the current gradient, which may cause an earlier stoppage of the training phase.
RMSProp improves AdaGrad by controlling the effect of the accumulating squared gradients. It adds a new coefficient to control the effect of the historical gradients. In this case, the historical effects can be constantly updated in each iteration On the basis of the improvement by AdaGrad and RMSProp, ADAM further improves the algorithm by calculating the respective learning rates for different parameters. Therefore, it takes relatively longer to train the models with ADAM. However, their performance is the best.
The detailed comparisons of these algorithms are described in Section IV.
D. FOUR-LAYER CNN-BASED MODELS
The models above contain only three convolutional layers. The first layer aims at extracting features from the input images, and the purpose of the second layer is to realize the non-linear mapping of feature maps. The last layer is used to reconstruct the high-resolution images.
We propose a new model with four convolutional layers to improve the quality of the reconstructed images. The model structure is shown in Fig. 2 .
The main structure of the proposed model is depicted in Fig. 2 . The proposed model contains four convolutional layers, namely n 1 , n 2 , n 3 , and n 4 , which denote the numbers of filters in each layer, and f 1 , f 2 , f 3 , and f 4 represent the size of the filter in each layer.
The proposed model consists of four operations. The first step is to extract the features from the images, so that the extracted features can be used in the next layer. The second step is to construct the non-linear mapping of the extracted features, but the simple output of the second layer is not suitable for reconstructing the images. Thus, we add the third convolutional layer to achieve the fusion of the features. At the same time, this convolutional layer can remove the useless features by setting the corresponding coefficients of the filter to zero. Ultimately, the last layer aggregates the above fusion of useful features to generate the final superresolution images.
The experimental results of the model with three layers reveal that the performance is better when n 1 and f 1 are set to 64 and 9, respectively. In addition, the last layer is used to aggregate the features to generate the outputs, so n 4 and f 4 are set to 1 and 5, respectively. The effects of the second and third layers on the performance are studied in the following section while maintaining the first and last layers unchanged.
IV. EXPERIMENTAL RESULTS
In this section, the data and label in the training phase are first introduced. Next, the effects of four optimization algorithms added to the models are discussed. Then, the training loss and speed of the models are separately compared. At the end, the best algorithm is chosen for the optimization of models with four convolutional layers, and the performance of the models are compared to determine the best for reconstructing the super-resolution images.
A. TRAINING PHASE
The purpose of the proposed models is to reconstruct superresolution images from the corresponding low-resolution images. To realize this task, a selection of high-and lowresolution are chosen as pairs. The output of the model can be seen as a super-resolution image while the input is lowresolution image. The corresponding high-resolution image is used as a label to continuously improve the performance, and MSE is chosen as a loss function to constraint the output. At the end, the model updates the weight parameters constantly until the loss function between data and label converges.
In order to correctly obtain the appropriate parameters, the size of the input images and labels should be calculated in advance. In this paper, the size of the input images is set to 33 × 33, and the corresponding size of labels is set according to the rule of convolution. The calculation is expressed as formula (11) with the stride one. where S denotes the size of the data and label, and k represents the number of layers.
In the proposed three-layer CNN-based models, the size of filters f 1 , f 2 , and f 3 are 9 × 9, 1 × 1, and 5 × 5, respectively. Thus, according to formula (11) , the size of the label is set to 21 × 21.
The experiments in the training phase are run on one NVIDIA Jetson TX2, and the models are tested on one CPU. The data set named timofte is used in the experiments, which contains 91 images composed of animals, plants, etc.
B. COMPARISON OF THE FOUR OPTIMIZATION ALGORITHMS
The resulting reconstructed images with the four optimizations and bicubic reconstructed image are presented in Fig. 3 . The first is the original low-resolution image, which is shown for comparison. The image below the original, which is the one using bicubic interpolation is clearly fuzzy while the other four reconstructed images seem to be intuitively clearer. The comparisons reveal that relatively the image reconstructed with ADAM optimization is the clearest.
A summary of performance of the models with the optimization algorithms is shown in Table 1 that ADAM is the best choice in terms of the reconstruction performance.
C. COMPARISON OF THE MODELS IN THE TRAINING PHASE
In terms of the performance of the reconstructed images, ADAM is the best choice to optimize the models. However, considering the performance only to judge whether a model is good cannot be certain. Accordingly, the training speed of the models are compared.
The training loss changes of the models with four optimizations in the training phase are shown in Fig. 4 . It is evident that the model with ADAM optimization converges faster and it has the lowest loss at the same number of iterations. This indicates that the model with ADAM optimization can achieve a suitable solution in a shorter time, while RMSProp ranks second.
The training speed of the models are presented in Fig. 5 , which shows the average time required for every 100 iterations. These results indicate that the models with SGD and RMSProp optimizations have the fastest training speed, while AdaGrad has the slowest training speed and ADAM runs a little faster. The specific training speed values of the models are listed in Table 2 . The average required training time for every 100 iterations is calculated. Like in Fig. 5 , RMSProp and SGD have faster training speed than the others, and ADAM is a little slower. Additionally, in terms of the performance for reconstructing the super-resolution images ADAM has the best scores in PSNR and SSIM. Thus, the experimental results indicate that ADAM is the best choice for optimization.
D. COMPARISON OF THE MODELS WITH FOUR CONVOLUTIONAL LAYERS
The above experimental results reveal that the model with ADAM optimization has the best performance. In order to further improve the reconstructed image resolution, in the case when the model is not too complicated, a selection of four-layer CNN-based models using ADAM is proposed. In the three-layer models, n 1 , n 2 , n 3 , and n 4 are set to 64, 32, 32, and 1; f 1 and f 4 are set to 9 and 5; f 2 and f 3 are set from 1 to 5 with the stride is 2.
The PSNR and SSIM of the four-layer models are shown in Table 3 , with the corresponding three-layer models as a comparison. It is evident that all the four-layer models have higher PSNR and SSIM than the corresponding three-layer models, except for the 9-1-1-5 model. It is feasible due to its two 1 × 1 convolutional layers. The filter with size of 1 × 1 cannot perform the same operation as the other different-size filters because it just performs a simple addition of the pixels. The intuitive reflection of the performance is shown in Fig. 6 .
It is clear that each four-layer model is superior to the corresponding three-layer model, except for the 9-1-1-5 model. Additionally, the 9-3-5-5 model achieves the best scores in PSNR. The results with the PSNR of the four- layer models in the images named lenna, monarch, and bird are presented in Table 4 . The detailed results indicate that the 9-3-5-5 model colored red produces the highest reconstructed image quality, followed by the 9-5-5-5 model colored blue.
In order to verify the robustness of the four-layer model, the images with low quality are tested, which is presented in Table 5 . The images under gauss noise named lanna, monarch, and bird, as well as the corresponding lowerresolution images with ×2, ×4, and ×8 are reonstructed by the 9-3-5-5 model. It is clear that the reconstructed images achieve higher scores (right) on PSNR and SSIM, compared to the corresponding bicubic interpolation scores (left).
The improved performance of the reconstructed images indicates that the proposed 9-3-5-5 model is robust on low quality images.
V. CONCLUSION
This paper first proposes the three-layer CNN-based models to reconstruct super-resolution images from the corresponding low-resolution images through an end-to-end process. Four optimization algorithms are added to the three-layer models to optimize the models. The experimental results indicate that ADAM has the best performance, and it is thus used in the subsequently proposed four-layer CNN based models. Ultimately, to further improve the image reconstruction quality in the case when the models are not too complicated, a selection of four-layer models with different parameters using ADAM optimization is proposed. The experimental results indicate that most four-layer models are superior to the corresponding three-layer models. Additionally, among all the CNN-based models, the 9-3-5-5 model has the best performance in the reconstruction of the super-resolution images. In the future, the proposed CNN-based methods for super-resolution imaging can be applied to medical imaging to help make the diagnoses more accurate. 
