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Abstract
We extend the results of the FBSDE theory in order to construct a probabilistic representation of a
viscosity solution to the Cauchy problem for a system of quasilinear parabolic equations. We derive a BSDE
associated with a class of quailinear parabolic system and prove the existence and uniqueness of its solution.
To be able to deal with systems including nondiagonal first order terms along with the underlying diffusion
process we consider its multiplicative operator functional. We essentially exploit as well the fact that the
system under consideration can be reduced to a scalar equation in a enlarged phase space. This allows to
obtain some comparison theorems and to prove that a solution to FBSDE gives rise to a viscosity solution
of the original Cauchy problem for a system of quasilinear parabolic equations.
1 Introduction
Quasilinear systems of parabolic equations arise as mathematical models which describe various chemical
and biological phenomena. They arise as well in financial mathematics and in differential geometry when
one considers nonlinear parabolic equations in sections of vector bundles.
Let d, d1 be given integers, a(x) ∈ R
d, A(x) ∈ Rd×d, B(x) ∈ Rd×d1×d1 , c(x) ∈ Rd1×d1 , x ∈ Rd and
g : Rd ×Rd1 ×Rd×d1 → Rd1 be given. Consider a class of quasilinear parabolic equations of the form
∂ul
∂s
+
1
2
TrA
∗∇2ulA+ 〈a,∇ul〉+ (1.1)
+Bilm∇ium + clmum + gl(s, x, u,∇u) = 0, ul(T, x) = u0l(x), l = 1, . . . , d1
with respect of Rd1 -valued function u(s, x) defined on [0, T ]×Rd. Here and below we assume a convention
of summing up over repeating indices if the contrary is not mentioned and denote by 〈·, ·〉 an inner product
in Rd regardless of d.
One can suggest at least a couple of probabilistic counterparts of the Cauchy problem (1.1). To derive
them let us assume first that there exists a classical solution u(s, x) to this problem. In this case one can
prove applying the standard technique of the stochastic differential equation theory and especially the Ito
formula, that the function u(s, x) satisfying (1.1) admits at least two probabilistic representations.
The first one was suggested in papers by Dalecky and Belopolskaya [1] -[3] and was aimed to develop a
probabilistic approach to prove the existence and uniqueness of a classical solution to (1.1) and as well as
to much more general systems of the form
∂ul
∂s
+ F (x, u,∇u,∇2ul) = 0, ul(T, x) = ul0(x).
The second one suggested in papers by Pardoux and Peng [4]- [6] leads to the powerful backward stochastic
differential equations (BSDE) theory. This approach allows to construct a viscosity solution to a quasilinear
scalar parabolic PDE or to a diagonal system of PDEs (see [6] – [7]). In terms of (1.1) this means that one
have to set B ≡ 0 and c ≡ 0 and gl(x, u,A
∗∇u) ≡ gl(x, u,A
∗∇ul).
To present these approaches we fix a probability space (Ω,F , P ) and denote by w(t) ∈ Rd the stan-
dard Wiener process. Let Ft be a flow of σ-subalgebras of F generated by w(t) and Es,x[f(ξ(T ))] =
E[f(ξ(T )|ξ(s) = x] denote the conditional expectation.
Assume that g in (1.1) does not depend on ∇u and all coefficients a,A,B,C depend on s, x and u.
Assume that u(s, x) is a smooth function satisfying (1.1) with these parameters. Then it was stated in [1]
that this function admits a representation of the form
〈h, u(s, x)〉 = Es,x
[
〈η(T ), u0(ξ(T ))〉+
∫ T
s
〈η(θ), g(θ, ξ(θ), u(θ, ξ(θ)))dθ
]
, (1.2)
where stochastic processes ξ(t) and η(t) satisfy the stochastic equations
dξ(t) = a(ξ(t), u(t, ξ(t)))dt+A(ξ(t), u(t, ξ(t)))dw(t), ξ(s) = x, (1.3)
and
dη(t) = c(ξ(t), u(t, ξ(t)))η(t)dt+ C(ξ(t), u(t, ξ(t)))(η(t), dw(t)), η(s) = h. (1.4)
Note that a,A, c in (1.3), (1.4) are the same as in (1.1) while it is assumed that C in (1.4) and B in (1.1)
satisfy an equality Blmk = C
lm
i Aik.
Remark. Notice that when A is a nondegenerated matrix one can define C by Clmi = B
lm
k A
−1
ki while
when A is a degenerated matrix we assume that B has the above form. It is important that although in a
general case A = 0 yields B = 0 and we do not obtain a general nonlinear system of hyperbolic equations
as a vanishing viscosity limit of (1.1). Nevertheless one can state some restrictions on B such that given
Aǫ = ǫA and Cǫ = ǫ
−1C one can apply (1.2) to investigate the vanishing viscosity limit of (1.1) with these
coefficients (see AB) .
An important observation is the fact that we can consider (1.2)-(1.4) as a closed system of equations and
state conditions on its data to ensure the existence and uniqueness of a solution to this system. If in addition
it will be revealed that the function u(s, x) given by (1.2) is twice differentiable in the spatial variable x,
then one can verify that u(s, x) is a unique classical solution of (1.1) with correspondent parameters. It
should be mentioned that this approach can be essentially generated to give a possibility to study systems
of quasilinear and even fully nonlinear parabolic equations. In other words one can consider (1.1) with
coefficients a,A, c, C, g depending on (x, u,∇u) or even (x, u,∇u,∇2u). Note that to deal with these more
complicated cases within a framework of this approach we require more strong assumptions concerning
regularity of coefficients of(1.3)-(1.4) and the Cauchy data u0. As a result we can prove on this way the
existence and uniqueness of a classical solution to (1.1), possibly on a small time interval.
To describe the second approach which allows to construct a different class of solutions to the Cauchy
problem
∂ul
∂s
+
1
2
TrA
∗(x)∇2ulA(x) + 〈a(x),∇ul〉+ gl(x, u, A
∗∇ul) = 0, ul(T, x) = u0l(x), (1.5)
we assume once again that there exists a classical solution ul(s, x) of (1.5).
Consider a stochastic process ξ(t) satisfying (1.3) with coefficients a(s, x, u) ≡ a(s, x), A(s, x, u) ≡ A(s, x).
Keeping in mind that ul(s, x) is a classical solution of (1.5), by Ito’s formula we derive an expression for a
stochastic differential of y(t) = Γ∗(s, t)u(t, ξ(t)) in the form
dy(t) = −g(t, ξ(t), y(t), z(t))dt− zdw(t), y(T ) = Γ∗(s, T )u0(ξ(T )), (1.6)
where z(t) = A∗(ξ(t))∇u(t, ξ(t)), η(t) = Γ(s, t)h. The equation (1.6) is called a backward stochastic equation
(BSDE).
In general one can forget about the process ξ(t) and consider an independent BSDE of the form
dy(t) = −f(t, y(t), z(t))dt− zdw(t), y(T ) = ζ, (1.7)
where f(t, y, z) is an Ft-adapted random process meeting some additional requirements and ζ is an FT -
measurable random variable. A general theory of BSDEs was developed by a number of authors (see e.g. [7]
for references). In addition the system (1.4), (1.6) shows a way to construct the so called viscosity solution
to (1.5) (defined in [8]) setting u(s, x) = y(s)).
To generalize this approach and apply it to (1.1) we observe that this system has a crucial property
which can be easily revealed if one analyzes the probabilistic representation (1.2) of a smooth solution to
(1.1). Namely, the Cauchy problem (1.1) can be reduced to the Cauchy problem for a scalar equation
∂Φ
∂s
+
1
2
TrQ
∗(x, h)∇2ΦQ(x, h) + 〈q(x, h),∇Φ〉 +G(s, h, x,Φ, Q∗∇Φ) = 0, (1.8)
Φ(T, x) = Φ0(x, h) = 〈h, u0(x)〉.
with respect to a scalar function Φ(s, x, h) = 〈h, u(s, x)〉.
Here
TrQ
∗∇2Φ(s, x, h)Q = A∗ki
∂2Φ(s, x, h)
∂xi∂xj
Ajk + 2C
lm
k hl
∂2Φ(s, x, h)
∂xj∂hm
Ajk+
+Cqmk hm
∂2Φ(s, x, h)
∂hq∂hp
C
pn
k hn = A
∗
ki
∂2Φ(s, x, h)
∂xi∂xj
Ajk + 2C
lm
k hl
∂2Φ(s, x, h)
∂xj∂hm
Ajk,
since, due to linearity of Φ(s, x, h) in h, we have ∂
2Φ(s,x,h)
∂hq∂hp
≡ 0. In addition
〈q,∇Φ(s, x, h)〉 = aj
∂Φ(s, x, h)
∂xj
+ clmhm
∂Φ(s, x, h)
∂hl
, G(s, x, h) = 〈h, g(s, x, u,A∗∇u)〉.
Coming back to (1.4) we notice that its solution (provided it exists) gives rise to a multiplicative operator
functional Γ(t, s, ξ(·)) ≡ Γ(t, s) of the process ξ(t) satisfying (1.3), that is η(t) = Γ(t, s)h and Γ(t, s)h =
Γ(t, θ)Γ(θ, s) a.s. for 0 ≤ s ≤ θ ≤ t ≤ T . Hence to derive an FBSDE associated with (1.1) we can proceed
as follows.
Assume that there exists a classical solution to the Cauchy problem (1.1) or what is equivalent suppose
that there exists a classical solution to (1.8) and compute a stochastic differential of a stochastic process
Y (t) = 〈η(t), u(t, ξ(t))〉,
dY (t) = 〈dη(t), u(t, ξ(t))〉+ 〈η(t), du(t, ξ(t))〉+ 〈dη(t), du(t, ξ(t))〉.
Taking into account (1.3), (1.4) by Ito’s formula we derive the relation
dY (t) = −F (t, Y (t), Z(t))dt+ 〈Z(t), dW (t)〉, Y (T ) = ζ = 〈η(T ), u0(ξ(T ))〉, (1.9)
where W (t) = (w(t), w(t))∗,
〈Z(t), dW (t)〉 = 〈C(Γ(t)h, dw(t)), u(t, ξ(t))〉+ 〈Γ(t)h,∇u(t, ξ(t))Adw〉 =
= 〈h,Γ∗(t)[C∗u(t, ξ(t)) + A∗∇u(t, ξ(t))]dw(t)〉
and Γ(t)h ≡ Γ(t, s)h = ηs,h(t). As a result we can rewrite (1.9) in the form
dy(t) = −f(t, y(t), z(t))dt+ z(t)dw(t), y(T ) = Γ∗(s, T )u0(ξ(T )), (1.10)
where
f(t, y(t), z(t)) = (1.11)
= Γ∗(t)g (ξ(t), u(t, ξ(t)), C∗(t, ξ(t))u(t, ξ(t)) + A∗(t, ξ(t))∇u(t, ξ(t))) =
= Γ∗(t)g
(
ξ(t), [Γ∗]−1(t)y(t), C∗(ξ(t))[Γ∗]−1(t)y(t) + A∗(ξ(t))[Γ∗]−1(t)z(t)
)
,
Z(t) = ([Γ∗]−1(t)C∗(t, ξ(t))u(t, ξ(t)), [Γ∗]−1(t)A∗(ξ(t))∇u(t, ξ(t)))∗,
z(t)dw(t) = [Γ∗]−1(t)[C∗udw(t) +A∗∇udw(t)] ∈ Rd1
and 〈h, z(t)dw(t)〉 = 〈Z(t), dW (t)〉.
When the solution y(t) is a scalar process and a comparison theorem holds one can prove that the function
u(s, x) defined by y(s) = u(s, x) is a viscosity solution of the Cauchy problem for a corresponding quasilinear
parabolic equation. In a multidimensional case it was shown in [9] that given a solution of the BSDE
dyl(t) = −gl(t, ξ(t), y(t), zl(t))dt+ 〈zl(t), dw(t)〉, y(T ) = Γ
∗(s, T )u0(ξ(T )), (1.12)
where ξ(t) satisfies (1.9) under some condition one can prove that the function u(s, x) = y(s) is a viscosity
solution to the Cauchy problem
∂ul
∂s
+
1
2
TrA
∗∇2ulA+ 〈a,∇ul〉+ gl(s, x, u,A
∗∇ul) = 0, ul(T, x) = u0l(x). (1.13)
In this paper we show that a certain combination of two approaches allows to extend the results of
forward -backward stochastic equations (FBSDEs) theory to construct a viscosity solution to the system of
the form (1.1). In particular we define the very notion of a viscosity solution for (1.1) and prove a comparison
theorem for solutions of multidimensional BSDEs which is a crucial point in construction of the viscosity
solution via a solution to a BSDE.
In the next section we give a construction of an FBSDE required to construct a viscosity solution for (1.1),
assuming that coefficients a, σ, C, c do not depend on u. We state here conditions on the BSDE parameters
that ensure the existence and uniqueness of its solution. In section 3 we prove a comparison theorem and in
section 4 we state the notion of a viscosity solution of the Cauchy problem for (1.1) and prove that FBSDE
solution gives rise to a viscosity solution for (1.1).
2 Forward-backward stochastic differential equations
In this section we introduce notations and present in a suitable form necessary results from FBSDE theory
adapted to the case under consideration.
Given integers d, d1 consider Euclidian spaces R
d, Rd1 and let ‖ · ‖ denote a norm in Rd and 〈·, ·〉 denote
an inner product regardless of d.
Given a Euclidian space X let
• Lpt (X) be a set of Ft -measurable X-valued random variables, E‖ξ‖
p <∞;
• H2c(X) be a set of Ft -measurable X-valued semimartingales such that
E
[
sup0≤t≤T ‖y(t)‖
2
]
<∞;
• H2t (X) be a set of Fs,t -measurable X-valued semimartingales such that
E
[
sup0≤θ≤t ‖y(θ)‖
2
]
<∞;
• H2(X) be a set of square integrable progressively measurable processes z(t) ∈ X such that E
[∫ T
0
‖z(τ )‖2dτ
]
<
∞;
• S2 = H2c(R
d1) ∪H2(Rd×d1);
• S3 = H2c(R
d) ∪ H2c(R
d1) ∪H2T (R
d×d1);
• B2 = H2(Rd1) ∪H2T (R
d×d1);
• B3 = H2(Rd) ∪H2(Rd1) ∪H2T (R
d×d1);
L(Rd) be the space of bounded linear maps acting in Rd;
L(Rd;Rd1) ≡ Rd×d1 be the space of bounded linear maps acting from Rd to Rd1 ;
• Given β > 0 and φ ∈ H2T (R
d) let ‖φ‖2β = E
[∫ T
0
eβt‖φ(t)‖2dt
]
and H2T,β(R
d) be the space H2,dT
equipped with the norm ‖ · ‖β.
Let W (t) = (w(t), w(t)) ∈ Rd ×Rd and κ(t) = (ξ(t), η(t)) ∈ Rd ×Rd1 be a solution of a system of SDEs
dξ(t) = a(t, ξ(t))dt+ A(t, ξ(t))dw(t), ξ(s) = x ∈ Rd, (2.1)
dη(t) = c(t, ξ(t))η(t)dt+ C(t, ξ(t))(η(t), dw(t)), η(s) = h ∈ Rd1 . (2.2)
We say that condition C 2.1 holds if coefficients a : [0,∞) × Rd → Rd, A : [0,∞) × Rd → L(Rd),
c : [0,∞) × Rd → L(Rd1), C : [0,∞) × Rd → L(Rd;L(Rd1)) are continuous in t ∈ [0, T ] and there exist
constants K1,K2, L1, L2 such that
‖a(t, x)‖2 + ‖A(t, x)‖2 ≤ K1[1 + ‖x‖
2];
‖a(t, x1)− a(t, x2‖
2 + ‖A(t, x1)−A(t, x2)‖
2 ≤ L1‖x1 − x2‖
2;
‖c(t, x)h‖2 + ‖C(t, x)h‖2 ≤ K2‖h‖
2;
‖c(t, x1)− c(t, x2)h‖
2 + ‖[C(t, x1)− C(t, x2)]h‖
2 ≤ L2‖x1 − x2‖
2‖h‖2.
Recall that we use notation ‖A‖ = [
∑d
j,k=1
AkjAjk]
1
2 for A ∈ L(Rd).
Lemma 2.1. Let condition C 2.1 hold. Then there exists a unique solution κ(t) = (ξ(t), η(t)) ∈ Rd×Rd1
to (2.1),(2.2) such that ξ(t) ∈ Rd is a Markov process with E‖ξ(t)‖2 <∞ and η(t) ∈ Rd1 with E‖η(t)‖2 <∞
for any t ∈ [0, T ].
It follows from C 2.1 that coefficients of equations (2.1) and (2.2) satisfy classical conditions of the
existence and uniqueness theorem for solutions of SDEs and hence the lemma statement results from this
theorem.
Lemma 2.2. Let condition C 2.1 hold. Then the stochastic process η(t) satisfying (2.2) gives rise to a
multiplicative operator functional Γ(t) ≡ Γ(t, s) : H2s(R
d1)→H2t (R
d1) satisfying the SDE
dΓ(t) = c(t, ξ(t))Γ(t)dt+ C(t, ξ(t))(Γ(t), dw(t)), Γ(s, s) = I, (2.3)
where I is the identity operator in Rd1 . Moreover there exists an inverse map Γ−1(s, t) : H2t (R
d1)→H2s(R
d1)
satisfying
Γ−1(s, t) = I −
∫ t
s
Γ−1(θ, t)[c(θ, ξ(θ))− C2(θ, ξ(θ))]dθ −
∫ t
s
Γ−1(t)C(θ, ξ(θ))dw(θ) (2.4)
with probability 1.
Proof. Under the condition C 2.1 we can state the existence and uniqueness of a solution to (2.4) and the
corresponding properties of the map Γ−1(s, t). In particular we deduce from uniqueness of solutions to (2.2)
and (2.4) that the map Γ(t, s) defined by η(t) = Γ(t, s)h is an evolution family, that is Γ(t, θ)Γ(θ, s) = Γ(t, s)
with probability 1 and the map Γ−1(t, s) has the same property. Besides by Ito’s formula we can check that
Γ(t, s)Γ−1(s, t) = I a.s.
Let Γ∗(s, t) be defined by 〈Γ(t, s)h, u〉 = 〈h,Γ∗(s, t)u〉.We can verify that Γ∗(s, t) is an invertible evolution
map acting from H2t (R
d1) to H2s(R
d1). Here and below we identify the space Rd with its dual space (Rd)∗.
Consider a BSDE of the form
dy(t) = −Γ∗(s, t)g([Γ∗]−1(s, t)y(t), [Γ∗]−1(s, t)z(t))dt+ z(t)dw(t), y(T ) = ζ, (2.5)
and state conditions on its parameters g and ζ to ensure that there exists a unique solution (y(t) ∈ Rd1 , z(t) ∈
Rd×d1) to (2.5).
We say that condition C 2.2 holds when:
g : [s, T ]× Rd × Rd1 × Rd×d1 → Rd1 , ζ ∈ Rd1 be an FT -measurable square integrable random variable
and there exist constants L,L3, such that
‖g(t, x1, y, z)− g(t, x2, y, z)‖ ≤ L3‖x
1 − x2‖,
‖g(t, x, y1, z1)− g(t, x, y2, z2)‖ ≤ L[ ‖y1 − y2‖+ ‖z1 − z2‖ ],
〈y − y1, g(t, x, y
1
, z)− g(t, x, y2, z)〉 ≤ µ‖y − y1‖2,
3) There exists a constant C0 > 0 such that for all x, x
′ ∈ Rd
‖u0(x)− u0(x
′)‖ ≤ C0‖x− x
′‖.
Denote by f(t, y, z) = Γ∗(t)g(ξ(t), [Γ∗]−1(t)y, [Γ∗]−1(t)z) and let ζ =
Γ∗(s, T )u0(ξ(T )), where ξ(t), t ∈ [s, T ] is a solution to (2.1). Consider a BSDE
dy(t) = −f(t, ξ(t), y(t), z(t))dt+ z(t)dw(t), y(T ) = ζ ∈ Rd1 . (2.6)
A couple of progressively measurable random processes (y(t), z(t)) ∈ B2 is called a solution of (2.6) if
with probability 1
y(t) = ζ +
∫ T
t
f(θ, ξ(θ), y(θ), z(θ))ds−
∫ T
t
z(θ)dw(θ), 0 ≤ t ≤ T. (2.7)
Lemma 2.3. Let conditions C 2.1, C 2.2 hold. Then
‖f(t, x, y1, z1)− f(t, x, y2, z2)‖ ≤ L[ ‖y1 − y2‖+ ‖z − z1‖ ].
Proof. By Lipschitz continuity of g and the properties of Γ(t) we have a.s.
‖f(t, y1, z1)− f(t, y2, z2)‖ = ‖g(t, ξ(t), [Γ
∗]−1y1, [Γ
∗]−1z1)− g(t, ξ(t), [Γ
∗]−1y2, [Γ
∗]−1z2)‖
≤ ‖Γ∗‖L[ ‖[Γ∗]−1y1 − [Γ
∗]−1y2‖ ] + [ ‖[Γ
∗]−1z1 − [Γ
∗]−1z2‖ ] ≤ L[ ‖y − y1‖+ ‖z1 − z2‖ ].
Given (u, v) ∈ B2, we define a mapM by (y, z) = M(u, v) as follows. Let ζ be Rd1 -valued FT - measurable
random variable and given f : [s, T ]×Rd ×Rd1 ×Rd×d1 → Rd1 set
y(t) = E[ζ +
∫ T
t
f(θ, ξ(θ), u(θ), v(θ))dθ|Ft], 0 ≤ t ≤ T. (2.8)
We apply the Ito theorem about martingale representation of a square integrable random variable
χ = ζ +
∫ T
0
f(θ, u(θ), v(θ))dθ
to define the process z(t) by the equality
χ = E[χ] +
∫ T
0
z(θ)dw(θ).
It is easy to check that the couple (y, z) defined in this way satisfies
y(t) = ζ +
∫ T
t
f(θ, ξ(θ), u(θ), v(θ))dθ −
∫ T
t
z(θ)dw(θ).
In a standard way we show that M acts in B2 and possesses a contraction property. To this end we denote
by f¯ = f1 − f2 for f = y, z, u, v. By Ito’s formula we obtain
e
βt
E‖y¯(t)‖2 +E
[∫ T
t
e
βs[β‖y¯(s)‖2 + ‖z¯(s)‖2]ds
]
=
= 2E
[∫ T
t
e
βs〈y¯(s), f(s, u1(s), v1(s))− f(s, u2(s), v2(s))〉ds
]
.
Taking into account Lipschitz continuity of f we obtain
E[eβt‖y¯(t)‖2] + E
[∫ T
t
e
βs[β‖y¯(s)‖2 + ‖z¯(s)‖2]ds
]
≤
≤ 2LE
[∫ T
t
e
βs‖y¯(s)‖[‖u¯(s)‖+ ‖v¯(s)‖]ds
]
and by the elementary inequality 2ab ≤ a2α2 + b
2
α2
,
E[eβt‖y¯(t)‖2] + E
[∫ T
t
e
βs‖z¯(s)‖2]ds
]
≤
≤ [2L2α2 − β]E
[∫ T
t
e
βs‖y¯(s)‖2ds
]
+
1
α2
E
[∫ T
t
e
βs(‖u¯(s)‖2 + ‖v¯(s)‖2)ds
]
.
Choosing 1
α2
= 1
2
and β − 4L2 = 1 we obtain
e
βt
E‖y¯(t)‖2 + E
[∫ T
t
e
βs‖z¯(s)‖2ds
]
≤
1
2
E
[∫ T
t
e
βs[‖u¯(s)‖2 + ‖v¯(s)‖2]ds
]
.
In the similar way we can check that (y, z) = M(u, v) ∈ B2. As a result we deduce that M is a contraction
in B2 and the following statement holds.
Theorem 2.1 Let condition C 2.2 hold. Then there exists a unique solution (y, z) ∈ B2 of BSDE (2.6)
and successive approximations (yn, zn) of the form
y
n+1(t) = ζ +
∫ T
t
f(θ, ξ(θ), yn(θ), zn(θ))dθ −
∫ T
t
z
n+1(θ)dw(θ)
converges to the solution of (2.6) with probability 1.
Proof. The existence and uniqueness of a solution (y, z) to (2.6) follows from the fixed point theorem for
the contraction M : B2 → B2. Applying the above estimates to the successive approximations (yn, zn) we
can verify that
E
[∫ T
t
e
βθ‖yn(θ)− ym(θ)‖2ds|Ft
]
+ E
[∫ T
t
e
βθ‖zn(θ)− zm(θ)‖2ds|Ft
]
→ 0, m, n→∞
with probability 1. Hence, (yn, zn) is a Cauchy sequence in B2 and the limit P − limn→∞(y
n, zn) = (y, z)
exists and satisfies (2.4).
Below along with a weakly coupled multidimensional FBSDE of the form
dy(t) = −f(t, ξ(t), y(t), z(t))dt+ z(t)dw(t), y(T ) = Γ∗(s, T )u0(ξ(T )), (2.9)
where ξ(t) is a solution of (2.4) we consider a weakly coupled scalar FBSDE which can be described as
follows. Let
q(κ) =
(
a(x)
c(x)h
)
, Q(κ) =
(
A(x) 0
0 C(x)h
)
, G˜(κ, y, z) = 〈h, f(x, y, z)〉. (2.10)
Obviously, we can rewrite the system (2.1),(2.2) in the form
dκ(t) = q(t, κ(t))dt+Q(t, κ(t))dW (t), κ(s) = κ = (x, h), (2.11)
The required FBSDE can be presented in the form
dY (t) = −G˜(t, κ(t), Y (t), Z(t))dt+ 〈Z(t), dW (t)〉, Y (T ) = 〈η(T ), u0(ξ(T )〉, (2.12)
where κ(t) = (ξ(t), η(t)) solves (2.11), W (t) = (w(t), w(t))∗ and 〈Z(t), dW (t)〉 = 〈h, z(t)dw(t)〉.
A triple of progressively measurable random processes (κ(t), y(t), z(t)) ∈ B3 is called a solution of
(2.11),(2.12) if with probability 1 for all 0 ≤ s ≤ t ≤ T
κ(t) = κ+
∫ t
s
q(θ, κ(θ))dθ +
∫ t
s
Q(θ, κ(θ))dW (θ), (2.13)
Y (t) = 〈η(T ), u0(ξ(T ))〉+
∫ T
t
G˜(θ, κ(θ), Y (θ), Z(θ))dθ −
∫ T
t
〈Z(θ), dW (θ)〉. (2.14)
The FBSDEs (2.1), (2.2), (2.6) and (2.11), (2.12) are equivalent.
3 Comparison theorem for multidimensional BSDE
Comparison theorems present an important tool in the BSDE and FBSDE theory and in particular in
the context of the connections between FBSDE theory and viscosity solutions of corresponding parabolic
equations and systems. In this paper to prove a comparison theorem for a multidimensional BSDE we use
the special features of the BSDE under consideration.
Consider a couple of d1-dimensional BSDEs
y
i(t) = ζi +
∫ T
t
f
i(θ, yi(θ), zi(θ))dθ −
∫ T
t
z
i(θ)dw(θ), i = 1, 2 (3.1)
for 0 ≤ t ≤ T and use the specific features of these BSDEs investigated in the previous sections. Here
ζi, f i(θ, y, z) ∈ Rd1 for θ ∈ [0, T ], y ∈ Rd1 , z ∈ Rd×d1 .
For any fixed nonzero vector h ∈ Rd1 and y1, y2 ∈ Rd1 we say that y1 ≤h y
2 under h if 〈h, y1〉 ≤ 〈h, y2〉.
Without loss of generality we choose h to have ‖h‖ = 1.
Given two vectors y1, y2 ∈ Rd1 , we say y1 ≤ y2 if y1m ≤ y
2
m,m = 1, . . . , d1, where ym = 〈y, em〉 and
(em)
d1
m=1 is a fixed orthonormal basis in R
d1 .
Given f ∈ Rd1 we denote by f+m = max[fm, 0], m = 1, . . . , d1.
Consider a couple of BSDEs with parameters ζi, f i, i = 1, 2.
We say that condition C 3.1 holds if
i) ζ1 ≤ ζ2, P − a.s. ,
ii) for each m = 1, . . . , d1 inequality f
1
m(t, y
1, z1) ≤ f2m(t, y
2, z2) holds true when y1l ≤ y
2
l for all l =
1, . . . , d1 except l = m while y
1
m = y
2
m, and z
1
mk = z
2
mk for each k = 1, . . . , d,
iii) For all y1, y2 ∈ Rd1 , z1, z2 ∈ Rd×d1 and for each m = 1, . . . , d1
‖f im(t, y
1
, z
1)− f im(t, y
2
, z
2)‖ ≤ L[‖y1 − y2‖+ ‖z1 − z2‖], i = 1, 2.
Set α¯ = α1 − α2 for α = y, ζ, f and z as well.
Let us mention that within this section we do not assume summing up with respect to repeating indices.
Theorem 3.1. Let (ζi, f i), i = 1, 2 be parameters of BSDEs (3.1) satisfying conditions C 2.1 and C
3.1. Assume that (yi(t), zi(t)), i = 1, 2, t ∈ [s, T ] solve (3.1) with this parameters. Then y1(t) ≤ y2(t)
a.s. Moreover the comparison is strict, that is if in addition y2(s) = y1(s) then ζ1 = ζ2, f2(t, y2(t), z2(t)) =
f1(t, y2(t), z2(t)) and y2(t) = y1(t), ∀t ∈ [s, T ]P -a.s. In particular whenever either P (ζ1 < ζ2) > 0 or
f1(t, y2(t), z2(t)) < f2(t, y2(t), z2(t)) on a set of positive dt× dP measure, then y1(s) < y2(s) a.s.
Proof. Applying Ito’s formula to |y¯j(t)
+|2 where j = 1, . . . , d1, and evaluating mean value we get
E|y¯j(t)
+|2 = E|ζ¯+j |
2 − E[
∫ T
t
2Iy1
j
(s)>y2
j
(s)y¯j(s)[fj(s, y
1(s), z1(s))− (3.2)
fj(s, y
2(s), z2(s))]ds]− E
[∫ T
t
I{yj(s)>y2j (s)}
‖z¯j(s)‖
2
ds
]
− E
[∫ T
t
y¯
+
j dLj(s)
]
,
where Lj(t) is the local time of y¯j(s) at 0. Note that the last summand is equal to 0 and since ζ
1 ≤ ζ2 a.s.
we have E[‖[ζ1 − ζ2]+‖2] = 0, Obviously,
E
[∫ T
t
Iy1
j
(s)>y2
j
(s)y¯j(s)z¯j(s)dw(s)
]
= 0. Hence,
E[y¯j(t)
+] = E
[∫ T
t
Iy1
j
(s)>y2
j
(s)2y¯
+
j (s)[f
1
j (s, y
1(s), z1(s))− f2j (s, y
2(s), z2(s))]ds
]
−
E
[∫ T
t
I{y1
j
(s)>y2
j
(s)}‖z¯j(s)‖
2
ds
]
.
Set
f¯j(s) = f
1
j (s, y
1
, z
1)− f2j (s, y
2
, z
2) =
f
1
j (s, y
1
1 , . . . , y
1
j , . . . , y
1
d1
, z
1
1 , . . . , z
1
j , . . . , z
1
d1
)−
−f2j (s, y
2
1 , . . . , y
2
j , . . . , z
2
1 , . . . , z
2
j , . . . , z
2
d1
) =
= [f1j (s, y
1
1 , . . . , y
1
j , . . . , y
1
d1
, z
1
1 , . . . , z
1
j , . . . , z
1
d1
)−
f
2
j (s, y
1
1 + y¯
+
1 , . . . , y
1
j , . . . , y
1
d1
+ y¯+d1 , z
2
1 , . . . , z
1
j , . . . , z
2
d1
)]+
+[f2j (s, y
2
1 + y¯
+
1 , . . . , y
1
j , . . . , y
2
d1
+ y¯+d1 , z
2
1 , . . . , z
1
j , . . . , z
2
d1
)−
−f2j (s, y
2
1 , . . . , y
2
j , . . . , z
2
1 , . . . , z
2
j , . . . , z
2
d1
)] = Π1 +Π2
Since for any m = 1, . . . , d1 we have y
1
m ≤ y
2
m + y¯
+
m for m 6= j, taking into account ii) in C 3.1 we get
Π1 ≤ 0.
Next, due to Lipschitz continuity of f2 we have
Π2 ≤ L[|y¯
+
1 |+ . . .+ |y¯
+
j−1|+ |y¯j |+ . . .+ |y¯
+
d1
|+ ‖z¯j‖].
Applying Ito’s formula due to generator properties we deduce that
E|y¯+j (t)|
2 ≤ 2E
[∫ T
t
Iy1
j
(s)>y2
j
(s)y¯
+
j (s)f¯j(s)ds
]
− E
[∫ T
t
Iy1
j
(s)>y2
j
(s)
d∑
k=1
|z¯jk(s)|
2
ds
]
≤
≤ E
[
2
∫ T
t
Iy1
j
(s)>y2
j
(s)Ly¯
+
j (s)[|y¯1(s)|+ . . .+ |y¯
+
j−1|+ |y¯j(s)|+ . . .+ |y¯
+
d1
|+ ‖z¯j(s)‖]ds
]
−
−E
[∫ T
t
I{y1
j
(s)>y2
j
(s)}‖z¯j(s)‖
2
ds
]
≤ E
[∫ T
t
I{y1
j
(s)>y2
j
(s)}L
2(d1 + 1)|y¯j(s)|
2
ds
]
+
+E
[∫ T
t
I{y1
j
(s)>y2
j
(s)}[
d1∑
k=1
|y¯k(s)|
2 + ‖z¯j(s)‖
2]ds
]
−
E
[∫ T
t
I{y1
j
(s)>y2
j
(s)}‖z¯j(s)‖
2
ds
]
= L2(d1 + 1)
∫ T
t
E[I{y1
j
(s)>y2
j
(s)}|y¯j(s)|
2]ds
+
∫ T
t
E[I{y1
j
(s)>y2
j
(s)}
d1∑
k=1
|y¯k(s)|
2]ds. (3.3)
Note that above we have used an elementary inequality of the form
2Ly¯+j (s)|y¯k(s)| ≤ L
2|y¯+j (s)|
2 + |y¯k(s)|
2
.
Summing up left and right hand side in (3.3) we get that the function m(t) =
∑d1
j=1
E|y¯+j (t)|
2 satisfies
inequality
m(t) ≤ (L2(d1 + 1) + d1)
∫ T
t
m(s)ds
Finally, due to results of the previous section we know that for t ∈ [0, T ] the inequality E|y¯j(t)
+|2 < ∞
holds for each j = 1, . . . ,m then by the Gronwall lemma we know that m(t) = 0 and since m is a sum of
positive summands, each summand should be equal to zero. Hence |y¯+j (t)| = 0 and thus y
1
j (t) ≤ y
2
j (t) a.s.
for all j = 1, . . . , d1.
At the end of this section we come back to the one-dimensional BSDE (2.14) and derive the corresponding
comparison theorem. Note that this theorem motivates our choice of comparison for vector functions in the
case under consideration.
Consider the SDE of the form
κ(t) = κ+
∫ t
s
q(κ(θ))dθ +
∫ t
s
Q(κ(θ))dW (θ), s ≤ t ≤ T, (3.4)
introduced in the previous section and note that one can consider instead of the BSDE
y(t) = Γ∗(s, T )u0(ξ(T )) +
∫ T
t
f(θ, ξ(θ), y(θ), z(θ))dθ −
∫ T
t
z(θ)dw(θ), s ≤ t ≤ T, (3.5)
with respect to the process y(t) ∈ Rd1 a new BSDE
dY (t) = −G˜(t, κ(t), Y (t), Z(t))dt+ 〈Z(t), dW (t)(t)〉, Y (T ) = ζ = 〈η(T ), u0(ξ(T ))〉, (3.6)
where Y (t) = 〈η(t), u(t, ξ(t))〉 is a scalar process. We denote |Y | = sup‖h‖=1 |〈h, u〉| = ‖u‖.
Theorem 3.2. Let (Y i, Zi), i = 1, 2 be solutions of one dimensional BSDEs
dY
i(t) = −G˜i(t, κ(t), Y i(t), Zi(t))dt+ 〈Zi(t), dW (t)〉, Y i(T ) = Υi = 〈η(T ), ui0(ξ(T ))〉. (3.7)
Suppose that Υ1 ≤ Υ2 and G˜1(t, κ, Y 2, Z2) ≤ G˜2(t, κ, Y 2, Z2) dt× dP - a.e. Then Y 1(t) ≤ Y 2(t) a.s. for
all s ≤ t ≤ T .
Proof Define a scalar process
µ(t) =
{
G˜1(t,κ(t),Y 2(t),Z1(t))−G˜1(t,κ(t),Y 1(t),Z1(t))
Y 2(t)−Y 1(t)
if Y 1(t) 6= Y 2(t),
0 if Y 1(t) = Y 2(t),
and a vector process ν(t) ∈ Rd such that
νk(t) =
{
G˜1(t,κ(t),Y 1(t),Z(k)(t))−G˜1(t,κ(t),Y 1(t),Z(k−1)(t))
Z2
k
(t)−Z1
k
(t)
if Z1k(t) 6= Z
2
k(t)
0 if Z1k(t) = Z
2
k(t)
,
where Z(k)(t) denotes the d-dimensional vector such that its first k components are equal to corresponding
components of Z2 and the remaining d−k components are equal to those of Z1. Due to Lipschitz continuity
of g the processes µ(t) and ν(t) are bounded and in addition they are progressively measurable.
As above we use notation f¯ = f1 − f2 for f = Y,Z,Υ and observe that (Y¯ (t), Z¯(t)) satisfies the BSDE
Y¯ (t) = Υ¯ +
∫ T
t
[µ(θ)Y¯ (θ) + 〈ν(θ), Z¯(θ)〉]dθ +
∫ T
t
N(θ)dθ −
∫ T
t
〈Z¯(θ), dW (θ)〉,
where N(t) = G˜1(t, κ(t), Y 2(t), Z2(t))− G˜2(t, κ(t), Y 2(t), Z2(t)). For s ≤ t ≤ T we define
ρs,t = exp
[∫ t
s
(µ(θ)−
1
2
‖ν(θ)‖2)dθ +
∫ t
s
〈ν(θ), dW (θ)〉
]
.
By Ito’s formula we can verify that (Y¯ (θ), Z¯(θ)) satisfy the BSDE
d[ρs,θY¯ (θ)] = ρs,θ[Y¯ (θ) +N(θ)]dθ + ρs,θ〈Z¯(θ) + Y¯ (θ)ν(θ), dW (θ)〉
for θ ∈ [s, T ] and
Y¯ (θ) = E
[
ρs,T Υ¯ +
∫ T
θ
ρs,ϑN(ϑ)dϑ|Fθ
]
The required assertion immediately follows from negativity of Υ¯ and N(t).
Let us mention a useful remark. Let Y 1, Z1 be a solution of BSDE
Y
1(t) = Υ1 +
∫ T
t
G˜
1(θ, Y 1(θ), Z1(θ))dθ −
∫ T
t
〈Z1(θ), dW (θ)〉
and (Y 2, Z2) satisfy
Y
2(t) = Υ2 +
∫ T
t
M(θ)dθ −
∫ T
t
〈Z2(θ), dW (θ)〉,
whereM(θ) is a scalar progressively Fθ-measurable process. Suppose thatΥ
1 ≤ Υ2 and G˜1(t, Y 2(t), Z2(t)) ≤
M(t). Then we can choose
G˜
2(t, κ(t), Y 2, Z2) = G˜1(t, κ(t), Y 2, Z2) + [M(t)−G1(t, κ(t), Y 2(t), Z2(t))]
and apply the result of theorem 3 to deduce that Y 1(t) ≤ Y 2(t). If in addition G˜1(t, κ(t), Y 2, Z2) < M(t)
on a set of positive measure dt× dP , then Y 1(s) < Y 2(s).
4 Viscosity solution to nonlinear parabolic system
In this section we show that a solution of a forward-backward stochastic differential equation generates a
viscosity solution of the Cauchy problem for a system of quasilinear parabolic equations.
Let (ξ(t) ∈ Rd, y(t) ∈ Rd1 , z(t) ∈ Rd×d1) be a solution of the FBSDE
dξ(t) = a(ξ(t))dt+A(ξ(t))dw(t), ξ(s) = x, (4.1)
dy(t) = −Γ∗(t)g([Γ∗]−1(t)y(t), [Γ∗]−1(t)z(t))dt+ z(t)dw(t), (4.2)
y(T ) = Γ∗(s, T )u0(ξ(T )),
where Γ(t) is a multiplicative operator functional of the process ξ(t) generated by the solution η(t) ∈ Rd1 of
the linear SDE
dη(t) = c(ξ(t))η(t)dt+ C(ξ(t))(η(t), dw(t)), η(s) = h, (4.3)
and u0 : R
d → Rd1 be a continuous bounded function.
Denote by Sd1+ = {h ∈ R
d1 : hm ≥ 0, m = 1, . . . , d1 and ‖h‖ = 1}, and let e1, . . . , ed1 be a fixed
orthonormal basis in Rd1 .
In section 2 we have shown that one can write (4.2) in the form
dy(t) = −f(t, ξ(t), y(t), z(t))dt+ z(t)dw(t), y(T ) = Γ∗(s, T )u0(ξ(T )), (4.4)
and proved that given a solution ξ(t) of (4.1), there exists a unique solution (y(t), z(t)) of this BSDE.
Assume that there exists a solution (ξs,x(t), y
s,x(t), zs,x(t)) to (4.1), (4.2) and the comparison theorem 2
is valid. The aim of this section is to prove that the function u(s, x) = ys,x(s) is a viscosity solution of the
Cauchy problem
∂ul
∂s
+
1
2
TrA
∗(x)∇2ulA(x) + 〈a(x),∇ul〉+ (4.5)
+Bilm(x)∇ium + clm(x)um + gl(x, u,K(u,∇u)) = 0, l = 1, . . . , d1,
u(T, x) = u0(x),
where Bilm =
∑d
q=1
C
q
lmA
qi, K(u,∇u) = C∗u+ A∗∇u.
As it was mentioned in section 2 the system (4.5) can be easily reduced to a scalar parabolic equation
∂V
∂s
+
1
2
TrQ
∗(x, h)∇2V Q(x, h) + 〈q(x, h),∇V 〉+G(h, x, V,Q∗∇V ) = 0, (4.6)
V (T, x) = V0(x, h) = 〈h, u0(x)〉
with respect to a scalar function V defined on [0, T ]×Rd × Sd1+ (see equation (2.1)).
Hence we recall first the definition of a viscosity solution of the Cauchy problem for a general scalar
nonlinear parabolic equation
∂V
∂s
+Ψ(s, z, V,∇V,∇2V ) = 0. V (T, z) = V0(z), (4.7)
where z = (x, h).
A function Ψ : [0, T ]× (Rd × Sd1+ )×R× (R
d ×Rd1)×Rd ⊗Rd → R satisfying estimates
Ψ(s, z, V, p, q) ≤ Ψ(s, z, U, p, q) if V ≤ U,
and
Ψ(s, z, V, p, q) ≤ Ψ(s, z, V, p, q1) if q1 ≤ q
is called a proper function.
Given a proper function Ψ to define a viscosity solution of (4.7) one has to introduce notions of a sub-
and a supersolution of this Cauchy problem.
Denote by C1,2d,d1 ≡ C
1,2([0, T ]×Rd;Rd1) a set of functions ψ : [0, T ]×Rd;Rd1 differentiable in s ∈ [0, T ]
and twice differentiable in x ∈ Rd.
A continuous real valued function V (s, z) is called a subsolution of (4.7) if V (T, z) ≤ V0(z), z ∈ R
d2 , d2 =
d+ d1, and for any Φ ∈ C
1,2
d2,1
and a point (s, z) ∈ [0, T ]×Rd2 which is a local maximum of V (t, z˜)−Φ(t, z˜)
the inequality
∂Φ
∂s
+Ψ(s, z, V,∇Φ,∇2Φ) ≥ 0
holds.
A continuous function V (s, z) is called a super-solution of (4.7) if V (T, z) ≥ V0(z), z ∈ R
d2 and for any
φ ∈ C1,2
d2,1
and (s, x) ∈ [0, T ]×Rd which is a local minimum of um(t, x˜)− φm(t, x˜) the inequality
∂Φ
∂s
+Ψ(s, z, V,∇Φ,∇2Φ) ≤ 0
holds. A continuous function V (s, z) is called a viscosity solution of (4.7), if it is both sub- and super-solution
of this Cauchy problem. Hence to prove that the function V (s, z) is a viscosity solution to (4.7) one has to
prove that V is both sub- and supersolution of (4.7).
To give a definition of a viscosity solution of the Cauchy problem to the system (4.5) we use a definition
of a viscosity solution of the scalar Cauchy problem (4.6) and then rewrite the definition in terms of the
solution to (4.5).
Given functions φm ∈ C
1,2
d,d1
, m = 1, . . . , d1 denote by
[Aφ]m(x) =
1
2
TrA
∗(x)∇2φmA(x) + 〈a(x),∇φm〉+B
i
ml(x)∇iφl + cml(x)φl,
where i = 1, . . . d, m, l = 1, . . . , d1.
Let (s, x, φ, p, q) ∈ [0, T ]×Rd ×Rd1 ×Rd×d1 ×Rd
2×d1 and
Mm(s, x, φ, p, qm) =
1
2
TrA
∗(x)qmA(x) + 〈a(x), pm〉+ (4.8)
+Biml(x)∇ipl + cml(x)φl + gl(s, x, u, p).
Given Mm,m = 1, . . . , d1, of the form (4.8) the system
∂um
∂s
+Mm(s, x, u,∇u,∇
2
um) = 0 (4.9)
coincides with (4.5).
A continuous function u : [0, T ]×Rd → Rd1 is called a sub-solution of (4.9) if for each m = 1, . . . , d1 an
inequality um(T, x) ≤ u0m(x)〉, holds and for any ϕm ∈ C
1,2
d,1 and a point (s, x) ∈ [0, T ]×R
d which is a local
maximum of um(s˜, x˜)− ϕm(s˜, x˜) an inequality
∂ϕm
∂s
+M(s, x, u,∇ϕ,∇2ϕm)〉 ≥ 0 (4.10)
holds.
A continuous function u(s, x) is called a super-solution of (4.9) if for each m = 1, . . . , d1 an inequality
um(T, x˜)〉 ≥ u0m(x˜), x ∈ R
d holds and for any ϕm ∈ C
1,2
d,1 and a point (s, x) ∈ [0, T ]× R
d which is a local
minimum of um(s˜, x˜)− ϕm(s˜, x˜) an inequality
∂ϕm
∂s˜
+Mm(s, x, u,∇ϕ,∇
2
ϕm)〉 ≤ 0, (4.11)
holds.
A continuous function u(s, x) is called a viscosity solution of (4.9), if it is both sub- and super-solution
of this Cauchy problem. Hence to prove that the function u(s, x) is a viscosity solution to (4.9) one has to
prove that u is both sub- and super-solution of (4.9).
Theorem 4.1. Assume that conditions of theorem 2 hold and (ξs,x(t), y
s,x(t), zs,x(t), ηs,x(t)) is a solution
to (4.1)-(4.3). Then u(s, x) = ys,x(s) is a continuous in (s, x) viscosity solution of (4.5).
Proof. Under assumptions of section 2 continuity of u(s, x) = ys,x(s) in spatial variable x and time
variable s is granted by the BSDE theory results [5] which state that under C 2.1 and C 2.2 the solution
of BSDE (4.4) is continuous with respect to parameters (s, x). To verify that u(s, x) is a viscosity solution
of (4.5), we have to prove that u is both a subsolution and a supersolution of (4.5). First we check that
u is a subsolution. To this end for each m = 1, . . . , d1 we can choose a function φm ∈ C
1,2
d,1 and a point
(s, x) ∈ [0, T ]×Rd such that at the point (s, x) a function um(s, x)−φm(s, x) has a local maximum. Without
loss of generality we assume that um(s, x) = φm(s, x).
We have to prove that (4.10) holds.
Assume on the contrary that there exists m ∈ {1, . . . , d1} such that
Ku,φm (s, x) =
∂φm
∂s
+ [Aφ]m(s, x) + gm(s, x, u(s, x),K(u,∇φ)(s, x))〉 < 0. (4.12)
By continuity there exists 0 < α ≤ T − s such that for all θ ∈ [s, s+ α], x1 ∈ R
d, h1 ∈ R
d1 , ‖x− x1‖ ≤
α, ‖em − h1‖ ≤ α the inequalities
Φu(θ, x1, h1)− Φ
φ(θ, x1, h1) ≤ 0 (4.13)
and
〈h1,
(
∂φ
∂θ
+Aφ
)
(θ, x1) + g(θ, x1, u(θ, x1),K(u,∇φ)(θ, x1))〉 < 0 (4.14)
hold.
Given (ξs,x(t), ηs,h(t)) satisfying (4.1), (4.3), define τ by
τ = inf{t ≥ s : ‖ξs,x(t)− x‖ ≥ α} ∧ inf{t ≥ s : ‖ηs,h(t)− h‖ ≥ α} ∧ (s+ α).
It follows from results in [10],[11] that the pair
(yˆ(t), zˆ(t)) = (ys,x(t ∧ τ ), I[s,τ ](t)z
s,x(t ∧ τ )), s ≤ t ≤ s+ α
satisfies BSDE
yˆ(t) = Γ∗(t, τ )u([s+ α] ∧ τ, ξ([s+ α] ∧ τ )) +
∫ s+α
t
I[s,τ ](θ)f(θ, ξ(θ), yˆ(θ), zˆ(θ))dθ − (4.15)
∫ s+α
t
zˆ(θ)dw(θ)〉, s ≤ t ≤ s+ α.
On the other hand applying Ito’s formula we obtain that the couple
(y˜(t), z˜(t)) = (Γ∗(t, t ∧ τ )φ(t ∧ τ, ξs,x(t ∧ τ )), I[s,τ ](t)K(u,∇φ)(t, ξs,x(t))), s ≤ t ≤ s+ α,
where
K(u,∇φ)(t, ξs,x(t)) =
(
Γ∗(t)A∗(ξ(t))∇φ(t, ξs,x(t))
Γ∗(t)C∗(ξs,x(t))u(t, ξs,x(t))
)
, s ≤ t ≤ s+ α,
satisfies a BSDE
y˜(t) = (Γ∗(τ )φ(τ, ξs,x(τ )) +
∫ s+α
t
I[s,τ ](θ)
(
∂φ
∂θ
+ [Aφ]
)
(θ, ξs,x(θ))dθ+
∫ s+α
t
z˜(θ)dw(θ).
Notice that yˆm(s) = y˜m(s) = um(s, x).
Then for any stopping time τ ∈ [s, s+ α] due to (4.13) and (4.14) we derive
0 ≥ [Φu(τ, κ(τ ))− Φφ(τ, κ(τ ))] = 〈em, u(s, x)− φ(s, x)〉−
−
∫ τ
s
〈em, [
∂φ
∂θ
+Aφ](θ, ξs,x(θ))dθ −
∫ τ
s
〈em, f(θ, ξs,x(θ), yˆ(θ), zˆ(θ))dθ+
+
∫ τ
s
〈em, [zˆ(θ)−K(u,∇φ)(θ, ξs,x(θ))]dw(θ)〉.
Keeping in mind that by assumption for eachm = 1, . . . , d1 at the point (s, x) we have um(s, x)−φm(s, x) = 0
and computing the expectation of both parts of the last inequality we deduce
E
(∫ τ
s
〈em, [
∂φ
∂θ
+Aφ](θ, ξ(θ))〉dθ +
∫ τ
s
〈em, f(θ, ξ(θ), yˆ(θ), zˆ(θ))〉dθ
)
≥ 0. (4.16)
Denote by
γ1(s, τ ) = 〈em,
∫ τ
s
{[
∂φ
∂θ
+Aφ](θ, ξ(θ)) + g(θ, x1, u(θ, ξ(θ)),K(u,∇φ)(θ, ξ(θ))〉,
γ2(s, τ ) = 〈em,
∫ τ
s
[f(θ, ξ(θ), y˜(θ), z˜(θ))− g(θ, ξ(θ), u(θ, ξ(θ)),K(u,∇φ)(θ, ξ(θ)))dθ〉
and by
γ3(s, τ ) = 〈em,
∫ τ
s
{f(θ, ξ(θ), yˆ(θ), zˆ(θ))− f(θ, ξ(θ), y˜(θ), z˜(θ))}dθ〉
and rewrite (4.16) in the form
E[γ1(s, τ ) + γ2(s, τ ) + γ3(s, τ )] ≥ 0.
Assume that there exists a number δ0 < 0 such that K
u,φ(s, x) < δ0 and
τ1 = inf{θ ∈ [s, s+ α] : K
y(θ),z(θ)(θ, ξ(θ)) ≤ δ0} ∧ τ.
By assumption (4.16) holds for τ and hence for τ1. But this leads to a contradiction since
0 > δ0E(τ1 − s) ≥ E
[∫ τ1
s
N y(θ),z(θ)(θ, ξ(θ))dθ
]
≥ 0.
It remains to check that γ2(s, s+∆s)→ 0 and γ3(s, s+∆s)→ 0 as ∆s→ 0 a.s.
Note that γ2(s, s + ∆s) → 0 a.s. by definition of f , properties of Γ(s, t) and uniqueness of a BSDE
solution.
Finally we check that γ3(s, s+∆s)→ 0 as ∆s→ 0 a.s. Note that the couple (y˜(t), z˜(t)), s ≤ t ≤ s+∆s
satisfies
y˜(t) = Γ∗(s+∆s)φ(s+∆s, ξs,x(s+∆s)) +
∫ s+∆s
t
f(θ, ξs,x(θ), y˜(θ), z˜(θ))dθ − (4.17)
−
∫ s+∆s
t
z˜(θ)dw(θ).
Given θ ∈ [s, s+∆s],
Ku,φ(θ, x) =
(
∂φ
∂θ
+Aφ
)
(θ, x) + g(θ, x, φ(θ, x),K(u,∇φ)(θ, x)),
set
υ(θ) = y˜(s+∆s)− Γ∗(s, θ)φ(θ, ξs,x(θ))−
∫ s+∆s
θ
Ku,φ(ϑ, ξs,x(ϑ))dϑ
and
̟(θ) = z˜(θ)−K(u,∇φ)(θ, ξs,x(θ))).
Applying Ito’s formula we derive BSDE to govern the couple (υ(θ),̟(θ))
υ(θ) = Γ∗(s, s+∆s)φ(s+∆s, ξs,x(s+∆s))− Γ
∗(s, θ)φ(θ, ξs,x(θ)) + (4.18)
+
∫ s+∆s
θ
f(ϑ, ξs,x(ϑ), y˜(ϑ), z˜(ϑ))dϑ−
∫ s+∆s
θ
Ku,φ(ϑ, ξs,x(ϑ))dϑ−
−
∫ s+∆s
θ
z˜(ϑ)dw(ϑ) +
∫ s+∆s
θ
K(u,∇φ)(ϑ, ξs,x(ϑ)))dw(ϑ) =∫ s+∆s
θ
f(ϑ, ξs,x(ϑ), υ(ϑ) + Γ
∗(s, ϑ)φ(ϑ, ξs,x(ϑ))+
+
∫ s+∆s
ϑ
Ku,φ(r, ξs,x(r))dr, ̟(ϑ) +K(u,∇φ)(ϑ, ξs,x(ϑ)))dϑ+
+
∫ s+∆s
θ
[(
∂φ
∂ϑ
+Aφ
)
(ϑ, ξs,x(ϑ))−K
u,φ(ϑ, ξs,x(ϑ))
]
dϑ−
∫ s+∆s
θ
̟(ϑ)dw(ϑ).
We verify that (υ,̟) converges to (0, 0) as ∆s → 0. Keeping in mind the estimates for the generator g by
standard reasoning based on the Ito formula and the Burkholder inequality we can prove that
E
[
sup
t∈[s,s+∆s]
|υ(t)|2
]
+ E
[∫ s+∆s
s
‖̟(θ)‖2dθ
]
≤ LE
[∫ s+∆s
s
‖m(θ,∆s)‖2dθ
]
,
where
m(θ,∆s) = −Ku,φ(θ, ξs,x(θ)) +
(
∂φ
∂θ
+Aφ
)
(θ, ξs,x(θ))+
f(θ, ξs,x(θ), υ(θ) + Γ
∗(s, θ)φ(θ, ξs,x(θ))+
+
∫ s+∆s
θ
Ku,φ(r, ξs,x(r))dr, ̟(θ) +K(u,∇φ)(θ, ξs,x(ϑ)).
Furthermore, since supθ∈[s,s+∆s]E[‖ξs,x(θ)−x‖
2]→ 0 as ∆s→ 0 and parameters of stochastic equations
as well as the function φ and its derivatives are uniformly continuous in x, we obtain
lim
∆s→0
sup
s≤θ≤s+∆s
E[‖m(θ,∆s)‖2] = 0.
Hence,
E
[
sup
s≤θ≤s+∆s
|υ(θ)|2
]
+ E
[∫ s+∆s
s
‖̟(θ)‖2dθ
]
≤ (4.19)
LE
[∫ s+∆s
s
‖m(θ,∆t)‖2dθ
]
≤ ε(∆s)∆s,
where ε(∆s) → 0 as ∆s → 0. As a result we get that y˜(θ) converges to φ(s, x) and z˜(θ) converges to
[Cu](s, x) + [∇φA](s, x) a.s. as ∆s→ 0.
This estimate does not satisfy yet our purposes. To get a more satisfactory estimate we evaluate the
conditional expectation of both sides of (4.18), that leads to υ(θ) = E
[∫ s+∆s
θ
n(ϑ,∆s)dϑ|Fθ
]
, where
n(θ,∆s) = −Ku,φ(θ, ξs,x(θ)) +
[
∂φ
∂θ
+Aφ
]
(θ, ξs,x(θ)) + f(θ, ξs,x(θ), y˜(θ), z˜(θ)) =
= f(θ, ξs,x(θ), y˜(θ), z˜(θ))−
−f
(
θ, ξs,x(θ),Γ
∗(θ)φ(θ, ξs,x(θ)) +
∫ s+∆s
θ
Ku,φ(θ, ξs,x(θ))dθ, K(u,∇φ)(θ, ξs,x(θ))
)
.
By Lipschitz continuity of f we have for s ≤ θ ≤ s + ∆s, ‖n(θ,∆s)‖ ≤ L[‖υ(θ)‖ + ‖̟(θ)‖], that is
‖n(θ,∆s)‖ → 0 a.s. as ∆s→ 0.
Hence we have proved that u(s, x) is a viscosity subsolution of the Cauchy problem (4.5). In a similar
way we prove that u(s, x) is a supersolution of (4.5) and hence a viscosity solution of this problem.
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