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Abstract 
In this paper, a method to measure distance using a laser-pointer is presented. This method calculates the distance of 
the robot from obstacles to enable it to traverse to its target location, while avoiding obstacles along the way. Images 
of the workspace environment are first captured using a webcam. Image processing techniques are then used to 
identify the existence of obstacles. Using a laser emitter, the distance to obstacles can be calculated. The rangefinder 
system consists of a single robot mounted webcam and a laser-pointer. The program is written in MATLAB with the 
Image Processing Toolbox. 
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1. Introduction 
In recent years, there has been an increasing interest in the field of autonomous robot navigation. For a robot to 
be able to successfully navigate itself, it first requires a map of the workspace environment, from which a path that 
avoids collisions into static or dynamic obstacles is then constructed.  
In many situations, an a priori map of the environment is unavailable. Simultaneous Localization and Mapping 
(SLAM) is a term used in the robotics community where a representation of the environment is generated by sensors 
mounted on the robot. As the robot moves, the map is updated based on data continuously received from these 
sensors. 
Vision based systems have many advantageous properties such as lightness, compactness and power saving 
ability. They are also ubiquitous, making cameras ideal sensing devices to be embedded in robots. Vision has great 
intuitive appeal as it is the primary sense used by humans and most animals for navigation [1]. 
Vision allows a wide range of essential functions in robotics, for example, obstacle detection, people tracking and 
visual servoing. Visual data can be perceived in a solid angle, opening up the possibility of 3D SLAM approaches. 
Visual motion estimation techniques are capable of providing precise robot motion estimates. Images also capture 
very stable features, allowing the development of algorithms that match them under significant viewpoint changes, 
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hence providing robust data association for SLAM [2]. However, despite all these advantages, it is only very 
recently that computer vision has begun to capture the attention of SLAM researchers [1]. 
In this work a single camera robot mounted vision based system is developed for robot navigation. Images 
captured from a single camera are 2-dimensional data, where information on depth is lost. Consequently, while the 
presences of obstacles can be identified from a monocular image, the exact location cannot be determined. To 
overcome this problem, we integrated into the system, a simple rangefinder using a laser emitter. 
Fig. 1 shows the system setup. A webcam and a laser emitter are mounted on the robot. The webcam records 
images and transfers them to a PC, where MATLAB is used to process information from the image data. The laser 
emitter is used to mark identified obstacles, and the mark is also captured by the webcam. From the mark location in 
the image frame, a MATLAB program calculates the distance to the obstacle using trigonometry. The data obtained is 
then used to generate a map, from which the robot path is planned. The path is then transformed into robot 
commands, which are subsequently sent to the robot for execution. 
 
Fig. 1. System setup for the robot with the webcam and laser emitter 
2. Obstacle Identification 
The workspace environment image is first captured by the camera. The presence of obstructions must be 
identified before a path for the robot to traverse on can be determined. For this purpose, image processing 
techniques are used. 
Image processing is a form of signal processing where the input signals are images such as photographs or video 
frames. The output could be a transformed version of the input image or a set of characteristics or parameters related 
to the image. The computer revolution that has taken place over the last 20 years has led to great advancements in 
the field of digital image processing. This has in turn, opened up a multitude of applications in various fields, in 
which the technology could be utilized [3]. 
The captured images are first converted from RGB to grayscale. In the RGB format, every pixel is represented by 
a level of each of the three primary colors: red, blue and green. Performing image processing on such a format 
would therefore be computationally very costly, and is deemed unnecessary. In the grayscale representation, every 
pixel would only be represented by one gray level. The presence of obstructions is then identified by finding the 
edge of these obstacles. This is done using the Canny edge detector [4,5]. This sequence of image processing is 
depicted in Fig. 2, where (a) is the orginal RGB image, (b) is the grayscale transformed image and (c) is the image 
after having gone through the Canny edge detector [6]. 
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                                        (a)                                                                         (b)                                                                      (c) 
Fig. 2. (a) Original Image (b) Grayscale Image (c) Final Image 
 
3. The Laser Rangefinder 
The laser range finder is made up of a laser pointer, working together with the camera. The laser pointer used 
emits a beam of 670nm wavelength. The laser illumination is isolated from ambient lighting by using a 670nm 
bandpass filter. 
The laser rangefinder is calibrated to point parallel to the camera’s viewing direction. For any sample workspace 
scene, this means that the laser will always hit objects near the center of the camera field of view. Knowing the 
vertical distance between the laser-pointer and webcam, the distance to the object can be determined from the 
location of the pixel that is hit by the laser returned by the object.  
In order to correctly identify the object by the edges obtained from the image processing steps, the edges are 
clustered using the k-means technique. Fig. 3(a) shows the edges obtained after the captured image had passed 
through the Canny edge detector. Clearly, two distinct sets of edges can be seen. In Fig. 3(b), the edges have been 
grouped into two clusters, where ⊗ marks the centroid of each cluster. 
 
                (a)                                                  (b)   
 
Fig. 3. (a) Object edges (b) 2-centroid clustering of the image edges 
 
The centroids are then taken as target points for the laser beam to be emitted. The laser emitter projects a beam 
onto the object which is in the camera field of view. The whole scene, including the point where the laser beam hits 
the object, is captured by the camera. The laser beam point is then isolated from the rest of the image using the band 
pass filter. The pixel location corresponding to the laser beam point is identified. Referring to Fig. 4, the distance to 
the obstruction can then be calculated as follows [7]: 
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Fig. 4. Rangefinder system setup 
Tan α  can be defined as  
D
h
=αtan             (1) 
Then the distance between the laser pointer and the obstruction can be calculated by 
αtan
hD =             (2) 
For calculating the above equation, some parameters need to be known. h is a known constant dependent on the 
geometry of the system and α  is given by 
radR +×= ρα           (3) 
where: 
ρ = number of pixels from the center of the focal plane 
R = radians per pixel pitch 
rad = radian compensation for alignment error 
Putting equation 3 into 2, then 
)tan( radR
hD
+×
=
ρ
           (4) 
The calculations were implemented in MATLAB code. 
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4. Rangefinder Testing 
4.1. Comparison between the Rangefinder Measurements & Experimental Data 
We tested the range finder measurements by pointing the laser beam at an object from known distances. The 
results, shown in Fig. 5 indicate good agreement between the actual and measured distances.  
 
Fig. 5. Comparison between rangefinder measurements and measured distances 
4.2. Distance Measurement Error 
There are many sources of error in triangulation systems which reduce the maximum resolution available for a 
given configuration. In many instances a solution can be found by compromising cost and convenience. However, a 
full understanding of all the contributing sources of error is necessary for a given design to be optimized. An optical 
triangulation system is made up of mechanical and optical components, some of which are amenable to design 
considerations such as choice of laser-pointer, camera and materials. Other parameters are beyond the capabilities of 
the designer to adjust, such as the reflectivity of the surface to be measured and the nature of the medium through 
which light is transmitted and received [8]. 
A comparison between the errors and the pixel number is shown in Fig. 6. The errors concentrate on the factors 
which are outside the control of the measuring system such as the transmission medium, laser-pointer error, base line 
expansion and image distortion.These errors are both random and systematic in nature. In future, each of these errors 
will be analyzed with reference to its effect on the accuracy of the measurements. 
 
 
Fig. 6. Comparison between measurement error and pixel number 
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5. Conclusions 
This paper provides a framework for a measurement system with which a mobile robot could measure its distance 
from obstacles using a single robot mounted webcam and a laser emitter. Using images captured by the webcam, the 
presence of obstacles are first identified. Then, using the rangefinder, the distance to the obstacle is calculated. 
Future work would be to use the rangefinder measurements as input commands to an actual robot. The system 
would also be further developed for use in real outdoor settings with more variability in ambient light conditions. 
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