Abstract. In the isointense stage, the accurate volumetric image segmentation is a challenging task due to the low contrast between tissues. In this paper, we propose a novel very deep network architecture based on densely convolutional network for volumetric brain segmentation. The proposed network architecture provides a dense connection between layers that aims to improve the information flow in the network. By concatenating features map of fine and coarse dense blocks, it allows capturing multi-scale contextual information. Experimental results demonstrate significant advantages of the proposed method over existing methods, in terms of both segmentation accuracy and parameter efficiency in MICCAI grand challenge on 6-month infant brain MRI segmentation.
Introduction
Volumetric brain image segmentation aims to separate the brain tissues into nonoverlapping regions such as white matter (WM), gray mater (GM), cerebrospinal fluid (CSF) and background (BG) regions. The accurate volumetric image segmentation is a prerequisite for quantifying the structural volumes. However, the low contrast between tissues often cause tissue to be misclassified, which can hinder accurate segmentation. Hence, the accuracy of automatic brain segmentation is still an active area of research.
Recently, deep convolutional neural networks [9] have achieved a great success in medical image segmentation [11, 12, 15] . For example, Çiçek et al. [2] proposed a 3D U-net that contracting skip layers and learned up-sampling part to produce a full-resolution segmentation. Chen et al. [1] proposed a voxelwise residual network for brain segmentation by pass signal from one layer to the next via identity connection. However, the connection is a short path from early layers to later layer. To address it, Huang [6] introduces a DenseNet that provides a direct connections from any layer to all subsequent layers to ensure maximum information flow between layers. It shows a consistent improvement in accuracy with increasing depth network. Yu [14] extended DenseNet to volumetric cardiac segmentation. It uses two dense blocks and follows by pooling layers to reduce feature maps resolution, then restores the resolution by stacks of learned deconvolution layers. These stack deconvolution layers often generate a larger learned parameters that take a lot of memory for the training process. It also may not be able to capture multi-scale contextual information, results in a poor performance.
In this paper, we propose a novel very deep network architecture based on densely convolution network for volumetric brain segmentation. First, we combine local predictions and global predictions by concatenating features map of fine and coarse dense blocks that allow capturing multi-scale contextual information. In the traditional DenseNet architecture [6] , the pooling layer often uses to reduce feature resolution and to increase the abstract feature representations; however, it may lose the spatial information. To preserve the spatial information, we replace the pooling layer with a convolution layer of stride 2. It only increases a small number of learned parameters, but significantly improves the performance. Second, we use a model of bottleneck with compression (BC) to reduce the number of feature maps in each dense block to reduce the number of learned parameters results in computational efficiency than existing methods [2, 14] . Experimental results demonstrate significant advantages of the proposed method over existing methods, in terms of both segmentation accuracy and parameter efficiency in MICCAI grand challenge on 6-month infant brain MRI segmentation1. Our implementation and network architectures are publicly available at the website2
Methods
In this section, we first briefly review the key concept of DenseNet [6] to deal with the degradation problem in the classification task. Then, we propose a novel network architecture that extends the DenseNet to volumetric segmentation.
DenseNet: Densely Connected Convolutional Network
Let x be the output of th layer. In the traditional feed-forward networks, the output x is computed by
where H is a non-linear transformation of th layer. In particular, the performance of the deep network architecture gets saturated with the network depth increasing due to vanishing/exploding gradient [5] . To address the degradation problem, Huang [6] introduced a DenseNet architecture that provides a direct connection from any layer to subsequent layers by concatenation the feature maps of all preceding layers as follows:
where [.] denotes the concatenation operation that concates the feature maps of all subsequent layers. By using dense connections, the DenseNet architecture allows better information and gradient flow during training. If each function H (.) produces k feature maps as output, then the number of input feature map at the layer th will be k 0 + ( − 1) × k, where k 0 is a number of feature map at the first layer. The hyper-parameter k refers as growth rate. To reduce the the number of the input feature maps, a 1 × 1 convolution layer is introduced as bottleneck layer before each 3 × 3 convolution. To further improve model compactness, a transition layer that includes a batch normalization layer (BN) [7] , a ReLU [3] and a 1 × 1 convolutional layer followed by 2 × 2 pooling layer [9] , is used to reduce the feature maps resolution. With m input feature maps, the transition layer generates m × θ output feature maps, where 0 ≤ θ ≤ 1. The network architecture is referred as DenseNet-BC when the bottleneck and transition layers with θ ≤ 1 are used. 
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with growth rate k = 16. We use a dropout layer [13] with the dropout rate of 0.2 after each Conv(3 × 3 × 3) layer in the dense block to against the over-fitting problem. Between two contiguous dense blocks, a transition block includes Conv(1 × 1 × 1) with θ = 0.5 followed by a convolution layer of stride 2 is used to reduce the feature maps resolution, while preserving the spatial information. The transition block serves as a deep supervision to handle with the limited dataset, but less complicated and ignoring the tuning weight balance between the auxiliary and main losses. Before entering the first dense block, we extract feature by using three convolution layers that generate k 0 = 32 output feature maps.
In the up-sampling path, the 3D-Upsampling operators are used to recover the input resolution. In particular, the shallower layers contains the local feature, while the deeper layer contains the global feature [10] . To make a better prediction, we perform upsampling after each dense block and combine these up-sampling feature maps. The concatenation from the different level of up-sampling feature maps allows capturing multiple contextual information. A classifier consisting of a Conv(1 × 1 × 1) is used to classify the concatenation feature maps into target classes (i.e four classes for the brain). Finally, the brain probability maps can be obtained using softmax classification.
Experiments

Dataset and Training
We used the public 6-month infant brain MRI segmentation challenge (iSeg) dataset3 to evaluate the proposed method. It consists of 10 training samples and 13 testing samples. Each sample includes a T1 image, a T2 image that were performed preprocessing using in-house tools. Automatic segmentations will be compared with the manual segmentation, by using various measurements, such as Dice Coefficient (DC), Modified Hausdorff Distance (MHD) and Average Surface Distance (ASD).
We normalize the T1 and T2 images to zero mean and unit variance before entering them into our network. Our network is trained by Adam method [8] with a mini-batch size of 4. The weights is initialized as in He et. al [4] . The learning rate was initially set to 0.0002, and drop learning rate by a factor of γ = 0.1 every 50000 iterations. We used 
Performance
Evaluation proposed method To evaluate the performance of the proposed method, we perform cross-validation on iSeg dataset. Fig. 2 shows the validation results of the proposed method for the ninth subject on different slices. This demonstrates the robustness of the proposed network architecture for accurate segmentation.
Comparison with the existing methods In order to evaluate the proposed method quantitatively, we compare the proposed method with the state-of-the-art deep learning based methods [2] , [14] on validation set in term of the number of depth, learned parameters and segmentation accuracy, as shown in Table 1 . The 3D-Unet [2] architecture consisting of 18 layers with 19 million learned parameters achieves 91.58% accuracy. The state-of-the-art DenseVoxNet [14] based on DenseNet architecture with stacked deconvolutions has 32 layers with 4.34 million learned parameters achieved 89.23% accuracy. The proposed network architecture provides substantially deeper networks (47 layers), while it only has 1.55 million learned parameters due to using BC model. It achieved 92.50% accuracy with less learned parameters in comparison with existing methods. Table 2 show the results on the test set of the iSeg dataset4. It is observed that the proposed network architecture achieved state-of-the-art performance in the challenge.
Discussion and Conclusion
We have proposed a novel 3D dense network architecture to addresse challenges in volumetric medical segmentation, especially infant brain segmentation. By concatenation information from coarse to fine layers, the proposed network architecture allows to capture multiple contextual information. The proposed network is much deeper than the existing method, and hence can capture more information. The pooling layer is replaced by convolution with stride 2 to preserve spatial information. We further incorporate multi-modality information for accurate brain segmentation. Quantitative evaluations and comparisons with existing methods on real MR images demonstrated the significant advantages of the proposed method in terms of both segmentation accuracy and parameter efficiency. In the future, we will explore the proposed network architecture for difficult task such as tumor segmentation.
