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CODES FOR SQUARE-TILED SURFACES
KUO-CHIANG TAN
Abstract. In this paper, we use permutation elements to record cylinder
decompositions of a square-tiled surface X. Collecting all such possible per-
mutation elements that record cylinder decompositions, we can enumerate the
SL2(Z) orbit of a given surface X and give a method to determine whether or
not a matrix A ∈ SL2(Z) is the differential of an affine diffeomorphism of X.
1. Introduction
A square-tiled surface is a topological surface obtained by gluing together n
squares labeled {1, 2, . . . , n} in a horizontal and vertical fashion. The horizontal
(resp. vertical) gluings are recorded by a permutation σ ∈ Sn (resp. τ ∈ Sn). (See
§2 for more details.) Square-tiled surfaces were introduced in W. Thurston’s work
[17] and can be regarded as “rational points” in the moduli space of the moduli
space of all 1-forms that are holomorphic with respect to some complex structure.
Overviews and further properties can be found, e.g., in [1], [3], [4], [5], [7], [8], [11],
[16] and [18].
This paper is devoted to the study of the cylinder decompositions of a given
square-tiled surface X = X(σ, τ) as well its Veech group, V eech(X) which is the
subgroup of SL2(R) consisting of all differentials of affine diffeomorphisms and
denoted by V eech(X). Using the permutations σ, τ and cutting sequences of
saddle connections, we encode the combinatorics of the saddle connections (resp.
cylinder decomposition) in the direction (a, b) with an element Code(a, b) ∈ Sn
(resp. CodeL(a, b) ∈ Sn). The permutation CodeL(a, b) is called the left code of the
cylinder decomposition of X in the direction (a, b). Given a 2 × 2 matrix A with
non negative integer entries and determinant 1, we define CodeL(A) to be the pair
of left codes of its column vectors. Given such two matrices A and B, we say the
CodeL(A) is conjugate to CodeL(B) if and only if there exists ω ∈ Sn so that the
left code of the first (resp. second) column of A is conjugate to the left code of the
first (resp. second) column of B by ω. Then the following theorem is one of our
main results:
Theorem 6.1.1. A 2× 2 matrix A with non negative integer entries and
determinant 1 belongs to Veech(X) if and only if CodeL(A) is conjugate to
CodeL(I) .
For the collection of all surfaces with a translation structure, there is an SL2(Z)
action on this collection (see §2). Let S+(X) be the set
{X(ω1, ω2)|(ω1, ω2) =CodeL(A), for some matrix A
with non negative entries and determinant 1}.
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Then we have:
Theorem 6.2.1. Let X be a square-tiled surface, then the index of the
Veech group in SL2(Z) is |S+(X)|.
The proof of theorem 6.1.1 is based on the following idea: for any A = [aij ] in
Theorem 6.1.1, the saddle connections whose directions are given by the first and
second column vectors induce a tiling of the surface by the parallelogram spanned
by these column vectors. The left codes of the vectors record how we tiled these
parallelograms to get the surfaceX. If these left codes are conjugate to the left codes
of (1, 0) and (0, 1) by a permutation ω ∈ Sn, we can define an affine diffeomorphism
of X with the derivative A. This proves the theorem 5.1.1.
To prove Theorem 6.2.1, since SL2(Z) can be generated by finitely many matrices
with non negative entries and there is an SL+2 (Z) action on S+(X), we can conclude
that S+(X) equals the SL2(Z) orbit of X.
We begin this paper by giving the background that we need in §2. In §3, we
define the cutting sequences and codes of saddle connections and discuss the relation
between them; in the rest of this section, we define the left codes to record cylinder
decompositions on X. In §4, we briefly discuss the algebraic properties of cutting
sequence and the left codes. In §4.1, we apply the property called Farey addition to
the left codes and this property makes left codes easy and systematical to compute.
The relations between slopes and left codes will be discussed in §4.2 and §4.3. In
§5.1, the closed system of X, the main tool in this paper, is introduced and we
also discuss some basic algebraic properties of the closed systems. In §5.2, we will
study the SL+2 (Z)( the collection of all matrices with non negative entries and
determinant 1) action on closed system. In §5.3, we consider the set consisting of
all left codes of matrices in V eech(X) ∩ SL+2 (Z). Applying the results in §5.2, we
give a group structure on this set and it is isomorphic to GX/SX , where GX =
{ω ∈ Sn| ωΩXω−1 = ΩX} and SX = {ω ∈ Sn| ωCodeL(I)ω−1 = CodeL(I)}. In
§6, we end this paper with the applications of closed systems. Applying the closed
systems, we obtain the main results, Theorem 6.1.1 and 6.1.2.
2. Background
Let us start this paper by introducing the followings:
Permutation groups. Let Sn be the collection of injective functions of the set
{1, 2, . . . , n} and for elements σ and τ in Sn, we defined the element σ · τ by apply-
ing σ first and then applying τ. Sn together with this operation forms a group and
is group isomorphic to the group (Sn, ◦) whose group operation is composition of
functions. In this paper, we call (Sn, ·) a permutation group and any element in it is
called a permutation. For convenience, the element στ means the permutation σ ·τ.
Square-tiled surfaces X(σ, τ). Let {Qi|i = 1, . . . , n} be n’s unit squares
and σ and τ be elements in the permutation group Sn. The square-tiled surface
X = X(σ, τ) is the surface obtained by gluing the right (resp. top) sides of the
square Qi to the left (resp. bottom) side of Qσ(i) (resp. Qτ(i)). Two square-tilde
surfaces X(σ, τ) and X(σ′, τ ′) are equivalent if σ and τ is conjugate to σ′ and τ ′
by a permutation ω respectively.
Since there is a canonical branch covering from X to a unit square, if Z =
p1, p2, . . . , pk is the collection of all branch points of pi, then
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(1) There is a translation structure on X \ Z, i.e., the transition functions are
translations.
(2) a holomorphic 1-form ω = pi∗dz defined on X with the zero set Z
(3) ω locally can be expressed by dz on X \ Z and znidz( ni > 0) on a neigh-
borhood of each zero pi.
We call each pi a critical point of X with the cone angle ni + 1 > 1. A point on X
is called marked point if it is identified by the corner of some Qi. Any critical point
is a marked point. Suppose {qi|i = 1, . . . , n} are the collection of all southwest
corner of the square Qi and P is the projection from squares Qi to X. Consider
the permutation Θ := σ−1τ−1στ = Θ1Θ2 . . .Θm where Θ1,Θ2, . . . ,Θm are disjoint
cycles, then P (qi) is a critical point if and only Θk(i) 6= i for some k. Moreover, its
cone angle is ord(Θk).
Saddle connections. Saddle connections are the ”straight” line segments on
square-tiled surfaces whose end points are marked points. Since there is a transla-
tion structure on X, we can defined the slope and the direction of any line segment.
For any saddle connection, its slope is (extended) rational number pq and the direc-
tion is (q, p) or (−q,−p) ( the integers q and p are either coprime or the pair (q, p)
is in {±(1, 0),±(0, 1), (0, 0)}.).
Cylinder decompositions of square-tiled surfaces. Let X = X(σ, τ) be a
given square-tiled surface and m be any extended rational number. Then the com-
pliment of of all saddle connections with slopes m is the disjoint union of Euclidean
open cylinders. For the horizontal( resp. vertical) direction, the number of the
cylinders in its cylinder decomposition is the number of disjoint cycles of σ( resp.
τ).
Affine diffeomophisms and Veech groups. Let X be a square-tiled surface.
An affine diffeomorphism of X is an orientation preserving homeomorphism f on
X such that
(1) f leaves the zero set of dz invarient.
(2) f is diffeomorphic on the surface (X \ {p1, p2, . . . , pk} and its derivative is
an matrix is SL2(Z) (with respect to the translate structure induced by ω).
For any square-tiled surface X, there are two affine diffeomorphisms are known:
the horizontal and vertical Dehn twists. These are the Dehn twists with respect to
the horizontal and vertical cylinder decompositions.
The collection of the derivatives of affine diffeomorphisms on X is called the
Veech group of X and denoted by Veech(X). The group is not trivial since the
derivative of horizontal and vertical Dehn twists on X are of the forms:(
1 h
0 1
)
,
(
1 0
v 1
)
where h and v are the orders of permutations σ and τ , respectively.
Action of SL2(Z) on translation surfaces. A surface is called a translation
surface if there is a translate structure {(U, fu)} defined on X \P where P is a finite
set. For any element A ∈ SL2(Z), the action A{(U, fu)} is defined by {(U,A◦fu)}.
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This gives a new translate structure on the surface X \P . For a square-tiled surface
X, Veech(X) is the stabilizer of the surface X for the action of SL2(Z).
3. Cutting sequences and codes
LetX = X(σ, τ) be a square-tiled surface tiled by n′s squaresQi, i ∈ {1, 2, . . . , n}.
We say pq is a rational number if (q, p) is either a coprime pair of positive integers
or in the set {(0, 1), (1, 0)}. Let
(
p
q
)
be a line segment in R2 with end points (0, 0)
and (q, p) and its slope is the rational number pq .
3.1. Cutting sequences and codes of saddle connections. Assume the ratio-
nal number pq is not 0,1 and ∞. Define w0 := (0, 0) and wi = (xi, yi) is the i-th
point on
(
p
q
)
in the direction (q, p) such that either xi or yi is an integer. We define
a function f : {wi : i = 1, . . . , p+ q − 2} → {x, y} by f(wi) = x (y) if xi (yi) is an
integer.
Definition 3.1.1. For any rational number pq , the cutting sequence of line segment(
p
q
)
is the word defined by
Cut
(
p
q
)
:=

f(w1)f(w2) . . . f(wp+q−2) r /∈ {0, 1,∞};
x−1 r = 0;
e r = 1;
y−1 r =∞.
For convenience, the notation xn means f(wi) = x for some i = j, . . . , j + n− 1.
For instance, Cut
(
2
5
)
= xxyxx = x2yx2 .
Figure 1. The Cut
(
2
5
)
is equal to xxyxx = x2yx2.
Let pq be a rational number which is not 0 and ∞. The saddle connections
{γi | i = 1, . . . , n} with the slope pq induce an element ω in Sn. It is defined by the
following: assume the end points of γi are the south-west corner of the square Qi
and the north-east corner of some Qj , then ω(i) = j.
Definition 3.1.2. Let r be any rational number. The code of the saddle connections
with the slope r is defined by:
CodeX(r) :=
 ω r /∈ {0,∞}σ−1 r = 0
τ−1 r =∞.
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If there is no confusion about the surface that we are discussing, we denote the code
of the saddle connection with the slope pq by Code(
p
q ).
The following proposition gives us a way to get the Code
(
p
q
)
via Cut
(
p
q
)
:
Proposition 3.1.1. Suppose Cut
(
p
q
)
= xn1ym1xn2ym2 . . . xnkymk , ni,mj > 0.
Then for any square-tiled surface X = X(σ, τ), Code
(
p
q
)
is equal to
σn1τm1σn2τm2 . . . σnkτmk .
Example 3.1.1. Consider the square-tiled surface X = X((1, 2), (1, 3)). The fol-
lowing figure shows three saddle connections with slope 25 on X. It indicates that
Code
(
2
5
)
= (1, 3).
Figure 2. Let X = X((1, 2), (1, 3)). Since Cut
(
2
5
)
= x2yx2, the
left code Code
(
2
5
)
equals (1, 2)2(1, 3)(1, 2)2 = (1, 3).
3.2. The left and right codes of cylinder decompositions. In this section,
we want to introduce the left and right codes. These are permutations and used
to record cylinder decompositions on a square-tiled surface with respect to rational
slopes.
It is well-known that for any square-tiled surface X = X(σ, τ), the complement
of saddle connections {γi | i = 1, . . . , n} with a rational slope r = pq is a disjoint
union of open Euclidean cylinders {Ci | i = 1, . . . ,mr}. This is called the cylinder
decomposition on X w.r.t. the saddle connections with the slope r. Moreover, all
marked points of X are contained in the boundaries of these cylinders. A saddle
connection γj is called a left boundary of some cylinder Ci, if the cylinder Ci is at
our left hand side when we are walking along γj in the direction (q, p).
Pick a cylinder Cj and assume that {γik | k = 1, . . . , nj} ⊂ {γi | i = 1, . . . , n} is
the collection of all left boundaries of Cj . Moreover, suppose that if we are walking
on γik in the direction (q, p), the next left boundary of Cj that we will meet is
γik+1 . (For k = nj , the next left boundary is γi1 .) Let the south-west corner of the
square Qik is an end point of γik , then this induces an element ωj ∈ Sn defined by(
i1, i2, . . . , inj
)
.
Definition 3.2.1. Let X = X(σ.τ) be a square-tiled surface and r be a rational
number. The left code of the saddle connections with the slope r is defined by
CodeLX(r) = ω1ω2 . . . ωmr .
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Remark 3.2.1. About the definition 3.2.1, somethings have to be mentioned:
(1) Suppose CodeLX
(
p
q
)
= ω1ω2 . . . ωk where ω
′
js are disjoint nj-cycle, then
each ωj associates a cylinder Cj in the cylinder decomposition w.r.t the
saddle connections with the slope pq and the surface area of Cj is the order
of ωj .
(2) The right boundaries of a cylinder and the right code of a cylinder decom-
position also can be defined by the similar ways.
(3) If there is not any confusion about the surface we are talking about, we use
the notation CodeL (r) to denote the left code of the saddle connections with
slope r.
Example 3.2.1. Let X = X((1, 2), (1, 3)) and the slope of the saddle connection
be 25 . Then the left code is Code
L( 25 ) = (1, 2).
Figure 3. Let X = X((1, 2), (1, 3)). For the saddle connections
with slope 25 , its left code is Code
L
(
2
5
)
= (1, 2) and the cylinder
decomposition contains two cylinders with area 1 and 2.
There is an obvious relation between the code and left code:
Proposition 3.2.1. For a surface X = X(σ, τ), we have
CodeL
(
p
q
)
= Code
(
p
q
)
τσ.
Remark 3.2.2. For the right code, we also have the following relation:
CodeR
(
p
q
)
= Code
(
p
q
)
στ.
This also gives a relation between the left and right codes:
CodeR
(
p
q
)
= CodeL
(
p
q
)
σ−1τ−1στ = CodeL
(
p
q
)
Θ.
4. Algebraic properties of Cut and CodeL
4.1. The additivity of the cutting sequences.
Definition 4.1.1. For any two rational numbers p1q1 and
p2
q2
, the notation
p1
q1
<n
p2
q2
means p1q1 <
p2
q2
and p2q1 − p1q2 = 1. If p1q1 <n
p2
q2
, the Farey addition of these two
rational numbers is defined by
p1
q1
⊕ p2
q2
:=
p1 + p2
q1 + q2
.
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In this case, p1q1 and
p2
q2
are called the neighbors of p1q1 ⊕
p2
q2
.
The main result in this section is the following theorem:
Theorem 4.1.1. Let p1q1 <n
p2
q2
, then the cutting sequence of the Farey addition
p1
q1
⊕ p2q2 is equal to
Cut
(
p1
q1
⊕ p2
q2
)
= Cut
(
p1
q1
)
yxCut
(
p2
q2
)
.
Proof. Suppose that p1q1 =
0
1 , then
p2
q2
should be 1n for some n ∈ N. Since the
cutting sequences of 01 and
1
n are y
−1 and xn−1 respectively, we have Cut
(
1
n+1
)
=
Cut
(
0
1
)
yxCut
(
1
n
)
. Similarly, if p2q2 =
1
0 , we also have the result that Cut
(
n+1
1
)
=
Cut
(
n
1
)
yxCut
(
0
1
)
.
For p1q1 and
p2
q2
/∈ {01 , 10}, the proof is based on the fact that the line segment(
p1+p2
q1+q2
)
is contained in the set A = PL(q1, p1) ∪ S(q1, p1) ∪
(
PL(q2, p2) + (q1, p1)
)
where S(q, p) is the unit square whose south-east corner is (q, p) and PL(q, p) is the
set bounded by y = pqx, y =
p
qx+
1
q , x = 0 and y = p.
Since there is not any integer pair contained in the interior of A, two line segments
L1 :=
(
p1+p2
q1+q2
)
∩ PL(q1, p1) and L2 :=
(
p1
q1
)
enjoy the same cutting sequence.
This is also true for the line segments R1 :=
(
p1+p2
q1+q2
)
∩ (PL(q2, p2) + (q1, p1)) and
R2 :=
(
p2
q2
)
+ (q1, p1). By the trivial fact that the cutting sequence of the line
segment
(
p1+p2
q1+q2
)
∩ S(q1, p1) is yx, we prove the this theorem. 
Remark 4.1.1.
(1) Suppose p1q1 <n
p2
q2
, then p1q1 <n
(
p1
q1
⊕ p2q2
)
<n
p2
q2
.
(2) By a similar argument, we also have
Cut
(
p1
q1
⊕ p2
q2
)
= Cut
(
p2
q2
)
xyCut
(
p1
q1
)
4.2. Left codes, right codes and simple closed curves. Let X = X(σ, τ)
be a given square-tiled surface. Apply proposition 3.1.1 and Theorem 4.1.1, we
have some algebraic properties about left codes and right codes. Moreover, these
properties help us reduce the complexity of the computation of left and right codes.
To make a summary, we have the following proposition:
Proposition 4.2.1. Let P1q1 <n
p2
q2
be any two rational numbers, then
(1) CodeL
(
p1
q1
⊕ p2q2
)
= CodeL
(
p1
q1
)
CodeL
(
p2
q2
)
.
(2) CodeR
(
p1
q1
⊕ p2q2
)
= CodeR
(
p2
q2
)
CodeR
(
p1
q1
)
.
(3) CodeR
(
p2
q2
)
= CodeL
(
p1
q1
)
CodeL
(
p2
q2
)
CodeL
(
p1
q1
)−1
.
In the rest of this section, we use continued fraction expansions to express ra-
tional numbers. Moreover, since the reflection with respect to the line x = y will
send any straight line with the slope r > 1 to the straight line with the slope 1r , we
only consider the rational number r ∈ [0, 1]. We also ask for that for any rational
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number r = [a1, a2, . . . , ak] ∈ [0, 1), the positive integer ak is larger than 1. (If
ak = 1, the continued fraction expansion is presented by [a1, a2, . . . , ak−1 + 1].) A
fundamental result is that for a rational number r = [a1, a2, . . . , ak], its neighbors
are r′ = [a1, a2, . . . , ak − 1] and r′′ = [a1, a2, . . . , ak−1]. If k is even, r′ <n r <n r′′
and therefore r = r′ ⊕ r′′; if k is odd, r is equal to r′′ ⊕ r′.
Suppose the left code of a rational number r contains a 1-cycle, the cylinder
decomposition of the saddle connections with the slope r must has a cylinder with
surface area 1 and its left boundary consists of a saddle connection and contains
only one marked point. Thus, we have the following definition:
Definition 4.2.1. A rational number [a1, a2, . . . , an] is called a simple closed curve
(abbrev. scc) if its left code contains a 1-cycle. Moreover, we say [a1, a2, . . . , an] is
a scc at k if codeL[a1, a2, . . . , an](k) equals k.
Applying the following property and corollaries, we not only construct a scc from
some left codes, but also describe the distribution of some scc’s at m.
Proposition 4.2.2. For a fixed square-tiled surface X = X(σ, τ) where σ and τ
are in Sn.
(1) If CodeL([a1, a2, . . . , am]) is an n-cycle (x1, x2, . . . , xn) ∈ Sn, for any k ∈
{1, 2, . . . , n} there exists a tk > 0 such that [a1, a2, . . . , am, tk] is a scc at k.
(2) If one of [a1, a2, . . . , ak] and [a1, a2, . . . , ak+1− 1] is a scc at m, there exists
a t > 0 such that [a1, a2, . . . , ak+1, t] or [a1, a2, . . . , ak+1 − 1, 1, t] is also a
scc at m.
Proof. (1). Assume m = 2d + 1 and CodeL([a1, a2, . . . a2d])(k) = l. Because
CodeL([a1, a2, . . . , a2d+1]) = (x1, x2, . . . , xn) ∈ Sn, there exists a tk > 0 such that
CodeL([a1, a2, . . . , a2d+1])
tk(l) = k. Due to the fact that
CodeL([a1, a2, . . . , a2d+1, tk]) = Code
L([a1, a2, . . . a2d])Code
L([a1, a2, . . . , a2d+1])
tk ,
we have CodeL([a1, a2, . . . , a2d+1, tk])(k) = k. Therefore, [a1, a2, . . . , a2d+1, tk] is a
scc at k. For the case that m = 2d, the proof is similar.
(2). Suppose k+1 is odd. Thus [a1, a2, . . . , ak] <n [a1, a2, . . . , ak+1] <n [a1, a2, . . . , ak+1−
1]. For any positive integer t, we have
CodeL([a1, a2, . . . , ak+1, t]) =
CodeL([a1, a2, . . . , ak])Code
L([a1, a2, . . . , ak+1])
t
and
CodeL([a1, a2, . . . , ak+1 − 1, 1, t]) =
CodeL([a1, a2, . . . , ak+1])
tCodeL([a1, a2, . . . , ak+1 − 1]).
Since[a1, a2, . . . , ak] is a scc at m, let t be the order of Code
L([a1, a2, . . . , ak+1]) and
then we have a ssc [a1, a2, . . . , ak+1, t] at m. Similarly, if [a1, a2, . . . , ak+1 − 1] is
a ssc and t is the order of CodeL([a1, a2, . . . , ak+1], [a1, a2, . . . , ak+1 − 1, 1, t]) is a
ssc. For the case that k + 1 is even, using the above approach, we get the desired
result. 
Using similar tricks in the proof of proposition 4.2.2, the following corollaries are
obvious:
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Corollary 4.2.1. For the left code [a1, a2, . . . , ak], let s be the order of [a1, a2, . . . , ak−1].
Then for any positive integer m,
[a1, a2, . . . , ak + sm] = [a1, a2, . . . , ak].
Corollary 4.2.2. Let Ωs := {i : [a1, a2, . . . , ak, i] is a scc at s.}. If Ωs 6= φ, there
exist two numbers u, v ∈ {2, 3, . . . , Area(X)} such that
Ωs = {u+ vt : t ≥ 0}.
4.3. Left codes and Tori. By the following propositions and corollaries, we can
briefly understand the left codes of a square-tiled surface X.
Proposition 4.3.1. If [a1, a2, . . . , ak] and [a1, a2, . . . , ak, ak+1] are both ssc’s at m,
X contains a torus.
Proof. Since
CodeL ([a1, a2, . . . , ak, ak+1])
=
{
CodeL ([a1, a2, . . . , ak])
ak+1 CodeL ([a1, a2, . . . , ak−1]) when k > 1 is even
CodeL ([a1, a2, . . . , ak−1])CodeL ([a1, a2, . . . , ak])
ak+1 when k > 1 is odd,
these imply that both [a1, a2, . . . , ak] and [a1, a2, . . . , ak−1] are ssc’s at m. In-
ductively, we have the conclusion that both [a1] and [a1 + 1] are scc’s at m. This
implies that σ fixes m :
m =CodeL ([a1 + 1])Code
L ([a1])
−1
(m) = (σa1τσ)(σa1−1τσ)−1(m)
=(σa1τσ)(σ−1τ−1σ1−a1)(m) = σ(m)
Moreover, τ also fixes m since CodeL ([a1 + 1]) = σ
a1τσ and therefore X contains
a torus. 
Corollary 4.3.1. If both [a1, a2, . . . , ak] and [a1, a2, . . . , ak − 1] are sccs at m ≤ n,
then X contains a torus.
Proof. Since
CodeL ([a1, a2, . . . , ak])
=

CodeL ([a1, a2, . . . , ak − 1])CodeL ([a1, a2, . . . , ak−1]) when k > 1 is even,
CodeL ([a1, a2, . . . , ak−1])CodeL ([a1, a2, . . . , ak − 1]) when k > 1 is odd,
CodeL ([a1, a2 − 1])CodeL ([a1]) otherwise,
by the conclusion of proposition 4.3.1, we get the desired result. 
Proposition 4.3.2. If [a1, a2, . . . , ak] and [a1, a2, . . . , ak−1] are elements in a cyclic
group < ω >⊂ Sn, X is the disjoint union of tori.
Proof. Suppose k > 2 is an even number. Since
CodeL ([a1, a2, . . . , ak]) = Code
L ([a1, a2, . . . , ak−2])CodeL ([a1, a2, . . . , ak−1])
ak ,
CodeL ([a1, a2, . . . , ak−2]) is also in the group < ω > . Inductively, the left codes of
[a1] and [a1 + 1] are also in < ω > . Since Code
L ([a1 + 1]) = σCode
L ([a1]), this
implies that σ = ωα and τ = ωβ . These faces show that στ = τσ and thus all
marked points are not critical points. When k > 2 is an odd number, by the fact
that
CodeL ([a1, a2, . . . , ak]) = Code
L ([a1, a2, . . . , ak−1])
ak CodeL ([a1, a2, . . . , ak−2])
10 KUO-CHIANG TAN
the proof is also similar to the above and thus the result follows. 
Corollary 4.3.2. Suppose that 0 ≤ r′ <n r′′ ≤ 1 are rational numbers and r :=
r′ ⊕ r′′. If any two elements in {CodeL (r) ,CodeL (r′) ,CodeL (r′′)} are in a cyclic
subgroup of Sn, the surface X is the disjoint union of tori.
Corollary 4.3.3. For any connected square-tiled surface X with genus > 1, the
left code of any rational number is not (1) ∈ Sn.
5. The closed system of square-tiled surfaces
In Section 4.1, we used the Farey addition to compute the cutting sequence of a
given line segment with rational slope. The Farey addition reduced the complexity
of the computation of cutting sequences and record all left codes more systemati-
cally. In this section, we introduce the closed system of a given square-tiled surface.
It records all left codes of X and the relations between these permutation induced
by the Farey addition. We will then discuss the SL+2 (Z) action on the closed system
of X. This gives a group structure on the collection of left codes of matrices in
SL+2 (Z) and V eech(X).
5.1. The closed systems of square-tiled surfaces. Let X = X(σ, τ) be a
given square-tiled surface and suppose that pq <n
p1
q1
, ω = CodeL
(
p
q
)
and ω1 =
CodeL
(
p1
q1
)
. Note that for each positive integer k, we have
p
q
<n . . . <n
kp+ p1
kq + q1
<n . . . <n
p+ p1
q + q1
<n
p+ kp1
q + kq1
<n
p1
q1
and thus CodeL(kp+p1kq+q1 ) = ω
kω1. If the order of ω equals m,
CodeL
(
kp+ p1
kq + q1
)
= CodeL
(
[k]mp+ p1
[k]mq + q1
)
.
In order to record all possible left codes of the rational numbers kp+p1kq+q1 , we define
the ring diagram generated by two permutations as following:
Definition 5.1.1. Let u and v be two elements in Sn and k + 1 be the order of v.
The ring diagram B(v, u) is shown in figure 4. Moreover, v is called the center and
each vmu is called a vertex of the ring diagram B(v, u).
Figure 4. The ring diagram B(v, u)
Obviously, for any integer n, the ring diagrams B(u, v) and B(u, unv) are the
same.
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Example 5.1.1. Assume that X = X((2, 3), (1, 2, 4)). Since CodeL
(
1
1
)
= (1, 3, 2, 4)
and CodeL
(
1
0
)
= (1, 3, 4), we have{
CodeL
(
k + 1
k
)
: k ∈ N
}
= {(1, 3, 4), (1, 4, 3, 2), (1, 2, 3), (2, 4)}.
Figure 5 shows the ring diagram B(CodeL
(
1
1
)
,CodeL
(
1
0
)
).
Figure 5. The ring diagram B((1324), (134))
Definition 5.1.2 (The closed system of square-tiled surfaces). Let X = X(σ, τ)
be a square-tiled surface. The closed system of X, denoted by Ω(σ,τ) (or ΩX), is
the collection of all ring diagrams B
(
CodeL
(
p
q
)
,CodeL
(
p1
q1
))
where pq <n
p1
q1
are
two rational numbers. Moreover, for any ω ∈ Sn, the set ωΩXω−1 is the collection
of B
(
ωCodeL
(
p
q
)
ω−1, ωCodeL
(
p1
q1
)
ω−1
)
.
We can obtain the closed system Ω(σ,τ) of X(σ, τ) by the following method: Let
A1 := {B(σ, σ−1τσ)}. Suppose Ak has been defined, then the set Ak+1 is defined
by{
B(αm+1β, αmβ) : αm+1β and αmβ are vertices of B(α, β) ∈ Ak \Aj ,∀j < k
}
.
Then the closed system Ω(σ,τ) is the set
⋃
j Aj .
Since Sn is a finite group, the closed system generated by any two permutation
elements is a finite union of ring diagrams. Next, we want to give some properties
of the closed system of a surface X = X(σ, τ).
Proposition 5.1.1. Consider the square-tiled surface X = X(σ.τ). Let αkβ and
αk+1β be vertices in B(α, β) ∈ Ω(σ,τ), then for the square-tiled surface Y :=
X(αk+1β, α−1)
B(α, β) ∈ Ω(αk+1β,α−1).
Proof. Note that CodeLY
(
0
1
)
= αk+1β and CodeLY
(
1
1
)
= αkβ. For any positive
integer k, we have k−1k <n
k
k+1 <n
1
1 and thus
CodeLY
(
k
k + 1
)
= CodeLY
(
k − 1
k
)
CodeLY
(
1
1
)
.
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Let m be the order of CodeLY
(
1
1
)
. Then we have
CodeLY
(
m
m+ 1
)
= CodeLY
(
m− 1
m
)
CodeLY
(
1
1
)
= CodeLY
(
m− 2
m− 1
)
CodeLY
(
1
1
)2
...
= CodeLY
(
0
1
)
CodeLY
(
1
1
)m
= CodeLY
(
0
1
)
= αk+1β.
This implies that CodeLY
(
m−1
m
)
= α. Since m−1m <n
1
1 , we have
B(α, αkβ) = B
(
CodeLY
(
m− 1
m
)
,CodeLY
(
1
1
))
⊂ Ω(αk+1β,α−1).
Thus the desired result follows because B(α, αkβ) = B(α, β). 
Corollary 5.1.1.
Ω(αk+1β,α−1) = Ω(α,βα−1).
Theorem 5.1.1. Suppose B(γ, δ) ∈ Ω(σ,τ), then
Ω(σ,τ) = Ω(γ,δγ−1).
Proof. Suppose Ω(σ,τ) =
⋃
iAi and B(γ, δ) ∈ Aj , then γ and δ must be equal to
αk+1β and αkβ respectively. Thus B(αk+1β, αkβ) ∈ Aj and by corollary 5.1.1,
we have Ω(γ,δγ−1) = Ω(αk+1β,α−1) = Ω(α,βα−1). Note that B(α, β) ∈ Aj−1 and
thus there exist α1 and β1 such that α = α
k1+1
1 β1 and β = α
k1
1 β1. Applying
corollary 5.1.1 again, we have Ω(α,βα−1) = Ω(αk+11 β1,α
−1
1 )
= Ω(α1,β1α−11 )
and thus
Ω(γ,δγ−1) = Ω(α1,β1α−11 )
.
Repeating this argument, we conclude that
Ω(γ,δγ−1) = Ω(αk+1β,α−1) = Ω(α,βα−1) = Ω(α1,β1α−11 )
= . . . = Ω(σ,τ).

Remark 5.1.1. Suppose that the left codes of two rational numbers pq <n
p1
q1
are ω1 and ω2 respectively. Theorem 5.1.1 shows that since the ring diagram
B
(
CodeL
(
p
q
)
,CodeL
(
p+p1
q+q1
))
= B(ω1, ω1ω2) in ΩX , the closed system of X
and X(ω1, ω1ω2ω
−1
1 ) are equal. Moreover, by the fact that X(ω1, ω1ω2ω
−1
1 ) =
X(ω1ω1ω
−1
1 , ω1ω2ω
−1
1 ) = X(ω1, ω2), we obtain the following corollary.
Corollary 5.1.2. Let pq ,
p1
q1
, ω1 and ω2 be defined in remark 5.1.1. Then
ΩX = ω1Ω(ω1,ω2)ω
−1
1 .
Proposition 5.1.2. Suppose that B(ω1, ω2) is in the closed system ΩX , then the
surfaces X and Y = X(ω1, ω2ω
−1
1 ) are in the same stratum; that is, X and Y ∈
H(a1, a2, . . . , ak).
Proof. Since the closed system Ω(σ,τ) is the set
⋃
j Aj , by the definition of each Ai,
we only prove the followings:
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(1) For any ring diagram B(ω1, ω2) = B(ω1, ω
k
1ω2) in Aj , X(ω1, ω2ω
−1
1 ) and
X(ω1, (ω
k
1ω2)ω
−1
1 ) are in the same stratum.
(2) Suppose that the ring diagrams B(ω1, ω2) ∈ Aj and B(ωk+11 ω2, ωk1ω2) ∈
Aj+1, then the surfacesX(ω1, ω2ω
−1
1 ) andX(ω
k+1
1 ω2, (ω
k
1ω2)(ω
k+1
1 ω2)
−1)(=
X(ωk+11 ω2, ω
−1
1 )) are in the same stratum.
For the first case, it is easy to get by the direct computation:
ω−11 (ω2ω
−1
1 )
−1ω1(ω2ω−11 ) = ω
−1
2 ω1ω2ω
−1
1
and
ω−11 (ω
k
1ω2)
−1ω1(ωk1ω2) = ω
−1
1 ω
−1
2 ω1ω2.
(Note that these permutations are conjugate to each other.)
For the second case, we also do the same computations and then get the desired
result. To sum up, by the structure of the closed system of X, the result follows. 
Remark 5.1.2. Define S+(X) to be the set{
X(ω1, ω2) | ω1 and ω2 are left codes of any rational numbers 0 ≤ p
q
<n
p1
q1
≤ ∞
}
.
Corollary 5.1.2 and proposition 5.1.2 indicate that up to conjugations, the closed
system of any surface Y ∈ S+(X) is equal to ΩX and S+(X) is a finite subset of
H(a1, a2, . . . , ak).
Let X90k be the sqrare-tiled surface obtained by rotating X 90k degrees clock-
wise. Then for k = 0, 1, 2 and 3, we have
X = X0 = X(σ, τ), X90 = X(τ, σ
−1),
X180 = X(σ
−1, τ−1), X270 = X(τ−1, σ).
Proposition 5.1.3. Let X = X(σ, τ), then closed systems of X and X90 are
conjugate to each other. Moreover,
ΩX = σ
−1ΩX90σ.
Proof. Because B(σ−1τσ, σ−2τσ) ∈ ΩX = Ω(σ,τ), by the proposition 5.1.2, the
closed system ΩX is equal to Ω(σ−1τσ,σ−1). Since Ω(σ−1τσ,σ−1) = σ
−1Ω(τ,σ−1)σ =
σ−1Ω90σ, we get the desired result. 
Corollary 5.1.3. Let X = X(σ, τ) and Θ = σ−1τ−1στ , then
ΩX = ΘΩXΘ
−1.
Proof. By Proposition 5.1.4, we have the facts that ΩX = σ
−1ΩX90σ, ΩX90 =
τ−1ΩX180τ, ΩX180 = σΩX270σ
−1 and ΩX270 = τΩXτ
−1. Therefore,
ΘΩXΘ
−1 = σ−1τ−1στΩXτ−1σ−1τσ
= σ−1τ−1σΩX270σ
−1τσ
= σ−1τ−1ΩX180τσ
= σ−1ΩX90σ
= ΩX .

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5.2. The action of SL+2 (Z) on closed systems.
Definition 5.2.1. SL+2 (Z) is a subset of SL2(Z) and defined by{[
a11 a12
a21 a22
]
∈ SL2(Z) | aij ≥ 0 for all i, j
}
.
Remark 5.2.1.
(1) Let X = X(σ, τ) be a square-tiled surface, then the derivatives of the Dehn
twists with respect to the horizontal and vertical saddle cylinder decompo-
sitions are
H =
[
1 h
0 1
]
, V =
[
1 0
v 1
]
where h and v are positive integers and therefore in SL+2 (Z).
(2) Define L and R to be the matrices:
L :=
[
1 1
0 1
]
R :=
[
1 0
1 1
]
.
SL2(Z) is generated by L and R. Moreover, these two matrices generate
SL+2 (Z) “positively”; that is, for every element A 6= I in SL+2 (Z), A can
be represented by Ln1Rm1 . . . LnkRmk where ni and mj are non negative
integers.
(3) A Farey pair (pq ,
p1
q1
) is a pair of two rational numbers pq <n
p1
q1
. There is a
bijection between all Farey pairs SL+2 (Z):(
p
q
,
p1
q1
)
←→
[
q q1
p p1
]
.
For convenience, we give the following definition:
Definition 5.2.2. Let X = X(σ, τ) be a square titled surface and A =
[
a c
b d
]
be an element in SL+2 (Z), then the left code of A is defined by
CodeL(A) :=
(
CodeL
(
b
a
)
,CodeL
(
d
c
))
.
Moreover, suppose that CodeL(A) = (ω1, ω2) and α ∈ Sn. Then αCodeL(A)α−1 is
the pair of permutations (αω1α
−1, αω2α−1).
Proposition 5.2.1. Let A and A′ be in SL+2 (Z). Suppose that for some α ∈ Sn,
CodeL(A) = αCodeL(A′)α−1. Then for any non negative integer k, we have
CodeL(ALk) = αCodeL(A′Lk)α−1, CodeL(ARk) = αCodeL(A′Rk)α−1.
Proof. We first prove CodeL(ALk) = αCodeL(A′Lk)α−1 by induction. For k = 0,
by the assumption, we have
CodeL(AL0) = CodeL(A) = αCodeL(A′)α−1 = αCodeL(A′L0)α−1.
Assume that it is true for k = n, i.e., CodeL(ALn) = αCodeL(A′Ln)α−1. When
k = n+ 1, we may assume that
ALn =
[
a1 b1
a2 b2
]
, A′Ln =
[
a′1 b
′
1
a′2 b
′
2
]
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and therefore
CodeL
(
ALn+1
)
= CodeL (ALn · L) =
(
CodeL
(
a2
a1
)
,CodeL
(
a2 + b2
a1 + b1
))
=
(
CodeL
(
a2
a1
)
,CodeL
(
a2
a1
)
CodeL
(
b2
b1
))
(by the induction hypothesis)
= α
(
CodeL
(
a′2
a′1
)
,CodeL
(
a′2
a′1
)
CodeL
(
b′2
b′1
))
α−1
= αCodeL(A′Ln+1)α−1.
This proves that CodeL(ALk) = αCodeL(A′Lk)α−1. The proof for CodeL(ARk) =
αCodeL(A′Rk)α−1 is similar to the above. 
Since every element in SL+2 (Z) is generated by L and R positively, the following
corollaries are obvious.
Corollary 5.2.1. Let A, B and C be in SL+2 (Z) and Code
L(A) = αCodeL(B)α−1
for some α ∈ Sn, then
CodeL(AC) = αCodeL(BC)α−1.
Corollary 5.2.2. Let CodeL(A) = αCodeL(I)α−1 for some α ∈ Sn, then
CodeL(Ak) = αkCodeL(I)α−k.
Remark 5.2.2. The above proposition and corollaries imply that if CodeL(A) =
uCodeL(I)u−1 and CodeL(B) = vCodeL(I)v−1, CodeL(AB) is equal to uvCodeL(I)u−1v−1.
Especially, suppose that A is the horizontal or vertical Dehn twist. Because CodeL(A) =
CodeL(I), we have CodeL(AB) = CodeL(BA) = CodeL(B).
5.3. The group structures of left codes. Let X = X(σ, τ) be a square-tiled
surface. Define the group
GX =
{
ω ∈ Sn | ωCodeL(I)ω−1 = CodeL(A) for some A ∈ SL+2 (Z)
}
and its subgroup
SX =
{
ω ∈ GX | ωCodeL(I)ω−1 = CodeL(I)
}
.
Corollary 5.1.3 indicates that GX is a non trivial subgroup of Sn. Moreover, if we
define
V eech+(X) = V eech(X) ∩ SL+2 (Z)
by Theorem 6.1.1 (see section 6.1), GX is equal to{
ω ∈ Sn | ωCodeL(I)ω−1 = CodeL(A) for some A ∈ V eech+(X)
}
.
Lemma 5.3.1. SX is a normal subgroup of G.
Proof. Let u ∈ GX and ω ∈ SX , and assume that uCodeL(I)u−1 = CodeL(A) for
some A ∈ SL+2 (Z). We want to show that uωu−1 is in SX .
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By Corollary 5.2.2, u−1CodeL(I)u = ukCodeL(I)u−k = CodeL(Ak) where the
order of u is k + 1. Therefore, we have
uωu−1CodeL(I)uω−1u−1 = uω(u−1CodeL(I)u)ω−1u−1
= uωCodeL(Ak)ω−1u−1(1)
Since the left code of any rational number is a permutation which is equal to
the product of the left codes of 01 and
1
0 , by the assumption that ωCode
L(I)ω−1 =
CodeL(I), ωCodeL(A)ω−1 is equal to CodeL(A) for any matrix A ∈ SL+2 (Z). This
implies that (1) is equal to uCodeL(Ak)u−1 = CodeL(I) and the proof is complete.

Since SX is a normal subgroup of GX , we can define the following map:
Φ : GX/SX −→ CodeL(V eech+(X))
[u] −→ uCodeL(I)u−1,
Where CodeL(V eech+(X)) = {CodeL(A) | A ∈ V eech+(X)}.
Remark 5.3.1. Since SX is a normal subgroup of GX , Φ is well-defined and in-
jective. Moreover, by Theorem 6.1.1, the map is surjective.
For any A and B in V eech+(X), define
CodeL(A) CodeL(B) = CodeL(AB).
Under this operation, we have the following proposition.
Proposition 5.3.1. (CodeL(V eech+(X)),) is a group and Φ is a group isomor-
phism.
Proof. Clearly, CodeL(V eech+(X)) is closed under the binary operation  and
satisfies the associativity. It is easy to see that the identity is CodeL(I). Now, let
τA ∈ {σA | CodeL(A) = σACodeL(A)σ−1A } \ {I} with the smallest order n, then
CodeL(A) CodeL(An−1) = CodeL(An−1) CodeL(A)
= CodeL(An) = τnACode
L(I)τ−nA
= CodeL(I).
This implies that the inverse of CodeL(A) is CodeL(An−1) and thus (CodeL(V eech+(X)),)
is a group. Now, consider the following map
φ : GX −→ CodeL(V eech+(X))
u −→ uCodeL(I)u−1.
Applying Remark 5.2.2, we have the conclusion that φ is a group homomorphism.
Since the kernel of φ is SX , the result follows. 
6. The applications of closed systems
6.1. The Veech elements. Let X = X(σ, τ) be a given square tiled surface tiled
by the squares Qi, i = 1, . . . , n. In this section, we will use the left codes to study
the set V eech+(X).
The main theorem is the following:
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Theorem 6.1.1. Let A be an element in SL+2 (Z) and I be the identity matrix.
Then A ∈ V eech+(X) if and only CodeL(A) is conjugate to CodeL(I).
Proof. Suppose A ∈ SL+2 (Z) with the 1st. (resp 2nd) column vector (a, b) (resp.
(c, d)). Let X = X(σ, τ) be a square-tiled surface and σ = σ1σ2 . . . σj where
σi = (a
i
1, a
i
2 . . . , a
i
ki
) is a ki−cycle. This implies that X is equal to
⋃j
i=1Hi where Hi
is a horizontal cylinder and each Hi is the union of the squares Qaim for m = 1 . . . ki.
For any orientation-preserving affine diffeomorphism fA : X → X with the
derivative A, fA(Qaim) is a parallelogram spanned by the vectors (a, b) and (c, d) and
thus fA(Hi) is an Euclidean cylinder which is the union
⋃ki
m=1 fA(Qaim). Moreover,
because fA keeps the orientation, the left boundaries of each f(Hi) are equal to
the images of the left boundaries of Hi under fA. The“south-west corner” of each
fA(Qaim) is also the south-west corner of some square Qajsm
. Let ω ∈ Sn defined
by ω(ajsm) = a
i
m, for all i = 1, . . . , j and m = 1, . . . , ki. Then we have Code
L
(
b
a
)
=
ωCodeL
(
0
1
)
ω−1. Applying the similar argument, CodeL
(
d
c
)
equals ωCodeL
(
1
0
)
ω−1
and thus the result follows.
Conversely, suppose there is a permutation ω ∈ Sn such that CodeL(A) =
ω−1CodeL(I)ω. Then the left code of ba and right code of
d
c are conjugate to σ
and τ respectively.
Since X can be represented by the union of the parallelograms spanned by the
vectors (a, b) and (c, d) and the “south-west corner” of each parallelogram is also the
south-west corner of some square, every parallelogram can be marked by a number
k if its south-west corner is also that of the square marked by k. This implies that X
is a parallelogram-tiled surface whose (a, b) direction tiling is recorded by CodeL
(
b
a
)
and (c, d) direction tiling is recorded by CodeR
(
d
c
)
.
Now, let Qi ⊂ X be a square and Pω(i) ⊂ X be a parallelogram spanned by the
vectors (a, b) and (c, d). Define the linear map Ti : Qi → Pω(i) by Ti(si+x) = pi+Ax
where si and pi are the centers of Si and Pω(i) respectively. Let T : X → X be the
map defined by T (p) = Ti(p) if p ∈ Si and this gives an affine diffeomorphism on
X with the derivative A. 
Example 6.1.1 (Eierlegende Wollmilchsau). Let
X = X((1, 2, 3, 4)(5, 6, 7, 8), (1, 8, 3, 6)(2, 7, 4, 5)).
Its Veech group is SL2(Z) and thus V eech+(X) = SL+2 (Z). The followings are all
possible left codes of X
A1 = (1, 2, 3, 4)(5, 6, 7, 8), A2 = (1, 4, 3, 2)(5, 8, 7, 6), A3 = (1, 5, 3, 7)(2, 8, 4, 6),
A4 = (1, 7, 3, 5)(2, 6, 4, 8), A5 = (1, 6, 3, 8)(2, 5, 4, 7), A6 = (1, 8, 3, 6)(2, 7, 4, 5).
Since the order of each Aj is 4 and A
−1
2k−1 = A2k for k = 1, 2, 3, each pair (Ai, Aj( 6=
A−1i )) is the left code of some matrices in V eech
+(X). By theorem 5.1.1, we con-
clude that all of these pairs of left codes are conjugate to each other. In fact, for any
matrix A ∈ SL+2 (Z), there is an element ωA in the group 〈(1, 2, 3, 4), (1, 5, 3, 7), (1, 6, 3, 8)〉
such that CodeL (A) is equal to ωACode
L (I)ω−1A .
Remark 6.1.1. Let X = X(σ, τ) be a swuare-tiled surface.
(1) The derivatives of horizontal and vertical Dehn twists of X are Veech ele-
ments and their left codes are equal to the left code of I.
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(2) Suppose A =
[
a c
b d
]
∈ SL+2 (Z) and let
Y =X
(
CodeLX
(
b
a
)
,CodeRX
(
d
c
))
=X
(
CodeLX
(
b
a
)
,CodeLX
(
d
c
))
.(Proposition 4.2.1)
Then applying the similar argument in the proof of Theorem 6.1.1, there
exists an affine diffeomorphism T : Y → X with DT = A.
(3) Let S(X) be the orbit of X under the SL2(Z) action and suppose Y =
X(α, β) ∈ S(X).If the derivative of an affine diffeomorphisms f : Y → X
is in SL+2 (Z), then (α, β) is conjugate to
(
CodeLX
(
a21
a11
)
,CodeRX
(
a22
a12
))
.
Recall that for the square-tiled surfaceX = X(σ, τ), the surfaceX90 = X(τ, σ
−1)
is obtained by rotating X 90 degree clockwis. Applying Theorem 6.1.1, we have
the following results:
Proposition 6.1.1. Suppose X = X(σ, τ) and A =
[
a b
c d
]
∈ SL+2 (Z), then
CodeLX(A) is conjugate to Code
L
X90(I) if and only if
[ −c a
−d b
]
∈ V eech(X).
Corollary 6.1.1. Suppose X = X(σ, τ) and A =
[
a b
c d
]
∈ SL+2 (Z), then
CodeLX(A) is conjugate to Code
L
X180(I)
(
resp.CodeLX270(I)
)
if and only if [ −a −c
−b −d
](
resp.
[
c −a
d −b
])
∈ V eech(X).
6.2. Orbits of (X(σ, τ)) under the SL2(Z) action. In this section, we will use
the closed system of a given square-tiled surface to describe the orbit of X un-
der the SL2(Z) action. Let X = X(σ, τ) be a square-tiled surface and consider
the ring diagram B(γ, δ) ∈ Ω(σ,τ). Corollary 5.1.2 implies that S+(X) is equal to
S+(X(γ, δ)). Thus for any surface Y ∈ S+(X), we have S+(X) = S+(Y ).
Assume L :=
[
1 1
0 1
]
and R :=
[
1 0
1 1
]
. We define the map l : S(X)→ S(X)
(resp. r : S(X) → S(X)) by the following: let Y ∈ S(X), then l(X) (resp. r(X))
is the surface such that there is an affine diffeomorphism fY : l(Y ) → Y (resp.
fY : l(Y )→ Y ) with the derivative L (resp. R).
Applying Remark 6.1.1, the maps l and r are surjective and thus bijective. Since
the group SL2(Z) is generated by L and R, we can conclude that the orbit S(X)
of the surface X under the SL2(Z) action is S+(X).
To sum up the above results, we have the following proposition:
Theorem 6.2.1. Let X be a square-tiled surface, then
(1) S(X) = S+(X).
(2) The index of the Veech group in SL2(Z) is |S+(X)|.
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