In r-neighbor bootstrap percolation on the vertex set of a graph G, a set A of initially infected vertices spreads by infecting, at each time step, all uninfected vertices with at least r previously infected neighbors. When the elements of A are chosen independently with some probability p, it is interesting to determine the critical probability pc(G, r) at which it becomes likely that all of V (G) will eventually become infected. Improving a result of Balogh, Bollobás, and Morris, we give a second term in the upper bound on the critical probability when G = [n] d and d ≥ r ≥ 2. We show that there exists a constant c > 0 such that for all
Introduction
Bootstrap percolation on the vertex set of a graph G is a cellular automaton in which vertices have two possible states, "infected" and "uninfected". Let r ∈ N and let G be a locally finite graph. In r-neighbor bootstrap percolation on V (G), infected vertices remain infected, and a vertex becomes infected if it has at least r infected neighbors. Let A denote the set of initially infected vertices. Here, as often, elements of A are chosen independently with some probability p. Formally, letting A 0 = A, we have A t+1 = A t ∪ {v : |N (v) ∩ A t | ≥ r} for all t ≥ 0. Define the closure of A to be [A] := ∪ ∞ t=0 A t , the set of vertices that eventually become infected. If [A] = V (G), we say that A percolates.
As noted above, bootstrap percolation is an example of a cellular automaton, an idea introduced by von Neumann [40] following a suggestion of Ulam [37] . Bootstrap percolation was first introduced by Chalupa, Leath, and Reich [17] in connection with the Glauber dynamics of the Ising model of ferromagnetism. , where log (r) (n) denotes the r-times iterated logarithm of n, so that log (r) (n) = log(log (r−1) (n)).
The next major result in this area was that of Holroyd [29] , who proved the first sharp threshold result for bootstrap percolation on the two-dimensional grid. He proved that
2 , 2) = π 2 18 log n + o 1 log n .
Later, Gravner and Holroyd [25] , Gravner, Holroyd, and Morris [27] , and Morris [34] sharpened Holroyd's result. They proved the following.
Theorem 1.
There exists a constant c > 0 such that
2 , 2) ≤ π 2 18 log n − c (log n) 3/2 as n → ∞.
As for higher dimensions, Balogh, Bollobás, and Morris [6] determined the sharp threshold for p c ([n] d , r) in the case d = r = 3 and proved the upper bound of the sharp threshold result for all constant d ≥ r ≥ 2. Later, Balogh, Bollobás, Duminil-Copin, and Morris [5] proved the corresponding lower bound. These results are substantially more difficult than the corresponding result for p c ([n] 2 , 2). In order to state these results, we need to introduce more notation.
Given k ∈ N, define
For 2 ≤ r ≤ d, define
Holroyd [29] showed that λ(2, 2) = π 2 /18. At present, (2, 2) is the only value of (d, r) for which an exact form of λ(d, r) is known (see [6] ).
Balogh, Bollobás, Duminil-Copin and Morris [5, 6] proved the following. as n → ∞.
Balogh and Bollobás [3] proved that p c ([n] d , 2) obeys a sharp threshold in a different sense, based on a result of Friedgut and Kalai [23] . They showed that if 0 < ε < 1/2, then
To date, no such result has been established for any value of r ≥ 3. Holroyd [29, 30] proved, for all d ≥ 2, a sharp threshold result for a modified dneighbor bootstrap rule on [n] d : in order to become infected, a vertex must have at least one infected neighbor in each dimension. The bootstrap process has also been considered with other update rules and on other graphs. These include various update rules on Z d and [n] d [13, 18, 20, 19, 26, 31] , the hypercube [4, 7, 8] , random regular graphs [11, 32] , Erdős-Rényi random graphs [33, 38] , random geometric graphs [14] , and infinite trees [9, 12] .
Bootstrap percolation has been applied to other sciences. Fontes, Schonmann, and Sidoravicius [21] and Morris [35] used ideas from bootstrap percolation to study the Glauber dynamics of the Ising model at zero temperature. For other applications in physics, see [1] and the references therein. Bootstrap percolation has also been applied to sociology (see [24, 41] ).
Following the techniques of [25] , we will improve the upper bound on p c ([n] d , r) given in [6] . We will prove the following.
as n → ∞.
The remainder of this paper is organized as follows. In Section 2, we give an outline of the proof of Theorem 3. In Section 3, we introduce additional notation and a useful probabilistic tool. In Section 4, we prove Theorem 3. Finally, in Section 5, we conjecture an improved lower bound on p c ([n] d , r).
Outline of the Proof of Theorem 3
In [29] , Holroyd proved the upper bound on p c ([n] 2 , 2) by showing that one way in which percolation may occur, i.e., in which the infection may spread, is highly probable. The idea, a modification of the argument in [2] , is to prove that it is likely that a large square in [n] 2 percolates. To do this, Holroyd divided [n] 2 into smaller squares of an appropriate size. In this case, it is likely that some small square S is internally spanned, that is, that if we restrict the process to S, then all of S will become infected. Conditioning on S being internally spanned, it is possible for the set of infected sites to cross rectangles above and to the right of S. Critically, it is very unlikely that a double gap (two consecutive empty rows or two consecutive empty columns) occurs while the infected set is crossing a large rectangle. Moreover, as the infected set grows from S, and the rectangles encountered grow larger and larger, the probability that a double gap occurs becomes smaller and smaller.
In [25] , Gravner and Holroyd improved the upper bound on p c ([n] 2 , 2) by allowing more freedom for double gaps. Their innovation was a more careful analysis of the event that the set of infected sites grows from a rectangle of side length 1/p to one of side length 2/p. In this range, the probability that a double gap prevents the set of infected sites from crossing a rectangle is bounded away from both 0 and 1. Hence, when the side length is in this range, if a pair of rows, for example, is empty, and so prevents the infected rectangle from growing upward, then it is fairly likely that the rectangle can continue to grow to the right until the double gap ends and upward growth resumes.
In [6] , Balogh, Bollobás, and Morris proved the upper bound on p c ([n] d , r) by induction on r and d ≥ r. They used the notion of a critical droplet. A critical droplet (see [2] ) is a set S that is not too large and that has the property that the probability that S is internally spanned is very close to the probability that [n] d is internally spanned. They applied this notion to percolation in an alternative bootstrap structure on [n] d × [2] ℓ , where ℓ ∈ N 0 (see Section 3 for a precise definition). Balogh, Bollobás, and Morris observed that it follows from the results in [16] 
2 , but it suffices to assume that they have threshold r.) Iterating this process, all of the sites in [
r−2 . So, by induction on r, if all of these sites become infected, then the first layer of S is likely to become infected. Hence, it is likely that the critical droplet will percolate the entire grid.
So, Balogh, Bollobás, and Morris studied bootstrap percolation on [n] d × 2 ℓ , where the sites in [n] d × (1, . . . , 1) have threshold r and all other sites have threshold r + ℓ. They defined the concept of an L-gap, a generalization of the notion of a double gap (see Section 3 for a precise definition). The proof of Theorem 2 in the case r = 2 is similar to the argument used by Holroyd in [29] : if p is large enough, then some cube of side length N := (log n) 3 is likely to be internally semi-spanned, that is, it is likely that all of the sites in a set of the form [N ] d × (1, . . . , 1) become infected. Then it is fairly likely that the infected set continues to cross rectangles in each dimension without encountering an L-gap.
In order to prove the case r = 2 of Theorem 3, we will study the bootstrap process
have threshold 2 and all other sites have threshold 2 + ℓ. In particular, we will consider the event that the infected set grows from [2] d
, much as in [6] . In this case, we will primarily be interested in the way that the infected set grows in [n] d × (1, . . . , 1); because the infection threshold is so much higher for all of the other sites in [n] d × [2] ℓ , few of these vertices will become infected, and so the initially infected sites in these layers will primarily serve to assist the infection process in [n] d × (1, . . . , 1). In order to obtain a better bound on p c ([n] d , 2), we will analyze the growth of the infected set more carefully when the infected set is roughly of the form [B] d × (1, . . . , 1), where B is on the order of p −1/(d−1) . Precisely, we will estimate the probability that an L-gap occurs and blocks the growth of the infected set in dimension d, say. Much as in [25] , for B in this range, it is likely that the infected set can continue to grow in all other dimensions until the L-gap is overcome and the infected set can resume growth in dimension d.
At each time step t, the infected set in [n] d × (1, . . . , 1) roughly has the shape of a d-dimensional cube. So, one may interpret the growth of the infected set as a path in R d ×(1, . . . , 1) traced by the location of the infected site with the largest ℓ 1 norm. From this perspective, the event that an L-gap occurs and is overcome appears as a deviation from the main diagonal. We will show that the probability of such a deviation is much lower than the probability of uninterrupted diagonal growth. However, we will also show that the number of different sequences of such deviations is quite large. Because the events that two different sequences of L-gaps all occur and are all overcome are disjoint, we will be able to conclude that the probability that some such sequence occurs is large enough to give the improved bound in Theorem 3.
Once we have proved Theorem 3 in the case r = 2, the induction will proceed much as in [6] . We will show that a critical droplet is likely to be internally spanned and is likely to grow as described above.
Notation and Tools
In this section, we will introduce further notation and definitions and introduce a useful probabilistic tool. For the most part, our notation and terminology follow that of [6] .
In order to reduce clutter, we will omit floor signs throughout the paper. All logarithms are taken with base e. In the literature of percolation theory, vertices of a graph are often called "sites". We will use the terms interchangeably.
Given p ∈ (0, 1), we define the quantity q by
It follows that for p close to 0, q ∼ p and p ≤ q ≤ 2p. The definition of q allows us to write
Observe that for all k, β k is increasing on (0, 1) and g k is decreasing on (0, ∞). We say that a set S is occupied if it contains at least one infected site, and empty or unoccupied otherwise. If all of the sites in S are infected, we say that S is full.
Let us formalize the notion of an L-gap. For m ≥ −1 and ℓ ≥ 0, let E = {U i :
(Here, L is not a variable, but rather refers to the shape of an L-gap in the case d = 2 and ℓ = 1.) In this paper, the events in the sequence E will be of the form "a certain set of sites is occupied". Thus, an L-gap in E will mean that all of the sets in a certain collection are unoccupied. In particular, as mentioned in Section 2, an L-gap will block the set of infected sites from growing in a specific direction. Now let us define the alternative bootstrap structure mentioned in Section 2. A bootstrap structure is an ordered pair (G, (r(v)) v∈V (G) ), where G is a graph and r :
for each t ≥ 0. In [6] , Balogh, Bollobás, and Morris introduced the alternative bootstrap structure described in Section 2. They defined
ℓ in which all vertices of the form (a 1 , . . . , a d , 1 . . . , 1) have threshold r, and all other vertices have threshold r + ℓ. Note that when ℓ = 0, this structure is the same as the usual r-neighbor bootstrap structure on [n] d . We will use the symbol 1 ℓ to denote the vector (1,
, e j denotes the jth standard basis vector of R ℓ . Let A denote the set of initially infected vertices. We say that A semi-percolates in
. Given a set S, we write A ∼ Bin(S, p) to denote that the elements of A are chosen from S independently with probability p.
Balogh, Bollobás, and Morris defined P (n, d, ℓ, r, p) to be the probability of the following event.
r). (Allowing sites in the layers
ℓ , r) will simplify the proof slightly.)
Motivated by the two-dimensional case, we define a rectangle in [n] d × [2] ℓ to be a set of the form {a 1 , . . . ,
ℓ . Harris's Lemma [28] will play a key role in the proof. Define the partial order ≤ on {0, 1}
n by
n , x ∈ E and x ≤ y imply that y ∈ E. Given p ∈ [0, 1], let P p denote the product measure on {0, 1} n with P p (i = 1) = p for all i ∈ [n]. (We will often suppress the dependence on p and simply write P(·).)
Harris's Lemma. Let E, F be increasing events in {0, 1}
n and let p ∈ [0, 1]. Then
In physics and probability literature, Harris's Lemma is often referred to as the "FKG inequality". The FKG inequality of Fortuin, Kasteleyn, and Ginibre [22] is an extension of Harris's Lemma, but Harris's Lemma is all that we will need.
Proof of Theorem 3
Theorem 3 follows easily from the following theorem.
Theorem 4. For all d ≥ r ≥ 2 and ℓ ∈ N 0 , there exists a constant c r , depending only on r, such that if
Let c ′ := inf{c r : r ≥ 2}. Observe that if c ′ > 0, then to prove Theorem 3 with c = c ′ , it is enough to apply Theorem 4 in the case when ℓ = 0. We will prove Theorem 4 by induction on r, on d ≥ r, and on ℓ ≥ 0. First, for r = 2, as in [25] , we will estimate the probability that if an L-gap blocks the growth of the infected set in dimension d, say, then the set of infected vertices continues to grow in other dimensions until infected vertices in dimension d are encountered and the L-gap is overcome. As the infected set grows, many L-gaps may occur and be overcome. We will need a bound on the number of such sequences of L-gaps. Once we have computed this bound, both the rest of the base case and the induction step will proceed much as in [6] .
First, we wish to bound the probability that no L-gaps occur in a sequence of independent events. We can express this quantity in terms of the function β k defined in Section 1. The following lemma generalizes Lemma 6 of [6] and Proposition 10 of [25] .
} be a sequence of independent events such that for each i, the events U i , V
In
Observe that h(u, u) = 0; this is equivalent to (3). It is then enough to show that
Equivalently,
so it is enough to show that β k (u)/u is decreasing on (0, 1).
/u is the positive root of X 2 −BX −C = 0. Observe that both B and C are decreasing in u. It follows that
is also decreasing, as claimed.
, an L-gap is undefined for E m+1 , so, for all u ∈ (0, 1), we may take L ℓ (−1, u) = L ℓ (0, u) = 1. Then, because β ℓ+1 : (0, 1) → (0, 1), the result holds for m ∈ {−1, 0}. Suppose that the result holds for values smaller than m+1. Observe that if any of the events U 1 , V
occurs and E m+1 \ E ′ 2 has no L-gaps; or if none of these events occur, but the event U 2 occurs and E m+1 \ E ′ 3 has no L-gaps; then E m+1 has no L-gaps. Hence, by induction,
Because u 1 ≤ u 2 , applying Lemma 6 to the right-hand side shows that
and the result follows.
Let D b a be the event that for all t ∈ [d], the sequence has no L-gaps (see Figure 1) .
The following corollary is immediate from Lemma 5 and the definitions of g ℓ+1 , D The key lemma in the proof of Theorem 4 is a better bound on the probability of growing from a smaller cube to a larger cube than that proved in [6] . In [25] 
, the second part of the event will describe further growth to [b] d
a to be the event that all of the following hold (see Figure 2) .
(ii) For all j ∈ [ℓ], the cuboid [b
(iii) For all t = d, the sequence {U i (t, a)} a+1≤i≤b ∪ {V 
has no L-gaps. (
ℓ is also internally semi-spanned.
Proof. (i) This is immediate, because the different events in the definition of T b a
concern disjoint sets of sites.
ℓ is internally semi-spanned, then parts (iii) and (iv) of the definition of
ℓ is internally semi-spanned. Parts (v), (vi), and (vii) then guarantee that [b] d × [2] ℓ is internally semi-spanned.
Remark. If semi-percolation occurs, then, as the infected set grows, it may encounter and overcome several L-gaps. If so, then, ordering these L-gaps by the associated value of a, we define b i to be the vector associated with the ith L-gap that occurs as the infected set grows. For this reason, we reserve subscripts for the vectors b i and use superscripts to denote the entries of each vector b i .
We need two lemmas to prove the base case of Theorem 4. The first compares the probability that T b a occurs to the probability of diagonal growth from [a]
ℓ is internally semi-spanned, then several events of the form T b a may occur. The second lemma is a purely combinatorial statement that bounds the number of choices of sequences of pairs (a, b) such that for each pair (a, b), the difference b − a is not too large.
It will be convenient to compare P T Lemma 9. For a, b
Then there exist constants c 1 , c 2 > 0 such that
Proof. Observe that
Observe that for p sufficiently small and for any s
is bounded away from both 0 and 1. Thus, there exists an absolute constant c 1 ∈ (0, 1) such that the right-hand side of (4) is at least
Since g ℓ+1 is decreasing, this is at least
Now observe that
Thus, the expression in (5) is at least
is bounded uniformly in p. Thus, there exists a constant c 2 such that
Combining this with (6) gives the desired result.
Remark. Thus, given some large B ∈ N, instead of measuring the probability of diagonal growth from (1, . . . , 1) × 1 ℓ to [B] d × 1 ℓ , we will measure the probability of diagonal growth interrupted by occasional L-gaps when the length of the longest side of the infected rectangle is in the range [p
Again, it is crucial that in this range, the probabilities of the events in parts (i), (ii), (iv), and (vii) of the definition of T b a are bounded away from both 0 and 1. Before stating the second lemma, we will define the event that the infected set grows from (1, . . . ,
. Then, we will record important properties of this event.
For
ℓ be the site with tth coordinate equal to 2 and all other coordinates equal to 1, and let y 
We now record pertinent properties of G (a 1 , b 1 , . . . , a m , b m ). (ii) If the sites
Lemma 10. (i) All of the events in the definition of G((a
ℓ is internally semi-spanned. Finally, if the sites
are disjoint because the locations and sizes of the L-gaps determine the values of
. Indeed, fix a configuration in which semi-percolation occurs and the rectangle [2] d+ℓ is internally semi-spanned. Recall the events U i (t, s) and
. Suppose that an L-gap occurs, and so blocks the set of infected sites from growing in dimension d, say. This means that for some s ≥ 2, the events
Then we may take a 1 = s − 1. Because semi-percolation occurs, the set of infected sites must continue to grow in the other dimensions until it encounters an infected site that overcomes the L-gap. The coordinates of this site determine the vector b 1 . In the same way, the ith L-gap that occurs determines the values of a i and b i .
We are especially interested in choices of (a i ,
and, for all i
Now we are ready to state the second lemma, which says that there are enough choices of (a i , b i ) m i=1 satisfying (7) and (8) to give an improved bound on P (n, d, 2, ℓ, p). 
Then the number of sequences
Proof. Given a i , we choose b i as follows. First, we choose an element of {a i +3, . . . , a i + p −1/(2d−2) } and call it b. Then, we choose an element of [b] d − 2 times (with replacement). Then, we suppose that a i+1 > a i + p −1/(2d−2) . Observe that by the definition of m,
Then, crudely, the number of valid choices of (a i ,
, the right-hand side is at least (7) and (8) is at least (c ′ /p) m . Now we will bound the probability that A semi-percolates in
. Then there exists a constant C > 0 such that (7) and (8) . It follows from Corollary 7, Lemma 9, and Lemma 10(i) that
By the Mean Value Theorem, there exists α ∈ [a, b] such that
Let c 3 = c 2 (d − 1) and let c 4 = c 1 e −c3 . Then, by (7), (8) , and the facts that g ℓ+1 is decreasing and that p ≤ q,
where λ = λ(d + ℓ, ℓ + 2). Recall the value of c from (9) . Let c 5 = c 4 /4c and note that c 5 > 1. It follows from Lemmas 10(ii), 10(iii), and 11 that
for some c 6 > 0. This completes the proof.
The quantity on the right-hand side of (10) is not large enough to prove the base case of Theorem 4 directly, for, it approaches 0 as n → ∞. However, it is large enough that it is very likely that some fairly large rectangle in [n] d × [2] ℓ is internally semi-spanned, and this will be enough to prove the base case of Theorem 4.
Lemma 13. Let n ∈ N, d ≥ 2, and ℓ ≥ 0. Let c 6 be as in (10) and let c ′ > 0 be such that
Then P (n, d, ℓ, 2, p) → 1 as n → ∞.
Proof. Once again, let λ = λ(d + ℓ, ℓ + 2). We claim that with p as in the statement of the lemma,
for n sufficiently large. For, letting
Observe that for ε > 0 and x sufficiently small, (1 − x)
, and observe that by the choice of c ′ , (1 + ε)c 7 < 2c 7 < c 8 . Then the right-hand side of the above expression is at most
for n sufficiently large.
Let
ℓ . Then, by Lemma 12 and the fact that n (log n) −2/3 ≫ B, the probability that at least one rectangle of the form
ℓ is internally semi-spanned is at least
It is easy to see that if a rectangle of the form [B] d × [2] ℓ is internally semi-spanned, and every cuboid of the form [B] t
. By the definition of B, the probability that some such cuboid is unoccupied is at most
Since the events in question are all increasing, it follows from Harris's Lemma that P (n, d, ℓ, 2, p) → 1 as n → ∞.
To proceed with the induction, we need two lemmas that give bounds on the probability that, respectively, smaller cuboids and lower-threshold cuboids are semispanned. The first lemma is due to Holroyd [30, Lemma 2] . We will need it for the most delicate remaining case, that of r = 3.
The second is due to Balogh, Bollobás, and Morris [6, Lemma 12] . It says that if 
ℓ , p). Suppose that for each i ∈ [r − 2],
and that M ≤ n is such that M/m is sufficiently large. Then,
and so, in particular,
We are now ready to prove Theorem 4 for all r ≥ 3, all d ≥ r, and all ℓ ≥ 0. The induction step proceeds much as in [6] . We want to define quantities m, M , and N such that 1 ≪ m ≪ M ≪ N ≪ n. The main part of the induction step will be a lower bound on the probability that a cuboid of side length N = (log n)
3 is internally semispanned. To prove this bound, we will use Lemma 15. In order to apply Lemma 15, we need a bound on the probability that the infected set can grow from a cuboid of side length m ≈ (log n) 1−2ε , as well as a bound on the probability that a cuboid of side length M ≈ (log n) 1−ε is internally semi-spanned. We want to define m such that , then the desired bound on P (m, d − i, ℓ + i, r − i, p) will follow by the induction hypothesis. It is enough to choose m and M such that log (r−2) (m) and log (r−2) (M ) are not much less than log (r−1) (n), but it turns out that how close log (r−2) (m) and log (r−2) (M ) must be to log (r−1) (n) depends on the value of n, which complicates the argument slightly.
Once we have bounded P (N, d, ℓ, r, p), it will be easy to show that, with high probability, there exists a copy of
ℓ that is internally semi-spanned, and that, with high probability, this copy of
Proof of Theorem 4. Suppose that r ≥ 3 and that the result holds for all smaller values of r, for all d ≥ r, and for all ℓ ≥ 0. Let c ′ be the constant in (11) . Define c 2 := c ′ and, for all r ≥ 3, define c r = c r−1 − 2 −r+1 c 2 . Notice that for all r,
Given r, d, and ℓ, let λ = λ(d + ℓ, ℓ + r) and let
.
Let β = 1/(2d − 2). Define M to be the largest positive value satisfying
log (r−1) (n) (13) and define m by
Also, let N = (log n) 3 . To see that M (and hence m) is well defined for n sufficiently large, fix n large and let y = log (r−1) (n). Let C = 2 −r c 2 /λ. Let
Elementary calculations show that f has at least one and at most two positive real roots, at least one of which is larger than 1. Let x 0 be the larger (or only) positive real root of f . Then we may define M by log (r−2) (M ) = x 0 . We define δ := δ(r, d, ℓ) := 2 −r c 2 λ log (r−2) (M )
Then (13) becomes log (r−2) (M ) = (1 − δ) log (r−1) (n).
and (14) becomes log (r−2) (m) = (1 − 2δ) log (r−1) (n).
Observe that log (r−2) (M ) = (1 − δ) log (r−1) n ≥ (log (r−1) n)/2
for n sufficiently large. We claim that M/m → ∞ as n → ∞. For r ≥ 4, this is easy to see. For r = 3, note that by (15) and (16) , M m = (log n) δ = exp(δ log log n) ≥ exp C ′ (log log n) β , which goes to infinity as n → ∞. Our first aim is to show, using Lemma 15, that P (N, d, ℓ, r, p) ≥ 1/2n as n → ∞. First, we give a lower bound on P (M, d, ℓ, r, p).
Claim 16. We have P (M, d, ℓ, r, p) ≥ 1/n as n → ∞.
Proof. First, we claim that for r = 3, p −2d ≤ (log log n)
To see the second inequality, note that by (15) and (16), δ log M ≥ C ′ (log log n) β ≫ 4d 2 log log log n for n sufficiently large.
Then, by Lemma 14,
as n → ∞. When r ≥ 4, it suffices to bound P (M, d, ℓ, r, p) from below by the probability that [M ] d × 1 ℓ is full. In order to bound the latter probability, we first show that d log M ≤ d(log log n) 1−δ ≪ (1 − δ) log log n
for n sufficiently large. The first inequality is clear for r = 4. Suppose, then, that r ≥ 5. By definition, log (r−2) (M ) = (1 − δ) log (r−1) (n). Exponentiating, we obtain log (r−3) (M ) = exp (1 − δ) log (r−1) (n) = (log (r−2) (n)) 1−δ ≤ (1 − δ) log (r−2) (n).
Iterating this process gives the first inequality in (17) . For the second inequality in (17) , it is enough to show that log d + (1 − δ) log log log n ≪ log(1 − δ) + log log log n.
Because log(1 − δ) ≥ −2δ for δ sufficiently small, for all r ≥ 4, the inequality above holds for n sufficiently large. We then observe that
We claim that exp − log 1 p (log n)
Because 1 p ≤ log (r−1) (n), after taking logarithms twice, it is enough to show that log (r+1) (n) ≪ δ log log n. Observe that by (15) and (16), for all r ≥ 4, δ log log n ≫ log log n log (r−1) (n)
for n sufficiently large, as required. This proves the claim for all r ≥ 3.
Next, we claim that A is likely to semi-percolate in the lower-threshold sets adjacent to [m] d × [2] ℓ . That is, we claim that [m] d × [2] ℓ is likely to grow in the manner described in Section 2. Once we have proved Claim 17, we will be ready to apply Lemma 15. Because 1 − 2δ < 1, it is enough to show that 2δλ(log (r−2) (m)) 1−β + c r ≤ c r−1 , which is immediate by the definition of δ.
It follows from the induction hypothesis that for each i ∈ [r − 2], P (m, d − i, ℓ + i, r − i, p) → 1 as n → ∞, as we claimed.
