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Abstract
We consider nuclei composed of nucleons which interact via two-body potentials
decreasing exponentially at infinity. Protons and neutrons are not distinguished in
order to simplify notations. The basic result is the rigorous mathematical proof
that the bound eigenstates of the nuclei belong to the subspace PH spanned by
the states of a single hole in the ground state ψ0 of the parent nucleus with an
extra nucleon, as in the uncorrelated models. This follows from the exponential
decay of ψ0 when a nucleon is very far apart from the residual nucleus. We prove
that the real difference from the uncorrelated models is that PH has an infinite
dimension and contains generalized single-hole states, distinguishable from the usual
ones by the fact that one cannot assign a wave function to the hole. The bound
eigenstates of the nuclei are just states of this kind. Some physical consequences are
discussed, in particular the unexpected fact that the dynamical part of the single-
hole Hamiltonian, although nonnull, does not affect the single-hole overlaps with the
bound eigenstates. The decay of ψ0 provides the asymptotic behaviours of many
single-hole quantities, in particular the nuclear density matrix. Thus a by-product
of this paper is the rigorous proof of the method developed by Van Neck, Waroquier
and Heyde to calculate overlaps and separation energies.
1This paper was originally submitted to Annals of Physics by Franco Capuzzi on March 28, 2013
and the reviewer was “very positively impressed by the amount and seriousness of the work presented
here” and considered it “a welcome addition to the literature of the field, with a mathematical insight
that goes well beyond what is usual in nuclear theory”. However, after his long disease Franco was
no more able to accomplish the requested revision nor the development of the new arguments he
wanted to add. His friends and colleagues have decided to submit this paper even though in the
original form, because it could have some interest among the Nuclear Physics community.
1. Introduction
Most of the results presented in this paper follow from the rigorous proof of the
behaviour of the ground state ψ0 of a system of A + 1 ≥ 3 interacting identical
particles of mass m when one of them is far from the residual system. Let E0 be the
energy of ψ0 and H be the residual-system Hamiltonian, living in the Hilbert space
H and having bound eigenstates ϕn of energy εn. Our major aim is to prove that
the bound eigenstates of an A-particle system belong to a common subspace of H
and infer the consequences of this restriction.
To elucidate the subject of this paper let us comment briefly the V.W.H. method,
developed by Van Neck et al. [1] neglecting the center of mass motion of the nucleus
and assuming that ψ0 has 0
+ total angular momentum and parity. Disregarding
details as spin, isospin and angular-spin decomposition, let ax be the annihilation
operator of a nucleon of Cartesian coordinate x. The surprising result of [1] is that the
mere knowledge of the one-body density matrix K(x,x′) = (ax′ψ0, axψ0) is sufficient
to determine the overlaps (ϕn, axψ0) and the related separation energies εn − E0.
The V.W.H. approach is supported by no rigorous proof and the results them-
selves could be subject to some criticism. Let P be the projection operator onto the
subspace PH of H spanned by the normalizable states afψ0, where af destroys a
nucleon of wave-function f . Shortly, we shall call P -states the elements of PH . The
information contained in the matrix K concerns objects related to PH only. There-
fore one cannot understand how the separation energies εn − E0 may be obtained
from K unless the states ϕn belong to PH . As a matter of fact this property is
hidden into the basic equation of the V.W.H. method itself since eq.(24) of [1] has the
unnoticed consequence that the states ϕn belong to PH . Following a widespread
belief one can object that the property ϕn ∈ PH holds only in the independent
particle model! s. Such belief is unfounded and this is just one of the results of
this paper: the real distinction between the uncorrelated systems and the correlated
ones lies in the different peculiarities of the subspace PH . In the first case PH
has a finite dimension and all its states are of the form afψ0 with f normalizable
(single-hole states in proper sense). In the second one the dimension is infinite and
PH contains limits of single-hole states which cannot be represented in the form
afψ0 with f normalizable (generalized single-hole states).
Although the V.W.H. approach is not supported by rigorous mathematical proofs,
in our opinion it is affected by no inconsistency. On the contrary it is very intriguing
and hides interesting conceptual aspects, chiefly the property that the states ϕn are
P -states which is strongly characterizing and rich in noticeable consequences. The
idea of proving rigorously both the V.W.H. method and the property ϕn ∈ PH
from the asymptotic behaviour of ψ0 was suggested by a paper of E.H. Lieb and
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B. Simon [2] which determine the dominant term of the decay of the ground state,
with center of mass removed, for systems of spinless particles interacting via a two-
body potential of compact support. They prove that, when a particle is very far
apart, ψ0 decays exponentially to a multiple cϕ0 of the ground state ϕ0 of H and
that the pointwise decay can be expressed also by means of a strong limit in H !.
The unnoticed consequence is that this is a limit of P -states so that, if c is nonnull,
also ϕ0 is a P -state by completeness.
In this paper we show that the property ϕn ∈ PH can be extended to excited
bound states ϕn and is true for a wider class of two-body potentials which can
be singular at finite distances and decrease exponentially at the infinity with arbi-
trary rate R. This class contains the potentials commonly used in Nuclear Physics
(Yukawa potential included) so that our interest is focused mainly on the nuclei.
The antisymmetrization problem is taken in due account but protons and neutrons
are not distinguished to simplify notations. The Coulomb interaction is necessarily
disregarded, as well as the spin depending interactions (as spin-spin, spin-orbit and
tensor interactions) so that one can factorize the (A+1)-body ground state and the
eigenstates of H into orbital and spin parts. This restriction has no physical ground
and is imposed only by reasons of mathematical rigour due to the fact that we use
results established, in papers of pure mathematics, only for systems of spinless parti-
cles. For sake of generality the rotational invariance of the two-body potential is not
required. The orbital bound states ϕn of the residual nucleus are supposed nonde-
generate except for the central potentials which require a more specialized approach
developed in Sect. 6.
In this paper, where the conceptual aspects are prominent, a correct treatment
of the center of mass motion is necessary. This is obtained using Jacobi coordinates
r and ξ , where r is the coordinate of a nucleon relatively to the the center of
mass of the residual system and ξ = (ξ1, ..., ξA−1) is the group configuration of the
internal Jacobi coordinates. Let us denote by L2(ξ) the Hilbert space of the square
summable functions (rather, distributions) of ξ which realizes H . Let ψ0(r, ξ) be the
orbital factor of the physical (A+1)-body ground state, with center of mass motion
removed and normalized in r and ξ. Details on the antisymmetrization procedure
in Jacobi coordinates are given in the remark below eq.(2.6). The elements of L2(ξ)
corresponding to ! the functions ψ0(r, ξ) for every fixed r are denoted by ψ0,r in
Sects. 3 and 4 for an easier comparison with the related mathematical literature.
In the other sections we use the notation arψ0 for
√
A+ 1ψ0,r in order that the
results may be transferred directly to the case of center of mass motion neglected
or fixed by an additional external potential. Even if a Fock-type formalism (rather
different from the usual one) can be defined also in Jacobi coordinates, in this paper
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the symbol arψ0 is treated as a mere notation. For reader’s convenience the main
results of Sect. 4 are summarized in the new notations at the beginning of Sect.
5 where their consequences of physical interest are discussed. We still denote by
PH the subspace of H spanned by the vectors arψ0 or, equivalently, by the vectors
afψ0 = ı!ntf (r) arψ0d!r for any square summable function f(r).
Two points are essential to obtain the decay of the orbital ground state ψ0:
the exponential decrease of the potential and the O’Connor-Simon upper bound
for the function |ψ0(r, ξ)| (see eq. (4.1)), established in [3]-[5]. Most probably the
O’Connor-Simon upper bound holds also in presence of spin-spin, tensor and spin-
orbit interactions. If so and if these interactions decrease exponentially at infinity
the results are consequently extended. The basic result is the proof of the strong
limits in the direction rˆ of r
s− lim
r→∞
reknrξn,r = dn (rˆ)ϕn, εn < min {εC , εM} (1.1)
with kn = (2µ0 (εn − E0))
1
2 , µ0 =
A
A+1
m (reduced mass) and
ξn,r = arψ0 −
n−1∑
n′=0
(ϕn′ , arψ0)ϕn′ (1.2)
where the sum is empty for n = 0. The upper bound for εn in eq. (1.1) is the lowest
value between the threshold energy εC of the continuum of H and an energy εM > ε0
which depends on A and decreases for growing rates R of the potential’s exponential
decay. The complicated expression (5.1) of εM is due to the effort of optimizing the
result. This is obtained using the O’Connor-Simon inequality which is considered the
best possible isotropic upper bound for |ψ0 (r, ξ) |. In Nuclear Physics the restriction
due to εM is not severe since its value is close to εC and, for many nuclei, higher.
On the basis of the explicit expression (5.2) of dn (rˆ), its dependence on rˆ is effective
(a crucial point in the applications) and one cannot exclude that it may vanish in a
part or in the whole of the solid angle.
If dn (rˆ) is not identically null, eq. (1.1) alone provides nearly all the results
of Sects. 5 and 6: (a) The asymptotic behaviour of the overlaps (ϕn, arψ0) (the
overlaps with scattering states of H require the separated proof of Theor. 4.3). So
this important property, lacking a rigorous proof up to now, is proved definitively even
if under an energy cut-off. (b) The asymptotic behaviour of single-hole quantities as
the (subtracted) nuclear densities, the corresponding density matrices and the hole
Green’s function at complex energies. (c) The property that the bound eigenstates
ϕn belong to PH , so that the energy dependent part of the single-hole Hamiltonian
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defined by eq. (2.10) has no effect on the overlaps (ϕn, arψ0) (a sharp-cut difference
from the corresponding Feshbach’s theory for the particles [6]). (d) The rigorous !
justification of the V.W.H. method, given in Sect. 6.
2. Notations, definitions and elements of the single-hole theory
We consider nuclei of A + 1 ≥ 3 identical nucleons, of mass m, interacting via a
two-body potential V satisfying
V (s) ∈ Lp (s) for a p ∈ [2,∞] (2.1)
and
|V (s) | 6 V0e− sR ∀s ≡ |s| ≥ R0 > 0, (2.2)
where Lp (s) is the Banach space of the pth power summable functions of s. No
symmetry condition on V and no restriction on the rate R of the exponential decrease
is imposed. Whatever p may be, eqs.(2.1) and (2.2) jointly imply that V belongs to
L1 (s) ∩ L2 (s). Eq. (2.1) allows summable singularities at finite distance (e.g. the
singularity in the origin of the Yukawa potential) as in the mathematical papers on
similar subjects.
Let us consider the partition of the (A+1)-body system into two clusters consist-
ing of a single nucleon of Cartesian coordinate x0 and a residual-system of nucleons
of Cartesian coordinates x1, ...,xA. To remove the center of mass motion we use the
Jacobi coordinates
r = x0 − 1
A
A∑
j=1
xj , ξi = xi −
1
A− i
A∑
j=i+1
xj , 1 ≤ i ≤ A− 1, (2.3)
with associated reduced masses
µ0 =
A
A+ 1
m, µi =
A− i
A− i+ 1m, (2.4)
and center of mass coordinate X = 1
A+1
∑A
n=0 xn = 0. Let U (s) = 2µ0V (s). The
(A+ 1)-body Hamiltonian with the center of mass motion removed is
H(A+1) = −∇
2
r
2µ0
+H +
U (I) (r, ξ)
2µ0
, ξ = {ξ1, . . . , ξA−1}, (2.5)
whereH is the residual-system Hamiltonian, acting in the space L2 (ξ), and U (I) (r, ξ)
is 2µ0 times the interaction between the two clusters: U
(I) (r, ξ) =
∑A
i=1 U
(i) (r, ξ)
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with
U (i) (r, ξ) = U (x0 − xi) , x0 − xi = r− A− i
A− i+ 1ξi +
i−1∑
j=1
1
A− j + 1ξi. (2.6)
Eq. (2.6) does not include spin depending interactions so that we can choose eigen-
functions of H(A+1) and H factorized into orbital and spin parts. Dealing with
asymptotics, we are interested in eigenfunctions of H without spin structure: the
spin factor will be considered only in connection with the antisymmetrization prob-
lem.
Let ψ0 (r, ξ) be the ground state of H
(A+1), of energy E0. For a large class of
potentials, including the ones obeying eqs. (2.1) and (2.2), Theor. XIII.46 of [7]
proves that ψ0 is nondegenerate. Therefore it is automatically a symmetric function
of the Cartesian variables so that ψ0, multiplied by an antisymmetric spin factor,
yields the physical ground state. Let {ϕλ (ξ)} be a complete orthonormal set of
orbital eigenfunctions of H of energies ελ consisting of bound eigenstates ϕn, with
growing energies εn, and of eigenstates of the continuous spectrum ϕ
(α)
ε with energies
ε and threshold εC . The index α summarizes the various degeneracy indices. The
existence of a complete orthonormal set of eigenfunction! s has been proved in [8] for
rapidly decreasing potentials. The ground state ϕ0 is necessarily nondegenerate, for
the same reasons as ψ0, and hence it is a symmetrical function of the Cartesian co-
ordinates x1, ...,xA. In the general treatment we assume that also the excited bound
states are nondegenerate, which may be incorrect even in the case of nonspherical
potentials. This assumption is made only to avoid a more comlicated formalism. For
the special case of central potentials this formalism is described in Sect. 6.
Remark. When an eigenstate is degenerate or is not factorized into orbital and spin
parts, the antisymmetrization is a laborious task working in Jacobi coordinates. One
must express the eigenstate in Cartesian coordinates, perform the antisymmetrization
in the usual way and then to come back to Jacobi coordinates by inverting the
eqs. (2.3). In principle one could operate directly in Jacobi coordinates using, for
every permutation of Cartesian coordinates, the set of Jacobi coordinates obtained
permuting the variables x0,x1, ...,xA in the eqs. (2.3). In practice this is a more
complicated procedure since at the end every addend must be differently expressed
in terms of the Jacobi coordinates of eqs. (2.3).
For any fixed r we denote ψ0,r the element of L
2 (ξ) generated by ψ0(r, ξ) and
U
(i)
r the operator in L2 (ξ) which multiplies by U (i)(r, ξ). We also use the notations
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arψ0 ≡
√
A+ 1ψ0,r, afψ0 ≡
∫
f (r) arψ0dr, ∀f ∈ L2 (r) , (2.7)
useful for a comparison with the formulae used in most papers, where the center of
mass motion is disregarded or fixed by an external potential. Note that in this paper
we do not use the Fock-space formalism proper to the Jacobi coordinates, which is
rather different from the usual one and could give rise to misunderstandings.
Let us outline now some elements of the single-hole theory, developed in [9], [10]
and expressed here in Jacobi coordinates. The one-body density matrix
K (r, r′) = (ar′ψ0, arψ0) = (A+ 1)
∫
ψ0 (r
′, ξ)ψ0 (r, ξ) dξ (2.8)
is the integral kernel of a compact self-adjoint operator in L2(r). It has an or-
thonormal complete set of eigenfunctions uν(r) (natural orbitals) related to discrete
eigenvalues nν (occupation numbers) belonging to [0, 1] and satisfying
∑
ν nν = A+1.
Let aνψ0 be the vectors defined by the second eq. (2.7) for f = uν , which are null
if and only if nν = 0. The scalar products (ϕ, arψ0) with any ϕ ∈ L2(ξ) are called
single-hole overlap functions with ϕ (in short overlaps with ϕ). They are always
square summable functions of r, even if ϕ is an eigenfunction of the continuum of
H . The overlaps (ϕλ, arψ0) with the eigenfunctions of the discrete and the continu-
ous spectrum are described in a framework which parallels the Feshbach’s projection
approach to the nuclear reactions. Details can be found in [9] and [10]. This frame
is based on the hole projection-operators P and Q defined by
Pϕ =
∑
ν
nν 6=0
(aνψ0, ϕ)
1
nν
aνψ0, Qϕ = (1− P )ϕ, ∀ϕ ∈ H , (2.9)
where the series is strongly convergent and H is the abstract Hilbert space corre-
sponding to L2(ξ). The operator P projects onto its range PH which is the subspace
spanned by the vectors aνψ0. The operator Q projects onto the orthogonal comple-
ment QH . Shortly the vectors of these subspaces will be called P - and Q- states.
The application of the operators P and Q onto the states ϕ
(α)
ε , which do not belong
to H , gains a mathematical sense through averages weighted by test functions of
α and ε. By projection techniques performed on the eigenvalue equation for H one
defines an energy dependent Hamiltonian H(h)(ελ) sum of a static and a dynamical
part defined by
H
(h)
S = PHP, H
(h)
D (ελ) = w − lim
δ→+0
PHQ (ελ −QHQ− iδ)−1QHP, (2.10)
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where the limit must be understood in the weak sense. This Hamiltonian determines
the P− components of the eigenstates ϕλ (and hence of the corresponding overlaps)
through the equations(
εn −H(h) (εn)
)
Pϕn = 0,
(
ε−H(h) (ε))Pϕ(α)ε = PHQΩ(−)ϕ(α)ε , (2.11)
where Ω− is the partial isometry defined by the strong limit
Ω(−) = s− lim
t→+∞
eiQHQte−iHt (2.12)
performed in the subspace spanned by the scattering packets ψS . It transforms the
eigenstates ϕ
(α)
ε into the eigenstates ofQHQ with the same eigenvalues. The operator
QHP is the interaction which induces the transitions from P -states to Q-states. The
inhomogeneus term of the second eq. (2.11), absent in the single-particle theory of
Feshbach, is due to the decay of the P -component of the scattering packets ψS:
s− lim
t→∓∞
Pe−iHtψS = 0. (2.13)
The related decay width is expressed in the stationary framework as
Γ(α)ε =
2
N
(α)
ε
Im
(
ϕ(α)ε , H
(h)
D (ε)ϕ
(α)
ε
)
=
2pi
N
(α)
ε
∑
β
∣∣∣ (Ω(−)ϕ(β)ε , QHPϕ(α)ε ) ∣∣∣2, (2.14)
where N
(α)
ε are the spectroscopic factors of the continuum
N (α)ε =
∫ ∣∣∣ (ϕ(α)ε , arψ0) ∣∣∣2dr. (2.15)
For a later comparison with the correlated systems treated here, it is useful to
sketch some properties of the independent particle model where each nucleon feels
an external potential Vext only. Let vν and v
(α)
e be the bound and the scattering
eigenfunctions of the single-particle Hamiltonian for Vext, having respectively energies
eν and e. The ground state ψ0 of H
(A+1) is obtained from the vacuum creating A+1
nucleons in the states vν of lowest energy. These will be denoted by ν ∈ F (Fermi
sea). The states vν are the natural orbitals of the density matrix K with occupancies
1 for ν ∈ F or 0 for ν /∈ F .
The bound eigenstates ϕn of H are obtained from the vacuum creating A nu-
cleons in occupied or unoccupied orbitals vν . Two types of bound states can be
distinguished: i) Single-hole states, corresponding to ν ∈ F for all the nucleons.
Each of them is a P -state with overlap coinciding with the natural orbital vn ex-
cluded from the Fermi sea and energy εn = E0+ |en|. ii) States of 1 particle-2 holes,
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2 particles - 3 holes and so on, corresponding to one or more orbitals vν with ν /∈ F .
These are Q-states so that the related overlaps vanish. In general the P -states are
lower in energy then the Q-states but embedding of one or more Q-states is also
possible. The ground state ϕ0 is always a single-hole state and so belongs to PH .
The scattering eigenstates of H correspond to one or more nucleons in scattering
states v
(α)
e and are Q-states with related overlaps zero. Bound eigenstates of H can
be embedded in its continuous spectrum. Since the Q-states do not contribute to
the spectral decomposition of the density matrix one has
K (x,x′) =
∑
n
(ax′ψ0, ϕn) (ϕn, axψ0) =
∑
ν∈F
vν (x
′) vν (x) , (2.16)
where
∑
n is extended only to the ϕn ∈ PH . The operators P and Q commute with
H so that one has
PHQ = QHP = H
(h)
D (λ) = 0 (2.17)
and the bound states ϕn belonging to PH are eigenvectors of PHP with eigenvalue
εn. Likewise, the transitions from P -states to Q-states are forbidden and the decay
width of eq.(2.14) is zero.
3. Properties of the overlap functions
In this section we deduce an integral expression of the overlaps (ϕλ, ψ0,r) with
the eigenfunctions ϕλ of H . Hence it follows an inequality for the general overlaps
(ϕ, ψ0,r), with ϕ ∈ L2(ξ), possibly deprived of the contribution of some bound states
ϕn. Both the results are the base for the mathematical developments of the next
section.
The states involved in the overlaps (ϕλ, ψ0,r) obey two general boundness condi-
tions: there exist constants aλ, b and c such that for every value of the variables it
is
|ϕλ(ξ)| < aλ, |ψ0(r, ξ)| < be−c(r+|ξ|) (3.1)
The first one, obvious for the bound states, is proved for the eigenfunctions ϕ
(α)
ǫ of
the continuum in [8]. The second inequality is an easy consequence of the O’Connor-
Simon upper bound for |ψ0(r, ξ)|, which will be introduced and commented at the
beginning of Sect. 4. To simplify the following equations the degeneracy index α
will be omitted and the related sums will be understood in the integrals over ε.
Theorem 3.1. For every bound or scattering eigenfunction ϕλ of H one has
(ϕλ, ψ0,r) =
−1
4pi
∫
e−kλ|r−r
′|
|r− r′|
(
ϕλ, U
(I)
r′ ψ0,r′
)
dr′, kλ ≡ (2µ0 (ελ − E0))
1
2 . (3.2)
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Proof. Let ψˆ0,q (ξ) and fˆ0,q (ξ) be the Fourier transforms, in the variable r, of
ψ0,r(ξ) and fr (ξ) ≡ U (I)r (ξ)ψ0,r (ξ), respectively. From the eigenvalue equation for
ψ0
∇2rψ0,r = 2µ0 (H − E0)ψ0,r + fr (3.3)
one has (
H −E0 + q2
)
ψˆ0,q = −fˆq (3.4)
and then (
ϕλ, ψˆ0,q
)
= − 1
q2 + k2λ
(
ϕλ, fˆq
)
. (3.5)
Both the scalar products involved in eq. (3.5) are expressed by successive integrals,
the inner one over r and the outer one over ξ. They can be exchanged, owing to the
Fubini theorem, since the integrals over r of the absolute values are summable over
ξ. For
(
ϕλ, ψˆ0,q
)
this follows trivially from the eqs.(3.1). In the case of
(
ϕλ, fˆq
)
,
referring to the component U (1) of U (I) for brevity, the eqs.(2.6) and the second
eq.(3.1) yield∫ ∣∣∣U (1) (r, ξ)ψ0 (r, ξ) ∣∣∣dr ≤ 2µ0be−c|ξ| ∫ ∣∣∣V (r− A− 1
A
ξ1
) ∣∣∣e−crdr, (3.6)
where the right-hand side is summable in ξ since the convolution integral is a bounded
function of ξ1. This follows from the Young theorem applied to V (s) ∈ L1(s), (as
noticed below eq.(2.2)) and e−cr ∈ L∞(r). Performing the exchange,
(
ϕλ, ψˆ0,q
)
and(
ϕλ, fˆq
)
are proved to be the Fourier transforms of (ϕλ, ψ0,r) and (ϕλ, fr). Thus
antitransforming eq.(3.5) one obtains eq.(3.2).
Eq.(3.2) is the tool to obtain an useful inequality for the overlaps (ϕ, ψ0,r) with
every ϕ ∈  L2(ξ). Let us insert the completeness relation for the system {ϕλ} into
the scalar product (ϕ, ψ0,r). Separating the first n terms involving bound states (no
term for n = 0) and using eq.(3.2) in the residual ones, one has for any r
(ϕ, ψ0,r)−
n−1∑
n′=0
(ϕ, ϕn′) (ϕn′, ψ0,r) =
∑
λ
n′≥n
∫
Aλ (r, r
′) dr′, (3.7)
where
∑
λ
n′≥n
means
∑∞
n′=n+
∫∞
εC
dε, εC is the threshold of the continuum and
Aλ (r, r
′) =
−1
4pi
e−kλ|r−r
′|
|r− r′| (ϕ, ϕλ)
(
ϕλ, U
(I)
r′ ψ0,r′
)
, λ = n′ or ε. (3.8)
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Let us settle kC = (2µ0 (εC − E0))
1
2 and k˜ = min {kn, kC}, understanding that the
minimum is simply kC if εn−1 is the highest discrete eigenvalue of H . In eq.(3.8) one
has e−kλ|r−r
′| ≤ e−k˜|r−r′| and the following inequalities hold:
∑
λ
n′≥n
∣∣∣Aλ (r, r′) ∣∣∣ ≤ 1
4pi
e−k˜|r−r
′|
|r− r′|
∑
λ
n′≥n
∣∣∣ (ϕ, ϕλ)(ϕλ, U (I)r′ ψ0,r′) ∣∣∣
≤ 1
4pi
e−k˜|r−r
′|
|r− r′|
∑
λ
n′≥n
∣∣∣ (ϕ, ϕλ) ∣∣∣2

1
2
∑
λ
n′≥n
∣∣∣ (ϕλ, U (I)r′ ψ0,r′) ∣∣∣2

1
2
≤ 1
4pi
e−k˜|r−r
′|
|r− r′| ||ϕ|| ||U
(I)
r′ ψ0,r′ ||, (3.9)
where in the second step one uses the Schwarz inequality for the Hilbert space of the
ordered pairs of elements of l2 and L2 (in the present case the sequence {(ϕn′, ϕ)} ∈ l2
and the function (ϕǫ, ϕ) ∈ L2). The third step is simply the Bessel inequality. From
eqs.(3.7) and (3.9) one has for every ϕ ∈ L2
∣∣∣ (ϕ, ψ0,r)− n−1∑
n′=0
(ϕ, ϕn′) (ϕn′, ψ0,r)
∣∣∣ ≤ ∑
λ
n′≥n
∫ ∣∣∣Aλ (r, r′) ∣∣∣dr′ = ∫ ∑
λ
n′≥n
∣∣∣Aλ (r, r′) ∣∣∣dr′
≤ 1
4pi
||ϕ||
∫
e−k|r−r
′|
|r− r′| ||U
(I)
r′ ψ0,r′ ||dr′, ∀k ≤ min {kn, kC} , (3.10)
with min {kn, kC} = kC if εn−1 is the highest discrete eigenvalue of H . The exchange
between
∑
λ
n′≥n
and
∫
dr′ is allowed by the fact that in eq.(3.9) the last term is
summable over r′ since ||U (I)r′ ψ0,r′ || decreases exponentially (see eq.(4.16) deduced
directly from the O’Connor-Simon inequality). Thus one can use the dominated
convergence theorem for the sum over n′ and the Fubini theorem for the integral
over ε.
The present proof of eq.(3.10) is not very general and has been presented here
mainly since it is simple and sufficient for the potentials considered in this paper.
Indeed, the requisite of a complete set {ϕλ} is not necessary and the same result
can be obtained using the spectral family of projection operators associated to H
because of its self-adjointness. The unique essential condition is that the continuous
spectrum of H is not singular.
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4. Asymptotic behaviour of the ground state
In this section the behaviour of ψ0 (r, ξ) for r → ∞ is established by means of
strong limits in L2 (ξ) which determine the dominant term and the successive ones
below a maximum energy of the residual system. The spin depending interactions
are disregarded and ψ0 represents the orbital factor of the ground state. All the
results are obtained from eqs. (3.2) and (3.10) using the following upper bound for
|ψ0 (r, ξ) |.
O’Connor-Simon upper bound. For every δ > 0 there exists a constant cδ such
that
e(
1− δ
2)k0
+
√
I(r,ξ)
µ0 |ψ0 (r, ξ) | ≤ cδ, ∀r, ξ, (4.1)
where µ0, µi are the reduced masses related to the Jacobi coordinates {r, ξi}, k0 =
(2µ0 (ε0 −E0))
1
2 and I (r, ξ) is the momentum of inertia of the A+1 nucleons about
their center of mass:
I (r, ξ) = µ0r
2 +
A−1∑
i=1
µiξ
2
i . (4.2)
Remark. In Sect. 2 we noticed that ψ0 (r, ξ) is a symmetrical function of the
Cartesian coordinates x0,x1, ...,xA or, equivalently, it is invariant under replacement
of r, ξ by the Jacobi coordinates r′, ξ′ obtained permuting the Cartesian variables in
the eqs. (2.3). It is easy to check that also I (r, ξ) satisfies the same property.
The expression (4.1) of the upper bound follows directly from the results of
O’Connor [3] and Simon [4], established in terms of Cartesian coordinates restricted
to the plane with center of mass coordinate X = 0. Both the papers [3] and [4]
treat systems of distinguishable spinless particles for a very wide class of two-body
potentials which contains the here considered ones as well as long-range potentials
(Coulomb interaction included). The extension to identical particles follows directly
from the previous remark ( see also Appendix 2 of [5]). In our knowledge the validity
of an upper bound like eq.(4.1) in presence of spin depending interactions has not
been treated in the mathematical literature but it is in contrast with no physical
reason. If so the results of this section can be extended consequently as long as the
spin depending interactions vanish exponentially at the infinity.
Eq. (4.1) is considered the best isotropic bound for |ψ0 (r, ξ) | ([3], [5]), except
for a possible improvement to δ = 0 with a polynomially limited function in front of
the exponential in the atomic case [11]. Indeed the Carmona-Simon upper bound for
spinless particles [12], which holds under similar wide conditions and is not isotropic,
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gives a fall-off faster in some directions. It is not used here for the following reasons:
i) It involves the Agmon metric which is not invariant under permutations of the
particles. ii) The explicit expression of the Agmon metric has been determined fixing
the center of mass by means of a particle of infinite mass, which is suitable only for
atomic systems. iii) For A+ 1 = 3, which is the only case where the Agmon metric
has been determined with full regard to the motion of the center of mass, we have
not obtained better results.
Two preliminary lemmas are the basis of the successive developments. The first
one yields an upper bound for the product of ψ0 by the component U
(1) (x0 − x1) =
U
(
r− A−1
A
ξ1
)
of U (I) (r, ξ), which is the interaction (multiplied by 2µ0) between a
nucleon and the residual system of A ≥ 2 nucleons (see eq. (2.6)). In the proof of
this lemma the O’Connor-Simon inequality is used in the form
|ψ0 (r, ξ) | ≤ cδe−(1−δ)k0
+
√
I(r,ξ)
µ0 F (ξ) (4.3)
with
F (ξ) ≡ e− δ2k0 +
√
I(0,ξ)
µ0 ≤
A−1∏
j=1
f (ξj) , f (ξj) ≡ e−
δ
2
√
2(A−1)k0ξj , (4.4)
where in eq. (4.3) we have made a partial use of the inequality I(r, ξ) ≥ I(0, ξ).
The inequality (4.4) is obtained by the repeated use of the inequality x2 + y2 ≥
1
2
(|x|+ |y|)2. In eq. (4.3) we have extracted the factor F (ξ) in order to allow
integration over any variable ξj in the next proofs. Note that eq. (4.3) is not weaker
than eq. (4.1) since δ is arbitrarily small.
Lemma 4.1. There exists a momentum kM > k0 such that for every positive q < kM
it is
∣∣∣U (r− A− 1
A
ξ1
)
ψ0 (r, ξ)
∣∣∣ ≤ Aqe−q r (1 + ∣∣∣U (r− A− 1
A
ξ1
) ∣∣∣)F (ξ) (4.5)
for a suitable choice of the constant Aq. The explicit expression of kM is
kM = g (k0R) k0, g (x) =

√
2A
A−1
for 0 < x ≤ A−1
A+1
√
2A
A−1
1
x
(
1 +
√
x2 − A−1
A+1
)
for x > A−1
A+1
√
2A
A−1
. (4.6)
Proof. Apart from the factor F (ξ) we are not interested in the dependence on
ξ2, ..., ξA−1. Thus, without weakening the results, we can replace eq. (4.3) by
|ψ0 (r, ξ) | ≤ cδe−(1−δ)k0
√
r2+
µ1
µ0
ξ21F (ξ) , where
µ1
µ0
=
A2 − 1
A2
. (4.7)
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Let us assume r ≥ 2R0, where R0 is the constant introduced in eq. (2.2) (this
restriction will be removed at the end of the proof). To exploit the exponential
decrease of the potential we distinguish the case ξ1 ≤ AA−1 (r −R0) which implies
|r− A−1
A
ξ1| ≥ r− A−1A ξ1 ≥ r−R0 ≥ R0. Therefore eq. (2.2) yields, for every a ≥ k0R
and δ > 0,
1
2µ0V0
∣∣∣U (r− A− 1
A
ξ1
) ∣∣∣ ≤ e−(1−δ) 1R |r−A−1A ξ1|
≤ e−(1−δ) k0a |r−A−1A ξ1| ≤ e−(1−δ) k0a (r−A−1A ξ1). (4.8)
Of course the replacement of R by a
k0
may weaken the exponential decrease of the
potential, but it offers the advantage of introducing a parameter which can be chosen
to optimize the upper bound of |Uψ0| as follows. Eqs. (4.7) and (4.8) yield∣∣∣U (r− A− 1
A
ξ1
)
ψ0 (r, ξ)
∣∣∣ ≤ c′δe−(1−δ)k0Aa(r,ξ1),
∀a ≥ k0R, ∀ξ1 ; ξ1 ≤ A
A− 1 (r −R0) , (4.9)
with
c′δ = 2µ0V0cδ, Aa (r, ξ1) =
1
a
(r − A− 1
A
ξ1) +
√
r2 +
A2 − 1
A2
ξ21 . (4.10)
For every r and a >
√
A−1
A+1
the function Aa (r, ξ1) of ξ1 admits a minimal value γ (a) r
with
γ (a) =
1
a
(
1 +
√
a2 − A− 1
A+ 1
)
(4.11)
which yields ∣∣∣U (r− A− 1
A
ξ1
)
ψ0 (r, ξ)
∣∣∣ ≤ c′δe−(1−δ)γ(a)k0 rF (ξ) ,
∀r, ξ; r ≥ 2R0 and ξ1 ≤ A
A− 1 (r − R0) . (4.12)
Eq. (4.12) holds for every a satisfying a ≥ k0R and a >
√
A−1
A+1
. Therefore the best
upper limit in r of |U (r− A−1
A
ξ1
)
ψ0 (r, ξ) | is obtained choosing the largest value of
γ (a) for a satisfying the above conditions.
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For a >
√
A−1
A
the function γ (a) is continuous, larger than 1, grows to a maximum
value
√
2A
A−1
at a = A−1
A+1
√
2A
A−1
and then decreases slowly tending to 1 at infinity. Thus
we choose
a =
A− 1
A+ 1
√
2A
A− 1 for
A− 1
A+ 1
√
2A
A− 1 ≥ k0R, a = k0R otherwise, (4.13)
both satisfying a >
√
A−1
A+1
for A > 1. This yields∣∣∣U (r− A− 1
A
ξ1
)
ψ0 (r, ξ)
∣∣∣ ≤ c′δe−(1−δ)kMrF (ξ) ,
∀r, ξ; r ≥ 2R0, ξ1 ≤ A
A− 1 (r − R0) , (4.14)
with kM given by eq. (4.6).
It remains to study the case ξ1 >
A
A−1
(r − R0) > 0. Replacing, in eq. (4.7), r
and ξ1 by the smaller quantities r − R0 and AA−1(r −R0) one has∣∣∣U (r− A− 1
A
ξ1
)
ψ0 (r, ξ)
∣∣∣ ≤ cδe−(1−δ)√ 2AA−1k0(r−R0)∣∣∣U (r− A− 1
A
ξ1
) ∣∣∣F (ξ)
≤ cδe−(1−δ)kM (r−R0)
∣∣∣U (r− A− 1
A
ξ1
) ∣∣∣F (ξ) ,
∀r, ξ; r > 2R0 and ξ1 > A
A− 1 (r −R0) , (4.15)
where the last inequality follows from the fact that
√
2A
A−1
k0 ≥ kM since g (x) ≤√
2A
A−1
. Therefore eqs. (4.14) and (4.15) yield eq. (4.5) for r ≥ 2R0. This condition
is not restrictive since we are interested in limits for r → ∞. However, it can be
removed easily observing that for r < 2R0 eq. (4.5) is trivially true for every q.
Remark 1. The expression (4.6) of kM yields the best upper bound for the left-
hand side of eq. (4.5) which can be obtained from the O’Connor-Simon inequality,
which is more or less the best isotropic bound for |ψ0|. We do not believe that
nonisotropic bounds may improve the results of the next theorems. Since g(x) > 1
the momentum kM is larger than k0, even for a very large R. It depends on R also
through the separation energy ε0 − E0 which, however, is affected mainly by the
depth of the potential V and less by R. So, roughly speaking, the Lemma 4.1 shows
that the rate of the exponential decrease of |Uψ0| is almost independent on R for
short range interactions and decreases slowly when R becomes large.
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Remark 2. The presence of U in the right-hand side of eq. (4.5) reflects the pos-
sibly singular character of U at finite distances and cannot be removed if U is an
unbounded function. However, the presence of U does not worsen the estimates of
the following lemma which concerns quantities relevant in the successive theorems.
Lemma 4.2. Let ||U (I)r ψ0,r|| be the L2 (ξ) norm of U (I)r (ξ)ψ0,r (ξ). For any positive
q < kM there exist constants Bq and Bλ,q so that
||U (I)r ψ0,r|| ≤ Bqe−q r (4.16)
and ∣∣∣ (ϕλ, U (I)r ψ0,r) ∣∣∣ ≤ Bλ,qe−q r (4.17)
for every eigenstate ϕλ (ξ) of the discrete or continuous spectrum of the residual
system.
Proof. First let us prove the inequalities for the component U
(1)
r (ξ)= U
(
r− A−1
A
ξ1
)
of U
(I)
r (ξ). Using eq. (4.5) and the inequality (4.4) one has, ∀q < kM ,
||U (1)r ψ0,r|| ≤
√
A
A− 1Aq||f ||
A−2e−
q r [||f0||2 + (f 20 ∗ |U |2) (r) + 2 (f 20 ∗ |U |) (r)] 12 ,
(4.18)
where f0(ξ1) = f(
A
A−1
ξ1) and the convolutions involve a bounded function (f
2
0 ) and
a summable one (|U |2 or |U |, see the comment below eq. (2.2)). Therefore by
the Young theorem these convolutions are continuous bounded functions of r. This
proves eq. (4.16) for the component U
(1)
r . Analogously, using eqs. (4.5) and (4.4)
and exploiting the boundness of the eigenfunctions ϕλ (ξ) (see the first eq. (3.1))
one has∣∣∣(ϕλ, U (1)r ψ0,r) ∣∣∣ ≤ A
A− 1Aqaλe
−q r ||f ||A−2 [||f0||1 + (f0 ∗ |U |) (r)], ∀q < kM , (4.19)
where ||f0||1 is the norm in L1(ξ1) and the convolution is of the same type as above.
Thus also eqs. (4.17) is proved for U
(1)
r . The extension to the other components
U
(k)
r (ξ) is simple. It is sufficient to use Jacobi coordinates r, ξ′ obtained exchanging
x1 and xk in the eqs. (2.3) and to employ the equality ψ0 (r, ξ)= ψ0 (r, ξ
′) (see the
remark below eq. (4.2)). Thus eqs. (4.16) and (4.17) are proved using the triangle
inequality of the norms and of the absolute values, respectively.
The next theorem yields the asymptotic behaviour of the overlaps (ϕλ, ψ0,r),
where ϕλ is an eigenstate of the residual-nucleus Hamiltonian, of energy ελ, belonging
to the discrete or continuous spectrum. In connection with the energies ελ we define
the momenta kλ =
√
2µ0 (ελ − E0).
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Theorem 4.3. For any energy ελ with kλ < kM one has, in any direction r̂ =
r
r
lim
r→∞
rekλr (ϕλ, ψ0,r) = cλ (r̂) (4.20)
with
cλ (r̂) = − 1
4pi
∫
ekλr̂·r
′
(
ϕλ, U
(I)
r′ ψ0,r′
)
dr′. (4.21)
Proof. Setting
fλ (r, r
′) ≡ r|r− r′|e
kλ(r−|r−r
′|)
(
ϕλ, U
(I)
r′ ψ0,r′
)
, (4.22)
eq. (3.2) yields
rekλr (ϕλ, ψ0,r) = − 1
4pi
∫
fλ (r, r
′) dr′. (4.23)
By hypothesis kλ < kM . Let us choose a q ∈ (kλ, kM) in order that q − kλ > 0
and that we can use eq. (4.17) in eq. (4.22). Exploiting also the triangle inequality
r − |r− r′| ≤ r′ in the exponential, one has
|fλ(r, r′)| ≤ Bλ,q r|r− r′|e
−(q−kλ)r
′
, q − kλ > 0. (4.24)
Let us restrict the domain of integration of eq. (4.23) to the diskDr0(r) = {r′; |r− r′| < r0},
with an arbitrary radius r0. Using the inequalities (4.24) and r
′ ≥ r−|r−r′| > r−r0
one has ∫
Dr0(r)
|fλ (r, r′) |dr′ ≤ 2pir20Bλ,qr e−(q−kλ)(r−r0), (4.25)
with q − kλ > 0 so that the integral tends to 0 for r → ∞. Therefore we can
perform the limit for r → ∞ of eq. (4.23) restricting the integral to the domain
complementary to Dr0 (r), which has as characteristic function the step function
ϑ (|r− r′| − r0):
lim
r→∞
rekλr (ϕλ, ψ0,r) = − 1
4pi
lim
r→∞
∫
fλ (r, r
′)ϑ (|r− r′| − r0) dr′. (4.26)
Using the inequalities r ≤ |r− r′|+ r′ and |r− r′| ≥ r0 in eq. (4.24) one has
|fλ(r, r′)|ϑ (|r− r′| − r0) ≤ Bλ,q
(
1 +
r′
r0
)
e−(q−kλ)r
′
, (4.27)
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where q > kλ so that the second member is a summable function of r
′, independent
on r. Thus by dominated convergence the limit for r → ∞ of the integral of eq.
(4.26) can be performed under the integral sign. Since
lim
r→∞
fλ(r, r
′)ϑ (|r− r′| − r0) = ekλr̂·r′
(
ϕλ, U
(I)
r′ ψ0,r′
)
, (4.28)
one obtains eqs. (4.20) and (4.21).
Remark. In eq. (4.20) we deal with a directional limit.The dependence of cλ on
the direction r̂ is an essential point, even if the potential is spherically symmetric
(see the comment below eq. (6.7)). Nevertheless, as follows easily from eqs. (4.23),
(4.25) and (4.27), the boundness property of the function involved in the limit holds
uniformly:
rekλr| (ϕλ, ψ0,r) | ≤ c, ∀r̂. (4.29)
The following theorem yields the asymptotic behaviour of the vectors
χn,r = ψ0,r −
n−1∑
n′=0
(ϕn′, ψ0,r)ϕn′, (4.30)
where we understand that for n = 0 the sum is empty. Let us recall that kC =√
2µ0 (εC − E0), where εC is the threshold of the continuous spectrum of H . The
symbol min denotes the minimum of a set.
Theorem 4.4. For kn < min {kC , kM}
s− lim
r→∞
r eknrχn,r = cn (r̂)ϕn, (4.31)
where s− lim denotes the strong limit in the direction r̂ = r
r
and cn (r̂) is the constant
cλ (r̂) of eq.(4.21) in the discrete case.
Proof. Let q and k be two arbitrary numbers satisfying
0 < q < k < min {kn+1, kC, kM} , (4.32)
understanding that the minimum is simply min {kC , kM} if εn is the highest discrete
eigenvalue of H . Since q and k satisfy the conditions for eqs. (4.16) and (3.10) (used
here with n replaced by n+ 1), one has
| (ϕ, χn+1,r) | ≤ Bq
4pi
||ϕ||
∫
e−k |r−r
′|−q r′
|r− r′| dr
′, ∀ϕ ∈ L2 (ξ) . (4.33)
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From this equation, using the triangle inequality r′ = |r− (r− r′)| ≥ r − |r− r′|, it
follows directly that for every q < min {kn+1, kC, kM} one can find a k satisfying eq.
(4.32) and a related constant
B′k,q ≡
Bq
4pi
∫
e−(k−q)s
s
ds (4.34)
such that
| (ϕ, χn+1,r) | ≤ B′k,q||ϕ||e−q r, ∀ϕ ∈ L2 (ξ) . (4.35)
Choosing ϕ = χn+1,r one has
||χn+1,r|| ≤ B′k,qe−q r, ∀q < min {kn+1, kC , kM} . (4.36)
Since kn < min {kC , kM} one can find a q > kn for which eq. (4.36) holds. Thus
r eknr||χn+1,r|| converges to zero and using eq. (4.30), with n replaced by n+ 1, one
has
s− lim
r→∞
r eknrχn,r = ϕn lim
r→∞
r eknr (ϕn, ψ0,r) , (4.37)
from which using eq. (4.20), which holds since kn < kM , eq. (4.31) follows.
Remark 1. Theor.4.4 is subject to the condition kn < kC , absent in Theor.4.3 :
differently from eq. (4.20), eq. (4.31) does not hold if ϕn is a bound state embedded
in the continuous spectrum.
Remark 2. For n = 0 eq. (4.31) has been proved in Theor.5.5 of [2] considering
two-body potentials of compact support. The present treatment, which combines the
O’Connor-Simon inequality with eqs. (3.2) and (3.10), extends the result to a wider
class of rapidly decreasing potentials and to excited bound states of the residual
system. The practical interest of these extensions will be discussed at the beginning
of the next section.
Remark 3. Eq. (4.31) is established in terms of strong limits so that it implies
the corresponding weak limits and the convergence of the related norms: for kn <
min {kC , kM} one has
lim
r→∞
r eknr (ϕ, χn,r) = cn (r̂) (ϕ, ϕn) , ∀ϕ ∈ L2 (ξ) , (4.38)
and
lim
r→∞
r eknr||χn,r|| = |cn (r̂) |. (4.39)
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The question whether eq. (4.31) holds also in pointwise sense lies outside the
purposes of this paper, but it may be useful in other applications. It is interesting
to note that for n = 0 the pointwise eq. (4.31) can be deduced easily from eq. (4.38)
using Theor.4.1 of [2] which, for a wide class of potentials including the present ones,
states that
lim
r→∞
ψ0 (r, ξ
′)
ψ0 (r, ξ)
=
ϕ0 (ξ
′)
ϕ0 (ξ)
, (4.40)
uniformly for ξ and ξ′ running through compact sets.
Theorem 4.5. One has the pointwise convergence
lim
r→∞
r ek0rψ0 (r, ξ) = c0 (r̂)ϕ0 (ξ) , (4.41)
uniformly for ξ running over compact sets.
Proof. Let ϕ (ξ′) be a function of L2 (ξ′) with compact support and satisfying
(ϕ, ϕ0) 6= 0. Eq. (4.40), by the uniform convergence in ξ′, yields
lim
r→∞
ψ0 (r, ξ)
(ϕ, ψ0,r)
=
ϕ0 (ξ)
(ϕ, ϕ0)
, (4.42)
uniformly on compact sets of ξ. The condition k0 < min {kC , kM} is satisfied since
k0 < kM , as observed in Remark 1 to Lemma 4.1. Thus eq.(4.38) yields
lim
r→∞
r ek0r (ϕ, ψ0,r) = c0 (r̂) (ϕ, ϕ0) . (4.43)
which together with eq.(4.42) proves the theorem.
5. Consequences of physical interest
In this section we summarize and comment the main results of the previous
section adopting the notation arψ0 for
√
A + 1ψ0,r, in order to help the comparison
with the Fock-space formalism used when the center of mass motion is neglected.
Accordingly, the constants cλ (r̂) are replaced by dλ (r̂) =
√
A+ 1cλ (r̂). The limits
of the treatment are expressed more usefully in terms of the maximum energy εM =
E0 +
k2M
2µ0
, with kM given by eq. (4.6):
εM = E0 + g
2 (k0R) (ε0 − E0) , g (x) =

√
2A
A−1 for 0 < x ≤ A−1A+1
√
2A
A−1
1
x
(
1 +
√
x2 − A−1
A+1
)
for x > A−1
A+1
√
2A
A−1
.
(5.1)
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Remark. As noticed in the Remark 1 below Lemma 4.1 one has ε0 < εM for every
rate R of the potential’s exponential decrease.
Let us recall that the results of Sect. 4 have been obtained neglecting the spin
depending interactions so that even here ψ0 and ϕn denote the orbital factors of
the corresponding physical eigenstates. If, as expected, the O’Connor-Simon upper
bound for the ground state holds also in presence of spin depending interactions, all
the following results can be extended to the unfactorized case.
5.1. Asymptotic behaviour of the overlaps with eigenstates
Let ϕλ be a bound or unbound eigenstate, of energy ελ, of the residual-system
Hamiltonian H . The statement of Theor.4.3. reads: for ελ < εM one has, in any
direction r̂ = r
r
,
lim
r→∞
r ekλr (ϕλ, arψ0) = dλ (r̂) ≡ − 1
4pi
∫
ekλr̂·r
′
(
ϕλ, U
(I)
r′ ar′ψ0
)
dr′, (5.2)
where kλ = (2µ0 (ελ − E0))
1
2 . The dependence of dλ (r̂) on r̂ is actual, even for
central potentials, and it is a crucial point in order that the V.W.H. method may be
operative (see the sentence below eq. (6.7)).
The weaker form of eq. (5.2)
lim
r→∞
[
(ϕλ, arψ0)− dλ (r̂) e
−kλr
r
]
= 0 (5.3)
has been used extensively in Nuclear Physics, for an unspecified dλ. Eq. (5.3) was
introduced first, for all the bound states, in the pioneer paper of T. Berggren [13]. In
that paper, where only potentials of finite range are considered, eq. (3.2) is written as
a system of coupled equations for the overlaps, a procedure which is too complicated
for a rigorous proof. Moreover, in our opinion, one could escape hardly some type
of energy cut-off due to the requirement that the integral which defines dλ (r̂) in eq.
(5.2) converges. In Nuclear Physics the restriction ελ < εM does not seem severe if
one considers the values of εM obtained from the experimental data for the separation
energies ε0 − E0 assuming a realistic value of the rate R of the exponential decay
of V (s) (e.g. R = 1, 5 fm corresponding to the pion mass). One has the following
indications.
(i) In general k0R satisfies the condition for the upper expression of g(x) in eq.
(5.1). For few nuclei the lower expression should be used, but the result is practically
the same.
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(ii) If lower than the continuum threshold εC , the value of εM is very close to
it. However, for many nuclei εM is rather higher then εC . For instance, considering
the most studied nuclei 12C, 16O, 40Ca and 208Pb, the values in MeV of εM − E0,
compared in the brackets with the corresponding values of εC −E0, are respectively
: a) 35 (27,2), 26 (22,3), 17,1 (14,7), 16,2 (14,8) (for the removal of a proton) and
b) 40,6 (27,4), 33,6 (23), 32 (21,4), 14,5 (14,1) (for the removal of a neutron). Thus
there is also an indication that eq. (5.2) holds for bound states embedded in the
continuum and for scattering states, which were two questionable points.
5.2. Limits in the Hilbert space
Let ϕn be a bound eigenstate of H , of energy εn. The statement of Theor. 4.4
reads: for εn < min {εC , εM} the vectors
ξn,r ≡ arψ0 −
n−1∑
n′=0
(ϕn′ , arψ0)ϕn′ (5.4)
admit the strong limit
s− lim
r→∞
r eknrξn,r = dn (r̂)ϕn. (5.5)
In comparison with eq. (5.2) note the further condition εn < εC , which excludes
the bound states embedded in the continuum. Eq. (5.5) is equivalent to the pair of
limits
lim
r→∞
r eknr (ϕ, ξn,r) = dn (r̂) (ϕ, ϕn) , ∀ϕ ∈ H , (5.6)
lim
r→∞
r2e2knrρn (r) = |dn (r̂) |2, (5.7)
where ρ0 (r) is the nuclear density, normalized to A+1, and the successive ρn (r) are
the subtracted nuclear densities :
ρ0 (r) = ||arψ0||2, ρn (r) = ||ξn,r||2 = ρ0 (r)−
n−1∑
n′=0
| (ϕn′, arψ0) |2. (5.8)
Remark. Since εM > ε0, even for very large rates R of the potential’s decrease, eqs.
(5.2) and (5.5)-(5.7) are always true for n = 0.
5.3. Asymptotic behaviour of single-hole kernels
Let A (r, r′) = (ar′ψ0, Aarψ0) be a single-hole kernel for an operator A defined on
ϕ0 and having adjoint A
† defined on the vectors arψ0, as well. Choosing n = 0 and
ϕ = A†ar′ψ0 in eq. (5.6) one has directly, however large R may be,
lim
r→∞
r ek0rA (r, r′) = d0 (r̂) (ar′ψ0, Aϕ0) . (5.9)
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Typical examples are the density matrix K (if A is the identity operator), the
energy weigthed density matrix (A = H), the one-hole Green’s function at com-
plex energies z (A = (z −H)−1) and the one-hole Hamiltonian H(h) (z) (A =
PHP + PHQ (z −H)−1QHP ).
Under the further condition that A is a bounded operator, so that r ek0rAarψ0
converges to d0 (r̂)Aϕ0, one has the joint limit
lim
r→∞
r2e2k0r (arψ0, Aarψ0) = |d0 (r̂) |2 (ϕ0, Aϕ0) . (5.10)
An interesting application of eq. (5.10) is the case of the one-hole Green’s function
at complex energies. If A is an unbounded operator eq. (5.10) holds if A is closed,
provided that s− limr→∞ r ek0rAarψ0 exists.
5.4. Hilbert subspace of the bound eigenstates
Let us suppose that all the coefficients dn (r̂) are different from zero, even in a
single possibly different direction r̂. In such a case eq. (5.5) implies that the bound
states ϕn with εn < min {εC, εM} belong to the subspace PH spanned by the vectors
arψ0 or, equivalently, satisfies Pϕn = ϕn where P is the projection operator defined
in eq. (2.9). In fact, since ξ0,r = arψ0, the vectors r e
k0rξ0,r belong to PH so
that also their strong limit d0 (r̂)ϕ0 belongs to PH due to the completeness of this
subspace. If d0 (r̂) 6= 0 for a single direction r̂, the property is transferred to ϕ0,
hence to the vectors r ek1rξ1,r, to their limit and so on. Of course, if for a given n
the coefficient dn (r̂) is identically null, one cannot infer that ϕn is a P -state and the
chain of the successive implications could break up.
The property ϕn ∈ PH has an important consequence which could not be fore-
seen in the single-hole theory developed in [9] and [10]. It is well-known that in
the independent particle model the dynamical part H
(h)
D of the single-hole Hamilto-
nian H(h), defined in eq. (2.10), is null since the projection operator P commutes
with H . This is no longer true if the nucleons interact via a two-body potential.
In spite of this, due to Pϕn = ϕn, the operator H
(h)
D (εn) annihilates ϕn since one
has HPϕn = εnPϕn which implies QHPϕn = 0. Thus the term involving H
(h)
D
has no relevance in determining the single-hole overlaps. This points out a remark-
able difference from the single-particle theory of Feshbach [6] where the dynamical
part of the single-particle Hamiltonian plays an essential role in the description of
the single-particle overlaps. As well as this, it is worthwhile remarking an analo-
gous difference between H(h) and the Hamiltonian for the self-energy, also given by
eq. (2.10) but with P replaced by an extended projection operator (see eqs. (2.24)
and (3.6) of [14]). This Hamiltonian too provides the single-hole overlaps with the
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eigenstates ϕn through an eigenvalue equation identical to the first eq. (2.11). But
in this case one has not Pϕn = ϕn so that the role of the dynamical part of the
self-energy becomes essential. Of course all these conclusions are subject to the con-
ditions εn < min {εC , εM} and dn (r̂) 6= 0 at least for a direction r̂. In [9] the operator
QHP is interpreted as the interaction responsible for the transitions from P -states
to Q-states. These are all forbidden in the uncorrelated systems since the operator
QHP is zero. In the real systems they are allowed due to the correlation effects. The
result ϕn = Pϕn exhibits the unexpected exception of the transitions from the bound
eigenstates ϕn towards all the Q-states. For the unbound states ϕ
(α)
ε the situation
is quite different since QHPϕ
(α)
ε must be different from zero in order that the decay
widths defined in eq. (2.14) do not vanish. Thus one has neither ϕ
(α)
ε = Pϕ
(α)
ε nor
ϕ
(α)
ε = Qϕ
(α)
ε and the packets of states ϕ
(α)
ε have nonnull components both in PH
and QH .
Remark. The previous property of the unbound eigenstates of H can affect the
Hilbert nature of the bound eigenstates embedded in the continuum. Let us suppose
εC < εn < εM and dn (r̂) 6= 0 in a direction r̂. The next argument follows the steps
of the proof of Theor.4.4 with the only difference that here it is necessary to extract
from ξn+1,r the contribution of the continuum up to the energy εn of the bound state.
In such a way one obtains
s− lim
r→∞
r eknr
[
ξn,r −
∑
α
∫ εn
εC
(
ϕ(α)ε , arψ0
)
ϕ(α)ε dε
]
= dn (r̂)ϕn, (5.11)
where the integral has nonnull components both in PH and QH . Thus this prop-
erty can be shared by ϕn.
5.5. Comparison with the independent particle model
In consideration of the role played by this model in the next section it is useful
to compare the results of the previous subsections with the ones of the independent
particle model. Of course, since the center of mass motion cannot be removed we
use Cartesian coordinates x0 and x = {x1, ...,xA}. The operator P projects onto the
subspace spanned by the vectors ax0ψ0.
(i) Correlated systems. In the normal case, i.e. when no coefficient dn (r̂) is
identically null, every bound state ϕn with εn < min {εC , εM} is a P -state. The
unbound states and their packets have nonnull components both in PH and QH .
The same, most probably, for the bound states embedded in the continuum.
(ii) Uncorrelated models. As seen at the end of Sect. 2, the A + 1 single-hole
eigenstates of H belong to PH . The remaining bound or unbound eigenstates which
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make the system complete belong to QH . Thus PH is the subspace spanned by
the single-hole eigenstates and its dimension is A+ 1.
Due to the point (ii), in the uncorrelated models the expansion of ax0ψ0 on the
basis of the eigenvectors of H is extended only to the single-hole states:
ax0ψ0 =
A∑
n=0
(ϕn, ax0ψ0)ϕn, (5.12)
where ϕn = avnψ0 and vn is the natural orbital excluded from the Fermi sea. It is
an eigenfunction, belonging to the eigenvalue en, of the one-body Hamiltonian for
the external potential Vext (which here is supposed local and obeying eqs. (2.1) and
(2.2)). Therefore one has
(ϕn, ax0ψ0) = vn(x0), εn − E0 = −en. (5.13)
By eqs. (5.12) and (5.13), the eqs. (5.4) and (5.8) become
ξn,x0 =
A∑
n′=n
vn′(x0)ϕn′ (5.14)
and
ρn(x0) = ||ξn,x0||2 =
A∑
n′=n
|vn′(x0)|2. (5.15)
The asymptotic behaviour of ξn,x0 and ρn(x0) follows from the following properties
of the eigenfunctions vn. It is well-known that they satisfy the integral equation
vn(x0) = − 1
4pi
∫
e−kn|x0−x
′
0|
|x0 − x′0|
Vext (x
′
0) vn(x
′
0)dx
′
0, (5.16)
where k2n = −2men = 2m(εn − E0). Moreover for every k < kn the functions
ek x0vn(x0) are bounded as proved below. This implies by eq. (2.2) that, however
large R may be, one can find a q > kn and a constant Bn,q such that
|Vext (x0) vn(x0)| ≤ Bn,qe−qx0 . (5.17)
The boundness of the functions ek x0vn(x0) can be proved easily in the present case
where Vext belongs to L
2, as observed below eq. (2.2). In fact it is sufficient to
use the simple proof of Theor.VI.6 of [15] which states that for every k < kn the
functions ek x0vn(x0) belong to L
2. The same proof can be adapted to prove that
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this property is shared by ek x0Vext(x0)vn(x0). Therefore using eq. (5.16) and the
inequality x0 − x′0 ≤ |x0 − x′0|one has
|ek x0vn(x0)| ≤ 1
4pi
∫
e−(kn−k)|x0−x
′
0|
|x0 − x′0|
ek x
′
0 |Vext(x′0)vn(x′0)|dx′0, (5.18)
where the right-hand side is a convolution between two functions belonging to L2,
which is a bounded function of x0 by the Young theorem. Using eqs. (5.16) and (5.17)
instead of eqs. (3.2) and (4.17), the proof of Theor.4.3 can be repeated obtaining
the following limit, written in terms of overlaps thanks to eq. (5.13),
lim
x0→∞
x0e
knx0 (ϕn, ax0ψ0) = dn (x̂0) = −
1
4pi
∫
eknx̂0·x
′
0Vext (x
′
0) (ϕn, ax′0ψ0) dx
′
0.
(5.19)
From the eqs. (5.14) and (5.19) it follows directly
s− lim
x0→∞
x0e
knx0ξn,x0 = dn (x̂0)ϕn (5.20)
which implies
lim
x0→∞
x20e
2knx0ρn (x0) = |dn (x̂0) |2. (5.21)
The limits of the eqs. (5.19)-(5.21) are identical to the ones of the eqs. (5.2),
(5.5) and (5.7) except for two remarkable differences.
(i) They are subject to no energy cut-off related to the rate of the exponential
decrease of the external potential. The reason is due to the mathematical structure
of eq. (5.16), different from that of eq. (3.2) since the scalar product (ϕn, U
(I)
r ψ0,r)
is replaced by the factorized term Vext (x0) (ϕn, ax0ψ0).
(ii) Even in the uncorrelated models bound states ϕn embedded in the continuum
are possible for particular combinations of values of the energies en. Differently from
the correlated case they must belong necessarily to PH or to QH . This is purely
due to the fact that the scattering states do not contribute to ξn,x0 and ρn(x0).
5.6. Peculiarities of the subspace PH in the correlated systems
According to the current opinion the property ϕn ∈ PH should be a peculiarity
of the independent particle models and could not be shared by the correlated systems.
This believe, contradicted by the mathematical proofs of this paper, is founded on the
idea of a subspace PH structured as in the uncorrelated models. In this subsection
we intend to show that in the correlated systems the structure of PH is quite
different.
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First let us examine the peculiarities of PH in the uncorrelated systems. As seen
in Subsect. 5.5, PH has finite dimension A+1. Thus all its elements are single-hole
states, i.e. they can be represented in the form afψ0 for some square summable
function f . The existence in PH of states as ax0ψ0 where f (x0) = δ (x0 − x0) /∈ L2
must not be deceptive. Really, using eqs. (5.12) and (5.13) one can write also
ax0ψ0 =
A∑
n=0
vn (x0) avnψ0 = afn,x0ψ0, fn,x0(x0) =
A∑
n=0
vn (x0) vn (x0) ∈ L2.
(5.22)
In this subsection we study the subspace PH when the nucleons interact via a
two-body potential obtaining the following results.
(i) Both in Cartesian and Jacobi coordinates the dimension of PH is infinite.
(ii) Due to its infinite dimension PH contains necessarily states which are strong
limits of single-hole states but which cannot be represented in the form afψ0 for any
f ∈ L2. We call them generalized single-hole states giving two necessary and sufficient
conditions for their existence.
(iii) The bound eigenstates of the residual nucleus are generalized single-hole
states. This point is not supported by a theorem but by an argument which provides
its evidence indirectly.
Let us mention in advance some mathematical properties which will be used
below. The dimension of PH is given by the cardinality of the orthonormal set of
the states n
− 1
2
ν aνψ0 (with nν 6= 0) which span this subspace, equal to the cardinality
of the occupied natural orbitals uν . We denote by L
2
0(r) the subspace of L
2(r)
spanned by the occupied natural orbitals, and so having the same dimension as
PH . In view of the role played below by the density matrix K let us recall here
its general properties. It is always a nonnegative compact operator, defined in the
whole L2(r), with finite trace
∑
ν nν = A+1. Although K is not invertible in L
2(r),
its inverse exists when K is restricted to L20(r). Due to general properties of the
compact operators, the occupation number nν = 0 can have finite as well as infinite
degeneracy, whereas the nonnull occupancies have always finite degeneracy. Thus if
the occupied orbitals are infinite, also the related occupation numbers are infinite
and must have 0 as accumulation point due to the restriction
∑
ν nν = A + 1. This
makes critical the convergence of some series involving n−1ν . Finally if the dimension
of L20(r) is inf! inite the range R(K) of K is not a closed manifold. This point,
essential in order that PH contains generalized single-hole states, is little known
and requires a proof.
Theorem 5.1. If L20(r) has infinite dimension R(K) is not closed.
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Proof. Let K̂ be the restriction of K to L20(r). Since R(K) coincides with R(K̂)
it is sufficient to prove the theorem for K̂, working in the Hilbert space L20(r) where
K̂−1 exists and is densely defined because its domain is R(K̂) which contains all the
occupied orbitals. The proof is ab absurdo. Let us suppose that R(K̂) is closed
which implies R(K̂) = L20(r) so that K̂
−1 is defined in the whole Hilbert space
L20(r). As all the compact operators K̂ is closed, which implies that also K̂
−1 is
closed. Therefore the theorem of the closed graph, applied to K̂−1 which is closed
and defined everywhere in L20(r), implies that K̂
−1 is a bounded operator. Thus,
due to a general property of the compact operators, K̂K̂−1 (which is the identity) is
compact. This is absurd since the identity is not a compact operator.
Of course if the number of the occupied orbitals is finite L20(r) has a finite dimen-
sion and the manifold R(K̂) is necessarily closed. Now, let us examine the points
(i)-(iii).
(i) Dimension of PH . We show that PH has infinite dimension proving that
the occupied natural orbitals are infinite. To contain the number of the variables, we
consider only the case of a three-body ground state ψ0. For a more direct comparison
with the independent particle model we use first Cartesian coordinates x0, x1, x2
fixing the center of mass motion by an additional external potential.
Let vν(x0) and nν be the natural orbitals and occupation numbers of the density
matrix
K (x0,x
′
0) = 3
∫
ψ0 (x
′
0,x1,x2)ψ0 (x0,x1,x2) dx1dx2. (5.23)
The expansion of ψ0 on the basis of the natural orbitals is
ψ0 (x0,x1,x2) =
∑
µ,ν,ρ
cµ,ν,ρvµ (x0) vν (x1) vρ (x2) (5.24)
with antisymmetric coefficients
cµ,ν,ρ =
∫
vµ (x0) vν (x1) vρ (x2)ψ0 (x0,x1,x2) dx0dx1dx2. (5.25)
For nµ = 0 one has (vµ, K vµ) = 0 and hence, using eq. (5.23),∫
vµ (x0)ψ0 (x0,x1,x2) dx0 = 0 ∀x1,x2, (5.26)
which implies cµ,ν,ρ = 0 ∀ν, ρ. This property is extended to the other indices by
antisymmetry so that the expansion (5.24) contains only occupied orbitals. The
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antisymmetry of cµ,ν,ρ allows also to arrange the sum of eq. (5.24) in a weighted sum
of Slater determinants of occupied orbitals which is finite if their number is finite and
infinite otherwise. But in the presence of two-body interactions this sum is necessarily
infinite because the eigenvalue equation for ψ0 cannot have solutions which are finite
linear combinations of factorized functions. This property is expressed in physical
terms by the statement that the wave-functions of such a type represent partially
correlated states.
The case of three nucleons interacting only via a two-body interaction and so
described by the Jacobi coordinates r and ξ requires a few changes. In order to
have an expression of ψ0 (r, ξ) in terms of occupied natural orbitals one must use
two different density matrices
K (r, r′) = 3
∫
ψ0 (r
′, ξ)ψ0 (r, ξ) dξ, K
′ (ξ, ξ′) = 3
∫
ψ0 (r, ξ
′)ψ0 (r, ξ) dr,
(5.27)
respectively with natural orbitals uµ, u
′
ν and occupancies nµ, n
′
ν . The first one is the
density matrix used habitually in this paper. One has
ψ0 (r, ξ) =
∑
µ,ν
cµ,νuµ (r) u
′
ν (ξ) (5.28)
where the antisymmetry property, hidden into the variables, does not affect the
coefficients. The expansion (5.28) contains only occupied orbitals since for nµ =
n′ν = 0 the relations (uµ, K uµ) = (u
′
ν , K
′ u′ν) = 0 yields∫
uµ (r)ψ0 (r, ξ) dr = 0 ∀ ξ,
∫
u′ν (ξ)ψ0 (r, ξ) dξ = 0 ∀ r. (5.29)
The proof that both the occupied orbitals uµ and u
′
ν are infinite follows from the
same argument as above.
Conclusions. Whether one use Cartesian or Jacobi coordinates, in the fully cor-
related systems the dimension of PH is infinite and the occupation numbers of the
density matrices K and K ′ accumulate at 0. Besides, since in both cases the occu-
pied orbitals are infinite, the ranges of the density matrices K and K ′ are not closed
by Theor.5.1.
(ii) Generalized single-hole states. Here we use only occupied natural orbitals
uν , ordered by decreasing values of the occupancies nν . Let us consider first an
uncorrelated system where the number N = A + 1 of the occupied uν is finite and
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equal to the dimension of PH . Every state ϕ of PH satisfies the relation ϕ = Pϕ
and by eq. (2.9) can be expressed in the form
ϕ =
N∑
ν=1
(aνψ0, ϕ)
1
nν
aνψ0 = afNψ0, (5.30)
where
fN (r) =
N∑
ν=1
(ϕ, aνψ0)
1
nν
uν (r) ∈ L2 (r) . (5.31)
Thus PH is composed exclusively of single-hole states. Moreover, since (afNψ0, arψ0)
= (K fN) (r), every overlap (ϕ, arψ0) belongs to the range R(K) of K. Now, let us
consider the case of the correlated systems where N =∞ and every state ϕ ∈ PH
is expressed by the strong limit of single-hole states
ϕ =
∞∑
ν=1
(aνψ0, ϕ)
1
nν
aνψ0 = s− lim
N→∞
afNψ0, (5.32)
where fN is given still by eq. (5.31). Using eq. (5.32) and the Schwarz inequality
one has, in the sense of the strong convergence in L2(r),
(ϕ, arψ0) = s− lim
N→∞
(afNψ0, arψ0) = s− lim
N→∞
(K fN) (r) , ∀ϕ ∈ PH . (5.33)
This implies that (ϕ, arψ0) belongs to the closure R(K) of R(K). Note that every oc-
cupied orbital satisfies the relation uν = n
−1
ν K uν and so belongs to R(K). Therefore
R(K) coincides with L20(r).
Now we estabilish two characteristic conditions in order that a vector ϕ ∈ PH is
a generalized single-hole state, i.e. a state which cannot be represented in the form
afψ0 for any f ∈ L2.
Condition 1. A state ϕ ∈ PH is a generalized single-hole state if and only if
(ϕ, arψ0) does not belong to the range R(K) of the density matrix K.
Proof. The proof is ab absurdo. Let ϕ be a generalized single-hole state. If
(ϕ, arψ0) belongs to R(K) there exists a function f ∈ L2(r) such that (ϕ, arψ0) =
(K f)(r). This implies (aνψ0, ϕ) = nν(f, uν) which, inserted in the first eq. (5.32),
yields ϕ = afψ0 and contradicts the hypothesis. Conversely, let us suppose (ϕ, arψ0) /∈
R(K). If ϕ is a single-hole state there exists a function f ∈ L2(r) such that ϕ = afψ0
and one has (ϕ, arψ0) = (afψ0, arψ0) = (K f)(r). Thus (ϕ, arψ0) belongs to R(K)
which contradicts the hypothesis.
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The condition 1 shows that a generalized single-hole state ϕ is characterized by
the conditions (ϕ, arψ0) /∈ R(K) and (ϕ, arψ0) ∈ R(K) = L20(r). This is possible
only if the dimension of PH is infinite so that, due to Theor.5.1, R(K) is not closed
and so is contained strictly in R(K). The real existence of generalized single-hole
states is proved by a second characteristic condition.
Condition 2. A state ϕ ∈ PH is a generalized single-hole state if and only if
∞∑
ν=1
∣∣∣(ϕ, aνψ0)
nν
∣∣∣2 =∞. (5.34)
Proof. The proof is ab absurdo. Let ϕ be a generalized single-hole state. If the
series of eq. (5.34) converges, the functions fN of eq. (5.31) converge strongly in
L2(r) to a function f of L2(r). Using the Schwarz inequality one has
lim
N→∞
||afψ0 − afNψ0||2 ≤
∫
||arψ0||2dr lim
N→∞
∫
|f (r)− fN (r) |2dr = 0 (5.35)
so that afNψ0 converges strongly to afψ0. Thus by eq. (5.32) it is ϕ = afψ0 which
contradicts the hypothesis. Conversely, let us suppose that eq. (5.34) holds. If ϕ is
a single-hole state there exists a function f ∈ L2(r) such that ϕ = afψ0. Therefore
one has (ϕ, aνψ0) = nν(uν, f) so that the series of eq. (5.34) becomes
∑∞
ν=1 |(uν , f)|2
which converges and contradicts the hypothesis.
The condition 2 is the tool to prove that PH contains a lot of generalized single-
hole states. For instance let us consider the states
ϕ =
∞∑
ν=1
cνaνψ0 with
∞∑
ν=1
nν |cν |2 <∞ and
∞∑
ν=1
|cν |2 =∞, (5.36)
where the convergence of the second series implies the convergence of the first one
since the vectors n
− 1
2
ν aνψ0 form an orthonormal system. All these states belong to
PH and are generalized single-hole states due to the divergence of the third series
which implies eq. (5.34) since
∞∑
ν=1
∣∣∣(ϕ, aνψ0)
nν
∣∣∣2 = ∞∑
ν=1
|cν |2 =∞. (5.37)
The states arψ0 themselves, if nonnull, are generalized single-hole states because
|n−1ν (arψ0, aνψ0) |2 = |uν (r) |2 and the series
∑∞
ν=1 |uν (r) |2 does not converge. This
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difference from the independent particle model, where the states arψ0 are single-hole
states as stressed by eq. (5.22), shows that the distinction between the single-hole
states and the generalized ones may depend only on the dimension of PH . Note
that many other states afψ0 with f /∈ L2(r) share this peculiarity, e.g. if f is a plane
wave or grows at the infinity as eαr with α < k0.
(iii) Bound eigenstates of H belonging to PH . We have not a direct proof, based
on the condition 1 or 2, that the eigenstates ϕn are generalized single-hole states.
Thus we assume the opposite thesis that ϕn = afnψ0 for a fn ∈ L2, find an equation
that should be satisfied by fn and discuss whether it can have an acceptable solution.
To have a direct comparison with the uncorrelated case we disregard the center of
mass motion and operate with Cartesian coordinates. To extend easily the present
treatment to the case of Jacobi coordinates we restrict the role of the Fock operators
to the relations
(ax0ψ0) (x) =
√
A + 1ψ0 (x0,x) , (ax0ax1ψ0) (y) =
√
A (A + 1)ψ0 (x0,x1,y) ,
(5.38)
where x and y represent the residual variables, and we do not use the canonical
anticommutation rules.
If ϕn = afnψ0, for a fn ∈ L2, one has∫ (
Hax′0ψ0, ax0ψ0
)
fn (x
′
0) dx
′
0 = εn (afnψ0, ax0ψ0) = εn (Kfn) (x0) . (5.39)
Let us decompose the (A + 1)-body Hamiltonian H(A+1) into H , the kinetic energy
of the nucleon and the interaction V
(I)
x0 =
∑A
i=1 V
(i)
x0 with V
(i)
x0 (xi) = V (x0 − xi).
Therefore eq. (5.39) reads
1
2m
∫ (
∇
2
x′0
K (x0,x
′
0)
)
fn (x
′
0) dx
′
0 = (εn − E0) (Kfn) (x0)+
∫
V(I) (x0,x′0) fn (x′0) dx′0,
(5.40)
where
V(I) (x0,x′0) ≡
(
V
(I)
x′0
ax′0ψ0, ax0ψ0
)
. (5.41)
Since every component of V
(I)
x′0
yields the same contribution as V
(1)
x′0
one has, by the
pure use of the eqs. (5.38),
V(I) (x0,x′0) = A
(
V
(1)
x′0
ax′0ψ0, ax0ψ0
)
=
∫ (
V
(1)
x′0
ax′0ax1ψ0, ax0ax1ψ0
)
dx1
=
∫
V (x′0 − x1)
(
ax′0ax1ψ0, ax0ax1ψ0
)
dx1. (5.42)
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Assuming that one may integrate by parts in the left-hand side of eq. (5.40), it
follows that fn must satisfy the equation
1
2m
K∇2fn = (εn − E0)Kfn + V(I)fn (5.43)
which can have a solution in L2(r) only if V(I)fn belongs to the range R(K) of the
density matrix.
Eq. (5.43) holds also in the uncorrelated models where V
(I)
x0 coincides with the
external potential Vext (x0) and V(I) (x0,x′0) with K (x0,x′0)Vext (x′0). Thus one has
V(I)fn = KVextfn which belongs to R(K), as necessary. Hence, applying the operator
K−1 to both sides of eq. (5.43), one recovers the well-known result that fn is an
eigenfunction of the one-body Hamiltonian for the external potential.
In the case of two-body interactions it is necessary to check whether V(I)fn belongs
to R(K). This requires that in the basis of the natural orbitals it is
∞∑
ν=1
| (uν ,V(I)fn) |2
n2ν
<∞. (5.44)
Due to eq. (5.42) one has(
uν ,V(I)fn
)
=
∫ (
ax′0ax1ψ0, aνax1ψ0
)
V (x′0 − x1) fn (x′0) dx′0dx1 (5.45)
which can be expressed as the A-body scalar product (φn, aνψ0) where
φn =
∫
V (x′0 − x1) fn (x′0) a†x1ax1ax′0ψ0dx′0dx1. (5.46)
This implies the convergence of the series
∞∑
ν=1
| (uν ,V(I)fn) |2
nν
=
∞∑
ν=1
| (φn, aνψ0) |2
nν
= (φn, Pφn) , (5.47)
but one can find no reason to justify the stronger condition (5.44) on the basis of
eq. (5.46). In conclusion one cannot prove that eq. (5.43) has a solution in L2(x0).
On the contrary there is a significant indication that this is not possible so that
the bound states ϕn belonging to PH are generalized single-hole states. In such a
case the real difference between the uncorrelated and correlated systems is that in the
latter ones the picture of ϕn as a hole in ψ0 is not appropriate since one cannot assign
a wave funtion to the hole. This distinction is conceptually important and sufficient
to answer the objection that the bound states cannot have identical properties in the
uncorrelated and correlated systems.
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Remark. The adjoint operator a†x1 in eq. (5.46) can be defined also in Jacobi
coordinates. The essential difference is that a†x and ay do not satisfy the canonical
anticommutation rules. Since these rules have not been used, the present conclusions
can be extended to the case of Jacobi coordinates.
6. Projection operators for degenerate eigenvalues
In this section we consider spherically symmetric two-body potentials disregard-
ing the spin depending interactions so that ψ0 represents the orbital factor of the
(A+ 1)-body ground-state. If the O’Connor-Simon upper bound holds also in pres-
ence of such interactions, as expected but at present lacking a rigorous proof, it is
sufficient to replace the partial-wave expansion used here by the angular-spin de-
composition. The center of mass motion, neglected in [1] where the V.W.H. method
was presented first, is removed here by means of Jacobi coordinates. The changes
necessary to operate in Cartesian coordinates are direct. This section has a twofold
motivation: (i) To give a rigorous mathematical justification to the V.W.H. method
for discrete energies of the residual nucleus lower than min {εC , εM}. (ii) To treat a
concrete case of degeneracy of the eigenvalues. Really, if the eigenvalue is degenerate,
the treatme! nt of Sects. 4 and 5 provides a single unspecified eigenvector of the
degenerate subspace (which can depend on the direction r̂ of the limit). Operating
with partial waves one can remedy this drawback and introduce more specialized
projection operators onto subspaces of PH which define better the nature of the
bound states of the residual nucleus.
Let us consider the expansion on the basis of the spherical harmonics Y (l,m)
arψ0 =
∞∑
l=0
l∑
m=−l
a(l,m)r ψ0Y
(l,m) (r̂) , a(l,m)r ψ0 =
∫
Y (l,m) (r̂) arψ0dΩr̂, (6.1)
where a
(l,m)
r ψ0 has the same meaning of mere notation as arψ0. Note that in Cartesian
coordinates a
(l,m)
x0 is the annihilation operator divided by x0. Since the potential is
spherically symmetric and ψ0 is not degenerate (see below eq. (2.6)), it has angular
momentum zero. Therefore the bound eigenstates of the residual nucleus can be
characterized by spherical single-particle quantum numbers l, m and be denoted by
ϕ
(l,m)
n . Due to the first eq. (2.11) the overlaps (ϕ
(l,m)
n , arψ0) are eigenfunctions of the
energy-dependent hole Hamiltonian H(h), which is rotationally invariant. Thus they
are factorized as(
ϕ(l,m)n , arψ0
)
= φ(l)n (r)Y
(l,m) (r̂) , φ(l)n (r) ≡
(
ϕ(l,m)n , a
(l,m)
r ψ0
)
, (6.2)
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where φ
(l)
n (r) is independent on m as well as the energy ε
(l)
n of ϕ
(l,m)
n . The rotational
invariance of the density matrix K(r, r′) = (ar′ψ0, arψ0) implies(
a
(l′,m′)
r′ ψ0, a
(l,m)
r ψ0
)
= δl,l′δm,m′K
(l)
0 (r, r
′) (6.3)
where the partial-wave density matrix K
(l)
0 (r, r
′) is independent on m. We use also
the subtracted density matrices
K(l)n (r, r
′) = K
(l)
0 (r, r
′)−
n−1∑
n′=0
φ
(l)
n′ (r
′)φ
(l)
n′ (r) . (6.4)
Let us introduce the partial-wave components of the vector ξn,r defined in eq. (5.4):
ξ(l,m)n,r =
∫
Y (l,m) (r̂) ξn,rdΩr̂ = a
(l,m)
r ψ0 −
n−1∑
n′=0
φ
(l)
n′ (r)ϕ
(l,m)
n′ . (6.5)
The asymptotic behaviours of φ
(l)
n , ξ
(l,m)
n,r and K
(l)
n are deduced easily from results
of Sect. 4. Let us set k
(l)
n =
(
2µ0
(
ε
(l)
n − E0
)) 1
2
. From eq. (6.2) written for m = 0
one has
r ek
(l)
n rφ(l)n (r) =
∫
r ek
(l)
n r
(
ϕ(l,0)n , arψ0
)
Y (l,0) (r̂) dΩr̂ (6.6)
where using eq. (4.29) the absolute value of the integrand is majored by a multiple of
|Y (l,0)(r̂)|, independent on r and summable over the angles. Therefore by dominated
convergence one exchanges the limit for r →∞ and the integral of eq. (6.6) obtaining
by eq. (5.2) (with λ replaced by n, l, 0)
lim
r→∞
r ek
(l)
n rφ(l)n (r) = d
(l)
n ≡
∫
Y (l,0) (r̂) d(l,0)n (r̂) dΩr̂, for ε
(l)
n < εM . (6.7)
In eq. (6.7) the dependence of d
(l,0)
n (r̂) on r̂ is crucial: without it only d
(0)
n would be
different from zero (since the integrals of the Legendre polynomials Y (l,0) with l 6= 0
are zero) so that the V.W.H. method would give results only for bound states with
null angular momentum. The asymptotic behaviour of ξ
(l,m)
n,r follows readily from the
first eq. (6.5) and eq. (4.35) which yield, for every ϕ ∈ H ,
|
(
ϕ, ξ
(l,m)
n+1,r
)
| ≤
√
A+ 1B′k,qC
(l,m)||ϕ||e−qr, ∀q < min
{
k
(l)
n+1, kC , kM
}
, (6.8)
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where C(l,m) is the integral of |Y (l,m)(r̂)| over the angles and the restriction q < k(l)n+1
takes into account that a
(l,m)
r ψ0 does not contain the contribution of the bound states
ϕ
(l′,m′)
n′ with l
′ 6= l and m′ 6= m due to eq. (6.2). Therefore the same steps we made
below eq. (4.35) yield
s− lim
r→∞
r ek
(l)
n rξ(l,m)n,r = d
(l)
n ϕ
(l,m)
n , ∀ε(l)n < min {εC , εM} , (6.9)
which implies the corresponding weak convergence and the one of the related norms.
Since it is
K(l)n (r, r
′) =
(
a
(l,m)
r′ ψ0, ξ
(l,m)
n,r
)
, ρ(l)n (r) ≡ K(l)n (r, r) = ||ξ(l,m)n,r ||2, (6.10)
one obtains automatically the asymptotic behaviour of the (subtracted) density ma-
trices and nuclear densities:
lim
r→∞
r ek
(l)
n rK(l)n (r, r
′) = d(l)n φ
(l)
n (r
′) , lim
r→∞
r2e2k
(l)
n rρ(l)n (r) = |d(l)n |2. (6.11)
The eqs. (6.11), proved here for ε
(l)
n < min {εC, εM}, are the basic assumptions
of the V.W.H. method which can work only if d
(l)
n 6= 0. To our knowledge in the
calculations based on this method there is no gap of eigenvalues and related overlaps.
This suggests indirectly that the anomalies d
(l)
n = 0 should be rare events in Nuclear
Physics, where also the restriction εn < εM is not severe, as observed in Subsect.
5.1. Note that the exclusion of the bound states embedded in the continuum of H
is an absolute restriction. Sometimes the V.W.H. method is applied also to these
states. This should be considered as an approximation in which the contribution of
the scattering states below their energy is neglected.
Let us compare the treatment of Sect. 5 and the present one in the hypothesis
d
(l)
n 6= 0, so that the coefficients d(l,0)n (r̂) are not identically null. Both the treatments
are subject to the same restriction ε
(l)
n < min {εC , εM}. For every direction r̂, eq.
(5.5) yields an unique eigenvector of the degenerate eigenvalue ε
(l)
n and establishes
that it belongs to the subspace PH . Changing the direction r̂ of the limit one
obtains various eigenvectors but no information about them and their relations. On
the contrary eq. (6.9) provides all the eigenvectors ϕ
(l,m)
n and allows to distinguish
the subspaces where they live by means of the more specialized projection operators
P (l,m)ϕ =
∑
ν, n
(l)
ν 6=0
(
a(l,m)ν ψ0, ϕ
) 1
n
(l)
ν
a(l,m)ν ψ0, a
(l,m)
ν ψ0 ≡
∫ ∞
0
u(l)ν (r) a
(l,m)
r ψ0dr,
(6.12)
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where u
(l)
ν and n
(l)
ν are the natural orbitals and the related occupancies of the density
matrixK
(l)
0 . The proof that the eigenvectors ϕ
(l,m)
n belong to the subspace P (l,m)H is
the same as in Sect. 5. Due to eq. (6.3) the projection operators P (l,m) are mutually
orthogonal so that
P (l,m)a(l
′,m′)
r ψ0 = δl,l′δm,m′a
(l,m)
r ψ0. (6.13)
Besides PH is the direct sum of the subspaces P (l,m)H :
PH =
∞∑
l=0
l∑
m=−l
⊕P (l,m)H . (6.14)
In fact using the first eq. (6.1) and eq. (6.13) one has for every r∑
l,m
P (l,m)arψ0 =
∑
l,m
∑
l′,m′
P (l,m)a(l
′,m′)
r ψ0Y
(l′,m′) (r̂)
=
∑
l,m
a(l,m)r ψ0Y
(l,m) (r̂) = arψ0 = Parψ0. (6.15)
Since PH is spanned by the vectors arψ0, eq. (6.15) holds also when the operators
are applied to an arbitrary ϕ ∈ PH and eq. (6.14) follows.
Using the eqs. (6.2) and (6.10), the eqs. (6.11) can be written in terms of scalar
products and norms (all independent on m):
lim
r→∞
r ek
(l)
n r
(
a
(l,m)
r′ ψ0, ξ
(l,m)
n,r
)
= d(l)n
(
a
(l,m)
r′ ψ0, ϕ
(l,m)
n
)
(6.16)
and
lim
r→∞
r ek
(l)
n r||ξ(l,m)n,r || = |d(l)n |. (6.17)
The limit of eq. (6.17) implies the existence of numbers b
(l)
n such that
r ek
(l)
n r||ξ(l,m)n,r || ≤ b(l)n , ∀r. (6.18)
Of course eq. (6.18) is weaker than eq. (6.17). Now, we shall exhibit that the
ultimate reason why the bound states ϕ
(l,m)
n belong to P (l,m)H is hidden into the
eqs. (6.16) and (6.18) only.
In advance, let us estabilish a contact with [1]. In our notations, and with a slight
extension to n′ > 0, eq. (24) of [1] reads∑
ν, n
(l)
ν 6=0
(
ϕ
(l,m)
n′ , a
(l,m)
ν ψ0
) 1
n
(l)
ν
(
a(l,m)ν ψ0, ϕ
(l,m)
n
)
= δn,n′. (6.19)
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For n′ = n, using the definition (6.12) of P (l,m), eq. (6.19) implies(
ϕ(l,m)n ,
(
1− P (l,m))ϕ(l,m)n ) = 0 (6.20)
which by the idempotency of the projection operator 1 − P (l,m) yields ϕ(l,m)n =
P (l,m)ϕ
(l,m)
n , i.e. the property that ϕ
(l,m)
n belongs to the subspace P (l,m)H . Unfortu-
nately the deduction of eq. (6.19) made in [1] is not a true proof since it requires the
exchange of a limit and a series which can be proved in no way. Nevertheless, the
same result can be obtained rigorously using eqs. (6.16) and (6.18) alone. Really,
eq. (6.16) implies by linearity
lim
r→∞
r ek
(l)
n r
(
ϕ, ξ(l,m)n,r
)
= d(l)n
(
ϕ, ϕ(l,m)n
)
(6.21)
for all the states ϕ of the linear manifold spanned by the vectors a
(l,m)
r′ ψ0, ∀r′. This
manifold is dense in P (l,m)H by the mere definition of this subspace. In addition the
vectors r ek
(l)
n rξ
(l,m)
n,r form a bounded subset of P (l,m)H due to eq. (6.18). Therefore,
by Theor. 3 of §26 of [16], eq. (6.21) implies the weak limit
w − lim
r→∞
r ek
(l)
n rξ(l,m)n,r = d
(l)
n ϕ
(l,m)
n . (6.22)
Thanks to the weak completeness of the Hilbert spaces, if d
(l)
n′ 6= 0 ∀n′ ≤ n we
can deduce in the usual way from eq. (6.22) that ϕ
(l,m)
n belongs to P l,mH . An
analogous proof holds for the three-D case. The relation
(
ϕ
(l,m)
n′ , P
(l,m)ϕ
(l,m)
n
)
=(
ϕ
(l,m)
n′ , ϕ
(l,m)
n
)
= δn,n′ and the definition (6.12) of P
(l,m) yield directly eq. (6.19).
These results follow only from eqs. (6.16) and (6.18). Eq. (6.17) is the convergence
of the norms of the vectors involved in eq. (6.22). If even this holds, eq. (6.22)
implies the strong convergence
s− lim
r→∞
r ek
(l)
n rξ(l,m)n,r = d
(l)
n ϕ
(l,m)
n . (6.23)
These considerations provide a precise mathematical support for the physical intu-
ition that the V.W.H. method would be inexplicable if the bound states ϕ
(l,m)
n would
not live in P (l,m)H .
7. Summary and concluding remarks
In this paper we considered systems of identical particles interacting via a two-
body potential possibly singular at finite distances and decreasing exponentially at
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infinity with arbitrary rate R (see eqs. (2.1) and (2.2)). Rotational invariance is not
required. Our interest has been focused mainly on the nuclei, ignoring the Coulomb
interaction from necessity. On the contrary the spin depending interactions have
been disregarded only because the theorems of Sect. 4 require an upper bound for
the ground state proved, in purely mathematical papers, for spinless particles only.
If, as expected, this bound has a more general validity our proofs are consequently
extended. Almost all the results of this paper follow from the exponential decay
of the ground state ψ0, of energy E0, of an (A + 1)-body nucleus when a nucleon
is very far apart from the residual system. The center of mass motion is removed
using the Jacobi coordinates r (of the nucleon) and ξ (internal coordinates of the
residual system). All the asymptotic behaviours are established in terms of limits in
the direction r̂ of r.
(a) Asymptotic behaviour of the overlaps. Let (ϕλ, arψ0) be the overlap between
ψ0 and a bound or unbound eigenstate ϕλ, of energy ελ, of the Hamiltonian H of the
residual system. Let us settle kλ = 2µ0 (ελ − E0)
1
2 , where µ0 is the reduced mass of
the distant nucleon. We obtained
lim
r→∞
r ekλr (ϕλ, arψ0) = dλ (r̂) , ∀ελ < εM , (7.1)
where dλ (r̂), given by the second eq. (5.2), depends necessarily on r̂ and in general
is not nought. In principle, cases of dλ (r̂) identically null are possible but in Nuclear
Physics they should be considered rare anomalies. The energy εM , given by eq. (5.1),
depends on A in the light nuclei and decreases slowly for growing R always remaining
higher than the ground-state energy ε0 of the residual nucleus. The behaviour of eq.
(7.1), proposed first by T. Berggren [13] for an unspecified dλ in the case of finite-
range potentials, up to now lacks a rigorous justification for interacting many-body
systems. Our proof is rigorous but subject to an energy upper limit which is the best
possible in our approach. We do not know whether a better result can be obtained
in other ways but our conjecture is th! at some type of cut-off, progressively more
severe for slowly decreasing interactions, has to exist.
(b) Exponential decay of ψ0. It is deduced in the form
s− lim
r→∞
r eknrξn,r = dn (r̂)ϕn, ∀εn < min {εC, εM} , (7.2)
where ϕn are the bound states of the residual nucleus, of energy εn, and
ξn,r ≡ arψ0 −
n−1∑
n′=0
(ϕn′, arψ0)ϕn′. (7.3)
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This result is subject to the further restriction εn lower than the threshold εC of the
continuous spectrum of the residual nucleus. This is purely due to the contribution
of the unbound states of energy lower than εn. Two facts must be stressed. First,
the limit of eq. (7.2) is understood in the sense of the strong convergence in the
Hilbert space H of the states of the residual nucleus. Pointwise limits are useless
here. Second, eqs. (7.1) and (7.2) are a strong way to express the exponential decay
of ψ0. As a matter of fact they imply
s− lim
r→∞
[
arψ0 −
n∑
n′=0
dn′ (r̂)
e−kn′r
r
ϕn′
]
= 0, (7.4)
i.e. the most common way of expressing the asymptotic behaviours in Physics, but
this is a weaker property insufficient for the purposes of this paper. Eq. (7.2) is rich
in consequences, all subject to the condition εn < min {εC , εM}.
(b.1) It implies the weak convergence
lim
r→∞
r eknr (ϕ, ξn,r) = dn (r̂) (ϕ, ϕn) , ∀ϕ ∈ H , (7.5)
which for n = 0 and a suitable choice of ϕ establishes the asymptotic behaviour of
many single-hole quantities, as the hole Green’s function at complex energies and
the related hole Hamiltonian. For n ≥ 0, choosing ϕ = ar′ψ0, eq. (7.5) yields the
asymptotic behaviour of the (subtracted) density matrices
Kn (r, r
′) = (ar′ψ0, ξn,r) = K (r, r
′)−
n−1∑
n′=0
(ar′ψ0, ϕn) (ϕn, arψ0) ,
K0 (r, r
′) = K (r, r′) ≡ (ar′ψ0, arψ0) (7.6)
which is
lim
r→∞
r eknrKn (r, r
′) = dn (r̂) (ar′ψ0, ϕn) . (7.7)
(b.2) Eq. (7.2) implies the corresponding limit of the related square norms ||ξn,r||2
which coincide with the (subtracted) nuclear densities ρn(r) = Kn(r, r):
lim
r→∞
r2e2knrρn (r) = |dn (r) |2. (7.8)
Eqs. (7.7) and (7.8) are the conceptual basis of the V.W.H. method [1] developed
here in Sect. 6.
(b.3) Hilbert properties of the bound states of the nuclei. Let us suppose that the
coefficients dn (r̂) are nonnull, even in different directions r̂. Therefore in successive
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steps eq. (7.2) implies that the bound eigenstates ϕn belong to the subspace PH ,
range of the projection operator
Pϕ =
∑
ν
nν 6=0
(aνψ0, ϕ)
1
nν
aνψ0, aνψ0 ≡
∫
uν (r) arψ0dr, (7.9)
where uν and nν are the natural orbitals and the related occupancies of the unsub-
tracted density matrix K. We have deduced that ϕn belongs to PH even under
conditions weaker than eq. (7.2): eq. (7.7), with dn(r̂) 6= 0, and the boundness of
the function r2e2knrρn(r), consequence of eq. (7.8). This proof, given at the end of
Sect. 6 in the partial-wave context, shows that the property ϕn ∈ PH is congen-
ital in the V.W.H. method. This property, which was the initial motivation of this
paper, means that every nucleus daughter of a stable nucleus with an extra nucleon
has bound eigenstates ϕn belonging to the subspace PH , range of the projection
operator P associated with the ground state of the parent nucleus. This property
characterizes strongly the eigenstates ϕn since PH is, so to! say, a rather small
subspace of H : one could find infinitely many subspaces of H of infinite dimension
which are orthogonal to PH . In the single-hole theory, developed in [9] and [10],
this restriction has a meaningful consequence which could not be foreseen at that
time. The dynamical part of the single-hole Hamiltonian H(h) defined in eq. (2.10)
is not null (differently from the uncorrelated case), but it has no role in determining
the single-hole overlaps. This displays a deep difference from the Hamiltonian for the
self-energy whose dynamical part is essential to determine the single-hole overlaps
with the bound eigenstates ϕn [14]. Note that the effective energy independence of
H(h) is a peculiarity of the hole case only. Nothing of the sort can be found in the
Feshbach’s Hamiltonian ([6], [10]) which provides the single-particle overlaps.
One could raise the following objection to the result ϕn ∈ PH . This subspace
should be composed of states of the form afψ0, where f is a square summable func-
tion of r (single-hole states). Therefore the eigenstates ϕn could not belong to PH
because they can be single-hole states only in the uncorrelated (or partially corre-
lated) systems. This objection is unfounded since it is based on the idea of a space
PH structured as in the independent particle model. Really the study of this sub-
space for the correlated systems performed in Subsect. 5.6 stresses many substantial
differences. In the independent particle model the dimension of PH is A+1 and all
its elements are single-hole states. On the contrary in the fully correlated systems its
dimension is infinite. This has two consequences. First, the occupation numbers nν
accumulate at zero, which makes problematic the convergence of some series involving
1
nν
. Second, the range of the unsubtracted density matrix is never a closed manifold.
It is just this property that allows PH to contain generalized single-hole states, i.e.
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strong limits of single-hole states which cannot be represented in the form afψ0 for
any square summable f . One can construct a lot of these states. Surprisingly even
the states arψ0 are of this type. It is only in the finite dimensional case that they are
single-hole states. An argument developed at the end of Subsect. 5.6 provides the
indirect evidence that the bound eigenstates ϕn are generalized single-hole states.
For sake of generality and to avoid too many indices we have considered potentials
without spherical symmetry. In Sect. 6 we treated central potentials to extend our
approach to degenerate eigenvalues. By proving eq. (7.2), specialized for the partial-
wave components ξ
(l,m)
n,r of ξn,r, we have obtained the rigorous justification of the
V.W.H. method. Moreover the Hilbert properties of the bound eigenstates ϕ
(l,m)
n of
the residual nucleus have been distinguished introducing, for every pair of quantum
numbers l and m, more specialized projection operators P (l,m) with ranges P (l,m)H
containing the vectors ϕ
(l,m)
n . These ranges are mutually orthogonal subspaces of
PH which is their direct sum.
In this paper the proof of the property ϕn ∈ PH is subject to three conditions:
(i) ϕn is not embedded in the continuum, (ii) its energy εn is lower than a maximum
energy εM and (iii) the coefficient dn(r̂) is not identically null. The exclusion (i)
is essential because the bound states embedded in the continuum can have nonnull
components both in PH and in its orthogonal complement QH , as shown at the
end of Subsect. 5.4. The restriction (ii) only concerns the exponential decay of ψ0.
No reason prevents ϕn from belonging to PH by other reasons. The case of dn(r̂)
identically null is a rare anomaly, at least in Nuclear Physics, which probably does
not allow the property ϕn ∈ PH . Work is in progress to develope a new approach
which investigates the ultimate physical reason of the property ϕn ∈ PH and the
meaning of the anomaly dn(r̂) = 0, ∀r̂.
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