The heating of the electronic distribution of a copper photocathode due to an intense drive laser pulse is calculated under the two-temperature model using fluences and pulse lengths typical in RF photoinjector operation. Using the finite temperature-extended relations for the photocathode intrinsic emittance and quantum efficiency, the time-dependent emittance growth due to the same photoemission laser pulse is calculated. This laser heating is seen to limit the intrinsic emittance achievable for photoinjectors using short laser pulses and low quantum efficiency metal photocathodes. A pump-probe photocathode experiment in a standard 1.6 cell S-band gun is proposed, in which simulations show the time dependent thermal emittance modulation within the bunch from laser heating can persist for meters downstream and, in principle, be measured using a slice emittance diagnostic.
Introduction
Photocathode electron sources are the electron source of choice for a wide variety of high brightness electron beam applications, including (but not limited to) free electron lasers (FELs) [1] , energy recovery linacs [2, 3] , as well as ultrafast electron microscopy and diffraction(UEM/D) [4, 5] . The advent of emittance compensation [6] , utilizing detailed knowledge of the initial spatial laser profile and space-charge dominated beam dynamics, has allowed the production of photoemitted beams with significant charge density and brightness dominated by the photocathode emittance, defined as:
where σ x is the rms spot size of the laser on the photocathode along a transverse cartesian coordinate x, mc 2 is the electron rest energy, and where MTE is the mean transverse energy of photoemission, analogous to the temperature of the photoemitted electrons. Generally, the initial laser size is determined by the beam's space charge dynamics, and the MTE is the single material parameter that encompasses the momentum spread induced in the electron's photoexcitation, transport to the surface (including any scattering mechanisms), and escape into the vacuum (including any contribution from surface nonuniformity). The prediction of the photocathode quantum efficiency and MTE requires a detailed knowledge of each of the above processes, and is an active area of research for both metallic and semiconducting emitters.
Metallic photocathodes are used widely in high brightness photoinjectors due to their insensitivity to poor vacuum conditions and their prompt temporal response. The prompt response times (< 50 fs) of metallic photocathodes enables novel beam dynamics methods, such as the use of the so called "blow-out" emission regime [7, 8] , in which an ultrafast laser pulse creates an initial charge distribution which is longitudinally thin and radially wide, which expands under space charge forces to create a uniformly filled ellipsoid downstream. The blowout regime can be driven via linear or nonlinear [9] photoemission processes.
However, the low quantum efficiency of metals requires high laser fluences, often on the order of the damage/ablation fluence of the metallic photocathode surface (10s of mJ/cm 2 ), coupled with the ultrafast (∼ 100 fs) pulses yields very large laser intensities (10s of GW/cm 2 ). At such intensities, it was proposed [10] and measured via time resolved reflectivity/transmissivity [11] or two photon photoemission spectroscopy [12] that on the sub-ps time scale of the laser pulse the temperature of the electronic distribution is effectively isolated from the lattice, and can increase to several thousand Kelvin, due in part to the large difference between the electron and lattice heat capacities. After this initial rise, equilibrium between the electrons and lattice is reached on the ps-timescale via electron-phonon scattering. In this work, we seek to calculate the extent to which a single ultrafast photoemission laser pulse's heating of the photocathode electronic distribution increases the intrinsic emittance of the electrons it emits.
To understand the conceptual role of the electronic temperature on the photoemission MTE, we first review previous analytic calculations of metallic photocathode properites. The MTE and quantum efficiency of metal photocathodes was given by the well-known calculation by Dowell and Schmerge [13] using a free-electron Fermi gas model with flat density of states and at zero temperature. For photon energy well above the workfunction hν φ, it was shown that MTE = (hν − φ) /3. This calculation was extended to include the effects of finite temperature and a realistic density of states in [14, 15] , in which it was shown that for photon energies at or below work function, MTE ≈ kT e , or the temperature of the electronic distribution. Hence, it is clear that if large enough, the electronic distribution temperature may contribute significantly to the emitted electron's MTE. Near threshold, the MTE is dominated by the electronic temperature, and hence any heating of the electron distribution via laser illumination directly limits the lowest achievable MTE. This ultrafast laser heating effect, which for a given cathode material depends primarily on the laser fluence, has not been taken into account in models of photoemission brightness before, and would manifest itself as a time dependent intrinsic emittance in the bunch.
This work will proceed as follows. First, we will calculate the rise in electronic distribution temperature from the well known two temperature model (TTM), using parameters for a copper photocathode. Then, we will calculate the time dependent change in electron beam emittance off the cathode using the extended Dowell-Schmerge relations, and then demonstrate how this effect may limit the minimum achievable intrinsic emittance in photoinjectors. Finally, we will propose a pump-probe experiment to measure this effect, and
show results from space charge simulations with a photoemitted beam that has an intrinsic emittance as a function of time. These simulations indicate that the temperature modulation will persist meters downstream of a standard 1.6 cell normal conducting rf gun, where a slice emittance diagnostic may be employed to measure the temperature modulation of the beam.
1D two-temperature model
The TTM, originally proposed in [10] , treats the electrons and lattice as separate thermal subsystems that interact via an electron-phonon scattering term. In one spatial dimension, the TTM is given by:
where here C e/l (T e/l ) is the electron/lattice heat capacity per unit volume, which is a function of the electron/lattice temperature. Both temperatures are functions of time (t) and longitudinal position (z) into the sample, but we have suppressed this dependence for simplicity. K e is the electronic thermal conductivity (a function of the electronic temperature), g is the electron-phonon coupling constant, and S(t, z) is the laser intensity source term. For the remainder of the work, we will restrict our discussion to a bulk copper photocathode, a material that has been the subject of a number of ultrafast photoexcitation and TTM modeling studies [11, 16, 17] .
We make the standard replacement that the electronic heat capacity varies linearly with the electronic temperature C e = γT e , where γ = 96.6 J m 3 K 2 [16] . For C l (T e ), the Debye model is applied, where we use the Debye temperature for Cu, Θ D = 343 K [17] . The electron thermal conductivity is also known to depend linearly on the electron temperature, such that we may write K e = K e0 T e /T l where K e0 = 401 W/m · K is the thermal conductivity at 300 K [18, 17, 19] .
For bulk copper with surface at z=0, we assume a Gaussian temporal distribution for the laser intensity:
where here R is the reflection coefficient, F 0 is the incident laser fluence, σ t the laser pulse width with t 0 = 4σ t , and d p is the effective penetration depth of the laser energy. It has been previously determined that the effective penetration depth needs to be increased beyond the optical skin depth to include the electron ballistic range, thereby increasing the effective laser-material interaction volume and decreasing the predicted peak temperature [20, 17, 19] . For gold, the measured values of the electron ballistic range agree reasonably well with the ballistic range calculated theoretically [17, 21] ; for copper, the ballistic range is 70 nm, and the optical skin depth of 800 nm (266 nm) light is 13 nm (12 nm). Hence, throughout this work, we use a constant d p = 83 nm.
Note that the TTM implicitly assumes the existence of an electronic temperature, an assumption that has been shown to be false for low intensity illumination [12, 22] . In this case, the electron-electron scattering timescale (which produces electronic thermalization), overlaps with the electron-phonon timescale, for which the TTM is no longer applicable. However, it has been shown that the thermalization time of the electronic distribution decreases with increasing laser fluence: within Fermi-liquid theory, the inverse lifetime of a single hot electron due to electron-electron collisions scales as τ
e−e ∼ (kT e ) 2 [22] . This is however not a multiple-particle quantity representative of the entire electronic distribution. Alternatively, in [22] , a Boltzmann collision integral simulation method was applied using a realistic density of states. The thermalization times in gold for the excitation fluences/temperatures less than or equal to those considered in this work were calculated to range from 100s of fs down to 10s of fs, decreasing with increasing fluence. Thus, for the weak excitation case considered in this work (∼ 10 mJ/cm 2 and 3 ps rms) the electron temperature may not be well defined at sub-ps timescales [12] , given the overlap of the electron thermalization timescale with electron-phonon relaxation. Nonetheless, in [12] , the TTM provides agreement with data after roughly 1 ps. Thus, for the purposes of this work, the assumption of immediate thermalization is reasonable.
Before solving the TTM numerically for a specific case, we can extract a few analytic scaling limits. To estimate the peak electronic temperature, assuming the laser pulse is short compared to the electron-phonon relaxation time, we can neglect the contribution of the electronic diffusion and coupling to the lattice (K e → 0 and g → 0). It can then be easily shown that the maximum electronic temperature reached in the sample is:
Note that in this limit, the maximum temperature does not depend on the laser pulse length, but only the absorbed fluence. To estimate the timescale for electron-phonon relaxation, we continue to neglect electron heat conduction, but now consider nonzero g. Here we may assume C l → ∞ and T l = 0, so that that dT e /dt = −g/γ, or a linear temperature decrease with a timescale of
irradiation with 10 mJ/cm 2 absorbed fluence yields a T max = 5000 K, with a corresponding τ e−p of roughly 5 ps.
The inclusion of electron heat conduction decreases the peak electron temperature, and hence also increases the rate of equilibration with the lattice. To estimate the strength of this effect, we first ignore lattice and under the assumption of a point laser source term, the diffusion equation Green's function yields an effective diffusion length as a function of time of [19] :
This length can be viewed as decreasing the source energy density in the material, and after 100 fs this length is ≈ 50 nm. Given that this is comparable to the effective penetration depth, and
, we expect an order unity correction to the T max and τ e−p . However, note that with heat conduction the peak temperature is now a function of the laser pulse duration, even for pulses much shorter than τ e−p . We solve the TTM numerically for an example where a pulse with 10 mJ/cm 2 fluence and σ t = 300 fs is absorbed on copper. The solution boundary is extended to z = 800 nm, sufficient to approximate bulk copper, at which point the temperature is held fixed at 300 K. The electron and lattice temperatures as a function of time are plotted in Fig. 1 . The red, dashed curves do not include any effects of thermal conductivity (K e0 → 0 ), and the dotted horizontal line is the estimation of Eq. 5. The linear decrease of the temperature just after the peak in the case of no thermal conductivity is noteworthy, along with the decrease of both the peak temperature and equilibration time when thermal conductivity is included.
Intrinsic emittance growth
We calculate the intrinsic emittance increase as a function of time for the temperature profile shown in Fig. 1 . We apply the extended Dowell-Schmerge relations for finite temperature presented in [14] . We assume that the temperature pertinent for the emission is that at the z=0 surface. The photoemission MTE is given by:
where the excess energy E ex is defined as hν − φ ef f , φ ef f is the effective work function including the Schottky lowering due to the applied field, and Li n is the polylogarithm function of order n. For small excess energy, MTE → kT e , and for large excess energy, MTE → E ex /3.
The quantum efficiency as a function of excess energy and temperature is given by:
where E f is the Fermi energy (7 eV in Cu), and C is a constant. In general, the prefactor of Eq. 8 also depends on wavelength, via the reflectivity and the electron mean free path [13] , but change in the prefactor from these effects are of order unity and are thus small compared to the modulation due to the polylogarithm.
The material workfunction is also approximately constant with respect to temperature. Though the workfunction is known to vary with temperature primarily because of lattice effects (thermal expansion and atom vibration) [23] , and the slope of the temperature dependence is in general approximately one Boltzmann constant, and hence for lattice temperatures reaching ∼ 500 K, the workfunction modulation is much smaller than the contribution from the electronic temperature at the peak.
The intrinsic emittance for multiple values of E ex are plotted in Fig. 2 for the temperature profile shown in Fig. 1 . Note that the peak emittance modulation is from this effect is apparent even for values of E ex that yield thermal emittances comparable to typical values achieved in experiment (0.8 − 1 µm/mm) with the 3rd harmonic of 800 nm Ti:Sapphire lasers in s-band rf guns [7, 9] . Furthermore, the relative height of modulation increases with decreasing excess energy. Thus, we see that for ultrashort pulse illumination, the intrinsic emittance is inherently limited by the absorbed fluence. To illustrate the effect of using longer pulses, the case previously considered is recalculated for an order of magnitude longer pulse, σ t = 3 ps. The electron and lattice temperatures, as well as the MTE and QE vs time are shown in Fig. 3 .
Here, the fluence remains 10 mJ/cm 2 , and hence the estimate of Eq. 5 remains unchanged. Here, however, the peak temperature only reaches a maximum value of ∼1000 K. The MTE and QE well above threshold (E ex = 0.9 eV) are nearly unchanged by the temperature rise. However, at threshold (E ex = 0), the minimum intrinsic emittance nearly doubles at the time of peak electron temperature. The transverse beam charge density is typically set by space charge dynamics to ensure the full charge extraction and emittance preservation. For instance, in the blow-out regime of photoinjector operation, the charge density should be set to σ ≤ αE 0 0 , where E 0 is the extraction field at the cathode. Here the maximum charge density extractable E 0 0 is reduced by a factor α (typically 0.1 for the blowout regime) to make sure the beam emittance is not diluted by image forces during emission [7] . The required absorbed fluence is then:
where here we have explicitly written that the average quantum efficiency over the pulse QE ∝ QE(t)S(t, 0)dt is a function of the fluence and excess energy.
Thus, by numerically tabulating QE given by the TTM and Eq. 8, one may then numerically invert Eq. 9 for the relationship between fluence and excess energy that produces the correct charge density. With fluence and excess energy constrained by Eq. 9, the average MTE, MTE ∝ QE(t)MTE(t)S(t, 0)dt, is no longer a monotonically decreasing function as E ex → 0. Rather, there will exist a choice of fluence and excess energy that minimizes the average MTE. This minimum MTE will depend strongly on the quantum efficiency scale in Eq. 8. This minimum is depicted in Fig. 4 . 
Two photon photoemission spectroscopy in an s-band rf gun
To verify that this effect poses a limit to the intrinsic emittance from cathodes, it is in principle possible to measure the emittance as a function of absorbed fluence using a single pulse to both heat and liberate electrons. However, either using linear (UV) or nonlinear photoemission (NIR), for intensities > 10 GW/cm 2 , space charge effects may begin to dilute the emittance. Though these effects may be mitigated via emittance compensation, the emittance must be re-optimized for each fluence setpoint, and the emittance will in general be affected by distortion in the laser spatial mode.
Alternatively, one can employ a variant of time-resolved two photon photoemission spectroscopy (TPPS) to measure this effect using both a pump and probe pulse. In short, in this proposed scheme, a pump laser pulse of high intensity and long wavelength drives the photocathode heating, while a probe laser of multiple ps duration photoemits a beam with a time dependent thermal emittance, smaller at later times, due to the electron phonon coupling. We envision this experiment to take place in a standard 1.6 cell normal conducting RF gun with a downstream slice transverse emittance diagnostic.
In this proposed experiment, we set the pump pulse intensity to be 10 mJ/cm 2 (absorbed), σ t = 300 fs, as in the calculations above, corresponding to 13 GW/cm 2 peak intensity. The wavelength is set 800 nm. Though the reflectivity of Cu is poor at 800 nm, the cathode may be AR coated without effect on the intrinsic emittance [9] . For a uniform pump beam of radius 100 micron at the photocathode, this requires only ∼ 3 µJ of absorbed energy.
The probe pulse is a low intensity UV pulse with multiple ps duration with variable delay relative to the probe pulse. The probe wavelength is set to yield E ex = 0.36 eV (green curves in Fig. 2 ), which provides a balance between sufficient QE and small enough MTE to resolve the induced temperature modulations. For a probe pulse of the same radius as the pump, a charge of 0.1 pC, and an assumed linear QE of 10 −6 , this requires a probe fluence of ∼ 1 mJ/cm 2 at the cathode, which with a 3.5 ps pulse length yields a maximum induced temperature of only < 600 K, which is small compared to the temperature induced by the pump, which is rougly 3000 K at the peak.
Considering that we seek to measure a modulation of the beam temperature in the probe electron beam, we must determine whether the modulation persists downstream at the emittance diagnostic, including any effects of space charge and temperature diffusion within the probe electron beam. To do this, we employ the space charge tracker General Particle Tracer [24] to perform start-toend simulations of the process. In this case, the temporal distribution is set to a flat top with length 3.5 ps, which is approximately the time required for the peak electronic temperature to reach a minimum. A linear ramp in the MTE from the cathode, corresponding approximately to the emittance profile ramp given in Fig. 2 (MTE from 300 → 127 meV), using a low-discrepancy Hammersley sequence to minimize effects of shot noise with 10 5 macroparticles. Only smooth space charge forces are considered, which is valid considering the low density and high temperature of the probe beam. Any pump-driven photoelectron beam is not modeled, and is foreseen to be blocked by using a mask downstream of the slice-emittance diagnostic deflection cavity.
We use the UCLA Pegasus 1. The emittance as a function of the temporal coordinate of the bunch at the cathode, just prior to the waist, and at the measurement point is shown
in Fig. 8 . Note that both the bunch length and emittance modulation are largely preserved up to the waist. After the waist the beam experiences a global emittance increase, but the emittance slope remains roughly constant. Thus, the temperature modulation of the MTE induced from ultrafast laser heating can persist and would be measurable with a slice emittance diagnostic.
Conclusions
In this work, we have shown that the intrinsic emittance of metallic cathodes driven with ps-scale and shorter laser pulses can be directly limited by the ultrafast heating of the electronic distribution. We applied the widely successful two temperature model to calculate this heating for multiple cases that might be typical of RF photoinjector operation. In doing so, we find the full miti- multiple-ps duration laser pulses, where applicable, as such pulses make use of the ps electron-phonon equilibration timescale. Finally, we propose an experiment to measure the laser induced time dependent modulation of the cathode intrinsic emittance using a variation of two-photon time resolved photoelectron spectroscopy but using standard photoinjector diagnostics downstream of a 1.6
cell RF photogun.
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