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Abstract
More and more researchers are focusing on the management, querying and pattern
mining of streaming data. The visualization of streaming data, however, is still a very
new topic. Streaming data is very similar to time-series data since each datapoint has
a time dimension. Although the latter has been well studied in the area of information
visualization, a key characteristic of streaming data, unbounded and large-scale input, is
rarely investigated. Moreover, most techniques for visualizing time-series data focus on
univariate data and seldom convey multidimensional relationships, which is an important
requirement in many application areas. Therefore, it is necessary to develop appropri-
ate techniques for streaming data instead of directly applying time-series visualization
techniques to it.
As one of the main contributions of this dissertation, I introduce a user-driven ap-
proach for the visual analytics of multivariate data streams based on effective visualiza-
tions via a combination of windowing and sampling strategies. To help users identify and
track how data patterns change over time, not only the current sliding window content
but also abstractions of past data in which users are interested are displayed. Sampling is
applied within each single time window to help reduce visual clutter as well as preserve
data patterns. Sampling ratios scheduled for different windows reflect the degree of user
interest in the content. A degree of interest (DOI) function is used to represent a user’s
interest in different windows of the data. Users can apply two types of pre-defined DOI
functions, namely RC (recent change) and PP (periodic phenomena) functions. The de-
veloped tool also allows users to interactively adjust DOI functions, in a manner similar
to transfer functions in volume visualization, to enable a trial-and-error exploration pro-
cess. In order to visually convey the change of multidimensional correlations, four layout
strategies were designed. User studies showed that three of these are effective techniques
for conveying data pattern changes compared to traditional time-series data visualization
techniques. Based on this evaluation, a guide for the selection of appropriate layout strate-
gies was derived, considering the characteristics of the targeted datasets and data analysis
tasks. Case studies were used to show the effectiveness of DOI functions and the various
visualization techniques.
A second contribution of this dissertation is a data-driven framework to merge and
thus condense time windows having small or no changes and distort the time axis. Only
significant changes are shown to users. Pattern vectors are introduced as a compact format
for representing the discovered data model. Three views, juxtaposed views, pattern vector
views, and pattern change views, were developed for conveying data pattern changes. The
first shows more details of the data but needs more canvas space; the last two need much
less canvas space via conveying only the pattern parameters, but lose many data details.
The experiments showed that the proposed merge algorithms preserves more change in-
formation than an intuitive pattern-blind averaging. A user study was also conducted to
confirm that the proposed techniques can help users find pattern changes more quickly
than via a non-distorted time axis.
A third contribution of this dissertation is the history views with related interaction
techniques were developed to work under two modes: non-merge and merge. In the
former mode, the framework can use natural hierarchical time units or one defined by
domain experts to represent timelines. This can help users navigate across long time peri-
ods. Grid or virtual calendar views were designed to provide a compact overview for the
history data. In addition, MDS pattern starfields, distance maps, and pattern brushes were
developed to enable users to quickly investigate the degree of pattern similarity among
different time periods. For the merge mode, merge algorithms were applied to selected
time windows to generate a merge-based hierarchy. The contiguous time windows having
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similar patterns are merged first. Users can choose different levels of merging with the
tradeoff between more details in the data and less visual clutter in the visualizations. The
usability evaluation demonstrated that most participants could understand the concepts of
the history views correctly and finished assigned tasks with a high accuracy and relatively
fast response time.
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Chapter 1
Introduction
1.1 Motivation
Advances in hardware enable people to record data at rapid rates, e.g., kilobytes or mega-
bytes per second or even higher speeds. Some real application areas require data analysis
at the same speed as the data being collected, such as monitoring the health of a collec-
tion of people, investments, or computer systems. Moreover, in many cases, the volume
of data precludes storage for later analysis. For example, network traffic monitoring in-
volves tracking each packet to identify features of interest, such as bottlenecks and poten-
tial intrusions. It is insufficient to detect potential network attack with significant delay;
immediately revealing an intrusion will increase the network administrator’s effective-
ness in handling the hacking. In the areas of database and knowledge discovery, the term
data streams or streaming data has been used to refer to such data that keeps growing
and needs to be processed on the fly. Researchers have developed many techniques to
manage, query and analyze data streams in real-time [22].
In recent years, people have agreed that visualization can play a critical role in the
processes of data analysis and decision-making, since it can help analysts use visual per-
1
ception to uncover different patterns, such as clusters, associations, relationships, and
trends. Moreover, visual analytics can provide an interactive environment that combines
human visual cognitive capabilities with high performance computations, thus improving
the speed and accuracy at which analysts discover data patterns. However, there has been
little work to date on stream visualization.
Streaming data is similar to time-series data, which has been identified as one of basic
data types [55] in the area of information visualization. In both data types, each datapoint
has a time attribute, i.e., a timestamp. One can find a rich set of visualization techniques
for time-series data in the literature. As the first step, one thus should consider the direct
application of such existing time-series data visualization techniques to streaming data.
Hence, the problem of visually exploring data streams can be partially addressed. For
example, a continuously expanding line chart can convey the trend of a univariate data
stream. However, an important characteristic of streaming data, unbounded input, makes
this simple approach ineffective and incomplete, as existing visualization techniques for
time-series data generally regard the whole dataset as static and assume that all of the
data is available before rendering. This is inappropriate for streaming data. Instead, it is
necessary to design techniques capable of processing streaming data in a continuous and
unbounded fashion.
Two other challenges arise in the visual exploration of both time-series and streaming
data that must be addressed in order to help users perform common data analysis tasks:
(1)Temporal Visual Mining: Many data mining tasks can be targeted on time-series
data, including the discovery of temporal association rules and pattern evolution
[53]. Existing time-series data visualization techniques only support a small frac-
tion of these tasks. In this dissertation, I focus on one important type of temporal
mining: how data patterns change over time.
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(2) Multivariate Correlations: Although a few existing visualization techniques for
time-series data try to present the relationships among multiple dimensions, their
usefulness is often limited. For example, Hao et al. compute and display the degree
of importance for dimensions [25] , and present some pre-specified statistical values
among dimensions [24]. However, dimensions often have complex interrelations
that these methods do not convey. In this dissertation, I aim to combine multivariate
and time-series data visualization techniques for streaming data to fill this gap.
The main goal of this dissertation is to present a framework for visually exploring
unbounded multivariate data streams online and afterwards. In other words, this goal
can be split to two parts: (1) visualize streaming data without too much delay when new
data arrives, and (2) provide a history view to help users identify recurring or changing
patterns over history. Although different patterns exist in many application areas, this
dissertation will focus on how multivariate data patterns change over time. Two examples
to be discussed are: (1) the change of the regression line slope; and (2) The movement of
a cluster from one time window to the next
1.2 The Sketch of Proposed Solutions
To achieve the goal mentioned in the previous section, I proposed solutions based on the
following three aspects:
• Data Definition and Preprocessing: A fact is that streaming data is dynamic, since
the new data keeps arriving at data processing centers. But most existing visualiza-
tion techniques are designed for static data. It is true that one possible solution is
to update the existing techniques a little bit to adapt them to the dynamic data. For
example, shifting a line chart can leave space for new data. However, this design is
awkward because it lacks extensibility. For example, if the application requirement
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is to convey complex multivariate data patterns, it might be unavoidable to use scat-
terplots or other visualization techniques that are difficult to shift. In addition, some
tasks require the visualization systems to retrieve data patterns using data mining
algorithms before generating the final output. To solve these problems, I propose
to separate the data preprocessing from the visualizations. In this dissertation, a
data preprocessing unit was designed that can retrieve data patterns and detect pat-
tern changes in the streaming data, and wrap a part of the streaming data in a static
dataset before sending it to the visualization unit.
• Visualizations for Current Data: Although I mainly use existing visualization
techniques for static data, the visualization itself still can change when a new time
window arrives. Since data changes might be very quick, or there are too many
changes in one figure, under certain circumstances, it is possible that the visualiza-
tions have changed to the next frame before users fully extract the pattern changes
of interest. Thus the design of visualization techniques should reduce users’ re-
sponse time as much as possible.
• Visualizations for Historical Data: As well as monitoring the live stream, users
might want to explore the past data over a long period, e.g, within the past year.
Some common data analysis tasks include: What is the trend for the data patterns
within the past year? Are there any cycles or rules for the data pattern changes? Do
some time periods have similar data patterns to a specific time window? To help
users answer these types of question, data preprocessing algorithms and visualiza-
tion techniques are needed for history data. For the data preprocessing, I made use
of the algorithms for current data but with some adaptations. For example, users
might want to observe the data in a hierarchical time structure, so the data model
must be modified to accommodate this goal. When designing the visualizations and
4
interactions, the data can be regarded as static and the restrictions for current data
can be ignored. In other words, the historical data can be regarded as regular time
series data.
In the remaining part of this section, I will briefly describe the three developed ap-
proaches. The first two aim to visualize dynamic streaming data, while the last focuses
on history data.
1.2.1 A User-driven Approach Based on DOI Function
This approach aims to visualize the dynamic data as follows. The data in the current
window is mixed with those in the past windows and displayed in an interactive view.
Datapoints from different time windows mixed within the view are distinguished using
different visual attributes, or the data is juxtaposed in an ordered set of views. A degree
of interest (DOI) function [21] is introduced to describe the degree of user interest in a
particular window. A lower DOI value results in a smaller sampling ratio. This approach
works in two ways: (1) Users can choose which windows to show, normally those con-
taining data patterns that users want to compare; and (2) Users can reduce visual clutter
by assigning lower DOI values to selected windows. A special consideration during the
design of the DOI function was to adapt it to a dynamic context. For example, in highway
traffic monitoring, one time window could be 30 minutes, and users want to compare the
data patterns between the current window and the previous one. When it is 6:00AM, the
two most recent windows are 5:00AM-5:30AM and 5:30AM-6:00AM. After one hour,
the two recent windows will be 6:00AM-6:30AM and 6:30AM-7:00AM. Thus, a reason-
able way is to refer to the time window using the distance between a given window and
the current window in the DOI function.
Figure 1.1 shows examples of visualization layouts. This figure uses a small slice
(5:00AM-6:30AM on Feb. 16, 2009) of a traffic data stream provided by Mn/DOT (Min-
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nesota Department of Transportation) [48]. In this slice, each datapoint includes three
measured values during a 30 second period from sensor D722. I only choose two dimen-
sions to investigate their correlations here. One dimension is the average vehicle speed
(Speed), and the other is the percentage of time that the detector sensed a vehicle (Oc-
cupancy). A traditional time-series data visualization technique, a line chart, is shown
in Figure 1.1(a). Figure 1.1(b) shows a naı¨ve solution that treats all datapoints in these
1.5 hours as a static dataset. One can neither identify any strong relationship between
Speed and Occupancy, nor learn how patterns changed over time. Figure 1.1(c) splits the
data stream into three time windows and uses colors to denote the age of the windows.
One can draw a conclusion that Occupancy does not correlate with the change of Speed
in the early period, but an obvious negative relationship exists between these two dimen-
sions later. In Figure 1.1(d), each time window is visualized by a scatterplot and three of
them are juxtaposed in the order of the time attribute. One can easily confirm the pattern
changes that were found in Figure 1.1(c), but the last visualization technique relieves the
visual clutter found in Figure 1.1(c). In Figure 1.2, One can see how DOI functions work
to reduce visual clutter. After the DOI function is adjusted to reduce sampling ratios of
the three windows, visual clutter is reduced, and users can more clearly see how a single
cluster moves over time.
Although the above approach can be applied to regular static time-series data, the
following issues are some considerations to make it efficient for streaming data:
• As mentioned above, the definition of the DOI function is based on the dynamic
context of the data stream.
• When designing the visualization techniques to convey the data pattern changes,
users’ response time is the first priority, since the visual output will get refreshed at
regular intervals and users have limited time to observe each figure.
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(a) (b)
(c)
0500 0530 0600
Line A Line B
(d)
Figure 1.1: This figure shows some of the main ideas of the user-driven approach based
on DOI functions using traffic data collected from a highway entrance. (a) A traditional
time-series data visualization; (b) All datapoints are shown together in a traditional scat-
terplot; (c) The ages of data are denoted by colors; (d) Juxtaposition of data in the order of
timestamps. Figures (c) and (d) can convey how the fit line slope (I added lines A and B
to Figure (d) to make this obvious) changes from one window to the next, but it is difficult
to see this change in (a) and (b).
(a) (b)
Figure 1.2: Using DOI functions to reduce visual clutter on a sleep data stream. (a) All
datapoints are displayed; (b) Sampling is applied to each time window based on the DOI
function after user adjustment.
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1.2.2 A Data-driven Approach Using Compression
The solution based on DOI functions is effective to visualize the data pattern changes
across several time windows. However, if the number of time windows is very big, say
20, this approach does not work well. Figure 1.3 uses step juxtaposition to visualize
a slice of traffic data having 13 windows. In this figure, the focus is still the changes
of the regression line slope for the linear trend between Occupancy and Speed. One
interesting phenomena is that the regression line in the first subfigure is horizontal, and it
becomes almost vertical in the last subfigure. So, one data analysis task is to find where
the regression line changed. This might take 20 or 30 seconds to find the change in the
subfigures with label “big change”. Under some circumstances, this is not an acceptable
response time for urgent tasks. The reason is that the subfigures having “big change”
are buried by other ones. In conclusion, when the number of time windows chosen by
the DOI function is too big, the disadvantages of the proposed solution include: (1) it
might result in a slow response rate, which is not acceptable for some applications, e.g.,
intensive care units; (2) the display canvas is wasted by a lot of subfigures with small or
no changes.
One intuitive solution is using a distorted time axis via assigning more space to sub-
figures with big pattern changes and merging those with small and no changes. This is a
commonly-used technique in many time-series data visualizations [3, 26, 46]. However,
all of these techniques are user-driven, which means users decide which slice of the data
gets more screen space. For data streams, this is not acceptable, because many applica-
tions need a quick response. Thus, the basic idea is to design algorithms to automatically
merge windows with small or no changes and assign more screen space to periods having
large pattern changes. Figure 1.4 shows a motivating example, where 48 original win-
dows (24 hours) are merged to 3 windows and then visualized by 2 subfigures. Note that
each subfigure contains the data in two adjacent time windows, and is linked to the time
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Figure 1.3: A juxtaposed output using the traffic data of 6.5 hours from a specific sensor.
13 windows are shown in this figure. Each subfigure shows two contiguous windows.
Data for the current time period is black, and for the previous is yellow. Significant
changes are buried in a lot of subfigures with few or no changes.
Figure 1.4: 48 windows, containing the data in Figure 1.3, are merged to 3 windows and
then shown with 2 scatterplots. Each scatterplot contains two windows, and is linked to
the time axis via three lines to delimit the time range for these two windows.
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axis via three lines (two thick and one narrow) to delimit the time ranges for these two
windows. Obviously, Figure 1.4 reduces users’ response time significantly, and merging
maintains most of the information about recognizable changes of the fit line slope: the
increasing at 6AM, and the decreasing at 8PM.
After merging windows, the next problem is to visualize the data pattern changes.
In this dissertation, I describe three types of views to achieve this goal: (1) juxtaposed
views: laying out all windows using small multiples to enable users to detect the pattern
changes; (2) pattern vector views: representing the data pattern in each window via a
vector, and then visualizing these vectors using traditional time-series data visualizations,
e.g., line charts; (3) pattern change views: calculating the distance (change) between
pattern vectors and visualizing these changes directly.
For some applications, a pattern vector contains only several variables, and users are
interested in how each variable changes across time windows. For example, in the prior
examples about traffic data, the pattern of interest is the slope change of the regression
line. This is equal to tracking a univariate variable. Thus it is reasonable to use traditional
time series data visualization techniques, such as line charts or bar charts, to represent
the trend. For the proposed three views in the prior paragraph, pattern vector and pattern
change views are suitable for this type of case, even across a relatively long time period,
e.g, the changes of traffic patterns across one week.
In the algorithm to merge windows, the number of original windows in the current
view shown to users is fixed. If one new window arrives, the oldest window in the final
view must be removed. This expired window cannot be discard, because users may want
to study the change of data patterns over a long time range, e.g., the traffic change within
one month. Thus another important issue that needs to be addressed is about storage.
Policies have been designed to choose whether to store all tuples or only a vector to
describe the data patterns (the pattern vector), for a specific time window. The latter
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solution can save memory space at the cost of losing data details and requiring that the
pattern vector of a merged window must be computed from the vectors of its associated
original windows. This assumption is true for most statistical values, such as average,
standard deviation, minimum and maximum. Chen et al. indicate that this is possible for
regression analysis on data cubes [15].
1.2.3 History Views with Nested Hierarchical Timelines
In the prior section, I proposed pattern vector and pattern change views with traditional
time series data visualization techniques for streaming data across a relatively long time
period. This is a possible solution for the visualization of history data. However, if the
duration for the whole dataset is very long, e.g., one year, this solution might fail. It is
true that the merge algorithm can be applied to the whole dataset, but this cannot satisfy
users’ requirements. Reasons are as below:
• It is not practical to apply the merge algorithm to the whole dataset because it is
very possible to lose some important details. For example, if the traffic data of
one year is compressed to less than 365 time windows, nobody can see the traffic
pattern changes in some days.
• Only showing line or bar charts cannot solve some more practical data analysis
tasks, such as discovering the similarity among different time periods.
• Many temporal datasets have hierarchical time structure and their patterns change
in a cyclic way. A traditional line chart or bar chart, as mentioned in Sections 1.2.1
and 1.2.2, cannot effectively convey this phenomena.
In the recent literature, distorted timelines are commonly used in the visualizations
for large scale time series data [3, 26, 46, 62]. For example, Bade et al. [3] used three
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timelines at different resolutions to represent a time series dataset across 9 years. Users
can easily navigate to any time period. Borrowing from this idea, I have developed a
hierarchical structure to represent timelines. This structure is defined by users. It can be
based on natural time units, such as years, quarters, weeks, and days, or from an arbitrary
definition. Figure 1.5 shows an example of hierarchical timelines having five levels. Users
have specified a perspective level on quarters and a pattern level on days. It means that
users wanted to investigate how the traffic patterns change across days within a selected
quarter. Figure 1.5 also shows a history view composed of glyphs in a grid. Each glyph
corresponds to one day in the selected quarter and conveys the slope change of regression
line ( Occupancy against Speed) via a curve.
Although this is a natural extension of pattern vector views described in Section 1.2.3.
this solution has some obvious advantages:
• This solution makes it easy for users to discover cyclic pattern change phenomena
on the streaming datasets having hierarchical time structure.
• The goal to investigate the similarity among time windows cannot be achieved by
applying more visualization and interaction techniques to the above proposed solu-
tion. For example, distance measures can be used to represent the difference among
glyphs and map them to colors.
When users explore the traffic data, they might want to observe the detailed informa-
tion within one day instead of pattern abstractions. That is to say, they want to observe
the datapoints themselves instead of pattern vectors. This will bring the same problem
as that in Section 1.2.2, long response time caused by too many time windows (Figure
1.3). Therefore, I use the merge algorithm mentioned in Figure 1.2.2 to reduce the num-
ber of visualized windows in each day. Different from the solution described in Section
1.2.2, this generates multiple merge results, each of which has a different number of time
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Figure 1.5: This figure shows a history view (top) with hierarchical time structure (bot-
tom) defined by users. I focus on the changes across contiguous windows on the pattern
level (days) in this figure. The selected quarter (March 30 - June 29) on the perspective
level is highlighted in red color and indicates the time periods of interest. The red color
on the week and day level means all segments in the selected quarter are selected. In the
history view, each glyph corresponds to one day (pattern level) and contains a curve to
represent the slope change of regression lines within 48 time windows for each day. Grey
background is applied to all weekdays to help readers observe data patterns.
windows. One example is first merging 48 original windows to 22 windows, and then
changing the threshold for the pattern change measures for merging 22 windows to 9
windows. This merging process can be repeated until until only one window contains all
datapoints in this day. Thus a hierarchical structure is generated to allow users to select
an appropriate level to observe data details.
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1.3 Major Contributions of the Dissertation
The main contributions of this dissertation are as follows:
A user-driven approach based on a DOI function
• A framework for the visual exploration of streaming data is presented. This frame-
work applies the strategies of windowing and sampling to multivariate and time-
series data visualization techniques. Its aim is to handle unbounded input as well
as to convey trends, multivariate correlations, and the changes of data patterns over
time.
• This framework allows users to define DOI functions to describe the degree of
users’ interest [21] for different portions of the data. This function enables users to
choose which windows to display, and to adjust sampling ratios to reduce possible
visual clutter.
• Four layout strategies are designed to organize multivariate data visualizations and
convey the change of multi-dimensional correlations.
• User studies showed that three of four proposed strategies can effectively convey
multivariate pattern changes compared to traditional time-series data visualization
techniques. Using the experimental results, a guide was derived to advise data
analysts and visualization system developers to choose appropriate layout strategies
in terms of the characteristics of datasets and data analysis tasks.
• Interaction techniques were designed and integrated to help analysts explore data
streams, including a DOI function interaction tool that helps users analyze data via
a trial-and-error process, and linked brushing across multiple views. Several cases
studies are discussed to show the effectiveness of these interaction tools.
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A Data-driven Approach Using Compression
• A framework was developed to visualize data streams with the goal of showing
significant pattern changes to users. The main approach is to merge those windows
with few or no changes when visualizing and storing recent as well as old data.
• The above framework is materialized using two frequently used data patterns: linear
trends and data range.
• Experiments were performed to show that the merge algorithm preserves more
change information than an intuitive pattern-blind averaging. User studies were
conducted to demonstrate that the techniques can significantly reduce users’ re-
sponse time when looking for significant pattern changes in a data stream.
History Views with Nested Hierarchical Timelines
• A framework was designed to convey the pattern changes within a relatively long
time period. The main idea is to generate a hierarchical structure for timelines, with
which users can easily navigate within the history data.
• An MDS algorithm and brushing technologies were applied to the history view in
order to ease the exploration on the similarity among time windows.
• A usability evaluation was performed to confirm that most users can correctly un-
derstand the concepts involved in these new techniques and can learn to use the
implemented system without too much difficulty.
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Chapter 2
Related Work
Based on the analysis in Chapter 1, one can see that the techniques of streaming data
visualization can be regarded as real-time time-series visualization with unbounded and
large-scale input. Therefore, it is necessary to go back to existing visualization techniques
for time-series data in recent literature and seek inspirations.
Time-series data visualization is a very popular topic in information visualization.
It aims to help analysts perceive data patterns in datasets, where each data item has a
timestamp or a time dimension. In the recent literature, one can find many techniques
related to this topic [2, 3, 6, 12, 24, 25, 26, 27, 28, 29, 45, 46, 49, 58, 62, 63, 64].
Most of these techniques for time-series data visualization focus on one or more of
the following four sub-problems: (1) representation of the change of univariate data over
time; (2) layout of data items in terms of the time dimension; (3) how to convey relation-
ships and data patterns among multiple data dimensions; and (4) how to handle very large
and real-time data.
These four sub-problems are not independent. For example, a good layout can help
mining multi-dimensional patterns. In the following sections, I will discuss existing tech-
niques in terms of the above four aspects.
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2.1 Representation of Univariate Data
In order to represent how univariate data change over time, line charts are frequently
used. One can find many applications in routine life, such as financial areas, meteorology,
and so on, where line charts can represent the change of stock prices, currency ratios,
temperatures, or some other numerical values. Since simple line charts cannot convey
too much information, people normally add some variations to represent more patterns of
data. The candlestick chart [10] is such a variation widely used in representing the change
of stock prices, currency ratios or other equities (see Figure 2.1). This chart combines
line charts and bar charts, which are used to reflect the change of univariate data in the
specified period (e.g., a day). Figure 2.2 shows two types of candlesticks corresponding
to the increasing and decreasing price (ratio) in a time period.
Figure 2.1: A candlestick chart which denote change of currency ratio between USD and
JPY from Nov. 1, 2005 to Jan. 7, 2006 [10].
Miksch et al. put a vertical colored line in each time point to represent the data uncer-
tainty for a univariate temporal dataset [46]. They first applied a linear regression model
to a time window of fixed size sliding over the entire curve in small steps. Then they
plotted a vertical red line, termed the spread, around the center of each regression line to
represent the distribution of datapoints in the corresponding sliding window. The height
17
(a) Bullish (b) Bearish
Figure 2.2: Two kinds of candlesticks (Low: the lowest price, high: the highest price,
open: the price in the beginning of the period, close: the price in the end of the period.
of each red line is 2D, where D is the standard deviation of the datapoints in that slid-
ing window. By connecting all upper and lower ends of the spread, this approach can
describe a region containing most of the datapoints. Figure 2.3 shows such a region with
three spreads.
Figure 2.3: The red stripes around the regression line denote the standard deviation, thus
the distributions of the datapoints in the corresponding sliding window. The polygon
generated by connecting the ends of these stripes contains most of the datapoints [46].
Bade et al. [3] created an ICU monitoring system, named MIDGAARD, which utilizes
line charts to display changing pathological measurements of patients, such as body tem-
peratures and blood pressure. They applied various visual encoding styles to the basic
line charts to better convey the data trends. Figure 2.4 shows two kinds of encoding for a
fever curve, which can display clearly the change of body temperature from one threshold
value to the other.
Boukhelifa et al. designed an open architecture, named WikiReactive, to collect sev-
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(a) Color-coded (b) Height-coded
Figure 2.4: Two types of coded timeline representation of a fever curve [3].
eral aggregated measures on the French Wikipedia. This architecture can provide the data
via Web Service or visualization [9]. For example, in Figure 2.5, line charts are used to
show the increased activities on Wikipedia Fr.
Figure 2.5: This figure shows the number of added (in blue), deleted (in red), and moved
(in green) characters for all articles on Wikipedia.fr. [9].
Hochheiser and Shneiderman developed TimeSearcher, an information visualization
tool to help analysts explore line charts composed of multiple univariate time-series pro-
files [29]. They used timebox and angle query widgets in this tool to represent queries on a
univariate profile. If ni ∈ N is an item in a time-series dataset, and ni(j) is the value of ni
at time j, then a timebox is a 4-tuple: b = (tmin, tmax, vmin, vmax). Note that tmin ≤ tmax
and vmin ≤ vmax. If one item ni satisfies ∀t(tmin ≤ tmax → vmin ≤ ni(t) ≤ vmax), one
can say that this item satisfies this timebox. An angle query widget is defined as a 4-tuple:
b = (tmin, tmax, θmin, θmax). It can help users find items with similar slopes over several
specified time periods. Figure 2.6 shows the results of applying timeboxes to a dataset of
stock prices that changed over time.
The river metaphor is frequently used to visualize a special kind of univariate time-
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(a)
(b)
Figure 2.6: The original dataset contains prices of 1430 stocks. In order to find stocks
satisfying some specified constraints, a single timebox is used in (a), thus filtering a subset
of items. Three timeboxes in (b) result in a further refinement of the query in (a) [29].
series data, which represents the number of occurrences over time for repeated items, e.g.,
baby names [62], DNS traffic [52], and keywords of patents [27]. In this technique, The
river’s changing width corresponds to the magnitude of occurrences. Figure 2.7 shows a
screenshot from NameVoyager, which shows the frequency of baby names. In Figure 2.8,
the band width represents the request frequency from different source IP addresses.
Although my dissertation will focus on multivariate data, some measures in the target
patterns, such as slope of the regression lines, are still univariate. For example, in history
view, line charts will be used to represent the regression lines across a long time period.
2.2 Layout Strategies for Time-series Data
An intuitive approach to time-series data layout is timelines[59], which use the horizontal
axis to represent time. The horizontal position of a data item conveys its time attributes.
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Figure 2.7: This figure shows the change of frequency for baby names starting with ’J’
from 1880s to 2006. Blue and red rivers correspond to boy and girls respectively. The
river width is proportional to the number of occurrences [62].
Figure 2.8: In this figure, each stream band corresponds to one source IP address. It width
is proportional to the number of request sent from this IP [52].
21
Timelines are effective in showing how one variable changes over time. We can see that
all of the discussed techniques in Section 2.1 use a timeline as the layout strategy.
Other than timelines, researchers have developed other layout methods to facilitate
specific analytic tasks. Spiral Graphs [12, 28, 60, 63] use a spirally shaped time axis to
visualize temporal data having seasonal cyclic characteristics. If an appropriate visual
encoding is utilized, repeated patterns can be easily identified. Figure 2.9 shows a spiral
layout of star glyphs [60]. Each glyph contains the average values of four statistical
variables in one month: Dow Jones Industrial Average (top), Standard and Poor’s 500
Index (bottom), retail sales (right), and unemployment (left). One circle is one year. 12:00
corresponds to January. We can easily identify some data patterns which are difficult to
obtain with regular timelines. For example, normally, sales peak happens in December,
and unemployment reaches the maximum in June.
Figure 2.9: The star glyphs with spiral layout for a time-series dataset about business,
sales, and unemployment data [60].
Van Wijk and Selow introduced a Calendar View combined with clustering to visual-
ize natural phenomena that change weekly, monthly, or yearly [64]. Figure 2.10 shows
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such a view to show the number of employees present at a research center. Days having
similar behavior of employee presence are organized into one cluster tagged with differ-
ent colors. For instance, cluster 718 (green color) denotes the Fridays during the summer.
In this calendar view, the changing data patterns over time are showed clearly with the
help of the calendar and clustering.
Figure 2.10: The calendar view of the number of employees present at a research cen-
ter [64].
(a) (b)
Figure 2.11: This figure shows time-series bitmaps to color encode time series and repre-
sent them via images. (a) The DNA of four animals are represented by images using the
Chaos game algorithm, which is the base of Time-series bitmaps. It is obvious that the
left two animals are similar to each other, and a high degree of similarity exists between
the other two. (b)Four files correspond to different patients with congestive heart failures.
One can find that eeg6 is different from other three people [36].
Kumar et al. developed Time-series bitmaps to use a compact way to represent a time
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series dataset [36]. This technique used an algorithm adapted from the Chaos game [4]
that visualizes DNA sequences by color encoding the genome patterns. It first uses the
Symbolic Aggregate approXimation(SAX) [42] to convert real valued series into discrete
symbols, and then applies the Chaos game to them to produce bitmaps. Figure 2.11 shows
DNA visualizations by the Chaos game (Figure 2.11(a)) and Time-series bitmaps (Figure
2.11(b)).
2.3 Conveying Multi-dimensional Patterns
For the third sub-problem, most techniques discussed above can represent some relation-
ships or data patterns implicitly. For example, integrating multiple lines in one graph
can help identify how the change of one dimension relates to the others. However, direct
visualization of the differences might be more effective.
Figure 2.12: The importance-driven layout of a time-series dataset of 24 stock prices [25].
The stock price is normalized and redundantly mapped to the bar colors and height.
Hao et al. used an importance-driven layout to represent the degree of importance
for different dimensions via assigning the important dimensions more space [25]. Figure
2.12 shows a time-series dataset of 24 stock prices. Note that each stock is represented
by a bar chart. The size of each bar chart is proportional to the degree of importance for
the corresponding stock. From this figure, one can easily learn which stocks are more
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important than others. Obviously, this approach can be easily adapted to other measures
for multiple data dimensions in multivariate time-series datasets or data streams.
(a) (b) (c)
Figure 2.13: An example of applying IVQuery to a time-series dataset about sales data
for a company in different countries [24].
The Intelligent Visual Analytics Query (IVQuery) is a visual analysis tool to help
users perceive relationships among multiple time-series data dimensions [24]. The IV-
Query can report some analysis results, such as relevance measures, classification, and
clustering, after users select the region of interest. An example is shown in Figure 2.13.
Figure 2.13(a) is a monthy regional sales map. Each line is a bar chart representing the
sales amount in a country, with one bar denoting one month. One pixel in the bar corre-
sponds to one invoice and its color is determined by this transaction $Amount in terms of
the legend on the right side. We can find that US and France have the most invoices in
December. If analysts want to mine the sale behavior of this month in these two countries,
they can select the corresponding two bars and perform an IVQuery. The analysis results
are shown in Figures 2.13(b) and 2.13(c), corresponding to US and France respectively.
The numbers below the # of Visits and Quantity are the Pearson correlation coefficients
used to measure the relevance between these two dimensions and the invoice $Amount.
These two dimensions and $Amount are also visualized via pixel maps. Figure 2.13(b)
25
indicates that sales $Amount in US correlates more to the quantities in each transaction
(Quantity, 0.873) than to the number of visits of the customers (# of Visits, 0.603). How-
ever, the reverse situation happened in France. Based on the IVQuery results, analysts
might design better sale strategies for different countries in the future.
The above two techniques both have a common goal to convey multi-dimensional
relationships in time-series data. However, their limitations are obvious. Importance-
driven layout is limited to representing the ordering of multiple dimensions. The IV-
Query currently can only measure relevance, conduct classification and clustering. More
non-trivial design and implementation are needed if users want other types of statistical
or data mining analysis. Compared to these techniques, the goal of my dissertation is
to enable visualizations to convey general multi-dimensional relationships, such as with
traditional multivariate visualizations: parallel coordinate [32], scatterplot matrices [1],
star glyphs [56], dimension stacking [38], and pixel-oriented displays [33]. My basic idea
is to adapt these techniques to data streams.
Figure 2.14: A TimeWheel with six variables changing over time [58].
TimeWheel puts the time axis in the center and other data dimensions arranged circu-
larly. Each data item corresponds to a group of lines from the time axis to the axes for data
dimensions. Figure 2.14 shows a TimeWheel to visualize a time-series dataset having six
dimensions, not including the time dimension. However, one limitation of TimeWheel
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is that it is difficult for users to identify data patterns among different data dimensions
because it does not explicitly convey the relationship among dimensions. I believe that
users will be able to identify and classify complex temporal patterns and relations via the
research efforts that will be presented in my dissertation.
Yu et al. developed a tool for the visual analysis of multi-stream multimedia data [69].
Continuous time-series data and event data are first extracted from the multimedia stream,
and then are visualized via line charts and heatmaps. Users can highlight selected data
portions, or zoom in on the region of interest to study the data trends and the multivariate
data patterns. Figure 2.15 shows a screenshot from the system developed by Yu et al.
Compared to the techniques that are presented in this dissertation, this tool utilizes line
charts and heatmaps to convey multivariate relationships. This is not effective since these
visualization techniques only excel in conveying univariate trends.
Figure 2.15: This figure shows an example of using heatmap to investigate the multidi-
mensional correlations among four variables in a multimedia data stream [69]. Although
one can see that variable 1 and variable 2 are correlated and variable 3 and variable 4
are not, this technique only excels in conveying univariate trends and might cause a long
response time.
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2.4 Handling Large Scale and Real Time Data in Time-
Series Data Visualization
In order to deal with large time-series datasets, some abstraction algorithms have been
introduced into time-series visualization for adapting large temporal datasets to limited
display space. The approaches can be categorized into two ways: data-driven [45] and
user-driven [26, 31] means.
Figure 2.16: A multi-resolution display for a time-series dataset containing the CPU uti-
lization history of 8 hosts. One host corresponds to one row in the figure. Three parts of
each row have different DOI function values. The most recent data is at the right part, and
has the largest DOI values, so it has a higher sampling rate and a smaller grid size. The
older data is in the middle and the oldest is at the left. They have lower sampling rates,
thus yielding a bigger grid size [26].
Miksch et al. developed an abstraction algorithm for temporal univariate data that
aims to transform numerical values to qualitative descriptions [45]. It can smooth data
oscillation near thresholds. This algorithm was implemented in VIE-VENT, an open-
loop knowledge-based monitoring and therapy planning system for artificially ventilated
newborn infants. Hao et al. used the sampling technique to abstract time-series data and
introduced DOI (degree of interest) functions to determine the sampling rate. The DOI
function is used to represent how users are interested in different portions of a time-series
dataset [26]. The subset of the original dataset with a high DOI value will be abstracted
using a high sampling rate and displayed in high resolution. Otherwise, the overview with
lower resolution corresponding to the DOI value will be displayed. An example is shown
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in Figure 2.16. In this dissertation, I will extend the DOI function to dynamic context
for streaming data, as well as the use case that needs to convey repeated occurring data
patterns.
Figure 2.17: The timeline interaction: the bottom timeline refers to the whole time pe-
riod. Users can select a subrange, thus getting a rescaled view in the middle and top
timelines [3].
If using an abstraction algorithm, a distorted timeline might be necessary to give im-
portant data more space. This technique is used in many research efforts [3, 26, 31, 46,
62]. Figure 2.17 shows an interaction interface to distort a timeline driven by users [3].
Huynh’s timeline in SIMILE project [31] uses the same way to distort a timeline as
Figure 2.17, but focused on representing instant (focusing on a specific time) and dura-
tion(occurring over a period of time) events. Figure 2.18 shows a screenshot of timeline
that visualizes the instant events before and after the President Kennedy was assassinated.
It represents the time axis in hierarchical ways. The bottom part has a bigger interval (15
minutes per cell), while the top uses one grid to denote 5 minutes. Dragging the bottom
part horizontally can make the visualizations shift more quickly than doing it on the top.
Actually, I followed two basic approaches, namely the data-driven and user-driven
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Figure 2.18: A screenshot of the timeline in SIMILE project developed by Huynh [31].
There are two time axes in this figure. The top one has a finer granularity.
means discussed in previous text, in my dissertation. The difference between the above
research efforts and mine is that they are only applied to univariate data or events and did
not consider real-time requirements. I focused on unbounded multivariate data generated
in real-time to overcome this limitation.
Visualization experts have developed some systems used in real applications to mon-
itor large-scale time series data. WireVis is a system that can help banks detect fraudulent
activities using a set of coordinated views based on identifying specific keywords within
the wire transactions [13]. Figure 2.19 shows a screen snapshot of this system. It is
composed of four views: (1) the heatmap (top left), which uses colors to represent the
frequency of keywords (column) in account clusters (row); (2) search by example (top
right), that can search accounts having activities similar to a specific wire transfer; (3)
keyword graph (lower right) to show the relationship between keywords, with the most
frequent keywords in the middle of the view; (4) strings and beads view (lower left), in
which the strings (the curve in the view) represents the accounts or clusters of accounts
over time, and the beads (the dots on the strings) refer to specific transactions on a given
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day. Note that, in the fourth view, the x-axis shows the progression of time, and the y-
axis denotes the “value” of the transaction, such as the amount of transactions, and the
frequency of activities. Four views are coordinated. For example, if users selected a key-
word in the heatmap, then all activities (beads) in the strings and beads view having this
keyword will be highlighted. If the fraud analysts are interested in one activity and select
it, accounts having similar behavior will be shown in the search by example view. Users
further can select one search result and look at it in other views. Because illegitimate
wire transfers normally have similar pattern on keywords, amount and frequency, this
system can effectively help risk managers in banks find and report those transfers related
to criminal endeavors.
Figure 2.19: This figure shows the WireVis developed by Chang et al. [13]. It visualizes
the information within wire transfers and help fraud analysts in banks to identify those re-
lated to criminal endeavors such as money laundering. This system shows four views:the
heatmap (top left), search by example (top right), keyword graph (lower right), and strings
and beads (lower left).
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Chapter 3
Data Model and Example Datasets
3.1 Data Model
In the context of this dissertation, a data point is defined as:
(V, ts) = (v1, v2, ..., vn, ts) (3.1)
where n is the number of dimensions, vi(1 ≤ i ≤ n) are real numbers denoting attribute
values, and ts is the timestamp when the datapoint originated. Nominal values or other
types of data, such as documents, images and video, are left for future work.
When investigating different streaming datasets, I found three main types of multi-
variate data streams, which is important for the selection of visualization techniques:
• Univariate-Aggregation: In this type of data stream, each dimension can be re-
garded as a univariate data stream. For example, in Equation 3.1, if vi represents
the price of one company’s stock, this dataset belongs to a univariate-aggregation
type.
• Object-Aggregation: For some data streams, arriving datapoints belong to differ-
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ent objects, so trends on each dimension do not always make sense. One example
is the KDD CUP’99 dataset [50], which is a network intrusion detection stream
dataset obtained from an experimental network at MIT Lincoln labs. It recorded
some attributes, such as duration and the number of bytes, for all TCP and UDP
connections within nine weeks when some network attacks were simulated.
• The Combination of above Two Types: The KDD CUP’00 dataset [34] is a
combination of the above two types. It contains clickstream and order data from
Gazelle.com. Obviously, the dimensions in this data stream, such as quantity, and
tax amount, cannot form univariate data streams because they belong to different
purchasers. However, if a subset corresponding to a specific buyer or product is
picked, it can be regarded as univariate aggregation.
In this dissertation, I will focus on univariate-aggregation and try to visually convey
trends for each dimension as well as multivariate data patterns.
3.2 Example Streaming Datasets
The two streaming datasets used in this dissertation are the following.
Traffic Data Stream: I got this dataset from Mn/DOT [48] (Minnesota Department of
Transportation). In Section 1.2.1, I have shown a slice of this data stream. Mn/DOT
installed more than one thousand sensors on highway entrance/exit ramps and main lanes
throughout the Twin Cities Metro area. Each detector can collect a value for each of the
following measures with an interval of 30 seconds: (1) Volume: the number of vehicles
passing the detector; (2) Occupancy: the percentage of time that the detector sensed a
vehicle; and (3) Speed: the average speed of all vehicles passing the detector. The website
of Mn/DOT provides a Java-based tool, DataExtract, to allow users to extract detector
data to csv files. Thus several thousand values can be obtained every 30 seconds. Instead
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of using all of these values at the same time, I select one detector and retrieve its three
measures during a specific time period, e.g., one day or one week.
Sleep Data Stream: This data stream is a physiological dataset (Santa Fe time series
competition data set B) selected from the PhysioBank archive [23]. It is recorded from
a patient suffering from sleep apnea (periods during which he takes a few quick breaths
and then stops breathing for up to 45 seconds) in a sleep laboratory. Since it is relatively
long (about 4 hours at a frequency of 2Hz), it can be used to simulate a data stream. This
dataset has three measures: heart rate, chest volume (respiration force), and blood oxygen
concentration.
Although the above datasets both have only three dimensions, the proposed techniques
in this dissertation can support more dimensions because they are based on some tradi-
tional multivariate visualization technologies, such as scatterplot matrices and parallel
coordinates.
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Chapter 4
A User-driven Approach Based on DOI
Functions
4.1 The User-driven Framework Based on Windowing,
Sampling and DOI Functions
In this section, I will discuss my proposed user-driven framework. The basic goal of this
framework is to provide a mechanism that allows users to select multiple time windows
of interest, from which they can observe how data patterns change across windows or
across cycles. The design of this framework also can claim its validity within the dynamic
context of the data stream.
4.1.1 Basic Concepts
Sampling Ratio: The proposed method is based on sampling. The term sampling ratio
is used as the percentage of datapoints to be selected to display. Sampling ratio is defined
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as follows:
r(sampling ratio) =
the number of selected datapoints
the number of all datapoints
(4.1)
Note that sampling ratio r must satisfy 0 ≤ r ≤ 1.
DOI Functions: A DOI function represents how interested the user is in seeing a particu-
lar time window. In a regular static dataset, a DOI function calculates a value to represent
the degree of interest for a portion of the dataset based on, for example, the age of the
data or the presence or absence of a data feature. Then the portion of data with high DOI
values will be displayed with more details [21]. For streaming data, when the stream
system gets a new time window (Window i), a specific DOI level should be applied to
this new portion of data. However, when Window i expires and a new window (Window
i + 1) becomes the current one, users might want to focus on Window i + 1 and show
less interest in Window i. In this situation, the sampling ratio for Window i must change.
Hence, an age-based DOI function should have two parameters: a timestamp representing
the specific time window and the current time point. Formally, the DOI function is given
as DOI = fdoi(td, tc), where td and tc are the timestamps corresponding to the target time
window and the current one.
4.1.2 User-driven framework
In order to describe this framework clearly, I will first briefly describe the information
visualization reference model, or namely the visualization pipeline. In this model de-
veloped by Chi [16] and re-interpreted by Card, Mackinlay, and Shneiderman [11], the
visualization process is divided into three steps: (1) data transformation: pre-process the
raw data and generate data tables; (2) visual mapping: construct a visual abstraction of
the data represented by visual properties, such as position, color, and geometry; (3) ren-
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dering: create interactive views of the data. This section will mainly describe how to do
data transformation, i.e., generating data tables from the data streams, and then feed the
visual mapping stage of traditional multivariate data visualization techniques.
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Figure 4.1: The framework of user-driven multiple-view visualizations for data streams.
Figure 4.1 shows the proposed framework. In the data stream, W0 is the current time
window, and W−1, W−2, ..., are past windows over some bounded duration. The subscript
of W means the distance between this window and W0. All data in these time windows
will be sent to multiple pipelines to generate views. This framework supports linked
interaction among multiple views to facilitate users’ exploration on data streams. Each
pipeline is composed of a selection operator, a sampling operator, visual mapping and
rendering. The selection operator selects a range of time windows in which users are
interested. Sampling is then applied to the data in the selected time windows. Different
windows may have different sampling ratios. Users can define behaviors of selection
and sampling operators using DOI functions. Hence, this framework can be called user-
driven.
Note that all views will get updated when a new time window arrives. The mechanism
for this refresh is as follows. Since data streams are dynamic, more datapoints will be
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available after a limited time, e.g., the duration of a time window. Then, W0 will contain
the new datapoints in a new time window, and the datapoints in W0 will go to W1, and so
on. Thus, the input of each pipeline will change, which causes all views to refresh.
This framework allows users to define multiple DOI functions to get more than one
output because users might want to observe multiple changes in one application. For ex-
ample, during traffic monitoring, users might have two data analysis tasks: (1) identifying
how the vehicle speed changes within the last hour, e.g., 5AM-6AM; and (2) compar-
ing the traffic pattern changes within the last hour of today with that of yesterday at the
same hour. For the first task, the selector operator needs to select all time windows from
5AM-6AM today. To perform the second task, it is necessary to observe all data during
5AM-6AM of today and yesterday. Obviously, two different DOI functions should be
defined.
Figure 4.2 shows the screenshot of the implemented visualization system using the
user-driven framework. The DOI function is shown at the top left section and can select
the most recent four time windows today as well as in the last two days. So, the traffic
pattern changes within recent three days are conveyed accordingly.
In this dissertation, most examples use scatterplots to show 2D relations. This does
not nullify the claim that the proposed technique can convey the pattern changes for multi-
variate data. Reasons include: (1) The above framework and proposed visualization tech-
niques can support any multivariate visualization; (2) The techniques using scatterplots
can be easily extended to scatterplot matrices. Actually, two examples using scatterplot
matrices and parallel coordinates are discussed later.
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Figure 4.2: The screenshot of the implemented system under user-driven framework using
a type PP DOI function to observe the traffic pattern within recent three days.
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4.2 DOI Functions
This section describes two types of DOI functions that can be used for some common
tasks. As discussed in Section 4.1, the output of a DOI function fdoi(td, tc) is a DOI
value, which then can be mapped to a sampling ratio via the function r = fr(DOI). For
the sake of convenience, DOI functions are defined in a way that their output is just the
sampling ratio.
Type RC (Recent Change) : Figure 4.3(a) shows the curve for this type of DOI functions.
It aims to help users study how data patterns change within the recent k+1 time windows.
The sampling ratios are r0, r1, ..., rk in the order from the current window to the oldest
one. ri satisfies 0 ≤ ri ≤ 1 for any i. One common setting is to let r0 = r1 = ... = rk =
1.0. Figure 4.4(c) is generated using this type of DOI function with arguments k = 2 and
r0 = r1 = r2 = 1.0. If there is too much visual clutter and users are less interested in the
old data, the setting can be ri < 1 for 1 ≤ i ≤ k.
Type PP (Periodic Phenomena) : The DOI functions shown in Figure 4.3(b) can assist
users in observing data patterns with periodic characteristics. The data stream is split
into multiple cycles (the vertical time axis) with the same length. Each cycle contains
multiple time windows (the horizontal time axes). In each cycle, the DOI function has a
shape similar to functions of Type RC. The DOI function in Figure 4.3(b) enables users
to investigate data patterns within the recent p + 1 cycles, namely Cycle 0, Cycle 1, . . .,
and Cycle p in the order from the current one to the oldest one. In each cycle, e.g., Cycle
i, this function chooses k + 1 windows, namely, Wi,0, Wi,1, . . . , Wi,k. Note that W0,0 is
the current window, and Wi,0(1 ≤ i ≤ p) belong to the past cycles, but have the same
position in the cycle as W0,0. The design of this type of DOI function aims to help users
study how data patterns change across both windows and cycles. Consider the example of
monitoring traffic. Imagine the current time window is 6:00AM-6:30AM on a Monday.
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Figure 4.3: Two instances of DOI functions: (a) Type RC (Recent Change); (b) Type PP
(Periodic Phenomena).
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The current traffic data pattern could be similar to last Monday, and less similar to last
Tuesday to Friday, and totally different from last weekend for the same interval (6:00AM-
6:30AM). To confirm this assumption, a Type PP DOI function can be defined to choose
only time windows corresponding to 6:00AM-6:30AM in these days.
The DOI function is similar to the opacity transfer function in volume rendering [41].
The opacity transfer function assigns an opacity value to a voxel based on the voxel’s in-
tensity and can bring out certain features of those voxels having high opacity values. The
relationship between the sampling ratio and the window timestamp is like the relationship
between the opacity value and the voxel’s intensity.
It is true that users might need to compare the data patterns within any two arbitrary
windows, and the above two types of DOI functions cannot cover all data stream analysis
requirements. However, Type RC and Type PP can satisfy many common tasks under a
dynamic context, since users are normally interested in the difference between the current
patterns and those of past time windows or cycles for a live stream. When a specific
application requires to explore those time windows without the current time window, an
arbitrary N-way comparison might be needed. This can be regarded as data analysis on
static time-series data because all data is available and it can be visualized in a static view.
4.3 Visualization Techniques
As mentioned in Section 1.2.1, a goal of this research is to visually convey changes of
multidimensional correlations. Thus the visualization techniques have been designed with
the following question as the main consideration: How should datapoints be organized
in different time windows to convey multivariate correlations and the changes of data
patterns?
In this section, I will first introduce four layout strategies, namely superimposition,
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juxtaposition, step juxtaposition and animation playback, to answer the above question,
and then demonstrate their usage with type RC DOI functions. While this dissertation
mainly uses scatterplots as examples to explain the principles, these strategies in general
can be applied to any multivariate visualization technique. These four strategies will then
be extended to type PP DOI functions. Finally, a new visualization technique, namely
“embedded views”, is presented based on combining line charts and scatterplot matrices.
This is to take advantage of the visual representation capabilities of multivariate and time-
series data visualization techniques in one figure.
(a) (b)
(c)
0500 0530 0600
Line A Line B
(d)
Figure 4.4: This figure shows some of the main ideas of the user-driven approach based
on DOI functions using traffic data collected from a highway entrance. (a) A traditional
time-series data visualization; (b) All datapoints are shown together in a traditional scat-
terplot; (c) The ages of data are denoted by colors; (d) Juxtaposition of data in the order
of timestamps. Figures (c) and (d) can convey how the fit line slope (lines A and B in
Figure (d)) changes from one window to the next, but it is difficult to see this change in
(a) and (b).
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4.3.1 Layout Strategies
Superimposition: This strategy fuses all datapoints into a single picture, but distinguishes
datapoints from different time windows via visual attributes, the choice of which can af-
fect the effectiveness of the final visualizations. In the previous research work, I per-
formed a user study on visual representation of data quality and concluded that color
has a stable capacity to convey data attributes under parallel coordinates and scatterplot
matrices as long as the visualization is not too cluttered [66]. The reason is probably
that it is processed preattentively [61] and does not require extra space. Thus colors
were used to convey the timestamps of windows. Figure 4.4(c) is generated by applying
superimposition to a scatterplot.
An obvious disadvantage is that displays can become overloaded with too much in-
formation, which may result in a longer analysis time. Moreover, if there are too many
windows to be chosen in the DOI function and many datapoints from different time win-
dows overlap each other, it is difficult to distinguish between them, even if using colors
to convey the window to which each datapoint belongs. Also, limiting the number of
colors enables users to quickly differentiate different time windows with higher accuracy.
Inherently, this is a visual clutter problem. Ellis and Dix thoroughly discussed current
clutter reduction techniques, and put them into eleven categories [20]. Sampling is a
commonly-used technique [19, 7, 8] and was reflected in the DOI functions, but cannot
reduce the overlapping when data pattern changes are small. Thus I used the filtering ap-
proach discussed by Ellis and Dix to extract datapoints in each time window, and generate
small multiples, namely juxtaposition and step juxtaposition, to reduce the visual clutter
as well as convey the data pattern changes.
Juxtaposition: In this method, one sub-picture is generated using a multivariate visual-
ization for each time window, and then place these figures in order of time (horizontally,
vertically, or a grid). In Figure 4.4(d), each scatterplot holds the datapoints from one time
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window. Users can see the change of data patterns by comparing three sub-pictures.
Although juxtaposition overcomes some shortcomings of superimposition, it brings
two new disadvantages. (1) Recall Figure 4.4(d), in which the dots in the second and third
sub-pictures form two lines, A and B. As a recognizable difference exists between the
slopes of lines A and B, users can draw conclusions about the change of the linear trend.
If this difference is not that big, users may not easily identify the change of line slopes
using juxtaposition, as distance exists between these two lines. In the superimposition
layout, this difference should be recognized more easily than juxtaposition, assuming
there is not too much visual clutter, because one line acts as a reference as the analysts
observe the other. Thus superimposition appears to have a stronger capability to help
users identify subtle changes of patterns than juxtaposition. (2) If users want to compare
the data patterns between two windows, they must move their eyes back and forth. This
could make the data analysis tasks cumbersome and might result in a longer response
time, especially when there are a large number of windows in the DOI functions.
In order to overcome the shortcomings from both superimposition and juxtaposition, I
have designed a third layout strategy that combines the advantages of these two strategies,
namely step juxtaposition.
Step Juxtaposition: Imagine that the DOI function chooses k + 1 (See Figure 4.3(a))
windows to display. I create k sub-pictures: the first shows Wk and Wk−1, the second
presents Wk−1 and Wk−2, and so on. This strategy uses superimposition to help users
compare the data patterns of two consecutive windows, and juxtaposition to reduce pos-
sible visual clutter and shorten completion time for data analysis tasks. Figure 4.5 shows
an example. More than two windows can be superimposed in one sub-picture in this
technique to save display space if there is not too much visual clutter. Note that step jux-
taposition can work relatively well even if there is overlapping between consecutive time
windows. For example, in the scatterplot 3 of Figure 4.5, one finding is that the dark dots
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Figure 4.5: A step juxtaposition output using a type PP DOI function as shown in Figure
(b). The cycle length is one day. All windows are put into three groups, G0, G1 and G2,
corresponding to three days, March 24, 23 and 22, respectively. In Figure (a), one can
see clearly how data patterns change within the recent three time windows for March 24.
However, data patterns do not have significant changes on March 22 and 23.
(19:00-19:30) hide almost all yellow ones (18:30-19:00). Actually, the data in the time
window 18:30-19:00 is just the dark ones in scatterplot 1. Actually, there is no pattern
change between these two time windows. To be general, if users want to observe n time
windows and data patterns do not change too much in the corresponding period, n + 1
time windows can be chosen in the DOI functions to relieve the impact of overlapping in
the step juxtaposition.
A more convincing example is shown in Figures 4.6 and 4.7, where a slice of traffic
data ( Sensor D722, Feb. 16, 2009 ) is used. The DOI function is of type RC and 25
windows are selected. Imagine users were asked to find when the fit line slope changes
from one window to the next. This is definitely impossible if using superimposition since
human eyes cannot effectively distinguish 25 colors in one figure. In figure 4.6, it is an
arduous task because of the huge number of windows. However, in Figure 4.7, this task
becomes much easier. In each scatterplot, users only need to use light yellow datapoints
as the reference and observe dark yellow dots. One not only can find obvious changes
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from Window 05:00-05:30 to Window 05:30-06:00, and from Window 05:30-06:00 to
Window 06:00-06:30, but can also perceive tiny changes from Window 06:00-06:30 to
Window 06:30-07:00, from Window 09:00-09:30 to Window 09:30-10:00, and from Win-
dow 09:30-10:00 to Window 10:00-10:30. These tiny changes are almost impossible to
detect using juxtaposition (Figure 4.6). In the section on the user studies, the experimen-
tal result will show that step juxtaposition can help users obtain a much higher response
accuracy than juxtaposition and shorten completion time for data analysis tasks.
Compared to superimposition, juxtaposition and step juxtaposition need more display
space. Therefore, if users want to observe the tiny data pattern change, they should select
fewer time windows in the DOI functions.
Animation: It is an intuitive idea to play the data pattern change using an animation, with
each frame representing a time window. Animation combines the benefits of the prior
three visualization techniques:
(1) Because of the short term memory of the human visual system, users can normally
memorize the previous frame in the animation when the current frame is shown to
us. Thus it has similar capabilities to convey data pattern change as superimposition
and step juxtaposition.
(2) Compared to superimposition and step juxtaposition, animation can avoid the visual
clutter caused by overlapping datapoints from different time windows.
(3) Unlike juxtaposition and step juxtaposition, animation still uses a canvas having
the same size as superimposition, which can also avoid the possible visual clutter
caused by a smaller canvas size.
However, animation might delay the data analysis tasks, especially when the number
of displayed windows is large. The reasons include: (1) Users need to frequently play the
animation multiple times to confirm what they found. (2) A window ID must be shown
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Figure 4.6: A juxtaposition output using the traffic data from sensor D722 on Feb. 16,
2009. Assume that the data analysis task is to detect the slope changes for fit lines of linear
trends between consecutive time windows. It is difficult to detect tiny slope changes.
Moreover, even for an obvious change, it takes a long time.
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Figure 4.7: A step juxtaposition output using the same data as Figure 4.6. One can easily
and quickly find when the slope of the fit line for a linear trend changes.
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together with the visualization, so users know what window they are viewing. Thus users
have to stay aware of this caption while watching the animation and cannot fully focus on
the data patterns.
I have discussed the advantages and disadvantages for each layout strategies. How
can developers choose one of them for a real application? Section 4.5 will describe an
experiment to compare their representation capabilities, and then derive a guide to advise
analysts on choosing appropriate techniques for their data analysis requirements.
4.3.2 Extension of Layout Strategies to Type PP DOI Functions
I have discussed four layout strategies and showed their usage together with type RC DOI
functions. In theory, one can directly apply these layout approaches to the scenarios with
type PP DOI functions. For example, in a type PP DOI function, users might choose
two cycles and three time windows per cycle, and thus in total six windows would be
shown. If a real system directly utilizes the proposed layout strategies to handle these
six windows, users could retrieve the information they want. However, this initial idea is
not efficient compared to the alternative approach of grouping and then visualizing them.
This approach is based on the fact that users normally have two types of interests: (1) the
pattern changes across windows in the same cycle; and (2) the change of patterns across
cycles in the same time period, such as window 1 and window 4. If users are interested in
(1), one approach is to organize windows into two groups: (a) windows 1 & 2 & 3; and
(b) windows 4 & 5 & 6. For the second task, all windows can be split into three groups:
(a) windows 1 & 4; (b) windows 2 & 5; and (c) windows 3 & 6. The rationale is to put
those windows where users want to detect pattern changes into the same group. Then the
four proposed layout strategies can be used to visualize each group. Therefore, users can
observe each group and try to extract information of interest. Obviously, this grouping
approach makes the pattern change analysis easier than the initial non-grouping method.
50
For superimposition, it can decrease the number of time windows in one figure; for the
other three layout strategies, the grouping approach will put together only those windows
in which users want to detect the pattern changes.
To be general, two grouping approaches are provided, namely GA1 and GA2 (Figure
4.8) for the type PP function shown in Figure 4.3(b).
GA1: If the data analysis task focuses on the pattern change across windows within one
cycle, p + 1 groups (G0, G1, ..., Gp in Figure 4.8) will be provided. Actually, each
group contains all windows in one cycle. An example of this grouping approach is
shown in Figure 4.5.
GA2: If users are interested in changes across cycles, k + 1 groups (G′0, G′1, ..., G′k in
Figure 4.8) are generated. Every group has p + 1 windows, each of which belongs
to a cycle. All windows in one group are in the same position within the cycles.
Wp,k ...  Wp,1    Wp,0
... ... 
W1,k ... W1,1 W1,0
W0,k ... W0,1 W0,0Current cycle
Current Window
Past cycles
'
kG 'G1 'G0…
0G
1G
pG
...
Grouping 
Approach 1
Grouping 
Approach 2
Figure 4.8: Two grouping approaches to helping users achieve various data analysis goals.
4.3.3 Integrating Time-series and Multivariate Data Visualizations
All of the above techniques assumed the use of extended multivariate visualizations to
convey multi-dimensional correlations. Another normal data analysis requirement in ex-
ploring data streams is to observe the trends for each dimension. This can be achieved us-
ing traditional time-series data visualization techniques such as line charts and heatmaps.
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(a) (b)
(c) (d)
Figure 4.9: The embedded views for the sleep data stream. Users not only can see how
clusters move over time in the scatterplots, but can also see the trends for each dimension
via line charts in the diagonal plots. Figure (b) is generated using the DOI function shown
in Figure (a), which chooses the recent 9 windows to display. After the user uses the DOI
function interactive tool to adjust the function to Figure (c), a new view (Figure d) will
be shown. Users can more clearly see the movement of clusters on Figure (d) than Figure
(b).
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It is true that one solution is just to put line charts and a scatterplot matrix side by side
to convey both the trends for each dimension and multi-dimensional correlations. This
requires decreasing the canvas size for each visualization since the total canvas size is
normally fixed, e.g., the monitor size. To overcome this shortcoming, a novel technique,
namely embedded views, is proposed to embed line charts into scatterplot matrices in or-
der to save canvas space. This approach is adapted from the enhanced scatterplot matrices
of Cui et al. [18], who introduced 0D, 1D and 2D visualizations, including histograms,
line charts and images, into the diagonal plots. The difference is that I use the DOI func-
tion to partition each diagonal cell based on the number of windows being viewed.
Figures 4.9(b) and 4.9(d) show two embedded views using the sleep data stream. They
use the DOI functions shown in Figures 4.9(a) and 4.9(c), respectively. From these two
views, one can clearly see how a single cluster moves over time in the scatterplot. In
addition, this can be used to study the trends for each dimension via line charts.
4.4 DOI Function Interaction Tool
Although two pre-defined types of DOI functions have been described in Section 4.2,
it is necessary to enable users to define DOI functions by themselves to analyze data
streams in different applications. Moreover, it will make the system much more useful
to allow users to adjust the DOI functions interactively. Basically, visual analysis based
on the DOI function is often a trial and error process. It is normal that analysts do not
know the exact characteristics of the data patterns and how these patterns change prior to
exploring the data streams. By allowing users to adjust the DOI functions, analysts can
select a predefined DOI function first, and then adjust it to find useful data patterns while
the system is running. Some possible adjustments to facilitate exploration include: (1)
Increasing the sampling ratio to see more details or decreasing the ratio to avoid visual
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clutter. (2) Changing some of the arguments for pre-defined types of DOI functions. For
example, if the number of time windows to be displayed for the type RC DOI function is
large, say 9, but most important changes occur within the recent two or three windows,
the user can reduce it and observe the changes in more detail.
(a) (b)
Figure 4.10: Using DOI functions to reduce visual clutter on a sleep data stream. (a) All
datapoints are displayed; (b) Sampling is applied to each time window based on the DOI
function after user adjustment.
I designed an interface to enable users to change the DOI function interactively. Using
this tool, users can (1) drag the DOI function curve to change DOI values for a particular
window; (2) save or load a DOI function to/from a file; (3) add/delete a window;(4)
add/delete a cycle (only applicable for type PP function); and (5) reset the DOI function
to the original state. Figures 4.9 and 4.10 show the effect of using this tool. Figure 4.10
shows the effect of reducing the number of windows. In Figure 4.10(a), the arguments
for the DOI function are set as r0 = r1 = r2 = 1.0, but they are changed to r0 = 0.5 and
r1 = r2 = 0.33 in Figure 4.10(b).
4.5 Evaluation 1: User Studies on Layout Strategies
For the four layout strategies introduced to utilize traditional multivariate visualizations
for conveying the pattern changes in data streams, there are two important questions to be
answered:
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• Are the proposed techniques significantly better than traditional time-series data vi-
sualization techniques, such as line charts and heatmaps, in conveying the changes
of multi-dimensional correlations?
• Which one among the proposed layout strategies is the best to convey pattern
changes for particular datasets and patterns?
In order to answer these two questions, a user study was performed to observe par-
ticipants’ capabilities in detecting pattern changes. This experiment compared the effec-
tiveness of the four proposed layout strategies with that of traditional time-series data
visualizations, including line charts and heatmaps. The experimental results help validate
the effectiveness of the proposed techniques, and helped in deriving a guide for choosing
layout strategies based on the characteristics of data analysis tasks and datasets. These
results can provide potential benefits to both data analysts as well as visualization system
designers.
4.5.1 Experimental Design
The basic procedure used to design the experiment is as follows: (1) Choose some commonly-
used data patterns that can be defined easily and clearly; (2) Construct streaming datasets
with changes in selected data patterns between time windows; (3) Generate visualizations
using the proposed techniques, as well as line charts and heatmaps; (4) Design questions
for subjects in the experiment regarding the pattern changes in the generated visualiza-
tions.
In the experiment, users’ response accuracy as well as response time were collected. It
was assumed that higher accuracy and lower response time indicate an effective technique.
Whether a proposed technique is good depends on many aspects, such as the selected data
patterns and the magnitude of pattern change. In this experiment, many combinations
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of these factors were tried, and how they affected users’ responses was observed. It is
impossible to try all combinations, thus the experiments aimed to test the most common
ones to guide most data analysis tasks.
Choosing Data Patterns: Prior figures showed two types of data pattern change: the
slope change of linear trends (Figures 4.4, 4.5), and the movement of a single cluster (4.9,
Figures 4.10). They are both very common in real applications and are easy to explain
to participants, even without any prior experience in visual data analysis. There are other
types of changes, such as the offset change of fit lines representing linear trends, and the
expansion or shrinking of clusters. Different types of data patterns might be similar to
each other, e.g., the offset change and the slope change of a linear trend. Therefore, some
results on evaluating slope changes may be borrowed when a system need to be designed
to help users detect offset changes in linear trends. If a new data analysis task is totally
different from the tested data pattern changes, a new experiment can be performed with
this user study as a design guide.
Note that observing the change of line slope and movement of a single cluster are
low-level tasks. In most real data analysis tasks, people normally do not know which
low-level task to choose until after observing the overview of the data. In this experiment,
participants do not need to decide which low-level tasks to choose. This is normally im-
possible in the real applications. For example, for the traffic data, users first investigated
the data in different time windows, then determined that a linear trend existed between
two variables, and finally decided to observe the line slopes for retrieving pattern changes
over time. However, the experiment design will not impact the credibility of this user
study. The reason is as follows: this user study is similar to a perception experiment. Its
main goal is to check human capabilities to distinguish data pattern changes on four types
of layout strategies. Thus, the performance of participants on these low-level tasks is just
what I want to analyze in this experiments.
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Constructing Datasets: The basic idea for constructing a dataset is as follows: (1) Pick
a specific time window, namely W0, from a real dataset and regard it as the first window
of the experimental data. (2) Construct several time windows, from W1 to Wn−1, based
on the initial window. Note that n is the number of windows shown to participants. The
selected pattern is changing from Wi to Wi+1 for any i that satisfies 0 < i < n − 1. (3)
Generate the final dataset by composing the windows from W0 to Wn−1 into one single
stream. An example dataset is shown in Figure 4.11. It is generated from a snapshot of
the traffic data with changes to the linear trend. Figure 4.11(a) corresponds to a subset of
the real traffic data, while Figures 4.11(b) and 4.11(c) are generated using synthetic time
windows adapted from the data in Figure 4.11(a).
(a) (b) (c)
Figure 4.11: Figures (a) - (c) show three time windows of a streaming dataset. Figure (a) is
extracted from a traffic data stream. The datapoints in Figures (b) and (c) are constructed
from those in Figure (a) by changing the fit line slope as explained in Figure 4.12.
In the above step (2), multiple variations of the experimental datasets were generated
by using different change magnitude and changing the number of windows. The reason
why to choose these two variables is that adjusting these two factors can help distinguish
which layout strategies are better than others for conveying changes for particular data
patterns. In some preliminary results, if the change magnitude was big enough and there
were only two time windows, all of four proposed layout strategies worked very well.
However, small pattern changes make juxtaposition fail since users cannot distinguish the
tiny difference between two similar figures, and too many time windows will produce too
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much overlapping in superimposition.
One could argue that noise should be added when constructing datasets for the eval-
uation. This is not necessary. The reason is that the lack of noise will not impact the
validity of these user studies. If the goal is to visualize the linear trends or clusters, noise
has to be introduced to increase the credibility of the user studies. However, in this dis-
sertation, I focus on how to convey the changes for the particular data patterns, e.g., the
linear trend in this experiment. I want to observe how two factors, the change magnitude
and the number of windows, affect users’ capabilities to detect and estimate this change.
Adding noise could make the tasks more difficult, but cannot add more credibility to this
experiment.
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Figure 4.12: This figure shows the methodology applied to constructing a streaming
dataset having three time-windows from a real dataset. The straight line PA0 represents
the linear trend with which the datapoints in a specific time window agree. PA1 and PA2
correspond to the linear trends of two synthetic time windows. Four or five windows were
constructed for some questions.
Figure 4.12 shows how to determine the magnitude of the pattern change (in this case,
the linear trend) between contiguous windows. The straight line PA0 represents the fit
line of the linear trend for the initial window. In this line, the point P is the intersection of
fit lines for two contiguous time windows in the real traffic data, one of which is the initial
window. For example, if one picks the second time window in Figure 4.4(d) as the initial
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window, the point P is the intersection of lines A and B. The distance between P and A0
is half of the diagonal line for the scatterplot. The fit lines for windows from W1 to Wn−1
were then constructed. Figure 4.12 contains two manually constructed fit lines, l1(PA2)
and l2(PA2), for W1 and W2. Note that |PA0| = |PA1| = |PA2| and d1 = |A0A1| and
d2 = |A1A2| represent the change magnitude. In the part of this experiment for linear
trend patterns, I used the combination of three types of change magnitude (1, 4 and 12
pixels), and three time window counts (3, 4, 5 windows).
The construction of datasets for cluster motion patterns is similar to the above process.
Note that only one single cluster is shown in each window and the cluster size does not
change across windows. Larger numbers of clusters and varying sizes will be tested as
part of the future work.
Generating Visualizations and Questions: In order to make the comparison among the
user responses for different techniques meaningful, I followed several rules:
(1) Color Scheme: In superimposition and step juxtaposition, the selection of the color
scheme can significantly affect participants’ capabilities to detect pattern changes. Thus
the same color scheme was applied to all visualizations generated using superimposition
and step juxtaposition. Specifically, I selected a color ramp, utilized the colors at the
two ends in the step juxtaposition, and chose the linear interpolated colors based on RGB
color space for the superimposition.
(2) Canvas Size: Because a small canvas size can lower response accuracy and in-
crease the response time because of possible overlapping by the data of different windows,
the total canvas size was fixed and a specific canvas size was assigned to each scatterplot
based on the layout strategies. To be specific, the superimposition and animation use the
total canvas size, but juxtaposition and step juxtaposition were in a grid while maintaining
the ratio between width and height for each scatterplot. The total size of the grid is equal
to the total canvas size. For example, if 5 windows are needed in generating a juxtaposi-
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tion, the total canvas was split to a grid having 9 (3×3) cells (Figure 4.13). Although this
wasted four cells, it maintains the shape of scatterplots.
W4 W3 W2
W1 W0
Figure 4.13: This figure shows how to split the whole canvas into multiple cells for jux-
taposition and step juxtaposition. If five subfigures need to be shown, a grid having nine
cells are constructed. Although four of them are wasted, this approach can maintain the
shape of each scatterplot.
(3) Point Size: The point size must be appropriate to convey data patterns in scatter-
plots since small dots are difficult to distinguish and big dots could result in too much
overlap. After some initial experiments, I chose suitable sizes for each of the proposed
layout strategies. In particular, the superimposition and animation used 4× 4 pixel points
and the juxtaposition and step juxtaposition used 3 × 3 pixel points, because the latter
ones occupy a smaller region of the display.
The design of questions for the user studies was straightforward. Participants were
asked to answer only multiple choice questions to qualify the pattern changes instead of
quantify them. This aims to make the user studies convenient and friendly. For exam-
ple, for linear trends evaluation, Subject only needed to identify how the fit line slope
changes (increasing or decreasing) between two specific contiguous windows. However,
it is almost impossible to perceive a fit line or a cluster in line charts and heatmaps. Thus,
instead, some equivalent questions were provided. For linear trends, participants were
asked to estimate the rate of change for one variable with respect to the change of the
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other, as this can be regarded as the fit line slope. Then users were asked to report how
this rate changes. In the cluster movement questions, users were asked to estimate how
the average value of one variable changes from one window to the next.
Figure 4.14 shows a real question used in this experiment.
Figure 4.14: This is a question used in the user study for the user-driven framework. The
figure is generated using the superimposition technique. Participants are asked to identify
how the fit line changes from window 1 to window 2.
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4.5.2 Experimental Settings
In total, 14 computer science students participated in the user studies. Two of them were
undergraduate students, while the others were graduate students. I first gave a short intro-
duction and showed some sample questions to each student, and then asked each to finish
two groups of questions. Each group has 33 questions. One group was for linear trends
and the other pertained to cluster movement. To avoid the side-effect of a learning curve,
all questions in each group were shuffled for each participant. All questions were shown
to the subjects on the same laptop.
4.5.3 Experimental Results
(a) (b)
Figure 4.15: The experiment results for all participants and questions: (a) response accu-
racy; (b) response time.
Result 1: Figures 4.15(a) and 4.15(b) show the mean values with a 95% confidence inter-
val of response accuracy (RA) and response time (RT) for all participants and questions.
The paired samples t-test was applied to the experiment results to compare RA and RT
values for different visualization techniques. The following conclusions were drawn: (1)
From the aspect of RA, superimposition, step juxtaposition, and animation are all signifi-
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cantly better than juxtaposition, line charts, and heatmaps (p < 0.001). Since every ques-
tion has only three choices, the performance of juxtaposition, line charts, and heatmaps
was deemed not acceptable within the experimental configuration because their RA mean
values are less than 50%. Thus three of the four proposed techniques conveyed multi-
dimensional correlations much better than line charts and heatmaps. (2) Superimposition
and animation have a little bit higher RA values than step juxtaposition (p = 0.02 and
0.05). but superimposition is not significantly different from animation (p = 0.67). (3)
For the RT values, participants spent less time on step juxtaposition than superimposition
and animation. However, superimposition is not significantly different from animation
(p = 0.10), while the difference between step juxtaposition and animation is significant
(p = 0.005). Therefore, for tasks requiring users’ quick response to pattern changes, step
juxtaposition is a good option.
Figure 4.16: The response accuracy for all participants and datasets having only 3 time
windows. The numbers on the horizontal axis mean the change magnitude in the unit of
pixels.
Result 2: In order to see how the magnitude of pattern change affects participants’ per-
formance, I calculated the mean values with a 95% confidence interval of RA values
grouped by the combination of layout strategies and change magnitude. The results are
shown in Figure 4.16. The numbers, 1, 4, and 12 on the horizontal axis denote the change
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magnitude in terms of the number of pixels. This demonstrates two facts:
1. Participants have improved performance when the change magnitude ( the number
of pixels ) becomes bigger, except for juxtaposition. The difference between a 1
pixel change and a 4 (12) pixel change is significant for all layout strategies (p <
0.02) except juxtaposition. Moreover, the RA values for 4 and 12 pixel change are
close to 100% for all layout strategies except juxtaposition. However, the RA values
for a 4 pixel change is not significantly worse than those for a 12 pixel change.
2. For the 1 pixel change, animation has the highest RA values, and was significantly
better than superimposition and step juxtaposition (p = 0.04 and 0.03). Subjects
had a response accuracy of about 65%. Considering that the point size is 4× 4 for
animation, this is a very good result. The reason is obvious: when the change is very
small, the similarity between the datapoints of two windows results in too much
overlapping. Thus participants cannot perceive subtle changes from the figures
generated using superimposition and step juxtaposition. However, animation can
avoid the overlaps and still convey the pattern changes because of the short-term
memory of the human brain.
Based on the above observations, the following conclusions can be drawn:
1. Under the experimental configuration, superimposition, step juxtaposition and ani-
mation can work very well for changes bigger than or equal to 4 pixels.
2. Animation can work relatively well even if the change is smaller than the point size,
while superimposition and step juxtaposition cannot.
An interesting result of this experiment is that juxtaposition is not a good option for
conveying pattern change. It was expected at least to be better than superimposition
because it could relieve visual clutter and make the pattern changes obvious. However,
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the experimental results reveal that it is not as good as the other three techniques. My
guess is that human eyes cannot detect changes from one figure to the other without an
appropriate reference if the change is very small. Recall that participants were asked to
detect the slope change of a linear trend. One can observe one time window by treating the
datapoints in the other time window as a reference in superimposition, step juxtaposition,
and animation, because datapoints of two time windows are put in the same scatterplot.
Note that when an animation shows the second frame, the first frame can still be used as a
reference because of human short-term memory. This makes it easy to perceive the pattern
changes. However, if using juxtaposition, it is difficult to use such a reference because two
windows are separated from each other. One possible solution to improve juxtaposition
is to add reference grid lines for each individual scatterplot. In this way, users can more
easily estimate the parameters for the data patterns in each window, including the slope
of fit lines and the distance between a cluster and the scatterplot border. This solution
has an obvious disadvantage: grid lines can cause visual clutter and thus counteract their
benefits. This should be tested in an experiment, which is planned as future work.
4.5.4 Evaluation Summary and Implications
For question 2 stated in the beginning of this section, I derived a set of guidelines to advise
data analysts and visualization system designers to choose appropriate layout strategies
with the main goal to increase the response accuracy. Table 4.1 shows this guideline.
The number of windows
involved in pattern changes
The magnitude of the pattern change
Small Large
Small Animation Superimposition & step juxtaposition
Large Animation Step juxtaposition
Table 4.1: A guideline to advise data analysts and visualization system designers on
choosing appropriate layout strategies in terms of the characteristics of datasets and data
analysis tasks.
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I recommend the use of animation when the change is small, because animation is the
only technique that appears to work relatively well in this case. Note that animation could
cause a long response time when the number of windows is huge, so superimposition and
step juxtaposition should be used when the change magnitude is big. Superimposition
does not work well when users choose too many windows in the DOI functions, as it
tends to cause serious visual clutter and humans cannot readily differentiate many colors
at once. In this situation, step juxtaposition is a better choice. A key question is what this
threshold may be at which superimposition becomes problematic. It is almost impossible
to give such a number for all visual analysis tasks, because it depends on many factors,
including the selection of color scheme, canvas size and the degree of visual clutter. For
a specific use case, users or system designers would need to conduct an experiment to
determine this number.
Table 4.1 divided the change magnitude into two types, namely, small and large.
Based on the experimental results in Figure 4.16, only animation can work relatively
well when the pattern change is smaller than the point size. So the recommendation is
that if the change is smaller than the size of the visual items, it is regarded as small and
the suggestion is to use animation to observe the pattern changes.
One might argue that small changes can be clearly observed just by zooming in all
views. This is not feasible for certain circumstances because users might not have enough
time to zoom in views when data arrival rates are relatively high.
4.6 Evaluation 2: Case Studies on Interaction Techniques
and Other Multivariate Visualizations
In this section, I analyze the effectiveness of the proposed visualization and interaction
techniques. Because the effectiveness of the proposed visualization techniques in the user
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studies was shown in Section 4.5, I will mainly focus on demonstrating the usefulness of
DOI functions and their interactions in three case studies. The first will use a type PP DOI
function, while the second focuses on the trial-and-error exploration process using the
DOI function interaction tool. Since examples so far used only scatterplots, the third case
will demonstrate the integration of step juxtaposition into parallel coordinates to show
that any of the proposed layout strategies can be applied to other traditional multivariate
visualization techniques.
Case Study 1: Figure 4.5 uses the measures from sensor D191 (close to the intersection
of I-35W and 35th Street) in the traffic data stream. A type PP DOI function is used as
shown in Figure 4.5 (b). The length of a cycle is one day. The current window is 7:00PM-
7:30PM on Tuesday, March 24, 2009. In the implemented system, scatterplot matrices
were used to show this example. For the sake of saving space, I chose two interesting
subplots from each scatterplot matrix to form Figure 4.5(a). It is not difficult to find that
the traffic pattern on March 24 conveyed by the scatterplots at the third row is significantly
different from patterns on March 22 and 23 as shown by the scatterplots in the first and
second row. In the scatterplots formed by Speed and Occupancy, These two variables
always have a negative relationship with each other. However, the fit lines in scatterplot
9 have a larger slope than those in scatterplots 1 and 5. Two fit lines (lines A and B) can
be observed in scatterplot 11. The absolute value of the slope for line A is much larger
than that for line B. Line B is formed by the points with dark color. It shows that the
linear relationship between Speed and Occupancy was restored to normal after 7:00PM,
as it has a similar slope to the fit lines in scatterplots 3 and 7. Thus, the conclusion is that
traffic was very heavy (high Occupancy and low Speed) before 7:00PM and then went to
normal. Such a change of data patterns did not happen on March 22 and 23, i.e, the traffic
from 6:00PM to 7:30PM was not that heavy.
Some interesting changes of data patterns happened in the scatterplots formed by
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Volume and Occupancy. In scatterplot 10, the negative linear relationship exists between
Volume and Occupancy, but the relationships in scatterplots 2 and 6 are positive. From
scatterplot 12, it is observed that this linear relationship changed after 7:00PM. In this
scatterplot, points with dark color formed line C, whose position and shape are similar to
the points in scatterplots 4 and 8. Since line C contains the data of the current window
(7:00PM-7:30PM), it also shows the traffic became normal after 7:00PM. This change
is different from the change in scatterplot 11, as the linear relationship changed from a
negative one to a positive one. This inspired me to consider whether some abnormal things
happened. My hypothesis is that this is a sign of a traffic jam caused by some special
reasons, such as an accident or road construction. The reason is as follows. In scatterplots
2, 4, 6, and 8, some points have high occupancy, and others have lower occupancy. Thus
the traffic is always oscillating from 6:00PM to 7:30PM on March 22 and March 23.
However, the relationship between Volume and Occupancy are always positive. Recall the
definition of Volume in section 3.1. This shows that vehicles still can run at a relatively
high speed when the Occupancy is high, which results in more vehicles passing the sensor
(high volume). However, in scatterplot 10 and line D in scatterplot 12, Volume became
lower when the Occupancy was very high. This could happen during a traffic jam. For
example, when police cleaned the highway after an accident, drivers could drive in only
one lane, then the average speed of vehicles is very low, so the Occupancy is very high
( close to 100%) and the Volume is close to 0. Incident records of Mn/DOT showed that
flooding happened in the late afternoon on March 24, near the crossing of I35W and 42nd
Street, because of 0.44 inch of precipitation on that day. This is very probably the reason
for the interesting changes of data patterns as shown by Figure 4.5.
The analysis of this example confirms that the developed techniques can convey not
only the multidimensional correlations for a particular time period, but also the change of
data patterns, and even the change of the changes of data patterns when using the type PP
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functions.
Case Study 2: This case study investigates Figure 4.9 using the sleep data stream. The
current window is 36.5-37 minutes after the beginning of this sleeping experiment. Fig-
ures 4.9(b) and 4.9(d) use embedded views to convey not only trends for three dimensions
but also multidimensional correlations. Figure 4.9(b) was generated using a DOI function
to compare the recent 9 time windows as shown in Figure 4.9(a). From each scatterplot
one can quickly find how the primary data in each window moves over time. For ex-
ample, in the plot with the heart rate (heart rate) as X and blood oxygen concentration
(blood oxygen) as Y, one interesting pattern is that the older data mainly falls into the
bottom area, then slowly moves in the upper-left direction, and finally returns back to a
middle position. The line charts in the diagonal plots show that the heart rate decreased to
a minimum value and then slowly went up within the recent time windows. At the same
time, the blood oxygen concentration reached a maximum value and then slowly went
down. The findings from the line charts are good supplements to conclusions gained
from the scatterplot display.
Figure 4.9(b), shows that this interesting change exists in the recent several windows.
If users want to see more details of this change, the DOI function interactive tool can
be used to adjust the DOI function in order to choose fewer time windows to display.
Followed by this idea, the new DOI function shown in Figure 4.9(c) results in the new
view shown in Figure 4.9(d). This new view clearly demonstrates how the positions of
clusters change as compared to Figure 4.9(b).
Case Study 3:
This case uses a 5-minute slice of the sleep data stream. I split it into 10 time win-
dows and generated Figure 4.17 using step juxtaposition and parallel coordinates. Let
us first observe the changes of the correlation between the heart rate and blood oxygen
concentration. Basically, Figure 4.17 shows two types of distribution: Type 1: low heart
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rate and high blood oxygen concentration, such as in windows 54.0-54.5, 56.5-57.0, and
58.0-58.5; and Type 2: high heart rate and low blood oxygen concentration, e.g., win-
dows 54.5-55.0 and 57.0-57.5. The datapoints in some windows are the mixture of two
types of data, such as window 57.5-58.0. Each sub-figure can clearly show how the data
is changing from one type to the other. For example, in Figure 4.17(a), the data changed
from type 1 to type 2. After investigating the whole stream, I found that type 1 is the
primary one while type 2 concentrates in some portions of the stream. Thus type 2 can be
considered to be an outlier. Since the patient in this sleeping experiment shows sleep ap-
nea (periods during which he takes a few quick breaths and then stops breathing for up to
45 seconds), type 2 data might be associated with this abnormality. The third dimension,
the chest volume, that is the indicator of respiration, can tell us whether the hypothesis is
accurate or not. During normal human breathing, the chest volume should change in an
oscillating way. We can see that in most time windows, the chest volume values exist in
a wide range, which is normal. However, the values of this dimension in four windows
have a very narrow range, including windows 54.0-54.5, 55.5-56.0, 56.5-57.0, and 58.0-
58.5, where the patient stopped breathing for a while. Moreover, just after each of these
four windows, data changed from type 1 to type 2. For example, in Figure 4.17(c), the
darker points correspond to window 55.5-56.0, where the patient might stop breathing. In
addition, the data changed from type 1 to type 2 in Figure 4.17(d). Thus, a finding, with
the help of visualizations, is that the patient will change to an abnormal condition of high
heart rate and low blood oxygen concentration after the sleep apnea happened. This find-
ing has not been confirmed with the medical expert, but this case study at least can show
that the proposed layout strategies are useful in helping us find possible cause and effect
in data streams, when data analysts apply them to traditional multivariate visualizations.
This will help analysts promote hypotheses or confirm new findings.
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Figure 4.17: The visualization for a slice of sleep data stream generated by applying step
juxtaposition to parallel coordinates. All time units in the figure are minutes. We can
clearly see how the relationship between variables changes from one window to the next.
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Chapter 5
A Data-driven Approach to Merging
Windows
5.1 The Data-driven Framework
Before describing the framework and algorithms, I will give some terms and definitions.
Terms:
If windows W1, W2, ..., and Wk are merged to a window W ′, W ′ is called the parent
(window) of W1, W2, ..., and Wk, and W1, W2, ..., and Wk are defined as the child
(windows) of W ′. In other words, W1, W2, ..., and Wk are original windows and W ′
is the merged window. Many multivariate data patterns can be described using a vector
(v1, v2, . . . , vr) that is a pattern vector. An example is the vector (−2, 5) that describes
a linear trend y = −2x+ 5.
Definitions:
W An original or merged window.
nm The number of merged windows visualized.
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no The number of original windows, including all child windows of all merged windows
visualized.
Vp The pattern vector to describe the data pattern retrieved from a merged or original
window.
Fp(W) The pattern retrieving function to compute a pattern vector Vp from the data-
points in a window W.
d(Vp1 ,Vp2) The function to measure the distance between two pattern vectors. For one
specific pattern vector definition, this might not be unique, i.e., to reflect different
users’ interests.
Gm(Vp1,Vp2 , . . . ,Vpk) The merge function to generate the pattern vector of a par-
ent window from its child windows W1,W2, . . ., and Wk that have pattern vectors
Vp1, Vp2, . . ., and Vpk .
For the two data patterns investigated in this dissertation, linear trends and data range,
I provide details about their pattern vectors Vp, and three functions, d(Vp1 ,Vp2), Fp,
and Gm in Appendix .1 and .2.
Figure 5.1 shows the framework to generating the pattern and pattern change visu-
alizations for the current view and history data. Here non-overlapped time windows are
used. The time window is the minimal unit that users want to use to study data patterns.
The current view contains n0 contiguous time windows, including the most recent time
window. n0 is normally determined by users. n0 could be bigger than the maximal num-
ber of windows that the canvas can hold, which is defined as Nm (=3 in Figure 1.4). In
other words, we allow at most Nm time windows to be displayed in the final output. The
merge algorithm can reduce the number of windows in the current view to nm(< Nm) via
merging adjacent windows having only small changes. If one window in the current view
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becomes expired, it is sent to the history data pool. When the size of this pool exceeds
the memory limit, a procedure is trigger to compress the history data via merging window
pairs having small or no pattern changes. The pattern retrieval algorithm calculates the
data patterns and pattern changes for the windows in both the current view and the his-
tory data pool. Finally, three types of views, juxtaposed views, pattern views and change
views, are generated. The first type generates multiple traditional multivariate visualiza-
tions for each merged window, and juxtaposes them on the canvas. This can preserve all
the details in the data. However, it needs a lot of canvas space and is not applicable to
history data. The last two types regard the pattern vectors and their changes as time-series
data, and generate traditional time-series visualizations to convey the data pattern change.
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Figure 5.1: The framework to show how the windows are merged, history data is stored,
and patterns or pattern changes are retrieved and visualized.
5.2 Merge Algorithm
As mentioned in the previous section, the basic idea of the proposed approach is to merge
n0 windows to nm(≤ Nm) windows, where Nm is the maximal number of windows that
the canvas can hold. Basically, this is a problem of data compression. First, I will discuss
some theory and algorithms for compressing data, and introduce a quality measure to
describe how well a merge algorithm performs. I then propose two algorithms: brute
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force and heuristic, and finally extend them to data streams.
5.2.1 The State of The Art in Data Compression
Data compression is based on information theory in which the primary goal is to mini-
mize the amount of data to be transmitted [39, 54]. The basic method is to reduce the
redundancy, leaving only the informational content. One of classical data compression
algorithms is Huffman coding [30]. It assigns short codewords to those messages ap-
pearing frequently. Aother compression technique for image compression is difference
mapping [37] that is worthwhile mentioning. It represents an image as an array of dif-
ferences between adjacent pixels rather than the pixel color coding. Since the adjacent
pixels normally are similar, this technique can achieve a good compression ratio. I was
inspired by this algorithm since my goal is to represent the difference between adjacent
windows.
Data compression techniques can be categorized into lossless and lossy algorithms.
The former technique means that we can get back all information after we decompress the
compressed data, while the latter will discard some information. For example, Huffman
coding and difference mapping both belong to lossless compression. Lossy compression
is commonly used to compress audio, video or images, because the tiny difference in
these areas is normally acceptable [17]. JPEG is a commonly used lossy compression
technique for digital images. The name “JPEG” stands for Joint Photographic Experts
Group, the name of the committee that created the JPEG standard and also other stan-
dards. In this technique, the images first are converted from RGB to YCbCr color space
(Y: brightness, Cb: blue component, Cr: red component). Three components will be
sent to separate channels to be compressed to achieve more efficient compression. Each
channel is split into 8 × 8 blocks. A discrete cosine transform (DCT) is applied to each
block. DCT is a Fourier-related transform that can separate the high-frequency and low-
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frequency components. Human eyes are good at seeing small differences in brightness
over a relatively large area, but not so good at distinguishing the exact strength of a high
frequency brightness variation. So JPEG algorithm reduces the amount of information
in the high frequency components after DCT transformation. Finally, the reduced infor-
mation is quantized. For video compression, existing algorithms normally make use of
the similarities between adjacent frames. In MPEG-I, pictures are categorized into four
types: (a) I pictures, which are coded via the JPEG technique; (b) P pictures, which can be
predicted from previous I or P pictures; (c) B (bidirectional) pictures, which are predicted
from both past and/or future I or P pictures (for these data, reordering may be necessary);
and (d) D pictures, which allow fast-forward mode with restricted quality.
Wavelets are another important technique for lossy compression. A wavelet is a kind
of mathematical function used to divide a given function or continuous-time signal into
different frequency components and study each component with a resolution that matches
its scale. Its main advantages are the low time cost, multi-resolution features, and scal-
ability [43]. Some visualization researchers used wavelets to visualize large-scale multi-
variate data at multiple resolutions [47, 51, 65]. For example, Miller et al. [47] applied
wavelet transformations to the digital signal constructed from words within a document,
and then used wavelet energy to analyze the thematic characteristics at varying degrees
of detail, ranging from sections to words. Based on the analysis results, a visualization
system, named TOPIC ISLANDS, was created to provide fuzzy document outlines at dif-
ferent levels of detail. Wong and Bergeron utilized wavelet transformations to display
brushed data at a different resolution than the non-brushed data [65].
5.2.2 The Quality Measure for The Merge Algorithm
The basic idea for measuring the merge result quality is to compute how much the change
information is preserved by the merge algorithm. To explain this, I first introduce an
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intuitive merge algorithm, named pattern-blind averaging, which merges every n0/Nm
original time windows to one merged window. The pattern vector of the merged window
is the average value of the pattern vectors of the original n0/Nm time windows. Pattern-
blind averaging is easy to understand and will be the competitor of the brute force and
heuristic merge algorithms proposed later. Figure 5.2 shows the merge result of pattern-
blind averaging and heuristic merge for the same input. Without loss of generality, in
this example, the pattern of a time window is described by a real number, namely pattern
number, and the change from one window to the next is defined by the difference between
two numbers. One assumption in this example is that the pattern number of a merged
window is the weighted average value of pattern numbers of all corresponding original
windows computed via:
v =
v1n1 + v2n2
n1 + n2
Note that v1(v2) and n1(n2) are the pattern number and the number of datapoints for
window W1(W2).
Although a pattern vector could contain many scalar values in real applications, the
distance between two pattern vectors are always represented by a real number d(Vp1, Vp2)
(defined in Section 5.1). In the following definitions, I use only the distance measures
between two time windows instead of pattern vectors themselves. Simplifying the pattern
vector to a numerical value does not impact the discussion about the quality measures of
the merge algorithm.
Figure 5.2 contains two subfigures. In each subfigure, the first row represents the
original windows; the merged windows are shown in the second row. The second row
of the left part shows the result of a heuristic merge algorithm that will be discussed in
detail in Section 5.2.4. The right part is from an intuitive method, named pattern-blind
averaging, which merges every n0/Nm original time windows to one merged window.
In Figure 5.2, the heuristic algorithm merged W1,W2,W3 and W4 to one window.
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Figure 5.2: This figure shows how to measure result quality of the heuristic merge algo-
rithm and pattern-blind averaging regarding the degree to which the change magnitude is
preserved.
Therefore, from the user’s perspective, the pattern numbers of these four windows will
be the same(0.15), although their actual pattern numbers are 0.1, 0.2, 0.2 and 0.1. This
loss is shown in the third row of this figure. Hence, the distance between W1 and W2 will
be 0 if try to retrieve it from the final visualization, while the actual change from W1 to
W2 is 0.1. That is to say, the change information from W1 to W2 have been totally lost.
Similarly, the original distance between W4 and W5 is 0.4, but this will change to 0.35 in
the final visualization.
If di is used to represent the actual distance between original windows Wi and Wi+1,
and d′i is the perceived distance from the visualization after applying the merge algorithm
to the data, then
D =
n−1∑
i=1
|di − d′i| (5.1)
is the total deviation for the change information after time windows are merged. Note that
n is the number of original windows.
Obviously, a better merge algorithm should have a smaller deviation D. So Equation
5.1 is extended to
Q =
1
n− 1
n−1∑
i=1
(
1− |di − d
′
i|
dmax
)
(5.2)
to represent the merge result quality. Note that dmax is the maximal change. The above
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definition guarantees that 0 ≤ Q ≤ 1. A bigger Q value means a higher quality. If
dmax = 1.0, then the quality measures for Figures 5.2(a) and 5.2(b) are 0.95 and 0.85
based on Equation 5.2, respectively.
In addition, normally people are more interested in bigger changes than small ones,
so only those changes bigger than a threshold are counted, and Equation 5.2 is extended
to
Q =
1
n′ − 1
∑
di≥dT
(
1− |di − d
′
i|
dmax
)
(5.3)
where dT is a distance threshold, and n′ is the number of items in the set {di|di ≥ dT}.
If dT = 0.2, based on Equation 5.3, the quality measures for Figures 5.2(a) and 5.2(b)
become 0.975 and 0.725, respectively .
5.2.3 Brute Force
The basic idea to brute force merge is intuitive. If the goal is to merge n0 to Nm windows,
the brute force algorithm will iterate all possible ways to split n0 original windows to Nm
subsets. Note that, in each subset, all windows should be contiguous. For each subset, the
quality measure is calculated via Equation 5.2 or 5.3, and the result is that one having the
best quality. Figure 5.3 shows a result using brute force algorithm (n0 = 12,Nm = 4). Its
quality measure is 0.85 from Equation 5.2 (dmax = 1.0);
0.1 0.2 0.3 0.4 1.0 1.1 0.9 1.0
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Figure 5.3: An example to show the result of brute force merge where 12 windows need
to be merged to 4 windows. Its quality measure is 0.85 (Eq.5.2, dmax = 1.0).
To analyze the time complexity of this algorithm, I will first show a theorem:
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Theorem. There are
(
n0−1
Nm−1
)
ways to merge n0 original windows toNm merged windows.
Proof. Imagine that we have Nm− 1 poles and put each of them between two contiguous
windows, and two poles cannot be in the same position, then these Nm − 1 poles can
split n0 − 1 original windows to Nm subsets. Thus we can get Nm merged windows by
merging all windows in each subset. Because there are in total n0− 1 positions where we
can put poles, we can find
(
n0−1
Nm−1
)
ways to merge windows.
The process to find the best quality measure is as follows:
1. Compute the quality measure for
(
n0−1
Nm−1
)
combinations. For each,
1.1 Use the merge function Gm to calculate the pattern vectors of Nm merged
windows.
1.2 Obtain the quality measure via Eq. 5.2.
2. Find the combination having the largest quality measures
For each combination, the time cost of Operations 1.1 and 1.2 is C1n0 and C2Nm; in
addition, the operation 2 takes C3Nm (C1, C2 and C3 are constant real numbers). So, the
whole algorithm needs to run:
(
n0 − 1
Nm − 1
)
(C1n0 + C2Nm) + C3Nm (5.4)
Normally, Nm is a constant in many applications, thus
(
n0 − 1
Nm − 1
)
= O(nNm−10 )
Therefore, the time cost of the brute force merge is O(nNm0 ).
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5.2.4 Heuristic Merge
The brute force merge is easy to implement but is time consuming. It is not acceptable for
some real applications that need quick response. I now propose a heuristic algorithm that
is much faster although its result might have a lower quality measure. The basic idea is
to repeatedly scan the window list multiple times and merge contiguous windows having
a change smaller than a threshold value, until the number of windows is smaller or equal
to Nm.
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Figure 5.4: An example to show how to do multiple pass heuristic merge for the same
input as Figure 5.3. The distance threshold sequence I used is {δ1 = 0.15, δ2 = 0.25
and δ3 = 0.35}. In each pass, The scan on the window list might be multiple times until
all changes between contiguous windows are bigger than δi. The quality measure of the
merge result is 0.838 (Eq.5.2, dmax = 1.0).
Figure 5.4 shows how to merge 12 windows to 4 windows using the heuristics merge.
This example uses the same input as the brute force merge in Figure 5.3. The whole
procedure is composed of three rounds. Each round i uses a different pattern distance
threshold δi. The goal of this round is to merge as many windows as possible until the
smallest pattern distance between contiguous windows is bigger than δi. Hence, two
problems need to be solved: (1) how to choose δi; and (2) how to merge.
In order to choose an appropriate δi, I first scan the whole window list, and then get
the minimal pattern change between contiguous windows ∆min, which is the minimal
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values in {∆j(1 < j < n′)}. Note that n′ is the current length of the window list. Then
I choose δ = f(∆min) as the input of the one pass merge algorithm. The definition of
function f depends on the application. In this example, δ = ∆min + 0.05.
One may argue that δ = ∆min can be used to set the threshold in the merge algo-
rithm. The reason why I do not set δ = ∆min is that probably only two windows will be
merged in one round in that way. That could cause too many rounds in the merged-based
hierarchical structure and high time costs.
In the first round, ∆min = 0.1, so δ1 = 0.15. The pattern distance measures between
W1 and W2, W2 and W3, W3 and W4, all are 0.1. Is it feasible to merge W1, W2, W3
and W4 to one window? Absolutely not. The reason is that the data pattern is increasing
steadily from W1 to W4. The aggregate change is 0.3, which is not small. If these four
windows are merged to one window, this important change will be totally lost. Therefore,
the heuristic merge algorithm only merges two windows at once. To explain this idea,
assume the original window list is { W1, W2, . . . , Wn0 }, and the change threshold is δ.
The algorithm will search the whole window list from the beginning, until finding two
contiguous windows, say Wj and Wj+1 having a change less than or equal to δ, and then
merge them. After that, the same searching and merging will be repeated from Wj+2 until
Wn0 . For example, in the first scan, this algorithm only merges W1 and W2, W3 and W4,
W6 and W7, W8 and W9, and keeps other windows unchanged. Note that a single scan is
not enough because the change between a merged window and an original window, or two
merged windows, can be less than or equal to the current δ, e.g., W ′3(1.05) and W ′4(0.95).
Thus multiple scans are necessary for the window list. Actually, this algorithm did the
full scan twice in Round 1. After Round 3, the length of the window list is 4, which is the
goal, so the heuristic merge can stop.
Algorithm 1 shows the pseudocode to do one merge round given a pattern distance
threshold δ. In Algorithm 2, multiple rounds are done by calling Algorithm 1.
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Algorithm 1 Merge windows with pattern distance ≤ δ.
1: Input: {Wi} (The window list) ; δ ( pattern distance threshold).
2: found ⇐ false;
3: repeat
4: S ⇐ ∅ {S is the set to store merged windows.}
5: while j < Len({Wi})-1 do
6: while j < Len({Wi}) -1 and d(Wj ,Wj+1) > δ do
7: j ⇐ j+1;
8: end while
9: if j < Len({Wi})-1 then
10: S ⇐ S∪ Merge (Wj,Wj+1); {Merge() merges two windows and returns the
result.}
11: found ⇐ true;
12: j ⇐ j+2;
13: end if
14: end while
15: Update the window list via replacing windows with their parent windows in S if
they exist.
16: until found = false
Algorithm 2 Merge n0 windows to nm(≤ Nm) windows.
1: Input: {Wi} = {W1, W2, . . . , Wn0 } (The original window list) ;
2: k ⇐ 0;
3: while Len({Wi}) > Nm do
4: { Len() returns the length of the window list.}
5: ∆min = min({d(Wi,Wi+1)|1 ≤ i ≤ n′− 1}), n′ is the length of current window
list;
6: δ ⇐ f(∆min);
7: Call Algorithm 1 using δk;
8: k ⇐ k + 1;
9: end while
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The heuristic merge might generate a result having a lower quality measure than the
brute force method. For example, the result quality in Figure 5.4 is 0.838. Although it
is a little lower than 0.85 generated by brute force merge (Figure 5.3), it is much higher
than the result quality 0.730 generated by pattern-blind averaging (Figure 5.5).
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Figure 5.5: Pattern-blind averaging is applied to merge time windows for the same input
as Figure 5.3. Its quality measure is 0.730 (Eq.5.2, dmax = 1.0), much lower than brute
force and heuristic merge.
In the heuristic merge, every time two windows are merged, the length of the window
list will be decreased by 1, so the time cost for merging windows is C1(n0 − Nm). In
addition, it takes time to find a smallest distance in each full scan on the window list.
For the worst case, this algorithm needs to do n0 − Nm scans. so the time cost for this
operation is C3(n0 −Nm)2. Thus the total time cost is:
C1(n0 −Nm) + C3(n0 −Nm)2 = O(n20) (5.5)
Note that the constants C1 and C3 have the same meaning as Eq. 5.4 in Section 5.2.3 used
to compute the time cost for brute force merge. Compared to brute force merge, the time
cost have been decreased from O(nNm0 ) to O(n20) with a loss of result quality. It is a big
savings when Nm > 2.
Section 5.4 will describe an experiment to compare the result quality of the two merge
algorithms, and show that the loss in quality is worthwhile compared to the savings in
computation cost.
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5.2.5 Stream-based Merge
For a data stream, if one new window arrives, the oldest window, namely the expired
window, has to be removed from the current view before the new window is added into
the visualization (Figure 5.1). For example, in Figure 5.4, if W13 comes as a new window,
then the current view becomes {W2, W3, . . ., W12, W13}, and W1 is expired. Obviously, a
re-merge is needed. The easiest approach to re-merge is to run the brute force or heuristic
merge again on this new window list { W2, W3, . . ., W12, W13 }. This is not efficient
because the existing merge result for { W1, W2, . . ., W11, W12} is not reused. To avoid
this disadvantage and save the time cost for merging, the newly arrived window is handled
by the following steps: (1) If the expired window has been merged into other windows,
decompose the oldest merged window and put all its child windows back on the window
list. (2) Remove the oldest window from the window list. (3) Add the new window to the
window list. (4) Run the brute force or heuristic merge on the new window list. There-
fore, after the new window W13 arrives, merge algorithm is run on { W2, W3,W4,W5,
W ′′2 ,W
′′
3 ,W
′′
4 , W13} instead of {W2, W3, . . ., W12, W13}. Figure 5.6 shows the details of
how to decompose W ′′1 and do the re-merge starting from the existing result. The result
is the same as what is obtained by doing heuristic merge directly on the original window
list, but is obtained by running the merge algorithm starting from 8 windows instead of
12 windows.
Recall that the time cost of the brute force and heuristic merge is O(nNm0 ) and O(n20)
respectively, where n0 is the number of original windows. For every n0 input windows,
on average, n0/Nm original windows are merged to one merged window, so this stream-
based merge algorithm needs to merge only n0
Nm
+Nm windows. Normally, Nm is a small
constant number, so, stream-based merge can reduce the time cost of brute force and
heuristic merges by 1
N
Nm
m
and 1
N2m
respectively.
The above estimation does not consider the time cost increase to detach the expired
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windows from the existing merge result. In Section 5.4, I describe experiments to inves-
tigate whether and how this optimization affects the result quality and time cost.
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Figure 5.6: This figure shows how to do a stream-based heuristic merge when a new win-
dow arrives after 12 windows are merged to 4 windows in Figure 5.4. W ′′1 is decomposed
to make full use of existing result. In this way, the merge starts from 8 windows instead
of 12 ones.
How to Merge Windows: There are two options to merge two windows: (1) doing a
union set operation on two windows and then doing sampling to reduce the number of
datapoints to the size of one window; or (2) utilizing the merge function Gm to calculate
the pattern vector of the parent window. In the current view stage, the first approach is
picked because it can save data details. For the history view and data storage, the selection
depends on the users and the characteristics of the data pattern. For the data patterns
having the merge function Gm, the second approach can be chosen to save memory space.
If the merge function does not exist or is difficult to compute for a particular data pattern,
e.g., clusters, only the first approach is viable.
Storage Policy: When one new window arrives, an old window must leave the current
view. It will be stored in the history data pool for the purpose of generating history
views. Because the data stream is potentially infinite in nature, all windows cannot be
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stored. Even if only pattern vectors for time windows are stored, the memory will still
be eventually full. To solve this problem, the merge approach is used: merging those
windows with small changes to save memory space. In addition, old windows are merged
earlier than newer windows because more recent data is more important than older data
for most data analysis tasks. For example, if users want to know whether today’s traffic
is normal, they normally need to compare it with yesterday or last week, and rarely with
last month or last year.
Specifically, users are allowed to provide two sequences {Ti}qi=0 (T0 < T1 < . . . <
Tq, T0 = 0, Tq = ∞), and {δi}pi=0 (δ0 < δ1 < . . . < δp), where Ti denotes a data age
(the difference between the timestamp of this datapoint and the current time), and δi is a
pattern change threshold. Note that δp is the maximal possible change of the data pattern.
The sequence {Ti}qi=0 divides all the arriving windows into q sections, [T0(= 0), T1],
[T1, T2], . . . , and [Tq−1, Tq(=∞)], in the order of the degree of users’ interests from high
to low. When the memory is full, the following procedure is triggered to merge windows
in the history data pool. The goal is to reduce the history data pool size to a predefined
size SM , e.g. 0.9M , where M is the maximal memory size assigned to the data pool.
This process is done via calling Algorithm 1 up to (p+1)q times. Each call is represented
by F (δi, [Tj, Tj+1)), which means merging all window pairs with change equal to or less
than δi in the interval [Tj, Tj+1)). All calls are placed in the following order:
F (δ0, [Tq−1, Tq)), F (δ0, [Tq−2, Tq−1)), . . . , F (δ0, [T0, T1)),
F (δ1, [Tq−1, Tq)), F (δ1, [Tq−2, Tq−1)), . . . , F (δ1, [T0, T1)),
. . .
F (δp, [Tq−1, Tq)), F (δp, [Tq−2, Tq−1)), . . . , F (δp, [T0, T1)).
This order ensures that more important data is kept, which contains the most recent data
and window pairs having significant pattern changes. After each call F (δi, [Tj, Tj+1]),
the data pool size is evaluated. If it is smaller than SM , the merge process is stopped.
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Otherwise, go to the next call. Since δp is the largest possible change and T0 = 0, the
memory space held by the data pool definitely will shrink to less than SM after one call.
The pseudocode of this procedure is shown in Algorithm 3.
Note that it is better to run Algorithm 3 offline than in parallel with online merging,
because the latter way will increase the system complexity and causes more processing
overhead.
Algorithm 3 Shrink history data pool.
1: Input: {Ti}qi=0 (The data age sequence which satisfies T0 < T1 < . . . < Tq , T0 = 0, and Tq = ∞); {δi}pi=0 ( a stepped
change magnitude sequence which satisfies δ0 < δ1 < . . . < δp); SM ( The expected size held by history data pool after this
algorithm)
2: for i = 0 to p do do
3: for j = q-1 downto 0 do do
4: {W} ⇐ all windows within section [Tj , Tj+1)).
5: Call Algorithm 1 with parameters δi and {W};
6: if DataPoolSize() ≤ SM then
7: Exit;
8: end if
9: end for
10: end for
5.3 Visualization of Patterns and Their Changes
This section will discuss three visualizations used in the data-driven approach: juxtaposed
views, pattern vector views and pattern change views. Two particular data patterns, linear
trends and data range, are chosen to show as examples.
5.3.1 Juxtaposed Views
This section presents visualization techniques based on step juxtaposition described in
Section 4.3. Other techniques in Section 4.3 can also be applied to the techniques in the
data-driven juxtaposed views.
In juxtaposed views, two types of visualization techniques are developed: (1) juxta-
posed full view that uses traditional visualization techniques to show all datapoints in the
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windows (Figure 1.4); and (2) juxtaposed pattern outline view that shows only the outline
of the discovered pattern for each window. The pattern outline view is specific to each
pattern. For example, it can be a line for linear trends.
Figure 5.7: 48 windows, containing the traffic data in one day, are merged to 3 windows
and then shown with 2 scatterplots. Each scatterplot contains two windows, and is linked
to the time axis via three lines to delimit the time range for these two windows.
Figure 5.8: A pattern outline view to visualize the pattern change in traffic data slice used
in Figure 5.7. Each line represents a linear model for a merged window. Note that three
lines connecting each scatterplot to the time axis mark two corresponding time windows,
which is similar to Figure 5.7.
Figure 5.7 shows a juxtaposed full view after merging 48 windows (traffic data in one
day) to 3. Figure 5.8 uses the same dataset and merge algorithm as Figure 5.7 but contains
the pattern outline view.
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In Figures 5.7 and 5.8, all subfigures are placed on the canvas horizontally in the order
of the timestamp. Because the time axis is evenly spaced and subfigures have different
lengths of time range, Lines are used to connect subfigures to the time axis. This can help
users understand where the change is fast and where the change is slow. I call this a 1D
layout.
The 1D layout is intuitive to interpret, but it does not make full use of the canvas when
the number of merged windows is large, especially for those visualization techniques that
generate output in a shape close to square, such as scatterplots or parallel coordinates. In
order to avoid this drawback, a grid layout is proposed, in which all subfigures are laid out
in a grid having n rows and n columns. If there are m subfigures, n = b√m− 1c+ 1. In
grid views, the representation of the time axis is problematic. If the same method as the
1D layout is used to connect the subfigures to the time axis via lines, a lot of overlapping
will occur. I solve this problem using an interaction technique: when the mouse hovers
over a subfigure, the corresponding time range is highlighted on the time axis (Figure
5.9).
Figure 5.9 shows an example using the pattern outline view and grid layout. Each sub-
figure is a two-dimensional parallel coordinates. There are two bands in each subfigure.
One band represents the data range in a time window. On dimension X, two corners of the
rectangles correspond to (X + s) and (X − s) respectively, where X and s represents the
average value and standard deviation of all values within the corresponding time window.
There are two types of range in this figure: Type 1 (low heart rate and high blood oxygen
concentration, e.g., the yellow band in the highlighted subfigure) and Type 2 (high heart
rate and low blood oxygen concentration, e.g., the dark band in the highlighted subfigure).
The merge algorithm can automatically detect the shift between two types, as shown in
Figure 5.9. From the time axis, one can find that Type 2 normally only exists in a short
time range, so it can be treated as an outlier. This might be associated with sleep apnea,
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Figure 5.9: A pattern outline view in the grid layout to visualize the changes in data range
for the sleep data. A subfigure is highlighted with a purple border when the mouse hovers
over it. The corresponding part of the time axis is highlighted as well.
with which the subject in this sleeping experiment has been diagnosed [23].
5.3.2 Pattern Vector and Pattern Change Views
For data in the current view (see Figure 5.1), juxtaposed views can do very well in con-
veying the pattern change. But they perform worse for historical data. The main reason
is that there will be many windows in the history. Imagine that there are 100 scatterplots
on the canvas. Then each scatterplot will be very small. Even if zooming techniques and
scrolled area are provided, it is still a tedious and difficult data analysis task to study how
the linear model changes within these 100 windows. Therefore, pattern vector views and
pattern change views are designed to visualize the history data. The basic idea is to utilize
time-series visualization techniques to visualize the pattern vectors and pattern changes
directly.
Pattern Vector Views: Assume that the pattern vector is an n-tuple, i.e., Vp = (v1, v2, . . . , vn).
Then, starting from nm merged windows, a multivariate dataset having nm datapoints can
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be created. Each datapoint corresponds to a pattern vector of a merged window and has n
columns. This is also a time-series dataset because each datapoint has a timestamp. Line
charts, bar charts, heatmaps, or any other time-series visualization techniques can be used
to visualize this dataset. The final output is named a pattern vector view.
Now, a problem similar to juxtaposed views arises: which option is better in the even
and uneven time axis? Since most time-series visualization techniques can be distorted
to be uneven, three approaches are proposed. To explain them better, assume that in one
streaming dataset, the windows from 6AM to 9AM has been merged to 2 windows: one
is from 6AM to 7AM (1 hour); the other is from 7AM to 9AM (2 hours). Bar charts are
used to represent one dimension in the pattern vector.
6AM 7AM 8AM 9AM
(a)
6AM 7AM 9AM
(b)
6AM 7AM 8AM 9AM
(c)
Figure 5.10: This figure shows three approaches to choosing an even or uneven time axis:
(a) Even time axis, even windows; (b) Uneven time axis, even windows; (c) Even time
axis, uneven windows.
1. Even time axis, even windows: The visual elements (points or bars) of the time-
series visualizations corresponding to each merged window have the same width,
but the time axis is evenly spaced, so windows have to be connected to the time
axis using straight lines (Figure 5.10(a)). This approach forces us to place the
visualization on one row.
2. Uneven time axis, even windows: visual elements corresponding to each merged
window are allowed to use the same width but the time axis is divided to nm parts
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with the same length. Each part of the time axis is just below the visual elements of
the corresponding merged windows, so the time axis is not evenly spaced (Figure
5.10(b)).
3. Even time axis, uneven windows: This approach uses an evenly spaced time axis,
but distorts the visual elements corresponding to each merged window to force them
to be just above the correct label on the time axis (Figure 5.10(c)).
In the above three approaches, the first and the second are primarily applicable to only
the current view, but not for the history data. The reason is that approach 1 needs many
straight lines to connect time-series visualizations with the time axis, and approach 2 has
to provide the label at the border of all merged windows on the time axis. For history
data potentially containing many merged windows, both these approaches will make the
final visualizations too cluttered. Thus the suggestion is to use approaches 1 and 2 for the
current view, but use the third approach on the historical data.
Figure 5.11(a) shows the pattern vector view via line charts for traffic data over 9
weeks (Jan. 3 - March 6, 2009). 3024 original windows are merged to 173 windows.
This figure uses the even time axis and uneven windows. The incline angle arctanβ is
shown for each window in this figure, where β is the fit line slope for the linear model Y =
α+βX . Note that merged windows in Figure 5.11(a) normally have different time length.
Labeling the time for each window is impossible because it can bring a lot of overlapping
at the time axis. Instead, the thickness of the time axis segment represents the length
of each merged window. A thicker time axis segment means a longer window, and thus
indicates a slow pattern change, while a thin segment indicates a quick change. In order
to show how the proposed techniques help users detect the pattern change, all the original
windows are visualized in the historical data in Figure 5.11(b). One obvious observation
is that the basic trend of incline angle is a wave style. However, sometimes there are
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(a)
(b)
Figure 5.11: Pattern vector views using the traffic data over 9 weeks. The figures use line
charts and only show the change of fit line slope for the linear model between occupancy
and speed. The purple vertical line represents the beginning position of a window selected
by users via moving the mouse to the specific place. (a) The merged windows in the
historical data are used; (b) The original windows are visualized.
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some quick fluctuations and vibrations, such as the place where the purple vertical line
resides (20:30 at 02/01). It is difficult to perceive these quick changes because each
original window is rendered in a very small region even if some pattern changes are very
quick. The proposed visualization techniques based on the merge algorithm output can
overcome this drawback. In Figure 5.11(a), the same window is highlighted via a purple
vertical line. In this figure, changes can be easily observed because only the significant
changes are shown. Therefore, the merge algorithm along with the proposed visualization
techniques can pull out significant pattern changes and help users detect them.
Figure 5.11(a) has five rows. For the first four rows, each of them contains around
two weeks, but the last row contains only one week. In addition, the last part of the curve
is smooth, which corresponds to the last day (March 6). This conforms to the principle
of the merge algorithm for history data where I want to keep more details for the recent
data.
Pattern Change Views: This technique aims to enable users to quickly identify how data
patterns change via conveying the distance between data patterns directly. Assume that
the current view or the history data pool has nm merged windows. The pattern vectors
for them are V1,V2,. . .,Vnm . The pattern distance function can be used to get a distance
sequence {di}nm−1i=1 , where di = d(Vi, Vi+1). This is a univariate time-series data. Now
the same method as in the pattern vector views is used to visualize this distance sequence
and to generate pattern change views. Compared to the pattern vector views, this tech-
nique enables users to perceive the change magnitude more quickly, but loses the pattern
information itself.
5.3.3 A Guide to Choose Visualization Techniques
I used several real streaming datasets to study the strengths and weaknesses of the above
three views and concluded that:
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• Pattern outline, pattern vector, and pattern change views can help users quickly
perceive the target data patterns in a data stream.
• Pattern outline, pattern vector, and pattern change views show only the target data
pattern. Juxtaposed full views can help convey other information.
• Given a fixed size of canvas, juxtaposed full views can hold the least number of
merged windows, while pattern outline views can show more windows. Pattern
vector (change) views can show the most windows.
Therefore, I provide the following guide to advise data analysts in choosing appropri-
ate views in terms of data analysis tasks:
• If users want to study only the target data pattern and its changes, the pattern vector
and change views are the best options for both the current view and historical data.
• For the current view, if users want to study other data characteristics as well as the
target data pattern, the juxtaposed full views are the best option. If the application
has close to real-time requirements, the pattern vector or change views are the best
options. Without these requirements, users can choose any technique.
• When visualizing historical data potentially containing many merged windows, the
pattern vector and change views are the best options because each time window
needs the least canvas space.
5.4 Evaluation
In this section, I evaluate two important issues: (1) how well does the heuristic merge
algorithm perform on reducing running time and preserving the change information for
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data patterns compared to pattern-blind averaging and brute force? (2) how much can the
proposed techniques reduce users’ response time?
5.4.1 Comparisons among Two Merge Algorithms
To the best of my knowledge, there are no existing algorithms designed and optimized
for achieving the same goal as the proposed merge algorithms. Therefore, I chose the
pattern-blind averaging as the competitor in this algorithm to evaluate the output quality.
The traffic data on Sensor D191 was used in the experiments. The target data pattern
is the linear trend between Occupancy and Speed. Every 30 minutes (60 datapoints)
are regarded as one original time window. The pattern change of interest was the slope
difference between regression lines of two contiguous windows.
In the previous discussion about time complexity of the proposed merge algorithms,
the number of original windows (n0) and the number of merged windows (Nm) are two
main factors to impact the running time of the proposed algorithms. Thus two groups
of experiments are run: (1) Fix n0 and change Nm (Figures 5.12, 5.14(a), and 5.15(a));
(2) Fix Nm and change n0 (Figure 5.13). Once the developed application based on the
proposed merge algorithm finished the process on n0 original windows, it immediately
shifted the current view by one window and started the merge algorithm again. The total
running time for all input data is recorded. In real applications, it is not necessary to
run the merge algorithms so soon, because the system can wait for the arrival of a new
time window if the processing time for n0 windows is shorter than the length of one time
window. However, this difference does not impact the comparison for the time cost of
the proposed algorithms. In addition, the computation of the result quality is based on
Equation 5.3 in Section 5.2.2 (dmax = pi/3,dT = pi/24). It means that the maximal
change is pi/3 and users are only interested in slope changes bigger than pi/24.
In the first group of experiments, I also ran the stream-based versions for heuristic and
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Figure 5.12: These two figures show the result of experiment 1 using the traffic data over
7 days (Jan. 1 - Jan. 7, 2008). Algorithm performance was measured when changing the
number of merged windows Nm. The number of original windows n0 in the current view
is fixed at 24 windows. Note that the running time for heuristic and averaging is close to
each other in Figure (b), so they overlapped a lot.
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Figure 5.13: These two figures show the result of experiment 2 using the traffic data of
70 days (Jan. 1 - March 10, 2008). The algorithm performance was measured when
changing the number of original windows n0 in the current view. The number of merge
windows Nm is fixed at 4.
brute force merge. This is to investigate how the stream-based optimization affects the
time cost and result quality.
All experiments were run on a machine with Intel(R) Core(TM)2 Duo CPU E8400 @
3.00GHz and 3.25G RAM. Its OS is Windows XP SP3.
The following observations can be made based on Figures 5.12, 5.13, 5.14, and 5.15:
• Regarding the result quality, the heuristic algorithm performs better than pattern-
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Figure 5.14: This is to compare regular brute force merge and the stream-based optimiza-
tion version. The results are from the same group of experiments as Figure 5.12.
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Figure 5.15: This is to compare regular heuristic merge and stream-based optimization
version. The results are from the same group of experiments as Figure 5.12.
blind averaging and close to brute force, especially when the number of merged
windows is big.
• The time cost of the heuristic merge is very close to pattern-blind averaging and
much shorter than brute force.
• The scalability of the brute force algorithm is very bad. When n0 or Nm become
big, its running time is not acceptable.
• The stream-based optimization reduced the time cost for brute force merge by
around 1/2 to 1/8, and does not reduce the result quality by at most 2%, which
is very small.
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• For heuristic merge, the stream-based optimization actually increased the time cost,
probably because of the high cost to detach the expired time window.
Thus, the conclusion is that the heuristic merge is a very good improvement on brute
force merge and can be applied to most cases. The brute force merge can be chosen
only if n0 and Nm are small and the experimental running time is within the real time
requirement. For brute force merge, we can apply stream-based optimization to it to
reduce the time cost. However, this optimization should not be applied to heuristic merge.
5.4.2 Comparing Proposed Techniques with Uniform Time Axis
One claim in Section 5.3 is that the proposed techniques can reduce users’ response time
for detecting pattern changes. This needs the support from an experiment. I conducted a
user study to compare users’ response accuracy (RA) and response time (RT) on different
visualization techniques. The techniques to be tested included: (1) Juxtaposed views with
the original windows; (2) Juxtaposed full views; (3) Juxtaposed pattern outline views; (4)
Pattern vector views; and (5) Pattern change views. The first one is the competitor, and
techniques 2, 3, 4, and 5 use the merged windows.
The experiments details are as follows:
Datasets and data patterns: In this experiment, I chose the traffic data and set the length
of the current view to one day. The target data pattern was linear trends. The length of
one time window was 30 minutes. The number of merged windows is set to 6. I picked 2
sensors and generated 2 figures for each technique, resulting in 10 figures.
Questions: Every participant was asked to observe each figure on a laptop monitor and
answer: “When did the biggest change of the fit line slope happen?” Note that one figure
using technique 1 contains 47 scatterplots, so users are allowed to apply zooming on
figures when exploring them. 8 graduate students in computer science participated in this
user study.
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Figure 5.16 shows the screenshot of a question used in this experiment.
Figure 5.16: This is a question used in the user study for the data-driven framework. The
figure is generated using juxtaposed full views along with superimposition technique.
Participants need to identify when did the biggest change happen for the fit line slope.
Experiment Results: Since there was no significant difference for the RA using the five
techniques, I only calculated the average RT shown in Figure 5.17 with 95% confidence
interval, and compared the RT of different techniques using a paired samples t-test. The
statistical result revealed that the proposed techniques (Techniques 2-5) have significantly
shorter response time than the visualizations of the original windows (p < 0.01). The RT
of pattern vector and pattern change views are significantly shorter than the full view
using merged windows (p = 0.011 and p = 0.006) as expected. However, the difference
between the RT of pattern vector (pattern change) views and pattern outline views using
merged windows is not significant (p = 0.115 and p = 0.053). This might be because the
sample size was small.
Based on the experiment result, the conclusion is that the proposed visualization tech-
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Figure 5.17: The response time for five techniques with 95% confidence interval. Tech
1: juxtaposed views with the original windows. Tech 2: juxtaposed views (full view).
Tech 3: juxtaposed views (pattern outline). Tech 4: pattern vector views. Tech 5: pattern
change views. Note that Techniques 3, 4, and 5 use the merged windows.
niques combined with the merge algorithm can significantly reduce users’ response time
when exploring the linear trend changes on streaming data. In the future, I plan to intro-
duce other data patterns, such as data range, into this experiment. More participants will
also be invited.
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Chapter 6
History Views for History Data Using
Nested Hierarchical Timelines
6.1 A Framework to Visualize History Data Using Nested
Hierarchical Timelines
Figure 6.1 shows how to generate history views. This framework assumes that the stream-
ing data can be defined using a hierarchical structure. At each level, users can define a
time unit, and then the streaming data is split into many segments. One segment at one
specific level could contain several segments at the lower level. Note that the segments
at the bottom level are the time windows mentioned in the prior chapters. For example,
traffic can be defined at five levels, including year, quarter, week, day and half hour. One
year contains 4 quarters, each of which has 13 weeks, and so on. If the data does not have
this structure, a hierarchical structure with only one level can be defined. This structure
is shown at the left side of Figure 6.1. It has totally n levels. For the traffic data, n = 5.
Each segment at levels L0, L1, L2, L3 and L4 corresponds to half hour, day, week, quarter
and year, respectively.
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Figure 6.1: The framework to generate history views using nested hierarchical timelines.
Left side shows hierarchical time units that contains two levels, perspective and pattern.
At both levels, users can specify time ranges, named perspective and pattern ranges. All
time windows in the pattern range can be directly output to a non-merge mode view, or
the merge algorithm to generate a merge-based hierarchical structure. Users can select a
specific level on this structure. All time windows on this level will be output to a merge
mode view.
On this user-defined hierarchical structure, users can specify a pattern level and a per-
spective level. Each time window on two levels are called pattern window and perspective
window respectively. The former indicates the time unit in which users want to observe
the data patterns. On the latter level, users can define a time range that is called perspec-
tive range (highlighted by a blue solid line rectangle at the perspective level). The blue
dashed line rectangle at the pattern level contains all time periods ( pattern range) that
users want to observe pattern changes. For instance, imagine that users move the perspec-
tive level to week, and the pattern level to half hour, and then select a specific week. Thus
the pattern range should contain all time windows (half hours) within this week. In this
case, users focus on investigating how data patterns change across these time windows
within this week.
Now, the key task is to visually convey the pattern changes within the pattern range.
To solve this problem, two approaches, named non-merge and merge modes, were de-
signed. For the non-merge mode, I generate the visualizations for each time period and
organize them on the history views called “non-merge mode views”, using layout strate-
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gies proposed in prior chapters. In addition, some new approaches appropriate for history
data will be proposed to form the final output. The above solution is straightforward and
could cause long response time if there are too many time periods in the pattern range.
The reason has been discussed in Section 1.2. Thus the merge modes were designed to
display fewer visual elements via the merge algorithm (Section 5.1) while keeping the pri-
mary pattern changes. Slightly different from Algorithm 2 in Section 5.1, I set Nm = 1
(the number of merged windows). It means that all time periods will eventually be merged
to one merged window. During the merge process, the intermediate results after each call
to the single step merge ( Algorithm 1) are recorded, thus producing a merge-based hier-
archical structure (Figure 6.1). Users can choose a level in this structure, and the system
will then form the visualizations using only the merged time windows on a selected level.
A higher level can allow users to focus on the primary trends of the data, while a lower
one conveys more details but with possibly more visual clutter. Note that sometimes in
the merge process it is necessary to merge time periods at a level that is not at the bottom
in the time-based hierarchical structure. For example, if users want to investigate how the
patterns changed from one day to the next within one year, it is needed to merge adjacent
days if the changes on traffic patterns are small, so the final output has enough space to
show significant changes, e.g., from weekends to weekdays. This is different from the
discussion about the merge algorithm in Section 5.1, where the requirement is to merge
the time windows at the bottom level ( the leaves of the tree at the left side in Figure 6.1).
To solve this problem, it is necessary to define the distance between two time periods at a
higher level, i.e., two days or weeks. This definition depends on the application area and
users’ interests. For example, one possible definition for the distance between two days
of traffic is the difference between the average volumes of two days, while another one
could be the summation of the slope difference of the regression lines (occupancy against
speed), between the corresponding time windows.
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Figure 6.2: A snapshot of history views showing merged mode views.
Figure 6.2 shows a snapshot of the implemented visualization system based on the
above proposed framework under the merged mode. This system is composed of three
views: time-based hierarchy (bottom left), merge-based hierarchy (bottom right), and his-
tory views (upper section). The first two views correspond to the time-based hierarchical
structure and the merge-based hierarchical view in Figure 6.1, respectively. The history
views can be non-merged views or merged-views based on users’ selection. A merged
one is shown in Figure 6.2. This figure shows the traffic data from sensor D191 (close to
the intersection of I-35W and 35th Street) during the period from Jan. 1, 2008 to Dec.31,
2008. In the time-based hierarchy, one timeline is shown for each level in this dataset.
Thus this hierarchy has five timelines, corresponding to year, quarter, week, day and half
hour. Users can use the mouse to drag the perspective and pattern level tag to change
them. Note that the perspective level is set to the day and the pattern level is on the half
hour. Since the data is only for one year, the top level has only one segment that is always
selected and highlighted in dark red. Four segments in the second level corresponds to
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four quarters in this year. For instance, the second segment is from April 1 to June 30.
Users can click one segment to select this quarter and highlight it in dark red, then the
timeline in the week level contains the thirteen weeks in this quarter. That means the
first segment is the week from April 1 to April 7, and the second one corresponds to the
following week ( April 8 - 14). Users can continue to select one week on the week level
timeline, and then do similar things on the following levels, until reaching the perspective
level, the day timeline. If one day on this level is highlighted, all time windows on the
pattern level (half hour) will be highlighted. In Figure 6.2, April 18 is selected at the
perspective level. Then, the highlighted time windows (half hours, i.e., pattern level) in
this day are highlighted and output to the merge algorithm for generating the merge-based
hierarchy (the bottom right section of Figure 6.2). In this hierarchy, users can select and
highlight a whole level instead of one segment, which is different from the time-based
hierarchy. Then all merged windows on the selected level will be visualized in the history
view at the upper section of Figure 6.2, named history view. Note that this figure uses the
1D layout discussed in Section 5.3. The grid layout is also implemented in this system
for merge-mode views.
For non-merge mode, it is necessary to develop some new techniques, because a nor-
mal case is to visualize tens or hundreds of time windows in one view. Under such a
situation, both 1D and grid layout will cause too much visual clutter and fail in conveying
pattern changes. Figure 6.3 shows a grid view that presents the slope change for the re-
gression lines across three months. This figure contains two views: a time-based hierarchy
(bottom) and a grid view (top). The bottom view is the same as the merged mode, while
users select the quarter as the perspective level, and the day as the pattern level. Since the
second quarter (April 1 - July 1) was selected, all days within this period were highlighted
at the day timeline (pattern level). This quarters contains 91 days, or 91×48 = 4368 time
windows (half hours). Although it is possible to apply the merge algorithm to all 4368
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time windows, Figure 6.3 shows a better solution, if users are only interested in the slope
change of the regression line between variables Speed and Occupancy. In the top view
of Figure 6.3, each glyph has a curve to show the slope change within one day. It is easy
to observe that the curves in the first and last columns are relatively smooth compared
to other grids. It shows that the traffic pattern changes within these days are slower than
other days. Actually, these two columns correspond to Saturdays and Sundays.
Figure 6.3: This figure shows a history view (top) with hierarchical time structure (bot-
tom) defined by users. They are interested in the changes across contiguous windows on
the pattern level (days) in this figure. The selected quarter (March 30 - June 29) on the
perspective level is highlighted in red color and indicates the time periods of interest. The
red color on the week and day level means all segments in the selected quarter are se-
lected. In the history view, each glyph corresponds to one day (pattern level) and contains
a curve to represent the slope change of regression lines within 48 time windows for each
day. Grey background is applied to all weekdays to help readers observe data patterns.
Definitions
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Some terms used in this framework are given below:
pattern level: A level in the time hierarchy on which a window is a basic unit for users
to observe data patterns during pattern evolution. For example, if users want to
investigate how traffic patterns change from one day to another, the “day” is the
pattern level.
pattern window: A time window on the pattern level.
pattern range: The time range on the pattern level containing pattern windows among
which users want to explore the traffic pattern changes.
perspective level: The highest level on which users can select one or more time windows
to define the time range containing pattern windows of interest. For example, if
users are interested in the traffic pattern changes across days within one quarter, the
perspective level is “quarter”.
perspective window: A time window on the perspective level.
perspective range: The selected time range on the perspective level.
6.2 Visualization Techniques for Merged Mode
This section will discuss more details about visualizations in merged mode. One advan-
tage of merged mode views is that the height of the merged-based hierarchical tree can
reflect the intensity of the pattern change. More levels indicate a quicker pattern change.
In addition, it enables users to choose an appropriate number of subfigures based on can-
vas size and their requirements. For example, Figure 6.4 contains only 5 levels in the
merge-based hierarchy for the data on April 20 (Sunday). However, in Figure 6.2, the
merge algorithm generated a hierarchy having 7 levels for the data on April 18 (Friday).
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It shows that the traffic pattern changes more frequently on April 20 than April 18. This
finding can be confirmed through Figure 6.3.
Figure 6.4: A snapshot of history views showing merged mode views with less levels in
merge-based hierarchy. The selected day is April 20, 2008.
To help users understand how time windows are merged from one level to the next,
an approach, named the two levels view, was designed to display the merged windows on
two levels together. An example is shown in Figure 6.5. In this figure, two levels, “L2”
and “L3”, are selected in the merge-based hierarchy. The corresponding time windows in
these two levels are displayed in the history views simultaneously. Two levels both are
connected to the same time axis. From this figure, one can clearly see how time windows
are merged from one level to the other.
In conclusion, merged mode views can help users perform the following data analysis
tasks in the history data:
• Observe the data pattern changes on the pattern level. Users can adjust the number
of displayed windows in terms of canvas size and the degree of visual clutter.
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Figure 6.5: This figure shows the merged mode with the two levels view. Two levels on
April 20, 2008 are selected to show how windows are merged from a lower level to a
higher one.
• Investigate how time windows are merged from one level to another via the two
levels view.
6.3 Visualization Techniques for Non-merged Mode
In Section 6.1, Figure 6.3 shows a non-merged grid view. It has some obvious disad-
vantages: (1) This technique cannot work for the case where the difference between the
perspective level and pattern level is bigger than 2; (2) It does not explicitly convey the
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pattern change from one day to the next. In this section, extensions will be applied to
the proposed approach for solving the above problems. Section 6.3.1 focuses on issue 1;
Section 6.3.2 proposes visualization and interaction techniques for explicitly representing
the pattern changes.
6.3.1 Virtual Calendar View
In many cases, users might need to observe the pattern changes within a bigger time
range. For example, in the traffic data, a common analysis task is to observe how patterns
for each day change across one year. Since its hierarchical structure has five levels (year,
quarter, week, day and half hour), the perspective level should be year, and the pattern
level is day. The difference between these two levels is 3, so the visualization technique
proposed in Section 6.1 does not work unless a certain extension is applied to it. For
this data analysis task, the solution is to render one grid view for each quarter, and then
generate the final visualization by laying out four views horizontally (Figure 6.6). Note
that this is similar to a calendar, thus it can be called a virtual calendar view. The reason
why to call it virtual is that this approach can be used on the streaming data having a
hierarchical structure not based on natural time units (year, quarter, week and so on). In
such a case, the view is not a real calendar.
The above approach was inspired by the Wijk and Selow’s calendar view [64] and
MulteeSum [44] developed by Meyer et al. Wijk and Selow’s work used a real calendar
to visualize the numbers of employees present at a research center that were encoded by
colors. Meyer et al. visually represented the gene expression profiles of cells via a small-
multiple matrix of line charts. Each row corresponds to a cell while each column is a
gene. Then one line chart can convey the time series data for the expression of one gene
in a specific cell. My non-merge mode views are very similar to MulteeSum, but rows,
columns, and glyphs all are representing different time units in a hierarchical way.
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Figure 6.6: 2D grid view is extended to create a virtual calendar view.
Figure 6.7 shows how to generate the virtual calendar view. Compared to Figure 6.1,
a new level, grid level, was added. It is just two more layers higher than the pattern level.
If users selected a range in the perspective level, it will contain some continuous segments
on the grid level, which can be called the calendar range. For each segment in this range,
a grid view is generated. In Figure 6.6, each segment on the grid level corresponds to one
quarter. All grid views are then organized horizontally, vertically, in a bigger grid, or via
other layout strategies to obtain the final visualizations. In theory, this approach can work
regardless of the number of segments in the calendar range. However, if this number is
too big, the quality of the final output will be very low because of too much visual clutter.
Thus, in real applications, developers should not allow users to select too many segments
on the grid level to avoid low quality output.
... ...
Pattern
Level
... ...
Perspective Range
... ...
... ...
... ...
Grid
Level
Pattern
Level
Calendar Range
Pattern Range
Figure 6.7: To generate the virtual calendar views, a grid level is added to the framework
in 6.1. Each segment on the grid level corresponds to a grid view in the final visualization.
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6.3.2 Explicitly Conveying Pattern Changes
In all the above visualizations, the patterns for each segment in the pattern level were con-
veyed to the users. It is true that data analysts can investigate how patterns change across
the selected time range by observing the whole figure and comparing glyph shapes. How-
ever, this is time consuming especially if there are hundreds of glyphs on the final output.
In this section, two visualization techniques that can explicitly convey the pattern changes
will be discussed: MDS pattern starfield and distance map. Then some interaction tech-
niques based on them will be introduced.
Figure 6.8: MDS algorithm is used to generate positions for cells. The distance between
grids represents the distance between corresponding cells.
MDS Pattern Starfield
MDS is a commonly used approach in data visualization to convey the distance among
multiple objects. For example, Yang et al. developed the MDS VaR display to visually
represent the distances among multiple dimensions in a large-scale multivariate dataset
[68, 67]. Figure 6.8 shows an MDS pattern starfield to present a pattern space for the first
quarter in the same dataset as what is used in Section 6.1. Similar to Figure 6.3, each
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glyph corresponds to one day, i.e., one pattern window. This layout was generated using
an MDS algorithm [35]. The proximity among glyph positions reflects pattern distances.
Assume that users want to observe N pattern windows, the procedure to get such a starfield
is as follows: (1) Distances among these pattern windows are calculated and recorded in
an N × N matrix. (2) This matrix is regarded as the input to an MDS algorithm [35],
which generates a position for each pattern window. (3) Each pattern window is rendered
as a glyph in the position obtained from the MDS algorithm.
The advantage of this approach is obvious. First, users can easily observe the dis-
tribution of pattern windows and clusters in pattern space, since this layout conveys the
distance among pattern windows. Then different actions, such as manual clustering and
outlier detection, can be easily applied to some pattern windows. For example, in Figure
6.8, one can see that there are several outliers: the glyphs corresponding to the pattern
windows on Jan. 1, Jan. 21, Feb. 14, Feb. 16 and March 7. In addition, one interesting
phenomena is that weekends mainly occupy the right part of the figure while weekdays
are in the middle and left sections. This is easy to explain because weekend traffic pat-
terns are significantly different from those in weekdays. Actually, the expectation is to
have two clusters shown on the output, one representing weekdays, and the other being
weekends. Probably because there are some outliers, these two clusters are not clearly
separated.
In order to avoid the impact of outliers and observe whether two clusters (weekends
and weekdays) exist in this dataset, I introduced an interaction technique to allow data
analysts to remove some glyphs from the figures. When users move the mouse to a
specific glyph, they can right click this glyph then this glyph will be removed from the
input of the MDS algorithm and it will not be rendered in the final output. Users can
repeat this action multiple times to remove more than one glyph. Using this technique,
two glyphs, March 7 and Jan. 1, were removed from Figure 6.8, producing Figure 6.9.
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Now, two clusters are clearly shown.
Figure 6.9: Two days, March 7 and Jan. 1, were removed from Figure 6.8, since they are
obvious outliers. Now one can clearly see two clusters: weekdays and weekends.
Distance Map
The main goal of the distance map is to convey the pattern distance among pattern
windows. Assume users selected N pattern windows in the Pattern Range, there are N×N
possible distance measures to be represented. It is not practical to show all these measures
in one figure. For example, there are 364×364 = 132496 distance measures in Figure 6.6.
Actually, in most data analysis tasks, users probably are only interested in the distance
between two specific pattern windows, or one target window and all others. A possible
scenario is as follows: the data analyst finds one interesting pattern window, and then
wants to investigate how this window is different from others, or how patterns change
around this window. Thus what needs to be shown is the distance measures between
this target window and its neighbors. Therefore, I allow users to specify a target pattern
window, and then use the distance map to show the pattern distance measures between
this target and others.
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Figure 6.10: This figure shows an example of the distance map. One day (Feb. 3) is
selected as the target pattern window. The distance measures between other pattern win-
dows and this day are printed in each grid and explicitly represented by the background
color. The legend shows how the distance measures are mapped to colors
.
The other problem is how to visualize the distance measures. Since the color is a visual
variable that has a high degree of preattentive processing [61], an encoding technique is
used to map distance measures to glyph background colors. The generated output is called
a distance map. One example is shown in Figure 6.10. In this figure, Feb. 3 is selected as
the target pattern window. The implemented visualization system calculates the distance
measures between this target windows and all others, and then shows all measures via the
glyph background color. All distance measures are normalized before visualizing via the
following formula:
d′ =
d− dmin
dmax − dmin
where dmax and dmin are the maximal and minimal distance, d is the real distance and d′
is the normalized value. For the examples in this sections, dmin = 0, since the distance
between one pattern window and itself is 0, and all distance measures are positive values.
Obviously, the biggest distance measure will be normalized to 1. This distance is also
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printed in each glyph. For example, in the glyph for Jan. 1, the number 0.4 is the nor-
malized distance measure between Jan. 1 and Feb. 3. One can also find that March 7 has
a normalized distance equal to 1 (maximal possible value), and its glyph has the darkest
color.
In Figure 6.10, one finding is that most glyphs in the first column (Sundays) and the
last column (Saturdays) have a smaller distance to Feb. 3 (Sunday) since their background
colors are brighter than other columns. That is to say, the weekday columns (the second to
the sixth) have a smaller similarity to Feb. 3 than the Sunday and Saturday columns. This
finding is consistent with common sense that normally the traffic patterns in weekends
are different from those in weekdays.
One disadvantage of the distance map is that it might be difficult to distinguish differ-
ent colors when the difference measures among pattern windows are slight. Actually, the
difference between background colors of weekday and weekend columns is not obvious
in Figure 6.10. It might require a long response time to draw the above conclusion. In or-
der to shorten the user’s response time, an interactive technique, namely a pattern brush,
is introduced. Its main idea is to use two colors to distinguish a small difference and a
bigger one. Thus users can easily investigate the pattern changes across pattern windows.
Pattern Brush
Brushing is a commonly used interaction technique to allow users to select a subset
of data via a query [5]. In order to use brushing, all pattern windows are regarded as a set
S = {Wi|1 ≤ i ≤ n} and then are divided into two subsets:
S1 = {Wi|d(Wi,W ′) < δ, 1 ≤ i ≤ n}
and
S2 = {Wi|d(Wi,W ′) ≥ δ, 1 ≤ i ≤ n}
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where W ′ is the target pattern window, δ is a distance threshold. Thus, S1 contains those
pattern windows closer to the target window than S2. In the existing literature, there are
a lot of techniques [14] to highlight a subset of interest. Here I propose to use the fog
technique used by lots of visualization systems, such as Tableau [57]. If fog is applied to
a subset ( S1 or S2 ), the other one will be highlighted. For example, in Figure 6.11, the
subset S1 is highlighted by applying fog to S2 (δ = 0.4). It is obvious that most glyphs
having a distance measure smaller than 0.4 are in the weekend columns. This conclusion
is the same as what one draws via Figure 6.10. However, users can more easily draw this
conclusion from Figure 6.11 than Figure 6.10. This shows that this approach achieved the
goal of shortening user response time.
Figure 6.11: A fog effect is applied to the glyph whose distance to Feb. 3 is bigger than
δ = 0.4. This can make those pattern windows close to the target pattern window more
obvious than Figure 6.10.
In order to enable users to adjust the distance threshold, I provide a slider in the config-
uration dialog. If users adjust the distance threshold in Figure 6.11 from 0.4 to 0.5, Figure
6.12 is generated. Compared to Figure 6.11, more pattern windows are highlighted. All
weekend pattern windows are highlighted except Feb. 16. Another observation is that
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some weekday pattern windows have a similar curve to the target pattern window Feb.
3. This leads to some more interesting findings: (1) Feb. 16 is different from regular
weekends, even though it is a Saturday. If observing its curve shape carefully, the finding
is that it is also different from most weekdays. Actually, it is an outlier (recall Figure 6.8).
(2) Some weekdays have similar traffic patterns to Feb. 3(Sunday), such as Dec.31, Feb.
4, Feb. 18, and so on. It means that the traffic in these days is not heavy. Some of them are
easy to interpret. for example, Dec. 31 is New Year Eve and Feb. 18 is the Washington’s
Birthday. Most people did not go to work on these two days.
Figure 6.12: This figure uses the same dataset and technique to Figure 6.11 but with a
bigger threshold δ = 0.5. Fewer glyphs are dimmed than Figure 6.11.
6.4 Usability Evaluation
In the prior sections, I showed the proposed history views under merged and non-merged
mode views along with their associated interaction techniques. Many examples have
demonstrated that the proposed techniques can help data analysts efficiently discover
how data patterns change across pattern windows in different hierarchical levels over a
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very long time period. However, the discussion and examples in the prior sections is not
enough to show the usability of the implemented system based on the proposed frame-
work. A pending question is: can users really understand concepts about the proposed
data model and visualization/interaction techniques and learn to use this system? To an-
swer this question, I designed a usability evaluation and invited some people to use the
implemented system for performing some specific data analysis tasks. Below is a list of
questions I wanted to answer in this usability experiment:
• Timelines (Navigating Timelines): Can users navigate two timelines to find infor-
mation of interest? For example, can they correctly select one specific day in the
user-defined hierarchical timelines? Can they choose one appropriate level in the
merge-based hierarchy for observing the data pattern change with a pattern win-
dow?
• Merge Mode (Investigating Merge Mode Views): Can merge mode views enable
users to easily observe the pattern change within a time period?
• Grid Views (Browsing Grid and Virtual Calendar Views): Can data analysts find
the pattern changes of interest, such as periodic phenomena and pattern trends,
without difficulty via grid and virtual calendar views?
• MDS (Understanding MDS Pattern Starfield): Is the MDS pattern field an efficient
way to help users find clusters and outliers among pattern windows?
• Distance Map (Mastering Distance Map and Pattern Brush): Is it easy for people
to use the pattern brush to understand the similarity among pattern windows?
The basic idea to designing this experiment is as follows: (1) design some data anal-
ysis tasks on streaming data related to the above questions; (2) invite participants to per-
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form these tasks; (3) record the average response time and response accuracy for each
task, based on which the above questions can be answered.
In this experiment, I continue to use the traffic data used in Sections 6.1 and 6.3, since
it has all features, such as cyclic changes and outliers, I wanted to ask participants to look
for. Eleven software engineers from Microsoft attended this experiment. All of them have
experience with simple visualizations, including line charts, bar charts and scatterplots,
but had not worked with some advanced ones, such as the MDS layout. Participants first
received training to familiarize themselves with my system, and then performed 24 tasks
belonging to 12 categories.
The list below contains 12 types of tasks this experiment asked subjects to perform:
Timelines (Navigating Timelines)
1. Find a specific day in the time-based hierarchy.
2. Find a specific half hour in the time-based hierarchy.
Merge Mode (Investigating Merge Mode Views)
1. Find where the biggest change of the regression line slope is in a specific day.
2. Find up to three biggest changes between adjacent time windows in the regression
line slope in a specific day.
Grid Views (Browsing Grid and Virtual Calendar Views):
1. Observe the traffic pattern trends within a specific quarter using the grid views and
choose the correct description from multiple choices.
2. Observe the traffic pattern trends within one year using the virtual calendar views
and choose the correct description from multiple choices.
MDS (Understanding MDS Pattern Starfield)
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Task Type Task No Response Time (Seconds) Response AccuracyAvg Std Dev Avg Std Dev
Timelines
1 8.3 3.8 1.0 0.0
2 11.3 3.6 1.0 0.0
Merge Mode 1 130.8 14.9 0.86 0.232 160.5 29.7 0.82 0.25
Grid Views 1 197.0 45.9 1.0 0.02 168.0 54.2 0.95 0.15
MDS 1 21.7 10.1 0.95 0.152 33.0 15.7 0.91 0.20
Distance Map
1 113.0 41.0 0.73 0.34
2 121.5 41.4 0.77 0.26
3 41.1 17.0 0.91 0.20
Table 6.1: The response time of usability experiment for history views.
1. Look for the outliers or clusters, if any, in a MDS pattern starfield.
2. Remove one or more outliers until they can clearly see the clusters.
Distance Map (Mastering Distance Map and Pattern Brush)
1. Find the top 10 glyphs closest to a specific day regarding the traffic pattern trends
using the distance map. If users can find more than 7 correct glyphs, the answer
was treated as correct.
2. Find the top 10 glyphs farthest from a specific day regarding the traffic pattern
trends using the distance map. The standard for correct answers was same as the
previous task.
3. Set a specific distance threshold to highlight only 10 glyphs closest to a specific
day regarding the traffic pattern trends using the pattern brush. If 8-12 glyphs are
finally highlighted, the answer was treated as a correct one.
Table 6.1 lists the response time and response accuracy for these 12 tasks.
From these experiments, the conclusion are:
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• Users can easily understand the time-based and merge-based hierarchy.
• The merge-based hierarchy can be effective in helping users browse a short time
period with uneven pattern change rates. Most users can locate the pattern changes
correctly.
• Users can retrieve pattern trends from the grid views and the virtual calendar views
with relatively ease. Although the tasks normally took them about three minutes on
average, the response accuracy is very high.
• MDS pattern starfield conveyed the clusters and outliers in pattern windows very
well. Users quickly learned how to remove outliers from the view and make the
clusters separate.
• The first two types of tasks in “Distance Map” have a low but acceptable response
accuracy, while most users performed very well on the last type of task. It shows
that the distance map achieved the goal to represent the pattern distance among time
windows, but needs more improvement. Most users complained that it is difficult
for them to distinguish the background color for glyphs, so a better color scheme
is necessary. In addition, outliers can be removed to make color difference more
obvious.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
In this dissertation, I have proposed a group of visualization techniques to visually convey
the data pattern changes in multivariate data streams.
User driven approach
The basic idea of the user driven approach is to display both the current data and
abstractions of past data to show how changes occur over time. The whole stream is split
into non-overlapped time windows and pattern-blind averaging is applied to each window.
The sampling ratio for a particular window is determined by a DOI (degree of interest)
function to reflect users’ interests. A larger DOI value results in a larger sampling ratio
for the specified window, meaning more details shown in this view. Two types of DOI
functions are provided to satisfy common data analysis tasks, as well as a DOI function
interactive tool to allow users to adjust the DOI function when exploring data streams. In
order to show how data patterns change, I have proposed four layout strategies, namely,
superimposition, juxtaposition, step juxtaposition, and animation, to place time windows
in the final views. The evaluation showed that three of these four visualization techniques
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can effectively convey the multivariate pattern change compared to the traditional time-
series data visualization techniques. A guide was derived to advise data analysts and
visualization system developers in choosing appropriate layout strategies based on the
characteristics of datasets and data analysis tasks. In addition, users are allowed to use
multiple views in the final visualization and use linked brushing to highlight a subset of
interest in all views when defining a query in one view.
Data driven approach
This approach addresses the problem of how to efficiently visualize pattern changes on
a data stream given the fact that the pattern change rate is not constant. Distorting the time
axis can partially solve this problem, but most existing techniques are user-driven. This is
not applicable to data streams that normally need quick responses. A data-driven approach
is proposed to automatically merge adjacent time windows with few or no changes in
the current view. A group of experiments show that the proposed merge algorithm can
preserve more change information than pattern-blind averaging. I proposed two types of
visualization techniques: juxtaposed full views and outline views. The former keeps the
data details while the latter aims to convey only the data patterns users want to observe. A
user study was conducted to confirm that the proposed visualization techniques together
with the merge algorithm can significantly reduce the time cost to detect pattern changes
over data streams.
History views
The history views are used to help users explore the data pattern changes within a
relatively long time period. The data analysis tasks normally are off-line and do not need
urgent response. The proposed history views work under two modes: non-merged and
merged. In the former mode, users need to define a hierarchical structure to represent
timelines. The definition of the hierarchy can be from natural time units, such as year,
quarter, and month, or domain specific units. When users select one time period on the
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first timeline hierarchy, I generate the history view containing all time windows in this
time duration. In each glyph, the abstraction of data patterns are drawn instead of the
original datapoints. All glyphs comprise a grid or virtual calendar. Other approaches,
such as an MDS pattern starfield, distance map, and pattern brush, are designed to assist
users in discovering the similarities of time windows regarding the target data patterns.
For the merge mode, time windows selected by users are sent to the merge algorithm
and a merge-based hierarchy is generated. The contiguous time windows having similar
patterns will be merged first. If users want to know more details about the data, they can
choose one lower level in this hierarchy, but with more visual clutter. Otherwise, they can
choose a higher level to avoid visual clutter with random sampling, which could lose some
details in the data. The usability evaluation demonstrated that most users can understand
the concepts in history views and finish assigned tasks, including navigating timelines,
finding significant pattern changes, and investigating similarity among time windows.
7.2 Future Works
Although these approaches can effectively help data analysts observe, understand, and
retrieve how data patterns change in multivariate streaming data, these techniques can be
improved from the following aspects:
• Target patterns: When I designed visualization techniques for conveying pattern
changes, I always tried to make the proposed solutions be as general as possible
for most data patterns. It has been verified that they are feasible for linear trends
and data distribution. However, this is not enough. A plan is to apply the proposed
techniques to more data patterns, such as data density, clusters, and outliers.
• Application domains: All of the proposed approaches are general solutions for
streaming data, and do not target at any specific application. The next step is
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to apply them to a variety of real domains, such as financial data analysis and
video monitoring. It might be necessary to modify the proposed framework and
design more visualization and interaction techniques for these applications. The
algorithms might need further optimization because of possible strict requirements
for response time.
• More data types: In all of proposed techniques, an assumption is that streaming
data contains only numerical values. However, a lot of application data is not nu-
merical, and includes text, audio, video, networks, and other types. There are two
possible ways to handle them: (1) convert them to multivariate data and apply the
approaches developed in this dissertation; or (2) directly design new approaches for
them. Either is an interesting direction for continued research.
• More Evaluation: All user studies in this dissertation invited only participants
who did not have expertise in the application domain related to the dataset. A more
efficient way is to find domain experts to assess the implemented system using the
dataset of their interest. For example, I can visit medical researchers to ask them
to observe sleep datasets in the implemented system and see whether and how this
can help them better understand their data.
• Distribute the Code: Following the tradition of the Xmdv group, releasing the
code of this system is an efficient way to get feedback.
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Appendices
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.1 Pattern Vectors for Linear Models
In this dissertation, least square [40], the most commonly-used regression method, is
used to estimate the linear model between two variables X and Y in a specific window.
Assume that the paired data in this window is (x1, y1), (x2, y2),. . ., and (xn, yn). The
linear model can be represented by:
Y = α+ βX
where
α =
R2 · S1 − R1 · T
n ·R2 − R21
, β =
n · T − R1 · S1
n ·R2 − R21
Note that R1 =
n∑
i=1
xi , R2 =
n∑
i=1
x2i , S1 =
n∑
i=1
yi , and T =
n∑
i=1
xiyi
If the linear model pattern vector of two specific windows, W ′ and W ′′, are repre-
sented as
V ′p = (α
′, β ′, n′, R′1, R
′
2, S
′
1, T
′)
and
V ′′p = (α
′′, β ′′, n′′, R′′1, R
′′
2, S
′′
1 , T
′′)
then the pattern vector of the parent window of W1 and W2 is:
(α, β, n′ + n′′, R′1 +R
′′
1, R
′
2 +R
′′
2, S
′
1 + S
′′
1 , T
′ + T ′′)
where
α =
(R′2 +R
′′
2) · (S ′1 + S ′′1 )− (S ′1 + S ′′1 ) · (T ′ + T ′′)
(n′ + n′′) · (R′2 +R′′2)− (R′1 +R′′1)2
β =
(n′ + n′′) · (T ′ + T ′′)− (R′2 +R′′2) · (S ′1 + S ′′1 )
(n′ + n′′) · (R′2 +R′′2)− (R′1 +R′′1)2
Note that, in the pattern vectors, only α and β are used to describe the linear model, while
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other items serves the operation to merge windows.
The distance between V ′p and V ′′p2 can be computed via:
| arctanβ ′ − arctanβ ′′|
where I am interested in only the change of fit line slope for the linear model. Other
definitions for distance functions can be used if users have different requirements.
.2 Pattern Vectors for Data Range
In this dissertation, I use mean value and standard deviation for each dimension to repre-
sent the data range. Other measures can be easily added.
Assume that variable X in a specific window is x1, x2, . . . , xn, its mean X and stan-
dard deviation s can be represented by
X =
n∑
i=1
xi
n
and
s =
√√√√√
n∑
i=1
(xi −X)2
n− 1 =
√√√√R2 − 2 ·X · R1 + n ·X2
n− 1
where R1 =
n∑
i=1
xi and R2 =
n∑
i=1
x2i .
If the data range pattern vector of two specific windows, W1 and W2, are represented
as
V ′p = (X
′
, s′, n′, R′1, R
′
2)
and
V ′′p = (X
′′
, s′′, n′′, R′′1, R
′′
2)
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then the pattern vector of the parent window of W1 and W2 is:
(X, s, n′ + n′′, R′1 +R
′′
1, R
′
2 +R
′′
2)
where
X =
n′X
′
+ n′′X
′′
n′ + n′′
s =
√√√√(R′2 +R′′2)− 2 ·X · (R′1 +R′′1) + (n′ + n′′) ·X2
n′ + n′′ − 1
The distance between W1 and W2 can is defined as:
√
(X
′ −X ′′)2 + (Y ′ − Y ′′)2
To make this distance function usable, two variables both should be normalized to
[0, 1] first. Other distance functions are possible in terms of specific applications.
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