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1Kapitel 1
Einleitung
1.1 Motivation
Neben der real existierenden Welt ist in den letzten Jahren eine sogenannte Welt des
Computers entstanden. Zwischen der ku¨nstlichen Computer-Welt und der realen Welt
steht das Bindeglied der Mensch-Maschinen-Kommunikation. Diese ist trotz der rasanten
Entwicklung der Computer-Technologie sehr eingeschra¨nkt geblieben; die Kommunikation
zwischen Mensch und Rechner ﬁndet in den meisten Fa¨llen immer noch lediglich per
Bildschirm, Tastatur und Mauskursor statt.
Im Folgenden wird gezeigt, dass Augmented Reality (AR) eine neue und ma¨chtige Kom-
munikationsschnittstelle anbietet und somit viele neuartige Anwendungen und ein bes-
sere Ausnutzung des Computer-Potentiales ermo¨glichen kann. Anschließend wird auf die
technologische Realisierung eingegangen. Dabei stellen sich fu¨r AR die Kernprobleme des
Benutzer-Trackings und der Registrierung virtueller Objekte in realen Umgebungen.
Um die Mensch-Rechner-Kommunikation zu verbessern, werden bislang im wesentlichen
zwei Ansa¨tze verfolgt: Einerseits wird versucht mit der Unterstu¨tzung von Spracherken-
nung, Bildverstehen, Gestik, ku¨nstlicher Intelligenz und Context-Awarness dem Rechner
unsere Welt und unser Verhalten versta¨ndlich zu machen. Dieser Ansatz dient der Ver-
besserung der sogenannten “Rechner-Welt-Kommunikation”. Andererseits soll auch die
Kommunikation in der umgekehrten Richtung, also die “Welt-Rechner-Kommunikation”,
verbessert werden. Dazu wird dem Rechner beigebracht, sein Wissen (Daten + Algorith-
men) in einer uns versta¨ndlicheren Form zu pra¨sentieren. Die Sprachsynthese und Haptik
(das Ausu¨ben von Kra¨ften) stellen beispielsweise Gebiete dieser Art der Kommunikations-
optimierung dar. Da der visuelle Sinn beim Menschen am dominantesten ausgebildet ist,
eignet sich jedoch die graphische Datenverarbeitung als U¨bertragungsmedium besonders.
Mit Hilfe der Visualisierung werden abstrakte Daten in Bilder umgewandelt, wodurch ei-
ne schnelle und intuitive Wahrnehmung der Informationen ermo¨glicht wird. Die virtuelle
Realita¨t (VR) stellt eines der Anwendungsbeispiele der graﬁschen Datenverarbeitung zur
Optimierung der Welt-Rechner-Kommunikation dar. Mit Hilfe der VR-Technologie kann
sich der Mensch in einer kompletten virtuellen Welt bewegen, mit ihr interagieren und sie
dadurch sogar erleben.
Trotz der beiden Ansa¨tze “Rechner-Welt-Kommunikation” und “Welt-Rechner-Kommuni-
kation” bleiben die Rechner- und die reale Welt getrennt und stellen geschlossene Entita¨ten
dar. Entweder beﬁndet sich der Mensch in seiner realen Umgebung und kommuniziert
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mit dem Rechner oder er taucht komplett in eine virtuelle Umgebung ein und la¨sst alle
Bezu¨ge zur realen Welt hinter sich. Um diese Trennung aufzuheben, muss das Problem
gelo¨st werden, wie reale und ku¨nstliche Welt miteinander verknu¨pft werden ko¨nnen. Dies
bedeutet, dass in einer realen Umgebung computergenerierte Informationen zuga¨nglich
gemacht werden mu¨ssen, indem virtuelle Objekte in die reale Welt eingegliedert werden
und sich realen Objekten entsprechend verhalten. Die beschriebene Problemlo¨sung wird
durch die Technologie Augmented Reality (AR), einer virtuell erweiterten Realita¨t der
realen Welt, verwirklicht.
Damit die virtuellen Objekte in der realen Umgebung erscheinen, mu¨ssen sie bei der Um-
setzung der Technologie AR direkt im Blickfeld des Benutzers eingeblendet werden. Diese
Einblendung kann mit Hilfe zweier Methoden realisiert werden. Die erste Methode stellt
einen sogenannten See-Through-Modus dar. Der Benutzer tra¨gt eine Brille, in der die gra-
phischen Objekte zusa¨tzlich abgebildet werden. Diese eingeblendeten Informationen u¨ber-
lagern sich mit der realen Welt. Die zweite Methode wird Video-See-Through genannt.
Hierbei wird eine Mini-Kamera auf der Brille des Benutzers montiert und die tatsa¨chli-
chen Kamerabilder werden um virtuelle Objekte erweitert eingeblendet. In beiden Fa¨llen
kann eine korrekte U¨berlagerung nur erreicht werden, wenn fu¨r jedes gezeichnete Bild
die Position, die Blickrichtung und der Blickwinkel der Kamera bzw. des Benutzerau-
ges genau bekannt sind. Dies fordert sowohl eine sehr hohe Genauigkeit bei der Kali-
brierung des Setups als auch bei dem Tracking der Benutzerbewegungen. Kleine Fehler
ko¨nnen zu erheblichen Missregistrierungen der virtuellen Objekte oder zu sogenannten
“jitter”-Eﬀekten 1 fu¨hren. Die Kalibrierungs- und Tracking-Technologien stellen deswegen
fu¨r AR eine Schlu¨sseltechnologie dar. Solange sie keine einwandfreie Positionsregistrierung
ermo¨glichen, kann AR keinen realistischen Eindruck erzeugen. Die Zielsetzung besteht da-
her darin, sowohl Tracking-Gera¨te als auch Kalibrierungs- und Tracking-Technologien fu¨r
AR zu optimieren.
Die u¨blichen Tracking-Gera¨te (z.B. magnetische oder mechanische Tracker), die beispiels-
weise fu¨r die Technologie Virtuelle Realita¨t (VR) verwendet werden, liefern leider die fu¨r
die Technologie AR erforderliche Genauigkeit nicht. Daru¨ber hinaus beno¨tigen sie immer
eine Station (Empfa¨nger) im Raum und haben meistens einen geringen Aktionsradius.
Erfolgsversprechende Ansa¨tze stellen die optischen Methoden “Photogrammetrie” und
“Computer-Vision” auf Basis u¨blicher Videokameras dar. Der Einsatz von AR erfor-
dert, um virtuelle Objekte wirklichkeitsgetreu in die reale Welt einblenden zu ko¨nnen,
die Kenntnis der genauen Kameraposition und -orientierung als auch ihrer Bewegungen.
Durch die Detektion von Markern oder Szenenmerkmalen ko¨nnen die Bewegungen der
Kamera zuru¨ckgerechnet und die Kamera hiermit als pra¨zises Trackinggera¨t verwendet
werden. Wesentlich fu¨r die Umsetzung von AR sind die verwendeten numerischen Ver-
fahren, die sowohl ausreichende Genauigkeit und Stabilita¨t als auch Echtzeitu¨bertragung
gewa¨hrleisten mu¨ssen. Fu¨r weitere Problemstellungen, wie beispielsweise die Berechnung
des Benutzerblickwinkels, die Platzierung eines virtuellen Objektes in der realen Szene
oder die 3D-Rekonstruktion fu¨r die Verdeckungsbehandlung, sind ebenfalls Computer-
Vision-Techniken erforderlich. Dies heißt letztendlich, dass fu¨r AR die Bru¨cke zwischen
Computer-Vision und Computer-Graphik hergestellt werden muss, um Lo¨sungen fu¨r die
Kalibrierung- und Tracking-Problematik ﬁnden zu ko¨nnen.
1Zitterbewegungen des virtuellen Objektes
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1.2 Problemstellung und Zielsetzung
Das Ziel dieser Arbeit ist, Verfahren und Lo¨sungen zur korrekten U¨berlagerung von gra-
phischen Objekten mit Bildern der realen Welt zu entwickeln.
Zwei grundsa¨tzliche Problemstellungen werden hierbei analysiert. Die erste betriﬀt die
Erfassung der geometrischen Parameter eines gegebenen Bildes, d.h. die Bestimmung des
Blickpunkts, der Blickrichtung und des Blickwinkels der Kamera. Dieser Schritt wird als
(Bild-)Kalibrierung bezeichnet und stellt eine wesentliche Technologie dar, da nur mit Hilfe
einer exakten Kalibrierung ein virtuelles Objekt lagerichtig in einem Bild eingeblendet
werden kann. Diese Thematik wird im Bereich der Computer-Vision intensiv erforscht.
Nach einer ausfu¨hrlichen Betrachtung und Beantwortung der Fragestellung, wie und unter
welcher Voraussetzung Techniken der “Structure and Motion”, “Pose estimation” oder
“Bundle Adjustement” fu¨r AR einsetzbar sind, werden neue Ansa¨tze zu den speziﬁschen
AR-Problemen vorgestellt.
Hierbei werden sukzessiv Problemlo¨sungen fu¨r einzelne Bilder, Bildfolgen und Live-Video
beru¨cksichtigt. Durch den Ansatz, die Kamera als ein pra¨zises Trackinggera¨t einzuset-
zen, werden im Rahmen dieser Arbeit Lo¨sungen fu¨r das bis jetzt ungelo¨ste Problem
des Echtzeit-Trackings erarbeitet. Die Verfahren sollen fu¨r mobile Rechner mit Standard-
Hardware und mit und ohne Markerunterstu¨tzung anwendbar sein.
Die zweite Problemstellung betriﬀt die Gewinnung der 3D-Struktur der Szene aus 2D-
Ansichten. Fu¨r eine realistische Wahrnehmung der betrachteten Szene muss die Konsistenz
der 3D-Struktur gewa¨hrleistet sein, d.h. einerseits muss die Positionierung der virtuellen
Objekte in der realen Welt ermo¨glicht und anderseits Verdeckungen zwischen realen und
virtuellen Objekten behandelt werden. Um ein 3D-Modell fu¨r ein wahrnehmungsgetreues
Rendering zu erzeugen, werden interaktive Lo¨sungen zur 3D-Szenerekonstruktion auf Basis
von 2 bis N Bildern entwickelt.
1.3 Organisation der Arbeit
Die vorliegende Arbeit ist in fu¨nf Kapitel untergliedert.
In der Einfu¨hrung wird zuna¨chst die Technologie AR vorgestellt und auf die Kalibrierungs-
und Tracking-Problematik in Augmented-Reality eingegangen. Der anschließende Ab-
schnitt legt die Problemstellung und Zielsetzung der Dissertation fest. Die wichtigsten
Ergebnisse werden in zusammenfassender Form genannt.
Im zweiten Kapitel (Kapitel 2) wird die Technologie Augmented-Reality und dafu¨r we-
sentliche Begriﬀe erla¨utert. Einen besonderen Schwerpunkt besitzt in diesem Kapitel die
Diskussion der AR-Trackingproblematik.
Das Kapitel 3 zeigt sowohl Grundlagen als auch neue, fu¨r das Versta¨ndnis dieser Arbeit
wesentliche, theoretische Ergebnisse der Computer- Vision auf.
Zur Behandlung der Problematik von AR wird eine grundsa¨tzliche Trennung zwischen
Oﬀ-line- und Echtzeit-Anwendungen getroﬀen. Dafu¨r werden in dem Kapitel 4 die Be-
griﬀe “Augmented Image” und “Augmented Video” eingefu¨hrt. Das Kapitel 4 gliedert
sich in drei Abschnitte. Einleitend wird die Problematik der Erweiterung eines einzelnen
Bildes bearbeitet und zahlreiche Algorithmen zur Berechnung der Kameraposition und
-orientierung anhand von 3D-Punkten implementiert, verglichen und evaluiert. Anschlie-
ßend wird der Fall mehrerer Sichten einer Szene untersucht und ﬂexiblere Lo¨sungen zur
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Erweiterung des Bildes mit graphischen Objekten entwickelt. Das Kapitel schließt mit
der Betrachtung der Bearbeitung ganzer Bildfolgen. In diesem Zusammenhang wird ein
Automatisierungsmechanismus pra¨sentiert, der mit Hilfe von synthetischen sowie realen
Bildern evaluiert wird.
Die Kapitel 5 und 6 setzen sich mit optischem Echtzeit-Tracking auseinander. Im Kapitel
5 wird ein neues markerunterstu¨tztes Trackingverfahren von der Bildverarbeitung bis zur
Bestimmung der Kamerabewegung im Detail vorgestellt. Ein Rahmensystem (VBT) fu¨r
ein optisches Tracking wird entwickelt und zwei Lo¨sungsverfahren VBT-I und VBT-II mit
jeweils schwarz-weißen und farbigen Markern eingehend betrachtet.
Eine neuentwickelte, markerlose Tracking-Methode, die auf dem Prinzip der Bildregistrie-
rung basiert, wird im folgenden Kapitel 6 vorgestellt und hinsichtlich zwei weiterer Ver-
fahren diskutiert.
Die Vielfa¨ltigkeit der AR-Anwendungsmo¨glichkeiten wird anhand einzelner Beispiele in
den Bereichen Bauwesen, Produktion und Service, perso¨nliche AR-Informationssysteme
fu¨r archa¨ologische Sta¨tten, Computer-Spiele und Kunst in den Kapiteln 4, 5 und 6 konkret
verdeutlicht.
Abschließend werden die wichtigsten Ergebnisse im Kapitel 7 zusammengefasst und ein
Ausblick auf zuku¨nftige Forschungsgebiete und Entwicklungsmo¨glichkeiten gegeben.
1.4 Zusammenfassung der wichtigsten Ergebnisse
Im Rahmen dieser Arbeit wurden Computer-Vision Methoden zur Lo¨sung der Augmented-
Reality Kalibrierungs- und Trackingprobleme entwickelt. Insbesondere wurden (1) neben
der “structure and motion” Methode, die theoretischen Grundlagen eines neuen Verfah-
rens (“Calibration propagation” [26]) als auch ihre praktische Umsetzung erarbeitet, (2)
optische Lo¨sungen zum Echtzeit-Tracking mit Hilfe von schwarz-weißen sowie farbigen
Markern ermo¨glicht und (3) ein neues Verfahren zum markerlosen Tracking konzipiert
und implementiert.
Um eine klare Abgrenzung zur Augmented-Reality zu ermo¨glichen, wurden in dieser Ar-
beit zuna¨chst die Begriﬀe “Augmented-Image” und “Augmented-Video” eingefu¨hrt. Nach
einer detaillierten Untersuchung der Oﬀ-Line-Erweiterung wurden robuste Verfahren zur
Bearbeitung eines einzigen Bildes als auch mehrerer Bilder entwickelt und implementiert.
Insbesondere wurden fu¨nf verschiedene Algorithmen zur Berechnung der Kameraposition
und -orientierung mit vier, fu¨nf und sechs Punkten implementiert und auf Basis zahrei-
cher Simulationen verglichen. In dem Fall, dass mehrere Ansichten zur Verfu¨gung stehen,
wurden “structure and motion” Algorithmen fu¨r planare und nicht-planare Szenen ana-
lysiert und implementiert. Daru¨ber hinaus erfolgte sowohl die Entwicklung der theoreti-
schen Grundlage als auch die praktische Umsetzung des neuen, sogenannten “Calibration
Propagation”-Verfahrens [26]. Das Verfahren besitzt die Zielsetzung, ein Bild, das von ei-
ner unbekannten Kamera aufgenommen wurde, an Hand eines zweiten Bildes, fu¨r welches
alle Kameraparameter bekannt sind, zu kalibrieren und mit virtuellen Informationen zu
erweitern. Dieses Verfahren wurde “Calibration Propagation” genannt, da die Kalibrie-
rungsinformationen von einem kalibrierten auf ein unkalibriertes Bild u¨bertragen werden.
Mit dem Verfahren ko¨nnen zeitgleich sowohl Zooma¨nderungen als auch Kamerabewegun-
gen erfasst werden.
Bezu¨glich der automatischen Kamerabewegungsrekonstruktion wurde fu¨r Bildfolgen ein
KAPITEL 1. EINLEITUNG 5
globales Konzept erstellt, welches im ersten Schritt starke Bewegungen kompensiert und
anschließend durch Subpixel-Korrelationsmethoden Punkte verfolgt. Verfeinerungen der
Bestimmung der 3D-Kamerabewegung wurden mit globalen Optimierungsalgorithmen,
sogenannte “Bundle Adjustements”, auf Basis von M-Estimatoren erzielt, die sogenannte
“outliers” zulassen.
Des weiteren erfolgte die Problembearbeitung der Behandlung von Verdeckungen zwischen
realen und virtuellen Objekten. Die Lo¨sung des Problems erfordert fu¨r ein wahrnehmungs-
getreues Rendering der Szene ein 3D-Modell. Auch in diesem Bereich konnte gezeigt wer-
den, dass die beno¨tigten Informationen allein aus den Bildern gewonnen werden ko¨nnen
[39]. Die 3D-Modelle werden hierbei interaktiv aus zwei oder mehr Bildern erzeugt, wobei
eine Fehleranalyse den Benutzer u¨ber die Genauigkeit der Rekonstruktion informiert. Alle
Verfahren wurden in ein System integriert, das eine ﬂexible Vorgehensweise zur Erweite-
rung von Bildern und Bildfolgen mit minimalem Arbeits- und Zeitaufwand ermo¨glicht.
Im Bereich des optischen Echtzeit-Trackings mit Markern wurde ein neues Verfahren, das
auf einem “Punkt-zur-Linie”-Distanzminimierungsverfahren basiert, entwickelt [23]. Das
daraus resultierende Trackingsystem erfu¨llt die AR-Anforderungen bezu¨glich Genauigkeit
und Echtzeit-Performance und ermo¨glicht die Demonstration einer AR-Anwendung mit
See-Through Head Mounted Displays, wie zum Beispiel der Montage eines Autotu¨rschlos-
ses [30] oder Einblendung von Baupla¨nen im Bauwesen [42]. Das neue VBT-System stellt
ein modulares System dar, das in zwei Versionen existiert. Diese basieren sowohl auf der
Verwendung von schwarz-weißen als auch farbigen Markern und ko¨nnen mit einem Lap-
top mit herko¨mmlichen Kameras betrieben werden. Der sogenannte ArBrowser, ein AR-
System in einem Internet-Browser, basiert auf der VBT-Trackingkomponente.
Einen weiteren wichtigen Beitrag stellt die Entwicklung eines markerlosen Trackingver-
fahrens fu¨r mobile AR-Systeme dar [28, 22, 27, 24, 89, 25]. Hierfu¨r wurde der Begriﬀ der
Stu¨tzung fu¨r optische Tracker eingefu¨hrt und deﬁniert. Die Stu¨tzung, die beispielsweise
von Markern gegeben werden kann, wurde in Form von Kamerabildern zur Verfu¨gung
gestellt. Das Tracking-System basiert auf einer Reihe von vordeﬁnierten Bildern, auch Re-
ferenzbilder genannt, mit denen das Live-Videobild verglichen wird. Bei Existenz einer Zu-
ordnungsmo¨glichkeit wird die Transformation vom Referenzbild zum Live-Video-Bild mit
Hilfe von Bildregistrierungsverfahren berechnet. Diese Bildregistrierungsverfahren wurden
intensiv untersucht, wobei Ansa¨tze auf Intensita¨ts- und Fourierbasis ausgewa¨hlt und im-
plementiert wurden. Das Tracking konnte mit dem Fourier- Ansatz erfolgreich umgesetzt
und sowohl Indoor als auch Outdoor demonstriert werden.
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7Kapitel 2
Augmented Reality
In diesem Kapitel wird zuerst Augmented Reality (AR) deﬁniert und im globalen Kontext
von Mixed Reality (MR) vorgestellt. Dann werden die notwendigen Technologien, die Be-
standteile von AR-Systemen sind, erla¨utert. Insbesondere wird die Tracking-Problematik
und dazugeho¨rige wichtige Begriﬀe erla¨utert. Eine U¨bersicht mo¨glicher Anwendungsgebie-
te verdeutlicht abschließend das starke Potential dieser Technologie.
2.1 Deﬁnitionen
2.1.1 Augmented Reality
Augmented Reality (AR) wird als eine Technologie, die virtuelle Objekte mit der realen
Welt kombiniert, deﬁniert. Die Innovation von AR besteht darin, dass graphische Objekte
direkt im Benutzersichtfeld bzw. in einem Live-Kamerabild eingeblendet werden. Dadurch
werden sie wie reale Objekte der Szene wahrgenommen.
Der Begriﬀ Augmented Reality, der fu¨r erweiterte Realita¨t steht, wurde von David Mi-
zell und Thomas Claudell Anfang der 90er Jahre gepra¨gt [17]. Auf der Suche nach neuen
Mo¨glichkeiten, Flugzeugmechaniker bei Montage- und Wartungsaufgaben zu unterstu¨tzen,
entwickelten Mizell und Claudell diese Technologie. Ziel war, komplizierte Montagepla¨ne
durch direkt am realen Objekt eingeblendete Hinweise zu ersetzen und dadurch unno¨ti-
ge Zeitverluste zu vermeiden [64, 19]. Die weitere Entwicklung von AR erfolgte jedoch
hauptsa¨chlich in Forschungs- und Universita¨tsbereichen (siehe beispielsweiese [33, 81, 74,
76] ).
2.1.2 Charakterisierung von Augmented Reality
AR stellt ein neues Gebiet im Bereich der Computertechnologien dar, das sicherlich noch
eine starke Entwicklung und auch Neudeﬁnition erfahren wird, das aber schon mit den
folgenden Eigenschaften zu charakterisieren ist [7]:
1. AR kombiniert reale und virtuelle Welt
Der Benutzer beﬁndet sich in einer realen Umgebung, in der weitere, virtuelle In-
formationen zur Verfu¨gung gestellt werden. Der neue Aspekt von AR besteht darin,
dass die Computerdaten direkt in das Benutzerumfeld eingebracht werden. Diese
Lo¨sung steht im Gegensatz zu dem Ansatz von VR, bei dem sich der Benutzer in
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einer kompletten synthetischen Welt, die durch immersive Lo¨sungen erzeugt wird,
beﬁndet.
Die beiden folgenden Abbildungen zeigen zwei Anwendungsbeispiele von AR. Abbil-
dung (a) verdeutlicht, wie zu Anschauungszwecken eine virtuelle Bru¨cke in eine reale
Umgebung eingeblendet werden kann. Abbildung (b) zeigt die Nutzung von AR zur
Unterstu¨tzung von Montagearbeiten.
(a) (b)
Abbildung 2.1: Einblenden einer virtuellen Bru¨cke in eine reale Umgebung (a) und Beispiel
einer Montageunterstu¨tzung mit AR (b)
2. AR ist interaktiv in Echtzeit
Als erste Interaktionsanforderung wird die Bedingung gestellt, dass der Benutzer
sich frei bewegen kann. Als Mindestanforderung mu¨ssen Kopfbewegungen, die eine
Vera¨nderung seines Blickpunktes auf die Szene bewirken, mo¨glich sein. Das System
muss hierbei in der Lage sein, die AR-Szene mit Hilfe von Trackingsystemen konsi-
stent zu halten.
Neben den Interaktionen mit virtuellen Objekten, die aus VR bekannt sind, treten
auch Wechselwirkungen mit realen Szenekomponenten auf. Wenn beispielsweise ein
reales Objekt bewegt wird, kann es ein virtuelles Objekt verdecken. Die Geometrie
und die neue Position des bewegten Objektes muss bekannt sein, um eine korrekte
Darstellung der AR-Szene zu ermo¨glichen. Dies bedeutet, dass alle verursachten
Szenea¨nderungen vom System beru¨cksichtigt werden mu¨ssen, was im idealen Fall
eine kontinuierliche Analyse der realen Szene erfordert [42].
3. AR setzt drei-dimensionale Registrierung voraus
Das virtuelle Objekt muss sich der Szene anpassen, d.h. es muss in 3D exakt posi-
tioniert werden. Das Einblenden von Texten, Videos oder Photomontagen wird nicht
als AR bezeichnet, da diese Informationen nur 2D-Darstellungen und nicht in die
Szene integriert sind.
AR bietet eine neue Form der Datenpra¨sentation und der Rechnerkommunikation. Auf
Grund der Nutzung des visuellen Sinnes ermo¨glicht AR eine wesentlich eﬃzientere Kom-
munikation zwischen Mensch und Rechner als traditionelle Interface-Gera¨te. Deswegen
wird AR auch als eine neue Menschmaschine-Schnittstelle betrachtet [42].
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2.1.3 Mixed Reality
Die Bezeichnung Mixed Reality (MR) wurde von Paul Milgramm im 1994 eingefu¨hrt, um
alle mo¨glichen Kombinationsformen von realen und ku¨nstlichen Umgebungen zu erfassen
und einzuordnen [63]. MR bildet ein Kontinuum, das von der realen und virtuellen Welt
begrenzt ist und entlang dessen der Anteil der ku¨nstlichen Daten variiert (siehe Abbildung
2.2). Daraus folgt, dass die reale Benutzer- und synthetische Computerwelt nicht mehr als
zwei getrennte Welten betrachtet werden, sondern es existieren alle mo¨glichen gemischten
Varianten der zwei Welten, die sie miteinander verbinden.
Virtual Reality
Augmented Virtuality
Augmented Reality
Virtuelle Welt
Mixed Reality
Reale Welt
Abbildung 2.2: Mixed Reality Kontinuum (Paul Milgramm [63])
Die Erweiterung einer realen Umgebung mit neuen virtuellen Objekten wird als Augmented
Reality (AR) bezeichnet. Umgekehrt wird das Einblenden von realen Szeneausschnitten in
einer virtuellen Welt als Augmented Virtuality (AV) deﬁniert. Diese letzte Technologie ist
schon la¨ngere Zeit bekannt und wird z.B. in virtuellen Studios verwendet.
2.1.4 Oﬀ-line Bearbeitung von Bildern und Videos
Fu¨r einige Anwendungen, wie z.B. der Pra¨sentation eines neuen CAD-Modells in seiner
realen Umgebung, werden nur wenige Ansichten beno¨tigt (siehe Abbildung 2.1 “Virtuelle
Bru¨cke” im Abschnitt 2.1.2). In diesen Fa¨llen wird von Augmented Images gesprochen.
Auf die selbe Weise fu¨hrt die Oﬀ-line Bearbeitung von Videosequenzen zu sogenannten
Augmented Videos. Diese beiden Gebiete werden im Kapitel 4 thematisiert.
2.2 AR-Systeme
In vorliegendem Abschnitt werden die Hauptkomponenten eines AR-Systems zusammen-
gefasst. Einleitend wird die Pra¨sentationstechnologie erla¨utert und verschiedenen Alterna-
tiven vorgestellt. Anschließend wird die Problematik der Benutzerlokalisierung vorgestellt
und die Anforderungen an die Interaktionsgera¨te und die Rechnereinheit behandelt.
2.2.1 Pra¨sentation
Um den Eindruck von erweiterter Realita¨t zu vermitteln, mu¨ssen drei-dimensionale Objek-
te in ein reales Bild integriert werden. In erster Linie existieren drei Darstellungsmo¨glich-
keiten, die im folgenden vorgestellt werden.
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Head Mounted Display
Im idealen Fall wird das virtuelle Objekt, wie in Abbildung 2.3(a) vorgestellt, direkt im
Benutzersichtfeld in Stereo eingeblendet. Diese Technik ist mit Hilfe einer durchsichtigen
Brille oder eines Spiegels, in den nur die fu¨r das linke bzw. rechte Auge entsprechende
Graphik gezeichnet wird, mo¨glich. Das neue Objekt erscheint dadurch in 3D mit einer
gegebenen Tiefe in der realen Szene. Displays dieser Art werden See-Through Head Moun-
ted Display (See-Through HMD) genannt. Die Lichtverha¨ltnisse zwischen realer Welt und
u¨berlagerten Objekten stellen hier einen entscheidenden Faktoren fu¨r die Qualita¨t der
Wahrnehmung der AR-Szene dar. Grundsa¨chlich leiden See-Through Lo¨sungen mit den
heutigen HMD’s unter Helligkeitsproblemen: durchsichtige Displays sind sehr dunkel, so
dass ohne optimale Beleuchtung oder bei dunklen Szeneteilen eine praktische Anwendung
schnell unmo¨glich wird.
Graphic
Head
combiners
Optical
images
Real 
tracker
world
Monitors
Scene
generator Head
Position tracker
Head
generator
Scene HeadPosition
Graphicworld
real
world
Real 
of 
images
Monitors
Video composer
Video cameras
Video
See-Through Display (a) Video-See-Through Display (b)
Abbildung 2.3: Schematische Darstellung beider Pra¨sentationskonzepte
Eine Alternative besteht in der Verwendung des Video-Modus, auch Video-See-Through
genannt. Hierbei werden Bilder von einer oder zwei Fingerkameras, die am HMD mon-
tiert sind, eingeblendet (Abb. 2.3 (b)). Diese werden in Echtzeit bearbeitet und mit den
synthetischen Daten vervollsta¨ndigt. Bei Videodarstellungen kann auf die Mo¨glichkeit,
die Bilder durch numerische Algorithmen zu verbessern, (Histogrammausgleich, Kontrast-
versta¨rkung, usw.) zuru¨ckgegriﬀen werden.
Im Video-Modus ko¨nnen auch Szenendetails eingezoomt werden, was in Anwendungsge-
bieten wie zum Beispiel der Medizin von großem Nutzen ist. Nachteilig wirkt sich jedoch
aus, dass die Umgebung trotz hoher Darstellungsqualita¨t nicht mehr direkt und natu¨rlich
wahrgenommen wird.
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Monitor
Ein AR-System kann auch auf Monitorbasis entwickelt werden. Eine Kamera nimmt die
Szene auf, die dann auf dem Monitor zu sehen ist. Um eine 3D-Ansicht zu erzeugen, werden
hierbei Stereo-Kameras und Stereo-Brille eingesetzt.
(a) (b) (c)
Abbildung 2.4: AR mit Monitoren: Hand-held display (a), PC-Monitor (b) und Projekti-
onsleinwand (c)
Dieser Ansatz ist je nach Applikation ausgehend vom Hand-Held Monitor (Abbildung
2.4(a)), der u¨ber Szenenteile bewegt wird, u¨ber einen Standard PC-Monitor (Abbildung
2.4(b)), bis auf Gro¨ße einer Projektionsleinwand skalierbar (Abbildung 2.4(c)). Wie fu¨r
HMD sind auch durchsichtige Displays denkbar, wobei der Monitor und die Position des
Benutzerkopfes registriert sein mu¨ssen.
Projektor
Mit Hilfe von Projektoren ko¨nnen die virtuellen Informationen direkt auf Objekte der
realen Szene projiziert werden [9]. Der wesentliche Vorteil ist, dass der Benutzer kein
Display oder HMD tragen muss und die Generierung der erweiterten Szene unabha¨ngig
von seinem Blickpunkt auf die Szene ist. Das bedeutet auch, dass mehrere Benutzer ohne
weiteren Aufwand die selbe Szene betrachten ko¨nnen.
Dennoch mu¨ssen folgende Nachteile dieser Technologie beachtet werden:
• Die komplette Geometrie der realen Objekten muss bekannt sein,
• jede A¨nderung der realen Szene muss erfasst werden,
• eine gute Darstellungsqualita¨t kann nur in abgedunkelten Ra¨umen fu¨r Objekte ein-
facher Form erreicht werden
• und letztendlich ein reales Objekt, auf das projiziert wird, muss immer vorhanden
sein; d.h. es kann kein zusa¨tzliches, vo¨llig virtuelles Objekt in die Szene eingefu¨gt
werden.
2.2.2 Benutzerlokalisierung
Die Benutzerlokalisierung, auch “Tracking” genannt, stellt zur Zeit die gro¨ßte technische
Herausforderung bei der AR-Anwendung dar. Aus jedem beliebigen Blickpunkt des Be-
nutzers mu¨ssen die virtuellen Objekte lagerichtig in der realen Welt erscheinen. Daraus
folgt, dass :
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• die Geometrie der realen Szene,
• die Position, Orientierung und Skalierung der virtuellen Objekte in der realen Szene
• die Position, Orientierung und Blickwinkel des Benutzers
zu jeder Zeit bekannt werden mu¨ssen.
Abbildung 2.5: Augmented Reality Anwendung mit optischem Tracking
Die Trackingtechnologien, die fu¨r die virtuelle Realita¨t (VR) angewendet werden, sind fu¨r
AR leider nicht ausreichend genau. Eine VR-Umgebung stellt eine abgeschlossene Welt
dar. Kleine Ungenauigkeiten u¨ben so gut wie keine Fehler aus, da sie kaum wahrnehmbar
sind. Die VR-Szene bleibt immer in sich konsistent. Auf Grund des direkten Bezuges zur
realen Szene fu¨hren jedoch kleine Abweichungen bei AR zur fehlerhaften Registrierung
zwischen virtuellen und realen Objekten, wodurch der gesamte Eindruck beeintra¨chtigt
wird.
Deswegen wurden in den letzten Jahren neue optische Tracker entwickelt. Fu¨r die Bild-
registrierung werden Marker in der Szene platziert, die in den Videobildern der Kamera
extrahiert und verfolgt werden. Da die Position der Marker in 3D bekannt ist, kann die
Kameraposition aus den Bildern zuru¨ckgerechnet werden. Mit Hilfe dieses Verfahrens, das
fu¨r die erste Prototypisierung eines AR-Systems verwendet wurde [23], kann bereits eine
gute U¨berlagerungsgenauigkeit erzielt werden.
Dennoch ist auch dieses Verfahren begrenzt, da die Marker immer sichtbar sein mu¨ssen,
und es nicht immer mo¨glich ist, sie u¨berall in die Szene einzubringen. Des weiteren ist die
Messrate ohne spezielle Hardware noch auf maximal 25 Hz begrenzt.
Ein weitere Verbesserung besteht in der Verwendung des Hybrideansatzes, bei dem die
Gera¨te so ausgewa¨hlt werden, dass sich ihre Sta¨rken und Schwa¨chen gegenseitig ausglei-
chen lassen. Die verschiedenen Sensordaten liefern durch Fusion oder hierarchische Be-
arbeitung eine sichere und pra¨zise Lo¨sung. So ko¨nnen beispielsweise Tra¨gheitssensoren
schnelle Bewegungen erfassen und Kameras die gewu¨nschte Pra¨zision ermitteln.
2.2.3 Interaktionen
AR verlangt neue Interaktionsmethoden, die eine ho¨here Flexibilita¨t und ein breiteres
Anwendungsgebiet als eine herko¨mmliche Tastatur-Maus-Kombination ermo¨glichen. Zu
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diesen neuen Methoden za¨hlen Spracheingabe, Gesteneingabe, magnetische/optische Poin-
ter und Gera¨te wie Unterarm- oder Handtastaturen bis zu Sensoren zur Verfolgung von
Szenenobjekten.
2.2.4 Wearable Computer
Der Benutzer muss an der Stelle, wo die Aufgabe zu erfu¨llen ist, Zugang zu den beno¨tigten
Informationen haben.
Abbildung 2.6: AR mit Wearable Computer
Aus diesem Grund mu¨ssen die Rechner tragbar und leicht sein. Netzverbindungen, um
neue Daten holen oder schicken zu ko¨nnen, mu¨ssen hierbei beru¨cksichtigt werden.
2.3 Die Tracking-Problematik
2.3.1 Begriﬀsdeﬁnition
Statische Fehler
Statische Fehler treten in erster Linie infolge eines Pra¨zisionsmangels der Trackinggera¨te
auf. Dazu addieren sich systematische Berechnungsfehler, die z.B. durch falsche Evalu-
ierung von Transformationen zwischen den verschiedenen Systemkomponenten, wie bei-
spielsweise Trackingsensoren und Displays, verursachen werden ko¨nnen. Des weiteren mu¨ssen
auch Fehler der Darstellungsparameter, wie z.B. die Wahl einer falschen Brennweite, aspect
ratio usw., beru¨cksichtigt werden.
Wenn die statischen Fehler klein und mit Rauschen zu assimilieren sind, erscheint das
virtuelle Objekt richtig registriert aber in der zeitlichen Abfolge kann immer noch ein
Fehler auf Grund der Messdatenschwankungen wahrnehmbar sein. Das Objekt scheint
leicht zu “zittern”. Dieses Pha¨nomen wird als “jitter”-Eﬀekt bezeichnet und kann z.B. mit
Hilfe von Filtern gegla¨ttet werden.
Dynamische Fehler
Dynamische Fehler resultieren aus Latenzen, die durch zu geringe Messrate, Bearbeitungs-
und Darstellungszeit erscheinen. Solche Fehler besitzen besondere Wirkungen im See-
Through-Modus, da das virtuelle Objekt immer mit einem Versatz gegenu¨ber der realen
Umgebung erscheint.
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Gro¨ßenordnungen fu¨r die statischen und dynamischen Fehler sind in der Tabelle 2.1 dar-
gestellt.
Fehlerart Gro¨ßenordnung
Position wenige Millimeter
Winkel 0.1 Grad
Durchsatz 20 Hz
Latenz 2ms
Tabelle 2.1: Fehlerwerte
Outside-In-Systeme
Fu¨r ein Outside-In-Trackingsystem stellen die Sensoren, die im Raum angebracht werden,
eine feste Station dar. Die Tracker-Referenzen oder Marker werden an das zu verfolgende
Objekt befestigt.
Inside-Out-Systeme
Fu¨r ein Inside-out-Trackingsystem werden die Sensoren an dem Objekt befestigt und die
Referenzen werden im Raum angebracht.
Inside-Out versus Outside-In
Im Vergleich zu den Outside-In-Sytemen besitzen die Inside-Out-Systeme den Vorteil einer
genaueren Orientierungsbestimmung bei Anwendung derselben Technologie [10].
Dies wird an Hand eines einfachen Beispiels veranschaulicht:
Fu¨r eine typische HMD-Anwendung betra¨gt der Abstand zwischen Zielobjekt, dem HMD,
und der Rotationsachse, dem Hals, ca. 20 cm. Zwischen dem HMD, an dem die Marker
oder Sensoren befestigt sind und den Objekten in der Szene betra¨gt der Abstand ungefa¨hr
2 Meter. Eine Rotation des HMD von 0.1 Grad wird angenommen.
• Fu¨r das Outside-In System werden die Marker am HMD erfasst. Eine reine Drehung
von 0.1 Grad entspricht einer ra¨umlichen Verschiebung von ca. 20 × tan(π/180 ×
0.1), d.h. 0.035 cm. Das System muss deshalb in der Lage sein, Bewegungen von
mindestens 3.5 mm bei einer Entfernung von 2 m zu erfassen.
• Fu¨r das Inside-Out System wird der Sensor am HMD montiert und die Referenzen
werden in der Szene in 2 m Entfernung angebracht. Eine Rotation von 0.1 Grad
bewirkt eine Verschiebung von 200 × tan(π/180 × 0.1) = 0.35 cm. Die Sensoren
mu¨ssen in diesem Fall nur Bewegungen von 0.35 cm erfassen ko¨nnen.
Das Beispiel verdeutlicht, dass der Outside-In-Tracker fu¨r dieselbe Anwendung eine, 10
mal bessere Auﬂo¨sung und Genauigkeit als der Outside-In-Tracker liefern muss, um ver-
gleichbare Anforderungen zu erfu¨llen.
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2.3.2 Tracking-Anforderungen fu¨r AR
Hohe Genauigkeit
Die Genauigkeit wird durch die Gro¨ße des Positions- und Orientierungsfehlers des Trackers
bestimmt. Ein wesentliches Problem in AR besteht darin, dass eine sehr hohe Genauig-
keit erforderlich ist, um einen realistischen Eindruck zu erzeugen. Kleine Fehler u¨ben eine
starke Wirkung aus und sind sofort erkennbar. Insbesondere verursachen bereits gerin-
ge Abweichungen der Orientierungsbestimmung gravierende Inkonsistenzen. So bewirkt
beispielsweise ein Fehler von 1.5 Grad fu¨r ein virtuelles Objekt, das 1 m vom Benutzer
entfernt ist, eine Missregistrierung von 2.6 cm und schon 5,2 cm fu¨r ein 2 m entferntes
Objekt.
Hohe Auflo¨sung
Die Auﬂo¨sung entspricht der kleinsten Positions- und Orientierungsa¨nderung, die vom
Tracker registriert wird. Wie bei der Genauigkeit ist eine hohe Auﬂo¨sung wesentlich, um
kleine Benutzerbewegungen erfassen zu ko¨nnen.
Hoher Durchsatz
Hier ist der Echtzeitanforderung Rechnung zu tragen. Um eine ﬂu¨ssige graphische Dar-
stellung zu erhalten, sind mindestens 20 Bilder pro Sekunde no¨tig. Diese Geschwindigkeit
sollte ein AR-System mindestens besitzen.
Niedrige Latenz
Um eine niedrige Latenz zu erzielen, muss nicht nur die Framerate sondern vor allem die
Verzo¨gerung betrachtet werden. Die Verzo¨gerung verursacht vor allem bei der optischen
U¨berlagerungen Probleme, da durch sie ein zeitlicher Versatz zwischen realer und virtueller
Welt entsteht.
Im Video-Modus spielen Latenzfehler unter der Voraussetzung, dass die dargestellten Bil-
der mit dem Trackinggera¨t richtig synchronisiert sind, keine große Rolle. Die Latenz wirkt
sich nur durch eine globale Verzo¨gerung in der Wahrnehmung aus. Im Gegensatz zum
Video-Modus verursachen kleine Verzo¨gerungen bei See-Through Anwendungen falsche
Registrierungen. Das Objekt wird in diesem Fall mit veralteten Positionsparametern in der
Szene gerendert und dadurch falsch registriert. Daraus resultiert ein sogenannter “Schwim-
meﬀekt” des virtuellen Objekts in der Szene. Ho¨here Messtakte und Pra¨diktion der Kopfs-
position sind die zwei einzigen Mo¨glichkeiten, diese Fehler zu reduzieren.
Vertra¨glichkeit, Gewicht und Arbeitsvolumen:
Die Anforderungen an das Gewicht und an das Arbeitsvolumen des Tracking-Systems
sind von der Anwendungen abha¨ngig. Generell sollte das Gewicht am Kopf so niedrig wie
mo¨glich sein. Das angestrebte Gewicht eines HMD in Kombination mit einem Trackings-
ensor sollte nicht mehr als 100 bis 150 g betragen.
Die Vertra¨glichkeit soll vor allem gegenu¨ber magnetischen Feldern oder Metall gewa¨hrlei-
stet sein. Die eingegebenen Genauigkeiten sollen im ganzen Arbeitsvolumen gelten.
2.4. ANWENDUNGSGEBIETE 16
2.4 Anwendungsgebiete
In den folgenden Abschnitten wird ein Einblick in die unterschiedlichen Anwendungsge-
biete von AR gegeben. Eine umfassende Zusammenstellung zu den vielfaltigen, aktuellen
Einsatzgebieten von AR kann in [75, 6] nachgelesen werden.
2.4.1 Architektur
Ha¨uﬁg werden Architektur-Modelle mit CAD-Tools entworfen und auf dem Monitor oder
in Photomontage dem Kunden pra¨sentiert. Mit AR ko¨nnen diese Modelle in verschiedene
Bilder oder auch in ein Video eingeblendet werden. Diese Technik weist den großen Vorteil
auf, dass das Modell in die reale Szene mit korrekter Perspektive integriert wird und
realistisch erscheint.
Abbildung 2.7: Einblenden von CAD-Modellen in deren realen Umgebungen
Das Modell kann interaktiv mit dem tasa¨chlichen Hintergrund editiert und nachjustiert
oder durch ein anderes CAD-Modell ausgetauscht werden. Im Gegensatz zu VR muss
nicht die ganze Szene nachmodelliert werden. Dadruch wird Zeit gespart und der optische
Eindruck ist wesentlich realistischer.
2.4.2 Simulationsu¨berpru¨fung
Viele physikalischen Zusammenha¨nge werden weitestgehend per Computer simuliert. Oft
ist es jedoch nur sehr schwer mo¨glich, die Ergebnisse mit der Realita¨t gegenu¨berzustellen.
Eine visuelle U¨berlagerung bietet eine schnelle globale U¨berpru¨fung des Zusammenhanges
an. Diese Mo¨glichkeit der Datenkontrolle kann beispielsweise bei der Auswertung von
Crash-Tests eingesetzt werden. Durch die Unterstu¨tzung von AR kann leicht u¨berpru¨ft
werden, ob sich die Fahrzeugkarroserie entsprechend der berechneten Simulation verformt.
2.4.3 Medizin
In der Medizin gibt es grundsa¨tzlich das Problem, dass Sensordaten beispielsweise bei einer
Operation u¨ber einen Monitor gelesen werden mu¨ssen. Idealerweise ko¨nnten sie jedoch mit
Hilfe von AR direkt in das Sichtfeld des behandelnden Arzt eingeblendet werden. Der Artz
wu¨rde die Informationen schneller und ohne Ablenkung erhalten und ko¨nnte sie somit
wesentlich leichter auswerten. An ein medizinisches system werden selbstversta¨ndlich sehr
hohe Pra¨zisions- und Zuverla¨ssigkeitsanforderungen gestellt.
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2.4.4 Montage und Service
Da Maschinen immer schneller und komplexer entwickelt werden, besteht besonders im
Montage- und Service-Bereich ein erho¨hter Bedarf, den Monteur bzw. Anwender bei sei-
ner Arbeit zu unterstu¨tzen. Bisher stehen meistens nur Papierdokumente und manchmal
Videos, die Arbeitsschritte einer Reparatur oder einer Montage zeigen, zur Verfu¨gung. Als
eine der ersten Firmen untersucht die Fluggesellschaft Boeing ein AR-System zur Monta-
geunterstu¨tzung von Kabelverlegungsarbeiten (siehe Abbildung 2.8(a)).
(a) (b) (c)
Abbildung 2.8: AR-Unterstu¨tzung bei Montageaufgaben
Schritt fu¨r Schritt wird dem Arbeiter gezeigt, wie und wo die Kabel zu verlegen sind. Eine
a¨hnliche Anwendung zeigt durch Einblenden einer graphischen Animation mit Textausga-
be, wie ein Schloss in eine Fahrzeug-Tu¨r einzubauen oder wie eine Maschine zu reparieren
ist (siehe Abbildung 2.8(b,c)).
2.4.5 Perso¨nliche Informationssysteme
Gera¨te, wie z.B. Mobiltelefone oder PALM-Rechner, weisen zunehmend Rechnerleistungen
auf und besitzen zum Teil bereits integrierte Mini-Kameras oder einen USB- oder IEEE-
1934 Port.
Durch einfache Verfahren ist es mo¨glich Bilder mit Text oder Graphik zu u¨berlagern. Auf
Grund der geringen Gro¨ße der genannten Gera¨te bietet sich somit die Mo¨glichkeit, mit
Hilfe von AR-Anwendungen beispielsweise Stadt- oder Museumsfu¨hrungen zu realisieren.
Der Anwender/Tourist kann dabei in einer Stadt oder auf einem archa¨ologischen Gela¨nde
gefu¨hrt und gleichzeitig informiert werden.
Abbildung 2.9: Virtueller Tempel in seinem realen Kontext
Wie in Abbildung 2.9 gezeigt, ko¨nnen Modelle von zersto¨rten Tempeln in ihrem realen
Kontext eingeblendet und somit Wissen u¨ber Kulturerbe besser vermittelt werden.
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2.5 Zusammenfassung
In diesem Kapitel wurde die Technologie Augmented-Reality und die dazugeho¨rigen Sy-
stemkomponenten vorgestellt. Insbesondere wurde die Anforderungen fu¨r das Tracking
abgeleitet und auf den aktuellen Lo¨sungsmangel und Forschungsbedarf hingewiesen. Zum
Schluss wurde anhand von Anwendungsbeispielen die Vielfalt der mo¨glichen AR-Einsatzgebiete
verdeutlicht. Die Bearbeitung von einzelnen Bildern und Videos wird bereits heute, z.B. in
der Film-Industrie, in die Praxis umgesetzt, jedoch fehlen ﬂexible und schnelle Lo¨sungen
fu¨r Echtzeit-Anwendungen, um eine weitere Verbreitung zu ermo¨glichen.
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Kapitel 3
Computer-Vision
Die Bestimmung der Kameraparameter spielt eine zentrale Rolle in dem Erweiterungspro-
zess eines Bildes. Jedoch liegen oft sehr wenig Informationen u¨ber die Kamera und die
3D-Geometrie der Szene vor. Die fehlenden Parameter und Daten mu¨ssen mit Hilfe der
verschiedenen Szeneansichten auf die Szene zuru¨ckgewonnen werden. Mit dieser Proble-
matik bescha¨ftigt sich der Bereich “Computer-Vision”, der Thema dieses Kapitels ist.
Die grundlegenden Deﬁnitionen und wesentlichen Algorithmen der Computer-Vision, die
auch die Basis fu¨r AR bilden, werden hierbei vorgestellt. Im ersten Abschnitt wird das
Kameramodell beschrieben und die Grundprinzipien der Kamerakalibrierung erla¨utert.
Anschließend wird auf die Geometrie und die Zusammenha¨nge mehrerer Bilder na¨her
eingegangen. Insbesondere werden hierbei die Methoden zur Bestimmung der Kamerabe-
wegung aus mehreren Bildern und zur Szenerekonstruktion untersucht.
3.1 Das Kameramodell
3.1.1 Einfu¨hrung
Die meisten CCD-Kameras werden durch das sogenannte Lochkameramodell beschrieben
[8, 31]. Dieses Modell ist aus dem physikalischen Aufbau der Kamera abgeleitet und besitzt
den Vorteil, die Abbildung von 3D-Punkten der Szene auf die 2D-Bildebene mit Hilfe der
projektiven Geometrie linear zu beschreiben. Durch diesen Ansatz ko¨nnen viele Probleme,
wie beispielsweise die Kamerakalibrierung, mit Standardverfahren der linearen Algebra
gelo¨st werden.
In den folgenden Abschnitten wird das Kameramodell na¨her erla¨utert und mathematisch
formuliert.
3.1.2 Perspektivische Projektion
Eine 3D-perspektivische Projektion ist durch die Festlegung eines Projektionszentrums
und einer 2D-Ebene vollsta¨ndig deﬁniert. Die Projektion eines 3D-Punktes ist durch den
Schnittpunkt der Ebene mit der Linie, die durch das Projektionszentrum und den 3D-
Punkt la¨uft, deﬁniert.
Um eine mathematische Beschreibung zu ermo¨glichen wird ein Koordinatensystem ein-
gefu¨hrt, dessen Ursprung im Projektionszentrum liegt. Die z-Achse liegt orthogonal zur
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Abbildung 3.1: Kameramodell
Bildebene. Der Abstand zur Projektionsebene betra¨gt z = 1, und die Orientierung des
Koordinatensystems um die z-Achse ist beliebig.
Das dazugeho¨rige Koordinatensystem in der Ebene sei (c, xu, yv), siehe Abbildung 3.1.
Die Koordinaten des projiziertes Punktes m(x, y) von M(X,Y,Z) werden dann wie folgt
beschrieben:
x =
X
Z
(3.1)
y =
Y
Z
(3.2)
Bei Einfu¨hrung von homogenen Koordinaten ko¨nnen die obigen Gleichungen in Matrixform
formuliert werden:

 xy
1

 =

 1 0 0 00 1 0 0
0 0 1 0




X
Y
Z
1

 (3.3)
3.1.3 Intrinsische Parameter der Kamera
In Computer-Vision werden der Ursprung c und die z-Achse als Bildhauptpunkt und opti-
sche Achse der Kamera bezeichnet. Den Abstand vom Projektionszentrum zur Bildebene
beschreibt die Brennweite f der Kamera. Wenn f = 1 ist, spricht man von einer normierten
Kamera. Das 3D-Koordinatensystem mit Ursprung im Projektionszentrum ist identisch
mit dem Koordinatensystem der Kamera.
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Um den projizierten Punkt im Bildkoordinatensystem beschreiben zu ko¨nnen, werden
zusa¨tzliche Parameter beno¨tigt. (cx, cy) sind die Koordinaten des Bildhauptpunktes c im
Bildursprung o, siehe Abbildung 3.1. Da die Pixel eines CCD Kamera-Chips nicht perfekt
quadratisch sind, werden zwei zusa¨tzliche Koeﬃzienten s und α eingefu¨hrt. s ist der Quo-
tient der Pixelho¨he durch Pixelbreite. α beschreibt den Winkel, der die Abweichung zum
senkrechten Winkel quantiﬁziert.
Nach Einfu¨hrung dieser zwei Koeﬃzienten kann die Abbildung eines Punktes m(x, y, 1)
im Koordinatensystem der Bildebene  in einen Bildpunkt m(u, v, 1) im Bildkoordinaten-
system wie folgt deﬁniert werden:

 uv
1

 =

 fs f tan(α) cx0 f cy
0 0 1



 xy
1

 (3.4)
Dem entspricht:
m = Am (3.5)
Die Brennweite f besitzt die Einheit Pixel pro Meter und der Bildhauptpunkt c(cx, cy)
wird in Pixel beschrieben.
Die Matrix A ist eine Triangula¨rmatrix und beinhaltet die sogenannten intrinsischen Ka-
meraparameter. In der Photogrammetrie-Literatur werden sie als die innere Orientierung
der Kamera bezeichnet.
Mo¨gliche Anna¨herungen
Fu¨r die meisten Kameras kann angenommen werden, dass die Pixel rechteckig sind, und
der Winkel α folglich Null betra¨gt. Ha¨uﬁg wird auch die Approximation, dem “Aspect
Ratio”s gleich ein und der Bildhauptpunkt im Bildzentrum c zu setzen, verwendet.
3.1.4 Das Weltkoordinatensystem
Die Transformation eines Punktes M(X,Y,Z, 1) in Mc(Xc, Yc, Zc, 1) vom Welt- zum Kamera-
Koordinatensystem wird wie folgt deﬁniert:
Mc =
(
R t
03 1
)
M (3.6)
wobei R und t die Rotation und die Translation vom Weltkoordinaten- zu Kamera-Koordinatensystem
darstellen.
Die obige Gleichung kann auch folgendermaßen geschrieben werden:

 xcyc
zc

 = R

 XY
Z

+ t (3.7)
Die Rotation R und die Translation t werden externe Parameter oder a¨ußere Orientierung
der Kamera genannt.
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3.1.5 Die Projektionsmatrix
Ein Kameramodell wird vollsta¨ndig durch die intrinsischen und externen Parametern be-
schrieben. Dabei gilt die Gleichung:
s

 uv
1

 =

 fs 0 cxo0 f cyo
0 0 1



 1 0 0 00 1 0 0
0 0 1 0

( R t
0 1
)
X
Y
Z
1

 (3.8)
Die Gleichung kann folgendermaßen formuliert werden:
m ∼ A(R, t)M ∼ PM (3.9)
wobei P eine 3 × 4-Matrix darstellt. P setzt sich aus den Komponenten der einzelnen
Kameraparameter zusammen:
P =

 fxr1 + cxr3 fxtx + cxtzfyr2 + cyr3 fyty + cytz
r3 tz

 (3.10)
mit ri(i = 1, 2, 3) als Zeilenvektor der Rotationsmatrix R.
3.1.6 Deﬁnitionen
In diesem Abschnitt werden fu¨r Computer-Vision wesentliche Begriﬀe deﬁniert.
Definition 3.1 A¨ußere Orientierung: Die a¨ußere Orientierung, kurz Kameraorientie-
rung, erfasst den Aufnahmeort und die Aufnahmerichtung der Kamera.
Definition 3.2 Innere Orientierung: Die innere Orientierung bezeichnet die Parame-
ter der Kamera selbst. Eine ideale Kamera wird vollsta¨ndig durch die Brennweite f und
den Bildhauptpunkt c(cx, cy) beschrieben.
Definition 3.3 Kalibrierte Kamera: Eine Kamera wird als kalibriert bezeichnet, wenn
die Matrix A der inneren Orientierung bekannt ist. In diesem Fall gilt fu¨r jeden Bildpunkt
m: m ∼ A−1PM ∼ (R, t)M
Definition 3.4 “Intersection” und “structure from motion”: Die Begriﬀe “Inter-
section” und “structure from motion” bezeichnen die Berechnung der Szenestruktur aus
einer bekannten Kamerabewegung.
Definition 3.5 Absolute Orientierung: Die absolute Orientierung beschreibt das Pro-
blem der Berechnung der inneren und a¨ußeren Kameraorientierung aus Passpunkten.
Definition 3.6 Bundle adjustment: Bundle adjustment bezeichnet eine Optimierungs-
methode, die Kameraorientierungen und Messungen in der Szene auf Basis einer Fehler-
minimierung der Messungen in den Bildern verfeinert.
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3.2 Kamerakalibrierung
Die Kamerakalibrierung besitzt die Zielsetzung die innere Orientierung einer Kamera zu
bestimmen. Dies erfolgt mit Hilfe eines sogenannten Kalibrierungsobjektes, das mit leicht
zu detektierenden Marker versehen ist.
Die Koordinaten der Marker mu¨ssen sowohl im Bild als im Raum pra¨zis bekannt d.h. einge-
messen sein. Fu¨r den Markerpunkt M(X,Y,Z, 1) und die zugeho¨rige Abbildung m(u, v, 1)
gilt die folgende Projektionsmatrix P:

 susv
s

 =

 p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34




X
Y
Z
1

 (3.11)
gleichbedeutend mit der Gleichung:
m =

 p1 p14p2 p24
p3 p34

M (3.12)
Bei Eliminierung des Skalierungsfaktors erha¨lt man die sogenannte Kollinearita¨tsglei-
chung:
u =
p11X + p12Y + p13Z + p14
p31X + p33Y + p33Z + p34
(3.13)
v =
p21X + p22Y + p23Z + p24
p31X + p33Y + p33Z + p34
(3.14)
Fu¨r n Punkte stehen 2× n Gleichungen zur Verfu¨gung, die sich vereinfacht in Form eines
linearen Gleichungssystems schreiben lassen:
AX = 0 (3.15)
mit X = (p11, p12, . . . , p34).
Da P eine 3 × 4 Matrix abbildet und eine 2D/3D-Punktkorrespondenz zwei Gleichungen
liefert, werden mindestens sechs Punkte beno¨tigt, um das lineare System lo¨sen zu ko¨nnen.
Das Lo¨sungsverfahren ist als DLT (Direct Linear Transformation) in der Literatur bekannt
[84]. Grundsa¨tzlich mu¨ssen bei dem DLT- Lo¨sungsverfahren zusa¨tzliche Einschra¨nkungen
eingefu¨hrt werden, um eine triviale Null-Lo¨sung X zu vermeiden. Eine einfache Mo¨glich-
keit besteht darin z.B. p34 = 1 zusetzen und mit einem Least-Square (Pseudo-Inverse) das
System zu berechnen [69]. Dieser Ansatz fu¨hrt leider zu unstabilen und ungenauen Ergeb-
nissen, wenn p34 sich sehr stark von den anderen Elementen der P Matrix unterscheidet.
Das Faugeras-Toscani-Verfahren wertet eine Eigenschaft der Projektionsmatrix der Kame-
ra aus, na¨mlich die Bedingung ‖p3‖ = 1. p3 entspricht dem Vektor r3 der Rotationsmatrix
R. Das Faugeras-Toscani-Verfahren liefert vergleichsweise stabilere Berechnungen als der
vorherige beschriebene Ansatz.
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3.2.1 Gewinnung der intrinsischen Parameter
Wenn P bekannt ist, ko¨nnen die intrinsischen Modellparameter bestimmt werden. Hierfu¨r
existieren zwei Mo¨glichkeiten.
Wie im vorangehenden Abschnitt angemerkt ist, gilt: p3 = r3. Daraus folgt:
cx = p1p3
cy = p2p3
f = ‖m2 ×m3‖
fs = −‖m1 ×m3‖ (3.16)
P kann auch durch eine QR-Dekomposition aufgeteilt werden, wobei eine obere triangu-
lare Matrix und eine orthonormale Matrix erhalten werden, denen die Matrizen A und R
entsprechen.
3.2.2 Modellverfeinerung: Optische Verzerrung
Das vorgestellte Kameramodell stellt ein ideales, mathematisches Modell einer Lochkamera
dar.
In der Praxis bilden jedoch die Linsensysteme keine lineare Projektion ab. Sie beinhal-
ten nichtlineare Komponenten, die zu bedeutenden Verzerrungen in der Bildebene fu¨hren
ko¨nnen. Insbesondere fu¨r Kameras mit Weitwinkel sind diese Verzerrungen oﬀensichtlich
und ko¨nnen bei dem Kalibrierungsprozess nicht außer Betracht gelassen werden. Eine Kor-
rekturmo¨glichkeit besteht darin, die nichtlineare Deformation des Bildkoordinatensystems
nachzubilden.
m(u, v) sei ein Bildpunkt einer realen Kamera und c(cx, cy) das Bildzentrum. Die korri-
gierten Koordinaten (u′, v′) des Punktes m ko¨nnen dann wie folgt beschrieben werden:
u′ = u+ k1u¯r2 + k2u¯r4 + k3u¯r6 + P1(2u¯2 + r2) + 2P2u¯v
v′ = v + k1v¯r2 + k2v¯r4 + k3v¯r6 + P2(2v¯2 + r2) + 2P1u¯v (3.17)
wobei u¯ = u− uo, v¯ = v − vo, r = u¯2 + v¯2 gilt.
Unterschiedliche Studien [85, 8] haben gezeigt, dass eine Modellierung der radialen Ver-
zerrung fu¨r die meisten Anwendungen ausreichend genau ist und eine Modellierung bis
zur ersten Ordnung k1 bereits 90% der gesamten Verzerrung darstellt.
3.2.3 Nichtlineare Optimierung
Um die optischen Verzerrungsparameter zu berechnen, werden nicht-lineare Optimierungs-
verfahren angewendet. Dabei werden die Initialwerte der Kameraparameter durch eine
lineare Lo¨sung berechnet. Die Fehlerfunktion ist hierbei folgendermaßen deﬁniert:
n∑
i=1
(ui − pi1M
pi3M
)2 + (vi − pi2M
pi3M
)2 (3.18)
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3.3 Relative Orientierung I: Die fundamentale Matrix F
3.3.1 Einleitung
In diesem Abschnitt wird beschrieben, wie die relative Transformation, bzw. relative Orien-
tierung und die Projektionsmatrizen zweier Kameras allein aus Bildern berechnen werden
ko¨nnen.
Im ersten Schritt wird angenommen, dass keine Informationen u¨ber die Szene und die
Kamera vorliegen. Es handelt sich hierbei um sogenannte Autokalibrierungsverfahren, fu¨r
die ohne 3D-Kenntnisse die Kameraparameter bestimmt werden. Im zweiten Schritt wird
erkla¨rt, wie mit Hilfe der inneren Kameraparameter die Rotation R und die Translation t
zwischen den Kamera berechnet werden kann.
3.3.2 Die epipolare Geometrie
Die fundamentale Matrix stellt die Matrix dar, die alle Informationen u¨ber zwei Bilder
beinhaltet. Ihre robuste und genaue Scha¨tzung ist deswegen fu¨r die Qualita¨t der Autoka-
librierungsmethode wesentlich.
m’
M
lm’ l’m
e’
e
m
C’
C
Abbildung 3.2: Epipolare Geometrie
m sei ein Punkt des ersten Bildes und m′ der dazugeho¨rigende Punkt im zweiten Bild
(siehe Abbildung 3.2). Die fundamentale Matrix F ist dann wie folgt deﬁniert:
m′Fm = 0 (3.19)
3.3.3 Der Acht-Punkte-Algorithmus
Der Acht-Punkte-Algorithmus stellt einen grundlegenden Algorithmus im Bereich Computer-
Vision dar. n (n >= 8) Punktpaare, (mi,m′i) fu¨r (i = 1, . . . , n) werden mit Hilfe der
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sogenannten Longuet-Higgins-Gleichung [57] beschrieben und die Matrix F, die die qua-
dratische Fehlerfunktion Q(F) minimiert, berechnet.
Q ist wie folgt deﬁniert:
Q(F) =
n∑
i=1
‖m′iFmi‖2 (3.20)
f sei ein 9-dimensionaler Vektor, der die Matrixelemente von F beinhaltet:
f = (f11, f12, f13, f21, f22, f23, f31, f32, f33) (3.21)
Fu¨r ein gegebenes Punktpaar mi(ui, vi, 1) und m′i(u
′
i, v
′
i, 1) gilt dann:
m′iFmi = aif (3.22)
mit
ai = (uiu′i, viu
′
i, ui, uiv
′
i, viv
′
i, vi, ui, vi, 1) (3.23)
Wenn man eine n × 9 Matrix A mit dem Vektor ai in der Zeile i eingefu¨hrt, ergibt sich
aus den Gleichungen 3.20 und 3.22:
Q(F) =
n∑
i=1
‖ai.f‖2 = ‖Af‖2 (3.24)
Um die triviale Lo¨sung f = 0 zu vermeiden, wird ‖f‖2 = 1 gesetzt.
Eine SVD-Dekomposition wird auf die Matrix A angewendet. Daraus folgt:
Q(F) = ‖Af‖2 = ‖USVf‖2 = ‖SVf‖2 >= σ29‖Vf‖2 >= σ29‖f‖2 (3.25)
mit der diagonalen Matrix S = Diag(σ1, . . . , σ9) der Singularwerte σi mit i = 1, . . . , n.
Zusa¨tzlich wird an das Kriterium Q die Bedingung ‖f‖ = 1 gestellt:
Q(F) >= σ29 (3.26)
Diese Gleichung(3.26) besagt, dass das Minimum der Funktion Q fu¨r den Vektor Ve9 mit
e9 = (000000001) erreicht ist.
Numerische Stabilita¨t
Das oben vorgestellte Verfahren verha¨lt sich instabil, wenn die Daten nicht vorher im Inter-
vall [−√2;√2] normiert worden sind. Weitere mo¨gliche Transformationen der Bilddaten
sind in [47, 65]zu ﬁnden. Mit Hilfe einer passenden Transformation kann eine a¨hnliche
Pra¨zision mit linearen Verfahren wie mit nichtlinearen Verfahren erreicht werden.
Rank Constraint
Da fu¨r die Epipole e und e′, Fe = 0 und Fe′ = 0 gilt, betra¨gt der Rank von F zwei oder
weniger. Auf Grund von Ungenauigkeiten folgt die mit dem Acht-Punkte-Algorithmus
gefundene Matrix die Rankeigenschaft der fundamentale Matrix nicht. Diese Eigenschaft
kann durch die Bestimmung der nahliegensten Matrix mit Rank 2 erzwungen werden [37].
Die Matrix kann durch F = UD(w1, w2, w3)V beschrieben werden. Die nahliegensten Ma-
trix mit Rank zwei kleinste Singularwert wird hierfu¨r auf Null gesetzt: F = UD(w1, w2, 0)V.
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3.3.4 Nichtlineare Optimierung
Die Minimierung der Distanz zwischen den Punkten m′ und ihrer epipolaren Linie l′m stellt
eine wesentliches Kriterium fu¨r die Optimierung von F dar. Die Distanz d(m′, l′m) kann
folgendermaßen berechnet werden:
d(m′, l′m) =
m′ l′m√
l′21m + l′
2
2m
=
1
cm
m′Fm (3.27)
mit cm =
√
l′21m + l′
2
2m und l′m = (l′1m, l′2m, l′3m)
Das Kriterium kann dann fu¨r alle Punkte angesetzt werden, wobei folgende Gleichung gilt:
n∑
i=1
(d(mi2, lm′i1)
2 + d(lm′i2,mi1)
2) (3.28)
dem entspricht:
n∑
i=1
(
1
l21m + l
2
1m
+
1
l2
1m′i
+ l2
1m′i1
)(m2 Fm1)2 (3.29)
In der Literatur werden weitere Optimierungskriterien vorgestellt. Eine umfangreiche Ana-
lyse und ein Vergleich der verschiedenen Methoden ko¨nnen beispielsweise in [91] gefunden
werden.
3.3.5 Parametrisierung
Die Matrix F ist eine singula¨re Matrix (det(F) = 0) und besitzt Rank zwei. Die folgende
Parametrisierung [71, 32] beru¨cksichtigt die Bedingung, dass die Anzahl der unabha¨ngigen
Koeﬃzienten von F sieben (7 Freiheitsgrade) betra¨gt:
 b a −ay − bx−d −c cy + dx
dy′ cy′ − ax′ −cyy′ − dy′x+ ayx′ + bxx′

 (3.30)
3.3.6 Die Epipole e und e′
3.3.7 Faktorisierungsmethode
Wenn F die fundamentale Matrix zweier Kameras abbildet, kann F durch das Produkt von
[e′]∧ und einer Matrix M, d.h. F = [e′]∧M, beschrieben werden. Die Projektionsmatrizen
P und P′ der Kameras sind hierbei folgendermaßen deﬁniert:
P = [I, 0]
P′ = [M, e′]
In dem Fall, dass P und P′ gegeben sind, kann aus ihnen einfach die Matrix F = [e′]∧M
berechnet werden. Außerdem gilt, wenn M eine Lo¨sung ist, dass M+e′v auch eine Lo¨sung
von F, fu¨r alle beliebigen Vektoren v (denn [e′]∧e′v = 0), liefert.
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Eine Faktorisierungstechnik von F kann in [60] gefunden werden. Dabei wird folgende
Eigenschaft angewendet:
‖v‖2I3 = vv − [v]2∧ (3.31)
Fu¨r die fundamentale Matrix F gilt dann:
F =
1
‖e‖2 (e
′e′ − [e′]2∧)F =
1
‖e‖2 e
′e′F + [e′]∧(− [e
′]∧
‖e‖2 F) (3.32)
Der erste Term ist gleich null, da Fe′ = 0. Die Matrix M ist gegeben durch M = − [e′]∧‖e‖2 F.
Numerisch werden bessere Ergebnisse fu¨r die 3D-Rekonstruktion erhalten, wenn der Epipol
e normalisiert wird [46].
3.4 Relative Orientierung II: Die essentielle Matrix E
3.4.1 Einleitung
Die essentielle Matrix E verbindet die Punkte aus zwei kalibrierten Ansichten durch:
m′Em = 0 (3.33)
mit E = [t]∧R.
Zwischen der Matrix F und der Matrix E existiert folgende Beziehung:
E = A2 FA1 (3.34)
wobei A1 und A2 die Matrizen der intrinsischen Parameter beider Kamera darstellen.
Eigenschaften
Die Eigenschaften der Matrix E werden durch ihren Rank und ihre Eigenwerte beschrieben.
In [48] beweisen die Autoren unter welchen Bedingungen eine 3×3 Matrix in eine Rotation
R und Translation t zerlegt werden kann, d.h. wann eine Matrix eine essentielle Matrix
darstellt.
Theorem 3.1 Eine 3 × 3 Matrix E ist eine essentielle Matrix, wenn und nur wenn die
singula¨ren Werte σ1 >= σ2 >= σ3 die folgende Bedingung aufweisen: σ1 = σ2 > 0 und
σ3 = 0
Der Theorembeweis kann in beispielsweise in folgenden Vero¨ﬀentlichungen [48, 31, 50]
nachgelesen werden.
3.4.2 Bestimmung von E
Die Matrix E ha¨ngt von fu¨nf Parametern ab und ein Punktpaar (m,m′) liefert eine Glei-
chung fu¨r die Berechnung von E, siehe Gleichung (3.33). Aus diesem Grund sind fu¨nf Bild-
punktpaare ausreichend, um E zu bestimmen. Eine Lo¨sung dafu¨r wird in [31] erla¨utert. Die
Ergebnisse sind jedoch instabil und ha¨ngen direkt von der Genauigkeit der Eingabedaten
ab. Deswegen wird meistens auf den “Standard”-Acht-Punkte-Algorithmus zuru¨ckgegrif-
fen.
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3.4.3 Bestimmung von R und t
Nach der Berechnung der Matrix E muss sicher gestellt werden, dass E die Eigenschaften
einer essentiellen Matrix besitzt.
Hierfu¨r wird eine SVD-Zerlegung von E vorgenommen, und die theoretischen Werte der
Singularwerte werden erzwungen:
E = UD(1, 1, 0)V ≈ UD(w1, w2, w3)V (3.35)
In diesem Fall gelten die Singularwerte (w1, w2, w3) als Indikator der Stabilita¨t der Berech-
nungen des Gleichungssystems. Die Ratios σ1σ2 und
σ1
σ3 sollen einen zu den theoretischen
a¨hnliche Wert aufweisen, d.h. in etwa den Wert Eins und Null betragen.
Es gibt verschiedene Methoden, um die relative Orientierung R und aus E zu berech-
nen [86, 5]. An dieser Stelle wird auf ein robustes Verfahren, dass auf SVD basiert [48],
verwiesen. Die Ergebnisse dieses Verfahrens werden im folgenden vorgestellt.
Wenn als Zerlegung der Matrix E sei E = UWV deﬁniert wird, lassen sich die zwei
Rotationsmatrizen Ra und Rb aus E wie folgt abgeleiten:
Ra = UWV (3.36)
und
Rb = UWV (3.37)
mit
W =

 0 1 0−1 0 0
0 0 1

 (3.38)
Die Berechnung von t ist dann relativ einfach, da Et = 0 gilt. Der Vektor t stellt den
Eigenvektor mit dem kleinsten Eigenwert (Null) von E dar.
Letztendlich existieren zwei Lo¨sungen (Ra, t) und (Rb, t) fu¨r E, die in der Literatur als
“twisted pair” bezeichnet werden [48].
Fu¨r die Epipole von E lassen sich folgende Gleichungen aufstellen: e′ = t und: e = −R−1t
3.4.4 Planare Szene
3.4.5 Homographieberechnung
Eine Homographie stellt eine 2D-Kollineation dar, d.h. eine lineare Transformation, deren
Transformationsmatrix nicht singula¨r ist.
Fu¨r jeden Bildpunkt m im ersten Bild und m′ im zweiten Bild ein und derselben Ebe-
ne existiert hierbei eine 3 × 3 Matrix, so dass geschrieben werden kann: m′ = Hm und
det(H)! = 0.
H ist bis zu einem Skalierungsfaktor deﬁniert, d.h. H ha¨ngt von acht unabha¨ngigen
Koeﬃzienten ab. Mit Hilfe von vier oder mehr Punkten kann H linear bestimmt werden.
3.4.6 Verha¨ltnisse zwischen 2D-Homographie und fundamentaler Ma-
trix
Fu¨r die Punkte m im ersten und m′ im zweiten Bild, die gleichzeitig ein und derselben
Ebene angeho¨ren, gelten die folgenden Gleichungen:
m′Fm = 0 (3.39)
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und:
m′ = Hm (3.40)
Daraus ergibt sich:
mHFm = 0 (3.41)
Die Gleichung (3.41) ist fu¨r jeden beliebigen Punkt m gu¨ltig, d.h. , dass die Matrix HF
antisymmetrisch ist. Sie veriﬁziert deswegen die folgende Eigenschaft [71]:
HF + FH = 0 (3.42)
Daru¨ber hinaus gilt:
Fm = l′m = e′∧m′ (3.43)
gleichbedeutend zu:
m′Fm = m′[e′]∧m′ = m′[e′]∧Hm = 0 (3.44)
Zusammenfassend kann die Beziehung zwischen F und H durch die folgende Gleichung
beschrieben werden:
F = [e′]∧H (3.45)
Aus dieser Gleichung kann abgeleitet werden, dass He = e′ fu¨r jede beliebige Ebene gilt,
und dass fu¨r eine Ebene, die durch das optische Kamerazentrum c verla¨uft, He = 0 folgt.
Als weitere charakteristische Eigenschaft sei genannt, dass durch die Homographie H die
beiden epipolaren Linien zweier Bilder wie folgt in Bezug gesetzt werden:
H l′ = HFm ∼ FHm = Fm′ = l (3.46)
3.4.7 Faktorisierungsmethode
Wenn die Kameras intern kalibriert sind, kann man ihre relative Position der Kameras
zueinander und die Kalibrierungsebene bestimmen [Wunderlich 1982] [31]. Das Verfahren
fu¨hrt zu zwei Lo¨sungen, wobei die richtige Lo¨sung mit einem sogenannten visibility test
kann bestimmen werden.
3.5 Rekonstruktion
Die Rekonstruktion von 3D-Punkten der Szene ist zur Erstellung eines 3D-Modells fu¨r die
Verdeckungsbehandlung virtueller und realer Objekte notwendig.
In diesem Abschnitt wird einleitend als erster Schritt der Rekonstruktion die Tiefenbe-
rechnung aus zwei Bildern erla¨utert.
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3.5.1 Tiefenberechnung
m sei ein Punkt des ersten Bildes und m′ der dazugeho¨rigende Punkt im zweiten Bild. Die
Tiefe der Punkte wird jeweils mit z und z′ bezeichnet, so dass folgende Beziehung gilt:
zm = z′Rm′ + t (3.47)
Eine direkte Berechnung von z und z′ ist sehr rauschempﬁndlich. Aus diesem Grund wird
ein Verfahren zur Fehlerquadratminimierung, das folgenderweise deﬁniert ist, vorgezogen:
‖(zm − z′Rm′)− t‖2 → min. (3.48)
Mit Hilfe der Ableitung der obigen Gleichung (3.48) in z und in z′, werden die Minima
bestimmt. Sie sind gegeben durch:
z =
t · m− (m · Rm′)(t · Rm′)
1−m · Rm′ (3.49)
und
z′ =
(t · m)(m · Rm′)− t · Rm′
1−m · Rm′ (3.50)
3.5.2 Lineare Lo¨sung
Es seien n Bilder und deren Projektionsmatrizen (P1, . . . ,Pn) mit (i = 1, . . . , n) gegeben.
Der zu rekonstruierende 3D-Punkt M(X,Y,Z, 1) wird im Bild i in mi(ui, vi, 1) projiziert.
Es gilt dann:
mi = PiM (3.51)
Aus der Gleichung 3.51 resultiert ein Gleichungssystem:
AM = 0 (3.52)
mit
A = [p10 − u1p10, p11 − v1p12, . . . , p′n0 − unp′n2, p′n1 − vnp′n2] (3.53)
A stellt eine 2n × 4 Matrix dar. Das Gleichungssystem kann mit einem SVD-Verfahren
gelo¨st werden.
3.5.3 Minimierung der Reprojektionsfehler
Die Minimierung der Reprojektionsfehler u¨ber allen Punkte wird wie folgt deﬁniert:
n∑
i=1
(ui − pi0M
pi2M
)2 + (vi − pi1M
pi2M
)2 (3.54)
Diese Gleichung ist a¨quivalent zu
D−1i (uipi2 − pi0)M = 0 (3.55)
und
D−1i (vipi2 − pi1)M = 0 (3.56)
wobei fu¨r die Wichtung Di = pi2 gilt; Di wird in der ersten Iteration mit 1 gewichtet.
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3.6 Zusammenfassung
In diesem Kapitel wurden die Grundlagen der Computer-Vision vorgestellt. Nach der
Erla¨uterung des Lochkameramodells, wurden die Prinzipen der Kamerakalibrierung be-
schrieben. Anschließend erfolgte eine Betrachtung der aus zwei Bildern resultierenden Ka-
merageometrie. Insbesondere wurde gezeigt, in welcher Weise die Projektionsmatrizen der
Kamera im projektiven Raum mit Hilfe der fundamentalen Matrix zuru¨ckgewonnen wer-
den ko¨nnen. Die Bestimmung der relativen Bewegungen zwischen zwei Bildern erfolgte
auf Basis der essentielle Matrix bzw. der Homographie fu¨r planare Szenen. Abschließend
wurden Methoden der 3D-Rekonstruktion an Hand eines linearen und eines iterativen
Verfahrens erla¨utert.
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Kapitel 4
Augmented Images und Videos
In dem Kapitel “Augmented Images und Videos” wird zuna¨chst die Kernproblematik von
Augmented-Reality, d.h. die Erweiterung mit virtuellen Objekten einzelner Bilder, behan-
delt. Anschließend werden Verfahren zur Bearbeitung kompletter Videoabfolgen entwickelt
und evaluiert.
Die erste Fragestellung des Erweiterungsprozesses betriﬀt die Festlegung von Position, Ori-
entierung und Skalierung des virtuellen Objektes in seiner realen Umgebung. Als schwierig
erweist sich hierbei die Tatsache, dass meist als einzige Informationsquelle nur Bilder vor-
liegen und wenige bis gar keine 3D-Daten der Szene zur Verfu¨gung stehen.
Die zweite Fragestellung bezieht sich auf die Bestimmung der jeweiligen Kameraparame-
ter, die eine lagerichtige Projektion der virtuellen Objekte in die Bilder ermo¨glichen. Die
Lo¨sungen mu¨ssen leicht einsetzbar sein, wobei mo¨glichst wenige Bildangaben oder externe
Informationen, wie z.B. 3D Koordinaten von Szenenpunkten, vorausgesetzt werden sollten.
Nach der Deﬁnition des neuen Begriﬀes Augmented Image wird ein komplettes Kalibrie-
rungsverfahren einer Kamera vorgestellt. Anschließend werden die Erweiterungsmo¨glich-
keiten von zuna¨chst einem auf mehrere Bilder betrachtet und neue ﬂexible Verfahren
entwickelt. Automatisierungsmechanismen, wie beispielsweise die automatische Punktver-
folgung, werden fu¨r die Bearbeitung von Bildfolgen eingefu¨hrt. Zum Schluss erfolgt eine
Diskussion der vorgeschlagenen Lo¨sungen und eine Analyse ihrer Einsetzmo¨glichkeiten in
der Praxis.
4.1 Augmented Images
4.1.1 Deﬁnition
Die Oﬀ-line-Erweiterung eines Bildes mit virtuellen Objekten stellt eine abgeleitete Form
von AR dar. Der vollsta¨ndige Bezug zur Realita¨t, wie beispielsweise die natu¨rliche Wahr-
nehmung der Umgebung, ist hierbei nicht mehr gegeben.
Aus diesem Grund wird der neue Begriﬀ Augmented Image (AI) eingefu¨hrt und als die
Oﬀ-line-Erweiterung eines Bildes der realen Welt mit 3D-Objekten deﬁniert.
Eine 3D Registrierung des virtuellen Objektes mit der Szene wird vorausgesetzt und es
wird angenommen, dass die Kameraposition und -orientierung und der Abbildungsprozess
auf die Bildebene mathematisch modelliert und berechnet worden sind. Durch diesen letz-
ten Punkte unterscheidet sich ein AI von einer klassischen Fotomontage und ermo¨glicht
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beispielsweise eine geometrisch korrekte Behandlung der Verdeckung virtueller Objekte
oder eine physikalisch basierte Lichtsimulation des erweiterten Bildes.
4.1.2 Bildung eines Augmented Images
Die Bildung eines AI wird in die drei folgenden Schritten untergeteilt:
1. Registrierung des virtuellen Objektes in die 3D Szene
Der erste Schritt beinhaltet die geometrische Registrierung des virtuellen Objektes
in der realen Szene. Die Position, Orientierung und Skalierung bezu¨glich der realen
Umgebung werden hierbei festgelegt.
(a) (b) (c)
Abbildung 4.1: (a) 2D-Sicht der realen, (b) virtuelle Welt und (c) Augmented-Image
Diese Transformation wird als Transformation T des Koordinatensystems des virtu-
ellen Objektes zu dem Koordinatensystem der realen Umgebung deﬁniert. Es handelt
sich dabei um eine Similarita¨tstransformation, die von sieben Parameter (3 Rotati-
onswinkel, 3 Positionskoordinaten, 1 Skalierung) abha¨ngt.
Fu¨r diese Transformation muss vorrausgesetzt sein, dass die reale Umgebung bereits
modelliert, d.h. ein Referenzkoordinatensystem festgelegt und die Szene, zumindest
teilweise, nachgebildet wurde.
2. Registrierung der Kamera
Der zweite Schritt besteht in der Registrierung der Kamera in der realen Umge-
bung. Durch diesen Schritt wird der Abbildungsprozess der realen Szene auf das zu
bearbeitende Bild charakterisiert.
Wie im Kapitel 3 erla¨utert wurde, wird die entsprechende Abbildung durch eine
Projektionsmatrix P bestimmt. Diese Matrix setzt sich aus Position, Orientierung
sowie intrinsischen Parametern der Kamera zusammen. Die genannten Parameter
werden dann bei dem Rendering-System so eingestellt, dass die dem Bild der realen
Szene entsprechende Ansicht nachgebildet werden kann.
Meistens stellt die Berechnung der Kameraparameter das gro¨ßte Problem der Erzeu-
gung eines AIs dar. Die Projektionsmatrix einer Kamera kann aus der Zuordnung von
2D-Bildmerkmalen mit 3D-Punkten der Szene zuru¨ckgewonnen werden. Dennoch ist
das Problem “ill-conditionned”, siehe Kapitel ??, [31] und die Berechnungen nu-
merisch instabil. In der Praxis ko¨nnen bessere Ergebnisse erreicht werden, indem
die Aufnahmen mit einer kalibrierten Kamera realisiert werden. Dadurch mu¨ssen
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weniger Parameter bestimmt werden und somit kann eine ho¨here Stabilita¨t der Be-
rechnungen erzielt werden.
Ein vollsta¨ndiges System zur genauen Kamerakalibrierung, das sowohl die Bildver-
arbeitungsprozesse als auch die Kalibrierungsalgorithmen beru¨cksichtigt, wird im
Abschnitt 4.2 vorgestellt. Ein praktisches System zu Erzeugung von Augmented
Images wird im Abschnitt 4.3.4 erla¨utert.
3. Bildsynthese
Der letzte Schritt, die Bildsynthese, bescha¨ftigt sich mit dem Rendering der virtuellen
Objekte und des urspru¨nglichen Bildes der realen Szene. An dieser Stelle stehen vor
allem Rendering-Aspekte im Vordergrund, die aus dem gegenseitigen Einﬂuss realer
und virtueller Objekte resultieren.
Hierbei handelt es sich einerseits um die Verdeckungsbehandlung zwischen realen und
virtuellen Objekten und andererseits um die Berechnung der neuen Lichtverha¨ltnisse,
wie beispielsweise Schatten oder Lichtreﬂexionen. Eine konsistente Bildsynthese ist
wichtig, da sie die Wahrnehmung des erweiterten Bildes unterstu¨tzt.
In beiden Fa¨llen wird ein 3D-Modell der realen Szene beno¨tigt. In der Praxis ste-
hen leider meist nur sehr wenige 3D-Informationen der betreﬀenden Umgebung zur
Verfu¨gung, und die Durchfu¨hrung von Vermessungen ist zeitintensiv und kostenspie-
lig. Auch in diesem Bereich mu¨ssen neue Ansa¨tze, die nur auf 2D-Daten aus Bildern
beruhen, entwickeln werden.
4.1.3 Vorgehensweise
In den folgenden Abschnitten werden systematische Methoden zur Erzeugung eines AIs
vorgestellt. Dies beinhaltet
1. die Bestimmung der Kamera-Position und -orientierung
2. die Erzeugung eines Szenemodells fu¨r die Verdeckungsbehandlung aus den Bildern
3. und die Platzierung des virtuellen Objektes in seiner realen Umgebung.
Da die Bestimmung der inneren Kameraparameter den ersten Arbeitsschritt darstellt, wird
einleitend eine Methode zur pra¨zisen Kamerakalibrierung vorgestellt.
4.2 Kamerakalibrierung
4.2.1 Einleitung
In einem Kameramodell stecken verschiedene physikalische und geometrische Parameter,
siehe Kapitel 3. Die Bestimmung dieser Kameraparameter wird Kamerakalibrierung ge-
nannt. Die Kalibrierung erfolgt durch die Aufnahme eines Kalibrierungsmusters, welches
Referenzpunkte in der 3D-Welt bereitstellt. Diese Referenzpunkte bilden mit ihren Bild-
punkten zusammen die Grundlage zur Berechnung der Kameraparameter.
Entscheidend fu¨r die Gu¨te der gescha¨tzten Parameter ist die sub-pixel genaue Bestimmung
der Kalibrierungspunkte in der Aufnahme.
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Die Genauigkeit der Modellabbildung ist wesentlich bei AR-Anwendungen, da sie direkt
die Qualita¨t der U¨berlagerung beeinﬂusst. Zur Zeit konzentrieren sich viele in der Lite-
ratur zu ﬁndende Arbeiten nur auf einzelne Aspekte der Kamerakalibrierung. Selten, wie
z.B. in [83, 49], wird dabei auf die gesamte Vorgehensweise, d.h. die Merkmalextrakti-
on und die Berechnung der P-Matrix, die Bildverzerrungskorrektur und Fehlerscha¨tzung
einbezieht, eingegangen. Um bei der Bildu¨berlagerung fu¨r AR pra¨zise Ergebnisse zu errei-
chen, muss aber das Zusammenspiel jeder Komponente beru¨cksichtigt werden. Auf Grund
dessen wurde im Rahmen dieser Arbeit ein komplettes System “MAXCAL”, das sowohl
die Bildverarbeitung als auch die Kalibrierungsalgorithmen beinhaltet, erarbeitet.
Im folgenden werden alle Schritte der Kamerakalibrierung, d.h. die Lokalisierung der Ka-
librierungsmarker, deren pra¨zise Extraktion, das Kalibrierungsalgorithmus und die Evalu-
ierung des gesamten Systems, im Detail vorgestellt.
4.2.2 Bildverarbeitungsprozess
Markerdesign und Extraktionsgenauigkeit
Die Problematik des Markerdesigns und die Entwicklung entsprechender Bildoperatoren
wurde im Bereich der Photogrammetrie und der Bildverarbeitung intensiv erforscht. Die
Marker mu¨ssen hoch pra¨zise extrahierbar sein, da die Qualita¨t der Endergebnisse zum
Grossteil von der Gu¨te der Bildlokalisierung abha¨ngt.
Die u¨blichen Marker liegen in Quadrat-, Kreis-, oder Punktform vor [92, 49, 83]. Brand [11]
vergleicht die Lokalisierung von Punkten mit der Lokalisierung von Ecken quadratischer
Marker und berichtet u¨ber eine Genauigkeit von jeweils 1/10 und 1/20 Pixel1. Außerdem
wird gezeigt, dass sich die Punktlokalisierung bezu¨glich Rauschen weniger empﬁndlich als
die Lokalisierung von Ecken verha¨lt. U¨ber eine extreme hohe Genauigkeit mit Punkten als
Markern wird in [8] berichtet. In seinem Buch stellt H. Beyer eine photogrammetrische Ka-
librierungsumgebung mit retro-reﬂektierenden Punkten vor und beschreibt Experimente,
bei denen eine Pra¨zision von 1/100 Pixel erreicht wurde. Um diese Genauigkeit zu errei-
chen, wurde von H. Beyer der Abbildungsprozess auf dem CCD-Chip der Kamera, sowie die
Digitalisierung der Videokarte (Framegrabber) genau untersucht. Fu¨r kreisfo¨rmige Marker
kann auch eine sehr gute Genauigkeit erreicht werden, sobald die perspektivische Verzer-
rung der Kreise im Bild beru¨cksichtigt wird. Ergebnisse mit einer Pra¨zision von 1/10 bis
1/20 Pixel werden in [83, 49] vorgestellt.
Aufgrund der in der Literatur vorgestellten Ergebnisse wurde im Rahmen dieser Arbeit ein
Kalibrierungsobjekt mit weißen Punkten auf schwarzem Grund ausgewa¨hlt. Die Punkte
besitzen einen Durchmesser von 1 cm und sind in einem N × M Gittern angeordnet.
Um einerseits den Einﬂuss des Rauschens und die Lokalisierungsfehler zu minimieren und
anderseits den gesamten Bildbereich gleichma¨ßig zu u¨berdecken, wurde eine mo¨glichst
hohe Punktanzahl bevorzugt. Eine Aufnahme vom angewendeten Kalibrierungsobjekt ist
in Abbildung 4.5 zu sehen.
Markerlokalisierung mit dem Tophat-Operator
Die Lokalisierung der Punkte soll mo¨lichst automatisch erfolgen, da die Anzahl der Ka-
librierungsmarker hoch ist und mehrere Aufnahmen fu¨r die Kalibrierung einer Kamera
1RMS zwischen reprojizierten 3D-Punkten und deren 2D-Lokalisierungen im Bild
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Abbildung 4.2: Kalibrierungsobjekt
benutzt werden. Um eine hohe Robustheit der Detektion zu erreichen, werden morpho-
logische Bildoperatoren angewendet. Mit dem sogenannten Tophat-Operator kann gezielt
nach Bildpunkten, d.h. kleinen, hellen Spots, gesucht und damit die Kalibrierungsmar-
ker lokalisiert werden. In den folgenden Abschnitten wird der Tophat-Operator erla¨utert
und mehrere Ergebnisse der Markerlokalisierung betrachtet. Auf weitere morphologische
Operatoren wird im Rahmen dieser Arbeit nicht weiter eingegangen.
Der Tophat-Operator: Der sogenannte Tophat-Operator besteht genau genommen
aus zwei Operationen:
• Im ersten Schritt wird auf das Bild ein sogenannter opening-Operator angewendet.
Dieser Operator besteht aus einem erosion- gefolgt von einer dilatation-Operator.
• Im zweiten Schritt wird das Ergebnisbild vom Original subtrahiert.
(a) (b) (c)
Abbildung 4.3: Der Tophat-Operator: (a) erosion (b) dilatation (c) Subtraktion
Die Schritte des Tophat-Operators sind in Abbildung 4.3 veranschaulicht. Durch die ero-
sion werden kleine, helle Regionen, d.h. in diesem Fall die gesuchten Punkte, entfernt,
siehe Abbildung 4.3(b). Die dilatation kompensiert die Auswirkung der erosion wobei der
dilation-Operator kein Einﬂuss auf die Region, die wa¨hrend der erosion zugeschlossen
wurden, hat. Das resultierende Bild, in Abbildung 4.3(d) veranschaulicht, wird vom Ori-
ginalbild subtrahiert. Die gesuchten Punkte sind damit gut lokalisiert und stellen wie in
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Abbildung 4.3(c) gezeigt, helle Punkte auf einem vollsta¨ndigen schwarzen Hintergrund
dar.
Mit Hilfe einer einfachen Binarisierung und anschließend einer Berechnung der Schwer-
punkte der weißen Regionen, ko¨nnen die Bildkoordinaten jedes einzelnen Punktes berech-
net werden. Nach der Lokalisierung im Bild werden die Punkte mo¨glichst pra¨zise im Bild
bestimmt. Hierfu¨r wird ein zusa¨tzlicher Operator (Extraktionsoperator) angewendet.
Extraktion
Die Auswahl des Extraktionsoperators wird in erster Linie durch die folgenden Haupt-
kriterien (1) die Genauigkeit, (2) die Robustheit gegen Rauschen und (3) die Robustheit
gegenu¨ber ungleichma¨ßiger Beleuchtung bestimmt.
In [79] werden die Leistungen der sechs folgenden Operatoren verglichen:
1. Konturschwerpunkt
2. Bina¨r-Markerschwerpunkt
3. Grauwertgewichteter Schwerpunkt
4. Quadratisch-grauwertgewichteter Schwerpunkt
5. Kontur-Fitting auf Basis einer Ellipse
6. Modellierung durch eine Gaußverteilung
Die Tests, die in [79] ausgefu¨hrt wurden, zeigen, dass a¨hnlich gute Ergebnisse mit der
Berechnung des Markerzentrums gewichtet mit dem Quadrat der Pixelgrauwerte wie mit
der Modellierung durch eine Gaußverteilung erreicht wurden. Im Rahmen dieser Arbeit
wurde dieser erste Operator, “Grauwertgewichteter Schwerpunkt” auf Grund seiner guten
Leistungen und seiner einfachen Implementierung fu¨r die Untersuchungen ausgewa¨hlt.
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Abbildung 4.4: 3D-Darstellung der Marker
Der Operator kann wie folgt geschrieben werden:
x¯ =
∑h
j=1
∑w
i=1 i.I
2
ij∑h
j=1
∑w
i=1 I
2
ij
y¯ =
∑h
j=1
∑w
i=1 j.I
2
ij∑h
j=1
∑w
i=1 I
2
ij
wobei x¯, y¯ die Bildkoordinaten der gesuchten Punkte, Iij den Pixelgrauwert an Bildposition
(i, j) und (w, h) die Fensterdimensionen des Operators darstellen.
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4.2.3 Kalibrierungsalgorithmus
Kalibrierung auf Basis einer Homographie
Die Beziehung zwischen einem 3D-Punkt M(X,Y,Z, 1) und seiner Projektion im Bild
m = (u, v, 1) ist gegeben durch, siehe Kapitel 3:
sm = A(R, t)M (4.1)
Das Kalibrierungsobjekt ist planar und es wird angenommen, dass es in der Ebene Z = 0
liegt. Die i-te Spalte der Rotationsmatrix R wird mit ri bezeichnet. Daraus folgt:
s

 uv
1

 = A(r1, r2, r3)


X
Y
0
1

 = A(r1, r2)

 XY
1

 (4.2)
M′ = (X,Y, 1) stellt den Punkt in der Ebene Z = 0 dar. Die Transformation zwischen
dem Kalibrierungsobjekt und seiner Abbildung kann ebenfalls mit einer 2D-Homographie
oder 2D-Kollineation H charakterisiert werden. Die Homographie H ist dann wie folgt
deﬁniert:
sm = HM′ mit : H = A(r1, r2, t) (4.3)
Berechnung der Homographie H
Es sei X = [h1 ,h2 ,h3 ] , wobei h1, h2, und h3 die Zeilen von H beschrieben. Fu¨r einen
Punktepaar mi,Mi) kann die Gleichung 5.7 folgendermaßen aufgestellt werden:(
Mi 0 −uMi
0 Mi −vMi
)
X = 0 (4.4)
Aus n Punkten im Bild ergeben sich 2× n Gleichungen. Um das Gleichungssystem lo¨sen
zu ko¨nnen, werden von daher mindestens vier Punktpaare beno¨tigt. Zur Lo¨sung des Glei-
chungssystems wird ein SVD-Verfahren angewendet.
Numerische Stabilita¨t
Eine numerische Instabilita¨t wird dadurch verursacht, dass die Koordinaten der Punkte
im Bild und in 3D bezu¨glich verschiedener Koordinatensysteme eingegeben worden sind
und unterschiedliche Gro¨ße und Skalierung besitzen.
Solche Stabilita¨tsprobleme ko¨nnen durch eine Untersuchung der singula¨ren Werte u¨ber-
pru¨ft werden. Bei fehlerfreien Daten mu¨ssen mit Ausnahme des Wertes Null, der den
Eigenvektor des Null-Raums deﬁniert, alle Singularwerte gleich groß sein. Um das Stabi-
lita¨tsverhalten zu untersuchen, werden zwei Stabilita¨tskoeﬃzienten c1 und c2 eingefu¨hrt.
Fu¨r die Singularwerte σ1 >= σ2 >= . . . σ9 sind die Koeﬃzienten c1 und c2 folgendermaßen
deﬁniert:
c1 = σ8/σ1 ≈ 1
c2 = σ9/σ8 ≈ 0
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Eine Verbesserung der Stabilita¨t ist erreicht, wenn die Daten in einem Intervall [−1; 1] vor
der Berechnung des Gleichungssystems transformiert werden, siehe beispielsweise [46].
Nach der Berechnung von H werden die intrinsischen und externen Parameter der Kamera
mit Hilfe der Gleichung 5.7 bestimmt.
Intrinsische Kameraparameter
H = (h1,h2,h3) sei die im Abschnitt 4.2.3 deﬁnierte Homographie. Aus Gleichung 5.7
folgt:
(h1,h2,h3) = sA(r1, r2, t) (4.5)
Der Skalar s wird durch die Vektoren r1 und r2 und den Verschiebungsvektor t beschrieben.
r1 und r2 sind Vektoren einer Rotationsmatrix, d.h. sie stehen senkrecht zueinander und
ihr Produkt ist gleich Null. Aus dieser Eigenschaft ko¨nnen zwei Gleichungen u¨ber die
Matrix A abgeleitet werden:
h1 A−A−1h2 = 0 (4.6)
h1 A−A−1h1 = h2 A−A−1h2 (4.7)
Die Matrix B = A−A−1 ist eine 3 × 3 symmetrische Matrix, d.h. B wird durch sechs
Elemente beschrieben. Da eine Homographie H die zwei obigen Gleichungen liefert, werden
drei Homographien, d.h. drei Bilder beno¨tigt, um das System linear lo¨sen zu ko¨nnen. Aus
der Matrix B werden die einzelnen Parameter der Matrix A abgeleitet.
Externe Kameraparameter
Nach der Bestimmung der intrinsischen Parameter A werden die externen Kamerapara-
meter aus der Matrix H abgeleitet. Die Gleichung 5.7 wird folgendermaßen geschrieben:
H′ = A−1H = (r1, r2, t) (4.8)
Dem entspricht: (
h′1 h′2 h′3
)
= s
(
r1 r2 t
)
(4.9)
mit: r1 = sh1, r2 = sh2 und t = sh3 mit s = 1/‖h1‖ = 1/‖h2‖ und r3 = r1 ∧ r2.
Die berechnete Matrix R hat auf Grund fehlerhafter Eingabedaten nicht die Eigenschaften
einer Rotationsmatrix. Die Matrixvektoren (r1, r2, r3) betragen nicht die La¨nge eins und
stehen nicht orthogonal zueinander. Die beste Anna¨herung von R mit einer Rotationsma-
trix2 wird mit Hilfe einer SVD-Zerlegung bestimmt [37].
4.2.4 Bundle Adjustment
Der im Abschnitt 4.2.3 pra¨sentierte Algorithmus setzt voraus, dass die Kamera mit ei-
ner idealen Lochkamera u¨bereinstimmt. In der Praxis ist diese Annahme jedoch oft nicht
erfu¨llt, da viele Kameras starke, optische Verzerrungen erzeugen. Außerdem wird voraus-
gesetzt, dass die 3D-Koordinaten der Punkte des Kalibrierungsobjektes mit einer hohen
2nach dem minimalen, quadratischen Fehler und der Frobenius-Norm
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Genauigkeit erfasst werden. Da das Kalibrierungsobjekt mit herko¨mmlichen Druckern auf
einer deformierbare Auﬂage erstellt wird, stimmen die 3D-Vermessungen nicht u¨berein.
In diesem Abschnitt werden zuerst zusa¨tzliche Parameter zur Modellierung der optischen
Verzerrungen eingefu¨hrt. Anschließend wird eine Optimierungsmethode, die sogenannte
“Bundle-Adjustment-Methode”, pra¨sentiert, die die Berechnung dieser Parameter und eine
Verbesserung der Kalibrierungsgenauigkeit auf Basis einer Verfeinerung aller Daten, d.h.
der Kameraparameter und der 3D-Koordinaten der Punkte Mi, ermo¨glicht.
Radiale Verzerrungen
Die radialen Verzerrungen werden mit Hilfe der zwei Parameter k1 und k2 modelliert. Die
Gleichung zwischen den Punkten im Bild mit Koordinaten m˜(u˜, v˜) und den Punkten ohne
Verzerrung (u, v) ist folgendermaßen deﬁniert:
u˜ = u+ (u− u0)[k1(x2 + y2) + k2(x2 + y2)2] (4.10)
v˜ = v + (v − v0)[k1(x2 + y2) + k2(x2 + y2)2] (4.11)
wobei x = u− u0, y = v− v0, und u0 und v0 die Koordinaten des optischen Bildzentrums
sind.
Abbildung 4.5: Berechnung der Bildverzerrung (Die weißen Kreuze stellen korrigierte
Punkte dar)
Bundle Adjustement
Die Parameter k1 und k2 werden durch ein Optimierungsverfahren oder “Bundle Adjuste-
ment” bestimmt. Das Verfahren approximiert das Minimum der Fehlerfunktion F(k1, k2),
die den Fehler zwischen den detektierten mij Bildpunkten und den reprojizierten Modell-
punkten m˜ij berechnet. Die Funktion F ist wie folgt deﬁniert:
F(k1, k2) =
n∑
i=1
m∑
j=1
‖ mij − m˜ij(k1, k2) ‖2 (4.12)
wobei mij den detektierten Punkt i im Bild j und m˜ij den reprojizierten 3D-Punkt Mi
im Bild j darstellen.
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Die mit k1 und k2 korrigierten Punkte sind in Abbildung 4.5 mit einem weißen Kreuz ver-
anschaulicht. Fu¨r eine herko¨mmliche Kamera mit Weitwinkel sind die Fehler, die durch die
Linsenverzerrung verursacht sind, sehr hoch und ko¨nnen, wie Tabelle 4.2 und Abbildung
4.5 zu entnehmen ist, bis ca. 10 Pixels betragen.
Nach der Berechnung der Parameter k1 und k2 wird eine globale Optimierung u¨ber aller
Parameter der Kamerakalibrierung vorgenommen. Dabei werden sowohl die Kamerapara-
meter als auch die 3D-Koordinaten der Punkte des Kalibrierungsobjektes optimiert. Die
Fehlerfunktion F ist in diesem Fall folgendermaßen deﬁniert:
F(A, k1, k2, Rj , tj ,Mi) =
n∑
i=1
m∑
j=1
‖ mij − m˜ij(A, k1, k2, Rj , tj,Mi) ‖2 (4.13)
Die Kalibrierungsfehler ko¨nnen mit dem Bundle-Adjustement-Verfahren stark verringert
werden. Ergebnisse der Optimierung werden im na¨chsten Abschnitt vorgestellt.
4.2.5 Ergebnisse der Kamerakalibrierung
Die Genauigkeit der Kamerakalibrierung ist von der Qualita¨t der Bilder stark abha¨ngig,
da ein großer Teil der Fehler auf die Lokalisierung im Bild zuru¨ckzufu¨hren ist. Die Bil-
der mu¨ssen mo¨glichst mit einem Stativ und einer diﬀusen, gleichma¨ßigen Beleuchtung
aufgenommen werden.
Durch Tabelle 4.2 und 4.1 werden Kalibrierungsergebnisse zweier Kameras vorgestellt. Die
verwendete Toshiba- Kamera ist eine hochwertige Kamera, die kaum Linsenverzerrung
vorweist. Die Kalibrierungsfehler liegen bei ca. 1.2 Pixel nach Berechnung der Kamerapa-
rameter mit dem linearen Lo¨sungsverfaren, siehe Abschnitt 4.2.3 und nur 0.06 Pixel nach
Berechnung der Parameter k1 mit Durchfu¨hrung des Bundle-Adjustments.
Ohne Optimierung Mit Optimierung
error mean error max error mean error max k1
6 images 1.22 4.30 0.068 0.27 -1.7E-7
5 images 1.23 4.48 0.060 0.21 -1.9E-7
4 images 1.22 4.16 0.042 0.15 -1.8E-7
Tabelle 4.1: Toshiba-Kamera
Ohne Optimierung Mit Optimierung
error mean error max error mean error max k1
6 images 2.54 10.7 0.17 0.55 -7.5E-7
5 images 2.58 9.26 0.16 0.53 -7.7E-7
4 images 2.20 8.41 0.15 0.39 -8.9E-7
Tabelle 4.2: Pyros Kamera
Die Pyros-Kamera ist eine vergleichsweise einfache Kamera mit einem Weitwinkelobjek-
tiv, das Plastiklinsen beinhaltet. Diese Kamera kann nur anna¨hrend mit dem idealen
Lochkameramodell nachgebildet werden. Aus diesem Grund fallen die Kalibrierungsfehler
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entsprechend hoch aus, d.h. 2.5 Pixel im Durchschnitt und bis 10 Pixel fu¨r die Kali-
brierungspunkte am Rand des Bildes. Durch die Optimierung und die Modellierung der
Linsenverzerrung ko¨nnen diese Ergebnisse stark verbessert werden. Die durchschnittlichen
Fehler betragen ca. 1/6 Pixel, wobei der maximale Fehler auf 1/2 Pixel reduziert werden
konnte.
Die Ergebnisse der Kamerakalibrierung sind insgesamt nach dem Optimierungsschritt sehr
genau. Diese Untersuchungen zeigen, dass die Kameraparameter auch mit einem einfachen
Kalibrierungsobjekt pra¨zis nachgebildet werden ko¨nnen, jedoch unter der Voraussetzung,
dass (1) die Verzerrung der Linsen beru¨cksichtigt wird und dass (2) die 3D-Koordinaten
der Kalibrierungspunkte korrigiert werden.
4.3 Bildberarbeitung auf Basis einer Ansicht
In diesem Abschnitt wird die Erweiterung einer realen Szene mit virtuellen Objekten auf
Basis einer einzigen Szeneansicht betrachtet. Die Berechnung der Kameraparameter aus
einer Sicht ist im Bereich Computer-Vision ein intensiv erforschtes Thema . Deswegen wird
ein U¨berblick u¨ber die relevanten Algorithmen gegeben und anschließend ein Konzept zu
einer praktischen Implementierung erarbeitet und umgesetzt.
4.3.1 Gewinnung aller Kameraparameter
Die Algorithmen
Wie im Kapitel 3 dargelegt wurde, ko¨nnen die Kameraparameter aus einem gegebenen Bild
nach dem DLT-, Tsai- oder Weng- Verfahren berechnet werden [85, 90]. Die Ru¨ckrechnung
der Kameraparameter aus einem gegebenen Bild ist jedoch nummerisch nicht stabil.
Um dennoch gute Ergebnisse zu erzielen, mu¨ssen mindestens 15 bis 20 Passpunkte, die
mo¨glichst gleichma¨ßig u¨ber das Bild verteilt sind, pra¨zise eingegeben werden. In der Praxis
stehen meist zu wenige Punkte zur Verfu¨gung, so dass auf dieser Weise keine korrekten
Ergebnisse erzielt werden ko¨nnen.
Wenn alle Punkte in einer Ebene liegen, kann das Algorithmus wie im Abschnitt 4.2
vorgestellt, angewendet werden. Dennoch aus einer Sicht kann nur die Brennweite, das
Aspect-Ratio abgeleitet werden.
Eingabe der Kameraparameter in das Rendering-System
Ein weiteres Problem stellt die Eingabe der Kameraparameter in das Rendering- System
dar. Einige Systeme, die urspru¨nglich fu¨r reine Graphikapplikationen konzipiert wurden,
lassen nur wenige Parameter, wie Position, Orientierung und Field of View zu. Der Aspect-
Ratio oder der Mittelpunkt der Bildebene der Kamera ko¨nnen nicht beru¨cksichtigt wer-
den. Die Vernachla¨ssigung dieser Parameter fu¨hrt zu einem ungenaueren Ergebnis. Fu¨r
mit OpenGL geschriebene Software, wie z.B. OpenSG [66], gibt es die Mo¨glichkeit direkt
das OpenGL-Frustum oder sogar die Projektionsmatrix P in das System einzugeben, [88]).
Eine direkte U¨bernahme der Projektionsmatrix ist von Vorteil, da allein die Faktorisie-
rung von P in die intrinsischen und externen Kameraparameter einen Genauigkeitsverlust
verursacht.
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Um eine bessere Stabilita¨t zu erzielen, erweist es sich als gu¨nstig die Kamera vorher zu
kalibrieren und fu¨r eine gegebenes Bild nur die externen Kameraparameter neu zu berech-
nen.
4.3.2 Gewinnung der externen Kameraparameter
Bei der Verwendung kalibrierter Kameras mu¨ssen fu¨r das zu bearbeitenden Bild nur noch
die jeweilige Position und Orientierung der Kamera zuru¨ckgewonnen werden. Dieses Pro-
blem wird im Bereich der Photogrammetrie als die Bestimmung der absoluten Orien-
tierung bezeichnet. Die absolute Orientierung wird durch insgesamt sechs Parameter (3
Rotationswinkel und 3 Positionskoordinaten) bestimmt. Im folgenden wird ein U¨berblick
u¨ber mo¨gliche Lo¨sungsansa¨tze zur Bestimmung der absoluten Orientierung aus vorliegen-
den Bildern gegeben.
Lo¨sungen mit drei Punkten
Um die maßgeblichen sechs Parameter berechnen zu ko¨nnen, sind als minimale Eingabe-
menge drei Punkte notwendig.
A
BC
o
a
b
c
dc
da
db
αb
αc
αa
Abbildung 4.6: Geometrie der Kameraposition und -orientierung und der 3D-
Szenenpunkten
Zur Bestimmung der Kameraposition lassen sich fu¨r die Punkte A,B und C mit den je-
weiligen Absta¨nden da, db und dc zum Kamerazentrum o und die Absta¨nde a, b und c
zwischen den Punkten A,B und C, die folgenden drei Gleichungen formulieren:
a2 = d2a + d
2
b − 2dadb cos(αa) (4.14)
b2 = d2b + d
2
b − 2dbdc cos(αb) (4.15)
c2 = d2c + d
2
a − 2dcda cos(αc) (4.16)
wobei αa, αb und αc die Winkel zwischen den jeweiligen Strahlen darstellen, siehe Abbil-
dung 4.6.
Die resultierenden Gleichungen sind nichtlinear, ko¨nnen aber analytisch gelo¨st werden. In
der Literatur werden zahlreiche Lo¨sungen der drei Bestimmungsgleichungen vorgeschlagen,
die in [45] zusammengefasst und verglichen wurden. Weitere Lo¨sungsmethoden ko¨nnen in
[44, 45, 35] nachgelesen werden. Es ist jedoch zu beru¨cksichtigen, dass die beschriebenen
Drei-Punkte-Verfahren keine eindeutige, sondern sechs mo¨gliche Lo¨sungen liefern.
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Als Eingabedaten ko¨nnen auch Linien verwendet werden. In [21] wird ein linearer Algo-
rithmus vorgestellt. Auch in diesem Fall liefert eine Drei-Linien-Lo¨sung kein eindeutiges
Ergebnis, sondern mehrere mo¨glichen Lo¨sungen.
Andere Ansa¨tze basieren auf iterativen oder nicht-linearen Verfahren [58, 68, 15], bei
denen Initialwerte eingegeben werden mu¨ssen. Die Lo¨sung von Phong und Horaud [68]
wurde im System CamCal auf Basis des Levenbergt-Marquardt-Optimierungsverfahrens
[69] implementiert. Bei diesem System muss eine erste Lo¨sung fu¨r die Kameraposition und
-orientierung interaktiv vom Benutzer eingeben werden.
Problematisch erweist sich bei Drei-Punkte-Lo¨sungen die direkte Abha¨ngigkeit der Be-
rechnung der absoluten Orientierung von der Genauigkeit der Eingabedaten. Fu¨r das
Ausgangsbild, auf dessen Basis die Minimierung durchgefu¨hrt wird, existiert immer eine
exakte Lo¨sung. Dennoch kann keine Aussage u¨ber die Korrektheit der Kameraorientierung
getroﬀen werden, und das Zusammenwirken von Ungenauigkeiten der 2D- und 3D-Eingabe
fu¨hrt meist zu falschen U¨berlagerungen. Insbesondere werden, wenn das virtuelle Objekt
von den Passpunkten weiter entfernt liegt, starke Missregistrierung des virtuellen Objektes
durch kleine Fehler der Eingabedaten verursacht.
Lo¨sung mit vier und mehr Punkten
Fu¨r vier und fu¨nf Punkte existieren bislang nur wenige Verfahren, die eine direkte und
eindeutige Lo¨sung liefern. Entsprechende Algorithmen wurden erst ku¨rzlich in [70, 84]
vero¨ﬀentlicht. Fu¨r sechs und mehr Punkte kann das im Kapitel 3 vorgestellte DLT-
Verfahren angewendet werden.
Iterative Lo¨sungen existieren schon seit la¨ngerer Zeit und sind beispielsweise in [20, 44]
zu ﬁnden. Diese Ansa¨tze haben oft den Vorteil, robust zu sein, und sind fu¨r die Praxis
besonders relevant.
Entsprechend der Kamerakalibrierung kann die spezielle Konﬁguration, fu¨r die alle Punk-
te auf einer Ebene liegen, getrennt betrachtet werden. Wie im Abschnitt 4.2 vorgestellt,
werden aus der Homographie zwischen den Raum- und Bild-Punkten die Rotationsma-
trix und der Translationsvektor abgeleitet. Andere Methoden, mit denen speziell Vierecke
ausgewertet werden, ko¨nnen beispielsweise [52, 43, 2] entnommen werden.
4.3.3 Untersuchungen und Vergleich der Vier-, Fu¨nf- und Sechs-Punkte-
Lo¨sungen
Der Vergleich der Algorithmen basiert auf einer vordeﬁnierten Kameraposition und -
orientierung und einer festen 3D-Punktkonﬁguration. Fu¨r die Untersuchungen werden die
3D-Punkte auf die Bildebene projiziert und bilden dadurch sogenannte Ground-Truth-
Daten, fu¨r welche eine fehlerfreie Berechnung der Kameraposition und -orientierung mo¨glich
ist. Anschließend wird systematisch weißes Rauschen wechselnder Sta¨rke zu den Bildpunk-
ten addiert und das Verhalten, d.h. die Robustheit der implementierten Algorithmen
analysiert.
Dafu¨r wird zuerst die gefundene Rotationsmatrix R mit der vordeﬁnierten Kameraorien-
tierung, d.h. mit der Ground-Truth-Matrix Rg, verglichen. Die Matrix R wird transponiert
und mit Rg multipliziert. Das Ergebnis soll im Fall einer fehlerfreien Berechnung die Iden-
tita¨tsmatrix bilden, fu¨r welche die Frobenius-Norm gleich eins ist. Je mehr R von dem
richtigen Matrix Rg abweicht, desto mehr wa¨chst der Normbetrag der Frobeniusnorm. Fu¨r
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die Fehlerscha¨tzung des Positionsvektors T wird einfach der Abstand mit dem Ground-
Truth-Positionvektor Tg fu¨r die verschiedenen Rauschpegel gebildet. Den letzten Indikator
fu¨r die Robustheit der Algorithmen liefert der sogenannte Reprojektionsfehler Ep der 3D-
Punkte in den Bildern. Hierfu¨r wird der Mittelwert u¨ber alle Punkte berechnet und als
Kriterium angesetzt.
Jedes Experiment wird fu¨r jeden Rauschpegel 100 mal wiederholt und die Fehler von R,
T und Ep gemittelt.
Untersuchungen der ausgewa¨hlten Vier-Punkte-Lo¨sungen
Fu¨r die Vier-Punkte-Lo¨sungen wurden fu¨nf verschiedene Algorithmen implementiert und
verglichen, wobei zwei eine lineare und drei eine iterative Lo¨sung liefern. Es handelt sich
einerseits um die Algorithmen von Daniilidis [3]und Quan-Lan [70] und andererseits um die
Algorithmen von Lu-Hager [59], Dementhon (POSIT) [20] und einer nichtlinearen Lo¨sung
(NLLS) auf Basis des Levenberg-Marquart-Verfahrens [69].
Die Abbildungen 4.7, 4.8 und 4.9 stellen die Ergebnisse der Versuche dar, wobei die Stan-
dardabweichung σ des Rauschens einen Zahlenbereich von Null bis Zehn annimmt.
Die nicht-linearen Algorithmen verhalten sich zueinander a¨hnlich und weisen eine geringe
Fehlergro¨ße auf. Wie zu erwarten war, liefern sie sehr genaue Ergebnisse. Bemerkenswert
ist die Stabilita¨t der Lo¨sung nach Daniilidis, die obwohl es sich um eine lineare Lo¨sung
handelt, Fehler der Gro¨ßenordnung nichtlinearer Lo¨sungen liefert und sogar zu etwas ge-
naueren Ergebnissen als der POSIT-Algorithmus fu¨hrt. Im Vergleich dazu verha¨lt sich die
Lo¨sung nach Quan-Lan relativ rauschempﬁndlich.
Untersuchungen der ausgewa¨hlten Fu¨nf-Punkte-Lo¨sungen
Um die Kameraposition und -orientierung mit fu¨nf vorgegebenen Punkten zu bestimmen,
ko¨nnen dieselben Algorithmen, die im vorangehenden Abschnitt bezu¨glich der Vier-Punkt-
Lo¨sung beschrieben wurden, angewendet werden. Dabei ko¨nnen mit fu¨nf Punkten a¨hnliche
Ergebnisse bezu¨glich Stabilita¨t und Genauigkeit der verschiedenen Lo¨sungen ko¨nnen be-
obachtet werden, siehe Abbildung 4.10, 4.11 und 4.12.
Untersuchungen der ausgewa¨hlten Sechs-Punkte-Lo¨sungen
Fu¨r sechs Punkte existieren zur Berechung der Kameraposition und -orientierung zusa¨tz-
liche Algorithmen. Das Standard DLT-Verfahren, siehe Kapitel 3, auf Basis einer Sy-
stemlo¨sung mit SVD und die Lo¨sung nach Fiore [34] wurden im Rahmen der Arbeit
zusa¨tzlich implementiert und mit den vorherigen Algorithmen verglichen.
Wie die Abbildungen (4.13,4.14,4.15) zeigen, ist das DLT-Verfahren sehr empﬁndlich und
liefert die schlechtesten Ergebnisse. Die Lo¨sung nach Fiore liefert eine relativ fehlerbehaf-
tete Berechnung von R und T, wobei die Reprojektionsfehler im Bild die Gro¨ßenordnung
der genauesten Algorihmen (Lu-Hager, NLLS) vorweisen.
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Abbildung 4.7: Fehler der Orientierungsbestimmung R (Vier-Punkte-Lo¨sung)
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Abbildung 4.8: Fehler der Positionsbestimmung T (Vier-Punkte-Lo¨sung)
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Abbildung 4.9: Reprojektionsfehler (Vier-Punkte-Lo¨sung)
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Abbildung 4.10: Fehler der Orientierungsbestimmung R (Fu¨nf-Punkte-Lo¨sung)
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Abbildung 4.11: Fehler der Positionsbestimmung T (Fu¨nf-Punkte-Lo¨sung)
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Abbildung 4.12: Reprojektionsfehler (Fu¨nf-Punkte-Lo¨sung)
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Abbildung 4.13: Fehler der Orientierungsbestimmung R (Sechs-Punkte-Lo¨sung)
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Abbildung 4.14: Fehler der Positionsbestimmung T (Sechs-Punkte-Lo¨sung)
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Abbildung 4.15: Reprojektionsfehler (Sechs-Punkte-Lo¨sung)
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4.3.4 Das CamCal-Tool: Kalibrierung anhand von Daten eines virtuellen
Modells (CAD)
Das CamCal-Tool besitzt die Zielsetzung, die Erzeugung von AR-Bildern so leicht wie
mo¨glich zu gestalten, indem alle beno¨tigten Funktionalita¨ten (Bildgrabbing, Punkteein-
gabe, Kalibrierung, und Rendering) in das Programm integriert werden. Im folgenden
werden sowohl die Programmanwendung als auch die Algorithmen, auf denen dieses Tool
basiert, erla¨utert und anschließend wesentliche Merkmale dieses Tools zusammengestellt.
Vorgehensweise
Im ersten Schritt werden aus einem Live-Video die relevanten Bilder ausgewa¨hlt und
gespeichert. Um die Bilder anschließend zu kalibrieren, werden Passpunkte beno¨tigt. Diese
werden interaktiv in den einzelnen Bilder angeklickt und so als 2D-Punkte markiert. Um
nun die Position des jeweiligen 2D-Punktes im Raum zu bestimmen, wird eine Socket-
Verbindung mit dem CAD- oder VR-System aufgebaut. Fu¨r jeden 2D-Passpunkt kann
daraufhin im VR-Modell der entsprechende 3D-Punkt selektiert werden.
Abbildung 4.16: Systemstruktur
Abbildung 4.17: Video- and VR-viewers
Durch diese Vorgehensweise entstehen die fu¨r die Berechnung der absoluten Orientierung
beno¨tigten 2D/3D-Punktpaare. Nach der Berechnung der Kameraorientierung werden die
einzelnen Parameter (Position, Rotation und Blickfeld) und das zu erweiternde Bild an
das Renderingsystem weitergeleitet.
Die Bilder in Abbildung 4.18 zeigen ein Ergebnis, das mit Hilfe CamCal-Tools erzeugt
wurde. Bild (a) zeigt das urspru¨ngliche Bild, im mittleren Bild wurde das Ausgangsbild
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(a) (b) (c)
Abbildung 4.18: (a) Das urspru¨ngliche Bild; (b) U¨berlagerung mit dem VR-Modell; (c)
Wireframe Modus
durch ein VR-Modell u¨berlagert und Bild (c) auf der rechten Seite stellt die U¨berlagerung
im Wireframe Modus dar.
Algorithmen zur Bestimmung der externen Kameraparameter
Um die Anzahl der Interaktionsschritte zu minimieren, sind Algorithmen notwendig, mit
denen anhand mo¨glichst weniger Punktinformationen die Kameraparameter bestimmt wer-
den ko¨nnen. Da die Eingabe dreier Punkte zur keiner eindeutigen Lo¨sung fu¨hrt, sollten
jedoch mindestens vier Punkte zur Verfu¨gung stehen.
Zur Implementierung des CamCal-Tools wurden drei verschiedenen Algorithmen verwen-
det. Es handelt sich hierbei um den Dementhons-Algorithmus [20], das nichtlineares Opti-
mierungsverfahren [68] und das DLT-Verfahren, das mindestens 6 Punkte. Je nach Konﬁ-
guration und Pra¨zision der Eingabe muss der geeignetste Algorithmus ausgewa¨hlt werden.
Daher werden zuna¨chst alle Algorithmen systematisch aufgerufen, die jeweiligen Ergeb-
nisse auf Basis der Fehler im Bild untersucht und die beste Lo¨sung weiterverwendet. Diese
Vorgehensweise hat sich als sehr robust erwiesen.
4.4 Bildverarbeitung auf Basis mehrerer Ansichten
4.4.1 Einleitung
Anhand mehrerer Ansichten einer Szene kann man, rein intuitiv betrachtet, besser die
Position und Gro¨ße einzelner Objekte einscha¨tzen. Die Problematik besteht darin, solche
subjektiven Feststellungen mathematisch zu beschreiben und zu quantiﬁzieren. Eine ma-
thematische Formulierung ermo¨glicht, alle beno¨tigten Kamera- und Szeneninformationen
einzig aus den Bildern zu gewinnen, woraus eine ﬂexible und leicht einsetzbare Vorgehens-
weise resultiert. Fu¨r diesen Zweck werden structure and motion-Techniken der Computer-
Vision angewendet und speziﬁsche Lo¨sungen fu¨r die Bilderweiterung entwickelt.
4.4.2 Bearbeitungsprozess
Um aus mehreren Ansichten die Kameraparameter zu bestimmen, wird zuna¨chst die relati-
ve Kameraorientierung aus der Zuordnung von Punkten bzw. Linien zwischen den Bildern
berechnet. Anschließend kann ein einfaches 3D-Modell der Szene durch Triangulation er-
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zeugt werden. Alle notwendigen Informationen zur Erweiterung eines Bildes mit virtuellen
Objekten stehen dann zur Verfu¨gung.
Die Schritte zum Bilderweiterung werden folgendermaßen zusammengefasst:
• Eingabe der Korrespondenzpunkte in n-Bilder
• Berechnung der Kameraparameter
• Konstruktion eines 3D-Modells
• Einfu¨gen und Positionierung des virtuellen Objektes im 3D Raum
• Rendering der Augmented Images
In den folgenden Abschnitten wird vorausgesetzt, dass die intrinsischen Kameraparameter
fu¨r die verschiedenen Ansichten bekannt sind, d.h. dass die Ansichten von kalibrierten
Kameras aufgenommen wurden.
4.4.3 Kalibrierte Kameras
Berechnung der relativen Orientierung
Berechnung der E-Matrix
Wie im Kapitel 3 erla¨utert, gilt fu¨r ein Punktpaar m im ersten Bild und m′ im zweiten
Bild die Gleichung:
m′Em = 0 (4.17)
mit der essentiellen Matrix E.
Die Matrix E wird mit Hilfe des Acht-Punkt-Algorithmus [57] berechnet, wobei eine SVD
fu¨r die Lo¨sung des Gleichungssystems angewendet wird, siehe Abschnitt 3.3.3. Die Ei-
genschaften einer essentiellen Matrix werden hierbei beru¨cksichtigt und mit einer SVD-
Dekomposition erzwungen.
Die relative Rotation R und Translation t zwischen zwei Kameras kann nach der im Ab-
schnitt 3.4.3 beschriebenen Methode berechnet werden.
Planare Konfiguration
Planare Szenen treten in der Praxis relativ oft auf, beispielsweise in Innenra¨umen. Punkte
auf einer Ebene im Raum werden in den Bildern u¨ber eine Homographie H transformiert.
Fu¨r die Punkte m im ersten und m′ im zweiten Bild gilt:
m′ = Hm (4.18)
Wie im Kapitel 3 vorgestellt, sind zwei Lo¨sungen R und t mo¨glich.
Twisted pair und Visibility Test
Die beiden Methoden fu¨r planare und 3D-Szene liefern zwei mo¨gliche Lo¨sungen fu¨r R und
t, die in der Literatur als twisted pair bezeichnet werden. Nur eine der beiden Lo¨sungen ist
jedoch physikalisch mo¨glich. Bei dieser Lo¨sung muss die Tiefe der eingegebenen Punkte
KAPITEL 4. AUGMENTED IMAGES UND VIDEOS 53
positiv sein, da die z-Achse der Kamera in Richtung der Szene modelliert ist. Aus diesem
Grund wird dieser U¨berpru¨fung visibility test genannt.
Als Kriterium wird auf Grund von Ungenauigkeiten oder falscher Punktzuordnung, nicht
die Tiefe einzelner Punkte sondern die Summe der Tiefen u¨ber alle Punkte gewa¨hlt.
Die Tiefe z wird entsprechend der Gleichung 3.48 des im Kapitel 3 beschriebenen Verfah-
rens berechnet.
Abbildung 4.19: Bilderweiterung auf Basis der Berechnung der E-Matrix
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Mehr als zwei Ansichten
Fu¨r zwei Ansichten wird die Norm des Translationsvektors auf 1 (‖t‖ = 1) gesetzt und
dadurch eine beliebige Skalierung festgelegt. Fu¨r die dritte und folgende Ansicht muss die
La¨nge von t abgeleitet werden.
Rij,Rik,Rjk und tij , tik, tjk bilden die Rotationsmatrix bzw. Translationsvektoren zwischen
den drei Ansichten I, J und K, die paarweise mit dem oben beschriebenen Verfahren
bestimmt wurden.
Die Projektionsmatrizen Pi, Pj und Pk der drei Bilder werden folgendermaßen deﬁniert:
Pi = Ai(I, 0) (4.19)
Pj = Aj(Rij , tij) (4.20)
Pk = Ak(Rik, γktik) (4.21)
γk stellt hier den gesuchten Skalierungsfaktor zwischen den Ansichten j und k dar. Er
ergibt sich aus den drei obengenannten Gleichungen und ist gegeben durch:
γk =
(tjk ∧ tik)(tjk ∧ Rjktij)
‖tjk ∧ tik‖2 (4.22)
Wenn der Skalierungsfaktor bestimmt ist, wird die Kameraorientierung mit nicht linearen
Verfahren optimiert.
Optimierung
Die Kamerabewegung wurde mit Hilfe von linearen Verfahren bestimmt. Die Lo¨sung kann
jedoch auf Grund von Fehlern der Eingabedaten oder falschen Punktzuordnungen sehr
ungenau werden und sollte mit nichtlinearen Optimierungsverfahren verfeinert werden.
Die Fehlerfunktion, u¨ber die die Variablen optimiert werden, minimiert den Abstand der
Punkte zu ihren epipolaren Linien. Einen wesentlichen Arbeitsschritt stellt hierbei die
Parametrisierung der Rotationen und der Translationen dar.
Die Rotation ha¨ngt von drei Parametern ab. Eine Parametrisierung u¨ber die drei Rotati-
onswinkel ist mo¨glich, beinhaltet aber Singularita¨ten fu¨r die Winkelwerte 0 und π. Eine
Alternative stellt eine Parametrisierung mit Hilfe eines Quaternions (l,Ω) dar, wobei durch
l die Rotationsachse (‖l‖ = 1) und durch Ω der Rotationswinkel beschrieben wird.
Der Translationsvektor zwischen den zwei ersten Ansichten ist ein dreidimensionaler Vek-
tor mit einer festen La¨nge, die auf den Wert eins gesetzt wird. Daraus folgt, dass t mit
3 − 1 = 2 Parametern beschrieben werden kann. Fu¨r zwei Ansichten werden insgesamt
fu¨nf Parameter optimiert.
mi1 und mi2 seien zwei Punkte der ersten bzw. der zweiten Ansicht, und lm′i1 und lm′i2 die
entsprechenden, zugeho¨rigen epipolaren Linien. Die Fehlerfunktion F(t, l,Ω) ist als Summe
der Absta¨nde d der Punkte zu den epipolaren Linien deﬁniert:
F(t, l,Ω) =
n∑
i=1
(d(mi2, lm′i1)
2 + d(lm′i2 ,mi1)
2) (4.23)
Bei drei Ansichten ist die Anzahl der zu bestimmenden Parameter nicht 3×5 = 15 sondern
3×2+2×2+1 = 11. Da die Parameter in gegenseitiger Abha¨ngigkeit stellen, werden weniger
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Parameter pro Bild beno¨tigt. Auf Grund der geringeren Anzahl an Parameter verla¨uft die
Bestimmung der relativen Bewegungen stabiler und genauere Ergebnisse ko¨nnen erreicht
werden.
Bei falscher Zuordnung der Bildpunkte mu¨ssen robuste Methoden, wie die sogenannten M-
Estimatoren-Methode, angewendet werden [69]. Sie minimieren den Einﬂuss sogenannter
Outliers, indem sie bei der Optimierung dieser Punkte geringer gewichtet oder ignoriert
werden.
4.4.4 Rekonstruktion
4.4.5 Rekonstruktionsverfahren
Nach der Bestimmung der relativen Bewegungen sind die Projektionsmatrizen der n-Bilder
bekannt, wodurch eine Rekonstruktion der Szene ermo¨glicht wird.
m(mx,my, 1) sei die Projektion eines 3D-Punktes M(X,Y,Z, 1). Es gilt:
m ∼ PM (4.24)
mit P = (p1, p2, p3) , wobei die Vektoren pi (i = 1, 2, 3) die Zeilenvektoren der Matrix P
darstellen.
Nach Eliminierung des Skalarfaktors wird die Gleichung 4.24 wie folgt geschrieben:
p1M −mx.p3M + p14 −mxp34 = 0 (4.25)
p2M −my.p3M + p24 −myp34 = 0 (4.26)
Fu¨r die n-Bilder resultiert aus diese Formulierung ein lineares Gleichungssystem :
AM = b (4.27)
wobei A eine 2n× 3 Matrix beschreibt. Die Matrix A ist folgendermaßen deﬁniert:
A =


p10 −mx1p10
p11 −my1p12
...
pn0 −mxnpn2
pn1 −mynpn2

 (4.28)
und
b =


mx1(p34)1 − (p14)1
my1(p34)1 − (p24)1
...
mxn(p34)n − (p14)n
myn(p34)n − (p24)n

 (4.29)
Das System AM = b wird mit Hilfe des SVD-Verfahrens gelo¨st [69].
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Berechnung der Kovarianz
Nach der Berechnung der Koordinaten der 3D-Punkte werden die jeweiligen Kovarianzma-
trizen ermittelt und dadurch eine Scha¨tzung der Genauigkeit der Rekonstruktion gegeben.
Die Berechnung der Kovarianzmatrizen erfolgt auf Basis des SVD-Verfahrens, mit dem die
Punkte, wie im Abschnitt 4.4.4 erla¨utert, rekonstruiert wurden.
Die Kovarianzmatrix C eines 3D-Punktes M ist folgendermaßen deﬁniert:
C =
3∑
i=1
1
w2i
ViVi
mit V als Matrix der SVD-Zerlegung von A: A = UD(wi)V .
Eine Darstellung der Genauigkeit der Rekonstruktion wird durch die Konﬁdenzellipsen
(∆χ = 1) ermo¨glicht, siehe [69]. Fu¨r jeden Punkt ko¨nnen die drei Achsen der Konﬁden-
zellipse in das 3D-Modell eingeblendet werden und dadurch die Gu¨te der Rekonstruktion
intuitiv beurteilt.
4.4.6 Verdeckungsbehandlung
Fu¨r die Behandlung der Verdeckungen ist ein 3D-Modell der Szene notwendig. Im Allge-
meinen muss das Modell muss nicht sehr komplex sein und kann auf einzelne Polygone in
der direkten Umgebung des virtuellen Objektes beschra¨nkt werden.
Dies ist nicht der Fall, wenn beispielsweise die Lichtverha¨ltnisse zwischen realen und vir-
tuellen Objekten simuliert werden mu¨ssen. Dann muss theoretisch der gesamte Raum auf
Grund eventueller Reﬂektionen oder im Bild nicht sichbarer Lichtquellen modelliert wer-
den. Eine zusa¨tzliche Erweiterung des Szenemodells besteht darin, physikalisches Verhalten
wie z.B. Schwerkraft, Kollision, u.a¨., zu ermo¨glichen [39].
4.5 Calibration Propagation
4.5.1 Von einem kalibrierten zu einem unkalibrierten Bild
Der Term Calibration Propagation wurde in [26] eingefu¨hrt und bezeichnet die Konﬁgura-
tion von zwei Bildern, wobei die intrinsischen Kameraparameter nur fu¨r ein Bild bekannt
sind. Auf Basis von Punktkorrespondenzen werden die relativen Bewegungen und die int-
rinsischen Parameter der zweiten Kamera berechnet. Dieses Verfahren wurde Calibration
Propagation genannt, da die Kalibrierungsinformationen von einem kalibrierten auf ein
unkalibriertes Bild u¨bertragen werden. Mit dem Verfahren Calibration Propagation ist es
mo¨glich, Zooma¨nderungen und Kamerabewegungen gleichzeitig zu erfassen.
4.5.2 Die Matrix Q
Fu¨r zwei gegebene Bilder wird die fundamentale Matrix F, wie im Abschnitt 3.3.3 erla¨utert,
berechnet. Es wird vorausgesetzt, dass die Matrix der intrinsischen Parameter A1 des ersten
Bildes bekannt sind.
Eine neue Matrix Q wird eingefu¨hrt und wie folgt deﬁniert:
Q = FA1 (4.30)
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Auf Grund der Deﬁnition der fundamentalen Matrix, siehe Kapitel 3, kann Q folgender-
maßen geschrieben werden:
Q = FA ∼ A−2 [t]∧R (4.31)
Q deﬁniert die epipolare Geometrie zwischen dem ersten, normalisierten (metrischen) Bild
und dem zweiten, unkalibrierten Bild.
4.5.3 Intrinsische Parameter und Translationsvektoren
Um die intrinsischen Parameter der zweiten Kamera, d.h. die Matrix A2, zu bestimmen,
wird zuerst der Produkt QQ gebildet und dadurch die Rotationsmatrix R eliminiert.
Das Produkt QQ ist wie folgt deﬁniert:
QQ ∼ A−2 [t]2∧A−12 (4.32)
QQ ha¨ngt nur von der Matrix A2 und dem Vektor t ab, d.h. die Matrix QQ wird mit
Hilfe von sechs Parametern deﬁniert; vier fu¨r die Matrix der Kameraparameter A2 und
zwei fu¨r den Translationsvektor t, da die La¨nge des Translationsvektors arbitra¨r ist und
‖t‖ = 1 gesetzt wird.
Die Matrix QQ ist eine symmetrische Matrix. Dies bedeutet, dass maximal fu¨nf un-
abha¨ngige Gleichungen existieren und nicht alle Parameter (A2, t) aus nur zwei Bildern
berechnet werden ko¨nnen.
Im Fall einer A¨nderung durch Zoomen kann angenommen werden, dass sich nur ein int-
rinsischer Parameter, na¨mlich die Brennweite, vera¨ndert. In diesem Fall beschra¨nken sich
die zu extrahierenden Parameter auf die zwei Translationskomponenten und die Brenn-
weite. Bei dieser Approximation wird der Aspekt-Ratio gleich 1 gesetzt und das optische
Kamerazentrum auf den Bildmittelpunkt festgelegt.
Die Matrix A2 kann dann folgendermaßen geschrieben werden:
A2 =

 f 0 00 f 0
0 0 1

 (4.33)
QQ ist eine Funktion des Translationsvektors t = (x, y, z) und der Brennweite f und ist
gegeben durch:
QQ ∼


−y2+z2
f2
xy
f2
xz
f
xy
f2
−x2+z2
f2
zy
f
xz
f
zy
f −(x2 + y2)

 (4.34)
Aus Gleichung 4.34 werden die einzelnen Komponenten von QQ = (qij), (i, j = 1, . . . , 3)
wie folgt beschrieben:
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q11 = −y2+z2f2 (4.35)
q12 = xyf2 (4.36)
q13 = xzf (4.37)
q22 = −x2+z2f2 (4.38)
q23 = zyf (4.39)
q33 = −(x2 + y2) (4.40)
Die Translationskomponenten werden ausgeschlossen und die Gleichung 4.38 ausgewertet.
Die Brennweite f kann aus der Gleichung direkt extrahiert werden und ist, wie folgt,
deﬁniert:
f = |q23q13
q12
|
√
q22 − q11
q11q213 − q22q223
(4.41)
Eine weitere Mo¨glichkeit besteht darin, die letztgenannte Gleichung 4.40 (q33 = −(x2+y2))
zu verwenden, um f zu bestimmen. Daraus ergibt sich eine Gleichung zweiter Ordnung:
f4q22(1 + (
q23
q13
)2)− q33f2 − (q23
q12
)2q33 = 0 (4.42)
Anschließend kann problemlos der Translationsvektor t aus Gleichung 4.32 abgeleitet wer-
den.
Die Berechnung der Rotation R erfolgt, wie in Abschnitt 3.4.3 beschrieben, aus der essen-
tielle Matrix E, wobei E = A2Q gilt.
4.5.4 Nichtlineare Optimierung
Die Ergebnisse der Brennweite f und des Translationsvektors t aus Gleichung 4.41 werden
mit einem nichtlinearen Optimierungsverfahren verfeinert. Folgende Fehlerfunktion F(f, t)
wird minimiert:
minf,t‖F(f, t)‖2 = minf,t‖QQ − A−2 [t]2×A−12 ‖2 (4.43)
Anhand der in Abschnitt 4.5.7 beschriebenen Versuchen kann festgestellt werden, dass die
Startwerte von f un t nur wenig von der richtigen Lo¨sung abweichen und deswegen nur
wenige Iterationen zur Konvergenz der nichtlinearen Minimierung no¨tig sind.
4.5.5 Verwendung von 3D-Informationen
Um die intrinsischen Parameter der zweiten Kamera abzuleiten, ko¨nnen auch 3D- Informa-
tionen der Szene genutzt werden. Dazu wird zuna¨chst eine projektive Rekonstruktion vor-
genommen und anschließend die Transformation zwischen projektivem und euklidischem
Raum mit Hilfe von 3D-Kenntnissen, wie z.B. Koordinaten von 3D-Punkten, Linien oder
Ebenen, bestimmt.
Im folgenden wird zuerst der Zusammenhang zwischen der fundamentalen Matrix und
den Projektionsmatrizen beider Bilder im projektiven Raum erstellt und anschließend
erla¨utert, wie mit Hilfe von 3D-Daten die Projektionsmatrizen im euklidischen Raum
bestimmt werden ko¨nnen.
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Projektiver Raum
Im projektiven Raum werden die Projektionsmatrizen direkt aus der fundamentalen Ma-
trix F berechnet. In Kapitel 3 wurde bewiesen, dass die Matrix F als eine Funktion des
Epipoles e′ des zweiten Bildes und einer Homographie Hπ einer Ebene der Szene [60] wie
folgt darstellbar ist:
F = [e′]∧Hπ (4.44)
Die Projektionsmatrizen beider Bilder ko¨nnen dann folgenderweise beschrieben werden:
P1 = (I, 0) (4.45)
P2 = (Hπ, e′) (4.46)
Aus den Matrizen P1 und P2 ergibt sich die fundamentale Matrix, die in Gleichung 4.44
deﬁniert wurde.
Die Projektionsmatrizen mu¨ssen jedoch im euklidischen Raum ausgedru¨ckt werden, um ei-
ne Erweiterung der Bilder mit virtuellen Objekten zu ermo¨glichen. Im na¨chsten Abschnitt
wird gezeigt, wie mit Hilfe einer 3D-linearen Transformation (Kollineation) die gesuchten
Matrizen bestimmt werden ko¨nnen.
4.5.6 Vom projektiven zum euklidischen Raum
Die Gleichung (4.44) ist auch fu¨r die Homographie der uneigentlichen Ebene (plane at
inﬁnity) H∞ gu¨ltig. Daraus folgt, dass alle Homographien der Gleichung (4.44) durch eine
Funktion von H∞ mit einer beliebigen Matrix orthogonal zur Matrix [e′]∧ [60] darstellbar
sind. Alle Matrizen Hπ sind durch H∞ in Kombination mit einem beliebigen Vektor a
deﬁniert:
Hπ ∼ H∞ + e′a (4.47)
Daru¨ber hinaus kann die Projektionsmatrix P2, da H∞ = A2RA−11 gilt, folgendermaßen
beschrieben werden:
P2 = (Hπ, ce2) = (A2RA−11 + e2a
 , ce2) (4.48)
bzw.:
P2 = A2(R, t)
(
A−11 0
a c
)
(4.49)
Daraus folgt:
He =
(
A−11 0
a c
)
(4.50)
Fu¨r einen Punkt im projektiven Raum Mp, der in m auf die Bildebene projiziert wird,
kann die folgende Gleichung aufgestellt werden:
m = P2Mp = A2(R, t)HeMp (4.51)
Im euklidischen Raum ist die Projektion m des Punktes Me gegeben durch:
m = A2(R, t)Me (4.52)
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Aus einem Vergleich der beiden letzten Gleichungen wird die Transformation vom Mp in
Me abgeleitet:
Me ∼ HeMp (4.53)
Da die Matrix A1 von He bereits bekannt ist, beschra¨nkt sich die Bestimmung von He auf
die Bestimmung des Vektors a und des Skalars c.
Wenn 3D-Punkte bekannt sind, ko¨nnen sie mit Hilfe von P1 und P2 im projektiven Raum
rekonstruiert und in Gleichung 5.7 verwendet werden. Die Anzahl der Parameter, die zu
berechnen sind, entspricht vier, d.h. der Vektor a und der Skalar c. Jeder 3D-Punkt
liefert jedoch drei Gleichungen, wobei der Skalierungsfaktor eliminiert werden muss. Dies
bedeutet, dass mindestens zwei Punkte bzw. sechs Gleichungen beno¨tigt werden.
Wenn die Homographie He bekannt ist, kann P2 = A2(R, t) leicht abgeleitet werden. Letzt-
lich werden die intrinsischen Parameter aus der Projektionsmatrix mit Hilfe einer QL-
Zerlegung extrahiert.
Diese Lo¨sung bietet den Vorteil, dass die Berechnung von He direkt sowohl alle intrinsi-
schen Parameter als auch die Rotation und die skalierte Translation liefert.
4.5.7 Evaluierung des Verfahrens Calibration Propagation
Um die Genauigkeit des Verfahrens Calibration Propagation zu evaluieren, wurden Unter-
suchungen mit synthetischen Bildern und Standardbildern durchgefu¨hrt. Die Ergebnisse
werden in den beiden folgenden Paragraphen vorgestellt.
Synthetische Bilder
Im folgenden Abschnitt wird das Verfahren Calibration Propagation weitergehend unter-
sucht und evaluiert.
Bei den Untersuchungen mit synthetischen Bildern ist das optische Kamerazentrum auf
dem Bildmittelpunkt gesetzt und der Aspekt-Ratio auf eins festgelegt. Aus zehn bis fu¨nf-
zehn interaktiv selektierten Bildpunkten wird die Matrix F berechnet und anschließend
die Brennweite fu¨r die Bilder abgeleitet. Die beiden folgenden Abbildungen illustrieren
diesen Vorgang anhand Bilder der Szene “Room” 4.20 und “Lab” 6.18.
Abbildung 4.20: Synthetisches Testbild “Room” (R)
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(a) Lab (f = 420) (b) Lab (f = 1701)
Abbildung 4.21: Evaluierung des Calibration-Propagation-Verfahrens anhand synthetischer
Bilder “Lab”(L)
Um das Verfahren zu untersuchen, wurden zuna¨chst drei Bilder der Szene “Room” gene-
riert. Die Kamera besitzt dieselben intrinsischen Parameter und ist mit unterschiedlichen
Orientierungen an verschiedenen Stellen im Raum positioniert.
Obwohl es sich um synthetische Bilder handelt, sind die Punktpositionen im Bild nicht-
fehlerfrei, da sie, wie fu¨r reale Bilder, per Hand eingegeben wurden. Tabelle 4.3 zeigt die
Ergebnisse der Scha¨tzung der Brennweite fu¨r die Bilder R(1) und R(2). Die lineare Lo¨sung
liefert eine gute Approximation der richtigen Brennweite, die anschließend als Startwert
fu¨r die nichtlineare Methode weiterverwendet wurde. Die Ergebnisse werden durch diese
zweite Berechnung stark verbessert und es wird eine sehr gute Genauigkeit erreicht. Die
relativen Fehler der Brennweite betragen nur 0.79% fu¨r R(1) und 2.41% fu¨r R(2) und sind
klein genug, um eine gute Bildu¨berlagerung zu ermo¨glichen.
Bild Richtige Lineare Nicht-lineare Relative
Brennweite Lo¨sung Optimierung Fehler
(in %)
R(1) 720 767.8 714.3 0.79
R(2) 720 653.0 737.4 2.41
L(1) 420.5 427.6 422.9 0.57
L(2) 420.5 424.2 421.4 0.21
L(3) 1119.6 1136.5 1125.2 0.50
L(4) 1701.4 1785.1 1673.6 1.63
Tabelle 4.3: Scha¨tzung der Brennweite fu¨r die Szene “Lab” und “Room”
Bei der zweiten Versuchsreihe wurde das Verfahren mit vier Bildern der Szene “Lab” ge-
testet. Das erste Bild wurde als Referenzbild gewa¨hlt. Das zweite Bild wurde mit einer
Kamera mit derselben Brennweite und anderer Kameraposition und -orientierung erzeugt.
Fu¨r das dritte und vierte Bild wurde sowohl die Kameraposition als auch die Brennweite
vera¨ndert. Die Zoomfaktoren fu¨r das dritte und vierte Bilder sind relativ hoch und be-
tragen ungefa¨hr die Werte drei und vier, siehe Tabelle 4.3. Abbildung 6.18 zeigt das erste
4.5. CALIBRATION PROPAGATION 62
L(1) und vierte L(4) Bild der Szene “Lab”.
Fu¨r die Szene “Lab” konnten mit der linearen Lo¨sung sofort genaue Ergebnisse erzielt
werden. Dieses Ergebnis kann hauptsa¨chlich auf eine bessere Punktverteilung im Raum
zuru¨ckgefu¨hrt werden. Daraus folgt eine bessere Scha¨tzung der fundamentalen Matrix F
und der Matrix Q. Da die Berechnungen auf Basis dieser Matrizen erfolgen, wird auch eine
genauere Ermittlung der Brennweite erzielt.
Insgesamt bleibt fu¨r alle Bilder “Room” und “Lab” der relative Fehler unter 2, 5%. Diese
guten Ergebnisse besta¨tigen die Gu¨ltigkeit des Verfahrens.
Standardbilder
Wie der vorangehende Abschnitt verdeutlicht hat, liefert das Verfahren Calibration Propa-
gation gute Ergebnisse bei Verwendung synthetischer Bilder. Daher wurden weitergehend
Untersuchungen mit Standardbildern durchgefu¨hrt.
Abbildung 4.22: Zwei Testbilder einer industriellen Anlage
Abbildung 4.23: Testbilder “Expo”
Die Bilder in Abbildung 4.22 wurden mit einer professionellen Kamera aufgenommen. Die
intrinsischen Parameter sind mit hoher Genauigkeit bekannt und dienen als Referenzpara-
meter. Im Rahmen der Testserie werden sie fu¨r das zweite Bild mit Hilfe des ersten Bildes
neu berechnet und verglichen.
Die Berechnung der Brennweite erfolgt in diesem Fall mit einem approximierten optischen
Kamerazentrum, da dieses a priori unbekannt ist und aus diesem Grund im Bildmittel-
punkt festgelegt wird.
Wie fu¨r die synthetischen Bilder werden die Eingabepunkte interaktiv in den Bilder einge-
geben und daraus die fundamentale Matrix F und anschließend Q berechnet. Das Verfah-
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ren liefert auch hier relativ genaue Ergebnisse. Trotz Approximation des Kamerazentrums
betra¨gt der relative Fehler nur 2.5%.
Referenz- Lineare Nicht-lineare Relative
parameter Lo¨sung Optimierung Fehler (in %)
f = 400.36 388.7 390.3 2.5
cx = 358.05 384 384
cy = 249.06 256 256
Tabelle 4.4: Scha¨tzung der Brennweite (Das optische Kamerazentrum ist nicht bekannt
und im Bildmittelpunkt gelegt worden)
Um das Verfahren zu untersuchen, wurden die intrinsischen Parameter fu¨r die Bilder “Ex-
po” mit Hilfe einer direkten Kalibrierung nach dem Tsai-Algorithmus [85] ermittelt. Die
3D-Koordinaten der Kalibrierungspunkte stammen aus einem CAD-Modell und wurden
interaktiv im Bild eingegeben. Da die intrinsischen Parameter der Kamera ebenfalls be-
rechnet wurden, stellen sie keine richtigen Ground Truth-Werte dar, sondern gute Anna¨he-
rungen davon.
Referenz- lineare Nicht-lineare Relative
parameter Lo¨sung Optimierung Fehler (in %)
f = 979 860.54 1033.01 5.5
cx = 283.7 384 360
cy = 287.5 256 288
sx = 0.874 1 1
sy = 1 1 1
Tabelle 4.5: Berechnung von f (Bilder “Expo”)
Die Fehler, in Tabelle 4.5 zusammengestellt, sind, wie zu erwarten war, gro¨ßer als bei
allen vorherigen Untersuchungen. Im Vergleich betra¨gt der Fehler fu¨r die lineare Lo¨sung
ungefa¨hr 12%, nach der Optimierung jedoch nur 5%.
4.5.8 Schlussfolgerung
Die Calibration Propagation Methode wurde anhand synthetischer sowie realer Bilder gete-
stet. Die vorgeschlagene Lo¨sung fu¨r die Berechnung der Brennweite liefert gute und stabile
Ergebnisse mit einer Genauigkeit von 2 bis 5%. Dabei sind verschiedene Fehlerquelle zu
unterscheiden.
1. Die Kalibrierung des ersten Bildes ist nicht exakt und fehlerfrei.
2. Aus der manuellen Punkteingabe in den Bildern resultiert eine mehr oder weniger große
Ungenauigkeit der Lokalisierung.
3. Die Berechnung der fundamentalen Matrix F ha¨ngt von der Verteilung der Punkte in
Raum und im Bild ab.
4. Letztendlich wird fu¨r das zweite Bild das optische Kamerabildzentrum und der Aspek-
tratio approximiert.
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4.6 Augmented Video
4.6.1 Vorgehensweise
Fu¨r die Bearbeitung von Videosequenzen mu¨ssen auf Grund der hohen Anzahl der Bilder
Automatisierungsmechanismen eingefu¨hrt werden.
Das entwickelte Verfahren besteht aus den folgenden Schritten:
1. Zwei Referenzbilder werden aus der Videoabfolge selektiert. U¨blicherweise wird das
erste und letztes Bild gewa¨hlt.
2. Die Bildpunkte werden interaktiv in die Bilder eingegeben. Aus diesen zwei Bil-
dern werden mit den im vorherigen Abschnitt beschriebenen Methoden die relative
Kamerabewegung und die 3D-Punktkoordinaten abgeleitet.
3. Ein einfaches 3D-Modell der Szene wird erzeugt und das virtuelle Objekt in der
Szene platziert.
4. Die ausgewa¨hlten Punkte werden iterativ u¨ber die ganze Sequenz verfolgt, wobei die
Kameraposition und -orientierung fu¨r jedes Bild auf Basis der 3D-Koordinaten der
Bildpunkte berechnet wird.
5. Eine Optimierung zur Verfeinerung der 3D-Koordinaten der Referenzpunkte und der
Kameraposition und -orientierung erfolgt u¨ber die ganze Bildsequenz.
6. Das virtuelle Objekt wird in jedem Bild eingeblendet und das Ergebnis gespeichert.
4.6.2 2D-Punktverfolgung
Ein Mechanismus zur automatischen Punktverfolgung ist fu¨r die Bearbeitung von Videose-
quenzen auf Grund der hohen Anzahl der Bilder notwendig. Die Verfolgung der Bildpunkte
wird hier mit einem Korrelationsoperator realisiert. Dieser Operator hat den Vorteil jeden
beliebigen Punkt oder Bildausschnitt von einem Bild zum na¨chsten lokalisieren zu ko¨nnen.
Eine allgemeine Deﬁnition der Korrelation zweier Vektoren ist im folgenden Abschnitt ge-
geben.
Korrelationsoperator
Die Korrelation ρxy zwischen zwei Vektoren x(x1, . . . , xn) und y(y1, . . . , yn) ist folgender-
massen deﬁniert [69]:
ρxy =
σxy
σxσy
wobei: σx, σy die Standardabweichungen der Vektoren x und y darstellt und σxy dem
Kovarianzkoeﬃzient entspricht.
Die Korrelation zwischen dem Punkt m(u0, v0) in Bild 1 und dem Punkt m′(u0+α, v0) im
Bild 2 u¨ber ein Fenster mit Dimensionen (2N + 1, 2P + 1) ist deﬁniert durch:
C(α) =
1
K
+N∑
u1=−N
+P∑
u1=−P
(I1(u0+ u1, v0+ v1)− ¯I1(u0, v0))(I2(u0+ u1+α, v0 + v1)− I2(u0+α, v0))
(4.54)
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wobei K = (2N + 1)(2P + 1)σ1(u0, v0)σ2(u0 + α, v0) gilt.
Korrelation mit Sub-Pixel-Genauigkeit
Die Pra¨zision, mit der die Punkte im Bild lokalisiert werden, ist fu¨r das Tracking und die
Qualita¨t der Video-Erweiterung entscheidend. Rauschen oder eine ungenaue Lokalisierung
haben starke Auswirkungen auf die Bestimmung der Kameraposition und -orientierung.
Aus diesem Grund wird eine Methode zur Punktverfolgung per Korrelation mit Sub-Pixel-
Genauigkeit eingefu¨hrt. Verschiedene Verfahren sind mo¨glich und werden beispielsweise in
[54, 72] verglichen. In dieser Arbeit wird ein Verfahren, das auf die Interpolation der Pi-
xelwerte mit einer bilineare Methode basiert, auf Grund seiner einfachen Implementierung
ausgewa¨hlt.
Die Punktverfolgung besteht letzendlich aus zwei Schritten. Zuerst werden die Punkte
mit dem Korrelationsoperator grob lokalisiert und anschließend mit der aufwendigeren,
aber genaueren Sub-Pixel-Methode die Lokalisierung pra¨zisiert. In dem in Abschnitt 4.6.5
beschriebenen Experiment werden die Bildausschnitte mit einem Fakor 4 interpoliert und
hochskaliert.
Punktverfolgung mit dem Korrelationsoperator
Die folgende Darstellung illustriert die einzelnen Schritte bei einer Punktverfolgung mit
Hilfe des Korrelationsoperators.
Abbildung 4.24: Automatische Punktverfolgung
Im ersten Bild wird eine Schablone mit Dimensionen (2N +1, 2P +1) um einen gegebenen
Punkt deﬁniert. Mit Hilfe des Korrelationsoperators wird diese Schablone im na¨chsten
Bild gesucht. Dafu¨r wird in dem zweiten Bild ein Suchbereich S festgelegt und fu¨r jede
Pixelposition der Korrelationswert mit der Schablone des ersten Bildes berechnet. Die neue
Position der Schablone wird durch die Position des Maximums aller Korrelationswerte
festgelegt.
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4.6.3 Kamerabewegung
Die 3D-Koordinaten der verfolgten Punkte und die Kameraposition und -orientierung des
ersten Bildes sind durch die interaktive Initialisierung, siehe Abschnitt 4.6.1, bekannt.
Daru¨ber hinaus ist die Kamerabewegung zwischen den beiden folgenden Bildern der Vi-
deosequenz sehr klein. Deswegen kann die Position t und Orientierung R der Kamera
zwischen den Bildern iterativ berechnet werden, in dem als Startwerte die Werte des vor-
herigen Bildes benutzt werden.
Die Fehlerfunktion F(R, t), die hierfu¨r angewendet wird, besteht aus dem Abstand zwischen
den in das Bild re-projizierten 3D-Punkt und den in der Bildebene verfolgten Ausgangs-
punkt. Mi sei ein 3D-Punkt und mi(ui, vi, 1) der zugeho¨rige im Bild verfolgte 2D-Punkt
(i = 1, . . . , n). Dann ist die Minimierung der Fehlerfunktion folgendermaßen deﬁniert:
minR,t‖F(R, t)‖2 = minR,t
n∑
i=1
(ui − p

0 M
p2 M
)2 + (vi − p

1 M
p2 M
)2 (4.55)
wobei die Vektoren p0, p1 und p2 die Zeilenvektoren der Projektionsmatrix P = (p0, p1, p2)
darstellen.
4.6.4 Reprojektion
Nach der Bestimmung der Kameraposition und -orientierung werden die 3D-Punkte in das
na¨chste Bild projiziert. Anschließend wird die genaue 2D-Position der Punkte mit Hilfe
des Korrelationsoperators bestimmt.
Diese Reprojektionstechnik bietet den Vorteil, dass, auch wenn ein Referenzpunkt u¨ber
mehrere Bilder nicht verfolgt werden konnte, die initiale Suchposition und der Suchbereich
immer richtig deﬁniert sind, da sie aus der 3D-Kameraposition und -orientierung berech-
net werden. Wenn im Vergleich die Punktverfolgung nur in 2D erfolgt, beﬁndet sich der
gesuchte Punkt nach Ausfall der Verfolgung u¨ber mehrere Bilder außerhalb des letzten
gu¨ltigen Suchbereichs und wird keine oder falsche Tracking-Daten, d.h. Punktkoordina-
ten, liefern.
4.6.5 Bundle-Adjustment
Nachdem die Kameraposition und -orientierung fu¨r die ganze Videosequenz bestimmt
wurde, wird eine Verfeinerung mit Hilfe eines Bundle-Adjustments vorgenommen. Die 3D-
Koordinaten der Referenzpunkte werden mit Hilfe aller Bilder bestimmt und anschließend
die Kameraposition und -orientierung nach der Gleichung 4.55 verfeinert.
Dabei ist jedoch zu beru¨cksichtigen, dass fu¨r eine gegebene Videosequenz nicht immer
alle Punkte mit dem Korrelationsoperator korrekt verfolgt werden. Auf Grund beispiels-
weise starker Verschiebungen zwischen einem Bild zum Na¨chsten oder auf Grund starkes
Bildrauschens werden einige Punkte in den Bilder falsch lokalisiert. Diese Punkte stellen
Ausreißer (outliers) dar und fu¨hren zu starken Fehler in der Berechnung der Kamerapo-
sition und -orientierung. Daraus resultiert, dass die eingeblendeten virtuellen Objekten in
den Bildern falsch positioniert werden und u¨ber die ganze Videosequenz starke Spru¨nge
oder “jitter” auftreten.
Auf Grund der fehlerhaften Daten wurde hierfu¨r eine robuste Methode, Tuckey-Estimator
genannt, angewendet. Diese Methode wurde ausgewa¨hlt, weil sie Ausreißer erkennt und de-
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Abbildung 4.25: Reprojektionsfehler eines verfolgten Punktes (Bildsequenz von 500 Bil-
dern)
ren Einﬂuß vermindert oder ausschaltet [62]. Abbildung 4.25 stellt die Reprojektionsfehler
fu¨r einen Punkt der Videosequenz, siehe Abbildung 4.26 dar.
it Ausnahme einiger, weniger Bilder liegen generell nur kleine Fehler im Bereich von 2 bis
3 Pixel Abweichung vor. Fu¨r die Bilder mit Fehler von bis 20 Pixel (z.B. 100 und 410)
wu¨rden ohne die robuste Tuckey-Estimator-Methode eine vo¨llig falsche Kameraposition
und -orientierung berechnet werden. Abbildung 4.26 zeigt das Endergebnis und die pra¨zise
Einblendung des virtuellen Modells u¨ber die ganze Bildsequenz.
4.7 Zusammenfassung
In diesem Kapitel wurden Lo¨sungen zu Bild- und Videobearbeitung systematisch analy-
siert und vorgestellt. Die beschriebenen Methoden ermo¨glichen, alle notwendigen Informa-
tionen aus den Bildern zu extrahieren, wodurch auf 3D-Szene-Kentnisse verzichtet werden
kann. Die theoretischen Grundlagen eines neuen Verfahrens, Calibration Propagation ge-
nannt, wurden vorgestellt und ero¨rtert. Die praktische Umsetzung des Verfahrens wurde
durch pra¨zise Resultate belegt. Mit diesem Verfahren ist es mo¨glich, sowohl Brennweite als
auch Aufnahmeort der Kamera gleichzeitig zu vera¨ndern. Daru¨ber hinaus wurde eine auto-
matische Punktverfolgungsmethode fu¨r die Videobearbeitung pra¨sentiert und implemen-
tiert. In Kombination mit robusten statistischen Minimierungsverfahren (M-Estimator)
konnten lange Bildfolgen trotz fehlerhafter Daten mit virtuellen Objekten erweitert wer-
den.
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Abbildung 4.26: Bearbeitung einer Videosequenz (500 Bilder)
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Kapitel 5
Markerbasiertes optisches
Tracking
Einleitend wird in diesem Kapitel eines der ersten optischen Trackingsysteme fu¨r Augmen-
ted Reality vorgestellt. Die Algorithmen basieren auf einem “Punkt-zur-Linie”-Verfahren,
das den Vorteil aufweist, wenig Rechner-Leistung zu beno¨tigen und gleichzeitig eine ho-
he Genauigkeit zu liefern. Im zweiten Hauptabschnitt dieses Kapitels wird ein ﬂexibles
Tracking-System (VBT) beschrieben, das viele Funktionalita¨ten zur Bildverarbeitung und
Mustererkennung anbietet und damit eine leichte Entwicklung und Integration neuer Ver-
fahren ermo¨glicht. Zwei Lo¨sungsansa¨tze VBT-I und VBT-II, die mit schwarz-weißen und
farbigen Marker arbeiten, werden anschließend pra¨sentiert und evaluiert.
5.1 Das CVV-System
5.1.1 Grundlegende Konzepte
Das Echtzeit-Tracking stellt ein bisher ungelo¨stes Problem von Augmented-Reality dar.
Die aktuell verfu¨gbaren, kommerziellen Gera¨te sind auf die Anwendungsanforderungen der
virtuellen Realita¨t (VR) ausgerichtet und liefern nicht die fu¨r AR beno¨tigte Genauigkeit.
Daru¨ber hinaus sind sie meist nicht tragbar und somit fu¨r den mobilen Einsatz ungeeignet.
An die Entwicklung eines AR-Trackingsystems werden die vier folgenden Hauptanforde-
rungen gestellt:
• einfache Handhabung,
• Echtzeit-Fa¨higkeit,
• hohe Genauigkeit,
• Mobilita¨t und Tragbarkeit sowie
• Benutzung von Standard-Hardware-Komponenten.
Ein optisches und markerbasiertes System, das auf dem Inside-Out-Prinzip beruht, stellt
in diesem Kontext die erfolgsversprechendeste Lo¨sung dar. Das CVV-System (Computer
Vision Viewer), das auf das Inside-Out-Prinzip aufbaut, wird in den folgenden Abschnitt
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beschrieben. Dieses System stellt einen guten Kompromiss zwischen niedriger Rechnerka-
pazita¨t, Echtzeit-Performance und Genauigkeit dar und ermo¨glicht die Realisierung und
Evaluierung von innovativen AR-Anwendungen [23, 30].
Das Inside-Out-Prinzip
Fu¨r das optische Tracking wurde der Inside-Out-Ansatz ausgewa¨hlt. Bei diesem Verfahren
werden die Marker in der Szene und die Kamera am HMD des Benutzers angebracht.
Wie im Kapitel 2 erla¨utert, ko¨nnen mit diesem Ansatz bei gleicher Tracking-Genauigkeit
Kopfbewegungen wesentlich pra¨ziser als mit dem Outside-In-Verfahren erfasst werden.
Die Kamera soll, wie anhand des Bildes 5.1 gezeigt, mo¨glichst nah am Display oder Au-
ge montiert werden, um die natu¨rliche Benutzersicht mit minimalem Oﬀset erfassen zu
ko¨nnen. Bei Mono-Video-Modus wurde experimentell festgestellt, dass sich die Kamera
am besten in Blickmitte beﬁnden soll.
Abbildung 5.1: HMD und Minikamera als Trackinggera¨t
Besonders vorzuheben ist, dass das Kamerabild gleichzeitig fu¨r das Tracking und die
Bildu¨berlagerung benutzt werden kann. Somit wird nur ein Gera¨t auf dem HMD beno¨tigt,
so dass auch das Gewicht des HMD-Setups reduziert wird.
Die Marker
Aktive versus passive Marker
Um die Bildverarbeitung zu vereinfachen und die Zuverla¨ssigkeit des Trackers zu erho¨hen,
arbeiten viele optischen Mess- oder Tracking-Systeme mit aktiven Markern, wie beispiels-
weise LEDs (siehe Optotrack, Northern Digital Inc.) oder retroreﬂektiven Kugeln in Kom-
bination mit Infrarot-Blitzen (QualiSys Inc., Vicon Inc., ART GmbH). Solche Marker
ko¨nnen leicht vom Hintergrund unterschieden werden und liefern ein gut deﬁniertes Bild-
signal, das pra¨zise zu erfassen ist. Dennoch sind diese Systeme fu¨r AR und besonders fu¨r
mobile Anwendungen nicht geeignet, da sie Stationen im Raum voraussetzen. Zudem wird
fu¨r die Erfassung der aktiven Marker spezielle und aufwa¨ndige Hardware beno¨tigt.
Im Gegensatz dazu ko¨nnen passive Marker mit einer Standard-Kamera, die oft schon Be-
standsteil eines AR-Systems ist, erfasst werden. Die Auswertung der Standard-Videobilder
besitzt dabei vor allem den Vorteil, dass die Kontrolle der Lokalisierung direkt u¨ber das
Bild, das u¨berlagert wird, erfolgt und damit einerseits die Qualita¨t der U¨berlagerung
u¨berpru¨ft werden kann und andererseits keine weiteren Kalibrierungstransformationen
zwischen Kamera und Tracker berechnet werden mu¨ssen.
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Entworfene Quadrat-Marker
Die fu¨r das CVV-System entwickelten Marker bestehen aus einfachen schwarzen Quadra-
ten auf weißem Grund. Ein Bina¨rcode aus roten Punkten, siehe Abbildung 5.3, ermo¨glicht
die eindeutige Identiﬁzierung der Marker. Daru¨ber hinaus liefert die quadratische Form
vier Eckpunkte, die pra¨zis zu erfassen sind und eine vollsta¨ndige Bestimmung der Kame-
raposition und -orientierung ermo¨glichen.
5.1.2 Trackingablauf
Um hohe Echtzeit-Performance erreichen zu ko¨nnen, wurde der Trackingablauf in zwei
Phasen, die in Abbildung 5.2 veranschaulicht sind, untergeteilt.
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Abbildung 5.2: Blockdiagramm des CVV-Trackers
Zuerst erfolgt die Systeminitialisierung, in der das ganze Bild bearbeitet und die erste
absolute Position der Kamera berechnet wird. Anschließend ﬁndet in der Trackingschleife
eine lokale Bildanalyse und eine iterative Korrektur der Kameraposition statt.
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5.1.3 Initialisierung
Markerdetektion
In der Initialisierungsphase wird zur Erkennung der Marker das komplette Bild analy-
siert. Jede n-te Zeile wird nach “hell-dunkel”- und “dunkel-hell”-Gradienten durchsucht,
um mo¨gliche Quadratkanten zu bestimmen. Ausgehend vom Zentrum der mo¨glichen Qua-
dratkanten wird senkrecht dazu nach einem dritten Punkt gesucht, wobei gleichzeitig die
Homogenita¨t und die Grauwerte der Pixel u¨berpru¨ft werden.
Abbildung 5.3: Markerdetektion
Treﬀen die Auswahlkriterien zu, wird anschließend die Kante der gefundenen schwarzen
Region verfolgt und die Konturgradienten in vier Klassen, die der Kantenrichtungen eines
Markers entsprechen, mit einem ISODATA-Algorithmus klassiﬁziert. Falls die vier Klassen
eindeutig deﬁniert sind, wird der Schnittpunkt der interpolierten Kantenlinien bestimmt.
Sie stellen die Eckpunkte des Markers dar. In Abbildung 5.3 sind die Detektionsschritte,
Suche nach starken Gradienten und Konturerfassung, veranschaulicht.
Identifikation
Bei der Identiﬁkation werden die Markerkandidaten zuna¨chst auf Gro¨ße und Form u¨ber-
pru¨ft. Wenn dieser Test erfolgreich abgeschlossen ist, wird, um den Bezug zu den Punkten
im Modell herzustellen, der Bina¨rcode (ID) der einzelnen Marker anhand seiner roten
Punkte bestimmt. Im abschließenden Identiﬁkationsschritt wird ein Korrelationsopera-
tor auf die gelesenen Pixelwerte und mo¨glichen Identiﬁkationsnummern angewendet. Der
Marker ist identiﬁziert, wenn nur ein Korrelationskoeﬃzient existiert, der einen festen
Schwellwert, 90% des maximalen Skors, u¨berschreitet.
Anwendungen dieser Methode weisen eine hohe Robustheit auf und eignen sich auch bei
der Verwendung Kameras niedriger Qualita¨t, wie IndyCams, Webcams.
Kalibrierung
Um die Kamera zu kalibrieren, werden die Kameraparameter anhand der Eckpunkte der
Marker mit Hilfe der Standard-Algorithmen von Tsai oder Weng [85, 90] ermittelt. Mit
diesem Schritt ist die Initialisierung abgeschlossen und die Trackingschleife wird gestartet.
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5.1.4 Trackingschleife
Ru¨ckprojektion und Pra¨diktion
Um den Marker-Suchbereich im Bild zu positionieren, wird das 3D-Modell der Marker
entsprechend der vorherigen Kameraorientierung in das neue Bild zuru¨ckprojiziert. An-
schließend erfolgt eine 2D-lineare Extrapolation der Position der Marker-Eckpunkte. Auf-
wendigere Pra¨diktionen, beispielsweise die Pra¨diktion in 3D mit einem Kalmanﬁlter [53],
erweisen sich aufgrund der meist abrupten und unvorhersehbaren Kopfbewegungen des
Benutzers nicht unbedingt als vorteilhaft. Der zusa¨tzliche Rechneraufwand verlangsamt
das gesamte System und ist insbesondere bei iterativen Verfahren unerwu¨nscht, da die
Absta¨nde zwischen den Markern im Bild gro¨ßer werden. Eine Diskussion u¨ber diese Pro-
blematik kann in [40] gefunden werden.
5.1.5 Markerdetektion
Um den Rechenaufwand zu begrenzen, ko¨nnen bei der Markerdetektion Bildoperationen
minimiert werden, indem nur ein begrenzter Suchraum analysiert wird.
Pni
Sni
Sn
Abbildung 5.4: Marker und linearer Punkt-Suchbereich
Dafu¨r werden die Segmente Sni, siehe Abbildung 5.4, senkrecht zu den Markerkanten
deﬁniert. Entlang dieser Segmente werden die Bildgradienten berechnet und das jeweils
zum Segment geho¨rende Maximum gesucht. Die gefundenen Maxima stellen die Punkte Pi
in Abbildung 5.4 dar. Die Pra¨zision ihrer Lokalisierung wird mit Hilfe einer Interpolation
zweiter Ordnung erho¨ht.
Zur Bestimmung der Kameraorientierung werden im folgenden Ansatz nur die Merkmale
Pi verwendet, die entlang der Segmenten Si lokalisiert wurden.
5.1.6 Bestimmung der Kamerabewegung: Das “Punkt-Linien-Verfahren”
Bei dem “Punkt-Linien-Verfahren” wird die Kameraorientierung in der Trackingschleife
nicht neu berechnet, sondern iterativ von einem Bild zum Na¨chsten aktualisiert. Die Rota-
tion und Translation der Kamera sind richtig gescha¨tzt worden, wenn die ru¨ckprojizierten
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Markerkanten Sn des 3D-Modells genau die detektierten Punkte Pni u¨berlagern. Das be-
deutet, dass die Absta¨nde di von den Punkten Pni zu den Markerkanten gleich null sein
muss.
Un sei der normale Vektor von Sn und M ein Punkt auf Sn. Der Abstand di ist dann wie
folgt deﬁniert:
di = Un.(Pni −M) (5.1)
Die Kamerarotation R und Translation t werden durch die Minimierung aller Absta¨nde di
bestimmt. Mit diesem Ansatz wird die folgende Fehlerfunktion F deﬁniert:
F =
N∑
n=1
S∑
i=1
‖Un.(Pni −M)‖2 (5.2)
wobei N die Anzahl der Markerkanten im Bild und S die Anzahl der Merkmale pro Kante
bezeichnet.
Die Funktion F wird mit Hilfe eines nichtlinearen Optimierungsverfahrens minimiert, das
mit Hilfe des Levenberg-Marquardt-Verfahrens implementiert ist [69]. Um die Anfa¨lligkeit
des Verfahrens bezu¨glich falscher Daten zu reduziert, wurde der sogenannte “L1L2”-M-
Estimator angewendet [62].
Fehleranalyse
Nach der Optimierung der Kameraparameter wird die Genauigkeit der Ergebnisse unter-
sucht. Dafu¨r werden die Fehler im Bild analysiert, indem der mittlere Abstand (Pni,Sn)
und die entsprechende Standardabweichung gebildet werden. U¨berschreiten diese Werte
vorgegebene Schwellwerten, konnte die Kameraorientierung nicht genau genug bestimmt
werden. Die Trackingschleife wird dann verlassen und eine neue Initialisierung muss durch-
gefu¨hrt werden. Ansonsten wird das Verfahren mit dem na¨chsten Bild fortgesetzt.
Abbildung 5.5: Robuste Markerdetektion
Vorteil des Verfahrens
Das vorgestellte Punkt-Linien-Verfahren weist den besonderen Vorteil auf, daß die Kame-
raorientierung direkt aus den Kantenpunkten Pni berechnet werden kann. Es handelt sich
um eine robuste Minimierung u¨ber viele Merkmale, bei der falsche Daten einen minimalen
Einﬂuss auf die Berechnung ausu¨ben. Ein Beispiel wird in Abbildung 5.5 gegeben, bei dem
die Marker zum Teil durch die Ha¨nde des Bnutzer verdeckt werden, aber dennoch eine
genaue U¨berlagerung erreicht werden konnte.
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5.1.7 Erweiterungen: Natu¨rliche Szenemerkmale
Da die Kameraorientierung bei dem Punkt-Linien-Verfahren nur aus markanten Kanten
gewonnen wird, kann diese Tracking-Methode sehr leicht durch natu¨rliche Merkmale er-
weitert werden.
(a) (b)
Abbildung 5.6: Tracking natu¨rlicher Merkmale (a) Ohne Marker (b) in Kombination mit
Markern
In Abbildung 5.6(a) wird beispielsweise eine virtuelle Wand in einen Szenenbereich ohne
Marker eingeblendet. Fu¨r viele praktische Anwendungen ist das markerlose Tracking lei-
der dennoch nicht ausreichend stabil und besitzt noch zu viele Nachteile. So du¨rfen die
Kamerabewegungen beim markerlosen Tracking nur sehr moderat sein, da der Suchbereich
klein ist. Der Trackingsprozess ist rein iterativ, d.h. Marker werden fu¨r die Ermittlung
der ersten Position- und Orientierungswerte beno¨tigt. Dazu muss gewa¨hrleistet sein, dass
alle Freiheitsgrade mit den Kanten im Bild der Kamera erfassen werden ko¨nnen und eine
eindeutige Bestimmung von R und t ermo¨glichen.
Die Detektion und Verfolgung von natu¨rlichen Kanten bietet jedoch in Kombination mit
Markern eine sinnvolle Tracking-Unterstu¨tzung. Die Genauigkeit des Trackings wird deut-
lich erho¨ht, und eine korrekte U¨berlagerung kann auch in Bildbereichen ohne Marker er-
reicht werden. Daru¨ber hinaus ko¨nnen kurze Verdeckungen aller Marker mit dem Tracking
der natu¨rlichen Kanten u¨berbru¨ckt werden. Bei beispielsweise dem Schlosseinbau einer
Autotu¨r, siehe Szenario im Kapitel 2 werden die Marker vom Monteur leicht verdeckt.
Deswegen wurden zusa¨tzlich als natu¨rliche Kanten weiße Linien, wie in Abbildung 5.6(b)
veranschaulicht, als zusa¨tzliche Marker einbezogen.
5.1.8 Ergebnisse
Das Tracking-System CVV funktioniert in Echtzeit mit 20 bis 25 Hz auf einem Rechner
mit niedriger Leistung (SGI O2, 180 MHz CPU). Es stellt eine Prototypisierung eines
optischen Trackers fu¨r AR dar, mit dem es mo¨glich ist, erste AR-Anwendungen zu rea-
lisieren und die Machbarkeit der Technologie zu evaluieren. Der Inside-Out-Ansatz mit
einer am HMD montierten Standard-Kamera konnte als geeigneter Tracking-Ansatz fu¨r
AR besta¨tigt werden. Ein großer Vorteil des CVV-Systems ist seine Robustheit gegenu¨ber
Verdeckungen. Diese Robustheit wird durch das Punkt-Linien-Verfahren, das im Abschnitt
5.1.6 beschrieben wird, erzielt.
Problematisch erweisen sich die hohen Geschwindigkeitsanforderungen an das System, aus
deren Grund Marker nur lokal neu gesucht werden. Der Suchbereich entspricht hierbei der
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Abbildung 5.7: Framerate CVV (SGI-O2, 180 Mhz)
Dimension des Markers im Bild, womit Translationen und langsame Rotation recht gut
erfasst werden ko¨nnen. Schnelleren Drehungen oder Richtungsa¨nderungen bewirken jedoch
eine gro¨ßere Verschiebung im Bild, so dass gegebenenfalls die Marker den Suchbereich
verlassen haben und daher eine neue Initialisierung durchgefu¨hrt werden muss. In diesem
Fall muss das gesamte Bild wieder verarbeitet werden, wodurch eine deutliche Verzo¨gerung
eintritt.
Diese Zeitverzo¨gerungen werden in Abbildung 5.7 veranschaulicht. Die Framerate des
Trackingsystems wurde hierfu¨r mit u¨ber 1000 Bildern (40 Sekunden) aufgezeichnet. An-
hand kurzer Einbru¨che mit einer Framerate von nur 5 bis 10 Hz ko¨nnen leicht die Zeit-
punkte erkannt werden, in denen eine neue Initialisierung beno¨tigt wurde. Mit dem CVV-
System gewonnenen Erfahrungen und der Festlegungen seiner Schwachstellen wurde das
VBT-Systems, das im folgenden Abschnitt pra¨sentiert wird, entwickelt.
5.2 Das VBT-System
5.2.1 Vorgehensweise
Mit der Prototypisierung des optischen Trackers CVV wurde festgestellt, dass optische
Trackingsysteme entsprechend ihres Einsatzgebietes sehr ﬂexibel gestalten werden mu¨ssen.
Je nach Anwendung sind beispielsweise einzelne Marker-Typen mehr oder weniger geeig-
net, oder es sind nur 2D-Bildtransformationen und nicht 3D-Lokalisierungsdaten notwen-
dig. Ein weiterer wichtiger Aspekt besteht darin, dass bei der Bilderkennung nicht nur
eine absolute Transformation zu einem globalen Koordinatensystem erforderlich ist, son-
dern gleichzeitig mehrere Transformationen bezu¨glich verschiedener unabha¨ngiger Objekte
beno¨tigt werden. Dies ist beispielsweise der Fall, wenn zusa¨tzlich zur Benutzerlokalisierung
noch einen “Pointer” im Raum erfasst werden soll.
Letztlich sollte das System auch zu anderen Trackingsysteme oﬀen sein. Die Kamerapositi-
on kann beispielsweise u¨ber einen externen Sensor, z.B. GPS oder Ultraschallsender, erfasst
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werden, wobei mit Hilfe des Systems nur eine Verfeinerung im Bild fu¨r die U¨berlagerung
erzielt werden soll. Um fu¨r diesen und a¨hnliche Fa¨lle verschiedene Bildverarbeitungs- und
Lokalisierungsverfahren leicht integrieren zu ko¨nnen, muss das System modular gestaltet
sein.
5.2.2 Komponenten
Beim optischen Tracking ko¨nnen zwei grundlegende Module deﬁniert werden. Mit Hilfe
des ersten Moduls werden die beno¨tigten Daten aus den gewa¨hlten Bildern extrahiert
und verarbeitet. Das zweite Modul dient der Auswertung dieser Bilder zur Bestimmung
geometrischer Transformationen.
Extraktion der Eingabedaten
Ziel dieses Moduls ist, die Bilder zu verarbeiten, vordeﬁnierte Primitive zu extrahieren
und diese zuletzt eindeutig identiﬁzieren. Dafu¨r werden die drei folgenden Komponenten
deﬁniert:
1. Bildverarbeitung: Die Komponente Bildverarbeitung dient der Erzeugung der Bild-
merkmale. Hierbei werden Bildregionen, Konturverla¨ufe, Kanten, Ecken oder Linien
aus dem Bild extrahiert. Auf Grund der großen Menge an zu verarbeitenden Daten
nimmt diese Komponente oft die meisten Rechnerzeit in Anspruch.
2. Formanalyse (Shape-Analysis): Durch die Komponente Formanalyse werden die
Bildmerkmale zur Entwicklung einer komplexeren Struktur analysiert und gruppiert.
An dieser Stelle werden beispielsweise aus den gefundenen Konturen Quadrate ge-
bildet.
3. Identifikation: Mit Hilfe der Komponente Identiﬁkation werden die extrahierten
Bildstrukturen eindeutig identiﬁziert und gegebenenfalls den entsprechenden 3D-
Informationen zugeordnet. Die Identiﬁzierung kann u.a. u¨ber eine Codierung oder
die Erkennung einer geometrischen Einordnung realisiert werden.
Bestimmung der geometrischen Transformation
Durch das Modul “Bestimmung der geometrischen Transformation” werden die geome-
trischen Transformationen berechnet. Dabei handelt es sich nicht unbedingt nur um die
3D-Kameraorientierung sondern auch um die 2D-planaren Transformationen in der Bilde-
bene. Das Modul ist in folgende Komponenten untergeteilt:
1. Analyse der 3D-Konfiguration: Entsprechend der gefundenen Bilddaten wird
mit Hilfe der Analyse der 3D-Konﬁguration der passende Algorithmus ausgewa¨hlt.
Wenn beispielsweise alle Marker in einer Ebene liegen, muss durch den Algorithmus
diese Konﬁguration explizit beru¨cksichtigt werden.
2. Bestimmung der geometrischen Transformation: Diese Komponente bewirkt
in erster Linie den Aufruf des ausgewa¨hlten Algorithmus zur Bestimmung der Ka-
meraposition und -orientierung.
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3. Fehleranalyse: Durch die Fehleranalyse wird die Gu¨ltigkeit der Transformation
besta¨tigt, indem die numerische Stabilita¨t und die Fehler der Berechnungen unter-
sucht werden. Eine einfache Kontrollmo¨glichkeit ist z.B. durch die Berechnung der
Fehler im Bild erzielbar.
4. Ru¨ckprojektion: Mit dem abschließenden Modul “Ru¨ckprojektion” ko¨nnen Ver-
feinerungen der vorhandenen Transformationsparameter vorgenommen werden. Auf
Basis der ersten Werte der Transformationsparameter wird im Bild gezielt nach ge-
gebenen Primitiven (Ecken, Punkten, Kanten) gesucht, und anschließend werden
mit Hilfe der gefundenen Daten die Parameter nachjustiert. Dies bietet den Vorteil,
dass nicht eindeutig identiﬁzierbare Merkmale einbezogen werden ko¨nnen. Auf diese
Weise ko¨nnen Marker mit und ohne ID in die Szene eingebracht werden.
5.3 Das VBT I-System
Mit der Realisierung von VBT I soll ein ﬂexibles optisches Trackingsystem realisiert wer-
den, das auf kleinen mobilen Rechner funktioniert und Szenarien wie beispielsweise “Aug-
mented Reality fu¨r Service und Wartung” umsetzen kann.
5.3.1 Anforderungen
An das VBT I-System wird neben den u¨blichen hohen Genauigkeitsanforderungen die
Anforderung gestellt, hinsichtlich einer hohen Anzahl unterschiedlicher Marker ﬂexibel
einsetzbar zu sein. Das System soll auf kleinen Computern, wie beispielsweise mit USB
oder FireWire-Kameras ausgeru¨steten Laptops oder Wearables, appliziert werden ko¨nnen
und 3D-Tracking ermo¨glichen.
5.3.2 Markerdesign
Da eine leichte Bereitstellung des Trackingsystems eine große Rolle fu¨r die Akzeptanz
dieser Technologie spielt, sollen einerseits die Marker leicht zu erstellen sein und anderseits
das Tracking ohne aufwa¨ndige Vorbereitung, d.h. mit so wenig Markern wie mo¨glich, in
Betrieb genommen werden ko¨nnen.
Abbildung 5.8: Beispiel eines kodierten Markers
Eine quadratische Form des Markers erweist sich als besonders gu¨nstig, da in diesem Fall
mit nur einem Marker die 3D-Lokalisierung der Kamera ermo¨glich wird. Fu¨r die Codierung
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ist dabei ein N × N Feld in der Mitte des Quadrats vorgesehen, wobei fu¨r die meisten
Anwendungen N = 4 angenommen wird.
Daru¨ber hinaus sind dieser Marker schwarz auf einem weißen Hintergrund und ko¨nnen
damit mit herko¨mmlichen Druckern erstellt werden. Ein Beispiel eines codierten Markers
wird in Abbildung 5.3.2 veranschaulicht.
5.3.3 Extraktion der Marker
Segmentierung anhand eines einzigen Schwellwertes
Die Marker besitzen einen hohen Kontrast und ko¨nnen unter ausreichenden Lichtbedingun-
gen durch eine einfache Binarisierung mit einem einzigen Schwellwert extrahiert werden.
Das Hauptargument, das fu¨r die Wahl dieser einfachen Bildverarbeitung spricht, ist der
minimale Rechnerzeitanspruch pro Pixel. Die Bestimmung der Schwellwerte stellt den kri-
tischen Punkt des Verfahrens dar, da dieser fu¨r alle Bilder und u¨ber die ganze Bildﬂa¨che
festgelegt ist.
Eine klassische Methode zur Schwellwertermittlung besteht aus der Analyse des Bildhisto-
gramms und der Suche nach dem optimalen Trennwert der Pixel in zwei Klassen [67, 38].
Ein weiteres und schnelleres Verfahren stellt das sogenannte Min-Max-Verfahren dar. Da-
bei wird zuerst nach dem maximalen und minimalem Pixelwert gesucht und daraus der
Mittelwert als Binarisierungsschwellwert ermittelt. Beide Verfahren sind jedoch nicht fu¨r
Echtzeit-Anwendungen geeignet.
(a) (b)
Abbildung 5.9: Binarisierungsergebnisse
Da die Marker jedoch schwarze Objekte auf einem weißen Hintergrund darstellen, kann der
Binarisierungsschwellwert einfach auf die Ha¨lfte der idealen Pixelwerte der Marker und de-
ren Hintergrund, auf den Pixelwert 127, festgelegt werden. Aus dieser Vereinfachung resul-
tiert eine schnellere, echtzeitgeeignete Verarbeitung. Ein Beispiel einer Bildsegmentierung
in dieser Art wird in Abbildung 5.9 gegeben.
Segmentierung mit lokalen, adaptiven Schwellwerten
Im Fall starker Schatten oder Lichtschwankungen erweist sich eine einfache Binarisierung
jedoch als nicht ausreichend, siehe Abbildung 5.11. Die Marker werden nicht erfasst oder
Kanten ko¨nnen nicht pra¨zis lokalisiert werden. Eine Lo¨sung liefert eine Binarisierung mit
einem adaptiven Schwellwert, wobei dieser fu¨r jedes Pixel neu festgelegt werden muss.
Bei der adaptiven Min-Max-Methode wird eine quadratische Region um das Pixel unter-
sucht und der lokale Schwellwert bestimmt, fu¨r alle Pixel in (i, j) ist folgender Schwellwert
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Abbildung 5.10: Ungleichma¨ßige Beleuchtung
deﬁniert:
T (i, j) = (Plow + Phigh)/2 (5.3)
mit Plow und Phigh als jeweils kleinstem bzw. gro¨ßtem Pixelwert in einer Region (Wi,Hj).
Diese Region muss ausreichend Kontrast aufweisen, um die Festlegung eines neuen Schwell-
werts zu rechtfertigen. Das bedeutet, dass die Diﬀerenz (Phigh−Plow) eine minimale Gro¨ße
u¨berschreiten muss:
Phigh − Plow > Kontrast (5.4)
Der neue Schwellwert kann als solcher eingesetzt werden, siehe Abbildung 5.11(a), oder er
kann dazu dienen, den globalen Schwellwert zu korrigieren, siehe Abbildung 5.11(b). Sogar
unter extremen Bedingungen, wie z.B. starken Schatten oder U¨berbelichtung, werden mit
dieser Methode die Quadrate richtig erfasst.
(a) (b)
Abbildung 5.11: lokale Korrektur durch Bildung eines adaptiven schwellwertes mit Hilfe
eines globalen Schwellwertes (a) und durch lokale Min-Max-Methode (b)
Die beschriebenen Verfahren besitzen eine hohe Robustheit und eignen sich daher be-
sonders fu¨r Anwendungen, bei denen nur zeitweise ein neues Bild (“Snapshot”) beno¨tigt
wird. Fu¨r Echtzeit-Anwendungen ohne spezielle Hardware-Unterstu¨tzung sind sie jedoch
auf Grund des hohen Rechenaufwandes wenig geeignet.
Formanalyse
Nach der Segmentierung werden die a¨ußeren Konturen der Bildregionen erfasst und analy-
siert. Dabei soll eine viereckige Form erkannt und die Kanten oder Eckpunkten lokalisiert
werden, siehe Abbildung 5.12.
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Abbildung 5.12: Bestimmung des Viereckes aus der Kontur einer Bildregion
Zuerst wird nach einer der Hauptdiagonalen des Kontursverlaufs gesucht. Sie wird als
die Linie der entferntesten Konturpunkte deﬁniert. Die Diagonale trennt die Kontur in
zwei Teile A und B und legt die Punkte a und b fest. Anschließend werden die Punkte
mit dem gro¨ßten Abstand zur Diagonalen von jeweils A und B bestimmt. Sie bilden die
zwei weiteren Ecken c und d des potentiellen Quadrats. Die Linien werden u¨ber die vier
Kanten des Quadrats interpoliert und ihre Schnittpunkte als die vier Ecken des Markers
angesetzt. Mit Hilfe heuristischer Schwellwerte u¨ber Kantenla¨nge und Interpolationsfehler
wird ermo¨glicht, die quadratischen Formen herauszuﬁltern.
Identifikation und Zuordnung
Die Identiﬁkation beruht auf der Codierung der Marker. Alle Codierungsfelder werden
zuerst abgetastet und die zugeho¨rigen Werte gespeichert (Abbildung 5.13). Um die Merk-
male des Codefeldes trotz perspektivischer Verzerrung richtig erfassen zu ko¨nnen, wird die
Homographie H zwischen den Bildpunkten und den 3D-Koordinaten des Markers ange-
wendet. Die Position der Abtastpunkte ist im Modell festgelegt und wird mit Hilfe von H
auf die Bildebene transformiert.
Abbildung 5.13: Abtasten des Codierungsfeldes
Anschließend erfolgt eine Korrelation zwischen den Bildmerkmalen und allen fu¨r die An-
wendung vorhandenen Markern. Den Bildmerkmalen werden fu¨r jede der vier mo¨glichen
Markerausrichtungen - pro Markerkandidat existieren vier Korrelationswerte - zugewiesen.
Alle Ergebnisse werden in einer Matrix festgehalten.
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Marker 1004 Marker 108 Marker 1005 Marker 4231
Kand. A 0.12 0.82 0.31 0.41
Kand. B 0.76 0.21 0.77 0.14
Kand. C 0.50 0.37 0.71 0.21
Tabelle 5.1: Zuordnungsmatrix
Tabelle 5.1 stellt eine solche Matrix dar. In den Spalten werden alle potentiellen 3D-
Marker und in den Zeilen alle im Bild gefundenen Markerkandidaten eingetragen. Die
Korrelationswerte stellen die Matrixelemente dar.
Zuordnung: Auf Grund von Ungenauigkeiten und Fehlern bei dem Abtasten kann nicht
davon ausgegangen werden, dass die Zuordnung immer eindeutig ist. Daher kann beispiels-
weise in Tabelle 5.1 nicht einfach nach dem besten Score jeder Zeile gesucht werden. In
diesem Fall erga¨be sich fu¨r den Kandidat B die Zuordnung zu Marker 1005 mit Korrelati-
onswert 0.77 und Marker C wu¨rde Marker 1004 mit dem Korrelationswert 0.5 zugewiesen.
Die umgegekehrte Zuordnung ist jedoch wahrscheinlicher, da sie den Koeﬃzienten 0.76
und 0.71 entsprechen und ho¨here Scoresumme (0.76+0.71 = 1, 47 statt 0.5+0.77 = 1, 27)
liefern wu¨rde.
Die maximale Scoresumme liefert die ho¨chste Wahrscheinlichkeit der richtigen Merkmals-
zuordnung, d.h. von allen mo¨glichen Kombinationen wird die Zuordnung, die die Summe
u¨ber alle Korrelationswerte maximiert, beibehalten. Alle Kombinationen auszuprobieren,
erweist sich als a¨ußerst aufwendig, da die Komplexita¨t mit der Fakulta¨t der Markeranzahl
ansteigt. Fu¨r n Marker sind n! Kombinationen mo¨glich.
Eine optimierte Lo¨sung fu¨r Zuordnungsprobleme bietet die sogenannte ungarische Me-
thode an [12]. Dieses Verfahren behandelt jedoch nur quadratische Matrizen und muss fu¨r
Matrizen beliebige Dimensionen erweitert werden. Bei der Erweiterung werden zusa¨tzliche
Zeilen oder Spalten mit der Null-Koeﬃziente addiert.
5.3.4 Ermittlung der Kameratransformation
Konfigurationsanalyse
Mit Hilfe der Komponente “Konﬁgurationsanalyse” wird die ra¨umliche Konﬁguration der
Marker ausgewertet. Bei der Analyse wird u¨berpru¨ft, ob die Marker in einer Ebene liegen.
Gegebenfalls wird die Transformationsmatrix zu der Ebene z = 0 bestimmt und die Marker
in diese Ebene transformiert.
Ermittlung der Kameratransformation
Bei der Ermittlung der Kameratransformation wird die Position und Orientierung der
Kamera aus der 2D-Homographie zwischen den Markern im Bild und den Markern in der
realen Welt berechnet. Hierdurch wird die Planarita¨tseigenschaft der Marker beru¨cksich-
tigt und es ko¨nnen somit stabilere Ergebnisse erzielt werden.
Im folgenden wird die Ableitung dieser Kameratransformation aus der Homographie erla¨utert.
M(X,Y,Z, 1) sei eine Markerecke und m(x, y, 1) ihre Projektion im Bild. Dann wird der
Punkt M in m u¨ber die Homographie H wie folgt transformiert:
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sm = HM (5.5)
wobei s einen beliebigen Skalar darstellt. Mindestens vier Punktpaare (m,M) werden fu¨r
die Berechnung von H beno¨tigt. Die Gleichung (5.5) fu¨hrt zu einem Linearsystem, das mit
Hilfe eines SVD- Verfahrens (Singular Value Decomposition) gelo¨st werden kann [69].
Wenn die Punkte M in der Ebene Z = 0 liegen, resultieren daraus folgende Kameraglei-
chungen, siehe Kapitel 3:
s

 xy
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1
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 (5.6)
und aus der Gleichung 5.5 erha¨lt man:
H = A(r1, r2, t) (5.7)
Da die internen Parameter der Kamera bekannt sind, kann die Transformation (R, t) direkt
abgeleitet werden:
H′ = A−1H = (r1, r2, t) (5.8)
bzw.
(h′1,h′2,h′3) = s(r1, r2t) (5.9)
Die zwei Vektoren r1 und r2 der Rotationsmatrix R sind folgenderweise bestimmt: r1 = sh′1,
r2 = sh′2. Der dritte Vektor steht orthogonal zu r1 und r2 und wird mit r3 = r1∧r2 deﬁniert.
Der Translationsvektor t ist durch t = sh′3 mit dem Skalarfaktor s = 1/‖h′1‖ = 1/‖h′2‖
gegeben.
Wenn die Ergebnisse nicht genau genug sind, siehe Abschnitt “Fehleranalyse”, wird an-
schließend eine Verfeinerung der Parameter mit Hilfe eines nicht-linearen Optimierungs-
verfahrens vorgenommen. Das Verfahren wird im Kapitel 4 detailliert beschrieben und
diskutiert.
Fehleranalyse
Die Fehleranalyse kontrolliert den Fehlermittelwert aller Marker. Dafu¨r wird hier der so-
genannte “Root Mean Square” rms verwendet.
rms =
√√√√ 1
N
N∑
1
(mi − PMi)2 (5.10)
wobei P die Projektionsmatrix der Kamera, mi und Mi die Markereckpunkte jeweils im
Bild bzw. in 3D sind.
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Ru¨ckprojektion
Die Ru¨ckprojektion stellt einen wesentlichen Schritt der 2D/3D-Bildanalyse dar. Ihr Vor-
teil besteht darin, dass die o¨rtlichen Informationen der gesuchten Bildmerkmale schon
bekannt sind und dass gezielte Verfeinerungen vorgenommen werden ko¨nnen, siehe auch
Abschnitt 5.1.7. Die Ru¨ckprojektion erweist sich auch als einfache Mo¨glichkeit, neben
den kodierten Markern zusa¨tzliche Merkmale fu¨r das Tracking zu beru¨cksichtigen, siehe
auch Abschnitt 5.1.4 ”CVV”. Ein wichtiger Operator stellt die Bestimmung von Ecken
dar. Somit ko¨nnen nicht nur die Marker neu erfasst werden, sondern auch alle weiteren
natu¨rlichen und kontrastreichen Ecken der Szene.
Fu¨r die Operation wurde der Harris-Operator ausgewa¨hlt. Untersuchungen in [14] zei-
gen, dass dieser Operator die besten Leistungen gegenu¨ber Genauigkeit, Robustheit und
Bildrauschen liefert.
5.4 Das VBT-II-System
5.4.1 Farbige Marker
Bisher wurden farbige Marker fu¨r Photogrammetrie-Aufgaben oder Kamera-Tracking nur
selten angewendet. Farbige Marker beinhalten jedoch zusa¨tzliche Informationen, deren
Beru¨cksichtigung eine schnellere und robustere Detektion ermo¨glichen kann. Dieser Ansatz
wird als eine Verknu¨pfung zwischen Verfahren, die auf passiven schwarz-weiß Markern
basieren, und Verfahren, die aktive Marker (LEDs oder Infrarotlicht) nutzen, betrachtet.
In [18] werden verschiedene Untersuchungen u¨ber Farbsegmentierung im RGB-Raum vor-
gestellt und anschließend ein Trackingsystem mit farbigen Markern vorgestellt. Um die Far-
be zu klassiﬁzieren, wird bei dem Verfahren der Winkel zwischen den RGB-Farbvektoren
genutzt. Dennoch besteht im RGB-Raum die Schwierigkeit, eine von der Intensita¨t un-
abha¨ngige Darstellung zu bestimmen und das Farbvolumen des Markers u¨ber einfache
Schwellwerte zu erfassen. Eine gu¨nstigere Darstellung der Farbwerte des Pixels ist durch
das HSI-Modell gegeben [87].
5.4.2 Extraktion
Segmentierung im HSI-Farbraum
Das HSI-Farbsystem
Die Farbdarstellung erfolgt u¨ber den Farbwert H (Hue), die Sa¨ttigung S (Saturation) und
die Helligkeit I (Intensity):
• Hue: Hue bezeichnet die dominante Wellenla¨nge der Farbe. Die Farbwellenla¨ngen
werden u¨ber einen Kreis dargestellt, d.h. von 0 bis 360 Grad. Hue wird u¨ber den
Winkel zum Ursprung charakterisiert.
• Saturation: Die Sa¨ttigung gibt die Entfernung der Farbe von Grau in einem Bereich
von 0% bis 100% an. Eine Sa¨ttigung von Null entspricht der Farbe Weiß.
• Intensity (oder Lightness): Die Intensita¨t erfasst die gesamte Helligkeit des Pixels
auf einer Skala (0% bis 100%). Daraus folgt, dass das HSI-System u¨ber einen Kegel
dargestellt werden kann, siehe Abbildung 5.16(b).
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(a) (b)
Abbildung 5.14: Spectrum (a), Hue(R)=0 deg; Hue(G)=120 deg; Hue(B)=240 deg (b)
Abbildung 5.15: Sa¨ttigungsskala der Farbe Magenta
Dank dieses Ansatzes ko¨nnen die Marker eine beliebige Farbe besitzen. Dabei sollte den-
noch beachtet werden, dass Marker mit einer hellen (hohe Intensita¨t) und gesa¨ttigten
Farbe in Videobildern leichter zu ﬁnden und daher besser fu¨r das Tracking geeignet sind.
Konvertierung vom RGB- zum HSI-Farbraum
Die Videobilder werden im RGB-Modell eingelesen und mu¨ssen zuerst in das HSI-Modell
konvertiert werden.
Charakterisierung und Segmentierung
Die Farbe des gesuchten Objektes wird u¨ber ein Muster, das aus einem Bildauszug besteht,
charakterisiert. Die hier relevanten Komponenten sind, da eine Unabha¨ngigkeit von der
Intensita¨t bestrebt wird, der Farbwert (H) und die Sa¨ttigung (S).
In Abbildung 5.16 wurden beispielsweise die Hue- und Saturation-Werte eines gru¨nen
Markers auf dem H-S-Farbspektrum eingetragen.
(a) (b)
Abbildung 5.16: (a) Objektfarbe und (b) Pixeldarstellung in H und S Ebene
Die Lokalisierung des Musters auf der Hue-Saturation-Ebene ist eindeutig und kann gut
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mit wenigen Schwellwerten erfasst werden.
Mit einer Farbe, die nicht oft in der Szene vorkommt, genu¨gen diese Informationen, um
der Marker zu extrahieren. Zwei weitere Beispiele stellt Abbildung 5.17 dar.
(a) (b)
Abbildung 5.17: (a) Originalbild, (b) Ergebnisse der Farbdetektion
Im ersten Fall wurde beispielsweise eine gru¨ne Mu¨nzmarke aufgenommen, siehe erste Zeile
links, und mittels zweier Schwellwerte fu¨r die Farbwerte und einem niedrigen Schwellwert
fu¨r die Sa¨ttigung detektiert.
Wie auch anhand der Bilder in der zweiten und dritten Zeile verdeutlich wird, ko¨nnen
mit dieser Methode Farben leicht erfasst werden. Da der Hue-Wert unabha¨ngig von der
Intensita¨t ist, wird eine zuverla¨ssige Farbsegmentierung auch unter heterogenen Beleuch-
tungsbedingungen ermo¨glicht.
Folgende Einschra¨nkungen mu¨ssen jedoch beachten werden:
1. Die Gro¨ße H (Hue) ist extrem rauschenempﬁndlich und dadurch wenn die Intensita¨t
I sehr niedrig bzw. sehr hoch ist, schlecht deﬁniert.
2. Die Gro¨ße H (Hue) ist auch schlecht deﬁniert, wenn die Sa¨ttigung S sehr niedrig ist.
3. Die Sa¨ttigung S ist schlecht deﬁniert, wenn die Intensita¨t I sehr niedrig oder sehr
hoch ist.
Wenn die oben erwa¨hnten Fa¨llen auftreten, erfolgt die Segmentierung nur auf Basis der
Intensita¨t des Markers im Bild.
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Scanning und Region-Growing
Da allein u¨ber die Farbanalyse potentielle Marker zuverla¨ssig gefunden werden ko¨nnen,
besteht die Mo¨glichkeit, die Bildverarbeitung durch Verwendung farbiger Marker an Stelle
von schwarz-weißen Markern eﬃzienter zu gestalten. Im weiteren wird eine mit einem
Region Growing-Verfahren kombinierte Scanning-Funktion dafu¨r eingefu¨hrt.
Bei dieser Vorgehensweise wird, an Stelle einer kompletten Bildbearbeitung, nur jede n-
Spalte und p-Linie gelesen, wobei die Parameter n und p in Abha¨ngigkeit zu den minimalen
Dimensionen der Marker im Bild stehen. Wenn ein Pixel erkannt wird, folgt direkt eine
Region-Growing-Funktion, um das komplette Objekt zu erfasst. Gleichzeitig werden die
geometrischen Eigenschaften der Region (Mittelpunkt, Fla¨che und Momente) rekursiv
berechnet.
Die Kombination Scanning und Region-Growing ermo¨glicht, das Bild schnell und mit ge-
ringem Rechneraufwand zu analysieren.
5.5 Anwendungen
5.5.1 Das ARVIKA-Projekt
Die eﬃziente Informationsvermittlung bei beispielsweise der Ausbildung von Service-Technikern
oder/und der Dokumentation von Arbeitsprozessen wird heutzutage fu¨r viele Unterneh-
men auf Grund immer komplexerer Produkte zunehmend schwieriger. Diese Problematik
betriﬀt insbesondere Anwendungsbereiche wie Automobil- und Flugzeugbau, Maschinen-
und Anlagenbau und erfordert verbesserte Diagnose- und Informationssysteme.
(a) (b)
Abbildung 5.18: Anwendungsszenario aus ARVIKA: Wartung einer Maschinesteuerung (a)
und Reparaturvorgang in einer Automobil-Werkstatt (b)
Augmented Reality kann dabei ein situationsgerechtes Agieren unterstu¨tzen. So ko¨nnen
vor Ort und beispielsweise wa¨hrend der Ausfu¨hrung einer Wartungsaufgabe die beno¨tig-
ten Informationen direkt am realen Objekt eingeblendet werden, siehe Abbildung 5.18.
Dadurch ist zum Beispiel mo¨glich einem Service-Mitarbeiter die einzelnen Arbeitsschritte
im Sinne eines Workﬂows in visueller und sofort versta¨ndlicher Form zu pra¨sentieren.
Um die Entwicklung und den Einsatz von AR-Anwendungen zu fo¨rdern, haben sich zwan-
zig Unternehmen und Forschungseinrichtungen im Projekt “ARVIKA” (www.arvika.de)
zum weltweit gro¨ßten AR-Konsortium zusammengeschlossen. Die entwickelten Prototypen
und Anwendungen basieren auf ddem pra¨sentierten Trackingsystem VBT I.
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5.5.2 Die Cybernarium-Days
Das Fraunhofer-IGD veranstaltete im Jahr 2002 eine Ausstellung von AR- und VR-
Anwendungen mit dem Ziel, das didaktische Potential dieser Technologie zu demonstrieren.
Die sogenannten Cybernarium Days o¨ﬀneten einen Vorausblick auf den geplanten Science-
Park Cybernarium und wurden von rund 10.000 Besucher besucht. Insgesamt 15 Exponate,
gruppiert um die Themen Lernen, Spiel, Arbeit und Kunst wurden pra¨sentiert. Darunter
wurde die beide Spiele “Augmented Tic-Tac-Toe” und das “Augmented-Memory”-Spiel
und die Demonstration “dursichtige Patient” vorgestellt. Bei diesen Pra¨sentationen wurde
fu¨r die Kameralokalisierung das VBT-I-System angewendet.
5.6 Zusammenfassung
In diesem Kapitel wurde gezeigt, dass auf Basis von optischen Methoden mo¨glich ist,
die Tracking-Anforderungen von AR zu erfu¨llen. Die Kamera hat sich als ein pra¨zises,
leicht-einsetzbares und mobiles Trackinggera¨t erwiesen.
Drei auf komplementa¨ren Markern basierende Verfahren wurden hierfu¨r entwickelt. Das er-
ste System, CVV, basiert auf einer iterativen “Punkt-Linien”-Distanz-Minimierungsmethode,
die besonders gegen Teilverdeckungen robust ist und hohe Echtzeit-Performance anbietet.
Auf Grund des iterativen Verfahrens und der lokalen Suche der Bildmerkmale mu¨ssen die
Kamerabewegungen bei diesem Verfahren kontinuierlich und moderat sein. Im Gegensatz
dazu stellen fu¨r die beiden Verfahren VBT I und VBT II starke und ruckartige Bewe-
gungen keine Einschra¨nkungen dar. Beide Methoden sind fu¨r HMD-Anwendungen sehr
geeignet. Die hierbei eingefu¨hrten farbigen Markern ermo¨glichen eine zuverla¨ssige und
lichtunabha¨ngige Bildsegmentierung im HSV-Raum. Die Bildbearbeitung konnte durch
den Einsatz der farbigen Marker optimiert und eine sehr hohe Leistung, auch auf kleinen
Rechnern, erreicht werden.
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Kapitel 6
Markerloses optisches Tracking
In diesem Kapitel werden Verfahren des markerlosen optischen Trackings behandelt. Im
ersten Abschnitt wird ein U¨berblick u¨ber die Thematik gegeben und das Grundprinzip
der Stu¨tzung im Tracking deﬁniert. Anschließend wird ein neues Konzept fu¨r ein opti-
sches Trackingsystem ohne Marker vorgeschlagen, das auf sogenannten Referenzbildern
und Bildregistrierungsverfahren basiert. Zahlreiche Untersuchungen und die Umsetzung
eines ersten Prototyps zeigen die Machbarkeit und das Potential dieses Ansatzes. Das
Tracking-System funktioniert mit einer Wiederholrate von 15 Hz auf einem Labtop und
wurde im Rahmen von Mobil- und Outdoor-Szenarien getestet.
6.1 Markerloses Tracking
6.1.1 Problemstellung
Wie im Kapitel 5 “Markerbasiertes, optisches Tracking” dargelegt wurde, bleibt der Ein-
satz von Markern durch praktische und auch a¨sthetische Faktoren begrenzt. Markerloses
Tracking kann von daher nicht nur als eine ideale und wu¨nschenswerte Lo¨sung betrach-
tet werden, sondern es stellt auch eine notwendige Technologie dar, um AR fu¨r spezielle
Anwendungsbereiche zu ermo¨glichen.
Die Zuru¨ckgewinnung der Kamerabewegungen und der Szenestruktur aus Bildern ist seit
ungefa¨hr 20 Jahren eines der Hauptforschungsthemen der Robotik, der ku¨nstlichen Intel-
ligenz und der Computer Vision. Dabei hat sich die Lo¨sung dieses Problems als eine sehr
komplexe Aufgabe erwiesen.
Im ersten Arbeitsschritt muss die Struktur der Szene erfasst und anschließend vom Rechner
richtig interpretiert werden, um darauf basierend pra¨zise Ru¨ckschlu¨sse u¨ber die aktuelle
Kameraposition und -orientierung im Raum treﬀen zu ko¨nnen. Jeder einzelne Schritt ist
schwierig, da kein Standardverfahren angewendet werden kann, sondern problembezogen
eine passende mathematische Methode gefunden werden muss. Allein die Gesetze des 3D-
Computer-Sehens sind erst ku¨rzlich verstanden und mathematisch beschrieben worden
[32, 46].
Weiterhin kann auf Grund des breiten Anwendungsgebietes fu¨r AR nicht einfach auf Ge-
meinsamkeiten der Umgebungen, wie z.B. Straßenra¨ndern fu¨r kameragefu¨hrte Fahrzeuge,
zuru¨ckgegriﬀen werden. Das Verfahren muss allgemein anwendbar bleiben.
Eine weitere Schwierigkeit stellt die Art der zu verfolgenden Bewegungen dar. Da die Bewe-
gungen ru¨ckartig und unvorsehbar sein ko¨nnen, ist die Annahme eines Bewegungsmodells
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kaum mo¨glich, wenn nicht sogar ausgeschlossen.
Die Umsetzung des markerlosen Trackings in eine robuste Implementierung erscheint in
dieser Hinsicht als eine kaum lo¨sbare Aufgabe. Eine Analyse der speziﬁschen Anforderun-
gen von AR und die Auswertung von Besonderheiten der Bildaufnahme, wie z.B. Kopf-
bewegungen, Aktionsradius, liefern jedoch wie im na¨chsten Abschnitt pra¨sentiert, erste,
wertvolle Ansa¨tze.
6.1.2 Stu¨tzungsansa¨tze des markerlosen Trackings
Die Notwendigkeit einer Stu¨tzung
In diesem Abschnitt werden zuna¨chst die grundsa¨tzlichen Ansa¨tze fu¨r markerloses Tracking
vorgestellt und anschließend auf die Notwendigkeit einer Stu¨tzung fu¨r bildbasierte Tracking-
verfahren vom AR hingewiesen.
In den Robotik- und Computer-Visions-Bereichen sind viele Verfahren, die nach einem
rein iterativen Prinzip arbeiten, zu ﬁnden. Markante Merkmale der Umgebung, wie z.B.
Linien oder Ecken werden von Bild zu Bild verfolgt und daraus die 3D-Struktur und die
Kamerabewegung abgeleitet. Die Annahmen sind hierbei, dass
1. die Kamerabewegungen gleichma¨ßig sind und
2. eine absolute Skalierung und der Bezug zu einem globalen, vordeﬁnierten Koordina-
tensystem nicht notwendig oder vorgegeben ist.
Die Bewegungen in AR sind dagegen ha¨uﬁg ru¨ckartig und unvorhersehbar. Ein auf diesen
Annahmen beruhendes Trackingverfahren wu¨rde beispielsweise bei einer starken Bewegung
oder einer kurzen Sichtverdeckung der Kamera scheitern. Das System wa¨re nicht in der
Lage, sich autonom zu reinitialisieren, da der Zusammenhang mit dem vorherigen Bild
nicht mehr vorhanden ist. Um den Bezug zu den virtuellen Objekten korrekt erstellen
zu ko¨nnen, werden absolute Positions- und Orientierungswerte beno¨tigt. Eine sogenannte
Stu¨tzung, die den Bezug zur absolute Koordinaten liefert, ist deswegen notwendig.
Bei einem Stu¨tzungsansatz sollen hier keine klassischen Marker, die den Bewegungs-
raum und die Anwendungsmo¨glichkeiten einschra¨nken, verwendet werden, sondern die
3D-Position und -orientierung der Kamera soll allein anhand der Bilddaten abgeleitet
werden.
Stu¨tzung durch Referenzbilder
Im folgenden wird ein Verfahren, das eine Stu¨tzung durch ein oder mehrere Bilder der
Szene anbietet, vorgestellt und erla¨utert. Die zur Stu¨tzung verwendeten Bilder werden
“Referenzbilder” genannt und sind vollkalibriert, das bedeutet Kameraposition und -
orientierung sowie die internen Kameraparameter sind bekannt.
Beim Tracking wird das aktuelle Live-Videobild mit den Referenzbildern verglichen und
das Bestpassende herausgeﬁltert (siehe Abbildung 6.1). Anschließend wird die Transfor-
mation zwischen dem Referenzbild und dem Live-Bild berechnet und daraus die neue
Kameraorientierung abgeleitet.
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Abbildung 6.1: Tracking-Stu¨tzung durch Referenzbilder
Daru¨ber hinaus werden zu jedem Referenzbild multimediale Daten, wie Ton, Text, Over-
lays und virtuelle Objekte assoziiert. Diese Informationen erfordern nicht immer 3D-
Kenntnisse und ko¨nnen auch mit nur einem Bildbereich oder sogar einem Bildpunkt ver-
knu¨pft werden. Die beiden Komponenten, Referenzbilder und multimedialen Informatio-
nen, bilden die AR-Datenbank des Systems.
Vorteile der neuen Lo¨sung
Das neue Verfahren bietet folgende Vorteile:
• Einfache Umsetzung: Das Trackingsystem beruht nur auf Standard- Bildern und
beno¨tigt außer einer Kamera keine weiteren Gera¨te. Die Umgebung bleibt unberu¨hrt.
• Flexibilita¨t: Es wird weder ein Szenemodell noch eine Annahme u¨ber die Struktur
der Szene beno¨tigt. Die Vorbereitungszeit ist daher minimal.
• Pra¨zision: Die virtuellen Informationen ko¨nnen in der realen Umgebung genau po-
sitioniert werden, da das System nach dem Inside-Out-Prinzip, siehe 2.3.1, arbeitet.
Daru¨ber hinaus gibt es kein Drift-Problem, weil die Transformation fu¨r jedes Bild
neu berechnet wird und so Fehler nicht u¨ber die Zeit akkumuliert werden.
• Robustheit: Es wird keine Annahme u¨ber die Kamerabewegung getroﬀen. Abrupte
Bewegungen sind erlaubt.
Diese neue Methode stellt zur Zeit erstmalig eine Methode dar, die auch fu¨r weitra¨umige
Umgebungen (Out-Door) geeignet ist.
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Anforderungen
Vorbereitungsphase: Fu¨r die Eingabe des Trackingsystems werden Bilder aus den
relevanten Blickpunkten aufgenommen und als Referenzbilder gespeichert. Den Bildern
werden die jeweiligen Blickpunktpositionen und -orientierungen zugewiesen.
Fu¨r ein AR-Szenario muss somit eine Reihe von Referenzbildern, die die Wissensbasis des
Systems bilden, zur Verfu¨gung stehen. Alle fu¨r diese Arbeit beno¨tigten Methoden sowie
die Ergebnisse ihrer Implementierung werden im Kapitel 4 beschrieben.
Tracking vor Ort: Fu¨r das Tracking vor Ort werden die Live-Videobilder mit den Re-
ferenzbildern verglichen und gegebenenfalls registriert. Den Kern des Trackingverfahrens
stellt die Registrierungsmethode dar, die die zwei folgenden Anforderungen erfu¨llen muss:
• Bestimmung der Bildtransformation zwischen Referenz- und Live-Bild.
• Deﬁnition eines Gu¨tekriteriums, das die Validita¨t der Bildregistrierung widerspiegelt.
Als weitere Anforderung muss das Verfahren kleine Szenea¨nderungen oder neue Licht-
verha¨ltnisse zulassen, da, insbesondere fu¨r Out-Door-Applikationen, Vera¨nderungen nicht
ausgeschlossen werden ko¨nnen. In Abha¨ngigkeit der Uhrzeit vera¨ndert sich beispielsweise
die Stellung der Sonne, d.h. Beleuchtung und Schatten vera¨ndern sich. Auch ist beispiels-
weise das Betreten der Szene von Personen durchaus denkbar und eine wahrscheinliche
Problemstellung.
6.2 Bildregistrierung
6.2.1 Einleitung
In diesem Abschnitt werden einleitend die theoretischen Grundlagen der Bildregistrierung
erla¨utert. Anschließend erfolgt eine Zuweisung der Bildregistrierungsmethoden in die fol-
genden drei Klassen:
1. Intensita¨tsbasierte Verfahren
Intensita¨tsbasierte Verfahren arbeiten direkt mit den Pixelwerten der Bilder und
versprechen eine hohe Genauigkeit [82, 80].
2. Merkmalbasierte Verfahren
Merkmalbasierte Verfahren extrahieren zuna¨chst Merkmale aus den Bildern und
ﬁnden dann Korrespondenzen zwischen den extrahierten Merkmalen [93].
3. Frequenzbasierte Verfahren
Die frequenzbasierten Verfahren analysieren die Bildsignale im Frequenzraum bei-
spielsweise mit Hilfe der Fouriertransformation [16, 73].
6.2.2 Deﬁnition der Bildregistrierung
Unter Bildregistrierung wird das deckungsgleiche U¨bereinanderlegen verschiedener digita-
ler Bilder verstanden. Im einfachsten Fall sollen zwei Bilder, ein Quellbild (Source) und ein
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Zielbild (Target), aufeinander registriert werden. Die zu registrierenden Bilder mu¨ssen da-
bei teilweise u¨berlappenden Inhalt haben, d.h. sie mu¨ssen einen Ausschnitt aus derselben
Szene zeigen.
Bildregistrierungsverfahren versuchen eine optimale geometrische Transformation zu ﬁn-
den, mit der das Quellbild I1 auf das Zielbild I2 pixelgenau u¨bereinandergelegt werden
kann. In Abbildung 6.2 sind beispielsweise zwei Bilder mit einer projektiven Transforma-
tion registriert worden.
Abbildung 6.2: Beispiel einer Bildregistrierung
Mathematisch kann der Vorgang des Registrierens so deﬁniert werden:
I2(x′, y′) = I1(f(x, y)) (6.1)
Hierbei sei f(x, y) eine Funktion, die die Koordinaten (x, y) aus dem Quellbild I1 auf die
Koordinaten (x′, y′) im Zielbild I2 abbildet.
In einigen Anwendungsfa¨llen kann auch eine zusa¨tzliche Anpassung der Intensita¨tswerte
notwendig sein. Dies ist z.B. dann der Fall, wenn die Bilder mit unterschiedlichen Sensoren
aufgenommen worden sind, es stark reﬂektierende Objekte in der Szene gab oder Vera¨nde-
rungen der Lichtquelle eingetreten sind. Der Zusammenhang wird wie folgt beschrieben:
I2(x′, y′) = g(I1(x′, y′)) (6.2)
Die Funktion g sei eine photometrische oder radiometrische Transformation, die die Grau-
werte der Bilder anpasst.
Eine photometrische Transformation arbeitet direkt mit den einzelnen Pixelwerten. Eine
genaue Kenntnis der Szene ist hierbei nicht notwendig. Die lineare Grauwerttransformati-
on ist ein Beispiel hierfu¨r. Bei einer radiometrischen Transformation werden Eigenschaften
der Szene, wie beispielsweise Reﬂektionseigenschaften der Objekte, Lichtquellen usw., zur
Anpassung der Grauwerte betrachtet. Dazu muss die Szene ausreichend bekannt und mo-
delliert sein.
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6.2.3 Modell von Brown
Eine sehr umfangreiche Arbeit, die sich mit der Klassiﬁzierung und Beschreibung von
Bildregistrierungsmethoden befasst, wurde von Brown [13] vero¨ﬀentlicht. Brown erfasst
wesentliche Merkmale von Bildregistrierungsmethoden. Zusa¨tzlich beschreibt sie ein Mo-
dell, dass allen Registrierungsverfahren zu Grunde liegt. So besteht jedes Verfahren aus
den vier Komponenten:
1. Merkmalsraum
2. Vergleichsmetrik
3. Suchraum
4. Suchstrategie
Der Merkmalsraum besteht aus extrahierten Informationen, die fu¨r den Bildvergleich ver-
wendet werden. Im Falle der intensita¨tsbasierten Verfahren handelt es sich dabei um die
Intensita¨ts- oder Luminanzwerte der einzelnen Pixel. Bei merkmalbasierten Verfahren sind
dies Merkmale1, die aus den Bilddaten zuna¨chst extrahiert werden mu¨ssen.
Die Vergleichsmetrik stellt ein Maß bereit, mit dem die gewonnenen Merkmale verglichen
werden. Dies ko¨nnen z.B. Intensita¨tsunterschiede sein.
Durch den Suchraum werden die zula¨ssigen geometrischen Transformationen beschrieben,
mit denen die Bilder aufeinander registriert werden ko¨nnen, siehe Abschnitt 6.2.3.
Die Suchstrategie beschreibt das Verfahren, mit dem die na¨chste Iteration gefunden werden
soll, um die optimale Transformation zu ermitteln.
Geometrische Transformation der Bilder
Die Kamerabewegung zwischen den Aufnahmen zweier Bilder spielt eine wichtige Rolle. Sie
bestimmt die geometrische Transformation, mit der die Bilder registriert werden ko¨nnen.
Bei einer allgemeinen Kamerabewegung2 reicht eine globale geometrische Transformation
nicht mehr aus, da sich einzelne Bildpunkte in den aufeinander folgenden Bildern un-
terschiedlich verschoben haben. In diesem Fall mu¨ssen lokale Transformationen gefunden
werden. Die beschriebene Problematik wurde im Kapitel ?? vorgestellt und dort mit Hilfe
eines Korrelationsoperators gelo¨st. Fu¨r Echtzeit-Tracking ist dieser Lo¨sungsansatz jedoch
auf Grund mo¨glicher starker Bewegungen weniger geeignet.
Eine Ausnahme stellen spezielle Fa¨lle, wie besondere Kamerabewegungen, dar. Sie sind
fu¨r das markerlose Tracking interessant, da sie zuverla¨ssig und in Echtzeit berechnet wer-
den ko¨nnen. Ein besonderer Fall liegt beispielsweise vor, wenn die Kamera nur gedreht
wurde. Die Transformation zwischen den Bildern kann hier als eine projektive Linear-
Transformation (2D-Kollineation oder Homographie) erfasst werden.
1Ha¨ufig verwendete Merkmale sind Ecken, Kanten oder Konturverla¨ufe.
2Dies ist z.B. der Fall, wenn der Kamerastandort gea¨ndert wird.
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Mathematisch la¨sst sich die 2D-Transformation wie folgt beschreiben:
m und m′ seien zwei Bildpunkte eines 3D-Punktes M im ersten und zweiten Bild. Wenn
die Kamerabewegung zwischen beiden Bildern aus nur einer Rotation R besteht, gilt:
m = AIM
m′ = ARM + t
m′ = ARA−1m (6.3)
Da die Matrizen A und R invertierbar sind, ist auch die Matrix H = ARA−1 invertierbar
und H eine Kollineation. Die Transformation wird auch Homographie genannt und stellt
eine projektive Transformation dar. Die Matrix H ist bis zum Skalierungsfaktor deﬁniert
und ha¨ngt deswegen von acht Parametern ab.
Eine a¨hnliche Situation liegt fu¨r eine Szene, die aus einem planaren Objekt besteht, vor.
Alle Bildpunkte beschreiben dieselbe lineare Bewegung. Durch die 2D-Kollineation wird
die Transformation zwischen den Punkten im Raum und in der Bildebene nachgebildet.
Spezielle Fa¨lle und mo¨gliche Anna¨herungen
In der Praxis wird die Kamera am HMD getragen, d.h. dass die Kamerabewegungen
hauptsa¨chlich nur die Rotationskomponente beinhalten und dass, solange der Benutzer
seine Position nicht vera¨ndert, Verschiebungen vernachla¨ssig werden ko¨nnen.
In Tabelle 6.1 sind mo¨gliche Kamerabewegungen und die entsprechenden Bildtransforma-
tionen aufgefu¨hrt. So ko¨nnen Bilder, bei denen die Kamera um die optische Achse gedreht
und eventuell auch gezoomt wurde, mit einer euklidischen Transformation u¨berlagert wer-
den. Dies ist ebenso der Fall, wenn die Kamera um die optische Achse parallel verschoben
oder eine geringe Drehung um die Stativachse durchgefu¨hrt wurde und die Entfernung
zum Objekt sehr viel gro¨ßer als die Brennweite der Kamera ist.
Kamerabewegung Geometrische Bild-Transformation
Rotation um optische Achse und/oder Zoom euklidische Transformation
Kleine Kamerabewegung und euklidische/aﬃne Transformation
Objektweite >> Brennweite
Rotation um Stativ-Achse; aﬃne/projektive Transformation
Allgemeine Kamerabewegung bei planarer Szene
Allgemeine Kamerabewegung lokale Transformation
Tabelle 6.1: Zuordnung der Kamerabewegungen zur geometrischen Bild-Transformation
Wenn die Kamerarotation klein ist, kann die projektive Transformation mit einer aﬃnen
oder sogar euklidischen Transformation angena¨hert werden.
Szenena¨nderungen
Ein weiterer großer Bereich mo¨glicher Bildvariationen resultiert aus Szenea¨nderungen. In
diesem Zusammenhang seien beispielsweise Objektbewegungen oder Beleuchtungsa¨nde-
rungen genannt. Wenn eine Szenena¨nderung stattgefunden hat, ist es nicht ohne weiteres
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mo¨glich, zwei Bilder einer Bildfolge pixelgenau aufeinander zu registrieren, da sie sich zu
sehr unterscheiden. Dennoch muss das Registrierungsverfahren ausreichend robust sein,
um bei Szenena¨nderungen, die nur einen kleinen Teil der Bildvariationen darstellen, die
richtige geometrische Transformation wiederzuﬁnden.
6.2.4 U¨bersicht der Registrierungsverfahren
Intensita¨tsbasierte Bildregistrierung
Ein von Szeliski und Shum vorgestelltes vorgestelltes Verfahren [80, 82] geht von einer pro-
jektiven Transformation aus, mit der die Bilder u¨berlagert werden ko¨nnen. Das Verfahren
bestimmt direkt die acht Parameter der Transformationsmatrix (Homographie) durch ein
nicht-lineares numerisches Verfahren.
Es minimiert die Summe der quadratischen Intensita¨tsdiﬀerenzen (Sum-Squared-Diﬀerence
SSD) zwischen dem transformierten Quellbild und dem Zielbild. Hierbei muss sichergestellt
sein, dass sich die Gro¨ße des betrachteten Bereichs nicht a¨ndert, da in der Vergleichsmetrik
kein Bezug dazu vorhanden ist.
Die Pixelkoordinaten im transformierten Quellbild fallen in der Regel nicht auf ganzzahlige
Werte. Aus diesem Grund werden die Intensita¨tswerte durch eine bilineare Interpolation
im Quellbild bestimmt.
Das Verfahren arbeitet iterativ und bricht bei Unterschreitung eines Schwellwertes oder
nach einer vorgegebenen Anzahl an Iterationsdurchla¨ufen ab.
Die folgende Tabelle fasst das intensita¨tsbasierte Verfahren nach den Kriterien von Brown
zusammen.
Merkmalsraum Intensita¨tswerte der Pixel und auch Intensita¨tsgradienten
Vergleichsmetrik Summe der quadratischen Fehler
Suchraum alle zula¨ssigen projektiven Transformationen des Quellbildes
Suchstrategie iteratives numerisches Verfahren; Abbruch
durch Unterschreiten eines Schwellwertes oder
durch U¨berschreiten der max. zula¨ssigen Iterationsdurchla¨ufe
Tabelle 6.2: Komponenten des intensita¨tsbasierten Verfahrens
Der Vorteil des beschriebenen Verfahrens liegt in der vollsta¨ndigen Bestimmung der pro-
jektiven Transformation (8 freie Parameter), mit der die Bilder registriert werden ko¨nnen.
Da dieses Verfahren auf iterativen, numerischen Methoden basiert, wird eine erste An-
fangslo¨sung beno¨tigt. Diese kann beispielsweise vom Benutzer eingegeben werden, in dem
er die Bilder mo¨glichst genau u¨bereinander legt.
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Merkmalbasierte Bildregistrierung
Im allgemeinen wird bei dem Verfahren der merkmalbasierten Bildregistrierung folgende
Vorgehensweise verwendet:
1. Bestimmung der Bildmerkmale durch automatische Verfahren oder manuelle Angabe
2. Suche der Merkmalskorrespondenzen, z.B. Passpunkte
3. Ermittlung der geometrische Transformation, Bildu¨berlagerung und Farbwertinter-
polation.
Die Merkmale mu¨ssen nicht notwendigerweise manuell eingegebene Punkte sein. Ha¨uﬁg
werden in der Bildverarbeitung Merkmale verwendet, die eine sta¨rkere Aussagekraft als
Punkte besitzen. Denkbar sind hier z. B.:
• Ecken: Ecken sind dadurch charakterisiert, dass sie in einer lokalen Umgebung die
sta¨rkste Kru¨mmung des Gradientenfeldes besitzen. Schnitt- oder Beru¨hrungspunkte
von Kanten sind ein Beispiel hierfu¨r.
• Kanten: Kanten stellen du¨nne Regionen in den digitalen Bildern dar. Entlang dieser
Regionen zeigen die Gradienten in die gleiche Richtung.
• Konturen: Konturen sind z.B. Verkettungen von Kanten.
Die untenstehende Tabelle 6.3 fasst die verschiedenen Komponenten des merkmalbasierten
Verfahrens nach der Klassiﬁzierung von Brown zusammen.
Merkmalsraum extrahierte Bildmerkmale (Ecken, Linien, Konturverla¨ufe)
Vergleichsmetrik Korrelation der Intensita¨tswerte und Analyse der Merkmalstruktur
Suchraum alle zula¨ssigen projektiven Transformationen des Quellbildes
Suchstrategie Testen aller Kombinationen
von jeweils 4 korrespondierenden Eckpunkten [93]
Suchbaum [56]
Ransac [46]
Tabelle 6.3: Komponenten des Merkmalbasierten Verfahrens
Manuelle Passpunktangabe und numerische Instabilita¨ten
Eine Bildregistrierung auf Basis von manuell eingegebenen Punkte stellt auf dem ersten
Blick eine einfache Lo¨sung dar. Vier oder mehr Punkte werden in den jeweiligen Bilder
angeklickt und daraus die Homographie H berechnet, siehe Abbildung 6.3. Anschließend
wird das zweite Bild, mit z.B. einem bilinearen Interpolationsverfahren transformiert und
mit dem ersten Bild u¨berlagert.
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Abbildung 6.3: Bildregistrierung mit manueller Eingabe der Passpunkte
Wenn jedoch der U¨berlappungsbereich der einzelnen Bilder relativ klein ist und weniger
als ein Drittel der Bildbreite betra¨gt, treten numerische Instabilita¨ten auf, die zu einer
ungenauen Bildregistrierung fu¨hren. Dieses Problem kann behoben werden, indem alle
Eingabedaten, d.h. in diesem Fall die Bildkoordinaten, in dem Intervall [−1, 1] trans-
formiert werden [46]. Weitere und genauere numerische Analysen, die auch aufwendigere
Transformationen der Eingabedaten erfordern, sind z.B. in [52] beschrieben.
Analyse im Frequenzraum
Eine klassische Methode stellt die Bildregistrierung auf Basis des Fourier-Ansatzes, auch
Phasenkorrelation genannt, dar. Dabei wird die 2D-Verschiebung zweier Bilder bestimmt
[16]. Weitere Parameter, wie z.B. die Rotation um die Z-Achse und die Skalierung, ko¨nnen
mit diesem Verfahren zuru¨ckgewonnen werden [73].
In der untenstehenden Tabelle wird das Verfahren in Bezug zu den Kriterien von Brown
gestellt.
Merkmalsraum Fouriertransformierte Bilder
Vergleichsmetrik Kreuzleistungsspektrum
Suchraum euklidische Transformation (Translation, Rotation, Skalierung)
Suchstrategie Direkte Lo¨sung
Tabelle 6.4: Komponenten des Fourierbasierten Verfahrens
6.2.5 Auswahl des Verfahrens
Im Rahmen der Untersuchungen wurden zwei unterschiedliche Registrierungsverfahren
ausgewa¨hlt und implementiert. Dabei wurden Verfahren, die nicht extrahierte Merkmale
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sondern das ganze Bild auswerten, bevorzugt. Durch diese Forderung wird keine Annah-
me u¨ber die Struktur der Szene beno¨tigt und eine ho¨here Robustheit bezu¨glich lokaler
Vera¨nderungen, wie beispielsweise Schattierungen oder Verdeckungen, erzielt.
Das erste ausgewa¨hlte Verfahren arbeitet direkt mit den Intensita¨tswerten und minimiert
die Intensita¨tsunterschiede der Bilder. Mit Hilfe des Verfahrens wird der spezielle Fall
einer Kamera auf einer Stativachse analysiert und eine Echtzeit-Registrierung umgesetzt.
Hierfu¨r wird die 2D-projektive Transformation verwendet, siehe Tabelle 6.1.
Das zweite Verfahren beruht auf einer Fouriertransformation der zu registrierenden Bilder.
Durch mehrfache Anwendung des Phasenkorrelationsverfahrens ist es hierbei mo¨glich, die
euklidische Transformation der beiden Bilder zu bestimmen.
Beide Methode werden in den na¨chsten Abschnitten im Detail erla¨utert und evaluiert.
Dabei werden die Verfahren in erster Linie hinsichtlich der Kriterien “Zuverla¨ssigkeit”
und “Echtzeit-Fa¨higkeit” analysiert.
6.3 Intensita¨tsbasierte Registrierung
6.3.1 Intensita¨tsunterschiede
Das Ziel der Registrierung ist die automatische Bestimmung der Homographie, siehe Ab-
schnitt 6.3.2. Das Verfahren, das hierbei zum Einsatz kommt, basiert auf der Minimierung
der Intensita¨tsunterschiede beider Bilder. Dabei wird ein Bild solange transformiert bis
die Intensita¨tsunterschiede minimal sind. Als Fehler wird die Quadratsumme der Inten-
sita¨tsdiﬀerenzen (SSD) gewa¨hlt. Die Fehlerfunktion ist folgendermaßen deﬁniert:
SSSD =
∑
x,y
(I1(x, y)− I2(H(x, y)))2 (6.4)
Dieses Verfahren weist den Vorteil auf, dass keine Punktkorrespondenzen in den Bildern
gefunden werden mu¨ssen. Das Auﬃnden von Punktkorrespondenzen ist fu¨r Echtzeitan-
wendungen oft zu langsam, da schon die Extraktion bekannter Merkmale Zeitprobleme
bereitet. Demgegenu¨ber ist die Anzahl der Gleichungen sehr hoch, aber la¨sst sich, wie in
Abschnitt 6.3.3 ausgefu¨hrt wird, deutlich reduzieren. Durch die Datenreduktion wird dann
die no¨tige Geschwindigkeit bei der Suche des Minimums erreicht.
6.3.2 Verwendete Homographien
Das Minimum wird mit einem Optimierungsverfahren fu¨r nichtlineare Gleichungen ermit-
telt, welches die Parameter der Homographie mit der besten Bildu¨berlagerung bestimmt.
Das genannte Optimierungsverfahren wird im Abschnitt 6.3.5 genauer erla¨utert.
Eine Homographie wird durch eine 3 × 3-Matrix beschrieben und ha¨ngt somit von acht
Parametern ab. Die Kamerabewegungen, die in diesem Fall betrachtet werden, sind rein
rotativ, d.h. sie stammen von einer Kamera auf einem Stativ, wodurch nur Drehungen
um die X- und Y -Achse der Kamera mo¨glich sind.
Fu¨r diese Drehungen ko¨nnen die Homographien durch nur zwei Parameter beschrieben
werden. Eine korrekte und minimale Parametrisierung ist bei Scha¨tzverfahren, wie bei-
spielsweise der nichtlinearen Optimierung, wesentlich, da diese Parametrisierung zu einer
schnelleren Konvergenz fu¨hrt und lokale Minima vermieden werden ko¨nnen.
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Die Homographien der Bewegungen werden wie folgt aufgestellt:
Homographie fu¨r Drehung um die X-Achse ohne A¨nderung der Brennweite:
H = ARXA−1 = A

 1 0 00 cos(ω) −sin(ω)
0 sin(ω) cos(ω)

A−1
=


1 sin(ω) cxfsy −sin(ω)
cycx
fsy
+ cos(ω)cx − cx
0 cos(ω) + sin(ω) cyfsy −sin(φ)
cycy
fsy
− sin(ω)fsy
0 sin(φ) 1fy −sin(ω)
cy
fsy
+ cos(ω)


(6.5)
Homographie fu¨r Drehung um Y -Achse ohne A¨nderung der Brennweite:
H = ARyA−1 = A

 cos(φ) 0 sin(φ)0 1 0
−sin(φ) 0 cos(φ)

A−1
=


cos(φ)− sin(φ) cxfsx 0 sin(φ)fsx + sin(φ) cxcxfsx
−sin(φ) cyfsx 1 sin(φ)
cycx
fsy
+ cos(φ)cy − cy
−sin(φ) 1fsx 0 sin(φ) cxfsx + cosφ


(6.6)
Homographie fu¨r Drehung um die X- und die Y -Achse:
H = ARyRxA−1 = A

 cos(φ) sin(ω)sin(φ) cos(ω)sin(φ)0 cos(w) −sin(ω)
−sin(φ) sin(ω)cos(φ) cos(ω)cos(φ)

A−1
=


cos(φ) sin(ω)sin(φ) fsxfsy −cos(φ)cx − sin(ω)sin(φ)
fsx
fsy
+ cos(ω)cos(φ)fsx
−sin(φ) cxfsx +sin(ω)cos(φ) cxfsy +sin(φ) cxcxfsx − sin(ω)cos(φ)
cxcy
fsy
+ cos(ω)cos(φ)cx
−sin/φ) ∗ cyfsx cos(ω) −cos(ω)cy − sin(ω)fsy + sin(φ) cxcxfsx
+sin(ω)cos(φ) cyfsy −sin(ω)cos(φ)
cxcy
fsy
+ cos(ω)cos(φ)cy
−sin(φ) 1fsx sin(ω)cos(φ) 1fsy sin(φ) cxfsx − sin(ω)cos(φ)
cy
fsy
+ cos(ω)cos(φ)


(6.7)
Homographie ohne Drehung mit einer A¨nderung der Brennweite:
H = AA′−1 =


f
f ′ 0 cx − ff ′ cx
0 ff ′ cy − ff ′ cy
0 0 1

 (6.8)
Die Benutzung der realen Parameter bei der Aufstellung der Homographie hat nicht nur
den Vorteil der Zeitersparnis, sondern ermo¨glicht auch die schnelle und einfache Erfassung
der Bewegungsparameter.
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6.3.3 Datenreduktion
Bei der Orientierung der Bilder mit Hilfe der Intensita¨tsdiﬀerenzen entsteht eine sehr
große Anzahl an Gleichungen, fu¨r die das Intensita¨tsminimum gesucht werden muss. Dabei
entsteht fu¨r jedes Pixel und fu¨r jeden Farbwert eine Gleichung.
Anzahl der Gleichungen = PixelzahlZeilen ∗ PixelzahlSpalten ∗ Anzahl der Farben
Da die Dauer der Suche des Minimums der Farbdiﬀerenzen u¨ber die Bewegungsparameter
stark von der Anzahl der Gleichungen abha¨ngt, stellt sich die Frage, wie man die Zahl der
Gleichungen ohne einen Genauigkeitslust verringern kann.
Fu¨r die Datenreduktion ko¨nnen die folgenden Ansa¨tze betrachtet werden:
• Teilbereiche: Es wird nur ein Teil des Bildes zur Berechnung herangezogen. Damit
verringert sich die Zahl der Zeilen bzw. Spalten. Diese Methode wurde z.B. in [51]
eingesetzt, wobei die Zahl der Zeilen versuchsweise sogar bis auf eine reduziert werden
konnte.
• Grauwertbild: Ein Farbbild wird in ein Grauwertbild umgewandelt. Dabei wer-
den alle Farbauszu¨ge zu einem Wert zusammengefasst. Dies reduziert die Zahl der
Gleichungen um die Anzahl der Farben.
• Zoom: Das Bild wird um einen Faktor > 1 verkleinert. Es wird zum Beispiel jede
zweite Zeile und jede zweite Spalte entfernt. Zur Steigerung der Genauigkeit kann
auch so vorgegangen werden, dass alle Werte zu einem Wert gemittelt und so alle
Werte einbezogen werden.
• Streifen: Ein anderer Ansatz zur Datenreduktion ist das Zusammenfassen von Da-
ten in Streifen. Dabei werden die Farbwerte in Form von Streifen, die senkrecht zum
optischen Fluss angeordnet werden, zu einem Wert komprimiert. Die Berechnung
solcher Streifen wird in [77] exakt deﬁniert. Bei einer Verschiebung in X-Richtung
werden die Daten beispielsweise spaltenweise aufsummiert.
• Bildpyramiden: Der Bildpyramiden-Ansatz geht von einer stufenweisen Verfeine-
rung der Lo¨sung aus. Zuerst wird mit sehr groben Bildern eine gute erste Na¨he-
rungslo¨sung gesucht. Daraufhin wird die Auﬂo¨sung gesteigert, bis die gewu¨nschte
Genauigkeit erreicht ist.
Hinsichtlich der Verfahren und ihrer Kombination stellt sich die Frage, wie stark die Ge-
nauigkeit bei solchen Vereinfachungen abnimmt. Dabei ist zu unterscheiden, ob nur die
Anzahl der Daten oder ob die maximal erreichbare Genauigkeit abnimmt. Bei jeder Daten-
reduktion gehen Informationen verloren, und die Bestimmung des realen Minimums wird
schwieriger. Wird die Auﬂo¨sung eines Bildes reduziert oder ein Bild um einen bestimmten
Zoomfaktor verkleinert, sinkt auch die erreichbare Genauigkeit.
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Muster:
10 3
12 8
10 15∑
: 32 26
Bild:
10 15 12 10 4 13 2 10 15 3
12 7 10 11 7 10 8 12 3 8
1 4 10 10 15 10 15 10 8 15∑
: 31 26 32 31 26 33 25 32 26 26
Das Ziel ist, die Position zu ﬁnden, an der das Suchmuster am besten in den
Suchbereich passt. Dafu¨r wird das Suchmuster von links nach rechts u¨ber den
Suchbereich verschoben und das Minimum der Summe der Quadratdiﬀerenzen
ermittelt. Im ersten Schritt werden alle Werte beru¨cksichtigt, dann nur die Spal-
tensummen und zum Schluss wird jede Zeile einzeln betrachtet.
Spaltenposition SSD SSD SSD SSD SSD
aller Werte der Spaltensumme Zeile 1 Zeile 2 Zeile 3
1 347 1 144 1 202
2 196 72 106 29 61
3 91 25 53 13 25
4 3 1 1 2 0
5 205 85 136 29 50
6 14 2 10 4 0
7 195 85 113 32 50
8 218 0 144 25 49
9 110 36 25 81 4
Tabelle 6.5: Verschiedene Methoden der Datenreduktion
In der Tabelle 6.5 werden unterschiedliche Methoden der Datenreduktion dargestellt. Aus
dem ersten Bild wird nur ein kleiner Bereich, na¨mlich das Muster, ausgesucht. Dieses soll
dann in das Bild mittels einer Verschiebung wiedergefunden werden. Im ersten Schritt
werden alle sechs Werte beru¨cksichtigt, dann nur die Spaltensummen und zum Schluss
wird jede Zeile einzeln betrachtet.
Bildregistrierungsverfahren Anzahl der Gleichungen
(Bilddim.: 600x600)
ohne Datenreduktion 1080000
Grauwertbild fu¨r den mittleren Bereich 9000
Bild um Faktor 10 verkleinert 900
Spaltensummen 300
Spaltensummen und Verkleinerung um Faktor 10 30
Tabelle 6.6: Anzahl der Gleichungen fu¨r verschieden Datenreduktionstechniken
Anhand Tabelle 6.6 wird verdeutlicht, dass die vierte Position die beste Bildu¨berlagerung
liefert. Außerdem kann festgestellt werden, dass bei der Datenreduktion auch lokale Mini-
ma entstehen, die zur falschen Bildu¨berlagerung fu¨hren. Die Verfahren liefern folglich nur
korrekte Lo¨sungen, wenn bei der U¨berlagerungsauswertung lokale Minima als Fehlerquelle
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ausgeschlossen werden.
Hinsichtlich der Genauigkeit wird bei allen Verfahren die Auﬂo¨sung nicht reduziert, da
die Suchrichtung der X-Richtung entspricht. Bei einer Verkleinerung des Bildes um einen
bestimmten Zoomfaktor sinkt die Auﬂo¨sung auch um denselben Faktor in X-Richtung.
Im Rahmen dieser Arbeit wurde immer nur der mittlere Bereich des Bildes verwendet, da in
diesem Fall der Bildausschnitt sicher in beiden Bildern vorhanden ist. Durch diese Auswahl
wurde die Anzahl der Gleichungen um den Faktor vier reduziert. Da die Reduzierung
auf ein Grauwertbild keinen Auﬂo¨sungsverlust nach sich zieht, wurden außerdem in der
Regel Grauwertbilder verwendet, wodurch die Anzahl der Gleichungen um den Faktor 3
vermindert wird.
Basierend auf den voranstehenden Bildern wurden einfache Skalierungen und die Aufsum-
mierung in Spalten vorgenommen. Bei den Skalierungen wurde nicht interpoliert sondern
Bildzeilen und -spalten gelo¨scht. Als Streifen wurden Zeilen- bzw. Spaltensummen gebil-
det, mit denen Bildverschiebungen in X- bzw. Y -Richtung und dadurch auch die 3D-
Kamerarotationen um die X- und Y -Achsen ermittelt wurden. Bei der Ermittlung der
Rotationen mit Hilfe dieser Datenreduktion ist zu beru¨cksichtigen, daß die Spalten nicht
mehr senkrecht auf dem optischen Fluss stehen und durch diese Abweichung kleine Fehler
erzeugt werden. Die Anna¨herung ist jedoch dadurch gerechtfertigt, daß die Kameradre-
hung zwischen zwei Bildaufnahmen sehr klein ist und daß das beschriebene Verfahren den
Berechnungsgang vereinfacht.
In der Tabelle 6.6 wird fu¨r unterschiedliche Methoden die Gleichungsanzahl angegeben.
Dabei wird ein Bild mit 600 ∗ 600 Pixels und drei Farbwerten pro Pixel als Grundlage
zugrunde gelegt.
6.3.4 Interpolation von Zwischenwerten
Wenn ein Punkt p eines Quellbildes durch eine Homographie in ein Zielbild transformiert
wird, ergeben sich in der Regel keine ganzzahligen Pixelwerte fu¨r den Punkt p′. Da die
Bilder mit hohen Skalierungsfaktoren verkleinert sind, wird u¨blicherweise zur Berechnung
der Pixelwerte eine lineare Interpolation verwendet. Auf Grund der groben Rasterung
fu¨hrt dieses Verfahren jedoch, wie in Tabelle 6.7 zu sehen ist, bei der Bildung der SSD
nicht zu korrekten Ergebnissen.
Werden die Daten der Grauwerte in dieser Form reduziert, besteht das Problem dass die
Quadratsumme durch die lineare Interpolation zwischen zwei Werten kleiner wird und
dadurch ku¨nstlich lokale Minima verursacht werden, siehe Beispiel Tabelle 6.7.
Die Abbildung 6.4 veranschaulicht noch mal dieses Problem. Die gefundenen Drehwinkel
pendeln bei dieser Methode immer zwischen zwei Werten und die graue Kurve der be-
rechneten Winkelwerte verfolgt nur grob und mit viele Aussetzer die schwarzen Kurve der
Original-Winkelwerte.
Um das Problem zu lo¨sen, du¨rfen die Diﬀerenzen der Grauwerte nicht nur an einzel-
nen Punkten bestimmt werden, sondern sie mu¨ssen kontinuierlich ermittelt werden. Es
muss also eine Integration u¨ber alle Positionen erfolgen. Das bedeutet, dass nicht einzelne
Grauwertdiﬀerenzen minimiert werden, sondern die Fla¨che zwischen den Kurven, wie in
Abbildung 6.5 zu sehen ist. In der Abbildung ist die zu minimierende Fla¨che grau ein-
gezeichnet. Zusa¨tzlich sind auch die Positionen mit schwarzen Balken eingezeichnet, an
denen vorher die SSD mit den einfachen Grauwertdiﬀerenzen berechnet wurden.
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Beispielgrauwerte:
Spalte 1 2 3 4 5
Grauwerte (a) 0 0 10 0 0
Grauwerte (b) 0 0 0 0 0
Wenn die Grauwerte (a) durch die Grauwerte (b) abgebildet werden, resultiert
daraus als Intensita¨tsdiﬀerenz immer 10 und damit fu¨r die SSD, da auch alle Zwi-
schenwerte zu 0 interpoliert werden, 100. Wenn jedoch die Grauwerte (b) durch
die Grauwerte (a) abgebildet werden, a¨ndert sich das. Solange die Abbildung auf
ganzzahlige Spalten erfolgt, ist die Diﬀerenz immer noch 10 und die SSD betra¨gt
100. Wenn aber die Spalte 2 auf 2.5 und die Spalte 3 auf 3.5 abgebildet werden,
so werden die fehlenden Grauwerte zu 5 ((10 + 0)/2) interpoliert. Die Grauwert-
diﬀerenz ist dann 5 + 5 und damit auch wieder 10, die SSD besitzt jedoch eine
Intensita¨tsdiﬀerenz mit dem Wert 52 + 52 = 50.
Tabelle 6.7: Fehler der SSD bei groben Rastern und linearer Interpolation der Grauwerte
(Beispiel)
Abbildung 6.4: Zu geringe Genauigkeit bei der linearen Interpolation der SDD
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Abbildung 6.5: Berechnung der SSD als Fla¨che
KAPITEL 6. MARKERLOSES OPTISCHES TRACKING 105
Die Fla¨che zwischen den Kurven wird nicht durch ein aufwendiges Integrationsverfahren,
sondern durch eine einfache Zerlegung in Dreiecksﬂa¨chen berechnet. An jeder ganzzahligen
Position wird die Fla¨che unterteilt und getrennt berechnet. Dabei sind, wie in Abbildung
6.6 dargestellt wird, zwei Fa¨lle zu unterscheiden.
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Abbildung 6.6: Berechnung der Fla¨che zwischen den Grauwertkurven
Im ersten Fall schneiden sich die Grauwertkurven, im zweiten Fall liegen zwischen den
kurven kein Schnittpunkt vor, siehe Abbildung 6.6. Die einzelnen Fla¨chen sind Dreiecke
und ko¨nnen leicht mit
F =
1
2
(gn − gm) ∗ h
berechnet werden. Wenn sich die Kurven schneiden, muss der Schnittpunkt S und h2 und
h3 berechnet werden.
6.3.5 Minimierungsverfahren
Das Ziel des Minimierungsverfahren ist, die Parameter der Homographie zu bestimmen, die
die Fla¨che zwischen den Grauwertkurven minimieren. Dabei wird davon ausgegangen, daß
die kleinstmo¨gliche Fla¨chenabweichung die beste Bildu¨berlagerung liefert. Die Lo¨sung wird
mit Hilfe eines Gradienten-Verfahrens bestimmt, wobei die zulo¨sende Gleichung folgende
Form besitzt:
	 = min
∑
i
e2i (6.9)
wobei ei der Grauwertdiﬀerenz an der Position i entspricht.
Eine Standardmethode fu¨r nichtlineare Gleichungen bietet der Levenberg-Marquard-Algorithmus
[69, 61, 55]. In dieser Arbeit wird die Implementierung der Fortran Librarie MINPACK3
verwendet.
6.3.6 Vergleich zwischen “Zoom”- versus “Streifen”-Ansatz
Im Rahmen dieser Arbeit werden zwei unterschiedliche Ansa¨tze “Zoom” und “Streifen”
zur Datenreduktion untersucht. Die erste “Zoom”-Technik beruht auf einer einfachen Ska-
lierung der Bilder. Die zweite Lo¨sung bildet Streifen, die durch die Aufsummierung der
Intensita¨tspixelwerte entstehen.
3http://www.netlib.org
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Abbildung 6.7: Testbilder aus dem AR-Szenarios “Tu¨r-Montage”
Fu¨r beide Ansa¨tze wurden Ausschnitte aus dem mittleren Bereich der Bilder verwendet.
Dabei wurde an allen Ra¨ndern jeweils 25% der Bildho¨he bzw. Bildbreite abgeschnitten
und die Bilder in Grauwertbilder umgewandelt.
Die Datenreduktion mit Hilfe einer einfache Skalierung der Bilder besitzt den Vorteil,
dass das Verfahren allgemein einsetzbar bleibt und alle Homographie-Typen erfasst wer-
den ko¨nnen. Allerdings ist die Anzahl der Gleichungen fu¨r eine Minimierung sehr hoch.
Dagegen ermo¨glicht der Streifen-Ansatz eine erhebliche Datenreduktion, wobei jedoch nur
eine Bewegungsrichtung bestimmt werden kann. Dies bedeutet, dass fu¨r zwei Drehungen
zwei getrennte Minimierungen durchgefu¨hrt werden mu¨ssen.
Abbildung 6.8: Aus den Testbildern 6.7 erzeugtes Mosaik
Der Versuch, die Daten bei der Skalierung nicht zusammenzufassen, sondern einfach nur
jedes n-te Pixel zu verwenden, brachte keinen Erfolg, da dabei kleine Fehler, wie zum
Beispiel Schatten, große Auswirkungen haben. Außerdem fa¨llt dabei der Vorteil der Tief-
passﬁlterung, der in Abschnitt 6.3.9 erla¨utert wurde, aus.
Die Abbildungen 6.9 und 6.10 zeigen die skalierten Grauwertbilder bzw. -kurven und die
dazugeho¨rigen SSD. Ein eindeutiges Minimum kann bei beiden Kurven erkannt werden.
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Anhand der Ausgangsbilder, Abbildung 6.7, kann hinsichtlich der Eingabebilder deutlich
ein Qualita¨tsverlust erkannt werden.
Abbildung 6.9: SSD fu¨r eine einfache Skalierung und eine Drehung um die X- und Y -Achse
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Abbildung 6.10: SSD fu¨r den Winkel ω und die dazugeho¨rigen Streifenwerte
In der Tabelle 6.8 sind die erzielten Ergebnisse fu¨r die Winkel ω und φ dargestellt. Da-
bei wurden unterschiedliche Skalierungsfaktoren zugrunde gelegt. Wenn die Minimierung
gescheitert ist, wurde in der Tabelle kein Winkel eingetragen.
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Skalierungsfaktor Winkel in Grad fu¨r Streifen Winkel in Grad fu¨r eine einfache Skalierung
1 ω = −1.86 φ = 3.24 ω = − φ = −
5 ω = −1.86 φ = 3.27 ω = − φ = −
8 ω = −1.90 φ = 3.23 ω = − φ = −
10 ω = −1.90 φ = 3.24 ω = −1.73 φ = 2.62
15 ω = −2.05 φ = 3.24 ω = −1.60 φ = 3.14
20 ω = −2.13 φ = 3.14 ω = −2.09d φ = 4.35
Tabelle 6.8: Berechnete Winkel fu¨r die Testbilder “Autotu¨r”
Wie zu erwarten ist, nimmt einerseits die Genauigkeit mit steigenden Skalierungsfaktoren
ab und andererseits liefert die Skalierungsmethode, aufgrund der lokalen Minima, erst bei
ho¨heren Faktoren Ergebnisse.
6.3.7 Genauigkeitssteigerung durch ein hierarchisches Verfahren
Um die Genauigkeit zu steigern und vor allem die Problematik der lokalen Minima zu ver-
ringern, werden hierarchische Verfahren eingesetzt. Dabei wird mit einer geringen Auﬂo¨sung
begonnen, um erste Na¨herungswerte fu¨r die Lo¨sung zu erhalten. Mit dieser Na¨herungslo¨sung
wird dann die Suche bei einer ho¨heren Auﬂo¨sung fortgesetzt.
Dieses Verfahren ist fu¨r das Testbild “Autotu¨r” aus Abbildung 6.7 mit einer einfachen
Skalierung getestet worden. Wenn keine Skalierung durchgefu¨hrt wird, wird die maximale
Auﬂo¨sung und damit die ho¨chste Genauigkeit erzielt.
In Tabelle 6.9 ist das Verfahren fu¨r Skalierungsfaktoren von 1 bis 40 dargestellt. Die
errechneten Winkel werden als Startwerte fu¨r die Minimierung bei der niedrigeren Skalie-
rungsstufe angesetzt.
Skalierungsfaktor Winkel in Grad
40 ω = −0.11 φ = 2.7
30 ω = −1.7 φ = 3.2
20 ω = −2.0 φ = 3.5
10 ω = −1.8 φ = 3.2
1 ω = −1.8 φ = 3, 3
Tabelle 6.9: Mit hierarchischen Verfahren berechnete Winkel
Die Tabelle 6.9 zeigt, dass die Winkel gegen die endgu¨ltige Lo¨sung konvergieren und die
Genauigkeit mit jedem Na¨herungsschritt zunimmt. Zu große Schritte zwischen den Ska-
lierungsfaktoren ko¨nnen jedoch nicht eingesetzt werden. Ein direkter U¨bergang vom Ska-
lierungsfaktor 40 zum Skalierungsfaktor 20 fu¨hrt beispielsweise fu¨r ω zu keiner Lo¨sung.
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In Tabelle 6.10 sind die fu¨r unterschiedliche Startwerte berechneten Winkel fu¨r ω bei einem
Skalierungsfaktor von 20 angegeben.
Startwinkel in Grad errechneter Winkel in Grad
-0.57 ω = −1.14
-1.15 ω = −1.20
-1.72 ω = −2.01
-2.29 ω = −2.01
-2.87 ω = −2.92
Tabelle 6.10: Fu¨r unterschiedliche Startwerte berechnete Winkel
Der Startwert muss sich bei einem Skalierungsfaktor von 20 sehr nah an der richtigen
Lo¨sung beﬁnden, damit korrekte Ergebnisse erzielt werden.
Solche hierarchischen Verfahren sind sehr genau, aber sie werden, da mehrere aufwen-
dige Minimierungen durchgefu¨hrt werden mu¨ssen, vor allem fu¨r Oﬀ-line Anwendungen
angewendet. Des weiteren kann festgestellt werden, dass lokale Minima kein Schwierigkeit
bereiten, da die Winkel zwischen zwei Bildern sehr klein sind und die Initiallo¨sung schon
sehr nah an der richtigen Lo¨sung liegt.
6.3.8 Kamera-Tracking auf einem Stativ
In diesem Abschnitt wird untersucht, ob es mit den intensita¨tsbasierten Bildregistrierungs-
methoden mo¨glich ist, die Bewegungen einer Kamera ohne die Stu¨tzung von Markern
mit einer ausreichenden Genauigkeit zu berechnen. Dabei werden, entsprechend den Frei-
heitsgraden einer Kamera auf einem Stativ, die Drehungen um die X- und die Y -Achse
ermittelt.
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Abbildung 6.11: Drift zwischen den berechneten und tatsa¨chlichen Winkeln
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Wie aus der Untersuchung hervorgeht, ist das Verfahren in seiner bisherigen Form noch
nicht einsetzbar. Die Fehler zwischen den einzelnen Bildern sind zwar klein, aber fu¨r die
Erweiterung der Szene sind die absoluten Parameterwerte entscheidend. Aufgrund der se-
quenziellen Vorgehensweise (Tracking von Bild zu Bild) summieren sich die Fehler auf und
verursachen dadurch ein sogenannter Drift der zu berechneten Parameter. In Abbildung
6.11 wird dieses Pha¨nomene veranschaulicht. Die berechneten absoluten Winkel (durch-
gezogene Linie) entfernen sich u¨ber die Zeit kontinuierlich von den richtigen Winkeln
(geschtrichelte Kurve).
Um dieses Problem zu umgehen, muss entweder zur Stabilisierung wieder auf Marken
zuru¨ckgegriﬀen oder ein Referenzbild (oder Referenzmosaik) verwendet werden. Bei der
Verwendung eines Referenzbildes wird der Winkel nicht mehr zwischen zwei aufeinander-
folgenden Bildern berechnet, sondern der Winkel zwischen dem Referenzbild und dem
aktuellen Live-Videobild, siehe Abschnitt 6.1.2. Damit wird der absolute Winkel in Bezug
auf das Referenzbild immer wieder neu berechnet, was die Aufsummierung der Fehler und
das Drift-Problem verhindert. Dieses Verfahren wird im Abschnitt 6.4 beschrieben.
6.3.9 Anforderungen an die Bilder
Das Konvergieren des Minimierungsverfahrens ha¨ngt stark vom Bildinhalt ab. Das Verfah-
ren wird beispielsweise sehr anfa¨llig, wenn die Bilder viele scharfen Kanten enthalten. Im
Idealfall sollte die Intensita¨tsdiﬀerenz mit dem Abstand der Bilder kontinuierlich steigen.
U¨blicherweise ist die Intensita¨tsdiﬀerenz jedoch sehr starken Schwankungen unterworfen
und die SSD weist deshalb kein eindeutiges Minimum auf. In Bildern mit starken Inten-
sita¨tsschwankungen sind viele hohe Frequenzen vorhanden, die eine hohe Anzahl an lokalen
Minima verursachen und das Verfahren sto¨ren. In Abbildung 6.13 sind die Grauwertkurven
und die SSD fu¨r die Testbilder aus Abbildung 6.12, die starke Intensita¨tsschwankungen
aufweisen, aufgezeichnet.
Abbildung 6.12: Aus bekannten Kalibrierungsdaten erstelltes Referenzmosaik
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Abbildung 6.13: SSD bei hohen Frequenzen; (a) die dazugeho¨rigen Streifen und (b) die
SSD
An dieser Stelle macht sich ein weiterer Vorteil der Skalierung der Bilder bemerkbar. Durch
das Zusammenfassen von Pixels wird gleichzeitig eine Tiefpassﬁlterung durchgefu¨hrt und
hohe Frequenzen werden somit ausgeschlossen. Die Konvergenz des Minimierungsverfah-
rens ist dadurch verbessert, und Startwerte, die weiter von der richtigen Lo¨sung liegen,
ko¨nnen zugelassen werden.
In Abbildung 6.14 ist der mo¨gliche Konvergenzbereich dargestellt. Wenn der Startwert
außerhalb des Konvergenzbereichs liegt, wird ein falsches Ergebnis errechnet.
G
P
Bereich, in dem Position bestimmt werden kann
Abbildung 6.14: Konvergenzbereich bei Minimierung
Der Konvergenzbereich wird von den markanten Strukturen (Regionen) im Bild bestimmt.
Fu¨r die Autotu¨r aus Abbildung 6.7 sind zwei dominante Regionen, die Tu¨r und der Hinter-
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grund, entscheidend. Die Kurve der Intensita¨tsdiﬀerenz steigt kontinuierlich, je gro¨ßer der
Abstand zwischen den beiden Bildern wird. Der Konvergenzbereich ist eindeutig deﬁniert
und die Kameraorientierung kann zuverla¨ssig berechnet werden.
In der Abbildung 6.15 wiederholt sich das Hauptbildmuster und erzeugt mehrere lokale
Minima. Der Suchbereich , der durch die Ba¨ume vorgegeben ist, muss in diesem Fall stark
eingeschra¨nkt werden. Wenn der Startwinkel von der richtigen Lo¨sung zu stark abweicht,
bricht die Minimierung in einem lokalen Minimum, das der Deckung der Ba¨ume entspricht,
ab. Im Bild 6.15 u¨berlagern sich die Ba¨ume optisch und der Rest des Bildes kommt nicht
zur Deckung. Dieses Problem ist an der SSD in Abbildung 6.16 deutlich zu erkennen. Bei
einem Startwinkel von 0 Grad wird das lokale Minimum (bei 0.01) und nicht das absolute
Minimum (bei −0.018) gefunden.
Abbildung 6.15: Falschregistrierung verursacht durch ein lokales Minimum
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Abbildung 6.16: (a) SSD) und (b) Streifenwerte fu¨r die Abbildung 6.15
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6.3.10 Untersuchungen des gewa¨hltes intensita¨tsbasiertesn Registrierungs-
verfahren
In diesem Abschnitt werden die erzielten Ergebnisse dargestellt und bewertet. Dabei wer-
den verschiedene Methoden zur Datenreduktion verglichen und gu¨nstige Werte fu¨r die
Skalierung und die Parameter der Minimierung ermittelt.
Um die Funktionen und Parameter zu testen, wird unterschiedliches Bildmaterial einge-
setzt. Zum einen werden ku¨nstliche Bilder verwendet, um die Genauigkeit der Ergebnisse
ermitteln zu ko¨nnen, zum anderen werden reale Bilder benutzt, um die spa¨tere Anwendbar-
keit in verschiedenen Umgebungen sicherzustellen. Ku¨nstliche Bilder besitzen den Vorteil,
dass die interne, sowie die externe Kamerakalibrierung exakt bekannt ist und daher die
erzielten Ergebnisse u¨berpru¨ft werden ko¨nnen. Fu¨r echte Bilder erfolgt eine visuelle U¨ber-
pru¨fung anhand der erstellten Bildmosaike. Diese Methode ist jedoch, wie sich anhand der
Untersuchungen herausgestellt hat, nicht sehr genau, da Fehler von 1− 2 Pixels zwischen
den Bildern fu¨r den Menschen kaum wahrnehmbar sind.
Fu¨r die Erstellung von Bildmosaiken wurde zuna¨chst eine auf einem Stativ montierte
Kamera eingesetzt, wodurch die Kamerabewegungen auf Drehungen um die X- und Y -
Achse beschra¨nkt werden.
Datenreduktion
In diesem Abschnitt wird die intensita¨tsbasierte Bildregistrierung im Hinblick auf unter-
schiedliche Techniken der Datenreduktion untersucht. Die erreichbare Winkelgenauigkeit
und die Qualita¨t der Minimierung wird anhand der SSD-Kurven analysiert. Wenn diese
Kurven ein eindeutiges Minimum, das bei einer gro¨ßeren Skalierung nicht verloren geht,
aufweisen, liefert die Minimierung zu korrekten Ergebnissen. In Abbildung 6.17 sind die
SSDs fu¨r unterschiedliche Skalierungsfaktoren bei der Verwendung des Streifenansatzes
dargestellt. Die Position des Minimums a¨ndert sich kaum bei einer Variation des Skalie-
rungsfaktors, und das Minimum bleibt eindeutig bestimmt. Erst bei einer Skalierung mit
dem Faktor 15 verschiebt es sich merklich und ein Genauigkeitsverlust wird merkbar. Des
weiteren ist zu erkennen, dass die Kurven mit einem ho¨heren Skalierungsfaktor glatter
werden, wodurch die Konvergenz des Minimierungsverfahrens unterstu¨tzt wird.
Fu¨r die gefundenen kritischen Reduktionsfaktoren 10 und 15 wird anschließend die Streifen-
und die Skalierungsmethode miteiander verglichen. Die Ergebnisse beider Methoden sind
in Tabelle 6.11 fu¨r verschiedene Testbilder (“Lab”, “Door” und “Expo”) dargestellt.
Wie der Tabelle zu entnehmen ist, lifert die Datenreduktion durch Skalierung ungenaue-
re Ergebnisse. Außerdem mu¨ssen exaktere Startwerte und ho¨here Skalierungsfaktoren
gewa¨hlt werden, um die Konvergenz des Minimierungsverfahren zu gewa¨hren, wodurch
die Genauigkeit wiederum sinkt.
Genauigkeit
Um die erreichte Genauigkeit zu untersuchen, wurden ku¨nstliche Bilder angewendet. Ab-
bildung 6.12 zeigt das Mosaik, das mit Hilfe der bekannten Kalibrierungsdaten erstellte
wurde. In Abbildung 6.18 ist ein automatisch erstelltes Mosaik der gleichen Bildsequenz
zu sehen, wobei der Streifenansatz zur Datenreduktion verwendet wurden. Es wurden nur
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Abbildung 6.17: SSD fu¨r die X-Drehung mit unterschiedlichen Skalierungsfaktoren
Bild Gro¨ße Skalierungs- Datenreduktion Winkel in Grad
faktor
Lab 600x600 10 Streifen ω = −1.55 φ = 1.08
Lab 600x600 10 Zoom ω = −1.22 φ = 1.15
Lab 600x600 15 Streifen ω = −0.46 φ = 1.10
Lab 600x600 15 Zoom ω = −1.28 φ = 0.88
Door 768x576 5 Streifen ω = −1.86 φ = 3.24
Door 768x576 5 Zoom ω = − φ = −
Door 768x576 15 Streifen ω = −2.05 φ = 3.24
Door 768x576 15 Zoom ω = −1.55 φ = 3.11
Expo 720x288 5 Streifen ω = 0 φ = 1.51
Expo 720x288 5 Zoom ω = 0 φ = 1.52
Expo 720x288 10 Streifen ω = −0.06 φ = 1.46
Expo 720x288 10 Zoom ω = 0 φ = 1.32
Expo 720x288 15 Streifen ω = −0.08 φ = 1.49
Expo 720x288 15 Zoom ω = −0.001 φ = 0.98
Tabelle 6.11: Berechnete Winkel fu¨r unterschiedliche Techniken der Datenreduktion
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die ersten 27 von 100 Bilder benutzt, weil das Mosaik ansonst durch die perspektivische
Verzerrung zu groß geworden wa¨re.
Abbildung 6.18: Aus 27 Bildern automatisch erstelltes Mosaik
Im folgenden werden die berechneten Winkel mit den aus den Kalibrierungsdaten bekann-
ten Winkeln verglichen. In Abbildung 6.19 sind jeweils die absoluten und die relativen
Winkel eingetragen. Fu¨r die Untersuchung wurden 100 ku¨nstliche Bilder aus der Sequenz
“Lab” verwendet.
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Abbildung 6.19: Genauigkeit der Drehung um die Y -Achse; (a) relative Winkel und (b)
absolute Winkel
Die relativen Winkel besitzen eine ausreichende Genauigkeit und wurden mit dem Strei-
fenansatz und dem Skalierungsfaktor 8 berechnet. In Tabelle 6.12 werden die durchschnitt-
lichen und die maximalen Fehler fu¨r beide Methoden gegenu¨bergestellt.
Die maximalen Fehler fallen mit einem halben Grad bei u¨ber 100 Bildern sehr gering aus.
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Durchschnittlicher Fehler fu¨r X Winkel 0.097 Grad
Durchschnittlicher Fehler fu¨r Y Winkel 0.106 Grad
Maximaler Fehler fu¨r X Winkel 0.418 Grad
Maximaler Fehler fu¨r Y Winkel 0.571 Grad
Tabelle 6.12: Winkelfehler fu¨r ein ku¨nstliches Video mit 100 Bildern
Sie wurden in diesem Versuch mit einem Skalierungsfaktor von 10 zuru¨ckgerechnet.
Wie anhand Abbildung 6.20 veranschaulicht wird, tritt bei der Datenreduktion durch eine
einfachen Skalierung im Vergleich zur Streifen-Methode deutlich ein ho¨herer Qualita¨ts-
verlust ein. Des weiteren ist das Skalierungsverfahren weniger robust, da einzelne Pixel
gro¨ßere Auswirkungen haben.
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Abbildung 6.20: Winkelgenauigkeit mit der Skalierung
Geschwindigkeit
Die erreichte Geschwindigkeit wurde anhand von Bildsequenzen ermittelt. Bei der gemes-
senen Verarbeitungszeit wurde zwischen der Datenreduktion und der Minimierung unter-
schieden. Die Zeiten fu¨r das Laden der Bilder und die Erstellung des Bildmosaiks wurden
nicht mitgemessen, da sie fu¨r die spa¨tere Echtzeitanwendung nicht von Interesse sind. Das
Erzeugen eines Bildmosaiks wird nur fu¨r eine visuelle Kontrolle der erzielten Ergebnisse
durchgefu¨hrt. Die Zeiten sind in User-Time und auf einer SGI O2 mit 180MHz gemessen.
Die gewonnenen Ergebnisse sind in Tabelle 6.13 zu sehen. Fu¨r die Datenreduktion mit
Streifen sind immer die Zeiten des ersten und des zweiten Bild eingetragen. Fu¨r das erste
Bild mu¨ssen die Streifen nur fu¨r den mittleren Ausschnitt berechnet werden, wodurch die
Berechnungszeiten in etwa halbiert sind. Bei der Bestimmung der Parameter mu¨ssen zwei
Minimierungen durchgefu¨hrt werden.
Es ist deutlich zu erkennen, dass die Zeiten fu¨r die Optimierung bei der Verwendung eines
einfachen Zooms zu hoch fu¨r eine Echtzeitanwendung sind. Die Zeiten der Streifenmethode
liegen im Gegensatz zu der Datenreduktion aber schon in einer akzeptablen Gro¨ßenord-
nung.
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Bild Gro¨ße Skalierungs- Methode t(Datenreduktion) t(Minimierung)
in Pixel faktor in Sekunden in Sekunden
Lab 600x600 5 Streifen 0.26 0.47 0.02 0.008
Lab 600x600 10 Streifen 0.23 0.44 0.01 0.002
Lab 600x600 15 Streifen 0.25 0.44 0.008 0.0035
Lab 600x600 5 Zoom 0.48 1.2
Lab 600x600 10 Zoom 0.49 0.7
Lab 600x600 15 Zoom 0.44 0.14
Door 768x576 5 Streifen 0.3 0.55 0.024 0.023
Door 768x576 10 Streifen 0.29 0.54 0.01 0.002
Door 768x576 15 Streifen 0.3 0.55 0.009 0.007
Door 768x576 5 Zoom 0.62 0.3
Door 768x576 10 Zoom 0.59 0.46
Door 768x576 15 Zoom 0.51 0.06
Expo 720x288 5 Streifen 0.16 0.27 0.01 0.01
Expo 720x288 10 Streifen 0.14 0.27 0.006 0.005
Expo 720x288 15 Streifen 0.16 0.25 0.01 0.003
Expo 720x288 5 Zoom 0.28 0.18
Expo 720x288 10 Zoom 0.25 0.03
Expo 720x288 15 Zoom 0.24 0.001
Tabelle 6.13: Berechnungszeiten
6.3.11 Panoramamosaike
Um einen Eindruck von der Qualita¨t der Ergebnisse zu erhalten, werden in diesem Ab-
schnitt automatisch erstellte Bildmosaike dargestellt. Bei der Erstellung der Mosaike wur-
den die Bilder nicht deckend u¨berlagert, sondern ihre Pixelwerte wurden aufsummiert. Die
Bilder verlieren dabei zwar an Scha¨rfe, aber Helligkeitsunterschiede zwischen den einzelnen
Bildern werden unterdru¨ckt.
Abbildung 6.21: Einzelbilder, die fu¨r die Erstellung von Abbildung 6.22 genutzt wurden
In Abbildung 6.21 sind drei Ansichten aus der Bildfolge, die zur Erstellung des Mosaiks
in Abbildung 6.22 genutzt wurden, dargestellt.
Die Bewegung zwischen den Bildern wurde dadurch hauptsa¨chlich auf eine Drehung um die
Y -Achse beschra¨nkt. Die Drehungen um die X- und die Y -Achse wurden bestimmt, wobei
die Winkel fu¨r die X-Achse ungefa¨hr den Wert 0 annehmen. Aus der Originalvideosequenz
wurde nur jedes 10. Bild verwendet, da auf Grund einer langsamen Drehung nur kleine
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Winkelvera¨nderungen zwischen den Bildern vorliegen. Insgesamt wurden 15 Bilder fu¨r die
Erstellung des Mosaiks genutzt.
Abbildung 6.22: Mosaik aus 15 Bildern bei einer Kameradrehung um die Y -Achse
In dem Mosaik sind optisch keine Fehler oder keinen U¨bergang zwischen den einzelnen Bil-
dern erkennbar. Abbildung 6.23 zeigt ein Mosaik des Fraunhofer Instituts fu¨r Graphische
Datenverarbeitung. Das Mosaik ist aus 55 Bildern entstanden, wobei die Kamerabewegung
links unten begann und dann in einem Bogen das ganze Geba¨ude erfasst.
Abbildung 6.23: Fraunhofer Institut fu¨r Graphische Datenverarbeitung
6.3.12 Zusammenfassung der Ergebnisse
Wie in den Abbildungen 6.22 und 6.23 veranschaulicht, ko¨nnen mit der vorgestellten Me-
thode automatisch Panoramabilder aus Bildfolgen erstellt werden. Um die Echtzeitfa¨hig-
keit zu erzielen, ist eine starke Zusammenfassung der Daten, die auf der Aufsummierung
der Pixel in Streifen basiert, erforderlich. Die Anwendung des Verfahrens wird jedoch
eingeschra¨nkt, da der U¨berlappungsbereich zweier Bilder relativ groß, d.h. ca. 70% des
Bildgro¨ße, betragen muss.
Dieses Verfahren ist von daher zu anfa¨llig, um eine Realisierung des markerlosen Tracking-
konzepts, das in Abschnitt 6.1.2 vorgestellt wurde, zu ermo¨glichen. Ein Alternativverfah-
ren, das auf die Fouriertransformation der Bilder basiert, wurde deswegen untersucht und
wird im folgenden vorgestellt.
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6.4 Fourierbasierte Bildregistrierung
6.4.1 Translation
Die Translation zweier Bilder kann mit dem bekannten Verfahren der Phasen-Korrelation
pra¨zise bestimmt werden. Die Phasen-Korrelation basiert auf dem Verschiebungstheorem
der Fouriertransformation.
Verschiebungstheorem fu¨r zwei Bilder f1 und f2
Sind zwei Bilder f1 und f2 gegeben, die sich nur durch eine Translation (tx, ty) unterschei-
den, dann gilt die folgende Gleichung:
f2(x, y) = f1(x− tx, y − ty) (6.10)
Durch das Verschiebungstheorem der Fouriertransformation gilt fu¨r die Fouriertransfor-
mierten F1 und F2 der beiden Bilder f1 und f2 folgende Gleichung:
F2(ξ, η) = e−j2π(ξtx+ηty)F1(ξ, η) (6.11)
F2 und F1 sind zwei komplexe Matrizen.
Das Kreuz-Leistungsspektrum (cross power spectrum) der fouriertransformierten Bilder
F1 und F2 ist wie folgt deﬁniert:
F1(ξ, η)F ∗2 (ξ, η)
|F1(ξ, η)F ∗2 (ξ, η)|
= ej2π(ξtx+ηty) (6.12)
F ∗2 (ξ, η) stellt den konjugiert-komplexen Wert von F2(ξ, η) dar.
Die Translation (tx, ty) ist hiermit nur in der exponentialen Funktion enthalten. Die inver-
se Fouriertransformation dieser Funktion, ergibt eine Nadelimpuls-Funktion, die u¨berall,
außer an der Stelle (tx, ty), gleich Null ist. Dies bedeutet, dass durch die Lokalisierung des
Nadelimpulses die zwei Komponenten der Translation bestimmt werden ko¨nnen.
(a) (b) (c) (d)
Abbildung 6.24: Kreuzleistungsspektrum zwei zu registrierenden Bildern
Abbildung 6.24 zeigt die verschiedenen Schritte zur Bildregistrierung mit Hilfe der Pha-
senkorrelation. In Abbildung 6.24(a) und (b) sind die Originalbilder und deren Amplitu-
denspektrum in Abbildung 6.24(c) und (d) zu sehen.
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(e) (f)
Abbildung 6.25: Nadelimplus vom Kreuzleistungsspektrum
Die Inverstransformation des Kreuzleistungsspektrums ergibt einen klar deﬁnierten Nade-
limpuls, in Abbildung 6.24(e), an der Stelle der Verschiebungswerte (tx, ty). Die registrier-
ten Bilder sind in Abbildung 6.24(f) zu sehen.
6.4.2 Translation und Rotation
Wenn das Bild f2(x, y) eine rotierte und verschobene Kopie von f1(x, y) mit der Verschie-
bung (tx, ty) und dem Winkel φ ist, gilt fu¨r f1 und f2:
f2(x, y) = f1(x cosφ0 + y sinφ0 − tx,−x sinφ0 + y cosφ0 − ty) (6.13)
Die Fouriertransformierten F1 und F2 von f1 und f2 sind wie folgt deﬁniert:
F2(ξ, η) = e−j2π(ξtx+ηty)F1(ξ cosφ0 + η sinφ0,−ξ sinφ0 + η cosφ0) (6.14)
Die Amplituden M1 und M2 der komplexen Funktionen F1 und F2, auch Amplituden-
spektren von f1 und f2 genannt, werden anschließend berechnet. Da die Amplitude der
Exponentialfunktion eins betra¨gt, gilt folgende Gleichung:
M2(ξ, η) = M1(ξ cosφ0 + η sinφ0,−ξ sinφ0 + η cosφ0) (6.15)
Daraus ergibt sich, dass die Transformation zwischen den zwei Amplitudenspektren nur der
Rotation, die die urspru¨nglichen Bilder unterscheidet, entspricht. Die Amplitudenspektren
sind unabha¨ngig von der Translation.
Der Rotationswinkel kann mit Hilfe einer Transformation von M1 und M2 in ein Polar-
Koordinatensystem gut erfassen werden. Ein Punkt P (ξ, η) wird von den Amplituden-
spektren durch den Punkt P (r, φ) repra¨sentiert. Die Gleichung 6.15 kann dann wie folgt
geschrieben werden:
M2(r, φ) = M1(r, φ − φ0) (6.16)
Die obige Gleichung zeigt, dass die Rotation der Amplitudenspektren durch eine Verschie-
bung (0, φ0) im Polarkoordinatensystem ausgedru¨ckt wird. Diese Verschiebung und da-
durch der Rotationswinkel φ0 ko¨nnen auf einfache Weise mit der Phasen-Korrelationsmethode,
die im vorherigen Abschnitt erla¨utert wurde, bestimmt werden.
Nach der Erfassung des Rotationswinkels wird das zweite Bild um den Betrag φ0 ru¨ck-
transformiert. Die Transformation vom Bild f1 zum Bild f2 besteht dann nur aus der
Verschiebung, die mit der Phasen-Korrelationsmethode berechnet wird.
KAPITEL 6. MARKERLOSES OPTISCHES TRACKING 121
6.4.3 Skalierung
Die Skalierung zwischen zwei Bildern kann a¨hnlich wie im Abschnitt “Translation und
Rotation” gefunden werden. Wenn das Bild f2(x, y) eine skalierte Kopie von f1(x, y) mit
den Skalierungsfaktoren (a, b) ist, gilt:
f2(x, y) = f1(ax, by) (6.17)
Durch die Fouriertransformation erha¨lt man:
F2(ξ, η) =
1
|ab|F1
(
ξ
a
,
η
b
)
(6.18)
In diesem Fall wird eine logarithmische Transformation auf F1 und F2 angewendet, um
die Skalierungsfaktoren zu erfassen. Daraus folgt aus Gleichung 6.18:
F2(log ξ, log η) =
1
|ab|F1(log ξ − log a, log η − log b) (6.19)
Die Skalierung kann hiermit als eine Verschiebung der Funktionen F1 und F2 ausgedruckt
werden. Mit Hilfe des Phasen-Korrelationsverfahrens ko¨nnen log(a) und log(b) und an-
schließend die Skalierungsfaktoren berechnet werden.
6.4.4 Skalierung und Rotation
In der Praxis kann davon ausgegangen werden, dass die Skalierungen in horizontaler und
vertikaler Richtung, so wie beispielsweise im Fall eines Kamerazooms, gleich groß sind.
Unter dieser Voraussetzung kann eine gleichzeitige Rotation und Skalierung eines Bil-
des durch Transformation der Amplitudenspektren in Log-Polar-Koordinaten bestimmt
werden, vergleiche auch Gleichung 6.16. Nach dieser Konvertierung folgt fu¨r die Amplitu-
denspektren die Gleichung:
M2(log r, φ) = M1(log r − log a, φ− φ0) (6.20)
Die Verschiebungen entlang der X-Achse und der Y-Achse entsprechen jeweils der Skalie-
rung log a und dem Rotationswinkel φ0.
Abbildung 6.26: Amplitudespektren und Log-Polar-Darstellung (Drehung um 50 Grad)
Die Log-Polar-Transformation wird Abbildung 6.28 fu¨r zwei um 50 Grad gedrehte Ampli-
tudespektren dargestellt.
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6.4.5 Fouriertransformation digitaler Bilder
Die Fast-Fouriertransformation (FFT)
Eine sehr bekannte und eﬃziente Implementierungsmethode der Fouriertransformation
stellt die sogenannte Fast-Fouriertransformation (FFT) dar. In dieser Arbeit wurde die
FFT-Implementierung, die in [69] beschrieben wird, verwendet.
Die FFT setzt ein quadratisches Bildformat, dessen Dimension 2n betragen muss, voraus.
Entspricht das Format des Bildes diesen Anforderungen nicht, muss ein quadratischer
Bildausschnitt gewa¨hlt werden, der dann auf die na¨chstgro¨ßte Dimension 2n runter- oder
hochskaliert wird.
Log-Skalierung der Grauwerte
Fu¨r die Praxis relevant sind das Amplitudenspektrum |F (ξ, η)| und das Phasenspektrum
Φ(ξ, η). Mit zunehmender Frequenz werden die komplexen Koeﬃzienten der Fourierspek-
tren sehr klein. Bei linearer Skalierung in einen Grauwertebereich [0, 255] gehen sehr viele
Informationen verloren. Deshalb wird meist eine logarithmische Skalierung der Grauwerte
eines Amplitudenspektrums gewa¨hlt. In Formel 6.21 ist eine Mo¨glichkeit zur logarithmi-
schen Skalierung der Koeﬃzienten des Amplitudenspektrums angegeben. Somit kann eine
einfache Grauwert-Transformation der Amplitudenwerte erfolgen.
|F (ξ, η)| = log
(
1 +
√
Real2(ξ, η) + Imag2(ξ, η)
)
(6.21)
Um eine anschauliche Darstellung des Amplitudenspektrums zu erhalten wurde zusa¨tzlich
der Koordinatenursprung in die Bildmitte verschoben.
Fensterfunktion
Die Fouriertransformation ist fu¨r unendliche und periodische Funktionen deﬁniert. Bei
endlichen Funktionen besteht die Periodizita¨t aus der Fortsetzung dieses Signals. Dies
verursacht Diskontinuita¨ten am Rand des Deﬁnitionsbereichs der Funktion. Dadurch er-
scheinen neue Frequenzen, die in der urspru¨nglichen Funktion nicht vorhanden sind und
zu einer Verfa¨lschung des Spektrums fu¨hrt.
Deswegen soll das Bild mit einer Fensterfunktion, die einen kontinuierlichen Abfall der Pi-
xelwerte am Rand gewa¨hrleistet, multipliziert werden. Dieses Problem wird in Abbildung
6.27 veranschaulicht. Im ersten Spektrum (a) erscheint auf Grund der Diskontinuita¨ten
ein Kreuz, das nach der Multiplikation des Eingabebildes mit einer Sinus-Fensterfunktion
im Spektrum (b) nicht mehr vorhanden ist.
Log-Polar Darstellung
Um zwei Bilder registrieren zu ko¨nnen, ist es notwendig, die Amplitudenspektren der
beiden Bilder in Log-Polar-Darstellung zu konvertieren.
In Abbildung 6.28 ist schematisch dargestellt, wie die kartesischen Koordinaten in das
Log-Polar-Koordinatensystem u¨berfu¨hrt werden. Anstatt der Koordinaten (ξ, η) wird
nun der logarithmierte Abstand vom Koordinatenursprung und der Winkel zur positiven
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(a) (b)
Abbildung 6.27: (a) Eingabebild und Leistungsspektrum (c) Eingabebild mit Fensterfunk-
tion und Leistungsspektrum
log(r) φ
ξ
η
η
ξ
Abbildung 6.28: Konvertierung zum Log-Polar Koordinatensystem
X-Achse verwendet (log r, φ). Auf der rechten Seite der Abbildung wird ein nach Log-
Polar-Koordinaten transformiertes Amplitudenspektrum gezeigt.
6.4.6 Evaluierung des Verfahrens
Zuna¨chst wird das Verfahren an Bildern, die sich durch eine bekannte euklidischen Trans-
formation (Translation, Rotation, Skalierung) unterscheiden, getestet.
Aus einem hochaufgelo¨sten Bild werden zwei Bildauszu¨ge mit der Gro¨ße 256× 256 Pixels
geschnitten, siehe Abbildung 6.29. Die Transformation zwischen diesen Ausschnitten ist
gegeben und wird mit Hilfe des FFT-Verfahrens zuru¨ckgerechnet. Damit ko¨nnen die be-
rechneten Werten mit den bekannten richtigen Werten (“Ground Truth”) verglichen und
die Genauigkeit des Verfahrens, fu¨r z.B. verschiedene Rauschpegel oder unterschiedlich
große U¨berlappungsbereiche, evaluiert werden. Insbesondere werden die folgenden The-
men behandelt:
• Evaluierung des notwendigen minimalen U¨berlappungsbereiches zwischen den Bil-
dern,
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(a) (b) (c)
Abbildung 6.29: OriginalBild (a) und berechnete Bildausschnitte (b,c)
• Deﬁnition eines Gu¨ltigkeitskriteriums, das eine erfolgreiche Registrierung charakte-
risiert,
• Einﬂuss des Bildrauschens. Hierfu¨r wird ein weißes Rauschen mit verschiedenen
Sta¨rken (σ = 0, 50, 100, . . . , 600) zu den Bildausschnitten addiert.
Translation
Die ersten Untersuchungen evaluieren das Verfahren fu¨r zwei Bilder, die sich nur durch
eine Verschiebung (Tx, Ty) unterscheiden. Die Translation entlang der X-Achse (Tx) va-
riiert von -135 bis 135 Pixel in 5 Pixel-Schritten fu¨r die vorgegebenen Verschiebungen
Ty (Ty = −105,−90,−75, 0, 75, 90, 105). Dazu werden die Bildregistrierungsversuche fu¨r
zwo¨lf vordeﬁnierten Rauschpegel, na¨mlich fu¨r σ = 0, 50, 100, . . . , 600, wiederholt.
Die Bildtransformation wird mit dem FFT-Verfahren zuru¨ckgerechnet, wobei alle Para-
meter (Rotationswinkel, Skalierung, Verschiebung) und nicht nur die Verschiebung zu-
gelassen werden. Die Bilder in Abbildung 6.30 veranschaulichen diese Vorgehensweise.
Die Bilder (a) und (b) stellen zwei FFT-Registrierungsergebnisse fu¨r eine Verschiebung
((Tx, Ty) = (115, 105)) zwischen den Bildausschnitten. Die Bilder in (a) wurden nicht
gesto¨rt, wa¨hrend in (b) ein Rauschen mit σ = 600 addiert wurde.
(a) (b)
Abbildung 6.30: Registrierungsbeispiel zweier Bildausschnitte, ohne ku¨nstliches Rauschen
(a) und mit ku¨nstlichem Rauschen (b)
In Abbildung 6.31(a) sind die Fehler, die bei der Berechnung von Tx mit Ty = 0 fu¨r
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alle Rauschenssta¨rken verursacht wurden, zusammengestellt. Eine erfolgreiche Registrie-
rung wird fu¨r den Bereich Tx = [−125; 125] unabha¨ngig von der Rauschsta¨rke erreicht.
Die Fehler betragen ein bis zwei Pixel und der minimale U¨berlappungsbereich entspricht
51% der gesamten Bildﬂa¨che. Der Einﬂuss des Rauschens kann erst nach der Analyse der
Werte des Nadelimpulses, in Abbildung 6.31(b) dargestellt, erfasst werden. Fu¨r eine ge-
gebene Verschiebung sinkt der Impulswert bei steigendem Rauschen. Fu¨r Tx = 5 variiert
der Impulswert beispielsweise von 4500 bis zu 1400. Das Flacherwerden der Peak-Kurve
bedeutet, dass die Unterscheidung zwischen einer erfolgreichen und einer fehlenden Regi-
strierung schwieriger und unsicherer wird.
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Abbildung 6.31: Berechnungsfehler von Tx (Ty = 0)(a) und entsprechende Werte des Na-
delimpulses (b)
Fu¨r die weiteren Verschiebungen Ty = 75, 90, 105 kann ein a¨hnliches Verhalten des Verfah-
rens beobachtet werden. Die Fehler behalten eine Gro¨ßenordnung von 1 bis 2 Pixeln und
der minimale U¨berlappungsbereich sinkt in einigen Fa¨llen bis zur 32% (Ty = 105;Tx =
115), siehe Abbildung 6.32.
Die Ergebnisse, wie in Abbildung 6.33 dargestellt, fu¨r eine negative Verschiebung in Y -
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Abbildung 6.32: Berechungsfehler von Tx mit Ty = 75 (a) und Ty = 105 (b)
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Richtung sind wesentlich schlechter. Dabei wird fu¨r Ty = −75 der Bereich einer gu¨ltigen
Registrierung wesentlich kleiner. Fu¨r Ty = −105 ko¨nnen nur Bilder ohne Rauschen re-
gistriert werden, siehe Abbildung 6.33. Das Verfahren reagiert hier extrem empﬁndlich.
Dieses Problem spiegelt sich auf die Werte des Nadelimpulses, in Abbildung 6.34 darge-
stellt, deutlich wieder. Die Impulswerte sind insgesamt viel niedriger als fu¨r Ty positiv,
und sinken sehr schnell ab.
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Abbildung 6.33: Berechungsfehler von Tx mit Ty = −75 (a) und Ty = −105 (b))
Die Erkla¨rung dafu¨r ist auf dem Bildinhalt zuru¨ckzufu¨hren. Fu¨r Ty < 0 werden die Bildaus-
schnitten aus dem unteren Bereich des urspru¨nglichen Bildes genommen, siehe Abbildung
6.30. Dieser Bereich ist wenig strukturiert und besteht aus einer uniformen Region, dem
Sandboden. Im Gegensatz dazu beinhalten die Bildausschnitte fu¨r Ty > 0 unterschiedli-
che, eindeutige Regionen, Steine des Tempels, Ba¨ume, Himmel, die die Bildregistrierung
unterstu¨tzen und sehr gute Ergebnissen trotz hoher Rauschwerte ermo¨glichen.
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Abbildung 6.34: Berechungsfehler von Tx mit Ty = −75 (a) und Ty = −105 (b)
Rotation
In diesem Abschnitt wird zuna¨chst die Berechnung des Rotationswinkels untersucht. Hierfu¨r
werden die Bildausschnitte in ihren Zentren von −90 bis 90 Grad gedreht, und, wie fu¨r
die Translation, der berechnete Winkel mit dem urspru¨nglichen Winkel verglichen. Ab-
bildung 6.35 zeigt zwei Bildausschnitte fu¨r einen Rotationswinkel von 50 Grad und das
entsprechende Registrierungsergebnis.
(a) (b) (c)
Abbildung 6.35: Registrierung zweier um 50 Grad gedrehte Bilder
Die Winkelfehler sind allgemein relativ klein und bleiben unter 1 Grad fu¨r Rotationswinkel
von -20 bis zu 80 Grad. Dieses Ergebnis spiegelt sich in den Werten des Nadelimpuls wieder,
siehe Abbildung 6.36. Kleine Fehler stimmen mit hohen Peak-Werten u¨berein und ko¨nnen
hiermit die Gu¨te der Registrierung charakterisieren.
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Abbildung 6.36: Berechnungsfehler der Rotationswinkel (a) und entsprechende Werte des
Nadelimpulses (b)
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Skalierung
Fu¨r die U¨berpru¨fung der Registrierungsergebnisse nach einer Skalierung wird ein Ansatz
verwendet, der dem Ansatz bei Behandlung einer Rotation a¨hnelt. Bildausschnitte werden
mit Skalierungsfaktoren zwischen 1 bis 2 erzeugt und aufeinander registriert. Ein Beispiel
ist in Abbildung 6.37 fu¨r einen Skalierungsfaktor von 1.7 veranschaulicht.
(a) (b) (c)
Abbildung 6.37: Registrierungsbeispiel mit einer Skalierung S = 1.7
Die Skalierungsfehler und die Werte des Nadelimpulses werden in Abbildung 6.38 (a) bzw.
(b) dargestellt. Das Verfahren liefert bis zur einer Skalierung von 1.85 gute Ergebnisse.
Fu¨r die Skalierung kann ein a¨hnlicher Einﬂuss des Rauschens, wie bei den vorherigen
Untersuchungen beobachtet werden.
Untersuchungen mit Videosequenzen
In Abbildung 6.39 sind Bilder einer Videosequenz, bei der die Kamera um die Stativachsen
gedreht wurde, dargestellt.
Die Bilder sind teilweise unterschiedlich beleuchtet und an Kanten tritt der Kammef-
fekt unterschiedlich stark auf. Die Ergebnisse sind insgesamt bemerkenswert, da zwischen
diesen Bildern nur ein kleiner u¨berlappender Bereich (ca. 45%) vorhanden ist. Die Regi-
strierung, siehe 6.39(a)+(c), hat nicht funktioniert, da zu wenig Gemeinsamkeit zwischen
den Bildern vorliegen.
In Abbildung 6.40 wurde die Kamera in der Hand gehalten und Szenea¨nderungen vorge-
nommen, indem einige Stellen der Fahrzeugtu¨r durch den Arm eines Betrachters verdeckt
wurden. Der u¨berlappende Bereich der Bilder ist teilweise extrem klein und betra¨gt bei
der Registrierung Abbildung 6.40(b) und (g) etwa 30%. Das Verfahren liefert jedoch trotz
Szenena¨nderungen gute Ergebnisse und verha¨lt sich insgesamt sehr robust.
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Abbildung 6.38: Berechnungsfehler des Skalierungsfaktors S (S = 1, 1.1, . . . , 2)
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(a) (b) (c) (d)
(a)+(b) (b)+(c) (c)+(d)
(b)+(d) (a)+(c)
Abbildung 6.39: Bildfolge mit Kameradrehung um Stativachse
(a) (b) (c) (d) (e) (f) (g)
(b)+(d) (b)+(g)
(a)+(b) (b)+(f) (b)+(e)
Abbildung 6.40: Registrierung mit freien Drehungen und Szenena¨nderungen
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Ableitung eines Gu¨tekriteriums der Bildregistrierung
Die Phasenkorrelation bietet den Vorteil, dass der Nadelimpuls ein Gu¨tekriterium u¨ber die
Validita¨t der Registrierung liefert. Hierfu¨r wird der Mittelwert m¯p und die Standardab-
weichung σp u¨ber alle Werte berechnet und u¨berpru¨ft, ob das Maximum, der Nadelimpuls
Np, eindeutig deﬁniert ist. Eine eindeutige Deﬁnition des Maximums liegt vor, wenn es
sich von dem Mittelwert unterscheidet, d.h. folgender Test: Mp > k.σp + m¯p erfu¨llt wird.
Der Faktor k wurde fu¨r die Implementierung des Verfahrens auf den Wert drei gesetzt.
0
50
100
150
020
4060
80100
120140
0
50
100
150
200
250
(a) (b)
Abbildung 6.41: Registrierungsbeispiele mit Tx = 80, Ty = 80 und Rotationswinkel φ = 45
Grad (a); Dreidimensionale Darstellung der Fourier-Inverstransformation (b)
Abbildung 6.41(a) zeigt eine erfolgreiche Bildregistrierung mit einem sehr kleinen U¨berlap-
pungsbereich. Der Nadelimpuls wurde richtig lokalisiert und liefert die korrekten Kompo-
nenten der Rotation und des Verschiebungsvektors zuru¨ck. Dennoch zeigt die 3D-Darstellung
der Inverstransformation des Kreuzleistungsspektrums wie unsicher dieses Ergebnis ist.
Der Nadelimpuls ist von den anderen Werte kaum zu unterscheiden. Ein solches Ergebnis
wird durch das vorherige Validita¨tskriterium ausgeschlossen.
6.4.7 Bildung von Bildmosaiken
Weitere Untersuchungen wurden mit einer erho¨hten Bildanzahl durchgefu¨hrt, wobei aus
den Bildern Bildmosaike gewonnen wurden. Das FFT-Registrierungsverfahren liefert auch
in diesem Fall trotz problematischer Beleuchtungsverha¨ltnissen sehr gut Ergebnisse der
“Out-door”-Szene, siehe Abbildung 6.42.
Das in Abbildung 6.43 dargestellte Bildmosaik wurde auf die gleiche Weise erzeugt.
Abbildung 6.44 zeigt das Ergebnis eines Bildmosaik, das in Echtzeit u¨ber eine lange Vi-
deosequenz gebildet wurde.
Hierzu wurden die Bildsequenz “Labor” entsprechend Abschnitt 6.3.11 ausgewa¨hlt. Die
Kamera war bei der Aufnahme auf einem Stativ befestigt und die Rotation erfolgte um
die x− und y− Achse. Da das Phasen-Korrelations-Verfahren nur euklidische Transfor-
mationen einsetzt und bei der Aufnahme der Bilder kein “Zoom” verwendet wurde, sind
die Bilder hauptsa¨chlich aufeinander verschoben worden. Das Ergebnis sieht korrekt aus,
da die Objekte in einer großen Entfernung zur Kamera stehen. Dennoch wird bei dem
Vergleich mit den Ergebnissen des intensita¨tsbasierten Verfahrens, siehe Abbildung 6.23,
deutlich, dass die perspektivische Verzerrung nicht beachtet wurde.
Das Bildmosaik in Abbildung 6.45 wurde ebenfalls mit der Phasenkorrelationsmethode
erzeugt.
6.4. FOURIERBASIERTE BILDREGISTRIERUNG 134
(a) (b) (c)
Abbildung 6.42: Bildmosaik (Olympia, ArcheoGuide-Projekt)
Abbildung 6.43: Bildmosaik mit Phasenkorrelationsverfahren
Die zu registrierenden Bilder stammen aus der Videosequenz von Abbildung 6.18 im Ab-
schnitt 6.3.10. Die Objekte (Tische, Stu¨hle) sind hier na¨her an der Kamera und die An-
nahme der Registrierung mit einer euklidischen Transformation ist nicht mehr gu¨ltig. Zur
korrekten Registrierung wird hier eine projektive Transformation beno¨tigt. Das Verfahren
ist jedoch robust genug, um die optimale Verschiebung zu ﬁnden.
6.4.8 Vergleich mit dem intensita¨tsbasierten Verfahren
Die Ergebnisse des intensita¨tsbasierten Verfahrens ko¨nnen wie folgt zusammengefasst wer-
den:
1. Das Verfahren erfasst die richtige (projektive) Bildtransformation.
2. Die Echtzeit-Performanz kann nur mit einer minimalen Parametrisierung erreicht
werden. In der Praxis werden die Parameter auf zwei begrenzt (Kamera auf einem
Stativ).
3. Die Echtzeit-Bildregistrierung ist durch Bildpyramiden und starke Datenreduktion
mo¨glich.
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Abbildung 6.44: Echtzeit-Tracking mit FFT-basierter Bildregistrierung
Abbildung 6.45: Fehlerhafte Bildung einer Bildmosaik aufgrund 2D-Euklidischen Trans-
formationen und starken Kamerarotationen
4. Muster, die sich im Bild wiederholen, verursachen lokale Minima. Eine automatische
Registrierung ist dann oft nicht mo¨glich.
5. Der U¨berlappungsbereich zwischen den Bildern muss groß sein (etwa 80%). Das
Verfahren kann von daher nur fu¨r kontinuierliche Bildfolgen eingesetzt werden. Bei
kleineren U¨berlappungsbereichen mu¨ssen die Startwerte nah zur endgu¨ltigen Lo¨sung
stehen.
Das fourierbasierte Verfahren hat sich insgesamt als sehr robust erwiesen. Die wichtigsten
Eigenschaften des Verfahrens sind die folgenden:
1. Die Bildtransformation ist eine 2D-euklidische Transformation.
2. Es werden keine Initialisierungswerte beno¨tigt, d.h. die Registrierung erfolgt voll
automatisch.
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3. Der u¨berlappende Bildbereich kann relativ klein sein. Eine korrekte Registrierung
konnte mit einem gemeinsamen Bereich von nur 35 − 50% erzielt werden. Dadurch
zeigte das Verfahren auch gute Ergebnisse bei geringen Szenea¨nderungen.
4. Ein Gu¨tekriterium der Registrierung ist durch den Nadelimpuls des Kreuzleistungs-
spektrums gegeben.
Da die Zuverla¨ssigkeit und Robustheit des fourierbasierten Verfahrens wesentlich gro¨ßer
ist, wurde es fu¨r das markerlose Trackingsystem, im Abschnitt 6.1.2 vorgestellt, aus-
gewa¨hlt.
6.5 Bild-Selektion
6.5.1 Das Bild-Selektionsmodul
Das Trackingsystem soll, um einen gro¨ßeren Anwendungsbereich anbieten zu ko¨nnen, auf
Basis mehrerer Referenzbilder arbeiten. Da die Bildregistrierung einen aufwendigen Pro-
zess darstellt und dennoch Echtzeit-Tracking auf tragbaren Rechnern erreicht werden soll,
wurde ein Pre-Selektionsmobul eingefu¨hrt. Die Aufgabe dieses Moduls ist die a¨hnlichste
Ansicht aus einer Menge von mehreren Referenzbildern zu selektieren und fu¨r die Bildre-
gistrierung bereit zu stellen.
Dieses Modul muss sehr eﬃzient sein, da die Anzahl der Referenzbilder nicht die Perfor-
mance des Systems beeintra¨chtigen soll. Die Anwendung des FFT-Registrierungsverfahrens
fu¨r das Bild-Selektionsmodul ist ohne weiteres nicht mo¨glich, da jedes zusa¨tzliche Refe-
renzbild eine Halbierung der Echtzeit-Leistung bedeutet. Daru¨ber hinaus wird bei jeder
Bildregistrierung die komplette Transformation berechnet, die fu¨r die Pre-Selektion nicht
notwendig ist. Um eine hohe Verfahrensgeschwindigkeit zu realisieren, sollen in dieser
Etappe lediglich die Bildinhalte verglichen werden.
Der Bereich der inhaltsbasierten Bildselektion ist als Content-based Image Retrieval in der
Literatur bekannt. Das grundlegende Prinzip der verwendeten Methoden ist die Deﬁni-
tion und der Vergleich verschiedener Bilddeskriptoren, die aussagekra¨ftige Bildmerkmale
darstellen. Dies beinhaltet z.B. die Repra¨sentation der Bildfarbe u¨ber ein Histogramm
oder die Extraktion von uniformen Bildregionen. Die statistische und ra¨umliche Beschrei-
bung der Bilddeskriptoren ermo¨glicht die Bestimmung einer Distanz, die die A¨hnlichkeit
der Bildinhalte charakterisiert. Die zwei bekanntesten inhaltsbasierten Systeme sind das
QBIC- [36] und das VIRAGE-System [1].
Aufgrund der Bildregistrierung stehen schon die Fourierkoeﬃzienten der Bilder zur Verfu¨gung.
Diese beschreiben ebenfalls den Bildinhalt und ko¨nnen daher fu¨r die Bildselektion genutzt
werden [78]. Eine fourierbasierte Methode weist in diesem Fall den Vorteil auf, daß keine
neuen Merkmale bestimmt werden mu¨ssen.
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Abbildung 6.46: U¨bersicht der neuen Trackingarchitektur
Die am Anfang des Kapitels vorgeschlagene Architektur wird leicht modiﬁziert, in dem
das “Selektionsmodul” eingefu¨hrt wird. Eine U¨bersicht der wichtigsten Tracking-Module
ist Abbildung 6.46 gegeben.
6.5.2 Fourierbasierte Bildselektion
Die Selektion des passenden Referenzbildes muss selbstversta¨ndlich unabha¨ngig von dessen
Rotation, Skalierung und Verschiebung sein. Im Abschnitt 6.4 wurde gezeigt, dass die Log-
Polar-Amplitudenspektren der Bilder unabha¨ngig von der Translation sind und dass sich
Rotation und Skalierung auf einen Verschiebungsvektor reduzieren lassen, siehe Gleichung
6.20.
An dieser Stelle werden zur Datenreduzierung und Erstellung einer Rotation und Skalie-
rung unabha¨ngige Bildsignatur-Methoden, die der Methode des intensita¨tsbasierten Regi-
strierungsverfahren a¨hneln, siehe Abschnitt6.3, angewendet.
Die Projektion des Log-Polar-Amplitudenspektrums M(s, φ) auf die zwei Achsen (s, φ)
erzeugt zwei 1D-Signaturen S(s) und S(φ), die jeweils von φ beziehungsweise s unabha¨ngig
sind. Dabei stellt s den Skalierungsfaktor dar und wird durch die Gleichung s = log(r)
beschrieben. Die Berechnung der Signaturen S(s) und S(φ) erfolgt wie folgt:
S(s) =
∑
φ
M(s, φ) (6.22)
und
S(φ) =
∑
s
M(s, φ) (6.23)
Ein wesentlicher Vorteil dieser Vorgehensweise ist, dass beide Signaturen auf Grund der
Datenreduktion aus nur wenig Koeﬃzienten bestehen. Wie bei dem intensita¨tsbasierten
Verfahren kann damit der Bildvergleich stark beschleunigt werden.
Nach der Berechnung von S(s) und S(φ) muss der A¨hnlichkeitswert fu¨r die zwei gegebenen
Bilder fi und fj bestimmt werden. Dafu¨r wird die euklidische Distanz zwischen den Vek-
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toren Si(s) und Sj(s) einerseits und zwischen Si(φ) und Sj(φ) andererseits berechnet. Der
endgu¨ltige A¨hnlichkeitswert Dij wird gewonnen, indem der Mittelwert beider Distanzen
gebildet wird. Mathematisch beschrieben ist Dij wie folgt deﬁniert:
Dij =
1
2
(
√∑
s
(Si(s)− Sj(s))2 +
√∑
φ
(Si(φ)− Sj(φ))2) (6.24)
Mit dieser Methode kann jedes Live-Videobild mit allen Referenzbildern verglichen und
jeweils der A¨hnlichkeitswert D berechnet werden. Als Referenzbild fu¨r die Bildregistrierung
wird das Bild mit dem kleinsten Koeﬃzient D ausgewa¨hlt.
6.5.3 Ergebnisse
Die fourierbasierte Pre-Selektionsmethode wird anhand Abbildung 6.47 veranschaulicht
und getestet.
Abbildung 6.47: Testbeispiel des FFT-Selektionsmoduls
Die Referenzbilder bestehen aus neun Ansichten einer Computer-Tastatur. Die linke Spalte
entha¨lt vier Bilder, die als Datenquelle fungieren. In der Mitte sind alle Referenzbilder
dargestellt. Die Ergebnisse der Selektion und der Registrierung sind in der rechten Spalte
abgebildet.
Trotz der starken Drehungen, die in den Quellbildern vorhanden sind, wurden mit Hilfe
des beschriebenen Registrierungsverfahrens die Bilder entsprechend der optimalen U¨ber-
lagerung ausgewa¨hlt und erfolgreich registriert.
6.6 Anwendungen und Evaluierungen
6.6.1 Anwendungsszenario I: Grab and Edit
Das erste Anwendungstool ermo¨glicht, aus einem Live-Videostrom ein Referenzbild festzu-
halten, 2D-Informationen, wie beispielsweise Text oder Overlays auf dem Bild zu editieren
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und das Ergebnis zu speichern. Das Tracking kann anschließend eingeschaltet werden und
die Informationen auf die Live-Bilder u¨bertragen werden. Somit ko¨nnen beispielsweise
Dokumente oder Notizen im Raum oder an bestimmte Objekte angeha¨ngt werden. Das
System la¨uft mit einem Framerate von 20 Hz auf einem PC mit 550 MHz CPU.
6.6.2 Anwendungsszenario II: AR fu¨r den mobilen Einsatz und Au-
ßenanwendungen
Das ArcheoGuide Projekt
Das Projekt ArcheoGuide (Augmented Reality based Cultural Heritage On-site GUIDE)
wurde von der europa¨ischen Union ﬁnanziert (Projekt IST-1999-11306) und wurde fu¨r
den Zeitraum von Januar 2000 bis Oktober 2002 bewilligt. Neben dem Fraunhofer-IGD
sind das Zentrum fu¨r Graphische Datenverarbeitung (Darmstadt), CCG (Portugal), die
Firma Intracom (Griechenland), Post Reality (Griechenland), A&C 2000 (Italien) und das
griechische Kulturministerium beteiligt.
(a) (b) (c)
Abbildung 6.48: Test des ArcheoGuide-Prototypes
Das ArcheoGuide-System stellt ein mobiles, multimediales Informationssystem dar, das
dem Besucher archa¨ologischer Sta¨tten neue Wege der Wissensvermittlung ero¨ﬀnet. Durch
ein mobiles Endgera¨t werden ihm multimediale Informationen (Bild, Text und Ton) orts-
abha¨ngig bereitgestellt. Zusa¨tzlich werden mit Hilfe von Augmented-Reality-Technologien
virtuelle Monumente in eine Datenbrille lagerichtig in der Umgebung eingeblendet. Der
Besucher blickt so beispielsweise auf eine Ruine, wa¨hrend der Computer ihm die virtuell
rekonstruierten Geba¨ude in ihrer urspru¨nglichen Pracht pra¨sentiert.
Die mobile Rechnereinheit stellt die zentrale Komponente des Systems dar. Sie wird in
einer Schultertasche getragen und beinhaltet zusa¨tzlich zu einem kleinen Rechner ein Head-
Mounted-Display (HMD) mit Kamera und ein GPS-System, das als Navigationshilfe dient,
siehe Abbildung 6.48(a). Das HMD u¨bernimmt die Funktionalita¨t eines Fernglases, in dem
3D-virtuelle Informationen eingeblendet werden, siehe Abbildung 6.48(b).
Mit dieser Ausru¨stung kann der Besucher an bestimmten, vordeﬁnierten “AR- Stationen”
z.B. virtuelle Geba¨ude oder 3D-Animationen von Sportka¨mpfen, wie in Abbildung 6.49
dargestellt, betrachten.
Da an historischen Sta¨tten in der Regel keine besonderen Sendestationen angebracht oder
optische Vera¨nderungen durch Anbringen zusa¨tzlicher Markierung durchgefu¨hrt werden
du¨rfen, wurde dieses Problem mit der entwickelten “Tracking mit Referenzbilder”-Methode
gelo¨st.
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(a) (b) (c)
Abbildung 6.49: Drei View-Points von (a) Philipeon (b) Hera Tempel und (c) Stadium
mit einem Diskuswerfer
Das Tracking wurde auf dem Gela¨nde vom Olympia getestet und evaluiert [4, 27, 24, 89,
25]. Als Rechnerplattform wurde in diesem Fall ein Laptop (Toshiba, 800 Mhz) verwendet.
Die Videobilder wurden von einer USB-Kamera aufgenommen, wobei eine Auﬂo¨sung von
320× 240 Pixel bei einer Framerate von 15 Hz gewa¨hlt wurde.
Die entwickelte Applikation la¨uft komplett in Echtzeit mit der genannten Framerate. Die
Augmentierungen bestehen aus 2D-Gif-Bildern und Gif-Animationen, die fu¨r die jeweiligen
AR-Stationen mit hoher Auﬂo¨sung vorgeneriert wurden. Abbildung 6.48 zeigt beispiels-
weise eine Aufnahme vom HMD des Benutzer vor Ort, bei der ein virtueller Diskuswerfer
neben einem Tourist eingeblendet wird. Eine komplette Videosequenz, die die Robustheit
des Trackings u¨ber la¨ngere Zeit demonstriert, wird durch Abbildung 6.50 pra¨sentiert.
Das ArcheoGuide-System wurde mit dem Grand-Prix des Jury und der Prix fu¨r “Lear-
ning/Education” vom Laval-Virtual Festival 2002 pra¨miert.
6.6.3 Anwendungseinschra¨nkungen des markerlosen Echtzeit-Trackings
Auf Grund des fourierbasierten Verfahrens bleibt die Bildregistrierung auf eine 2D-eukli-
dische Transformation beschra¨nkt. Damit ko¨nnen nur spezielle Kamerabewegungen, die
hauptsa¨chlich aus einer Kamerarotation resultieren, erfasst werden. Solche Kamerabe-
wegungen liegen beispielsweise bei Verwendung einer Kamera auf einem Stativ oder ei-
ner HMD-Anwendung mit bekannter Benutzerposition vor. In diesem Fall ist ohne die
Stu¨tzung von Markern mo¨glich, die Benutzerbewegungen zu verfolgen und die Umgebung
mit zusa¨tzlichen virtuellen Objekten zu erweitern.
Eine Schwierigkeit fu¨r das System stellen zur Zeit noch starke Beleuchtungsunterschiede
zwischen dem Referenzbild und dem aktuellen Videobild dar. Durch die Vera¨nderung
des Sonnenstandes und der Beleuchtungsintensita¨t werden im Bezug auf das Referenzbild
andere Schatten erzeugt, die die Bildregistrierung sto¨ren ko¨nnen.
Die im Projekt ArcheoGuide durchgefu¨hrten Evaluierungen haben dennoch gezeigt, dass
sehr gute Ergebnisse erzielt werden konnten. Besondere Bildstrukturen, wie beispielsweise
die Tempelsa¨ulen des Hera-Tempels, in Abbildung 6.44 pra¨sentiert, stellten eine starke
Struktur dar, wodurch die Registrierung stabilisiert wird. Schnelle ru¨ckartige Kamerabe-
wegungen stellen auf Grund der Stu¨tzung mit Referenzbildern kein Problem mehr dar.
In der Applikation konnte der Benutzer seine Position problemlos um ca. einen Meter
nach vorne bzw. nach hinten verlagern, siehe Abbildung 6.49(b). Die Bewegungen wurden
durch den Skalierungsfaktor abgefangen. Als fu¨r das Verfahren kritisch stellten sich jedoch
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Abbildung 6.50: Live Videosequenz vom View-Point “Philipeon-Tempel”
seitliche Bewegungen, die den stabilen Bereich eines halben Meters u¨berschritten, heraus.
6.7 Zusammenfassung
In diesem Kapitel wurde eine Lo¨sung des markerlosen optischen Trackings pra¨sentiert.
Insbesondere wurde zuerst die Notwendigkeit einer sogenannten Stu¨tzung fu¨r optische
Trackingsysteme dargelegt und anschließend das Konzept des Trackings auf Basis von
Referenzbildern abgeleitet. Den Kern dieser neuen Technologie stellt die Bildregistrie-
rung dar. Nach Analyse der mo¨glichen Ansa¨tze wurden zwei Vorgehensweisen ausgewa¨hlt
und im Detail entsprechend der Zielsetzung evaluiert. Die fourierbasierte Lo¨sung liefer-
te die besseren Ergebnisse und ermo¨glichte eine praktische Umsetzung des vorgestellten
Trackingkonzeptes. Ein Modul zur schnellen Bild-Selektion (image retrieval) wurde ent-
wickelt und implementiert und damit das Tracking auf Basis mehrerer Referenzbilder
erweitert. Das gesamte Trackingsystem wurde fu¨r Mobil- und Outdoor-AR-Anwendungen
im Rahmen des ArcheoGuide-Projektes eingesetzt und ist in der Lage, Live-Videos mit
einer Bildrate von 20 Hz um virtuelle Objekte zu erweitern.
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Kapitel 7
Zusammenfassung und Ausblick
7.1 Zusammenfassung
Im Rahmen dieser Arbeit wurden Computer-Vision-basierte Kalibirerungs- und Tracking-
verfahren fu¨r Augmented-Reality-Anwendungen entwickelt und evaluiert.
Fu¨r Oﬄine-Anwendungen wurden insbesondere neue Methoden zur Berechnung der Ka-
meraposition und -orientierung auf Basis von 3D-Punkten umgesetzt und anhand ausfu¨hr-
licher Simulationen verglichen. Die besten Algorithmen wurden in das Tool CamCal, einem
Tool zur Kalibrierung und Erweiterung einzelner Bilder, integriert. Anschließend wurden
auf Basis von Verfahren aus dem Bereich structure and motion neue Methoden zur Er-
weiterung von Bildsequenzen entwickelt. Diese Methoden besitzen den Vorteil, dass auf
3D-Punktdaten verzichten werden kann und die beno¨tigten Informationen allein aus den
Bildern extrahiert werden ko¨nnen. Mit Hilfe der implemtierten Algorithmen ko¨nnen so-
wohl planare als auch nicht-planare Szenen behandelt werden. Daru¨ber hinaus wurde ein
neues Verfahren mit dem Name Calibration Propagation konzipiert und umgesetzt. Die
Zielsetzung dieses Verfahrens besteht darin, die intrinsischen Kameraparameter eines un-
bekannten Bildes auf Basis eines zweiten Bildes, fu¨r welche alle Kameraparameter bekannt
sind, zu kalibrieren und mit virtuellen Objekten zu erweitern. Das Verfahren wurde Ca-
libration Propagation genannt, da die Kalibrierungsdaten von einem kalibrierten auf ein
unkalibriertes Bild u¨bertragen werden. Durch dieses Verfahren ko¨nnen in einer Bildsequenz
sowohl Position und Orientierung als auch der Zoomfaktor einer Kamera gea¨ndert werden,
ohne dass weitere Informationen als die Bilder fu¨r die Ru¨ckgewinnung aller erforderlichen
Parameter beno¨tigt werden.
Fu¨r die Bearbeitung kompletter Videosequenzen wurde ein Automatisierungsmechanis-
mus zur Bestimmung der 2D-Punktposition u¨ber allen Bildern entwickelt. Das Verfahren
basiert auf eine interaktive Initialisierungsphase, in der eine 3D-Rekonstruktion der zu
verfolgenden Punkte vorgenommen wird. Anschließend werden in einer Trackingschlei-
fe die 3D- rekonstruierten Punkten rekursiv in die Bilder der Videosequenz reprojiziert
und ihre 2D-Position mit Hilfe einer Subpixel- Korrelationsmethode bestimmt. Der 3D-
Kamerapfad wird von Bild zu Bild berechnet und anschließend mit einem globalen Op-
timierungsalgorithmus, auch Bundle Adjustment genannt, u¨ber die ganze Videosequenz
verfeinert. Eine robuste Methode, die auch sogenannte outliers zula¨sst, konnte auf Basis
von M-Estimatoren erzielt werden.
Im Bezug auf optisches Echtzeit-Tracking wurde ein marker-basierter Ansatz verfolgt.
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Ein neues Verfahren, das auf einem Punkt-zur-Linie- Distanzminimierungsverfahren ba-
siert [23], konnte sowohl die Genauigkeitsanforderung erfu¨llen als auch gute Echtzeit-
Performance vorweisen. Weitere Tracking-Methoden wurden im Rahmen des VBT-Systems
entwickelt. Das VBT-System basiert auf der Verwendung von sowohl schwarz-weißen als
auch farbigen Markern und kann auf einem Laptop mit herko¨mmlichen Kameras betrieben
werden.
Da bei Out-Door-Anwendungen die Entfernungen zur Szene und den dazugeho¨rigen Ob-
jekten zu groß sind, kann bei diesen Anwendungen nicht mehr auf Marker zur Trackingun-
terstu¨tzung zuru¨ckgegriﬀen werden. Fu¨r dieses Problem wurde ein markerloses Tracking-
verfahren fu¨r mobile und Out-Door-AR-Systeme entworfen und entwickelt [28, 22, 27, 24,
89, 25]. Im Rahmen der Arbeit wurde zuerst der Begriﬀ der Stu¨tzung fu¨r optische Tracker
eingefu¨hrt und deﬁniert. Die Stu¨tzung wird u¨blicherweise von Markern gegeben und wurde
fu¨r das markerlose Tracking durch Bilder der Umgebung zur Verfu¨gung gestellt. Diese Bil-
der stellen die Referenzbilder des Trackings dar und, werden kalibriert und anschließend
mit virtuellen Informationen erweitert. Wa¨hrend der Laufzeit wird das Live-Videobild mit
allen gespeicherten Bildern verglichen, das Bestpassende selektiert und anschließend die
Transformation vom Referenzbild zum Live-Video-Bild mit Hilfe von Bildregistrierungs-
verfahren berechnet. Das Registierungsverfahren wurde im Rahmen dieser Arbeit intensiv
erforscht, wobei Ansa¨tze auf Intensita¨ts- und Fourierbasis ausgewa¨hlt und implementiert
wurden. Das Tracking konnte mit dem Fourier-Ansatz erfolgreich umgesetzt und demon-
striert werden.
7.2 Ausblick
Als Ausblick werden in diesem Abschnitt verschiedene Themen fu¨r weitere mo¨gliche For-
schungsarbeiten vorgestellt. Das erste Forschungsgebiet beinhaltet das bildbasierte Online-
Tracking ohne Marker. In diesem Bereich besteht Forschungsbedarf, um die Verfahren zur
vollsta¨ndigen Bestimmung der 3D-Kameraposition und -orientierung zu optimieren. Eine
Mo¨glichkeit besteht darin, nicht mehr Bilder der Umgebung, sondern ein 3D-texturiertes
Modell als Stu¨tzung fu¨r das Tracking zu verwenden und aus diesem Modell alle Positions-
und Orientierungsparameter der Kamera zu ermitteln.
Weiterer Forschungsbedarf existiert auch auf dem Gebiet des hybriden Trackings. In Kom-
bination mit den vorgestellten optischen Verfahren ko¨nnen weitere Sensoren angewendet
und dadurch das Tracking weiter verbessert werden. Durch Inertial-Sensoren ko¨nnen bei-
spielsweise Positions- und Orientierungswerte auch bei Verdeckung eines Großteils der
Szene an das AR-System weitergegeben werden.
Abschließend sei als mo¨gliches Forschungsgebiet das Thema selbstlernende Trackingver-
fahren genannt. Durch die Weiterentwicklung des Systems in diesem Bereich ko¨nnte das
Trackingsystem autonom in einer Initialisierungsphase oder wa¨hrend der Laufzeit die Da-
ten erfassen, die fu¨r die Erweiterung der Bilder beno¨tigt werden. Durch diese Technik
ko¨nnen Flexibilita¨t und Nutzbarkeit des Trackingsystems vergro¨ßert und so auch, neue
Anwendungsgebiete fu¨r AR ero¨ﬀnet werden.
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