We describe modular lattices with 0 for which a counterpart of the property that minimal generating subsets of linear spaces are their bases is satisfied and those for which cardinalities of minimal generating sets are equal to the Goldie dimension. The results obtained on lattices are applied to modules.
Introduction
The Goldie dimension of a module M, denoted by GdimM, is defined as the supremum of all cardinalities λ such that M contains the direct sum of λ nonzero submodules. It is a very important invariant, which has many applications in the study of rings and modules. Obviously the Goldie dimension is a generalization of the linear dimension of linear spaces. More important for its applications in studies of rings and modules is that for a large class of modules (in particular for finite dimensional modules) the Goldie dimension satisfies a counterpart of the property that the linear dimension of a linear space is equal to the cardinality of an arbitrary basis of the space, understood as a maximal linearly independent subset of the space. A basis of a linear space can be also characterized as a minimal generating subset of the space. It is very natural to ask whether or how far this characterization can be extended to the Goldie dimension. The aim of this paper is to solve this problem.
The notion of the Goldie dimension can be smoothly extended [9, 10] to modular lattices with 0 and this context is for many reasons convenient for studies of its properties. Results obtained for lattices apply to the Goldie dimension as well as to the dual Goldie dimension of modules. Moreover lattice constructions allow to express some problems on rings and modules more clearly and help to solve them. This concerns not only the Goldie dimension but some related topics as well (cf. [1, 2, [11] [12] [13] ). Our main results are also obtained for modular lattices. We apply them later to the Goldie and dual Goldie dimension of modules.
In Section 2 we collect auxiliary results on the Goldie dimension of modular lattices with 0. In particular we recall some known notions and facts. Section 3 contains our main results. We introduce here generating subsets of lattices, which seem to be appropriate for getting the above mentioned characterization of the Goldie dimension, and study their properties. Next we obtain our main theorems describing lattices in which minimal generating subsets are bases and those in which the cardinality of every minimal generating subset is equal to the Goldie dimension. In Section 4 the results on lattices are applied to modules. Finally in Section 5 we consider the dual case, i.e., we apply the results obtained earlier to the dual Goldie dimension of lattices and modules. Thus the main theorems of this paper concern modular lattices and then they are applied to modules. Examples delimiting some results are given for modules to show that they cannot be extended further even in that particular situation.
All lattices considered in this paper are modular. For fundamental concepts and results on modular lattices we refer to [8] and for those concerning modules to [7] .
Preliminaries
Throughout the paper L stands for a modular lattice whose underlying partial order is denoted by ≤ and whose join and meet operations are denoted by ∨ and ∧, respectively. We assume that L has a least element 0. If L contains a greatest element it is denoted by 1. For given elements a ≤ b of L, we denote by [a, b] 
Recall that modularity of L means that the following modular law is satisfied: for arbitrary a, b, c ∈ L, c ∧ (a ∨ b) = a ∨ (c ∧ b) provided a ≤ c. It is well known that the modular law is equivalent to the following Isomorphism Theorem: for arbitrary a, b ∈ L, the map x → x ∧ b is an isomorphism of [a, a ∨ b] onto [a ∧ b, b] (the inverse isomorphism is y → a ∨ y).
The lattice dual to L will be denoted by L o . If one of lattices L or L o is modular, then so is the other. For every module M we will denote by L(M) the lattice of submodules of M. It is well known that it is a modular lattice.
Proposition 2.1 ([8])
. For arbitrary elements x 1 , . . . , x n of L the following conditions are equivalent:
(1) For every 1 
A set of nonzero elements of L whose all finite subsets satisfy the conditions of Proposition 2.1 is called independent.
It is clear that a set {N t | t ∈ T } of nonzero submodules of a module M is independent as a subset of L(M) if and only if the sum
The Goldie dimension, GdimL, of L is defined as the supremum of all cardinalities λ such that L contains an independent subset of cardinality λ. Obviously, for every module M, we have GdimM = GdimL(M). If λ is a finite cardinal, then L contains an independent subset consisting of λ elements. This property does not extend to all infinite cardinals. The problem of determining for which cardinals it holds for modules was discussed in detail in [5] . 
A submodule N of a module M is an essential submodule of M if and only if N is an essential element of L(M).
The following lemma plays a fundamental role in generalizing results on the Goldie dimension from modules to lattices. 
It is known [14] that the assumption b ∧ d = 0 in the above lemma cannot be omitted even when L = L(M), for a module
The following result gives the most fundamental characterizations of modular lattices with finite Goldie dimension.
Theorem 2.3 ([9], Theorem 5). The following conditions are equivalent
Let us observe that the set {u 1 , . . . , u n } appearing in Theorem 2.3 is a maximal independent subset of L. The following result extends Theorem 2.3 to the infinite case.
Theorem 2.4 ([10], Theorem 1). If U is a maximal independent subset of L and all elements in U are uniform, then for every independent subset S of L, card(S) ≤ card(U).
Remark 2.5. Theorem 2.4 can be obtained as a consequence of more general results from matroid theory [13] .
Theorem 2.4 implies that if U and U
′ are maximal independent subsets of L and they consist of uniform elements, then 
where R is one of the following rings:
where for each i, P i = P is a ring with unity. (2) R is the polynomial algebra in non-commuting indeterminates from a set X of cardinality ≥ 2 over a field F .
The former is a commutative ring if P is a commutative ring but it is not a domain (if R is a commutative domain, then R R is a uniform module), whereas the latter is a (non-commutative) domain.
The following simple observation shows in particular that if L has a basis, then every independent set of uniform elements of L can be extended to a basis of L.
Proposition 2.8. If L has a basis, then for every independent subset S of L, there exists a set X (which might be empty) of uniform elements of L such that S ∪ X is a maximal independent subset of L.
Proof. Applying Zorn's lemma we can find a maximal set X of uniform elements of L such that the set T = S ∪ X is independent. We will show that T is a maximal independent subset of L. If not, then there exists 0 ̸ = y ∈ L \ T such that the set T ∪ {y} is independent. Since L has a basis, there is a uniform element u of L such that u ≤ y. Let b y = u and b t = t for every t ∈ T . Take arbitrary distinct elements b w 1 , . . . , b w n , where w i ∈ T ∪ {y}. Obviously elements w 1 , . . . , w n are also distinct and b
is independent, which contradicts the maximality of X .
We conclude this section with some more specific results, which will be important in our further studies. 
Applying the modularity law and the inequality c ≤ u ∨ v we get that (2) Suppose that 0 ̸ = c 1 ≤ c. Proposition 2.9 applied to u = a, v = b and c 1 gives that the sublattice of L generated by such that a is a uniform element of L.
Main results
The notion of a basis of a modular lattice presented in the previous section seems to be an appropriate generalization of the notion of a basis of a linear space (understood as a maximal linearly independent subset of the space). In this generalization uniform elements play the role of nonzero elements (or one dimensional subspaces) of a linear space. A basis of a linear space can be characterized also as a minimal generating subset of the space. A subset S of a vector space V over a field F is a generating subset of V if and only if for every 0 ̸ = v ∈ V there is a finite subset
These motivate the following definition. Definition 3.1. We say that U ⊆ L is a generating subset of L if (1) U consists of uniform elements;
(2) For every nonzero element l ∈ L, there exists a finite subset S of U such that l ∧ (
The following proposition collects some straightforward properties of generating subsets.
Proposition 3.2. (1) Every basis of L is a generating subset of L; (2) A set of uniform elements of L is a basis of L if and only if it is an independent generating subset of L; (3) If L has a basis, then a set U of uniform elements of L is a generating subset of L if and only if for every uniform element u of L
there is a finite subset S of U such that u ∧ (
of uniform elements of L is a generating subset of L if and only if
 U is an essential element of L;
One may expect that, similarly to linear spaces, every minimal generating subset of L is a basis of L. This is not the case.
Namely, {a, b} is a minimal generating subset of the lattice L(a, b, c) but it is not a basis of this lattice. It turns out that, roughly speaking, this is the only lattice, which creates problems. Our first aim in this section is to describe lattices in which minimal generating subsets are bases.
We start with some results on generating subsets. 
The ''only if'' part is a direct consequence of (1). 
Since F is an arbitrary finite subset of U 2 and U 2 is a generating subset of [0, b], we get (x∨a)∧b = 0. Obviously x ∧ a = 0. Hence applying Proposition 2.1 once again we obtain that x ∧ (a ∨ b) = 0. However x ≤ a ∨ b, so x = 0, a contradiction. This proves the ''if'' part.
Applying Proposition 3.3 one easily gets the following. 
Corollary 3.4. In the notation of Proposition
3.3 (1) U 1 ∪ U 2 is
Proof. (1) is a straightforward consequence of Proposition 3.3(2).
Since a set of uniform elements of L is a basis if and only if it is an independent generating subset of L, to get (2) it suffices to show that if both sets U 1 and U 2 are independent, then so is U 1 ∪ U 2 . Hence it is enough to prove that if F is a finite subset of
We can assume without loss of generality that u ∈ U 1 . Since the set U 1 is independent, u ∧ (
F 2 satisfy the condition (2) in Proposition 2.1. Consequently they also satisfy the condition (1) in that proposition, which gives u ∧ ( Now we are ready to get our first main result.
Theorem 3.5. For every lattice L with a basis, the following conditions are equivalent (1) U is a minimal generating subset of L if and only if U is a basis of L;
(2) If u, v are uniform elements of L such that u ∧ v ̸ = 0, then u ∨ v is a uniform element of L; (3) L does
not contain a sublattice L(a, b, c) such that a is a uniform element of L.
Proof. Applying Proposition 2.11 for n = 1 we get that statements (2) and (3) are equivalent. Suppose now that U is a minimal generating subset but not a basis of L. Since it is not a basis, there exists u ∈ U and a finite subset X of U \ {u} such that (  X ) ∧ u ̸ = 0. Minimality of U implies that U \ {u} is not a generating subset of L, so there exists 0 ̸ = w ∈ L such that w ∧ (  F ) = 0 for every finite subset F of U \ {u}. On the other hand, since U is a generating subset of L, there exists a finite subset V of U \ {u} such that ((
Hence, since u is a uniform element, c ∧ u = 0. Applying Proposition 2.9 we get that the sublattice of L generated by L(a, b, c) . Now, since 0 ̸ = v ∧ u ≤ b ≤ u and u is a uniform element of L, b is a uniform element of L. By Remark 2.10, a is also a uniform element of L, so (3) does not hold. Consequently (3) implies (1).
Assume that (1) holds, u, v are uniform elements of L and u ∧ v ̸ = 0. Applying Lemma 2.8 we can find a set X of uniform elements of L such that T = {u∨v}∪X is a maximal independent subset of L. Obviously G = {u, v}∪X is a generating subset of L. However u ∧ v ̸ = 0, so G is not a basis of L. Hence by (1), G is not a minimal generating subset of L. Since X ∪ {u ∨ v} is an independent set, X is not a generating subset of L. Consequently A = X ∪ {u} or B = X ∪ {v} is a generating subset of L. We claim that if A is a generating subset, then u ≤ e u ∨ v. Indeed, suppose that 0 ̸ = x ≤ u ∨ v and u ∧ x = 0. Since the set T is independent, for every finite subset Observe that though not every minimal generating subset of L(a, b, c) is a basis, the cardinality of every minimal generating subset of L(a, b, c) is equal to its Goldie dimension (the latter holds for every lattice with Goldie dimension 2). However it turns out that there are lattices which do not satisfy even this weaker property. Our second aim in this section is to characterize lattices for which the Goldie dimension is equal the cardinality of an arbitrary minimal generating subset. We start with the case when L contains a finite generating subset. (2) is satisfied. Thus assume that u ∨ v is not uniform. Then {u, v} is a minimal generating subset of [0, u ∨ v]. By Lemma 2.8 there is a set X of uniform elements of L such that {u ∨ v} ∪ X is a maximal independent subset of L. Since GdimL < ∞, the set X is finite. Applying Proposition 3.4(1) to a = u ∨ v, b =  X and U 1 = {u, v}, U 2 = X we get that {u, v} ∪ X is a minimal generating subset of L. Hence (1) implies that card(X ) + 2 = GdimL < ∞. Now [0, u ∨ v] has a finite basis and X is a basis of [0,
Hence (2) holds. Now we will show that (2) implies (1). We proceed by induction on n = min{card(X ) | X is a generating subset of L}. If n = 1, then obviously GdimL = 1 and (1) holds. Thus suppose that n > 1 and the result holds for lattices containing generating subsets of cardinality < n. Let {u 1 , . . . , u n } be a minimal generating subset of L. Then u 1 ∨ · · · ∨ u n is an essential element of L and {u 1 , . . . , u n } is a minimal generating subset of [0, (2) 
, so v is also a uniform element. Hence by (1), Gdim[0, u n ∨v] ≤ 2. However u n ∨v = u n ∨((u n ∨c)∧a) = (u n ∨c)∧(u n ∨a) = u n ∨c,
and c is a uniform element. Since c was an arbitrary non-zero element of L such that a ∧ c = 0, we get that GdimL = Gdim[0, a] + 1 < n + 1. The minimality of n implies that GdimL ≥ n. Hence GdimL = n and we are done. Now we will show that Theorem 3.6 can be partially extended to arbitrary lattices containing generating subsets. One can easily construct examples (see the remark after Theorem 4.11) showing that the finiteness assumption in Theorem 3.6 is substantial.
Theorem 3.7. If L contains a generating subset and for arbitrary uniform elements u, v of L, Gdim[0, u ∨ v] ≤ 2 , then L has a basis and the cardinality of every minimal generating subset of L is equal to GdimL.
Proof. Let a be any nonzero element of L. Since L contains a generating subset, L contains uniform elements u 1 , . . . , u n such that a ∧ (u 1 ∨ · · · ∨ u n ) ̸ = 0. Obviously {u 1 , . . . , u n } is a finite generating subset of [0, u 1 ∨ · · · ∨ u n ], so applying Theorem 3.6 we get that Gdim[0, u 1 ∨ · · · ∨ u n ] < ∞. This in particular implies that [0, a ∧ (u 1 ∨ · · · ∨ u n )] contains a uniform element. Hence also [0, a] contains a uniform element. Consequently L has a basis. Now let M and U be a minimal generating subset and a basis of L, respectively. Theorem 3.6 reduces the proof to the case when both M and U are infinite. We will show first that card(M) ≤ card(U). Since M is a generating subset of L, we can assign to every u ∈ U a finite subset M u of M such that t u = u ∧ (
There are distinct elements u 1 , . . . , u n ∈ U such that a ∧ (u 1 ∨ · · · ∨ u n ) ̸ = 0. For all 1 ≤ i ≤ n we have 0 ̸ = t u i ≤ u i and all u i are independent uniform elements elements of L. Hence applying Lemma 2.2 we get that t u 1 
a generating subset of L. However S ⊆ M and M is a minimal generating subset of L, so S = M. All sets M u , u ∈ U, are finite and the set U is infinite, so
Consequently card(U) = card(M) and we are done.
Applications to modules
In this section we will apply the results obtained for lattices to modules. We start with the following straightforward lemma. Example 4.2. Let F be a field. From Example 2.7 it follows that there is an F -algebra C such that C C has no G-basis. Suppose now that I is a set of cardinality α > 0. Let C =  i∈I F , when α is finite, and C =  i∈I F + Fe ⊆ ∏ i∈I F , where e is the unity of the algebra ∏ i∈I F , otherwise. Clearly C is a unital F -algebra and Gdim C C = α. For each such C there is a set X and an F -algebra epimorphism f :
in the set X of commuting indeterminates, onto C . It induces a canonical R-module structure on C with respect to which f is an R-module epimorphism. Since R is a commutative domain, R is a uniform R-module.
We need the following proposition in order to apply the main results of the previous section to modules. 
Proof. Suppose that (1) is satisfied and take
K = A ∩ B. Obviously A + B = B + C and B ∩ C = 0, so A/K = A/A ∩ B ≃ (A + B)/B = (B + C )/B ≃ C /B ∩ C ≃ C . Hence (2) holds.
It is clear that (2) implies (3).
To get that (3) Now we will characterize abelian groups (i.e., Z -modules, where Z is the ring of integers) which satisfy Theorem 4.6. It is well known and not hard to check that an abelian group is uniform if and only if it is a nonzero subgroup of the additive group of rational numbers or a cyclic or quasi-cyclic p-group for a prime p. If M is a torsion-free group and A is a uniform subgroup of M, then A is isomorphic to a nonzero subgroup of the additive group of rational numbers. Hence for every nontrivial subgroup K of A, A/K is a nonzero torsion group, so A/K is not isomorphic to a subgroup of M. Hence M satisfies Theorem 4.6(2). If M is a torsion group and U is a uniform subgroup of M, then U is a cyclic or quasi-cyclic p-group for a prime p. Hence if M satisfies (ii), then for every nontrivial subgroup T of U, U/T cannot be isomorphic to a subgroup A of M such that U ∩ A = 0. Consequently M satisfies Theorem 4.6(3). This proves the ''if '' part of the theorem.
From Theorem 4.7 it easily follows that there are finite abelian groups of Goldie dimension 2 in which not every minimal G-generating set is a G-basis. As an example one can take A = Z /4Z ⊕ Z /2Z, where Z is the additive group of integers.
A module M is called [3] a dimension module if for arbitrary submodules A, B of M, the dimension formula GdimA + GdimB = Gdim(A ∩ B) + Gdim(A + B) holds. Such modules were studied in a number of papers (cf. [3, 4, 14] ). Remark 4.8. Let us note that in the above mentioned papers the class of all modules M for which GdimM is not finite was treated uniformly as just the class of modules of infinite dimension. Moreover the formula was stated in the form
, which is not very clear in the infinite case. As it seems in these papers it was assumed that it holds if GdimA = ∞ or GdimB = ∞ (this was explicitly stated in [14] ). Obviously the condition (2) in Corollary 4.9 is satisfied for dimension modules. One may ask whether these are the only modules for which it is satisfied. This question was raised in [14] . Now we will give an example showing that the answer is negative.
Example 4.10. Let R be a local ring such that J 2 = 0, where J is the Jacobson radical of R, ∆ = R/J and f be the canonical ring epimorphism of R onto ∆. As a specific example of R one can take an algebra A with trivial multiplication over a field F with unity adjoined. Then
In what follows we regard R, ∆ and J as left R-modules. Note also that since J 2 = 0, J has a natural structure of left ∆-module. Let M = R ⊕ ∆ and identify R with its canonical image in M. Note that, since R is a local ring, J is an essential submodule of R R and proper submodules of R R are precisely (left) ∆-subspaces of J. This in particular shows
Hence M is not a dimension module. We will check that if n ≥ 2, then M satisfies the second condition of Corollary 4.9. Take any submodule N of M not contained in J ⊕ ∆. Note that if (r, t) ∈ N and r ∈ R \ J, then Jr = J, so N ⊇ J(r, t) = (J, 0). However GdimJ = dim ∆ J ≥ 2, so N is not a uniform module. Consequently uniform R-submodules of M are contained in J ⊕ ∆. Obviously all R-submodules of J ⊕ ∆ are precisely (left) ∆-subspaces of J ⊕ ∆. Hence uniform submodules of M are precisely 1-dimensional ∆-subspaces of J ⊕ ∆.
It is clear that for such submodules the dimension formula is satisfied. If M satisfies (ii) and A is a uniform subgroup of M, then A is a cyclic or quasi-cyclic p-group for a prime p. Hence every nonzero homomorphic image of A is a uniform group. Now it suffices to apply Theorem 4.4. Finally suppose that M satisfies (iii). If A is a uniform subgroup of M, then A is isomorphic to a nonzero subgroup of the additive group of rational numbers or, for a prime p, it is a cyclic or quasicyclic p-group. Hence for every nontrivial subgroup K of A, A/K is a torsion group. If A is a cyclic or quasi-cyclic p-group, then A/K is a uniform group. Suppose that A is a subgroup of the additive group of rational numbers and A/K is isomorphic to a nonzero subgroup of M. Since M p is nonzero for one p only, A/K is a p-group. However every nonzero p-group, which is a homomorphic image of the additive group of rational numbers is uniform. Now it suffices to apply Theorem 4.4.
The finiteness assumption in the second part of Theorem 4.11 is substantial even for abelian groups. In [3] it was shown that, for a given ring R, every R-module is a dimension module if and only if R is a semisimple Artinian ring. Proof. Observe that every Boolean ring is in A. Recall that every Boolean ring is commutative and all its prime ideals are maximal. Now let R be a Boolean ring and M be a uniform R-module. Then for every 0 ̸ = m ∈ M, the R-module Rm is isomorphic to the R-module R/I for an ideal I of R. Since Rm is a uniform module, I is a prime ideal of R and consequently it is a maximal ideal of R. Hence every principal submodule of M is simple. This obviously implies that M is a simple R-module.
Hence indeed R ∈ A. There are Boolean rings which are not Artinian (as a specific example one can take the product of an infinite number of copies of a two-element field). Consequently S ̸ = A. Now we will show that R = Z /4Z ∈ B \ A. Note that all subgroups of M = Z /4Z ⊕ Z /2Z are R-modules. Hence Proposition 4.7 implies that R ̸ ∈ A. Obviously U is an R-module if and only if U is an abelian group such that 4U = 0. Hence if U is a uniform R-module, then U is a cyclic group of order 2 or 4, so U is a uniserial module. Consequently R ∈ B.
Dual case
The dual Goldie dimension, G o dimL, of a modular lattice with 1 is defined [9] Dualizing Theorems 3.6 and 3.7 one obtains the following. Similarly one can dualize other results form Sections 2 and 3. Now we will apply the dual results on lattices to modules obtaining the respective results for the dual Goldie dimension of modules. Studies of that dimension were started in [6] and [15] . In [9] it was shown that the Goldie and the dual Goldie dimensions have a common generalization on the level of modular lattices. 
