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On periodic sets avoiding given distance on the
hyperbolic plane
Konstantin Golubev
Abstract
We show that if a measurable set I on the hyperbolic plane contains no pair of
points at distance r from each other, and is Γ-invariant for a finite covolume Fuchsian
group Γ ⊂ PSL2(R), then it satisfies µ(Γ/I) ≤ (r + 1)e− r2µ(Γ/H).
As a corollary, we prove a lower bound for the measurable chromatic number of
the graph on the points of a finite volume hyperbolic surface, where every two points
at distance r are connected by an edge. We show that for any finite volume hyperbolic
surface this number is at least e
r
2 (r + 1)−1.
Keywords. chromatic number, independence ratio, hyperbolic plane, hyperbolic
surface
1 Introduction
The Hadwiger-Nelson problem asks for the chromatic number of the plane, that is
the minimal number of colors needed in order to color points of the Euclidean plane
in such a way that no two points at distance 1 exactly receive the same color. The
problem was posed in the 1950’s (see [24] for the history of the problem), and in
1961, in the problems section of a journal [20] the Moser brothers provided a lower
bound of 4 by presenting a unit-distance graph of chromatic number 4, which was
later named Mosers’ Spindle. An upper bound of 7 can be proved by considering a
7-coloring of the regular hexagon tessellation of the plane with hexagons of diameter
slightly less than 1. Remarkably, no progress on the original question had been made
until 2018, when de Grey ([5]) constructed a unit-distance graph of chromatic number
5. His construction was then generalized, see, for example, [9, 13], and notably gave
rise to a Polymath Project [23].
One can ask the same question conditioned the color classes to be measurable.
The number is then called the measurable chromatic number of the plane. In this case
the lower bound of 5 was already proved by Falconer in [10]. His approach was to
give a lower bound on the maximum density of a distance 1 avoiding set of the plane,
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2 Konstantin Golubev
that is, a set that contains no two points at distance 1 from each other. The question of
the density of distance 1 avoiding sets in Rn became interesting on its own, see [2]
and references therein. In [1], a spectral approach for providing a lower bound for the
Euclidean space of dimension n was presented, as well as it is adaptation to a general
setting, of which we make use in this paper.
An analogous question on a sphere is known as the Witsenhausen problem ([26]):
What is the largest possible surface measure of a subset of Sn−1 ⊂ Rn not containing
any pair of points lying at the angle pi/2? A general spectral approach for any n and
any forbidden angle θ (not just pi/2) was developed in [8]. Later, the exact convex
formulation was given in [6] extending the spectral approach and providing better
bounds.
Note that unlike the Euclidean case, where varying the distance does not change
the answer, the chromatic number of the sphere a priori depends on the forbidden
angle.
The hyperbolic plane came under consideration relatively recently, when M. Kahle
formulated the following question on Math Overflow [15]. It also appears as Problem
P in [17]:
Let H be the hyperbolic plane (with constant curvature −1), and let r > 0
be given. If H(r) is the graph on vertex set H, in which two points are
joined with an edge when they have distance r, then what is the chromatic
number χ(H(r))?
As in the spherical case, the number a priori depends on the forbidden distance.
The best known lower bound is 4, and is given again by the Mosers’ spindle, while
the best known lower bound for the measurable chromatic number is 6 provided r is
large enough (numerical experiments show that r = 12 is enough) is proved by the
spectral method in [7].
The best known upper bound was proved by Kloeckner in [17] and then improved
by Parlier and Petit in [22], and is known to be linear in r for large enough r. The
bound is
χ(H(r)) ≤ 5(⌈ r
log 4
⌉ + 1) , for r > 5.
As in other settings, a lower bound on the measurable chromatic number χm(H(r))
can be proved via an upper bound on the density of a distance r avoiding set, i.e., a
set that have no two points at distance of r from each other. See [3] for a definition
of the density of a set on the hyperbolic plane given there in the context of sphere
packings, as well as a discussion on its differences from the Euclidean case.
In this paper, we focus on the periodic distance r avoiding sets on the hyperbolic
plane. A set on the hyperbolic plane is called periodic, if there exists a Fuchsian group
Γ ⊂ PSL2(R) such that the set is invariant under the action of Γ. A Fuchsian group
is a discrete subgroup of PSL2(R). A Fuchsian group Γ is called finite covolume,
if it has a fundamental region F ⊂ H of finite measure (see Subsection 2.6 for the
definition). In this case, we denote µ(Γ/H) = µ(F ), and for a Γ-invariant subset
A ⊂ H, we denote µ(Γ/A) = µ(A ∩ F ). We prove the following theorem.
Theorem 1.1. Let r > 0, and let Γ ⊂ PSL2(R) be a finite covolume Fuchsian group.
If a set I ⊆ H is distance r avoiding and Γ-invariant, then
µ(Γ/I) ≤ (r + 1)e− r2µ(Γ/H).
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Every complete finite volume hyperbolic surface X admits a Fuchsian model,
that is, it can be presented as a quotient Γ/H for some Fuchsian group Γ ⊂ PSL2(R),
see [16] for more details. Let X(r) denote the graph on X = Γ/H, where two points
Γz and Γz′ are connected by an edge iff there exists γ ∈ Γ such that γz and z′ are
at distance r from each other on H. The following result is a direct corollary of
Theorem 1.1.
Corollary 1.2. Let r be a positive number, X be a complete hyperbolic surface of
finite volume. Then
χm(X(r)) ≥ e r2 /(r + 1).
In [21], Parlier and Petit proved an exponential upper bound on the chromatic
number of X(r), which only depends on r, and constructed a family of surfaces for
which an exponential lower bound holds.
Theorem 1.3. [21, Theorems 1.1 and 1.2] There exists a constant C1 > 0 such that
for every number r > 0 every complete hyperbolic surface X satisfies
χ(X(r)) ≤ C1er.
There exists a constant C2 > 0 and a family of complete hyperbolic surfaces Xr, r > 0,
so that
χ(Xr(r)) ≥ C2er/2.
Note that the chromatic number χ(X(r)) of X(r) is always less than or equal
to the measurable one χm(X(r)). The upper bound for χ(X(r)) is achieved by
construcing periodic colorings on H. It seems like the proof [21] can be adjusted to
give a bound for the measurable chromatic as well, but as it is given in the paper, it
requires a random choice of color for points in possibly a measurable subset, which
may lead to non-measurable color class.
Remark 1.4. The circumference of the circle of radius r on the hyperbolic plane is
2pi sinh r can be thought as the degree of a vertex in the graph X(r). Then the upper
bound in Theorem 1.3 can be interpreted as a generalization of the bound of k + 1 on
the chromatic number of a k-regular graph, proved by [4]. Continuing this analogy,
Corollary 1.2 would read as lower bound of order
√
k/ log k on the chromatic number
of a k-regular graph. While for finite graphs this is far from being true (as for instance,
there are bipartite graphs), the corollary above shows that it holds for graphs X(r)
for all hyperbolic surfaces of finite volume.
Structure of the Paper. Section 2 contains the needed preliminaries. Section 3
contains a proof of Theorem 1.1.
2 Preliminaries
In this section, we provide the required preliminaries. The material here largely over-
laps with the corresponding sections in [7] and [11] coauthored with Evan DeCorte
and Amitay Kamber, respectively.
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2.1 The Hoffman bound for the measurable independence
ratio of an infinite graph
The Hoffman bound, proved in [14], is a well-known spectral upper bound for the
independence ratio of a finite graph. Hoffman proved a bound for the chromatic num-
ber, but later a different proof, via upper-bounding the independence ratio, appeared.
Recall that the chromatic number χ(G) of a graph G is the minimum number of
colors needed in order to color the vertices in such a way that no edge is monochro-
matic, while the independence ratio α(G) is the cardinality of the largest subset of
vertices that does not contain an edge normalized by the cardinality of the vertex
set. In particular, these numbers satisfy α(G)χ(G) ≥ 1. In this section, we provide
the reader the necessary background for understanding the Hoffman bound applied
to infinite graphs detailed in [1]. We begin with the usual statement of Hoffman’s
theorem for the context of a finite regular graph.
Theorem 2.1 ([14]). Let G be a finite regular graph with at least one edge, and let A
be its adjacency matrix. Denote the maximum and, resp., minimum eigenvalues of A
by M and m. Then
α(G) ≤ −m
M −m,
and since α(G)χ(G) ≥ 1,
χ(G) ≥ M −m−m .
Note that the m in Theorem 2.1 will always be negative, since the trace of the
adjacency matrix is 0. The proof of Theorem 2.1 can be generalized to infinite graphs,
provided correct analogues of notions such as adjacency matrix, independence and
coloring can be found. We now give those definitions and state the infinite version of
Hoffman’s bound, following [1].
Now let (X,Σ, µ) be a measure space. Write L2(X) for L2(X,µ), we let
A ∶ L2(X) → L2(X) be a bounded, self-adjoint operator. We say that a mea-
surable subset I ⊆X is A-independent if
⟨Af, g⟩ = 0 (2.1)
whenever f, g ∈ L2(X) are functions which vanish almost everywhere outside I .
Assume now that µ(X) <∞, then the independence ratio of the operator A is
α(A) = sup{ µ(I)
µ(X) ∣ I is independent} .
When I is an independent vertex subset of a finite graph G, and A is the adjacency
matrix of G, then one easily verifies (2.1) for all f and g supported on I . One may
therefore regard the operator A as playing the role of an adjacency operator.
An A-measurable coloring is a partition X = ⋃˙iCi of X into A-independent
sets. In this case the sets Ci are called color classes. The A-chromatic number of
X , denoted χA(X), is the smallest number k (possibly ∞), such that there exists an
A-measurable coloring using only k color classes.
Recall that operators on infinite-dimensional Hilbert spaces need not have eigen-
vectors, even when they are self-adjoint, so Theorem 2.1 does not immediately extend
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to the infinite case. It turns out that for our purposes, the correct analogues of the M
and m of Theorem 2.1 are given by the following definitions.
M(A) = sup∥f∥2=1⟨Af, f⟩,
m(A) = inf∥f∥2=1⟨Af, f⟩.
The numbers ⟨Af, f⟩ are real since A is self-adjoint, and M(A) and m(A) are
finite since A is bounded. In [1], the following extension of Hoffman’s bound is
proven.
Theorem 2.2 ([1]). Let (X,Σ, µ) be a probability space and supposeA ∶ L2(X)→ L2(X)
is a nonzero, bounded, self-adjoint operator. Denote by 1X ∈ L2(X) the all-one func-
tion on X , fix R ∈ R, and let ε = ∥A1X −R ⋅ 1X∥. Then
χA(X) ≥ M(A) −m(A)−m(A) .
and, if R −m(A) − ε > 0, we have
α(A) ≤ −m(A) + 2ε
R −m(A) − ε.
It should be noted that unlike in Theorem 2.1 where A is simply the adjacency
matrix, with infinite graphs there may be no canonical choice for A. The choice of A
determines which sets are to be considered as “independent”, and thus admissible as
color classes. When applying Theorem 2.2 for an infinite graph G on a measurable
vertex set, one therefore typically chooses A to define a class of independent sets
which is larger that the class of true measurable independent sets of G, for then the
measurable chromatic number of G is at least χA(X).
Also note that Theorem 2.2 applies equally well when X is finite. Theorem 2.2
then says that to obtain a lower bound on the chromatic number of a finite graph, one
may optimize over symmetric matrices satisfying (2.1). For finite graphs this was
developed in [18] and gave rise to the notion of the Lova´sz θ-number.
2.2 The hyperbolic plane
There are several models for the hyperbolic plane H of constant curvature −1, and we
stick to the upper half-plane model. That is, the complex half-plane H = {z = x + iy ∈
C ∣ Im(z) > 0} endowed with the metric (ds)2 = (dx)2+(dy)2
y2
. The distance d(z, z′)
between z = x + iy, z′ = x′ + iy′ ∈ H in this model can be calculated as
d (z, z′) = acosh(1 + (x′ − x)2 + (y′ − y)2
2yy′ ) .
The group G = PSL2(R) acts on H by Mo¨bius transformations, i.e.,
( a b
c d
) ⋅ z = az + b
cz + d,
6 Konstantin Golubev
and constitutes the group of orientation preserving isometries of H. In this paper,
we identify an element g ∈ G = PSL2(R) with its preimage in SL2(R), i.e., omit
the ± sign. The group G acts transitively on the points of H, with the subgroup
K = PSO2(R) ⊂ G being the stabilizer of the point i, to which we refer as the origin
of H. The subgroup K acts on H by rotations around i. The plane H can be identified
with the quotient G/K, and in particular, the circle of radius r around i identifies with
the double coset
K ( er/2 0
0 e−r/2 )K.
The Haar measure on G which is normalized so that the measure of K is equal to 1
agrees with the standard measure µ on H.
2.3 Harmonic analysis on H
For f ∈ L1 (H), its Helgason-Fourier transform f̂(s, k) ∈ C (C ×K), is defined as
f̂(s, k) = ∫
H
f(z)(Im(kz)) 12+isdz,
for s ∈ C and k ∈K = PSO2(R) whenever the integral exists.
In the case when f is K-invariant, i.e., f(kz) = f(z) for all z ∈ H and k ∈ K,
its transform is independent of k and can be written with the help of the spherical
functions. For every s ∈ C, the corresponding spherical function is a K-invariant
function on H defined as
ϕ 1
2
+is(z) = ∫
K
(Im (kz)) 12+is−2dk.
Since ϕ 1
2
+is is K-invariant, it depends solely on the hyperbolic distance from a point
to the origin i, and can be written as
ϕ 1
2
+is(z) = ϕ 1
2
+is(ke−ri) = P− 1
2
+is(cosh r),
where k ∈K, r ∈ R≥0 is the distance from z to i, and Ps(r) is the Legendre function
of the first kind. We also denote φ(s, r) = ϕ 1
2
+is(e−ri), and note that for s ∈ R ([7,
Lemma 7], or [25, Exercise 3.2.28])
φ(s, r) = √2
pi
r∫ 1
0
cos (srx)√
cosh r − cosh rxdx.
The Helgason-Fourier transform of a K-invariant function f reads as
f̂(s) = ∫
H
f(z)ϕ 1
2
+is(z)dz = ∫ ∞
0
f(e−ri)P− 1
2
+is(cosh r) sinh rdr.
For two functions f1, f2 ∈ L1 (H), their convolution is defined as
f1 ∗ f2(z) = ∫
G
f1(gi)f2(g−1z)dg.
We exploit the following properties of the Helgason-Fourier transform on H. For an
extensive presentation of the theory, see [12, 25].
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Proposition 2.3. ([25, Theorem 3.2.3])
1. (Plancherel Formula) The map f → f̂ extends to an isometry betweenL2 (H, dµ)
and L2 (R ×K, 14pis tanhpisdsdk), where K is identified with R/Z.
2. (Convolution property) For f, g ∈ L1(H), where g is K-invariant,
f̂ ∗ g = f̂ ⋅ ĝ,
where ∗ stands for convolution, and ⋅ for pointwise multiplication.
The Helgason-Fourier transform can be extended to compactly supported measures
on H. Namely, for such a measure ν, its transform ν̂(s, k) ∈ C (C ×K), is defined
for s ∈ C and k ∈K = PSO2(R) as
ν̂(s, k) = ∫
H
(Im(k(z))) 12+isdν,
and, if the measure is K-invariant, its transform is independent of k, and can be
written as
ν̂(s) = ∫
H
ϕ 1
2
+is(z)dν.
We will need the following claim, which follows from Proposition 2.3.
Corollary 2.4. Let ν be a compactly supported measure on H, and assume that
ν̂ ∈ L2 (R ×K, 14pis tanhpisdtdk). Then ν can be represented as anL2-function onH,
i.e., there exists fν ∈ L2 (H) such that for every f ∈ Cc (H), ν (f) = ∫ fν(z)f(z)dz.
2.4 Adjacency on the hyperbolic plane
For r > 0, let H(r) be the graph whose vertex set is the hyperbolic plane H, where
two points are joined with an edge precisely when their distance is equal to r. For any
f ∈ L2(H), r > 0, and z ∈ H, we define (Arf)(z) to be the average of f around the
hyperbolic circle of radius r centered at z. It is not hard to check thatAr is self-adjoint,
and bounded with norm 1. The operatorAr can be thought of as an adjacency operator
for the graph H(r), in the sense that any measurable independent set of H(r) is also
Ar-independent.
We briefly comment here on our choice of the operator Ar. Let B be any operator
which includes the independent sets of H(r) in its collection of B-independent sets.
Let k ∈K be any rotation of H fixing the origin and let Rk ∶ L2(H)→ L2(H) denote
precomposition with k−1:
Rkf ∶= f ○ k−1.
Let B′ = R−1k BRk. Then the independent sets for H(r) will also be B′-independent,
and moreover, it is clear that M(B) =M(B′) and m(B) =m(B′). Therefore, when
trying to choose which operator to use in Theorem 2.2, we may as well replace the
operator B with the “symmetrized” operator
S ∶= ∫
k∈K R−1k BRk dk,
which is rotationally invariant in the sense that R−1k SRk = Sd for all k ∈K. In other
words, without loss of generality, we may take the operator B to be rotation-invariant.
Our choice of Ar was therefore natural.
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2.5 The numerical range of Ar on H
For r > 0, let Ar denote the operator on C(H) that averages a function over a circle
of radius r, i.e., for a function f ∈ C(H) and z = gi ∈ H (g ∈ G),
(Arf) (z) = ∫
K
f (gk ( er/2 0
0 e−r/2 ) i)dk.
The operator Ar is bounded and self-adjoint with respect to the L2-norm on L2 (H)∩
C (H), so it extends to a self-adjoint operator Ar ∶L2 (H) → L2 (H). By dual-
ity, we may also extend Ar to an operator on the compactly supported measures
on H. Note that the operator Ar can be written as a convolution from the right
with a uniform K-invariant probability measure δSr supported on the double coset
K ( er/2 0
0 e−r/2 )K, i.e.,
Arf = f ∗ δSr .
The spherical functions ϕ 1
2
+is on H are eigenfunctions of Ar for every r > 0,
namely,
Arϕ 1
2
+is = P− 1
2
+is(cosh r) ⋅ ϕ 1
2
+is.
In particular, the following lemma follows from Proposition 2.3 and Corollary 2.4:
Lemma 2.5. TheL2-spectrum ofAr onH is the setW0(Ar) = {P− 1
2
+is(cosh r) ∣ s ∈ R},
and hence,
M(Ar) = supW0(Ar), and m(Ar) = infW0(Ar).
2.6 Fuchsian groups
A discrete subgroup Γ ⊆ PSL2(R) is called a Fuchsian group. Every hyperbolic
surface admits a Fuchsian model, i.e., can be represented as a quotient of H by a
Fuchsian group.
For a Fuchsian group Γ ⊆ PSL2(R), a closed region F ⊆ H (that is, a closure
of an open non-empty set F0 ⊆ H, called the interior of F ) is called a fundamental
region for Γ if ⋃
γ∈ΓγF = H and F0 ∩ γF0 = ∅, ∀1 ≠ γ ∈ Γ.
Since two different fundamental regions for Γ have the same measure ([16, Theorem
3.1.1]), we refer to it as the measure of the quotient µ(Γ/H). If it is finite, we call Γ
finite covolume. Note that in this case, the all-one function belongs to L2(Γ/H).
2.7 The operator Ar and its numerical range on the quo-
tients
Let Γ ⊆ PSL2(R) to be a Fuchsian group. A measurable subset I ⊆ H is called
Γ-invariant iff for every 1 ≠ γ ∈ Γ
µ (I △ γI) = 0.
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We denote by µ(Γ/I) the measure µ(I ∩ F ), where F is a fundamental region
for Γ. Since I is Γ-invariant, it is independent of F .
An equivalent way to study Γ-invariant independent sets on the graph H(r), is
to consider the following graph. Its vertex set is Γ/H, and two points Γz and Γz′ are
connected by an edge iff there exists γ ∈ Γ such that γz and z′ are at distance r from
each other on H.
In order to apply the machinery of Theorem 2.2, we consider the actions of Ar
on L2 (Γ/H). In this case the spectrum is not necessarily discrete, but one may still
associate to every point of the spectrum a spherical function ϕ 1
2
+is. The value 12 + is ∈
C is called a ”unitary dual parameter” and the union of all the unitary dual parameters
across the spectrum is call the unitary dual of X = Γ/H. Namely, if 12 + is ∈ C appears
in the unitary dual of Γ/H, then P− 1
2
+is(cosh r) is in the spectrum of Ar (and 14 + s2
is an eigenvalue of the Laplacian ∆). It is well-known that, in general, the unitary dual
of Γ/H is contained in the set {12 + is ∣ s ∈ R} ∪ {12 + is ∣ is ∈ (−12 , 12)} ∪ {0,1} (see
e.g., [19, Section 5.2]). The set {12 + is ∣ s ∈ R} is called the principal series, the set{1
2 + is ∣ is ∈ (−12 , 12)} is called the complementary series, and {0,1} is called trivial.
The trivial part corresponds to the constant function on Γ/H.
Lemma 2.6. For a Fuchsian group Γ ⊆ PSL2(R), the L2-spectrum of Ar on Γ/H is
contained in the setW (Ar) = {P− 1
2
+is(cosh r) ∣ s ∈ R or is ∈ [−12 , 12]}. In particular,
the numerical range of Ar on L2(Γ/H) satisfies[m(Ar),M(Ar)] ⊆ [infW (Ar), supW (Ar)].
3 Proof of Theorem 1.1
Proof. Operator Ar acts on L2(Γ/H) as the averaging operator over a sphere of
radius r around a point, hence its operator norm is bounded by 1. Since Γ is of finite
covolume, the all-one on Γ/H function belongs to L2(Γ/H), and it is an eigenfunction
of Ar with eigenvalue 1. This implies that M(r) = 1. Note that the all-one function
does not belong to L2(H), and this makes the analysis of periodic and non-periodic
colorings of H (as in [7]) essentially different.
In order to show a lower bound on m(r), we show a lower bound on the whole set
W (Ar) = {P− 1
2
+is(cosh r) ∣ s ∈ R or is ∈ [−12 , 12]} .
The following expression holds for P− 1
2
+i⋅s(cosh r) (see [7, Lemma 3.2]).
P− 1
2
+i⋅s(cosh r) = 1√
2 ⋅ pi ∫ r−r ei⋅s⋅x√cosh(r) − cosh(x)dx.
Note that for is ∈ [−12 , 12], the expression under the integral is positive, and hence
P− 1
2
+i⋅s(cosh r) is also positive. For s ∈ R, the following bound was shown in [11,
Proposition 2.3] that ∣P− 1
2
+i⋅s(cosh r)∣ ≤ (r + 1)e− r2 .
To summarize, for a finite covolume Fuchsian group Γ ⊆ PSL2(R), we have
M(Ar) = 1, and m(Ar) ≥ −(r + 1)e− r2 .
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In order to apply Theorem 2.2 it is left to note that the all-one function 1Γ/H is an
eigenfunction of Ar on Γ/H, and hence we can take R =M(Ar) = 1 and ε = 0, and
the bound reads as
µ(Γ/I)
µ(Γ/H) ≤ (r + 1)e−
r
2
1 + (r + 1)e− r2 ≤ (r + 1)e− r2 .
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