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Abstract
We consider half-infinite triangular Toeplitz matrices with slow decay of the
elements and prove under a monotonicity condition that elements of the inverse
matrix, as well as elements of the fundamental matrix, decay to zero. We also pro-
vide a quantitative description of the decay of the fundamental matrix in terms of
p–norms. Finally, we prove that for matrices with slow log–convex decay the in-
verse matrix has fast decay, i.e. is bounded. The results are compared with the
classical results of Jaffard and Veccio and illustrated by numerical example.
Keywords: triangular Toeplitz matrix, Volterra-type equation, slow decay.
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1 Introduction
Consider a half–infinite triangular Toeplitz matrix, defined by a sequence a = {ak}∞k=0
as follows
A =

a0
a1 a0
a2 a1 a0
a3 a2 a1 a0
· · · · ·
 .
It is easy to see that if a0 6= 0, the matrix A is invertible. The inverse matrix B = A−1 is
also triangular Toeplitz with elements b = {bk}∞k=0 given by the following formula
b0 =
1
a0
, bk = −
1
a0
k−1∑
j=0
ak−jbj, for k ≥ 1.
Since A and B are triangular, the inverse of the k × k leading submatrix of A is the
k × k leading submatrix of B. In this paper we consider matrices A with non-negative
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elements ak ≥ 0, assuming without loss of generality (w.l.o.g.) that a0 = 1.We are mo-
tivated by the convolutional Volterra equation of the first kind with Abel–type kernel,
for which ak ∼ (k+1)−α.With this example inmindwe study the asymptotic properties
of sequences a = {ak} and b = {bk}.
From an asymptotic point of view, the following three cases can be considered:
1. fast decay, i.e.,
∑∞
k=0 |ak| <∞;
2. slow decay, i.e., ak → 0,∑∞k=0 |ak| =∞;
3. stagnation, i.e., ak → a∗ > 0.
The first case includes matrices with superlinear decay, i.e., ak < c(1 + k)−α for some
α > 1 and c > 1. They were considered by Jaffard [7] in a very general framework
of matrices with Toeplitz-type spatial decay. The classical result of Jaffard shows that
if the inverse matrix B = A−1 is bounded, then it has the same polynomial decay of
coefficients asA.This excludes the situationwhen elements ofAdecay fast, butB = A−1
is not bounded, e.g.,
A =

1
1 1
0 1 1
0 0 1 1
· · · · ·
 , B =

1
−1 1
1 −1 1
−1 1 −1 1
· · · · ·
 .
The third case ak → a∗ > 0 was considered under the monotonicity condition a0 ≥
a1 ≥ a2 ≥ . . . by Vecchio. The upper bound for the series
∑∞
k=0 |bk| was established
in [12] and improved later in [1]. It follows that bk → 0 and the inverse matrix B = A−1
belongs to the first class.
Relatively little is known about the second case — the “slow decay” of matrix el-
ements. The results of Jaffard do not cover this case. Vecchio mentioned in [12] that
partial sums uk =
∑k
j=0 bj cannot form the converging series. The authors of [1] es-
tablished the upper bound for
∑k
j=0 |bj|, which grows linearly with k. However, these
results do not say much about the properties of {bk} in the limit. In this paper we con-
sider this case and provide new results to fill the gap in the existing literature.
The paper is organised as follows. Definitions are introduced in Section 2. In Sec-
tion 3 under the monotonicity condition ak−1 ≥ ak, k ≥ 1 we prove that uk → 0 and
therefore bk → 0. In Section 4 we describe in more quantitative terms how slowly uk
decays. In Section 5 we prove that for a matrix with slow log–convex decay the inverse
matrix is bounded. In Section 6 we present a numerical example, which illustrates the
results we obtained.
2 Preliminaries and definitions
Definition 1 ([11]). The fundamental matrix {uk} of a sequence {ak} is defined as follows
u−1 = 0, uk =
∑k
j=0 bj for k ≥ 0,where {bj} defines the inverse matrix.
The fundamental matrix generates the elements of the inverse matrix as bj = uj −
uj−1, j ≥ 0. The properties of the fundamental matrix, e.g. limit and summability, allow
2
us to study properties of the inverse matrix. The following elementary statements can
be found in, e.g., [11].
Statement 1. In the definitions made above, the following hold:
k∑
j=0
ajbk−j =
k∑
j=0
ak−jbj = 0 for k ≥ 1; (1a)
k∑
j=0
ajuk−j =
k∑
j=0
ak−juj = 1 for k ≥ 0; (1b)
uk =
k−1∑
j=0
ujdk−j =
k∑
j=1
uk−jdj for k ≥ 1, (1c)
where dk = ak−1 − ak for k ≥ 1.
Proof. Consider the non-diagonal entries of AB = I to prove (1a). Summation over the
k ′ leading rows of this linear system gives (1b) as follows
1 =
k ′∑
k=0
k∑
j=0
ajbk−j =
k ′∑
k=0
k ′∑
j=0
ajbk−j =
k ′∑
j=0
aj
k ′∑
k=0
bk−j =
k ′∑
j=0
ajuk ′−j,
where we set bk = 0 for k < 0. From (1b) the reccurence relation (1c) is written as
follows
a0uk = 1−
k−1∑
j=0
ak−juj =
k−1∑
j=0
ak−1−juj −
k−1∑
j=0
ak−juj =
k−1∑
j=0
dk−juj.
3 The decay of elements of the fundamental matrix
In this section we assume that {ak} decays monotonically. This leads to the following
nice statement, see, e.g. [11].
Statement 2. If ak ≥ 0 and dk = ak−1 − ak ≥ 0 for all k ≥ 1, then
0 ≤ uk ≤ 1 for k ≥ 0. (2)
Proof. The statement can be proved by an inductive argument. Since u0 = b0 = 1, the
base of induction holds. Then, if 0 ≤ uj ≤ 1 for 1 ≤ j ≤ k− 1,we use (1c) and we write
uk =
k∑
j=1
uk−jdj ≥ 0,
uk =
k∑
j=1
uk−jdj ≤
k∑
j=1
dj = 1− ak ≤ 1.
3
0u− ε
j0 j1 jt jT
0
u− ε
jT−1 jT
Figure 1: Illustration of the Proof of Theorem 1. Marks: ◦— sequence uj, •— subse-
quence ujt , ×— sequence ajT−j.
We observe that for a triangular Toeplitz matrix A with monotone slow decay the
elements of the inverse matrix B = A−1 also decay to zero.
Theorem 1. If 1 = a0 > a1 ≥ a2 ≥ . . . ≥ ak−1 ≥ ak ≥ . . . and ak → 0, but the series∑∞
k=0 ak diverges, then uk → 0.
Proof. Consider all convergent subsequences {ukt} of the sequence {uk} and let
u∗ = max
{ukt }
lim
t→∞ukt .
By (2), 0 ≤ u∗ ≤ 1. Suppose that u∗ > 0. Since
∑∞
k=0 ak is divergent, we can choose N
such that
N∑
k=0
ak >
2
u∗
and arbitrary small ε such that
ε <
c− 1
cN − 1
u∗
2
, where c = 1
1− a1
.
Denote by {jt}∞t=0 the subsequence of indices for which ujt > u∗ − ε. If the step sizes of
{jt} are bounded (see Fig. 1, left), i.e.,
∃h ∀t ≥ 0 : jt+1 − jt ≤ h,
then for some sufficiently large T the following inequality holds
jT∑
j=0
ajT−juj ≥
T∑
t=0
ajT−jtujt ≥ (u∗ − ε)
T∑
t=0
ajT−jt ≥ (u∗ − ε)
T∑
t=0
aht ≥ u∗ − ε
h
T∑
t=0
at > 1.
The contradiction with (1b) shows that the step sizes of {jt} are not bounded (see Fig. 1,
right).
ChooseM such that aM ≤ ε, and T such that jT − jT−1 ≥M+N. For jT−1 < j < jT all
elements uj < u∗ − ε, since none of them belongs to {ujt}. Set k = jT , use (1c) and write
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the following inequality
u∗ − ε ≤ uk = d1uk−1 +
M−1∑
j=2
djuk−j +
k∑
j=M
djuk−j
≤ d1uk−1 +
M−1∑
j=2
dj(u∗ − ε) +
k∑
j=M
dj
≤ (1− a1)uk−1 + a1(u∗ − ε) + ε.
(3)
This shows that
uk−1 ≥ u∗ −
(
1+
1
1− a1
)
ε = u∗ − c1ε, c1 = 1+ c =
c2 − 1
c− 1
.
Assume now that for j < N, uk−j+1 ≥ u∗ − cj−1ε holds with cj−1 = cj−1c−1 . To prove the
induction step, write (similarly to (3)) the following inequality
uk−j ≥ u∗ −
(
1+
cj−1
1− a1
)
ε = u∗ − cjε, cj = 1+
cj − 1
c− 1
c =
cj+1 − 1
c− 1
.
Using the assumption on εwe conclude that
uk−j ≥ u∗ − cjε > u∗
2
for j = 0, . . . ,N− 1.
Nowwe are ready to show the contradiction with (1b). Indeed, for k = jT the following
holds:
k∑
j=0
ajuk−j ≥
N∑
j=0
ajuk−j >
u∗
2
N∑
j=0
aj > 1.
The contradiction proves u∗ = 0, and therefore ∃ limk→∞ uk = 0.
Corollary 1. Under the conditions of Theorem 1, ∃ limk→∞ bk = 0.
Remark 1. The requirement a1 < 1 in Theorem 1 is technical and can be relaxed.
Proof. Consider the minimal index l such that al < 1. Define N such that
∑N
k=0 alk >
2/u∗, c = 1/(1 − al) and ε and M in the same way as in the proof of the Theorem.
Choose T such that jT − jT−1 > M+ lN, set k = jT and substitute (3) by
u∗ − ε ≤ uk = dluk−l +
M−1∑
j=l+1
djuk−j +
k∑
j=M
djuk−j ≤ (1− al)uk−l + al(u∗ − ε) + ε.
This gives uk−l > u∗ − c1ε and uk−jl > u∗ − cjε in the sequel for j = 0, . . . ,N − 1.We
have the same contradiction as in the proof of Theorem 1.
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4 Summability of the fundamental matrix in p–norms
In [12] it is shown that under the conditions of Theorem 1 the series of the fundamental
matrix
∑∞
k=0 uk is not convergent. In spite of the result of Theorem 1 we have uk → 0,∑∞
k=0 uk =∞, i.e., the sequence u = {uk} has slow decay.
Given a sequence a = {ak}∞k=0 with slow decay, we sometimes can choose a power
p such that
∑∞
k=0 |ak|
p <∞. A notable example is a harmonic series∑∞k=1 1/k which is
divergent, but over-harmonic series
∑∞
k=1 1/k
p converges for any p > 1.
A quantitative measure of divergence for a sequence can be given in terms of its
summability in p–norm.
Definition 2. The p–norm ‖a‖p of an infinite sequence {ak}∞k=0 is defined by
‖a‖pp =
∞∑
k=0
|ak|
p, ‖a‖∞ = sup
k
|ak|.
The definition satisfies the axioms of a norm for p ≥ 1.
Definition 3. For p ≥ 1we define by lp the space of sequences awith ‖a‖p <∞.
Since ‖a‖p ≥ ‖a‖q for 1 ≤ p ≤ q, the embedding lq ⊂ lp holds for q ≥ p. For
sequences with slow decay the following definition makes sense.
Definition 4. For a sequence a = {ak}∞k=0 such that limk→∞ ak = 0 and∑∞k=0 |ak|p =∞,
find p ≥ 1 such that a /∈ lp but a ∈ lq for all q > p. The value 0 ≤ 1/p ≤ 1 will be
referred to as the decay rate of a.
Example 1. The harmonic series sequence ak = 1/(k+ 1) has a decay rate 1.
Example 2. The sub-harmonic series sequence ak = (1+k)−α, 0 < α ≤ 1, has the decay
rate α.
Remark 2. The reverse of the last example is not true: if a sequence has decay rate α,
we cannot claim that ak ≤ c(1+ k)−α for some c > 1.
The analysis of the decay rate of the fundamental matrix is based on Young’s convo-
lution theorem [14]. It is one of the most basic resuls in harmonic analysis, which plays
an important role, e.g., in PDE theory.
Theorem 2 (Young’s inequality for discrete convolution). Let zk =
∑k
j=0 xjyk−j for k ≥ 0.
For 1 ≤ p, q, r ≤∞ such that
1+
1
r
=
1
p
+
1
q
it follows that
‖z‖r ≤ ‖x‖p‖y‖q.
The discrete version of this theorem is not common in the literature and we provide
the proof in our Appendix. Using this inequality, we can estimate the decay rate of the
fundamental matrix.
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Theorem 3. Consider a triangular Toeplitz matrix generated by a nonnegative slowly
decaying sequence
a = {ak}
∞
k=0, ak ≥ 0, lim
k→∞ak = 0,
∞∑
k=0
ak =∞.
If a has decay rate 0 ≤ α ≤ 1, the fundamental matrix has decay υ ≤ 1− α.
Proof. The result of Vecchio [12] proves υ < 1. Suppose that α + υ > 1, then according
to the Definition 4
∃p, q ≥ 1, 1
p
+
1
q
> 1, such that ‖a‖p <∞, ‖u‖q <∞.
By Young’s inequality for the sequence zk =
∑k
j=0 ajck−j there is 1 < r <∞ such that
‖z‖r ≤ ‖a‖p‖c‖q <∞.
However, by (1b), zk = 1 for all k ≥ 0 and ‖z‖r =∞ for all r <∞. The conclusion of the
theorem follows by contradiction.
5 Inverse and fundamentalmatrices in the log–convex case
Following [8], a function f(x) is log–convex (or superconvex) if log f(x) is convex. A
similar notion is defined for sequences as follows.
Definition 5. A sequence a = {ak}∞k=0, ak ≥ 0 is called log–convex if ak ≥ 0 and
a2k ≤ ak−1ak+1 for k ≥ 1.
Log–convex functions and sequences are often used to study densities and discrete
distributuions in probability.
Remark 3. If a log–convex sequence satisfies a0 > 0 and a1 > 0 then all other elements
are also positive.
Theorem 4. For a triangular Toeplitz matrix A defined by a nonegative log–convex se-
quence, the inverse matrix B = A−1 has elements bk ≤ 0 for k ≥ 1.
Proof. The invertibility of A requires a0 6= 0, and we assume w.l.o.g. a0 = 1. If a1 = 0
and a is log–convex then all further elements of the sequence are zeroes. Indeed, a22 ≤
a1a3 = 0 hence a2 = 0 and so on. Such a sequence defines a unit matrix A = I with
B = A−1 = I. The statement of Theorem holds for this trivial case.
If a1 > 0 then all further elements of the log–convex sequence are also strictly pos-
itive. To prove this, apply ak+1 ≥ a2k/ak−1 > 0 recursively for k ≥ 2. Therefore all
elements of a are non–zeroes and we can divide by them.
Since a0 = 1, the inversion equation gives b1 = −a1 ≤ 0. Assume that bj ≤ 0 for
j = 1, . . . , k and prove the same for bk+1. From (1a) it follows that ak = −
∑k
j=1 ak−jbj
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and for k ≥ 1 it follows that
−
ak
ak−1
=
k∑
j=1
ak−j
ak−1
bj,
−
ak+1
ak
=
k+1∑
j=1
ak+1−j
ak
bj =
k∑
j=1
ak+1−j
ak
bj +
bk+1
ak
.
Substracting, we obtain
ak
ak−1
−
ak+1
ak
=
k∑
j=1
(
ak+1−j
ak
−
ak−j
ak−1
)
bj +
bk+1
ak
,
where the left-hand side is non-positive since a is log–convex. Similarly, each round
bracket in the right–hand side has the same sign as
ak+1−j
ak−j
−
ak
ak−1
=
(
ak+1−j
ak−j
−
ak+2−j
ak+1−j
)
+
(
ak+2−j
ak+1−j
−
ak+3−j
ak+2−j
)
+ . . .+
(
ak−1
ak−2
−
ak
ak−1
)
≤ 0,
where each term is non-positive due to the log–convexity of a. Finally,
bk+1
ak
=
(
ak
ak−1
−
ak+1
ak
)
−
k∑
j=1
(
ak+1−j
ak
−
ak−j
ak−1
)
bj ≤ 0.
Each round bracket in the right–hand side is non-positive, and all bj ≤ 0, j = 1, . . . , k,
are non-positive by the assumption of our recursion. It follows that bk+1 ≤ 0, and the
theorem is proved by recursion.
Theorem 5. If a triangular Toeplitz matrix saisfies both the conditions of Thm. 1 and
Thm. 4, i.e. has slow log–convex decay, then B = A−1 has fast decay, and ‖B‖1 =∑∞
k=0 |bk| = 2.
Proof. For matrices with slow decay the result of Thm. 1 gives 0 = limk→∞ uk = 1 +∑∞
k=1 bk. For matrices with log–convex decay Thm. 4 proves bk ≤ 0 for k ≥ 1. Taking
these conditions together we have
∑∞
k=0 |bk| = 1 −
∑∞
k=0 bk = 2, which completes the
proof.
6 Numerical example
We consider the triangular Toeplitz matrix generated by a sequence ak = (1 + k)−α,
which is log–convex and has slow decay for α < 1. For different values of α we have
computed the inverse using the divide-and-conquer algorithm [10, 5] for very large
matrices. On Fig. 2 we show the decay of elements of the inverse and the fundamental
matrix for different α.We observe that the rate of decay υ for the fundamental matrix
behaves in accordance with the result of Thm. 3, i.e. υ = 1 − α. Note that the example
seems to provide a sharp bound for the inequality in Thm. 3 but we do not have a
theoretical proof of this fact yet.
Since in the example considered here, the matrix has log–convex decay, the fun-
damental matrix uk decays monotonically. It is no surprise that the elements of the
inverse matrix, which behave like a numerical derivative of uk, have the decay rate
β = 1+ υ = 2− α,which is clearly observed in Fig. 2.
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α = 0.1
α = 0.3
α = 0.5
α = 0.7
α = 0.9
log2 n
log2 |un|
2520151050
−5
−10
−15
−20
−25
−30
log2 n
log2 |bn|
2520151050
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−10
−15
−20
−25
−30
−35
−40
−45
−50
−55
Figure 2: Decay of the fundamental matrix (left) and inverse matrix (right) for the tri-
angular Toeplitz matrix with elements ak = (1+ k)−α for different α < 1.
7 Conclusion
For the triangular Toeplitzmatriceswith slowdecaywe have established new results on
the decay of the inverse and the fundamental matrix. A particularly interesting case is
established byThm. 5, inwhichwe considered amatrixwith slow log–convexdecay and
proved that the inverse matrix is bounded. The proposed results extend the classical
analysis of Jaffard [7] and the results of Veccio et al [11, 12, 1].
The proposed results may be used to prove the stability of numerical schemes for
convolutional Volterra equations of the first kind [6], which are less studied than the
equations of the second kind [9, 2, 3, 4].
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A Young’s inequality for discrete convolutions
Here we provide the proof of Young’s convolution theorem 2 for sequences. We start
from several lemmas.
Lemma 1 (Young’s inequality for products [13]). For non-negative x, y and p, q ≥ 1
such that 1/p+ 1/q = 1,
xy ≤ x
p
p
+
yq
q
. (4)
Lemma 2 (Hölder’s inequality).
‖xy‖1 ≤ ‖x‖p‖y‖q for 1 = 1
p
+
1
q
, p, q ≥ 1, (5)
where z = xy denotes the elementwise product of sequences x and y, i.e., zj = xjyj,
j ≥ 0.
Proof. If ‖x‖p = 0 or ‖yq‖ = 0 then xy = 0 and the result is trivial. For non-zero x and
yw.l.o.g. we set ‖x‖p = ‖y‖q = 1. Then using (4) we write
∞∑
j=0
|xjyj| ≤
k∑
j=0
(
|xj|
p
p
+
|yj|
q
q
)
≤ ‖x‖
p
p
+
‖y‖q
q
=
1
p
+
1
q
= 1,
which proves the inequality.
Lemma 3 (Generalized Hölder’s inequality). If
∑m
k=1 1/pk = 1/r for p > 0 and 0 < r <∞, and sequences xk ∈ lk, then
‖x1x2 . . . xm‖r ≤ ‖x1‖p1‖x2‖p2 . . . ‖xm‖pm . (6)
Proof. For m = 1 the result is obvious. Suppose the result holds for m − 1 sequences
x1 . . . xm−1, we shall prove it for m. If pm = ∞, the result follows by pulling out the
supremum of xm and using the induction hypothesis. For pm < ∞ consider 1/p =
1− r/pn and 1/q = r/pn,which form a Hölder pair 1/p+ 1/q = 1. Using (5), we write
‖|x1 . . . xm−1|r|xm|r‖1 ≤ ‖|x1 . . . xm−1|r‖p ‖|xm|r‖q ,
‖x1 . . . xm−1xm‖r ≤ ‖x1 . . . xm−1‖pr ‖xm‖qr ,
and obtain the result by induction since qr = pm and
∑m−1
k=1 1/pk = 1/r − 1/pm =
1/(pr).
Theorem 2. We start from the following simple cases, assuming w.l.o.g. that p ≤ q.
(A) p = q = r = 1. It is enough to write
‖z‖1 =
∞∑
k=0
|zk| ≤
∞∑
k=0
k∑
j=0
|xjyk−j| =
∞∑
j=0
|xj|
∞∑
k=0
|yk−j| = ‖x‖1‖y‖1.
(B) r = ∞, 1/p + 1/q = 1. Since |zk| ≤ ∑kj=0 |xjyk−j| = ∑∞j=0 |xjyk−j| , the result
follows immediately from Hölder’s inequality (5) applied to sequences x^ = {|xj|}∞j=0 and
y^ = {|yk−j|}
∞
j=0. Here and later we assume yj = 0 for j < 0.
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(C) p = 1, 1 < q = r < ∞. Consider q ′ > 1 such that 1/q + 1/q ′ = 1. For any k by
Hölder’s inequality we have
|zk| =
∣∣∣∣∣
k∑
j=0
xjyk−j
∣∣∣∣∣ ≤
k∑
j=0
|xjyk−j| =
∞∑
j=0
|xjyk−j| =
∞∑
j=0
(
|yk−j|
1/q ′
) (
|xj||yk−j|
1/q
)
≤
( ∞∑
j=0
|yk−j|
)1/q ′ ( ∞∑
j=0
|xj|
q |yk−j|
)1/q
≤ ‖y‖1/q ′1
( ∞∑
j=0
|xj|
q |yk−j|
)1/q
,
‖z‖qq =
∞∑
k=0
|zk|
q ≤ ‖y‖q/q ′1
∞∑
k=0
∞∑
j=0
|xj|
q |yk−j| = ‖y‖1+q/q
′
1 ‖x‖qq = ‖y‖q1‖x‖qq,
which completes the proof of the case (C).
Now we deal with the final case 1 < p ≤ q < r < ∞. For each k consider again the
sequences x^ and y^,write
|xjyk−j| = (|xj|
p|yk−j|
q)1/r |xj|
1−p/r|yk−j|
1−q/r,
and apply the generalized Hölder inequality (6) with
p1 = r, p2 =
p
1− p/r
, p3 =
q
1− 1/r
,
1
p1
+
1
p2
+
1
p3
=
1
r
+
1
p
−
1
r
+
1
q
−
1
r
= 1.
We have
|zk| ≤
k∑
j=0
|xjyk−j| ≤
(
k∑
j=0
|xj|
p|yk−j|
q
)1/r
‖x‖1−p/rp ‖y‖1−q/rq ,
‖z‖rr ≤ ‖x‖r−pp ‖y‖r−qq
∞∑
k=0
∞∑
j=0
|xj|
p|yk−j|
q = ‖x‖rp‖y‖rq,
which completes the proof.
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