In this paper, we study the relation among the parameters in their most general setting that define a large class of random CSP models d-k-CSP where d is the domain size and k is the length of the constraint scopes. The model d-k-CSP unifies several related models such as the model RB and the model k-CSP. We prove that the model d-k-CSP exhibits exact phase transitions if k ln d increases no slower than the logrithm of the number of variables. A series of experimental studies with interesting observations are carried out to illustrate the solubility phase transition and the hardness of instances around phase transitions.
Introduction
The constraint satisfaction problem (CSP in short) is a central topic in the artificial intelligence community. It is interesting that many random CSPs exhibit phase transitions. Since the seminal work of Cheesman et al. [3] , the link between the threshold phenomenon of CSPs and the computational hardness of CSPs has attracted a great interest of mathematicians, physicists and theoretical computer scientists. For the investigation of the threshold phenomenon of CSPs, numerous experimental studies [26, 28, 30] have been carried out, which results show strong evidences that the instances in the phase transition region are hard to solve. Therefore these CSPs with hard instances play an important role as they are used as benchmarks to test different CSP's algorithms.
Random k-SAT is a special case of random CSPs, where each formula has precisely k literals per clause. In the past two decades, random k-SAT has been widely studied. The satisfiability threshold for random 2-SAT is obtained in [4, 15] . Friedgut made tremendous progress in [13] towards establishing the existence of a sharp threshold for random k-SAT. It is theoretically attained in [21] and [9] that the updated lower bound and upper bound of the threshold point of random 3-SAT are 3.53 and 4.4898, respectively. However, the exact location of the phase transition of random k-SAT for k ≥ 3 is still under investigation.
Much research has gone into the study of random models of CSPs with constant domain size at least 2, e.g. [1, 6, 7, 8, 17, 18, 19, 24, 28] . The initial standard models, named A, B, C and D [19, 28] , turn out to be flawed as they do not exhibit non-trivial satisfiability threshold when the length of constraint scopes and the size of domains are all fixed, see [1] . To get nontrivial phase transitions, researchers have been going on three directions. Some CSP models [17, 18, 19] restrict particular "structures" on constraint relations, so that the phase transitions are attained at a cost of more expenditure on generating random instances.
Instead of incorporating more structures in the relations, some researchers left the constraint relations without any restrictions and focused on allowing the domain size to grow up with the number of variables, e.g. [10, 27, 31] . In 2000, Xu and Li [31] constructed the well-known model RB, where the length of constraint scopes is fixed but the domain size of the instances is growing up about a power function of the number of variables. A few years later, Frieze and Molloy proposed two natural models of random binary CSPs with non-constant domain size, and determined how fast the domain size must grow with the number of variables to guarantee that the two models exhibit coarse threshold [14] . To ensure that these models can generate hard instances, the complexity of CSPs had been extensively investigated, e.g. [2, 5, 18, 20, 22, 25, 29, 30, 32] . For the practical side, benchmarks based on the model RB had been widely used in various kinds of algorithm competitions and in many research papers on algorithms.
From another point of view, inspired by the work of Frieze and Wormald [16] , some CSP models, e.g. [11, 12] , allow the length of constraint scopes to grow moderately and the exact locations of phase transitions are gained. In [11] the authors proposed the so-called model k-CSP; differently from the model RB, the domain size of the model k-CSP is fixed while the length, denoted by k, of constrain scopes of the model k-CSP is growing up to a logarithm function of n (the number of variables); they located mathematically the exact phase transition point and demonstrated experimentally the performance of the model k-CSP in [11] . Because no restriction is put on constraint relations and the length k is growing very slowly while the domain size d is fixed, it is convenient to generate the instances of the model k-CSP; this is suitable for algorithmic practice.
In this paper we study a new random CSP model, d-k-CSP, where both the domain size d and the length of constrain scopes k are allowed to vary with the number of variables n. We show that the new model has a phase transition and the exact threshold point can be quantified precisely if k ln d ≥ (1+ε) ln n for an arbitrarily small positive real number ε. That is the major result of this paper.
The new model d-k-CSP covers obviously both the model RB and the model k-CSP as two specially extreme cases; and in the two extreme cases, i.e. either k is fixed or d is fixed, the above major result covers the well-known results in [31] and [11] . Moreover, the effective range of the model d-k-CSP is much more extensive than those of the model RB and the model k-CSP, it works well whenever k ln d increases no slower than ln n. Thus it provides us a lot of various choices to deal with phase transitions of random CSPs; the various choices could meet various theoretical and practical requirements. For example, we can deduce at once from our major result that the model d-k-CSP with d growing up to ln n and k growing up to ln n ln ln n has a phase transition and the exact threshold point can be located precisely; further, a series of experimental studies are carried out for that case and the results are reported in this paper.
The rest of the paper is organized as follows. In Section 2, we formulate the random model d-k-CSP precisely, and state our major result on the phase transition of the model d-k-CSP. Section 3 is contributed to a complete proof of our major result. The previous methods for the similar questions, e.g. the arguments in [11] , are far from enough for the new extensive model; a new key idea to prove our major result is to divide the variant area of parameters, which we consider to estimate the satisfiability probability in the "second moment method" stage, by suitable curves into several subareas, so that in each subarea we can estimate the probability in different ways. In Section 4, we compare precisely the model d-k-CSP with some previous models and deduce the corresponding corollaries, and illustrate the vast effective range of the model d-k-CSP. In Section 5, we present the results of a series of experiments about the model d-k-CSP for the case d = ln n. Finally we draw our conclusions in Section 6.
Random model d-k-CSP
In this paper, ln x = log e x denotes the natural logarithm function, and exp x = e x denotes the natural exponential function. Denote by |T | the cardinality of the set T .
Any instance of a constraint satisfaction problem is a triple I = (X, D, C),
is a sequence of finite sets which are called the domains, and C = (C 1 , · · · , C t ) with C i = (X i , R i ) which are called the constraints; more precisely,
we say that (a 1 , · · · , a n ) is a solution of the instance I; and at that case we say that the instance I is satisfiable. Definition 2.1. Let n be the number of variables and t be the number of constraints; let d = d(n) and k = k(n) be two integer functions of the natural number n such that d(n) > 1 and k(n) > 1; let p be a positive constant with 0 < p < 1. A random CSP model is said to be d-k-CSP if the instances are generated as follows:
• for i = 1, · · · , t, the constraints are generated as follows:
-the constraint scopes X i = (x i1 , · · · , x i k ) are randomly selected with repetition allowed from the subsequences of length k of the variable sequence (
-the constraint relations R i are randomly selected with repetition allowed from the subsets of
Let Pr(SAT) denote the probability of a random instance of the model d-k-CSP being satisfiable. We have the following asymptotic property of the model The theorem is stated in an extensive version so that it covers several known or guessed cases as consequences which peoples are concerned with, we'll discuss them in Section 4. Here we just make some remarks on the statements of the theorem. The proof of the theorem will be provided in Section 3. 
The condition (ii) of the theorem is also understood in asymptotic sense. Precisely, the condition "k ln
The positive real number ε in the condition (ii) of the theorem could be arbitrarily small; but, at the theoretical level, it should be fixed in the asymptotic process once it was given. In practice, however, we can ignore it completely to assume that k ln d > ln n, which is enough to guarantee the appearance of the phase transition; because: the number of the instances generated by the actual operations in Definition 2.1 is always finite. Remark 2.3. In accordance with our present approach, the convergence speed of the limits in Theorem 2.1 has to be considered case by case, thus we do not mention it in the statements of the theorem. Tracking the proof in Section 3 below, though a bit complicated, we can see that:
(a) for the case where r > 1, the probability Pr(SAT) → 0 exponentially with n → ∞;
(b) for the case where r < 1, there are two subcases: 
A proof of Theorem 2.1
Keep the notations and assumptions of Theorem 2.1. We prove Theorem 2.1 in seven subsections. First we deal with the case "r > 1" in Subsection 3.1; and then we turn to the case "r < 1", i.e. the stage of the so-called "second moment method". After a preparation in Subsection 3.2 which reduces it to estimations of some functions of variables (n, x) ∈ (1, ∞) × [0, 1], we are faced with a complicated situation; the previous methods for the similar questions, e.g. the arguments in [11] where the area (1, ∞) × [0, 1] was divided by lines into subareas and the estimations were made in each subarea, are not powerful enough for the present case. The key idea to carry it forward is to divide the area by curves. We'll outline the further proofs in Subsection 3.3.
Expectation of the number of solutions and the case r > 1
Given any n, let G denote the set of all the instances generated by the model
Then G is a probability space with equal probability for all samples. For I ∈ G, let Sol(I) denote the set of solutions of the instance I.
For any a = (a 1 , . . . , a n ) ∈ A, let
which is a 0-1 random variable over the probability space G. Then
is a non-negative integer random variable over the probability space G. The random variable S is obviously the number of solutions of the random instance I ∈ G; in particular, Pr(S > 0) = Pr(SAT), the probability for the random instance I being satisfiable.
It is easy to see that the expectation E(S a ) = p t , and
By Markov's inequality, we get that
Preparation for the case r < 1
In the rest of Section 3 we always assume that r < 1, and prove that lim 
,
where E(S|S a = 1) denotes the conditional expectation of S assuming that S a = 1 occurs, see [23, Theorem 6.10] . In fact, in our case this inequality is equivalent to the so-called second moment method, see [11, Appendix A] .
which is independent of the choice of a; hence
Combining it with the formula (1), we have
Define a function for (n,
where
Outline of the proof for the case r < 1
To prove that lim 
From now on till the end of this section, we always assume that δ = θ/3, and consider the area (1, ∞) × [0, 1] of the n-x-plane. The key idea to achieve the above objective is to design an integer N and two curves
where ζ(n), η(n) are two functions of n satisfying that
such that for any n > N we have that
In other words, we divide the area (1, ∞) × [0, 1] of the n-x-plane by the curves into three areas, as illustrated in Figure 1 , so that we can deal with R(n, x) for each area in different ways. But note that it may happen that η(n) = ζ(n) somewhere, for that n there is no x satisfying η(n) ≤ x < ζ(n). The inequalities of (4) are enough to complete the proof of Theorem 2.1 for the case r < 1, because they imply that for any n > N we have
We will construct the function η(n) in the next subsection such that the first inequality of (4) holds. Then, by Remark 2.1, we consider two cases:
To proceed with the proof for the two cases, we need some auxiliary results to explore the function ζ(n), which will be provided in Subsection 3.5. After that, we complete the proof for the two cases in Subsections 3.6 and 3.7 respectively.
Construction of η(n)
Proposition 3.1. Let λ be a real number such that 0 < λ < ε 1+ε , and set
Then there exists an integer
Proof. Given any integer n > 0, assume that
and, by the condition that k ln d ≥ (1 + ε) ln n, we have
Note that the right hand side of the inequality is a real number larger than 1. Summarizing the above, for any n > 0 and any m with 0 ≤ m n < η(n), by Lemma 3.1 we have
Hence, for any n > N η we have
Remark 3.1. As Proposition 3.1 handles the first inequality of (4), to complete the proof of Theorem 2.1, we need to construct the function ζ(n) satisfying the last two inequalities of (4); by Remark 2.1 we continue the proof in two cases.
• d is a constant.
• lim
Auxiliary results for the case r < 1
Before going on to construct the function ζ(n) for the two cases, we show some results about the areas of (1, ∞)×[0, 1] of the n-x-plane divided by straight lines.
Recall that the binomial coefficients 
τ n with τ = 1 − r as in the formula (1). By the formula (3) we have
As lim x→1 H(1 − x) = 0, there is a real number ρ with 0 < ρ < 1 such that
so there is an integer N ρ such that
In the rest of this section we always assume that ρ and N ρ satisfy the condition in Proposition 3.2.
Lemma 3.2.
Let µ be any real number with 0 < µ < 1. If k ≥ 1/p, then
Proof. Let
and
We have
is an increasing function. The maximum value of g(x) in [µ, 1] is g(1) = − 1 ln p . Thus the lemma is proved.
. So we get an estimation for R(n, x) as follows:
Proof. By the estimation (5) we have ln(nR(n, x)) < n 
Then h(x, a) is a non-positive differentiable function which is strictly increasing in (0, a), and is strictly decreasing in (a, 1).
Proof. See, for example, [11, Lemma 3.1].
Remark 3.3. Since ln 1 +
with the function h(x, a) defined as above, from (5) we can get another estimation of R(n, x) as follows:
The case "d is a constant"
In this subsection we assume that r < 1 and d is a constant. As pointed out in Remark 3.1, the following proposition completes the proof of Theorem 2.1 for this case.
Proposition 3.4. Let λ, η(n) and N η be as in Proposition 3.1, ρ and N ρ be as in Proposition 3.2. Assume that d is a constant. Set ζ(n) = η(n) for all n. Then there exists an integer
Proof. If
, by taking N = max{N η , N ρ }, we are done by Proposition 3.2. In the following we assume that
By Lemma 3.3, the number b is positive and
Since k ln d ≥ (1 + ε) ln n and d is a constant, we have k → ∞; so for x ≤ ρ < 1 we can take an integer N k such that ln n n < b 3 and
By the inequality (6), there is an integer 
The case " lim n→∞ d(n) = ∞"
In this subsection we always assume that r < 1 and lim 
First we have an estimation for the term
x ln d , which will be used to construct the function ζ(n).
Lemma 3.4. There is an integer N α such that
Proof. By the assumption we have 0 ≤ 1 − x < 1, hence
Further, since lim 
from which the conclusion follows.
Take a real number β such that 1 > β > 1 − λ 6 , then
Proposition 3.5. Let N α be as in (8) , and β be as in (9) above. Set
Then ζ(n) ≥ η(n) and there is an integer
Proof. Since lim
Therefore, there is an integer N ζ ≥ max{N η , N α , N e } such that
Now we show that N ζ fits the requirement.
By the inequality (7) we have
But, for x < ζ(n) = 1 n β we get from (11) that
Combining (12) with (9), (8) and (13), for n > N ζ and η(n) ≤ x < ζ(n) we have
however,
By (10), we reach the desired inequality:
As pointed out in Remark 3.1, Proposition 3.5 and the following proposition complete the proof of Theorem 2.1 for the present case.
Proposition 3.6. Keep the notations in Proposition 3.5. Then there is an integer
Proof. From the inequality (7), we have
As
so there is an integer N β such that
Since
−p ln p is a constant, we have a real number µ with 0 < µ < 1 such that
Let N = max{N ζ , N β }; by (14), (15), (8) and (16) . Citing (10) again, we get
Finally, since d → ∞ in the present case, we can cite Proposition 3.3 to have an integer N ≥ N such that
The proposition follows from (17) and (18).
Related CSP models
Keep the notations in Theorem 2.1. In this section, we consider some special cases of the size d of domains and the length k of constraint scopes, and get the related CSP models which were studied before; as a comparison of Theorem 2.1 with those obtained before, we further describe the activity range of the theorem with illustrations.
First, fixing the domain size d, from Theorem 2.1 we have the following corollaries at once. Obviously, the model d-k-CSP with constant domain size is just the model k-CSP studied in [11] . In fact, Corollary 4.1 is an improvement to the main result of [11] , since its assumption "k ln d ≥ (1 + ε) ln n" is weaker than the corresponding assumption of the main theorem in [11] .
On the other hand, if we fix the length k of constraint scopes, then we get the following consequence at once. Particularly, we can take k to be a constant such that k ≥ Therefore, the model d-k-CSP with constant length k of constrain scopes is just the model RB studied in [31] . Xu and Li showed that the model RB had a lot of hard instances and all instances at the threshold point had exponential tree-resolution complexity, see [30, 32] . By relating the hardness of the model RB, there are also a lot of hard instances to solve in the model d-k-CSP.
However, Theorem 2.1 says much more than the two special cases, as it depends on a trade-off between the growing of d and the growing of k to guarantee that the exact phase transition points can be mathematically determined. For a series {a n }, as usual, a n = O(1) stands for that lim n→∞ a n < ∞. For series {a n } and {b n } such that lim n→∞ a n = lim In Figure 2 , the horizontal axis is scaled by the growing speed of ln d while the vertical axis is scaled by the growing speed of k. Of course, both the axis start from O(1), i.e. the constants. Since k ≤ n, the vertical axis ends at n, i.e. Ω(n). And, if
is an exponentially growing variable with n, which is too large for the CSPs; so it is reasonable to end the horizontal axis at n too. The dotted area depicts where we have Ω(k ln d) > Ω(ln n); in other words, it is just the range where Theorem 2.1 works. In particular, the points of the horizontal axis correspond exactly the case that k is constant; thus the line segment on the horizontal axis from ln n k (for a fixed k) to n is just the range where the model RB works. Similarly, the line segment on the vertical axis from ln n ln d (for a fixed d) to n is just the range where the model k-CSP works.
As an example other than Corollary 4.1 and Corollary 4.2, we take the function d(n) = ln n, then the model d-k-CSP has a phase transition which can be precisely quantified provided Ω(k(n)) > Ω( ln n ln ln n ). It is just the following corollary and illustrated in Figure 2 also with a line segment. According to Corollary 4.3, Table 1 gives the domain size and the corresponding minimal value of k satisfying the condition against n. It is noteworthy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Table 2 and Table 3 . Therefore the domain size and the length k of constraint scopes are not big for the practically applied models. 
5.
Experimental results for the case d = ln n * Experiments have been done to study the behavior of the model d-k-CSP with fixed length k of constraint scopes, see [30] , and experiments for the model k-CSP, i.e. the model d-k-CSP with fixed domain size d, are reported in [11] .
We According to Corollary 4.3, the instances of the model d-k-CSP change from being soluble to insoluble when the constraint density r is varied accordingly. Figure 3 and Figure 4 depict the solubility phase transition and the easy-hardeasy phase transition for d = ln n, p = 0.6, n ∈ {40, 60, 80} and k = 3. In Figure 3 it clearly appears that the solubility phase transition happens around the theoretical threshold point r = 1, which illustrates that the theoretical result is in close agreement with the empirical result. On the other hand, the hard instances are found at the neighborhood of the phase transition point r = 1, as shown in Figure 4 . We remark that the vertical axis for CPU time in Figure 4 uses a log scale ln T where T is the search time(seconds), because the search cost of solving the instances in the model d-k-CSP grows too fast when n is growing up, so that we could not depict the three curves for n ∈ {40, 60, 80} in one and the same coordinate system if the CPU time axis was scaled by any multiple of seconds. Table 4 lists the correspondence between CPU time T (seconds) and ln T . Figure 5 shows the computational complexity of solving the instances of the model d-k-CSP around the theoretical threshold r = 1 when n is varied from * In practice, ln n should be rounded to the nearest integer. (3, n, ln n, r, 0.6) k ≥ (1 + ε)ln n/ln ln n for an arbitrary positive real ε, so we take k = 3 when n is varied from 20 to 80 in steps of 5. Table 5 gives the corresponding values of d satisfying the condition of Corollary 4.3 against n. Note that the vertical scale uses a log scale in Figure 5 , cf. Table 4 . We summarize experimental results for d = ln n, k = 3, p = 0.6 and r ∈ {0.98, 1, 1.02}, and observe that the curves in Figure 5 look like the polygonal lines, which illustrate that the complexity of solving the instances with values d and k around the phase transition point grows exponentially with n. By Corollary 4.3 we know that d and k increase very slowly with n, making it feasible to use this class of models to generate random CSP instances in practice. We also consider the effect of different length of constraint scopes to the solubility phase transition and the hardness phase transition. Figure 6 shows the solubility phase transition for d = ln n, p = 0.6, n = 30 and k ∈ {3, 4, 5}. Similarly, Figure 7 indicates the hardness phase transition for d = ln n, p = 0.6, n = 30 and k ∈ {3, 4, 5}. 
Conclusions
In this paper, we consider such a type of random CSPs: for any given positive integer n, any instance with n variables has n domains of the same size d, and has t constraints with all constraint scopes of the same length k and all constraint relations of the same tightness p. We studied a general random model, called the model d-k-CSP, where the tightness p is fixed, but the domain size d and the length k of the constraint scopes are allowed to vary with the number n of variables. Various cases of the parameters which peoples in the artificial intelligence community are interested in are included, e.g. the model RB (with growing d and fixed k) and the model k-CSP (with fixed d and growing k). The core concept of the general-model-building is that some certain relations among the parameters that define instances of the CSPs could guarantee the presence of phase transitions.
From the new research perspective, we proved that for the model d-k-CSP a satisfiability phase transition threshold can be exactly quantified if k ln d increases no slower than ln n.
And, to prove the theoretical result mathematically, in the stage of the "second moment method" we developed a new idea to divide the whole area, which we considered to estimate the satisfiability probability, by curves (instead of by lines as before), and in each divided area we made the estimations in different ways. As the success of the new methodology for the model d-k-CSP, it may be interesting to explore any applicability of the new approach to solve related open problems in the future.
Moreover, for the model d-k-CSP of the case d = ln n, a series of experimental studies are carried out and the results are reported in this paper. The results not only illustrate the satisfiability phase transition which is consistent with the theoretical result, but also demonstrate that the hardness phase transition appears at the satisfiability phase transition point. Just like some well-known cases, we can get a lot of hard instances with the model d-k-CSP of the case d = ln n.
Because of the extensively effective range of the model d-k-CSP, it provides a lot of choices to generate random CSP instances with a phase transition in practice. Though the product k ln d should increase no slower than ln n, quite a part of the choices provided by the model d-k-CSP makes the domain size d and the length k of the constraint scopes growing up with n very slowly. The case of d = ln n is a new example of such choices. Thus, the model d-k-CSP is useful for testing CSP solvers, since such choices provided by the model can generate asymptotically non-trivial CSP instances with small domain size and small length of constraint scopes in an easy and natural way.
